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Abstract 
 
 Phthalocyanines (Pc) have gained intense research attention in many diverse application 
areas due to their highly tunable electronic and structural properties through modification of the 
molecular periphery and metal center. Throughout this work a series of novel perfluoro-
isopropyl substituted MPc have been investigated through theoretical methods. First, the 
synthetic mechanisms of these Pcs will be explored to gain insight into the experimentally 
observed Pc product distribution. By examining the electronic structure and formation energies 
of the various Pc precursors, we explain the product distribution as well as propose the formation 
of additional Pcs, which were not currently believed to form.  
 The effect of metal center and peripheral modification on the Pc structural and electronic 
properties is also determined through a systematic investigation of several Pcs with varying 
degree of peripheral modification as well as several different metal centers. Increased 
modification of the Pc periphery with strongly electron withdrawing groups lowers the energy of 
the molecular frontier orbitals; increasing the chemical stability of the Pc. Open d-shell metal 
centers also introduce several partially occupied states near the top of the Pc valence band, which 
have electron density localized on the metal center. 
 The bulky groups on the periphery of the Pc also act to mitigate molecular aggregation. 
To access the degree of aggregation as a function of peripheral modification, a molecular 
dynamics forcefield within the CHARMM parameterization model was developed specific to 
these Pcs. This also allows for the simulation of bulk and thin film properties important to 
ix 
 
various application areas. Finally, we propose a completely solid state dye sensitized solar cell 
(DSSC) design in which these chemically robust modified Pcs are sandwiched between n-TiO2 
and p-NiO, acting as both photosensitizer and electron shuttle. Through analysis of the electronic 
structure of the Pc|semiconductor systems, the free energy associated with hole injection into the 
valence band of NiO upon photoexcitation of the sensitizer and electron injection into the 
conduction band of TiO2 from the reduced form of the Pc are calculated. Significant molecular 
orbital coupling between the Pc and semiconductors results in estimated charge transfer lifetimes 
on the femtosecond time scale on both NiO and TiO2. Additionally, the calculated excited state 
lifetimes of the Pc is found to be on the nanoseconds time scale, allowing ample time for charge 
transfer prior to the spontaneous relaxation of the Pc excited state.  
 In the absence of a liquid electrolyte solution, the Pc molecule will need to also act as 
electron shuttle in our cell design. The charge transfer properties within the Marcus-Hush 
electron transfer theoretical framework are calculated. Results indicate that intermediate 
modification of the Pc periphery leads to high hole and electron mobilities. This is a promising 
result for our proposed DSSC design, but also makes these Pcs a viable semiconducting material 
in other application areas, such as light emitting diodes (LEDs) or organic field effect transistors 
(OFETs).
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Introduction to Phthalocyanines 
 
 Phthalocyanines (Pcs) and their derivatives have attracted extensive research attention for 
many years. First structurally characterized by Linstead
1-4
 in 1934, these materials have been 
found to have application in many diverse fields. Structurally, Pcs are planar highly aromatic 
macrocycles made up of four isoindole units (Figure 1). This high degree of conjugation presents 
a delocalized 18 π-electron arrangement across the carbon and nitrogen atoms.   
 
 
Figure 1. General schematic representing the structure of (a) Phthalocyanine an1d (b) Metallo-
phthalocyanine.  
 
 As a result of intense absorption centered around 620-700 nm
5
, Pcs original application 
was in the area of textiles and inks as dye materials
6
. In more recent past, research in Pcs has 
seen a strong resurgence for application in molecular devices including:
7-17
 photovoltaics, 
industrial catalytic systems, electrochromism devices, optical data storage, laser dyes, liquid 
crystals, chemical sensors, and photodynamic therapy. 
xxii 
 
The primary driving force for Pc based interest is attributed to their outstanding electrical 
and photophysical properties, as well as their thermal and chemical stability
18
. Pcs also have 
extraordinary adaptability.  To date, approximately 70 different metal ions and nonmetals have 
been shown to form coordination complexes with Pc exhibiting a variety of functional 
properties
19
. Optical and electronic properties can also be tuned by rational design of the 
symmetry and chemical composition of substituents on the molecular periphery and/or at the 
axial positions.  It has become recognized that chemical modification of the molecular periphery, 
particularly low symmetry modifications, offers significant opportunity to exploit novel 
properties
20-21
. 
 One particular modification of Pcs is in eliminating labile C-H bonds and 
replacing them with more inert C-F bonds
22
. . For electronic device applications, 
hexadecylfluoro-phthalocyanine (F16Pc) been shown to exhibit far greater ambient stability than 
the parent per-hydro H16Pc
23
. Another advantageous property of F16Pc for electronic application 
is the stacking of the planar molecules through their intrinsic π-π interactions. However, this 
aggregation is not always desired, as in catalytic applications. The introduction of bulky 
peripheral substituents is commonly used to prevent the aggregation phenomena.  
Throughout this several Pc substitution schemes of different peripheral substituents will 
be explored. The Pcs of interest include: zinc phthalocyanine (H16ZnPc); zinc hexadecyl-
perfluoro-phthalocyanine (F16ZnPc); zinc 1,2,4-Tris-(perfluoroisopropyl)-tridecafluoro-
phthalocyanine (F34ZnPc); 1,4,8,11,15,16,17,18,22,23,24,25-dodecylfluoro-2,3,9,10-
tetrakisperfluoro(isopropyl) phthalocyanine (F40ZnPc); 1,2,4,8,9,11-Hexa-(perfluoroisopropyl)-
decafluoro-phthalocyanine (F52ZnPc); 1,4,8,11,15,18,22,23,24,25-decacylfluoro-2,3,9,10,16,17-
tetrakisperfluoro(isopropyl) phthalocyanine (F52aZnPc); and 1,4,8,11,15,18,22,25-octafluoro-
xxiii 
 
2,3,9,10,16,17,23,24-octakisperfluoro(isopropyl) phthalocyanine, (F64ZnPc).  Hereafter, these Pc 
molecules, shown in Figure 2a-g, will be referred to by the names in the parentheses.   
         
 
 
 
xxiv 
 
 
 
Figure 2. Molecular structure of target Pcs: (a) H16MPc, (b) F16MPc, (c) F34MPc, (d) F40MPc, (e) 
F52MPc, (f) F52aMPc, and (g) F64MPc. Coloring scheme: metal (orange), nitrogen (dark 
blue), carbon (gray), and fluorine (green). 
1 
 
 
 
 
CHAPTER 1 
 
Theoretical Investigation into the Synthetic Mechanism of FxZnPc 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2 
 
1.1 Introduction 
The synthetic pathway of the fluorinated precursors to form the Pcs of interest is 
hypothesized as illustrated in Figure 1.1.  Four unique Pc precursors: phthalonitrile (1); 
perfluoro-3,4,6-diisopropylphthalonitrile (3); perfluoro-4,5-diisopropylphthalonitrile (4); and 
perfluoro-3,6-diisopropylphthalonitrile (5) lead to the production of six Pcs of various degree of 
peripheral fluorination. Precursor 1 in combination with precursor 4  leads to the formation of 
F16ZnPc, F40ZnPc, F52aZnPc, and F64ZnPc. Experimentally, the relative amount of products 
formed is as follows: F64MPc > F52aMPc >> F40MPc >> F16MPc.
24
 While the molecular structure 
of F40ZnPc allows for both a cis- and trans- isomers; only the cis-F40ZnPc isomer is thought to be 
formed based on the identified crystal structure.   
Pc precursor 3 allows for the formation of the highly asymmetric Pcs. Combination of 
precursors 1 and 3 leads to the formation of F34ZnPc, F52ZnPc, and F16ZnPc. As with F40ZnPc, 
F52ZnPc can, in principle, be produced as a mixture of cis- and trans- isomers. Although, to date, 
only the cis isomer is observed in the crystal structure. If 1 is used excess, F16ZnPc is the 
majority product with minority yield of F34ZnPc and F52ZnPc. Conversely, excess amounts of 
precursor 3 added to the reaction vessel results in equally low yields of F52ZnPc, F34ZnPc, and 
F16ZnPc products.
24
 Surprisingly, precursor 5 exhibits no reactivity with itself or in combination 
with precursor 1. 
24
 This lack of reactivity leads to no Pc products when precursor 5 is employed. 
This is an unanticipated result given the reactivity of precursor 3 and 4 despite the increased 
steric hindrance of both precoursors.
24
  
3 
 
 
Figure 1.1. Synthetic pathway of all modified perfluoroisopropyl-phthalocyanines. 
4 
 
Based on these experimental findings, computational studies were carried out to further 
understand these results. Specifically, the kinetic and thermodynamic aspects of the product 
distributions observed experimentally as well as the possibility of trans-F40ZnPc and trans-
F52ZnPc isomers. 
 
1.2 RESULTS 
1.2.1 Reactivity of Pc Monomer Precursors 
The formation of the Pc macrocycle begins with the intermolecular activation of the 
precursor to form a zwitterionic monomer species (Figure 1.2).
25
 The reduced form of these 
zwitterionic monomers is also present from a one-electron reduction. 
 
Figure 1.2. Intramolecular activation of monomer precursors.  
 
5 
 
Analysis of the frontier molecular orbitals (HOMO and LUMO) electron density 
distribution of the starting precursors (Figure 1.3) reveal that the bulky electron withdrawing –
C3F7 peripheral ligands affects the electronic distribution required for intermolecular activation. 
The proposed intermolecular activation requires adequate electron density on the –CN groups in 
both the HOMO and LUMO states. As seen in Figure 1.3, this requirement is satisfied in both 
symmetric precursors 1 and 4. However, precursor 5 shows no carbon centered LUMO electron 
density on either –CN group. This explains its lack of reactivity of 5 despite its symmetry and 
low steric hindrance relative to precursor 4. Replacement of a single peripheral fluorine with a –
C3F7 group (precursor 3) restores the reactivity; but the intermolecular activation is forced in one 
direction unlike the symmetric precursors 1 and 4.  
 
 
Figure 1.3. Electron density distribution plot of HOMO and LUMO states for precursors 1, 3, 4, 
and 5. 
6 
 
 The C2 position of the –CN group of precursor 3 has no LUMO electron density. 
Therefore, activation can only occur at C1 at not at C2. The importance of this directional 
activation will be discussed in further detail when examining the F34ZnPc/F52ZnPc product 
distribution in section 1.2.5.  Additionally, from an energetic standpoint, formation of the 
zwitterionic neutral monomer of precursor 1 is favored over the zwitterionic monomer of 
precursor 3 and 4 by 3.49 kcal/mol and 0.05 kcal/mol, respectively.  
 
1.2.2 Formation of Pc Dimer Intermediates 
 From the zwitterionic monomer species, formation of the various Pcs proceeds through 
the formation of zwitterionic dimer intermediates.
26
 Subsequently, it is believed that these dimers 
join together to form the final Pc molecule. As in the zwitterionic monomers, we will first 
examine the electron density of the zwitterionic monomers in an attempt to provide rational for 
dimer intermediate formation and, in turn, the overall Pc product distribution. The proposed 
mechanism for the formation of the neutral dimers is presented in Figure 1.4. 
 
Figure 1.4. Formation of the neutral dimer Pc intermediates. 
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 Localization of HOMO electron density on the attacking nitrogen of the monomer is a 
prerequisite for dimer formation. Electron density distribution plots for the zwitterionic 
monomers of precursors 1, 3, and 4 are illustrated in Figure 1.5. For the remainder of the 
discussion, the zwitterionic monomers of precursors 1, 3, and 4 will be referred to as 1ʹ, 3ʹ, and 
4ʹ, respectively. 
 
Figure 1.5. Electron density distribution plots of HOMO (top) and LUMO (bottom) of 
zwitterionic Pc precursors 1’, 3’, and 4’. 
 
There are no significant differences in the HOMO and LUMO state electron density 
distribution of the zwitterionic monomer species. Therefore, in terms of the distribution of the 
frontier orbitals, the formation of all dimer intermediates from these monomer species should be 
possible. To gain a better description on the probability of the dimer construction, the formation 
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energies of each dimer has been calculated. The discussion on each of these dimers is elaborated 
on in the following sections. 
 
1.2.3 Synthetic Pathway of F16ZnPc, F40ZnPc, F52aZnPc and F64ZnPc 
 The synthetic pathway for the production of F16ZnPc, F40ZnPc, F52aZnPc, and F64ZnPc 
involves reaction of the symmetric phthalonitrile precursor, 1, as well as perfluoro-4,5-
diisopropylphthalonitrile precursor, 4. The reaction of these two precursors leads to a mixture of 
the various phthalocyanines. Pcs from 1 and 4 alone leads to the formation of F16ZnPc and 
F64ZnPc, respectively. While a combination of both precursors leads to the formation of F40ZnPc 
and F52aZnPc. Experimentally, the relative amount of products formed is as follows: F64ZnPc > 
F52aZnPc >> F40ZnPc >> F16ZnPc.
24
  Additionally, the formation of the trans-F40ZnPc isomer 
is not believed to occur based on the crystallized structure of F40ZnPc in which only the cis 
isomer is found. The proposed mechanism showing all possible routes for the production of 
F16ZnPc, F40ZnPc, F52aZnPc, and F64ZnPc is presented in Figure 1.6.  
 Combination of any neutral and doubly reduced dimer pairs generate the various Pc 
molecules. For example, formation of F64ZnPc would result from the combination of neutral 
dimer 4a and doubly reduced dimer 4b. Additionally, trans-F40ZnPc would be produced by the 
combination of the neutral dimer 1c and its doubly reduced form 1cʹ. Under the assumption that 
the formation of the dimer intermediates directly controls the formation of the Pcs, the energy of 
formation of each intermediate may be used to predict the final Pc product distribution. This 
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section will focus on explaining the product distribution of F16ZnPc, F40ZnPc, F52aZnPc, and 
F64ZnPc based on the respective dimer intermediates. 
 
Figure 1.6.  Proposed mechanism for the formation of F16ZnPc, F40ZnPc, F52aZnPc and 
F64ZnPc.
24
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 We will begin our discussion by focusing on the formation of the neutral dimer 
intermediates 1a, 4a, 1c and 4c; which as previously mentioned make up half of the total Pc 
macrocycle. While the electron density distribution of the frontier molecular orbitals of 
monomers 1ʹ and 4ʹ indicate that the formation of all of the dimer intermediates should be 
possible, differences arise when considering the calculated formation energies for each of the 
neutral dimer intermediates. 
 The formation energies of the four neutral dimers are presented in Table 1.1. The dimer 
formation energies are calculated as: 
 jiijformation EEEE   (1.1) 
where Eij is the energy of the dimer and Ei / Ej represent the energy of the relevant monomers. 
Based on the formation energy, the most probable neutral dimer is 4a while the least likely dimer 
to form is 1a. Since dimer 4a is thermodynamically favored over the other neutral dimer species, 
monomer 4 will largely be consumed in the formation of dimer 4a. Neutral dimers 1c and 4c, 
which are composed from monomers 1 and 4, will be in direct competition with dimer 4a for 
monomer precursor 4. A Boltzmann distribution (Equation 1.2) between these dimers indicates 
that 4a is favored 16:1 and 2:1 over 4c and 1c, respectively.   
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Table 1.1. Formation energies of the F16ZnPc, F40ZnPc, F52aZnPc, and F64ZnPc neutral dimer Pc 
intermediates. 
Dimer Formation Scheme 
Formation Energy 
(kcal/mol) 
1a 1ʹ + 1 -13.4722 
4a 4ʹ + 4 -17.1744 
1c 1ʹ + 4 -16.6917 
4c 4ʹ + 1 -15.5456 
 
   Additionally, dimer 1c and 4c are also in competition with 1a for monomer precursor 1. 
As already stated dimer 1a is the least likely to form based on the formation energies of the 
dimers. A Boltzmann distribution between these dimers is calculated as follows: 
kT
E
e
N
N 

2
1
     (1.2) 
where k is the Boltzmann constant and T is temperature. Pc dimer 1c is favored 228:1 over 1a 
while 4c is favored 33:1 over 1a. Therefore, compared to the other possible dimers, 1a is 
expected to form in minimal amounts, if any. In terms of Pc production; as an initial estimation 
of the product distribution based upon the neutral dimers, the low amounts of the neutral 1a 
should lead to minimal amounts of F16ZnPc while the abundant 3a should lead to large amounts 
of F64ZnPc.  A more detailed prediction of the Pc product distribution may be made once the 
reduced dimer species have been considered.   
 In addition to the neutral dimer intermediates, formation of the final Pc product requires a 
doubly reduced dimer intermediate as well. These doubly reduced dimers are assembled from the 
reduced zwitterionic monomer precursors, 1ʺ and/or 4ʺ. Thus, calculation of the electron affinity 
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(EA) of 1ʹ and 4ʹ is a logical starting place. The adiabatic electron affinities are calculated from 
the change in total energy when transitioning from the neutral molecule in its equilibrium 
geometry, E
0
, to the anionic species in its equilibrium geometry, E
-
.       
 EEEAad
0
                                                          (1.3) 
The calculated adiabatic EA are 41.49 kcal/mol and 72.69 kcal/mol for precursor 1ʹ and 
4ʹ, respectively. Furthermore, in terms of energy, the reduction of 4ʹ to 4ʺ is 40.0 kcal/mol lower 
in energy than that of the reduction of 1ʹ to 1ʺ. Therefore, precursor 4 is much more capable of 
accommodating the additional electron during the one electron reduction process. This is not an 
unexpected result given the introduction of the highly electron withdrawing –C3F7 groups on 
precursor 4.    
 While it is clear precursor 4 has a greater ability to be reduced, the formation energy of 
each of the possible reduced dimers is calculated (Table 1.2) to further explore these 
intermediates. 
Table 1.2. Formation energies of the F16ZnPc, F40ZnPc, F52aZnPc, and F64ZnPc reduced Pc 
dimer intermediates. 
Dimer Formation Scheme 
Formation Energy 
(kcal/mol) 
1b 1ʺ + 1ʺ -80.6448 
4b 4ʺ + 4ʺ -58.4033 
1c’ 1ʺ + 4ʺ -16.6917 
4c’ 4ʺ + 1ʺ -15.5456 
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The reduced dimer 1b is the lowest in energy and therefore most likely to form. It should 
however be noted that this low formation energy is the direct result of the reduced monomer 1ʺ 
being quite unstable compared to that of 4ʺ. Therefore, assuming the reduced monomer 1ʺ is 
formed in relatively low amounts; formation of dimer 1b is likely to be lower than what is 
indicated in Table 1.2. Putting that assumption aside, for now, the predicted product distribution, 
based on the reduced dimer formation energy is as follows: 1b > 4b >> 1cʹ > 4cʹ.  
 This predicted ordering of the reduced dimers, along with the predicted order of the 
neutral dimers (4a > 1c > 4c > 1a), allows for the prediction of the overall Pc product 
distribution. Combination of the most likely neutral dimer (4a) with the most likely reduced 
dimer (1b) leads to the formation of cis-F40ZnPc as the major product; followed then by the 
combination of 4a with 4b to produce F64ZnPc. The mixed dimers (1c and 4c) along with 4b will 
lead to substantial amounts of F52aZnPc. Since 4a is favored over 1c and 4c, production of 
F52aZnPc will be less than that of F64ZnPc. The mixed neutral dimers may also combine with the 
reduced form of a mixed dimer (1cʹ or 4cʹ) to form trans-F40ZnPc. While the trans-F40ZnPc is 
likely to form in relatively small amounts, the possibility of formation is still probable. This will 
be debated further is the following section. Finally, the low amounts of the neutral dimer 1a, 
along with the reduced 1b being consumed to produce the other Pcs, F16ZnPc is expected to form 
is relatively low amounts. Therefore, following the predicted distribution of the dimers in Tables 
1.1 and 1.2, the predicted Pc distribution is as follows: cis-F40ZnPc > F64ZnPc > F52ZnPc > trans-
F40ZnPc > F16ZnPc. This however does not agree with unpublished experimental findings of 
F64ZnPc > F52aZnPc > cis-F40ZnPc > F16ZnPc.  
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 If we return to the assumption that 1ʹ is difficult to reduce compared to 4ʹ, the reduced 
dimer distribution may be more likely to be: 4b > 1cʹ > 4cʹ > 1b. Under this assumption, the 
dimers containing monomers of 4ʹ are more likely to form. The final Pc product distribution 
changes significantly. Now the most likely neutral dimer (4a) and most likely reduced dimer (4b) 
will combine to produce F64ZnPc as the major product. Slightly less but sill in large amounts will 
be the production of F52aZnPc (4a + 1cʹ or 4cʹ). The trans- isomer of F40ZnPc, formed by the 
mixed dimers, is now more favorable than the cis- isomer. F16ZnPc is however still predicted to 
form is relatively low amount. Under this assumption the predicted product distribution of the 
Pcs becomes: F64ZnPc > F52aZnPc > trans-F40ZnPc > cis-F40ZnPc > F16ZnPc. This agrees much 
better with the experimental findings except for the prediction of a trans-F40ZnPc isomer.  
 Regardless of the assumption about the reduction capabilities of 1b, the lack of formation 
of an F28ZnPc is unexpected. If the reduced dimer 1b is found in relatively high amounts, it 
should combine with a mixed neutral 1c or 4c to form significant amounts of F28ZnPc. This 
however does not occur and no evidence to the existence of F28ZnPc is present in the 
experimental product distribution.  
 
1.2.4 Isomers of F40ZnPc 
 As discussed in the previous section, the formation of both cis- and trans- isomer of 
F40ZnPc should be thermodynamically allowed. DFT calculations preformed on both isomers 
reveal that the trans- isomer is slightly more energetically favored over the cis- form.  The 
difference in ground state energy of these two geometric isomers is merely 2.274 x10
-3
 Ha (0.597 
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kJ/mol). A Boltzmann distribution of these two states indicates that neither isomer of F40ZnPc is 
thermodynamically favored; both have essentially equal (1.2:1) probability of formation. The 
optimized structures of the cis- and trans- isomers of F40ZnPc are presented in Figure 1.7. 
 Additionally, the cis- and trans- isomers present distinct differences in the electron 
structure of the molecule. The electron density distribution plot for the HOMO and LUMO states 
of each isomer is illustrated in Figure 1.8. 
 
Figure 1.7. Geometry optimized structure of (a) cis-F40ZnPc and (b) trans-F40ZnPc. Color code: 
green=fluorine, orange=zinc, gray=carbon, blue=nitrogen.  
 There is no significant difference in the HOMO electron density distribution. However, 
the first two unoccupied states (LUMO and LUMO+1) for trans-F40ZnPc has an electron 
distribution that occupies only two of the isoindole units while the distribution on the LUMO and 
LUMO+1 in cis-F40ZnPc is more delocalized across all four isoindole units. This leads to a 
significant variation in the calculated energies of the LUMO and LUMO+1 state. These two 
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unoccupied states in the cis- isomer are nearly degenerate with an energy separation of only 0.02 
eV. In the trans- isomer there is a significant (0.17 eV) separation in the LUMO and LUMO+1 
states. The differences in the unoccupied orbitals results in a unique absorbance spectrum for 
each isomer. The experimental and TDDFT calculated absorption spectrum for both cis- and 
tans-F40ZnPc is presented in Figure 1.9. The experimental absorbance spectrum shows two 
distinct peaks; one at 638 nm and another at 670 nm. It has been proposed that the slightly less 
intense peak at 638 is caused by aggregation of the cis-F40ZnPc isomer.
24
   
 
 
Figure 1.8. Electron density distribution plot of HOMO and LUMO states for (a) trans-F40ZnPc 
and (b) cis-F40ZnPc.  
 
 While aggregation is probable with the cis isomer, since half of the molecular structure is 
free from the bulky –C3F7 groups, the calculated absorbance spectrums of both isomers reveal 
that the two peaks may be caused by the existence of a mixture of cis- and trans- isomers. The 
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calculated spectra take into account ethanol solvent effects, to better mimic the experimental 
spectrum, and reproduce the experimental absorbance spectra quite well. As seen in Figure 1.9, 
the calculated spectrums for both isomers are quite different.  
 
Figure 1.9. Absorbance Spectrum of F40ZnPc; Experimental spectrum (black line), Calculated 
absorbance spectrum for cis-F40ZnPc (red line), Calculated absorbance spectrum 
for trans-F40ZnPc (blue line). Calculated cure normalized to 1. Height of vertical 
lines indicated the oscillator strength of the transitions. 
 
 It is noted that the calculated spectra provide transition oscillator strengths rather than 
absorbance values. The oscillator strength is related to absorbance, in that is describes the 
probability of the transition. In Figure 1.9, the oscillator strengths are indicated by the vertical 
lines. The curve for the calculated spectra are generated via a Gaussian fit to the oscillator 
strengths. The broadening of these curves is artificial and has been normalized and loosely fit to 
the experimental peaks. The calculated absorbance spectrum for cis-F40ZnPc has two highly 
probable excitations, both around 650 nm. The first transition, at 648 nm, is an excitation from 
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the HOMO to LUMO of the molecule. The second transition, at 641 nm is an excitation from the 
HOMO to LUMO+1. These two excitations correlate well with the experimental peak found at 
638 nm. For trans-F40ZnPc, there is again two major excitations. The first excitation is found at 
675 nm, which is a transition from the HOMO to LUMO. The second excitation is found at 617 
nm, which is a transition from HOMO to LUMO+1. The first calculated excitation for the trans 
isomer agrees well with the experimental peak found at 670 nm. The second calculated 
excitation also closely resembles the experimental peak found at 638 nm.  
 Additionally, absorbance spectrum of F28ZnPc (Figure 1.10) have also been calculated. 
Like trans-F40ZnPc, the HOMO to LUMO and HOMO to LUMO+1 transitions appear as two 
distinct peaks in the calculated spectrum (Figure 1.11). 
 
Figure 1.10. Geometry of the optimized structure of F28ZnPc.  
 The first transition appears at 657 nm, and the second at 627 nm. The calculated 
absorbance spectrum of F28ZnPc also closly resembles the multiple peaks seen in the 
experimental spectrum. Based on the calculated absorbance spectra of trans-F40ZnPc and 
F28ZnPc, we believe that not only does a trans-F40ZnPc isomer exist, but an additional F28ZnPc is 
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being produced. Based on the formation energies of the dimer intermediates, F28ZnPc is expected 
to form in relatively high amounts as well.     
 
Figure 1.11. Experimental absorbance spectrum of F40ZnPc (black line) and calculated 
absorbance spectrum of F28ZnPc (purple line). Calculated cure normalized to 1. 
Height of vertical lines indicated the oscillator strength of the transitions. 
 
1.2.5 Synthetic Pathway of F34ZnPc and F52ZnPc 
 The synthetic pathway for the production of F34ZnPc and F52ZnPc involves reaction of 
the symmetric precursor, 1, as well as the asymmetric, 3. The reaction of these two precursors 
leads to a mixture of F16ZnPc, F34ZnPc, and F52ZnPc. The experimental product distribution is 
found to be dependent on the initial ratio of precursors 1 and 3 added to the reaction. When 1 is 
added in excess, 3:1 ratio with 3, F16ZnPc is the major product with only trace amounts of the 
desired F34ZnPc and F52ZnPc. If precursor 3 is added in excess, 3:1 ratio with 1, the yield of 
F34ZnPc and F52ZnPc increases and the three various Pcs are all formed in relatively equal 
amounts: F34ZnPc (38%), F16ZnPc (32%), and F34ZnPc (30%).
24
      
20 
 
 As with F40ZnPc, the experimental crystal structure of F52ZnPc contains no trans-
F52ZnPc. This section will precede much like Section 1.4. We will examine the intermediate 
dimer species in an attempt to explain the experimentally found Pc product distribution. 
Discussion will also focus on the formation of F52ZnPc cis- and trans- isomers. The proposed 
mechanism for the synthesis of F34ZnPc and F52ZnPc is presenting in Figure 1.12.  
 Prior to starting the discussion on the dimer intermediates, let’s first return to reactivity of 
precursor 3 from Section 1.2. As seen in Figure 1.12, the asymmetric precursor 3 leads to the 
possibility of two zwitterionic monomer species following intermolecular activation, 3ʹ and 3ʺʹ. 
The number of isomers of both F34ZnPc and F52ZnPc would increase if both of these monomers 
were to exist. As previously discussed, the LUMO electron density distribution (Figure 1.3) for 
precursor 3 directs the formation of the 3’ monomer as indicated in Figure 1.12. Additionally, 
calculations preformed indicate a >98% probability of the formation of monomer 3ʹ over 3ʺʹ.  
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Figure 1.12. Proposed mechanism for the formation of F34ZnPc and F52ZnPc.   
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 Dimers 1a and 1b are the same that were discussed in section 1.2.3. However, the neutral 
and reduced dimers 3a-d are unique to the synthesis of F34ZnPc and F52ZnPc. The calculated 
formation energy of each dimer species is presented in Table 1.3. 
 
Table 1.3. Formation energies of F34ZnPc and F52ZnPc dimer intermediates. 
Dimer Formation Scheme 
Formation Energy 
(kcal/mol) 
1a 1ʹ + 1 -13.4722 
3a 3ʹ + 1 +963.83555 
3b 3ʹ + 3 +1469.7232 
   
1b 1ʺ + 1ʺ -80.6448 
3c 3ʺ + 1ʺ +968.0651 
3d 3ʺ + 3ʺ +1504.2246 
 
 
Focusing first on the neutral intermediate dimers, 1a is the only dimer in the synthesis of 
F34ZnPc and F52ZnPc with favorable (negative) formation energy. The neutral dimers 3a and 3b 
both require a significant amount of energy for formation to be possible. Therefore, based on the 
calculated energies of formation, neutral dimer 1a is by far the most likely to form. A similar 
finding observed for the reduced dimer intermediates as well. Reduced dimer 1b is significantly 
favored over that of 3c and 3d.  
 The addition of three bulky –C3F7 groups on the periphery of precursor 3 results 
in a large degree of steric hindrance. During dimer formation this steric hindrance alters the 
geometry of the optimized dimer structure. This ultimately leads to an increase in the calculated 
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formation energy of the dimer intermediates that are prepared from precursor 3. The optimized 
structures of dimers 1a, 3a, and 3b are illustrated in Figure 1.13; 4a is also included for 
comparison.    
   
 
Figure 1.13. Optimized structure of dimer intermediates: (a) 1a, (b) 3a, (c) 3b, and (d) 4a. 
 
Dimers formed from the monomer precursor 3 experience a decrease in the C1-N2-C2 
bond angle as a result of the electronic repulsion between the bulky –C3F7 groups on the 
periphery of 3 during dimer formation. For the same reasons, there is also an observed increase 
in the bowing of the dimer across the bridging Nitrogen atom as indicated in the N1-C1-N2-C2 
dihedral angle of the optimized dimer structures (Table 1.4). For comparison, 4a was also 
included in this analysis. Dimer 4a does not experience the same degree of structural 
deformation seen in 3a and 3b. Therefore, it is believed that the increased formation energies of 
dimers 3a and 3b is a direct result of the steric hindrance of monomer 3.  
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Table 1.4.  Select bond and dihedral angles for intermediate dimers 1a, 3a, 3b, and 4a. 
Precursor 1a 3a 3b 4a 
C1-N2-C2 126.56° 126.64° 122.31° 126.80° 
N1-C1-N2-C2 5.02° 9.05° 10.19° 8.42° 
    
Formation of dimers 1a (neutral) and 1b (reduced) are significantly thermodynamically 
favored over the more bulky dimers formed from monomer 3. This explains why F16ZnPc (1a + 
1b) is produced as the major product when 1 is used in excess. Given the calculated formation 
energies of dimers 3a-d; is not a surprise that, even with excess 3, F34ZnPc and F52ZnPc are 
synthesized in awfully low yields. Although production of the reduced dimers 3c and 3d will be 
difficult, 3c is predicted to form in greater amounts than 3d. This would result in increased 
formation of F34ZnPc (1a + 3c) over F52ZnPc (1a + 3d).  
Due to the lack available 3a (neutral) and 3c (reduced) mixed dimers; it is possible that 
the majority of these dimers will be consumed in the production of F34ZnPc. This may result in 
no formation of trans-F52ZnPc which would require combination of 3a and 3c. However, with 
excess 3 available, the mixed dimers should be able to form the trans- isomer. Additionally, there 
is no evidence of the production of an F70ZnPc or F88ZnPc molecule; which would require 
combination of two bulky dimer intermediates. This may be simply explained by the large steric 
hindrance of these dimers restricting their ability to combine as seen in Figure 1.14. The F52ZnPc 
cis- vs. trans- will be covered in more detail in the next section. Assuming, for now, that trans-
F52ZnPc is not formed; the predicted final Pc product distribution based on the calculated 
formation energies of the dimer intermediates agrees with the experimental findings. F34ZnPc 
and cis-F52ZnPc are predicted to form is relatively equal amounts, but with low overall yields 
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when excess 3 is introduced into the system. If precursor 1 is in excess, F16ZnPc will dominate 
the Pc product formation.   
 
Figure 1.14. Spatial orientation of Pc dimer intermediates for the production of: (a) F34ZnPc, (b) 
cis-F52ZnPc, (c) trans-F52ZnPc, (d) F70ZnPc, and (e) F88ZnPc.   
 
1.2.6 Isomers of F52ZnPc 
As discussed in the previous section trans-F52ZnPc may not form due to the predicted low 
formation of 3a and 3c dimer intermediates. This could be the only explanation of the lack of 
experimental evidence of trans-F52ZnPc since calculations of the two isomers of F52ZnPc (Figure 
1.15) reveal that the tran- isomer has a considerably lower (-19.65 kcal/mol) ground state energy 
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than the cis isomer. This is not an unexpected result given the high steric hindrance for the cis- 
isomer compare to the trans- isomer.      
 
Figure 1.15. Geometry optimized structures of (a) cis-F52ZnPc and (b) trans-F52ZnPc. 
  
 As with the isomers of F40ZnPc, analysis of the electronic structure of the isomers of 
F52ZnPc reveals distinct characteristics that may be used to identify the isomers via the 
calculated absorbance spectra. Electron density distribution plots of the HOMO, LUMO, and 
LUMO+1 state for each isomer are illustrated in Figure 1.16. There is little variation in the 
HOMO state of the two isomers. The electron density of both HOMO states is highly delocalized 
across the Carbon atoms of the Pc macrocycle. There is also only a 0.03 eV difference is the 
calculated energies of the HOMO states.   
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Figure 1.16. Electron density distribution plots of the HOMO, LUMO, and LUMO+1 states of 
(a) cis-F52ZnPc and (b) trans-F52ZnPc. Electron density sampled at 0.03 e/au 
 
However, there are distinctive differences is the LUMO and LUMO+1 states of the two 
isomers. The LUMO state for trans-F52ZnPc is calculated to be 0.11 eV lower in energy than the 
cis-F52ZnPc LUMO state; this results in a 0.14 eV smaller band gap for the trans- isomer. 
Additionally, the LUMO and LUMO+1 state are essentially degenerate for the cis-isomer (0.07 
eV separation), while there is a 0.23 eV separation in these states in the trans- isomer. These 
differences in the electron structure of the two isomers leads to distinguishing calculated 
absorbance spectra (Figure 1.17).    
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Figure 1.17. Calculated absorbance spectrum of (a) cis-F52ZnPc (red line), and (b) trans-F52ZnPc 
(blue line). 
 
 The non-degenerate LUMO and LUMO+1 state of trans-F52ZnPc results in two distinct 
peaks in the calculated absorbance spectrum. The first transition for the trans- isomer is HOMO 
to LUMO in nature at 658 nm and the second transition is HOMO to LUMO+1 in nature at 609 
nm. On the contrary, the nearly degenerate LUMO and LUMO+1 state results in two transitions 
at nearly identical energy. The first cis- transition, HOMO to LUMO, is found at 627 nm and the 
second, HOMO to LUMO+1, is found at 623 nm.  
 The experimental absorbance spectrum of F52ZnPc is broad containing two major peaks 
at 701 nm and 674 nm, with a significant shoulder at 640 nm. The calculated absorbance 
spectrum of F52ZnPc do not reproduce these λmax values perfectly, but the spacing between the 
peaks matches quite well. If we shift the of calculated λmax  up 40 nm we have a spectrum with 
peaks at 698 nm (trans- HL), 667 nm (cis- HL, HL+1), and 649 nm (trans- HL+1). 
Therefore, we believe that the thermodynamically preferred trans-F52ZnPc is produced in this 
reaction.   
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1.6 Conclusions 
 Within this study we have investigated the proposed synthetic pathways for the 
production of F16ZnPc, F34ZnPc, F40ZnPc, F52ZnPc, F52aZnPc, and F64ZnPc. For the symmetric 
precursors 1 and 4, analysis of the reduction potential of the monomer precursors and formation 
energies of the dimer intermediates predicts a product distribution of F64ZnPc > F52aZnPc > 
trans-F40ZnPc > cis-F40ZnPc > F28ZnPc > F16ZnPc. This prediction matches well and helps 
explain the experimental Pc product distribution. For the asymmetric precursor 3, 
thermodynamically unfavored formation energies of the dimer intermediates predict low yields 
of both F34ZnPc and F52ZnPc. However, F34ZnPc is found to be slightly favored over F52ZnPc. 
The major problem in the formation of these asymmetric Pcs is the large degree of steric 
hindrance imposed during formation of the dimer intermediates.  
 Additionally, the possibility of cis- and trans- isomers of F40ZnPc and F52ZnPc has been 
investigated. The calculated formation energies of the dimer intermediates of trans-F40ZnPc 
reveal that formation of trans- isomer is not only possible, but may be favored over cis-F40ZnPc. 
A finding that is further supported by a 1.2:1 Boltzmann distribution favoring the trans- isomer, 
and calculated absorbance spectra that correspond to a mixture of both cis- and trans- isomers, as 
well as F28ZnPc. The dimer intermediates of F52ZnPc indicate a relatively low probability of 
trans-F52ZnPc formation compared to the cis- isomer. Yet, the calculated absorbance spectrum of 
both isomers indicates that both cis- and trans- F52ZnPc are being produced.         
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1.7 Computation Details  
 All calculations are performed using density functional theory (DFT)
27-28
 as implemented 
in the General Atomic and Molecular Electronic Structure System (GAMESS)
29-30
 software 
package. The B3LYP
31-33
 functional was employed for all single molecule vacuum state 
geometry optimizations. For the precursor monomer and dimer species, Popel’s double zeta 6-
31G
34-35
 basis was used for all atoms. All calculations in this study had convergence tolerances 
of 1.0 x 10
-3
 Ha/bohr for the geometry optimization and 1.0 x 10
-5
 Ha for the SCF gradient. The 
selection of basis set and convergence tolerances are modest, but adequate for the relative 
comparisons in the ground state energies made in this study. We have also found that this basis 
set and convergence criteria accurately reproduces experimental geometries of the full FxZnPc 
molecules.
36
 
 For calculation of the monomer EA, an extra polarization and diffuse function on all 
heavy atoms was added in the larger 6-31+G(d)
37-38
 basis to better account for the polarization 
effects on the charged molecular species. The FxZnPc absorbance spectra are calculated via time-
dependant density functional theory (TDDFT).
39
 Several functionals and basis sets were tested to 
find the optimal level of theory to reproduce experimental absorbance spectra. For more 
information see Appendix A. The B3LYP functional with 6-31G(d) basis set provided the best 
agreement with experimental results while maintain computational efficiency. Bulk solvent 
(ethanol) effects were also included in the absorbance spectra calculations using the polarizable 
continuum model (PCM);
40
 analogy with experimental. The first ten vertical excitations were 
calculated for F40ZnPc and first five excitations for F52ZnPc.                
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 Electron density distribution plots, absorbance spectra, and optimized structures were 
visualized using the ChemCraft
41
 software package.  
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CHAPTER 2 
 
Effect of Peripheral Modification and Metal Center on the 
Structural and Electronic Properties of Phthalocyanines  
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2.1 Introduction 
The recent surge in Pc based application is largely attributed to their extraordinary 
adaptability.  To date, approximately 70 different metal ions and nonmetals have been shown to 
form coordination complexes with Pc exhibiting a variety of functional properties
19
. Optical and 
electronic properties can also be tuned by rational design of the symmetry and chemical 
composition of substituents on the molecular periphery and/or at the axial positions.
20-21
 
 In this chapter we will focus on the effect of both peripheral substitution as well as the 
choice of metal center on the structural and electronic properties of Pcs. The effect of the 
substation pattern on various Pc properties will be a recurring theme in several chapters 
throughout this work while variation of the metal center will only be address within this chapter. 
The Pcs of interest include the parent perhydro H16MPc as well as the fully fluorinated F16MPc. 
Increased fluorination through the addition of bulky perfluoroisopropyl groups leads to the 3-D 
Pcs: F34MPc, F40MPc, F52MPc, F52aMPc, and F64MPc.  
  While trans- isomers of F40ZnPc and F52ZnPc may exist (Chapter 1), only the cis- 
isomers are included in this study. To investigate the effect of the metal center, several metals are 
placed within the central cavity of the Pc. These metals include Zinc, Magnesium, Cobalt, 
Copper, and Iron. This series of metal centers was chosen to include both open d-shell transition 
metals (Fe, Co, and Cu) as well as the closed d shell transition metal Zn. Open shell Pc’s often 
have a more complex electronic structures with a number of semi-occupied electronic states 
located energetically close together
42
. For comparison between transition and main group metals, 
Mg is also selected as a metal center lacking d shell electrons. 
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2.2 Results 
2.2.1 Analysis of the Molecular Geometry 
We will begin our discussion with the analysis of the molecular geometry of the various 
Pcs. While the planar H16MPc and F16MPc have high symmetry
43
 (D4h, Figure 2.1), the 
geometry of all Pc molecules was optimized without imposing any symmetry constraints. The 
introduction of the 3D –C3F7 groups, which are not found to be perfectly eclipsed, on the 
periphery of the Pc greatly reduce the symmetry of the molecule.  
 
 
Figure 2.1. Calculated D4h symmetry for F16ZnPc indicating rotational axes and mirror planes. 
 
As an initial analysis of the effect of the various metal centers, as well as the peripheral 
fluorination, the root mean squared deviation (RMSD) from D4h symmetry for H16MPc and 
F16MPc was calculated. This also served as validation if the computational methods employed in 
this study (Section 2.7). Although the 3-D FxMPcs have lower symmetry, the RMSD from D4h 
for the central conjugated region of the molecule was calculated to access relative deviations 
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within this area. The calculated RMSD values are presented in Table 2.1; a RMSD value of zero 
indicates perfect D4h molecular symmetry.  
 
Table 2.1. Calculated RMSD (nm) from D4h symmetry for various MPc. 
 H16MPc F16MPc F34MPc F40MPc F52MPc F52aMPc F64MPc 
        
Zn 0.597 0.595 0.908 0.930 2.637 0.763 0.801 
Mg 0.586 0.567 0.901 0.919 2.633 0.724 0.770 
Cu 0.868 0.197 0.874 0.846 2.606 0.724 0.765 
Co 0.569 0.206 0.857 0.860 2.617 0.732 0.741 
Fe 0.574 0.209 0.861 0.845 2.614 0.695 0.724 
 
As expected, the calculated geometry of all H16MPc and F16MPc molecules maintain the 
expected D4h symmetry best. The largest deviations from D4h occur in the closed shell (Zn and 
Mg) systems. This is a result of these metal atoms residing farther out of the molecular plane in 
the optimized structure. As peripheral substitution increases there is an observed increase in the 
calculated deviations. Bond lengths and 3-body angles are slightly altered near the –C3F7 
substation positions. There is also a significant bowing in the Pc structure in F52MPc, which 
leads to the largest deviations from D4h symmetry. The symmetric substitution pattern of 
F64ZnPc restores D4h symmetry in the conjugated region of the Pc. To better understand the 
effect of peripheral substitution and metal center on the molecular geometry, the calculated 
average bond lengths of the various Pcs are presented in Table 2.2 and compared to experimental 
XRD bond lengths where available. This analysis has been restricted to the central conjugated 
region and is based on average bond length values of the Pc macrocycle. All bond lengths for 
each MPc are available in Appendix B.   
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Table 2.2. Comparison between Experimental XRD and calculated bond lengths for H16MPc. 
F16MPc, F34MPc, F40MPc, F52MPc, F52aMPc, and F64MPc where M=Zn, Mg, Co, 
Cu, and Fe. All values reported in Å. XRD values pertain to the metal marked with 
an asterisk for each Pc. Labeling scheme: N1, the nitrogen atom bonded to central 
Zn; C1, C2, C3, C4 represent the carbon atoms starting at N1 and proceeding around 
the isoindole ring unit.   
 
FxPc M M-N1 N1-C1 C1-N2 C1-C2 C2-C2 C2-C3 C3-C4 C4-C4 
M out 
of 
plane 
H16Pc XRD 1.979 1.369 1.331 1.401 1.401 1.393 1.391 1.396 ? 
 Zn 2.003 1.387 1.335 1.461 1.417 1.396 1.399 1.411 0.083 
 Mg 2.003 1.387 1.335 1.461 1.417 1.396 1.399 1.411 0.083 
 Co 1.904 1.395 1.327 1.457 1.411 1.400 1.399 1.412 0.028 
 Cu 2.052 1.351 1.328 1.478 1.399 1.377 1.395 1.391 0.397 
 Fe 1.961 1.399 1.331 1.461 1.414 1.401 1.400 1.412 0.026 
F16Pc XRD 1.952 1.378 1.319 1.467 1.361 1.381 1.359 1.407 ? 
 Zn 2.007 1.385 1.331 1.459 1.422 1.391 1.394 1.399 0.096 
 Mg 2.019 1.384 1.334 1.461 1.423 1.391 1.394 1.399 0.044 
 Co 1.939 1.392 1.322 1.452 1.414 1.392 1.393 1.400 0.001 
 Cu* 1.966 1.385 1.325 1.455 1.417 1.391 1.394 1.401 0.004 
 Fe 1.956 1.389 1.325 1.451 1.417 1.392 1.393 1.401 0.003 
           
F34Pc XRD 2.030 1.362 1.327 1.472 1.398 1.402 1.388 1.377 ? 
 Zn* 2.020 1.382 1.325 1.471 1.415 1.402 1.396 1.398 0.078 
 Mg 2.032 1.381 1.329 1.472 1.431 1.401 1.397 1.397 0.033 
 Co 1.961 1.391 1.320 1.460 1.425 1.407 1.396 1.399 0.011 
 Cu 1.984 1.384 1.321 1.469 1.426 1.404 1.396 1.398 0.019 
 Fe 1.975 1.388 1.321 1.468 1.421 1.406 1.396 1.399 0.029 
           
F40Pc XRD 1.925 1.373 1.321 1.445 1.390 1.387 1.390 1.338 ? 
 Zn 2.007 1.385 1.330 1.460 1.411 1.389 1.403 1.424 0.102 
 Mg 2.007 1.385 1.330 1.460 1.411 1.389 1.403 1.424 0.095 
 Co* 1.940 1.392 1.322 1.446 1.405 1.390 1.402 1.423 0.013 
 Cu 1.960 1.386 1.325 1.453 1.407 1.388 1.401 1.424 0.004 
 Fe 1.955 1.390 1.324 1.453 1.408 1.390 1.402 1.424 0.003 
           
F52Pc XRD 2.024 1.355 1.334 1.475 1.406 1.396 1.384 1.393 ? 
 Zn* 2.027 1.386 1.330 1.480 1.433 1.410 1.398 1.396 0.062 
 Mg 2.027 1.383 1.330 1.480 1.433 1.407 1.398 1.396 0.062 
 Co 1.964 1.391 1.320 1.476 1.427 1.414 1.408 1.396 0.067 
 Cu 1.983 1.425 1.326 1.477 1.430 1.409 1.399 1.396 0.028 
 Fe 1.987 1.389 1.325 1.478 1.429 1.414 1.398 1.396 0.028 
           
F52aPc XRD         ? 
 Zn 2.009 1.385 1.329 1.461 1.397 1.406 1.409 1.438 0.109 
 Mg 2.019 1.384 1.334 1.462 1.407 1.388 1.408 1.437 0.051 
 Co 1.955 1.394 1.323 1.460 1.402 1.393 1.409 1.439 0.008 
 Cu 1.976 1.389 1.326 1.461 1.403 1.392 1.408 1.439 0.026 
 Fe 1.963 1.391 1.325 1.457 1.402 1.391 1.408 1.439 0.020 
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F64Pc XRD 1.925 1.373 1.321 1.445 1.392 1.387 1.390 1.417 ? 
 Zn 2.010 1.387 1.332 1.462 1.400 1.388 1.412 1.450 0.097 
 Mg 2.022 1.384 1.336 1.464 1.401 1.388 1.413 1.449 0.046 
 Co 1.942 1.393 1.322 1.454 1.395 1.389 1.411 1.450 0.013 
 Cu* 1.960 1.387 1.324 1.454 1.396 1.387 1.411 1.450 0.003 
 Fe 1.958 1.394 1.323 1.457 1.396 1.390 1.412 1.451 0.016 
 
For all MPc molecules the calculated vacuum ground state geometry is in good 
agreement with the experimental XRD structures. It should be noted that several of the XRD 
crystals contain solvent molecules which contribute to the slight variation in bond lengths 
compared to the vacuum state calculated structures. The open-shell metals are located more in 
the plain of the Pc macrocycle, which results in shortening of the metal-nitrogen bond distances 
in the Co, Cu, and Fe systems compared to the Zn and Mg systems. The metal-nitrogen bond 
distances increase as follows: Co < Fe < Cu < Zn <Mg. As expected, this trend is reversed in all 
systems when considering the N1-C1 bond distances. The remaining bond lengths presented in 
Table 2.2, which are more distance from the metal center, are less dependent on the nature of the 
metal. It is also observed that the substitution pattern on the periphery of the Pc has little effect in 
the calculated bond lengths throughout the central conjugated region of the molecule. The same 
observations are made when considering the calculated 3-body angles. The calculated 3-body 
angles for each system are provided in Appendix B. 
 
2.2.2 Binding Strength of Various Metal Centers 
One aspect contributing to the long term stability of the Pc, is the binding strength of the 
metal center to the Pc macrocycle. The metal binding strength is calculated as follows: 
   22 MPcMPcBinding EEEE  2.1 
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where EMPc is the ground state energy of the metal coordinated Pc, EPc
2-
 is the energy of the 
metal free Pc, and EM
2+
 is the energy of the metal cation alone in vacuum. Metal binding 
strengths have been calculated for the various substitution patterns for each of the five metals 
centers (Zn, Mg, Co, Cu, Fe). The calculated binding energies are presented in Table 2.3. 
 
Table 2.3. Calculated metal binding strength for: F16MPc, F34MPc, F40MPc, F52MPc, F52aMPc, 
and F64MPc where M=Zn, Mg, Co, Cu, and Fe. All values reported in eV. 
 
PcM Zn Mg Co Cu Fe 
      
F16Pc -29.439 -26.501 -32.782 -31.144 -31.101 
F34Pc -28.819 -25.995 -32.018 -30.469 -30.385 
F40Pc -20.270 -17.322 -24.181 -22.451 -22.416 
F52Pc -28.274 -25.365 -31.539 -29.886 -29.666 
F52aPc -28.018 -25.093 -31.403 -29.711 -29.662 
F64Pc -27.562 -24.623 -30.952 -29.322 -28.960 
 
 As indicated in Table 2.3, each metal displays strong binding to Pc macrocycle. 
Depending on the metal center and substitution pattern, several distinct trends develop.  For each 
substitution pattern, it is found that the metal binding strength follows: Co > Cu > Fe > Zn > Mg. 
This agrees well with the calculated M-N1 bond lengths calculated in Table 2.1 and will be 
further discussed when examining the charge distribution of the various Pcs in the following 
section.  
 It is expected that the increase in fluorination on the periphery would lead to increasing 
electron density on the periphery of the molecule which would, in turn, result in a weaker metal 
binding strength. With the exception of F40MPc, this trend is observed with the metal binding 
strength following the trend: F16MPc > F34MPc > F52MPc > F52aMPc > F64MPc > F40MPc. The 
calculated metal binding strength of F40MPc is significantly lower (~7.5 eV) than any of the 
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other substation patterns analyzed. There is no indication in the calculated bond lengths as to 
what may be causing this effect.  
 
2.2.3 Charge Distribution of FxMPc 
 Several methods exist for determining partial atomic charges, two of which are the Merz-
Kollman
44
 (MK) and Mulliken
45-48
 methods. In other studies,
36
 which will be discussed in the 
next chapter, we have found that both methods provide an acceptable description of the partial 
atomic charges. Since obtaining MK charges requires additional post-optimization calculations, 
we have decided to use the Mulliken method to investigate the effects of peripheral substation 
and metal center on the atomic charges. Additionally, we are only interested in making relative 
comparisons between systems, so the Mulliken method is adequate.    
 The calculated Mulliken partial atomic charges for all FxMPcs are collected in Table 2.4. 
These values are averages of each symmetry unique atom type as depicted in Figure 2.2, where 
F34MPc is depicted. Although all of the metal centers have a formal charge of +2, the calculated 
effective atomic charge is found to be between +0.96 and +1.29. If the M-Pc bonding was purely 
ionic in nature, these calculated atomic charges should be closer to +2. This suggests that the M-
Pc bonding is significantly covalent in nature. This is in agreement with the strong binding 
energy calculated for all metal centers in section 2.3.  
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Figure 2.2. Atom labeling scheme for MPc calculated Milliken charges.  
  
 There is little variation in the metal atomic charge for Cu, Co, and Fe; as expected 
according to the electronegativities of these metals. The lower electronegativity of Zn and Mg 
results in a slightly greater atomic charge for these metal centers. Due to the orbital overlap with 
the metal, N1 is significantly more negative than N2 for all systems. While the atomic charge of 
N1 is slightly affected by the nature of the metal center, the remainder of the Pc macrocycle is 
relatively unaltered. The degree of peripheral modification has little observed effect of the partial 
atomic charges. A complete description of the calculated Mulliken atomic charges for all MPcs 
is provided in Appendix B.     
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Table 2.4. Calculated Mulliken atomic charges for FxMPc, where M = Zn, Mg, Co, Cu, and Fe. 
 Metal Center   Metal Center 
FxPc Zn Mg Cu Co Fe FxPc  Zn Mg Cu Co Fe 
F16 M 1.04 1.27 0.98 0.96 1.01 
F34 M 1.04 1.27 0.98 0.96 1.02 
 N1 -0.68 -0.74 -0.68 -0.69 -0.68  N1 -0.67 -0.73 -0.67 -0.68 -0.70 
 N2 -0.33 -0.34 -0.32 -0.32 -0.32  N2 -0.33 -0.34 -0.33 -0.33 -0.33 
 C1 0.36 0.37 0.35 0.35 0.36  C1 0.36 0.37 0.36 0.36 0.36 
 C2 0.04 0.03 0.04 0.04 0.04  C2 0.03 0.03 0.04 0.04 0.04 
 C3 0.25 0.25 0.25 0.25 0.25  C3 0.25 0.25 0.25 0.25 0.25 
 C3' - - - - -  C3' 0.08 0.07 0.08 0.08 0.08 
 C4 0.28 0.28 0.28 0.28 0.28  C4 0.27 0.27 0.27 0.27 0.27 
 C4' - - - - -  C4' 0.06 0.06 0.06 0.06 0.06 
 C5 - - - - -  C5 0.07 0.07 0.08 0.07 0.07 
 C6 - - - - -  C6 0.80 0.80 0.80 0.80 0.80 
 F1 -0.26 -0.26 -0.26 -0.26 -0.26  F1 -0.26 -0.26 -0.26 -0.26 -0.26 
 F2 -0.28 -0.28 -0.28 -0.28 -0.28  F2 -0.28 -0.28 -0.28 -0.28 -0.28 
 F3 - - - - -  F3 -0.27 -0.27 -0.27 -0.27 -0.27 
 F4 - - - - -  F4 -0.25 -0.25 -0.25 -0.25 -0.25 
              
F40 M 1.05 1.29 0.99 1.01 1.02 F52 M 1.04 1.27 0.99 1.08 1.16 
 N1 -0.68 -0.75 -0.68 -0.70 -0.71  N1 -0.67 -0.73 -0.67 -0.69 -0.71 
 N2 -0.32 -0.32 -0.31 -0.31 -0.32  N2 -0.34 -0.35 -0.34 -0.33 -0.34 
 C1 0.37 0.37 0.36 0.35 0.37  C1 0.38 0.38 0.37 0.36 0.37 
 C2 0.04 0.04 0.05 0.05 0.05  C2 0.03 0.04 0.03 0.04 0.03 
 C3 0.25 0.25 0.25 0.26 0.26  C3 0.25 0.25 0.25 0.25 0.25 
 C3' - - - - -  C3' 0.05 0.05 0.05 0.06 0.06 
 C4 0.28 0.28 0.28 0.28 0.28  C4 0.28 0.28 0.28 0.28 0.28 
 C4' 0.04 0.04 0.04 0.04 0.04  C4' 0.03 0.03 0.03 0.03 0.03 
 C5 0.06 0.06 0.05 0.06 0.06  C5 0.07 0.07 0.07 0.07 0.07 
 C6 0.80 0.80 0.82 0.82 0.82  C6 0.81 0.81 0.81 0.81 0.81 
 F1 -0.26 -0.26 -0.26 -0.26 -0.26  F1 -0.26 -0.26 -0.26 -0.26 -0.26 
 F2 -0.27 -0.27 -0.27 -0.27 -0.27  F2 -0.28 -0.13 -0.28 -0.28 -0.28 
 F3 -0.28 -0.28 -0.28 -0.29 -0.29  F3 -0.28 -0.28 -0.28 -0.28 -0.28 
 F4 -0.25 -0.25 -0.25 -0.25 -0.25  F4 -0.25 -0.25 -0.25 -0.25 -0.25 
              
F52a M 1.05 1.28 0.99 1.08 1.02 F64 M 1.05 1.28 1.00 0.98 1.03 
 N1 -0.68 -0.74 -0.68 -0.69 -0.68  N1 -0.68 -0.74 -0.68 -0.68 -0.73 
 N2 -0.32 -0.35 -0.31 -0.31 -0.32  N2 -0.32 -0.32 -0.31 -0.30 -0.31 
 C1 0.37 0.38 0.37 0.36 0.37  C1 0.37 0.38 0.36 0.36 0.36 
 C2 0.04 0.04 0.05 0.05 0.05  C2 0.04 0.04 0.05 0.05 0.05 
 C3 0.25 0.25 0.25 0.25 0.26  C3 0.25 0.25 0.26 0.26 0.26 
 C3' - - - - -  C3' - - - - - 
 C4 0.28 0.28 0.28 0.28 0.28  C4 - - - - - 
 C4' 0.04 0.04 0.04 0.04 0.04  C4' 0.04 0.04 0.04 0.04 0.04 
 C5 0.07 0.07 0.07 0.07 0.07  C5 0.07 0.07 0.06 0.07 0.07 
 C6 0.80 0.80 0.80 0.80 0.80  C6 0.80 0.80 0.80 0.80 0.80 
 F1 -0.26 -0.26 -0.26 -0.26 -0.26  F1 -0.26 -0.26 -0.26 -0.26 -0.26 
 F2 -0.27 -0.27 -0.27 -0.27 -0.27  F2 - - - - - 
 F3 -0.28 -0.28 -0.28 -0.28 -0.28  F3 -0.28 -0.28 -0.28 -0.28 -0.28 
 F4 -0.25 -0.25 -0.25 -0.25 -0.25  F4 -0.25 -0.25 -0.24 -0.25 -0.25 
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2.2.4 Electronic Structure of FxMPc 
For all metal centers, increased fluorination on the periphery of the Pc leads to a 
significant lowering of the molecular frontier orbitals. This lowering of the frontier orbitals 
results in increased chemical stability of the Pc molecule. For the closed shell metal centers (Zn 
and Mg) there is very little variation observed in the calculated MO diagram. However, as 
previously mentioned, the open d-shell metal centers (Co, Cu, and Fe) are slightly more 
complicated with singly occupied molecular orbitals (SOMO) located in between the HOMO and 
LUMO states. For all substitution patterns, the Co and Cu SOMO levels are significantly more 
stable than the SOMOs of Fe, with the exception of F64FePc. Possible explanations of this will be 
discussed below. As with the HOMO and LUMO states, the SOMO levels are also stabilized 
with increases fluorination on the periphery of the Pc. The calculated MO diagrams for the 
ground state FxMPcs are illustrated in Figure 2.3. It is noted that these MO diagrams are focused 
on displaying the occupied and unoccupied MOs near the band gap, rather than all of the states.         
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Figure 2.3. Molecular orbital diagram of upper occupied and lower unoccupied states of 
F16MPc, F34MPc, F40MPc, F52MPc, F52aMPc, and F64MPc. Occupied MOs are 
indicated by blue lines, partially occupied MOs by green lines, and unoccupied 
MOs by red lines.  
 
The resulting energy gap between the HOMO (SOMO) and LUMO are summarized in 
Table 2.5. For the closed d-shell metals there is little variation observed in the HOMO-LUMO 
energy gap upon increased peripheral substitution. The only exception to this is a slight widening 
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of the gap for F52MPc. Due to higher lying SOMOs of the open d-shell metals, the calculated 
HOMO-LUMO energy gap is significantly decreased compared to that of Zn and Mg. There is 
also more significant deviations present in the calculated energy gaps for M = Co, Cu, and Fe. It 
is also noted that the SOMO levels of the open d-shell metals allow for additional low energy 
excitations than the SOMO to LUMO transitions indicated in Table 2.5  
 
Table 2.5. Calculated HOMO (SOMO) - LUMO energy gap for FxMPc. All values reported in 
eV.  
 
 M = Zn M = Mg M = Co M = Cu M = Fe 
   H16MPc      
   F16MPc 2.171 2.150 1.709 1.559 0.925 
   F34MPc 2.163 2.150 1.657 1.644 0.920 
   F40MPc 2.169 2.150 1.834 1.450 0.873 
   F52MPc 2.275 2.260 1.878 1.703 1.293 
   F52aMPc 2.133 2.117 1.769 1.491 0.825 
   F64MPc 2.185 2.161 1.641 1.420 1.644 
 
Density of states (DOS) and partial density of states (PDOS) plots are constructed for 
each molecule to further explore the electronic properties of the various MPcs. Focusing on the 
frontier orbitals, the PDOS is employed to examine the electron density distribution of each state. 
We will first explore the effect of peripheral substitution, then the effects of the various metal 
centers. DOS and PDOS plots for FxZnPc are illustrated in Figure 2.4 a-e. 
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Figure 2.4. DOS and PDOS of (a) F16ZnPc, (b) F34ZnPc, (c) F40ZnPc, (d) F52ZnPc, (e) F52aZnPc 
and (f) F64ZnPc. 
 
 All FxZnPc systems contain a discrete HOMO state that is composed of large (~93%) 
delocalized contributions from the Carbon atoms of the Pc macrocycle and minor contributions 
located on the peripheral Fluorine atoms (Table2.6). The HOMO electron density is highly 
delocalized across all four isoindole units of the Pc macrocycle. F34ZnPc and F52ZnPc also have 
a discrete HOMO-1 state with major Nitrogen contributions which is not present in the other 
FxZnPcs. However, the HOMO state of all FxZnPc is > 1 eV higher in energy than the next 
occupied MO. With the exception of a lowering in energy, the peripheral substitution pattern has 
little effect on the FxZnPc HOMO state. Electron density plots of these states are illustrated in 
Figure 2.5a-f.  
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Figure 2.5. Electron density distribution plot of HOMO (left), LUMO (middle), and 
LUMO+1(left) for; (a) F16ZnPc, (b) F34ZnPc, (c) F40ZnPc, (d) F52ZnPc, (e) 
F52aZnPc, and (f) F64ZnPc. 
 
 All FxZnPc contain a LUMO and LUMO+1 state which are located energetically close 
together. The spacing and electron density distribution in these unoccupied states is greatly 
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affected by the peripheral substitution. The greatest difference in energy of the LUMO and 
LUMO+1 state is observed for F34ZnPc (0.144 eV); followed by F52aZnPc (0.087 eV), F52ZnPc 
(0.070 eV), F40ZnPc (0.019), F64ZnPc (0.003 eV), and F16ZnPc (0.000 eV). Therefore, 
asymmetric peripheral substitution of the Pc results in an increased energy separation between 
the first two unoccupied states.   
Table 2.6. Calculated energy and electron density atom contributions of select MOs for FxZnPc 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F16ZnPc HOMO -6.286 0.00 0.00 91.87 8.13 
 LUMO -4.114 0.31 31.23 65.93 2.53 
 LUMO+1 -4.114 0.31 31.23 65.93 2.53 
       
F34ZnPc HOMO -6.536 0.00 0.54 92.32 7.13 
 LUMO -4.373 0.32 31.11 66.62 1.94 
 LUMO+1 -4.229 0.30 31.72 65.58 2.41 
       
F40ZnPc HOMO -6.740 0.00 0.35 92.94 6.71 
 LUMO -4.572 0.31 30.95 66.97 1.78 
 LUMO+1 -4.553 0.31 30.95 66.97 1.78 
       
F52ZnPc HOMO -6.787 0.02 1.47 92.93 5.56 
 LUMO -4.512 0.31 31.69 66.06 1.94 
 LUMO+1 -4.442 0.31 31.69 66.06 1.94 
       
F52aZnPc HOMO -6.944 0.00 0.26 93.66 6.07 
 LUMO -4.811 0.31 31.10 67.45 1.15 
 LUMO+1 -4.724 0.31 31.03 66.99 1.68 
       
F64ZnPc HOMO -7.146 0.00 0.02 94.74 5.22 
 LUMO -4.961 0.31 31.25 67.44 0.99 
 LUMO+1 -4.958 0.31 31.25 67.44 0.99 
  
 In terms of the PDOS of the FxZnPcs, the LUMO and LUMO+1 state have similar atom 
contributions. The LUMO and LUMO+1 state in all systems have significant contributions from 
the Carbon(~ 66%) and Nitrogen (~31%) atoms of the Pc macrocycle. For all systems except 
F40ZnPc, the electron density in the LUMO and LUMO+1 is distributed across two adjacent 
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isoindole units. F40ZnPc is unique in that the electron density distribution of these states is more 
delocalized across all four isoindole units; much like the HOMO state.  Electron density plots of 
these states are illustrated in Figure 2.5a-f. 
 The effects of various metal centers on the electron structure of the MPc frontier orbitals 
is slightly more complicated due to the SOMO levels of the open d-shell metals. The DOS and 
PDOS of F16MPc are presented in Figure 2.6 a-e 
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Figure 2.6. DOS and PDOS of (a) F16ZnPc, (b) F16MgPc, (c) F16CoPc, (d) F16CuPc, and (e) 
F16FePc.  
 
 Considering first the HOMO state of the various MPc. With the exception of F16FePc, all 
systems contain a discrete HOMO with large (~92%) contributions for the Carbon atoms and 
minor (~8%) contributions for the peripheral Fluorine atoms. The HOMO of F16FeZn has the 
same atom contributions, but there is an essentially degenerate HOMO-1 state which is entirely 
center on the central Fe atom. As seen in Figure 2.7 this HOMO-1 MO is exclusively Fe dx
2
 in 
nature. The energy difference between these two occupied levels is only 0.032 eV. The HOMO-2 
is also entirely Fe centered (dz
2
-y
2
) and located near the HOMO; only 0.201 eV lower in energy 
than the HOMO-1. The HOMO-1 and HOMO-2 of F16CoPc also have large contributions from 
the central metal atom, but are located 0.509 eV and 0.996 eV lower in energy than the HOMO, 
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respectively. The F16CoPc HOMO-1 has significant Fe dxz and dxy character (Figure 2.7) and the 
HOMO-2 is entirely made up of the dx
2
 atomic orbital (AO). The energy and atom contributions 
are summarized in Table 2.7.   
Table 2.7. Calculated energy and atom contributions of select MOs of F16MPc, where M = Zn, 
Co, Cu, and Fe.  
 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F16ZnPc HOMO -6.286 0.00 0.00 91.87 8.13 
 LUMO -4.114 0.31 31.23 65.93 2.53 
 LUMO+1 -4.114 0.31 31.23 65.93 2.53 
       
F16MgPc HOMO -6.264 0.00 0.00 91.93 8.06 
 LUMO -4.114 0.00 30.99 66.47 2.54 
 LUMO+1 -4.112 0.00 30.99 66.47 2.54 
       
F16CoPc HOMO -6.286 0.00 0.00 91.87 8.13 
 SOMO -5.878 93.71 6.65 5.43 0.21 
 LUMO -4.169 2.25 29.92 65.28 2.56 
 LUMO+1 -4.076 4.55 31.45 61.64 2.37 
       
F16CuPc HOMO -6.294 0.00 0.00 91.85 8.13 
 SOMO -5.682 70.04 24.25 5.60 0.09 
 LUMO -4.123 1.00 31.11 65.38 2.51 
 LUMO+1 -4.120 1.00 31.11 65.38 2.51 
       
F16FePc HOMO-1 -6.291 100.00 0.00 0.00 0.00 
 HOMO -6.259 0.00 0.00 92.00 8.00 
 SOMO -5.097 93.17 0.41 6.19 0.22 
 SOMO -5.097 93.17 0.41 6.19 0.22 
 LUMO -4.172 2.80 30.55 64.14 2.50 
 LUMO+1 -4.172 2.80 30.55 64.14 2.50 
 
 The open d-shell Cu center does not introduce any new metal centered occupied states 
near the HOMO. The HOMO-1 level for F16ZnPc, F16MgPc, and F16CuPc is located far (~1.5 
eV) from the HOMO state. The degenerate LUMO and LUMO+1 seen in F16ZnPc are also 
observed for F16MgPc, F16CuPc, and F16FePc. However, for F16CoPc there is a 0.093 eV 
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separation in these two unoccupied levels. The electron density distribution of these states is 
mostly located on the carbon and nitrogen atoms of opposing isoindole units. Electron density 
distribution plots for all of these states are provided in Appendix C.  
 
Figure 2.7. Electron density distribution ploys of: (a) F16CoPc SOMO, (b) F16CuPc SOMO, (c) 
F16FePc SOMO(1), (d) F16FePc SOMO(2), (e) F16CoPc HOMO-1, (f) F16CoPc 
HOMO-2, (g) F16FePc HOMO-1, and (h) F16FePc HOMO-2. All plots sampled at 
0.03 e/au.  
 
 The most significant alteration to the electronic structure of the various MPcs is the 
introduction of SOMO levels between the HOMO and LUMO in the open d-shell systems. 
Electron density distributions plots for these SOMO states are illustrated in Figure 2.7. F16CoPc 
has a single SOMO level located 0.408 eV above the HOMO. This MO has large contributions 
from the Co dxy and dxz AOs. F16CuPc also has a single SOMO, but this level is 0.612 eV higher 
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in energy than the HOMO. This SOMO MO contains significant contributions from the Cu dyz 
AO, as well as the N p AOs. F16FePc is somewhat unique in that there are two degenerate 
SOMOs with electron density residing in the Fe dxy and dxz AOs. These degenerate SOMO levels 
are 1.162 eV above the HOMO.  
 F34MPc shows the same non-degenerate LUMO and LUMO+1 levels with all metal 
centers as previously discussed for F34ZnPc. The greatest degree of separation (0.163 eV) is 
observed for F34CoPc. This is an expected result given the slight separation between these states 
seen in F16CoPc. The DOS, PDOS, and electron density distribution plots for F34MPc show no 
significant variation compared to F16MPc.  
 For the F40MPc systems, the increased delocalization of the LUMO and LUMO+1 across 
the entire conjugated region seen in F40ZnPc is observed for all metals. However, some 
differences are found in the electron density distribution of the SOMO and HOMO levels. 
F40CoPc has a SOMO level between the HOMO and LUMO as seen previously in F16CoPc and 
F34CoPc. But the electron density in this MO (Figure 2.8) is located in the Co dx
2
 AO instead of 
the dxy and dxz AOs, as seen in F16CoPc and F34CoPc.  
 
 
 
Figure 2.8. Electron density distribution plot of: (a) F40CoPc SOMO, (b) F40FePc HOMO-1, and 
(c) F40FePc HOMO. Sampled at 0.03 e/a 
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 Additionally, the HOMO state of F40FePc is localized entirely on Fe (dx
2
). The HOMO-1 
of F16FePc resembles the highly delocalized HOMO that F16FePc and F34FePc possess.  The 
SOMOs of F16CuPc and F16FePc are consistent with the observations made for F16MPc and 
F34MPc.  
 For the F52MPc, F52aMPc, and F64MPc, system, there is no significant difference in the 
DOS, PDOS, and electron density distribution of the unoccupied MOs compared to F16MPc. The 
SOMO of F52CoPc and F52aCo is the same as that seen in F40CoPc. The SOMO of F64CoPc 
resembles that of F16CoPc and F34CoPc. The electron density distribution of the HOMO and 
HOMO-1 of F52FePc, F52aFePc, and F64FePc is also the same as what was seen for F40FePc.  
DOS, PDOS, and electron density distribution plots for all FxMPcs are available in Appendix C. 
Additionally, Tables summarizing the energy and atom contributions are provided.  
 
2.3 Conclusions 
 A systematic study of the effects of peripheral fluorination and metal center on the 
electronic and structural properties of Pcs has been carried out. Asymmetric substitution patterns 
on the periphery of the Pc, such as F52MPc, leads to a slight bowing of the Pc as indicated by the 
overall RMSD from D4h symmetry in the central highly conjugated region. It should be noted 
that the significant bowing of F52MPc observed is most likely caused by the extreme steric 
hindrance rather than the presence of the strong electron with drawing groups. Overall the 
calculated bond lengths of the macrocycle are unaffected by the degree of fluorination on the 
periphery of the Pc. However, the metal-nitrogen bond lengths are dependent upon the metal 
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center. The metal-nitrogen bond lengths for all substitution patterns are found to increase as: Co 
< Fe < Cu < Zn < Mg. As expected, the binding strength of the metal center to the Pc increases 
as the metal-nitrogen bond lengths decrease.  
 These observed trends in metal-nitrogen bond lengths and metal center binding strength 
is explained through analysis of the partial atomic charges. Although all metal centers in this 
study have a formal charge of +2, the calculated partial atomic charges when coordinated to the 
Pc macrocycle range from +0.96 to +1.29. Therefore, the metal-nitrogen bond is significantly 
covalent in nature. The partial atomic charges correlate with the calculated bond lengths and 
metal center binding strengths.  
 Analysis of the electronic structure of the various FxMPcs presents several interesting 
findings. A significant lowering of the molecular frontier orbitals is observed with increased 
fluorination on the periphery of the Pc. All of the MPcs have degenerate or nearly degenerate 
LUMO and LUMO+1 level. Increasing the asymmetry of the Pc through peripheral substitution 
increases the separation of these unoccupied MOs. Additionally, Co as the metal center has also 
shown to separate these unoccupied states. The electron density distribution of the LUMO and 
LUMO+1 is localized across opposing isoindole units for all FxMPcs except F40MPc. For 
F40MPc, the electron density is delocalized across all four isoindole like in the HOMO MO of 
all MPcs.           
 Overall, there is very little differences observed when Zn and Mg are used as the metal 
center. The open d-shell metals (Co, Cu, and Fe) have SOMO levels located between the HOMO 
and LUMO states. The electron density of these MOs is largely localized on the metal center. Co 
and Fe also introduce additional metal centered MOs slightly below the HOMO level.   
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 2.4 Computational Details 
 All calculations are performed using density functional theory (DFT)
27-28
 as implemented 
in the General Atomic and Molecular Electronic Structure System (GAMESS)
29-30
 software 
package. The B3LYP
31-33
 functional was employed for all single molecule vacuum state 
geometry optimizations. Popel’s double zeta 6-31G34-35 basis was used for all atoms. All 
calculations in this study had convergence tolerances of 1.0 x 10
-3
 Ha/bohr for the geometry 
optimization and 1.0 x 10
-5
 Ha for the SCF gradient. The selection of basis set and convergence 
tolerances are modest, but adequate for the relative comparisons in the ground state properties 
made in this study. It is also shown that this basis set and convergence criteria accuracy 
reproduce the experimental geometries.  
 The open d-shell Co and Cu systems were treated as ground state doublets via restricted 
open-shell Hartree-Fock (ROHF)
49
 calculations. The Fe systems were treated as ground state 
triplets. These ground state multiplicities are consistent with other theoretical investigations on 
open d-shell MPcs.
42
 Electron density distribution plots and optimized structures were visualized 
using the Chemcraft
41
 software package. DOS and PDOS plots were generated via GaussSum.
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CHAPTER 3 
 
All-Atom CHARMM Force Field for Perfluoro-Zinc-
Phthalocyanines 
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3.1 Introduction 
Metal phthalocyanines have diverse application areas including solar energy 
conversion,
51-53
 electrocatalysis,
54
 chemical sensors,
55
 organic device electronics,
56
 and 
anticancer therapeutics.
57
 Optical and electronic properties can be tuned by rational design of the 
symmetry and chemical composition of substituents on the molecular periphery.
20-21
 The 
presence of bulky –C3F7 substituents can be used to influence intermolecular interactions which 
effect stacking patterns. F34ZnPn, F40ZnPc, and F64ZnPc exhibit enhanced solubility and 
favorable electronic structure over the planar F16ZnPc and H16ZnPc; which are known to 
aggregate through π-π interactions, hindering solubility and accessibility to the central metal ion 
which is believed to be important for catalytic activity.
21
 Continued progress the development of 
material applications will critically depend on the ability to employ classical models on large 
scale ensembles of these molecules to accurately predict bulk and thin film properties.  
Current interest in Pc-based emerging technologies has also driven the need for advanced 
modeling and simulation techniques to corroborate experimental results and provide a reliable 
means for novel property prediction.  Accordingly, classical modeling methods have been 
employed to probe the thin film and bulk properties using available or derived force-field 
models.
58-71
 In most cases the model employed was either coarse grain (non-atomistic), or 
generically derived due to the lack of available force fields specific to Pcs.  An all-atom 
COMPASS
72
 force field was recently reported using the COMPASS parameterization method
73
 
for the H16CuPc molecule. 
In this chapter the development of a new set of force-fields parameters within the 
CHARMM
74
 parameterization model specific to perfluoro-modified ZnPcs will be reported. The 
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preparation and X-ray Diffraction (XRD) data of H16ZnPc, F16ZnPc and F64ZnPc have been 
described in the literature,
21,42,75-77
 which we use for validation of the force-fields.  For all 
molecules, we also validate the force fields with DFT optimized structures. It is noted that while 
we predict F40ZnPc to form as a mixture of both the cis- and trans- isomers (Section 3.4); we are 
interested in the possible stacking interactions in lower symmetry systems, only the cis isomer is 
included in this chapter.  
As with most pseudo-two-dimensional molecular systems, one of the key properties of 
thin film and bulk ensembles is tendency for molecular stacking interactions.  For planar organic 
molecules composed of poly-cyclic conjugated π molecular orbitals, these interactions are 
commonly caused by attractive intermolecular short range π-π interaction forces.  Clearly, the 
CHARMM force field model does not explicitly treat π-π interactions but treats them within the 
non-bonded van der Waals interaction potential.  It should be noted that as the subject materials 
are all heterocyclic molecules, the localized atomic charges are also expected to contribute 
significantly to molecular stacking interactions.  Such interactions are modeled by the inverse 
square distance-dependent electrostatic force law.  It is critically important that the force fields 
for Pcs adequately predict the intermolecular stacking geometry. 
 Our development of an explicit all-atom force field for the modified Pc’s is 
derived from a combination of DFT calculations, interaction potentials previously developed for 
similar functional groups, assuming transferability, and experimental results.  Although our force 
field is not specifically designed to treat π-π stacking interactions; we find that they provide good 
approximations to XRD determined stacking order and geometry. Our primary objective in 
developing of a set optimal force field parameters specific to modified perfluoro FxZnPc 
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phthalocyanines is to provide an enhanced computational technique aimed at characterizing bulk 
and thin film properties. 
3.2 Force Field Development Methodology  
Spin-restricted DFT calculations were performed using the General Atomic and 
Molecular Electronic Structure System (GAMESS) package
29-30
 on the FxZnPc systems (x= 16, 
34, 40, 64) and H16ZnPc.  Geometry optimization was carried out at the B3LYP level of 
approximation.
31-33
 This is a hybrid GGA method combining five functionals, namely Becke + 
Slater + HF exchange and LYP (Lee-Yang-Parr) + VWN1 (Vosko-Wilk-Nusair) correlation.  In 
order to select the optimal basis set that provided the best fit for geometry optimization while 
avoiding prohibitively high computational cost, we compared the 6-31G
37
 and 6-31G(d)
38
 split 
valence basis sets.  As the materials under study all contain a zinc atom, it is anticipated that 
larger 6-31G* basis set, which includes d orbital terms for C, N, and F and f orbital terms for Zn, 
would provide a better fit when comparing optimized molecular geometries with those from 
experimental XRD data. Full molecule (all atoms unique) geometry optimizations were 
performed for all five molecules using the 6-31G basis set.  We also optimized geometries for 
the H16ZnPc and F16ZnPc molecules (57 atoms each) using the 6-31G(d) basis set.  In order to 
reduce the computational complexity associated with using the 6-31G(d) basis set for the 
F34ZnPc, F40ZnPc and F64ZnPc molecules (84, 93, and 129 atoms respectively), we optimized the 
geometries for portions of these molecules that represent the two structural fragments, shown in 
Figure 3.1.  Broken bonds between fragments and the central zinc atom were passivated with 
hydrogen atoms.  The rationale for this approach was driven by our observation that the 
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optimized geometry of molecular core was essentially invariant using either basis set for 
H16ZnPc and F16ZnPc. 
 
Figure 3.1.  Molecular fragments for geometry optimizations using the 6-31G* basis set. Color 
scheme: gray =C, blue = N, green = F, and white = H 
 
In all cases, the optimized geometries represent those of isolated molecules (vacuum 
state) rather than those of bulk condensed phases and so do not include the effects of 
intermolecular interactions.  Convergence tolerances were 1.0x10
-3
 ha/bohr for the geometry 
search.  The H16ZnPc and F16ZnPc exhibit inherent D4h symmetry whereas the other FxZnPc (x = 
34, 40, 64) only exhibit global symmetry greater than C1.  Rather than impose symmetry on only 
the former molecules we optimized all molecules as C1 symmetry in which all atoms are unique.  
In order to ensure convergence while avoiding reduced computational efficiency for these 
comparatively large molecular systems (up to 129 atoms), we selected a convergence tolerance 
somewhat lower than that typically used for smaller molecular systems.  In fact, optimized 
geometries for F16ZnPc obtained using C1 symmetry (57 unique atoms) at 1.0 x 10
-3
 ha/bohr 
tolerance versus D4h symmetry (8 unique atoms) at 1.0 x 10 
-5
 ha/bohr tolerance did not lead to a 
noticeable improvement in comparison with experimental XRD data.  The tolerance for density 
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gradient changes between consecutive SCF cycles was set at 1.0x10
-5
 ha.  Equilibrium 2-body 
bond lengths, 3-body bond angles and 4-body dihedral angles were obtained from the optimized 
geometries. 
Ground state partial atomic charges were obtained from DFT calculations at the B3LYP 
6-31G level of approximation as described above for each of the molecular species.  Atomic 
charges were calculated using the Mulliken,
45-48
 and Merz-Kollman
44
 methods for comparison.  
CHARMM 2-, 3-, and 4-body bonded force constants and non-bonded interaction potential were 
obtained from previously published force fields for functionally related molecular systems and 
used as-is assuming transferability.
58,78
  
Validation of the force fields was performed by comparing intra- and inter-molecular 
geometry properties from MD simulations with DFT calculations with available experimental 
results.  All MD simulations were carried out using NAMD.
79
 We conducted MD simulations on 
bulk simulation cells as well as single crystal unit cells based on available experimental XRD 
data.  MD bulk simulation cells contained 256 molecular species.  The simulation cells were 
initially amorphized at a temperature of 600K to eliminate initial state effects followed by 
annealing to 300K until equilibrium was achieved.  All high temperature amorphizations were 
done under canonical NVT ensemble conditions (Langevin dynamics) and equilibrated under 
NPT ensemble conditions at 300 K and 1 atm.  All temperature and pressure coupling was done 
using the Langevin coupling scheme.
80
 The time step in all MD simulations was 1 fs.  Bulk 
system MD simulations were found to achieve stable equilibrium in the volume, pressure and 
ensemble energy within 1-5 ns of simulation time.  The resulting equilibrium bond lengths, 
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angles dihedrals and intermolecular geometries were compared to DFT and available XRD data 
results. 
As previously mentioned; three of the molecular systems, XRD crystal structures have 
been previously published,
21,76-77
 namely H16ZnPc, F16PcCu, and F64PcCu. These materials 
crystalize in the P , P21/a and P21/n space groups respectively.  It should be noted that the 
F16PcCu and F64PcCu XRD refinement were done for the Copper complexes and that the 
F64PcCu crystal refinement contained co-crystallized ethyl acetate solvent.  MD simulations of 
the lattice structures were conducted under NPT conditions with adjustable cell parameters using 
Langevin dynamics for pressure and temperature coupling.  The simulations were run at 1 fs time 
steps for 0.5 ns time length trajectories until equilibrium was reached. 
Employing source code developed by Rory Vander Valk, the intermolecular stacking 
order was determined by defining a unit vector normal to the molecular plane for each molecule 
in the ensemble.  This vector was defined as the normalized cross-product of two in-plane 
vectors between the central zinc atom and two nearest adjacent nitrogen atoms.  The dot product 
of the normal vectors for adjacent molecules within a cut off range was then used to provide a 
scalar ranging between 0 (perpendicular alignment) and 1 (parallel alignment).  The 
intermolecular pair interaction cut off was taken as 0.6 nm for F16ZnPc and H16ZnPc, 0.9 nm for 
F34ZnPc and F40ZnPc, and 1.2 nm for F64ZnPc so as to only include nearest neighbor pair 
interactions.  The sum of all i∙j values within the cut off is plotted of as a function of cos(ϴ) to 
quantify the stacking order parameters.     
In addition, rotational pair correlation functions of the in-plane Zn-N vectors between 
adjacent molecules were used to determine the relative rotation of stacked molecules within the 
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same cut off distance as for stacking interactions.  An ensemble average over the equilibrium 
MD trajectories for each molecule was used to determine the relative intermolecular rotation of 
stacked molecules.   
3.3 Results 
3.3.1 Force Field Parameterization and Validation 
The labeling scheme for the atom types is shown in Figure 3.2.  For H16ZnPc, hydrogen 
atoms on the periphery result in atom types CAH, CBH, HPA, and HPB replacing CAF, CBF, 
FPA, and FPB respectively. Substitution of fluorine with perfluoro-isopropyl groups generates 
the atom type naming scheme for F34ZnPc, F40ZnPc, and F64ZnPc.  Diagrams of all molecules 
are presented in Appendix D.  
 
Figure 3.2. Naming scheme for force field atom types. F16ZnPc molecule depicted with 
perfluoro-isopropyl 
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Force field parameters for the equilibrium 2-body bond lengths, 3-body angles and 4-
body dihedral angles were obtained from DFT calculations.  A comparison of the calculated 
molecular geometry for the two DFT basis sets used (6-31G and 6-31G(d)) with experimental 
results
21,76-77
 is presented in Table 3.1. The percent variance between the experimental XRD 
values and DFT-calculated values for each basis set do not indicate a significant improvement 
using the larger B3LYP 6-31G* basis set versus the 6-31G basis set.  This is indicated by the 
overall root mean square deviation (RMSD) indicated in Table 3.1.  It should again be noted that 
the F16MPc XRD data is for the Cu complex, not Zn. This explains the relatively high deviation 
seen in the ZN-NZI bond lengths.  
Table 3.1. Percent variation of calculated bond lengths with experimental XRD for H16ZnPc and 
F16ZnPc. 
 Bond Type XRD (Å) 6-31G (%) 6-31G* (%) 
H16ZnPc     
 ZN-NZ1 1.979 1.219 1.107 
 NZ1-CZA 1.369 1.299 0.110 
 CZA-NZ2 1.331 0.293 0.391 
 CZA-CZB 1.456 0.322 0.227 
 CZB-CZB 1.401 1.125 0.414 
 CZB-CAH 1.393 0.238 0.201 
 CAH-CBA 1.391 0.570 0.165 
 CBH-CBH 1.396 1.057 0.458 
 CAH-HPA 1.140 4.902 5.149 
 CBH-HPB 1.140 4.827 5.096 
 RMSD (Å) - 0.0289 0.0290 
F16ZnPc     
 ZN-NZ1 1.952 2.818 2.444 
 NZ1-CZA 1.378 0.508 0.581 
 CZA-NZ2 1.319 0.910 0.379 
 CZA-CZB 1.467 0.545 0.620 
 CZB-CZB 1.361 4.445 3.828 
 CZB-CAF 1.381 0.724 0.565 
 CAF-CBA 1.359 2.575 2.428 
 CBF-CBF 1.407 0.552 0.526 
 CAF-FPA 1.354 1.329 1.773 
 CBF-FPB 1.332 2.041 1.441 
 RMSD (Å) - 0.0285 0.0237 
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The same comparison for the F64ZnPc molecular fragment (Table 3.2) shows similar 
results.  In fact, both basis set provides acceptable results given that most of the calculated bond 
lengths shown in Table 4.1 and 4.2 are within 1-2% of experimental values.   Given that no clear 
advantage between basis sets is indicated based on comparisons of optimized geometry with 
experiment, we adopted the B3LYP/6-31G basis set for development of the bond, angle and 
dihedral force field parameters. Comparison with experimental XRD data for the calculated 3-
body angles for the two DFT basis sets is presented in Appendix D. 
Table 3.2. Percent variation of calculated bond lengths with experimental XRD for the F64ZnPc 
fragment. 
Bond Type XRD (Å) 6-31G (%) 6-31G* (%) 
CZA-CZB 1.445 1.150 2.550 
CZB-CZB 1.392 0.575 0.776 
CZB-CAF 1.387 0.081 0.507 
CAF-CBA 1.390 1.593 1.401 
CBF-CBF 1.417 2.365 1.531 
CAF-FPA 1.335 2.819 0.363 
CBC-CPI 1.543 0.259 0.548 
CPI-CPO 1.572 0.143 0.580 
CPI-FPI 1.367 4.497 0.922 
CPO-FPO 1.329 3.772 0.583 
    
RMSD (Å) - 0.0380 0.0138 
 
A key component of the CHARMM parameterization model, particularly involving 
molecules with large numbers of heteroatoms, is the atomic charge assignments on each atom. 
We compared validation results for atomic charges determined using the Mulliken
45-48
 and Merz-
Kollman
44
 (MK) methods.  Atomic charges for the various atom types were obtained through 
DFT calculations as discussed above.  It is expected that atomic charges determined using these 
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two methods will vary depending on the level of approximation used to obtain the equilibrium 
geometry and corresponding electron density profile around each atom.  As discussed above, we 
adopted the 6-31G basis set and so the Mulliken and MK atomic charge models were determined 
using this basis set for comparison in order to determine the optimum charge parameterization 
method. Comparisons of the calculated atomic charges derived from both methods are presented 
in Table B.2. In order to validate the selection of atomic charges derived from the Mulliken or 
MK methods, we constructed force field sets using equilibrium 2- 3- and 4-body parameters 
from DFT calculations described above and force constants and non-bonded (van der Walls) 
interaction parameters from existing parameter sets for similar structural motifs.
58,78
 
 Force field sets constructed using the Mulliken and MK atomic charge methods were 
compared using MD simulations of the crystal structures for H16ZnPc, F16PcCu, and F64PcCu.  
Our results indicate that both atomic charge methods provide acceptable results but we observe a 
slight improvement using the MK method versus the Mulliken method in the MD simulated 
crystal structures. Hence, the charge parameters adopted for the force fields are taken from the 
MK method.  The results of this comparison for the H16ZnPc and F16ZnPc are shown in Table 
3.3.  
The RMSD was calculated for both a molecular mechanics minimization and an MD 
simulation. Of particular concern among developers of classical force fields that include Zinc 
containing systems is the charge assigned to the Zinc atom.  Although we are not aware of 
published work describing classical force fields for Zinc-phthalocyanines specifically, previous 
efforts to develop force fields for related molecular systems containing Zinc have been 
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reported.
81-82
 In fact, the atomic charges for Zinc in these reports are similar to those described 
herein. 
Table 3.3. Absolute Percent Variation in Crystal Lattice Parameters Compared with 
Experimental XRD 
 H16ZnPc F16ZnPc 
Basis set 6-31G 6-31G 
Lattice param. Mull. MK Mull. MK 
     
a 6.708 9.110 10.685 2.905 
b 5.279 8.867 7.203 1.246 
c 2.033 3.321 5.537 2.142 
     
α 0.000 0.000 0.093 0.318 
β 1.295 1.586 0.123 0.023 
γ 0.000 0.000 2.055 0.225 
     
Density 1.422 0.609 7.305 6.299 
     
RMSD (Å) 
(minimization) 
0.177 0.122 0.533 0.151 
     
RMSD (Å)  
(MD run) 
1.295 1.812 1.188 0.659 
 
A further assessment of the validity of the force fields can be determined by quantifying 
the geometry obtained from bulk amorphous MD simulated cells and geometry from XRD data 
and DFT calculations.  We find that the bond distances within each molecule type are highly 
conserved in the MD simulated bulk cells as compared to DFT (B3LYP/6-31G) and XRD results 
(Table 3.4) further validating the force fields. We expand on the bulk properties of FxZnPc in the 
next section. 
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Table 3.4. Absolute Percent Variation in MD Simulated Bond Lengths from DFT* and 
Experimental XRD values. 
 
Bond H16ZnPc F16ZnPc F34ZnPc F40ZnPc F64ZnPc 
 DFT Exp. DFT Exp. DFT Exp. DFT Exp. DFT Exp. 
ZN-NZ1 2.80 1.62 2.94 1.57 3.52 - 2.99 - 3.09 0.51 
NZ1-CZA 1.01 0.23 0.94 0.22 0.58 - 0.80 - 0.94 0.22 
CZA-CZB 0.07 0.41 0.55 0.34 0.48 - 0.00 - 0.14 0.55 
CZA-NZ2 1.80 1.50 1.80 1.80 1.28 - 1.65 - 1.66 1.43 
CZB-CZB 1.13 0.0 0.14 1.64 0.14 - 0.78 - 1.29 2.01 
CZB-CAF 1.58 1.80 1.37 1.22 1.07 - 1.59 - 1.51 0.71 
CZB-CBC - - - - 1.92 - - - - - 
CAF-CBF 1.07 1.62 1.94 4.56 1.86 - 1.57 - 1.13 2.73 
CAF-FPA 0.19 - 0.29 1.63 0.44 - 0.00 - 0.51 1.71 
CAF-CBC - - - - - - 1.74 - 1.14 1.75 
CBF-FPB 0.18 - 0.66 3.75 0.51 - 0.80 - - - 
CBF-CBF 1.35 2.44 2.07 1.49 2.29 - 1.48 - - - 
CBF-CBC - - - - 2.81 - -  - - 
CBC-CBC - - - - 1.52 - 2.61 - 0.94 1.33 
CBC-CPI - - - - 2.77 - 2.50 - 2.79 2.85 
CPI-CPO - - - - 1.21 - 1.08 - 1.40 1.99 
CPI-FPI - - - - 1.13 - 0.49 - 0.35 4.60 
CPO-FPO - - - - 0.22 - 0.15 - 0.29 4.06 
* DFT results are for B3LYP/6-31G 
  
 As shown in Table 3.4, most of the MD bond lengths agree with optimized DFT and 
experimental structures to within 2%. We note that in the case of F16PcM and F64PcM that M = 
Cu in the XRD data. Furthermore, the crystal structure of F64PcM includes ethyl acetate 
coordinated to the central metal atom.  Although these differences are expected to result in some 
variation with the solvent-free, Zn complexes reported here, the differences are expected to be 
sufficiently small that using these experimental results for validation is warranted. Then primary 
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effect of the solvent is expected to alter the planarity and bond lengths at the molecular center, 
although the results indicate that indeed, this effect is not significant.   
  The largest degree of variation occurs in the central ZN-NZ1 bond lengths for all 
molecules. This is most likely caused by the zinc oscillation above and below the molecular 
plane during the MD simulation, whereas DFT geometry optimization predicts that the zinc atom 
is coplanar. The ZN-NZ1 bond lengths appear to be in better agreement with experimental XRD 
values than with DFT predictions.  Several experimental bond lengths are significantly greater 
(>3%) than predicted in the MD simulations. In general, these variations occur in the 
perfluoropropyl substituents at the molecular periphery. Overall, the DFT and MD values exhibit 
greater agreement since neither contains coordinated solvent molecules and contain the same 
metal center atom type. Comparison of the 3-body angles is provided in Table 3.5 which also 
indicates good agreement.   
Table 3.5. Absolute Percent Variation in MD Simulated 3-Body Angles from DFT and 
Experimental values. 
 
Angle H16ZnPc F16ZnPc F34ZnPc F40ZnPc F64ZnPc 
 DFT Exp. DFT Exp. DFT Exp
. 
DFT Exp
. 
DFT Exp
. 
NZ1-ZN-NZ1 (adjacent)  0.07 0.40 0.09 0.05 0.07 - 0.11 - 0.12 0.05 
NZ1-ZN-NZ1 (opposite) 0.41 2.24 0.51 2.19 0.43 - 0.72 - 0.94 1.97 
ZN-NZ1-CZA 0.35 0.37 0.50 0.38 0.63 - 0.54 - 0.54 0.19 
NZ1-CZA-CZB 1.21 1.03 1.40 1.88 1.30 - 1.59 - 1.74 0.83 
NZ1-CZA-NZ2 0.32 0.98 0.67 2.19 0.03 - 0.64 - 0.57 1.77 
NZ2-CZA-CZB 0.86 0.03 0.67 0.56 1.51 - 0.88 - 1.06 0.43 
CZA-CZB-CZB 0.82 0.62 0.85 1.45 0.60 - 0.99 - 1.15 0.46 
CZA-CZB-CAF 0.50 0.53 0.19 0.83 0.36 - 0.23 - 0.15 1.61 
CZA-CZB-CBC - - - - 0.28 - - - - - 
CZA-NZ2-CZA 0.35 1.04 0.03 3.62 1.66 - 0.11 - 0.25 2.77 
CZA-NZ1-CZA 1.64 1.66 1.27 1.45 1.58 - 1.38 - 1.36 0.67 
CZB-CAF-CBF 0.23 0.28 0.41 0.76 1.05 - 2.03 - 3.66 4.36 
CZB-CAF-CBC - - - - - - 2.35 - 3.66 4.36 
CZB-CZB-CAF 0.01 0.20 0.36 0.25 0.31 - 0.22 - 0.38 0.76 
CZB-CZB-CBC - - - - 1.70 - - - - - 
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CZB-CBC-CBC - - - - 1.56 - - - - - 
CZB-CBC-CBF - - - - 3.85 - - - - - 
CZB-CBC-CPI - - - - 0.34 - - - - - 
CZB-CAF-FPA 1.07 1.56 1.11 0.95 1.31 - 1.76 - 5.04 3.74 
CAF-CBF-CBF 0.17 0.45 0.35 0.21 1.68 - 1.47 - 1.92 1.46 
CAF-CBF-FPB 0.22 0.01 0.31 1.61 0.04 - 0.05 - - - 
CAF-CBC-CBC - - - - - - 3.80 - 1.92 1.46 
CAF-CBC-CPI - - - - - - 1.31 - 1.73 2.39 
CBF-CBC-CBC - - - - 1.26 - - - - - 
CBF-CBC-CPI - - - - 2.38 - - - - - 
CBF-CBF-FPB 0.23 0.14 0.13 1.11 0.20 - 0.03 - - - 
CBC-CBF-FPB - - - - 1.12 - - - - - 
CBF-CAF-FPA 0.72 0.95 1.05 1.30 1.26 - 0.78 - 2.97 1.04 
CAF-CBF-CPI - - - - 0.49 - 0.93 - 1.73 2.39 
CZB-CAF-CPI - - - - 0.34 - - - - - 
CBF-CAF-CPI - - - - 0.06 - - - - - 
CBC-CAF-FPA - - - - - - 1.48 - 2.97 1.04 
CBC-CBF-CBC - - - - 1.26 - - - - - 
CBC-CBC-CPI - - - - 1.09 - 0.93 - 1.31 1.03 
CBC-CPI-CPO - - - - 0.92 - 0.31 - 0.17 1.20 
CBC-CPI-FPI - - - - 1.91 - 1.37 - 1.11 1.11 
CPI-CPO-FPO - - - - 1.14 - 1.13 - 1.31 1.31 
CPO-CPI-CPO - - - - 3.33 - 3.11 - 3.75 1.40 
FPI-CPI-CPO - - - - 2.28 - 1.93 - 1.84 2.56 
FPO-CPO-FPO - - - - 1.46 - 1.44 - 1.65 1.69 
 
Given the significant agreement of structural intra- and intermolecular properties between 
the force fields, we conclude that the force field parameters reported herein using the 6-31G 
basis set and MK atomic charge method are acceptable without further optimization or 
modification.  Our results did not indicate a significant enhancement in optimized geometry 
using the expanded 6-31G* basis set for vacuum state individual molecules or bulk amorphous 
systems.  However, we did observe a slight improvement in Molecular Dynamics (MD) single 
crystal unit cell parameters using partial atomic charges derived from MK atomic charge method 
versus the Mulliken method.  The final force field parameters are provided in Appendix D.  
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3.3.2 MD Simulated Bulk Properties 
Among the more important structural properties for bulk Pcs is the extent of aggregation.  
Specifically, the predicted optical properties of modified Pcs are strongly affected by the 
formation of stacked associations, particularly among low-dimensional (pseudo-2D) molecular 
species.
83
 It is well recognized that the electronic and optical properties are expected to undergo 
significant changes resulting from stacking aggregation in which the -molecular orbitals 
overlap, possibly leading to excitonic electronic structure.  The  molecular orbitals contribute 
significantly to the HOMO and LUMO orbitals as evidenced in our DFT results.  A primary 
motivation to incorporate bulky substituents on the periphery of Pc molecules is to provide a 
means to modify stacking aggregation. In this section we present the results of stacking order 
assessment of MD simulated bulk FxZnPc systems.   
We characterized the stacked pair correlation functions for bulk MD simulation 
trajectories for each molecule type to determine both the propensity of intermolecular stacking as 
well as the relative rotational order of molecules in stacked layers. Figure 3.3 shows the 
ensemble average stacking probability for each material.  Stacking order parameters were 
determined for molecular pairs within a specific cut off distance for each molecular system.  
Abscissa values range between 0 (perpendicular orientation) and 1 (parallel, stacked).  The 
ordinate indicates the normalized frequency (probability) for stacked molecular pairs.   
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Figure 3.3. MD Simulated stacking propensity for FxZnPc.  
We observe significant stacking for the H16ZnPc and F16ZnPc molecules, as expected, 
since these molecules lack any bulky peripheral substituents that would induce steric hindrance.  
The fluorine substituted F16ZnPc molecule exhibits slightly less stacking probability which we 
interpret as increased charge repulsion among fluorine atoms in this otherwise planar molecule.  
We also observe a measureable amount of stacking in F34ZnPc and F40ZnPc.  This can be 
interpreted as the formation of dimers.  F34ZnPc has ¼ of its surface plane hindered leaving ¾ 
available for stacking interactions while F40ZnPc, in the cis- isomer, has ½ of its surface plane 
available for stacking. The F64ZnPc system does not indicate any significant short range stacking 
order as expected. 
To further evaluate the stacking interaction details, we determined the interaction 
potential as a function of inter-plane separation between two isolated F16ZnPc and F64ZnPc 
molecules in a simulation cell (Figure 3.4).  The equilibrium distance was found to be 0.328 nm 
for F16ZnPc and 0.980 nm for F64ZnPc in good agreement with XRD data results of 0.326 and 
1.035 respectively. It is interesting to note that the inter-plane stabilization energy, indicated by 
the well depth, is significantly larger for F16ZnPc (36.2 kcal/mol) than for the more bulky 
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F64ZnPc molecule (5.3 kcal/mol). This is a strong indication that the bulky peripheral 
substituents do result in reduced stacking, consistent with the bulk system studies described 
above.   
 
Figure 3.4. Intermolecular Potential Energy vs. separation for F16ZnPc (energy scale at left) and 
F64ZnPc (energy scale at right). 
 
In addition to the stacking order parameter of the various FxZnPc, we investigated the 
rotational orientation of stacked dimers.  As mentioned above, F34ZnPc and F40ZnPc have ¾ and 
½ of the molecule accessible, respectively, for stacking interactions.  By considering only the 
FxZnPc’s previously determined as stacked (cosθ > 0.95, Figure 3.3) the relative orientation of 
the vectors from the central ZN to a NZ1 vector on adjacent molecules can be used to quantify 
the relative orientation.  In this case, we take the cosine of the angle between these vectors on 
adjacent stacked molecules as a measure of the rotational order parameter, shown in Figure 3.5  
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Figure 3.5.  Rotational order parameter for (a) H16ZnPc and F16ZnPc; (b) F34ZnPc and F40ZnPc.  
Values for F64ZnPc are excluded as they exhibited minimal observed stacking.  Values of 
1 indicate no rotation, values of zero indicate either 90 or 270 degree orientation, and values of -
1 indicate 180 degree rotation.  It is evident that stacked F40ZnPc molecules indicate a preferred 
orientation of 180 degrees as shown in Figure 3.5b.  The F34ZnPc also indicates both a preferred 
orientation of 180 degrees (cosθ = -1), and another orientation at 135 or 225 degrees (cosθ  - 
0.7).  This indicates that the bulky substituents adopt orientations with the bulky groups 
staggered by 45 degrees for F34ZnPc.  Figure 3.6a-b shows the preferred orientation for F40ZnPc 
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and F34ZnPc.  It should be noted that all systems undergo a lateral shift which, for the H16ZnPc, 
F16ZnPc, and F34ZnPc systems, accommodates parallel orientation (cosθ = 1).   
 
Figure 3.6. Preferred stacking orientation of (a) F40ZnPc at 180 degree orientation and (b) 
F34ZnPc at 135 degree orientation. 
 
 The water diffusion coefficient (D) is also calculated for the bulk FxZnPc systems. The 
lack of aggregation seen for F64ZnPc results in a lower density bulk system compared to the 
other FxZnPcs; which leads to a greater water diffusion coefficient. The water diffusion 
coefficient was calculated as: 
tq
x
D
i
2
        (3.1) 
where <x
2
> is the mean-squared displacement of the water molecules over time, qi is a numerical 
constant which depends on the dimensionality of diffusion (qi = 2, 4, 6, for 1, 2, 3 dimensions), 
and t is time. The water diffusion was allowed to equilibrate over 3 ns of simulation time for 
each system (Figure 3.7). The calculated diffusion coefficients for water in bulk F16ZnPc, 
F34ZnPc, and F64ZnPc are 6.32x10
-7 
cm
2
/s, 7.18x10
-7
 cm
2
/s, and 2.03x10
-6
 cm
2
/s, respectively.  
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Figure 3.7. Calculated diffusion coefficient of water over time in: bulk F16ZnPc (blue line), 
F34ZnPc (red line), and F64ZnPc (green line).  
 
3.3.3 MD Simulated Thin Film Properties 
 In addition to simulated bulk properties, the above developed MD force field has been 
employed to simulate the formation of Pc thin films. The focus of this study is on how the 
peripheral –C3F7 groups effect the growth of the film. This includes calculation of the density of 
the film created as well as the adsorption energy of each of the layers within the film. While 
similar MD simulations are underway to investigate the Pc interaction with various TiO2 
surfaces, substrate effects are not included in these simulations. Instead, ideal monolayer 
coverage is assumed by restricting the motion of the first layer of the film. The target Pcs for this 
section include the highly aggregating F16ZnPc, intermediate aggregating F40ZnPc, and 
extremely bulky (low aggregating) F64ZnPc.  We have also considered two different starting 
orientations for the Pcs: (1) the Pcs are orientated parallel to the surface (Figure 3.8a), and (2) 
perpendicular to the surface (Figure 3.8b). It is noted that this perpendicular orientation would 
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likely require some modification to the molecular structure to incorporate an anchoring group on 
the periphery.  
 
Figure 3.8. Constrained initial layer orientation; (a) parallel orientation and (b) perpendicular 
orientation. 
 
 As with the bulk simulations, all thin film MD simulations were carried out using 
NAMD.
79
  The thin film MD simulation cells contained an initial layer of Pcs which are meant to 
mimic monolayer coverage on any generic surface. This is accomplished by imposing constraints 
in the Pc z-coordinate of layer 1 while allowing the Pc to move free in the x-y plane. To 
effectively model the surface, ~15Å of vacuum space was added in the z-direction. The 
simulation cells are amorphized at a temperature of ~600K to eliminate initial state effects 
followed by annealing to 300K until equilibrium was achieved.  All high temperature 
amorphizations were done under canonical NVT ensemble conditions. The equilibration of the 
system was also done under NVT ensemble conditions to ensure the vacuum space above the 
film was maintained. Once a layer of Pc molecules was equilibrated, an additional layer was 
added to the system and the same amorphization and equilibration procedures were employed. 
All temperature and pressure coupling was done using the Langevin coupling scheme.
80
 The time 
step in all MD simulations was 1 fs.  
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 Considering first the Pc thin films with parallel orientation to the surface, the F16ZnPc 
system is presented in Figure 3.9a-b. This system consists of five layers of F16ZnPc. 
 
Figure 3.9. Equilibrated F16ZnPc thin film oriented parallel to the surface viewed: (a) edge on 
and (b) top down. 
 
 Given the high stacking propensity of F16ZnPc, this film forms highly stacked layers 
perpendicular to the surface. The degree of stacking in all layers (Figure 3.10) of the F16ZnPc 
film is greater than that found in the bulk simulations. The high frequency of stacking found in 
layers 2, 3, and 4 lead to the formation of tall stacked columns. However, the formation of these 
columns causes voids to develop throughout the film to develop and leads to a low density film. 
The final density of this film is calculated to be 0.6251 g/cm
3
.  
 
Figure 3.10. Calculated degree of stacking in the F16ZnPc thin film orientated parallel to the 
surface. Values on 1 indicate perfectly stacked Pcs.  
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 Increased stacking in the layers will lead to larger adsorption energy due to the greater π-
π interactions between Pc’s. Given the large degree of stacking found in each layer of this system 
the adsorption energy for each layer is significant. The calculated adsorption energies for each 
layer are presented in Table 3.6.  
Table 3.6. Average adsorption energy of each layer in the F16ZnPc thin film oriented parallel to 
the surface. 
 
Layer Adsorption E (kcal/mol) 
2 -63.79 
3 -61.54 
4 -61.56 
5 -55.12 
 
 Thin films of F40ZnPc in which the fixed layer of Pcs is orientated parallel to the surface 
are depicted in Figure 3.11. This system consists of five layers of F40ZnPc. 
 
Figure 3.11. Equilibrated F40ZnPc thin film oriented parallel to the surface viewed: (a) edge on 
and (b) top down. 
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 The F40ZnPc film layered parallel to surface forms a slightly more dense film than that of 
F16ZnPc in the same orientation. This is an expected result given the introduction of the bulky 
groups on half of the F40ZnPc molecule reduced the stacking (Figure 3.12) and not as many 
voids in the film are observed. The calculated density of this film is 0.7459 g/cm
3
. 
 
 
Figure 3.12. Calculated degree of stacking in the F40ZnPc thin film orientated parallel to the 
surface. Values on 1 indicate perfectly stacked Pcs.  
  
 As expected, the adsorption energies for layers 2 and 3, where the degree of stacking is 
greater, are significantly greater than layers 4 and 5. However, all layers in this system have 
lover adsorption energies than the F16ZnPc film of the same orientation. This is a direct effect of 
the lower stacking caused by the steric hindrance of the F40ZnPc molecule. The adsorption 
energy of each layer in this system is presented in Table 3.7. 
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Table 3.7. Average adsorption energy of each layer in the F40ZnPc thin film oriented parallel to 
the surface. 
 
 
Layer Adsorption E (kcal/mol) 
2 -40.11 
3 -45.91 
4 -23.34 
5 -28.49 
  
 Thin films of F64ZnPc in which the restricted layer of Pc’s is orientated parallel to the 
surface are depicted in Figure 3.13. This system consists of five layers of F64ZnPc. 
 
Figure 3.13. Equilibrated F64ZnPc thin film oriented parallel to the surface viewed: (a) edge on 
and (b) top down. 
  
 As seen with the F40ZnPc films, the introduction of the bulky –C3F7 groups hinder 
aggregation throughout the F64ZnPc film. Since the F64ZnPc molecule is fully substituted with 
the bulky substituents, there is very little stacking observed in this film. This observation is also 
present in the bulk simulations of F64ZnPc. This indicates that all additional layers of this film 
have little interaction with the previous layers. Therefore, adsorption energies for each layer are 
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relatively low compared to that of F16ZnPc and F40ZnPc in the same orientation. The calculated 
adsorption energies are displayed in Table 3.8. In addition of the low adsorption energies, the 
lack of stacking caused by the bulky substituents also leads to the lowest film density. The 
calculated film density is 0.4974 g/cm
3
. 
 
Table 3.8. Average adsorption energy of each layer in the F64ZnPc thin film oriented parallel to 
the surface. 
 
Layer Adsorption E (kcal/mol) 
2 -20.17 
3 -16.62 
4 -13.58 
5 -15.44 
  
  
 We will now examine the Pc thin films in which the initial constrained layer is oriented 
perpendicular to the surface. It is noted again that this type or Pc orientation is not expected to 
occur without the introduction of some anchoring group(s) on the periphery of the molecule. 
Thin films of F16ZnPc in which the fixed layer of Pc’s is orientated perpendicular to the surface 
are depicted in Figure 3.14. This system consists of five layers of F16ZnPc. 
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Figure 3.14. Equilibrated F16ZnPc thin film oriented perpendicular to the surface viewed: (a) 
edge on and (b) top down. 
 
 As seen in Figure 3.13, having the initial Pc layer orientated perpendicular to the surface 
leads to a more dense film than when the initial layer is parallel to the surface. The calculated 
density of this system is 1.62 g/cm
3
. The orientation of the layers is important for the adsorption 
energy for each layer. As seen in the previous F16ZnPc film which had a parallel orientation; the 
strength of adsorption is dependent upon the amount of available π-π interactions. These stacking 
interactions are limited in the perpendicular orientation which results in low calculated 
adsorption energies (Table 3.9).  
Table 3.9. Average adsorption energy of each layer in the F16ZnPc thin film oriented parallel to 
the surface. 
Layer Adsorption E (kcal/mol) 
2 -15.57 
3 -24.40 
4 -28.80 
5 -47.60 
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 An interesting trend is observed in the calculated adsorptions energies presented in Table 
4.9. The adsorption energy of each additional added to this system increases. This is explained 
by examining the Pc orientation in each of the layers. With layer 1 restricted to maintain the 
perpendicular orientation, there is very little opportunity for π-π interactions with layer 2. Some 
of the Pc’s of layer 2 have settled in between the initial Pcs but not enough to lead to a strong 
adsorption of layer 2. However, the adsorption energy in layers 3, 4, and 5 increases, this is 
consistent with these layers reverting to a parallel orientation in an attempt to maximize their π-π 
interactions. As the Pc’s of each addition layer tilt closer to a parallel orientation, more of the 
molecule is available for π-π interactions and the calculated adsorption energies increase. 
Nevertheless, the adsorption energies for the parallel F16ZnPc film are still far greater than this 
perpendicular film.    
 Thin films of F40ZnPc in which the initial layer of Pc’s is orientated perpendicular to the 
surface are depicted in Figure 3.15. This system contains four layers of F40ZnPc.  
 
Figure 3.15. Equilibrated F40ZnPc thin film oriented perpendicular to the surface viewed: (a) 
edge on and (b) top down. 
  
 There is little order to this film with the exception of layer 1 which is restricted in the x-
coordinate. As addition layers are added the density of the film slightly increases but the lack of 
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stacking interactions results in a random layering in this F40ZnPc film.  Untimely this leads to 
relatively low film density. The calculated film density is 0.77 g/cm
3
. As expected, the lack of 
strong stacking interactions affects the adsorption energy of each layer in this system. The 
calculated adsorption energy for each layer is shown in Table 3.10. 
 
 Table 3.10. Average adsorption energy of each layer in the F40ZnPc thin film oriented parallel 
to the surface. 
 
 
Layer Adsorption E (kcal/mol) 
2 -6.86 
3 -14.06 
4 -11.09 
 
 The calculated adsorption energy for all of the layers are significantly less than any of the 
previous films studied. There is a slight increase in adsorption energy for layers 3 and 4 which is 
caused by the Pcs in these layers beginning to adapting a more parallel orientation; much like 
what was seen in the F16ZnPc film of perpendicular orientation but to a much lesser degree. 
 Thin films of F64ZnPc orientated perpendicular to the surface showed little adsorption in 
all layers. Not an unexpected result given the high degree of bulky substituents on the periphery 
of the molecule. This caused the creation of a film in this orientation to be extremely difficult. 
The lack of adsorption leads to the F64ZnPc molecules to fill the vacuum space instead of 
layering onto the surface (Layer 1). This system is illustrated in Figure 3.16.  
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Figure 3.16. F64ZnPc thin film oriented perpendicular to the surface viewed edge on.  
 
3. 4 Conclusions 
The force fields described herein validate favorably with available experimental and 
calculated results.  We have used the parameters to model bulk and thin film systems and found 
that the degree and orientation of stacking in low to moderately bulky molecules is constant with 
available experimental results.  Of special note is the intermolecular interaction geometry of low 
symmetry FxZnPc (x = 34, 40) molecules containing partial steric hindrance on the molecular 
periphery.  These molecules are predicted to exhibit directed stacking orientation in which the 
bulky substituents are oriented so as to minimize steric interactions.  For F64ZnPc, the most 
bulky of the molecules investigated, little or no intermolecular stacking interactions are indicated 
in both bulk and thin film studies. 
 In the thin film simulations of FxZnPc with two different layering orientations it is found 
that the introduction of the bulky –C3F7 groups on the periphery of the molecule hinder stacking 
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with in turn results in lower density films with weaker adsorption of the various layers. F16ZnPc 
shows the strongest adsorption which is an expected result due to the propensity of aggregation 
through stronger π-π stacking interactions seen in the bulk simulations. Assuming a strong 
adsorption to the substrate, to build a thin film the adsorption of layer 2 to layer 1 is of most 
interest. If layer 2 does not adsorb to layer 1 there will be no growth in the film. The calculated 
adsorption energies of layer 2 for all systems studied are summarized in Table 3.11. 
 
Table 3.11. Summary of the calculated adsorption energies for F16ZnPc, F40ZnPc, and F64ZnPc 
oriented parallel (=) and perpendicular (┴) to the surface. 
 
 
Film Adsorption E (kcal/mol) 
F16ZnPc ═ -63.79 
F16ZnPc ┴ -15.57 
F40ZnPc ═ -40.11 
F40ZnPc ┴ -6.86 
F64ZnPc ═ -20.17 
F64ZnPc ┴ - 
  
  
 The lower adsorption energies of the modified Pc’s compared to F16ZnPc also leads to 
films of lower density. The calculated final film densities of all systems studied are summarized 
in Table 3.12. 
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Table 3.12. Summary of the calculated film densities for F16ZnPc, F40ZnPc, and F64ZnPc 
oriented parallel (=) and perpendicular (┴) to the surface. 
 
 
Film Density (g/cm
3
) 
F16ZnPc ═ 0.6251 
F16ZnPc ┴ 1.6208 
F40ZnPc ═ 0.7459 
F40ZnPc ┴ 0.7653 
F64ZnPc ═ 0.4974 
F64ZnPc ┴ - 
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CHAPTER 4 
 
Theoretical Investigation of Chemically Robust Phthalocyanines for 
Solar Energy Conversion 
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4.1 Introduction 
4.1.1 n-Type Dye Sensitized Solar Cells 
 Since their invention in 1991 by Michael Grätzel and Brian O’Regan,84 dye-sensitized 
solar cells (DSSCs) have attracted extensive research attention and have become one of the most 
promising renewable energy sources.
85-86
 The main advantages of DSSCs include:
87
 (a) stable 
performance under nonstandard conditions of temperature, irradiation, and solar incidence angle; 
(b) low cost; (c) availability and environmentally friendly materials; and (d) semi-transparency 
and multicolor range possibilities. Commercialization of Grätzel cells are currently underway in 
the European Union and are predicted to be a significant source of renewable energy by 2020.
88
 
Conventional Grätzel cells consist of a photosensitized anode and a liquid electrolyte solution. 
The general operational scheme for a Grätzel cell is presented in Figure 4.1.  
 The cell is activated by photoexcitation of the adsorbed sensitizer. From the excited state 
(D
*
) of the dye material an ultrafast electron transfer into the conduction band (CB) of the 
working electrode occurs. The oxidized form of the sensitizer (D
+
) is then regenerated by 
oxidizing iodide in the liquid electrolyte solution to iodine and eventually into triiodide. The 
triiodide is then regenerated at the counter electrode. There are also several charge recombination 
processes that must be considered in conventional Grätzel cells. These processes are shown as 
broken lines in Figure 4.1 and include; relaxation of the sensitizer excited state prior to electron 
transfer, electron transfer from the electrode to the oxidized form the sensitizer, and electron 
transfer from the electrode to the redox mediator in the electrolyte solution.     
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Figure 4.1. Schematic diagram of the electron transfer processes occurring in a Grätzel cell.   
 The overall energy conversion efficiency of DSSCs is thought to be governed by four 
fundamental properties:
85
 (a) the light-harvesting efficiency of the sensitizer; (b) the charge 
injection efficiency from the sensitizer to the electrodes; (c) the electron transport efficiency in 
the electrodes; and (d) the sensitizer regeneration efficiency of the liquid electrolyte solution. 
Extensive experimental and theoretical efforts to understand and tune these properties of Grätzel 
cells over the past two decades have led to conversion efficiencies as high as 13%.
89
 However, 
all of the key components of DSSCs including; semiconductor films, dye sensitizers, and the 
redox electrolyte, are still under great investigation. This is evident in numerous recent review 
articles accessing the progress being made in n-DSSCs development.
90-104
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4.1.2 n-Type Sensitizers 
 One of the largest advantages in the DSSC design is the ability to molecular engineer a 
vast amount of diverse sensitizing materials. For efficient solar energy conversion, the ideal n-
type photosensitizer must encompass several essential properties, 
105
 including: (a) the ability to 
absorb incident light covering the visible to near-infrared region of the solar spectrum; (b) a 
LUMO state above the edge of the CB of the metal oxide electrode to ensure electron injection; 
(c) a sufficiently low HOMO state to allow electron donation from the liquid electrolyte solution; 
and (d) enough chemical and thermal stability to endure ~20 years of exposure to sunlight 
without significant degradation. It is also common practice to incorporate a carboxylate or 
phosphonate group(s) into the molecular framework to securely anchor the sensitizer to the 
surface of the electrode.     
Since its introduction in 1993,
106
 cis-RuL2-(NCS)2 (N3 dye) has been one the most 
efficient charge transfer sensitizers for nanocrystalline TiO2 films. More recently, another 
Ruthenium based sensitizer, black dye N749, has also emerged as an excellent photosensitizer 
with reported energy conversion efficiencies as high as 11.1%.
107
 However, Ru based dyes 
contain several major drawbacks, including the high cost and limited availability of Ru. In an 
attempt to tackle these issues, many metal free organic based sensitizers have also been 
synthesized and applied to n-type DSSCs.
108
 A conversion efficiency as high as 9.1% has been 
reported by Hwang et al. based on the metal free TA-St-CA dye.
109
 The most promising n-type 
sensitizers to date have emerged based on zinc-porphyrin dyes. The TD2-o-C8 and SM315 dyes 
have shown efficiencies of 12.3% and 13.0%, respectively.
89,110
 These zinc-porphyrin sensitizers 
represent the highest energy conversion efficiencies to date.  
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Although the zinc-porphyrin sensitizers present the highest energy conversion 
efficiencies, their low photostability and molar extinction coefficients in the red-near IR region 
of the solar spectrum are major disadvantages. These shortcomings may be overcome by 
employing phthalocyanines molecules (porphyrin analogues). Pcs are known for their high molar 
extinction coefficients and remarkable robustness.
111-113
 Additionally, Pcs are chemically and 
thermally stable, thus providing the perfect light harvesting sensitizers. Although a significant 
amount of progress has been made in Pc based DSSCs,
16,114-125
 they do tend to suffer from strong 
aggregation, which is thought to limit the energy conversion efficiencies.
126
 To enhance the 
conversion efficiencies of Pc sensitizers, bulky groups are often introduced on the periphery of 
the Pc to limit the degree of aggregation. Efficiencies as high as 4.6% have been reported from 
ZnPc with bulky 2,6-diphenylphenoxy groups.
127
 
However, Aranyos et al. have reported several metal-free and ZnPcs without bulky 
substituents with conversion efficiencies ranging 5-9%.
128
 Interestingly, not only the adsorbed 
monolayer displayed electron injection into TiO2, but the aggregating Pcs on top were found to 
contribute to the overall photocurrent. This beneficial aggregation has also been reported for 
porphyrin dimers.
129
 Additionally, the aggregating Pcs in Aranyos report were introduced 
without any conventional anchoring groups.        
   
4.1.3 Semiconductor Metal Oxide Electrode 
Titanium dioxide (TiO2) is by far the most utilized semiconductor oxide in n-type 
DSSCs. TiO2 is found in three crystal forms: rutile, anatase, and brookite. The most 
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thermodynamically stable form of TiO2 is rutile. However, anatase is typically preferred for solar 
energy conversion applications due a slightly larger band gap as well as a higher CB edge, which 
leads to greater open circuit voltages. Rutile also has a smaller specific surface area compared to 
anatase which results in a lower amount of dye molecules adsorbed on rutile films compared to 
anatase. The packing density of the rutile form is also larger resulting in slower electron 
transport. One of the few drawbacks of TiO2 is a relatively low electron mobility (0.1 – 1 cm
2
 V
-1
 
s
-1
).
130
 
Several other semiconductor oxides have also been investigated in n-type DSSCs. Zinc 
oxide (ZnO) has a similar band structure as TiO2 but relatively high electron mobility (1 – 5 cm
2
 
V
-1
 s
-1
)
131
, which makes it a potential alternative electrode material. The first n-DSSC based on 
ZnO was sensitized with the N3 dye and produced a modest efficiency of < 1%. This initial low 
conversion efficiency was attributed to the tendency of the ZnO film to dissociate and form 
Zn2
+
/N3 aggregates. More recently, this obstacle with ZnO has been overcome
132-133
 and 
efficiency values as high as 6.58% have been reported.
134
       
Another potential alternative to TiO2 is Tin oxide (SnO2). SnO2 presents two major 
advantages over that of TiO2 and ZnO. First, the electron mobility is three orders of magnitude 
greater than TiO2 (100-200 cm
2
 V
-1
 s
-1
).
135
 SnO2 also has a larger band gap than both TiO2 and 
ZnO. The band gap of TiO2 and ZnO is ~3.2 eV, while SnO2 has a gap of ~3.8 eV. Under UV 
illumination photoexcitation of the semiconductor oxide results in charge separation within the 
oxide. The resulting holes in the semiconductor VB are capable of oxidizing the dye material; 
leading to more rapid degradation of the sensitizer. The larger band gap of SnO2 would create 
fewer of these oxidative holes and, in turn, increase the overall stability of the n-DSSC.  
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In addition to a greater band gap, the energetic location of the SnO2 bands differs from 
TiO2 and ZnO. The CB edge of SnO2 is ~0.6 eV lower in energy.
136
 The advantage of this is the 
LUMO state of most common n-type sensitizers will be deeper into the CB of SnO2, which 
would facilitate electron injection upon photoexcitation. Conversely, the HOMO state of the 
same dyes would be much closer to the CB edge which would promote charge recombination 
between injected electrons and the resulting hole on the sensitizer. In fact, the reported 
performances of SnO2 based DSSCs are less than that of TiO2.
137
 In recent years, optimization of 
the cell design by introducing addition isolating oxide layers of ZnO, MgO, or Al2O3 onto the 
SnO2 electrode have resulted in efficiencies as high as 7%.
138
    
 
4.1.4 Electrolyte Solution 
 The final fundamental component of the DSSC design to be discussed is the electrolyte 
solution. The main function of the electrolyte in n-DSSCs is to collect electrons at the cathode 
and shuttle them across the cell to regenerate the oxidized dye material. The most commonly 
employed electrolyte is the iodide/triiodide redox couple. This electrolyte is mainly a favorite 
due to the large (~0.7 eV) open circuit potential when paired with TiO2, which as previously 
stated, is the most common semiconductor oxide in n-DSSCs.
139
 However, as with all liquid 
electrolytes, the iodide/triiodide redox couple does display some undesirable properties. 
Temperature stability issues result in difficulties in achieving long term durability. The 
iodide/triiodide concentration within the cell is also an important issue that needs to be 
considered. At low concentrations, efficient regeneration of the dye becomes problematic and 
promotes the charge recombination reactions between the semiconductor oxide and the dye. At 
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high concentrations, charge recombination between the semiconductor oxide and I
-/
I3
-
 increases 
which ultimately results in a lowering of the DSSC efficiency. The I
-/
I3
-
 also absorbs small 
amounts of visible light, which is intensified at high concentrations.
140
      
 Several other redox couples have also been studied in an attempt to further increase the 
open circuit voltage as well as resolve the stability issues of I
-/
I3
-
. Some of these alternative redox 
couples include: Br
-
/Br3
-
, SCN
-
/(SCN)2, SeCN
-
/(SeCN)3
-
, Fe(CN)6
3-/4-
, and Co(II)/Co(III).
141
 
Room temperature ionic liquids have also shown promise as liquid electrolytes.
142
 The structure 
of these solutions allow for chemical and thermal stability as well as high ionic conductivity, 
while acting as both an electron source and as a solvent.
143
 Efficiencies of >8% have been 
reported for these types of electrolytes.
144-145
  
 Solid state electrolytes have also been investigated as potential alternatives to liquid 
redox coupled mediators. The major advantage of solid state electrolytes is the improved stability 
and simplification of cell fabrication. Typical solid state electrolytes are p-type semiconductors 
or hole transporting organic materials. While solid state electrolytes solve the evaporation and 
leakage problems of traditional liquid electrolytes; they suffer low overall conversion 
efficiencies due to poor contacts within the cell. The initial hole transporting materials used as 
electrolytes, CuSCN
146
 and CuI
147
, achieved conversion efficiencies < 1%. More recently, solid 
state systems such as a TiO2/CuI/Cu electrode
148
 and organic semiconductor spiro-OMe
149
 have 
produced efficiencies of 4.73% and 4.0%, respectively.    
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4.1.5 Tandem Dye Sensitized Solar Cells 
 The DSSC design and components discussed so far relies on a single light harvester. 
Therefore, it is limited by the thermodynamic Shockley-Queisser
150
 limit for a single junction 
solar cell to a maximum efficiency of 31%. In addition to improving the performance of these 
single component n-DSSCs, tandem pn-DSSCs are capable of achieving much higher conversion 
efficiencies. A tandem DSSC incorporates an additional dye to sensitize the cathode and increase 
the overall light harvesting capabilities of the cell. With both electrodes photoactive, the 
theoretical thermodynamic efficiency limit is increased to 43%.
151
 In addition to the expected 
increase in conversion efficiency, the tandem DSSCs design further lowers the material cost by 
replacing the expensive platinum counter electrode with a sensitized p-type semiconductor. The 
pn-DSSC design indicating the desired electron transfer process is illustrated in Figure 4.2.  
 
Figure 4.2. Representation of the electron transfer and ideal band alignment for the tandem 
DSSC design.  
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Like conventional Grätzel cells, the tandem DSSC is activated through the 
photoexcitation of the dye material. The two sensitizers adsorbed on either electrode are usually 
chosen so that one dye absorbs high energy photons, while the other absorbs lower energy 
photons. The operational processes on the n-type electrode are the same as discussed in section 
4.1.1. On the p-type electrode, the photoexcited sensitizer injects a hole into the VB of the p-type 
semiconductor resulting in the reduced form of the dye. Therefore, the HOMO state of the p-type 
sensitizer must be below the VB edge of the photocathode to allow efficient hole injection. The 
redox couple within the electrolyte is then reduced by the p-type dye prior to reducing the n-type 
dye. In this pn-DSSC design, the open circuit potential is determined by the difference between 
the VB edge of the photocathode and the CB edge of the photoanode. It does not depend on the 
redox potential of the electrolyte as seen in n-DSSCs. However, the redox potential of the 
electrolyte must be matched with the HOMO and LUMO states of the two dyes to ensure 
efficient electron transfer across the cell.  
While the tandem DSSC design is promising in theory, the research and development of 
these devices is still in its very early stages. Unlike the n-type cells, there have been very few 
studies conducted on p-type cells. Of the few p-type DSSCs investigated to date, nickel oxide 
(NiO) has been the common p-type semiconductor employed. NiO is a transparent (in the visible 
spectrum) semiconductor with a rock-salt crystal structure. The band gap energy is ~3.6 eV with 
a VB edge around -5.0 eV vs. vacuum. Sensitized nanostructured NiO photocathodes were first 
introduced in p-DSSCs in 1999 by He et al.
152
 Erythrosin B and tetrakis(4-carboxyphenyl)-
porphyrin (TPPC) were used as the photosensitizers in conjunction with the standard I
-/
I3
- 
redox 
couple. The overall conversion efficiency produced with this cells was extremely low at <0.01%. 
The open circuit potential was also restricted (0.1 eV) by the small difference in energy between 
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the NiO VB and the I
-/
I3
-
 redox mediator. The redox potential of I
-/
I3
-
 is ~ -4.8 eV which only 
allows for a maximum open circuit potential of ~ 0.2 eV when paired with NiO. Therefore, 
sensitized NiO photocathodes in tandem with conventional sensitized TiO2 and I
-/
I3
-
 redox 
couple may not provide any significant improvements over the n-DSSC alone.  
He, et al. has also reported the construction of a pn-DSSC based on the erythrosine B 
sensitized NiO previously discussed and TiO2 sensitized with the N3 dye.
153
 The I
-/
I3
-
 redox 
mediator for this cell was replaced with Co(II)/Co(III) in an attempt to increase the open circuit 
potential on the NiO photocathode. The overall Voc was reported to be 0.732 eV; however, this 
large Voc is the sum of a 0.650 eV Voc on the TiO2 photoanode and only 0.083 eV Voc on the NiO 
photocathode. Low current on the p-side of this tandem cell resulted in a low conversion 
efficiency of 0.39%.  
To better understand the dye/NiO interface, Morandeira et al. investigated the charge 
transfer dynamics of coumarin 343 sensitized NiO with the I
-/
I3
-
 redox couple.
154
 Coumarin 343 
had previously been reported for the successful sensitization of TiO2
155-159
 and NiO
160
. On NiO, 
coumarin 343 has a HOMO state sufficiently (~ 1.0 eV) below the VB edge to allow hole 
injection; and a LUMO state significantly (~ 1.6 eV) above the VB edge to discourage charge 
recombination. Analysis of the charge transfer dynamics of this system revealed that efficient 
hole injection into the VB of NiO occurs in ~ 200 fs. However, the energy conversion efficiency 
of this cell remained extremely low. This was attributed to the comparatively fast charge 
recombination (~ 20 ps) at the NiO interface despite the proper band alignment. Regeneration of 
the dye before the fast charge recombination process is difficult for the I
-/
I3
-
 redox couple.         
 Keeping in mind that the current research on pn-DSSCs remains scarce, the best tandem 
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cells are only providing overall conversion efficiencies of ~ 2%.
161
 Obviously it is the p-side of 
these tandem cells that need improvement; and it is becoming clear that any significant advances 
in p-DSSCs will require replacements of either the NiO semiconductor or the traditional I
-/
I3
-
 
redox couple. To date, there have not been any reports of p-type semiconductors that perform 
better than NiO. Recently, several novel p-type redox couples have been proposed, including 
cobalt based redox couples, which have been shown to provide a 3-fold increase in the cell 
photovoltage compared to the I
-/
I3
-
 redox couple.
162
 
 
4.1.6 Novel Electrolyte-free DSSC Design based on Perfluoro-Zinc-Phthalocyanines 
 Extensive experimental and theoretical efforts over the past 25 years to understand and 
tune the properties of n-DSSCs has led to conversion efficiencies as high as 13.0%.
89
 Although 
the research into pn-DSSCs remains in its infancy, tandem DSSCs are the most promising DSSC 
design in achieving solar energy conversion efficiencies capable of rivaling that of traditional 
silicon based solar cells. However, the inclusion of a liquid electrolyte redox couple to shuttle 
electrons between the electrodes in these cell designs will continue to be an obstacle in achieving 
long term device stability. Removing the need for the electrolyte in the cell design will not only 
increase device stability, but will allow for even more simplified cell fabrication procedures. 
Throughout the remainder of the chapter, we will introduce and investigate a completely solid 
state DSSC based on chemically and thermally robust perfluoro-isopropyl-zinc-phthalocyanines. 
Within this cell design, the Pc molecule will be acting as both photosensitizer and electron 
shuttle. The ideal band alignment and proposed electron transfer processes for this novel DSSC 
design is illustrated in Figure 4.3.  
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 The proposed solid state DSSC incorporates the fundamental working processes involved 
in both n-DSSCs and p-DSSCs. Activation of the cell occurs by (1) photoexcitation of the Pc 
sensitizer. Upon charge separation on the Pc molecule, the Pc may either be oxidized by the 
photoanode or reduced by the photocathode. Given the exceptionally low lying HOMO state of 
the FxZnPc molecules seen in section 2.4, oxidation of the Pc is improbable. It is far more likely 
that these Pcs will be reduced. Therefore, upon photoexcitation, the Pc molecule is (2) reduced 
via hole injection into the VB of the p-type photocathode. Subsequently, the reduced form of the 
Pc is returned to the neutral ground state through (3) an electron transfer into the CB of the n-
type photoanode. For these electron transfer processes to occur, the Pc sensitizer must have a 
HOMO state below the VB edge of the photocathode and a LUMO above the CB edge of the 
photoanode.     
 
Figure 4.3. Representation of the electron transfer and ideal energy level alignment for proposed 
Pc based solid state DSSC. 
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 As with all DSSC designs, there are also several charge recombination processes at the 
interfaces that must be taken into account. Hole injection into the VB of the photocathode must 
occur prior to (4) the spontaneous relaxation of the Pc excited state. Following hole injection into 
the VB, the reduced form of the Pc must efficiency transfer the excess electron into the CB of the 
photoanode before (5) charge recombination with the hole present on the photocathode. Finally, 
the electrons injected into the CB of the photoanode must be rapidly collected or (6) electron 
transfer back to the Pc may occur.  
 A solid state DSSC with similar cell design was first reported in 1995 by Tennakone et 
al.
146
 In this study the natural flower pigment cyaniding was employed as a sensitizer on the n-
type semiconductor TiO2 and p-type semiconductor CuI. Photoexcitation of the dye results in 
electron injection into the CB of TiO2 leaving the oxidized form of the sensitizer. The sensitizer 
is regenerated by injection of a hole into the valence band of CuI. The resulting conversion 
efficiency was a modest 0.8% but serves as a fundamental proof of concept for out proposed Pc 
based DSSC design. 
 Since the target FxZnPc sensitizers lack any conventional anchoring groups, adsorption to 
the semiconductor surface will need to occur through electrostatic interactions and/or molecular 
orbital overlap. These interactions are highly dependent on the ability of the various Pcs to get 
close to the surfaces. Therefore the most promising FxZnPcs are those with little or no bulky 
periphery substitution; namely, F16ZnPc, F34ZnPc, and F40ZnPc. However the completely 
substituted F64ZnPc will often be presented for comparative purposes.    
 It is noted that achieving a single monolayer of sensitizing Pcs sandwiched between both 
electrodes during cell fabrication, as depicted in Figure 4.3, is not to be expected. The electron 
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transport properties of FxZnPc will be addressed separately in the next chapter. The focus of this 
chapter will be on investigating the various charge transfer processes occurring at the electrode 
interfaces. 
 
4.2 Results 
4.2.1 Light Harvesting Efficiency and Excited State Lifetimes of FxZnPc 
 As previously stated, the introduction of bulky i–C3F7 substituents on the periphery of the 
Pc molecule has been shown to expand the optical absorbance spectrum as well as lowers the 
energetic position of the molecular frontier orbitals.
21,75
 The electron accepting properties of the 
Pc is also enhanced by the introduction of the strong electron withdrawing peripheral groups. 
The vertical and adiabatic ionization potential (IP) and electron affinity (EA) of FxZnPc are 
calculated via DFT calculations as follows: 
0
0EEIPadiabatic 


 (4.1)  
0
00 EEIPvertical 
  (4.2) 

 EEEAadiabatic
0
0
 (4.3) 
 0
0
0 EEEAvertical
 (4.4) 
     
 Where the subscripts and superscripts, 0 (neutral), + (cationic), and – (anionic), indicate 
the molecular geometry and charge state of the Pc, respectively. The calculated IP and EA are 
presented in Table 4.1. In all cases; the energy of the Pc cationic state is higher than the neutral 
state, and the energy of the anionic state is lower than the neutral state. Therefore, all FxZnPc 
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molecules in this study are most stable in their anionic form, consistent with being excellent 
electron acceptors (hole injectors). The calculated EA also increases as peripheral substitution 
increases.   
 
Table 4.1. Calculated Ionization Potential and Electron Affinities for Gas Phase FxZnPc. All 
values reported in eV. 
 
 
 IPad IPvert EAad EAvert 
F16ZnPc 7.341 7.381 3.083 2.979 
F34ZnPc 7.263 7.326 3.299 3.155 
F40ZnPc 7.417 7.476 3.430 3.349 
F64ZnPc 7.660 7.721 3.826 3.716 
 
It is of fundamental importance that the Pc sensitizers are excellent light absorbers. 
Sensitizing materials are typically classified according to their light harvesting efficiency (LHE); 
which is estimated experimentally from the absorbance strength corresponding to the maximum 
absorption wavelength, λmax(abs):
163
 
ALHE  101  (4.5) 
Theoretically, the calculation of absorbance spectra provides oscillator strength, f, rather 
than absorbance values. Consequently, estimation of the LHE of a dye may be estimated by:
164
  
fLHE  101  (4.6) 
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 The calculated absorbance spectra of the first two transitions are illustrated in Figure 4.4; 
with corresponding λmax(abs), oscillator strengths, and transition nature for FxZnPc are presented 
in Table 4.2. 
 
Figure 4.4. Calculated absorbance spectra. All spectra calculated with ethanol solvent for better 
agreement with experimental absorbance spectra. 
 
 There is little deviation observed in the calculated absorbance maximum for the various 
FxZnPcs. As peripheral fluorination is increased, there is a slight red shift in λmax compared to 
F16ZnPc. This is an expected result given the lowering of the unoccupied states as the degree of 
fluorination is increased. With the exception of F34ZnPc, the absorbance λmax corresponds to two 
probable transitions; HOMOLUMO and HOMOLUMO+1. This is a result of the nearly 
degenerate LUMO and LUMO+1 states for these Pcs discussed in Chapter 2. Theses multiple 
possible transitions lead to exceptionally large oscillator strength and, in turn, high LHE for 
F16ZNPc, F40ZnPc, and F64ZnPc. For F34ZnPc the non-degenerate LUMO and LUMO+1 level 
results in a 29 nm separation of the first two possible transitions. This leads to a lower light 
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harvesting efficiency compared to the other FxZnPcs. Overall, the calculated λmax values are in 
good agreement with the experimental values given the inherent limitations of TDDFT 
calculations.   
Table 4.2. Calculated absorbance maxima (λmax) compared to experimental values, oscillator 
strength of S0  S1 transition, and calculated LHE.  
 
 Absorbance 
λmax (nm) 
  
 Calc. Exp. Osc.  LHE 
F16ZnPc 639.10 
636 
0.602 
0.937 
 638.77 0.601 
     
F34ZnPc 643.08 679 
637 
0.641 
0.771 
 614.40 0.544 
     
F40ZnPc 647.44 670 
638 
0.675 
0.947 
 641.08 0.662 
     
F64ZnPc 646.09 
680 
0.740 
0.967 
 646.09 0.740 
 
To avoid charge recombination prior to hole injection, the excited state lifetime of the Pc 
sensitizer must be sufficiently long relative to the charge injection rate. Excited state lifetimes for 
spontaneous emission from the first excited state (S1) are obtained from TDDFT calculations of 
the fluorescence energies (Efluor) and oscillator strength (f), which represents the transition 
probability (in atomic units):
165
  
  fEe
cm
fluor
e
24
32
02  
 (4.7) 
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Where c is the speed of light, e the elementary charge, me the electron mass, ε0 the 
vacuum permittivity, and ħ is the reduced Planck constant. The fluorescence electronic 
transitions (S1  S0) are treated as vertical de-excitations from the geometry optimized first 
excited state of the FxZnPc. The calculated fluorescence energies, oscillator strength, and excited 
state lifetimes are presented in Table 4.2.  
Table 4.3. Calculated fluorescence maxima (λmax) compared to experimental values, oscillator 
strength of S1  S0 transition, and calculated excited state lifetimes.  
 
 Fluorescence λmax (nm)   
 Calc. Exp. Osc. Strength τ (ns) 
F16ZnPc 681 - 0.880 3.95 
F34ZnPc 722 - 0.917 4.26 
cis-F40ZnPc 687 689 0.942 3.75 
F64ZnPc 682 - 0.998 3.49 
  
    
 It is noted that these fluorescence spectra are simulated in ethanol solvent to be 
consistent with the experimental spectra. As peripheral fluorination of the Pc is increased, there 
is little variation in the fluorescence energy for F16ZnPc, F40ZnPc, and F64ZnPc, but a slight 
decrease in the calculated excited state lifetimes is observed. F34ZnPc is again unique with the 
highest fluorescence λmax and longest lived first excited state.   
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4.2.2. FxZnPc | NiO Interface 
 Following photoexcitation of the Pc sensitizer, it is proposed that hole injection into the 
VB of the photocathode with occur. As previously stated, the ability to easily produce 
inexpensive NiO films in conjunction with its excellent photostability make NiO the most 
common p-type semiconductor employed in p-DSSCs to date. It is also noted that for p-DSSCs 
in which a conventional electrolyte is employed, NiO has not been found to be the greatest 
photocathode material. The VB edge is too close to common redox couples, which produces very 
low cell Vov.
166-169
 NiO may be more promising in our proposed cell design because there is no 
need of an electrolyte redox mediator for dye regeneration. Therefore, NiO was chosen as a 
starting point for the investigation of hole injection from the Pcs. The preferred NiO surface 
preparation is to cleave along the (100) crystal plane.
154,168-171
  
 For efficient hole injection into the VB of NiO to be possible, we need the HOMO state 
of the Pc sensitizer to be: (1) below the VB edge of NiO; and (2) significantly coupled with NiO 
VB states. To access the band alignment of the Pc on NiO (100) surfaces, large scale periodic 
DFT calculations were preformed. The optimized geometry of F16ZnPc, F34ZnPc, and F40ZnPc 
on NiO (100) are presented in Figure 4.5. 
 The bulky –C3F7 groups on the periphery of F34ZnPc and F40ZnPc result in an increased 
distance between the Pc and the NiO surface compared to F16ZnPc. Unexpectedly, the less bulky 
F34ZnPc is farther from the surface (3.48 Å) than F40ZnPc (2.59 Å). The reason for this remains 
unknown. The lack of any steric hindrance of F16ZnPc results in a distance of 2.09 Å from the 
surface. 
110 
 
 
 
Figure 4.5. Geometry optimized Pc | NiO systems: (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc. 
Viewed edge on (top) and top down (bottom). VDW spheres used to illustrate Pc in 
top down view for clarity.  
  
      The total density of states (DOS) and partial density of states (PDOS) are calculated 
from the optimized systems to examine the Pc | NiO band alignment. The total DOS are 
illustrated in Figure 4.6. There is little difference in the calculated DOS of the various Pcs. This 
is an expected result since the total DOS is dominated by surface states. From Figure 4.6, there 
are minor fluctuations in the calculated energy of the VB edge depending of the adsorbed Pc. 
This is a result of interaction of the Pc states with the surface states near the VB edge. 
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Figure 4.6. Calculated total DOS of (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc on NiO (100). 
   
 To get a better description of the Pc contributions near the VB edge; the DOS is parsed 
into Pc contributions and surface contributions to each MO (Figure 4.7). 
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Figure 4.7. Magnified PDOS of (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc. Pc contributions 
multiplied by a factor of 3 for clarity.  
 
 The HOMO state of all Pc sensitizers is found to be significantly below the top of the 
NiO VB, which allows for hole injection from the excited sensitizer. Further enhancing the hole 
tunneling process, the HOMO states for both sensitizers show substantial orbital coupling with 
the VB. The degree of coupling in the HOMO state with the surface states can be seen 
(qualitatively) by comparison of the HOMO peak height with the discrete LUMO state located 
above the VB edge. The Pc HOMO state is not discrete, but distributed across several Pc|NiO 
mixed states. The first occupied MO with significant Pc contribution for F16ZnPc and F40ZnPc is 
at -6.44 eV and -6.42 eV, respectively. However, the Pc contribution to both of these states is a 
modest 18%.  The first occupied MO with significant F34ZnPc contribution is at -6.42 eV. This 
MO is less mixed than that seen for F16ZnPc and F40ZnPc, with 65% F34ZnPc contribution. The 
less orbital coupling with the surface seen for F34ZnPc is a direct result of increased distance of 
the Pc from the surface. 
 It is this orbital coupling and resulting distribution of the HOMO state that allows for 
efficient hole injection into the VB of NiO. For estimation of the hole injection lifetime between 
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the Pc and NiO surface, we employ the Newns-Anderson model,
172-173
 following the approach 
set forth by Lundqvist et al.
174-181
 This method of estimating charge injection lifetimes has 
typically been used for the electron injection into the CB of TiO2. However, there is no 
indication of the direction of charge transfer. Therefore, it is perfectly reasonable to employ this 
methodology for hole injection into the VB of NiO.  
 Through further analysis of the Pc | NiO PDOS in Figure 4.7, the Newns-Anderson 
model uses the coupled Pc HOMO states to estimate a lifetime broadening. Described by a 
Lorentzian distribution, this HOMO broadening allows for estimation of the adsorbed Pc excited 
state decay.
182
  The analysis begins with examination of the MO expansion coefficients (cij) to 
find the portion (p) of each MO that is centered on the Pc molecule to construct the PDOS plots.    
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  (4.6) 
The HOMO of the Pc adsorbed on NiO, HOMO(ads), energy levels are selected so that ∑pi ≈1. 
A weighted average of the distribution of HOMO(ads) states provides the energy of the adsorbed 
Pc HOMO: 
i
i
iHOMO padsE )(
 (4.7) 
The width of the HOMO(ads) broadening (ħΓ) is calculated from the mean deviation of the 
HOMO(ads) levels: 
)(adsEp HOMOi
i
i   
 (4.8) 
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The hole injection rate from the adsorbed Pc to the VB of NiO is calculated directly from the 
HOMO broadening as: 
(meV)658/  = (fs)   (4.9) 
 Where the leading constant 658 is derived from the reduced Planck’s constant (ħ) in 
meV• fs. The calculated HOMO energy of the adsorbed Pcs, energy of NiO VB edge, HOMO 
broadening, and estimated hole injection lifetimes are presented in table 4.3. Other important 
properties that are critical for efficient hole injection that can be obtained from the PDOS of 
Figure 4.7 are the Gibbs free energy of both hole injection and charge recombination. The free 
energy associated with hole injection (recombination) is calculated from the difference in energy 
between the Pc HOMO(ads)  (LUMO) and the VB edge of NiO.   
Table 4.4. Calculated energy of NiO VB edge (EVB), Pc HOMO(ads), Pc LUMO (ELUMO), 
HOMO broadening (ћΓ), Gibbs free energy for hole injection (ΔGh+), Gibbs free 
energy for charge recombination at the NiO surface (ΔGCR), and estimated hole 
injection lifetime (τ). All values reported in eV, unless noted otherwise. 
  
 EVB EHOMO(ads) ELUMO ћΓ (meV) τ (fs) ΔGh+ ΔGCR 
F16ZnPc -5.39 -6.38 -5.21 101.93 6 -0.99 +0.18 
F34ZnPc -5.20 -6.39 -5.10 2.90 226 -1.19 +0.10 
F40ZnPc -5.24 -6.36 -5.13 206.77 3 -1.12 +0.11 
 
    As previously stated, the calculated energy of the VB edge of NiO shows slight 
variation depending on the Pc adsorbed on the surface. The EHOMO(ads) state for all of the 
FxZnPc is found to be ~ -6.4 eV. This results in significantly negative Gibbs free energy for hole 
injection. An observer increase (more negative) in ΔGh+ occurs from F16ZnPc to F40ZnPc. This is 
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an expected result given the lowering of the HOMO states of the Pcs in vacuum as peripheral 
fluorination is increased. Additionally, the estimated hole injection lifetimes are found to be 
exceptionally fast; all are on the fs timescale. This predicted fast hole injection is a direct result 
of the large degree of orbital coupling of the Pc HOMO with NiO surface states indicated by the 
HOMO(ads) broadening (ћΓ). The Lorentzian distribution illustrating the broadening of the 
HOMO(ads) state is plotted in Figure 4.8 as: 
   22
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Figure 4.8. Lorentzian distribution of Pc HOMO(ads) states to illustrate the degree of 
broadening for F16ZnPc (red line), F34ZnPc (blue line), and F40ZnPc (green line). 
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 The greatest amount of coupling is seen for F40ZnPc; twice that of F16ZnPc and two 
orders of magnitude greater than F34ZnPc. The lower orbital coupling of F34ZnPc is attributed to 
the increased distance from the surface compared to F16ZnPc and F40ZnPc. However, F40ZnPc is 
0.5 Å farther from the surface than F16ZnPc, but displays better coupling with the surface. The 
only possible explanation of this is that the HOMO of F40ZnPc is 0.2 eV deeper into the VB of 
NiO, where there are more surface states available to mix with.  
 The estimated fs timescale hole injection lifetimes for all Pcs is sufficient to ensure 
charge injection given the ns excited state lifetimes calculated previously. However, charge 
recombination on the NiO surface after hole injection is a great concern. As seen in Table 4.4, 
the calculated Gibbs free energy for charge recombination is positive, but very small for all Pcs. 
Therefore, charge recombination between the newly injected hole and the reduced form of the Pc 
may occur. This may be avoided if a thermodynamic driving force can be established to push the 
electron in the opposite direction; that is toward the photoanode.  
 It should be noted that DFT is a ground state approach; simply meaning it is relatively 
poor at predicting band gaps. As expected, the calculated band gap of the Pcs (and NiO) is 
significantly underestimated. Employing larger basis sets to better account for the exchange and 
correlation effects in known to improve the band gap prediction; which we do observe for the 
vacuum state Pc calculations discussed in Chapter 2. However, the enormous size of these 
calculations restricts us to a relatively small basis. Since the Pc gap is actually greater than what 
is found in these calculations (~ 1.2 eV); it is entirely possible that the Pc LUMO is located 
higher above the VB than indicated. This would increase ΔGCR and charge recombination may 
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not be such a concern. Regardless, additional p-type semiconductors with slightly lower VB are 
investigated in section 4.2.4.   
 
4.2.3 FxZnPc | TiO2 Interface 
 Following hole injection from the photoexcited Pc, the reduced form of the Pc molecule 
will be returned to its neutral ground state through an electron transfer into the CB of the 
photoanode. In conventional n-DSSCs, the most common photoanode employed is TiO2. Largely 
due to its high abundance, low toxicity, good chemical and photo stability, and low cost. In our 
solid state Pc based DSSC design, we will investigate TiO2 as a potential photoanode material. 
Following the same analysis preformed for the adsorbed Pcs on NiO, we will examine the band 
structure and orbital coupling to examine the probability of electron injection from the Pc into 
the CB of TiO2.  
 Selection of a suitable TiO2 surface to sensitize with the Pcs is slightly more complicated 
with TiO2. TiO2 is found in nature in three different polymorphs; rutile, anatase, and brookite. Of 
the three crystal phases, rutile is known to be the most thermodynamically stable, while anatase 
is the more preferred crystal phase for DSSC applications. This is due to a slightly larger band 
gap for anatase (~ 3.3 eV) compared to rutile (~ 3.0 eV); as well as a higher CB in the anatase 
form. The higher CB leads to increase cell VOC when paired with common electrolyte redox 
mediators. Brookite is relatively unstable and less photoactive than anatase. Given the incredible 
computational cost of running numerous periodic DFT calculations of the Pc adsorbed on a TiO2 
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surface, semiempirical PM7 methods are employed to provide an initial evaluation of which 
TiO2 surfaces are most promising for the Pc electron injection process. 
 Several stoichiometric low-index rutile and anatase surfaces were cleaved from 
previously optimized bulk crystal structures. A total of eight TiO2 surfaces were investigated; 
four rutile surfaces, and four anatase surfaces. These surfaces include the rutile (110), (100), 
(001) and (101) surfaces, as well as the anatase (001), (100), (110), and (101) surfaces. The 
optimized structures of the TiO2 surfaces are presented in Figure 4.9. 
 
 
 
Figure 4.9. Optimized geometry of low index TiO2 surfaces: rutile (a) (110), (b) (100), (c) (001) 
and (d) (101). As well as anatase (e) (001), (f) (100), (g) (110), and (h) (101). 
Coordination of select surface atoms indicated. 
 
 
 The resulting cleaved surfaces contain both undercoordinated titanium and oxygen atoms 
exposed to vacuum. The rutile (110) face (Figure 4.9a) has a five-fold coordinated Ti, denoted 
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Ti(5), as well as two types of O atoms; a three-fold coordinated O on the surface, O(3), and a 
bridging two-fold coordinated O above the surface, O(2). Optimization of this surface results in 
the bridging O(2) atoms and undercoordinated Ti(5) relaxing down toward the surface. However, 
the degree of relaxation of these surface atoms is minimal with average root mean square 
deviation (RMSD) of the surface atoms of 0.247 Å and 0.144 Å, for O(2) and Ti(5), respectively. 
The rutile (100) face (Figure 4.9b) exhibits a different orientation than the rutile (110) face, but 
contains the same kinds of undercoordinated surface atoms. The O(2) and Ti(5) surface atoms 
relax down toward the surface, while the O(3) atoms relax upward slightly. The degree of 
relaxation is slightly greater than the rutile (110) surface, with average RMSD for surface O and 
Ti of 0.363 Å and 0.255 Å, respectively.  
 The rutile (001) surface (Figure 4.9c) exhibits a tetra-coordinated, highly unsaturated, 
titanium atom as well as a two-fold oxygen atom. These Ti(4) and O(2) atoms show the largest 
reconstruction of any of the rutile surface studied. The Ti(4) atoms relax down (RMSD 0.334 Å) 
and O(2) show large relaxation away from the surface (RMSD 0.783 Å). The rutile (101) surface 
(Figure 4.9d) looks much like the (100) surface but only consists of two different types of 
surface atoms. A pentacoordinated titanium and a two-fold oxygen atom with two different Ti-O 
bond lengths. As with the (100) surface, minor surface relaxation is observed; RMSD 0.214 Å  
and 0.206 Å for O(2) and Ti(5), respectively.  
 The relaxed anatase (001) and (101) face (Figure 4.9e,h) contain the same  five-fold 
coordinated Ti atoms, as well as two- and three-fold coordinated O atoms. The (001) surface 
shows much larger relaxation of the surface atoms than the (101) anatase surface. In both 
surface, Ti(5) and O(3) relax down toward the surface causing a relaxation upward for O(2). The 
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average RMDS for surface O is 1.33 Å and 0.024 Å for the (001) and (101) surfaces, 
respectively. Likewise, RMSD for Ti(5) is greater for the (001) surface (1.27 Å) than the (101) 
surface (0.053 Å). The anatase (110) (Figure 4.9g) also displays large surface relaxations. The 
highly undercoordinated Ti(4) relaxed toward the surface 0.325 Å and O(2) relax up 0.658 Å. 
Finally, the anatase (100) face (Figure 4.9f) contains five-fold coordinated Ti and both two- and 
three-fold coordinated O atoms on the top most layer. The Ti(5) and O(2) relax down toward the 
surface while O(3) relax away from the surface. The average RMSD of surface O is greater 
(0.460 Å) compared to the surface Ti atoms (0.236 Å).  
   The degree of surface relaxation seen in all of the low index TiO2 surfaces has a direct 
affect on the calculated surface energies. The surface energy of each system was calculated by 
semiempirical PM7 and DFT LDA methods. The effect of slab thickness on surface energy 
calculations has been demonstrated in previous reports.
183-189
 For all surfaces of interest in this 
report, surface energies were calculated as a function of the number of layers, where a layer is 
defined as a row of titanium atoms. The slab thickness was increased until convergence in the 
surface energy of 0.02 J/m
2
 was achieved. The number of layers required to reach this 
convergence criteria varied for each surface as seen in Figure 4.10. 
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Figure 4.10. Calculated surface energies (J/m
2
) of optimized (a) Rutile (110), (b) Rutile (100), 
(c) Rutile (001), (d) Rutile (101), (e) Anatase (001), (f) Anatase (100), (g) Anatase 
(110), and (h) Anatase (101). Comparison between PM7 methods (black line) and 
DFT LDA methods (red line). 
 
 As seen in figure 4.10, the calculated surface energies vary depending on the level of 
theory employed. This is an expected result; we will be interested in the relative differences in 
surface energy of the various low index surfaces for each method. The calculated surface 
energies along with the number of layers required to achieve convergence are presented in Table 
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4.5. There is also a comparison with several other calculated values from additional levels of 
theory.  
 
Table 4.5. Comparison of calculated surface energy (J/m2) of various low index TiO2 surfaces at 
different levels of theory. Calculated values from this study in red. The number of 
layers in each system indicated in parenthesis for each surface.  
 
 Rutile  Anatase 
         
Method (110)  (001)  (100)  (101) (101)  (100)  (001) (110) 
HF 0.92
a
 (9)
 
1.00
b
 (9) 
2.08
a
 
(13)
 
2.20
e
 
(11) 
1.13
 a 
(5) 
1.21
f
 (3) 
 0.89
a 
(10) 1.02
 a
 (8)   
         
MOPAC 1.02 
(10)
 
1.68 (17) 1.46 (9) 1.11 (9) 0.42 (16) 0.56 (19) 0.73 (15) 0.83 (15) 
         
LDA 0.91
a
 (9) 
0.90
b
 (9) 
0.50 (8)
 
1.88
a 
(13) 
1.87
e
 
(11)
 
1.63 (13) 
1.20
a
 (5) 
1.30
f
 (3) 
0.90 (6) 
1.23 (6) 0.85
a
 (10) 
0.84
h
 (6) 
0.72 (6) 
0.97
a
 (8) 
0.96
h 
(6) 
0.86 (7) 
1.38
h
 (6) 
1.36 (4) 
1.32 (13) 
         
PBE 0.48
a
 (9) 1.39
a
 
(13) 
0.69
a
 (5)  0.53
a
 
0.49
h
 (6) 
0.63
a 
0.58
h
 (6) 
0.98
h
 (6) 1.15
h
 (7) 
         
B3LYP 0.46
a
 
1.00
d
 (8) 
1.45
a 
0.70
a 
 0.58
a 
1.45
g
 (4) 
0.67
a
 
1.80
g
 (4) 
 2.30
g
 (7) 
         
GGA 0.50
c
 (9) 1.25
c
 
(13) 
0.69
c
 (5) 1.03
c
 
(10) 
    
         
PBE0 0.60
a 
1.59
a 
0.83
a 
 0.62
a 
0.73
a 
  
a
184
 b
189
 c
187
 d
188
 e
190
 f
186
 g
183
 h
185
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Although the values for surface energies vary depending on the level of theory employed; 
a general trend in the calculated surface energies is observed. For rutile, the surfaces energies 
increase: (110) < (100) < (101) < (001). For anatase, the calculated surface energies increase as: 
(101) < (100) < (001) < (110). Therefore, moving forward we decided to focus on the two lowest 
energy rutile and anatase surfaces for Pc sensitization. However, with four TiO2 surfaces and 
three Pc molecules; semiempirical PM7 methods were employed again as an initial investigation. 
 Considering first the anatase surfaces; the total DOS and Pc projected PDOS for the 
combined Pc | TiO2 systems are displayed in Figure 4.11. For comparison, the DOS computed of 
the clean anatase surfaces are also reported. As expected for TiO2, the calculated DOS of the 
surfaces show distinct valence and conduction bands along with a significant band gap. It is 
noted that the calculated DOS displays a significantly overestimated TiO2 band gap. The same is 
true for the band gap of the Pcs as well. In these calculations we are not interested in the exact 
energy of the bands. It is the energy of the Pc LUMO state relative to the CB of TiO2 that is of 
interest. Although the PM7 methods overestimate the exact energy of these states, the relative 
energy differences are maintained. Therefore the less computationally demanding PM7 
methodology is perfectly adequate. Validation of the PM7 method with periodic DFT 
calculations is provided in section 4.5. 
124 
 
 
 
Figure 4.11. Calculated DOS (black line) and PDOS (red line) of Pc on anatase surfaces. 
Anatase (101): (b) F16ZnPc, (c) F34ZnPc, (d) F40ZnPc, (e) F64ZnPc. Anatase (100): 
(g) F16ZnPc, (h) F34ZnPc, (i) F40ZnPc, (j) F64ZnPc 
 
 In all cases, adsorption of the Pc on the surface extends the top of the valence band into 
the band gap of the clean anatase surface. This is a result of the HOMO of the combined systems 
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belonging entirely to the Pc molecule. Likewise; the first unoccupied states consists entirely of 
Pc states with no contribution from the substrate. As the degree of Pc fluorination increases, the 
Pc HOMO and LUMO state decreases in energy as seen in the vacuum state Pcs. A fundamental 
prerequisite for electron injection from the Pc into the CB of TiO2 is a Pc LUMO state above the 
CB edge. As previously stated, anatase is known to have a high CB edge compared to rutile, 
which is usually a desired property. However, the Pc LUMO state is below the CB edge for all 
Pcs studied. Therefore, electron infection into the CB of the anatase surfaces is highly 
improbable.  
 Turning now to the rutile surfaces; the total DOS and Pc PDOS for the combined 
Pc | rutile systems are displayed in Figure 4.12. As with the anatase surfaces; the HOMO state of 
the adsorbed Pc is energetically located within the band gap the rutile surface for all Pcs. Unlike 
anatase, the Pc LUMO states on the rutile surfaces are above the CB edge. As seen in Figure 
4.12, the LUMO state of F16ZnPc is located deep into the CB; but increased fluorination leads to 
a lowering in the Pc LUMO state.  For the fully substituted F64ZnPc, the LUMO state is right at 
the CB edge on the (100) surface and below the CB on the (110) surface. As a potential 
sensitizer, F64ZnPc had already been ruled out due the large degree of bulkiness; but the band 
alignment is also not promising for efficient electron injection into the CB. These initial 
semiempirical calculations reveal that F16ZnPc, F34ZnPc, and F40ZnPc have the proper band 
alignment for electron injection into the CB of rutile (100) and/or (110) 
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Figure 4.12. Calculated DOS (black line) and PDOS (red line) of Pc on rutile surfaces. Rutile 
(110): (b) F16ZnPc, (c) F34ZnPc, (d) F40ZnPc, (e) F64ZnPc. Rutile (100): (g) 
F16ZnPc, (h) F34ZnPc, (i) F40ZnPc, (j) F64ZnPc. 
 
Examination of the Pc LUMO states within the CB of TiO2 shows an increase in Pc | 
TiO2 orbital coupling on the rutile (100) surface compared to the rutile (110) surface (Figure 
4.13). Because of this increased coupling; large scale DFT calculations were performed on the 
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rutile (100) surface sensitized with F16ZnPc, F34ZnPc, and F40ZnPc to investigate the electron 
injection process.  
 
Figure 4.13. Magnified CB edge of (a) rutile (100) and (b) rutile (110) surface sensitized with 
F16ZnPc. PM7 Methods.  
  
 The DFT optimized Pc | TiO2 systems are presented in Figure 4.14. Overall, the 
optimized structures show a slightly increased distance between the Pc and surface compared to 
the NiO surface. But a more expected trend is observed; F16ZnPc is the closest to the surface 
(2.708 Å), followed by F34ZnPc (2.927 Å), and F40ZnPc (3.125 Å). Increased bulky substitution 
restricts the Pc’s approach to the surface. This is expected to influence the Pc orbital coupling 
with the CB and, in turn, the estimated electron injection lifetimes.    
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Figure 4.14. Geometry optimized Pc | TiO2 systems: (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc. 
Viewed edge on (top) and top down (bottom). VDW spheres used to illustrate Pc 
in top down view for clarity.  
 
 As with the Pc sensitized NiO calculations, we will employ the Newns-Anderson model 
to examine the molecular orbital coupling within the rutile CB to estimate electron injection 
lifetimes. The DOS and PDOS are calculated from the optimized systems to examine the Pc | 
TiO2 band alignment. The total DOS are illustrated in Figure 4.15. There is little deviation in the 
energy of the CB edge when sensitized with the various Pcs. The DOS peaks of the F34ZnPc | 
rutile (100) system are broader than the other DOS due to a slightly larger energy interval 
sampling. This only affects the graphical representation of the DOS not the MO analysis used to 
estimate the hole injection lifetime. Between the distinct rutile VB and CB, there is a small 
population of occupied MOs belonging entirely to the Pc molecule. This is in agreement with the 
semiempirical calculations discussed previously. 
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Figure 4.15. Calculated total DOS of (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc on rutile (100). 
  
 To get a better description of the Pc contributions near the CB edge; the DOS is parsed 
into Pc contributions and surface contributions to each MO (Figure 4.16).  
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Figure 4.16. Magnified PDOS of (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc. Pc contributions 
multiplied by a factor of 5 for clarity.  
 
 The LUMO state of all Pc sensitizers is found to be significantly above the rutile VB; 
which allows for electron injection from the excited sensitizer. Additionally, the LUMO state of 
all Pcs displays orbital coupling with the CB states. As seen in Figure 4.17, the broadening of the 
Pc LUMO state is greatest for F34ZnPc, followed by F40ZnPc, and F16ZnZnPc. This is 
unexpected result given that the ability of F16ZnPc to get closer to the surface should allow for 
increased orbital coupling with the surface. Analysis of each MO reveals that F16ZnPc does show 
slightly more coupling with the surface, but it is restricted a few Pc states; resulting in the lower 
broadening. The first unoccupied MO in the F16ZnPc | rutile (100) system with significant Pc 
contributions is found to have 68% of the electron density localized on F16ZnPc. The first 
unoccupied MO in the F34ZnPc | rutile (100) and F40ZnPc | rutile (100) systems with significant 
Pc contribution have 76% and 80% Pc contributions, respectively. The Pc contributions of the 
LUMO(ads) states, along with the LUMO(ads) Lorentzian distribution is presenting in Figure 
4.17.     
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Figure 4.17. Lorentzian distribution of Pc LUMO(ads) states to illustrate the degree of 
broadening for; (a) F16ZnPc, (b) F34ZnPc, and (c) F40ZnPc. The distribution is 
normalized. Vertical red lines indicate the energy and Pc contribution in the 
LUMO(ads) states.  
 
 The degree of coupling for all Pcs is less on rutile (100) than the NiO (100) surface 
discussed previously. This results in longer charge injection lifetimes on the rutile surface (Table 
4.6). Nevertheless, the estimated fs timescale electron injection into the rutile (100) CB is a 
promising result for our proposed DSSC design. This ultrafast electron transfer from the Pc may 
also reduce the opportunity for charge recombination on the NiO surface.   
Table 4.6. Calculated energy of CB edge (ECB), Pc LUMO(ads), Pc HOMO (ELUMO), LUMO 
broadening (ћΓ), Gibbs free energy for electron injection (ΔGe-), Gibbs free energy 
for charge recombination at the TiO2 surface (ΔGCR), and estimated hole injection 
lifetime (τ). All values reported in eV, unless noted otherwise.  
 
 ECB ELUMO(ads) EHOMO ћΓ (meV) τ (fs) ΔGe- ΔGCR 
F16ZnPc -6.25 -4.96 -7.16 13.06 50 -1.29 +0.91 
F34ZnPc -6.17 -5.13 -7.25 58.73 11 -1.04 +1.08 
F40ZnPc -6.22 -5.11 -7.24 24.56 27 -1.11 +1.02 
132 
 
4.2.4 Other Potential P-type Semiconductors 
As previously discussed, the VB band alignment of NiO with common electrolyte redox 
couples has proven to be inadequate for p-DSSCs. Our proposed cell design removes the need 
for an electrolyte, but the energy of the NiO VB is located near the Pc LUMO state. This could 
ultimately lead to the promotion of charge recombination on the NiO surface. NiO is also know 
to have poor hole mobility (~ 50 cm
2
/V·s), which would also increase the amount of charge 
recombination. Therefore, several additional p-type semiconductors have been investigated as a 
potential photocathode material. To lower the possibility of charge recombination, the VB edge 
should be lower than that of NiO to allow a greater ΔGCR. However, we still need the VB to 
sufficiently high enough so that the Pc HOMO state is below and coupled with VB states. The p-
type semiconductors that meet these requirements are: AlAs (100 cm
2/V∙s), CdTe (100 cm2/V∙s), 
GaAs (400 cm
2/V∙s), InAs (460 cm2/V∙s), Si (450 cm2/V∙s), SiC (50 cm2/V∙s). 191 It should be 
noted that these semiconductors have drawbacks of their own. The major flaw for all is a 
relatively low band gap; which may lead to low photostability and decreased longevity of the 
cell.   
Currently calculations of these semiconductors sensitized with F16ZnPc and F40ZnPc have 
only been carried out via PM7 semiempirical methods. But these methods have proven apt for 
the prediction of the Pc | semiconductor band alignment (see section 4.5). The PM7 methods 
have not been as successful in reproducing the DFT charge injection lifetimes; but they are still 
calculated and presented for these surfaces. The methodology for estimating hole injection 
lifetimes is the same that was used for NiO. All of these additional semiconductors have zinc-
blend crystal structure, with the exception of Si, which has diamond structure. Low index (110) 
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surfaces were cleaved for the analysis in all systems. All of the PM7 optimized structures are 
available in Appendix E. 
 The key characteristics for efficient hole injection for each system studied is 
presented in Table 4.7. Since these are all semiempirical PM7 calculations, a direct comparison 
of the calculated Pc HOMO(ads), Pc LUMO, and VB energies to the DFT NiO systems is not 
warranted. We are interested in the relative difference in energy between these states, which 
allows for calculation of ΔGh+ and ΔGCR. The free energy associated with charge recombination 
is difficult to obtain accurately due to the significant overestimation of the Pc band gap in the 
PM7 calculations. The Pc LUMO for all systems is artificially high, leading to inflated ΔGCR. 
Although the Pc gap is underestimated in the DFT calculations, 1.30 eV for F16ZnPc and 1.11 for 
F40ZnPc, we will use these gaps for the prediction of ΔGCR in the following systems. As 
previously discussed, this may lead to an underestimation of ΔGCR; but it will serve as a 
comparison with the NiO systems. 
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Table 4.7. Calculated energies of the valence band edge (VBE), Pc HOMO(ads) level, Pc LUMO, 
HOMO(ads) broadening (ħΓ), Gibbs free energy of hole ininjection (ΔGh+), and free 
energy of charge recombination (ΔGCR) for AlAs, CdTe, GaAs, InAs, Si, and SiC 
surfaces. All values reported in eV unless noted otherwise.    
 Pc VBE HOMO(ads) ΔGh+ LUMO ΔGCR 
ħΓ 
(meV) 
τ 
(fs) 
AlAs F16ZnPc -8.47 -7.90 +0.57 -6.60 +1.87 --- --- 
 F40ZnPc -8.46 -8.36 +0.10 -7.26 +1.20 --- --- 
         
CdTe F16ZnPc -7.97 -7.68 +0.29 -6.38 +1.61 --- --- 
 F40ZnPc -7.89 -8.46 -0.57 -7.36 +0.53 50.46 13 
         
GaAs F16ZnPc -7.56 -7.80 -0.24 -6.50 +1.06 11.35 58 
 F40ZnPc -7.54 -8.30 -0.76 -7.20 +0.34 48.08 14 
         
InAs F16ZnPc -7.21 -7.33 -0.12 -6.03 +1.18 --- --- 
 F40ZnPc -7.21 -7.76 -0.55 -6.66 +0.55 17.21 38 
         
Si F16ZnPc -7.12 -8.62 -1.50 -7.32 -0.20 78.89 8 
 F40ZnPc -7.01 -8.76 -1.75 -7.66 -0.65 1.18 557 
         
SiC F16ZnPc -6.90 -7.74 -0.84 -6.44 +0.46 50.11 13 
 F40ZnPc -6.90 -7.92 -1.02 -6.82 +0.08 22.30 30 
 
  
 The calculated DOS, PDOS, and HOMO(ads) Lorentzian distributions of F16ZnPc and 
F40ZnPc on all of these surfaces are provided in Appendix E. The Pc HOMO state for both Pc 
sensitizers is found to be above the VB of AlAs. Therefore hole injection from the Pc is not 
possible in these systems. The same result is found for F16ZnPc on CdTe. However, the lowering 
of the Pc HOMO as peripheral fluorination is increased results in an F40ZnPc HOMO below the 
VB of CdTe. This HOMO state is not as deep into the VB as F40ZnPc on NiO resulting in a ΔGh+ 
of -0.57 eV; which leads to an increase in ΔGCR (+0.53 eV) compared to the NiO system (+0.11 
eV). The F40ZnPc HOMO is also significantly coupled with the CdTe VB states. The calculated 
135 
 
hole injection lifetime is on the fs timescale, suitable for hole injection prior to relaxation of the 
Pc excited state.  
 GaAs is overall the most promising of this set of additional p-type semiconductors. Both 
F16ZnPc and F40ZnPc have a HOMO below the VB of GaAs. There is also a significant amount 
of orbital coupling between the Pc and the surface in both systems. More importantly, there is in 
increase in the calculated ΔGCR compared to NiO. As with F16ZnPc and F40ZnPc on NiO, fs hole 
injection lifetimes are found. Expectedly, the HOMO(ads) state of F40ZnPc is deeper into the VB 
which allows for increased coupling and shorter injection lifetime.    
 Sensitization of InAs with FxZnPc provides similar results as CdTe. F16ZnPc has a 
HOMO slightly below the VB, but the lack of amiable surface states in this region results in no 
orbital coupling with the surface. The F40ZnPc HOMO is lowered enough by the peripheral 
fluorination to be located significantly below the VB. The F40ZnPc is also significantly coupled 
with the surface leading to fs injection lifetime. 
 FxZnPc on Si show promising band alignment with the HOMO of both Pcs extensively 
below and coupled with the VB. However, the Si VB is too high. The Pc LUMO state of both 
Pcs is below the VB, which would strongly promote charge recombination. Finally, SiC shows 
promising band alignment for the injection of a hole from the photoexcited Pc into the VB. The 
HOMO of both Pcs is located below the VB of SiC and a large degree of orbital coupling with 
the surface is observed in these states. Charge recombination may be a concern for F40ZnPc on 
SiC given the calculated ΔGCR of +0.08 eV. The LUMO state is essentially at the VB edge.  
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4.3 Conclusions 
 A completely solid state, electrolyte free, DSSC has been proposed in which the 
chemically robust FxZnPcs are sandwiched between n-TiO2 and p-NiO. In the absence of a liquid 
electrolyte solution, the Pc molecule will act as both photosensitizer and electron shuttle in this 
cell design. The electronic structure of FxZnPc adsorbed on n-TiO2 and p-NiO has been 
calculated to describe free energy and lifetimes associated with the various charge transfer 
processes. The semiconducting properties of FxZnPc important for shuttling electrons across the 
cell are discussed separately in the following chapter. 
 The DSSC is activated through photoexcitation of the Pc sensitizer. The nearly 
degenerate LUMO and LUMO+1 state of F16ZnPc, F40ZnPc and F64ZnPc results in exceptional 
light harvesting efficiencies. F34ZnPc has a slightly lower LHF, but is still suitable as a 
sensitizing material. Following photoexcitation, charge transfer occurs into the active electrode 
from the Pc excited state. The highly electronegative -C3F7 substituents on the periphery of the 
Pc results in high ionization potential and electron affinity. The high IP of FxZnPc (> 7 eV) 
restricts their application as sensitizers in conventional Grätzel cells. Oxidation of the Pc via 
electron injection into the CB of TiO2 is an extremely unlikely process. Conversely, the high EA 
(> 3 eV) of FxZnPc favors reduction of the Pc through hole injection into the VB of NiO.  
 Calculations preformed with the Pc adsorbed on NiO and TiO2 indicate favorable band 
alignment for charge transfer through the proposed photovoltaic cell. Significant orbital coupling 
between the Pc and NiO results in an estimated fs hole injection lifetime. Therefore, hole 
injections is predicted to occur before the spontaneous relaxation of the Pc excited state. Charge 
recombination on the NiO remains a concern given the low energetic spacing between the Pc 
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LUMO and NiO VB. Several other p-type semiconductors have been investigated as potential 
alternatives to NiO. Based on initial semiempirical PM7 calculations, GaAs shows promising 
results. On the opposing end of the cell, electron injection into the CB of TiO2 has been 
estimated to occur on the fs timescale as well. Overall, FxZnPc presents the proper band 
alignment and orbital coupling with NiO and TiO2 for efficient charge transfer; combined with 
the calculated chare injection lifetimes, the proposed NiO|Pc|TiO2 DSSC is a promising solar 
energy conversion device.   
 
4.4 Computational Details 
Vacuum state Pc geometry optimizations preformed for calculating the IP and EA were done 
using density functional theory (DFT)
27-28
 as implemented in the General Atomic and Molecular 
Electronic Structure System (GAMESS)
29-30
 software package. The B3LYP
31-33
 functional and 6-
31+G(d)
37-38
 basis set was employed for all single molecule vacuum state calculations; with 
closed-shell singlet calculations for the neutral species and open-shell doublets for the charged 
species. Convergence tolerances of 1.0 x 10
-3
 Ha/bohr for the geometry optimization and 1.0 x 
10
-5
 Ha for the SCF gradient were employed. The selection these tolerances are modest,  but we 
have found this convergence criteria accurately reproduces experimental geometries.
36
 
 The FxZnPc absorbance spectra are calculated via time-dependant density functional 
theory (TDDFT).
39
 Several functionals and basis sets were tested to find the optimal level of 
theory to reproduce experimental absorbance spectra. For more information see Appendix A. 
The B3LYP functional with 6-31G(d) basis set provided the best agreement with experimental 
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results while maintain computational efficiency. Bulk solvent (ethanol) effects were also 
included in the absorbance spectra calculations using the polarizable continuum model (PCM);
40
 
analogy with experimental. The first five vertical excitations were calculated to better describe 
the first one.      
 For the investigation of the Pc|semiconductor interface, calculations were performed 
using the semiempirical Molecular Orbital PACkage (MOPAC)
192
 version 2012. The PM7
193
 
parameterization values based on Dewar and Thiel’s neglect of diatomic differential overlap 
(NDDO)
194
 approximation was employed for all calculations. Due to the large size of these 
systems, the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
195
 procedure was used for the 
optimizations. Additionally select systems were studied via ab initio calculations using the 
Vienna Ab-initio Simulation Package (VASP)
196-199
. Projector-augmented wave (PAW)
200-201
 
basis functions were used. Due to the size of these systems the cut-off energy for the plane wave 
basis set was 400 eV. Additionally, the k point sampling was limited to Monkhorst-Pack
202
 
meshes of 1x1x1. The partial occupancies of wave functions were estimated using the Gaussian 
smearing method for both optimization and band structure analysis. Optimization convergence 
criteria were set to 5x10
-4
 eV/Å and 0.5 eV/Å for the SCF loops and geometry, respectively.    
 Due to the antiferromagnetic nature of NiO, a local spin density approximation 
(LSDA)+U
203
 correction was employed. Previously studies
204
 have reported that U in the range 
of 6.0 - 6.3 eV and J = 1.0 eV are best for reproducing the experimental band gap of NiO. 
However, these correction terms still only prove a NiO band gap of ~ 3 eV; compared to the 4.0 
eV experimental gap. For calculations in this study; U and J values of 6.0 and 1.0 were used, 
respectively.   
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4.5 Validation of Semiempirical PM7 Methods  
   Investigation of the Pc|semiconductor interface requires constructing exceptionally large 
systems. To reduce the computational cost of these calculations, semiempirical PM7 methods 
were often employed. Compared to the DFT calculations that were carried out on select 
interfaces, the PM7 method resulted in significant differences in the calculated MO energies. 
There was also a severe overestimation of the band gap of both the Pcs and semiconductor 
surfaces. However, the exact energy of these various states is not vital to the investigation of the 
charge transfer dynamics. The primary focus is on the location of the Pc and surface states 
relative to one another.  
 Fundamental to the operation of our proposed DSSC is that: (a) the HOMO of the Pc is 
below the VB of the photocathode and, (b) the Pc LUMO is above the CB edge of the 
photoanode. The semiempirical methods used in this study provide a quality description of the 
location of Pc HOMO (LUMO) relative to the VB (CB) edge. Since both PM7 and DFT methods 
were employed for the Pc|rutile (100) systems; comparison of the results may be used to validate 
the PM7 calculations (Table 4.8) 
Table 4.8. Comparison between calculated energies of the CB, LUMO(ads), and  ΔGe- obtained 
by PM7 and DFT methods. All values reported in eV.   
 
 PM7  DFT 
 ECB ELUMO(ads) ΔGe-  ECB ELUMO(ads) ΔGe- 
F16ZnPc -2.50 -1.20 1.30  -6.26 -4.96 1.29 
F34ZnPc -2.42 -1.49 0.93  -6.17 -5.13 1.11 
F40ZnPc -2.43 -1.52 0.91  -6.22 -5.11 1.04 
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  As seen in Table 4.8, the PM7 energies of the CB and LUMO(ads) are very different than 
the corresponding DFT values. But the free energy associated with electron injection is 
accurately calculated via PM7 methods. The average variation between DFT and PM7 is only  
0.11 eV; acceptable given the significant increase in computational efficiency provided by the 
semiempirical methods. Therefore, the PM7 methodology employed throughout this study to 
screen for semiconductors with the proper band alignment is justified.  
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CHAPTER 5 
 
Charge Transfer Properties in Modified Perfluoroisopropyl-
Phthalocyanines 
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5.1 Introduction 
 Recent interest in the electronic structure and charge transport properties of 
organic semiconductors has focused on a number of promising application areas, including 
photovoltaic cells,
205
 light-emitting diodes,
206-207
 and field-effect transistors.
208
  Although it is not 
expected that organic semiconductors will match or exceed the performance level of inorganic 
semiconductors, they do offer distinct advantages such as reduced materials and processing cost 
and in tenability.
209
  Planar molecular frameworks with extended π conjugation have become the 
most popular and best performing semiconductor materials for organic field-effect transistors 
(OFET) resulting from charge transport pathways provided by the intermolecular π orbital 
overlap in molecular dimers. Significant progress has been made, to date, in developing n-type, 
p-type, and ambipolar semiconductors although the majority of the reported materials display 
predominantly p-type (hole transfer) behavior.  These p-type materials include several different 
oligoacenes, such as pentacene,
210-211
 tetracene,
212
  rubrene,
213
 and oligofluorenes.
211
 
Development of organic n-type materials has been challenging due to the high electron 
injection barrier from the electrode to the lowest unoccupied molecular orbital (LUMO) of the 
molecule. The charge injection barrier for organic semiconductors is the difference between the 
work function of the electrode, most commonly gold (4.8-5.1 eV), and the LUMO (electron 
injection) or HOMO (hole injection) of the semiconductor.
208
 The LUMO of many organic 
semiconductors is in the range of 2-3 eV which presents an electron injection barrier of 2-3 eV.  
Metal electrodes with lower work functions such as calcium, magnesium, or aluminum do not 
present a solution to this problem given the low environmental stability of these electrodes.
208
  
One strategy to improve n-type properties is through the introduction of strong electron 
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withdrawing groups into the molecular framework. The electron withdrawing groups act to lower 
the energy of the LUMO which, in turn, improves the electron injection into the material from 
the electrode.   
 Metal phthalocyanines (MPc) have long received extensive research attention in the field 
of organic device electronics. Much of this interest is attributed to their highly tunable electronic 
properties based upon the choice of metal center and modification of the molecular periphery. 
Commonly used Pcs in OFETs include metal-free phthalocyanines (H2Pc),
159
 copper 
phthalocyanine (CuPc),
56,214
 tin phthalocyanine (SnPc),
215-216
 and zinc phthalocyanine (ZnPc).
217
  
These reports indicate that Pc-based materials exhibit among the highest carrier mobilities 
reported in OFET technology.  The focus of these studies primarily involved the effect of 
varying the type of metal center rather than modification of the molecular periphery.  It is well-
recognized that substitution of the peripheral hydrogen atoms with electron withdrawing fluorine 
or per-fluoroalkyl groups can significantly increase the chemical stability particularly in 
electronic device applications.
23
  Moreover, the introduction of electron withdrawing groups 
results in electronically stabilized HOMO and LUMO electronic states that would be expected to 
exhibit enhanced n-type carrier mobilities.  However, it would also be expected that with the 
introduction of bulky per-fluoroalkyl groups on the molecular periphery, intermolecular orbital 
overlap would be reduced.  In that case, one would expect a reduction in carrier mobilities.  
Although some experimental investigations have appeared in the literature involving fluorinated 
phthalocyanines, particularly the planar perfluoro-copper-phthalocyanine (F16CuPc), as 
semiconducting materials,
218-221
 the relative effects of these two opposing effects have not, to our 
knowledge, been investigated.  
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Herein, we report the results of computational investigations of the charge transport 
properties of three ZnPc species derivatized with peripheral perfluoro-isopropyl groups. The 
target Pcs include; F16ZnPc, F34ZnPc, F40ZnPc, and F64ZnPc. 
 
5.2 Methodology 
 In conjunction with experimental investigations into OFET device preparation and 
fabrication techniques; extensive efforts have been made via theoretical studies to better 
understand the relationship between OFET performance and molecular material design. From a 
theoretical standpoint, the intrinsic semiconducting properties of OFET materials are influenced 
by the: (1) energy of the HOMO and LUMO state, (2) ionization potential (IP) and electron 
affinity (EA) of the material, (3) reorganization energy for hole (λ+) and electron (λ-), (4) charge 
transfer integral for hole (J+) and electron (J-), and (5) distance of charge transfer.
209
  
 P-type semiconductors should have a high HOMO state (low IP), and n-type 
semiconductors should have a low LUMO (large EA). As previously stated, to ensure efficient 
charge injection from the source-drain electrode, the IP (hole injection) and EA (electron 
injection) should be close to the work function potential of the electrode.
208
 The reorganization 
energy, charge transfer integral, and charge transfer distance, all dictate the charge transfer 
mobility; thus, determining the performance of the semiconductor material.  
 The first three of these five fundamental properties are intrinsic properties of the 
molecule; while the last two are determined by the intermolecular interactions between 
neighboring molecules. It has been shown in previous chapters, and elsewhere,
21
 that increasing 
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peripheral perfluoro-isopropyl substitution leads to a lowering of the molecular frontier orbitals 
and the degree of Pc aggregation. As potential n-type organic semiconductors, the various 
FxZnPcs of interest in this study allow for determination of the optimal substitution pattern that 
presents a high EA while maintaining strong intermolecular interactions with neighboring Pcs.  
 Solid state charge transfer in organic semiconductors is modeled following the charge 
hopping mechanism.
209,222-225
 The hopping mechanism describes charge transfer as a self-
exchange electron transfer reaction between a neutral molecule and a neighboring cation (p-type) 
or anion (n-type). The rate constant, W, for charge transfer can then be obtained via classical 
Marcus theory as:
226-227
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 where T, kB, and h, are temperature, Boltzmann, and Planck constants, respectively. The 
reorganization energy, λ+ (λ-) for hole (electron) transfer, is calculated from: (1) the energy of 
vertical ionization of the neutral molecule to the charged species followed by geometry 
relaxation and, (2) the energy of vertical neutralization of the charged species followed by 
geometry relaxation:  
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where the subscripts and superscripts 0, -, and + represent the molecular geometry and charge 
state, respectively. Low reorganization energy is preferable in order to maximize the charge 
transfer rate and carrier mobility.
216,228-229
 The charge transfer integral, J, describes the 
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intermolecular electronic coupling between neighboring molecules. To achieve high carrier 
mobility, the transfer integral must be maximized. In this study, nearest neighboring molecular 
pairs are selected from previously reported crystal structures for F16PcCu
77
 and F64PcCu.
21
 It is 
noted that the F16PcCu and F64PcCu XRD refinement were done for the Copper complexes and 
the F64PcCu crystal refinement contained co-crystallized ethyl acetate solvent.  In the absence of  
F40ZnPc and F34ZnPc crystal structures, molecular pairs for these system were obtained from the 
calculated stacking orientations previously reported via molecular dynamics simulations.
36
 The 
transfer integral is calculated using the direct dimer Hamiltonian method:
230-231
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In this approach, each molecule of the dimer is treated as separate molecular fragments 
with non-interacting molecular orbitals. The transfer integral is obtained through directly 
evaluating the dimer Fock matrix with the unperturbed monomer orbitals and associated density 
matrix. This method has been shown to be more reliable
230,232-234
  than the “energy splitting in 
dimer” scheme,235 which evaluates the transfer integral as half of the splitting of the HOMO and 
LUMO levels of the dimer.  
Using the obtained transfer integral and spatial overlap matrix elements (S), the effective 
charge transfer integral is calculated as: 
    jiijijeff SJJ  
2
1
 (5.4) 
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Where the site energies of the two frontier molecular orbitals, HOMO for hole transfer 
and LUMO for electron transfer, are denoted by ɛi and ɛj. Once the charge transfer rate constant 
(W) between neighboring dimer pairs is acquired from eq. 5.1, the diffusion coefficient (D) is 
calculated as: 



i i
i ii
W
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d
D
22
2
1
 (5.5) 
   
 
with the dimensionality of the crystal, 3 for all systems in this study, is represented by d, and r 
denoting the distance between neighboring monomer pairs; measured as the molecular center to 
center distance. The summation is carried out over several charge transfer pathways, i.  Finally, 
the charge carrier mobility (μ) is obtained via the Einstein relation:  
D
Tk
e
B
  (5.6) 
 
5.3 Results 
5.3.1 FxZnPc Electronic Properties 
The calculated energy of the HOMO and LUMO orbital states along with the 
corresponding HOMO-LUMO gap of the target molecules are presented in Table 5.1. All Pcs 
have a calculated HOMO-LUMO gap of 2.09 eV. Therefore, the degree of fluorination on the 
periphery has no effect on the gap. However, the addition of the peripheral electron withdrawing 
groups lowers the energy of both the HOMO and LUMO states. This results in an increase in the 
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IP and EA as Pc fluorination increases. Considering the work function of the standard gold 
electrode (~ 5 eV); the energetic barrier for electron injection into the LUMO of the Pc is 
lowered (F16ZnPc > F34ZnPc > F40ZnPc > F64ZnPc), while the barrier for hole injection into the 
HOMO is increased (F16ZnPc < F34ZnPc < F40ZnPc < F64ZnPc). This suggests that increased 
fluorination of FxZnPc tunes the molecule to favor n-type semiconducting behavior.  
 
Table 5.1. Energy of FxZnPc Frontier Orbitals and Corresponding HOMO-LUMO Gap. 
Calculated Vertical and Adiabatic Ionization Potentials and Electron Affinities. All 
values reported in eV. 
 
 EHOMO ELUMO ΔEH-L IPv IPa EAv EAa 
F16ZnPc -6.14 -4.05 2.09 7.38 7.34 2.98 3.08 
F34ZnPc -6.30 -4.21 2.09 7.33 7.26 3.15 3.30 
F40ZnPc -6.48 -4.39 2.09 7.48 7.42 3.35 3.43 
F64ZnPc -6.78 -4.69 2.09 7.72 7.66 3.72 3.83 
 
 
5.3.2 Reorganization Energy 
As previously discussed, the reorganization energy of the molecule has a direct impact on 
the rate of charge transfer. For a maximal transfer rate, the reorganization energy upon oxidation 
and/or reduction of the molecule should be minimized. Calculated hole and electron 
reorganization energies are presented in Table 5.2. For all Pc’s in this study, λ+ is lower than that 
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of λ-, indicating favored hole transfer (p-type) over electron transfer (n-type). Increased 
peripheral fluorination leads to an increase in λ+. Therefore, based on calculated reorganization 
energy, the rate of hole transfer is predicted to decrease with increased fluorination while the rate 
of electron transfer does not show a particular dependence on the degree of peripheral 
fluorination. Interestingly, we do note that F40ZnPc shows a uniquely low λ- in comparison to 
F16ZnPc, F34ZnPc, and F64ZnPc.  Although λ+ for F40ZnPc is greater than that of F16ZnPc and 
F34ZnPc, there is a greater balance between λ+ and λ-, which may lead to a unique ability to 
transfer both holes and electrons. 
 
Table 5.2. Calculated Hole and Electron Reorganization Energies of F16ZnPc, F34ZnPc, F40ZnPc, 
and F64ZnPc. 
 
 F16ZnPc F34ZnPc F40ZnPc F64ZnPc 
λ- 0.217 0.277 0.165 0.228 
λ+ 0.080 0.114 0.117 0.125 
 
 
Table 5.3 displays the average bond lengths for F16ZnPc, F34ZnPc, F40ZnPc, and F64ZnPc 
in the optimized neutral (Pc
0
), anionic (Pc
-
), and cationic (Pc
+
) state. This analysis has been 
restricted to the central conjugated region of the Pc since this is where the HOMO and LUMO 
states of each neutral molecule are localized as shown in Figure 5.1. Oxidation or reduction of 
the molecule would have the greatest effect on the bond lengths in this region of the Pc. All bond 
lengths and 3-body angles for these systems are available in Appendix F. For all systems in this 
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study, we observe little change in the calculated bond lengths upon oxidation and reduction of 
the neutral molecule, as indicated by the overall RMSD values in Table 5.3. This is consistent 
with our observation of small reorganization energies for both hole and electron transfer. It is 
also observed that the variation in bond lengths of the anions is greater than that of the cations; 
confirming a greater reorganization energy for electrons than holes, potentially leading to 
enhanced hole transfer over electron transfer for these materials.  
Table 5.3. Comparison of Optimized Average Bond Lengths of Neutral, Anionic, and Cationic 
 F16ZnPc, F34ZnPc, F40ZnPc, and F64ZnPc. 
 
 F16ZnPc F34ZnPc F40ZnPc F64ZnPc 
bond
a 
Pc Pc
-
 Pc
+
 Pc Pc
-
 Pc
+
 Pc Pc
-
 Pc
+
 Pc Pc
-
 Pc
+
 
Zn-N1 2.007 2.011 2.005 2.016 2.020 2.011 2.001 2.006 2.000 2.001 2.006 1.997 
N1-C1 1.385 1.389 1.386 1.369 1.373 1.371 1.372 1.376 1.374 1.372 1.376 1.373 
N2-C1 1.331 1.335 1.332 1.324 1.328 1.325 1.328 1.330 1.334 1.327 1.330 1.327 
C1-C2 1.459 1.455 1.461 1.440 1.467 1.478 1.463 1.458 1.466 1.464 1.456 1.461 
C2-C2 1.422 1.427 1.421 1.425 1.432 1.423 1.406 1.411 1.406 1.396 1.402 1.397 
C2-C3 1.391 1.395 1.387 1.404 1.407 1.402 1.391 1.394 1.388 1.392 1.393 1.386 
C3-C4 1.394 1.391 1.396 1.396 1.392 1.406 1.403 1.400 1.409 1.407 1.402 1.414 
C4-C4 1.399 1.402 1.395 1.401 1.403 1.397 1.429 1.434 1.421 1.449 1.457 1.447 
RMSD  
(Å10
-4
) 
--- 1.442 0.357 --- 1.296 0.421 --- 0.521 0.310 --- 1.085 0.387 
a
 N1, the nitrogen atom bonded to central Zn; C1, C2, C3, C4 represent the carbon atoms starting at 
N1 and proceeding around the isoindole ring unit.   
 
F40ZnPc is unique in that there is no significant variation in the bond length between the 
cation and anion. This finding supports the better balanced λ+ and  λ- values previously discussed. 
This may be explained by examining the HOMO and LUMO electron density plots in Figure 5.1. 
The HOMO for all Pcs is distributed symmetrically over all four isoindole units of the Pc 
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molecule. Conversely, the LUMO electron density of F16ZnPc, F34ZnPc and F64ZnPc is 
distributed across only two isoindole units while the F40ZnPc LUMO maintains a distribution 
similar to that of the HOMO states.  The more delocalized LUMO state of F40ZnPc allows for 
smaller geometry changes upon reduction. Therefore, oxidation and reduction of F40ZnPc should 
have similar effects on the bond length variations and as a result, similar reorganization energy 
for hole and electron transfer.  
 
 
Figure 5.1. Electron Density Plots for the HOMO (top) and LUMO (bottom) of a) F16ZnPc, b) 
F34ZnPc, c) F40ZnPc, and d) F64ZnPc. Density for all figures sampled at 0.03 e/au
3 
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5.3.3 Charge Transfer Integrals and Mobility 
 Investigation of the reorganization energy as well as the hopping matrix elements 
(charge transfer integral) leads to a better understanding of the charge transport and mobility. 
The charge transfer properties of molecules greatly depend upon the ability to form molecular 
aggregates in solution or crystal form. Introduction of the bulky –C3F7 groups on the periphery 
greatly hinders the ability to form π-stacked dimers as reported elsewhere.36 The propensity for 
stacking in F16ZnPc, in which the entire molecular plane is available for π-π interactions, is much 
greater than that of F34ZnPC and F40ZnPc, in which only one quarter and half of the molecule is 
available, respectively. The fully substituted F64ZnPc shows very little stacking interactions 
which may lead to low charge mobility despite the low reorganization energy for this molecule. 
Charge transfer integrals are calculated based on three potential hopping pathways for each 
system studied. For F16ZnPc and F64ZnPc molecular dimers found in published crystal 
structures,
21,77
 are used to calculate the transfer integrals.  
Since no crystal structure is available for F34ZnPc and F40ZnPc in the literature, dimers 
found from previous bulk MD simulations
36
 on the stacking orientations were used to generate 
the most likely dimer pairs. These include a dimer in which the monomers are stacked and 
rotated 180° relative to one another, and a dimer which is rotated 180° and laterally shifted. As 
well as an F40ZnPc dimer which is not rotated but slightly offset due to the steric hindrance and 
an F34ZnPc dimer which is stacked and rotated 135 degrees. All of the hopping pathways are 
illustrated in Figure 5.2.  
Calculated charge transfer integrals and charge mobility determined in this study are 
presented in Table 5.4. For F16ZnPc, the hole transfer integral is larger than the electron transfer 
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integral for all three dimer configurations. For both hole and electron, the transfer integrals 
decrease in dimer 2 and dimer 3 compared to dimer 1. We interpret this as a direct result of the 
stacking orientations and interplanar distances of the dimers. The orientation of F16ZnPc dimer 1 
has the lowest interplanar distance allowing for the greatest amount of π-π interaction and thus 
leading to the highest transfer integral value for all F16ZnPc dimers.  
For F34ZnPc and F40ZnPc, the charge transfer integrals calculated for both hole and 
electron transfer of the stacked dimers are significantly different than that of F16ZnPc. As with 
F16ZnPc, the reduced π-π interaction in some F34ZnPc and F40ZnPc dimers resulting from 
increased interplanar distances results in negligible charge transfer integral values. 
 
Figure 5.2. FxZnPc dimer charge hopping pathways studied for calculating charge transfer 
integrals: (a) F16ZnPc, (b) F34ZnPc, (c) F40ZnPc, and (d) F64ZnPc.  
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While dimer 1 of F16ZnPc, F34ZnPc, and F40ZnPc have similar stacking orientations, the 
introduction of the peripheral –C3F7 groups leads to an increase in the hole transfer integral. This 
ultimately leads to an increase in the hole mobility.  Compared to F16ZnPc, F34ZnPc has much 
lower electron mobility. The calculated charge transfer integrals of the F34ZnPc dimers are not 
much lower than F16ZnPc, but F34ZnPc has the largest electron reorganization energy of any of 
the FxZnPc in this study. The low charge transfer integral and high reorganization energy leads to 
the low electron mobility of F34ZnPc.  
Table 5.4. Calculated Effective Charge Transfer Integral (J±), Dimer Energy of Formation (Ef), 
Interplanar Distance between Monomers (rij), and Carrier Mobility (μ). 
 
  rij 
(Å) 
Ef 
(kcal/mol) 
J+ 
(eV) 
J- 
 (eV) 
μhole 
(cm
2/V∙s) 
μelectron 
(cm
2/V∙s) 
F16ZnPc 1 4.80 -60.04 0.0975 0.0649 
3.71 0.265  2 11.93 -15.86 -0.0224 0.0154 
 3 15.59 -2.17 -0.0003 0.0001 
        
F34ZnPc 1 5.61 -61.05 0.1435 0.0374 
6.85 0.068  2 5.62 -60.11 0.1435 0.0374 
 3 11.06 -2.333 0.0000 0.0000 
        
F40ZnPc 1 5.08 -65.73 0.1718 0.0706 
7.82 0.697  2 11.05 -1.15 0.0000 0.0000 
 3 14.40 -7.83 0.0001 0.0003 
        
F64ZnPc 1 12.16 -30.66 0.0008 -0.0015 
8.58x10
-4
 8.25x10
-4
  2 16.91 -1.05 0.0000 0.0000 
 3 21.06 -2.50 0.0000 0.0000 
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The reduced values for the charge transfer integral for both holes and electrons for 
F64ZnPc strongly suggest that the bulky peripheral groups significantly inhibit intermolecular 
stacking interactions compared to F16ZnPc, F34ZnPc, and F40ZnPc.  This finding is not 
unexpected given the importance of orbital overlap previously discussed. It should be noted that 
for dimer 1 of F64ZnPc, in which some overlap is observed, the charge transfer integral for 
electrons is greater than that of holes. This further supports the idea that electron withdrawing 
groups may.  
The charge transfer integral of F40ZnPc dimer 1 is the greatest of all systems investigated. 
This surprising increase in J- of F40ZnPc may be explained by the increase dimer orbital overlap 
allowed by the more delocalized LUMO distribution of F40ZnPc in Figure 5.1. Combining this 
high charge transfer integral with the exceptionally low electron reorganization energy; F40ZnPc 
displays high electron mobility.  
Overall, hole mobility for all systems is greater than that of electron mobility.  
Nevertheless, we find that the calculated electron mobilities for these systems, especially 
F40ZnPc,  make them promising materials for organic n-type semiconductors compared to other 
calculated values, including lead phthalocyanine
236
 (0.39 cm
2/V∙s), tin phthalocyanine215 (0.270 
cm
2/V∙s), coronene237 (0.163 cm2/V∙s), derivatives of 1,3,5-triazine238 ( 6.28x10-4 – 3.44x10-1 
cm
2/V∙s), derivatives of tris(1,2,4)triazolo(1,3,5)-triazine238 ( 2.45x10-2 – 1.25x10-1 cm2/V∙s) or 
metal free phthalocyainine
159,239
 (0.32 – 0.43 cm2/V∙s).  In addition, a few reports have appeared 
that describe experimentally measured carrier mobilities for the commercially available F16CuPc 
thin films.
219,240-241
  These reports show mobilities no greater that 4 – 6 x 10-3 cm2/V∙s.   
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5. 4 Conclusions  
In this study, we have focused on analyzing the effect of peripheral fluorination on the 
electronic and charge transfer properties of per-fluoro-zinc phthalocyanines. Introduction of the 
strong electron withdrawing –C3F7 groups shifts the HOMO and LUMO states to lower energies 
while maintaining low molecular reorganization energies. This leads to a decrease (increase) of 
the charge injection barrier from the electrode for electron (hole) carriers. The calculated charge 
mobilities indicate that the hole mobility for both F16ZnPc, F34ZnPc, and F40ZnPc is significantly 
greater than the electron mobility.  However, F40ZnPc displays a greater balance in the hole and 
electron reorganization energy as well as a substantial improvement in both hole and electron 
mobility compared to F16ZnPc. The inhibition of intermolecular stacking interactions in F64ZnPc 
is predicted to result in reduced hole and electron mobility despite the low reorganization 
energies calculated. Within this study we have shown that design of a molecular framework 
containing strong electron withdrawing groups while maintaining accessible conjugated regions 
leads to a significant improvement in the charge transfer properties.  
 
5.5 Computational Details 
 All calculations are performed using density functional theory (DFT) as implemented in 
the General Atomic and Molecular Electronic Structure System (GAMESS) software package. 
The B3LYP functional was employed for all single molecule vacuum state geometry 
optimizations; with closed-shell singlet calculations for the neutral species and open-shell 
doublets for the charged species. The 6-31+G(d) basis set was used for all non-Zinc atoms. 
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Diffuse functions are not available for Zinc within this basis set so the 6-31G(d) basis set was 
augmented with diffuse functions from the cc-pVDZ basis. The large basis sets are used in all 
calculations to account for the polarization effects on the charged molecular species. 
Optimizations were performed to convergence tolerances for geometry optimization and for the 
SCF gradient of 1.0 x 10
-3
 Ha/bohr and 1.0 x 10
-5
 Ha, respectively. These tolerances are adequate 
given the size of target molecules. We have also found in previous studies that these tolerances 
accurately reproduce experimental geometries.  The dimer systems were calculated using the 
long range dispersion corrected ωB97x-D242 DFT functional to better account for the dispersion 
interactions in the stacked molecular systems. The electron structure of the dimer systems were 
analyzed using the AOMix program. 
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Appendix A 
 
Effect of DFT Functional and Basis Set on the Calculated FxZnPc 
Absorbance Spectra   
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TDDFT calculated FxZnPc absorbance spectra have been used on multiple occasions 
throughout this work. They have been employed to validate the presence of trans- isomers of 
F40ZnPc and F52ZnPc in Chapter 1; as well as to quantify the light harvesting efficiency of the 
various FxZnPcs in Chapter 4. Therefore is it vital that our computational methodology in 
calculating the absorbance spectra provide accurate results. Comparison with experimental 
absorbance spectra is the best way to validate the computational parameters.  
TDDFT is the most popular method to treat excited states within the DFT framework. 
While the calculation of excited states has its limitations, TDDFT is capable of producing 
reliable results.
243-247
 There are three major factors that have been found to influence the 
calculated absorbance spectra: the DFT functional, the size of the basis set, and inclusion of bulk 
solvent effects. F16ZnPc is the smallest (fewest atoms) of the modified perfluoroisopropyl-
phthalocyanines, so it has been used to address each of these factors individually. Calculation of 
the larger Pcs is significantly more computational demanding; which is compounded with 
increasing the size of the basis set. Throughout the entirety of this work, the hybrid B3LYP 
functional with Popel’s double zeta 6-31G34-35 basis set has produced accurate FxZnPc molecular 
geometries compared to experimental values. Therefore, this functional and basis set was 
initially used to calculate the absorbance spectra. The calculated F16ZnPc absorbance spectra 
with the B3LYP
31-33
 functional and 6-31G basis set is compared to the experimental spectrum in 
Figure A.1.  
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Figure A.1. Calculated Absorbance spectrum of F16ZnPc with B3LYP functional and 6-31G 
basis set (red line) compared to the experimental spectrum (black line).  
 
 The B3LYP functional with 6-31G basis set results in a F16ZnPc absorbance peak at 605 
nm compared to the experimental peak at 638 nm. It is noted that the calculation of absorbance 
spectra provides excitation energies and corresponding oscillator strengths. The oscillator 
strengths are the transition probabilities. The curve in the calculated spectrum is a normalized 
Gaussian fit to the excitation energies and oscillator strength. The broadening of this cure is 
completely arbitrary. The experimental spectrum is in ethanol solvent, while the calculated 
spectrum in A.1 is vacuum state. To improve on the calculated spectrum of F16ZnPc, bulk 
solvent (ethanol) effects were included using the polarizable continuum model (PCM).
40
 This 
results in a slightly better calculated spectrum as seen in Figure A.2. The calculated absorbance 
λmax with ethanol solvent effects is at 614 nm. 
 In an attempt to further improve upon the calculated F16ZnPc absorbance spectrum, the 
other DFT functionals were employed; including, the hybrid PBE0
248
 and long-range corrected 
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CAM-B3LYP
249
 functionals. The calculated absorbance spectra with these new functionals, with 
solvent effects included, are compared to B3LYP and experimental spectra in Figure A.3.      
 
Figure A.2. Calculated Absorbance spectrum of F16ZnPc: solvent free B3LYP functional and 6-
31G basis set (red line), ethanol solvent (green line), and experimental spectrum 
(black line).  
 
 
Figure A.3. Calculated Absorbance spectrum of F16ZnPc in ethanol solvent and 6-31G basis set: 
B3LYP functional (green line), PBE0 (purple line), CAM-B3LYP (blue line), and 
experimental spectrum (black line).  
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The additional DFT functionals do not provide more accurate results compared to the 
experimental spectrum. The calculated λmax for the PBE0 and CAM-B3LYP functionals are 
located at 600 nm and 607 nm, respectively. Instead of continuing to search for functional to test, 
we chose to increase the size of the basis set. The much larger 6-31+G(d)
37-38
 basis set provides a 
calculated F16ZnPc absorbance in good agreement with experiment (Figure A.4).  
 
Figure A.4. Calculated Absorbance spectrum of F16ZnPc in ethanol solvent and 6-31G basis set: 
B3LYP functional (green line), PBE0 (purple line), CAM-B3LYP (blue line), and 
experimental spectrum (black line). B3LYP with ethanol solvent and larger 6-
31G+(d) basis set (orange line). 
 
 The larger basis set provided a λmax of 639 nm; excellent agreement with the 
experimental value of 638 nm. However, using this large basis set is not computationally 
efficient for the larger FxZnPc molecules. For excited state calculations, the inclusion of 
additional polarization functions is more important than diffuse functions. Diffuse functions are 
important for charged species, such as cation and/or anions. Therefore, removal of the extra 
diffuse functions should have little effect on the calculated F16ZnPc absorbance spectrum. This is 
fact observed when the 6-31G(d) basis set is used. Comparison between the 6-31G(d) and 6-
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31G+(d) basis set is illustrated in Figure A.5. There is no difference in the calculated F16ZnPc 
absorbance spectrum without the additional diffuse basis set functions. Therefore, the B3LYP 
functional with 6-31G(d) basis set is optimal for accurately calculating the absorbance spectrum 
of the modified perfluoroisopropyl Pcs.     
 
Figure A.5. Comparison between calculated absorbance spectrum of F16ZnPc in ethanol solvent 
using the 6-31G(d) and 6-31G basis set. 
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APPENDIX B 
 
Calculated Geometry and Atomic Charge of FxMPc 
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All of the MPc structures are optimized with the B3LYP DFT functional and 6-31G basis 
set. The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for H16MPc are 
presented in Tables B.1-3 following the atom labeling scheme depicted in Figure B.1.  
 
Figure B.1. Atom labeling scheme of H16MPc bond lengths, 3-body angles, and atomic charges. 
Table B.1.  Calculated bond lengths of H16MPc with B3LYP functional and 6-31G basis set.  
 H16ZnPc H16MgPc H16CoPc H16CuPc H16FePc 
      
M-N1 2.004 2.004 1.940 2.051 1.965 
M-N2 2.003 2.003 1.939 2.057 1.956 
M-N3 2.004 2.004 1.940 2.048 1.965 
M-N4 2.002 2.002 1.939 2.050 1.956 
N1-C25 1.387 1.387 1.395 1.390 1.398 
N1-C32 1.387 1.387 1.395 1.315 1.398 
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N2-C17 1.387 1.387 1.395 1.332 1.400 
N2-C24 1.387 1.387 1.395 1.355 1.400 
N3-C9 1.387 1.387 1.395 1.322 1.398 
N3-C16 1.387 1.387 1.395 1.384 1.399 
N4-C1 1.387 1.387 1.395 1.360 1.400 
N4-C8 1.387 1.387 1.395 1.347 1.400 
N5-C1 1.335 1.335 1.327 1.309 1.329 
N5-C32 1.335 1.335 1.327 1.355 1.333 
N6-C24 1.335 1.335 1.327 1.352 1.329 
N6-C25 1.335 1.335 1.327 1.291 1.333 
N7-C16 1.335 1.335 1.327 1.292 1.333 
N7-C17 1.335 1.335 1.327 1.362 1.329 
N8-C8 1.335 1.335 1.327 1.318 1.329 
N8-C9 1.335 1.335 1.327 1.345 1.333 
C1-C2 1.461 1.461 1.457 1.486 1.464 
C2-C3 1.396 1.396 1.399 1.374 1.399 
C2-C7 1.417 1.417 1.411 1.396 1.412 
C3-C4 1.399 1.399 1.399 1.398 1.401 
C3-H8 1.084 1.084 1.084 1.072 1.084 
C4-C5 1.411 1.411 1.412 1.388 1.410 
C4-H7 1.085 1.085 1.086 1.074 1.086 
C5-C6 1.399 1.399 1.399 1.398 1.401 
C5-H6 1.085 1.085 1.086 1.073 1.086 
C6-C7 1.396 1.396 1.400 1.374 1.399 
C6-H5 1.084 1.084 1.084 1.072 1.084 
C7-C8 1.461 1.461 1.457 1.488 1.464 
C9-C10 1.461 1.461 1.457 1.486 1.458 
C10-C11 1.396 1.396 1.399 1.376 1.402 
C10-C15 1.417 1.417 1.411 1.397 1.416 
C11-C12 1.399 1.399 1.399 1.397 1.398 
C11-H4 1.084 1.084 1.084 1.072 1.084 
C12-C13 1.411 1.411 1.412 1.390 1.413 
C12-H3 1.085 1.085 1.086 1.074 1.086 
C13-C14 1.399 1.399 1.399 1.396 1.398 
C13-H2 1.085 1.085 1.086 1.074 1.087 
C14-C15 1.397 1.397 1.400 1.374 1.403 
C14-H1 1.084 1.084 1.084 1.072 1.084 
C15-C16 1.461 1.461 1.458 1.481 1.459 
C17-C18 1.46 1.46 1.457 1.464 1.464 
C18-C19 1.396 1.396 1.399 1.383 1.399 
C18-C23 1.417 1.417 1.411 1.404 1.412 
C19-C20 1.399 1.399 1.399 1.389 1.401 
C19-H16 1.084 1.084 1.084 1.072 1.084 
C20-C21 1.411 1.411 1.412 1.397 1.410 
C20-H15 1.085 1.085 1.086 1.074 1.086 
C21-C22 1.399 1.399 1.399 1.389 1.401 
C21-H14 1.085 1.085 1.086 1.074 1.086 
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C22-C23 1.396 1.396 1.400 1.385 1.399 
C22-H13 1.084 1.084 1.084 1.072 1.084 
C23-C24 1.461 1.461 1.457 1.458 1.464 
C25-C26 1.461 1.461 1.457 1.476 1.458 
C26-C27 1.397 1.397 1.399 1.376 1.402 
C26-C31 1.417 1.417 1.411 1.398 1.416 
C27-C28 1.399 1.399 1.399 1.395 1.398 
C27-H12 1.084 1.084 1.084 1.073 1.084 
C28-C29 1.411 1.411 1.412 1.390 1.413 
C28-H11 1.085 1.085 1.086 1.073 1.087 
C29-C30 1.399 1.399 1.399 1.396 1.398 
C29-H10 1.085 1.085 1.086 1.073 1.086 
C30-C31 1.396 1.396 1.400 1.377 1.403 
C30-H9 1.084 1.084 1.084 1.072 1.084 
C31-C32 1.461 1.461 1.457 1.484 1.459 
 
Table B.2.  Calculated 3-body bond angles of H16MPc with B3LYP functional and 6-31G basis 
set. 
 H16ZnPc H16MgPc H16CoPc H16CuPc H16FePc 
      
N1-M-N2 89.89 89.89 90.00 89.99 89.99 
N1-M-N3 175.08 175.08 178.10 178.12 178.43 
N1-M-N4 89.93 89.93 90.00 89.99 90.00 
M-N1-C25 125.47 125.47 126.60 126.62 126.17 
M-N1-C32 125.47 125.47 126.60 126.64 126.17 
N2-M-N3 89.88 89.88 90.00 89.99 89.99 
N2-M-N4 175.39 175.39 178.60 178.58 178.65 
M-N2-C17 125.41 125.41 126.60 126.62 126.36 
M-N2-C24 125.46 125.46 126.60 126.64 126.39 
N3-M-N4 89.91 89.91 90.00 89.99 89.99 
M-N3-C9 125.42 125.42 126.60 126.62 126.17 
M-N3-C16 125.51 125.51 126.60 126.64 126.19 
M-N4-C1 125.39 125.39 126.60 126.62 126.36 
M-N4-C8 125.47 125.47 126.60 126.64 126.38 
C25-N1-C32 109.07 109.07 106.70 110.80 107.63 
N1-C25-N6 126.93 126.93 126.70 127.80 126.82 
N1-C25-C26 108.71 108.71 110.10 107.30 109.42 
N1-C32-N5 126.9 126.9 126.70 127.90 126.80 
N1-C32-C31 108.71 108.71 110.10 109.30 109.42 
C17-N2-C24 109.11 109.11 106.70 110.50 107.25 
N2-C17-N7 127.03 127.03 126.70 127.10 126.88 
N2-C17-C18 108.66 108.66 110.10 109.00 109.65 
N2-C24-N6 126.97 126.97 126.70 126.70 126.85 
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N2-C24-C23 108.69 108.69 110.10 108.60 109.66 
C9-N3-C16 109.06 109.06 106.70 110.80 107.63 
N3-C9-N8 126.96 126.96 126.70 128.00 126.82 
N3-C9-C10 108.7 108.7 110.10 109.20 109.43 
N3-C16-N7 126.87 126.87 126.70 128.00 126.78 
N3-C16-C15 108.74 108.74 110.10 107.50 109.43 
C1-N4-C8 109.12 109.12 106.70 110.90 107.25 
N4-C1-N5 127.01 127.01 126.70 128.20 126.88 
N4-C1-C2 108.66 108.66 110.10 108.10 109.65 
N4-C8-N8 126.95 126.95 126.70 128.40 126.84 
N4-C8-C7 108.67 108.67 110.10 108.40 109.65 
C1-N5-C32 125.2 125.2 123.30 124.40 123.76 
N5-C1-C2 124.32 124.32 123.20 123.70 123.47 
N5-C32-C31 124.39 124.39 123.20 122.80 123.77 
C24-N6-C25 125.19 125.19 123.30 126.70 123.76 
N6-C24-C23 124.33 124.33 123.20 124.70 123.48 
N6-C25-C26 124.36 124.36 123.20 124.90 123.76 
C16-N7-C17 125.18 125.18 123.30 125.90 123.77 
N7-C16-C15 124.39 124.39 123.20 124.60 123.79 
N7-C17-C18 124.31 124.31 123.20 123.90 123.47 
C8-N8-C9 125.2 125.2 123.30 124.20 123.77 
N8-C8-C7 124.38 124.38 123.20 123.30 123.50 
N8-C9-C10 124.34 124.34 123.20 122.90 123.75 
C1-C2-C3 132.16 132.16 132.40 132.30 132.22 
C1-C23-C7 106.78 106.78 106.50 106.30 106.73 
C3-C2-C7 121.06 121.06 121.10 121.50 121.05 
C2-C3-C4 117.87 117.87 117.80 117.50 117.93 
C2-C3-H8 120.53 120.53 120.90 121.10 120.84 
C2-C7-C6 121 121 121.10 121.40 121.01 
C2-C7-C8 106.76 106.76 106.50 106.30 106.70 
C4-C3-H8 121.61 121.61 121.30 121.40 121.23 
C3-C4-C5 121.09 121.09 121.10 121.00 121.02 
C3-C4-H7 119.6 119.6 119.70 119.50 119.67 
C5-C4-H7 119.3 119.3 119.30 119.40 119.31 
C4-C5-C6 121.12 121.12 121.10 121.00 121.06 
C4-C5-H6 119.3 119.3 119.30 119.40 119.29 
C6-C5-H6 119.58 119.58 119.70 119.60 119.66 
C5-C6-C7 117.86 117.86 117.80 117.60 117.92 
C5-C6-H5 121.53 121.53 121.30 121.30 121.18 
C7-C6-H5 120.6 120.6 120.90 121.10 120.89 
C6-C7-C8 132.24 132.24 132.40 132.30 132.28 
C9-C10-C11 132.17 132.17 132.40 132.70 132.28 
C9-C10-C15 106.78 106.78 106.50 106.10 106.78 
C11-C10-C15 121.05 121.05 121.10 121.20 120.93 
C10-C11-C12 117.9 117.9 117.80 117.60 118.00 
C10-C11-H4 120.55 120.55 120.90 121.20 120.69 
C10-C15-C14 120.98 120.98 121.00 121.60 120.90 
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C10-C15-C16 106.72 106.72 106.50 106.40 106.73 
C12-C11-H4 121.55 121.55 121.30 121.20 121.31 
C11-C12-C13 121.05 121.05 121.10 121.10 121.06 
C11-C12-H3 119.57 119.57 119.70 119.70 119.72 
C13-C12-H3 119.37 119.37 119.20 119.30 119.21 
C12-C13-C14 121.14 121.14 121.10 121.00 121.13 
C12-C13-H2 119.27 119.27 119.30 119.50 119.16 
C14-C13-H2 119.58 119.58 119.70 119.50 119.70 
C13-C14-C15 117.87 117.87 117.90 117.60 117.97 
C13-C14-H1 121.53 121.53 121.30 121.50 121.29 
C15-C14-H1 120.6 120.6 120.90 120.90 120.74 
C14-C15-C16 132.29 132.29 132.50 132.00 132.36 
C17-C18-C19 132.14 132.14 132.40 132.90 132.20 
C17-C18-C23 106.8 106.8 106.50 106.00 106.74 
C19-C18-C23 121.06 121.06 121.10 121.10 121.06 
C18-C19-C20 117.85 117.85 117.80 117.90 117.92 
C18-C19-H16 120.51 120.51 120.90 120.90 120.84 
C18-C23-C22 121.02 121.02 121.10 121.10 121.01 
C18-C23-C24 106.74 106.74 106.50 105.90 106.70 
C20-C19-H16 121.64 121.64 121.30 121.30 121.24 
C19-C20-C21 121.11 121.11 121.10 121.10 121.03 
C19-C20-H15 119.59 119.59 119.70 119.70 119.67 
C21-C20-H15 119.3 119.3 119.30 119.20 119.29 
C20-C21-C22 121.11 121.11 121.10 121.10 121.05 
C20-C21-H14 119.3 119.3 119.20 119.20 119.29 
C22-C21-H14 119.58 119.58 119.70 119.60 119.66 
C21-C22-C23 117.84 117.84 117.80 117.80 117.92 
C21-C22-H13 121.59 121.59 121.30 121.30 121.20 
C23-C22-H13 120.56 120.56 120.90 120.90 120.87 
C22-C23-C24 132.25 132.25 132.40 133.00 132.28 
C25-C26-C27 132.17 132.17 132.40 132.10 132.28 
C25-C26-C31 106.77 106.77 106.50 106.40 106.77 
C27-C26-C31 121.07 121.07 121.10 121.50 120.94 
C26-C27-C28 117.86 117.86 117.80 117.60 117.98 
C26-C27-H12 120.56 120.56 120.90 121.00 120.71 
C26-C31-C30 120.98 120.98 121.10 121.20 120.88 
C26-C31-C32 106.74 106.74 106.50 106.10 106.75 
C28-C27-H12 121.59 121.59 121.30 121.40 121.32 
C27-C28-C29 121.08 121.08 121.10 121.00 121.09 
C27-C28-H11 119.67 119.67 119.70 119.50 119.74 
C29-C28-H11 119.25 119.25 119.30 119.50 119.17 
C28-C29-C30 121.13 121.13 121.10 121.10 121.11 
C28-C29-H10 119.3 119.3 119.20 119.30 119.18 
C30-C29-H10 119.57 119.57 119.70 119.60 119.71 
C29-C30-C31 117.88 117.88 117.80 117.60 117.99 
C29-C30-H9 121.49 121.49 121.30 121.10 121.28 
C31-C30-H9 120.63 120.63 120.90 121.30 120.74 
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C30-C31-C32 132.27 132.27 132.40 132.70 132.36 
 
 
Table B.3.  Calculated Mulliken Atomic Charges of H16MPc with B3LYP functional and 6-31G 
basis set. 
 H16ZnPc H16MgPc H16CoPc H16CuPc H16FePc 
      
M 1.015 1.261 1.049 0.853  
N1 -0.684 -0.750 -0.694 -0.858  
N2 -0.683 -0.749 -0.694 -0.841  
N3 -0.684 -0.750 -0.694 -0.801  
N4 -0.684 -0.749 -0.694 -0.829  
N5 -0.391 -0.391 -0.378 -0.662  
N6 -0.391 -0.391 -0.378 -0.656  
N7 -0.391 -0.391 -0.378 -0.620  
N8 -0.391 -0.391 -0.378 -0.620  
C1 0.347 0.535 0.330 0.671  
C2 0.028 0.027 0.037 -0.147  
C3 -0.118 -0.199 -0.115 -0.119  
C4 -0.133 -0.133 -0.133 -0.204  
C5 -0.133 -0.133 -0.133 -0.204  
C6 -0.118 -0.119 -0.114 -0.155  
C7 0.028 0.028 0.038 -0.155  
C8 0.347 0.353 0.330 0.684  
C9 0.347 0.353 0.330 0.690  
C10 0.028 0.027 0.037 -0.177  
C11 -0.119 -0.119 -0.114 -0.120  
C12 -0.133 -0.132 -0.133 -0.207  
C13 -0.133 -0.133 -0.133 -0.203  
C14 -0.118 -0.119 -0.114 -0.119  
C15 0.028 0.028 0.038 -0.129  
C16 0.347 0.352 0.330 0.627  
C17 0.347 0.353 0.330 0.627  
C18 0.028 0.026 0.037 -0.168  
C19 -0.119 -0.119 -0.115 -0.112  
C20 -0.133 -0.133 -0.133 -0.210  
C21 -0.133 -0.133 -0.133 -0.208  
C22 -0.118 -0.119 -0.115 -0.112  
C23 0.028 0.026 0.038 -0.146  
C24 0.347 0.353 0.330 0.602  
C25 0.347 0.353 0.330 0.608  
C26 0.028 0.027 0.037 -0.125  
C27 -0.119 -0.119 -0.114 -0.118  
C28 -0.133 -0.133 -0.133 -0.203  
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C29 -0.133 -0.132 -0.133 -0.208  
C30 -0.118 -0.119 -0.114 -0.119  
C31 0.028 0.028 0.037 -0.176  
C32 0.347 0.353 0.330 0.686  
H1 0.156 0.155 0.155 0.249  
H2 0.130 0.129 0.130 0.208  
H3 0.130 0.129 0.130 0.208  
H4 0.156 0.155 0.155 0.248  
H5 0.156 0.155 0.155 0.250  
H6 0.130 0.129 0.130 0.210  
H7 0.130 0.129 0.130 0.210  
H8 0.156 0.155 0.155 0.250  
H9 0.156 0.155 0.155 0.248  
H10 0.130 0.129 0.130 0.207  
H11 0.130 0.129 0.130 0.208  
H12 0.156 0.155 0.155 0.247  
H13 0.156 0.155 0.155 0.247  
H14 0.130 0.129 0.130 0.203  
H15 0.130 0.129 0.130 0.202  
H16 0.156 0.155 0.155 0.241  
 
The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for F16MPc 
are presented in Tables B.4-6 following the atom labeling scheme depicted in Figure B.2.  
 
Figure B.2. Atom labeling scheme for F16MPc bond lengths, 3-body angles, and atomic charges. 
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Table B.4.  Calculated bond lengths of F16MPc with B3LYP functional and 6-31G basis set. 
 F16ZnPc F16MgPc F16CoPc F16CuPc F16FePc 
      
M-N1 2.007 2.019 1.939 1.966 1.956 
M-N2 2.007 2.019 1.939 1.966 1.956 
M-N3 2.007 2.019 1.939 1.966 1.956 
M-N4 2.007 2.018 1.940 1.966 1.957 
N1-C25 1.385 1.384 1.392 1.385 1.389 
N1-C32 1.385 1.384 1.392 1.385 1.389 
N2-C17 1.385 1.384 1.391 1.386 1.389 
N2-C24 1.385 1.384 1.392 1.385 1.389 
N3-C9 1.385 1.384 1.391 1.385 1.389 
N3-C16 1.385 1.384 1.392 1.385 1.39 
N4-C1 1.385 1.384 1.391 1.385 1.389 
N4-C8 1.385 1.384 1.392 1.385 1.389 
N5-C1 1.331 1.334 1.322 1.325 1.325 
N5-C32 1.331 1.334 1.322 1.325 1.325 
N6-C24 1.331 1.334 1.322 1.326 1.325 
N6-C25 1.331 1.334 1.322 1.326 1.325 
N7-C16 1.331 1.334 1.322 1.325 1.325 
N7-C17 1.331 1.334 1.322 1.325 1.325 
N8-C8 1.331 1.334 1.322 1.325 1.325 
N8-C9 1.331 1.334 1.322 1.326 1.325 
C1-C2 1.459 1.461 1.451 1.455 1.451 
C2-C3 1.391 1.391 1.391 1.391 1.391 
C2-C7 1.421 1.423 1.414 1.417 1.417 
C3-C4 1.394 1.394 1.393 1.394 1.393 
C3-F8 1.371 1.372 1.371 1.372 1.371 
C4-C5 1.399 1.399 1.40 1.401 1.401 
C4-F7 1.373 1.373 1.372 1.373 1.372 
C5-C6 1.394 1.394 1.393 1.394 1.393 
C5-F6 1.373 1.373 1.373 1.373 1.372 
C6-C7 1.391 1.391 1.392 1.391 1.392 
C6-F5 1.372 1.372 1.371 1.372 1.371 
C7-C8 1.459 1.461 1.453 1.455 1.452 
C9-C10 1.459 1.461 1.451 1.455 1.451 
C10-C11 1.391 1.391 1.391 1.391 1.391 
C10-C15 1.422 1.423 1.414 1.417 1.417 
C11-C12 1.394 1.394 1.393 1.394 1.393 
C11-F4 1.372 1.372 1.372 1.372 1.371 
C12-C13 1.399 1.399 1.400 1.401 1.401 
C12-F3 1.372 1.372 1.372 1.373 1.372 
C13-C14 1.394 1.394 1.393 1.394 1.393 
C13-F2 1.372 1.373 1.373 1.373 1.372 
C14-C15 1.391 1.391 1.392 1.391 1.392 
C14-F1 1.372 1.372 1.371 1.372 1.372 
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C15-C16 1.459 1.461 1.452 1.455 1.451 
C17-C18 1.459 1.461 1.451 1.455 1.451 
C18-C19 1.391 1.391 1.391 1.391 1.391 
C18-C23 1.421 1.423 1.414 1.417 1.417 
C19-C20 1.394 1.394 1.393 1.394 1.393 
C19-F16 1.372 1.372 1.372 1.372 1.371 
C20-C21 1.400 1.399 1.400 1.401 1.401 
C20-F15 1.372 1.373 1.372 1.373 1.372 
C21-C22 1.394 1.394 1.393 1.394 1.393 
C21-F14 1.372 1.373 1.373 1.373 1.372 
C22-C23 1.391 1.391 1.392 1.391 1.392 
C22-F13 1.372 1.372 1.371 1.372 1.372 
C23-C24 1.459 1.461 1.453 1.455 1.452 
C25-C26 1.459 1.461 1.452 1.455 1.451 
C26-C27 1.391 1.391 1.391 1.391 1.391 
C26-C31 1.422 1.424 1.414 1.417 1.417 
C27-C28 1.394 1.394 1.393 1.394 1.393 
C27-F12 1.371 1.372 1.372 1.372 1.371 
C28-C29 1.399 1.399 1.400 1.401 1.401 
C28-F11 1.373 1.373 1.372 1.373 1.372 
C29-C30 1.394 1.394 1.393 1.394 1.393 
C29-F10 1.373 1.373 1.373 1.373 1.372 
C30-C31 1.391 1.391 1.392 1.391 1.392 
C30-F9 1.372 1.372 1.372 1.372 1.372 
C31-C32 1.459 1.461 1.452 1.455 1.451 
 
Table B.5.  Calculated 3-body bond angles of F16MPc with B3LYP functional and 6-31G basis 
set. 
 F16ZnPc F16MgPc F16CoPc F16CuPc F16FePc 
      
N1-M-N2 89.86 89.97 89.99 90.01 90.00 
N1-M-N3 174.38 177.41 179.82 179.68 179.93 
N1-M-N4 89.89 90.00 90.02 90.00 90.00 
M-N1-C25 125.24 125.04 126.35 125.87 126.02 
M-N1-C32 125.20 125.02 126.32 125.84 126.05 
N2-M-N3 89.86 89.97 90.02 90.00 90.00 
N2-M-N4 174.69 177.63 179.96 179.94 179.65 
M-N2-C17 125.21 125.00 126.29 125.87 126.01 
M-N2-C24 125.20 125.01 126.36 125.84 126.05 
N3-M-N4 89.87 89.97 89.98 90.00 90.00 
M-N3-C9 125.22 125.02 126.33 125.86 126.01 
M-N3-C16 125.24 125.02 126.34 125.84 126.06 
M-N4-C1 125.19 124.98 126.30 125.87 126.01 
M-N4-C8 125.22 125.03 126.38 125.86 126.06 
C25-N1-C32 109.56 109.94 107.33 108.27 107.92 
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N1-C25-N6 127.14 127.09 127.19 127.13 127.26 
N1-C25-C26 108.47 108.27 109.75 109.33 109.41 
N1-C32-N5 127.15 127.09 127.19 127.14 127.23 
N1-C32-C31 108.48 108.25 109.79 109.30 109.43 
C17-N2-C24 109.56 109.99 107.35 108.28 107.94 
N2-C17-N7 127.13 127.16 127.23 127.10 127.28 
N2-C17-C18 108.45 108.23 109.76 109.32 109.40 
N2-C24-N6 127.15 127.14 127.18 127.17 127.21 
N2-C24-C23 108.49 108.20 109.76 109.30 109.41 
C9-N3-C16 109.53 109.96 107.33 108.29 107.93 
N3-C9-N8 127.11 127.14 127.23 127.14 127.27 
N3-C9-C10 108.49 108.23 109.75 109.33 109.40 
N3-C16-N7 127.13 127.14 127.16 127.14 127.21 
N3-C16-C15 108.50 108.25 109.77 109.28 109.42 
C1-N4-C8 109.57 109.99 107.33 108.26 107.93 
N4-C1-N5 127.13 127.16 127.23 127.11 127.28 
N4-C1-C2 108.44 108.22 109.78 109.35 109.41 
N4-C8-N8 127.11 127.14 127.15 127.15 127.20 
N4-C8-C7 108.50 108.22 109.76 109.31 109.42 
C1-N5-C32 125.32 125.74 122.95 124.03 123.43 
N5-C1-C2 124.43 124.62 122.99 123.54 123.30 
N5-C32-C31 124.37 124.66 123.02 123.56 123.34 
C24-N6-C25 125.27 125.73 122.93 123.97 123.45 
N6-C24-C23 124.36 124.66 123.07 123.53 123.38 
N6-C25-C26 124.38 124.63 123.06 123.54 123.34 
C16-N7-C17 125.31 125.69 122.96 124.04 123.44 
N7-C16-C15 124.36 124.62 123.07 123.58 123.38 
N7-C17-C18 124.42 124.60 123.02 123.57 123.32 
C8-N8-C9 125.34 125.70 122.94 123.98 123.44 
N8-C8-C7 124.39 124.64 123.09 123.54 123.38 
N8-C9-C10 124.40 124.64 123.02 123.53 123.30 
C1-C2-C3 132.90 132.90 132.73 132.95 132.73 
C1-C2-C7 106.78 106.80 106.63 106.53 106.66 
C3-C2-C7 120.31 120.30 120.65 120.51 120.61 
C2-C3-C4 118.87 118.91 118.55 118.72 118.60 
C2-C3-F8 122.29 122.33 122.52 122.27 122.36 
C2-C7-C6 120.35 120.28 120.46 120.39 120.49 
C2-C7-C8 106.71 106.78 106.50 106.54 106.58 
C4-C3-F8 118.84 118.76 118.93 119.01 119.05 
C3-C4-C5 120.86 120.81 120.88 120.83 120.81 
C3-C4-F7 120.10 120.01 120.04 120.06 120.06 
C5-C4-F7 119.04 119.18 119.08 119.11 119.13 
C4-C5-C6 120.72 120.79 120.85 120.70 120.94 
C4-C5-F6 119.08 119.15 119.02 119.08 119.09 
C6-C5-F6 120.20 120.07 120.13 120.23 119.97 
C5-C6-C7 118.89 118.91 118.62 118.84 118.56 
C5-C6-F5 118.91 118.78 118.74 118.79 119.07 
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C7-C6-F5 122.20 122.31 122.64 122.37 122.37 
C6-C7-C8 132.94 132.94 133.05 133.06 132.93 
C9-C10-C11 132.95 132.91 132.75 132.96 132.75 
C9-C10-C15 106.76 106.80 106.64 106.52 106.66 
C11-C10-C15 120.29 120.29 120.62 120.52 120.59 
C10-C11-C12 118.92 118.94 118.56 118.72 118.60 
C10-C11-F4 122.26 122.33 122.52 122.27 122.36 
C10-C15-C14 120.36 120.28 120.48 120.38 120.51 
C10-C15-C16 106.72 106.76 106.50 106.58 106.59 
C12-C11-F4 118.82 118.72 118.92 119.01 119.04 
C11-C12-C13 120.78 120.76 120.89 120.84 120.81 
C11-C12-F3 120.18 120.04 120.05 120.06 120.06 
C13-C12-F3 119.04 119.20 119.06 119.10 119.13 
C12-C13-C14 120.77 120.80 120.84 120.69 120.94 
C12-C13-F2 118.98 119.14 119.04 119.09 119.10 
C14-C13-F2 120.25 120.05 120.13 120.22 119.96 
C13-C14-C15 118.87 118.92 118.62 118.84 118.55 
C13-C14-F1 118.82 118.76 118.73 118.77 119.05 
C15-C14-F1 122.31 122.32 122.65 122.39 122.40 
C14-C15-C16 132.92 132.96 133.02 133.02 132.90 
C17-C18-C19 132.88 132.94 132.74 132.94 132.74 
C17-C18-C23 106.78 106.77 106.63 106.54 106.66 
C19-C18-C23 120.34 120.29 120.63 120.52 120.60 
C18-C19-C20 118.90 118.92 118.56 118.72 118.60 
C18-C19-F16 122.30 122.31 122.52 122.29 122.36 
C18-C23-C22 120.34 120.29 120.47 120.39 120.50 
C18-C23-C24 106.73 106.81 106.51 106.56 106.59 
C20-C19-F16 118.80 118.77 118.92 119.00 119.04 
C19-C20-C21 120.78 120.78 120.89 120.84 120.82 
C19-C20-F15 120.14 120.04 120.04 120.06 120.06 
C21-C20-F15 119.08 119.19 119.08 119.10 119.13 
C20-C21-C22 120.76 120.82 120.84 120.68 120.93 
C20-C21-F14 119.06 119.16 119.03 119.09 119.10 
C22-C21-F14 120.18 120.02 120.14 120.23 119.97 
C21-C22-C23 118.88 118.90 118.63 118.86 118.56 
C21-C22-F13 118.88 118.77 118.74 118.78 119.07 
C23-C22-F13 122.24 122.32 122.63 122.36 122.37 
C22-C23-C24 132.93 132.91 133.03 133.05 132.92 
C25-C26-C27 132.93 132.96 132.81 133.01 132.80 
C25-C26-C31 106.76 106.76 106.61 106.50 106.64 
C27-C26-C31 120.31 120.28 120.58 120.49 120.55 
C26-C27-C28 118.87 118.96 118.57 118.73 118.60 
C26-C27-F12 122.30 122.31 122.53 122.27 122.36 
C26-C31-C30 120.36 120.26 120.53 120.41 120.52 
C26-C31-C32 106.74 106.78 106.52 106.59 106.60 
C28-C27-F12 118.83 118.73 118.91 119.00 119.03 
C27-C28-C29 120.82 120.77 120.89 120.85 120.83 
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C27-C28-F11 120.02 120.07 120.06 120.06 120.05 
C29-C28-F11 119.16 119.16 119.05 119.09 119.11 
C28-C29-C30 120.77 120.77 120.83 120.68 120.91 
C28-C29-F10 119.01 119.14 119.06 119.10 119.12 
C30-C29-F10 120.23 120.09 120.10 120.22 119.97 
C29-C30-C31 118.86 118.95 118.60 118.84 118.56 
C29-C30-F9 118.88 118.74 118.73 118.78 119.06 
C31-C30-F9 122.26 122.31 122.67 122.38 122.38 
C30-C31-C32 132.90 132.95 132.95 133.00 132.87 
 
 
Table B.6.  Calculated Mullikan Atomic Charges of F16MPc with B3LYP functional and 6-31G 
basis set. 
 F16ZnPc F16MgPc F16CoPc F16CuPc F16FePc 
      
M 1.038 1.271 0.956 0.983 1.005 
N1 -0.680 -0.742 -0.697 -0.676 -0.704 
N2 -0.680 -0.743 -0.673 -0.676 -0.704 
N3 -0.679 -0.742 -0.697 -0.676 0.704 
N4 -0.679 -0.743 -0.673 -0.677 -0.704 
N5 -0.332 -0.336 -0.317 -0.322 -0.324 
N6 -0.332 -0.336 -0.318 -0.322 -0.325 
N7 -0.332 -0.336 -0.318 -0.322 -0.324 
N8 -0.332 -0.336 -0.318 -0.322 -0.325 
C1 0.359 0.370 0.346 0.350 0.358 
C2 0.035 0.031 0.041 0.040 0.039 
C3 0.247 0.245 0.253 0.250 0.253 
C4 0.275 0.275 0.275 0.275 0.276 
C5 0.276 0.275 0.275 0.276 0.276 
C6 0.248 0.246 0.251 0.249 0.253 
C7 0.036 0.032 0.047 0.041 0.043 
C8 0.359 0.370 0.346 0.352 0.358 
C9 0.359 0.369 0.355 0.351 0.359 
C10 0.036 0.032 0.041 0.041 0.040 
C11 0.247 0.245 0.253 0.250 0.253 
C12 0.275 0.275 0.275 0.275 0.276 
C13 0.275 0.275 0.275 0.276 0.276 
C14 0.248 0.246 0.252 0.249 0.253 
C15 0.035 0.032 0.046 0.041 0.043 
C16 0.359 0.369 0.354 0.351 0.357 
C17 0.359 0.369 0.346 0.350 0.358 
C18 0.035 0.032 0.041 0.040 0.040 
C19 0.247 0.245 0.253 0.251 0.253 
C20 0.275 0.275 0.275 0.275 0.276 
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C21 0.275 0.275 0.275 0.276 0.276 
C22 0.248 0.246 0.252 0.249 0.253 
C23 0.036 0.031 0.046 0.041 0.043 
C24 0.359 0.370 0.347 0.352 0.358 
C25 0.359 0.369 0.355 0.351 0.358 
C26 0.036 0.032 0.042 0.040 0.041 
C27 0.247 0.245 0.253 0.250 0.253 
C28 0.275 0.275 0.275 0.275 0.276 
C29 0.275 0.275 0.275 0.276 0.276 
C30 0.248 0.245 0.253 0.249 0.253 
C31 0.035 0.032 0.045 0.042 0.041 
C32 0.359 0.370 0.354 0.351 0.358 
F1 -0.264 -0.264 -0.263 -0.264 -0.263 
F2 -0.277 -0.277 -0.276 -0.277 -0.277 
F3 -0.277 -0.277 -0.276 -0.277 -0.277 
F4 -0.264 -0.264 -0.263 -0.263 -0.263 
F5 -0.264 -0.264 -0.263 -0.265 -0.263 
F6 -0.277 -0.277 -0.277 -0.277 -0.277 
F7 -0.277 -0.277 -0.277 -0.277 -0.277 
F8 -0.264 -0.264 -0.263 -0.263 -0.263 
F9 -0.264 -0.264 -0.263 -0.264 -0.263 
F10 -0.277 -0.277 -0.276 -0.277 -0.277 
F11 -0.277 -0.277 -0.276 -0.277 -0.277 
F12 -0.264 -0.265 -0.263 -0.263 -0.263 
F13 -0.264 -0.264 -0.263 -0.264 -0.263 
F14 -0.277 -0.277 -0.277 -0.277 -0.277 
F15 -0.277 -0.277 -0.277 -0.277 -0.277 
F16 -0.264 -0.264 -0.263 -0.263 -0.263 
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The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for F34MPc 
are presented in Tables B.7-9 following the atom labeling scheme depicted in Figure B.3.  
 
Figure B.3. Atom labeling scheme for F34MPc bond lengths, 3-body angles, and atomic charges. 
Table B.7.  Calculated bond lengths of F34MPc with B3LYP functional and 6-31G basis set. 
 F34ZnPc F34MgPc F34CoPc F34CuPc F34FePc 
      
M-N1 1.978 2.049 1.931 1.946 1.940 
M-N2 2.074 2.075 2.015 2.044 2.033 
M-N3 1.981 2.004 1.937 1.950 1.946 
M-N4 2.045 2.049 1.960 1.995 1.979 
N1-C25 1.389 1.388 1.394 1.390 1.393 
N1-C32 1.379 1.375 1.386 1.380 1.383 
N2-C17 1.370 1.372 1.381 1.374 1.377 
N2-C24 1.376 1.378 1.390 1.381 1.385 
N3-C9 1.380 1.377 1.386 1.381 1.384 
N3-C16 1.392 1.390 1.397 1.393 1.396 
N4-C1 1.384 1.385 1.396 1.387 1.392 
N4-C8 1.383 1.384 1.395 1.387 1.392 
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N5-C1 1.328 1.329 1.320 1.323 1.322 
N5-C32 1.333 1.337 1.328 1.329 1.329 
N6-C24 1.327 1.331 1.319 1.323 1.322 
N6-C25 1.312 1.317 1.309 1.309 1.309 
N7-C16 1.318 1.322 1.314 1.315 1.315 
N7-C17 1.331 1.335 1.324 1.327 1.327 
N8-C8 1.327 1.329 1.320 1.322 1.322 
N8-C9 1.334 1.337 1.329 1.330 1.330 
C1-C2 1.461 1.462 1.460 1.458 1.458 
C2-C3 1.389 1.389 1.393 1.391 1.393 
C2-C7 1.419 1.420 1.414 1.416 1.416 
C3-C4 1.396 1.396 1.397 1.396 1.396 
C3-F8 1.371 1.371 1.371 1.371 1.371 
C4-C5 1.398 1.398 1.398 1.399 1.399 
C4-F7 1.372 1.372 1.372 1.372 1.372 
C5-C6 1.396 1.396 1.397 1.396 1.396 
C5-F6 1.372 1.372 1.373 1.372 1.372 
C6-C7 1.389 1.389 1.394 1.392 1.393 
C6-F5 1.371 1.371 1.371 1.371 1.371 
C7-C8 1.462 1.463 1.462 1.460 1.459 
C9-C10 1.457 1.457 1.451 1.454 1.452 
C10-C11 1.392 1.391 1.396 1.393 1.394 
C10-C15 1.421 1.423 1.419 1.418 1.419 
C11-C12 1.393 1.393 1.392 1.393 1.393 
C11-F4 1.371 1.371 1.372 1.372 1.371 
C12-C13 1.397 1.397 1.399 1.397 1.398 
C12-F3 1.372 1.372 1.372 1.372 1.372 
C13-C14 1.395 1.396 1.394 1.395 1.395 
C13-F2 1.372 1.372 1.372 1.372 1.372 
C14-C15 1.393 1.392 1.397 1.394 1.395 
C14-F1 1.370 1.370 1.370 1.370 1.369 
C15-C16 1.469 1.471 1.464 1.467 1.465 
C17-C18 1.481 1.482 1.484 1.481 1.481 
C18-C19 1.420 1.419 1.427 1.424 1.426 
C18-C23 1.456 1.457 1.448 1.451 1.450 
C19-C20 1.382 1.383 1.384 1.382 1.382 
C19-C35 1.543 1.542 1.545 1.545 1.545 
C20-C21 1.398 1.397 1.398 1.398 1.399 
C20-F15 1.383 1.384 1.384 1.383 1.383 
C21-C22 1.418 1.421 1.420 1.419 1.419 
C21-C34 1.541 1.545 1.547 1.546 1.547 
C22-C23 1.450 1.448 1.458 1.456 1.458 
C22-C33 1.556 1.550 1.555 1.555 1.555 
C23-C24 1.510 1.511 1.514 1.510 1.510 
C25-C26 1.467 1.471 1.462 1.465 1.463 
C26-C27 1.392 1.391 1.396 1.393 1.394 
C26-C31 1.421 1.423 1.418 1.417 1.418 
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C27-C28 1.395 1.396 1.394 1.395 1.395 
C27-F12 1.370 1.370 1.370 1.370 1.369 
C28-C29 1.397 1.397 1.399 1.398 1.398 
C28-F11 1.372 1.372 1.372 1.372 1.372 
C29-C30 1.394 1.394 1.393 1.394 1.394 
C29-F10 1.372 1.372 1.372 1.372 1.372 
C30-C31 1.391 1.391 1.395 1.393 1.394 
C30-F9 1.371 1.371 1.372 1.372 1.371 
C31-C32 1.459 1.458 1.452 1.455 1.454 
C35-F16 1.410 1.410 1.410 1.410 1.410 
C35-C40 1.559 1.560 1.561 1.561 1.561 
C35-C41 1.560 1.565 1.563 1.562 1.562 
C40-F29 1.375 1.375 1.375 1.375 1.375 
C40-F30 1.378 1.379 1.378 1.378 1.378 
C40-F31 1.387 1.386 1.387 1.387 1.387 
C41-F32 1.387 1.386 1.387 1.387 1.387 
C41-F33 1.376 1.378 1.376 1.376 1.376 
C41-F34 1.378 1.376 1.378 1.378 1.378 
C34-F14 1.417 1.417 1.417 1.417 1.417 
C34-C39 1.568 1.576 1.570 1.570 1.570 
C34-C38 1.568 1.570 1.571 1.570 1.570 
C39-F26 1.375 1.377 1.375 1.375 1.375 
C39-F27 1.378 1.376 1.378 1.378 1.378 
C39-F28 1.385 1.384 1.384 1.384 1.384 
C38-F23 1.384 1.384 1.384 1.384 1.384 
C38-F24 1.374 1.374 1.374 1.374 1.374 
C38-F25 1.378 1.379 1.379 1.379 1.379 
C33-F13 1.423 1.423 1.421 1.422 1.422 
C33-C37 1.583 1.581 1.585 1.584 1.585 
C33-C36 1.581 1.581 1.583 1.582 1.582 
C37-F20 1.372 1.374 1.373 1.373 1.373 
C37-F21 1.378 1.376 1.378 1.378 1.378 
C37-F22 1.392 1.392 1.392 1.392 1.392 
C36-F17 1.392 1.393 1.392 1.392 1.392 
C36-F18 1.372 1.371 1.373 1.373 1.373 
C36-F19 1.377 1.376 1.378 1.378 1.378 
 
Table B.8.  Calculated 3-body bond angles of F34MPc with B3LYP functional and 6-31G basis 
set. 
 F34ZnPc F34MgPc F34CoPc F34CuPc F34FePc 
      
N1-M-N2 91.30 91.47 91.01 91.10 91.04 
N1-M-N3 174.68 176.50 178.06 177.65 178.01 
N1-M-N4 88.29 88.36 88.86 88.72 88.82 
M-N1-C25 123.00 122.78 124.46 123.97 124.24 
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M-N1-C32 127.41 127.04 127.83 127.63 127.68 
N2-M-N3 91.19 91.17 90.73 90.88 90.77 
N2-M-N4 175.72 178.52 179.49 179.03 179.51 
M-N2-C17 123.92 123.82 125.44 124.72 125.03 
M-N2-C24 125.10 124.82 126.35 125.77 125.98 
N3-M-N4 88.89 88.94 89.39 89.28 89.36 
M-N3-C9 126.43 126.12 126.93 126.69 126.77 
M-N3-C16 123.93 123.76 125.34 124.89 125.14 
M-N4-C1 125.50 125.43 126.70 126.13 126.35 
M-N4-C8 125.31 125.16 126.54 125.95 126.19 
C25-N1-C32 109.59 110.17 107.71 108.39 108.07 
N1-C25-N6 127.22 126.98 126.93 127.12 127.00 
N1-C25-C26 108.22 107.79 109.35 108.98 109.15 
N1-C32-N5 127.32 127.24 127.05 127.22 127.15 
N1-C32-C31 108.77 108.57 109.97 109.61 109.77 
C17-N2-C24 110.97 111.36 108.20 109.51 108.99 
N2-C17-N7 124.49 124.79 124.37 124.45 124.46 
N2-C17-C18 108.65 108.36 110.32 109.56 109.84 
N2-C24-N6 121.81 122.21 121.85 121.86 121.90 
N2-C24-C23 109.05 108.65 110.66 109.94 110.20 
C9-N3-C16 109.63 110.11 107.72 108.42 108.09 
N3-C9-N8 127.75 127.59 127.43 127.62 127.53 
N3-C9-C10 108.75 108.56 109.99 109.61 109.78 
N3-C16-N7 126.83 126.68 126.59 126.75 126.66 
N3-C16-C15 108.09 107.79 109.23 108.87 109.03 
C1-N4-C8 109.19 109.40 106.75 107.92 107.45 
N4-C1-N5 127.13 127.19 127.03 127.06 127.09 
N4-C1-C2 108.78 108.61 110.21 109.57 109.79 
N4-C8-N8 126.88 127.04 126.82 126.84 126.88 
N4-C8-C7 108.79 108.62 110.21 109.58 109.79 
C1-N5-C32 124.29 124.74 122.53 123.24 122.89 
N5-C1-C2 124.08 124.19 122.76 123.36 123.12 
N5-C32-C31 123.90 124.19 122.98 123.17 123.08 
C24-N6-C25 131.47 131.71 129.39 130.17 129.83 
N6-C24-C23 129.13 129.14 127.49 128.20 127.90 
N6-C25-C26 124.55 125.23 123.70 123.88 123.84 
C16-N7-C17 129.57 129.73 127.52 128.30 127.94 
N7-C16-C15 125.08 125.53 124.17 124.37 124.30 
N7-C17-C18 126.86 126.82 125.31 125.98 125.70 
C8-N8-C9 124.66 125.12 122.90 123.61 123.27 
N8-C8-C7 124.33 124.34 122.97 123.58 123.34 
N8-C9-C10 123.50 123.85 122.57 122.76 122.68 
C1-C2-C3 132.79 132.83 133.04 132.92 132.95 
C1-C2-C7 106.67 106.71 106.46 106.51 106.54 
C3-C2-C7 120.54 120.46 120.50 120.56 120.51 
C2-C3-C4 118.76 118.83 118.86 118.71 118.78 
C2-C3-F8 122.36 122.38 122.71 122.57 122.62 
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C2-C7-C6 120.36 120.33 120.33 120.40 120.34 
C2-C7-C8 106.57 106.65 106.37 106.42 106.44 
C4-C3-F8 118.88 118.79 118.44 118.72 118.60 
C3-C4-C5 120.74 120.74 120.69 120.77 120.74 
C3-C4-F7 120.01 120.01 120.11 120.02 120.08 
C5-C4-F7 119.26 119.24 119.20 119.22 119.18 
C4-C5-C6 120.81 120.78 120.74 120.83 120.81 
C4-C5-F6 119.21 119.22 119.16 119.18 119.13 
C6-C5-F6 119.98 120.00 120.10 120.00 120.06 
C5-C6-C7 118.79 118.87 118.89 118.74 118.81 
C5-C6-F5 118.83 118.76 118.39 118.67 118.55 
C7-C6-F5 122.38 122.37 122.72 122.59 122.64 
C6-C7-C8 133.06 133.02 133.29 133.17 133.20 
C9-C10-C11 132.05 132.02 132.21 132.12 132.15 
C9-C10-C15 106.99 106.98 106.72 106.76 106.75 
C11-C10-C15 120.96 121.00 121.07 121.12 121.10 
C10-C11-C12 118.94 118.90 118.87 118.81 118.83 
C10-C11-F4 122.35 122.28 122.53 122.54 122.54 
C10-C15-C14 119.37 119.37 119.30 119.37 119.35 
C10-C15-C16 106.54 106.57 106.34 106.35 106.35 
C12-C11-F4 118.72 118.81 118.60 118.65 118.63 
C11-C12-C13 120.39 120.41 120.38 120.39 120.39 
C11-C12-F3 120.28 120.20 120.35 120.26 120.28 
C13-C12-F3 119.33 119.39 119.27 119.35 119.33 
C12-C13-C14 121.01 121.04 121.06 121.06 121.06 
C12-C13-F2 119.23 119.14 119.14 119.22 119.19 
C14-C13-F2 119.76 119.82 119.80 119.73 119.75 
C13-C14-C15 119.33 119.28 119.32 119.25 119.27 
C13-C14-F1 117.53 117.84 117.34 117.42 117.39 
C15-C14-F1 123.14 122.88 123.34 123.33 123.34 
C14-C15-C16 134.09 134.07 134.37 134.28 134.30 
C17-C18-C19 131.84 131.94 132.17 132.04 132.09 
C17-C18-C23 107.22 107.27 107.00 107.06 107.05 
C19-C18-C23 120.94 120.76 120.83 120.90 120.85 
C18-C19-C20 114.30 114.44 114.41 114.29 114.36 
C18-C19-C35 129.28 129.35 129.82 129.69 129.73 
C18-C23-C22 121.21 121.13 121.16 121.20 121.15 
C18-C23-C24 104.11 104.34 103.82 103.93 103.92 
C20-C19-C35 116.42 116.21 115.77 116.02 115.91 
C19-C20-C21 128.34 128.36 128.51 128.53 128.54 
C19-C20-F15 117.12 116.86 117.25 117.17 117.22 
C19-C35-F16 110.32 110.34 110.11 110.20 110.16 
C19-C35-C40 114.02 113.76 114.14 114.04 114.08 
C19-C35-C41 114.19 114.37 114.44 114.38 114.40 
C21-C20-F15 114.54 114.77 114.24 114.30 114.24 
C20-C21-C22 118.53 118.08 118.15 118.29 118.24 
C20-C21-C34 114.40 113.63 114.22 114.21 114.20 
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C22-C21-C34 127.08 128.28 127.63 127.49 127.56 
C21-C22-C23 116.67 117.01 116.92 116.77 116.86 
C21-C22-C33 121.13 120.61 120.50 120.77 120.65 
C21-C34-F14 107.94 108.83 108.00 107.98 107.99 
C21-C34-C39 114.82 114.73 115.11 115.08 115.10 
C21-C34-C38 115.17 114.21 115.32 115.21 115.27 
C23-C22-C33 122.20 122.34 122.58 122.46 122.49 
C22-C23-C24 134.68 134.53 135.02 134.86 134.93 
C22-C33-F13 106.91 108.53 106.90 106.99 106.94 
C22-C33-C37 115.90 114.44 115.92 115.76 115.84 
C22-C33-C36 115.31 115.09 115.27 115.32 115.28 
C25-C26-C27 133.59 133.83 133.88 133.81 133.83 
C25-C26-C31 106.57 106.60 106.38 106.39 106.39 
C27-C26-C31 119.83 119.57 119.73 119.80 119.78 
C26-C27-C28 119.09 119.19 119.11 119.05 119.06 
C26-C27-F12 123.08 122.90 123.27 123.26 123.27 
C26-C31-C30 120.69 120.87 120.80 120.86 120.83 
C26-C31-C32 106.84 106.88 106.59 106.62 106.62 
C28-C27-F12 117.83 117.91 117.62 117.69 117.67 
C27-C28-C29 120.93 120.99 120.97 120.97 120.97 
C27-C28-F11 119.81 119.84 119.87 119.80 119.81 
C29-C28-F11 119.25 119.17 119.15 119.24 119.21 
C28-C29-C30 120.55 120.49 120.55 120.56 120.56 
C28-C29-F10 119.24 119.34 119.18 119.26 119.23 
C30-C29-F10 120.21 120.17 120.28 120.19 120.21 
C29-C30-C31 118.90 118.89 118.84 118.77 118.79 
C29-C30-F9 118.74 118.82 118.63 118.67 118.65 
C31-C30-F9 122.36 122.29 122.53 122.55 122.56 
C30-C31-C32 132.46 132.26 132.61 132.52 132.55 
F16-C35-C40 100.75 100.40 100.82 100.82 100.82 
F16-C35-C41 101.02 103.12 101.19 101.19 101.19 
C40-C35-C41 114.70 113.29 114.28 114.38 114.34 
C35-C40-F29 115.60 115.85 115.72 115.67 115.69 
C35-C40-F30 110.07 109.39 109.96 109.95 109.95 
C35-C40-F31 107.65 107.87 107.70 107.72 107.71 
C35-C41-F32 107.80 108.95 107.90 107.91 107.91 
C35-C41-F33 115.62 114.06 115.70 115.64 115.67 
C35-C41-F34 110.02 110.36 109.94 109.94 109.94 
F29-C40-F30 107.20 107.52 107.10 107.12 107.11 
F29-C40-F31 107.91 107.56 107.90 107.91 107.90 
F30-C40-F31 108.20 108.44 108.25 108.25 108.25 
F32-C41-F33 107.99 108.31 108.01 108.01 108.01 
F32-C41-F34 108.19 108.03 108.20 108.22 108.21 
F33-C41-F34 107.00 106.94 106.87 106.90 106.89 
F14-C34-C39 102.06 103.69 102.06 102.11 102.08 
F14-C34-C38 101.40 100.79 101.30 101.35 101.32 
C39-C34-C38 113.41 112.94 112.97 113.06 113.01 
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C34-C39-F26 114.82 113.87 114.88 114.87 114.88 
C34-C39-F27 109.48 109.80 109.47 109.44 109.45 
C34-C39-F28 108.78 109.64 108.86 108.87 108.87 
C34-C38-F23 108.63 108.65 108.71 108.73 108.72 
C34-C38-F24 115.32 115.86 115.40 115.39 115.40 
C34-C38-F25 109.13 108.81 109.09 109.06 109.07 
F26-C39-F27 107.08 106.88 106.95 106.98 106.96 
F26-C39-F28 107.94 108.10 107.95 107.94 107.95 
F27-C39-F28 108.59 108.39 108.56 108.57 108.57 
F23-C38-F24 107.94 107.34 107.95 107.94 107.94 
F23-C38-F25 108.64 108.73 108.63 108.64 108.64 
F24-C38-F25 107.00 107.26 106.89 106.91 106.90 
F13-C33-C37 95.22 95.32 95.30 95.28 95.29 
F13-C33-C36 95.76 95.93 95.91 95.90 95.90 
C37-C33-C36 121.30 122.03 121.19 121.28 121.25 
C33-C37-F20 121.60 120.53 121.67 121.61 121.63 
C33-C37-F21 109.12 109.81 109.08 109.08 109.08 
C33-C37-F22 104.85 105.04 104.84 104.88 104.86 
C33-C36-F17 104.83 104.76 104.79 104.81 104.80 
C33-C36-F18 121.17 120.78 121.21 121.15 121.17 
C33-C36-F19 109.44 109.75 109.42 109.42 109.41 
F20-C37-F21 106.33 107.03 106.31 106.33 106.33 
F20-C37-F22 105.68 105.15 105.65 105.66 105.65 
F21-C37-F22 108.74 108.75 108.76 108.76 108.76 
F17-C36-F18 105.71 105.36 105.68 105.68 105.68 
F17-C36-F19 108.67 108.74 108.75 108.75 108.75 
F18-C36-F19 106.49 106.91 106.48 106.52 106.51 
 
Table B.9.  Calculated Mullikan Atomic Charges of F34MPc with B3LYP functional and 6-31G 
basis set. 
 F34ZnPc F34MgPc F34CoPc F34CuPc F34FePc 
      
M 1.039 1.266 0.957 0.983 1.016 
N1 -0.690 -0.753 -0.698 -0.683 -0.706 
N2 -0.648 -0.707 -0.646 -0.644 -0.676 
N3 -0.693 -0.754 -0.700 -0.685 -0.708 
N4 -0.661 -0.721 -0.663 -0.663 -0.695 
N5 -0.330 -0.334 -0.321 -0.323 -0.326 
N6 -0.338 -0.345 -0.328 -0.331 -0.333 
N7 -0.337 -0.343 -0.330 -0.331 -0.334 
N8 -0.331 -0.335 -0.323 -0.324 -0.328 
C1 0.356 0.367 0.352 0.352 0.361 
C2 0.035 0.033 0.044 0.040 0.042 
C3 0.249 0.248 0.254 0.253 0.255 
C4 0.278 0.278 0.277 0.277 0.278 
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C5 0.278 0.278 0.277 0.278 0.278 
C6 0.248 0.247 0.252 0.252 0.254 
C7 0.042 0.037 0.049 0.046 0.047 
C8 0.356 0.367 0.353 0.352 0.361 
C9 0.368 0.376 0.363 0.359 0.366 
C10 0.010 0.006 0.018 0.015 0.017 
C11 0.255 0.253 0.261 0.258 0.260 
C12 0.275 0.275 0.275 0.275 0.275 
C13 0.278 0.279 0.279 0.278 0.279 
C14 0.238 0.236 0.242 0.239 0.241 
C15 0.066 0.062 0.070 0.069 0.070 
C16 0.365 0.373 0.363 0.359 0.365 
C17 0.370 0.383 0.364 0.366 0.372 
C18 -0.044 -0.043 -0.036 -0.041 -0.039 
C19 0.081 0.077 0.084 0.085 0.086 
C20 0.236 0.238 0.234 0.235 0.234 
C21 0.056 0.059 0.059 0.058 0.058 
C22 0.070 0.058 0.066 0.068 0.068 
C23 0.062 0.055 0.072 0.068 0.071 
C24 0.353 0.370 0.345 0.346 0.353 
C25 0.363 0.374 0.362 0.358 0.364 
C26 0.062 0.062 0.065 0.065 0.065 
C27 0.242 0.238 0.246 0.243 0.245 
C28 0.278 0.279 0.279 0.278 0.279 
C29 0.275 0.275 0.275 0.275 0.275 
C30 0.253 0.253 0.260 0.257 0.259 
C31 0.018 0.009 0.025 0.023 0.025 
C32 0.366 0.375 0.361 0.357 0.364 
C33 0.051 0.053 0.052 0.068 0.052 
C34 0.058 0.059 0.062 0.061 0.061 
C35 0.099 0.095 0.100 0.100 0.100 
C36 0.797 0.799 0.795 0.797 0.797 
C37 0.795 0.796 0.797 0.795 0.795 
C38 0.808 0.806 0.808 0.808 0.808 
C39 0.810 0.820 0.810 0.810 0.810 
C40 0.793 0.793 0.793 0.793 0.793 
C41 0.794 0.801 0.794 0.794 0.794 
F1 -0.262 -0.262 -0.261 -0.261 -0.261 
F2 -0.274 -0.275 -0.274 -0.274 -0.274 
F3 -0.275 -0.276 -0.275 -0.275 -0.275 
F4 -0.263 -0.263 -0.261 -0.263 -0.262 
F5 -0.262 -0.262 -0.261 -0.261 -0.261 
F6 -0.275 -0.275 -0.274 -0.274 -0.274 
F7 -0.275 -0.275 -0.274 -0.274 -0.274 
F8 -0.261 -0.262 -0.261 -0.261 -0.261 
F9 -0.263 -0.263 -0.263 -0.263 -0.263 
F10 -0.276 -0.276 -0.275 -0.276 -0.275 
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F11 -0.274 -0.275 -0.273 -0.274 -0.273 
F12 -0.260 -0.262 -0.260 -0.260 -0.260 
F13 -0.256 -0.256 -0.257 -0.256 -0.256 
F14 -0.288 -0.286 -0.288 -0.287 -0.288 
F15 -0.289 -0.290 -0.290 -0.290 -0.289 
F16 -0.256 -0.257 -0.256 -0.256 -0.256 
F17 -0.242 -0.242 -0.242 -0.242 -0.242 
F18 -0.238 -0.238 -0.238 -0.238 -0.238 
F19 -0.266 -0.265 -0.265 -0.266 -0.265 
F20 -0.243 -0.242 -0.243 -0.243 -0.243 
F21 -0.238 -0.243 -0.239 -0.238 -0.238 
F22 -0.265 -0.264 -0.265 -0.265 -0.265 
F23 -0.241 -0.243 -0.240 -0.241 -0.241 
F24 -0.257 -0.257 -0.237 -0.235 -0.235 
F25 -0.235 -0.235 -0.257 -0.257 -0.257 
F26 -0.240 -0.240 -0.241 -0.240 -0.240 
F27 -0.236 -0.261 -0.236 -0.237 -0.237 
F28 -0.258 -0.242 -0.258 -0.259 -0.258 
F29 -0.239 -0.261 -0.239 -0.239 -0.239 
F30 -0.262 -0.238 -0.243 -0.243 -0.243 
F31 -0.242 -0.245 -0.262 -0.262 -0.262 
F32 -0.262 -0.242 -0.239 -0.239 -0.243 
F33 -0.241 -0.238 -0.241 -0.241 -0.241 
F34 -0.242 -0.263 -0.262 -0.262 -0.262 
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The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for F40MPc 
are presented in Tables B.10-12 following the atom labeling scheme depicted in Figure B.4.  
 
Figure B.4. Atom labeling scheme for F40MPc bond lengths, 3-body angles, and atomic charges. 
Table B.10.  Calculated bond lengths of F40MPc with B3LYP functional and 6-31G basis set. 
 F40ZnPc F40MgPc F40CoPc F40CuPc F40FePc 
      
M-N1 2.002 2.002 1.938 1.958 1.953 
M-N2 2.012 2.012 1.941 1.960 1.957 
M-N3 2.009 2.009 1.942 1.962 1.958 
M-N4 2.006 2.006 1.938 1.958 1.953 
N1-C25 1.390 1.390 1.395 1.389 1.393 
N1-C32 1.382 1.382 1.389 1.384 1.387 
N2-C17 1.384 1.384 1.394 1.387 1.391 
N2-C24 1.385 1.385 1.391 1.385 1.388 
N3-C9 1.384 1.384 1.390 1.384 1.388 
N3-C16 1.384 1.384 1.394 1.388 1.391 
N4-C1 1.382 1.382 1.390 1.384 1.387 
N4-C8 1.388 1.388 1.395 1.389 1.392 
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N5-C1 1.331 1.331 1.323 1.326 1.325 
N5-C32 1.332 1.332 1.323 1.326 1.325 
N6-C24 1.335 1.335 1.325 1.328 1.328 
N6-C25 1.329 1.329 1.319 1.321 1.321 
N7-C16 1.327 1.327 1.321 1.323 1.323 
N7-C17 1.327 1.327 1.322 1.324 1.324 
N8-C8 1.327 1.327 1.318 1.321 1.321 
N8-C9 1.334 1.334 1.325 1.328 1.327 
C1-C2 1.461 1.461 1.454 1.454 1.454 
C2-C3 1.390 1.390 1.391 1.389 1.391 
C2-C7 1.421 1.421 1.413 1.415 1.416 
C3-C4 1.396 1.396 1.395 1.395 1.395 
C3-F8 1.371 1.371 1.371 1.371 1.370 
C4-C5 1.398 1.398 1.400 1.400 1.400 
C4-F7 1.371 1.371 1.372 1.371 1.371 
C5-C6 1.396 1.396 1.395 1.395 1.396 
C5-F6 1.371 1.371 1.371 1.371 1.371 
C6-C7 1.390 1.390 1.391 1.389 1.391 
C6-F5 1.370 1.370 1.370 1.370 1.370 
C7-C8 1.461 1.461 1.454 1.454 1.454 
C9-C10 1.464 1.464 1.454 1.454 1.455 
C10-C11 1.394 1.394 1.395 1.393 1.395 
C10-C15 1.400 1.400 1.397 1.399 1.399 
C11-C12 1.420 1.420 1.417 1.416 1.417 
C11-F4 1.372 1.372 1.373 1.373 1.372 
C12-C13 1.451 1.451 1.446 1.446 1.446 
C12-F3 1.552 1.552 1.554 1.554 1.554 
C13-C14 1.399 1.399 1.399 1.398 1.399 
C13-C35 1.538 1.538 1.531 1.530 1.531 
C14-C15 1.382 1.382 1.385 1.382 1.384 
C14-F1 1.377 1.377 1.379 1.379 1.378 
C15-C16 1.452 1.452 1.450 1.449 1.450 
C17-C18 1.451 1.451 1.449 1.449 1.450 
C18-C19 1.380 1.380 1.384 1.382 1.384 
C18-C23 1.401 1.401 1.398 1.399 1.400 
C19-C20 1.398 1.398 1.399 1.399 1.399 
C19-F16 1.377 1.377 1.378 1.378 1.378 
C20-C21 1.450 1.450 1.448 1.448 1.448 
C20-C34 1.534 1.534 1.532 1.532 1.532 
C21-C22 1.424 1.424 1.416 1.415 1.415 
C21-C33 1.559 1.559 1.552 1.551 1.551 
C22-C23 1.396 1.396 1.395 1.393 1.395 
C22-F13 1.373 1.373 1.373 1.373 1.373 
C23-C24 1.469 1.469 1.455 1.454 1.455 
C25-C26 1.463 1.463 1.454 1.454 1.455 
C26-C27 1.390 1.390 1.391 1.389 1.391 
C26-C31 1.421 1.421 1.413 1.415 1.416 
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C27-C28 1.396 1.396 1.396 1.395 1.396 
C27-F12 1.370 1.370 1.370 1.370 1.370 
C28-C29 1.398 1.398 1.399 1.400 1.400 
C28-F11 1.371 1.371 1.371 1.371 1.371 
C29-C30 1.395 1.395 1.395 1.395 1.395 
C29-F10 1.371 1.371 1.372 1.372 1.371 
C30-C31 1.390 1.390 1.391 1.389 1.391 
C30-F9 1.371 1.371 1.371 1.371 1.370 
C31-C32 1.460 1.460 1.454 1.453 1.454 
C33-F14 1.439 1.439 1.430 1.430 1.430 
C33-C38 1.580 1.580 1.581 1.580 1.580 
C33-C37 1.568 1.568 1.565 1.564 1.565 
C38-F20 1.372 1.372 1.380 1.380 1.379 
C38-F21 1.378 1.378 1.377 1.377 1.377 
C38-F22 1.388 1.388 1.382 1.382 1.382 
C37-F17 1.386 1.386 1.386 1.386 1.386 
C37-F18 1.373 1.373 1.376 1.376 1.376 
C37-F19 1.380 1.380 1.378 1.378 1.378 
C34-F15 1.415 1.415 1.419 1.419 1.419 
C34-C40 1.564 1.564 1.567 1.567 1.566 
C34-C39 1.564 1.564 1.573 1.573 1.573 
C40-F26 1.372 1.372 1.374 1.374 1.374 
C40-F27 1.380 1.380 1.381 1.381 1.381 
C40-F28 1.385 1.385 1.380 1.380 1.380 
C39-F23 1.384 1.384 1.383 1.383 1.383 
C39-F24 1.378 1.378 1.381 1.380 1.380 
C39-F25 1.376 1.376 1.374 1.374 1.374 
C35-F2 1.416 1.416 1.418 1.417 1.417 
C35-C41 1.562 1.562 1.559 1.559 1.559 
C35-C42 1.570 1.570 1.575 1.574 1.575 
C41-F29 1.375 1.375 1.376 1.376 1.376 
C41-F30 1.378 1.378 1.378 1.378 1.378 
C41-F31 1.384 1.384 1.383 1.384 1.383 
C42-F32 1.383 1.383 1.382 1.382 1.382 
C42-F33 1.376 1.376 1.380 1.380 1.380 
C42-F34 1.378 1.378 1.376 1.376 1.375 
C36-F3 1.441 1.441 1.429 1.429 1.429 
C36-C44 1.580 1.580 1.576 1.574 1.574 
C36-C43 1.570 1.570 1.581 1.582 1.582 
C44-F35 1.370 1.370 1.370 1.370 1.370 
C44-F36 1.378 1.378 1.380 1.380 1.380 
C44-F37 1.390 1.390 1.388 1.388 1.388 
C43-F38 1.387 1.387 1.377 1.377 1.377 
C43-F39 1.375 1.375 1.387 1.387 1.387 
C43-F40 1.377 1.377 1.378 1.378 1.378 
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Table B.11.  Calculated 3-body bond angles of F40MPc with B3LYP functional and 6-31G basis 
set. 
 F40ZnPc F40MgPc F40CoPc F40CuPc F40FePc 
      
N1-M-N2 89.33 89.33 89.95 89.95 89.93 
N1-M-N3 174.35 174.35 178.84 179.45 179.49 
N1-M-N4 90.32 90.32 89.91 89.93 89.97 
M-N1-C25 125.58 125.58 126.30 126.00 126.07 
M-N1-C32 124.78 124.78 126.41 126.09 126.11 
N2-M-N3 90.51 90.51 90.14 90.15 90.13 
N2-M-N4 174.81 174.81 179.56 179.87 179.90 
M-N2-C17 124.13 124.13 126.03 125.73 125.76 
M-N2-C24 126.18 126.18 126.50 126.18 126.22 
N3-M-N4 89.33 89.33 89.99 89.97 89.96 
M-N3-C9 125.99 125.99 126.44 126.13 126.18 
M-N3-C16 124.41 124.41 126.12 125.73 125.80 
M-N4-C1 124.90 124.90 126.46 126.13 126.15 
M-N4-C8 125.53 125.53 126.29 125.98 126.04 
C25-N1-C32 109.63 109.63 107.28 107.90 107.82 
N1-C25-N6 127.21 127.21 127.19 127.06 127.18 
N1-C25-C26 108.19 108.19 109.69 109.44 109.40 
N1-C32-N5 127.34 127.34 127.22 127.09 127.20 
N1-C32-C31 108.58 108.58 109.89 109.62 109.59 
C17-N2-C24 109.67 109.67 107.47 108.10 108.01 
N2-C17-N7 127.69 127.69 127.29 127.16 127.29 
N2-C17-C18 108.04 108.04 109.18 108.91 108.87 
N2-C24-N6 126.24 126.24 126.91 126.81 126.92 
N2-C24-C23 107.90 107.90 109.40 109.13 109.11 
C9-N3-C16 109.59 109.59 107.43 108.04 107.98 
N3-C9-N8 126.63 126.63 126.95 126.80 126.93 
N3-C9-C10 107.99 107.99 109.45 109.20 109.13 
N3-C16-N7 127.48 127.48 127.18 127.04 127.22 
N3-C16-C15 108.06 108.06 109.19 108.93 108.89 
C1-N4-C8 109.55 109.55 107.25 107.86 107.80 
N4-C1-N5 127.03 127.03 127.16 127.04 127.16 
N4-C1-C2 108.58 108.58 109.90 109.65 109.59 
N4-C8-N8 127.22 127.22 127.18 127.05 127.19 
N4-C8-C7 108.36 108.36 109.74 109.50 109.44 
C1-N5-C32 125.40 125.40 122.81 123.70 123.38 
N5-C1-C2 124.37 124.37 122.93 123.31 123.25 
N5-C32-C31 124.07 124.07 122.89 123.29 123.20 
C24-N6-C25 125.41 125.41 123.10 123.96 123.63 
N6-C24-C23 125.85 125.85 123.66 124.05 123.96 
N6-C25-C26 124.59 124.59 123.12 123.49 123.42 
C16-N7-C17 125.50 125.50 123.01 123.91 123.56 
N7-C16-C15 124.46 124.46 123.62 124.01 123.89 
N7-C17-C18 124.23 124.23 123.40 123.81 123.70 
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C8-N8-C9 125.24 125.24 123.15 124.04 123.70 
N8-C8-C7 124.42 124.42 123.08 123.44 123.37 
N8-C9-C10 125.39 125.39 123.59 123.97 123.93 
C1-C2-C3 132.92 132.92 132.87 132.93 132.86 
C1-C2-C7 106.71 106.71 106.55 106.49 106.58 
C3-C2-C7 120.37 120.37 120.57 120.57 120.55 
C2-C3-C4 118.84 118.84 118.60 118.60 118.60 
C2-C3-F8 122.35 122.35 122.49 122.40 122.44 
C2-C7-C6 120.38 120.38 120.61 120.59 120.58 
C2-C7-C8 106.79 106.79 106.56 106.50 106.59 
C4-C3-F8 118.81 118.81 118.91 119.00 118.95 
C3-C4-C5 120.77 120.77 120.82 120.81 120.82 
C3-C4-F7 120.01 120.01 120.00 119.98 119.98 
C5-C4-F7 119.23 119.23 119.18 119.19 119.17 
C4-C5-C6 120.79 120.79 120.82 120.81 120.84 
C4-C5-F6 119.22 119.22 119.16 119.17 119.15 
C6-C5-F6 119.99 119.99 120.02 120.01 120.01 
C5-C6-C7 118.83 118.83 118.58 118.59 118.58 
C5-C6-F5 118.84 118.84 118.94 119.02 118.97 
C7-C6-F5 122.33 122.33 122.48 122.39 122.45 
C6-C7-C8 132.83 132.83 132.83 132.89 132.81 
C9-C10-C11 133.40 133.40 132.63 132.71 132.63 
C9-C10-C15 106.76 106.76 106.68 106.60 106.69 
C11-C10-C15 119.84 119.84 120.67 120.66 120.64 
C10-C11-C12 122.56 122.56 122.17 122.17 122.18 
C10-C11-F4 113.95 113.95 114.37 114.28 114.37 
C10-C15-C14 118.97 118.97 118.44 118.46 118.45 
C10-C15-C16 107.61 107.61 107.22 107.20 107.26 
C12-C11-F4 123.49 123.49 123.46 123.53 123.44 
C11-C12-C13 116.71 116.71 116.35 116.35 116.37 
C11-C12-C36 117.17 117.17 117.61 117.54 117.48 
C13-C12-C36 126.11 126.11 126.02 126.10 126.11 
C12-C13-C14 118.79 118.79 119.64 119.66 119.68 
C12-C13-C35 126.23 126.23 125.31 125.34 125.35 
C12-C36-F3 109.02 109.02 107.91 107.81 107.83 
C12-C36-C44 115.92 115.92 115.83 115.95 115.56 
C12-C36-C43 113.72 113.72 114.55 114.50 114.85 
C14-C13-C35 114.97 114.97 115.01 114.98 114.91 
C13-C14-C15 123.11 123.11 122.63 122.60 122.62 
C13-C14-F1 119.25 119.25 118.78 118.87 118.82 
C13-C35-F2 108.62 108.62 108.91 108.94 108.87 
C13-C35-C41 113.75 113.75 112.59 112.50 112.57 
C13-C35-C42 115.17 115.17 115.33 115.39 115.28 
C15-C14-F1 117.63 117.63 118.56 118.51 118.53 
C14-C15-C16 133.42 133.42 134.34 134.34 134.30 
C17-C18-C19 133.13 133.13 134.06 134.07 134.05 
C17-C18-C23 107.82 107.82 107.26 107.23 107.30 
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C19-C18-C23 119.04 119.04 118.63 118.66 118.62 
C18-C19-C20 123.15 123.15 122.62 122.62 122.59 
C18-C19-F16 117.73 117.73 118.65 118.56 118.64 
C18-C23-C22 119.64 119.64 120.43 120.45 120.41 
C18-C23-C24 106.55 106.55 106.63 106.57 106.66 
C20-C19-F16 119.12 119.12 118.72 118.76 118.77 
C19-C20-C21 119.03 119.03 119.22 119.26 119.24 
C19-C20-C34 114.78 114.78 114.94 114.81 114.90 
C21-C20-C34 126.18 126.18 125.76 125.77 125.77 
C20-C21-C22 116.30 116.30 116.55 116.60 116.57 
C20-C21-C33 126.58 126.58 125.61 125.55 125.64 
C20-C34-F15 108.11 108.11 108.84 108.82 108.84 
C20-C34-C40 115.05 115.05 114.19 114.18 114.09 
C20-C34-C39 114.36 114.36 114.52 114.47 114.53 
C22-C21-C33 117.09 117.09 117.60 117.59 117.58 
C21-C22-C23 122.77 122.77 122.20 122.16 122.18 
C21-C22-F13 123.73 123.73 122.90 122.98 122.97 
C21-C33-F14 107.54 107.54 108.67 108.65 108.67 
C21-C33-C38 116.37 116.37 116.35 116.29 116.41 
C21-C33-C37 115.65 115.65 113.64 113.67 113.51 
C23-C22-F13 113.50 113.50 114.89 114.84 114.85 
C22-C23-C24 133.81 133.81 132.94 132.98 132.93 
C25-C26-C27 133.02 133.02 132.87 132.93 132.86 
C25-C26-C31 106.80 106.80 106.57 106.51 106.59 
C27-C26-C31 120.18 120.18 120.56 120.56 120.54 
C26-C27-C28 118.87 118.87 118.58 118.60 118.60 
C26-C27-F12 122.35 122.35 122.48 122.38 122.45 
C26-C31-C30 120.57 120.57 120.62 120.62 120.59 
C26-C31-C32 106.79 106.79 106.57 106.52 106.60 
C28-C27-F12 118.77 118.77 118.93 119.02 118.95 
C27-C28-C29 120.87 120.87 120.82 120.81 120.85 
C27-C28-F11 120.02 120.02 119.99 119.98 119.99 
C29-C28-F11 119.12 119.12 119.19 119.21 119.16 
C28-C29-C30 120.69 120.69 120.83 120.84 120.83 
C28-C29-F10 119.32 119.32 119.17 119.15 119.18 
C30-C29-F10 120.00 120.00 120.00 120.01 120.00 
C29-C30-C31 118.82 118.82 118.58 118.58 118.60 
C29-C30-F9 118.88 118.88 118.93 119.02 118.96 
C31-C30-F9 122.31 122.31 122.49 122.41 122.44 
C30-C31-C32 132.63 132.63 132.82 132.85 132.82 
F14-C33-C38 98.08 98.08 102.39 102.37 102.45 
F14-C33-C37 97.05 97.05 97.96 97.98 97.97 
C38-C33-C37 117.53 117.53 115.14 115.20 115.17 
C33-C38-F20 118.49 118.49 113.10 113.07 113.10 
C33-C38-F21 109.82 109.82 110.50 110.57 110.47 
C33-C38-F22 106.53 106.53 110.52 110.57 110.50 
C33-C37-F17 106.60 106.60 107.37 107.38 107.39 
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C33-C37-F18 118.72 118.72 116.95 116.90 116.91 
C33-C37-F19 109.09 109.09 109.57 109.58 109.56 
F20-C38-F21 105.89 105.89 106.75 106.68 106.79 
F20-C38-F22 107.67 107.67 108.94 108.87 108.97 
F21-C38-F22 108.07 108.07 106.77 106.82 106.75 
F17-C37-F18 106.21 106.21 106.35 106.35 106.39 
F17-C37-F19 108.82 108.82 108.38 108.41 108.38 
F18-C37-F19 107.07 107.07 107.91 107.93 107.93 
F15-C34-C40 100.30 100.30 100.75 100.75 100.80 
F15-C34-C39 104.37 104.37 105.76 105.85 105.77 
C40-C34-C39 112.91 112.91 111.47 111.47 111.51 
C34-C40-F26 115.90 115.90 115.21 115.29 115.19 
C34-C40-F27 108.87 108.87 108.65 108.67 108.67 
C34-C40-F28 107.91 107.91 109.10 109.19 109.10 
C34-C39-F23 109.59 109.59 110.58 110.51 110.59 
C34-C39-F24 113.17 113.17 111.89 111.90 111.90 
C34-C39-F25 110.38 110.38 110.54 110.45 110.53 
F26-C40-F27 107.42 107.42 108.06 107.97 108.04 
F26-C40-F28 107.95 107.95 107.14 107.12 107.15 
F27-C40-F28 108.61 108.61 108.50 108.42 108.51 
F23-C39-F24 108.02 108.02 107.84 107.89 107.83 
F23-C39-F25 108.24 108.24 108.17 108.21 108.15 
F24-C39-F25 107.30 107.30 107.69 107.76 107.71 
F2-C35-C41 102.35 102.35 102.40 102.36 102.35 
F2-C35-C42 102.65 102.65 104.28 104.35 104.36 
C41-C35-C42 112.73 112.73 112.10 112.08 112.18 
C35-C41-F29 114.42 114.42 113.74 113.82 113.79 
C35-C41-F30 109.68 109.68 110.00 110.01 109.94 
C35-C41-F31 108.80 108.80 108.70 108.67 108.64 
C35-C42-F32 109.48 109.48 110.90 110.90 110.93 
C35-C42-F33 114.21 114.21 112.29 112.35 112.26 
C35-C42-F34 109.47 109.47 109.98 109.98 110.00 
F29-C41-F30 107.59 107.59 108.46 108.47 108.50 
F29-C41-F31 107.65 107.65 107.18 107.10 107.19 
F30-C41-F31 108.55 108.55 108.62 108.63 108.63 
F32-C42-F33 108.18 108.18 108.34 108.30 108.32 
F32-C42-F34 108.37 108.37 107.86 107.81 107.87 
F33-C42-F34 106.97 106.97 107.31 107.34 107.30 
F3-C36-C44 95.67 95.67 98.58 98.78 98.87 
F3-C36-C43 97.96 97.96 101.80 101.71 101.70 
C44-C36-C43 120.11 120.11 115.37 115.29 115.26 
C36-C44-F35 120.00 120.00 118.35 118.21 118.01 
C36-C44-F36 109.70 109.70 109.11 109.17 109.18 
C36-C44-F37 105.23 105.23 106.61 106.61 106.72 
C36-C43-F38 106.52 106.52 110.36 110.42 110.44 
C36-C43-F39 117.31 117.31 112.12 112.05 111.96 
C36-C43-F40 110.61 110.61 111.85 111.90 111.96 
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F35-C44-F36 106.32 106.32 106.64 106.77 106.79 
F35-C44-F37 106.70 106.70 107.35 107.31 107.38 
F36-C44-F37 108.45 108.45 108.45 108.45 108.46 
F38-C43-F39 105.35 105.35 105.83 105.81 105.88 
F38-C43-F40 108.82 108.82 107.43 107.39 107.28 
F39-C43-F40 107.86 107.86 108.98 109.00 109.06 
 
 
Table B.12.  Calculated Mullikan Atomic Charges of F40MPc with B3LYP functional and 6-31G 
basis set. 
 F40ZnPc F40MgPc F40CoPc F40CuPc F40FePc 
      
M 1.046 1.290 1.083 0.992 1.015 
N1 -0.682 -0.750 -0.695 -0.677 -0.704 
N2 -0.681 -0.746 -0.698 -0.680 -0.707 
N3 -0.682 -0.747 -0.697 -0.679 -0.706 
N4 -0.680 -0.747 -0.695 -0.677 -0.704 
N5 -0.332 -0.333 -0.315 -0.321 -0.325 
N6 -0.327 -0.327 -0.308 -0.313 -0.317 
N7 -0.314 -0.314 -0.303 -0.308 -0.312 
N8 -0.324 -0.324 -0.307 -0.313 -0.317 
C1 0.368 0.375 0.350 0.357 0.367 
C2 0.036 0.034 0.044 0.041 0.041 
C3 0.250 0.249 0.254 0.253 0.255 
C4 0.279 0.279 0.278 0.279 0.279 
C5 0.279 0.279 0.279 0.279 0.279 
C6 0.251 0.250 0.255 0.254 0.256 
C7 0.037 0.035 0.047 0.045 0.045 
C8 0.362 0.369 0.344 0.351 0.361 
C9 0.362 0.368 0.343 0.350 0.360 
C10 0.042 0.039 0.040 0.038 0.038 
C11 0.268 0.267 0.268 0.267 0.269 
C12 0.014 0.014 0.025 0.026 0.026 
C13 0.061 0.061 0.054 0.056 0.054 
C14 0.234 0.233 0.243 0.243 0.245 
C15 0.044 0.042 0.064 0.061 0.061 
C16 0.369 0.375 0.356 0.362 0.371 
C17 0.371 0.377 0.357 0.364 0.373 
C18 0.035 0.034 0.059 0.056 0.055 
C19 0.236 0.235 0.243 0.241 0.244 
C20 0.053 0.052 0.046 0.048 0.046 
C21 0.029 0.029 0.023 0.023 0.023 
C22 0.265 0.264 0.268 0.268 0.269 
C23 0.047 0.045 0.046 0.043 0.044 
C24 0.363 0.369 0.343 0.350 0.360 
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C25 0.365 0.371 0.345 0.352 0.361 
C26 0.041 0.038 0.048 0.045 0.046 
C27 0.249 0.248 0.255 0.254 0.256 
C28 0.280 0.280 0.279 0.280 0.280 
C29 0.278 0.278 0.278 0.279 0.279 
C30 0.251 0.251 0.254 0.254 0.256 
C31 0.031 0.029 0.043 0.040 0.040 
C32 0.370 0.377 0.350 0.357 0.367 
C33 0.066 0.066 0.055 0.054 0.055 
C34 0.061 0.061 0.058 0.058 0.058 
C35 0.065 0.065 0.051 0.050 0.050 
C36 0.065 0.065 0.057 0.057 0.057 
C37 0.798 0.798 0.807 0.807 0.807 
C38 0.800 0.800 0.827 0.827 0.828 
C39 0.810 0.810 0.825 0.825 0.825 
C40 0.803 0.803 0.806 0.806 0.806 
C41 0.805 0.805 0.812 0.812 0.812 
C42 0.807 0.807 0.821 0.822 0.821 
C43 0.799 0.799 0.809 0.809 0.809 
C44 0.806 0.806 0.825 0.825 0.825 
F1 -0.268 -0.268 -0.271 -0.271 -0.271 
F2 -0.291 -0.291 -0.293 -0.293 -0.293 
F3 -0.276 -0.276 -0.277 -0.277 -0.277 
F4 -0.254 -0.254 -0.254 -0.254 -0.254 
F5 -0.259 -0.259 -0.259 -0.258 -0.258 
F6 -0.272 -0.273 -0.273 -0.272 -0.272 
F7 -0.273 -0.273 -0.274 -0.273 -0.273 
F8 -0.261 -0.261 -0.261 -0.260 -0.260 
F9 -0.261 -0.261 -0.261 -0.260 -0.260 
F10 -0.273 -0.273 -0.274 -0.273 -0.273 
F11 -0.272 -0.273 -0.273 -0.272 -0.272 
F12 -0.259 -0.259 -0.259 -0.258 -0.258 
F13 -0.256 -0.256 -0.255 -0.255 -0.255 
F14 -0.276 -0.276 -0.277 -0.276 -0.276 
F15 -0.289 -0.289 -0.294 -0.293 -0.294 
F16 -0.268 -0.268 -0.261 -0.268 -0.268 
F17 -0.258 -0.258 -0.258 -0.258 -0.258 
F18 -0.246 -0.246 -0.247 -0.247 -0.247 
F19 -0.241 -0.241 -0.247 -0.247 -0.247 
F20 -0.242 -0.242 -0.243 -0.243 -0.243 
F21 -0.235 -0.235 -0.251 -0.251 -0.250 
F22 -0.262 -0.262 -0.260 -0.259 -0.239 
F23 -0.260 -0.260 -0.261 -0.260 -0.261 
F24 -0.239 -0.239 -0.239 -0.239 -0.239 
F25 -0.240 -0.240 -0.246 -0.245 -0.246 
F26 -0.257 -0.257 -0.251 -0.251 -0.251 
F27 -0.244 -0.245 -0.248 -0.248 -0.248 
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F28 -0.233 -0.233 -0.238 -0.238 -0.238 
F29 -0.258 -0.258 -0.256 -0.256 -0.256 
F30 -0.236 -0.236 -0.239 -0.239 -0.239 
F31 -0.242 -0.242 -0.244 -0.245 -0.244 
F32 -0.239 -0.239 -0.258 -0.258 -0.258 
F33 -0.341 -0.241 -0.245 -0.240 -0.245 
F34 -0.258 -0.258 -0.240 -0.237 -0.240 
F35 -0.262 -0.262 -0.263 -0.263 -0.262 
F36 -0.236 -0.236 -0.238 -0.238 -0.237 
F37 -0.244 -0.244 -0.248 -0.250 -0.247 
F38 -0.256 -0.256 -0.267 -0.268 -0.268 
F39 -0.246 -0.246 -0.250 -0.250 -0.250 
F40 -0.245 -0.245 -0.243 -0.243 -0.243 
 
The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for F52MPc 
are presented in Tables B.13-15 following the atom labeling scheme depicted in Figure B.5.  
 
Figure B.5. Atom labeling scheme for F52MPc bond lengths, 3-body angles, and atomic charges. 
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Table B.13.  Calculated bond lengths of F52MPc with B3LYP functional and 6-31G basis set. 
 F52ZnPc F52MgPc F52CoPc F52CuPc F52FePc 
      
M-N1 2.015 2.015 1.945 1.969 1.968 
M-N2 2.038 2.038 1.981 1.999 2.003 
M-N3 2.034 2.034 1.978 1.995 2.001 
M-N4 2.022 2.022 1.952 1.975 1.974 
N1-C25 1.389 1.389 1.396 1.393 1.394 
N1-C32 1.380 1.380 1.388 1.384 1.387 
N2-C17 1.388 1.388 1.397 1.393 1.395 
N2-C24 1.375 1.375 1.384 1.380 1.382 
N3-C9 1.375 1.375 1.383 1.379 1.381 
N3-C16 1.387 1.387 1.396 1.392 1.395 
N4-C1 1.377 1.377 1.386 1.382 1.385 
N4-C8 1.388 1.388 1.396 1.394 1.394 
N5-C1 1.328 1.328 1.321 1.324 1.324 
N5-C32 1.328 1.328 1.321 1.324 1.323 
N6-C24 1.333 1.333 1.326 1.330 1.328 
N6-C25 1.315 1.315 1.309 1.311 1.311 
N7-C16 1.335 1.335 1.328 1.332 1.331 
N7-C17 1.334 1.334 1.327 1.331 1.330 
N8-C8 1.313 1.313 1.306 1.309 1.308 
N8-C9 1.331 1.331 1.324 1.328 1.326 
C1-C2 1.457 1.457 1.452 1.456 1.453 
C2-C3 1.390 1.390 1.393 1.392 1.394 
C2-C7 1.419 1.419 1.414 1.416 1.416 
C3-C4 1.395 1.395 1.394 1.395 1.394 
C3-F8 1.371 1.371 1.371 1.370 1.371 
C4-C5 1.397 1.397 1.396 1.396 1.397 
C4-F7 1.371 1.371 1.371 1.371 1.371 
C5-C6 1.397 1.397 1.397 1.398 1.397 
C5-F6 1.371 1.371 1.372 1.372 1.371 
C6-C7 1.391 1.391 1.394 1.393 1.393 
C6-F5 1.369 1.369 1.368 1.368 1.369 
C7-C8 1.472 1.472 1.468 1.472 1.470 
C9-C10 1.484 1.484 1.481 1.485 1.482 
C10-C11 1.441 1.441 1.447 1.445 1.446 
C10-C15 1.446 1.446 1.440 1.443 1.442 
C11-C12 1.420 1.420 1.421 1.421 1.421 
C11-C38 1.551 1.551 1.551 1.551 1.551 
C12-C12 1.397 1.397 1.397 1.397 1.397 
C12-C37 1.543 1.543 1.547 1.545 1.546 
C13-C14 1.382 1.382 1.382 1.383 1.382 
C13-F2 1.384 1.384 1.384 1.384 1.385 
C14-C15 1.417 1.417 1.421 1.420 1.421 
C14-C36 1.522 1.522 1.522 1.522 1.522 
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C15-C16 1.503 1.503 1.501 1.504 1.502 
C17-C18 1.504 1.504 1.502 1.505 1.503 
C18-C19 1.416 1.416 1.421 1.419 1.420 
C18-C23 1.448 1.448 1.441 1.445 1.444 
C19-C20 1.381 1.381 1.381 1.382 1.381 
C19-C35 1.523 1.523 1.523 1.523 1.523 
C20-C21 1.394 1.394 1.393 1.393 1.394 
C20-F15 1.385 1.385 1.386 1.386 1.386 
C21-C22 1.418 1.418 1.419 1.419 1.419 
C21-C34 1.537 1.537 1.541 1.539 1.540 
C22-C23 1.445 1.445 1.451 1.448 1.450 
C22-C33 1.558 1.558 1.558 1.558 1.558 
C23-C24 1.489 1.489 1.486 1.489 1.487 
C25-C26 1.471 1.471 1.467 1.471 1.469 
C26-C27 1.389 1.389 1.392 1.391 1.391 
C26-C31 1.418 1.418 1.413 1.415 1.415 
C27-C28 1.397 1.397 1.396 1.397 1.397 
C27-F12 1.367 1.367 1.367 1.367 1.367 
C28-C29 1.397 1.397 1.397 1.396 1.397 
C28-C11 1.371 1.371 1.372 1.372 1.371 
C29-C30 1.395 1.395 1.394 1.395 1.394 
C29-F10 1.371 1.371 1.371 1.372 1.372 
C30-C31 1.390 1.390 1.393 1.392 1.393 
C30-F9 1.371 1.371 1.371 1.371 1.371 
C31-C32 1.456 1.456 1.451 1.455 1.452 
C35-F16 1.408 1.408 1.407 1.407 1.407 
C35-C43 1.581 1.581 1.583 1.582 1.582 
C35-C44 1.554 1.554 1.555 1.555 1.555 
C43-F29 1.376 1.376 1.377 1.377 1.377 
C43-F30 1.378 1.378 1.378 1.377 1.378 
C43-F31 1.386 1.386 1.385 1.385 1.385 
C44-F32 1.382 1.382 1.382 1.382 1.382 
C44-F33 1.383 1.383 1.383 1.383 1.383 
C44-F34 1.374 1.374 1.374 1.374 1.374 
C34-F25 1.414 1.414 1.414 1.414 1.414 
C34-C42 1.582 1.582 1.583 1.582 1.583 
C34-C41 1.567 1.567 1.568 1.567 1.568 
C42-F26 1.380 1.380 1.381 1.381 1.381 
C42-F27 1.375 1.375 1.375 1.375 1.375 
C42-F28 1.382 1.382 1.381 1.381 1.381 
C41-F23 1.384 1.384 1.384 1.384 1.384 
C41-F24 1.375 1.375 1.374 1.374 1.374 
C41-F25 1.379 1.379 1.379 1.379 1.379 
C33-F13 1.421 1.421 1.421 1.420 1.421 
C33-C40 1.601 1.601 1.602 1.601 1.601 
C33-C39 1.564 1.564 1.564 1.564 1.564 
C40-F20 1.388 1.388 1.388 1.387 1.388 
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C40-F21 1.377 1.377 1.376 1.376 1.377 
C40-F22 1.377 1.377 1.377 1.377 1.377 
C39-F17 1.382 1.382 1.381 1.381 1.381 
C39-F18 1.377 1.377 1.377 1.376 1.377 
C39-F19 1.378 1.378 1.378 1.377 1.378 
C36-F1 1.409 1.409 1.408 1.408 1.408 
C36-C45 1.556 1.556 1.556 1.556 1.556 
C36-C46 1.578 1.578 1.580 1.578 1.579 
C45-F37 1.384 1.384 1.384 1.384 1.384 
C45-F36 1.373 1.373 1.373 1.373 1.373 
C45-F35 1.382 1.382 1.382 1.382 1.382 
C46-F40 1.384 1.384 1.384 1.385 1.384 
C46-F39 1.377 1.377 1.377 1.377 1.377 
C46-F38 1.378 1.378 1.378 1.378 1.378 
C37-F3 1.413 1.413 1.412 1.413 1.413 
C37-C48 1.578 1.578 1.579 1.578 1.578 
C37-C47 1.566 1.566 1.566 1.566 1.567 
C48-F45 1.380 1.380 1.380 1.380 1.380 
C48-F46 1.375 1.375 1.375 1.375 1.375 
C48-F44 1.383 1.383 1.382 1.383 1.383 
C47-F41 1.383 1.383 1.384 1.384 1.384 
C47-F42 1.375 1.375 1.375 1.376 1.375 
C47-F43 1.378 1.378 1.379 1.379 1.379 
C38-F4 1.433 1.433 1.433 1.433 1.433 
C38-C50 1.586 1.586 1.588 1.587 1.587 
C38-C49 1.571 1.571 1.571 1.571 1.571 
C50-F51 1.373 1.373 1.373 1.373 1.373 
C50-F52 1.376 1.376 1.376 1.376 1.377 
C50-F50 1.390 1.390 1.390 1.390 1.390 
C49-F47 1.381 1.381 1.381 1.381 1.381 
C49-F48 1.375 1.375 1.375 1.375 1.376 
C49-F49 1.378 1.378 1.377 1.377 1.377 
 
Table B.14.  Calculated 3-body bond angles of F52MPc with B3LYP functional and 6-31G basis 
set. 
 F52ZnPc F52MgPc F52CoPc F52CuPc F52FePc 
      
N1-M-N2 90.75 90.75 90.66 90.74 90.84 
N1-M-N3 174.69 174.69 176.28 176.54 176.73 
N1-M-N4 87.15 87.15 87.84 87.51 87.64 
M-N1-C25 123.80 123.80 125.35 124.72 124.68 
M-N1-C32 127.07 127.07 127.75 127.53 127.48 
N2-M-N3 91.09 91.09 90.79 90.94 90.64 
N2-M-N4 177.01 177.01 178.48 178.22 178.43 
M-N2-C17 124.16 124.16 125.59 125.05 125.19 
M-N2-C24 124.71 124.71 125.81 125.40 125.21 
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N3-M-N4 90.83 90.83 90.69 90.79 90.85 
M-N3-C9 124.37 124.37 125.54 125.09 124.94 
M-N3-C16 124.56 124.56 125.89 125.35 125.53 
M-N4-C1 127.21 127.21 127.88 127.70 127.61 
M-N4-C8 123.70 123.70 125.28 124.60 124.60 
C25-N1-C32 109.12 109.12 106.89 107.74 107.83 
N1-C25-N6 126.48 126.48 126.30 126.65 126.57 
N1-C25-C26 108.37 108.37 109.68 109.19 109.01 
N1-C32-N5 127.58 127.58 127.42 127.66 127.57 
N1-C32-C31 109.23 109.23 110.57 110.14 109.95 
C17-N2-C24 111.11 111.11 108.59 109.53 109.57 
N2-C17-N7 124.68 124.68 124.45 124.82 124.71 
N2-C17-C18 106.96 106.96 108.42 107.93 107.81 
N2-C24-N6 124.83 124.83 124.66 124.97 124.85 
N2-C24-C23 109.48 109.48 111.04 110.52 110.35 
C9-N3-C16 111.07 111.07 108.57 109.55 109.53 
N3-C9-N8 125.01 125.01 124.83 125.08 124.99 
N3-C9-C10 109.56 109.56 111.08 110.55 110.43 
N3-C16-N7 124.44 124.44 124.25 124.52 124.44 
N3-C16-C15 107.03 107.03 108.46 107.97 107.87 
C1-N4-C8 109.08 109.08 106.84 107.69 107.77 
N4-C1-N5 127.34 127.34 127.17 127.41 127.33 
N4-C1-C2 109.30 109.30 110.67 110.21 110.07 
N4-C8-N8 126.01 126.01 125.89 126.20 126.15 
N4-C8-C7 108.57 108.57 109.89 109.37 109.21 
C1-N5-C32 123.51 123.51 121.75 121.98 122.14 
N5-C1-C2 123.36 123.36 122.15 122.37 122.56 
N5-C32-C31 123.18 123.18 122.01 122.16 122.48 
C24-N6-C25 128.96 128.96 126.78 127.12 127.44 
N6-C24-C23 125.59 125.59 124.19 124.41 124.69 
N6-C25-C26 125.06 125.06 123.93 124.07 124.26 
C16-N7-C17 130.61 130.61 128.62 128.80 129.01 
N7-C16-C15 128.47 128.47 127.23 127.33 127.62 
N7-C17-C18 128.28 128.28 127.04 127.21 127.37 
C8-N8-C9 129.25 129.25 127.02 127.36 127.72 
N8-C8-C7 125.34 125.34 124.16 124.33 124.50 
N8-C9-C10 125.37 125.37 124.05 124.27 124.53 
C1-C2-C3 131.91 131.91 132.07 132.08 131.97 
C1-C2-C7 106.80 106.80 106.55 106.60 106.69 
C3-C2-C7 121.27 121.27 121.34 121.29 121.34 
C2-C3-C4 118.76 118.76 118.74 118.82 118.77 
C2-C3-F8 122.43 122.43 122.68 122.69 122.64 
C2-C7-C6 119.29 119.29 119.23 119.20 119.19 
C2-C7-C8 106.26 106.26 106.06 106.14 106.25 
C4-C3-F8 118.81 118.81 118.58 118.49 118.58 
C3-C4-C5 120.34 120.34 120.30 120.29 120.27 
C3-C4-F7 120.21 120.21 120.28 120.31 120.32 
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C5-C4-F7 119.45 119.45 119.42 119.40 119.42 
C4-C5-C6 121.05 121.05 121.04 121.00 121.10 
C4-C5-F6 119.25 119.25 119.20 119.19 119.16 
C6-C5-F6 119.71 119.71 119.76 119.80 119.74 
C5-C6-C7 119.28 119.28 119.32 119.39 119.33 
C5-C6-F5 117.53 117.53 117.16 117.11 117.18 
C7-C6-F5 123.19 123.19 123.52 123.48 123.49 
C6-C7-C8 134.36 134.36 134.56 134.58 134.47 
C9-C10-C11 131.83 131.83 132.07 132.11 131.96 
C9-C10-C15 105.17 105.17 104.89 104.94 105.08 
C11-C10-C15 122.99 122.99 123.03 122.95 122.95 
C10-C11-C12 116.69 116.69 116.79 116.84 116.78 
C10-C11-C38 121.38 121.38 121.74 121.63 121.63 
C10-C15-C14 117.99 117.99 117.90 117.89 117.97 
C10-C15-C16 107.13 107.13 106.91 106.94 107.02 
C12-C11-C38 121.53 121.53 121.06 121.13 121.16 
C11-C12-C13 116.66 116.66 116.45 116.48 116.54 
C11-C12-C37 129.63 129.63 129.92 129.81 129.79 
C11-C38-F4 108.32 108.32 108.18 108.09 108.25 
C11-C38-C50 113.70 113.70 113.81 113.87 113.89 
C11-C38-C49 115.63 115.63 115.66 115.61 115.56 
C13-C12-C37 113.56 113.56 113.49 113.55 113.52 
C12-C13-C14 128.13 128.13 128.23 128.16 128.19 
C12-C13-F2 115.30 115.30 115.14 115.16 115.17 
C12-C37-F3 110.95 110.95 110.99 110.96 110.98 
C12-C37-C48 115.78 115.78 116.02 115.93 115.99 
C12-C37-C47 111.55 111.55 111.63 111.62 111.59 
C14-C13-F2 116.53 116.53 116.58 116.64 116.60 
C13-C14-C15 116.09 116.09 116.15 116.15 116.13 
C13-C14-C36 116.78 116.78 116.30 116.39 116.45 
C15-C14-C36 126.96 126.96 127.38 127.24 127.27 
C14-C15-C16 134.88 134.88 135.19 135.14 135.01 
C14-C36-F1 107.11 107.11 106.92 106.85 107.02 
C14-C36-C45 109.49 109.49 109.60 109.62 109.45 
C14-C36-C46 116.82 116.82 116.99 116.95 117.04 
C17-C18-C19 134.57 134.57 134.91 134.89 134.72 
C17-C18-C23 107.09 107.09 106.87 106.90 106.99 
C19-C18-C23 118.33 118.33 118.21 118.20 118.28 
C18-C19-C20 116.02 116.02 116.07 116.10 116.06 
C18-C19-C35 127.71 127.71 128.12 127.99 128.01 
C18-C23-C22 122.78 122.78 122.84 122.75 122.76 
C18-C23-C24 104.86 104.86 104.58 104.63 104.79 
C20-C19-C35 116.26 116.26 115.78 115.89 115.91 
C19-C20-C21 128.19 128.19 128.34 128.28 128.30 
C19-C20-F15 116.51 116.51 116.54 116.61 116.57 
C19-C35-F16 107.29 107.29 107.13 107.05 107.15 
C19-C35-C43 116.20 116.20 116.42 116.37 116.35 
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C19-C35-C44 110.24 110.24 110.31 110.33 110.33 
C21-C20-F15 115.28 115.28 115.10 115.09 115.11 
C20-C21-C22 117.50 117.50 117.24 117.28 117.32 
C20-C21-C34 113.31 113.31 113.24 113.30 113.27 
C22-C21-C34 129.17 129.17 129.50 129.40 129.39 
C21-C22-C23 116.42 116.42 116.49 116.53 116.53 
C21-C22-C33 122.77 122.77 122.28 122.35 122.38 
C21-C34-F14 109.35 109.35 109.38 109.38 109.39 
C21-C34-C42 115.21 115.21 115.48 115.37 115.44 
C21-C34-C41 113.05 113.05 113.12 113.14 113.09 
C23-C22-C33 120.70 120.70 121.13 121.01 120.96 
C22-C23-C24 132.35 132.35 132.58 132.61 132.45 
C22-C33-F13 107.15 107.15 107.09 106.99 107.15 
C22-C33-C40 117.17 117.17 117.12 117.22 117.24 
C22-C22-C39 114.41 114.41 114.51 114.41 114.39 
C25-C26-C27 134.06 134.06 134.26 134.29 134.18 
C25-C26-C31 106.49 106.49 106.29 106.38 106.48 
C27-C26-C31 119.36 119.36 119.31 119.27 119.27 
C26-C27-C28 119.39 119.39 119.43 119.49 119.41 
C26-C27-F12 122.68 122.68 122.91 122.92 122.94 
C26-C31-C30 121.20 121.20 121.30 121.22 121.29 
C26-C31-C32 106.71 106.71 106.46 106.50 106.60 
C28-C27-F12 117.93 117.93 117.67 117.59 117.65 
C27-C28-C29 120.91 120.91 120.90 120.88 120.98 
C27-C28-F11 119.81 119.81 119.83 119.86 119.82 
C29-C28-F11 119.27 119.27 119.26 119.26 119.20 
C28-C29-C30 120.36 120.36 120.33 120.32 120.29 
C28-C29-F10 119.46 119.46 119.39 119.38 119.41 
C30-C29-F10 120.18 120.18 120.27 120.30 120.30 
C29-C30-C31 118.76 118.76 118.73 118.81 118.75 
C29-C30-F9 118.81 118.81 118.59 118.49 118.59 
C31-C30-F9 122.42 122.42 122.68 122.70 122.64 
C30-C31-C32 132.07 132.07 132.23 132.19 132.10 
F16-C35-C43 102.28 102.28 102.25 102.29 102.27 
F16-C35-C44 108.10 108.10 108.21 108.18 108.15 
C43-C35-C44 112.05 112.05 111.83 111.92 111.89 
C35-C43-F29 113.95 113.95 114.04 114.04 114.05 
C35-C43-F30 109.62 109.62 109.54 109.58 109.55 
C35-C43-F31 110.01 110.01 110.06 110.02 110.04 
C35-C44-F32 109.58 109.58 109.62 109.61 109.60 
C35-C44-F33 111.33 111.33 111.47 111.42 111.46 
C35-C44-F34 111.75 111.75 111.67 111.71 111.69 
F29-C43-F30 106.68 106.68 106.62 106.61 106.64 
F29-C43-F31 109.07 109.07 109.07 109.07 109.06 
F30-C43-F31 107.25 107.25 107.25 107.25 107.24 
F32-C44-F33 106.59 106.59 106.50 106.55 106.54 
F32-C44-F34 109.41 109.41 109.46 109.42 109.42 
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F33-C44-F34 108.04 108.04 107.96 107.98 107.97 
F14-C34-C42 104.72 104.72 104.57 104.57 104.61 
F14-C43-C41 100.82 100.82 100.79 100.79 100.76 
C42-C34-C41 112.28 112.28 112.04 112.13 112.09 
C34-C42-F26 111.98 111.98 111.97 111.97 112.00 
C34-C42-F27 110.04 110.04 110.01 110.06 110.04 
C34-C42-F28 111.34 111.34 111.44 111.35 111.37 
C34-C41-F23 108.40 108.40 108.32 108.28 108.35 
C34-C41-F24 115.76 115.76 115.79 115.75 115.79 
C34-C41-F25 108.85 108.85 108.84 108.93 108.87 
F26-C42-F27 107.40 107.40 107.27 107.27 107.30 
F26-C42-F28 108.15 108.15 108.22 108.25 108.19 
F27-C42-F28 107.75 107.75 107.76 107.75 107.76 
F23-C41-F24 106.99 106.99 107.07 107.08 107.06 
F23-C41-F25 108.67 108.67 108.63 108.61 108.61 
F24-C41-F25 107.98 107.98 108.01 108.00 107.97 
F13-C33-C40 99.40 99.40 99.49 99.54 99.44 
F13-C33-C39 103.74 103.74 103.81 103.80 103.79 
C40-C33-C39 112.65 112.65 112.51 112.57 112.54 
C33-C40-F20 111.33 111.33 111.44 111.36 111.42 
C33-C40-F21 113.42 113.42 113.46 113.51 113.47 
C33-C40-F22 110.29 110.29 110.24 110.27 110.27 
C33-C39-F17 109.03 109.03 108.88 108.91 108.92 
C33-C39-F18 115.23 115.23 115.38 115.33 115.34 
C33-C39-F19 109.87 109.87 109.80 109.78 109.82 
F20-C40-F21 109.40 109.40 109.42 109.44 109.38 
F20-C40-F22 105.84 105.84 105.75 105.74 105.78 
F21-C40-F22 106.17 106.17 106.13 106.11 106.13 
F17-C39-F18 105.82 105.82 105.80 105.87 105.80 
F17-C39-F19 109.38 109.38 109.59 109.55 109.51 
F18-C39-F19 107.34 107.34 107.25 107.24 107.28 
F1-C36-C45 108.62 108.62 108.79 108.73 108.71 
F1-C36-C46 102.25 102.25 102.18 102.25 102.20 
C45-C36-C46 111.95 111.95 111.75 111.82 111.81 
C36-C45-F37 110.94 110.94 111.03 111.03 111.02 
C36-C45-F36 112.06 112.06 112.02 112.03 112.02 
C36-C45-F35 109.66 109.66 109.64 109.63 109.65 
C36-C46-F40 109.99 109.99 110.11 110.03 110.06 
C36-C46-F39 114.17 114.17 114.21 114.23 114.22 
C36-C46-F38 109.48 109.48 109.42 109.46 109.44 
F37-C45-F36 108.07 108.07 107.99 107.99 108.01 
F37-C45-F35 106.47 106.47 106.37 106.43 106.41 
F36-C45-F35 109.49 109.49 109.62 109.56 109.56 
F40-C46-F39 109.05 109.05 108.97 108.97 109.00 
F40-C46-F38 107.34 107.34 107.37 107.38 107.37 
F39-C46-F38 106.55 106.55 106.49 106.50 106.49 
F3-C37-C48 104.57 104.57 104.44 104.48 104.48 
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F3-C37-C47 100.32 100.32 100.29 100.29 100.27 
C48-C37-C47 112.33 112.33 112.07 112.17 112.14 
C37-C48-F45 112.37 112.37 112.41 112.42 112.43 
C37-C48-F46 110.28 110.28 110.24 110.28 110.28 
C37-C48-F44 110.51 110.51 110.61 110.51 110.54 
C37-C47-F41 108.16 108.16 108.10 108.09 108.12 
C37-C47-F42 115.36 115.36 115.39 115.34 115.38 
C37-C47-F43 109.20 109.20 109.20 109.25 109.21 
F45-C48-F46 107.12 107.12 107.01 107.02 107.03 
F45-C48-F44 108.49 108.49 108.50 108.52 108.49 
F46-C48-F44 107.92 107.92 107.90 107.92 107.91 
F41-C47-F42 107.16 107.16 107.20 107.22 107.21 
F41-C47-F43 108.57 108.57 108.55 108.54 108.53 
F42-C47-F43 108.21 108.21 108.21 108.20 108.20 
F4-C38-C50 94.10 94.10 94.14 94.16 94.12 
F4-C38-C49 102.38 102.38 102.55 102.52 102.50 
C50-C38-C49 118.85 118.85 118.66 118.74 118.69 
C38-C50-F51 120.16 120.16 120.34 120.26 120.33 
C38-C50-F52 109.50 109.50 109.41 109.47 109.45 
C38-C50-F50 105.69 105.69 105.74 105.72 105.73 
C38-C49-F47 108.22 108.22 108.07 108.11 108.10 
C38-C49-F48 116.17 116.17 116.36 116.31 116.30 
C38-C49-F49 110.69 110.69 110.62 110.60 110.65 
F51-C50-F52 106.44 106.44 106.34 106.34 106.35 
F51-C50-F50 106.12 106.12 106.08 106.12 106.08 
F52-C50-F50 108.47 108.47 108.45 108.45 108.43 
F47-C49-F48 104.72 104.72 104.64 104.71 104.68 
F47-C49-F49 109.27 109.27 109.44 109.39 109.36 
F48-C49-F49 107.50 107.50 107.43 107.45 107.46 
 
 
Table B.15.  Calculated Mullikan Atomic Charges of F52MPc with B3LYP functional and 6-31G 
basis set. 
 F52ZnPc F52MgPc F52CoPc F52CuPc F52FePc 
      
M 1.041 1.272 1.077 0.989 1.155 
N1 -0.673 -0.738 -0.688 -0.672 -0.714 
N2 -0.671 -0.732 -0.683 -0.668 -0.708 
N3 -0.674 -0.735 -0.684 -0.670 -0.709 
N4 -0.670 -0.733 -0.686 -0.669 -0.712 
N5 -0.326 -0.327 -0.314 -0.319 -0.320 
N6 -0.345 -0.373 -0.332 -0.336 -0.335 
N7 -0.364 -0.364 -0.351 -0.355 -0.356 
N8 -0.340 -0.340 -0.326 -0.331 -0.330 
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C1 0.358 0.365 0.344 0.353 0.358 
C2 0.009 0.006 0.019 0.015 0.014 
C3 0.260 0.259 0.264 0.263 0.266 
C4 0.277 0.277 0.276 0.276 0.275 
C5 0.281 0.281 0.280 0.280 0.281 
C6 0.242 0.242 0.245 0.244 0.243 
C7 0.075 0.073 0.083 0.078 0.082 
C8 0.360 0.367 0.347 0.358 0.352 
C9 0.370 0.376 0.349 0.362 0.353 
C10 0.002 -0.001 0.013 0.008 0.014 
C11 0.073 0.072 0.075 0.075 0.073 
C12 0.027 0.027 0.028 0.026 0.027 
C13 0.282 0.282 0.279 0.280 0.275 
C14 0.021 0.019 0.023 0.023 0.025 
C15 0.037 0.035 0.044 0.040 0.040 
C16 0.410 0.416 0.394 0.405 0.405 
C17 0.407 0.413 0.394 0.402 0.404 
C18 0.025 0.023 0.032 0.030 0.028 
C19 0.027 0.026 0.031 0.028 0.031 
C20 0.275 0.275 0.272 0.274 0.271 
C21 0.036 0.036 0.037 0.037 0.037 
C22 0.092 0.090 0.093 0.092 0.091 
C23 -0.007 -0.010 0.004 -0.002 0.005 
C24 0.379 0.386 0.358 0.371 0.362 
C25 0.366 0.373 0.353 0.363 0.358 
C26 0.069 0.067 0.076 0.072 0.072 
C27 0.240 0.239 0.242 0.241 0.240 
C28 0.281 0.281 0.280 0.281 0.282 
C29 0.277 0.277 0.276 0.276 0.275 
C30 0.277 0.260 0.266 0.264 0.267 
C31 0.013 0.100 0.022 0.019 0.019 
C32 0.358 0.365 0.342 0.352 0.356 
C33 0.056 0.056 0.055 0.055 0.055 
C34 0.056 0.056 0.058 0.057 0.057 
C35 0.081 0.081 0.082 0.081 0.081 
C36 0.081 0.081 0.082 0.081 0.082 
C37 0.060 0.060 0.062 0.061 0.061 
C38 0.069 0.069 0.069 0.069 0.070 
C39 0.819 0.819 0.820 0.820 0.819 
C40 0.822 0.822 0.822 0.822 0.822 
C41 0.811 0.811 0.811 0.811 0.811 
C42 0.833 0.833 0.834 0.834 0.834 
C43 0.814 0.813 0.814 0.814 0.814 
C44 0.815 0.815 0.815 0.815 0.815 
C45 0.816 0.816 0.816 0.816 0.817 
C46 0.812 0.812 0.812 0.812 0.812 
C47 0.810 0.810 0.810 0.811 0.810 
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C48 0.829 0.829 0.829 0.829 0.829 
C49 0.813 0.813 0.813 0.813 0.813 
C50 0.792 0.792 0.792 0.792 0.792 
F1 -0.270 -0.270 -0.270 -0.270 -0.270 
F2 -0.294 -0.294 -0.294 -0.293 -0.294 
F3 -0.286 -0.287 -0.286 -0.286 -0.286 
F4 -0.269 -0.269 -0.270 -0.270 -0.269 
F5 -0.266 -0.266 -0.266 -0.266 -0.266 
F6 -0.272 -0.272 -0.272 -0.272 -0.271 
F7 -0.273 -0.273 -0.273 -0.273 -0.273 
F8 -0.260 -0.261 -0.261 -0.260 -0.260 
F9 -0.261 -0.261 -0.261 -0.260 -0.260 
F10 -0.273 -0.273 -0.273 -0.273 -0.273 
F11 -0.272 -0.272 -0.272 -0.272 -0.272 
F12 -0.264 -0.264 -0.264 -0.264 -0.264 
F13 -0.273 -0.273 -0.273 -0.273 -0.273 
F14 -0.290 -0.290 -0.290 -0.290 -0.290 
F15 -0.296 0.296 -0.296 -0.296 -0.297 
F16 -0.271 -0.271 -0.271 -0.270 -0.271 
F17 -0.249 -0.249 -0.248 -0.248 -0.249 
F18 -0.244 -0.244 -0.244 -0.244 -0.244 
F19 -0.252 -0.252 -0.253 -0.252 -0.253 
F20 -0.245 -0.245 -0.245 -0.245 -0.245 
F21 -0.270 -0.270 -0.270 -0.270 -0.270 
F22 -0.245 -0.245 -0.245 -0.245 -0.245 
F23 -0.256 -0.256 -0.256 -0.256 -0.256 
F24 -0.245 -0.245 -0.245 -0.245 -0.245 
F25 -0.237 -0.237 -0.237 -0.237 -0.237 
F26 -0.241 -0.241 -0.242 -0.241 -0.241 
F27 -0.248 -0.248 -0.249 -0.249 -0.249 
F28 -0.258 -0.258 -0.258 -0.258 -0.258 
F29 -0.265 -0.265 -0.265 -0.265 -0.265 
F30 -0.244 -0.245 -0.245 -0.245 -0.245 
F31 -0.242 -0.242 -0.242 -0.242 -0.242 
F32 -0.248 -0.248 -0.248 -0.248 -0.247 
F33 -0.244 -0.244 -0.244 -0.244 -0.244 
F34 -0.259 -0.259 -0.259 -0.259 -0.259 
F35 -0.260 -0.260 -0.260 -0.260 -0.260 
F36 -0.244 -0.244 -0.244 -0.244 -0.244 
F37 -0.248 -0.248 -0.248 -0.248 -0.248 
F38 -0.242 -0.242 -0.243 -0.243 -0.243 
F39 -0.245 -0.245 -0.245 -0.248 -0.245 
F40 -0.263 -0.263 -0.263 -0.263 -0.263 
F41 -0.256 -0.256 -0.256 -0.256 -0.256 
F42 -0.237 -0.237 -0.237 -0.237 -0.237 
F43 -0.246 -0.246 -0.245 -0.245 -0.246 
F44 -0.259 -0.259 -0.259 -0.259 -0.259 
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F45 -0.248 -0.248 -0.248 -0.248 -0.248 
F46 -0.241 -0.241 -0.241 -0.241 -0.241 
F47 -0.247 -0.247 -0.247 -0.247 -0.247 
F48 -0.242 -0.242 -0.241 -0.241 -0.241 
F49 -0.247 -0.247 -0.247 -0.247 -0.247 
F50 -0.262 -0.262 -0.262 -0.262 -0.262 
F51 -0.241 -0.241 -0.241 -0.241 -0.241 
F52 -0.243 -0.243 -0.243 -0.243 -0.243 
 
The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for 
F52aMPc are presented in Tables B.16-18 following the atom labeling scheme depicted in Figure 
B.6.  
 
Figure B.6. Atom labeling scheme for F52sMPc bond lengths, 3-body angles, and atomic 
charges. 
 
 
208 
 
Table B.16.  Calculated bond lengths of F52sMPc with B3LYP functional and 6-31G basis set. 
 F52sZnPc F52sMgPc F52sCoPc F52sCuPc F52sFePc 
      
M-N1 1.997 2.010 1.942 1.963 1.950 
M-N2 2.016 2.024 1.963 1.983 1.970 
M-N3 2.009 2.022 1.958 1.977 1.966 
M-N4 2.012 2.021 1.958 1.979 1.966 
N1-C25 1.388 1.386 1.397 1.391 1.393 
N1-C32 1.387 1.386 1.396 1.391 1.393 
N2-C17 1.382 1.382 1.391 1.385 1.388 
N2-C24 1.386 1.385 1.396 1.390 1.393 
N3-C9 1.386 1.385 1.396 1.390 1.392 
N3-C16 1.381 1.380 1.389 1.384 1.386 
N4-C1 1.386 1.384 1.396 1.389 1.392 
N4-C8 1.385 1.384 1.394 1.388 1.390 
N5-C1 1.333 1.336 1.326 1.329 1.328 
N5-C32 1.332 1.335 1.326 1.328 1.327 
N6-C24 1.332 1.335 1.325 1.329 1.327 
N6-C25 1.333 1.336 1.326 1.329 1.328 
N7-C16 1.327 1.330 1.321 1.324 1.323 
N7-C17 1.325 1.328 1.319 1.322 1.321 
N8-C8 1.328 1.331 1.322 1.325 1.324 
N8-C9 1.329 1.332 1.322 1.325 1.324 
C1-C2 1.471 1.472 1.470 1.471 1.467 
C2-C3 1.395 1.395 1.400 1.398 1.398 
C2-C7 1.401 1.402 1.397 1.399 1.398 
C3-C4 1.423 1.423 1.425 1.424 1.424 
C3-F8 1.372 1.372 1.372 1.372 1.371 
C4-C5 1.451 1.451 1.451 1.452 1.452 
C4-C46 1.554 1.553 1.557 1.556 1.556 
C5-C6 1.400 1.400 1.401 1.401 1.401 
C5-C45 1.541 1.540 1.544 1.542 1.542 
C6-C7 1.381 1.381 1.386 1.384 1.384 
C6-F5 1.376 1.376 1.376 1.376 1.375 
C7-C8 1.455 1.455 1.454 1.454 1.451 
C9-C10 1.464 1.464 1.463 1.463 1.460 
C10-C11 1.394 1.393 1.398 1.396 1.396 
C10-C15 1.399 1.401 1.395 1.397 1.396 
C11-C12 1.420 1.420 1.422 1.421 1.421 
C11-F4 1.372 1.372 1.372 1.372 1.371 
C12-C13 1.451 1.451 1.452 1.452 1.452 
C12-C36 1.552 1.552 1.556 1.554 1.554 
C13-C14 1.399 1.399 1.400 1.400 1.400 
C13-C35 1.538 1.538 1.541 1.540 1.540 
C14-C15 1.381 1.381 1.385 1.383 1.383 
C14-F1 1.377 1.377 1.377 1.377 1.376 
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C15-C16 1.452 1.453 1.451 1.452 1.448 
C17-C18 1.450 1.451 1.449 1.450 1.447 
C18-C19 1.379 1.379 1.384 1.382 1.382 
C18-C23 1.399 1.400 1.395 1.397 1.396 
C19-C20 1.399 1.399 1.400 1.399 1.399 
C19-F16 1.376 1.376 1.376 1.376 1.375 
C20-C21 1.451 1.450 1.451 1.451 1.452 
C20-C34 1.535 1.535 1.538 1.537 1.537 
C21-C22 1.428 1.427 1.429 1.428 1.428 
C21-C33 1.563 1.562 1.567 1.565 1.566 
C22-C23 1.396 1.395 1.401 1.399 1.399 
C22-F13 1.373 1.373 1.373 1.373 1.372 
C23-C24 1.474 1.474 1.473 1.473 1.469 
C25-C26 1.461 1.462 1.459 1.460 1.456 
C26-C27 1.390 1.389 1.393 1.391 1.392 
C26-C31 1.422 1.423 1.419 1.419 1.418 
C27-C28 1.396 1.396 1.395 1.396 1.396 
C27-F12 1.370 1.369 1.371 1.370 1.370 
C28-C29 1.398 1.397 1.402 1.399 1.401 
C28-F11 1.370 1.371 1.372 1.370 1.370 
C29-C30 1.396 1.396 1.397 1.396 1.396 
C29-F10 1.370 1.371 1.372 1.370 1.370 
C30-C31 1.389 1.390 1.393 1.391 1.391 
C30-F9 1.371 1.371 1.369 1.371 1.369 
C31-C32 1.462 1.463 1.459 1.461 1.457 
C33-F14 1.439 1.440 1.439 1.439 1.439 
C33-C38 1.576 1.576 1.578 1.577 1.578 
C33-C37 1.575 1.575 1.577 1.576 1.576 
C38-F21 1.372 1.372 1.372 1.372 1.372 
C38-F20 1.379 1.379 1.379 1.379 1.379 
C38-F22 1.388 1.388 1.387 1.388 1.388 
C37-F19 1.388 1.388 1.387 1.388 1.387 
C37-F18 1.372 1.372 1.372 1.372 1.372 
C37-F17 1.379 1.379 1.380 1.379 1.380 
C34-F15 1.414 1.414 1.415 1.414 1.414 
C34-C40 1.564 1.564 1.563 1.564 1.563 
C34-C39 1.561 1.561 1.561 1.561 1.561 
C40-F27 1.374 1.374 1.374 1.374 1.374 
C40-F26 1.378 1.378 1.378 1.378 1.378 
C40-F28 1.385 1.385 1.385 1.385 1.385 
C39-F23 1.385 1.385 1.385 1.385 1.385 
C39-F25 1.375 1.375 1.375 1.375 1.375 
C39-F24 1.377 1.377 1.377 1.377 1.377 
C35-F2 1.416 1.416 1.416 1.416 1.416 
C35-C42 1.563 1.563 1.563 1.563 1.563 
C35-C41 1.570 1.570 1.569 1.570 1.569 
C42-F29 1.375 1.375 1.375 1.375 1.375 
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C42-F30 1.378 1.378 1.378 1.378 1.378 
C42-F31 1.384 1.385 1.384 1.384 1.384 
C41-F34 1.384 1.384 1.383 1.383 1.383 
C41-F32 1.376 1.376 1.376 1.376 1.376 
C41-F33 1.377 1.377 1.378 1.377 1.377 
C36-F3 1.442 1.442 1.442 1.442 1.442 
C36-C43 1.578 1.578 1.579 1.578 1.579 
C36-C44 1.571 1.571 1.573 1.572 1.572 
C43-F36 1.370 1.370 1.371 1.370 1.370 
C43-F37 1.377 1.377 1.377 1.377 1.377 
C43-F35 1.390 1.391 1.390 1.390 1.390 
C44-F40 1.388 1.388 1.388 1.388 1.388 
C44-F38 1.374 1.374 1.374 1.374 1.374 
C44-F39 1.377 1.377 1.377 1.377 1.377 
C45-F6 1.417 1.417 1.417 1.417 1.417 
C45-C47 1.566 1.567 1.566 1.566 1.566 
C45-C48 1.567 1.567 1.566 1.567 1.567 
C47-F42 1.376 1.376 1.375 1.376 1.376 
C47-F43 1.378 1.377 1.378 1.378 1.378 
C47-F41 1.384 1.384 1.384 1.384 1.384 
C48-F46 1.384 1.384 1.384 1.384 1.384 
C48-F44 1.375 1.375 1.375 1.375 1.375 
C48-F45 1.378 1.378 1.378 1.378 1.378 
C46-F7 1.443 1.443 1.443 1.443 1.443 
C46-C49 1.576 1.576 1.577 1.577 1.577 
C46-C46 1.575 1.574 1.576 1.576 1.576 
C49-F48 1.372 1.372 1.372 1.372 1.372 
C49-F49 1.377 1.377 1.377 1.377 1.377 
C49-F47 1.390 1.390 1.389 1.389 1.389 
C46-F50 1.390 1.390 1.389 1.389 1.389 
C46-F51 1.371 1.371 1.371 1.371 1.371 
C46-F52 1.377 1.377 1.377 1.377 1.377 
 
Table B.17.  Calculated 3-body bond angles of F52aMPc with B3LYP functional and 6-31G basis 
set. 
 F52aZnPc F52aMgPc F52aCoPc F52aCuPc F52aFePc 
      
N1-M-N2 89.45 89.58 89.64 89.60 89.66 
N1-M-N3 174.17 176.99 179.79 178.38 178.67 
N1-M-N4 90.07 90.17 90.23 90.21 90.22 
M-N1-C25 125.34 125.10 126.23 125.89 126.06 
M-N1-C32 124.95 124.76 125.90 125.48 125.74 
N2-M-N3 90.26 90.37 90.33 90.37 90.33 
N2-M-N4 174.47 177.25 179.23 178.65 179.02 
M-N2-C17 124.18 124.03 125.23 124.77 125.07 
M-N2-C24 126.14 125.97 127.13 126.66 126.88 
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N3-M-N4 89.66 89.74 89.81 89.79 89.76 
M-N3-C9 125.90 125.70 126.81 126.40 126.61 
M-N3-C16 124.70 124.49 125.69 125.22 125.48 
M-N4-C1 125.53 125.35 126.55 126.08 126.29 
M-N4-C8 124.58 124.45 125.61 125.16 125.47 
C25-N1-C32 109.70 110.14 107.83 108.63 108.20 
N1-C25-N6 127.54 127.55 127.37 127.59 127.61 
N1-C25-C26 108.24 108.00 109.37 108.87 109.21 
N1-C32-N5 127.41 127.35 127.20 127.47 127.42 
N1-C32-C31 108.36 108.11 109.40 109.05 109.11 
C17-N2-C24 109.65 110.01 107.60 108.58 108.05 
N2-C17-N7 127.88 127.93 127.68 127.92 127.90 
N2-C17-C18 108.13 107.90 109.32 108.82 109.06 
N2-C24-N6 126.02 126.07 125.65 126.05 125.97 
N2-C24-C23 107.84 107.61 109.07 108.53 108.81 
C9-N3-C16 109.40 109.80 107.47 108.36 107.90 
N3-C9-N8 126.41 126.40 126.21 126.46 126.48 
N3-C9-C10 108.09 107.86 109.20 108.76 108.98 
N3-C16-N7 127.55 127.51 127.35 127.61 127.56 
N3-C16-C15 108.21 107.98 109.38 108.90 109.13 
C1-N4-C8 109.84 110.20 107.82 108.77 108.24 
N4-C1-N5 126.23 126.30 125.91 126.25 126.28 
N4-C1-C2 107.86 107.64 109.04 108.54 108.83 
N4-C8-N8 127.91 127.96 127.70 127.96 127.92 
N4-C8-C7 107.86 107.62 109.02 108.54 108.77 
C1-N5-C32 125.65 126.05 124.18 124.50 124.04 
N5-C1-C2 125.90 126.05 125.04 125.19 124.89 
N5-C32-C31 124.23 124.54 123.40 123.48 123.46 
C24-N6-C25 125.36 125.71 123.97 124.21 123.81 
N6-C24-C23 126.14 126.32 125.28 125.42 125.22 
N6-C25-C26 124.20 124.44 123.24 123.52 123.19 
C16-N7-C17 125.28 125.65 123.70 124.09 123.64 
N7-C16-C15 124.24 124.51 123.27 123.49 123.31 
N7-C17-C18 123.96 124.16 122.99 123.21 123.03 
C8-N8-C9 125.36 125.72 123.86 124.20 123.75 
N8-C8-C7 124.20 124.40 123.28 123.46 123.31 
N8-C9-C10 125.50 125.74 124.57 124.78 124.54 
C1-C2-C3 133.96 133.90 134.20 134.15 134.03 
C1-C2-C7 106.55 106.61 106.36 106.41 106.40 
C3-C2-C7 119.48 119.50 119.45 119.45 119.57 
C2-C3-C4 122.70 122.69 122.80 122.80 122.69 
C2-C3-F8 114.05 114.03 114.26 114.16 114.25 
C2-C7-C6 119.21 119.17 119.18 119.19 119.18 
C2-C7-C8 107.89 107.93 107.76 107.74 107.76 
C4-C3-F8 123.24 123.28 122.95 123.04 123.06 
C3-C4-C5 116.78 116.80 116.69 116.70 116.70 
C3-C4-C46 117.32 117.27 117.53 117.47 117.46 
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C5-C4-C46 125.90 125.93 125.78 125.83 125.84 
C4-C5-C6 118.55 118.56 118.54 118.53 118.61 
C4-C5-C45 126.69 126.73 126.51 126.56 126.46 
C4-C46-C7 109.27 109.33 109.20 109.22 109.22 
C4-C46-C49 114.81 114.75 115.02 114.88 114.95 
C4-C46-C46 114.70 114.65 114.82 114.84 114.81 
C6-C5-C45 114.76 114.71 114.94 114.91 114.93 
C5-C6-C7 123.26 123.27 123.34 123.33 123.25 
C5-C6-F5 119.24 119.27 118.98 119.04 119.09 
C5-C45-F6 108.89 108.90 108.88 108.89 108.82 
C5-C45-C47 114.61 114.60 114.64 114.58 114.64 
C5-C45-C48 114.47 114.42 114.67 114.61 114.58 
C7-C6-F5 117.49 117.46 117.68 117.62 117.67 
C6-C7-C8 132.90 132.89 133.06 133.07 133.06 
C9-C10-C11 133.41 133.37 133.64 133.59 133.51 
C9-C10-C15 106.67 106.72 106.49 106.51 106.53 
C11-C10-C15 119.91 119.92 119.87 119.88 119.95 
C10-C11-C12 122.47 122.46 122.54 122.53 122.45 
C10-C11-F4 113.95 113.91 114.13 114.06 114.10 
C10-C15-C14 119.04 119.01 119.06 119.04 119.09 
C10-C15-C16 107.62 107.65 107.45 107.47 107.47 
C12-C11-F4 123.58 123.62 123.34 123.41 123.45 
C11-C12-C13 116.75 116.77 116.68 116.68 116.70 
C11-C12-C36 117.10 117.06 117.26 117.22 117.21 
C13-C12-C36 126.15 126.17 126.06 126.08 126.09 
C12-C13-C14 118.78 118.78 118.77 118.75 118.82 
C12-C13-C35 126.42 126.47 126.30 126.31 126.25 
C12-C36-F3 109.10 109.14 109.06 109.06 109.04 
C12-C36-C43 115.45 115.45 115.52 115.42 115.55 
C12-C36-C44 114.08 113.98 114.26 114.27 114.18 
C14-C13-C35 114.78 114.73 114.93 114.91 114.93 
C13-C14-C15 123.05 123.06 123.08 123.10 122.99 
C13-C14-F1 119.36 119.39 119.13 119.18 119.22 
C13-C35-F2 108.73 108.76 108.71 108.73 108.68 
C13-C35-C42 113.86 113.74 113.83 113.93 113.80 
C13-C35-C41 114.97 115.01 115.20 115.01 115.16 
C15-C14-F1 117.59 117.56 117.79 117.71 117.78 
C14-C15-C16 133.34 133.34 133.48 133.49 133.44 
C17-C1-C19 132.62 132.62 132.78 132.78 132.77 
C17-C18-C23 107.96 107.99 107.84 107.83 107.83 
C19-C18-C23 119.41 119.37 119.38 119.40 119.39 
C18-C19-C20 123.06 123.08 123.13 123.13 123.05 
C18-C19-F16 117.45 117.42 117.65 117.58 117.63 
C18-C23-C22 119.42 119.44 119.41 119.38 119.50 
C18-C23-C24 106.42 106.49 106.17 106.25 106.25 
C20-C19-F16 119.49 119.51 119.22 119.29 119.32 
C19-C20-C21 118.99 118.98 119.00 118.96 119.03 
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C19-C20-C34 114.85 114.82 115.01 114.99 115.02 
C21-C20-C34 126.16 126.20 126.00 126.04 125.94 
C20-C21-C22 116.32 116.34 116.23 116.23 116.25 
C20-C21-C33 126.54 126.57 126.41 126.46 126.47 
C20-C34-F15 107.98 108.00 107.96 107.97 107.91 
C20-C34-C40 115.09 115.07 115.29 115.11 115.25 
C20-C34-C39 114.37 114.35 114.39 114.48 114.37 
C22-C21-C33 117.15 117.09 117.36 117.31 117.28 
C21-C22-C23 122.80 122.79 122.86 122.88 122.78 
C21-C22-F13 124.04 124.07 123.74 123.83 123.85 
C21-C33-F14 107.03 107.09 106.96 106.97 106.98 
C21-C33-C38 116.12 116.00 116.27 116.41 116.22 
C21-C33-C37 116.05 116.06 116.21 115.97 116.23 
C23-C22-F13 113.17 113.14 113.40 113.29 113.36 
C22-C23-C24 134.17 134.08 134.42 134.37 134.25 
C25-C26-C27 132.53 132.68 132.91 132.54 132.83 
C25-C26-C31 106.96 106.97 106.74 106.89 106.69 
C27-C26-C31 120.51 120.34 120.34 120.57 120.47 
C26-C27-C28 118.73 118.94 118.96 118.72 118.77 
C26-C27-F12 122.68 122.39 122.19 122.89 122.50 
C26-C31-C30 120.35 120.24 120.36 120.36 120.44 
C26-C31-C32 106.74 106.78 106.65 106.55 106.78 
C28-C27-F12 118.58 118.66 118.85 118.39 118.72 
C27-C28-C29 120.76 120.75 120.82 120.75 120.73 
C27-C28-F11 120.21 120.17 119.76 120.26 120.09 
C29-C28-F11 119.02 119.07 119.42 118.99 119.18 
C28-C29-C30 120.91 120.78 120.51 120.89 120.82 
C28-C29-F10 119.38 119.41 119.31 119.46 119.01 
C30-C29-F10 119.71 119.81 120.19 119.65 120.16 
C29-C30-C31 118.73 118.94 119.01 118.73 118.76 
C29-C30-F9 118.98 119.01 119.18 119.01 118.55 
C31-C30-F9 122.27 122.05 121.81 122.26 122.68 
C30-C31-C32 132.91 132.99 132.99 133.09 132.78 
F14-C33-C38 97.51 97.49 97.60 97.53 97.52 
F14-C33-C37 97.22 97.18 97.24 97.21 97.20 
C38-C33-C37 117.96 118.08 117.60 117.77 117.71 
C33-C38-F21 118.89 118.87 118.94 118.91 118.94 
C33-C38-F20 109.30 109.32 109.25 109.28 109.26 
C33-C38-F22 106.40 106.36 106.33 106.37 106.35 
C33-C37-F19 106.21 106.19 106.37 106.26 106.29 
C33-C37-F18 119.08 119.09 119.20 119.11 119.18 
C33-C37-F17 109.19 109.21 109.14 109.17 109.18 
F21-C38-F20 106.13 106.18 106.13 106.10 106.15 
F21-C38-F22 107.26 107.23 107.24 107.28 107.24 
F20-C38-F22 108.53 108.54 108.63 108.56 108.57 
F19-C37-F18 107.08 107.06 107.14 107.10 107.08 
F19-C37-F17 108.69 108.68 108.63 108.68 108.64 
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F18-C37-F17 106.26 106.28 106.02 106.18 106.13 
F15-C34-C40 101.43 101.43 101.33 101.35 101.40 
F15-C34-C39 102.60 102.64 102.46 102.55 102.54 
C40-C34-C39 113.49 113.49 113.45 113.46 113.44 
C34-C40-F27 115.09 115.12 115.02 115.05 115.04 
C34-C40-F26 109.45 109.44 109.51 109.48 109.47 
C34-C40-F28 108.23 108.26 108.24 108.26 108.24 
C34-C39-F23 108.53 108.52 108.55 108.50 108.55 
C34-C39-F25 114.24 114.24 114.16 114.18 114.16 
C34-C39-F24 110.04 110.03 110.07 110.07 110.06 
F27-C40-F26 107.26 107.22 107.22 107.23 107.24 
F27-C40-F28 108.17 108.17 108.27 108.21 108.22 
F26-C40-F28 108.47 108.46 108.40 108.44 108.45 
F23-C39-F25 108.11 108.09 108.16 108.14 108.12 
F23-C39-F24 108.39 108.41 108.33 108.39 108.38 
F25-C39-F24 107.38 107.40 107.42 107.41 107.41 
F2-C35-C42 102.14 102.14 102.07 102.11 102.05 
F2-C35-C41 102.72 102.79 102.58 102.64 102.75 
C42-C35-C41 112.85 112.84 112.83 112.82 112.79 
C35-C42-F29 114.55 114.58 114.44 114.48 114.52 
C35-C42-F30 109.61 109.58 109.64 109.64 109.60 
C35-C42-F31 108.74 108.73 108.78 108.71 108.75 
C35-C41-F34 109.33 109.37 109.31 109.35 109.37 
C35-C41-F32 114.22 114.18 114.22 114.20 114.14 
C35-C41-F33 109.51 109.53 109.55 109.54 109.55 
F29-C42-F30 107.52 107.55 107.54 107.54 107.55 
F29-C42-F31 107.68 107.64 107.76 107.72 107.68 
F30-C42-F31 108.59 108.61 108.54 108.59 108.60 
F34-C41-F32 108.14 108.14 108.17 108.15 108.16 
F34-C41-F33 108.44 108.42 108.40 108.43 108.42 
F32-C41-F33 107.05 107.03 107.02 107.02 107.04 
F3-C36-C43 96.01 96.01 96.03 96.01 96.00 
F3-C36-C44 97.23 97.26 97.22 97.21 97.27 
C43-C36-C44 120.43 120.50 120.18 120.29 120.23 
C36-C43-F36 119.54 119.53 119.62 119.56 119.63 
C36-C43-F37 109.91 109.92 109.89 109.90 109.88 
C36-C43-F35 105.24 105.20 105.30 105.25 105.26 
C36-C44-F40 106.23 106.27 106.18 106.22 106.24 
C36-C44-F38 117.99 117.94 118.12 118.04 118.02 
C36-C44-F39 110.35 110.38 110.31 110.34 110.33 
F36-C43-F37 106.64 106.67 106.53 106.60 106.57 
F36-C43-F35 106.60 106.60 106.62 106.61 106.61 
F37-C43-F35 108.48 108.49 108.45 108.48 108.45 
F40-C44-F38 105.54 105.51 105.58 105.56 105.51 
F40-C44-F39 108.71 108.71 108.72 108.71 108.73 
F38-C44-F39 107.63 107.65 107.54 107.59 107.62 
F6-C45-C47 102.44 102.48 102.28 102.38 102.40 
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F6-C45-C48 102.04 102.05 101.94 101.98 102.00 
C47-C45-C48 112.77 112.77 112.73 112.74 112.73 
C45-C47-F42 114.43 114.44 114.35 114.37 114.36 
C45-C47-F43 109.60 109.59 109.64 109.63 109.64 
C45-C47-F41 109.04 109.02 109.08 109.04 109.06 
C45-C48-F46 108.99 109.02 108.96 108.98 108.99 
C45-C48-F44 114.64 114.66 114.55 114.59 114.59 
C45-C48-F45 109.40 109.39 109.46 109.43 109.41 
F42-C47-F43 107.20 107.21 107.19 107.21 107.20 
F42-C47-F41 107.90 107.89 107.97 107.93 107.93 
F43-C47-F41 108.52 108.53 108.44 108.50 108.50 
F46-C48-F44 107.84 107.82 107.92 107.87 107.86 
F46-C48-F45 108.57 108.56 108.52 108.56 108.56 
F44-C48-F45 107.25 107.23 107.27 107.25 107.27 
F7-C46-F49 96.30 96.30 96.32 96.30 96.30 
F7-C46-F46 96.60 96.60 96.62 96.59 96.59 
C49-C46-F46 120.56 120.65 120.23 120.38 120.32 
C46-C49-F48 118.96 118.92 119.09 119.00 119.04 
C46-C49-F49 110.13 110.14 110.09 110.12 110.11 
C46-C49-F47 105.61 105.59 105.65 105.61 105.62 
C46-C46-F50 105.62 105.64 105.62 105.62 105.64 
C46-C46-F51 118.71 118.69 118.84 118.76 118.80 
C46-C46-F52 110.28 110.31 110.24 110.26 110.25 
F48-C49-F49 107.10 107.15 106.95 107.04 107.04 
F48-C49-F47 106.04 106.02 106.08 106.06 106.04 
F49-C49-F47 108.59 108.60 108.56 108.59 108.56 
F50-C46-F51 105.98 105.96 106.03 106.01 105.98 
F50-C46-F52 108.59 108.58 108.58 108.60 108.57 
F51-C46-F52 107.22 107.24 107.11 107.18 107.17 
 
 
Table B.18.  Calculated Mullikan Atomic Charges of F52aMPc with B3LYP functional and 6-
31G basis set. 
 F52aZnPc F52aMgPc F52aCoPc F52aCuPc F52aFePc 
      
M 1.050 1.283 1.084 0.994 1.022 
N1 -0.685 -0.719 -0.696 -0.681 -7.080 
N2 -0.680 -0.743 -0.692 -0.677 -7.050 
N3 -0.682 -0.744 -0.694 -0.679 -7.060 
N4 -0.681 -0.745 -0.694 -0.678 -7.050 
N5 -0.328 -0.381 -0.317 -0.320 -0.322 
N6 -0.327 -0.381 -0.317 -0.320 -0.322 
N7 -0.312 -0.316 -0.304 -0.307 -0.309 
N8 -0.315 -0.318 -0.306 -0.309 -0.311 
C1 0.368 0.379 0.353 0.363 0.367 
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C2 0.052 0.047 0.063 0.058 0.060 
C3 0.268 0.267 0.270 0.269 0.272 
C4 0.014 0.013 0.014 0.014 0.014 
C5 0.062 0.062 0.059 0.060 0.060 
C6 0.235 0.233 0.238 0.237 0.239 
C7 0.032 0.030 0.040 0.036 0.039 
C8 0.376 0.386 0.364 0.373 0.378 
C9 0.358 0.368 0.344 0.352 0.358 
C10 0.047 0.042 0.057 0.053 0.055 
C11 0.271 0.270 0.273 0.272 0.274 
C12 0.015 0.014 0.015 0.016 0.015 
C13 0.061 0.062 0.050 0.060 0.050 
C14 0.234 0.233 0.238 0.237 0.239 
C15 0.041 0.040 0.050 0.045 0.040 
C16 0.373 0.382 0.359 0.369 0.374 
C17 0.374 0.383 0.362 0.371 0.376 
C18 0.028 0.026 0.035 0.031 0.034 
C19 0.237 0.236 0.241 0.240 0.242 
C20 0.054 0.055 0.051 0.053 0.052 
C21 0.031 0.031 0.031 0.032 0.032 
C22 0.266 0.265 0.267 0.267 0.269 
C23 0.055 0.049 0.067 0.061 0.063 
C24 0.366 0.377 0.350 0.361 0.365 
C25 0.371 0.381 0.357 0.367 0.371 
C26 0.032 0.032 0.040 0.040 0.040 
C27 0.253 0.250 0.254 0.255 0.257 
C28 0.280 0.280 0.280 0.280 0.280 
C29 0.280 0.281 0.282 0.280 0.280 
C30 0.252 0.250 0.254 0.254 0.256 
C31 0.039 0.036 0.044 0.045 0.041 
C32 0.371 0.381 0.357 0.366 0.375 
C33 0.068 0.068 0.071 0.069 0.070 
C34 0.061 0.061 0.062 0.062 0.062 
C35 0.065 0.065 0.066 0.066 0.066 
C36 0.065 0.065 0.067 0.066 0.066 
C37 0.796 0.796 0.796 0.796 0.796 
C38 0.797 0.797 0.797 0.798 0.797 
C39 0.805 0.805 0.805 0.805 0.805 
C40 0.803 0.803 0.803 0.803 0.803 
C41 0.805 0.804 0.804 0.805 0.805 
C42 0.807 0.808 0.807 0.807 0.808 
C43 0.800 0.800 0.800 0.800 0.800 
C44 0.803 0.803 0.803 0.803 0.803 
C45 0.806 0.806 0.806 0.806 0.806 
C46 0.805 0.805 0.805 0.805 0.805 
C47 0.800 0.800 0.800 0.800 0.800 
C48 0.802 0.802 0.801 0.801 0.801 
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C49 0.796 0.796 0.796 0.796 0.796 
C50 0.797 0.797 0.797 0.798 0.797 
F1 -0.267 -0.267 -0.267 -0.267 -0.266 
F2 -0.290 -0.290 -0.290 -0.290 -0.290 
F3 -0.275 -0.275 -0.275 -0.275 -0.275 
F4 -0.252 -0.252 -0.252 -0.252 -0.251 
F5 -0.265 -0.265 -0.265 -0.265 -0.264 
F6 -0.290 -0.290 -0.290 -0.290 -0.290 
F7 -0.276 -0.276 -0.276 -0.276 -0.276 
F8 -0.254 -0.254 -0.253 -0.253 -0.252 
F9 -0.258 -0.259 -0.258 -0.258 -0.257 
F10 -0.271 -0.271 -0.271 -0.271 -0.270 
F11 -0.271 -0.271 -0.271 -0.271 -0.270 
F12 -0.258 -0.258 -0.258 -0.258 -0.257 
F13 -0.255 -0.255 -0.255 -0.254 -0.254 
F14 -0.275 -0.275 -0.276 -0.276 -0.276 
F15 -0.287 -0.287 -0.287 -0.287 -0.287 
F16 -0.265 -0.265 -0.265 -0.265 -0.264 
F17 -0.261 -0.261 -0.261 -0.261 -0.261 
F18 -0.243 -0.243 -0.244 -0.243 -0.243 
F19 -0.236 -0.236 -0.236 -0.236 -0.236 
F20 -0.243 -0.243 -0.243 -0.243 -0.242 
F21 -0.235 -0.235 -0.235 -0.234 -0.235 
F22 -0.261 -0.261 -0.261 -0.261 -0.261 
F23 -0.258 -0.258 -0.258 -0.257 -0.257 
F24 -0.240 -0.240 -0.240 -0.240 -0.239 
F25 -0.236 -0.236 -0.236 -0.236 -0.236 
F26 -0.258 -0.258 -0.258 -0.258 -0.257 
F27 -0.241 -0.241 -0.241 -0.241 -0.241 
F28 -0.234 -0.235 -0.235 -0.235 -0.234 
F29 -0.257 -0.257 -0.257 -0.257 -0.257 
F30 -0.236 -0.236 -0.236 -0.236 -0.236 
F31 -0.242 -0.242 -0.242 -0.241 -0.242 
F32 -0.238 -0.239 -0.238 -0.238 -0.239 
F33 -0.240 -0.240 -0.240 -0.240 -0.240 
F34 -0.258 -0.259 -0.258 -0.258 -0.258 
F35 -0.262 -0.262 -0.261 -0.261 -0.261 
F36 -0.236 -0.236 -0.236 -0.236 -0.363 
F37 -0.242 -0.242 -0.243 -0.242 -0.242 
F38 -0.258 -0.258 -0.258 -0.258 -0.258 
F39 -0.243 -0.243 -0.243 -0.243 -0.243 
F40 -0.244 -0.244 -0.244 -0.244 -0.244 
F41 -0.258 -0.260 -0.260 -0.258 -0.260 
F42 -0.236 -0.239 -0.238 -0.236 -0.236 
F43 -0.241 -0.243 -0.243 -0.240 -0.240 
F44 -0.258 -0.260 -0.260 -0.258 -0.258 
F45 -0.236 -0.239 -0.238 -0.236 -0.238 
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F46 -0.241 -0.243 -0.243 -0.241 -0.241 
F47 -0.243 -0.241 -0.241 -0.241 -0.240 
F48 -0.260 -0.259 -0.258 -0.260 -0.258 
F49 -0.239 -0.236 -0.237 -0.239 -0.236 
F50 -0.243 -0.236 -0.236 -0.238 -0.236 
F51 -0.260 -0.258 -0.258 -0.260 -0.258 
F52 -0.243 -0.241 -0.241 -0.243 -0.241 
 
The calculated 2-body bond lengths, 3-body bond angles, and atomic charges for F64MPc 
are presented in Tables B.16-18 following the atom labeling scheme depicted in Figure B.7.  
 
Figure B.7. Atom labeling scheme for F64MPc bond lengths, 3-body angles, and atomic charges. 
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Table B.19.  Calculated bond lengths of F64MPc with B3LYP functional and 6-31G basis set. 
 F64ZnPc F64MgPc F64CoPc F64CuPc F64FePc 
      
M-N1 2.009 2.015 1.937 1.956 1.956 
M-N2 2.017 2.028 1.945 1.963 1.963 
M-N3 2.009 2.024 1.946 1.964 1.964 
M-N4 2.012 2.022 1.940 1.958 1.958 
N1-C25 1.386 1.385 1.393 1.387 1.387 
N1-C32 1.389 1.388 1.395 1.389 1.389 
N2-C17 1.379 1.379 1.388 1.382 1.382 
N2-C24 1.389 1.388 1.396 1.390 1.390 
N3-C9 1.387 1.385 1.394 1.388 1.388 
N3-C16 1.381 1.380 1.388 1.383 1.383 
N4-C1 1.389 1.388 1.396 1.390 1.390 
N4-C8 1.382 1.382 1.390 1.384 1.384 
N5-C1 1.331 1.335 1.322 1.324 1.324 
N5-C32 1.333 1.337 1.324 1.326 1.326 
N6-C24 1.330 1.333 1.322 1.324 1.324 
N6-C25 1.334 1.337 1.324 1.326 1.326 
N7-C16 1.325 1.328 1.318 1.321 1.321 
N7-C17 1.327 1.330 1.320 1.322 1.322 
N8-C8 1.330 1.334 1.322 1.324 1.324 
N8-C9 1.327 1.330 1.320 1.322 1.322 
C1-C2 1.472 1.475 1.462 1.461 1.461 
C2-C3 1.395 1.395 1.396 1.393 1.393 
C2-C7 1.401 1.402 1.395 1.396 1.396 
C3-C4 1.424 1.425 1.422 1.421 1.421 
C3-F8 1.371 1.371 1.371 1.371 1.371 
C4-C5 1.450 1.450 1.451 1.451 1.451 
C4-C46 1.554 1.554 1.554 1.553 1.553 
C5-C6 1.401 1.401 1.400 1.400 1.400 
C5-C45 1.541 1.541 1.542 1.540 1.540 
C6-C7 1.381 1.381 1.383 1.381 1.381 
C6-F5 1.375 1.376 1.376 1.376 1.376 
C7-C8 1.455 1.456 1.449 1.449 1.449 
C9-C10 1.466 1.468 1.458 1.458 1.458 
C10-C11 1.393 1.393 1.394 1.392 1.392 
C10-C15 1.398 1.400 1.394 1.395 1.395 
C11-C12 1.421 1.422 1.420 1.420 1.420 
C11-F4 1.371 1.371 1.371 1.371 1.371 
C12-C13 1.450 1.450 1.450 1.450 1.450 
C12-C36 1.553 1.553 1.553 1.552 1.552 
C13-C14 1.400 1.400 1.400 1.400 1.400 
C13-C35 1.539 1.539 1.538 1.537 1.537 
C14-C15 1.380 1.380 1.382 1.380 1.380 
C14-F1 1.376 1.376 1.377 1.377 1.377 
220 
 
C15-C16 1.453 1.455 1.448 1.448 1.448 
C17-C18 1.451 1.452 1.446 1.445 1.445 
C18-C19 1.379 1.379 1.381 1.379 1.379 
C18-C23 1.398 1.400 1.393 1.394 1.394 
C19-C20 1.399 1.399 1.399 1.399 1.399 
C19-F16 1.375 1.375 1.376 1.375 1.375 
C20-C21 1.450 1.449 1.451 1.451 1.451 
C20-C34 1.535 1.535 1.536 1.535 1.535 
C21-C22 1.429 1.429 1.426 1.425 1.425 
C21-C33 1.564 1.564 1.563 1.562 1.562 
C22-C23 1.396 1.397 1.396 1.394 1.394 
C22-F13 1.372 1.373 1.372 1.372 1.372 
C23-C24 1.474 1.477 1.464 1.463 1.463 
C25-C26 1.459 1.461 1.453 1.453 1.453 
C26-C27 1.383 1.383 1.385 1.382 1.382 
C26-C31 1.402 1.403 1.396 1.398 1.398 
C27-C28 1.402 1.402 1.402 1.401 1.401 
C27-F12 1.376 1.376 1.376 1.376 1.376 
C28-C29 1.448 1.448 1.448 1.448 1.448 
C28-C52 1.537 1.538 1.537 1.536 1.536 
C29-C3 1.422 1.422 1.421 1.420 1.420 
C29-C51 1.556 1.556 1.556 1.555 1.555 
C30-C31 1.394 1.394 1.395 1.393 1.393 
C30-F9 1.371 1.371 1.371 1.371 1.371 
C31-C32 1.467 1.469 1.459 1.458 1.458 
C33-F14 1.438 1.438 1.440 1.440 1.440 
C33-C38 1.577 1.577 1.577 1.576 1.576 
C33-C37 1.575 1.575 1.575 1.574 1.574 
C38-F21 1.371 1.371 1.371 1.371 1.371 
C38-F20 1.379 1.378 1.378 1.378 1.378 
C38-F22 1.388 1.388 1.388 1.389 1.389 
C37-F19 1.387 1.387 1.388 1.388 1.388 
C37-F18 1.372 1.372 1.372 1.372 1.372 
C37-F17 1.379 1.379 1.379 1.379 1.379 
C34-F15 1.414 1.414 1.414 1.414 1.414 
C34-C40 1.563 1.563 1.563 1.563 1.563 
C34-C39 1.560 1.560 1.560 1.560 1.560 
C40-F27 1.374 1.374 1.374 1.374 1.374 
C40-F26 1.377 1.377 1.378 1.377 1.377 
C40-F28 1.385 1.385 1.385 1.385 1.385 
C39-F23 1.385 1.385 1.385 1.385 1.385 
C39-F25 1.375 1.375 1.376 1.376 1.376 
C39-F24 1.377 1.377 1.377 1.377 1.377 
C35-F2 1.415 1.415 1.416 1.415 1.415 
C35-C41 1.563 1.563 1.562 1.561 1.561 
C35-C42 1.569 1.568 1.570 1.570 1.570 
C41-F29 1.375 1.375 1.375 1.376 1.376 
221 
 
C41-F30 1.377 1.377 1.378 1.378 1.378 
C41-F31 1.384 1.384 1.385 1.385 1.385 
C42-F34 1.383 1.383 1.384 1.384 1.384 
C42-F32 1.376 1.376 1.377 1.377 1.377 
C42-F33 1.377 1.377 1.376 1.376 1.376 
C36-F3 1.442 1.442 1.441 1.441 1.441 
C36-C36 1.577 1.577 1.580 1.579 1.579 
C36-C44 1.571 1.572 1.572 1.572 1.572 
C36-F36 1.370 1.370 1.370 1.370 1.370 
C36-F37 1.377 1.377 1.377 1.377 1.377 
C36-F35 1.390 1.390 1.391 1.391 1.391 
C44-F40 1.388 1.389 1.387 1.387 1.387 
C44-F38 1.373 1.373 1.376 1.376 1.376 
C44-F39 1.376 1.376 1.376 1.376 1.376 
C45-F6 1.416 1.416 1.416 1.416 1.416 
C45-C47 1.566 1.566 1.567 1.566 1.566 
C45-C48 1.566 1.567 1.567 1.567 1.567 
C47-F42 1.375 1.375 1.376 1.376 1.376 
C47-F43 1.377 1.377 1.377 1.377 1.377 
C47-F41 1.384 1.384 1.384 1.384 1.384 
C48-F46 1.384 1.384 1.384 1.384 1.384 
C48-F44 1.375 1.375 1.375 1.375 1.375 
C48-F45 1.377 1.377 1.378 1.377 1.377 
C46-F7 1.442 1.442 1.443 1.443 1.443 
C46-F49 1.575 1.575 1.576 1.576 1.576 
C46-F50 1.575 1.575 1.576 1.575 1.575 
C49-F48 1.371 1.371 1.372 1.372 1.372 
C49-F49 1.376 1.376 1.376 1.376 1.376 
C49-F47 1.389 1.389 1.389 1.390 1.390 
C50-F50 1.389 1.389 1.389 1.390 1.390 
C50-F51 1.371 1.371 1.372 1.372 1.372 
C50-F52 1.376 1.376 1.376 1.376 1.376 
C51-F10 1.443 1.443 1.444 1.444 1.444 
C51-C54 1.571 1.571 1.570 1.569 1.569 
C51-C53 1.578 1.579 1.579 1.579 1.579 
C54-F56 1.373 1.373 1.373 1.373 1.373 
C54-F58 1.376 1.376 1.377 1.376 1.376 
C54-F57 1.389 1.390 1.390 1.390 1.390 
C53-F55 1.389 1.389 1.389 1.389 1.389 
C53-F54 1.371 1.372 1.372 1.372 1.372 
C53-F53 1.377 1.377 1.377 1.377 1.377 
C52-F11 1.417 1.417 1.417 1.417 1.417 
C52-C56 1.565 1.565 1.564 1.564 1.564 
C52-C55 1.563 1.563 1.564 1.564 1.564 
C56-C63 1.373 1.373 1.374 1.374 1.374 
C56-C62 1.378 1.378 1.379 1.379 1.379 
C56-F64 1.383 1.383 1.384 1.384 1.384 
222 
 
C55-F61 1.384 1.384 1.385 1.385 1.385 
C55-F60 1.377 1.377 1.377 1.378 1.378 
C55-F59 1.375 1.376 1.376 1.375 1.375 
 
Table B.20.  Calculated 3-body bond angles of F64MPc with B3LYP functional and 6-31G basis 
set. 
 F64ZnPc F64MgPc F64CoPc F64CuPc F64FePc 
      
N1-M-N2 89.62 89.70 89.85 89.86 89.86 
N1-M-N3 174.30 177.29 178.99 179.12 179.12 
N1-M-N4 90.07 90.18 90.17 90.14 90.14 
M-N1-C25 124.84 124.63 126.06 125.77 125.77 
M-N1-C32 125.11 124.87 126.24 125.93 125.93 
N2-M-N3 90.16 90.30 90.16 90.18 90.18 
N2-M-N4 174.65 177.48 179.50 179.61 179.61 
M-N2-C17 124.26 124.00 125.67 125.39 125.39 
M-N2-C24 126.19 126.05 127.02 126.70 126.70 
N3-M-N4 89.62 89.70 89.81 89.82 89.82 
M-N3-C9 125.91 125.74 126.85 126.54 126.54 
M-N3-C16 124.73 124.48 125.98 125.68 125.68 
M-N4-C1 125.49 125.30 126.54 126.24 126.24 
M-N4-C8 124.65 124.44 125.92 125.62 125.62 
C25-N1-C32 110.03 110.49 107.70 108.29 108.29 
N1-C25-N6 127.89 127.89 127.67 127.54 127.54 
N1-C25-C26 107.62 107.35 109.04 108.79 108.79 
N1-C32-N5 126.96 126.92 126.93 126.80 126.80 
N1-C32-C31 107.68 107.40 109.10 108.85 108.85 
C17-N2-C24 109.54 109.96 107.30 107.90 107.90 
N2-C17-N7 127.90 127.98 127.84 127.69 127.69 
N2-C17-C18 108.28 108.03 109.52 109.23 109.23 
N2-C24-N6 125.69 125.68 126.12 126.04 126.04 
N2-C24-C23 107.87 107.60 109.21 108.98 108.98 
C9-N3-C16 109.36 109.77 107.16 107.76 107.76 
N3-C9-N8 126.40 126.32 126.46 126.36 126.36 
N3-C9-C10 108.11 107.86 109.44 109.20 109.20 
N3-C16-N7 127.60 127.54 127.44 127.28 127.28 
N3-C16-C15 108.27 108.03 109.58 109.30 109.30 
C1-N4-C8 109.82 110.25 107.54 108.14 108.14 
N4-C1-N5 126.15 126.17 126.47 126.38 126.38 
N4-C1-C2 107.75 107.46 109.13 108.89 108.89 
N4-C8-N8 127.93 128.01 127.88 127.72 127.72 
N4-C8-C7 107.98 107.72 109.26 108.98 108.98 
C1-N5-C32 126.10 126.54 123.62 124.45 124.45 
N5-C1-C2 126.10 126.36 124.40 124.73 124.73 
N5-C32-C31 125.36 125.68 123.96 124.32 124.32 
C24-N6-C25 125.62 126.03 123.25 124.07 124.07 
223 
 
N6-C24-C23 126.44 126.71 124.67 124.98 124.98 
N6-C25-C26 124.47 124.74 123.26 123.65 123.65 
C16-N7-C17 125.21 125.67 122.88 123.74 123.74 
N7-C16-C15 124.13 124.43 122.98 123.41 123.41 
N7-C17-C18 123.80 123.98 122.62 123.07 123.07 
C8-N8-C9 125.34 125.77 123.06 123.90 123.90 
N8-C8-C7 124.08 124.26 122.84 123.25 123.25 
N8-C9-C10 125.49 125.81 124.10 124.44 124.44 
C1-C2-C3 134.00 134.04 133.73 133.68 133.68 
C1-C2-C7 106.59 106.63 106.48 106.45 106.45 
C3-C2-C7 119.42 119.33 119.80 119.87 119.87 
C2-C3-C4 122.72 122.79 122.45 122.38 122.38 
C2-C3-F8 114.01 113.97 114.27 114.23 114.23 
C2-C7-C6 119.27 119.25 119.27 119.28 119.28 
C2-C7-C8 107.86 107.93 107.59 107.54 107.54 
C4-C3-F8 123.26 123.23 123.28 123.39 123.39 
C3-C4-C5 116.80 116.79 116.80 116.81 116.81 
C3-C4-C46 117.30 117.33 117.27 117.18 117.18 
C5-C4-C46 125.90 125.88 125.93 126.00 126.00 
C4-C5-C6 118.52 118.50 118.66 118.70 118.70 
C4-C5-C45 126.69 126.69 126.42 126.44 126.44 
C4-C46-F7 109.16 109.13 109.33 109.38 109.38 
C4-C46-C49 114.90 114.98 114.83 114.70 114.70 
C4-C46-C50 114.69 114.68 114.54 114.56 114.56 
C6-C5-C45 114.79 114.80 114.92 114.87 114.87 
C5-C6-C7 123.27 123.33 123.00 122.93 122.93 
C5-C6-F5 119.22 119.18 119.24 119.38 119.38 
C5-C45-F6 108.93 108.94 108.76 108.76 108.76 
C5-C45-C47 114.56 114.60 114.60 114.70 114.70 
C5-C45-C48 114.55 114.56 114.48 114.32 114.32 
C7-C6-F5 117.51 117.49 117.75 117.69 117.69 
C6-C7-C8 132.87 132.82 133.13 133.17 133.17 
C9-C10-C11 133.46 133.50 133.33 133.31 133.31 
C9-C10-C15 106.65 106.68 106.49 106.46 106.46 
C11-C10-C15 119.89 119.81 120.16 120.22 120.22 
C10-C11-C12 122.45 122.53 122.25 122.18 122.18 
C10-C11-F4 113.96 113.90 114.19 114.14 114.14 
C10-C15-C14 119.11 119.10 119.13 119.14 119.14 
C10-C15-C16 107.61 107.65 107.32 107.27 107.27 
C12-C11-F4 123.59 123.57 123.56 123.68 123.68 
C11-C12-C13 116.76 116.74 116.74 116.76 116.76 
C11-C12-C36 117.05 117.07 117.19 117.13 117.13 
C13-C12-C36 126.19 126.20 126.06 126.10 126.10 
C12-C13-C14 118.76 118.74 118.92 118.97 118.97 
C12-C13-C35 126.47 126.46 126.17 126.19 126.19 
C12-C36-F3 109.05 109.03 108.98 109.00 109.00 
C12-C36-C36 115.38 115.36 115.85 116.15 116.15 
224 
 
C12-C36-C44 114.14 114.20 113.75 113.39 113.39 
C14-C13-C35 114.77 114.79 114.89 114.83 114.83 
C13-C14-C15 123.03 123.08 122.78 122.72 122.72 
C13-C14-F1 119.39 119.35 119.24 119.34 119.34 
C13-C35-F2 108.72 108.72 108.72 108.75 108.75 
C13-C35-C41 113.85 113.79 113.62 113.52 113.52 
C13-C35-C42 114.98 115.09 115.14 115.16 115.16 
C15-C14-F1 117.58 117.57 117.96 117.90 117.90 
C14-C15-C16 133.27 133.25 133.55 133.58 133.58 
C17-C18-C19 132.58 132.49 132.94 132.99 132.99 
C17-C18-C23 107.96 108.04 107.66 107.61 107.61 
C19-C18-C23 119.46 119.46 119.40 119.40 119.40 
C18-C19-C20 123.07 123.12 122.82 122.75 122.75 
C18-C19-F16 117.46 117.44 117.67 117.60 117.60 
C18-C23-C22 119.37 119.27 119.80 119.87 119.87 
C18-C23-C24 106.35 106.37 106.31 106.28 106.28 
C20-C19-F16 119.48 119.44 119.51 119.65 119.65 
C19-C20-C21 118.99 118.97 119.11 119.15 119.15 
C19-C20-C34 114.83 114.85 115.04 114.99 114.99 
C21-C20-C34 126.18 126.17 125.86 125.86 125.86 
C20-C21-C22 116.30 116.31 116.31 116.32 116.32 
C20-C21-C33 126.50 126.44 126.62 126.71 126.71 
C20-C34-F15 108.01 108.02 107.88 107.89 107.89 
C20-C34-C40 115.15 115.11 115.09 115.04 115.04 
C20-C34-C39 114.34 114.38 114.39 114.39 114.39 
C22-C21-C33 117.20 117.25 117.07 116.97 116.97 
C21-C22-C23 122.81 122.86 122.55 122.48 122.48 
C21-C22-F13 124.03 124.00 124.10 124.22 124.22 
C21-C33-F14 106.91 106.88 107.11 107.17 107.17 
C21-C33-C38 116.04 116.17 115.94 115.91 115.91 
C21-C33-C37 116.20 116.13 116.15 116.08 116.08 
C23-C22-F13 113.16 113.13 113.35 113.29 113.29 
C22-C23-C24 134.28 134.36 133.89 133.83 133.83 
C25-C26-C27 133.59 133.57 133.83 133.84 133.84 
C25-C26-C31 107.75 107.80 107.43 107.36 107.36 
C27-C26-C31 118.65 118.61 118.73 118.76 118.76 
C26-C27-C28 123.13 123.22 122.86 122.79 122.79 
C26-C27-F12 117.67 117.63 118.00 117.94 117.94 
C26-C31-C30 120.06 119.99 120.33 120.37 120.37 
C26-C31-C32 106.92 106.94 106.72 106.68 106.68 
C28-C27-F12 119.19 119.15 119.14 119.26 119.26 
C27-C28-C29 119.00 118.97 119.10 119.12 119.12 
C27-C28-C52 115.31 115.31 115.43 115.38 115.38 
C29-C28-C52 125.69 125.72 125.46 125.49 125.49 
C28-C29-C30 116.49 116.48 116.50 116.53 116.53 
C28-C29-C51 126.41 126.38 126.45 126.52 126.52 
C28-C52-F11 108.35 108.37 108.38 108.41 108.41 
225 
 
C28-C52-C56 115.03 115.15 114.88 114.78 114.78 
C28-C52-C55 114.22 114.12 114.43 114.47 114.47 
C30-C29-C51 117.10 117.14 117.05 116.95 116.95 
C29-C30-C51 122.59 122.66 122.34 122.27 122.27 
C29-C30-F9 123.40 123.36 123.37 123.48 123.48 
C29-C51-F10 108.40 108.44 108.22 108.19 108.19 
C29-C51-C54 114.14 114.10 114.36 114.44 114.44 
C29-C51-C53 116.12 116.19 116.06 115.93 115.93 
C31-C30-F9 114.01 113.97 114.29 114.23 114.23 
C30-C31-C32 133.02 133.08 132.95 132.95 132.95 
F14-C33-C38 97.64 97.66 97.41 97.37 97.37 
F14-C33-C37 97.31 97.33 97.01 96.99 96.99 
C38-C33-C37 117.83 117.75 118.19 118.30 118.30 
C33-C38-F21 118.83 118.88 118.96 118.99 118.99 
C33-C38-F20 109.20 109.21 109.35 109.41 109.41 
C33-C38-F22 106.33 106.30 106.20 106.24 106.24 
C33-C37-F19 106.31 106.37 106.12 106.03 106.03 
C33-C37-F18 119.09 119.11 119.22 119.19 119.19 
C33-C37-F17 109.18 109.17 109.21 109.25 109.25 
F21-C38-F20 106.22 106.22 106.27 106.26 106.26 
F21-C38-F22 107.31 107.26 107.14 107.07 107.07 
F20-C38-F22 108.62 108.65 108.59 108.50 108.50 
F19-C37-F18 107.11 107.13 106.99 106.92 106.92 
F19-C37-F17 108.69 108.69 108.69 108.71 108.71 
F18-C37-F17 106.13 106.05 106.27 106.41 106.41 
F15-C34-C40 101.42 101.38 101.47 101.52 101.52 
F15-C34-C39 102.53 102.49 102.73 102.78 102.78 
C40-C34-C39 113.50 113.54 113.42 113.38 113.38 
C34-C40-F27 115.10 115.11 115.02 115.07 115.07 
C34-C40-F26 109.45 109.45 109.47 109.47 109.47 
C34-C40-F28 108.20 108.19 108.25 108.22 108.22 
C34-C39-F23 108.50 108.47 108.63 108.65 108.65 
C34-C39-F25 114.24 114.25 114.08 114.14 114.14 
C34-C39-F24 110.02 110.02 110.08 110.09 110.09 
F27-C40-F26 107.24 107.23 107.30 107.35 107.35 
F27-C40-F28 108.20 108.21 108.17 108.10 108.10 
F26-C40-F28 108.48 108.48 108.47 108.47 108.47 
F23-C39-F25 108.11 108.09 108.10 108.04 108.04 
F23-C39-F24 108.41 108.40 108.39 108.36 108.36 
F25-C39-F24 107.42 107.45 107.42 107.40 107.40 
F2-C35-C41 102.25 102.27 101.83 101.83 101.83 
F2-C35-C42 102.59 102.50 103.35 103.46 103.46 
C41-C35-C42 112.87 112.87 112.66 112.61 112.61 
C35-C41-F29 114.47 114.41 114.67 114.75 114.75 
C35-C41-F30 109.62 109.64 109.50 109.52 109.52 
C35-C41-F31 108.75 108.79 108.66 108.73 108.73 
C35-C42-F34 109.21 109.17 109.64 109.62 109.62 
226 
 
C35-C42-F32 114.36 114.44 113.64 113.61 113.61 
C35-C42-F33 109.46 109.44 109.70 109.68 109.68 
F29-C41-F30 107.53 107.52 107.73 107.69 107.69 
F29-C41-F31 107.74 107.76 107.48 107.39 107.39 
F30-C41-F31 108.59 108.58 108.64 108.59 108.59 
F34-C42-F32 108.11 108.09 108.21 108.20 108.20 
F34-C42-F33 108.50 108.51 108.36 108.34 108.34 
F32-C42-F33 107.04 107.03 107.14 107.24 107.24 
F3-C36-C36 96.09 96.13 95.96 96.00 96.00 
F3-C36-C44 97.20 97.13 97.61 97.63 97.63 
C43-C36-C44 120.44 120.43 120.22 120.23 120.23 
C36-C43-F36 119.46 119.42 119.82 119.78 119.78 
C36-C43-F37 109.93 109.95 109.76 109.79 109.79 
C36-C43-F35 105.26 105.27 105.10 105.04 105.04 
C36-C44-F40 106.15 106.12 106.49 106.59 106.59 
C36-C44-F38 118.04 118.13 117.66 117.65 117.65 
C36-C44-F39 110.28 110.23 110.45 110.48 110.48 
F36-C36-F37 106.67 106.70 106.50 106.57 106.57 
F36-C36-F35 106.60 106.59 106.73 106.72 106.72 
F37-C36-F35 108.50 108.50 108.49 108.51 108.51 
F40-C44-F38 105.62 105.65 105.27 105.19 105.19 
F40-C44-F39 108.73 108.72 108.81 108.76 108.76 
F38-C44-F39 107.64 107.60 107.79 107.78 107.78 
F6-C45-C47 102.36 102.34 102.61 102.69 102.69 
F6-C45-C48 102.03 102.00 102.07 102.10 102.10 
C47-C45-C48 112.76 112.74 112.71 112.67 112.67 
C45-C47-F42 114.42 114.43 114.29 114.36 114.36 
C45-C47-F43 109.60 109.60 109.66 109.67 109.67 
C45-C47-F41 109.02 109.02 109.16 109.15 109.15 
C45-C48-F46 108.93 108.93 109.00 109.00 109.00 
C45-C48-F44 114.62 114.63 114.60 114.65 114.65 
C45-C48-F45 109.41 109.40 109.38 109.37 109.37 
F42-C47-F4 107.20 107.20 107.19 107.19 107.19 
F42-C47-F41 107.92 107.93 107.88 107.83 107.83 
F43-C47-F41 108.52 108.52 108.49 108.47 108.47 
F46-C48-F44 107.87 107.88 107.76 107.67 107.67 
F46-C48-F45 108.59 108.58 108.60 108.59 108.59 
F44-C48-F45 107.28 107.27 107.35 107.39 107.39 
F7-C46-C49 96.37 96.40 96.23 96.20 96.20 
F7-C46-C50 96.66 96.64 96.62 96.64 96.64 
C49-C46-C50 120.47 120.40 120.70 120.80 120.80 
C46-C49-F48 118.97 118.98 118.97 118.92 118.92 
C46-C49-F49 110.08 110.07 110.17 110.20 110.20 
C46-C49-F47 105.63 105.61 105.57 105.55 105.55 
C46-50-F50 105.60 105.62 105.59 105.61 105.61 
C46-C50-F51 118.72 118.75 118.70 118.68 118.68 
C46-C50-F52 110.22 110.20 110.32 110.37 110.37 
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F48-C49-F49 107.07 107.06 107.15 107.24 107.24 
F48-C49-F47 106.07 106.09 105.92 105.85 105.85 
F49-C49-F47 108.61 108.61 108.63 108.64 108.64 
F50-C50-F51 106.03 106.05 105.89 105.84 105.84 
F50-C50-F52 108.62 108.61 108.62 108.59 108.59 
F51-C50-F52 107.23 107.19 107.29 107.32 107.32 
F10-C51-C54 97.47 97.45 97.65 97.70 97.70 
F10-C51-C53 95.50 95.51 95.38 95.36 95.36 
C54-C51-C53 120.26 120.22 120.16 120.21 120.21 
C51-C54-F56 118.49 118.49 118.45 118.40 118.40 
C51-C54-F58 110.45 110.44 110.47 110.50 110.50 
C51-C54-F57 105.68 105.66 105.75 105.77 105.77 
C51-C53-F55 105.47 105.50 105.52 105.54 105.54 
C51-C53-F54 120.00 119.99 120.02 119.99 119.99 
C51-C53-F53 109.50 109.52 109.50 109.53 109.53 
F56-C54-F58 107.18 107.20 107.14 107.18 107.18 
F56-C54-F57 106.03 106.03 106.05 106.02 106.02 
F58-C54-F57 108.62 108.62 108.57 108.56 108.56 
F55-C53-F54 106.18 106.18 106.15 106.10 106.10 
F55-C53-F53 108.67 108.67 108.68 108.66 108.66 
F54-C53-F53 106.59 106.56 106.54 106.59 106.59 
F11-C52-C56 100.88 100.89 100.67 100.70 100.70 
F11-C52-C55 103.73 103.70 103.87 103.92 103.92 
C56-C52-C55 112.94 112.92 112.90 112.86 112.86 
C52-C56-F63 115.40 115.43 115.41 115.46 115.46 
C52-C56-F62 108.93 108.93 108.92 108.94 108.94 
C52-C56-F64 108.46 108.48 108.35 108.32 108.32 
C52-C55-F61 109.24 109.24 109.34 109.34 109.34 
C52-C55-F60 113.31 113.31 113.17 113.22 113.22 
C52-C55-F59 110.28 110.26 110.32 110.34 110.34 
F63-C56-F62 107.30 107.26 107.48 107.52 107.52 
F63-C56-F64 107.92 107.90 107.85 107.78 107.78 
F62-C56-F64 108.68 108.67 108.67 108.66 108.66 
F61-C55-F60 107.97 107.97 108.04 107.99 107.99 
F61-C55-F59 108.43 108.43 108.35 108.32 108.32 
F60-C55-F59 107.49 107.50 107.48 107.47 107.47 
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Table B.21.  Calculated Mullikan Atomic Charges of F64MPc with B3LYP functional and 6-31G 
basis set. 
 F64ZnPc F64MgPc F64CoPc F64CuPc F64FePc 
      
M 1.053 1.284 0.976 1.000 1.192 
N1 -0.681 -0.744 -0.701 -0.680 -0.738 
N2 -0.687 -0.750 -0.678 -0.681 -0.707 
N3 -0.679 -0.741 -0.700 -0.679 -0.787 
N4 -0.682 -0.743 -0.675 -0.678 -0.704 
N5 -0.315 -0.319 -0.301 -0.304 -0.308 
N6 -0.321 -0.326 -0.303 -0.306 -0.311 
N7 -0.321 -0.326 -0.305 -0.308 -0.313 
N8 -0.312 -0.316 -0.300 -0.303 -0.306 
C1 0.361 0.372 0.347 0.350 0.342 
C2 0.049 0.045 0.057 0.054 0.061 
C3 0.272 0.271 0.276 0.275 0.274 
C4 0.016 0.016 0.016 0.016 0.015 
C5 0.062 0.062 0.060 0.061 0.060 
C6 0.235 0.234 0.241 0.240 0.239 
C7 0.041 0.037 0.053 0.051 0.055 
C8 0.376 0.386 0.363 0.366 0.357 
C9 0.378 0.388 0.375 0.369 0.371 
C10 0.025 0.020 0.039 0.039 0.036 
C11 0.238 0.237 0.243 0.240 0.243 
C12 0.055 0.054 0.053 0.054 0.052 
C13 0.033 0.032 0.031 0.032 0.032 
C14 0.267 0.265 0.273 0.272 0.273 
C15 0.060 0.057 0.063 0.061 0.064 
C16 0.364 0.375 0.358 0.352 0.356 
C17 0.386 0.397 0.371 0.373 0.365 
C18 0.043 0.038 0.055 0.054 0.058 
C19 0.235 0.234 0.240 0.239 0.238 
C20 0.058 0.058 0.055 0.056 0.055 
C21 0.019 0.019 0.019 0.018 0.018 
C22 0.275 0.273 0.279 0.279 0.277 
C23 0.038 0.034 0.046 0.043 0.049 
C24 0.372 0.383 0.355 0.357 0.350 
C25 0.368 0.380 0.361 0.355 0.359 
C26 0.055 0.051 0.060 0.059 0.060 
C27 0.270 0.268 0.275 0.274 0.275 
C28 0.015 0.015 0.013 0.014 0.014 
C29 0.063 0.062 0.061 0.062 0.060 
C30 0.236 0.235 0.241 0.238 0.241 
C31 0.031 0.026 0.043 0.042 0.040 
C32 0.381 0.391 0.377 0.371 0.373 
C33 0.066 0.067 0.067 0.066 0.068 
C34 0.062 0.063 0.061 0.061 0.062 
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C35 0.069 0.069 0.068 0.067 0.069 
C36 0.061 0.061 0.062 0.061 0.062 
C37 0.797 0.797 0.796 0.796 0.796 
C38 0.805 0.805 0.806 0.806 0.805 
C39 0.809 0.809 0.811 0.811 0.810 
C40 0.803 0.803 0.803 0.803 0.803 
C41 0.796 0.796 0.797 0.797 0.796 
C42 0.798 0.798 0.799 0.799 0.798 
C43 0.805 0.805 0.805 0.805 0.805 
C44 0.804 0.803 0.804 0.804 0.804 
C45 0.066 0.066 0.064 0.063 0.065 
C46 0.805 0.805 0.805 0.805 0.805 
C47 0.807 0.807 0.811 0.811 0.809 
C48 0.066 0.066 0.065 0.065 0.066 
C49 0.800 0.800 0.801 0.801 0.800 
C50 0.803 0.803 0.805 0.805 0.804 
C51 0.067 0.067 0.067 0.067 0.067 
C52 0.067 0.067 0.068 0.067 0.068 
C53 0.806 0.806 0.807 0.807 0.806 
C54 0.805 0.805 0.805 0.805 0.805 
C55 0.800 0.800 0.801 0.801 0.800 
C56 0.802 0.802 0.803 0.803 0.802 
F1 -0.251 -0.254 -0.252 -0.252 -0.253 
F2 -0.275 -0.275 -0.274 -0.274 -0.275 
F3 -0.286 -0.286 -0.286 -0.286 -0.236 
F4 -0.264 -0.265 -0.263 -0.264 -0.264 
F5 -0.265 -0.265 -0.265 -0.265 -0.265 
F6 -0.289 -0.289 -0.290 -0.290 -0.289 
F7 -0.274 -0.274 -0.274 -0.274 -0.274 
F8 -0.251 -0.251 -0.250 -0.250 -0.251 
F9 -0.264 -0.264 -0.263 -0.264 -0.264 
F10 -0.289 -0.289 -0.289 -0.289 -0.289 
F11 -0.274 -0.274 -0.274 -0.274 -0.274 
F12 -0.251 -0.251 -0.249 -0.249 -0.250 
F13 -0.250 -0.251 -0.249 -0.249 -0.250 
F14 -0.274 -0.274 -0.274 -0.274 -0.274 
F15 -0.289 -0.289 -0.289 -0.289 -0.289 
F16 -0.265 -0.265 -0.264 -0.264 -0.265 
F17 -0.242 -0.242 -0.242 -0.242 -0.242 
F18 -0.238 -0.238 -0.239 -0.239 -0.238 
F19 -0.260 -0.260 -0.259 -0.260 -0.260 
F20 -0.242 -0.242 -0.242 -0.242 -0.242 
F21 -0.239 -0.238 -0.238 -0.238 -0.238 
F22 -0.260 -0.260 -0.260 -0.259 -0.260 
F23 -0.259 -0.259 -0.259 -0.259 -0.259 
F24 -0.238 -0.238 -0.237 -0.237 -0.238 
F25 -0.238 -0.238 -0.239 -0.239 -0.239 
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F26 -0.242 -0.242 -0.242 -0.242 -0.242 
F27 -0.234 -0.234 -0.234 -0.234 -0.234 
F28 -0.256 -0.256 -0.256 -0.256 -0.256 
F29 -0.261 -0.261 -0.260 -0.261 -0.261 
F30 -0.242 -0.242 -0.242 -0.242 -0.243 
F31 -0.236 -0.236 -0.236 -0.236 -0.236 
F32 -0.261 -0.261 -0.261 -0.262 -0.252 
F33 -0.242 -0.242 -0.241 -0.242 -0.242 
F34 -0.235 -0.235 -0.235 -0.235 -0.235 
F35 -0.257 -0.257 -0.257 -0.257 -0.257 
F36 -0.239 -0.234 -0.239 -0.239 -0.239 
F37 -0.236 -0.236 -0.236 -0.236 -0.236 
F38 -0.257 -0.257 -0.257 -0.258 -0.257 
F39 -0.240 -0.240 -0.240 -0.240 -0.240 
F40 -0.234 -0.239 -0.235 -0.235 -0.235 
F41 -0.257 -0.257 -0.256 -0.256 -0.257 
F42 -0.236 -0.236 -0.236 -0.236 -0.236 
F43 -0.240 -0.240 -0.241 -0.242 -0.241 
F44 -0.238 -0.238 -0.238 -0.238 -0.239 
F45 -0.258 -0.258 -0.250 -0.250 -0.259 
F46 -0.239 -0.240 -0.240 -0.240 -0.239 
F47 -0.261 -0.261 -0.262 -0.262 -0.261 
F48 -0.236 -0.236 -0.235 -0.234 -0.235 
F49 -0.241 -0.241 -0.242 -0.241 -0.242 
F50 -0.258 -0.258 -0.258 -0.258 -0.257 
F51 -0.242 -0.241 -0.246 -0.246 -0.244 
F52 -0.243 -0.243 -0.243 -0.244 -0.243 
F53 -0.258 -0.258 -0.258 -0.258 -0.258 
F54 -0.237 -0.237 -0.237 -0.237 -0.237 
F55 -0.240 -0.240 -0.240 0.240 -0.240 
F56 -0.257 -0.258 -0.257 -0.257 -0.257 
F57 -0.236 -0.236 -0.236 -0.236 -0.236 
F58 -0.240 -0.240 -0.240 -0.240 -0.400 
F59 -0.242 -0.242 -0.242 -0.242 -0.242 
F60 -0.260 -0.260 -0.260 -0.260 -0.260 
F61 -0.238 -0.238 -0.239 -0.239 -0.239 
F62 -0.242 -0.242 -0.242 -0.242 -0.242 
F63 -0.259 -0.260 -0.259 -0.259 -0.260 
F64 -0.238 -0.238 -0.238 -0.239 -0.239 
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FxMPc DOS, PDOS, and Electron Density Distribution Plots 
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The calculated DOS and PDOS of F16MPc are provided in Figure C.1. A summary of the 
energy and atom contributions of select MOs is also provided in Table C.1 with corresponding 
electron density plots illustrated in Figures C.2-6.  
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Figure C.1. DOS and PDOS of (a) F16ZnPc, (b) F16MgPc, (c) F16CoPc, (d) F16CuPc, and (e) 
F16FePc. 
Table C.1. Calculated energy and atom contributions of select MOs for F16MPc. 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F16ZnPc HOMO -6.286 0.00 0.00 91.87 8.13 
 LUMO -4.114 0.31 31.23 65.93 2.53 
 LUMO+1 -4.114 0.31 31.23 65.93 2.53 
       
F16MgPc HOMO -6.264 0.00 0.00 91.93 8.06 
 LUMO -4.114 0.00 30.99 66.47 2.54 
 LUMO+1 -4.112 0.00 30.99 66.47 2.54 
       
F16CoPc HOMO -6.286 0.00 0.00 91.87 8.13 
 SOMO -5.878 93.71 6.65 5.43 0.21 
 LUMO -4.169 2.25 29.92 65.28 2.56 
 LUMO+1 -4.076 4.55 31.45 61.64 2.37 
       
F16CuPc HOMO -6.294 0.00 0.00 91.85 8.13 
 SOMO -5.682 70.04 24.25 5.60 0.09 
 LUMO -4.123 1.00 31.11 65.38 2.51 
 LUMO+1 -4.120 1.00 31.11 65.38 2.51 
       
F16FePc HOMO-1 -6.291 100.00 0.00 0.00 0.00 
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 HOMO -6.259 0.00 0.00 92.00 8.00 
 SOMO -5.097 93.17 0.41 6.19 0.22 
 SOMO -5.097 93.17 0.41 6.19 0.22 
 LUMO -4.172 2.80 30.55 64.14 2.50 
 LUMO+1 -4.172 2.80 30.55 64.14 2.50 
 
 
 
Figure C.2. Electron density distribution plots of F16ZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
Figure C.3. Electron density distribution plots of F16MgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.4. Electron density distribution plots of F16CoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
Figure C.5. Electron density distribution plots of F16CuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.6. Electron density distribution plots of F16FePc (a) HOMO-1, (b) HOMO, (c) SOMO 
(d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
The calculated DOS and PDOS of F34MPc are provided in Figure C.7. A summary of the 
energy and atom contributions of select MOs is also provided in Table C.2 with corresponding 
electron density plots illustrated in Figures C.8-12.  
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Figure C.7. DOS and PDOS of (a) F34ZnPc, (b) F34MgPc, (c) F34CoPc, (d) F34CuPc, and (e) 
F34FePc. 
 
Table C.2. Calculated energy and atom contributions of select MOs for F34MPc. 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F34ZnPc HOMO -6.536 0.00 0.54 92.32 7.13 
 LUMO -4.373 0.32 31.11 66.62 1.94 
 LUMO+1 -4.229 0.30 31.72 65.58 2.41 
       
F34MgPc HOMO -6.520 0.00 0.55 92.42 7.03 
 LUMO -4.370 0.00 31.11 66.93 1.94 
 LUMO+1 -4.245 0.02 31.27 66.29 2.43 
       
F34CoPc HOMO -6.539 0.07 0.42 92.42 7.08 
 SOMO -6.065 93.57 0.62 5.62 0.20 
 LUMO -4.408 1.85 30.06 66.14 1.94 
 LUMO+1 -4.245 4.39 31.61 61.72 2.28 
       
F34CuPc HOMO -6.544 0.02 0.52 92.31 7.15 
 SOMO -6.022 70.46 23.87 5.59 0.09 
 LUMO -4.378 1.02 31.28 65.79 1.92 
 LUMO+1 -4.259 0.90 31.29 65.41 2.40 
       
F34FePc HOMO-1 -6.531 100.00 0.00 0.00 0.00 
 HOMO -6.512 0.00 0.00 ~92.00 ~8.00 
 SOMO -5.350 93.60 0.41 5.81 0.17 
 SOMO -5.342 93.60 0.41 5.81 0.17 
 LUMO -4.422 2.81 30.83 64.47 1.89 
 LUMO+1 -4.308 2.47 30.62 64.52 2.39 
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Figure C.8. Electron density distribution plots of F34ZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
 
Figure C.9. Electron density distribution plots of F34MgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.10. Electron density distribution plots of F34CoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
Figure C.11. Electron density distribution plots of F34CuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.12. Electron density distribution plots of F34FePc (a) HOMO-1, (b) HOMO, (c) SOMO 
(d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
The calculated DOS and PDOS of F40MPc are provided in Figure C.13. A summary of 
the energy and atom contributions of select MOs is also provided in Table C.3 with 
corresponding electron density plots illustrated in Figures C.14-18.  
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Figure C.13. DOS and PDOS of (a) F40ZnPc, (b) F40MgPc, (c) F40CoPc, (d) F40CuPc, and (e) 
F40FePc. 
Table C3. Calculated energy and atom contributions of select MOs for F40MPc. 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F40ZnPc HOMO -6.740 0.00 0.35 92.94 6.71 
 LUMO -4.572 0.31 30.95 66.97 1.78 
 LUMO+1 -4.553 0.31 30.95 66.97 1.78 
       
F40MgPc HOMO -6.713 0.00 0.35 93.05 6.60 
 LUMO -4.563 0.01 30.58 67.61 1.79 
 LUMO+1 -4.547 0.01 30.58 67.61 1.79 
       
F40CoPc HOMO -6.740 0.17 0.39 92.63 6.80 
 SOMO -6.359 100.00 0.00 0.00 0.00 
 LUMO -4.525 3.69 30.81 63.81 1.70 
 LUMO+1 -4.506 3.69 30.81 63.81 1.70 
       
F40CuPc HOMO -6.738 0.02 0.40 92.90 6.68 
 SOMO -6.025 69.93 24.34 5.65 0.07 
 LUMO -4.574 1.03 30.78 66.39 1.79 
 LUMO+1 -4.555 1.03 30.78 66.39 1.79 
       
F40FePc HOMO-1 -6.710 59.06 0.00 39.40 2.77 
 HOMO -6.675 93.13 0.41 6.29 0.18 
 SOMO -5.502 93.13 0.41 6.29 0.18 
 SOMO -5.499 93.13 0.41 6.29 0.18 
 LUMO -4.626 2.87 30.23 65.13 1.78 
 LUMO+1 -4.610 2.87 30.23 65.13 1.78 
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Figure C.14. Electron density distribution plots of F40ZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
 
Figure C.15. Electron density distribution plots of F40MgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.16. Electron density distribution plots of F40CoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
Figure C.17. Electron density distribution plots of F40CuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.18. Electron density distribution plots of F40FePc (a) HOMO-1, (b) HOMO, (c) SOMO 
(d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
The calculated DOS and PDOS of F52MPc are provided in Figure C.19. A summary of 
the energy and atom contributions of select MOs is also provided in Table C.4 with 
corresponding electron density plots illustrated in Figures C.20-24.  
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Figure C.19. DOS and PDOS of (a) F52ZnPc, (b) F52MgPc, (c) F52CoPc, (d) F52CuPc, and (e) 
F52FePc. 
 
Table C.4. Calculated energy and atom contributions of select MOs for F52MPc 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F52ZnPc HOMO -6.787 0.02 1.47 92.93 5.56 
 LUMO -4.512 0.31 31.69 66.06 1.94 
 LUMO+1 -4.442 0.31 31.69 66.06 1.94 
       
F52MgPc HOMO -6.759 0.02 1.47 93.05 5.47 
 LUMO -4.504 0.02 31.34 66.70 1.94 
 LUMO+1 -4.487 0.02 31.34 66.70 1.94 
       
F52CoPc HOMO -6.787 0.64 1.40 92.19 5.77 
 SOMO -6.354 100.00 0.00 0.00 0.00 
 LUMO -4.476 3.48 31.47 63.20 1.85 
 LUMO+1 -4.463 3.48 31.47 63.20 1.85 
       
F52CuPc HOMO -6.787 0.09 1.35 93.00 5.56 
 SOMO -6.237 70.54 23.74 5.66 0.07 
 LUMO -4.533 0.98 31.37 65.73 1.91 
 LUMO+1 -4.517 0.98 31.37 65.73 1.91 
       
F52FePc HOMO-1 -6.768 59.06 0.00 39.40 2.77 
 HOMO -6.729 93.13 0.41 6.29 0.18 
 SOMO -5.565 93.95 0.42 5.49 0.14 
 SOMO -5.557 93.95 0.42 5.49 0.14 
 LUMO -4.577 2.57 30.99 64.55 1.90 
 LUMO+1 -4.563 2.57 30.99 64.55 1.90 
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Figure C.20. Electron density distribution plots of F52ZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
 
Figure C.21. Electron density distribution plots of F52MgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.22. Electron density distribution plots of F52CoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
Figure C.23. Electron density distribution plots of F52CuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C.24. Electron density distribution plots of F52FePc (a) HOMO-1, (b) HOMO, (c) SOMO 
(d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
The calculated DOS and PDOS of F52aMPc are provided in Figure C.25. A summary of 
the energy and atom contributions of select MOs is also provided in Table C.5 with 
corresponding electron density plots illustrated in Figures C.26-30.  
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Figure C.25. DOS and PDOS of (a) F52aZnPc, (b) F52aMgPc, (c) F52aCoPc, (d) F52aCuPc, and (e) 
F52aFePc.  
Table C.5. Calculated energy and atom contributions of select MOs for F52aMPc 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F52aZnPc HOMO -6.944 0.00 0.26 93.66 6.07 
 LUMO -4.811 0.31 31.10 67.45 1.15 
 LUMO+1 -4.724 0.31 31.03 66.99 1.68 
       
F52aMgPc HOMO -6.923 0.00 0.26 93.73 6.00 
 LUMO -4.806 0.00 30.91 67.93 1.15 
 LUMO+1 -4.724 0.00 30.78 67.54 1.67 
       
F52aCoPc HOMO -6.958 0.09 0.26 93.46 6.20 
 SOMO -6.542 100.00 0.00 0.00 0.00 
 LUMO -4.773 3.56 31.08 64.29 1.08 
 LUMO+1 -4.697 3.55 30.98 63.95 1.51 
       
F52aCuPc HOMO -6.955 0.00 0.25 93.65 6.09 
 SOMO -6.319 70.30 24.03 5.63 0.04 
 LUMO -4.827 0.98 31.00 66.87 1.14 
 LUMO+1 -4.745 0.99 30.90 66.46 1.66 
     1  
F52aFePc HOMO-1 -6.920 59.06 0.00 39.40 2.77 
 HOMO -6.874 93.13 0.41 6.29 0.18 
 SOMO -5.740 93.26 0.39 6.19 0.15 
 SOMO -5.698 93.26 0.39 6.19 0.15 
 LUMO -4.874 2.80 30.45 65.49 1.25 
 LUMO+1 -4.795 2.81 30.35 65.20 1.64 
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Figure A.26. Electron density distribution plots of F52aZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
 
 
Figure A.27. Electron density distribution plots of F52aMgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure A.28. Electron density distribution plots of F52aCoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
Figure A.29. Electron density distribution plots of F52aCuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure A.30. Electron density distribution plots of F52aFePc (a) HOMO-1, (b) HOMO, (c) 
SOMO (d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
The calculated DOS and PDOS of F64MPc are provided in Figure C.31. A summary of 
the energy and atom contributions of select MOs is also provided in Table C.6 with 
corresponding electron density plots illustrated in Figures C.32-36 
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Figure C.31. DOS and PDOS of (a) F64ZnPc, (b) F64MgPc, (c) F64CoPc, (d) F64CuPc, and (e) 
F64FePc.  
Table C.6. Calculated energy and atom contributions of select MOs for F64MPc. 
   % Contribution to MO 
Pc MO Energy(eV) Zn N C F 
F64ZnPc HOMO -7.146 0.00 0.02 94.74 5.22 
 LUMO -4.961 0.31 31.25 67.44 0.99 
 LUMO+1 -4.958 0.31 31.25 67.44 0.99 
       
F64MgPc HOMO -7.124 0.00 0.02 94.82 5.16 
 LUMO -4.963 0.00 31.06 67.94 1.00 
 LUMO+1 -4.958 0.00 31.06 67.94 1.00 
       
F64CoPc HOMO -7.151 0.04 0.04 94.74 5.20 
 SOMO -6.667 93.84 0.56 5.50 0.12 
 LUMO -5.026 2.99 30.38 65.64 0.99 
 LUMO+1 -4.931 2.99 30.38 65.64 0.99 
       
F64CuPc HOMO -7.154 0.00 0.03 94.76 5.22 
 SOMO -6.392 69.95 24.33 5.67 0.00 
 LUMO -4.972 1.06 31.11 66.83 1.00 
 LUMO+1 -4.969 1.06 31.11 66.83 1.00 
       
F64FePc HOMO-1 -7.123 31.38 0.00 65.72 3.47 
 HOMO -7.040 100.00 0.00 0.00 0.00 
 SOMO -5.883 93.05 0.39 6.44 0.13 
 SOMO -5.867 93.05 0.39 6.44 0.13 
 LUMO -5.059 2.86 30.56 65.60 0.98 
 LUMO+1 -4.999 2.86 30.56 65.60 0.98 
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Figure C.32. Electron density distribution plots of F64ZnPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
 
 
 
 
Figure C33. Electron density distribution plots of F64MgPc (a) HOMO, (b) LUMO, and (c) 
LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C34. Electron density distribution plots of F64CoPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
 
Figure C35. Electron density distribution plots of F64CuPc (a) HOMO, (b) SOMO, (c) LUMO 
and (d) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Figure C36. Electron density distribution plots of F64FePc (a) HOMO-1, (b) HOMO, (c) SOMO 
(d) SOMO, (e) LUMO, and (f) LUMO+1. Surfaces sampled at 0.03 e/au. 
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Supporting Information for All-Atom CHARMM Force Field 
Development 
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 Given the symmetry of the phthalocyanine molecule, each atom was assigned an atom 
type according to the labeling schemes in Figure D.1.   
H16ZnPc 
 
F16ZnPc 
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F34ZnPc          
 
F40ZnPc 
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F64ZnPc 
 
 
Figure D.1. Label schematics for force field atom types in H16ZnPc, F16ZnPc, F34ZnPc, cis-
F40ZnPc, and F64ZnPc. 
 
 Comparison of the molecular geometry obtained from the 6-31G and 6-31G* level of 
theory are presented in Table D.1. All 3-body angles are compared to available experimental 
XRD data. Given the computation cost of the increased basis set, only a fragment of the F64ZnPc 
molecule was optimized at the 6-31G* level. Indicated by the overall RMSD values, there is no 
significant improvement in the geometry when employing the expanded basis set. 
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Table D.1. Basis set 3-body angle comparison. Absolute percent deviation from XRD data. 
Angle Type XRD (°) 6-31G (%) 6-31G* (%) 
    
H16ZnPc    
    
NZ1-ZN-ZN1 90.000 0.110% 0.002% 
NZ1-ZN-NZ1 179.980 2.635% 0.417% 
ZN-NZ1-CZA 125.425 0.019% 0.358% 
NZ1-CZA-NZ2 127.792 0.658% 0.267% 
CZA-NZ1-CZA 109.114 0.023% 0.843% 
CZA-NZ2-CZA 123.476 1.392% 1.350% 
NZ1-CZA-CZB 108.887 0.178% 0.471% 
NZ2-CZA-CZB 123.315 0.841% 0.694% 
CZA-CZB-CZB 106.551 0.197% 0.052% 
CZA-CZB-CAH 132.159 0.030% 0.196% 
 CZB-CZB-CAH 121.283 0.212% 0.256% 
CZB-CAH-CBH 117.260 0.517% 0.555% 
CAH-CBH-CBH 121.454 0.287% 0.280% 
CZB-CAH-HPA 121.176 0.503% 0.462% 
CBH-CAH-HPA 121.291 0.227% 0.150% 
CAH-CBH-HPB 119.347 0.206% 0.234% 
CBH-CBH-HPB 119.200 0.085% 0.047% 
    
RMSD (°) - 0.8252 0.5462 
    
F16ZnPc    
    
NZ1-ZN-ZN1 90.000 0.144% 0.666% 
NZ1-ZN-NZ1 179.355 2.687% 6.186% 
ZN-NZ1-CZA 125.362 0.117% 0.238% 
NZ1-CZA-NZ2 129.107 1.531% 1.184% 
CZA-NZ1-CZA 109.325 0.213% 0.306% 
CZA-NZ2-CZA 120.972 3.585% 2.929% 
NZ1-CZA-CZB 107.964 0.475% 0.680% 
NZ2-CZA-CZB 122.871 1.235% 0.689% 
CZA-CZB-CZB 107.388 0.598% 0.854% 
CZA-CZB-CAF 132.070 0.643% 0.597% 
CZB-CZB-CAF 120.468 0.112% 0.167% 
CZB-CAF-CBF 119.297 0.346% 0.740% 
CAF-CBF-CBF 120.112 0.559% 0.669% 
CZB-CAF-FPA 122.069 0.163% 0.444% 
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CBF-CAF-FPA 118.557 0.245% 0.352% 
CAF-CBF-FPB 121.751 1.306% 1.302% 
CBF-CBF-FPB 117.903 0.978% 0.861% 
    
RMSD (°) - 1.3653 1.8024 
    
F64ZnPc fragment    
    
CZA-CZB-CZB 106.518 0.503% 1.717% 
CZA-CZB-CAF 133.529 0.108% 1.536% 
CZB-CZB-CAF 119.951 0.456% 0.232% 
CZB-CAF-CBF 120.574 1.916% 1.685% 
CAF-CBF-CBF 119.274 1.319% 0.533% 
CZB-CAF-FPA 120.236 2.797% 2.568% 
CBF-CAF-FPA 119.175 1.904% 2.154% 
CBC-CBC-CPI 126.183 0.056% 0.065% 
CAF-CBC-CPI 115.970 0.064% 0.106% 
CBC-CPI-CPO 113.649 1.095% 0.613% 
CBC-CPI-FPI 110.858 2.182% 1.606% 
CPO-CPI-FPI 103.931 1.346% 1.265% 
CPO-CPI-CPO 109.915 5.885% 5.733% 
CPI-CPO-FPO 110.580 0.602% 0.218% 
FPO-CPO-FPO 107.886 0.257% 0.150% 
    
RMSD (°) - 1.863 1.691 
 
 
 Table D.2 contains a listing comparing the atomic charges obtained using the 6-31G and 
6-31G* basis set and the Mulliken and Merz-Kollman methods for atomic charge calculation.   
Table D.2. Mulliken and MK Charge comparison. 
Atom Type 6-31G 6-31G* 
 Mulliken MK Mulliken MK 
H16ZnPc     
ZN 1.040 0.7845 0.8910 0.8212 
NZ1 -0.6835 -0.5978 -0.3383 -0.5845 
NZ2 -0.3913 -0.7110 -0.2390 -0.6960 
CZA 0.3468 0.6273 0.0623 0.58413 
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CZB 0.0291 -0.0921 0.0968 -0.0736 
CAH -0.1184 -0.0811 -0.1021 -0.1084 
CBH -0.1330 -0.1159 -0.1075 -0.1163 
HPA 0.1559 0.1186 0.1174 0.1227 
HPB 0.1302 0.1188 0.1110 0.1192 
     
F16ZnPc     
ZN 1.040 0.9975 1.252 0.8104 
NZ1 -0.680 -0.8889 -0.9065 -0.6911 
NZ2 -0.334 -0.7675 -0.632 -0.6722 
CZA 0.359 0.9054 0.6473 0.7500 
CZB 0.035 -0.3655 -0.155 -0.2986 
CAF 0.248 0.3329 0.344 0.2636 
CBF 0.276 0.1565 0.232 0.1079 
FPA -0.264 -0.1799 -0.224 -0.1240 
FPB -0.277 -0.1584 -0.234 -0.1073 
 
 
Table D.3 shows the atomic charges used in the final force field model. Minor 
adjustments were made to achieve overall charge neutrality of the phthalocyanine molecule 
Table D.3: Force Field Atomic Charges. 
Atom 
Type 
Charge 
H16ZnPc F16ZnPc F34ZnPc F40ZnPc F64ZnPc 
ZN 0.788 0.996 0.996 0.996 0.996 
NZ1 -0.596 -0.889 -0.889 -0.889 -0.889 
NZ2 -0.709 -0.768 -0.768 -0.768 -0.768 
CZA 0.632 0.904 0.904 0.904 0.904 
CZB -0.090 -0.366 -0.366 -0.366 -0.366 
CAF* -0.093 0.332 0.332 0.332 0.332 
CBF* -0.143 0.174 0.174 0.174 0.174 
CPI - - -0.117 -0.121 -0.121 
CPO - - 0.736 0.719 0.719 
CBC - - -0.110 -0.110 -0.110 
FPA* 0.124 -0.181 -0.181 -0.181 -0.181 
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FPB* 0.124 -0.159 -0.159 -0.159 -0.159 
FPI - - -0.148 -0.148 -0.148 
FPO - - -0.174 -0.174 -0.174 
*Note: For H16 system, atom types CAF, CBF. FPA, and FPB are replaced with CAH, CBH, 
HPA, and HPB respectively  
 
Tables D.4, D.5, and D.6 contain the non-bonded, bonded 2-body, and 3-body angle 
parameters for the force field respectively. 
Table D.4: Force Field Non-bonded Parameters 
Atom 
Type 
ɛ Rmin 
ZN -0.2500 1.0900 
NZ1 -0.1100 2.0000 
NZ2 -0.2000 1.8500 
CZA -0.0900 1.8000 
CZB -0.0900 1.8000 
CAF -0.0700 1.9924 
CBF -0.0700 1.9924 
CBC -0.0700 1.9924 
CPI -0.0800 1.8880 
CPO -0.0200 2.3000 
FPA -0.1200 1.7000 
FPB -0.1200 1.7000 
FPI -0.1350 1.6300 
FPO -0.0970 1.6000 
CAH -0.0700 1.9924 
CBH -0.0700 1.9924 
HPA -0.0300 1.3582 
HPB -0.0300 1.3582 
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Table D.5: Bond Parameters 
Bond Type Kb b0 
ZN-NZ1 300.00 1.9400 
NZ1-CZA 270.00 1.3847 
CZA-CZB 350.00 1.4592 
CZA-NZ2 400.00 1.3310 
CZB-CZB 360.00 1.4215 
CZB-CAF 305.00 1.3908 
CZB-CBC 305.00 1.3908 
CAF-CBF 305.00 1.3941 
CAF-CBC 305.00 1.3941 
CBC-CBF 305.00 1.3941 
CAF-FPA 349.00 1.3716 
CBF-FPB 349.00 1.3728 
CBF-CBF 305.00 1.3994 
CBC-CBC 305.00 1.3994 
CZB-CAH 305.00 1.3963 
CAH-CBH 305.00 1.3976 
CAH-HPA 340.00 1.0840 
CBH-HPB 340.00 1.0850 
CBH-CBH 305.00 1.4110 
CBC-CPI 300.00 1.5410 
CAF-CPI 300.00 1.5495 
CPI-CPO 270.00 1.5698 
CPI-FPI 420.00 1.4167 
CPO-FPO 265.00 1.3799 
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Table D.6: Force Field Angle Parameters 
Angle Type Kθ θ0 
NZ1-ZN-NZ1 14.39 180.0000 
ZN-NZ1-CZA 96.15 125.2150 
NZ1-CZA-CZB 122.00 108.4775 
NZ1-CZA-NZ2 88.00 127.1300 
NZ2-CZA-CZB 61.60 124.3888 
CZA-CZB-CZB 90.00 106.7675 
CZA-CZB-CAF 160.00 132.9150 
CZA-CZB-CBC 160.00 132.9150 
CZA-NZ2-CZA 94.20 125.3075 
CZA-NZ1-CZA 139.30 109.5550 
CZB-CAF-CBF 60.00 118.8875 
CZB-CAF-CBC 60.00 118.8875 
CZB-CZB-CAF 60.00 120.3525 
CZB-CZB-CBC 60.00 120.3525 
CZB-CBC-CBC 60.00 118.8875 
CZB-CBC-CBF 60.00 118.8875 
CZB-CAF-FPA 50.00 122.2700 
CZB-CBC-CPI 150.00 125.7370 
CAF-CBF-CBF 40.00 120.8100 
CAF-CBC-CBC 40.00 120.8100 
CAF-CBF-FPB 50.00 120.1613 
CAF-CBF-CPI 150.00 127.0750 
CAF-CBC-CPI 150.00 127.0750 
CBC-CBC-CBF 40.00 120.8100 
CBC-CBF-CBC 40.00 120.8100 
CBC-CBC-CPI 150.00 114.4000 
CBC-CPI-CPO 90.00 114.8540 
CBC-CPI-FPI 60.00 108.6130 
CBF-CBF-FPB 50.00 119.0563 
CBF-CAF-FPA 50.00 118.8475 
CBC-CBF-FPB 50.00 120.1613 
CBF-CBC-CPI 150.00 114.4000 
CPI-CPO-FPO 60.00 111.3288 
CPO-CPI-CPO 90.00 116.4680 
FPI-CPI-CPO 60.00 99.36720 
FPO-CPO-FPO 60.00 107.5157 
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CAH-CBH-CBH 40.00 121.1000 
CAH-CZB-CZB 60.00 121.0750 
CZB-CAH-CBH 60.00 117.9000 
CAH-CZB-CZA 160.00 132.2500 
CBH-CAH-HPA 29.00 121.6525 
CBH-CBH-HPB 29.00 119.3125 
CAH-CBH-HPB 29.00 119.6125 
CZB-CAH-HPA 29.00 120.5625 
 
 
 To maintain the planar geometry of all Pc’s shown in the DFT calculations, dihedral 
parameters were imposed on the central ring structure.  The remaining periphery perfluoro-
isopropyl groups were parameterized following the FUERZA method.
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 The method was 
applied to acquire dihedral parameters for which no published relevant analogs are available.  A 
hessian calculation was performed on quarter sections of the F34ZnPc and the F40ZnPc.  The 
broken bonds in these fragments were terminated with hydrogen on the NZ2-type nitrogen links.  
Following DFT B3LYP/6-31G energy minimization and determination of the second derivative 
force matrices; the dihedral force constants were extracted.  Dihedral multiplicities were selected 
that best mimic available crystal data. To maintain reasonable force constants the values acquired 
from the DFT calculations were scaled relative the existing values obtained along the central 
ring.  The resulting dihedral angle parameters are shown in Table D.7. 
Table D.7: Force Field Dihedral Parameters 
Dihedral Type Kφ φ0 n 
NZ1-CZA-NZ2-CZ1 18.30 180.00 2 
NZ1-CZA-CZB-CZB 14.00 180.00 2 
NZ1-CZA-CZB-CAF 14.00 180.00 2 
NZ1-CZA-CZB-CBC 14.00 180.00 2 
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NZ2-CZA-NZ1-CZA 14.00 180.00 2 
NZ2-CZA-CZB-CZB 3.00 180.00 2 
NZ2-CZA-CZB-CAF 3.00 180.00 2 
NZ2-CZA-CZB-CBC 3.00 180.00 2 
CZA-NZ2-CZA-CZB 14.00 180.00 2 
CZA-CZB-CZB-CZA 3.10 180.00 2 
CZA-CZB-CZB-CAF 3.10 180.00 2 
CZA-CZB-CZB-CBC 3.10 180.00 2 
CZA-CZB-CAF-CBF 3.10 180.00 2 
CZA-CZB-CAF-CBC 3.10 180.00 2 
CZA-CZB-CBC-CBC 3.10 180.00 2 
CZA-CZB-CBC-CBF 3.10 180.00 2 
CZA-CZB-CAF-FPA 4.20 (3.00) 180.00 2 
CZB-CZA-NZ1-CZA 14.00 180.00 2 
CZB-CZB-CAF-CBF 3.10 180.00 2 
CZB-CZB-CAF-CBC 3.10 180.00 2 
CZB-CZB-CBC-CBC 3.10 180.00 2 
CZB-CZB-CBC-CBF 3.10 180.00 2 
CZB-CZB-CAF-FPA 4.20 (3.00) 180.00 2 
CZB-CAF-CBF-CBF 3.10 180.00 2 
CZB-CAF-CBC-CBC 3.10 180.00 2 
CZB-CBC-CBF-CBC 3.10 180.00 2 
CZB-CAF-CBF-FPB 4.20 (3.50) 180.00 2 
CZB-CBC-CBF-FPB 4.20 180.00 2 
CAF-CBF-CBF-CAF 3.10 180.00 2 
CAF-CBC-CBC-CAF 3.10 180.00 2 
CAF-CBF-CBF-FPB 4.20 (3.50) 180.00 2 
CBC-CBC-CBF-CBC 3.10 180.00 2 
CBC-CBC-CBF-FPB 4.20 180.00 2 
CBF-CBF-CAF-FPA 4.20 (3.50) 180.00 2 
CBC-CBC-CAF-FPA 4.20 180.00 2 
FPA-CAF-CBF-FPB 2.40 (2.50) 180.00 2 
FPB-CBF-CBF-FPB 2.40 (2.50) 180.00 2 
CPI-CBC-CZB-CZA 11.5     0.00 2 
CPI-CBC-CZB-CZB 14.0 180.00 2 
CPI-CBC-CBC-CBF 12.8 180.00 2 
CPI-CBC-BCF-CBC 12.8 180.00 2 
CPI-CBC-CBF-FPB 15.3     0.00 2 
CPI-CBC-CBF-FPB 15.7     0.00 2 
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CPI-CBC-CBC-CPI 11.5     0.00 2 
CPI-CBC-CAF-CZB 12.2 180.00 2 
CPI-CBC-CAF-FPA 11.0     0.00 2 
CPI-CBC-CBC-CAF 11.9 180.00 2 
FPI-CPI-CBC-CZB 15.8     0.00 2 
FPI-CPI-CBC-CBF 15.5 180.00 2 
FPI-CPI-CBC-CAF 14.9 180.00 2 
FPI-CPI-CBC-CBC 13.4     0.00 2 
CPO-CPI-CBC-CZB 11.9     0.00 6 
CPO-CPI-CBC-CBF 11.7     0.00 6 
CPO-CPI-CBC-CAF 12.6     0.00 6 
CPO-CPI-CBC-CBC 11.1     0.00 6 
FPO-CPO-CPI-CBC 10.5     0.00 6 
FPO-CPO-CPI-FPI 10.5     0.00 6 
FPO-CPO-CPI-CPO   9.8     0.00 6 
*Note: For H16ZnPc parameter for H instead of F in parenthesis  
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APPENDIX E 
 
DOS, PDOS, and Lorentzian Distribution of FxZnPc on CdTe, 
GaAs, InAs, Si, and SiC 
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As discussed in Chapter 4, the high VB of NiO is located near the LUMO of FxZnPc. This could 
lead to increased charge recombination at the NiO surface. Several additional p-type 
semiconductors with slightly lower VB were investigated as potential alternatives to NiO. These 
semiconductors include; AlAs, Cdte, GaAS, InAs, Si, and SiC. Discussion on the potential of 
these semiconductor’s application as photocathodes in FxZnPc based DSSCs is presented in 
Chapter 4. The optimized structures of these systems, DOS, PDOS, and Lorentzian distribution 
of the HOMO(ads) supporting the discussion are presented below. All of these figures are 
generated from semiempirical PM7 calculations. 
 The optimized structure, DOS, and PDOS for the FxZnPc | AlAs systems are illustrated in 
Figures E.1-2. There is not orbital coupling in these systems so a Lorentzian distribution of the 
HOMO(ads)  is not provided.   
 
 
Figure E.1. PM7 Geometry Optimized Structure of FxZnPc | AlAs Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
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Figure E.2. PM7 Calculated DOS of AlAs (black lines) and FxZnPc PDOS (red lines); a) 
F16ZnPc and b) F40ZnPc 
 
 
 The optimized structure, DOS, and PDOS for the FxZnPc | CdTe systems are illustrated 
in Figures E.3-4. Lorentzian distribution of the F40ZnPc Pc HOMO(ads)  is illustrated in Figure 
E.5.  
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Figure E.3. PM7 Geometry Optimized Structure of FxZnPc | CdTe Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
 
 
 
Figure E.4. PM7 Calculated DOS of CdTe (black lines) and FxZnPc PDOS (red lines); a) 
F16ZnPc and b) F40ZnPc 
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Figure E.5. Lorentzian distribution (blue curve) and HOMO(ads) levels (red lines) of F40ZnPc 
on the CdTe (110) surface. Distribution curve normalized to 1. Height of red lines 
indicates the portion of the MO which is located on the Pc.   
  
 
 The optimized structure, DOS, PDOS, and Lorentzian distribution of the HOMO(ads)  
for the FxZnPc | GaAs systems are illustrated in Figures E.6-9.  
 
Figure E.6. PM7 Geometry Optimized Structure of FxZnPc | GaAs Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
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Figure E.7. PM7 Calculated DOS of GaAs (black lines) and FxZnPc PDOS (red lines); a) 
F16ZnPc and b) F40ZnPc 
 
Figure E.8. Lorentzian distribution (blue curve) and HOMO(ads) levels (red lines) of (a) 
F16ZnPc and (b) F40ZnPc on the GaAs (110) surface. Distribution curve 
normalized to 1. Height of red lines indicates the portion of the MO which is 
located on the Pc.   
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The optimized structure, DOS, and PDOS for the FxZnPc | InAs systems are illustrated in 
Figures E.9-10. Orbital Coupling was only observed in the F40ZnPc system; the and Lorentzian 
distribution of the F40ZnPc HOMO(ads) is illustrated in Figure E.11.  
 
Figure E.9. PM7 Geometry Optimized Structure of FxZnPc | InAs Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
 
Figure E.10. PM7 Calculated DOS of InAs (black lines) and FxZnPc PDOS (red lines); a) 
F16ZnPc and b) F40ZnPc. 
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Figure E.11. Lorentzian distribution (blue curve) and HOMO(ads) levels (red lines) of F40ZnPc 
on the InAs (110) surface. Distribution curve normalized to 1. Height of red lines 
indicates the portion of the MO which is located on the Pc.    
 
 The optimized structure, DOS, PDOS, and Lorentzian distribution of the HOMO(ads)  
for the FxZnPc | Si systems are illustrated in Figures E.12-14.  
 
 
Figure E.12. PM7 Geometry Optimized Structure of FxZnPc | Si Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
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Figure E.13. PM7 Calculated DOS of Si (black lines) and FxZnPc PDOS (red lines); a) F16ZnPc 
and b) F40ZnPc. 
 
 
Figure E.14. Lorentzian distribution (blue curve) and HOMO(ads) levels (red lines) of (a) 
F16ZnPc and (b) F40ZnPc on the Si (110) surface. Distribution curve normalized to 
1. Height of red lines indicates the portion of the MO which is located on the Pc.     
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The optimized structure, DOS, PDOS, and Lorentzian distribution of the HOMO(ads)  for the 
FxZnPc | SiC systems are illustrated in Figures E.15-17. 
 
Figure E.15. PM7 Geometry Optimized Structure of FxZnPc | SiC Systems: (a) F16ZnPc, (b) 
F40ZnPc. 
 
 
 
Figure E.16. PM7 Calculated DOS of SiC (black lines) and FxZnPc PDOS (red lines); a) 
F16ZnPc and b) F40ZnPc 
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Figure E.17. Lorentzian distribution (blue curve) and HOMO(ads) levels (red lines) of (a) 
F16ZnPc and (b) F40ZnPc on the SiC (110) surface. Distribution curve normalized 
to 1. Height of red lines indicates the portion of the MO which is located on the 
Pc.     
 
 
 
 
 
 
 
286 
 
 
 
Appendix F 
 
Calculated FxZnPc Neutral, Cationic, and Anionic Geometry 
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The calculated Geometry of neutral FxZnPc has already been reported in Appendix B. However, 
the geometry of the neutral FxZnPc reporter here are calculated with the larger 6-31G+(d) basis 
set. The geometry of the FxZnPc cation and anion are also reported. Due to the computational 
cost of the larger basis set, C2 symmetry was imposed on all FxZnPc, except F34ZnPc. This 
appendix may then serve to compare the changes in geometry between neutral Pc and the 
charged states; as well as a comparison of geometry obtained using the different basis sets 
employed and symmetry constraints. The calculated bond lengths and 3-body angles of the 
neutral, cationic and anionic F16ZnPc are presented in Table F.1. Atoms labeling scheme is 
illustrated in Figure F.1, where the symmetry unique atoms are highlighted in red.  
  
 
Figure F.1. Labeling scheme for F16ZnPc neutral, anionic, and cationic geometry. Symmetry 
unique atoms highlighted in red.  
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Table F.1. Calculated bond lengths and 3-body angles of F16ZnPc with the B3LYP functional 
and 6-31+G(d) basis set. 
 Bonds  Angles 
 
Pc Pc
-
 Pc
+
   Pc Pc
-
 Pc
+
 
ZN-N1 1.999 1.999 1.995  ZN-N1-C1 124.89 124.86 125.04 
ZN-N2 1.999 2.014 1.995  ZN-N1-C8 124.89 124.89 125.04 
N1-C1 1.369 1.380 1.370  ZN-N2-C9 124.89 125.04 125.04 
N1-C8 1.369 1.380 1.370  ZN-N2-C16 124.89 124.97 125.04 
N2-C9 1.369 1.372 1.370  N1-ZN-N2 90.00 89.94 90.00 
N2-C16 1.369 1.373 1.370  N1-C1-N3 127.73 128.54 127.64 
N3-C1 1.324 1.313 1.325  N1-C8-N4 127.73 128.49 127.64 
N4-C8 1.324 1.314 1.325  N1-C1-C2 108.35 108.13 108.55 
N4-C9 1.324 1.350 1.325  N1-C8-C7 108.35 108.07 108.55 
C1-C2 1.460 1.471 1.462  N2-C9-N4 127.73 127.34 127.64 
C2-C3 1.390 1.392 1.385  N2-C9-C10 108.35 108.52 108.55 
C2-C7 1.415 1.415 1.414  N2-C16-C15 108.35 108.51 108.55 
C3-C4 1.391 1.394 1.402  C1-C2-C3 132.94 132.97 132.83 
C3-F1 1.332 1.342 1.323  C1-C2-C7 106.54 106.71 106.48 
C4-C5 1.400 1.399 1.394  C2-C3-C4 118.64 118.97 118.56 
C4-F2 1.331 1.347 1.323  C2-C7-C6 120.52 120.42 120.69 
C5-C6 1.391 1.394 1.402  C2-C3-F1 122.58 122.80 122.84 
C5-F3 1.334 1.348 1.323  C3-C4-C5 120.84 120.68 120.75 
C6-C7 1.390 1.392 1.385  C3-C4-F2 120.14 120.32 119.77 
C6-F4 1.332 1.342 1.323  C4-C5-F3 119.02 119.00 119.48 
C7-C8 1.460 1.471 1.462  C5-C4-F2 119.02 119.00 119.48 
C9-C10 1.460 1.443 1.462  C6-C5-C4 120.84 120.72 118.56 
C10-C11 1.390 1.402 1.385  C6-C5-F3 120.14 120.28 119.77 
C10-C15 1.415 1.430 1.414  C7-C6-C5 118.64 118.89 118.56 
C11-C12 1.391 1.384 1.402  C7-C2-C3 120.52 120.31 120.69 
C11-F5 1.332 1.346 1.323  C7-C6-F4 122.58 122.92 122.84 
C12-C13 1.400 1.410 1.394  C8-C7-C6 132.94 132.74 132.83 
C12-F6 1.334 1.350 1.323  C8-C7-C2 106.54 106.84 106.48 
C13-C14 1.391 1.385 1.402  C8-N4-C9 124.75 124.30 124.65 
C13-F7 1.334 1.350 1.323  C9-C10-C11 132.94 133.56 132.83 
C14-C15 1.390 1.401 1.385  C9-C10-C15 106.54 106.50 106.48 
C14-F8 1.332 1.346 1.323  C10-C11-C12 118.64 119.24 118.56 
C15-C16 1.460 1.443 1.462  C10-C15-C14 120.56 119.93 120.49 
     C10-C11-F5 122.58 122.07 122.84 
     C11-C12-C13 120.84 120.83 120.75 
     C11-C12-F6 120.14 120.52 119.77 
     C12-C13-F7 119.02 118.69 119.48 
     C13-C12-F6 119.02 118.65 119.48 
     C14-C13-C12 120.84 120.76 120.75 
     C14-C13-F7 120.14 120.55 119.77 
     C15-C14-C13 118.64 119.29 118.56 
     C15-C10-C11 120.52 119.94 120.69 
     C15-C14-F8 122.58 122.04 122.84 
     C16-C15-C14 132.94 133.59 132.83 
     C16-C15-C10 106.54 106.47 106.48 
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The calculated bond lengths and 3-body angles of the neutral, cationic and anionic F34ZnPc are 
presented in Table F.2. Atoms labeling scheme is illustrated in Figure F.2. No symmetry 
constrains were imposed on this Pc. 
 
Figure F.2. Labeling scheme for F34ZnPc neutral, anionic, and cationic geometry.  
Table F.2. Calculated bond lengths and 3-body angles of F34ZnPc with the B3LYP functional 
and 6-31+G(d) basis set. 
 Bonds  Angles 
 
Pc Pc
-
 Pc
+
   Pc Pc
-
 Pc
+
 
ZN-N1 1.973 1.97 1.968  N1-ZN-N2 91.43 91.20 91.36 
ZN-N2 2.067 2.081 2.062  N1-ZN-N3 176.31 176.57 176.05 
ZN-N3 1.976 1.972 1.971  N1-ZN-N4 88.29 88.45 88.38 
ZN-N4 2.047 2.056 2.041  ZN-N1-N3 88.15 88.29 88.03 
N1-C25 1.377 1.379 1.375  ZN-N1-C25 122.78 122.79 123.03 
N1-C32 1.367 1.379 1.373  ZN-N1-C32 127.07 126.81 127.13 
N2-C17 1.359 1.366 1.358  N2-ZN-N3 91.25 91.33 91.14 
N2-C24 1.364 1.361 1.368  N2-ZN-N4 177.44 178.00 176.79 
N3-C9 1.368 1.377 1.375  ZN-N2-C17 123.77 123.68 123.96 
N3-C16 1.379 1.385 1.377  ZN-N2-C24 124.84 125.02 125.00 
N4-C1 1.370 1.371 1.372  N3-ZN-N4 88.92 88.95 88.95 
N4-C8 1.370 1.368 1.371  ZN-N3-C1 88.15 88.29 88.03 
N5-C1 1.324 1.345 1.327  ZN-N3-C9 126.13 125.95 126.21 
N5-C32 1.330 1.313 1.329  ZN-N3-C16 123.71 123.59 123.94 
N6-C24 1.326 1.348 1.322  ZN-N4-C1 125.34 125.23 125.47 
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N6-C25 1.312 1.301 1.318  ZN-N4-C8 125.09 125.08 125.29 
N7-C16 1.317 1.303 1.323  C25-N1-C32 110.14 110.39 109.82 
N7-C17 1.330 1.352 1.326  N1-C25-N6 127.89 128.98 127.80 
N8-C8 1.324 1.346 1.326  N1-C25-C26 108.09 107.81 108.39 
N8-C9 1.331 1.315 1.329  N1-C32-C5 127.94 128.73 127.84 
C1-C2 1.465 1.445 1.464  N1-C32-C31 108.77 108.27 108.82 
C2-C3 1.391 1.400 1.388  C17-N2-C24 111.39 111.29 111.03 
C2-C7 1.415 1.427 1.416  N2-C17-N7 125.07 124.60 125.19 
C3-C5 1.396 1.386 1.406  N2-C17-C18 108.62 108.79 108.83 
C3-F8 1.336 1.344 1.328  N2-C24-N6 122.60 122.42 122.52 
C4-C5 1.401 1.409 1.397  N2-C24-C23 109.00 109.17 109.26 
C4-F7 1.337 1.348 1.328  C9-N3-C16 110.15 110.45 109.84 
C5-C6 1.396 1.386 1.406  N3-C9-N8 128.35 129.25 128.23 
C5-F6 1.337 1.348 1.328  N3-C9-C10 108.73 108.25 108.78 
C6-C7 1.392 1.400 1.389  N3-C16-N7 127.52 128.52 127.44 
C6-F5 1.336 1.344 1.328  N3-C16-C15 108.01 107.64 108.31 
C7-C8 1.466 1.448 1.465  C1-N4-C8 109.57 109.70 109.24 
C9-C10 1.459 1.469 1.459  N4-C1-N5 127.47 127.26 127.44 
C10-C11 1.394 1.393 1.39  N4-C1-C2 108.91 108.83 109.10 
C10-C15 1.418 1.414 1.417  N4-C8-N8 127.26 127.12 127.19 
C11-C12 1.393 1.393 1.404  N4-C8-C7 108.90 108.87 109.12 
C11-F4 1.337 1.341 1.328  C1-N5-C32 123.85 123.52 123.68 
C12-C13 1.400 1.397 1.396  N5-C1-C2 123.60 123.90 123.46 
C12-F3 1.338 1.345 1.328  N5-C32-C31 123.29 123.00 123.33 
C13-C14 1.395 1.395 1.406  C24-N6-C25 130.43 129.56 130.23 
C13-F2 1.338 1.345 1.328  N6-C24-C23 128.37 128.41 128.21 
C14-C15 1.395 1.394 1.392  N6-C25-C26 124.00 123.20 123.80 
C14-F1 1.334 1.338 1.326  C16-N7-C17 128.65 128.27 128.31 
C15-C16 1.472 1.483 1.474  N7-C16-C15 124.47 123.83 124.25 
C17-C18 1.486 1.452 1.501  N7-C17-C18 126.31 126.61 125.98 
C18-C19 1.422 1.431 1.416  C8-N8-C9 124.23 123.64 124.07 
C18-C23 1.448 1.472 1.441  N8-C8-C7 123.82 124.01 123.69 
C19-C20 1.383 1.375 1.391  N8-C9-C10 122.92 122.50 122.98 
C19-C33 1.552 1.549 1.553  C1-C2-C3 133.04 133.51 132.89 
C20-C21 1.401 1.408 1.398  C1-C2-C7 106.34 106.34 106.31 
C20-C13 1.344 1.354 1.336  C3-C2-C7 120.62 120.14 120.80 
C21-C22 1.418 1.416 1.422  C2-C3-C4 118.68 119.09 118.55 
C21-C36 1.551 1.546 1.554  C2-C3-F8 122.61 122.26 122.80 
C22-C23 1.451 1.453 1.447  C2-C7-C6 120.45 119.96 120.63 
C22-C39 1.566 1.563 1.566  C2-C7-C8 106.27 106.26 106.22 
C23-C24 1.515 1.490 1.526  C4-C3-F8 118.70 118.64 118.65 
C25-C26 1.471 1.482 1.472  C3-C4-C5 120.72 120.81 120.69 
C26-C27 1.394 1.393 1.391  C3-C4-F7 120.17 120.51 119.82 
C26-C31 1.417 1.413 1.417  C5-C4-F7 119.11 118.68 119.49 
C27-C28 1.395 1.394 1.406  C4-C5-C6 120.80 120.85 120.76 
C27-F12 1.334 1.338 1.325  C4-C5-F6 119.01 118.63 119.50 
C28-C29 1.400 1.397 1.396  C6-C5-F6 120.16 120.51 119.73 
C28-F11 1.337 1.345 1.328  C5-C6-C7 118.71 119.13 118.56 
C29-C30 1.394 1.394 1.405  C5-C6-F5 118.63 118.57 118.62 
C29-F10 1.338 1.345 1.328  C7-C6-F5 122.64 122.27 122.80 
C30-C31 1.394 1.393 1.390  C6-C7-C8 133.28 133.76 133.12 
C30-F9 1.337 1.341 1.328  C9-C10-C11 132.14 132.00 131.91 
C31-C32 1.461 1.469 1.461  C9-C10-C15 106.73 107.04 106.77 
C33-F14 1.363 1.362 1.366  C11-C10-C15 121.12 120.96 121.32 
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C33-C34 1.578 1.579 1.580  C10-C11-C12 118.82 119.00 118.68 
C33-C35 1.581 1.580 1.582  C10-C11-F4 122.55 122.81 122.73 
C34-F16 1.338 1.340 1.335  C10-C15-C14 119.40 119.43 119.64 
C34-F17 1.342 1.346 1.339  C10-C15-C16 106.36 106.62 106.29 
C34-F15 1.351 1.350 1.353  C12-C11-F4 118.63 118.19 118.59 
C35-F20 1.351 1.350 1.353  C11-C12-C13 120.36 120.33 120.29 
C35-F18 1.339 1.341 1.335  C11-C12- F 3 120.44 120.46 120.00 
C35-F19 1.341 1.345 1.338  C13-C12-F3 119.19 119.20 119.71 
C36-F21 1.370 1.372 1.369  C12-C13-C14 121.00 120.85 121.02 
C36-C38 1.588 1.591 1.589  C12-C13-F2 119.06 119.11 119.51 
C36-C37 1.588 1.591 1.589  C14-C13-F2 119.93 120.05 119.47 
C38-F25 1.337 1.339 1.336  C13-C14-C15 119.28 119.43 119.04 
C38-F26 1.342 1.348 1.337  C13-C14-F1 117.63 117.25 117.55 
C38-F27 1.348 1.346 1.351  C15-C14-F1 123.09 123.32 123.40 
C37-F22 1.348 1.346 1.350  C14-C15-C16 134.20 133.95 134.06 
C37-F23 1.337 1.338 1.335  C17-C18-C19 131.94 132.91 131.58 
C37-F24 1.342 1.348 1.338  C17-C18-C23 106.98 106.97 106.93 
C39-F28 1.369 1.367 1.373  C19-C18-C23 121.05 120.11 121.49 
C39-C40 1.606 1.605 1.607  C18-C19-C20 114.37 115.07 113.97 
C39-C41 1.603 1.603 1.605  C18-C19-C33 129.08 128.21 129.48 
C40-F32 1.333 1.337 1.329  C18-C23-C22 121.22 120.82 121.50 
C40-F33 1.342 1.345 1.34  C18-C23-C24 103.97 103.77 103.93 
C40-F34 1.355 1.353 1.358  C20-C19-C33 116.55 116.72 116.55 
C41-F29 1.355 1.353 1.358  C19-C20-C21 128.15 128.30 128.09 
C41-F31 1.333 1.337 1.329  C19-C20-F13 117.20 117.59 116.87 
C41-F30 1.342 1.344 1.339  C19-C33-F14 110.30 110.86 109.92 
     C19-C33-C34 113.66 113.60 113.43 
     C19-C33-C35 113.77 113.98 113.77 
     C21-C20-F13 114.64 114.11 115.04 
     C20-C21-C22 118.35 118.21 118.46 
     C20-C21-C36 114.08 114.12 114.30 
     C22-C21-C36 127.57 127.67 127.24 
     C21-C22-C23 116.85 117.47 116.49 
     C21-C22-C39 121.51 121.40 121.61 
     C21-C36-F21 108.54 109.02 108.15 
     C21-C36-C38 114.54 114.85 114.28 
     C21-C36-C37 114.84 115.07 114.54 
     C23-C22-C39 121.64 121.13 121.90 
     C22-C23-C24 134.79 135.39 134.57 
     C22-C39-F28 107.78 108.37 107.34 
     C22-C39-C40 115.40 115.51 115.33 
     C22-C39-C41 114.78 114.91 114.70 
     C22-C39-F29 91.88 92.12 91.55 
     C25-C26-C27 133.78 133.51 133.66 
     C25-C26-C31 106.42 106.66 106.35 
     C27-C26-C31 119.76 119.82 119.97 
     C26-C27-C28 119.13 119.28 118.91 
     C26-C27-F12 123.05 123.29 123.33 
     C26-C31-C30 120.88 120.68 121.11 
     C26-C31-C32 106.58 106.86 106.61 
     C28-C27-F12 117.82 117.44 117.76 
     C27-C28-C29 120.92 120.75 120.92 
     C27-C28-F11 119.98 120.09 119.53 
     C29-C28-F11 119.11 119.16 119.55 
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     C28-C29-C30 120.49 120.48 120.43 
     C28-C29-F10 119.12 119.11 119.61 
     C30-C29-F10 120.38 120.41 119.95 
     C29-C30-C31 118.81 119.00 118.65 
     C29-C30-F9 118.62 118.20 118.57 
     C31-C30-F9 122.57 122.80 122.78 
     C30-C31-C32 132.54 132.46 132.28 
     F14-C33-F34 101.51 101.33 101.70 
     F14-C33-C35 101.90 101.71 102.08 
     C34-C33-C35 114.20 113.86 114.46 
     C33-C34-F16 115.60 115.90 115.36 
     C33-C34-F17 109.63 109.85 109.32 
     C33-C34-F15 107.90 108.10 107.48 
     C33-C35-F20 108.06 108.27 107.62 
     C33-C35-F18 115.57 115.87 115.37 
     C33-C35-F19 109.58 109.77 109.27 
     F16-C34-F17 107.46 107.14 107.99 
     F16-C34-F15 108.08 107.95 108.26 
     F17-C34-F15 107.93 107.60 108.23 
     F20-C35-F18 108.09 108.00 108.29 
     F20-C35-F19 107.95 107.63 108.23 
     F18-C35-F19 107.36 107.01 107.85 
     F21-C36-C38 102.49 102.21 102.85 
     F21-C36-C37 101.81 101.50 102.17 
     C38-C36-C37 112.89 112.36 113.23 
     C36-C36-F25 115.08 115.39 114.77 
     C36-C38-F26 109.01 108.98 108.77 
     C36-C38-F27 109.13 109.38 108.69 
     C36-C37-F22 108.84 109.15 108.47 
     C36-C37-F23 115.56 115.90 115.22 
     C36-C37-F24 108.70 108.67 108.48 
     F25-C38-F26 107.23 106.90 107.81 
     F25-C38-F27 107.98 108.10 108.09 
     F26-C38-F27 108.20 107.83 108.56 
     F22-C37-F23 107.98 108.10 108.09 
     F22-C37-F24 108.27 107.87 108.63 
     F23-C37-F24 107.28 106.88 107.79 
     F28-C39-C40 96.00 95.82 96.10 
     F28-C39-C41 96.56 96.40 96.64 
     F28-C39-F29 80.37 80.58 80.23 
     C40-C39-C41 120.96 120.57 121.28 
     C40-C39-F29 152.03 151.59 152.51 
     C39-C40-F32 121.22 121.37 121.05 
     C39-C40-F33 108.63 108.88 108.32 
     C39-C40-F34 104.95 105.22 104.57 
     C41-C39-F29 33.82 33.66 34.02 
     C39-C41-F29 105.02 105.27 104.61 
     C39-C41-F31 120.75 120.94 120.64 
     C39-C41-F30 109.00 109.20 108.63 
     C39-F29-C41 41.16 41.07 41.37 
     F32-C40-F33 106.85 106.41 107.30 
     F32-C40-F34 106.44 106.11 106.64 
     F33-C40-F34 108.18 108.30 108.43 
     F29-C41-F31 106.50 106.14 106.63 
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     F29-C41-F30 108.13 108.22 108.38 
     F31-C41-F30 106.88 106.52 107.42 
 
 The calculated bond lengths and 3-body angles of the neutral, cationic and anionic 
F40ZnPc are presented in Table F.3. Atoms labeling scheme is illustrated in Figure F.3, with 
symmetry unique atoms highlighted in red. 
 
 
Figure F.3. Labeling scheme for F40ZnPc neutral, anionic, and cationic geometry. Symmetry 
unique atoms highlighted in red. 
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Table F.3. Calculated bond lengths and 3-body angles of F40ZnPc with the B3LYP functional 
and 6-31+G(d) basis set. 
 Bonds  Angles 
 
Pc Pc
-
 Pc
+
   Pc Pc
-
 Pc
+
 
ZN-N1 2.002 2.008 2.002  ZN-N1-C1 124.24 124.00 124.54 
ZN-N2 1.999 2.004 1.997  ZN-N1-C8 125.63 125.65 125.57 
N1-C1 1.372 1.389 1.372  ZN-N2-C9 125.06 125.31 125.17 
N1-C8 1.371 1.364 1.375  ZN-N2-C16 124.95 124.36 125.07 
N2-C9 1.375 1.363 1.373  N1-ZN-N2 89.66 89.21 89.78 
N2-C16 1.370 1.388 1.374  N1-C1-N3 128.08 127.91 127.85 
N3-C1 1.325 1.324 1.326  N1-C8-N4 127.09 128.09 126.89 
N4-C8 1.331 1.336 1.328  N1-C1-C2 107.86 107.59 108.15 
N4-C9 1.325 1.335 1.329  N1-C8-C7 108.00 107.74 108.12 
C1-C2 1.456 1.444 1.462  N2-C9-N4 127.82 128.71 127.56 
C2-C3 1.384 1.388 1.380  N2-C9-C10 108.40 108.25 108.62 
C2-C7 1.395 1.401 1.394  N2-C16-C15 108.62 108.07 108.68 
C3-C4 1.399 1.394 1.410  C1-C2-C3 133.81 134.16 133.81 
C3-F1 1.340 1.346 1.333  C1-C2-C7 107.52 107.71 107.41 
C4-C5 1.457 1.464 1.445  C2-C3-C4 123.00 123.49 122.78 
C4-C17 1.545 1.540 1.549  C2-C7-C6 120.29 120.26 120.57 
C5-C6 1.422 1.421 1.436  C2-C3-F1 117.29 117.31 117.65 
C5-C20 1.582 1.574 1.588  C3-C4-C5 119.46 119.53 119.60 
C6-C7 1.397 1.398 1.392  C3-C4-C17 114.86 114.92 114.64 
C6-F2 1.337 1.340 1.331  C4-C5-C20 128.08 128.24 128.44 
C7-C8 1.467 1.470 1.473  C4-C17-C18 114.41 114.79 114.39 
C9-C10 1.464 1.465 1.464  C4-C17-C19 114.35 114.75 114.41 
C10-C11 1.392 1.395 1.389  C4-C17-F7 108.10 108.28 107.45 
C10-C15 1.417 1.421 1.417  C5-C20-C21 116.16 116.57 116.15 
C11-C12 1.396 1.392 1.406  C5-C20-C22 116.19 116.53 116.12 
C11-F3 1.336 1.341 1.327  C5-C20-F14 106.98 107.58 106.39 
C12-C13 1.401 1.404 1.397  C6-C5-C4 115.78 115.31 115.75 
C12-F4 1.337 1.347 .328  C6-C5-C20 116.15 116.46 116.44 
C13-C14 1.396 1.391 1.405  C7-C6-C5 122.80 123.29 122.52 
C13-F5 1.337 1.346 1.328  C7-C2-C3 118.67 118.12 118.78 
C14-C15 1.392 1.396 1.390  C7-C6-F2 113.06 113.16 113.24 
C14-F6 1.336 1.343 1.328  C8-C7-C6 133.24 133.15 133.00 
C15-C16 1.464 1.454 1.463  C8-C7-C2 106.47 106.59 106.43 
C17-C18 1.582 1.582 1.584  C8-N4-C9 124.74 123.03 125.03 
C17-C19 1.582 1.581 1.584  C9-C10-C11 132.95 132.97 132.87 
C17-F7 1.368 1.372 1.366  C9-C10-C15 106.54 106.68 106.49 
C18-F8 1.337 1.337 1.337  C10-C11-C12 118.68 119.04 118.64 
C18-F9 1.342 1.348 1.337  C10-C15-C14 120.53 120.12 120.62 
C18-F10 1.350 1.350 1.350  C10-C11-F3 122.57 122.55 122.75 
C19-F11 1.337 1.337 1.337  C11-C12-C13 120.80 120.60 120.75 
C19-F12 1.343 1.348 1.337  C11-C12-F4 120.15 120.46 119.72 
C19-F13 1.350 1.350 1.350  C12-C13-F5 119.09 118.81 119.57 
C20-C21 1.594 1.595 1.595  C13-C12-F4 119.05 118.94 119.53 
C20-C22 1.594 1.596 1.596  C14-C13-C12 120.79 120.88 120.70 
C20-F14 1.385 1.387 1.383  C14-C13-F5 120.12 120.31 119.73 
C21-F15 1.351 1.350 1.353  C15-C14-C13 118.68 119.02 118.67 
C21-F16 1.336 1.338 1.332  C15-C10-C11 120.52 120.35 120.64 
C21-F17 1.344 1.348 1.339  C15-C14-F6 122.56 122.46 122.77 
C22-F18 1.351 1.350 1.352  C16-C15-C14 133.00 133.23 132.94 
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C22-F19 1.335 1.338 1.332  C16-C15-C10 106.47 106.66 106.44 
C22-F20 1.344 1.348 1.339  C17-C18-F8 114.72 115.08 114.34 
     C17-C18-F9 109.27 109.53 108.91 
     C17-C18-F10 108.59 108.81 108.33 
     C17-C19-F11 114.81 115.09 114.35 
     C17-C19-F12 109.35 109.51 108.90 
     C17-C19-F13 108.74 108.87 108.30 
     C18-C17-C19 112.98 112.55 113.12 
     C20-C21-F15 107.62 107.86 107.20 
     C20-C21-F16 117.45 117.62 116.91 
     C20-C21-F17 108.75 109.07 108.35 
     C20-C22-F18 107.56 108.00 107.17 
     C20-C22-F19 117.43 117.64 116.92 
     C20-C22-F20 108.71 109.07 108.33 
     C22-C20-C21 115.55 114.66 115.63 
     F8-C18-F9 107.69 107.32 108.12 
     F8-C18-F10 108.28 108.21 108.33 
     F9-C18-F10 108.11 107.64 108.69 
     F11-C19-F12 107.50 107.28 108.14 
     F11-C19-F13 108.21 108.21 108.33 
     F12-C19-F13 108.03 107.63 108.70 
     F15-C21-F16 108.05 107.92 108.40 
     F15-C21-F17 108.05 107.78 108.52 
     F16-C21-F17 106.59 106.23 107.23 
     F18-C22-F19 108.14 107.92 108.42 
     F18-C22-F20 108.05 107.77 108.54 
     F19-C22-F20 106.64 106.08 107.25 
 
 
 The calculated bond lengths and 3-body angles of the neutral, cationic and anionic 
F64ZnPc are presented in Table F.4. Atoms labeling scheme is illustrated in Figure F.4, with 
symmetry unique atoms highlighted in red. 
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Figure F.4. Labeling scheme for F64ZnPc neutral, anionic, and cationic geometry. Symmetry 
unique atoms highlighted in red. 
 
Table F.4. Calculated bond lengths and 3-body angles of F64ZnPc with the B3LYP functional 
and 6-31+G(d) basis set. 
 Bonds  Angles 
 
Pc Pc
-
 Pc
+
   Pc Pc
-
 Pc
+
 
ZN-N1 2.001 1.995 1.997  ZN-N1-C1 124.68 124.67 124.84 
ZN-N2 2.001 2.011 1.997  ZN-N1-C8 125.24 125.14 125.35 
N1-C1 1.371 1.375 1.371  ZN-N2-C9 124.68 124.58 124.81 
N1-C8 1.373 1.382 1.375  ZN-N2-C16 125.24 125.33 125.38 
N2-C9 1.371 1.375 1.372  N1-ZN-N2 90.00 90.09 89.97 
N2-C16 1.373 1.372 1.374  N1-C1-N3 128.03 128.88 127.89 
N3-C1 1.327 1.315 1.327  N1-C8-N4 127.25 127.97 127.15 
N4-C8 1.327 1.314 1.327  N1-C1-C2 107.92 107.63 108.15 
N4-C9 1.327 1.345 1.327  N1-C8-C7 108.14 107.89 108.32 
C1-C2 1.461 1.468 1.463  N2-C9-N4 128.03 127.76 127.92 
C2-C3 1.386 1.384 1.381  N2-C9-C10 107.92 107.89 108.12 
C2-C7 1.396 1.395 1.397  N2-C16-C15 108.14 108.10 108.36 
C3-C4 1.397 1.396 1.410  C1-C2-C3 134.17 134.02 134.04 
C3-F1 1.340 1.344 1.333  C1-C2-C7 107.34 107.62 107.22 
C4-C5 1.449 1.450 1.437  C2-C3-C4 122.51 122.87 122.24 
C4-C17 1.540 1.537 1.544  C2-C7-C6 120.70 120.58 120.82 
C5-C6 1.416 1.416 1.429  C2-C3-F1 118.32 118.46 118.57 
C5-C20 1.575 1.570 1.581  C3-C4-C5 119.88 119.61 119.93 
C6-C7 1.397 1.396 1.391  C3-C4-C17 115.57 115.50 115.32 
C6-F2 1.337 1.339 1.331  C4-C5-C20 126.59 126.49 126.84 
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C7-C8 1.466 1.470 1.467  C4-C17-C18 114.65 114.65 114.40 
C9-C10 1.461 1.440 1.463  C4-C17-C19 114.57 114.99 114.30 
C10-C11 1.386 1.391 1.381  C4-C17-F5 107.21 107.22 106.91 
C10-C15 1.396 1.409 1.397  C5-C20-C21 113.32 113.36 113.05 
C11-C12 1.397 1.389 1.409  C5-C20-C22 113.23 113.39 113.09 
C11-F3 1.340 1.347 1.333  C5-C20-F12 108.01 108.44 107.58 
C12-C13 1.449 1.464 1.437  C6-C5-C4 116.19 116.10 116.26 
C12-C23 1.540 1.535 1.544  C6-C5-C20 117.22 117.41 116.90 
C13-C14 1.416 1.408 1.429  C7-C6-C5 122.23 122.47 122.02 
C13-C26 1.575 1.566 1.581  C7-C2-C3 118.49 118.37 118.73 
C14-C15 1.397 1.402 1.391  C7-C6-F2 114.31 114.52 114.54 
C14-F6 1.337 1.342 1.331  C8-C7-C6 132.79 132.75 132.68 
C15-C16 1.466 1.447 1.467  C8-C7-C2 106.51 106.68 106.51 
C17-C18 1.589 1.591 1.592  C8-N4-C9 124.80 124.44 124.72 
C17-C19 1.590 1.590 1.593  C9-C10-C11 134.17 134.66 134.05 
C17-F5 1.379 1.382 1.376  C9-C10-C15 107.34 107.35 107.25 
C18-F6 1.337 1.338 1.337  C10-C11-C12 122.51 123.20 132.26 
C18-F7 1.343 1.348 1.337  C10-C15-C14 120.70 120.28 120.84 
C18-F8 1.345 1.345 1.346  C10-C11-F3 118.32 118.07 118.55 
C19-F9 1.337 1.338 1.337  C11-C12-C13 119.88 119.67 119.92 
C19-F10 1.343 1.348 1.337  C11-C12-C23 115.57 115.65 115.33 
C19-F11 1.345 1.345 1.346  C12-C13-C26 126.59 126.33 126.75 
C20-C21 1.613 1.614 1.615  C13-C12-C23 124.55 124.68 124.75 
C20-C22 1.613 1.614 1.615  C14-C13-C12 116.19 115.99 116.27 
C20-F12 1.374 1.376 1.373  C14-C13-C26 117.22 117.66 116.89 
C21-F13 1.348 1.347 1.350  C12-C23-C24 114.57 114.97 114.30 
C21-F14 1.337 1.341 1.333  C12-C23-C25 114.65 114.83 114.40 
C21-F15 1.341 1.345 1.373  C12-C23-F19 107.21 107.32 106.91 
C22-F16 1.348 1.347 1.350  C13-C26-C27 113.23 113.36 113.13 
C22-F17 1.337 1.341 1.333  C13-C26-C28 113.31 113.71 113.04 
C22-F18 1.341 1.344 1.338  C13-C26-F26 108.01 108.53 107.56 
C23-C24 1.590 1.590 1.593  C15-C14-C13 122.23 122.86 122.00 
C23-C25 1.589 1.590 1.593  C15-C10-C11 118.49 117.99 118.70 
C23-F19 1.379 1.383 1.376  C15-C14-F4 114.31 114.01 114.56 
C24-F20 1.345 1.345 1.346  C16-C15-C14 132.79 133.16 132.68 
C24-F21 1.337 1.339 1.337  C16-C15-C10 106.51 106.56 106.48 
C24-F22 1.343 1.349 1.337  C17-C18-F6 114.11 114.29 113.78 
C25-F23 1.345 1.345 1.346  C17-C18-F7 108.82 108.78 108.61 
C25-F24 1.337 1.339 1.337  C17-C18-F8 110.05 110.29 109.75 
C25-F25 1.343 1.349 1.337  C17-C19-F9 114.12 114.33 113.77 
C26-C27 1.613 1.615 1.615  C17-C19-F10 108.81 108.84 108.61 
C26-C28 1.613 1.615 1.615  C17-C19-F11 110.06 110.23 109.80 
C26-F26 1.374 1.377 1.373  C18-C17-C19 111.38 111.27 111.76 
C27-F27 1.341 1.346 1.338  C20-C21-F13 109.65 110.02 109.24 
C27-F28 1.348 1.347 1.350  C20-C21-F14 115.47 115.47 115.14 
C27-F29 1.337 1.342 1.333  C20-C21-F15 109.30 109.42 109.10 
C28-F30 1.348 1.346 1.350  C20-C22-F16 109.67 109.98 109.25 
C28-F31 1.337 1.347 1.333  C20-C22-F17 115.47 115.51 115.15 
C28-F32 1.341 1.342 1.338  C20-C22-F18 109.30 109.42 109.12 
     C22-C20-C21 116.55 116.47 117.02 
     C23-C24-F20 110.06 110.32 109.76 
     C23-C24-F21 114.12 114.31 113.77 
     C23-C24-F22 108.81 109.02 108.60 
     C23-C25-F23 110.05 110.32 109.78 
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     C23-C25-F24 114.11 114.31 113.78 
     C23-C25-F25 108.82 109.02 108.63 
     C24-C23-C25 111.38 111.25 111.78 
     C26-C27-F27 109.30 109.45 109.10 
     C26-C27-F28 109.67 110.13 109.21 
     C26-C27-F29 115.47 115.59 115.16 
     C26-C28-F30 109.30 109.48 109.10 
     C26-C28-F31 109.65 110.07 109.27 
     C26-C28-F32 115.47 115.65 115.14 
     C27-C26-C28 116.55 116.19 117.01 
     F6-C18-F7 107.81 107.45 108.11 
     F6-C18-F8 107.68 107.77 107.86 
     F7-C18-F8 108.21 108.06 108.61 
     F9-C19-F10 107.81 107.42 108.09 
     F9-C19-F11 107.67 107.76 107.85 
     F10-C19-F11 108.21 108.06 108.59 
     F13-C21-F14 108.04 107.95 108.38 
     F13-C21-F15 107.07 107.08 107.33 
     F14-C21-F15 106.97 106.54 107.37 
     F16-C22-F17 108.03 107.93 108.38 
     F16-C22-F18 107.06 107.09 107.32 
     F17-C22-F18 106.97 106.55 107.34 
     F20-C24-F21 107.67 107.72 107.88 
     F20-C24-F22 108.21 107.96 108.60 
     F21-C24-F22 107.81 107.31 108.11 
     F23-C25-F24 107.68 107.71 107.86 
     F23-C25-F25 108.21 107.93 108.60 
     F24-C25-F25 107.81 107.34 108.07 
     F27-C27-F28 107.06 107.02 107.31 
     F27-C27-F29 106.97 106.42 107.40 
     F28-C27-F29 108.03 107.85 108.37 
     F30-C28-F31 107.07 107.02 107.30 
     F30-C28-F32 106.97 106.38 107.38 
     F31-C28-F32 108.04 107.85 108.37 
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Appendix G 
 
Fundamentals of MD Simulations 
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G.1 Introduction 
 With applications in physics, chemistry, biochemistry, and materials science; molecular 
dynamics (MD) simulation offers the methodology for detailed microscopic modeling on the 
molecular scale. The central inquiry that MD simulations provide insight to is the relation 
between the bulk properties of matter (solid, liquid, or gaseous state) and the fundamental 
interactions among the constituent atoms or molecules. Simulations provide a bridge between 
microscopic length and time scales and the macroscopic world of the experimental laboratory. 
MD may also be employed to carry out simulations that are difficult in the laboratory such as 
working at high temperature or pressure.  Given the continuous growth in computing power, the 
ability to answer questions of increasing complexity about microscopic behavior is possible 
through MD simulations.   
 Following the successes of Monte Carlo simulations, the molecular dynamics 
methodology was firth introduced by Alder and Wainwright to study the interaction of hard 
spheres in the late 1950’s.251-252 These initial studies using MD provided insight regarding the 
behavior of simple liquids. Rahman provided the next major advance in 1964 with the first 
simulation using a realistic potential for liquid argon.
253
 The first simulation of a realistic system 
was done on liquid water in 1974 by Rahman and Stillinger
254
. This simulation of water is 
advancement over the previous Argon simulations due to the addition of Coulomb and hydrogen 
bond interactions present in water in addition to the van der Waal’s interactions. The first protein 
simulations appeared in 1977 with the simulation of bovine pancreatic trypsin inhibitor 
(BPTI).
255
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G.2 Classical Mechanics 
 Molecular dynamics simulations consist of the numerical solution of the classical 
equations of motion.  Integration of the equations of motion yields a trajectory that describes the 
positions, velocities, and accelerations of the particle as they vary with time. From this trajectory, 
the average values of properties may be determined. The MD method is deterministic, that is, 
once the positions and velocities of each particle are known, the state of the system may be 
predicted at any time in the future or the past. A simple application of Newton’s second law of 
motion is presented below. Newton’s equation of motion is given by: 
iii amF         (G.1) 
where Fi is the force exerted on particle i, mi is the mass of particle i and ai is the acceleration of 
particle i. The force may also be expressed as the gradient of the potential energy, V. 
VF ii        (G.2) 
Combining these two equations yields, 
2
2
dt
rd
m
dr
dV i
i
i
       (G.3) 
Newton’s equation of motion can then relate the derivative of the potential energy to the changes 
in position as a function of time. To calculate a trajectory, one only needs the initial positions of 
the atoms, an initial distribution of velocities and the acceleration, which is determined by the 
gradient of the potential energy function as follows: 
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2
2
dt
xd
m
dt
dv
mmaF       (G.4) 
Taking the simple case where the acceleration is constant, 
dt
dv
a         (G.5) 
we obtain an expression for the velocity after integration 
0vatv         (G.6) 
and since 
dt
dx
v         (G.7) 
we can integrate once again to obtain  
0xvtx        (G.8) 
Combining this equation with the expression for velocity, we obtain the following relation which 
gives the value of x at time t as a function of the acceleration, a, the initial position, x0, and the 
initial velocity, v0. 
00
2 xtvatx        (G.9) 
Finally, the acceleration is given as the derivative of the potential energy with respect to the 
position, r,  
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dr
dE
m
a
1
        (G.10) 
 
G.3. Molecular Interactions 
G.3.1 Non-bonded Interactions 
 In this section we will focus on the potential energy functions employed in the 
CHARMm forcefield.
256-257
 While several other forcefields potentials exist, such as AMBER
258
 
and GROMACS,
259
 the CHARMm potential was used for all MD investigations in this work. 
The most commonly used potential for non-bonded interactions of uncharged particles is that of 
the Lennard-Jones potential,
260
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where σ is the diameter and ɛ the depth of the well. The potential describes a mild attraction as 
two particles approach each other from a distance, but a strong repulsive term when they get too 
close. The Lennard-Jones potential was employed for the early MD simulations on liquid argon 
previously mentioned.
253
 Graphical representation of the potential may be seen in Figure G.1.    
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Figure G.1. Grapherical representation of the L-J potential. 
 
To handle the electrostatic charges present in the system, a Coulomb potential is added, 
r
QQ
rV Coulomb
0
21
4
)(

       (G.12) 
where Q1 and Q2 are the charges of particle 1 and 2, and  ɛ0 is the permittivity of free space.  
 
3.3.2 Bonding Potentials 
 In addition to the non-bonding interactions, we must also consider the bonding 
interactions for molecules. The CHARMm potential functions that describes these terms is 
shown below, 
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(G.14) 
 (G.15) 
 (G.16) 
(G.17) 
  
 The first term in this potential accounts for the 2-body bond lengths where kb is the bond 
force constant and r-r0 is the band length deviation from equilibrium. The second term describes 
the band angles where kθ is the angle force constant and θ-θ0 is the angle from equilibrium 
between three bonded atoms. The third term is for the dihedral (tortion angles) where kφ is the 
dihedral force constant, n represents the multiplicity of the angle, φ is the dihedral angle defined 
in terms of three connected bonds, and δ is the phase shift. The improper (out of plane) angles 
are described by the fourth term where kω is the improper force constant and ω-ω0 is the 
improper angle deviation. The fifth term in the potential is the Urey-Bradley component. This 
accounts for the cross-term interaction for angle bending using 1-3 harmonic nonbonded 
interactions. For this term, ku is the force constant and u-u0 is the distance between atoms 1 and 
3. The geometry of these terms is displayed for a simple molecule in Figure 2.   
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Figure G.2: Geometry of bond distance, r123, bond angle, θ234, and dihedral angle, φ1234.  
G.4. Integration Algorithms  
 The potential energy of a system is a function of the atomic positions (3N) of all the 
atoms in the systems. Due to the potential large scale of MD simulations and the inherit 
complexity of this function, there is no analytical solutions to the equations of motion. Therefore, 
these equations must be solved numerically. Several numerical algorithms have been developed 
to aid in the integration of the equations of motion. This section will give a brief introduction to 
the verlet,
261-262
 leap-frog,
263
 velocity verlet,
264
 and Beeman’s265-266 algorithms.  Several 
important factors must be considered when choosing which algorithm, including the following: 
The algorithm should conserve both energy and momentum, it should be computationally 
efficient, and it should allow a long time step for integration. All of the above integration 
algorithms mentioned assume the positions, velocities, and accelerations can be approximated by 
a Taylor series expansion as follows,  
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(G.18) 
(G.19) 
(G.20) 
 Where r is the position, v is the first derivate with respect to time (velocity), and a is the 
second derivative with respect to time (acceleration), etc. 
  
G.4.1 Verlet Algorithm  
 The Verlet algorithm
261-262
 calculates new positions at time t+δt from the positions and 
accelerations at time t and the positions from time t-δt. From this formulation, one can see that 
this algorithm uses no explicit velocities. The Verlet algorithm requires little data storage 
compared to the other algorithms but the precision of this method is relatively modest. The 
derivation is shown below; 
(G.21) 
(G.22) 
 
Summation of these two equations provides; 
( G.23) 
 
 
308 
 
ttattvttv
tttvtrttr


)(
2
1
)
2
1
(
2
1
)()(
































 ttvttvtv 
2
1
2
1
2
1
)(
 
G.4.2 Leap-frog Algorithm 
 The leap-frog
263
 algorithm is a modification to the original Verlet
261-262
 algorithm. The 
positions, r, at time t+δt are calculated from first calculating the velocities, v, at time t+½δt. This 
is where the name leap-frog comes from; the velocities leap over the positions, then the positions 
leap over the velocities as the simulation proceeds.   
(G.24) 
(G.25) 
 The distinct advantage of this algorithm over the original Verlet algorithm is that the 
velocities are explicitly calculated. But it must again be emphasized that the velocities are not 
calculated at the same time as the positions. To approximate the velocities at time t, the 
following relation may be used; 
(G.26) 
 
G.4.3 Velocity Verlet Algorithm 
 The velocity verlet
264
 algorithm is the best of the algorithms belonging to the verlet 
family. Its major advantage over the others is that it yields the positions, velocities, and 
accelerations at time t without any compromise on precision. However, it should be noted that 
this algorithm assumes that the acceleration at time t+δt only depends on the position at time 
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t+δt and does not depend on the velocity at time t+δt. It is the velocity verlet algorithm that is 
employed in the simulation package NAMD:
79
 
 
(G.27) 
(G.28) 
 
 
G.4.4 Beeman’s Algorithm 
 Beeman’s265-266 algorithm is a modification to the Verlet261-262 integration method. It 
produces identical positions as verlet, but employs a different formula for calculation of the 
velocities. This method can be found in two forms; the more popular direct form published by 
Schofield
266
 in 1973, and the implicit (predictor-corrector) multi-step form published by 
Beeman
265
 in 1976. The popular direct form is shown below. This algorithm is considerably 
more complex making calculation more computationally expensive, but produces a more 
accurate expression for the velocity and better energy conservation.   
 
(G.29) 
(G.30) 
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G.5 Statistical Mechanics 
 Statistical mechanics is essential for the conversion of information gathered at the 
microscopic level in MD simulations to macroscopic observables.  Statistical mechanics can be 
classified into two distinct parts; dealing with systems in equilibrium and dealing with systems 
not in equilibrium. The former is referred to as statistical thermodynamics and provides a 
mathematical relation between the various macroscopic experimental observables to the 
distribution and motion of the atoms and molecules of the MD simulation. The field of statistical 
mechanics is far too vast to be covered here in any detail; instead a simplified explanation of the 
various thermodynamic ensembles along with methods to calculate experimental observables in 
terms of ensemble averages will be presented in this section.  
 
G.5.1 Ensemble Types 
 An ensemble is a very large collection of all possible microscopic states, but represents 
the same thermodynamic state. Simply stated, it is a probability distribution for the state of the 
system. The various properties of a given ensemble depend on the constraints imposed on the 
system. The possible ensembles and the corresponding constraints and partition functions are 
summarized in Table G.1.  
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Table G.1: Various ensembles with corresponding constraints and partition functions. 
Ensemble Constraint 
Partition Function 
( )ln(qkT ) 
Microcanonical  N, V, E ST 
Canonical  N, V, T -A 
Grand Canonical V, T, μ PV 
Isothermal-Isobaric N, T, P -G 
 
 
G.5.2 Ensemble Averages 
 In statistical mechanics, macroscopic observables are defined as ensemble averages. 
Ensemble averages incorporate a large number of replicas of the system considered at the same 
time and is given by; 
( G.31) 
where A(p
N
,r
N
) is the observable of interest expressed as a function of the momenta, p, and the 
positions, r, and integrated over all possible values of p and r.  The ρ(pN,rN) term is the 
probability density of the ensemble and is expressed as; 
( G.32) 
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where H is the Hamiltonian, T is the temperature, kb is Boltzmann’s constant, and Q is the 
partition function: 
(G.33) 
 
 As seen above, the partition function integral requires calculation of all possible states of 
the system. Since points in the ensemble are calculated sequentially in time during an MD 
simulation, this would require the MD simulation to pass through all possible states 
corresponding to the thermodynamic constraints to arrive at an ensemble average. Evaluation of 
this integral during a MD simulation would be extremely computational expensive if not 
impossible. Fortunately, statistical mechanics allows reasonable assumptions to be made to 
simplify the process. It is assumed that the random process we are attempting to measure is 
stationary in time. That is to say the probability distribution functions do not depend on a shift of 
the origin of time. This leads to the assumption known as the ergodic hypothesis in statistical 
mechanics. Making a large number of observations at M instants of time on a single system, as in 
MD simulations, have the same statistical properties as observing a large number of M systems at 
the same instant of time, as in an experimental observable.  This allows the experimental 
observable (ensemble average) to be determined as a time average over the MD simulation. 
 
(G.34) 
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where t is the simulation time, M is the number of simulation time steps, and A(p
N
, r
N
) is the 
instantaneous value of A (our observable). Some simple examples of MD time averages are the 
average potential and kinetic energy: 
      (G.35) 
(G.36) 
where M is the number of configurations in the MD trajectory, Vi is the potential energy of each 
configuration, N is the number of atoms in the system, mi and vi is the mass and velocity of the 
particle i, respectively.   
 
G.6. Temperature and Pressure Control 
 As seen in the ensemble discussion of the last section, simulation under the canonical, 
grand canonical and isobaric-isothermal ensembles requires methods to control the temperature 
and pressure of the system. Temperature is a thermodynamic quantity and function of the 
velocities. The temperature of a given system can be related to the average kinetic energy of the 
system through the equipartition of energy principle in statistical mechanics. This states that 
every degree of freedom will contribute ½ kbT to the average energy
267
.  
( G.37) 
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where Nf is the number of degrees of freedom, kb is Boltzmann’s constant, and T is the 
temperature. In addition to the average kinetic energy, the instantaneous kinetic temperature can 
be defined as: 
( G.38) 
where the thermodynamic temperature of the system is equal to the average of the instantaneous 
kinetic temperature of all the particles in the system. Given the relation between kinetic energy 
of the temperature of the system, a common method for controlling the system temperature is to 
scale the velocities of the particles (atoms).  Such adjustments simply add or subtract energy to 
or from the system to maintain constant temperature. However, this method is very inaccurate 
and not a realistic description of how energy is dissipated in real systems.  To overcome such 
simplistic methods several algorithms has been developed, including Nosé -Hoover, Langevin, 
and Berendsen methods. These three most popular methods will be discussed below.      
 
G.6.1. Nosé-Hoover Thermostat 
 The Nosé-Hoover thermostat began as a version proposed by Nosé
268-269
 in which thermal 
reservoir was introduced to maintain constant temperature. Nosé’s original method consisted of 
an addition degree of freedom that corresponded to the thermal reservoir and acted as a time 
scaling factor. Additionally, a parameter describing the mass of the thermal reservoir was 
introduced.  Later, Hoover
270
 simplified the Nosé method by eliminating the time scaling factor 
and introducing a new friction coefficient. This simplified Nosé method proposed by Hoover is 
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what is known as the Nosé-Hoover thermostat. The temperature control mechanism for this 
thermostat is shown below; 
( G.39) 
 
where ζ is the thermodynamic friction coefficient and Q is the parameter for the mass of the 
thermal reservoir. It should be noted that the value of Q is at the discretion of the user, but 
performance of the thermostat depends on the use of appropriate values. When this parameter 
was introduced, Nosé recommended values for Q be proportional to NfkbT. If Q values are too 
small the temperature of the system will fluctuate rapidly, while too large of a value of Q will 
lead to inefficient sampling of the system. 
    
G.6.2 Generalized Langevin Equation Approach (GLEQ) 
 This temperature control approach was first introduced by Adelman and Doll
271
 in 1976. 
In this approach the system is thought to be not in vacuum, but embedded in a constant 
temperature “solvent”. In this type of scheme the atoms or molecules making up the system are 
thought to be solutes. From the solvent effects on the solute, two new terms are introduced to the 
equations of motion. The frictional force (friction constant, β), which accounts for the frictional 
drag that occurs as solute passes through solvent, and the random force (R(t)), which accounts 
for the random collisions between solute and solvent. To maintain constant temperature in the 
system, the random force is balanced with the frictional force. The equation of motion for the 
new “solute” particle is as follows: 
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Therefore, through gradually modifying the velocity of the particle, the instantaneous kinetic 
temperature of the particle is close to the desired system temperature.   
 
G.6.3 Berendsen Method 
 The Berendsen
272
 method for temperature control was introduced in 1984 and is much 
like the earlier Andersen
273
 method which was introduced in 1980. In both of these methods the 
system is coupled to an imagery external thermal bath which is held at a fixed temperature. The 
difference between the two methods is in the rate of the exchange of thermal energy between the 
bath and the system. The Anderson method is known for rapid exchange that leads to drastic 
changes in the system dynamics, while the Berendsen method involves a much more gradual 
exchange. Under the Berendsen method, the velocity of the particle is slowly scaled by 
multiplying it by a scaling factor, λ: 
(G.41) 
where Δt is the time step and τT is the time constant of the coupling between the bath and the 
system.  
 
G.7. Periodic Boundary Conditions 
 Unless a simulation is designed to investigate surface effects, periodic boundary 
conditions must be employed. Even in systems with a large number of atoms present in the 
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simulation box, a large percent of these atoms will be on the outer faces of the box. Without 
periodic conditions, this will lead to large effects on any calculated properties during the 
simulation. By using periodic boundary conditions, the simulation box is replicated in all 
directions to give a periodic array.  If a particle is to leave the box during simulation, it is 
substituted with an image particle that comes in from the opposite side. When calculating 
particle interactions within the cutoff range, both real and image neighbors are included. 
Therefore the number of particles inside the simulation box is conserved throughout the MD 
simulation. The concept of a periodic array is illustrated in Figure G.3. 
 
Figure G.3: Periodic boundary conditions. The simulation box is shaded in red with surrounding 
periodic array. The particle (solid triangle) moves out of the simulation box along 
the path specified by the arrow and is replaced by an image particle (dashed 
triangle). 
 
G.8. Neighbor Lists 
 During any MD simulation, the calculation of the non-bonded interactions previously 
discussed involves a large number of pairwise calculations. In principle, for each atom i, we must 
loop over all other atoms, j, in the system to calculate the minimum separations, rij. With 
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increased system size, comes increased number of pairwise calculations. The number of distinct 
pairs in any given system is ½N(N-1), where N is the number of atoms in the system. To save in 
computational time some methods have been developed to limit the number of pair interaction 
that needs to be considered. First, a potential cutoff, rcutoff, is defined by the user in that if rij > 
rcutoff then v(rij)=0 and the force calculation is skipped.  
 Verlet
261
 introduced another technique for improving the speed of the pair calculations. 
This technique is known as creating neighbor lists, in which outside the potential cutoff radius 
another sphere of radius, rlist, is introduced. At the start of an MD simulation, a neighbor list is 
constructed for all atoms that consist of any atoms that are found within the rlist cutoff.  Over the 
next few MD steps, only atoms within this neighbor list are run through the force calculation 
process. Because atoms may experience large positional displacements during the simulation, 
these neighbor lists need to be updates as the simulation progresses. This updating of the list 
must be done before any atoms not contained in the list move into range of the non-bonding 
potential cutoff. Like the potential cutoff, the neighbor list cutoff is defined by the user. 
Choosing the appropriate list cutoff is a compromise. Smaller list cutoffs include less neighbors, 
therefore less pair calculations, but require frequent updating. Larger list cutoffs need to be 
reconstructed much less frequently, but include larger number of atoms and therefore become 
more computationally demanding. A simple illustration of the potential and neighbor list cutoffs 
are displayed in Figure G.4.  
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Figure G.4: The atomic potential cutoff (red line) and Verlet neighbor list cutoff (blue line). 
Three types of atoms depicted: atoms inside both cutoffs (red), atoms inside the 
neighbor list cutoff only (blue), and atoms outside both cutoffs (black). (a) 
Construction of the lists, (b) lists at some time later, and (c) lists that has not been 
updated soon enough; atoms not in the neighbor list have moved into the potential 
cutoff range.  
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Appendix H 
 
Fundamentals of Density functional Theory 
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H.1. Introduction 
 Density functional theory (DFT) was first introduced in two groundbreaking papers 
published in the 1960’s. First the Hohenberg-Kohn paper274 in 1964, followed by the Kohn-
Sham
275
 paper one year later. Walter Kohn would later be awarded the Nobel Prize in chemistry 
in 1998 for his part in the development of DFT. The application of DFT encompasses many 
broad areas of research and continues to grow at a rapid pace every year. DFT is an 
extraordinarily effective approach to finding solutions to the fundamental equation that describes 
the quantum behavior of atoms or molecules; the Schrödinger equation. The primary motivation 
of DFT is to describe a many-body interacting system by its particle density; not its many-body 
wavefunction. Therefore, the systems 3N degrees of freedom are reduced to only three spatial 
coordinates. Practical application of DFT requires several approximations to be introduced. In 
this appendix, a condensed version of the basics behind DFT theory will be explored. It is 
important to note that atomic units will be used throughout this section. 
 
H.2. Born-Oppenheimer Approximation 
 The Hamiltonian (H) operator for a many-body system consisting of M nuclei and N 
electrons is:  
( H.1) 
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where A and B run over the M nuclei and i, j denote the N electrons in the systems. The kinetic 
energy of the electrons and nuclei are described by the first and second terms, respectively. The 
other three terms represent the attractive electrostatic interaction between the nuclei and the 
electrons and the repulsive potential due to the electron-electron and nucleus-nucleus 
interactions. The time-independent form of the Schrödinger equation for the many-body systems 
is: 
         iAiA rRErRH ,,ˆ       (H.2) 
 Solving the Schrödinger equation allows everything about the system to be known. 
However, in practice, it is impossible to solve. A fundamental observation in quantum mechanics 
is that atomic nuclei are much heavier than electrons. Therefore, electrons respond much more 
rapidly to changes in their surroundings than nuclei will on the timescale of nuclear motion. This 
means we may consider the electrons of a system as moving in a field of fixed nuclei, i.e. the 
nuclear kinetic energy is zero and their potential energy is a constant. This is known as the Born-
Oppenheimer approximation.
276
 Now, the total wavefunction may be written as: 
          iAiA rRrR  ,       (H.3) 
Where Θ({RA}) describes the nuclei and ϕ({ri}) the electrons of the system. Thus, the 
Hamiltonian (H.1) may be divided into nuclear and electronic parts; where the electronic 
Hamiltonian (Helec) is written as: 
 (H.4) 
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where the solution to the Schrödinger equation with Helec is the electronic wave function, Ψelec, 
and the electronic energy, Eelec. The total energy of the system is simply the sum of the electronic 
energy and the constant nucleus energy, Enuc:   
(H.5) 
(H.6) 
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H.3 Variational Principle 
 The variational method
277
 is an approximation to find the ground-state energy of a system 
of several interacting particles without needing to explicitly solve the Schrödinger equation. 
First, when a system is in the state φ, the expectation value of the energy is given by: 
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     (H.8) 
 
 The variational principle states if φ is any normalized well-behaved function that satisfies 
the boundary conditions of the problem, it is true that, 
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where E0 is the value of the lowest energy eigenvalue of the Hamiltonian operator, H.
278
 The 
function φ is known as the trial wave function and the integral in Equation H.9 is the variational 
integral. This approximation method tries many trial wave functions and looks for one that gives 
the lowest value of the variational integral. The lower the value of the variational integral, the 
better approximation to E0 is achieved. In practical applications of the variational method, 
several parameters are put into the trial wave function, and then these parameters are varied to 
minimize the variational integral. The ability to make a good choice of a trial function is 
essential in the success of this method.    
 
H.4. Hohenberg-Kohn Theorems 
 To better understand the theorems that laid the foundation for DFT, we must first discuss 
the electron density. It is worth noting that although great emphasis has been placed on the wave 
function, it remains something that cannot be directly observed. The quantity that can (in 
principle) be observed is the probability that the N electrons are at a particular position. 
Therefore, the quantity of fundamental importance becomes the electron density; the density of 
electrons at a particular position in space. This may be written as the integral over all the spin 
coordinates of all electrons over all but one spatial variables (x ≡ r, s), 
      NN dxdxdsxxxNr ...,...,,... 21
2
21     ( H.10) 
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 The entire field of DFT is rooted in two fundamental mathematical theorems proved by 
Hohenberg and Kohn.
27,274
 The first H-K theorem shows that the electron density uniquely 
determines the Hamiltonian operator, and thus all the properties of the system. That is, the 
external potential Vext(r) is a unique functional of the electron density ρ(r). The importance of 
this theorem is that know solving the Schrödinger equation may be thought of as finding a 
function of three spatial variables (the electron density) rather than a function of the many body 
wave function (3N variables). The second H-K theorem states: FHK[ρ], the functional that 
delivers the ground state energy of the system, delivers the lowest energy if, and only if, the 
input density is the true ground state density. This is essentially the variational principle at work. 
If the HK functional were known, the electron density could be varied until the energy of the 
functional is minimized. In turn, this would lead to the ground-state electron density and energy.  
 The universal H-K functional, FHK[ρ], proposed contains the functional for the kinetic 
energy, T[ρ], and the electron-electron interaction, Eee[ρ].  
    eeHK ETF        ( H.11) 
 Unfortunately, the explicit form of both of these functional is completely unknown. The 
classical part, J[ρ], of the electron-electron interaction, which is known, may be separated from 
the non-classical, Encl, part in Equation H.22:     
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H.5. Kohn-Sham Equations  
 In the year following the H-K paper, The Kohn-Sham paper was published;
275
 which 
made practical application of DFT a possibility. The Kohn-Sham method suggested replacing the 
original many-body system with a non-interacting reference system, S, with the same electron 
density as the real, interacting system. For the reference system, the Kohn-Sham Hamiltonian is 
written as: 
 rVH KSKS 
2
2
1ˆ      (H.13) 
where the non-interacting electron are moving in the Kohn-Sham single particle potential, (VKS). 
The ground state is then obtained by solving these one electron Schrödinger equations; with a 
single electron in each of the N orbitals (φi) and lowest eigenvalue (εi): 
)()(ˆ rrH iiiKS         (H.14) 
 
The electron density (ps) and kinetic energy (Ts) of the reference system (S) is then:  
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 Kohn and Sham accounted for the difference in kinetic energy between the reference 
system and the true kinetic energy by introducing the separation of the universal functional as 
follows: 
        XCS EJTF       (H.17) 
            JETTE eeSXC      (H.18) 
 
where J[p] is the classical electrostatic energy of the electrons: 
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The exchange and correlation energy, Exc, contains the difference between the real and reference 
KE, as well as the non-classical electron-electron interactions. Next, in order to determine the 
orbitals in the reference system, a potential, VS, must be defined that generates a Slater 
determinant with the same density as our real system. The expression for the energy of the 
interacting system in terms of the separation in Equation H. 17 would be: 
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The only term in Equation H.20 in which there is no explicit form is EXC. Through use of the 
variational principle to minimize this energy expression, the final component of the Kohn-Sham 
equations appears. 
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 By finding the various contributions in Equations H.21 and H.22, we achieve an 
understanding of the potential, VS, which is needed to insert into the one-particle equations. This 
then determines the spin orbitals and later the ground state energy. The potential is dependent on 
the electron density, and therefore, the Kohn-Sham equations, which give the single-electron 
wave functions as solutions, depend only on the spatial variables. The exchange-correlation 
potential, Vxc, in Equation 22 is the functional derivative of the exchange-correlation energy, EXC, 
with respect to the electron density. 


 
 XC
XC
E
V        (H.23) 
 As can been seen in all of the previous discussion, solving the Kohn-Sham equations is 
circular process. The potential is needed to solve the Kohn-Sham equations, and the electron 
density is needed to define the potential. But to find the electron density, the single-electron 
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wave functions must be known, and these wave functions are the solution to the Kohn-Sham 
equations. Therefore, these equations must be solved in an iterative manner. The process for 
solving the Kohn-Sham equations is depicted in Figure H.1.   
 
Figure H.1:  Iterative method for solving the Kohn-Sham equations. 
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H.6. Local Density Approximation (LDA) 
 To solve the Kohn-Sham equations discussed in the previous section, an exchange-
correlation functional must be specified. However, the exact form of the exchange-correlation 
functional is simply not known. Fortunately, simple but successful approximations to it have 
been proposed. These approximations allow for accurate predictions of various properties while 
greatly reducing the computational cost. The first of these approximations to be considered is the 
local density approximation (LDA).
275
 In LDA, the exchange and correlation is solved  in terms 
of a uniform electron gas. For this condition, the electron density is assumed constant at all 
points in space. That is the electron moves on a positive background charge distribution so that 
the total ensemble has a net charge of zero (neutral). This situation may seem to be of limited 
value since it is the deviation in electron density that defines chemical bonds, but the uniform 
electron gas model provides a practical way to employ the Kohn-Sham equations. This may be 
written in the following way, 
      drrrE XC
LDA
XC         (H.24) 
where ɛXC(ρ(r)) is the exchange-correlation energy per particle of a uniform electron gas. This 
exchange-correlation may be separated into an exchange and a correlation part: 
        rrr CXXC       (H.25) 
For spin polarized systems,
279
  
      drrrrE XCLDAXC  )(,,         (H.26) 
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The exchange energy of an electron in a uniform electron gas of a particular density was 
originally derived by Dirac.
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 No explicit expression is known for the correlation energy, except at high and low 
densities. Most local density approximations interpolate correlation energies at intermediate 
density from the known high and low limits. Some local density approximations include; Vosko-
Wilk-Nusair,
281
 Perdew-Zunger,
282
 Cole-Perdew,
283
 and Perdew-Wang.
284
 
 The major drawback to LDA is ignoring the inhomogeneities in the electron density; but 
this simple method works reasonability well. LDA tends to underestimate ground state energies 
and ionization energies, while overestimating binding energies. It is also known to be poor at 
predicting band gaps of some semiconductors. These shortcomings have lead to additional XC 
functionals; including the Generalized Gradient Approximation (GGA), which adds gradient 
corrections to the electron density; and LDA+U, which adds a correction term to account for 
stronger correlation of the d electron in transition elements. Both of these methods will be 
addressed in the following sections.      
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H.7. Generalized Gradient Approximation (GGA) 
 The best known class of functional after the LDA uses information about the local 
gradient of the electron density in addition to the local electron density. This method is known as 
the generalized gradient approximation (GGA).  
   drfEGGAXC  ,,,,        (H.28) 
 Contrary to conventional thought, GGA functionals are not always more accurate than 
LDA functionals even though they include more physical information. There is also a large 
number of different GGA functionals, which vary in the way the gradient information is 
included. Some of the most widely used GGAs were proposed by: Becke;
285
 Perdew;
284
 and 
Perdew, Burke, and Enzerhof.
286
  GGA still tens to underperform in systems with localized and 
strongly correlated electrons, such as transition metal oxides.  
 
H.8 LDA+U Method 
 Systems containing transition metals are strongly correlated due to the localized partially 
filled d orbitals. The orbital-independent potentials in LDA and GGA do not property describe 
these systems. The LDA+U
287
 method is the most widely used approach to correctly model the 
strong d (or f ) electron-electron correlation. Within the LDA+U methodology, the electron of the 
system are separated into two regimes; delocalized s and p electrons, and localized d and f 
electrons. The delocalized s and p electrons are well described by LDA and/or GGA. For the 
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localized d and f electrons, an additional orbital-dependant Columbic term is introduced to treat 
the d-d and f-f electron interactions: 
    ji jinnU2
1
      (H.29)   
where ni are d or f orbital occupancies. The total energy in LDA+U is given by:
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The first term in Eq. H.30 is the standard LDA energy discussed previously, the second term is 
the electron-electron interaction, and the third term is a double counting term which removes an 
averaged LDA energy contribution of the d and/or f electrons from the LDA energy. The 
derivative of Eq. H.30 with respect to the orbital occupations (ni) provides the orbital energies: 

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For occupied orbitals (ni = 1), the LDA+U orbital energies are shifted by –U/2 compared to the 
LDA orbital energies. For unoccupied orbitals (ni = 0), the LDA+U orbital energies are shifted 
by +U/2. Therefore, the band gap is increased by U with the LDA+U method.   
 
H.9. Basis Sets 
 For most KS applications in chemistry, a linear combination of atomic orbitals (LCAO) 
expansion is employed. A set of N predefined basis functions, {ημ}, are introduced and linearly 
expanded as: 
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 This finite set of functions is called the basis set for the calculation. Naturally, increasing 
the size of the basis set will increase the accuracy of the calculation, but will also increase the 
computational cost of the calculation. There are two basic types of basis sets available, Slater-
type-orbitals (STO),
288
 and Gaussian-type-orbitals (GTO).
289
 Slater-type-orbitals are exponential 
functions that mimic the exact eigenfunctions of the Hydrogen atom. A typical STO is shown 
below: 
    ,exp1   lm
nSTO rNr     (H.38) 
 This function contains the principle quantum number, n, the orbital exponent, β, and the 
spherical harmonics, Ylm. STO basis functions are the simplest functions in quantum chemistry 
and are seldom used in calculations any more. The GTO functions are much more common and 
have the following form. 
 rzyNx nmlGTO   exp      (H.39) 
where N is a normalization factor which ensures that <ημ|ημ> = 1,  and α  is the orbital exponent. 
L= l +m +n is used to classify the function as s-function (L=0), p-function (L=1), etc.   
 There are numerous basis sets based of GTOs. The main difference in these basis sets is 
the number of functions employed. The smallest basis set allowed (minimal basis) is composed 
of the minimum number of functions required to represent all of the electrons on each atom. For 
example, the minimal basis set for a Hydrogen atom would only require a function 
approximating the 1s atomic orbital. However, additional functions may be added to the basis 
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set. The most common functions added to minimal basis sets are polarization and diffuse 
functions. Addition of polarization functions allow for increased flexibility within the molecular 
orbitals. A single polarization function added to the Hydrogen atom minimal basis would add a 
p-function; allowing for more asymmetry to molecular orbitals involving the Hydrogen atomic 
orbital. Diffuse functions are very shallow GTOs which better describe the tail portion of the 
atomic orbital at increased distance from the atomic nuclei. These additional functions are 
commonly added to charged molecular systems.   
 Since the valence electrons are key to most molecular properties; multiple basis functions 
are used to represent these electrons. This type of basis set was introduced by Pople and is 
simply known as a split-valence basis set. The commonly used notation for these basis sets is a-
bcG. Where the number of core GTOs is represented by a, and bc indicate the valence electrons 
are described by two functions. The first by a linear combination of b GTOs, and the second by a 
linear combination of c GTOs. Within this basis set notation, additional polarization functions 
are represented with an asterisk or (d), and diffuse functions by a plus sign. For example, the 
most common basis set employed throughout this work is the 6-31G basis, but occasionally 
polarization and diffuse functions were added (6-31+G(d)). 
 However, these localized basis functions are not applicable in calculations where periodic 
boundary conditions are desired. For periodic calculations, plane wave basis sets are employed, 
which are independent of the atomic positions. The plane waves are expanded in the following 
form: 
)exp(
1
)( riGr 

        (H.40) 
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Where Ω is the volume of the periodic cell, G are the wave-vectors that the periodicity of the cell 
and r is the spacing of the sampling grid. Plane wave basis sets are used in conjunction with 
pseudopotentials, which restrict the plane waves to describing only the valence electrons; leaving 
the core electrons frozen.  
 
H.10. Time-Dependant Density Functional Theory 
 Time-dependant density functional theory (TDDFT) is an extension traditional DFT for 
the treatment of time-dependant events, such as electronic excitations and molecular excited 
states. The foundation of TDDFT is in the Runge-Gross theorem,
279
 which is the time dependant 
form of the Hohenberg-Kohn theorem. 
274
 The Runge-Gross theorem proves that in a many-body 
system evolving from an initial state, the time-dependant external potential is directly related to 
the one-body electron density. Therefore, by knowing the time-dependant density of a system, 
we find the external potential responsible for producing this density; which then describes the 
Hamiltonian and allows the time-dependant Schrödinger equation to be solved.       
 As expected, the introduction of time results is several fundamental quantum mechanical 
differences. The first involves the procedure for locating the ground state of the system. In static 
DFT, the ground state is determined through minimization of the total energy functional. In time 
dependent systems the total energy is not a conserved quantity, therefore employing the 
variational principle based on the total energy is not valid.   Determination of the ground state of 
a time dependent system relies on the quantum mechanical action, A, an equivalent quantity to 
the total energy.  
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 The time dependent Schrodinger equation may be obtained by equating the functional 
derivative in terms of ψ*(t) to zero. The solution to the time dependent problem can be found by 
calculation the function, Ψ(t), which makes the functional, Aψ, stationary. Therefore, the 
iterative process to minimize the total energy functional in static DFT is replaced by a 
“stationary principle” in TDDFT.  
 An additional important difference between DFT and TDDFT is that the time dependent 
problem is an “initial value” problem introduced earlier. Namely, the density depends on the 
initial state of the system and the Runge-Gross theorem can only hold for a fixed initial state. 
This is a direct consequence of the time dependent Schrödinger equation being a first order 
differential equation with respect to time. The static DFT problem is a “boundary value” 
problem; with the Schrödinger equation is a second order differential equation with respect to the 
special coordinates.     
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