The aim of the paper is to study necessary and sufficient conditions for the existence of the global solution of the one-dimensional semilinear equation appearing in the boundary value problems of gas dynamics. We investigate the Cauchy problem for such equation in the domain where the operator is weakly hyperbolic. We obtain the necessary condition for the existence of the selfsimilar solutions for the semilinear Gellerstedt-type equation. The approach used in the paper is based on the fundamental solution of the linear Gellerstedt operator and the L p -L q estimates.
Introduction
In this paper we establish global existence of the solution of the Cauchy problem for the one-dimensional semilinear wave equation with the time dependent coefficient and multiple characteristics.
Glassey [11] studied the initial value problem
for the semilinear wave equation possesses finite time blow-up if α > 0. More precisely, according to [11] , if the initial data are C ∞ smooth functions, have compact supports and positive averages, then for any α > 0, a classical solution of (1.3) cannot exist on R × [0, ∞). It must be emphasized that one-dimensional wave equation essentially differs from the higher-dimensional one. The next conjecture stresses the difference between one-dimensional and higher-dimensional semilinear wave equations. Conjecture (Strauss'81 [34] ): For n 2 blow-up for all data if p < p n and global existence for all small data, if p > p n . Here n 2, p = α + 1, and p n is the positive root of the equation (n − 1)p 2 n − (n + 1)p n − 2 = 0. For the history of the results which have validated the Strauss conjecture see [9] .
This dissimilarity becomes more striking, if one turns his attention to the self-similar solutions. More precisely, there exists no self-similar solution to one-dimensional wave equation while for two-and higher-dimensional wave equation the existence of such solutions was recently proved by Pecher [25, 26] , Hidano [12] , Ribaud and Youssfi [29] , Kato and Ozawa [13] , Kato, Nakamura and Ozawa [15] . To show the nonexistence of self-similar solution we admit the non-smooth data, for example, homogeneous, like ψ 0 (x) = |x| −a and ψ 1 (x) = |x| −b . In the case of homogeneous initial data, the solution is self-similar: u(x, t) = λ 2/α u(λx, λt) for all λ > 0, x ∈ R, t > 0. Further, for a self-similar solution to the Cauchy problem 
is given by u 0 (x, t) = 1 2 x+t x−t |s| −b ds and has a singular support at the rays |x| = t only. In this case, by the maximum principle u(x, t) u 0 (x, t), and the singularity of initial data is instantly spread over the whole light cone and consequently nonlinear string equation does not have self-similar solution.
Surprisingly the one-dimensional hyperbolic equation allows self-similar solutions provided that the equation has multiple characteristics [39] . As a rule the multiplicity of characteristics throws obstacles and narrows the class of the admitted data and solutions of the Cauchy problem (see, e.g. [35] ). The typical examples of the equations with multiple characteristics are the Tricomi and Gellerstedt equations. The self-similar solutions are global in time solutions, and in the present paper we restrict our investigation to the issue of the global existence of the solution of the Cauchy problem for the Gellerstedt equation. We will show how the multiplicity of the characteristics exerts influence on that problem.
Yagdjian [38] considered the Tricomi-type equation with the spatial dimension n 2. He suggested some sufficient and necessary conditions for the existence of the global solution of the Cauchy problem. We follow the approach by Pecher [25] and appeal to the representation formula given in [36] for the solution of the Tricomi-type equations.
In [7] D'Ancona and Di Giuseppe considered a semilinear degenerate hyperbolic Cauchy problem
The coefficient a is a nonnegative, piecewise C 2 function, which increases for t > t 0 and vanishes of finite order at t = t 0 ; more precisely, if a(t 0 ) = 0, there exists ε = ε(t 0 ) such that a (t) 0 on [t 0 , t 0 + ε], and
The nonlinearity f has polynomial growth with exponent p and is positive
They proved that, for any fixed T > 0, and
, solution of (1.4). For more references for the case of n 2 see [38] .
In the present paper we prove existence of the solutions in one-dimensional space for all values of the time t ∈ [0, ∞) without any assumption about sign of nonlinearity f .
The main tool to study a semilinear equation is the corresponding linear equation. The simplest one-dimensional linear equation with the multiple characteristics is the Tricomi equation
which is a linear partial differential equation of mixed type. In [5, 10, [21] [22] [23] one can find some applications of the Tricomi equation. For the progress made in mixed type equations see Morawetz [22] , Keyfitz [17] . The different fundamental solutions for the Cauchy problem were constructed. (See, e.g. [33, 36] for the bibliography.) Recently the linear and semilinear Tricomi equations attracted interest of many authors (see, also [18] [19] [20] 24] ). Barros-Neto and Gelfand in [1] for the Tricomi equation with x ∈ R n , n = 1, and Yagdjian [36] for the Gellerstedt equation with n 1, constructed the fundamental solutions of the corresponding operators. We appeal to those fundamental solutions to look for the weak solution of the initial value problem.
Consider the Cauchy problem (1.1) for the following equation,
The real-valued functionγ (t) is assumed to satisfy the following estimate
with some constants C and m, m > −1. The initial value problem for Eq. (1.5) naturally arises in the physical problems of gas dynamics (see [5, Chapter 4] ). For k = 1/2 andγ (t)F (u) ≡ 0, Eq. (1.5) becomes the linear Tricomi equation. In [31, 32] the investigation of transonic aerodynamics of dense gas leads to the Gellerstedt equation with k = 3/2. We follow the approach that reduces the Cauchy problem (1.1), (1.5) to the integral equation. To motivate that approach, which is based on the fundamental solution, consider the integral equation
corresponding to (1.3), where
dy is the solution of the Cauchy problem for the linear string equation without source, while the operator G is defined by
and gives the solution of the string equation with source term f (x, t).
, and solution u 0 (x, t) obeys the finite speed of propagation property. As a consequence u 0 (x, t) has a compact support for every given instant t. Then, for every fixed T > 0 the operator G is continuous, G :
Indeed, using Young's inequality and the fundamental solution E(x, t) we obtain Pecher [25] used an approach based on the fundamental solution to prove global existence for the semilinear wave equation. More precisely, in [25] he considered the Cauchy problem for the semilinear three-dimensional wave equation with small initial data and nonlinearity of type (1.6) withγ (t) = const. He proved the global existence theorem for the semilinear problem in Sobolev or Besov spaces under assumption on the solution of the corresponding linear equation. In [26] Pecher obtained the existence of global solutions with initial data decaying fast enough at infinity as well as of self-similar and asymptotically self-similar solutions of the nonlinear wave equation in R 3 with the nonlinearity (1.6) for √ 2 < α < 2. The integral equation resolving the Cauchy problem (1.1), (1.5) contains the operator G that was introduced in [36] :
where F (a, b; c; z) is the hypergeometric function (see, e.g. [2] ), that is a solution of the Gauss hypergeometric equation
In (1.9) the following notations have been used
Essentially, the operator G is a resolving operator for the Cauchy problem with zero initial data for the linear Gellerstedt equation
associated with the nonlinear equation (1.5). Let us consider the integral equation 11) where the function u 0 ∈ C([0, ∞); L q (R)) is given. The following theorem is the main result of this paper. 
then L p -L q estimates of Section 2 imply that the function u 0 has the proper decay rate (1.14) at infinity. Moreover, if the functions ψ 0 and ψ 1 have small norms, then the estimate (1.14) is fulfilled with some positive β. Consequently, one arrives at the small data global existence theorem for the semilinear Gellerstedt equation.
Theorem 1.2.
Assume that the conditions (1.12), (1.13), and inequalities
are satisfied. Let ψ 0 , ψ 1 be smooth functions with the compact supports, ψ 0 , ψ 1 ∈ C ∞ 0 (R), and with the small norms
(1.18)
The next theorem gives necessary condition for the global existence for the integral equation associated with the semilinear Gellerstedt-type equation. According to [37] the condition
is necessary for the existence of the global in time classical solution to the problem (1.1) for the differential equation (1.5) withγ (t) = t m and F (u) = |u| α+1 . In Section 7 of the present paper we prove that the same conclusion is true for the corresponding integral equation (1.11), with G from (1.9) if that integral equation obeys the finite speed of propagation property. More precisely, denote
The integral equation (1.11) is said to be obeying the finite speed of propagation property, if for every point
to the Cauchy problem for the linear Gellerstedt-type equation
(u 0 ) tt − t 2k (u 0 ) xx = 0, (1.21) with the initial data ψ 0 , ψ 1 ∈ C ∞ 0 (R), ∞ −∞ ψ 1 (x) dx > 0, there exists no global in time solution u ∈ C([0, ∞); L q (R)) to the integral equation (1.11) withγ (t) = t m ,
which obeys the finite speed of propagation property.
The paper is organized as follows: In Section 2, we obtain decay estimates for the solutions of the linear Gellerstedt equations in Sobolev and Besov spaces. In Section 3 local solvability of the Cauchy problem (1.1), (1.5) is established. Section 4 is devoted to the proof of the global existence theorem in L p spaces. In Section 5 the proof of the global existence theorem for the Cauchy problem for the differential equation with small initial data is given. That proof is based on the decay estimates derived in Section 2 and global existence theorem proved in Section 4. In Section 6 we generalize results of Glassey to the integral equation associated with Cauchy problem (1.1), (1.2). In Section 7 the proof of Theorem 1.3 is given. In Section 8 a necessary condition for the existence of the self-similar solutions for the semilinear Gellerstedt-type equation is obtained.
Decay of solutions of the linear Gellerstedt equations
One important tool to prove global existence is a decay estimate (see, e.g. Racke [27] ). For the solutions of the string equation there is no decay without loss of derivative. Indeed, from d'Alembert formula for ψ 1 = 0 and ψ 0 ∈ C ∞ 0 (R) one has for the solution
for large t > 0. Hence, the inequality
with p < q and any a ∈ R is impossible. To prove it, we choose
For every given positive t and small ε we get contradiction.
In the next theorem we show that, unlike the string equation, the Gellerstedt equation possesses L p -L q decay estimates without loss of derivative (for decay estimates with the loss of derivative in the case of x ∈ R n , n 2, see Reissig and Yagdjian [28] ). To formulate this decay of solution, consider the Cauchy problem (1.16) with ψ 0 , ψ 1 ∈ C ∞ 0 (R) for the linear weakly hyperbolic equation (1.15 ). This problem is well posed (see, e.g. [35] ) and its solution can be written as follows
where resolving operators V 1 (t, D x ) and V 2 (t, D x ) are completely described below. We set
that makes them two fundamental solutions of the Cauchy problem for Eq. (1.15).
Theorem 2.1. For all ψ 0 ∈ C ∞ 0 (R) we have the estimate
Proof. According to [33] the solution of the initial value problem for the one-dimensional linear hyperbolic model equation (1.15) with multiple characteristics that takes initial data ψ 0 , ψ 1 ∈ C ∞ 0 (R) can be written in the form of the Riemann-Liouville operators
applied to the functions 
First, we set ψ 1 = 0 to derive the estimate (2.1) for the operator V 1 ,
where φ(t) defined in (1.10) and
Then with (γ − 1)ρ > −1, which is equivalent to
that proves the first statement of Theorem 2.1. Next we set ψ 0 = 0 to derive the estimate for V 2 ,
If we define
It follows
Since we have assumed γρ < 1, that is,
, then we obtain from the last inequality
that completes the proof of the estimate (2.2). Theorem 2.1 is proved. 2
of ψ 0 and ψ 1 are small enough, then taking into account the conditions of Theorem 1.2 one can verify that the condition (1.14) is fulfilled.
Let ϕ = ϕ(ξ ) be a nonnegative function with compact support in {ξ ∈ R:
|ξ | 2}. According to Lemma 6.1.7 [3] we can choose a function ϕ(ξ ) such that
Here S is the Schwartz space of the rapidly decreasing smooth functions. Let s ∈ R, 1 p, q ∞. We write
The Besov space B s pq on R is defined by
where 
under the conditions 1 < p < ρ , 1/q = 1/p − 1/ρ , 1/ρ + 1/ρ = 1, and (
we have the estimates
under the conditions 1 < p < ρ , 1/q = 1/p − 1/ρ , 1/ρ + 1/ρ = 1, and
Proof. We note that the pseudodifferential operators with the symbols ϕ(ξ ), ϕ k (ξ ), and (1 + |ξ | 2 ) s commute with the Gellerstedt operator and with the operators
Further, we obtain
which proves (2.4). The remaining estimates can be proved in the similar way. 2
From the representation (2.3) of the solution of the Cauchy problem for the linear equation one can easily check the finite speed of propagation property. More precisely, the value of the classical solution v(x, t) at the point (x 0 , t 0 ), t 0 > 0, depends on the values of the functions ψ 0 and ψ 1 at the points belonging to the line segment bounded by the intersections of backward characteristics starting at (x 0 , t 0 ). In particular, if supports of ψ 0 and ψ 1 are in the ball of the radius R, then the solution on the line t = const vanishes outside of the ball of the radius R + t k+1 /(k + 1). The distributional solutions also enjoy this property.
Local solvability of the Cauchy problem
First we consider the operator G resolving the Cauchy problem for the equation (2k ∈ N ∪ {0})
with vanishing initial data u(x, 0) = u t (x, 0) = 0. According to Theorem 6.1 of [36] , for every continuous function f ∈ C([0, ∞); L p (R)), the following estimate
holds for every t ∈ [0, ∞) with p, q, such that 1 < p < ρ , 1/q = 1/p − 1/ρ , 1/ρ + 1/ρ = 1.
Theorem 3.1. Assume that
exists and is unique.
Proof. Consider the complete metric space X M defined as follows
with the metric
Then, applying the estimate (3.1), we derive
Consider the mapping (Su)(x, t) = u 0 (x, t) + G γ (·) |u| α u (x, t).
Setting q = (α + 1)p, we obtain
From (3.2) it follows that the integral in the last inequality is convergent. Thus,
.
If we denote M(t) := max 0 τ t u(·, τ ) L q (R)
, then the inequality becomes:
Therefore, for u ∈ X M and for T sufficiently small, with large M,
The inequality (3.4) implies Su ∈ X M . Similarly we prove that the mapping S is a contraction.
To estimate the nonlinear term, we note that the complex-valued functions u and v with α > 0 satisfy the following inequalities
Hence, from the estimate (3.6)
and therefore
Since (α + 1)p = q, then it is easy to see that
Thus, for the nonlinear term of the operator S we have proved the following estimate
The estimates (3.8) and (3.1) imply
From the last inequality, we obtain
Thus, we arrive at
provided that α < q and that −m < 1, 2 − (k + 1)( 
The following theorem shows that the solution u(x, t) exists on whole interval [0, T ], if the norm of the function u 0 (x, t) is sufficiently small.
Theorem 3.3. Assume that
Proof. Repeating the steps of the proof of Theorem 3.1 we obtain
For given T we choose sufficiently small M such that
Then for u ∈ X M , taking into account that M(T ) M and choosing u 0 such that
we derive
Thus, from the inequality (3.10) it follows that Su ∈ X M .
Further, if we choose sufficiently small M such that CT 2−(k+1)( Define the complete metric space
Consider the mapping
t).
First we have to prove that S maps X M into itself. We apply the estimate (3.1) with (α + 1)p = q and derive
ds.
It follows
Therefore, we obtain the estimate
, and set β + 2 − (k + 1)(
, which is equivalent to the choice
Thus, we have proved
where u ∈ X M with ε + CM(t) α+1 M 2ε. The estimate (4.1) implies S :
Similarly we prove contraction property. Indeed, applying the estimate (3.1), we obtain
From the last inequality, we derive
According to the conditions of the theorem
Banach's fixed point theorem completes the proof.
Corollary 4.1. Under the conditions of Theorem 1.1 for β such that
and for sufficiently small ε the local solution u ∈ C((0, T ]; L q (R)) with the property
Proof. One has only to follow the proof of the theorem for the functions defined on (0, T ]. 2
The next corollary explains in which space and how the function u(x, t) takes its initial data.
Corollary 4.2. For every
Proof. From the condition (4.2) it follows that 2 − (k + 1)(
According to Corollary 4.1 such solution is unique, then for small t it coincides with u. 2 
Proof of Theorem 1.2
We are going to apply Theorem 1.1. We choose the function u 0 of the integral equation (1.11) as a solution to the Cauchy problem (1.1), for the linear Gellerstedt equation (1.15) . Existence of u 0 follows from the well-known results on the Gellerstedt equations (see, e.g. [35] ). Moreover, the function u 0 ∈ C ∞ ([0, ∞) × R) has a compact support at every instant t 0. Hence, u 0 ∈ C ∞ ([0, ∞); L q (R)). According to Theorem 2.1 if the exponent β satisfies the estimate
then the solution u 0 of the linear equation (1.15) possesses the decay estimate at the infinity, that is
On the other hand the choice of β is given by the condition (1.13) of Theorem 1.1. Thus, we have to require
which is a direct consequence of the left-hand side of (1.17). The theorem is proved.
Counterexample to the global existence for the integral equation associated with the semilinear string equation
In this section we extend Glassey's result [11] to the integral equation associated with the Cauchy problem (1.1),
where
, and u 0 (·, t) obeys the finite speed of propagation property. In particular it has a compact support for every given instant t. Then, we have
On the other hand since it solves the string equation, the function u 0 satisfies
x u 0 (x, t) = 0, and obeys the finite speed of propagation property. Therefore, one has
That implies, with some numbers C 1 and C 2 ,
Then, from (6.2) it is easy to conclude that
In particular, F ∈ C 2 ([0, ∞)) and
Hence for all t sufficiently large, we have with some positive C 0 and C 1 :
3)
From Lemma 2.1 of [37] , which is a special case of Kato's theorem [16] , it follows that any function F ∈ C 2 ([0, T )) satisfying (6.3) and (6.4) cannot remain finite if α > 0. Hence, T < ∞. The theorem is proved. 2
Proof of Theorem 1.3
We will prove Theorem 1.3 by contradiction. Assume that there exists a solution u ∈ C([0, ∞); L q (R)) to the integral equation (1.11) . Moreover, we assume that u = u(x, t) obeys the finite speed of propagation property, and therefore it belongs to C([0, ∞); L 1 (R)). We denote
On the other hand since u 0 solves the linear Tricomi-type equation (1.21), one has
Therefore with
k+1 we obtain
Consider now
In [38] the following representation formula for the function t − b with t b 0 was proved
Applying (7.1) we obtain
It follows that F ∈ C 2 ([0, ∞)) and
Further if supp ψ 0 ⊂ {x; |x| R}, then due to the finite speed of propagation property
Since α < (m + 2)/k due to Lemma 2.1 of [37] the time t must be bounded, more precisely, there exists a finite number T > 0, such that t T . The theorem is proved.
Remark. If m = 0 then for k = 3 and α > 1, then the global solution exists due to Theorem 1.2. At the same time according to Theorem 1.3, α > 2/3 is necessary condition for the global existence. We do not know whether the problem is globally solvable if 2/3 α 1.
In [6] it was proved that the differential inequality
where T γ := ∂ tt + g(t) x , with x ∈ R n , t ∈ R, and g is a homogeneous function of order γ ∈ R, γ > −2, α > 0, θ > −α + max{0, −γ (α + 1)}, has no nontrivial weak solutions provided
In the case of the Gellerstedt-type operators considered in the present paper, we have γ = 2k, g(t) = t 2k , n = 1, θ = −m. If m = 0 the inequality (7.2) becomes αk 2. Thus, necessary condition for the existence of weak solutions is αk > 2, which coincides with the necessary condition formulated in Theorem 1.3.
Necessary condition for the existence of the self-similar solutions for the semilinear Gellerstedt-type equation
In this section we consider the semilinear Gellerstedt-type equation The investigation of self-similar solutions of linear equations is important, since similarity solutions of some semilinear equations are generated by the self-similar solutions of the corresponding linear equations. (See, for example [4, 14, 30] .)
It is easy to check that the Cauchy data that produce self-similar solution are homogeneous functions,
We consider the Cauchy problem It is easy to verify, that the inequality 2 < −3k + √ 9k 2 + 4m 2 + 4 − 4km + 8m + 4k is equivalent to k < m. We would like to mention that in [39] sufficient conditions for the existence of self-similar solutions of the onedimensional semilinear Gellerstedt-type equations are obtained.
