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Abstract
We define a bijection that transforms an alternating sign matrix A with one −1 into a pair (N,E) where N
is a (so called) neutral alternating sign matrix (with one −1) and E is an integer. The bijection preserves the
classical parameters of Mills, Robbins and Rumsey as well as three new parameters (including E). It trans-
lates vertical reflection of A into vertical reflection of N . A hidden symmetry allows the interchange of E
with one of the remaining two new parameters. A second bijection transforms (N,E) into a configuration
of lattice paths called “mixed configuration.”
© 2005 Elsevier Inc. All rights reserved.
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1. Alternating sign matrices
Recall that a square matrix A = (aij )1i,jn is an order n alternating sign matrix if aij ∈
{1,0,−1} and if, in each row and each column, the non-zero entries alternate in sign, beginning
and ending with a 1. Thus, the entries of each row and of each column add up to 1.
The entries in the first row of an alternating sign matrix are all 0 except for one, which must
be a 1. It will be called the first 1.
In their paper [7], Mills, Robbins and Rumsey defined the following parameters on order n
alternating sign matrices A = (aij ):
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P. Lalonde / Journal of Combinatorial Theory, Series A 113 (2006) 980–994 981• r(A) is the number of entries to the left of the first 1. We have 0 r(A) n − 1.
• s(A) is the number of entries that are equal to −1.
• i(A) =∑k>i,<j aij ak =
∑
i,j aij (
∑
k>i,<j ak) is the number of inversions of A. If A is
a permutation matrix, i(A) reduces to the usual number of inversions.
We will use the following notation: An denotes the set of order n alternating sign matrices
and An,s the set of order n alternating sign matrices A such that s(A) = s.
One of the Mills, Robbins and Rumsey conjectures asserts that |An| is also the number of
order n descending plane partitions. In this form, the conjecture was solved by Zeilberger (see
[9,10]) with subsequent simplifications by Kuperberg (see [4]). Bressoud (see [1]) gives an his-
torical and mathematical account of the whole subject.
Stronger forms of the conjectures involve the parameters (defined above), which should trans-
late into known combinatorially significant parameters on descending plane partitions. In that
direction, only special cases of the conjectures are solved. This is easily seen, of course, forAn,0
(permutation matrices): given a descending plane partition with no special part, define ai as the
number of parts of value i. These numbers form the inversion table of a permutation.
The conjectures are also true for An,1 (see [5]). In that case, the basic problem was to find a
proper generalization of inversion tables that could serve as a bridge between descending plane
partitions and alternating sign matrices. Since inversion tables can be depicted as sequences of
non-intersecting horizontal lattice paths, the generalization should involve more general paths. It
turns out that we must use pairs of paths defined over two distinct sets of steps, resulting in what
was called mixed configurations. Let us review their definition.
We consider lattice paths on the half-grid Gn = {(k, ) | 0 k   < n}. (For more symmetry,
the grid will often be slightly shifted so that its boundary forms a reversed equilateral triangle.)
A mixed path on Gn is composed of two consecutive parts (Left and Right), the Left part being
composed of South steps (S) and East steps (E), while the Right part is composed of (another kind
of) East steps (F) and North-East steps (N). Notice that each path contains a unique vertex that
belongs both to the Left part and to the Right part. Such vertices are called junctions. An order n
mixed configuration is a sequence of mixed paths Ω = (ω0, . . . ,ωn−1) such that:
• The path ωi starts from (0, i) and ends at (j, j) (for some j ).
• The sub-configuration obtained by deleting the Right part (respectively Left part) of paths is
non-intersecting (no common vertex).
Clearly, these conditions determine a unique permutation σ (of the set {0,1, . . . , n− 1}) such
that ωi ends at (σ (i), σ (i)).
We writeMn,s to denote the set of order n mixed configurations with s N-steps.
For instance, if Ω ∈Mn,0, then all its paths are horizontal and Ω can be viewed as an in-
version table (see Fig. 1, left). More interesting are configurations Ω = (ω0, . . . ,ωn−1) ∈Mn,1.
In that case, Ω has two consecutive special paths, one that contains the N-step, the other a S-step.
The other paths are horizontal (see Fig. 1, right).
Unfortunately, it is not apparent how to encode descending plane partitions directly into mixed
configurations. Returning to the An,1 case, we had first to describe descending plane partitions
by configurations of non-intersecting paths (using Gessel–Viennot methodology), allowing enu-
meration by a determinant. Next, elementary algebra transformed it into another determinant,
which enumerates mixed configurations. The final step of the proof was to show that bothMn,1
and An,1 follow the same defining recurrences.
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of each is colored black; the Right part, white.
The purpose of the present paper is related to this last step: to produce a bijection between
alternating sign matrices with one −1 and mixed configurations with one N-step (and one S-step),
with the hope to gain some information about a possible full bijection. After all, both the Left and
the Right parts of a general mixed configuration already correspond to special alternating sign
matrices called neutral matrices, which are alternating sign matrices A = (aij ) ∈ An such that
aij = 1 whenever ai+1 j = −1. The correspondence is a direct generalization of the encoding of
permutations by inversion tables (see Fig. 2).
Thus mixed configurations are associated to pairs (N,S) of neutral matrices (some conditions
must hold on the allowed pairs), which are suspected to correspond to alternating sign matrices.
When there is only one N-step, the resulting neutral matrices are so closely related that a single
integer E, called the electric charge, can record their difference.
To sum up, the paper studies a bijection from An,1 to Mn,1. The bijection uses two main
steps:
• a bijection from An,1 to some set of pairs (N,E), where N ∈ An,1 is neutral and E is an
integer;
• a bijection between those pairs (N,E) and mixed configurations with one N-step (Mn,1).
The bijections will translate the already defined parameters (as well as two new ones) in a way
that is coherent with the Mills, Robbins and Rumsey conjectures.
There is a special symmetry on alternating sign matrices that some versions of the conjectures
take into account. Let A = (aij )1i,jn ∈ An. We write A = (ai,n+1−j )1i,jn to denote the
Fig. 2. Correspondence between the Left part of mixed configurations and neutral matrices. Each horizontal section of
the configuration corresponds to the number of inversions associated to some positive element of the matrix.
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and to A follow the relations (see [7]):
• r(A) + r(A) = n − 1,
• i(A) + i(A) = (n2
)+ s(A),
• s(A) = s(A).
Vertical reflection is suspected to correspond to a kind of “complementation” operation on
descending plane partitions. In [6], it is shown that this operation takes a simple form in terms of
Gessel–Viennot path duality on the encoding of descending plane partitions into non-intersecting
paths (see [2,8]). (Krattenthaler (see [3]) has an even simpler interpretation in terms of rhom-
bus tilings.) Our bijections behave simply: if A ∈An,1 is sent to (N,E) and then to the mixed
configuration Ω , then A is sent to (N,−E), which is sent to Ω , the Gessel–Viennot dual
of Ω .
Thus vertical reflection changes E into −E; the electric charge E is an anti-invariant. Another
anti-invariant, the magnetic charge B , will appear as a by-product of the bijections. We will
show that these new parameters, although independent, can be exchanged into one another. In
the general case, we expect each −1 of an alternating sign matrix A to be associated to two
similar parameters, collectively encoded into the second neutral matrix S of the pair (N,S)
corresponding to A.
A few words on the organization of the paper. In Section 2, we will describe the various parts
of a matrix A ∈An,1 that intervene in the bijections. We will define the sign (positive, neutral,
negative) of A and the new parameters. The first bijection (to neutral matrices) is introduced in
Section 3. In Section 4, the equivalence of the two charges is shown. Section 5 describes the
second bijection (to mixed configurations). Finally, in Section 6 we show that vertical reflection
of matrices corresponds to path duality of mixed configurations.
2. Three new parameters
In this section, we define various sub-matrices of a matrix A ∈An,1. They are introduced to
define the new parameters and the bijections. Many of the definitions are not immediately needed
but are grouped here for convenience. The reader might want, at first reading, to simply look at
Fig. 3 where the most important sub-matrices are illustrated.
• The opening column of A is the column of its (unique) −1. The highest 1 in this column is
the opening 1 and the corresponding row, the opening row. The opening column divides A
into a left side and a right side (both excluding the opening column).
• The closing row is the row of the −1. It is the only row that contains two 1’s, one on each
side; we will refer to those as the left 1 and the right 1.
• If any, the rows between the opening and the closing rows are the enclosed rows. If there are
no enclosed rows, A is said to be neutral; otherwise A is charged. If A ∈ An,1 is charged,
define the charged side to be the side (left or right) where we find the 1 of the lowest enclosed
row, the other side being the neutral side. If the charged side is the right side (respectively
left side), we say that A is positive (respectively negative).
984 P. Lalonde / Journal of Combinatorial Theory, Series A 113 (2006) 980–994Fig. 3. Schematic view of a positive matrix (left) and a neutral one (right), with some of the related regions as defined in
this section. Only the significant non-zero entries are depicted. (The 0 region contains only 0’s.)
LetA+n,1 (respectivelyA0n,1,A−n,1) be the set of positive (respectively neutral, negative) matri-
ces A ∈An,1. These sets are mutually disjoint and form a partition of An,1. Moreover, A+n,1 and
A−n,1 are mirror-images of one another: A ∈A+n,1 iff A ∈A−n,1.
We further define the following for A ∈A+n,1 ∪A0n,1:
• The intersection of the enclosed rows with the right (respectively left) side defines the
charged (respectively neutral) cell. The extended neutral cell includes the intersection of
the opening and of the closing rows with the left side. If A ∈ A0n,1, the charged and the
neutral cells are empty.
• The highest 1 in the left side below the opening row is the leading 1. Its column is the leading
column. The sub-matrix between the leading and the opening columns and below the opening
row is the leading cell. The sum of the entries of the leading cell is denoted (A).
• Finally, the right 1 (in the closing row) is also called the closing 1. Its column is the closing
column. The sub-matrix of A between the closing and the opening columns and below the
closing row is the closing cell. The extended closing cell includes the parts of the opening
and of the closing columns that are below the closing row. The sum of the entries of the
closing cell is denoted c(A).
Remark. If A is neutral, it should be observed that (A) = c(A) and c(A) = (A).
We can now define the new parameters (see Fig. 4):
• If A ∈A+n,1, its electric charge, E(A), is the sum of the entries of the charged cell of A. In
that case, E(A) > 0. Define E(A) = 0 if A ∈A0n,1 and E(A) = −E(A) if A ∈A−n,1. Thus A
is positive, neutral or negative according to the sign of E(A).
• If A ∈A+n,1 ∪A0n,1, its magnetic charge is B(A) = c(A)−(A). If A ∈A0n,1, we clearly have
B(A) = −B(A). Extend this property to define B(A) for A ∈A−n,1.
• If A ∈A+n,1 ∪A0n,1, define J (A) = c(A) + (A) + |E(A)| + 1. Notice that J (A) = J (A) if
A ∈A0 . Extend this property to define J (A) for A ∈A− .n,1 n,1
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with E(A0) = 3, B(A0) = −1 and J (A0) = 7. Matrix N0 is neutral, with E(N0) = 0, B(N0) = 2 and J (N0) = 7. The
classical parameters are: r(A0) = r(N0) = 6 and i(A0) = i(N0) = 30.
Clearly, with respect to vertical reflection, E and B are anti-invariants, while J is an invariant.
Algebraically:
E(A) + E(A) = 0, B(A) + B(A) = 0 and J (A) = J (A).
In Theorem 4.1, a simple bijection will exchange the two charges, showing their equivalence.
Many other (anti-)invariants exist on An,1. For instance:
(
n
2
)+ 1 − 2i(A) and n − 1 − 2r(A)
are anti-invariants. However, they play no direct role in this paper.
3. Neutralizing alternating sign matrices
The first bijection, denoted Λ, will “neutralize” a given matrix A ∈ An,1. More precisely, it
associates to A a pair (N,E) composed of a neutral matrix N and of the already defined integer
E = E(A). The map from A to N is first defined over A+n,1 ∪ A0n,1 (Definition 3.2) and then
extended to An,1 by symmetry (Definition 3.3). In the first case, it is defined as the conjugate
Δ−1 ◦ T ◦ Δ of a very simple transformation T . Some work will be needed to define Δ, the
discharging procedure (Definition 3.1), which transforms A into a special permutation δ(A)
together with the information needed to recover A from δ(A). This requires many steps, most of
which are instances of the following horizontal/vertical displacement procedure.
Horizontal displacement (H ). Let P = (pij ) be a (0,1)-matrix with columns numbered from 1
to n. Suppose that the non-zero columns occupy positions j1 < j2 < · · · < jk , where j1 = 1 and
jk < n. Define jk+1 = n.
Its horizontal displacement, H(P ), is the matrix obtained from P by displacing the entries
of column ji to column ji+1 (for 1 i  k; column j1 = 1 being replaced by a column of 0’s).
Clearly, H(P ) is a (0,1)-matrix of the same dimension as P , with non-zero columns in positions
j2 < · · · < jk < jk+1 = n. The procedure is obviously injective.
Similarly, we define the vertical displacement V (P ) for (0,1)-matrices P such that the first
row is 0 and the last, non-zero; the rows being displaced from bottom to top. For instance,
V
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 1 0
⎞
⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
1 0 0 0
⎞
⎟⎟⎟⎟⎟⎠
.1 0 0 0 0 0 0 0
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The emphasized sub-matrices are the extended neutral cells, the charged cells and the extended closing cells.
The discharging procedure Δ essentially applies the horizontal/vertical displacement to some
of the cells of a given matrix A ∈A+n,1 ∪A0n,1 (or to some modifications of A). In what follows,
the opening column, closing cell, . . . of any transformation of A refer to sub-matrices of the
transformed matrix that occupy the same positions as in A.
Definition 3.1 (Discharging procedure Δ). Let A ∈A+n,1 ∪A0n,1. Apply the following modifica-
tions to A:
1. Erase the −1 and the closing 1.
2. Apply H to the extended closing cell.
3. Apply V to the extended neutral cell. (See Fig. 5, left.)
4. Lower the 1’s in the resulting extended neutral cell and in the charged cell by one row
(erasing or writing 0’s when necessary). Denote the resulting matrix by δ(A). (See Fig. 5,
right.)
Finally, define
Δ(A) = (k, δ(A), c(A),E(A)),
where k is the position of the opening row of A (1 k  n − 2).
Examples. Referring to Figs. 4 and 5, we have δ(A0) = P0. It is easy to check that we also have
δ(N0) = P0. Thus Δ(A0) = (3,P0,1,3) and Δ(N0) = (3,P0,4,0).
Remarks. A few observations can already be made:
• The rows from the first to the opening row are unaffected by Δ.
• The 1’s in the leading cell of P are just a displacement of the 1’s of the leading cell of A.
Hence (P ) = (A). The same holds for the extended closing cell. Thus c(P ) = c(A) (one
1 goes in, another is expelled).
• Let x(A) be the sum of the entries of A that are strictly at right of, and below the opening 1
(and similarly for x(P )). The procedure erases the closing 1 but introduces the last 1 of the
opening column in this cell. Thus x(A) = x(P ).
• If A is positive, step 4 expels a 1 from the charged cell to the closing row.
• If A is neutral, step 4 cancels step 3; we only need to apply the first two steps of Δ.
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1. 1 k  n− 2. This is used to define the opening row, the opening 1 and the opening column
of P .
2. P = (pij ) ∈An,0.
3. If pkj = 1 and pk+1,m = 1 then m < j .
4. c 0, E  0 and c + E < x(P ).
Lemma 3.1. The discharging procedure Δ is a bijection from A+n,1 ∪A0n,1 to Bn,1. Let A ∈
A+n,1 ∪A0n,1 and (k,P, c,E) = Δ(A). Then
1. Rows 1 to k (included) are the same in A as in P . Thus r(A) = r(P ).
2. (A) = (P ) and x(A) = x(P ).
3. i(A) = i(P ) + c + 1 + E.
Proof. Let A ∈A+n,1 ∪A0n,1. First, it is easy to see that Δ is well defined: carefully keep track of
the number of 1’s in each row and each column after each step to see that it is always possible to
apply the next step. This also shows that δ(A) is a permutation matrix (P ).
The leading 1 of A is vertically displaced to the row just below the opening row (proving
requirement 3 of the definition of Bn,1). We also have requirement 4: x(P ) = x(A) > c + E.
Hence Δ maps A+n,1 ∪A0n,1 to Bn,1.
Next, we examine the behavior of the number of inversions, statements 1 and 2 being already
settled. Let y be the sum of the entries of A that are strictly between the opening and the closing
columns and are strictly higher than the closing row. Apply Δ to A. Step 1, the erasure of the −1
and of the closing 1, deletes c + 1 − y inversions (related to the elements in the intersection of
the South-West and of the North-East regions of each of the two erased elements). Step 2 deletes
y inversions. Similarly, steps 3 and 4 (combined) delete E inversions, giving a total of c+ 1 +E
deleted inversions. Thus i(A) = i(P ) + c + 1 + E.
Finally, we have to show that Δ is invertible. Suppose that we can find (uniquely) the location
of the charged, extended neutral and extended closing cells in P from (k,P, c,E) ∈ Bn,1, then
we can readily reverse each step of Δ, showing Δ to be invertible.
This is easy: having defined the opening column of P , we know the positions of right and
the left sides. The closing row is the highest row below the opening row such that the elements
between (and including) these rows in the right side sum up to E (see Fig. 6(a)). Thus we can
find the charged cell and the extended neutral cell. Since the (unique) 1 in row k + 1 is in the
left side, we can apply the reverse of step 4 and the reverse of step 3 of Δ (Fig. 6(b) and (c)).
If E > 0, the closing row had a 1 in the right side, which now ends in the charged cell (hence the
resulting matrix will be positive), emptying the right part of the closing row. If E = 0, the right
part of the closing row (row k + 1) was already empty (and the reverses of steps 4 and 3 cancel
each other).
The closing column is the leftmost column in the right side such that the elements between
(and including) this column and the opening column, and strictly below the closing row sum up
to c + 1. This defines the extended closing cell (Fig. 6(d)). The construction is always possible
since c + 1 + E  x(P ). Notice that the rightmost column of this cell contains a 1, while the
leftmost is empty. Thus, we can apply the reverse of step 2 (Fig. 6(e)). It remains to place the −1
and the closing 1 in the closing row (Fig. 6(f)). 
988 P. Lalonde / Journal of Combinatorial Theory, Series A 113 (2006) 980–994(a) (b) (c)
(d) (e) (f)
Fig. 6. Schematic version of the proof that Δ is invertible (Lemma 3.1). Where differing from 1, the row-sum and the
column-sum is given ((b) and (e)).
Example. We already know that Δ(N0) = (3,P0,4,0) (from Figs. 4 and 5), but we will see how
to recover N0 from (3,P0,4,0) (see Fig. 7):
1. The first matrix is P0. Row k = 3 is the opening row and row 4 is the closing row (since
E = 0). The position of the 1 (circled) in row 3 defines the opening column. Since N0 is
neutral, it suffice to find the extended closing cell (emphasized; it must contain five 1’s).
2. We then apply H−1 to the extended closing cell (reverse of step 2), giving the second matrix.
To get N0, it only remains to write the −1 and the closing 1 in the closing row (small
squares).
We are now ready to define the neutralizing procedure Λ. It is based on the following obvious
remarks:
• Let c,E  0. We have: (k,P, c,E) ∈ Bn,1 iff (k,P, c +E,0) ∈ Bn,1. This describe the map
T introduced at the beginning of this section.
• Δ bijectively maps A0n,1 to {(k,P, c,0) ∈ Bn,1}.
Fig. 7. Determination of N0 = Δ−1(3,P0,4,0) for matrix P0, the last matrix of Fig. 4.
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(k,P, c,E) = Δ(A). Let N = Δ−1(k,P, c + E,0) ∈A0n,1. We define Λ(A) = (N,E).
Observe that if A is neutral then E = 0, leading to A = N and to Λ(A) = (A,0). Since A
also is neutral, we have Λ(A) = (A,0), a property that we will extend to define Λ overA−n,1. For
convenience, we will write (N,E) to denote (N,−E).
Definition 3.3 (Neutralizing procedure Λ, negative case). Let A ∈A−n,1 (so that A ∈A+n,1). We
define
Λ(A) = Λ(A).
Example. From the previous examples, we know that Δ(A0) = (3,P0,1,3) and Δ(N0) =
(3,P0,4,0). Thus Λ(A0) = (N0,3). We also have Λ(A0) = (N0,3) = (N0,−3).
Theorem 3.1. The neutralizing procedure is a bijection
Λ :An,1 →Nn,1 :=
{
(N,E)
∣∣N ∈A0n,1, E ∈ Z, −(N)E  c(N)
}
.
Moreover, if A ∈An,1 and (N,E) = Λ(A) then:
1. A ∈A0n,1 iff N = A.
2. Λ(A) = Λ(A) := (N,−E).
3. The upper parts (from row 1 to the opening row) of A and of N are the same. In particular,
r(A) = r(N).
4. The following relations hold:
(a) i(N) = i(A),
(b) E = E(A),
(c) B(N) = B(A) + E(A),
(d) J (N) = J (A).
Proof. Partition Nn,1 into three subsets N+n,1, N 0n,1 and N−n,1, defined according to the sign (+,
0 or −) of the second component (E). We begin with the neutral case. Statement 1 (which is
already known in one direction and which is trivial in the other) shows that Λ bijectively maps
A0n,1 to N 0n,1. The other statements trivially hold.
Next we study the positive case. Let A ∈ A+n,1, (k,P, c,E) = Δ(A) and (N,E) = Λ(A).
Since Δ(N) = (k,P, c +E,0), we have c(N) = c +E E > 0, showing that Λ(A+n,1) ⊆N+n,1.
Conversely, take (N,E) ∈N+n,1, writing Δ(N) = (k,P, c +E,0) for some c ∈ Z. Since x(P ) >
c + E = c(N)  E > 0, we deduce that c  0. Thus (k,P, c,E) ∈ Bn,1 and there is a unique
A ∈ A+n,1 such that Δ(A) = (k,P, c,E). Consequently, Λ is a bijection from A+n,1 to N+n,1.
Statement 3 clearly holds (since δ(A) = P = δ(N)). Statement 4 follows easily from Lemma 3.1
and from the relations c(N) = c(A) + E(A) and (N) = (A).
Statement 2 is already known when A is neutral and is true by construction when A is charged.
Hence Λ bijectively maps A−n,1 to N−n,1. If A is negative, statement 3 holds by symmetry. State-
ment 4 follows easily from the positive case, with the help of the formulae at the end of Sections 1
and 2. 
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Using the neutralizing procedure, we define an involution on An,1 that exchanges E and B .
Thus the two charges play the same role and are completely interchangeable. We begin by show-
ing that both charges share a common range.
Lemma 4.1. Let A ∈An,1 and (N,E) = Λ(A). Then −(N) B(A) c(N).
This follows easily from B(A) = c(N) − (N) − E(A) (Theorem 3.1) and from −(N) 
E(A) c(N).
Observe that the function defined on Nn,1 by ξ(N,E) = (N, c(N) − (N) − E) is an invo-
lution. Thus Λ−1 ◦ ξ ◦ Λ is an involution on An,1. To simplify the notation, we will write A′
instead of the cumbersome (Λ−1 ◦ ξ ◦ Λ)(A). For instance, Fig. 8 gives A′0.
Theorem 4.1. Let A ∈An,1. We have:
1. The upper parts of A and of A′ are the same. In particular, r(A) = r(A′).
2. Parameters i and J take the same values on A as on A′.
3. The involution ( )′ exchanges the charges: E(A′) = B(A) and B(A′) = E(A).
4. (A)′ = (A′).
The proof is routine, using the basic definitions and Theorem 3.1. Of course, the involution
leads to another bijection, ξ ◦ Λ :An,1 →Nn,1, which focuses on the parameter B instead of E.
5. Encoding elements ofNn,1 into mixed configurations
It is well known that a permutation matrix P = (pij ) ∈ An,0 can be bijectively encoded by
a sequence (ai)ni=1 of non-negative integers called its inversion table. From this sequence, the
classical parameters are easily found: r(P ) = a1 and i(P ) = a1 + · · · + an. Moreover, vertical
reflection corresponds to a simple action on inversion tables: (a¯i)ni=1, where a¯i = n − i − ai , is
the inversion table of P . A generalization with similar properties, mixed configurations (Mn,s ),
is suspected to apply to more general alternating sign matrices. It was defined in the introduction.
Here, we will study the s = 1 case: the bijection from Nn,1 toMn,1. It is based on the obser-
vation that a pair (N,E) ∈Nn,1 and its corresponding mixed configuration Ω ∈Mn,1 share a
Fig. 8. Matrix A′0.
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of the subject.
Definition 5.1. Let (N,E) ∈Nn,1. Let k be the position of the opening row of N . For 1 i  n,
define ai to be the sum of the entries of N that are below row i and to the left of the unique 1
(or the leftmost 1 if i = k + 1) in that row. Let b be the sum of the entries of N that are below
the closing row and to the left of the closing column. The sequence of non-negative integers
(k;a1, . . . , an;b,E) is the generalized inversion table of (N,E) (and of A if Λ(A) = (N,E)).
Remarks.
• The element ai is non-negative even if the sum defining ai includes the −1, since it will
include (at least) the left 1.
• Clearly, c(N) = b − ak (replace the left 1 by the lowest 1 of the opening column). We also
have (N) = ak − 1 − ak+1. We will often use these observations.
Example. The generalized inversion table of A0 (Λ(A0) = (N0,3)), from Fig. 4, is:
(3;6,6,3,0,5,1,0,0,2,2,0,0;7,3).
Lemma 5.1. A sequence (k;a1, . . . , an;b,E) of integers is the generalized inversion table of an
element (N,E) ∈Nn,1 iff :
1. 1 k  n − 2.
2. 0 ai  n − i for all i.
3. 0 ak+1 < ak  b n − k − 1.
4. ak+1 < ak + E  b.
Proof. First, we show that the conditions are necessary. The first statement is just a reminder.
The elements below row i of N add up to n − i, forcing 0  ai  n − i and b  n − k − 1.
The inequality ak+1 < ak  b follows from (N) = ak − 1 − ak+1  0 and c(N) = b − ak  0.
The fourth condition is equivalent to −(N)E  c(N).
The conditions are sufficient: any sequence (k;a1, . . . , an;b,E) that satisfies the conditions
of the lemma is the generalized inversion table of a unique element (N,E) ∈ Nn,1. In fact, as
with ordinary inversion table, we can construct N from the first row down. Since 1 k  n − 2,
the integer k determines the opening row (and hence the closing row) of N . The non-negative
numbers ai (from i = 1 to i = k + 1) are used to position the 1’s in rows 1 to k + 1 of N
(the leftmost 1 when i = k + 1). Since ak+1 < ak , the leftmost 1 in the closing row is in the
left side of N . Now that we know the opening column, we can place the −1. Use b to find the
position of the closing row and write the right 1 (since ak  b  n − k − 1, it is always possible
to find this position which will be in the right side of N ). Place the remaining 1’s in row k + 2 to
n according to the remaining ai ’s. Thus N is completely determined. 
Next we show that generalized inversion tables form a numerical version of mixed configura-
tions (with one N-step and one S-step). We examine how the parameters and the involution that
exchanges the charges are translated in this context. Vertical reflection will be studied in the next
section.
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Definition 5.2. Let A ∈An,1 and (k;a1, . . . , an;b,E) its generalized inversion table. The con-
figuration Ω = Φ(A) corresponding to A is defined by:
1. Its junctions, which are vertices (ai, n − i) (for all i = k) and vertex (b,n − k − 1).
2. Its S-step, which begins at (ak, n − k) and its N-step, which ends at (ak + E,n − k).
This information suffices: given the positions of these vertices and steps, it is always possible
to complete this structure (in a unique way) by E- and F-steps to get a mixed configuration (see
Fig. 9). Indeed, it follows from Lemma 5.1 that the S- and N-steps as well as the junctions
are within Gn. The conditions ak  b and ak+1 < ak + E show that the completion produces
mixed paths. The Left parts (respectively Right part) of these paths are non-intersecting since
ak+1 < ak (respectively ak +E  b). Moreover, 2 n−k  n−1 is equivalent to 1 k  n−2.
The correspondence is clearly bijective.
Example. The generalized inversion table (3;6,6,3,0,5,1,0,0,2,2,0,0;7,3) of A0 corre-
sponds to the second configuration of Fig. 1.
Theorem 5.1. Let A ∈An,1, (N,E) = Λ(A), (k;a1, . . . , an;b,E) its generalized inversion table
and Ω = (ω0, . . . ,ωn−1) = Φ(A). Then:
1. r(A) = r(N) is the number of E-steps of Ω that are at level n − 1 (thus, in path ωn−1).
2. i(A) = i(N) is the total number of E-steps and of N-steps of Ω .
3. E(A) = E is the signed distance from the top of the S-step to the top of the N-step of Ω .
4. B(A) = B(N)−E = ak+1 + b+ 1 − 2ak −E. This is the number of E-steps of ωn−k at level
n − k − 1 minus the number of F-steps of ωn−k−1 at level n − k − 1.
5. J (A) = J (N) = b − ak+1 is the distance between the junctions of paths ωn−k−1 and ωn−k .
Moreover, the generalized inversion table of A′ is (k;a1, . . . , an;b,E′), where E′ = B(A).
Proof. Using Theorem 3.1, statement 1 follows from r(A) = r(N) = an−1. Statement 2, from
the fact that i(A) = i(N) = a1 + · · · + an + b − ak + 1 (b − ak + 1 is the contribution, after
cancellations, of the −1 and of the right 1). Statement 3 is obvious. Statements 4 and 5 follow
from the definitions of B(N) and of J (N). Finally, to get the generalized inversion table of A′,
simply recall that Λ(A) = (N,E(A)) iff Λ(A′) = (N,B(A)). 
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is obtained from Φ(A) by displacing the N-step (only) to the symmetrical position within its
possible range. It is unclear, however, if this kind of symmetry extends to the set of descending
plane partitions with one special part.
6. Duality and mixed configurations
The counterpart of vertical reflection of alternating sign matrices is an even more useful invo-
lution. It has a graphical interpretation as a variant of Gessel–Viennot path duality.
Since mixed configurations are characterized by the positions of their junctions, the beginning
of their S-steps and the ending of their N-steps, we will describe the effect of duality on these
vertices. From general considerations, we know that path duality takes a very simple form: these
vertices are vertically reflected. More formally:
Definition 6.1. Let Ω ∈Mn,s . The dual Ω of Ω is a mixed configuration such that: (x, i) is
a junction (respectively the top of a S-step, top of a N-step) of Ω iff (i − x, i) is a junction
(respectively the top of a S-step, top of a N-step) of Ω .
It is easy to see that this indeed defines a mixed configuration Ω . When s = 0, this reduces to
the exchange of the Left and Right parts of the configurations, which are complementary.
Figure 10 (left) shows the result for s = 1 (the dual is shown before reflection; therefore, it is
to be read from right to left). The effect of the dual of these structures is easy to find.
Theorem 6.1. Let A ∈An,1 with generalized inversion table (k;a1, . . . , an;b,E). Let (k; a¯1, . . . ,
a¯n; b¯,E) be the generalized inversion table of A. Then
a¯i = n − i − ai for i = k + 1,
a¯k+1 = n − k − 1 − b,
b¯ = n − k − 1 − ak+1,
E = −E.
Moreover, if Ω = Φ(A) then Ω = Φ(A).
Fig. 10. Duality onMn,1 (before the final reflection) and its relation with vertical reflection of neutral alternating sign
matrices. The sub-matrix corresponding to b prolongs to the left border. The situation is reversed for b¯.
994 P. Lalonde / Journal of Combinatorial Theory, Series A 113 (2006) 980–994Proof. Let (N,E) = Λ(A). We get the first three equalities by counting the sum of the entries of
N below each row. The equalities translate into the involution (x, i) ↔ (i−x, i) when interpreted
on the significant vertices of the corresponding mixed configuration. 
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