This work presents a new blind multiuser equalization strategy for Time Reversal Space Time Block Coding (TR-STBC) signals transmitted over a dispersive MIMO channel. The adaptation is based on forcing the probability density function (PDF) of the equalizer output to match the desired PDF of corresponding source symbols. In the proposed approach, the PDFs are estimated by means of the Parzen window method using Gaussian Kernels. The cost function combines this PDF fitting with an orthogonality criterion derived from the TR-STBC structure. The performance is demonstrated in a number of simulations and benchmarked against other blind schemes. The proposed algorithm has a moderate computational complexity and can perform with higher adaptation rate.
INTRODUCTION
The use of multiple transmit and receive antennas, commonly known as MIMO, has been shown to increase the capacity of a transmission link, [1] . This extra capacity can be exploited to increase the diversity gain of the system. The work in [2] proposed the STBC transmit diversity scheme, which is capable of maximizing the diversity over frequency-flat MIMO channels. For high data rate service, most channels cannot be considered frequency-flat anymore but are dispersive, causing inter-symbol interference. This frequency selectivity of the channel destroys the orthogonality of the transmitted STBC streams.
In order to achieve the maximum diversity in such an environment, a number of variations on the classical STBC encoding have been proposed. OFDM can decompose a frequency-selective channel by introducing subcarriers and a cyclic prefix into a number of individual narrowband transmission channels, which can each be STBC encoded [3, 4] . The drawback of OFDM systems is in general the sensitivity to synchronization errors and their large peak-to-average power ratio.
Single-carrier time domain approaches were first proposed by [4] , whereby the STBC structure was applied to a window of symbols, which is, after a guard interval, repeated as a complex conjugate and time reversed version [5] . However, time-reversal (TR) STBC is sensitive if the channel is doubly-dispersive, e.g. frequency selective and timevarying [6] .
The proposed blind Equalization scheme for TR-STBC [7] showed slow convergence which might not be suit- able for non-stationary channel. In order to increase the convergence speed of the TR-STBC-CMA algorithm, various algorithmic variations have been evaluated, one of which is the Conjugate Gradient search method [8] , the most successful is the fast Quasi-Newton (FQN) approach, [9] . Unfortunately, both CG-TR-STBC and RQN-TR-STBC methods require a considerable computational effort, which make these versions of TR-STBC unapplicable.
In [10] a cost function that minimizes the difference between a measured PDF at the equalizer output and a target PDF has been proposed, assuming a simple Gaussian model for the desired pdf. The technique has been successfully applied for SISO equalisation [10, 11] , multiuser detection [12] , and broadband MIMO STBC system [13] . In this paper we intend to apply PDF Matching to target the equalisation of an TR-STBC MIMO system. The paper is organised as follows. In Sec. 2 a brief description of the channel and signal model is given. The proposed cost function for the equaliser is detailed in Sec. 3, which motivates the derivation of a stochastic gradient algorithm in Sec. 4 in order to update the equaliser coefficients. Finally, Sec. 5 provides simulation results benchmarked against existing approaches to mitigate ISI in broadband MIMO TR-STBC systems. Finally, conclusions are drawn in Sec. 6.
The following notations are used in this paper: E {·} is the expectation operator. Vectors and matrices are denoted by bold face lower-and uppercase variables, e.g. x and H, respectively, and {·} * , {·} T , and {·} H are the operators for complex conjugation, transposition and Hermitian transposition.
CHANNEL AND SIGNAL MODEL

Burst Structure and TR-STBC Data Model
Considering a system with two transmit and two receive antennas, the transmitted data is divided into two sets of symbols a 1 
where r i1 [n] and r i2 [n] are the signals picked up by the j th antenna during the regular and reverse modes of transmission, respectively. Note that the signals received during the second phase of transmission are conjugated and time reversed to producedr 12 [n] andr 22 [n]. The vector r[n] can be written asr
where v[n] is the additive white Gaussian noise vector,
, and H τ is the τ th time slice of the effective channel transfer function
,
where h i j (z) is the channel from the j th transmit antenna to the i th receive antenna. The length of the channels is assumed to be identical, denoted L h .
Equalizer Structure
As shown in Fig. 3 , two space-time equalizers, w 1 [n] and w 2 [n], are used to retrieve the transmitted data. Each spacetime equalizer consists of four adaptive FIR filters of length L w . At the n th iteration, the weight vector of the i th spacetime equalizer is given by
T (4) and the corresponding output is,
where the regressor vector of the equalizer is given by,
with For successful equalisation, the equaliser output should match the channel input in an appropriate sense, and also reflect the TR-STBC structure in Fig. 1 . We will use these properties to construct a suitable cost function next.
PDF-FITTING BASED COST FUNCTION
This section considers a new blind equalisation scheme for TR-STBC, based on [14] . The Matched-PDF algorithm utilises knowledge of the transmitted constellation and its Prob-ability Density Function (PDF) at the receiver by forcing the equaliser output to exhibit the same characteristics. This has been proven to achieve faster convergence and better residual ISI for non-constant modulus constellations than the CMA, [14] . The idea is that the distribution of the data contains more information than the statistics employed by the CMA, [10] .
The cost function for the 2 x 2 TR-STBC equaliser can be given by
The idea of this approach is to measure the difference between two PDFs p A (z) and p B (z) [10] , Here, the variable whose PDF is measured at the equalizer output is the squared magnitude value |y i [n]| 2 , in close relation to the constant modulus algorithm. The estimation of this PDF is based on the Parzen window method, whereby a smooth PDF estimate is achieved by replacing a sample |y i [n]| 2 by a kernel function centered at its location. We here select a Gaussian kernel K σ (z) with variance σ ,
such that the PDF estimate over a window of L output samples is given bŷ
The larger the window length L, the more confident the PDF estimate will be. However, a trade-off exists, as during adaptation the output statistics are not stationary, therefore limiting L to an interval within which the statistics can be assumed quasi-stationary. The PDF estimatep |y i [n]| 2 (z) will be compared to the PDF of the squared moduli of the transmitted signals, |s i [n]| 2 , subject to the same Gaussian kernel K σ (z) [11] . An advantage of convolving the discrete PDF of |s i [n]| 2 defined by the constellation points of s i [n] with the kernel is that the resulting PDF exhibits a spread around constellation points akin to the influence of channel noise. Given the model of AWGN as outlined in Sec. 2, the PDF of squared moduli would be a superposition of chi-square distributions, which subsequently might provide a more appropriate kernel. However, we here follow the suggestion of a Gaussian kernel in [11] as this will lead to simplifications that are required for a solution with low computational cost.
Therefore, the convolution with the Gaussian kernel yields the desired PDF
where s i,m , m ∈ {1, 2, ···M}, are the M constellation points of the i th transmitted signal. By expoiting the fact that for Gaussian kernels [11]
the matched-PDF component of the cost function for the ith equaliser output simplifies for L = 1 to, [10] 
The cost function component in (12) is depicted in Figure 4 in dependency of a single complex valued coefficient. Similar to the CMA, the cost function exhibits a manifold of optimum solutions due to its phase ambiguity.
STOCHASTIC GRADIENT ALGORITHM
Based on the cost function in (12) , this section addresses the problem of adjusting the equalizer weights. We choose a stochastic gradient approach, Following the same steps as in [10] the gradient for the new cost function with respect to w * i can be given by 
is the derivative of the Gaussian kernel (8) . In order to simplify the derivative, we assume all the points in the transmit constellation have the same modulus, i.e. |s i,m | 2 = γ 2 , for m = 1, ··· , M. Thus, the summation and division by M drops form (13) . Evaluating the derivative K σ in (13) and rearranging terms leads to
where,
and K √ 2σ (z) is the Gaussial kernel used for the Parzen estimator as defined in (8) [11, 14] . It is the additional of this kernel term that distinguishes this part of the cost function gradient shown in (15) from a standard CM algorithm.
The equalizer weights will be updates according to,
where ∇ w * i denotes the gradient with regard to w * i , and μ PDF is the step size.
The constants arising e.g. from the differentiation of the kernel can be absorbed into the step size μ. w2[n + 1] is derrived from w1[n + 1] similar to the TR-STBC-CMA [7] .
ALGORITHM PERFORMANCE
This section provides details of the parameters of the algorithm and a comparison of its computational complexity, followed by simulations whose results are benchmarked against existing methods.
Implementation Details
Computer simulations have been performed to evaluate the performance improvement achieved by the new equalizer. QPSK symbol mapping was used with a modulus equal to sqrt2. An appropriate burst length was chosen to allow time for the equalizers to converge. 1000 channel realizations were drawn from a correlated Rayleigh distribution with a normalized maximum Doppler frequency f d = 100Hz. Subequalizers of order 15 were used in the simulations. The first space-time equaliser w 1 [n] was initialized using the central spike technique and the step size was fixed at 3 × 10 −4 . Figure 5 shows the MSE curves for the different TR-STBC equalizers. It can be clearly observed that the proposed implementation outperforms the standard tap-constrained CMA in terms of convergence speed. The FQN algorithm converges faster than all other methods, followed closely by the Matched-PDF. Figure 6 shows the BER achieved by the different equalizers with respect to the burst length at SNR = 10dB. The channel was varied after two bursts of size 256 symbols. The channel coefficients were drawn from a 3-tap doubly dispersive Rayleigh channel with maximum doppler frequency f m = 100Hz. A gradual decrease in the BER is observed as we move from one equalizer to the other in the same sequence as in the MSE curves. This translates to faster adaptation to channel variations. However, even with the FQN implementation, a burst size of at least 150 symbols is required to achieve a BER lower than 10 −2 . This implies TR-STBC with blind equalisation is generally not suitable for fast varying channels.
Computational Complexity
To fairly evaluate the performance gain, the complexity of the different algorithms must be considered. Table 1 shows the number of Multiply-Accumulate (MAC) operations required by the proposed algorithms in terms of the ST equaliser order L st = MNL w = 4L w for every iteration n. In Table 1 , the number of recursions for the CG scheme is assumed m = 5. The division operation can be performed in a number of MACs equal to the wordlength, which is assumed 16 here. In the FQN-CMA column, the Levinson-Durbin Recursion is evaluated to invert the covariance matrix once every L w iterations. The matched-PDF algorithm requires evaluation of the exponential term. The complexity of the exponential can be ignored assuming the use of a look-up table, where the accuracy of the result depends on the size of memory allocated to the table. Figure (3.15) shows the complexity plot in terms of the order L w . When weighting the gain against complexity, the matched-PDF algorithm clearly stands out. For L w 1, its complexity approaches that of the standard CMA, yet its performance approaches that of the FQN-CMA.
CONCLUSION
A novel algorithm has been derived for the blind adaptive equalisation of TR-STBC over frequency selective channels. The proposed cost function is based on minimizing the distance between the actual PDF of the equalizer output and a desired PDF. A low-cost stochastic gradient update was derived based on this cost function.
The complexity of the derived algorithm was found to be comparable to the TR-STBC-CMA, but the proposed method exhibited a faster convergence close to the performance of the fast but very costly fast quasi-Newton version of the TR- 
