Introduction {#sec1-1}
============

Heart is a vital muscular organ which pumps oxygenated blood throughout vessels by recurring contractions. Any trouble in heart rhythm can be very hazardous. Although cardiac arrhythmia is one of the causes of death, it can be remedied if diagnosed on time \[[@ref1],[@ref2]\]. Heart has four chambers including two lower chambers and two upper chambers. The two lower chambers are the ventricles (the right and the left ventricle) and the two upper chambers are called atria (the left and the right atrium). When the atria (two upper chambers) contract at a tremendously high rate and in an irregular pattern, the patient has atrial fibrillation. When the two lower chambers beat in an irregular pattern, the patient has ventricular fibrillation \[[@ref3]\].

An electrocardiogram (ECG) is defined as an electrical signal which represents the heart's cardiac activity. The most important waves responsible for the creation of a usual ECG are normally the P, QRS and T waves. The P, QRS and T waves are related to the atrium's depolarization, ventricular depolarization and ventricular polarization, respectively. In general, the signal which relates to the atrium polarization, is merged with the QRS one. What is observed here is that the ECG beat's form can dynamically change. It is also highly correlated with the type of pathology. The R-wave that manifests the depolarization process of the ventricle is the highest amplitude of a single cycle of a normal ECG \[[@ref4],[@ref5]\]. RR is the time intervals between successive R-waves, and the series of RR intervals is known as RR tachogram. Thus, in this time series, variability has been largely used as a heart function's measure which is known as heart rate variability (HRV). By investigating HRV signal, patients who are subject to cardiovascular accidents or death could be identified.

HRV signal is a non-stationary signal which describes the variations between consecutive heartbeats, and its changes can be interpreted as a current or upcoming disease. Furthermore, the interaction between sympathetic and parasympathetic activities in autonomic nervous system which controls cardiovascular system is evaluated using HRV.

Different mathematical methods exist to analyze HRV. The most common one is the Fourier transform which is limited to stationary signals. Wavelet transform analysis is one of the choices which can help to quantify HRV in non-stationary conditions. Wavelet transform (WT) represents a mathematical method used to study non-stationary signals \[[@ref6]\]. The wavelet transform is comparable with the Fourier transform with a different merit function. The main difference is that Fourier transform decomposes the signal into cosines and sines but wavelet transform uses functions which are localized in both the Fourier and real spaces. This property makes wavelet transform an appropriate method for processing medical signals \[[@ref7]\].

In the category of evolutionary algorithms (EA), which generate solutions to optimize problems using methods inspired by natural evolution including inheritance, mutation, selection and crossover, Genetic algorithm (GA) stand out the point \[[@ref8]\]. It is one of the best methods to solve the problems which are little known. GA is a general algorithm and it works well in any search space. In artificial intelligence field, a GA is a search heuristic that mimics the process of natural selection. This heuristic is regularly used to generate useful solutions to search problems and optimization.

Support vector machines (SVM) are a group of supervised learning methods which can be applied to classification or regression. SVM denotes an extension to nonlinear models of the generalized portrait algorithm developed \[[@ref9]\].

The purpose of this study is the separation of normal and abnormal ECG signals from each other; abnormal ECGs include ventricular tachycardia and arterial fibrillation. In this paper, a real-time Pan-Tompkins algorithm is used for QRS complex detection which reliably recognizes QRS complex based upon digital analyses of slope, amplitude and the width. Wavelet transform is then applied to the detected RR intervals to study the HRV.

Recently, some innovations of computer-aided algorithms have been successfully applied in automatic arrhythmia classification. Martis et al. \[[@ref10]\] proposed SVM, neural network (NN) and probabilistic neural network (PNN) classifiers for automated diagnosis of 5 types of arrhythmias including: fusion betas, non-ectopic beats, ventricular ectopic beats, supra-ventricular ectopic beats and unclassifiable and paced beats. Discrete wavelet transform (DWT) sub-bands after independent applying three-dimension reduction algorithms including; principal component analysis (PCA), independent component analysis (ICA) and linear discriminant analysis (LDA) \[[@ref2],[@ref11],[@ref12]\] were fed to classifiers. It has yielded an accuracy of 99.28%. Balasundaram et al. \[[@ref13]\] presented a two-level binary classifier to at first extract VT and categorize the overlap zone between OVF and DVF using wavelet analysis of surface ECGs. The proposed method classifies OVF and DVF with an accuracy of 80%. Prasad et al. \[[@ref14]\] have used non-linear features of higher order spectra (HOS) for the detection of atrial flutter, atrial fibrillation and normal sinus rhythm beats. ICA employed for data reduction and the ICA coefficients are used as input of K-nearest neighbor (KNN), classification and regression tree (CART) and NN classifiers to evaluate the best automated classifier and reported 97.65% of accuracy. Sumathi et al. \[[@ref15]\] proposed a neuro-fuzzy inference system (ANFIS) for the classification of 5 most important types of ECG signals containing: normal sinus rhythm (NSR), ventricular fibrillation (VF), atrial fibrillation (AF), pre-ventricular contraction (PVC) and ventricular flutter (VFLU) myocardial ischemia. The classification accuracy of 98.24 % is obtained.

In the current study, we present a methodology to categorize the input ECG beat into 3 classes containing Normal sinus rhythm, atrial fibrillation and ventricular arrhythmia. The wavelet transform is used to extract features from RR intervals and then genetic algorithm is subjected to select the best features. These selected features are used for the classification of ECGs using SVM network.

Material and Methods {#sec1-2}
====================

The proposed method includes preprocessing, feature extraction, feature dimension reduction by GA and the classification of arrhythmia using SVM. [Figure 1](#JBPE-8-423-g001.tif){ref-type="fig"} shows a block diagram of the proposed algorithm. In this project, we used MIT-BIH normal sinus rhythm database, MIT-BIH arrhythmia database, MIT-BIH atrial fibrillation database and MIT-BIH malignant ventricular arrhythmia database. The MIT-BIH arrhythmia database contains 48 excerpts of two-channel ambulatory ECG recordings, each record is approximately 30 minutes long with sampling frequency of 360 Hz, MIT-BIH Normal sinus rhythm database includes 18 long-term ECG recordings, MIT-BIH atrial fibrillation database includes 25 long-term ECG recordings with sampling frequency of 250 HZ and MIT-BIH malignant ventricular arrhythmia database contains 22 thirty-five minute records that sampled at 250 Hz. In total, 53 ECG records contain 18 normal rhythms ([Figure 2](#JBPE-8-423-g002.tif){ref-type="fig"}), 20 subjects with atrial fibrillation ([Figure 3](#JBPE-8-423-g003.tif){ref-type="fig"}) and 15 cases with ventricular tachycardia ([Figure 4](#JBPE-8-423-g004.tif){ref-type="fig"}) which have been used \[[@ref16]\].

![Block diagram of proposed classification algorithm.](JBPE-8-423-g001){#JBPE-8-423-g001.tif}

![ECG of Normal Patient.](JBPE-8-423-g002){#JBPE-8-423-g002.tif}

![ECG of Patient with Arterial Fibrillation.](JBPE-8-423-g003){#JBPE-8-423-g003.tif}

![ECG of Patient with Ventricular Tachycardia.](JBPE-8-423-g004){#JBPE-8-423-g004.tif}

Preprocessing {#sec2-2}
-------------

Filters play a key role in ECG acquisition to remove selected frequencies from an incoming signal and to minimize artifacts. The frequency band of the ECG signal is 0.05 to 100Hz. ECG Noise sources include muscle noise due to electrode motion during measurement, power-line interference (60Hz), baseline wander due to respiration and T waves with high-frequency characteristics similar to QRS complexes. Power line noise can affect the P and Q waves of ECG signal, generating errors during the diagnosis of myocardial infarction or arrhythmia. During the measurement of QRS complex interval or QT interval, 60Hz noise can cause errors by distorting the ECG which are vital diagnostic parameters \[[@ref17]\]. For power-line noise removal, a least means square (LMS) adaptive filter is deployed by setting the notch filter of the 60Hz band or the 60Hz-component as a reference signal. Here, the 60Hz-component is included \[[@ref6],[@ref16],[@ref18]\]. In the next step, baseline wander which results from respiration (the low-frequency noise below 1Hz) and has the same frequency band as the ST segment of the ECG signal is precisely removed. Due to the fact that muscle artifacts are wildly distributed in the frequency band, they can generate distortions in the ECG signal when noises are removed. [Figure 5](#JBPE-8-423-g005.tif){ref-type="fig"} and [Figure 6](#JBPE-8-423-g006.tif){ref-type="fig"} show the noisy and filtered ECG signals in time and frequency domain, respectively.

![Noisy and Filtered ECG.](JBPE-8-423-g005){#JBPE-8-423-g005.tif}

![Power spectral density.](JBPE-8-423-g006){#JBPE-8-423-g006.tif}

QRS Detection {#sec2-3}
-------------

Physiological variability of QRS complexes makes the QRS extraction difficult. Automatic detection of QRS complex is necessary for the efficient detection of beat-to-beat intervals (RR) from ECG. Accuracy of RR sequence is vital for reliable analysis of heart rate variability (HRV) that is widely considered to provide a simple quantitative and noninvasive assessment of cardiac-autonomic function in health and disease states. We used an on-line real-time QRS detection algorithm which is known as Pan-Tompkins algorithm \[[@ref18]\]. This algorithm reliably detects QRS complexes using slope, amplitude and width information. In this algorithm, the ECG is differentiated to obtain the QRS slope information using the following formula:

${y\lbrack n\rbrack} = \frac{1}{8}\left( {2x\lbrack n\rbrack+x\lbrack n-1\rbrack-x\lbrack n-3\rbrack-2x\lbrack n-4\rbrack} \right)$

for making the data points positive and highlighting the higher frequencies signal is squared:

${y\lbrack n\rbrack} = x^{2}{\lbrack n\rbrack}$

the algorithm performs sliding window integration to extract waveform feature information,

${y\lbrack n\rbrack} = \frac{1}{N}\left( {x\lbrack n-(N-1)\rbrack+x\lbrack n-(N-2)\rbrack+\cdots+x\lbrack n\rbrack} \right)$

where N is the size of the sliding window which depends on the sampling rate. The rising edge of the integrated waveform corresponds to the temporal location of the QRS.

In the last step, two thresholds are adjusted. The higher one identifies the peak of the signal. The lower one is used when no peak has been distinguished by the higher threshold at a certain time interval. So the algorithm has to search back in time for a missing peak. When a new peak is identified, then this peak is classified as a signal maximum if it beats the higher threshold or as a noise peak otherwise. In order to extract a QRS complex, the integrated waveform and the filtered signal are investigated and different values for the above thresholds are used. To be marked as a correct QRS complex, a peak must be recognized as a QRS in both integrated and filtered waveforms. After peak detection, heart rate variability (HRV) is analyzed to provide an indication of cardiovascular health.

HRV Analysis {#sec2-4}
------------

HRV can be analyzed in frequency or time domain. Time domain parameters of HRV are the easiest as they are based on common statistical methods. Simple time domain variables include the mean normal-to-normal interval (all intervals between adjacent QRS complexes), the average heart rate, the difference between the shortest and the longest NN interval, the difference between night and day heart rates, to name but a few. The standard deviation (the square root of variance) of the NN interval (SDNN) is the most common extracted variable. SDNN reflects all cyclic components which are responsible for variability in the period of recording due to the fact that variance is mathematically equivalent to total power of spectral analysis. Other commonly used statistical variables calculated from segments of the whole monitoring era include the standard deviation of the average NN interval calculated over short periods (SDANN), usually 5 min, which is an approximation of the changes in heart rate due to cycles longer than 5 min. The most commonly used measures extracted from interval differences include the square root of the mean squared differences of successive NN intervals (RMSSD) \[[@ref19]\].

Fast Fourier Transformation (FFT) is commonly used to extract and analyze dynamic changes in signals in general. The fundamental principle of this method is based on the fact that every signal can be described by the summation of a set of harmonic waves which results in the complete waveform. FFT can be used to decompose a waveform into its sine and cosine constituents \[[@ref17],[@ref20],[@ref21]\].

Since the first and second statistical moments of HRV signal are invariant in a temporal window of a few minutes, it could be served as a stationary signal. Therefore, Fourier transform or autoregressive batch analyses are adequate spectral decomposition techniques. In other situations, where transitory changes in the signal could happen, these approaches are not the most suitable choices for the analysis, because the signal acquires non-stationary characteristics.

To overcome this inconveniency, there are several methods including short time Fourier transform (STFT), discrete wavelet analysis, time-frequency distributions and time-varying analysis \[[@ref22]\]. Transforming HRV signal from time domain to wavelet representation in time-frequency domain allows achieving good recognition results.

In this article, Haar wavelet transform with order 4, is used to extract the features of HRV time series. Discrete wavelet transform (DWT) gives a decomposition of a given signal into a set of approximate (A*i*) and detailed (D*i*) coefficients of level *i*(*i*=1,...,n)

The DWT of a signal x is calculated by passing it through a series of filters ([Figure 7](#JBPE-8-423-g007.tif){ref-type="fig"}). First the samples are passed through a low-pass filter with impulse response g. The input signal and the filter response function should be convolved to form the output:

![A level 3 filter bank.](JBPE-8-423-g007){#JBPE-8-423-g007.tif}

${y\lbrack n\rbrack} = {x\lbrack n\rbrack*g\lbrack n\rbrack} = \sum\limits_{k=-\infty}^{\infty}{x\lbrack k\rbrack.g\lbrack n-k\rbrack}$

A high-pass filter h is also used to decompose the signal, simultaneously. The outputs give the detail coefficients (from the high-pass filter) and approximation coefficients (from the low-pass filter). These high-pass and low-pass filters are related to each other, and they are known as a quadrature mirror filter ([Figure 7](#JBPE-8-423-g007.tif){ref-type="fig"}).

$y_{low}{\lbrack n\rbrack} = \sum\limits_{k=-\infty}^{\infty}{x\lbrack k\rbrack.h\lbrack 2n-k\rbrack}$

$y_{high}{\lbrack n\rbrack} = \sum\limits_{k=-\infty}^{\infty}{x\lbrack k\rbrack.g\lbrack 2n-k\rbrack}$

Since only half of each filter output characterizes the signal, this decomposition has halved the temporal resolution. However, each output has half the frequency band of the input so the frequency resolution has been doubled. With the subsampling operator ↓:

$(y\downarrow k)\lbrack n\rbrack=y\lbrack kn\rbrack$

The above summation can be written more concisely:

$\left. y_{low} = {(x*g)}\downarrow 2 \right.$

$\left. y_{high} = {(x*h)}\downarrow 2 \right.$

However, computing a complete convolution *x\*g* with subsequent downsampling would excess computation time.

In this study, each HRV signal is decomposed into four levels using the wavelet transform. For each level, several features including Shannon's entropy, mean, variance, kurtosis and spectral component β were extracted from D*i*(*i*=1,...,4) and A4 \[[@ref23],[@ref24]\]. In total, it is possible to obtain 23 wavelet-based features from each HRV time series \[[@ref25]\].

The spectral component β is defined as the slope that gets the spectral density over several decades of frequency. In particular, the exponent β is 0 for white noise and 2 for Brownian motion. Recently, the discrete wavelet transform method based on orthonormal wavelet decomposition has been introduced to estimate the exponent β and is calculated from the log-scale plot of the variance versus the resolution \[[@ref25],[@ref26]\].

$\beta_{{Wv2}^{j} - {Wv2}^{j-1}} = \log_{2}\left( {variance}\left( Wv_{2^{j}} \right) \right) - \log_{2}\left( {variance}\left( Wv_{2^{j-1}} \right) \right)$

Where *Wv* is wavelet coefficient of level 2^j^.

Selection of Best Features by Genetic Algorithm {#sec2-5}
-----------------------------------------------

In this study, GA is used for feature selection which is an effective algorithm in solving large-scale problems, and can be used to find an optimal feature subset. In GA, individuals are typically represented by n-bit binary vectors. Each of these individuals would represent a feature subset in a feature selection problem. It is supposed that the quality of each candidate solution can be assessed using a fitness function. In this study, the accuracy of classification is considered as a fitness function. GA parameters are adjusted as follows:

-   Population size: 500

-   Number of generation: 250

-   Probability of mutation: 0.05

-   Probability of crossover: 0.7

-   Crossover strategy: Random single point

-   The mutated bits of selected chromosomes: 0.1

Classification {#sec2-6}
--------------

In this study, normal and abnormal HRV signals and automatically distinguished from each other using SVM. SVM introduced by Vapnik and Cortes in 1995, are considered as a powerful classifier. Like other classifiers, the aim of SVM is to find out a decision surface that splits the dataset into two sets. All data lying on each side of the decision surface will be classified as members of one class. SVM is able to find the unique decision surface which also has a maximum distance or margin between the two datasets. In other words, SVM is able to find the optimal decision surface \[[@ref27]\]. We need to select features which provide the best performance result as input features to SVM.

Student's t test was used to analyze the parameters associated with arrhythmia and normal HRV, and P value of less than 0.05 was considered significant, so the features are ranked in the increasing order of their estimated p-values \[[@ref23]\]. To have a good choice on features applying Genetic algorithm (GA), features with p value more than 0.05 are removed. Therefore, we have 13 out of 23 features for GA input.

Evaluation {#sec2-7}
----------

An objective method is needed to evaluate the performance of the proposed classification algorithm. The performance of the classification capability of each parameter set in discriminating between normal and two types of arrhythmias was evaluated by several objective indices. For the evaluation of our proposed algorithm, we used accuracy, sensitivity, speciﬁcity and precision defined as follows:

${sensitivity}\frac{TP}{(TP+FN)}$ ${speciﬁcity}\frac{TN}{(TN+FP)}$

${precision}\frac{TP}{(TP+FP)}$ ${accuracy}\frac{TP+TN}{(TP+FP+FN+TN)}$

where, TP, TN, FP and FN denotes true positive, true negative, false positive and false negative respectively.

Results {#sec1-3}
=======

Our experiments were conducted using a database of 53 ECG records including18 normal rhythms, 20 subjects with atrial fibrillation and 15 cases with ventricular tachycardia. P-values of student's t-test for wavelet based SVM were calculated. [Table 1](#T1){ref-type="table"} shows p-value of each feature. By using this approach, 13 significant features (all with p\<0.05) among the total of 23 features were selected. However, we need to reduce the features dimension in order to have more significant results. For this purpose, GA has been utilized to select 4 most important ones from these 13 features. The most important features are: kurtosis detail1, entropy detail2, average detail3 and B1_component, which demonstrate significant differences in these three classes.

###### 

P-Value (p≤0.05 was considered statistically significant).

  Feature                  P-Value
  ------------------------ -------------------------------------------
  Average Approximation    0.00028[\*\*](#t1f1){ref-type="table-fn"}
  Variance Approximation   0.11744
  Entropy Approximation    0.08234
  Kurtosis Approximation   0.00118[\*\*](#t1f1){ref-type="table-fn"}
  Average Detail1          0.17907
  Variance Detail1         0.12206
  Entropy Detail1          0.06278
  Kurtosis Detail1         0.00001[\*\*](#t1f1){ref-type="table-fn"}
  Average Detail2          0.00013[\*\*](#t1f1){ref-type="table-fn"}
  Variance Detail2         0.11259
  Entropy Detail2          0.04140[\*\*](#t1f1){ref-type="table-fn"}
  Kurtosis Detail2         0.00021[\*\*](#t1f1){ref-type="table-fn"}
  Average Detail3          0.00108[\*\*](#t1f1){ref-type="table-fn"}
  Variance Detail3         0.10115
  Entropy Detail3          0.06240
  Kurtosis Detail3         0.00047[\*\*](#t1f1){ref-type="table-fn"}
  Average Detail4          0.00366[\*\*](#t1f1){ref-type="table-fn"}
  Variance Detail4         0.02307[\*\*](#t1f1){ref-type="table-fn"}
  Entropy Detail4          0.03679[\*\*](#t1f1){ref-type="table-fn"}
  Kurtosis Detail4         0.00024[\*\*](#t1f1){ref-type="table-fn"}
  B1_component             0.00878[\*\*](#t1f1){ref-type="table-fn"}
  B2_component             0.10044
  B3_component             0.39829

P-Value ≦0.05

[Figure 8](#JBPE-8-423-g007.tif){ref-type="fig"} whisker plots of these different features. Evidently, kurtosis detail1 in ventricular tachycardia has lower values (4.3±1) in comparison with two normal (8.84±3.34) and arterial fibrillations (8.76±2.34), entropy detail2 in arterial fibrillation has higher values (13.62±3.32) in comparison with normal (6.56±2.6) and ventricular tachycardia (4.52±1.01), average detail3 and B1_component are features that in normal ECG have higher values versus two other types of arrhythmia; average detail3 (N: 1.36±0.31 vs VT: 0.38±0.14 and AF: 0.64±0.12) and B1_component (N: 0.016±0.004 versus VT: 0.0046±0.0014 and AF: 0.004±0.0023)

![Box-plots and whisker diagrams of different wavelet based features for normal (N), Arterial fibrillation (AF) and Ventricular fibrillation (VF). The box represents the values from lower to upper quartile and the central line is representative of the median. The whiskers are expanded from lower to upper values. (A) Kurtosis Detail1, (B) Entropy Detail2, (C) Average Detail3 and (D) B1_component.](JBPE-8-423-g008){#JBPE-8-423-g008.tif}

The combined features with p-value \<0.001 and the most important features selected by GA were considered for discrimination between two types of cardiac arrhythmia and normal rhythm. We assigned 70% of the data as the training group and the remaining 30% was used to train the SVM classifier. A non-linear SVM with a polynomial kernel was exploited as the classiﬁer. The performance of the classification capability of parameters set in discriminating between normal and between two types of cardiac arrhythmia with and without feature reduction was evaluated by several objective indices; the results are summarized in [Table 2](#T2){ref-type="table"}.

###### 

Results by dimension reduction using GA and without dimension reduction.

                                 accuracy   sensitivity   specificity   precision
  ------------------------------ ---------- ------------- ------------- -----------
  Without dimension reduction    95.54%     96.31%        93.01%        92.40%
  Dimension reduction using GA   97.14%     97.54%        96.9%         97.64%

Using the combination of all four features with p-value \<0.001, the accuracy of SVM for classifying was 95.54%; the sensitivity, 96.31%; the speciﬁcity, 93.01% and the precision value, 92.40%. After removing less important features by GA, a combination of kurtosis detail1, entropy detail2, average detail3 and B1_component, evaluation of the SVM for classifying arrhythmias from normal beats results in accuracy of 97.14%; sensitivity of 98.40%; speciﬁcity of 96.98% and precision 97.94%.

Discussion {#sec1-4}
==========

In this paper, we presented a classification scheme that consists of the GA feature reduction method and the SVM using wavelet based features extracted from HRV for classifying two types of cardiac arrhythmia and normal rhythm.

Various features have been proposed in the literature for the classification of ECG arrhythmia. The classification performance of any ECG arrhythmia classification system strongly depends on feature extraction, feature reduction and the classification algorithm. Hu et al. \[[@ref28]\] have proposed a patient-adaptable cardiac arrhythmia classification method. They have combined self-organizing maps (SOM), learning vector quantization (LVQ) along with the mixture-of-experts (MOE) method. Experiments were conducted with 48 records from MIT/BIH ECG arrhythmia database and achieved an accuracy of 94.0% in the classification of ventricular ectopic beats (VEB's). In MOE method, an expert cardiologist annotated a specific segment of patient ECG to mix two classifiers and realize patient-adaptation. Inan et al. \[[@ref29]\] have combined morphological wavelet transform and time domain information of 18 records of the MIT/BIH arrhythmia database to detect premature ventricular contractions (PVCs) and obtained 98.3% and 97.4% of accuracy. Übeyli et al. \[[@ref30]\] proposed multilayer perceptron neural network (MLPNN) to classify four types of ECG beats containing normal beat, congestive heart failure beat, ventricular tachyarrhythmia beat and atrial fibrillation beat. Lyapunov exponents, wavelet coefficients and the power levels of power spectral density (PSD) values obtained by eigenvector methods of the ECG signals were used for discriminating four types of ECG beats. The method applied on 20 beats of ECG signal of MIT-BIH database that is a small dataset to classify ECG beats into four different classes. Ince et al. \[[@ref31]\] employed fully connected artificial neural networks designed for each patient for the detection of ventricular ectopic beats (VEBs) and supra-VEBs (SVEBs). They used 48 records of MIT/BIH arrhythmia database to classify seven beats and accuracy of 96.06% was reported. Martis et al. \[[@ref10]\] used Support Vector Machine (SVM), neural network (NN) and probabilistic neural network (PNN) classifiers for the detection of five arrhythmia classes as recommended by AAMI on the MIT-BIH arrhythmia database. Three-dimension reduction methods were applied to DWT sub bands and an accuracy of 99.28% has yielded. Balasundaram et al. \[[@ref13]\] presented singular value decomposition (SVD) using wavelet analysis of surface ECGs to classify ventricular arrhythmias. The proposed method classifies OVF and DVF with an accuracy of 80%. Sumathi et al. \[[@ref15]\] proposed a Neuro-Fuzzy Inference System (ANFIS) for the classification of five most important types of ECG signals and the classification accuracy of 98.24 % is obtained.

This paper presented an effective combination of wavelet-based parameters extracted from HRV. In this study, we have experimentally used GA to reduce the dimensionality of DWT coefficients. In this method, the input ECG beat was categorized into 3 classes containing Normal sinus rhythm, atrial fibrillation and ventricular arrhythmia.

Our study reveals that an effective combination of wavelet-based parameters in an SVM classification scheme could improve the diagnostic performance of two types of arrhythmia with acceptable accuracy of 97.14%.

The results demonstrate that removing less important features by GA results in increased accuracy, sensitivity, specificity and precision. This improvement can be caused by better performance of SVM classification with reduced number of features.

Conclusion {#sec1-5}
==========

ECG signal depicts the electrical activity of the heart providing vital information on the cardiac health. In this study, we proposed wavelet-SVD based method to classify arrhythmias using genetic algorithm. In the present work, from selection of best features by genetic algorithm, two classes of cardiac arrhythmias are detected with good classification accuracy and class specific accuracy.

A comparative analysis with the related existing methods illustrates that the proposed method has higher potential in the classification of AF and VF. The attempt to classify ECG signals has been successfully achieved. The proposed method has shown a promising sensitivity of 97.54% which indicates that this technique is an excellent model for computer aided diagnosis of cardiac arrhythmias.

The advantage of the proposed classifier using GA is not only its simplicity but also its simple implementation. Furthermore, the proposed methodology can be used in arrhythmia monitoring systems, cardiac pacemakers and telemedicine applications.

Presently, there is a rising burden of cardiovascular diseases around the world; hence, accurate detection of cardiac health is essential to improve the quality of life. The developed automated tool can help medical community in healthcare diagnosis with considerable reliability and precision.
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