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Lorenz curve of a light beam: evaluating beam quality from a mayorization
perspective
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We introduce a novel approach for the characterization of the quality of a laser beam that is
not based on particular criteria for beam width definition. The Lorenz curve of a light beam
is a sophisticated version of the so-called power-in-the-bucket curve, formed by the partial sums of
discretized joint intensity distribution in the near and far fields sorted in decreasing order. According
to majorization theory, a higher Lorenz curve implies that all measures of spreading in phase space,
and, in particular, all Re´nyi (and Shannon) entropy-based measures of the beam width products in
near and far fields, are unanimously smaller, providing a strong assessment of a better beam quality.
Two beams whose Lorenz curves intersect can only be considered of relatively better or lower quality
according to specific criteria, which can be inferred from the plot of the respective Lorenz curves.
I. INTRODUCTION
The quality of a light beam is usually identified with
the product of its near-field and far-field widths, nor-
malized to that of the ideal Gaussian beam of the same
wavelength, which is considered to be the best quality
optical beam [1–3]. The central problem with the defini-
tion of beam quality is thus related to that of the defini-
tion of width, or spot size, of a light beam. Definitions
adopted for different applications include, among many
others, the 1/e2 decay intensity points, the circle contain-
ing 86% of the beam power, knife-edge widths containing
10%–90% integrated intensity (or other numbers), and
the second-moment based width or variance of the trans-
verse intensity distribution [4]. In the ISO standard for
beam quality measurement, the variance definition was
adopted, probably because of its good analytical proper-
ties [5], and the resulting normalized beam product factor
is the popular M2 quality factor [1–4]. Criticism of this
choice was not long in coming [6]. Variance is difficult to
measure and often overestimates the beam width because
of its sensitivity to noise and widespread intensity at low
levels. Also, according to variance, the width of the far
field intensity distribution of a uniformly illuminated slit,
turns out to be infinite, which is conceptually hard to
admit, and the same happens with the far-field of any
aperture-truncated near-field distribution [7]. In view of
these difficulties, Siegman pointed out that the near-field
intensity profile together with the so-called power-in-the-
bucket curve, representing then encircled power as a func-
tion of radius, contains much more useful information for
an authentic assessment of beam quality [4].
This problem is not exclusive to the field of optical
beam characterization. It emerged much earlier in quan-
tum mechanics in relation to the product of uncertainties
in position and momentum in Heisenberg’s uncertainty
principle [8]. The difficulties involved with variance as
a measure of uncertainty [9] motivated the introduction
of other measures, such as the Shannon and Re´nyi en-
tropies [10, 11], that led to alternative formulations of the
uncertainty principle, as their entropic formulation for
position-momentum and other observables [12–15]. Still,
the precise formulation of the uncertainty principle, and
the lowest bounds for the joint uncertainties depend on
the particular measure of uncertainty, which has recently
led to new formulations [16–18] in terms of majorization
theory [19].
In this paper we translate and adapt some of these
recent developments to the optical beam area to intro-
duce an evaluation of the quality of a light beam that is
not based on specific definitions of beam width or arbi-
trary criteria. Majorization has recently been applied to
quantify the amount of diffraction caused by uniformly
illuminated apertures of different shapes [20]. Here we
apply the same technique to the joint near-field and far-
field intensity distribution of light beams having arbi-
trary intensity profiles in order to introduce what we
call the Lorenz curve of a light beam. This curve is
an adaptation of the Lorenz curve originally introduced
in [21], which somehow evokes Siegman’s power-in-the-
bucket curve, but which incorporates the features de-
manded by the theory of majorization [19]. We digi-
tize the joint near-field and far-field intensity distribu-
tion, as provided, e. g., by a CCD camera, sort their
values in descending order in a single vector, and plot
the accumulated intensity, or partial sums, versus phase
space digitized units. Unlike the curves obtained in [20],
the Lorenz curve depends only on the beam shape, and
not on the particular digitalization and transverse beam
scaling. According to majorization theory, if the Lorenz
curve of a light beam is higher than that of another beam
—the first beam majorizes the second beam—, all phys-
ically valid measures of the joint spreading in near-field
and far-field, i. e., area in phase space, will be smaller for
the first beam than for the second beam. This provides a
robust comparison of their qualities, in the sense of being
independent of the way spreading is measured.
Among all possible measures of spreading, we consider
the family of Re´nyi entropies, and Shannon entropy as
a particular case [10, 11]. Given their additive property
for the joint intensity distribution, their exponentials are
the products of near-field and far-field entropic widths.
2These entropic widths are found here to be useful mea-
sures of the width that weight the different levels of in-
tensity in the beam profile in different ways. Following
majorization theory [19], we show that the majorization
relation implies that all entropic near-field and far-field
beam width products are unanimously smaller for the
majorizing beam than for the majorized beam.
As a strong comparison, the majorization relation be-
tween two beams is not always given. When the Lorenz
curves of two beams intersect, the assessment of qual-
ity depends on the specific beam width definition, which
suggests that one beam can be regarded as better than
the other beam or vice versa only for specific applica-
tions. We show how to interpret intersecting Lorenz
curves in terms of the compared spreading or concen-
tration of higher and lower values in their intensity pro-
files. From a practical point of view, we propose to plot
the Lorenz curve of a light beam together with that of
a Gaussian beam for reference, whose Lorenz curve does
not majorize that of all other beams (it is not the best
quality beam for all purposes), but it is found that it is
not majorized by any other beam.
II. THE LORENZ CURVE OF A LIGHT BEAM
We adopt a practical perspective in which a collimated
light beam is focused by a lens of large enough aperture.
We consider a one-dimensional and paraxial configura-
tion for simplicity and to focus on the basic ideas. If the
optical field distribution in front of the lens is ψ(x), the
optical field distribution at the focal plane is
ψ′(x′) =
√
1
iλf
exp
(
ipix′2
λf
)∫
ψ(x) exp
(
−2pii
x
λ
x′
f
)
dx .
(1)
We analyze the intensity profiles using CCD cameras
of pixel sizes ∆x and ∆x′ at respective pixel positions
xj , j = 1, 2, . . . , N , and x
′
k, k = 1, 2, . . . , N
′, where N
and N ′ are the respective number of pixels. We may
use the same camera, in which case ∆x = ∆x′ and
N = N ′. It is assumed that the CCD cameras col-
lect almost the whole beam power, and that the beam
profiles are adequately sampled. This means that the
pixel readouts, Ij ∝
∫
pixel j
|ψ(x)|2dx ≃ |ψ(xj)|
2∆x and
I ′k ∝
∫
pixelk
|ψ′(x′)|2dx′ ≃ |ψ′(x′k)|
2∆x′, approximate the
intensity distributions.
In Ref. [20], majorization was applied to compare
the amount of diffraction caused by different hard aper-
tures. In few words, the normalized intensities pk =
I ′k/
∑N ′
m=1 I
′
m at the focal plane are sorted in descend-
ing order forming the p↓k distribution, and the partial
sums S′n =
∑n
k=1 p
↓
k, n = 1, 2, . . . , N
′ are evaluated. The
focal Lorenz curve is the plot of the partial sums S′n ver-
sus pixel index n. Unlike the power-in-the-bucket curve,
the Lorenz curve is always concave, and reaches unity at
n = N ′. The distribution pk corresponding to an aper-
ture majorizes the distribution p˜k of another aperture,
symbolized as p ≻ p˜, if S′n ≥ S˜
′
n for all n, what amounts
to say that the Lorenz curve (S′n, n) is higher than or
equal to the curve (S˜′n, n). For apertures of different ar-
eas and shapes, the majorization relation p ≻ p˜ is shown
in [20] to provide a meaningful assessment, compatible
with standard intuition and with previous measures of
diffraction based on different criteria, that the first aper-
ture is less diffracting than the second one. The analysis
in [20] is limited to uniformly illuminated hard apertures
of different areas and shapes, and it is assumed that the
analysis is always performed with the same discretization,
i. e., the same CCD camera and lens focal length. Chang-
ing the pixel size or the focal length would result in a
different curve for the same physical aperture, related to
the first one by a horizontal scaling factor, so that two ex-
perimentalist performing the majorization relations must
first agree in these details. From a more conceptual point
of view, the majorization comparison in [20] includes the
effect of the size of the aperture on diffraction, i. e., con-
siders a larger aperture less diffracting than (majorizes)
a smaller aperture of the same shape. While this is true,
it is also obvious, and we would like to have a measure
of the diffraction that is independent of the size of the
beam and that depends only on its shape.
To this purpose, we also consider the normalized in-
tensity qj = Ij/
∑N
m=1 Im in front of the lens, construct
the joint intensity distribution rj,k = qjpk, whose ele-
ments are sorted in descending order in the vector r↓i ,
i = 1, 2, . . . , NN ′. We first note that under the scal-
ing ψ(x) → ψ(x/a) changing the beam width in front
of the lens, the focal field scales as ψ′(x′) → aψ′(ax′).
The particular elements of rj,k are then generally dif-
ferent, but the rearrangement in decreasing order in the
r↓i vector washes out the differences, except for spurious
discretization effects. The partial sums Sn =
∑n
i=1 r
↓
i ,
n = 1, 2, . . . , NN ′ versus n define also the same curve
irrespective of the beam size in front of the lens. The
dependence on the pixels size, focal length and wave-
length is removed by replacing the arbitrary index n
in the horizontal axis with physical phase space units,
n∆x∆ξ, where ∆ξ = ∆x′/λf . The word ”same” means
here that measurements with the same beam using dif-
ferent lenses and CCD cameras, would yield discrete ver-
sions of an ideal Lorenz curve in the hypothetical limit of
∆x,∆x′ → 0 andN,N ′ →∞. Lorenz curves have indeed
been introduced also for continuous functions [19], and
hence could directly be introduced for |ψ(x)|2, |ψ′(x′)|2
and their product, but the mathematics involved in or-
dering continuous functions is cumbersome and far from
the simple experimental arrangement described above.
As in Ref. [20], but applied now to the joint intensity
distribution, r ≻ r˜ implies that the light beam ψ is nar-
rower than ψ˜ in phase space, i. e., in the near and far
fields at the same time, and therefore can be considered of
better quality. This is illustrated with a few examples in
Figs. 1. The Gaussian beam, usually considered the best
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FIG. 1: Lorenz curves of light beams with near-field (a) Gaussian profile ψ(x) ∝ exp(−x2) [g], super-Gaussian profile ψ(x) ∝
exp(−x8) [sg], slit profile ψ(x) ∝ 1 in [−1, 1] [s], with near-field (b) Hermite-Gauss profiles ψ(x) ∝ exp(−x2)Hm(
√
2x) of the
indicated orders m = 0, 1, 2 and 3, and with near-field (c) truncated Gaussian profile ψ(x) ∝ exp(−x2) in [−1, 1] [tg] compared
to those with Gaussian and of slit profiles. All curves are invariant under x scaling. None of the Lorenz curves intersect.
beam, majorizes super-Gaussian beams, which in turn
majorize the slit [Fig. 1(a)]; Hermite-Gauss beams of
increasing order are, according to majorization, increas-
ingly worse beams as their order increase [Fig. 1(b)];
the Gaussian beam majorizes truncated Gaussian beams,
which in turn majorize the slit as their strong trunca-
tion limit [Fig. 1(c)]. In the Appendix, we demonstrate
that the above Lorenz curve reduces to that defined in
Ref. [20] for uniformly illuminated apertures. Thus, the
present Lorenz curve yields the same results regarding
majorization of uniformly illuminated apertures, e. g., a
number of separated slits is majorized by (diffract more
than) a single slit.
We note that the above comparisons involving trun-
cated Gausssian or different slits cannot be made on the
basis of the variance-based definition of beam quality,
since the second-order moments at focus diverge [7]. In-
stead, the Lorenz curve is well-defined for any real light
beam carrying finite power (p and q are normalizable).
Further, majorization provides a global and strong (in
the sense explained below) assessment of quality that is
not based on particular details of the beam profile, as the
size of the main lobe, positions of first zeros, or different
criteria for encircled power.
In the following we find it more convenient to use ψ(x)
and its Fourier transform
φ(ξ) =
∫
ψ(x) exp (−2piixξ) dx , (2)
giving the equivalent discretized data
qj =
|ψ(xj)|
2∆x∑N
m=1 |ψ(xm)|
2∆x
, pk =
|φ(ξk)|
2∆ξ∑N ′
m=1 |ψ(ξm)|
2∆ξ
,
(3)
and joint distribution rj,k = qjpk, and therefore the same
Lorenz curve and conclusions with regard to majoriza-
tion.
III. ENTROPIES, ENTROPIC WIDTHS AND
WIDTH PRODUCTS
The assessment of majorization regarding uncertainty
can be said to be strong, in the sense that all physically
valid measures of spreading or uncertainty (the so-called
Schur-concave functions) of the majorizing distribution
are smaller than the respective measures of uncertainty
for the majorized distribution [19]. We will see in this
Section that if these measures are additive, i. e., entropies
with the property that the uncertainty of rj,k is the sum
of the uncertainties in qj and pk, then there exist an
infinite number of measures of width whose products in
space and in spatial frequency, that is, areas in phase
space, are all smaller for the majorizing distribution than
for the majorized one, confirming unanimously that the
first beam is of better quality than the second one.
As said, r ≻ r˜ implies that for all Schur-concave func-
tions H , H(r) ≤ H(r˜). Among them, entropies have the
additive property that H(r) = H(q) +H(p). Important
examples are the Shannon and Re´nyi entropies [10, 11].
For a generic distribution si, i = 1, 2, . . . ,M , the Re´nyi
entropies are given by [11]
Hα(s) =
1
1− α
ln
M∑
i=1
sαi , (4)
for any α ≥ 0. The particular case of the Re´nyi en-
tropy with α = 1 is the famous Shannon entropyH1(s) =
−
∑M
i=1 si ln si [10]. Other Re´nyi entropies of particular
interest are the min-entropy H∞ = − ln(max s) and the
max-entropy H0 = lnM . Any other entropy verifies
H0(s) ≥ Hα(s) ≥ H∞(s) . (5)
In any case, for the joint distribution rj,k = qjpk, one has
Hα(r) = Hα(q) +Hα(p). Thus, for two light beams such
that r ≻ r˜,
Hα(q) +Hα(p) ≤ Hα(q˜) +Hα(p˜) . (6)
4The Re´nyi entropies depend on the beam profiles and
on the particular discretization (number and size of pix-
els). This can be seen using Eqs. (3), writing (∆x)α =
(∆x)α−1∆x [an analogously for (∆ξ)α], to rewrite
Hα(q) = − ln∆x+Hα(ψ) , Hα(p) = − ln∆ξ +Hα(φ)
(7)
where
Hα(ψ) =
1
1− α
ln
N∑
j=1
(
|ψ(xj)|
2∑N
m=1 |ψ(xm)|
2∆x
)α
∆x , (8)
and analogously for Hα(φ). Provided that the beam pro-
file is suitably sampled and the whole power is collected,
Hα(ψ) and Hα(φ) coincide, except for small discretiza-
tion errors, with the continuous Re´nyi entropies [13]
Hα(ψ) =
1
1− α
ln
∫ (
|ψ(x)|2
P
)α
dx , (9)
Hα(φ) =
1
1− α
ln
∫ (
|φ(ξ)|2
P
)α
dξ , (10)
where P =
∫
|ψ(x)|2dx =
∫
|φ(ξ)|2dξ is the beam power.
We have then separated the entropies in Eqs. (7) in a
term that depends on the discretization, and the contin-
uous entropies that depend only on the beam profile. For
the two light beams such that r ≻ r˜, Eq. (6) can then be
simplified to the relation
Hα(ψ) +Hα(φ) ≤ Hα(ψ˜) +Hα(φ˜) (11)
concerning only their physical intensity profiles.
To understand the relevance of Eq. (11), we point out
that
Dα(ψ) = exp[Hα(ψ)] (12)
are, for all values of α, quantities with the dimension of
length that measure the space occupied by the function
|ψ(x)|2, full width or spot size, weighing its higher and
lower values differently. From Eq. (7), the values of
these entropic widths can directly be evaluated from the
discretized data as Dα = ∆x exp[Hα(q)], or equivalently,
Dα = ∆x
(∑N
j=1 q
α
)1/(1−α)
.
As a few examples, the left panels in Figs. 2(a) and
2(b) plot the values of the entropic widths Dα(ψ) and
Dα(φ) as functions of α for typical beam profiles ψ(x)
and for their Fourier transforms φ(ξ), plotted in the
corresponding right panels. For a slit of full width 2a
(or a set of slits of total width 2a), all entropic widths
yield Dα = 2a [light red curves in Fig. 2(a)], which
seems to tell us that the width is 2a from any point of
view. In this respect, Dα are clearly superior to the
variance-based definition (yielding 2a
√
2/3 for the sin-
gle slit, or a quantity that depends on the separation
between slits of total width 2a, see e. g. [13]). For
any other profile, and according to relation (5), the en-
tropic widths verify D0(ψ) ≥ Dα(ψ) ≥ D∞(ψ). Using
that H∞(q) = − ln(max q) and Eq. (3), the min-entropic
width, D∞(ψ), is readily seen to coincide with the quo-
tient of the power and the peak intensity, D∞(ψ) =
P/max |ψ|2. For beams with a single pronounced maxi-
mum such as the Gaussian, super-Gaussian or sinc pro-
files in Figs. 2(a) and (b), the min-entropic width is
close to the standard full-width at half-maximum, as can
be seen in Fig. 2. For decreasing α, Dα increases be-
cause intensities lower than the peak intensity are in-
creasingly weighted. The particular case of the Shannon
entropic width (α = 1) was studied in detail in [22], and
it was found to provide adequate commitment between
higher and lower intensities so that it provides values of
the width close to standard measures, at the same time
that it is relatively insensitive to noise and widespread
intensity, and more importantly, it is well-defined for
the Fourier transform of truncated beams. For exam-
ple, D1 = 2.066a for the Gaussian profile exp(−x
2/a2),
which is almost equal to the standard variance-based full
width 2a, or D1 = 1.144/a for the Fourier transform
φ(ξ) ∝ sin(2piaξ)/(2piaξ) of the uniform beam in [−a, a],
which is about the distance between the two first op-
posite zeros, as shown in Fig. 2. The entropic widths
are indeed well-defined for the Fourier transform of trun-
cated beams for α > 0.5. In the limit α → 0, using that
H0(q) = lnN , the max-entropic width, D0(ψ), is seen
to measure the support of ψ, meaning that all intensi-
ties are equally weighted in this limit, and that D0(ψ) is
finite only for truncated profiles.
In the light of the above, inequality (11) for two light
beams such that r ≻ r˜, can be rewritten, upon exponen-
tiation, as
Dα(ψ)Dα(φ) ≤ Dα(ψ˜)Dα(φ˜) . (13)
Majorization then implies that the product of all en-
tropic widths in space and spatial frequency, or entropic
beam width products, are smaller for the majorizing
beam than for the majorized beam. In practice, the
products Dα(ψ)Dα(φ) can directly be calculated from
the discretized data as ∆x∆ξ exp[Hα(r)], or, equivalently
∆x∆ξ
(∑NN ′
j=1 r
α
)1/(1−α)
. Relation (13) supports the af-
firmation that a beam whose Lorenz curve is higher than
the Lorenz curve of a second beam can be considered of
better quality in a strong sense. As a few examples, Fig.
3 shows the product of the entropic widths for the beams
whose Lorenz curves in Fig. 1 keep the majorization re-
lation.
IV. INTERSECTING LORENZ CURVES AND
CONTRADICTING ENTROPIC BEAM WIDTH
PRODUCTS
Naturally, a majorization relation between two beams
may not hold, i. e., their Lorenz curves cross each other,
as considered below. Lack of majorization relation be-
tween two beams just tell us that one must resort to
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FIG. 2: (a) Half entropic widths, Dα(ψ)/2, as functions of
α (left panel) for the Gaussian profile ψ(x) ∝ exp(−x2/a2)
(black), the super-Gaussian profiles ψ(x) ∝ exp(−xs/as),
s = 4 and 8 (dark red and red) and the uniform slit in [−a, a]
(light red), whose intensity profiles are shown in the right
panel for comparison. The dots in the right panel indicate
the Shannon and min-entropic width of the Gaussian. In-
tensities are normalized to the peak intensity for better vis-
ibility, and a = 1 (arbitrary units) in all cases. (b) Half en-
tropic widths, Dα(φ)/2, as functions of α (left panel) for the
Fourier transforms of the above Gaussian and uniform slit, i.
e., φ(ξ) ∝ exp[−(piaξ)2] (black) and φ(ξ) ∝ sin(2piaξ)/(2piaξ)
(light red), whose intensity profiles are shown in the right
panel. The dots in the right pannel indicate the Shannon
and min-entropic widths of the respective profiles. Intensities
are normalized to the peak intensity for better visibility, and
a = 1 as in (a).
particular criteria, selected according to the particular
application, to evaluate whether a beam can be consid-
ered of better quality than a second beam or vice versa.
The effects of lack of majorization have been studied in
other contexts in [23].
A related question is whether exists a beam that ma-
jorizes any other beam, that is, an optimal quality beam.
Recent developments [17, 18] have shown that there ex-
ists a vector w such that w ≻ r = q ⊗ p for any p and
q extracted from ψ(x) and φ(ξ). The existence of w im-
plies, in particular, that Hα(r) ≥ Hα(w) for any r (and
the same for any Schur-concave function), and therefore
Dα(ψ)Dα(φ) ≥ Bα, where Bα = ∆x∆ξ exp[Hα(w)] are
lower bounds, whose values are the subject of an in-
tense debate [14–18, 24, 25]. However, the evaluation
of w is complicated even in low dimensional cases (few
points NN ′). Further, in our context we do not con-
sider any all ”probability” distributions [such as e. g.,
q = (1/N, . . . , , 1/N), p = (1, 0, . . . , 0), that does not rep-
resent the discretization of a beam whose total power fall
into the detectors], but only distributions simulating con-
tinuous and localized functions in the unbounded space
(x, ξ), and these subset of distributions may not saturate
those lower bounds.
For such distributions, Gaussian q and p distributions
correspond to a Gaussian beam, which is usually con-
sidered the best light beam. This assertion is true from
the perspective of variance-based widths [1, 2], or from
Shannon entropies [12], but not from other perspectives,
as is clear from the following example. In Fig. 4(a) the
Gaussian profile ψ1(x) ∝ exp(−x
2/a21) and the double-
side exponential profile ψ2(x) ∝ exp(−|x|/a2) are scaled
vertically and horizontally so that they have the same
power and peak intensity, and therefore also have the
same min-entropic widths, D∞(ψ1) = D∞(ψ2). The
corresponding far-field distributions, i. e., the Gaussian
profile φ1(ξ) ∝ exp[−(pia1ξ)
2] and the Lorenzian profile
φ2(ξ) ∝ 1/[1 + (2pia2ξ)
2], are plotted in Fig. 4(b). They
also have the same power, but the peak intensity of the
Gaussian is one half that of the Lorenzian, and therefore
the min-entropic width of the far-field Gaussian profile is
twice that of the Lorenzian profile, D∞(φ1) = 2D∞(φ2).
It is not hard to admit, looking at Fig. 4 (a) that the
Gaussian and the two-side exponential profiles have in-
deed similar widths, and looking at Fig. 4 (b), that the
Lorenzian profile is narrower than the Gaussian profile,
the entropic widths thus providing quite good estimates
of their widths both in space and spatial frequency (close
to the standard full-widths at half maxima). Conse-
quently, the min-entropic width product D∞(ψ)D∞(φ)
of a Gaussian beam is twice that of the two-side expo-
nential beam, D∞(ψ1)D∞(φ1) = 2D∞(ψ2)D∞(φ2), the
former being, according to this criterion, of lower quality
than the latter. If, however, one calculates the Shannon
entropic width products, one obtains the opposite conclu-
sion that D1(ψ1)D1(φ1) = 0.927D1(ψ2)D1(φ2) (for the
variance-based product the factor is 0.854). Figure 4(c)
plots all entropic width products for the Gaussian and for
the two-side exponential beams. The existence of con-
tradicting results with different entropic widths implies
that there is no a majorization relation between these two
beams, and therefore that the Gaussian beam cannot be
considered of absolutely better quality than the two-side
exponential beam.
All this information can be understood, at least qual-
itatively, by taking a look at the respective Lorenz
curves, which, as expected, intersect [Fig. 4(d)].
In particular, the value of the min-entropic beam
product of a light beam can directly be extracted
from the Lorenz curve: Note that the first ele-
ment of the partial sums is S1 = r
↓
1 = max r =
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FIG. 3: Entropic beam products Dα(ψ)Dα(φ) of light beams with near-field (a) Gaussian profile ψ(x) ∝ exp(−x2) [g],
super-Gaussian profile ψ(x) ∝ exp(−x8) [sg], slit profile ψ(x) ∝ 1 in [−1, 1] [s], with (b) Hermite-Gauss profiles ψ(x) ∝
exp(−x2)Hm(
√
2x) of the indicated orders m = 0, 1, 2 and 3, and with (c) the truncated Gaussian profile ψ(x) ∝ exp(−x2) in
[−1, 1] [tg] compared to those with Gaussian and slit profiles.
max{|ψ(x)|2|φ(ξ)|2}∆x∆ξ/P 2 = ∆x∆ξ/D∞(ψ)D∞(φ).
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FIG. 4: (a) Intensity profiles of the Gaussian beam ψ1(x) =
(2/pia21)
1/4 exp(−x2/a21), a1 = 0.8 (dashed curve), and of
the two-side exponential beam ψ2(x) = exp(−|x|/a2)/a1/22 ,
a2 = 1 (solid curve) with unit power, P = 1, and unit
peak intensity, and therefore with the same min-entropic
width D∞ = 1. (b) Intensity profiles of their Fourier trans-
forms φ1(ξ) = (2pia
2
1)
1/4 exp[−(pia1ξ)2] (dashed curve), and
φ2(ξ) = 2a
1/2
2
/[1 + (2pia2ξ)
2] (solid curve), also with unit
power, P = 1, but different peak internsities, 2 and 4, re-
spectively, and therefore, min-entropic widths 0.5 and 0.25,
also respectively. (c) Entropic beam products and (d) Lorenz
curves for the Gaussian beam (dashed curves) and for the
two-side exponential beam (solid curves). The straight lines
in (d) are n∆x∆ξ/D∞(ψ)D∞(φ), reaching unit values at the
corresponding min-entropic width products D∞(ψ)D∞(φ).
So, the straight line n∆x∆ξ/D∞(ψ)D∞(φ) with the
same initial ”slope” as the Lorenz curve reaches unity at
the min-entropic width product D∞(ψ)D∞(φ), as illus-
trated in Fig. 4(d). In the example of Fig. 4, the higher
initial slope for the two-side exponential beam informs
us that the highest intensities in both the near and far-
fields are more concentrated in the two-side exponential
beam than in the Gaussian beam, i. e., the min-entropic
width product, and other entropic products with high
values of α, are smaller. Conversely, the lower ”tail” of
the Lorenz curve of the two-side exponential beam also
informs us that the two-side exponential beam has, at the
same time, more widespread intensity at low levels than
the Gaussian beam, and therefore the entropic products
for lower values of α are larger. In situations such as
those shown in this example, one beam cannot be con-
sidered of absolutely better quality than the other beam,
but only according to specific definitions of beam width.
Although the Gaussian beam does not majorize all
other beams, as seen in the preceding example, the Gaus-
sian beam still plays a prominent role in beam qual-
ity considerations. The entropic uncertainty relation for
Shannon entropies (α = 1) introduced in [12] states
(translated to the optics language) that H1(ψ)+H1(φ) ≥
1 − ln 2 for any beam, and that this inequality is only
saturated by the Gaussian beam. In terms of the en-
tropic width product, this uncertainty relation reads as
D1(ψ)D1(φ) ≥ e/2, with the equal sign holding only for
the Gaussian beam. The existence of a single Schur-
concave function —the Shannon entropy— that is larger
for any beam than for a Gaussian beam implies that no
light beam can majorize the Gaussian beam.
We thus propose, in a practical beam quality character-
ization, to depict the Lorenz curve of the laser beam un-
der consideration together with that of the ideal Gaussian
beam for comparison, as in the “not-unrealistic” example
of Fig. 5. It simulates the output beam from a laser at
λ = 630 nm that is focused with a lens of focal length
f = 300 mm. Weak focusing allows proper resolution of
the output beam profile and at the focal plane with the
same pixel size of ∆ = 10µm. The output jagged Gaus-
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FIG. 5: (a) Intensity profile of the ideal Gaussian beam
ψ(x) = exp(−x2/a2), a = 0.5 mm and of not-unrealistic
Gaussian-like beam (solid curve), obtained by perturbing the
amplitude and phase of the Gaussian beam randomly. (b)
For light wave length λ = 630 nm, corresponding amplitude
profiles at the focal plane. The amplitude is shown for better
visibility of widespread low intensity. With the same pixel size
∆x = ∆x′ = 10µm in front of the lens and at the focal plane
(i. e., same CCD camera), corresponding (c) Lorenz curves
and (d) entropic beam products. The logarithmic horizon-
tal scale in (c) enhances the differences between the Lorenz
curves. The horizontal lines in (d) are the corresponding min-
entropic with products D∞(ψ)D∞(φ).
sian beam and focal distribution in Figs. 5(a) and (b)
(simulated by introducing fluctuations in the amplitude
and phase of a Gaussian function) is not as a bad beam
as its variance-based quality factor,M2 = 1.71, suggests.
The fluctuations are reflected in a low intensity pedestal
at high spatial frequencies, but they do not suffice to
lower or broaden significantly the central lobe at the fo-
cal plane. All together, the joint intensity distribution
has higher and equally concentrated high-intensity val-
ues, and at the same time more widespread low intensity-
values. These features are reflected in the Lorenz curve in
Fig. 5(c), which has a faster initial rise, but a lower tail,
than that of the ideal Gaussian beam. As seen in Fig.
5(d), lack of majorization results in that entropic width
products of large (small) α are smaller (larger) for the
jagged Gaussian beam than for the ideal one. All these
subtleties can not be captured by a simple parameter like
M2, but can be inferred from the Lorenz curve.
V. CONCLUSIONS
To summarize, we have used recently developed tech-
niques for the quantification of uncertainty to introduce
an alternative characterization of the quality of a light
beam, in the sense of being more localized in near and
far-fields. The most relevant conceptual difference with
previous approaches is that the quality is characterized
by means of a curve and not by means of parameters. If
the Lorenz curve of a light beam is higher than the Lorenz
curve of another beam, our approach suggests to consider
the former as being of absolutely better quality. This is
supported by the fact that all entropic beam width prod-
ucts, measuring the area occupied by the beam in phase
space, are smaller for the first beam than for the second
beam. Contrary to the popular parametric characteri-
zation of beam quality based on variances, the present
method:
• can be applied to any real beam carrying finite
power, including hard-aperture diffracted beams,
• does not rely on particular beam width definition,
and
• does not introduce any arbitrary criterion.
It is just when the Lorenz curves of two beams inter-
sect each other that one beam can be considered of bet-
ter or lower quality according to different definitions of
width or particular criteria, and one must go into these
details. In this case, we have also shown how to inter-
pret the intersecting Lorenz curves to ascertain in which
sense each of the two beams can be considered of better
quality. Given the relevant role of Gaussian beams, we
propose to specify the Lorenz curve of the laser beam un-
der consideration together with that of a Gaussian beam
for reference.
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Appendix
We briefly demonstrate that the Lorenz curve of the
joint intensity distribution reduces to that defined in
Ref. [20] for the focal distribution of uniformly illumi-
nated apertures. In our one-dimensional configuration,
suppose ψ(x) is a slit of width a, or more generally, a
set of slits of total width a. The number of illuminated
pixels is Na = a/∆x, so that q contains Na times the
value 1/Na and N − Na times the value 0. We next de-
fine q(a) = (1/Na, . . . Na times . . . , 1/Na). A well-known
property of probability distributions is that the Lorenz
curve of q
(a)
j pk is the same as that of pk, but the later is
8sub-sampled by a factor Na = a/∆x, as if there were a
single pixel in the whole illuminated area in the x plane.
At the same time, qjpk only differs from q
(a)
j pk in that
qjpk has additional (N−Na)N
′ zero entries. This means
that the Lorenz curve of qjpk is the same as that of q
(a)
j pk
except for additional N −Na irrelevant unit values form-
ing a horizontal tail. Thus, the Lorenz curve defined by
the points (Sn, n∆x∆x
′/λf) is the same as that defined
by the sparser points (S′n, na∆x/λf) except for unit val-
ues.
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