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Rigidity of eigenvalues for β ensemble in multi-cut regime
Yiting Li
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Abstract
We prove the rigidity of eigenvalues in the bulk for β ensemble in the multi-cut regime.
We study the model for general β > 0 and real analytic potential. The main method is to
decompose the β ensemble in multi-cut regime to be a product of β ensembles in one-cut
regime.
1 Introduction
1.1 Background
A β ensemble is a probability measure µ = µ(N) on RN with density
1
Z(µ)
exp
(
− Nβ
2
N∑
i=1
V (λi)
)∏
i<j
|λi − λj |β (1)
where Z(µ) is the normalization constant. The function V is called the potential and Z(µ) is called
the partition function. The parameter β is a strictly positive constant and is called the inverse
temperature. For β = 1 (resp. β = 2, β = 4), µ is the measure induced by the eigenvalues of a
random orthogonal (resp. Hermitian, symplectic) N by N matrix MN with law e
−Nβ2 trV (MN )dMN
where dMN is the Lebesgue measure on the set of N by N orthogonal (resp. Hermitian, symplectic)
matrices. In case V (x) is a quadratic polynomial, µ can be induced from a tri-diagonal random
matrix model for any β > 0 (see [13]), and can be described by stochastic differential equations (see
[22]). For V (x) = x
2
2 and β = 1 (resp. β = 2, β = 4), µ is the measure induced by the eigenvalues of
a random matrix belonging to the classical Gaussian invariant GOE (resp. GUE, GSE) ensemble.
The Gaussian invariant ensembles were well studied by Dyson, Gaudin and Mehta and the sine
kernel law was obtained. See [17].
Consider the empirical measure of µ:
LN(x) :=
1
N
N∑
i=1
δ(x − λi)
where δ is the delta function. Obviously LN is a random measure on R. It is well known that if
V (x) is real analytic and increases faster than 2 ln |x| as |x| → +∞, then LN will converge almost
surely and in expectation to an equilibrium measure µeq as N tends to infinity. The equilibrium
measure is absolutely continuous with respect to the Lebesgue measure, admits a continuous density
1
function, denoted by ρ(t). Moreover, the support of µeq is compact and is the union of a finite
number of closed intervals (see, for example, Theorem 1.1 of [5]):
supp(µeq) = ∪qi=1[Ai, Bi].
If q = 1, then we say that µ is in the one-cut regime. Otherwise we say that µ is in the multi-cut
regime and call each interval [Ai, Bi] a cut.
Bourgade, Erdo˝s and Yau [6, 7, 8] studied the β ensemble in one-cut regime. They proved the
rigidity of eigenvalues in the bulk (see [6, 7]) and also the rigidity of eigenvalues in the edge (see
[8]).
In this paper we will study the β ensemble in multi-cut regime and prove the rigidity of eigen-
values in the bulk of the equilibrium measure.
Bekerman [2] proved that for β ensemble in multi-cut regime, the eigenvalues near A2,. . . ,Aq,
B1,. . . ,Bq−1 can jump to the adjacent cut with a positive probability. Therefore rigidity for eigen-
values near these edges does not hold.
Based on the rigidity of eigenvalues, Bourgade, Erdo˝s and Yau proved the bulk universality
(see [6, 7]) and the edge universality (see [8]) for β ensemble in one-cut regime. Bekerman, Figalli
and Guionnet [3] later proved the bulk and edge universality for β ensemble in one-cut regime.
The method they used is an approximate transport maps. Also with the method of approximate
transport maps, Bekerman [2] proved the bulk and edge university for β ensemble in multi-cut
regime. Mariya Shcherbina [21] proved the bulk universality for β ensemble in both one-cut and
multi-cut regime by a change of variable method. Other works about universality for the classical
values β ∈ {1, 2, 4} include [10, 11, 18, 19].
Further interesting topics about β ensembles include the fluctuations of linear statistics of eigen-
values (see [16] for the one-cut case and [5], [20] for the multi-cut case) and the asymptotic expansion
of the correlators and partition function (see [4, 5] and the reference therein).
The main idea of this paper is to use a measure µr (see (17) below that was introduced by
Shcherbina [19]) to decompose the β ensemble in multi-cut regime to be a product of β ensembles
in one-cut regime; see Section 1.4 and Section 3.2. We believe that using this decomposition method
and the methods developed by Bourgade, Erdo˝s and Yau [6, 7, 8] one can solve the following further
problems:
• rigidity of eigenvalues near the edges A1 and Bq;
• bulk universality and universality near the edges A1 and Bq (which was proved in [2]),
with the model generalized in the following ways (as in [5] and [8]):
• V is C4 instead of real analytic.
• V depends on N and converges to a limit V {0} uniformly.
• The domain of V is a neighborhood of ∪qi=1[Ai, Bi] instead of R.
1.2 Main result
Let µ be defined in (1). The following lemma is well known; see, for example, Theorem 1.1 of [4],
Theorem 1.1 of [5] and Remark 1.9 of [15].
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Lemma 1.1. If V is continuous and lim inf
|x|→∞
V (x)
ln(1 + |x|) > 2, then:
1. Z(µ) < +∞, for large enough N ;
2. The empirical measure LN (x) =
1
N
∑N
i=1 δ(x−λi) converges almost surely and in expectation
to an equilibrium measure µeq which is compactly supported;
3. The equilibrium measure µeq is the unique minimizer (in the set of Borel probability measures
on R) of the functional:
ν 7→
∫
V (x)dν(x) −
∫∫
ln |x− y|dν(x)dν(y);
4. The equilibrium measure µeq is uniquely characterized by the fact that:
V (x) − 2
∫
R
ln |x− y|dµeq(y) = min
t∈R
[
V (t)− 2
∫
R
ln |t− y|dµeq(y)
]
for µeq-almost every x;
5. If V is real analytic, then µeq has a density ρ(x) and is supported on the union of a finite num-
ber of disjoint intervals: supp(µeq) = ∪qj=1[Aj , Bj ]. Moreover, ρ(x) = r(x)
q∏
i=1
√
x−Ai
√
x−Bi
where r(x) is analytic on a neighborhood of ∪qj=1[Aj , Bj ].
6. Suppose V (x)−2 ∫
R
ln |x−y|dµeq(y) > min
t∈R
[
V (t)−2 ∫
R
ln |t−y|dµeq(y)
]
for all x 6∈ supp(µeq).
Let A ⊂ R be an open set containing the support of µeq. There exist N0 > 0, c > 0 both
depending on V and A such that if N > N0, then
P
µ(∃k ∈ [1, N ] such that λk 6∈ A) < exp(−cN).
The following corollary is well known; see, for example, Theorem 1.1 of [4]
Corollary 1.2. Suppose V and µeq are defined as in Lemma 1.1. Suppose I is a closed interval with
supp(µeq) ⊂ I˚. Suppose {VN (x)} is a sequence of continuous functions on I such that sup
x∈I
|VN (x)−
V (x)| → 0 as N →∞. Let
µ¯ = µ¯(N) =
1
Z¯
exp
(
− Nβ
2
N∑
i=1
VN (λi)
)∏
i<j
|λi − λj |β
N∏
i=1
1I(λi)dλ1 · · · dλN
where Z¯ is the normalization constant. Then the empirical measure 1N
∑N
i=1 δ(x−λi) of µ¯ converges
almost surely and in expectation to µeq as N →∞, i.e., µ¯ has the same equilibrium measure as µ.
Throughout this paper we assume that the µ under consideration satisfies the following Hypoth-
esis.
Hypothesis 1.1. 1. V is real analytic.
2. lim inf
|x|→+∞
βV (x)
2 ln |x| > max(β, 1).
3
3. inf
x∈R
V ′′(x) > −2W0 for some constant W0 > 0.
4. The density of the equilibrium measure ρ(x) can be written as
ρ(x) = r(x)
q∏
j=1
(
√
x−Aj
√
x−Bj) (2)
and r(x) is nonzero on [Ai, Bi] for 1 ≤ i ≤ q.
5. The function x 7→ V (x)− 2 ∫
R
ln |x− y|ρ(y)dy achieves its minimum only on the support of µ:
σ := [A1, B1] ∪ . . . ∪ [Aq, Bq]
where B1 < A2, . . . , Bq−1 < Aq.
Remark 1.3. According to Lemma 1.1, the model is well defined and Condition 4 in Hypothesis 1.1
makes sense.
Remark 1.4. By Condition 2 of Hypothesis 1.1, inf
x∈R
V (x) > −∞. If we replace V (x) by V (x) + 2−
inf
x∈R
V (x) and change Z(µ) accordingly, then µ is not changed. Therefore throughout this paper we
assume that V (x) > 1 for all x.
For 1 ≤ k ≤ N , define the classical location, ηk = η(N)k , of the kth largest particle by
ηk := inf{x ∈ R|
∫ x
−∞
ρ(x)dx =
k
N
}.
For 1 ≤ i ≤ q, define Ri to be the area of the region under the curve of ρ(x) over [Ai, Bi]:
Ri :=
∫ Bi
Ai
ρ(x)dx.
Obviously
q∑
i=1
Ri = 1. We make the convention that R0 = 0.
Let
Σ(N) := {(λ1, . . . , λN ) ∈ RN |λ1 ≤ · · · ≤ λN}.
Suppose µs is a probability measure on Σ
(N) with density
1
Z(µs)
exp
(
− Nβ
2
N∑
i=1
V (λi)
)∏
i<j
|λi − λj |β (3)
where Z(µs) is the normalization constant.
Our main result is the following theorem.
Theorem 1.5 (Rigidity of eigenvalues in the bulk). For any α > 0, ǫ > 0, there exist N0 > 0 and
c > 0, both depending on V , α and ǫ, such that if N > N0 and 1 ≤ i0 ≤ q, then
P
µs(∃k ∈ [(R1+ · · ·+Ri0−1+α)N, (R1+ · · ·+Ri0−α)N ] such that |λk−ηk| > N−1+ǫ) < exp(−N c)
or equivalently,
P
µ(∃k ∈ [(R1+ · · ·+Ri0−1+α)N, (R1+ · · ·+Ri0−α)N ] such that |λ∗k−ηk| > N−1+ǫ) < exp(−N c)
where λ∗k denotes the kth largest coordinate of (λ1, . . . , λN ).
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Remark 1.6. Theorem 1.5 has been proved in the one-cut case, (i.e., the case that q = 1) by
Bourgade, Erdo˝s and Yau. (See Theorem 1.1 of [7] or Theorem 2.4 of [8].)
1.3 Main structure of this paper
In Section 2 we consider the β ensemble in the one-cut regime. We first define some auxiliary β
ensembles named µ1, µ2 and µ3 in the one-cut regime in Section 2.1. Here µ1 is the model we need
in Section 3. It is defined on a compact domain and its potential depends on the dimension of the
domain. µ2 is a well-studied model which is defined on the whole Euclidean space and its potential
is independent of the dimension of its domain. µ3 is a bridge connecting µ1 and µ2: its domain
is the whole Euclidean space but its potential depends on the dimension of the domain. Then in
Section 2.2 we cite some useful results for µ2. In Section 2.3 we use these results and the connection
among µ1, µ2 and µ3 to prove the bulk rigidity for µ1.
In Section 3 we prove the main result. To do so we first introduce some basic results in Section
3.1. Then in Section 3.2 we decompose the initial model as a product of β ensembles in one-cut
regime and each of them has the form as µ1. Finally in Section 3.3 we use the rigidity of µ1 and
the decomposition to prove Theorem 1.5.
1.4 Some remarks about the difficulties and main idea of this paper
For β ensemble in multi-cut regime, it seems very hard to directly follow the method Bourgade,
Erdo˝s and Yau used to prove the bulk rigidity in one-cut case because
• different from the one-cut case, the so-called loop equations will not induce a good estimation
for the difference between the Stieltjes transforms of the empirical measure and the equilibrium
measure;
• we do not have the initial estimation for all particles (i.e., Lemma 3.2 is only true in the bulk)
since particles near edges may jump.
Therefore we need to decompose the model as a product of β ensembles in the one-cut regime.
Each of them is on a space with lower dimension and has the form as µ1. Then we need to prove
the bulk rigidity for µ1. To use the bulk rigidity that Bourgade, Erdo˝s and Yau proved for µ2, we
have to show that the following differences between the µ1 and µ2 ensembles are negligible:
• µ1 is restricted on a compact space while µ2 is on RN ;
• the potential of µ1 contains a coefficient cN
The first difference is overcome by using a large deviation estimate (i.e., the last conclusion of
Lemma 1.1) and Shcherbina’s estimation on the fluctuation of linear statistics for eigenvalues (see
Theorem 2.6) allows us to overcome the second difference. When writing a previous version of this
paper, we did not know Shcherbina’s estimation on the fluctuation of linear statistics for eigenvalues,
therefore we used another way to check that the second difference is negligible: we checked every
step in Bourgade, Erdo˝s and Yau’s proof of the bulk rigidity of β ensemble in one-cut regime to
make sure that the coefficient cN is negligible. This made the manuscript almost two hundred pages
long.
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2 Some results for β ensembles in one-cut regime
2.1 Definition of the auxiliary β ensembles µ1, µ2 and µ3
To prove the main result, we need to derive some results for auxiliary β ensembles in the one-cut
regime. We start by introducing the ensembles µ1, µ2 and µ3.
Definition 2.1. Suppose [c, d] ⊂ [a, b] with c− a = b − d > 0. Suppose D is an open subset of C
and [a, b] ⊂ D. Suppose V0(x) : R→ R and r0(x) : [c, d]→ (0,+∞) satisfy the following conditions.
• V0 ∈ C∞(R) and lim inf
|x|→+∞
V0(x)
ln |x| > 2. Moreover, V0
∣∣
D∩R
can be analytically extended to D.
• inf
x∈R
V ′′0 (x) > −∞.
• r0(x) can be analytically extended to D. Moreover, r0(z) 6= 0 for z ∈ D.
• The function ρ0(x) := r0(x)
√
(x− c)(d− x)1[c,d](x) satisfies the condition:
V0(x)− 2
∫ d
c
ρ0(y) ln |x− y|dy


= min
x∈R
(
V0(x) − 2
∫ d
c ρ0(y) ln |x− y|dy
)
if x ∈ [c, d]
> min
x∈R
(
V0(x) − 2
∫ d
c
ρ0(y) ln |x− y|dy
)
if x ∈ R\[c, d]
Definition 2.2. Suppose {cN} is a sequence of real numbers such that |cN − 1| < N−1+ǫ0 for
a constant ǫ0 ∈ (0, 0.01). Suppose τ > 0 is a constant depending on D and [a, b] such that
[a − τ, b + τ ] ⊂ D. Let φ(x) : R → [0, 1] be a smooth function such that φ(x) = 1 if x ∈ [a, b] and
φ(x) = 0 if x 6∈ [a− τ, b+ τ ]. Now let:
• µ1 = µ1(N) be the probability measure on [a, b]N with density
1
Z(µ1)
e−
Nβ
2
∑N
i=1 cNV0(xi)
∏
i<j
|xi − xj |β
where Z(µ1) is the normalization constant;
• µ2 = µ2(N) be the probability measure on RN with density
1
Z(µ2)
e−
Nβ
2
∑N
i=1 V0(xi)
∏
i<j
|xi − xj |β
where Z(µ2) is the normalization constant;
6
• µ3 = µ3(N) be the probability measure on RN with density
1
Z(µ3)
e−
Nβ
2
∑N
i=1 VN (xi)
∏
i<j
|xi − xj |β
where VN (x) = V0(x)(1 + (cN − 1)φ(x)) and Z(µ3) is the normalization constant.
Lemma 2.3. Suppose f(x) is a continuous and bounded function on R. Then 1NE
µ1 [
∑N
i=1 f(xi)],
1
NE
µ2 [
∑N
i=1 f(xi)] and
1
NE
µ3 [
∑N
i=1 f(xi)] all converge to
∫
f(x)ρ0(x)dx as N →∞. In other words,
µ1, µ2 and µ3 have the same equilibrium measure.
Proof. By to Lemma 1.1 we have the convergence of 1NE
µ2 [
∑N
i=1 f(xi)]. By Corollary 1.2 we have
the convergence of 1NE
µ1 [
∑N
i=1 f(xi)] and
1
NE
µ3 [
∑N
i=1 f(xi)].
Definition 2.4. For 1 ≤ k ≤ N , define the kth classical location η0k = η0k(N) by
η0k = inf{x ∈ R|
∫ x
−∞
ρ0(x)dx =
k
N
}.
2.2 Some results for µ2
The following theorem was proved by Bourgade, Erdo˝s and Yau; see Theorem 2.4 of [8].
Theorem 2.5. For any α > 0, ǫ > 0, there exist N0 > 0 and c > 0 both depending on V0, α and ǫ
such that if N > N0, then
P
µ2({(x1, . . . , xN ) ∈ RN
∣∣∃k ∈ [αN, (1 − α)N ] such that |x∗k − η0k| > N−1+ǫ}) < exp(−N c)
where x∗k denotes the kth largest coordinate of (x1 . . . , xN ).
The next theorem was proved by Shcherbina; see Theorem 1 of [20].
Theorem 2.6. Suppose {hN(x) : R → R|N ∈ N} is a sequence of smooth functions all supported
on [a, b] such that ‖h′N‖∞ ∨ ‖h(6)N ‖∞ ≤
√
N lnN . Then for N ≥ 1,
E
µ2
[
e
β
2
∑
N
i=1 hN (λi)−
β
2N
∫
ρ0(x)hN (x)dx
]
=exp
{
β
8π2
∫ d
c
hN (x)√
(x− c)(d− x)P.V.
∫ d
c
h′N (y)
√
(y − c)(d− y)
x− y dydx+ 2
∫ d
c
hN (x)dν(x) + Φ
}
(4)
where
• ν is a finite signed measure on [c, d] and depends only on V0;
• |Φ| ≤ CN (‖h′N‖3∞ + ‖h
(6)
N ‖3∞) where C > 0 is a constant depending on V0, [a, b] and D;
• P.V. stands for the Cauchy principle value.
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2.3 Rigidity for µ1
In this section we prove the rigidity of particles in the bulk with respect to the measure µ1.
Theorem 2.7. For any α > 0, ǫ > 0, there exist N0 = N0(V0, D, a, b, α, ǫ) > 0, ǫ1 = ǫ1(V0, α, ǫ) > 0
and c = c(V0, α, ǫ) > 0 such that if N > N0 and ǫ0 < ǫ1, then
P
µ1({(x1, . . . , xN ) ∈ [a, b]N
∣∣∃k ∈ [αN, (1 − α)N ] such that |x∗k − η0k| > N−1+ǫ}) < exp(−N c)
where x∗k denotes the kth largest coordinate of (x1 . . . , xN ).
Proof. Set
AN = {(x1, . . . , xN ) ∈ RN
∣∣∃k ∈ [αN, (1 − α)N ] such that |x∗k − η0k| > N−1+ǫ}
where x∗k denotes the kth largest coordinate of (x1 . . . , xN ).
According to Theorem 2.5 there are C1 > 0 and N0 > 0 depending on V0, α and ǫ such that if
N > N0 then
P
µ2(AN ) ≤ exp(−NC1) (5)
Now choose ǫ1 =
1
10C1.
By definition VN (x) = cNV0(x) if x ∈ [a, b] and VN (x) = V0(x) if x 6∈ [a − τ, b + τ ]. By direct
computation,
P
µ1({(x1, . . . , xN ) ∈ [a, b]N
∣∣∃k ∈ [αN, (1− α)N ] such that |x∗k − η0k| > N−1+ǫ})
=
1
Z(µ1)
∫
[a,b]N
e−
Nβ
2
∑
VN (xi)
∏
i<j
|xi − xj |β1AN (x)dx
=
Z(µ3)
Z(µ1)
1
Z(µ3)
∫
RN
e−
Nβ
2
∑
VN (xi)
∏
i<j
|xi − xj |β1AN∩[a,b]N (x)dx
=
(
P
µ3([a, b]N)
)−1
P
µ3(AN ∩ [a, b]N )
≤(Pµ3([a, b]N))−1Pµ3(AN ). (6)
Let hN (x) = N(VN (x) − V0(x)) = NV0(x)(cN − 1)φ(x) ∈ C∞(R). There exists N0 > 0 depending
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on V0, D and [a, b] such that if N > N0 then ‖h′N‖∞ + ‖h(6)N ‖∞ < 12
√
N lnN and thus
P
µ3(AN )
=
1
Z(µ3)
∫
RN
e−
Nβ
2
∑
VN (xi)
∏
i<j
|xi − xj |β1AN (x)dx
=
Z(µ2)
Z(µ3)
E
µ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt · 1AN (x)
] · e−Nβ2 ∫ hN (t)ρ0(t)dt
=
Eµ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt · 1AN (x)
]
Eµ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt
]
≤
√
Pµ2(AN )
√
Eµ2
[
e−β
∑
hN (xi)+Nβ
∫
hN (t)ρ0(t)dt
]
Eµ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt
] (by Jensen’s inequality)
=
√
Pµ2(AN )
√
exp
{
β
8π2
∫ d
c
−2hN (x)√
(x−c)(d−x)
P.V.
∫ d
c
−2h′
N
(y)
√
(y−c)(d−y)
x−y dydx− 4
∫ d
c
hN(x)dν(x) + Φ1
}
exp
{
β
8π2
∫ d
c
−hN (x)√
(x−c)(d−x)
P.V.
∫ d
c
−h′
N
(y)
√
(y−c)(d−y)
x−y dydx− 2
∫ d
c hN (x)dν(x) + Φ2
}
=
√
Pµ2(AN ) exp
{ β
8π2
∫ d
c
hN (x)√
(x− c)(d− x)P.V.
∫ d
c
h′N (y)
√
(y − c)(d− y)
x− y dydx+
Φ1
2
− Φ2
}
(by (4))
≤
√
Pµ2(AN ) exp
{
Φ0 +
Φ1
2
− Φ2
}
(7)
where
• |Φ0| ≤ C0N2ǫ0 where C0 > 0 depends only on V0, D and [a, b];
• |Φ1| ∨ |Φ2| ≤ C2N−1+3ǫ0 for some constant C2 > 0 which depends on V0, [a, b] and D.
According to (5) and (7), if N > N0(V0, D, a, b, α, ǫ) and ǫ0 < ǫ1, then
P
µ3(AN ) ≤ exp(−1
2
NC1 + C0N
2ǫ0 +
3
2
C2N
−1+3ǫ0) ≤ exp(−NC1/2). (8)
On the other hand, let
BN := {(x1, . . . , xN ) ∈ RN |∃xi 6∈ [a, b]},
then similarly as (7), for N > N0(V0, D, a, b) we have
1− Pµ3([a, b]N ) = Pµ3(BN ) =
Eµ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt · 1BN (x)
]
Eµ2
[
e−
β
2
∑
hN (xi)+
Nβ
2
∫
hN (t)ρ0(t)dt
]
≤
√
Pµ2(BN ) exp(Φ0 +
1
2
Φ1 − Φ2). (9)
According to the last conclusion of Lemma 1.1, there are C4 > 0 and N0 > 0 depending on V0 and
[a, b] such that if N > N0, then
P
µ2(BN ) < exp(−C4N). (10)
According to (9) and (10), if N > N0(V0, D, a, b), then 1−Pµ3([a, b]N ) < 12 . This together with (6)
and (8) complete the proof.
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3 Proof of the main theorem
3.1 Basic results
Recall that µ is a probability measure on RN with density
1
Z(µ)
exp
(
− Nβ
2
N∑
i=1
V (λi)
)∏
i<j
|λi − λj |β (11)
and µs (see Section 1.2) is a probability measure on
Σ(N) = {(λ1, . . . , λN ) ∈ RN |λ1 ≤ · · · ≤ λN}
with density
1
Z(µs)
exp
(
− Nβ
2
N∑
i=1
V (λi)
)∏
i<j
|λi − λj |β . (12)
Lemma 3.1. Suppose f(x1, . . . , xN ) is a symmetric function, then
E
µ(f(x)) = Eµs(f(x))
in the sense that if one of Eµ(f(x)) and Eµs(f(x)) exists, then the other one also exists and the
identity holds.
Proof. We can rewrite the density of µ and µs as
µ(dx) =
1
Z(µ)
exp
(
−NβH(x)
)
dx, µs(dx) =
1
Z(µs)
exp
(
−NβH(x)
)
dx (13)
where H(x) = 1
2
∑
V (xi)− 1
N
∑
i<j
ln |xi − xj | = 1
2
∑
V (xi)− 1
2N
∑
i6=j
ln |xi − xj |.
Noticing that H(x) is symmetric in x and Z(µ) = N !Z(µs), we complete the proof.
Lemma 3.2. For any α > 0, ǫ > 0 and 1 ≤ i ≤ q, there exists c > 0, N0 > 0 both depending on
V , α and ǫ such that if N > N0, then
P
µs(∃k ∈ [(R1 + · · ·+Ri−1 + α)N, (R1 + · · ·+Ri − α)N ] such that |xk − ηk| > ǫ) < exp(−cN2).
For the convenience of readers, we provide a proof of Lemma 3.2 in Appendix A.
Lemma 3.3. Suppose A ⊂ R is an open set containing σ, i.e., the support of ρ. There exists
N0 > 0, c > 0 both depending on V and A such that if N > N0, then
P
µs(∃k ∈ [1, N ] such that λk 6∈ A) < exp(−cN).
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Proof. Notice that (λ1, . . . , λN ) 7→ 1 −
N∏
i=1
1A(λi) is a symmetric function. So by Lemma 3.1 and
Lemma 1.1 we have
P
µs(∃k ∈ [1, N ] such that λk 6∈ A) =Eµs(1−
N∏
i=1
1A(λi)) = E
µ(1−
N∏
i=1
1A(λi))
=Pµ(∃k ∈ [1, N ] such that λk 6∈ A)
≤ exp(−cN).
The following theorem can be deduced from Theorem 2 of [20].
Theorem 3.4. Suppose f ∈ C∞(R) and
6∑
i=0
‖f (i)‖∞ < Cf . For any ǫ > 0 there exists C > 0 and
N0 > 0, both depending on V , ǫ and Cf , such that if N > N0 then
P
µ(|
N∑
i=1
f(xi)−N
∫
f(t)ρ(t)dt| > N ǫ) < exp(−NC).
Proposition 3.5. Suppose the conditions in Hypothesis 1.1 are all satisfied. Furthermore, Bq −
A1 < 1. Then for any α > 0, ǫ > 0, there exist N0 > 0 and c > 0 both depending on V , α and ǫ
such that if N > N0 and 1 ≤ i0 ≤ q, then
P
µs(∃k ∈ [(R1+· · ·+Ri0−1+α)N, (R1+· · ·+Ri0−α)N ] such that |λk−ηk| > N−1+ǫ) < exp(−N c).
Proposition 3.5 will be proved in Section 3.3. Now we use Proposition 3.5 to prove our main
theorem.
Proof of Theorem 1.5. We prove Theorem 1.5 based on Proposition 3.5. Suppose the conditions in
Hypothesis 1.1 are all satisfied. Suppose Bq −A1 = 2L. If L < 12 , then according to the Statement
the conclusion of Theorem 1.5 is true. Now suppose L ≥ 12 .
Suppose µ∗ = µ∗(N) is a probability measure on R
N with density
1
Z(µ∗)
e
−Nβ2
N∑
i=1
V1(xi)∏
i<j
|xi − xj |β
where Z(µ∗) is the nomalization constant and V1(x) = V ((2L+ 2)x). Obviously V1 is real analytic
and grows faster than ln(1 + |x|). So by Lemma 1.1 µ∗ converges to an equilibrium measure with
density ρ1(x) = (2L+ 2)ρ((2L+2)x). The support of ρ1 is [
A1
2L+2 ,
B1
2L+2 ]∪ . . .∪ [ Aq2L+2 , Bq2L+2 ]. If we
set
η¯i = η¯i(N) = inf{x ∈ R|
∫ x
−∞
ρ1(x)dx =
i
N
} and R¯i =
∫ Bi/(2L+2)
Ai/(2L+2)
ρ1(t)dt,
then η¯i =
ηi
2L+2 and R¯i = Ri. It is easy to check that µ∗, V1 and ρ1 satisfy all conditions in
Hypothesis 1.1. Furthermore,
Bq
2L+2 − A12L+2 < 1. Define µ∗,s to be a probability measure on Σ(N)
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with density
1
Z(µ∗,s)
exp
(
− Nβ
2
N∑
i=1
V1(λi)
)∏
i<j
|λi − λj |β
where Z(µ∗,s) is the normalization constant. So by the Statement, for any α > 0, ǫ > 0, there exist
N0 > 0 and c > 0 both depending on V1, α and ǫ such that if N > N0 and 1 ≤ i0 ≤ q, then
P
µ∗,s(∃k ∈ [(R1 + · · ·+Ri0−1 + α)N, (R1 + · · ·+Ri0 − α)N ] such that |λk − η¯k| > N−1+ǫ)
< exp(−N c). (14)
Using change of variables we have:
Z(µ∗,s) =
∫
Σ(N)
exp
(
− Nβ
2
N∑
i=1
V ((2L+ 2)λi)
)∏
i<j
|λi − λj |βdλ = Z(µs) · (2L+ 2)−N−
N(N−1)
2 β .
Let S = [(R1 + · · ·+Ri0−1 + α)N, (R1 + · · ·+Ri0 − α)N ] ∩ Z, by change of variables,
P
µs(∃k ∈ S st. |λk − ηk| > N−1+ǫ)
=1− Pµs(|λk − ηk| ≤ N−1+ǫ, ∀k ∈ S)
=1− 1
Z(µs)
∫
Σ(N)
exp
(
− Nβ
2
N∑
i=1
V (λi)
)∏
i<j
|λi − λj |β ·
∏
k∈S
1[ηk−N−1+ǫ,ηk+N−1+ǫ](λk)dλ
=1− 1
Z(µ∗,s)
∫
Σ(N)
exp
(
− Nβ
2
N∑
i=1
V ((2L+ 2)λi)
)∏
i<j
|λi − λj |β ·
∏
k∈S
1
[η¯k−
N−1+ǫ
2L+2 ,η¯k+
N−1+ǫ
2L+2 ]
(λk)dλ
=1− Pµ∗,s(|λk − η¯k| ≤ N
−1+ǫ
2L+ 2
, ∀k ∈ S)
=Pµ∗,s(∃k ∈ S st. |λk − η¯k| > N
−1+ǫ
2L+ 2
). (15)
Since L depends only on V , (14) and (15) imply the conclusion of Theorem 1.5.
Remark 3.6. Because of Proposition 3.5 we suppose Bq −A1 < 1 from now on.
3.2 Decomposition of beta ensemble µ
We rewrite the density of µ as
1
Z(µ)
exp
(
−NβH(λ)
)
(16)
where H(λ) = 1
2
∑
V (λi) − 1
N
∑
i<j
ln |λi − λj | = 1
2
∑
V (λi) − 1
2N
∑
i6=j
ln |λi − λj |. Recall that the
support of the equilibrium measure of µ is
σ = [A1, B1] ∪ . . . ∪ [Aq, Bq].
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Definition 3.7. Suppose κ > 0 is a small constant depending only on V and satisfies the following
conditions:
1. κ < 1100 min(A2 −B1, A3 −B2, . . . , Aq −Bq−1),
2. V (x) and r(x) can be analytically extended to a neighborhood of {z ∈ C|dist(z, σ) ≤ 30κ},
3. r(z) is positive on σ and nonzero on a neighborhood of {z ∈ C|dist(z, σ) ≤ 30κ},
4. For any 1 ≤ i ≤ q, Bi −Ai + κ < 1.
Remark 3.8. The κ satisfying the above conditions exists because of the fifth conclusion in Lemma
1.1, Hypothesis 1.1 and Remark ??.
For 1 ≤ i ≤ q, set σi = [Ai, Bi] and σi(κ) = [Ai − κ2 , Bi + κ2 ]. Thus ∪qi=1σi = σ and
σi(κ) ∩ σj(κ) = ∅ if i 6= j. Set σ(κ) = ∪qi=1σi(κ).
Set Σ
(N)
κ := {λ ∈ σ(κ)N |λ1 ≤ . . . ≤ λN}.
3.2.1 The measure µκ on Σ
(N)
κ
Suppose µκ = µ
(N)
κ is a probability measure on Σ
(N)
κ with density
1
Z(µκ)
exp(−βNH(λ))
N∏
i=1
1σ(κ)(λi)
where Z(µκ) is the normalization constant. Thus µκ depends on V , κ and N .
Lemma 3.9. Suppose Cf > 0 and f : R −→ R is a C∞ function with
6∑
i=0
‖f (i)‖∞ < Cf . Suppose
τ > 0. There exist c > 0, N0 > 0, both depending on V , κ, Cf and τ , such that if N > N0, then
P
µκ
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ) < exp(−N c).
Proof. Suppose λ = (λ1, . . . , λN ). Notice that
P
µs
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ and λ ∈ Σ(N)κ )
=
1
Z(µs)
∫
Σ
(N)
κ
e−βNH1
(|
N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx|>Nτ)
dλ
=
Z(µκ)
Z(µs)
1
Z(µκ)
∫
Σ
(N)
κ
e−βNH1
(|
N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx|>Nτ)
dλ
=
Z(µκ)
Z(µs)
P
µκ
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ)
=Pµs
(
Σ(N)κ
)
P
µκ
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ).
13
According to Lemma 3.3, there exist C1 = C1(V, κ) > 0 and N1 = N1(V, κ) > 0 such that if
N > N1, then P
µs
(
ΣκN
)
> 1− exp(−NC1) > 12 and
P
µκ
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ)
=
1
Pµs
(
ΣκN
)Pµs(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ and λ ∈ ΣκN)
≤2Pµs
(∣∣∣ N∑
i=1
f(λi)−N
∫
R
f(x)ρ(x)dx
∣∣∣ > N τ).
Applying Theorem 3.4 and Lemma 3.1 we complete the proof.
Lemma 3.10. Suppose i ∈ {1, . . . , q} and τ > 0. There exist c > 0, N0 > 0 both depending on V
and κ and τ such that if N > N0, then
P
µκ(|♯{j|λj ∈ σi(κ)} −NRi| > N τ ) < exp(−N c).
Proof. Suppose S′ is an open interval containing σi(κ) and S
′ ∩ σj(κ) = ∅ for all j 6= i. Suppose
f ∈ C∞(R) satisfies:
1. f(x) = 1 if x ∈ σi(κ),
2. f(x) = 0 if x 6∈ S′,
3. 0 ≤ f(x) ≤ 1 if x ∈ S′\σi(κ).
So NRi = N
∫
f(x)ρ(x)dx and
∑
f(λj) = ♯{j|λj ∈ σi(κ)} for all λ ∈ Σ(N)κ . Thus
P
µκ(|♯{j|λj ∈ σi(κ)} −NRi| > N τ ) = Pµκ(|
∑
f(λi)−N
∫
f(x)ρ(x)dx| > N τ ).
Applying Lemma 3.9 we complete the proof.
3.2.2 The measure µr on Σ
(N)
κ
The following measure µr was introduced by Shcherbina [19].
Suppose µr = µ
(N)
r is a probability measure on Σ
(N)
κ with density
1
Z(µr)
exp
(
−NβHr(λ)
)
(17)
where
Hr(λ) = 1
2
N∑
i=1
V (r)(λi)− 1
2N
∑
i6=j
ln |λi − λj |
q∑
α=1
1σα(κ)(λi)1σα(κ)(λj) +
N
2
Σ∗
and
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1. Z(µr) is the normalization constant: Z(µr) =
∫
Σ
(N)
κ
exp
(
−NβHr(λ)
)
dλ,
2. V (r)(x) =
q∑
α=1
1σα(κ)(x)
(
V (x)− 2 ∫σ\σα ρ(y) ln |x− y|dy
)
,
3. Σ∗ =
∑
i6=j
∫
σi
∫
σj
ρ(x)ρ(y) ln |x− y|dxdy.
By the definition of H and Hr, for λ ∈ Σ(N)κ ,
∆H(λ) := Hr(λ)−H(λ) = 1
2N
∑
i6=j
ln |λi − λj |
∑
α6=α′
1σα(κ)(λi)1σα′ (κ)(λj)−
N∑
j=1
V ∗(λj) +
N
2
Σ∗
(18)
where V ∗(x) =
q∑
i=1
1σi(κ)(x)
∫
σ\σi
ln |x− y|ρ(y)dy.
Proposition 3.11. Suppose A1, A2, . . . is a sequence of events on Σ
(N)
κ . Suppose there exist C1 > 0,
N1 > 0 such that µr(AN ) ≤ exp(−NC1) when N ≥ N1. Then there exist C2 > 0, N2 > 0 both
depending on V , κ, C1 and N1 such that µκ(AN ) ≤ exp(−NC2) when N ≥ N2.
Proof. Without loss of generality, suppose C1 < 2. For any t > 0,
µκ(AN ) = µκ(AN ∩ {∆H > t}) + µκ(AN ∩ {∆H ≤ t}) ≤ µκ(∆H > t) + Z(µr)
Z(µκ)
exp(βNt)µr(AN )
By Jensen’s inequality, ln Z(µr)Z(µκ) = − lnEµr (exp(βN∆H)) ≤ Eµr (−βN∆H) ≤ βN |Eµr (∆H)|.
By [19] there is C0 > 0 depending on V and κ such that |Eµr (∆H)| ≤ C0 · N−1. (Although [19]
considers β ∈ {1, 2, 4}, but its method of controlling |Eµr (∆H)| applies for general β.)
Setting t = N−1+
2
3C1 we have for N ≥ N1:
µκ(AN ) ≤ µκ(∆H > N−1+ 23C1) + exp(βC0 + βN 23C1 −NC1).
Now we use the method of Section 3 of [19] to estimate ∆H. By (18),
∆H =
∑
α6=α′
Φ(α, α′)
where
Φ(α, α′) =
1
2N
∑
i6=j
ln |λi − λj |1σα(κ)(λi)1σα′ (κ)(λj)
−
N∑
j=1
1σα(κ)(λj)
∫
σα′
ln |λj − y|ρ(y)dy + N
2
∫
σα
∫
σα′
ln |x− y|ρ(x)ρ(y)dxdy
Let L = Bq −A1+2. Since 0 < κ < min(0.1, (A2−B1)/3, (A3−B2)/3, . . . , (Aq −Bq−1)/3), we
have |x − y| ∈ (13 min(A2 − B1, . . . , Aq − Bq−1), L− 1) for any x ∈ σα(κ), y ∈ σα′(κ) with α 6= α′.
So we can construct a function g(x) such that
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1. g(x) depends only on V and is independent of κ,
2. g(x) is smooth,
3. g(x) has a period 2L,
4. g(x− y) = ln |x− y| when ever x ∈ σα(κ), y ∈ σα′(κ) and α 6= α′.
By Fourier transform,
g(x) =
+∞∑
k=−∞
ck exp(
kπx
L
i) where ck =
1
2L
∫ L
−L
g(x) exp(−kπx
L
i)dx.
We have from the periodicity of g that for any p ≥ 1,
|ck| =
∣∣∣ 1
2L
( L
kπi
)p ∫ L
−L
exp
(− kπx
L
i
)
g(p)(x)dx
∣∣∣ ≤ ( L
kπ
)p
‖g(p)‖∞.
Therefore when α 6= α′,
Φ(α, α′) + Φ(α′, α) =
1
N
∑
i6=j
ln |λi − λj |1σα(κ)(λi)1σα′ (κ)(λj)−
N∑
j=1
1σα(κ)(λj)
∫
σα′
ln |λj − y|ρ(y)dy
−
N∑
j=1
1σα′ (κ)
(λj)
∫
σα
ln |λj − y|ρ(y)dy +N
∫
σα
∫
σα′
ln |x− y|ρ(x)ρ(y)dxdy
=
1
N
∑
k∈Z
ck
[ N∑
i=1
eikπλi/L1σα(κ)(λi)−N
∫
σα
eikπx/Lρ(x)dx
][ N∑
j=1
e−ikπλj/L1σα′(κ)(λj)−N
∫
σα′
e−ikπy/Lρ(y)dx
]
=
1
N
∑
k∈Z
ckI
α
k II
α′
k
where
Iαk =
N∑
i=1
eikπλi/L1σα(κ)(λi)−N
∫
σα
eikπx/Lρ(x)dx and IIαk = I
α
k =
N∑
j=1
e−ikπλj/L1σα(κ)(λj)−N
∫
σα
e−ikπy/Lρ(y)dx.
So |Iαk | ≤ 2N and |IIαk | ≤ 2N . So we have ∆H = 12N
∑
α6=α′
∑
k∈Z ckI
α
k II
α′
k .
Set w = C1100 , p > 10 +
400
C1
and p ∈ N. Then 23C1 > 3 + w − wp. It is easy to see that there is
N0 > 0 depending on C1 such that if N > N0 and α 6= α′, then∣∣∣ ∑
|k|>Nw
ckI
α
k II
α′
k
∣∣∣ ≤ ∑
|k|>Nw
|ck|4N2 ≤ 8N2
∑
k>Nw
( L
kπ
)p
‖g(p)‖∞
≤8N2
(L
π
)p
‖g(p)‖∞
∫ ∞
⌊Nw⌋
x−pdx ≤ 10
p− 1
(L
π
)p
‖g(p)‖∞N2+w−wp
≤ 10
p− 1
(L
π
)p
‖g(p)‖∞N 23C1−1.
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Therefore if N > N0(V,C1), then
∣∣∣ ∑
|k|>Nw
ckI
α
k II
α′
k
∣∣∣ < N 23C1
4q2
for all α, α′ and we have
µκ
(
∆H > N−1+ 23C1
)
= µκ
( ∑
α6=α′
∑
k∈Z
ckI
α
k II
α′
k > 2N
2
3C1
)
≤
∑
α6=α′
µκ
(∣∣∑
k∈Z
ckI
α
k II
α′
k
∣∣ > N 23C1
q2
)
≤
∑
α6=α′
µκ
(∣∣ ∑
|k|≤Nw
ckI
α
k II
α′
k
∣∣ > N 23C1
2q2
)
≤
∑
α6=α′
µκ
( ∑
|k|≤Nw
∣∣Iαk IIα′k ∣∣ > N
2
3C1
2q2
‖g‖−1∞
)
(since |ck| ≤ ‖g‖∞)
≤
∑
α6=α′
∑
|k|≤Nw
µκ
(∣∣Iαk IIα′k ∣∣ > N
2
3C1−w
6q2
‖g‖−1∞
)
≤
∑
α6=α′
∑
|k|≤Nw
[
µκ
(∣∣Iαk ∣∣ > 1√
6‖g‖∞q
NC1/12
)
+ µκ
(∣∣IIα′k ∣∣ > 1√
6‖g‖∞q
NC1/12
)]
(since w = C1/100)
Suppose hα,κ,k(x) = φα,κ(x)e
ikπx/L where φα,κ ∈ C∞(R) such that φα,κ(x) = 1 for x ∈ σα(κ)
and φα,κ(x) = 0 for x ∈ σα′(κ), ∀α′ 6= α. It is easy to see that
1. the real and imaginary parts of hα,κ,k are both C
∞,
2. hα,κ,k(x) = e
ikπx/L, whenever x ∈ σα(κ); hα,κ,k(y) = 0 whenever x ∈ σα′(κ) and α′ 6= α,
3. There exists Cκ > 0 depending on V and κ such that for any k ∈ Z,
6∑
i=0
‖(Rehα,κ,k)(i)‖∞ +
6∑
i=0
‖(Imhα,κ,k)(i)‖∞ ≤ Cκ(1 + k6).
Using Lemma 3.9 for the real and imaginary parts of hα,κ,k, we have that there exist N0 > 0
and c∗ > 0 both depending on V , κ and C1 such that that if N > N0, then for |k| ≤ Nw
µκ
(∣∣Iαk ∣∣ > 1√
6‖g‖∞q
NC1/12
)
=µκ
(∣∣∑hα,κ,k(λi)−N
∫
hα,κ,k(x)ρ(x)dx
∣∣ > 1√
6‖g‖∞q
NC1/12
)
=µκ
(∣∣∑ hα,κ,k(λi)
N6w
−N
∫
hα,κ,k(x)
N6w
ρ(x)dx
∣∣ > 1√
6‖g‖∞q
N
C1
12 −6w
)
≤ exp(−N c∗).
(To use Lemma 3.9 we need to consider
hα,κ,k(x)
N6w instead of hα,κ,k(x) since Lemma 3.9 requires
the test function and its first six derivatives are all bounded by a constant.) We can estimate
µκ
(∣∣IIα′k ∣∣ > 1√
6‖g‖∞q
NC1/12
)
similarly. So if N > N0(V, κ, C1, N1), then
µκ(AN ) ≤µκ(∆H > N−1+ 23C1) + exp(βC0 + βN 23C1 −NC1)
≤q2(2Nw + 1) · 2 exp(−N c∗) + exp(βC0 + βN 23C1 −NC1)
≤ exp(−NC2)
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for some C2(V, κ, C1, N1) > 0.
3.2.3 The measures ν(i,N,cN) on σi(κ)
N and ν
(i,N,cN )
s on Σ
(N)
κ (i)
Set Σ
(N)
κ (i) := {(λ1, . . . , λN ) ∈ σi(κ)N |λ1 ≤ · · · ≤ λN}. Suppose cN > 0 and lim
N→+∞
cN = 1. Recall
that Ri =
∫ Bi
Ai
ρ(t)dt for 1 ≤ t ≤ q.
• Set ν(i,N,cN) to be a probability measure on σi(κ)N with density
1
Z(ν(i,N,cN ))
exp
(
− Nβ
2
N∑
j=1
cN
1
Ri
[V (λj)− 2
∫
σ\σi
ln |λj − y|ρ(y)dy]
) ∏
1≤u<v≤N
|λu − λv|β
(19)
where Z(ν(i,N,cN)) is the normalization constant.
• Set ν(i,N,cN)s to be a probability measure on Σ(N)κ (i) with density
1
Z(ν
(i,N,cN )
s )
exp
(
− Nβ
2
N∑
j=1
cN
1
Ri
[V (λj)− 2
∫
σ\σi
ln |λj − y|ρ(y)dy]
) ∏
1≤u<v≤N
|λu − λv|β
(20)
where Z(ν
(i,N,cN)
s ) is the normalization constant.
Lemma 3.12. Suppose f(x1, . . . , xN ) is a symmetric function, then E
ν(i,N,cN )(f(λ)) = Eν
(i,N,cN )
s (f(λ)).
Proof. Noticing that Z(ν(i,N,cN )) = N !Z(ν
(i,N,cN)
s ) and that
(λ1 . . . , λN ) 7→ exp
(
− Nβ
2
N∑
j=1
cN
1
Ri
[V (λj)− 2
∫
σ\σi
ln |λj − y|ρ(y)dy]
) ∏
1≤u<v≤N
|λu − λv|β
is a symmetric function, we complete the proof.
By Lemma 1.1 (or more precisely, by Theorem 1.1 of [5]), the empirical measure
1
N
N∑
j=1
δ(x− λj)
of ν(i,N,cN) converges almost surely and in expectation to
1
Ri
ρ(x)1([Ai,Bi])(x)dx
as N →∞. In other words, for every continuous and bounded function f : R→ R we have
lim
N→∞
1
N
E
ν(i,N,cN )
[ N∑
j=1
f(λj)
]
=
∫
R
1
Ri
ρ(x)1([Ai,Bi])(x)f(x)dx.
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According to Lemma 3.12 we also have
lim
N→∞
1
N
E
ν
(i,N,cN )
s
[ N∑
j=1
f(λj)
]
=
∫
R
1
Ri
ρ(x)1([Ai,Bi])(x)f(x)dx
provided f is continuous and bounded.
Define the classical position θ(i, N, k) of the k-th particle under ν(i,N,cN) by
∫ θ(i,N,k)
Ai
1
Ri
ρ(x)dx =
k
N
(1 ≤ k ≤ N). (21)
Lemma 3.13. Suppose ν(i,N,cN) and ν
(i,N,cN)
s are defined as (19) and (20) respectively.
1. For any α > 0, ǫ > 0, there exist N0 = N0(V, κ, α, ǫ) > 0, ǫ1 = ǫ1(V, κ, α, ǫ) > 0 and
c = c(V, α, ǫ) > 0 such that if ǫ0 ∈ (0, 0.01 ∧ ǫ1), N > N0 and |cN − 1| ≤ N−1+ǫ0 , then
P
ν
(i,N,cN )
s ({(x1, . . . , xN ) ∈ Σ(N)κ (i)
∣∣∃k ∈ [αN, (1−α)N ] such that |xk−θ(i, N, k)| > N−1+ǫ}) < exp(−N c)
or equivalently,
P
ν(i,N,cN )({(x1, . . . , xN ) ∈ σi(κ)N
∣∣∃k ∈ [αN, (1−α)N ] such that |x∗k−θ(i, N, k)| > N−1+ǫ}) < exp(−N c)
where x∗k denotes the kth largest coordinate of (x1 . . . , xN ).
Proof. Let
Vp(x) =
1
Ri
[V (x)− 2
∫
σ\σi
ln |x− y|ρ(y)dy].
By the property of convolution we have:
• Vp ∈ C0(R);
• x 7→ ∫ BjAj ρ(y) ln |x−y|dy can be analytically extended either to C\(−∞, Bj] or to C\[Aj ,+∞)
provided j 6= i.
So by the definition of κ, Vp can be analytically extended to {z ∈ C|dist(z, [Ai, Bi]) < 10κ}.
According to Hypothesis 1.1,
Vp(x)− 2
∫ Bi
Ai
ρ(y)
Ri
ln |x− y|dy


= min
t∈[Ai−2κ,Bi+2κ]
[
Vp(t)− 2
∫ Bi
Ai
ρ(y)
Ri
ln |t− y|dy] if x ∈ [Ai, Bi],
> min
t∈[Ai−2κ,Bi+2κ]
[
Vp(t)− 2
∫ Bi
Ai
ρ(y)
Ri
ln |t− y|dy] if x ∈ [Ai − 2κ,Bi + 2κ]\[Ai, Bi].
Let:
1. p(x) be a polynomial of even degree such that for every x ∈ R:
p(x) − 2
∫ Bi
Ai
ρ(y)
Ri
ln |x− y|dy > min
t∈[Ai−2κ,Bi+2κ]
[
Vp(t)− 2
∫ Bi
Ai
ρ(y)
Ri
ln |t− y|dy];
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2. φ(x) : R→ [0, 1] be a smooth function such that φ(x) = 1 if x ∈ [Ai−κ,Bi+κ] and φ(x) = 0
if x 6∈ [Ai − 2κ,Bi + 2κ];
3. U(x) = φ(x)Vp(x) + (1− φ(x))p(x).
From the construction U(x) satisfies the following conditions.
• U(x) ∈ C∞(R) and lim inf
|x|→∞
U(x)
ln |x| > 2;
• U(x) = Vp(x) for x ∈ [Ai − κ,Bi + κ];
• inf
x∈R
U ′′(x) > −∞;
•
U(x)− 2
∫ Bi
Ai
ρ(y)
Ri
ln |x− y|dy


= min
t∈R
[
U(t)− 2 ∫Bi
Ai
ρ(y)
Ri
ln |t− y|dy] if x ∈ [Ai, Bi],
> min
t∈R
[
U(t)− 2 ∫BiAi ρ(y)Ri ln |t− y|dy] if x ∈ R\[Ai, Bi].
Use Theorem 2.7 with
• V0(x) = U(x), [a, b] = σi(κ) = [Ai − κ2 , Bi + κ2 ], [c, d] = [Ai, Bi],
• D = {z ∈ C|dist(z, [Ai, Bi]) < κ},
• r0(x) = ir(x)Ri ·
∏
j 6=i
[
√
x−Aj
√
x−Bj ] (recall (2)),
then we complete the proof.
3.3 Proof of Proposition 3.5
In this section we prove Proposition 3.5.
Suppose α > 0, ǫ > 0 and 1 ≤ i0 ≤ q. Without loss of generality, let ǫ ∈ (0, 0.01) and α ≤ Ri0/2.
According to Lemma 3.13 there exist ǫ1 = ǫ1(V, κ, α, ǫ) > 0 and c = c(V, α, ǫ) > 0 such that if
ǫ0 ∈ (0, 0.01 ∧ ǫ1), N > N0(V, κ, α, ǫ) and |cN − 1| ≤ N−1+ǫ0 , then
P
ν
(i0,N,cN )
s ({(x1, . . . , xN ) ∈ Σ(N)κ (i0)
∣∣∃k ∈ [ α
2Ri0
N, (1 − α
2Ri0
)N ] such that |xk − θ(i0, N, k)| > N−1+ 12 ǫ})
< exp(−N c) (22)
Suppose ǫ∗ = min(
1
4ǫ1,
1
4ǫ) < 0.0025 where ǫ1 = ǫ1(V, κ, α, ǫ) > 0 is defined in Lemma 3.13.
Set
AN ={λ ∈ Σ(N)κ |∃k ∈ [(R1 + · · ·+Ri0−1 + α)N, (R1 + · · ·+Ri0 − α)N ] such that |λk − ηk| > N−1+ǫ};
ΩN ={λ ∈ Σ(N)κ ||♯{j|λj ∈ σi(κ)} −NRi| ≤ N ǫ∗ , ∀1 ≤ i ≤ q}.
By Lemma 3.10, there are C1 > 0 and N1 > 0 both depending on V , κ and ǫ∗ such that if N > N1,
then
P
µκ(ΩcN ) ≤ exp(−NC1). (23)
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Notice that
P
µr (AN ∩ ΩN ) =
∫
Σ
(N)
κ
exp(−NβHr(λ))1AN∩ΩN (λ)dλ∫
Σ
(N)
κ
exp(−NβHr(λ))dλ =
∑
k1+···+kq=N
Q(k1,...,kq) · Φ(k1, . . . , kq)∑
k1+···+kq=N
Q(k1,...,kq)
where
Q(k1,...,kq) =
∫
Σ
(N)
κ
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj) exp
(
−NβHr(λ)
)
dλ
and
Φ(k1, . . . , kq) = Q
−1
(k1,...,kq)
∫
Σ
(N)
κ
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj) exp
(
−NβHr(λ)
)
1AN∩ΩN (λ)dλ.
Remark 3.14. We learnt the idea of considering the q-tuple (k1, . . . , kq) from Section 3 of [19].
From the definition of Hr, we see that in the integral of Q(k1,...,kq) the particles in different cuts
don’t have intersection. Thus the integral can be written as a product of integrals over domains
with lower dimensions, i.e., Q(k1,...,kq) = Q
(1)
(k1,...,kq)
· · ·Q(q)(k1,...,kq) · exp(−
β
2N
2Σ∗) where
Q
(i)
(k1,...,kq)
=
∫
Σ
(ki)
κ (i)
exp
(
− Nβ
2
ki∑
j=1
(
V (λj)− 2
∫
σ\σi
ln |λj − y|ρ(y)dy
)) ∏
u<v
|λu − λv|βdλ1 · · · dλki
and Σ
(n)
κ (i) = {(λ1, . . . , λn)|λ1 ≤ · · · ≤ λn, λj ∈ σi(κ), ∀1 ≤ j ≤ n} as defined before.
Now consider Φ(k1, . . . , kq). If[
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj)
]
1AN∩ΩN (λ) = 1, (24)
then
1. there exists k ∈ [(R1+ · · ·+Ri0−1+α)N, (R1+ · · ·+Ri0 −α)N ] such that |λk−ηk| > N−1+ǫ;
2. k1 = ♯{i ∈ [1, N ]|λi ∈ σ1(κ)},. . . ,kq = ♯{i ∈ [1, N ]|λi ∈ σq(κ)};
3. |♯{i ∈ [1, N ]|λi ∈ σj(κ)} −NRj | ≤ N ǫ∗ for all 1 ≤ j ≤ q.
So there exist N2 = N2(V, α) such that if N > N2 and (24) is true, then
[(R1+ · · ·+Ri0−1+α)N, (R1+ · · ·+Ri0−α)N ] ⊂ [k1+ · · ·+ki0−1+
α
2Ri0
ki0 , k1+ · · ·+ki0−
α
2Ri0
ki0 ],
[k1+· · ·+ki0−1+
α
2Ri0
ki0 , k1+· · ·+ki0−
α
2Ri0
ki0 ] ⊂ [(R1+· · ·+Ri0−1+
α
3
)N, (R1+· · ·+Ri0−
α
3
)N ]
and there must be k ∈ [k1+· · ·+ki0−1+ α2Ri0 ki0 , k1+· · ·+ki0−
α
2Ri0
ki0 ] such that |λk−ηk| > N−1+ǫ.
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Since ρ(x) > 0 on [Ai0 , Bi0 ], there must be M = M(V, α) > 0 such that if N > N2, (24) is true
and k ∈ [k1+ · · ·+ki0−1+ α2Ri0 ki0 , k1+ · · ·+ki0−
α
2Ri0
ki0 ], then both ηk and θ(i0, ki0 , k− (k1+ · · ·+
ki0−1)) (which is defined in (21)) are in [Ai0 +M,Bi0 −M ]. Set M = min
x∈[Ai0+M,Bi0−M ]
ρ(x) > 0.
Set k¯ = k − (k1 + · · ·+ ki0−1).
If N > N2, k ∈ [k1 + · · · + ki0−1 + α2Ri0 ki0 , k1 + · · · + ki0 −
α
2Ri0
ki0 ] and (24) is true, then
k¯ ∈ [ α2Ri0 ki0 , ki0 −
α
2Ri0
ki0 ] and
|ηk − θ(i0, ki0 , k¯)|
M
Ri0
≤
∣∣∣ ∫ θ(i0,ki0 ,k¯)
ηk
1
Ri0
ρ(x)dx
∣∣∣ = ∣∣∣ ∫ θ(i0,ki0 ,k¯)
Ai0
1
Ri0
ρ(x)dx −
∫ ηk
Ai0
1
Ri0
ρ(x)dx
∣∣∣
=
∣∣∣ k¯
ki0
− 1
Ri0
(
k
N
− (R1 + · · ·+Ri0−1))
∣∣∣ = ∣∣∣ k¯(NRi0 − ki0)
NRi0ki0
+
1
NRi0
(
(NR1 − k1) + · · ·+ (NRi0−1 − ki0−1)
)∣∣∣
≤
∣∣∣(NRi0 − ki0)
NRi0
∣∣∣+ 1
NRi0
(|NR1 − k1|+ · · ·+ |NRi0−1 − ki0−1|) ≤ i0Ri0 N−1+ǫ∗
≤ q
Ri0
N−1+ǫ∗ ,
thus
|ηk − θ(i0, ki0 , k¯)| ≤
q
MN
−1+ǫ∗ .
Therefor there exists N3 = N3(V, α, ǫ, ǫ∗) such that if N > N3 and (24) is true, then
• there must be k ∈ [k1 + · · ·+ ki0−1 + α2Ri0 ki0 , k1 + · · ·+ ki0 −
α
2Ri0
ki0 ] such that
|λk−θ(i0, ki0 , k¯)| ≥ |λk−ηk|− |ηk−θ(i0, ki0 , k¯)| ≥ N−1+ǫ−
q
MN
−1+ǫ∗ > N−1+
2
3 ǫ > k
−1+ 12 ǫ
i0
.
• |NRiki − 1| ≤ k
−1+2ǫ∗
i0
for all 1 ≤ i ≤ q.
So when N > N3 and λ ∈ Σ(N)κ ,[
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj)
]
1AN∩ΩN (λ) ≤
[
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj)
]
1Ω′(λ)
where
Ω′ = {λ ∈ Σ(N)κ |∃k ∈ [k1+· · ·+ki0−1+
α
2Ri0
ki0 , k1+· · ·+ki0−
α
2Ri0
ki0 ] st. |λk−θ(i0, ki0 , k¯)| > k−1+
1
2 ǫ
i0
}.
Let Ω′′ = {λ ∈ Σ(ki0 )κ (i0)|∃k ∈ [ α2Ri0 ki0 , ki0 −
α
2Ri0
ki0 ] st. |λk − θ(i0, ki0 , k)| > k−1+
1
2 ǫ
i0
}.
For λ ∈ Σ(N)κ , let λ¯ = (λk1+···+ki0−1+1, . . . , λk1+···+ki0 ). It is easy to see that if λ ∈ Ω′ and (24)
is true, then λ¯ ∈ Ω′′.
Set ki0 = {k1 + · · ·+ ki0−1 + 1, . . . , k1 + · · ·+ ki0}.
22
When N > N3 we have
∫
Σ
(N)
κ
k1∏
j=1
1σ1(κ)(λj) · · ·
N∏
j=k1+···+kq−1+1
1σq(κ)(λj) exp
(
− βNHr(λ)
)
1AN∩ΩN (λ)dλ
≤Q(1)(k1,...,kq) · · ·Q
(i0−1)
(k1,...,kq)
·Q(i0+1)(k1,...,kq) · · ·Q
(q)
(k1,...,kq)
· exp(−β
2
N2Σ∗)
·
∫
Σ
(ki0
)
κ (i0)
exp
(
− Nβ
2
∑
j∈ki0
(
V (λj)− 2
∫
σ\σi0
ln |λj − y|ρ(y)dy
)) ∏
u<v
u,v∈ki0
|λu − λv|β1Ω′′(λ¯)
∏
j∈ki0
dλj
and
Φ(k1, . . . , kq)
≤
∫
Σ
(ki0
)
κ (i0)
exp
(
− Nβ2
∑
j∈ki0
(
V (λj)− 2
∫
σ\σi0
ln |λj − y|ρ(y)dy
)) ∏
u<v
u,v∈ki0
|λu − λv|β1Ω′′(λ¯)
∏
j∈ki0
dλj
Q
(i0)
(k1,...,kq)
=ν
(i0,ki0 ,NRi0/ki0 )
s (Ω
′′).
From the above argument and the definition of ν
(i,N,cN )
s we have that when N > N3,
P
µr (AN ∩ ΩN ) ≤
∑
k1+···+kq=N
|ki−NRi|≤N
ǫ∗ ,∀i
Q(k1,...,kq) · ν
(i0,ki0 ,NRi0/ki0 )
s (Ω′′)
∑
k1+···+kq=N
Q(k1,...,kq)
.
According to (22) and the definition of ǫ∗ there exist N4 = N4(V, ǫ, α, κ) > 0 and C2 = C2(V, α, ǫ) >
0 such that if N > N4 and |ki0 −NRi0 | ≤ N ǫ∗ , then |1− NRi0ki0 | ≤ k
−1+2ǫ∗
i0
, then
ν
(i0,ki0 ,NRi0/ki0 )
s (Ω
′′)
=ν
(i0,ki0 ,NRi0/ki0 )
s
(
∃k ∈ [ α
2Ri0
ki0 , ki0 −
α
2Ri0
ki0 ] st. |λk − θ(i0, ki0 , k)| > k−1+
1
2 ǫ
i0
)
≤ exp(−kC2i0 )
≤ exp(−NC2/2)
So if N > N4, then P
µr (AN ∩ ΩN ) ≤ exp(−NC2/2). According to Proposition 3.11, there exist
C3 > 0, N5 > 0 depending on V , κ, ǫ and α such that if N > N5, then P
µκ(AN ∩ΩN ) ≤ exp(−NC3)
and (because of (23))
P
µκ(AN ) ≤ exp(−NC3) + exp(−NC1) (25)
Set
EN =
{
λ ∈ Σ(N)|∃k ∈ [(R1 + · · ·+Ri0−1 + α)N, (R1 + · · ·+Ri0 − α)N ] st. |λk − ηk| > N−1+ǫ
}
.
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We have
P
µs(EN ) ≤ Pµs(EN ∩ Σ(N)κ ) + Pµs(Σ(N)\Σ(N)κ ). (26)
According to Lemma 3.3, there exist C4 > 0, N6 > 0 depending on V and κ such that if N > N6,
then
P
µs(Σ(N)\Σ(N)κ ) < exp(−C4N) (27)
On the other hand,
P
µs(EN ∩ Σ(N)κ ) =
1
Z(µs)
∫
Σ
(N)
κ
1EN (λ) exp(−NβH)dλ
≤ 1
Z(µκ)
∫
Σ
(N)
κ
1AN (λ) exp(−NβH)dλ (since Z(µκ) ≤ Z(µs) and EN ∩ Σ(N)κ = AN )
=Pµκ(AN ). (28)
According to (25), (26), (27), (28), there are C5 > 0, N7 > 0 depending on V , κ, ǫ and α such
that if N > N7, then
P
µs(EN ) ≤ exp(−NC7).
Since κ depends only on V , the proof of Theorem 1.5 is complete.
A Initial estimate of µ: the proof of Lemma 3.2
Proof of Lemma 3.2. Use LN to denote the empirical measure: LN (x) =
1
N
N∑
i=1
δ(x − λi). Use
M1(R) to denote the set of probability measures on R with topology induced by the Wasserstein
distance:
d(ν1, ν2) = sup
f∈FLU
|
∫
R
f(x)dν1(x) −
∫
R
f(x)dν2(x)|
where FLU is the set of Lipschitz functions f : R −→ [−1, 1] with Lipschitz constant at most 1.
Define Σ : M1(R) −→ R and I : M1(R) −→ R by
Σ(ν) =
{∫∫
ln |x− y|dν(x)dν(y) if ∫ ln(|x| + 1)dν(x) <∞
−∞ otherwise
I(ν) =
{∫
V (x)dν(x) − Σ(ν)− cV if ∫ V (x)dν(x) <∞
+∞ otherwise
where cV = inf
ν∈M1(R)
[ ∫
V (x)dν(x) − Σ(ν)
]
.
Remark A.1. Σ, I and cV were introduced in Section 2.6.1 of [1]. The V in [1] corresponds to βV2
in this paper. The IVβ and c
V
β in [1] correspond to
β
2 · I and β2 · cV in this paper respectively.
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According to Section 2.6.1, Appendix C.2 and Appendix D of [1] we have the following lemmas.
Lemma A.2. 1. M1(R) is a Polish space.
2. Σ, I and cV are all well defined and −∞ < cV < +∞.
3. For any ν ∈M1(R) we have Σ(ν) ∈ [−∞,+∞) and I(ν) ∈ [0,+∞].
4. For any c > 0, {ν ∈ M1(R)|I(ν) ≤ c} is a compact subset of M1(R).
For any u > 0, set Fu = {ν ∈M1(R)|d(ν, ρ(t)dt) ≥ u}.
Lemma A.3. Suppose u > 0. Then Pµ(LN ∈ Fu) = Pµs(LN ∈ Fu).
Proof. By Lemma 3.1 and the fact that x 7→ 1LN (x)∈Fu is a symmetric function we complete the
proof.
Lemma A.4. For any 0 < u < 1 we have
inf
ν∈Fu
I(ν) > 0.
Proof. By definition
inf
ν∈Fu
I(ν) = inf
ν∈Fu
[ ∫
V (x)dν(x) −
∫∫
ln |x− y|dν(x)dν(y) − cV
]
=
1
2
inf
ν∈Fu
∫∫ [
V (x) + V (y)− 2 ln |x− y|
]
dν(x)dν(y)
−1
2
inf
ν∈M1(R)
∫∫ [
V (x) + V (y)− 2 ln |x− y|
]
dν(x)dν(y)
By Lemma 1.1, ρ(t)dt is the only minimizer (in M1(R)) of
ν 7→
∫∫ [
V (x) + V (y)− 2 ln |x− y|
]
dν(x)dν(y).
Therefore we only need to show that there exists µ0 ∈ Fu such that
inf
ν∈Fu
∫∫ [
V (x) + V (y)− 2 ln |x− y|
]
dν(x)dν(y) =
∫∫ [
V (x) + V (y)− 2 ln |x− y|
]
dµ0(x)dµ0(y)
or equivalently,
I(µ0) = inf
ν∈Fu
I(ν).
Set
A = {ν ∈ Fu|I(ν) ≤ 1 + inf
ν∈Fu
I(ν)} and Ak = {ν ∈ Fu|I(ν) ≤ 1
k
+ inf
ν∈Fu
I(ν)} (k = 1, 2, . . .).
By Lemma A.2, A and every Ak are compact and closed subsets of M1(R).
If ∩∞k=1Ak = ∅, then {A\A1, A\A2, . . .} is a class of open subsets of A which covers A. Since
A is compact, there exists k0 ∈ N such that ∪k0k=1A\Ak = A. So ∩k0k=1Ak = ∅ or equivalently,
Ak0 = {ν ∈ Fu|I(ν) ≤ 1k0 + infν∈Fu I(ν)} = ∅ which is a contradiction.
25
Therefore we proved that ∩∞k=1Ak 6= ∅. It is easy to check that if µ0 ∈ ∩∞k=1Ak, then
I(µ0) = inf
ν∈Fu
I(ν).
Lemma A.5. For any α∗ > 0, ǫ∗ > 0 and 1 ≤ i ≤ q there exist N0 > 0 and ǫ˜ > 0 depending on V ,
α∗ and ǫ∗ such that if N > N0 and
∃k ∈ [(R1 + · · ·+Ri−1 + α∗)N, (R1 + · · ·+Ri − α∗)N ] with |λk − ηk| > ǫ∗,
then d(LN , ρ(t)dt) ≥ ǫ˜.
Proof. According to Hypothesis 1.1, ρ(t) > 0 on the interior of the support of ρ. So there must be
c > 0 and δ > 0 depending on V , α∗ and ǫ∗ such that
1. δ < min(1, ǫ∗)
2. if k ∈ [(R1 + · · ·+Ri−1 +α∗)N, (R1 + · · ·+Ri −α∗)N ] and t ∈ [ηk − δ, ηk + δ], then ρ(t) > c.
Fix a natural number N0 >
4
c δ . Suppose N > N0 and |λk − ηk| > ǫ∗ where k ∈ [(R1 + · · · +
Ri−1 + α∗)N, (R1 + · · ·+Ri − α∗)N ].
If λk < ηk − ǫ∗, set
f(x) =


0 if x ≤ ηk − δ
x− (ηk − δ) if x ∈ [ηk − δ, ηk]
δ if x ≥ ηk
It is easy to check that f ∈ FLU . We have∫
f(x)ρ(x)dx =
∫ ηk
ηk−δ
(x− (ηk − δ))ρ(x)dx + δ
∫ +∞
ηk
ρ(x)dx ≥ 1
2
cδ2 + δ(1− k
N
)
and ∫
f(x)LN (x)dx =
1
N
∑
f(λi) ≤ N + 1− k
N
δ.
Thus if N > N0 then
∫
f(x)ρ(x)dx−∫ f(x)LN (x)dx ≥ 12cδ2− δN > 14cδ2 and d(LN , ρ(t)dt) > 14cδ2.
If λk > ηk + ǫ∗, set
g(x) =


0 if x ≥ ηk + δ
(ηk + δ)− x if x ∈ [ηk, ηk + δ]
δ if x ≤ ηk
Similarly we can prove that g ∈ FLU and
∫
g(x)ρ(x)dx − ∫ g(x)LN (x)dx > 14cδ2 for N > N0. So
we have d(LN , ρ(t)dt) >
1
4cδ
2.
Setting ǫ˜ = 14cδ
2 we complete the proof.
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According to Lemma A.5 and Lemma A.3, there exist N0 > 0 and ǫ˜ ∈ (0, 1) depending on V , α
and ǫ such that if N > N0 then
P
µs(∃k ∈ [(R1 + · · ·+Ri−1 + α)N, (R1 + · · ·+Ri − α)N ] such that |λk − ηk| > ǫ)
≤ Pµs(LN ∈ Fǫ˜) = Pµ(LN ∈ Fǫ˜)
According to Theorem 2.6.1(c) of [1],
lim sup
N→∞
1
N2
lnPµ(LN ∈ Fǫ˜) ≤ − inf
ν∈Fǫ˜
(β
2
I(ν)
)
.
By Lemma A.4 inf
ν∈Fǫ˜
I(ν) > 0, so there must be c > 0 and N0 > 0 such that when N > N0,
P
µs(∃k ∈ [(R1 + · · ·+Ri−1 + α)N, (R1 + · · ·+Ri − α)N ] such that |λk − ηk| > ǫ) ≤ exp(−cN2).
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