Test campaigns usually require only a restricted subset of paths in a program to be thoroughly tested. As random testing (RT) offers interesting fault-detection capacities at low cost, we face the problem of building a sequence of random test data that execute only a subset of paths in a program. We address this problem with an original technique based on backward symbolic execution and constraint propagation to generate random test data based on an uniform distribution. Our approach derives path conditions and computes an over-approximation of their associated subdomain to find such a uniform sequence. The challenging problem consists in building efficiently a path-oriented random test data generator by minimizing the number of rejects within the generated random sequence. Our first experimental results, conducted over a few academic examples, clearly show a dramatic improvement of our approach over classical random testing.
INTRODUCTION
Random Testing (RT) is the process of selecting test data at random according to an uniform probability distribution over the program's input domain. Uniform means that every point of a domain has the same probability to be selected. Although RT has traditionally been considered as a blind approach of program testing [15] , the results of actual random testing experiments confirmed its effectiveness in revealing faults [6, 9] . Among other advantages [12] , one key advantage of RT over other techniques is that it selects objectively the test data by ignoring the specification or the structure Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. RT'06, July 20, 2006 , Portland, ME, USA Copyright 2006 ACM 1-59593-457-X/06/0007 ...$5.00.
of the program under test [3] . For a long time, RT has been opposed to partition testing which aims at selecting one or more test data from each subdomain of a partition of the input domain [17] . As a typical example of partition testing, path testing requires to find a test suite so that every control flow path is traversed at least once. As every feasible 1 path corresponds to a subdomain of the input domain, path testing consists in selecting at least one test datum from each subdomain.
Test campaigns usually require only a subset of paths to be thoroughly tested as (exhaustive) path testing is most of the time impossible. In fact, as soon as the program contains a loop, the number of paths is potentially unbounded, and deciding whether a path is feasible or not is an undecideable problem in the general case [16] . Usual white-box testing approaches require only a subset of paths to be selected to cover all statements, all decisions or other structural criteria [20] . Moreover, it is well known that some (feasible) paths are irrelevant for the computation of the function implemented by the program as they will never be activated during the operational life of the program. For example, consider a program where some robustness code has been added just to avoid its usage in unsuitable conditions. These remarks lead us naturally to the idea of performing random testing by selecting first a subset of paths, in order to benefit from the advantages of both random testing and partition testing.
In this paper, we introduce a technique to generate random test data based on a uniform distribution for only a subset of paths. Our approach, called Path-oriented Random Testing (PRT), derives the path conditions of the selected paths by using a backward symbolic execution [14] and computes an over-approximation of their associated subdomain by using constraint propagation [10, 13] . The challenging problem consists in building efficiently a uniform random test data generator by minimizing the number of rejects within the generated random sequence. A reject is produced whenever the randomly generated test datum does not satisfy the path conditions. Our approach addresses this problem by using subtle constraint propagation and constraint refutation combined with random test data generation. We implemented our PRT approach by using the clp(fd) constraint library of SICStus Prolog [2] and get some first experimental results showing that PRT outperforms traditional RT. In addition, we provide an algorithm that can detect some nonfeasible paths in the set of selected paths. This also shows a qualitative improvement over traditional RT.
Outline of the paper. Section 2 gives an overview of our approach on a motivating example. Section 3 recalls some background on symbolic execution while Section 4 explains the principles on which the path-oriented random testing is based. Section 5 details our constraint propagation approach to build an uniform 1 A path is feasible iff it can be activated by some test data
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Figure 1: Program foo (ush stands for unsigned short integers)
test data generator for a subset of paths. An algorithm to perform PRT is given and analysed. Section 6 reports on the experimental results we obtained with our implementation and Section 7 presents further work.
A MOTIVATING EXAMPLE
We start by giving an overview of the PRT approach over traditional RT on a motivating example. Consider the C program of Fig.1 and the problem of building an uniform test data generator for path 1→2→3→4→5. By looking at the decisions of the program, we can see that x and y must necessary range in 0..100 to satisfy our objective. However, the other decisions cannot be tackled so easily. By using a uniform random test data generator that independently pick up a value xi in 0..100 and a value yi in 0..100 and rejects the pairs (xi, yi) that do not satisfy the constraints yi > xi + 50 ∧ xi * yi < 60, we get a uniform random generator that solves our problem. However, this simple RT approach is highly expensive as it requires rejecting a lot of randomly generated pairs. In fact, by manually analyzing the program, we can determine that the average probability of rejecting a possible pair is not far from 99 100 with this RT approach. Indeed, executing path 1→2→3→4→5 is an event which has a very low probability as only 58 input points over 101 2 satisfy the two decisions. In contrast, our PRT approach exploits subtle constraint propagation and constraint refutation to minimize this probability and then to reduce the length of the generated test suite. By using constraint propagation over finite domains on this example, we get immediately that any solution pair (x, y) must range over the rectangle D1 = (x ∈ 0..1, y ∈ 51..100) which is a (correct) over-approximation of the 58 solutions. Building a random test data generator for D1 is an easy task as we can select x, y independently. This would not have been true if D1 had the shape of a triangle, for example. However, by combining domain bisection and constraint refutation, we can get an even better approximation: D2 = (x = 0, y ∈ 51..101) ∪ (x = 1, y ∈ 51..67) where the subdomain (x = 1, y ∈ 68..100) has been refuted while just a single spurious pair was added (x = 0, y = 101). Note also that one can still easily build a random test data generator for D2 by selecting y independently from x as D2 can be divided in an union of rectangles of the same area. In fact, we design our PRT method while keeping this latter constraint in mind. Finally, we can determine that the average probability of rejecting a possible pair is just around 15 100 for D2 (58 input points over the 68 of D2 satisfy the two decisions). By using the PRT approach, the size of the randomly generated test suite is dramatically decreased while the overhead introduced by constraint propagation and constraint refutation remains tractable as we will explain in the paper.
BACKWARD SYMBOLIC EXECUTION
In this section, we explain how to derive path conditions associated to a subset of selected paths in the program under test. This process is based on backward symbolic execution that was first formalized by Clarke and Richardson in [14] . This technique is based on the selection of paths of the control flow graph and the computation of symbolic states.
Control flow graph
The control flow graph of a program P is a connected oriented graph composed of a set of vertices, a set of edges and two distinguished nodes, e the unique entry node, and s the unique exit node. Each node represents a basic block and each edge represents a possible branching between two basic blocks. Programs with multiple exits can easily been tackled by adding an additional shared exit node. A path of P is a finite sequence of edge-connected nodes of the control flow graph which starts on e. As an example, consider the program power.c given in Fig.2 
Symbolic states
Symbolic execution works by computing symbolic states for a given path. A symbolic state for path e→n1→ . . . →n k in P is a triple (e→n1→ . . . →n k , {(v, φv)} v∈V ar(P ) , P C) where φv is a symbolic expression associated to the variable v and P C(e→n1→ . . .) = c1 ∧ . . . ∧ cn is a set of constraints, called path conditions. V ar(P ) denotes the set of variables in P . A symbolic expression is either a symbolic value (possibly undef) or a well parenthesized expression composed over symbolic values. In fact, when computing a new symbolic expression, each internal variable reference is replaced by its previously computed symbolic expression.
In the program of Fig.2 , the symbolic state of path 1→2→4→5→6 can easily be obtained by computing the following sequence of symbolic states :
where X (resp. Y ) is the symbolic value of the input variable x (resp. y). Note that symbolic expressions and path conditions hold only over symbolic input values (except in the presence of floatingpoint computations [1] ).
Solving the path conditions yields either to demonstrate that a given path is non-feasible or to find a test datum on which the selected path is executed. In the previous example, it is trivial to see that the (non-linear) path conditions Y < 0 ∧ abs(Y ) = 0 have no solution, showing that the path 1→2→4→5→6 is non-feasible.
Forward/backward analysis
Symbolic states are computed by induction on their path by a forward or a backward analysis [14] . Each statement of each node of the path is symbolically evaluated using an evaluation function which computes the symbolic states. Forward analysis follows the statements of the selected path in the same direction as that of actual program execution, whereas backward analysis uses the reverse direction. Backward analysis is usually preferred when one only wants to compute the path conditions, as it saves memory space. Indeed, backward analysis does not require the symbolic expressions to be stored when computing the path conditions. The idea is just to replace local references by symbolic expressions within the path conditions. We illustrate this point on the backward symbolic execution of path 1→2→3→2→4→6.
Symbolic execution for a set of paths
Path conditions for a set of paths can be derived just by considering the disjunction of conditions computed for each path. Let {p1, .., pn} be a set of paths, then P C(p1) ∨ P C(p2) ∨ . . . ∨ P C(pn) is the path conditions associated to {p1, .., pn}. Note that these path conditions are in Normal Disjunctive Form (OR of AND).
PRINCIPLES OF PATH-ORIENTED RAN-DOM TESTING
In this section, the constraint propagation process is first explained and then its usage to build a domain on which uniform pathoriented random test data generation can easily be performed is described. In the rest of the paper, we consider that each input variable belongs to a type-dependant finite integer domain and there is only a finite number of input variables. These two hypotheses help us to focus on the technical problems of path-oriented random testing. Extensions are discussed in conclusion. This contrasts with other RT approaches where the input domain is considered to be formed of bits sequence, whatever be the types of variable [12] . We also suppose that path conditions for a subset of paths have been computed by backward symbolic execution. Hence, these constraints are given under Normal Disjunctive Form. We do not make any other assumptions as our approach is generic for any finite domains constraint system. We discuss first of pseudo-random number generators just to make clear what randomness means on computers.
Random test data generation
A random test data generator is said to be uniform when each point of the input domain of a program has the same probability to be chosen. However, it is well known that uniformity can only be approximated on deterministic machines (such as usual computers) and only pseudo-random numbers generators can be employed. Most of the time, pseudo-random numbers generators make use of linear congruent rules such as xn = (a1xn−1 + a2xn−2 + ...) mod m to generate numbers. So, generating a n th number is an event not totally independent of the previous generation and the probability of a given number to be selected is not equivalent for each number. By this, we lost strict uniformity. However, these generators appear as being very good in practice (not far from uniformity) and then are suitable for our purpose. The design of such generators is outside the scope of this paper and a complete and recent survey of this topic can be found in [7] .
Constraint propagation
The goal of constraint propagation is to shrink the finite variation domain of each variable in order to get a sound over-approximation of the solutions of a set of constraints. This process however does not guarantee the existence of solutions as it can only eliminate inconsistent values.
During constraint propagation, constraints from the path conditions are incrementally introduced into a propagation queue. An iterative algorithm manages each constraint one by one into this queue by filtering the domains of variables of their inconsistent values. Filtering algorithms consider usually only the bounds of the domains for efficiency reasons. When the domain of a variable is pruned then the algorithm reintroduces in the queue all the constraints where this variable appears (awaked constraints) to propagate this information. The algorithm iterates until the queue becomes empty, which corresponds to a state where no more pruning can be performed (a fixpoint). When selected in the propagation queue, each constraint is added into a constraint-store which memorizes so all the considered constraints. The constraint-store is contradictory if the domain of at least one variable becomes empty. In this case the corresponding path is shown to be non-feasible. Using constraint propagation in software testing is not a new idea [4, 8] , but, according to our knowledge, it has not yet been used in random testing.
As shown in the example of Fig.1 , constraint propagation permits to get D1 = (x ∈ 0..1, y ∈ 51..100) as an over-approximation of the solution set of: x ∈ 0..100, y ∈ 0..100, y > x+50∧x * x < 60.
It is worth noticing that constraint propagation is an efficient but incomplete process. As said previously, constraint propagation over finite domains does not guarantee satisfiability. Consider the following constraint system over finite domains: x ∈ 1..2, y ∈ 1..2, z ∈ 1..2, x = y, y = z, z = x. On this example constraint propagation does not perform any pruning on the domains, although the constraint system is clearly unsatisfiable. Hopefully, these situations are not so frequent in practice and inconsistent subdomains can often be refuted.
Constraint propagation over finite domain variables computes only hypercuboids: each variable of an n-dimensional space belongs to a range M in..M ax of values. Sometimes values can be removed from ranges such as in the presence of disequality constraints (e.g. X = a) but, in our PRT approach, we will ignore such removals as only ranges are suitable for our purpose. So, we will consider that a finite ordered domain Dom(X) = {v1, v2, . . . , vn−1, vn} is always represented and approximated by the range Dom(X) = v1..vn. The interesting point is that constraint propagation over ranges is really very efficient. In fact this process is just linear on the number of constraints.
Random Testing over an hypercuboid
An hypercuboid is the n-dimensional extension of the 3-dimensional cuboid. Performing random testing based on an uniform distribution over an hypercuboid domain is trivial as any of its points can be randomly selected by selecting its coordinates independently. Let us assume a two-dimensional input space (x, y), then RT can be implemented just by selecting x at random and then y at random, without paying attention on the value obtained for x. These two events are independents. This property is true for the hypercuboid domain but not for all possible domains. Consider for example a triangle domain, such as the one shown in figure 3 . Suppose this triangle domain has been computed by a linear solver over integers and is defined as the intersection of the three following subspaces y ≥ 0, x ≤ 14, x ≥ y. Let x1, x2 be two randomly selected integers such as x2 > x1 and y1, y2 two randomly selected integers such as y1 belongs to 1..x1 and y2 belongs to 1..x2, then the probability of the event (x1, y1) is selected is equal to 1/x1 whereas the probability of the event (x2, y2) is selected is equal to 1/x2. As x1 = x2, we have lost uniformity. In fact, these two events are not independents over the triangle domain whereas they always are over an hypercuboid domain.
Two invariance principles of RT
Our PRT approach makes use of two fundamental invariance principles of uniform random number generators. The first principle just states that any uniform random generator for a given domain D can also be employed as an uniform random generator for any of the subdomains of D. This first invariance principle is illustrated in Fig.4 . To obtain an uniform sequence of values for D ′ , it suffices to examine each of the tuples of the sequence for D and to reject those tuples that do not belong to D ′ . Of course, the smaller D ′ is w.r.t. D, the larger the uniform sequence for D must be. By looking back at the triangle example, the first invariance principle just says that we get a uniform random test data generator for the triangle domain by taking a uniform test data generator for the encompassing rectangle and rejecting the pairs that do not belong to the triangle.
The second principle is more subtle as it states that a random test data generator can be built in a hierarchical manner: The important point here is that all the domains Di have the same number of tuples. Fig. 5 illustrates the second invariance principle over the triangle domain. To build an uniform sequence over the triangle domain, we can first break its encompassing rectangle into D1, . . . , D15 equivalent subdomains then build a random sequence of these subdomains and finally select a point in each subdomain. 5 , we can first remove the subdomains D1, D2, D4, D7 and then build a random tuples generator by first building a random sequence over D3, D5, D6, D8, . . . , D15. The algorithm we implemented is based on these same ideas. The key point of our PRT approach is that it employs constraint refutation to remove subdomains as we do not have a geometrical view of the solution set of the constraint system. We just have the symbolic expressions of the path conditions.
THE PATH-ORIENTED RANDOM TEST-ING ALGORITHM
The PRT algorithm is based on constraint refutation and domain division. These two processes are first explained before giving the algorithm itself.
Constraint refutation to test domain intersection
Constraint refutation is the process of temporarily adding a constraint to a set of constraints and testing whether there is no solution by constraint propagation. When there is no solution, then the added constraint is shown to be contradictory with the rest of the constraint system. When there could be a solution, then we cannot deduce anything as constraint propagation is incomplete in general. This process can be implemented very efficiently as constraint propagation over ranges is linear w.r.t. the number of constraints.
Consider again the triangle example and the constraint set y ≥ 0, x ≤ 14, x ≥ y that correspond to the triangle domain. Constraint propagation over these constraints give D = (x ∈ 0..14, y ∈ 0..14). Then adding the constraint corresponding to D1 = (x ∈ 0..4, y ∈ 12..14) and performing constraint propagation leads to exhibit a contradiction. As a result, D1 can be removed from the list of subdomains. By repeating this process until all the subdomains of D be tested, we get that D1, D2, D4, D7 can be removed, as expected.
Using constraint refutation has another advantage as it is useful to detect some non-feasible paths. In fact, non-feasible paths correspond to unsatisfiable constraint systems. Hence, in the PRT approach, if all the subdomains of the partition are shown to be inconsistent, then that means the corresponding path is non-feasible. This contrasts with traditional RT which can never detect non-feasible paths. Note however that the PRT approach can miss to detect some non-feasible paths due to the incompleteness of constraint propagation.
Dividing the hypercuboid into equivalent subdomains
When a path is feasible, constraint propagation always results in an hypercuboid that is a correct over-approximation of the solution set of the path conditions. The PRT approach builds a random test data generator for the exact path-conditions solution domain within this hypercuboid. Special attention must be paid to the way this hypercuboid is broken into subdomains in order to preserve the uniformity of the generator. As the hypercuboid is only made of integer tuples, we need to introduce some tricks to preserve uniformity. Let k be a given parameter, called the division parameter, our PRT algorithm is based on the division of each domain variable into k subdomains of equal area. When the size of a domain variable cannot be divided by k, then we enlarge its domain until its size can be divided by k. If the input domain is of dimension n, then this trick yields to partition the (augmented) hypercuboid into k n subdomains. For the triangle domain of Fig.3 , consider a division parameter equal to 4. Then we have to divide the rectangle domain x ∈ 0..14, y ∈ 0..14 into 4 2 = 16 subdomains of equal area. But, 4 does not divide 15, therefore we propose to enlarge the domain of x and the domain of y with a value each. Finally, we get the 16 following subdomains: D1 = (x ∈ 0..3, y ∈ 0..3), D2 = (x ∈ 4..7, y ∈ 0..3),..,D16 = (x ∈ 12..15, y ∈ 12..15).
In theory, selecting big values for k yields to maximize the deductions as a lot of small subdomains will be tested for satisfiability. But, the time required to check the satisfiability will increase accordingly. In practice, we recommend to select a small value such as k = 2, 3 or 4 as the gain will be maximal (large subdomains could be eliminated) while the overhead will remain neglictible.
An algorithm to perform path-oriented random testing
By making use of the two invariance principles described above we can then set up an algorithm able to perform path-oriented random testing (PRT). The algorithm takes as inputs a set of variables along with their finite variation domain, a constraint set corresponding to the path conditions (under Disjunctive Normal Form), the division parameter k, an integer N that represent the length of the expected random sequence. The algorithm returns a list of N uniformly distributed random tuples that all satisfy the path conditions. The list is void whenever the corresponding paths are all non-feasible.
Algorithm 1: The Path-oriented Random Testing Algorithm
Input : (Dom(x1), . . . , Dom(xn)), (x1, . . . , xn), C, k, N Output : t1, . . . , tN The PRT algorithm makes use of the Divide function which partitions the hypercuboid in k n subdomains as described above. The PRT algorithm is only a semi-correct procedure, meaning that it is not guaranteed to terminate, but when it terminates, it provides the correct result. Indeed, in the second loop, N is decreased iff t satisfies C, which can happen only if C is satisfiable. In other words, if C is unsatisfiable and if this has not been detected by the constraint propagation step (p ≥ 1), then the PRT algorithm will surely not terminate. Note that similar problems arise whenever classical random testing with rejects is employed as nothing prevent an unsatisfiable goal C to be selected and in this case all the test cases will be rejected. In practice, a time out procedure is necessary to force termination. Note that selecting an optimal value for the time out is difficult as a too small value will inappropriately terminate the algorithm while a too large value will keep running the algorithm without generating useful test data. This mechanism is not detailed here but it is mandatory on actual implementations.
EXPERIMENTAL RESULTS

Our PRT and RT implementations
To evaluate Path-oriented Random Testing (PRT), we compared it with a classical Random Testing (RT) approach. We built two programs that both take path conditions and a set of domains as input parameters and provide a random test suite as a result. These two programs were implemented in less than one hundred lines of SICStus Prolog code. The random number generator is provided by a library based on a Richard A. O'Keefe's Prolog implementation of the AS 183 algorithm from Wichmann and Hill [18] . In addition, our PRT implementation exploits the constraint library clp(fd) which provides constraint propagation over finite domains.
A statistical test to validate our approach
The PRT algorithm produces a sequence of N random test data that is intended to be uniformly distributed over the solution set of C. In our experiments, we checked the uniformity hypothesis with a classical statistical test: the chi-square test [11] . The chisquare test is a statistical test that estimates the distance between a theoritical distribution and an empirical distribution. In our case, the theoritical distribution is built upon the uniformity hypothesis. In the chi-square test, the confidence rate of the test corresponds to the probability of rejecting the hypothesis whenever it is true.
Programs to be tested
We evaluated PRT w.r.t. RT on three programs: the foo program given in Fig.1 , the power program given in Fig.2 , and the well-known trityp program of the Software Testing literature. The program trityp, initially proposed by Myers [15] and fully studied by DeMillo and Offut [5] , takes three non-negative integers as arguments that represent the relative lengths of the sides of a triangle and classifies the triangle as scalene, isocele, equilateral or illegal. Although it implements a very simple specification, this program is difficult to handle for test data generators as it contains several imbricate conditional structures and a lot of non-feasible paths (43 over a total of 57 paths in the version of [5] ). Moreover, it is usually considered as representative of the more general class of decisional programs (programs without iterative computations) that is mainly employed in the development of realtime embedded software.
All the experimental results were computed on a 2.0Ghz Pentium M personal computer with 1Go of RAM. Fig.6 reports on the results obtained for the path 1→2→3→4→5 in the foo program by regularly increasing the length of the expected random test data sequence. Fig.6 shows the number of test data generated with the PRT approach with three distinct values of the division parameter and traditional RT. In the first column, we asked PRT and RT to generate a sequence of 50 test data and get that RT generated 9942 test data (rejecting 9942 − 50 test data) whereas PRT generated only 60 test data with a division parameter k equal to 2, 57 test data with k = 3 and 55 test data with k = 4. Note that we repeated three times the experiments and took the best results in all the cases (RT and PRT) to avoid the factor of bad luck that can be observed on a single experiment. Note also that we confirmed the uniformity of the resulting random sequence by using the chi-square test with a confidence rate of 0.95. In PRT with k = 2, 1 subdomain over 4 was shown to be unsatisfiable whereas in PRT with k = 3, 5 subdomains over 9 and in PRT with k = 4 11 subdomains over 16 were shown to be unsatisfiable. In this experiment, the CPU time required to get the random sequence (including unsatisfiability detection) is always less than 1sec so it is not indicated. The next experience will discuss this CPU time in more details. The experimental results shown in Fig.6 confirmed our manual analysis on the foo program about the probability of rejecting test data that do not satisfy the path conditions. In all the cases, PRT remains linear on the length of the generated sequence and so is clearly competitive with traditional RT. Fig.7 shows the CPU time required to generate long sequences of random test data on the foo program. With an Prolog-interpreted RT program, the CPU time required for random sequences of length greater than 10000 could not be computed as our implementation runs out of memory. Therefore, the RT program was compiled to optimize memory consumption while PRT remained interpreted 2 . Anyway, the results show that PRT (in interpreted mode) is almost two order of magnitude better than traditional RT (in compiled mode). The PRT approach outperforms traditional RT, at least on this example. We can object that traditional RT could have been implemented in C to optimize reject checking but this approach would have gained nothing but a constant factor.
Experiments on the foo program
Experiments on the power program
We selected a single long path within the power program and computed its path conditions by using backward symbolic execution. The selected path (1→2→(3→2) 1000 →4→6) iterates 1000 times on the loop of the program in order to build a large constraint system. In fact, it contains more than 1000 constraints. With this experiment, we would like to study how the PRT approach behaves when numerous constraints are involved in the computations. Note that the consistency of any of the computed subdomains were checked w.r.t. these 1000 constraints. Input variables were constrained to belong to 0..50000.
The experimental results show that PRT with k = 2 generates a random sequence of 10 4 test data in less than 1sec of CPU time. Here, 2 subdomains over 4 were removed but more importantly, the constraint propagation step yields to instantiate the second input parameter of the power program and then there was not a single reject. Indeed, all the randomly chosen test data were kept to sensitize the selected path. The same request for a compiled version of the RT program never answers as the event Y = 1000 has a very low probability to happen (we stopped the process after 1hour of computation). Note however that each path has the same probability to be activated in power as each value of Y in 0..50000 yields to activate a distinct path.
Experiments on the trityp program
For the trityp program, we manualy built a list of control flow paths that covers all the decisions. In this process, we do not pay any attention to the path feasibility as in many structural testing tools. As a result, the list may contain some non-feasible paths among its seven paths. We confined the domain of input variables to be in 0..100 and compared PRT and RT when generating random sequences of increasing lengths. The experimental results are given in Fig.8 . Note that in both cases (RT and PRT) nothing guarantees all decisions to be activated as the list may contain non-feasible paths. It is well known that RT cannot easily cover the all decisions criterion on the trityp program as several events have very low Figure 7: CPU time required for generating random test suite on program foo probability to happen. For example, generating a sequence of three equal tuples (equilateral triangle) is a rare event. Of course, similar drawbacks are expected with the PRT approach as it is mainly an extension of RT. A randomly chosen value is never propagated through the constraint network as this would bias the random test data generator! The PRT approach with k = 2 does not eliminate any subdomain but as it makes use of constraint propagation to eliminate some of the non-feasible paths, the complete process outperforms again traditional RT. In fact, among the 7 paths, 4 are shown to be non-feasible. For the PRT method, to start finding inconsistent subdomains, the division parameter k must be instantiated to 13. In this case, 469 subdomains are inconsistents over a total of 2197. As this value depends on the problem, we have not used it in our experiments, so the results are just presented with k = 2. This experiment shows that PRT is suitable not only for a single path but also when a subset of paths is given as input. Of course, in this case, constraint propagation is less efficient as disjunctions are handled in a lazy manner in the constraint solver. In fact, it waits until one of the disjuncts is entailed by the rest of constraints. However, even in this case, PRT outperforms traditional RT as shown by Fig.8 .
FURTHER WORK
In this paper, we introduced a new approach that combines both the advantage of partition testing and random testing. This approach, called Path-oriented Random Testing (PRT), implements RT over only a restricted subset of the control flow paths of a program to be tested. The challenging problem is to preserve the uniformity of the random generator only for a subdomain of the program's input domain. We have shown that PRT outperforms traditional RT by minimizing the number of rejects needed by any RT approach of this problem. Moreover, by exploiting subtle constraint propagation and refutation, the PRT approach also permits to detect some of the non-feasible paths, something which is out of the scope of traditional RT. Our further work will focus on techniques to improve the scope of current PRT methods. In particular, dealing with pointers and dynamic structures in PRT appears to be very challenging as we do not possess yet any constraint solvers on these constructions. Moreover, consider pointers as inputs of programs leads to consider unbounded input domains which is challenging for RT methods. More generally, for a random test data generator, maintaining uniformity on a subdomain defined by a set of constraints is a difficult and not yet solved problem. A lot of work remains to be done to understand what are the links between this problem and other RT approaches.
