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ABSTRACT
We combine orbital information from N-body simulations with an analytic model for
star formation quenching and SDSS observations of galaxy positions, redshifts, and
colours to infer the differential effect of the group/cluster environment on star forma-
tion in satellite galaxies. We repeat a similar exercise with a similar model for gas
stripping and supplement the same input catalogue with H I fluxes from the ALFALFA
survey. The statistical models are motivated by and tested on the Hydrangea cosmo-
logical hydrodynamical simulation suite. Our models recover the typical time when
galaxies in the satellite population are stripped and quenched: stripping in massive
(Mvir ∼ 1014.5M) clusters typically occurs at or just before the first pericentric pas-
sage, and up to ∼ 4Gyr later in low mass (∼ 1012.5M) groups. Quenching occurs
later: Balmer emission lines typically fade ∼ 4Gyr (6.5Gyr) after first pericentre in
clusters (groups), followed a few hundred Myr later by reddenning in (g − r) colour.
These ‘delay timescales’ are remarkably constant across the entire satellite stellar mass
range probed (∼ 109.5–1011M); this feature is closely tied to our treatment of ‘group
pre-processing’. While our measurements are qualitatively consistent with the ‘delayed-
then-rapid’ quenching scenario advocated for by several other studies, we find signifi-
cantly longer delay times. The origin of this apparent discrepancy is difficult to pinpoint.
However, our unique use of a homogeneous analysis and input catalogues yields new
insight into the sequence of events leading to quenching across wide intervals in host
and satellite mass.
Key words: galaxies: clusters: general – galaxies: evolution
1 INTRODUCTION
Galaxies do not exist in isolation. They occupy the various envi-
ronments embedded within the cosmic web – nodes, filaments,
walls and voids, in rough order of decreasing galaxy density
– and may be either a locally dominant ‘central’ object, or a
? kyle.a.oman@durham.ac.uk
‘satellite’ embedded in a group or cluster. Many of the pro-
cesses which shape the build-up to a present-day galaxy are
sensitive to its surroundings. Gas accretion, for instance, is sup-
pressed in higher density environments where galaxies typically
move faster relative to a hotter ambient medium. Satellite galax-
ies may lose material to the ram pressure felt as they plough
through the coronal gas of their host systems, or to tides. Merg-
ers become more common with increasing density, but drop
off again once the typical relative velocities increase enough
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to make fly-by encounters more common. Some environmen-
tal processes couple non-linearly. For instance, ‘harassing’ fly-
by encounters make the galaxies involved more susceptible to
stripping mechanisms; ram pressure compresses gas as well as
stripping it, which may trigger increased star formation, in turn
feeding energy back into the ISM and driving outflows, further
accelerating the loss of gas (see also Boselli & Gavazzi 2006,
sec. 4 for a more detailed overview of the outline above).
1.1 Quenching and the environment
Despite the numerous physical processes involved and complex
interactions between them, some simple broad trends emerge:
galaxy populations in denser environments include proportion-
ally more early-types (Dressler 1980), and less star-forming
galaxies (Balogh et al. 2004b; Hogg et al. 2004). Not all galaxies
are equally sensitive to environment: in a seminal study, Peng
et al. (2010) showed that the dependence of star formation (as
traced by colour) on density is at least approximately separable
from its dependence on stellar mass. Furthermore, star forma-
tion in lower mass galaxies is only shut down – ‘quenched’ – in
the highest density environments, while the most massive galax-
ies (M?/M >∼ 10
11) tend to be non-star-forming (‘passive’)
independent of local density.
Given the large number of potentially important physical
processes at play, it is interesting to ask which are dominant in
shaping the evolution of galaxies at different stages of their as-
sembly and in environemnts of different densities. One possible
approach is to look for relatively sharp transitions in the prop-
erties of the galaxy population – for instance as a function of
time spent in a high density environment – and measure their
timings and durations. These timescales can then be compared
to theoretical predictions for the timescales on which the vari-
ous processes should operate, linking each observed transition
to a physical explanation. This general approach has been used
by many authors, for a few notable examples see e.g. Balogh
et al. (2000); Kauffmann et al. (2004); Peng et al. (2010); Wet-
zel et al. (2013); Haines et al. (2015); Fossati et al. (2017); see
also other specific examples cited below.
In this work we will focus our attention specifically on the
regions of highest galaxy density – galaxy groups and clusters.
It has been shown that the influence of the group/cluster envi-
ronment on star formation extends out to several (∼ 5) virial1
radii (Balogh et al. 1999; von der Linden et al. 2010; Lu et al.
2012; Rasmussen et al. 2012). On their first orbit through a
cluster, some galaxies may reach apocentric distances of up to
∼ 2.5 rvir (e.g. Mamon et al. 2004; Oman et al. 2013), and
such ‘backsplash’ objects are required to explain the suppres-
sion of star formation in galaxies in the immediate vicinities of
groups/clusters (Wetzel et al. 2014).
1 Throughout this work, we define ‘virial’ quantities at an overdensity
corresponding to the solution for a spherical top-hat perturbation which
has just virialized, see e.g. Bryan & Norman (1998). The virial over-
density at z = 0 is ∼ 360× the background density Ωmρc, where
ρc is the critical density for closure and Ωm is the cosmic matter den-
sity in units of the critical density. For readers accustomed to a virial
overdensity of 200× the critical density, approximate conversions are
M200/Mvir ≈ 0.81 and r200/rvir ≈ 0.73, assuming a typical con-
centration parameter for cluster-scale systems.
1.2 Group pre-processing
That star formation is reduced relative to more isolated galax-
ies to much larger radii indicates that star formation is sensitive
to more than the direct influence of the cluster. For instance,
galaxies may feel ram pressure as they fall through the filaments
feeding material onto the cluster (Bahe´ et al. 2013). The hierar-
chical clustering of galaxies also implies that groups are propor-
tionally more common around clusters. Star formation in many
cluster satellites is thus likely affected by processes particular to
the group environment long before they actually reach the clus-
ter itself, especially within filaments (Gouin et al. 2019). Simi-
larly, group satellites fall into their hosts as members of smaller
groups. This broad notion has become known as ‘group pre-
processing’, and is recognized as a crucial ingredient in models
seeking to explain the environmental dependence of star forma-
tion (e.g. Taranu et al. 2014; Hou et al. 2014; Jaffe´ et al. 2015;
Haines et al. 2015; Pallero et al. 2019; Gouin et al. 2019; Rhee
et al. 2020).
1.3 Projected phase space
The three observationally accessible ‘projected phase space’
(PPS) coordinates of a satellite, i.e. its on-sky position and line-
of-sight velocity offsets from its host system, correlate with pa-
rameters describing its orbit, such as the time since infall, or
distance of closest approach (Mahajan et al. 2011; Oman et al.
2013; Pasquali et al. 2019). Note that the sign of the line-of-
sight velocity usually carries no information: in the absence of
high-precision distance measurements, it is impossible to dis-
criminate between e.g. a foreground satellite receding toward a
background host (negative radial velocity with respect to the
host), or a background satellite receding away from a fore-
ground host (positive radial velocity with respect to the host).
The possible orbits corresponding to a given set of PPS coor-
dinates can be inferred by sampling in simulations the orbits
of satellites with similar PPS coordinates, suitably normalized,
around broadly similar hosts; the dependence of the resulting
orbital distribution on the host mass and the ratio of the satellite
and host masses are relatively weak (Oman et al. 2013).
Analyses of the PPS coordinates of galaxies and their cor-
relations with other galaxy properties have led to many infer-
ences on the environmental influence of groups and clusters,
for instance: that star formation is nearly completely quenched
after a single passage through a rich cluster (Mahajan et al.
2011); that the predicted strength of the ram-pressure force as a
function of PPS coordinates is anti-correlated with the PPS dis-
tribution of star-forming galaxies (Herna´ndez-Ferna´ndez et al.
2014, see also Arthur et al. 2019; Roberts & Parker 2020); that
atomic hydrogen-deficient blue galaxies are on average further
along their orbits within clusters than atomic hydrogen-rich blue
galaxies, suggesting that they have been ram-pressure stripped
(Jaffe´ et al. 2015); that warm dust is also ram-pressure stripped
(Noble et al. 2016); that galaxies are morphologically segre-
gated in PPS in the Coma cluster, with late-types preferentially
exhibiting tails of stripped H α-emitting gas (Gavazzi et al.
2018); that galaxies exhibiting the most prominent tails in H α
are preferentially found at low projected position offset and high
projected velocity offset, consistent with being at their first peri-
centre (Jaffe´ et al. 2018); that the ages of stellar populations are
strongly correlated with PPS coordinates, and that morphologi-
cal transformation lags the shutdown in star formation (Kelkar
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et al. 2019); that the shapes of SED-fitting based galaxy star
formation histories correlate with PPS coordinates (Smith et al.
2019).
1.4 Quenching timescales
In this work we focus particularly on the timescales associated
with the quenching of satellites in groups and clusters. There is a
growing consensus in the literature that quenching of satellites
of M? >∼ 10
9 M in low-redshift groups (Mvir >∼ 10
13 M)
proceeds in a ‘delayed-then-rapid’ fashion, with star forming
galaxies continuing their activity for several Gyr after infall
into a host, followed by an abrupt cessation on a much shorter
timescale. This was initially suggested based on semi-analytic
models (De Lucia et al. 2012) and measured shortly thereafter
(Wetzel et al. 2013, hereafter W13), followed by corroboration
by several other authors (e.g. Taranu et al. 2014; Haines et al.
2015; Oman & Hudson 2016, hereafer OH16; Maier et al. 2019;
Rhee et al. 2020). Whether different measurements agree in de-
tail, for instance regarding the delay timescale, is more difficult
to assess. Each study makes a different set of modelling assump-
tions, and in most cases chooses a different reference ‘infall
time’, e.g. infall is defined at different radii, or as first infall into
any host system rather than infall into the present host system.
Given the diversity in satellite orbits, translating between differ-
ent definitions is not straightforward. In this study we propose
(yet) another reference time, tied to the first pericentric passage
of the satellite rather than its infall. This is the time where both
the tidal and ram-pressure forces acting on the satellite are ex-
pected to first peak and so this definition may simplify the in-
terpretation of our measurement, though we note that ‘infall’,
however defined, is likely also relevant in that this is approxi-
mately the time when accretion of fresh gas onto the satellite
would be expected to cease.
The physical interpretation of the ‘delayed-then-rapid’
measurement is debated. While it is generally agreed that accre-
tion of fresh gas should cease around the time a satellite enters
the intra-group/cluster medium of its host, the extent to which
the remaining gas supply is depleted by continued star forma-
tion versus removed by ram pressure is unclear. While some
authors argue that a starvation2 model alone can adequately ex-
plain the measurements (e.g. W13; Taranu et al. 2014), others
contend that ram-pressure stripping (RPS) plays a significant
role (Haines et al. 2013; Jaffe´ et al. 2015; Roberts et al. 2019;
Rhee et al. 2020). Curiously, some analyses of hydrodynamical
simulations strongly favour a RPS dominated scenario (Bahe´
& McCarthy 2015; Lotz et al. 2019, see also Sec. 4.1 below),
though others argue that starvation alone may be sufficient, par-
ticularly for low-mass galaxies (van de Voort et al. 2017). Bahe´
et al. (2017b, see also Bahe´ et al. 2016) also caution that, due to
their limited resolution in terms of length and temperature, cur-
rent hydrodynamical simulations of clusters likely overpredict
the efficiency of RPS.
Further insight into the physics of quenching can be
gleaned by considering the redshift and host mass dependences
of the delay timescale, in particular. Mok et al. (2013, 2014) and
2 Some authors distinguish between ‘starvation’, the consumption of
gas in the absence of accretion, and ‘strangulation’, the stripping of hot
gas truncating cooling into colder phases. We do not attempt to make
this distinction, and use ‘starvation’ to encompass both.
Muzzin et al. (2014) find that a ‘delayed-then-rapid’ scenario
also seems to hold for galaxy groups and clusters at z ∼ 1, but
that the delay timescale must be much shorter (but see also Fos-
sati et al. 2017, who infer a somewhat longer timescale). This
argues either for an increased importance of RPS (Muzzin et al.
2014; Bahe´ & McCarthy 2015), or strong, wind-driven out-
flows (McGee et al. 2014; Balogh et al. 2016, see also Lemaux
et al. 2019 who argue against the importance of RPS). While
for group and cluster satellites of M? >∼ 10
9 M the delay
timescale decreases with increasing stellar mass, Fillingham
et al. (2015, see also Fillingham et al. 2019; Miyoshi & Chiba
2020) point out that this trend must eventually turn over at lower
host and/or satellite masses, as the satellites of the Milky Way
seem to have very short delays between infall and quenching.
They interpret this as evidence of a transition from a starvation-
dominated scenario at higher masses to a RPS dominated sce-
nario for the Milky Way satellites. The interpretation of a mea-
surement of a very long (∼ 10 Gyr) delay time for dwarfs in
group-mass hosts (Wheeler et al. 2014) remains an open ques-
tion.
1.5 Outline
In this work we aim to measure timescales pertinent to quench-
ing in groups and clusters. We use a homogeneous modelling
process and, as far as possible, homogenous input data drawn
from the Sloan Digital Sky Survey (SDSS), in order to enable
a straightforward comparison across ∼ 1.5 decades in satellite
stellar mass and ∼ 3 decades in host (total) mass. Our model is
broadly motivated by the ‘delayed-then-rapid’ paradigm, but al-
lows for substantial scatter in the timing of the ‘rapid’ phase
for individual galaxies within a population. The form of our
model is further inspired by, but not explicitly tied to, an analy-
sis of quenching in the Hydrangea cluster zoom-in cosmologi-
cal hydrodynamical simulation suite Bahe´ et al. (2017b, see also
Barnes et al. 2017). We adopt a similar methodology to OH16,
using a large cosmological N-body simulation to infer the prob-
able orbits of observed satellites based on their PPS coordinates.
A crucial difference with that study, however, is that we build
our model around the probability distribution for the time of the
first pericentric passage, rather than the time of first infall into
the final host system.
While many studies explicitly model group pre-processing,
in this work we adopt a qualitatively different approach, follow-
ing OH16. Rather than use a galaxy population well-removed
from the group or cluster under consideration as a reference
(often termed ‘field’) sample, we compare group/cluster mem-
bers to galaxies in the immediate vicinity of the host system.
We thus aim to isolate and measure the differential effect of the
host on the star formation of galaxies relative to what it would
have been had they not fallen into the host but otherwise kept
the same evolutionary path up to that point.
We also aim to measure the timescale for the depletion
of H I gas (either through conversion into stars, stripping, or a
change in phase), using as far as possible the same methodology
and a subsample of the same input galaxies where the SDSS
overlaps with the Arecibo Legacy Fast ALFA survey (AL-
FALFA). The combination of constraints on the gas-stripping
and star formation-quenching timescales constitutes a powerful
probe of the physics regulating star formation in satellite galax-
ies. For instance, an abrupt decline in H I content synchronized
c© 0000 RAS, MNRAS 000, 000–000
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with a decline in SFR would argue strongly in favour of rapidly-
acting RPS, especially if occurring near pericentre, whereas a
more gradual decline in H I content accompanied by sustained
star formation would be more consistent with a starvation sce-
nario.
This paper is organised as follows. In Sec. 2 we outline
the survey catalogues we use as input. The SDSS data used for
our quenching analysis are described in Sec. 2.1; the additional
ALFALFA data used to supplement the SDSS catalogue for our
stripping analysis is described in Sec. 2.2. In Sec. 3 we outline
the simulation datasets we use to motivate the form of our model
for quenching (Sec. 3.1) and infer the orbital parameters of ob-
seved galaxies given their PPS coordinates (Sec. 3.2). We de-
scribe our quenching model in Sec. 4, including its motivation
(Sec. 4.1), formal definition and statistical analysis methodol-
ogy (Sec. 4.2), and tests of our ability to accurately recover
model parameter values (Sec. 4.3). We present our measure-
ments of the quenching and stripping timescales as a function
of stellar mass and host mass in Sec. 5, discuss our interpreta-
tion thereof in Sec. 6, and summarize in Sec. 7.
2 OBSERVED GALAXY SAMPLE
2.1 Sample for quenching analysis
We make use of the SDSS Data Release 7 (Abazajian
et al. 2009) catalogue, supplemented with star formation rates
(Brinchmann et al. 2004; Salim et al. 2007) and stellar masses
(Mendel et al. 2014). We use the spectroscopic sample of
galaxies, which introduces incompleteness in the sample at the
10 per cent level globally (likely higher in dense clusters) due
to fibre collisions. This bias is not strongly dependent on e.g.
colour, such that the effect on our statistical analysis should be
minimal. We discard all galaxies with mr > 17.5, which yields
a complete (except for fibre collisions) magnitude limited sam-
ple (Strauss et al. 2002)3. Within a given group, all galaxies are
at approximately the same distance, so a magnitude limit trans-
lates approximately to a stellar mass limit (the r-band is a rea-
sonable tracer of total stellar mass; Maraston 1999). Since we fit
our model (Sec. 4.2) to data in narrow bins in stellar mass, the
net effect of the magnitude limit is simply to change the number
of groups contributing to any given stellar mass bin, with more
distant groups dropping out of the sample for bins at lower stel-
lar masses. Thus, each fit is actually to an approximately vol-
ume-limited sample of galaxies, with the volume covered vary-
ing with stellar mass.
We further prune our sample of galaxies, removing those
with M? < 109.5 M. This is because these low-mass galaxies
have a relative r-band magnitude-dependent bias in their colour
distribution, such that there are relatively more faint red galax-
ies in the catalogue, which could significantly bias our analysis.
This issue is discussed further in Sec. 6.1.1.
In order to obtain a sample with a wide range in
host halo mass, we select satellite galaxy candidates around
groups/clusters from the von der Linden et al. (2007) and Lim
et al. (2017) group catalogues: the group virial masses of these
two catalogues peak at ∼ 1014 and 1013 M, respectively. We
discard the small number of groups with redshifts z < 0.01,
3 See also https://classic.sdss.org/dr7/products/
general/target_quality.html.
which typically have very bright members not covered by SDSS
spectroscopy. Although the algorithms used to construct the two
group catalogues are quite different – von der Linden et al.
(2007) search for overdensities of galaxies which share similar
colours, while Lim et al. (2017) use a friends-of-friends-based
approach – our methodology is minimally sensitive to the any
resulting differences as we use only the group centres, redshifts,
and velocity dispersions from these catalogues, and not galaxy
membership information (the reasons for this are further elab-
orated below). We estimate host virial masses based on their
velocity dispersions asMvir = (σ1D/9.9×10−3 km s−1)3 (an
empirical relation obtained by fitting the relevant distribution in
an N-body simulation, see Oman 2013); the virial radii follow
from the mean enclosed density as Rvir =
(
3
4pi
Mvir
∆virρcrit
) 1
3 ,
where ∆vir is the virial overdensity and ρcrit =
3H20
8piG
. The host
halo mass, satellite stellar mass and redshift distributions, and
the H I masses vs. redshift for ALFALFA-detected satellite can-
didates, for the two samples are shown in Fig. 1. The host halo
mass and redshift distributions are weighted by the number of
candidate members used in our analysis (see below): they rep-
resent relative numbers of galaxies, not of groups.
We do not use group membership information from the
group catalogues because our analysis is designed for a sample
which includes the infalling galaxies around each group, as well
as foreground and background ‘interlopers’. We therefore select
satellite candidates from the SDSS catalogue within an aper-
ture of 2.5 rvir, and ±2σ3D (we assume isotropic velocity dis-
tributions such that
√
3σ1D = σ3D). These apertures are large
enough that essentially all galaxies which enter them and be-
gin orbiting the central group never orbit back out of them (e.g.
Oman et al. 2013). For each satellite candidate, we determine
normalized position and velocity offsets from the group centre
as R = dA∆θ/rvir and V = c|zsat− zhost|/((1 + zhost)σ3D),
where dA is the angular diameter distance, zsat and zhost are
the satellite and host redshifts, and c is the speed of light. This
results in a sample of 6.9 × 104 satellite candidates around
1.8× 103 groups and clusters.
In order to assign galaxy halo mass estimates to observed
satellites, we adopt the abundance matching prescription of
Behroozi et al. (2013a). Our analysis, described below, does not
rely on precision halo masses since the distribution of possi-
ble orbits for a halo with given (R, V ) is only a weak function
of halo mass (Oman et al. 2013) – estimates within ∼ 0.5 dex
should suffice. Abundance matching is not directly applicable
to satellites, which can be stripped of dark matter and/or stars.
However, in the simulations we use the peak halo mass, which
is still reasonably well estimated for satellites using abundance
matching provided that the stellar component is not substan-
tially stripped. As satellites heavily stripped of stars, but not yet
completely destroyed, form only a small fraction of the satellite
population (Bahe´ et al. 2019), we do not attempt to account for
these explicitly, and simply accept that their halo masses will be
underestimated, introducing a weak bias in our analysis.
Finally, we use two diagnostics of star formation activity,
as illustrated in Fig. 2. The first uses the broad-band (g − r)
colour: we draw a line ‘by eye’ just below the red sequence, de-
fined as (g − r) = 0.05 log10(M?/M) + 0.16, and classify
galaxies above (below) this line as ‘red’ (‘blue’). Since our anal-
ysis relies only on a binary separation of the two populations,
our results are not strongly sensitive to the exact location of this
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Overview of the observational samples. Upper left: Normalized host virial mass distribution for the combined matches to the von der Linden
et al. (2007) and Lim et al. (2017) group catalogues (solid line). The matches to the individual catalogues are shown with broken lines, as labelled.
The histogram reflects the number of satellite candidates around hosts of each mass, not the number of host systems. The low-, intermediate- and
high-mass host sample ranges are highlighted in blue, green and red, respectively. Upper right: Normalized satellite stellar mass distribution in each
host mass bin, as labelled. We truncate the sample atM < 109.5 M (see Sec. 2.1). Lower left: Normalized redshift distribution, weighted by satellite
candidate count, of hosts for each host mass bin. The redshift limit of z ∼ 0.06 of the (Haynes et al. 2018) source catalogue is marked with the vertical
dashed line; for brevity, we do not show the distributions for the ALFALFA cross-matched galaxy sample. Lower right: Redshifts and H I masses of
ALFALFA-detected satellite candidates. The gray band shows the interquartile range of upper limit estimates for non-detections (see Sec. 2.2).
cut, provided it reasonably separates the red and blue popula-
tions. The second diagnostic classifies galaxies as ‘active’ or
‘passive’ based on their specific SFR (sSFR), using the same
limit as OH16: sSFR/yr−1 = −0.4 log10(M?/M) − 6.6.
Our model parameters which describe the fractions of star-
forming and quiescent galaxies inside/outside groups and clus-
ters have a straightforward dependence on this choice – for in-
stance, moving the colour cut up in Fig. 2 would simply univer-
sally increase the fraction of blue galaxies. The more interesting
parameters which describe the timing and timescale of the tran-
sition from red to blue, or active to passive, are insensitive to the
location of the cut, within reason.
We show a representative visualization of the input to our
models in the upper and middle panels of Fig. 3, which illus-
trate the fraction of blue and active galaxies, respectively, as a
function of position in the PPS plane. In this example we have
selected galaxies with 10 < log10(M?/M) < 10.5 around
hosts of 13 < log10(Mhost/M) < 14 (similar figures for
more selections inM? andMhost can be found in Appendix A),
and have smoothed the distributions of active and passive galax-
ies with a Gaussian kernel of width 0.25 in each coordinate in
order to bring out the overall trend: that there is a relative deficit
of blue and active galaxies at low R and V . This smoothing is
for visualization only and does not enter into our analysis below.
2.2 Sample for stripping analysis
Our objective is to measure both the timing and timescale for
gas stripping and star formation quenching, using a common
sample of galaxies, and a common methodology. We could hope
to measure, for instance, a delay, or absence thereof, between
the removal of atomic hydrogen gas (e.g. by ram pressure) and
the shutdown of star formation, which would provide qualita-
tively new constraints on the environmental quenching process
at the galaxy population level.
We begin with the same galaxy sample as in Sec. 2.1 but
supplement it with H I gas masses from the ALFALFA survey
source catalogue (Haynes et al. 2018). We match the optical
counterparts in an extended version of that catalogue (Haynes
et al. 2011, Durbala et al. in prep) against the SDSS galaxy sam-
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Figure 2. Distribution of galaxies in the low- (left panels), intermediate- (centre panel) and high-mass host samples in the (g − r) colour–
stellar mass (upper panels) and sSFR–stellar mass (lower panels) planes. The pixel colour is logarithmically scaled. The solid lines show our
adopted divisions between the red and blue populations, (g − r) = 0.05 log10(M?/M) + 0.16, and the active and passive populations,
sSFR/yr−1 = −0.4 log10(M?/M) − 6.6. Galaxies with M? < 109.5 M are excluded from our analysis (see Sec. 2.1) – this region is
shaded in gray.
ple described above, requiring matches to be within 2 arcsec
on the sky and with a redshift difference of less than 0.0005
(∼ 150 km s−1; note that we are matching the positions of op-
tical sources already associated to ALFALFA H I detections, so
these small tolerances are reasonable). The net result is a sub-
set of the sample described in Sec. 2.1, occupying the overlap
in sky and redshift coverage of the SDSS and ALFALFA sur-
veys, with either an H I mass measurement, or an H I flux up-
per limit for non-detections. For non-detections, we derive ap-
proximate upper limits on the H I mass assuming an inclination
estimated from the r-band axis ratio reported in the SDSS cat-
alogues (i = cos−1(b/a)), an (inclined) width W i50 for the H I
line estimated from the g-band Tully-Fisher relation of Pono-
mareva et al. (2017, table 3), Hubble flow distance estimates
derived from the SDSS redshifts, and the ALFALFA 90 per cent
completeness limit in H I flux S21 as a function ofW50 (Haynes
et al. 2011, eq. 4). The reduced survey volume results in a factor
of ∼ 2 fewer galaxies, for a total sample of 3.3 × 104 satellite
candidates within R < 2.5 and V < 2.0 of 1.5 × 103 groups
and clusters.
Analogous to the colour cut used to separate star-forming
and quiescent galaxies (Sec. 2.1), we experiment with a variety
of criteria to classify galaxies as ‘gas-rich’ or ‘gas-poor’. How-
ever, the large fraction of H I non-detections – 90 per cent of
SDSS galaxies in the region and redshift interval where the sur-
veys overlap have no ALFALFA counterpart – makes this chal-
lenging. Unlike the distribution of galaxies in colour-magnitude
space, in MHI–M? space there is no obvious separation into
two populations, except perhaps the ‘detected’ and ‘undetected’
populations. This is intuitive: while a quiescent galaxy reddens
but remains relatively easy to detect in an optical survey, a gas-
poor galaxy becomes very challenging to detect in 21-cm emis-
sion. We have therefore experimented with divisions in MHI–
M? with various slopes – e.g constantM?/MHI, constantMHI,
intermediate slopes – and normalizations. In each case we also
consider different treatments of the MHI upper limits, for in-
stance: treating all upper limits as gas-poor; considering only
upper limits which are constraining enough to discriminate be-
tween gas-rich and gas-poor, given a particular definition; dis-
carding all upper limits from consideration. We reliably find a
gradient in the fraction of gas-rich galaxies as a function of po-
sition in PPS, with less gas-rich galaxies at low R and V , inde-
pendent of the definition of ‘gas-rich’ used, within reason. None
of the options explored being obviously superior to the others,
we have opted to pursue our analysis using the simplest: we la-
bel ‘gas-rich’ those galaxies which are detected in ALFALFA,
and those not ‘gas-poor’.
In the lower panel of Fig. 3, we show the resulting gas-
rich fraction as a function of position in the PPS plane. A clear
gradient is visible, such that there are fewer H I-detected galax-
ies in groups and clusters, even though the fraction of ‘gas-rich’
galaxies (i.e., detected in H I) is globally much lower than would
be expected for a deeper survey (e.g. Eckert et al. 2015). Be-
cause the information pertaining to the timing and timescale for
gas stripping along a satellite orbit is encoded in the ‘shape’
of the transition in the lower panel of Fig. 3, rather than in the
absolute normalization of the distribution, we will be able to re-
cover physically meaningful constraints on the relevant model
parameters in our analysis below in spite of the highly incom-
plete nature of the input catalogue. This depends crucially on
the probability of a galaxy being detected in H I (given its un-
known H I mass) being independent of its position in PPS. This
is approximately true; we will return to a more detailed discus-
sion of possible biases in Sec. 6. Of course, an input catalogue
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Figure 3. Upper panel: Fraction of blue (see Fig. 2) galaxies as
a function of normalized projected position R/rvir and velocity
V/σ3D offset from the host group centre, for galaxies with 10 <
log10(M?/M) < 10.5 and 13 < log10(Mhost/M) < 14, of
which there are ∼ 104. There is a clear relative deficit of blue galaxies
at low R and V . We smooth the distributions of blue and red galaxies
with a Gaussian kernel of width 0.25 in both coordinates before com-
puting the fraction to better highlight the overall trend. Middle panel:
As upper panel, but replacing the blue fraction with the ‘active frac-
tion’ (see Fig. 2). Lower panel: As above, but showing the fraction of
H I-detected galaxies; only those galaxies in the region where the AL-
FALFA and SDSS survey volumes overlap are included (see Sec. 2.2),
of which there are 6× 103.
based on a deeper survey would be preferable, however no other
current surveys achieve sufficient depth covering a large enough
volume for use in our statistical analysis. It seems probable,
however, that this will change soon, as SKA precursor facili-
ties come online and begin their surveys (Koribalski et al. 2020,
and references therein); we plan to revisit our analysis as new
data become available.
3 SIMULATIONS
We make use of two simulation data sets: the Hydrangea cosmo-
logical hydrodynamical zoom-in simulations of clusters help to
guide the form of our model for gas stripping and star forma-
tion quenching (Sec. 3.1), and a periodic N-body volume run to
a scale factor of 2 (redshift z = − 1
2
) to allow us to infer the
probability distributions for the orbits of observed galaxies in
groups and clusters (Sec. 3.2).
3.1 Hydrangea
The Hydrangea simulations are a suite of 24 cosmological hy-
drodynamical ‘zoom-in’ simulations. The zoom regions are se-
lected around rich clusters (Mvir > 1014 M) but extend out
to ∼ 10rvir and so include many surrounding groups as well as
field galaxies. The same galaxy formation model as in the EA-
GLE project (Schaye et al. 2015; Crain et al. 2015) is used –
specifically the ‘AGNdT9’ model – at the same fiducial resolu-
tion level used for the 100 Mpc EAGLE simulation: a baryon
particle mass of 1.81×106 M and a force softening of 700 pc
(physical) at z < 2.8. Full details of the simulation setup and
key results are described in Bahe´ et al. (2017b, see also Barnes
et al. 2017), and we refer to the papers describing EAGLE,
cited above, for details of the algorithms, models and calibra-
tion strategy.
The Hydrangea sample broadly reproduces many proper-
ties of galaxy clusters. Of particular relevance here is that the
scaling with stellar mass (forM? >∼ 10
10 M) of the strength of
the differential quenching effect due to the cluster environment
is in quantitative agreement with observations by Wetzel et al.
(2012), although the absolute quenched fraction is too low both
in clusters and in the field (see Bahe´ et al. 2017b, their fig. 6).
Since our model (Sec. 4) is explicitly designed to capture the
differential effect of the cluster (or group) environment, these
simulations are well-suited to offer guidance on its functional
form.
Furthermore, Hydrangea offers a compromise between
number of clusters (∼ 40 with Mvir > 1014 M; several of the
24 zoom regions contain additional clusters besides that cen-
tered in the volume) and resolution (we define ‘well-resolved’
galaxies as those with M? ≥ 2 × 109 M?, or about 103 star
particles) not found in other current cosmological hydrodynam-
ical simulations. We stress, however, that the cold ISM is be-
yond the resolving power of these simulations: gas at densities
nH > 10
−5 cm−3 is explicitly prevented from cooling below
8000 K and instead falls onto an effective equation of state. Gas
in this regime follows empirically calibrated prescriptions for
star formation and feedback. This means that dynamically cold,
thin gas discs cannot exist in Hydrangea – the gas discs are
therefore somewhat too weakly bound and are likely more sus-
ceptible to e.g. stripping by ram pressure than they should be.
The Hydrangea cluster environment is therefore likely to strip
satellites, especially low mass satellites, of gas and quench their
star formation somewhat more efficiently than real clusters (see
Bahe´ et al. 2017b, fig. 6).
3.2 N-body
We broadly follow the methodology of OH16 to derive orbit
parameter probability distributions from a library of orbits ex-
tracted from an N-body simulation, with some improvements.
We extend the ‘level 0’ N-body simulation from the voids-
in-void-in-voids (VVV; Wang et al. 2019) project, using ex-
actly the same configuration as for the original simulation ex-
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cept as described below. The simulation has a box size of
500h−1 Mpc, mass resolution elements of 109 h−1 M, and a
force softening of 4.6h−1 kpc, which offer a reasonable com-
promise between abundance of group- and cluster-sized struc-
tures and smallest resolved satellite galaxies. We run the sim-
ulation to a final scale factor of a = 2 (z = − 1
2
, ≈ 10 Gyr
into the future). This allows us to tabulate probability distribu-
tions for additional orbital parameters, in particular the time of
first pericentre, even when it occurs in the future. We use the
ROCKSTAR halo finder (Behroozi et al. 2013b) and the related
CONSISTENT-TREES utility (Behroozi et al. 2013c) to generate
halo merger trees. We then identify satellites of host systems
with log10(Mvir/M) > 12 as those haloes within 2.5 rvir at
z = 0. We trace the primary progenitors/descendants of the
satellite sample backward/forward in time and record their or-
bits relative to the primary progenitor/descendant of their host
system at z = 0. We compile a table containing properties of the
satellites at z = 0: the projected offset from the cluster centre
R =
√
(rhost,x − rsat,x)2 + (rhost,y − rsat,y)2/rvir, the pro-
jected velocity offset V = |(vhost,z − vsat,z)| + H(rhost,z −
rsat,z), and the halo mass of the host, Mhost. r and v are the
coordinate and velocity vectors of the simulated systems, with
subscripts (x, y, z) denoting the orthogonal axes of the simula-
tion volume; H is the Hubble parameter. For the satellite mass,
Msat, we use the maximum mass at z ≤ 0, which is better cor-
related with the stellar mass for moderately stripped satellites
(Conroy et al. 2006, see also appendix A in Wetzel et al. 2013).
Finally, we also tabulate the lookback time to the first pericen-
tric passage t− tfp of the satellite within the z = 0 host system,
with negative times corresponding to future times (a > 1 or
z < 0).
We also compile a similar sample of interlopers around
each host system. These are haloes which are within 2.5 rvir
in projection (arbitrarily along the simulations z-axis), but out-
side 2.5 rvir in 3D – foreground and background objects. We
also require the line-of-sight (z-axis) velocities of interlopers to
be within ±2.0σ3D of the host halo velocity along the same
axis. We compile the values of R, V , Mhost and Msat for all
interlopers.
In order to estimate the probability distribution for the peri-
centric time for an observed satellite (or interloper) galaxy with
a given (R, V , Mhost, Msat), we use the distribution of tfp
for all satellites and interlopers within (0.05, 0.04, 0.5 dex,
0.5 dex) of each of these parameters, respectively. Our results
are not sensitive to the exact intervals chosen for each parame-
ter; we find that these values offer a good compromise between
keeping a narrow range around the properties of the galaxy of
interest and selecting a large enough subsample to construct a
well-sampled probability distribution for tfp. The interlopers do
not have measurements of tfp, but their abundance relative to
the selected satellites defines the probability that the observed
galaxy is an interloper rather than a satellite. In this way we
compute probability distributions for tfp individually tailored to
each observed galaxy. We illustrate example tfp probability dis-
tributions for satellites with 1011 < Msat/M < 1012 in hosts
with 1014 < Mhost/M < 1015 at various locations in the
PPS plane in Fig. 4.
4 ENVIRONMENTAL PROCESSING MODEL
In this section we describe the statistical model which we use
in Sec. 5 to infer parameters describing quenching and strip-
ping in groups and clusters. In Sec. 4.1 we present results from
the Hydrangea cosmological hydrodynamical simulations (see
Sec. 3.1) which motivate the form we adopt for our model. In
Sec. 4.2 we provide the formal definition of the model, and de-
scribe the method we use to constrain its parameters. Finally,
in Sec. 4.3 we describe two tests which demonstrate the limits
within which our method can reliably recover the model param-
eters.
4.1 Motivation
We use results from the Hydrangea simulations to guide the
form of our model linking the orbital histories of galaxies
to their current star formation (or gas content). Inspired by
previous studies (W13; OH16; Lotz et al. 2019), we first
parametrized the orbital history by the infall time tinf , here de-
fined as when the satellite first crosses 2.5 rvir. The left panels
of Fig. 5 show the evolution of the active fraction (with ‘active’
defined as sSFR > 10−11 yr−1) as a function of the time since
infall for a sample of Hydrangea satellites which fell into their
hosts between 4 and 10 Gyr ago4 (heavy black line). The up-
per panels are for∼cluster-mass hosts with Mhost > 1014 M,
while the lower panels are for ∼group-mass hosts with 1013 <
Mhost/M < 1014. We see the expected monotonic decline in
the active fraction as the population orbits for longer in the clus-
ter. Perhaps surprisingly, the decline begins several Gyr before
infall into the cluster-mass hosts. The reason for this becomes
apparent when the galaxies are separated according to whether
they were centrals (dotted line) or satellites (solid line) at infall:
the early decline is predominantly driven by satellites, point-
ing to ‘pre-processing’ in groups. The trend is also sensitive to
the peak stellar mass of the satellites (coloured lines), with low-
mass satellites (darker colour) feeling the influence of the host
more strongly than high-mass satellites (paler colour).
In the middle panels of Fig. 5, we repeat the same exercise
as in the left panels, except that the orbits are aligned on the
time of first pericentre, tfp, rather than the infall time. The same
broad trends as in the left panels are seen, but a well-defined,
sharp drop in factive appears near t − tfp = 0. This suggests
that star formation quenching in Hydrangea is more tightly tied
to the pericentric passage than initial infall into the group/cluster
environment.
Finally, the right panels of Fig. 5 show the same as the
central panel, except that the active fraction factive has been re-
placed with the gas-rich fraction frich, where gas-rich5 galaxies
4 This selection allows us to track each individual galaxy in the sample
across the entire t − tinf range plotted without running into the begin-
ning/end of the simulation. Note that this approach involves ‘shifting’
the orbits of the satellites in time to align them on their infall or pericen-
tre times; the results in Fig. 5 are therefore not representative of a fixed
redshift. Part of the overall declining trend seen in all panels of Fig. 5
comes from the decline in the global fraction of star forming galaxies
with time. An example ‘snapshot’ at a fixed time is shown in Fig. 7; see
also similar figures in Appendix C.
5 We estimate atomic gas masses as described in Crain et al. (2017),
using the prescriptions from Rahmati et al. (2013) and Blitz &
Rosolowsky (2006).
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Figure 4. Sample probability distributions for the scale factor (1+z)−1 of first pericentre or, equivalently, the time since first pericentre t− tfp. These
distributions allow for the possibility that the first pericentric passage is in the future, in this case encoding information about how far in the future it
will occur. All examples are for hosts with 1014 < Mhost/M < 1015 and satellites with 1011 < Msat/M < 1012. Each panel corresponds
to a different radius R (in units of rvir) from the host, as labelled on the panels, and different colours correspond to different velocity offsets V (in
units of σ3D), as labelled in the legend. The dotted lines illustrate the relative number of interlopers: the integrals of the solid and dotted curves are
proportional to the number of satellites and interlopers, respectively.
are defined as those with MHI/M? > 10−3. The close corre-
spondance with the centre panels is striking – in Hydrangea,
satellites clearly experience substantial stripping near pericen-
tre, often enough to immediately shut down star formation (see
also Stevens et al. 2019, who find a similar trend in the Illus-
trisTNG simulations).
We draw our inspiration for a simple analytic model for
quenching (or gas stripping) from previous work (OH16) and
from the results presented in Fig. 5.
4.2 Definition and fitting method
The model which we adopt relates the fraction of satellite galax-
ies which are actively star-forming6 to their time since first peri-
centre t − tfp. We explicitly handle galaxies which are still on
their first approach and have not yet reached pericentre, these
simply have a negative value of t − tfp. The model is intended
to capture the relative effect of a host system on its satellites by
comparing the properties of satellites of the host with the galaxy
population immediately surrounding the host – in practice any
survey of a host also covers foreground/background galaxies
which have projected positions and velocities consistent with
the satellite populations. Our model therefore does not sepa-
rately handle ‘pre-processing’ in sub-groups falling into target
hosts: members of such sub-groups contribute to the average
properties of interlopers. We consider this a benefit rather than a
drawback, as it means that we are sensitive only to the differen-
tial effect of the final host system. This formulation also ensures
that our reference (‘field’) sample is exactly compatible with our
satellite sample: a single selection on a parent catalogue yields
both the reference and satellite populations together.
The model has four free parameters:
(fbefore, fafter, tmid,∆t). fbefore and fafter describe the
fraction of galaxies which are actively star forming before the
effect of the host system begins to be felt, and after processing
by the host is complete, respectively. We model the transition
between these two states as a linear decline with time, with the
reference time measured relative to the time of first pericentre
6 Or the fraction which are blue, or gas-rich; for brevity in this section
we will use language which assumes an application to observations of
sSFR.
tfp. tmid sets the time at which half of the satellite population
has been processed, while ∆t fixes the total width of the
linear decline. These parameters are schematically illustrated
in Fig. 6. When constraining model parameters, we adopt a
flat prior probability distribution for each parameter, allowing
values in the ranges: 0 < fbefore < 1, 0 < fafter < 1,
−5 < tmid/Gyr < 10 and 0 < ∆t/Gyr < 10. We also
impose the constraint that fafter ≤ fbefore.
The likelihood function L for our model is summarized as:
pa(t− tfp) =

0 if t− tfp < tmid − ∆t2
1
2
+
t−tfp−tmid
∆t
if |t− tfp − tmid| ≤ ∆t2
1 if t− tfp > tmid + ∆t2
(1)
pa, i =
∫ tmax
t=0
pa(t− tfp)pperi, i(Ri, Vi, t− tfp)dt∫ tmax
t=0
dt
(2)
pA, i = fbefore − pa, i(fbefore − fafter) (3)
Pi =
{
pA, i if active(/blue/ gas-rich)
1− pA, i if passive(/red/ gas-poor)
(4)
logL =
∑
i
logPi (5)
Briefly, Eq. 1 encodes the progress of the host in process-
ing the satellites which it affects as a function of time, with
a linear drop from ‘none’ to ‘all’. Eq. 2 is the convolution of
Eq. 1 with the probability distribution for the pericentre time of
the ith satellite pperi,i, evaluated given its observable proper-
ties (Ri, Vi). This weights the processing probability at a given
time-to-pericentre by the probability that the satellite actually
has that time-to-pericentre. In practice the integrals are evalu-
ated as discrete sums, since the pericentre time probability dis-
tribution functions (see Sec. 3.2) are discrete. Note that these
probability distributions sum to ≤ 1. In the case where the sum
is less than one, the remaining probability budget corresponds
to the probability that the ‘satellite’ is in fact an interloper. Eq. 3
simply scales Eq. 2 by the fractions of active galaxies, fafter and
fbefore. Eq. 4 expresses that the probability for a given galaxy to
appear in the sample is pA,i if that galaxy is active, or 1− pQ,i
if it is passive (see Fig. 2). Finally, Eq. 5 simply multiplies the
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Figure 5. Fraction of star forming satellites, factive, defined as those with sSFR > 10−11 yr−1 (columns 1 and 2), or of gas-rich satellites (column
3), frich, defined as those withMHI/M? > 10−3, as a function of orbital time around Hydrangea clusters (upper row) and groups (lower row). In the
first column, the orbital phase is aligned to the infall time tinf ; in the second and third columns the reference time is tfp, the time of first pericentre.
The heavy black line shows the trend for a fiducial sample. Coloured lines subdivide this sample by peak stellar mass, while broken lines subdivide it
by those satellites which were centrals or satellites of another group at the time of infall.
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Figure 6. Schematic representation of the free parameters of the en-
vironmental processing model encoded in Eqs. 1–5. The fraction f of
the galaxy population which is in the un-processed state (e.g. fblue,
factive, fHI detected) decreases linearly from fbefore to fafter on a
timescale ∆t. The time when the drop is half complete is tmid. The ref-
erence time for a given galaxy is the time of its first pericentric approach
to its final host, tfp.
probabilities for all galaxies, with the usual use of the logarithm
to turn the sum into a product and keep the value of logLwithin
the realm of practical floating-point computation.
We estimate the posterior probability distribution of the
model parameters by Markov chain Monte Carlo (MCMC) sam-
pling using the likelihood function and priors described above,
and the EMCEE implementation (Foreman-Mackey et al. 2013)
of the affine-invariant ensemble sampler for MCMC of Good-
man & Weare (2010).
4.3 Tests of the model
We perform two tests to check the accuracy of our model and
fitting process. In the first, we use the same library of orbits
drawn from our N-body simulation which was used to tabulate
the probability distributions for t − tfp (i.e. those illustrated in
Fig. 4). We tabulate the projected phase space coordinates for
each object in the library at z = 0 (arbitrarily assuming a line
of sight along the simulation z-axis). We assign each a stellar
mass based on the Behroozi et al. (2013a) abundance matching
prescription, the same which we use (inverted) to assign halo
masses to observed galaxies. We then choose fiducial values for
the model parameters (fbefore, fafter, tmid,∆t) and randomly
flag each object as active or quenched with a probability defined
by the model parameters and the objects t − tfp at z = 0 as
determined from its orbit. In this way we obtain a sample of data
which is exactly described by the model which we wish to fit,
and additionally has a distribution of orbits exactly consistent
with those which will be used to infer t− tfp from the projected
phase space coordinates. This is therefore a ‘best case scenario’
data sample.
From this sample, we draw a random subsample of 2000
objects (in a narrow range of stellar mass) and draw a MCMC
sample of the posterior distribution for the model parameters as
described in Sec. 4.2. We repeat this exercise 5000 times for
different random subsamples and find that we recover an un-
biased estimate of the input model parameters fbefore, fafter
and tmid. The parameter ∆t, however, tends to be underesti-
mated, with a probability density peaking at 0 even when the
input ∆t is > 0, and a median value typically underestimated
by up to ∼ 1 Gyr. However, we find that in all cases the confi-
dence intervals are representative of the uncertainties. The true
parameter values are without exception within the 68, 95 and
99 per cent confidence intervals of the estimates at least 68,
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Figure 7. Illustration of our model constrained by Hydrangea data at
z = 0.64, where the solution is known, for the stellar mass bin cen-
tered at M? ∼ 1010 M (see Fig. 9). The active fraction factive as a
function of time to first pericentre t− tfp, calculated in 0.5 dex bins, is
shown with the black solid line – the shaded band marks the 1σ confi-
dence interval, estimated as proposed in Gehrels (1986). The horizontal
dashed lines mark the active fraction and 1σ confidence interval for the
interloper population. The solid line in the lower panel illustrates the
relative counts in each bin; the dotted line is for the interlopers, nor-
malized such that the integrals of the two curves are proportional to the
relative abundance of interlopers and satellites. The blue curves are in-
dividual samples from the Markov chain computed using a model which
is given the exact value of t− tfp for each satellite, while the red curves
are similar but for a model where t− tfp is estimated from the observed
location in phase space of each satellite (see Sec. 4.3 for details). The
heavier lines of each colour mark the sample from the chain with the
highest likelihood.
95 and 99 per cent of the time (sometimes slightly more, sug-
gesting that the widths of the confidence intervals are modestly
overestimated). We also repeat this exercise with smaller sub-
samples, down to a minimum of 100 objects. We find that the
confidence intervals, though wider, continue to accurately rep-
resent the uncertainty in the estimates.
The second test which we perform uses mock data drawn
from the Hydrangea simulations. In order to allow for a sce-
nario in which the value of t − tfp is known for each object in
the sample, we make our mock observations on the z ∼ 0.64
snapshot of the simulation (approximately the midpoint in look-
back time) such that we can track the orbits forward for objects
with negative t−tfp. Again, we arbitrarily choose the simulation
z-axis as the line of sight and tabulate the projected phase space
coordinates of satellites within R < 2.5 and V < 2.0 around
each cluster with Mhost > 1014 M, i.e. including interlopers.
We estimate pre-infall halo masses from the stellar masses using
the abundance matching prescription7 for z = 0.64 of Behroozi
et al. (2013a). Objects with sSFR > 10−11 yr−1 are flagged as
7 We also repeated the same test using the exact maximum virial
masses from any time z ≥ 0.64 of the satellites and found no significant
change in the parameter estimates.
active, and those below this threshold as quenched. This defini-
tion differs from those used for observed galaxies, but we note
(i) that all we require for our model is a binary split of the galaxy
population, so simply assuming that the bimodal sSFR distribu-
tion in the simulations and the observed bimodal (g− r) colour
and sSFR distributions broadly reflect the same active/passive
populations seems reasonable, and (ii) we do not attempt to
draw comparisons between the parameters estimated for the si-
multions and those estimated for the observations, rather using
the simulations only as a test for our methodology. For consis-
tency, we also compute new t − tfp probability distributions at
z = 0.64 from our N-body simulation. We exclude poorly re-
solved galaxies, retaining only those with M? > 2 × 109 M
(>∼ 10
3 star particles). This leaves ∼ 6500 satellites and inter-
lopers.
We rank the simulated galaxies by stellar mass and split the
sample into 4 bins with even counts. For each of these subsam-
ples, we estimate the parameter values of the model described
in Sec. 4.2 by MCMC sampling the posterior probability dis-
tribution. In each case, we run two fits. In the first, we replace
the probability distribution for t − tfp for each object with the
exact value as determined by tracking its orbit (we also inform
the model as to which ‘satellites’ are actually interlopers). This
allows us to quantify the behavior of the model given perfect
knowledge of the orbits. In Fig. 7, we compare the distribution
of model realizations from this Markov chain (blue lines) with
the active fraction as a function of t − tfp (black line) for the
stellar mass bin centered at M? ∼ 5 × 1010 M (see Fig. 9),
demonstrating that our model achieves a good description of the
underlying data when given optimal information. We also show
the one- and two-dimensional marginalized posterior probabil-
ity distributions for the 4 model parameters with open blue his-
tograms/contours in Fig. 8. Figures similar to Figs. 7 & 8 for
the other stellar mass bins are included in Appendices C and E.
In all cases, we find that this model fit is a fair representation
of the underlying data. The parameter constraints as a function
of stellar mass are summarized in Fig. 9, drawn with the lighter
tone of each colour/symbol type, and dotted lines.
We fit the model a second time in each stellar mass bin,
this time using the probability distributions for t − tfp to in-
fer this quantity based on the ‘observable’ properties of the
satellites/interlopers. This represents treating the simulations as
closely as possible as an observed data sample. The correspond-
ing model realizations are shown with red lines in Fig. 7 and
filled red contours/histograms in Fig. 8. The parameter con-
straints as a function of stellar mass are shown with the darker
symbols and solid lines in Fig. 9. As in the first test described
above, we find that the quenching timescale ∆t is systemati-
cally underestimated (the solid line in the lower panel of Fig. 9
lies well below the dotted line). In contrast with the test using
the model ‘painted onto’ the N-body orbit library, however, this
time the ‘true’ values fall significantly outside the 68 per cent
confidence intervals in all cases. The timing of quenching, i.e.
tmid, is still well-recovered (centre panel of Fig. 9). The active
fractions fbefore and fafter are generally well-recovered. The
overestimate at low M? arises because the ‘zoom-in’ regions of
the Hydrangea simulations is not large enough to enclose the
entire interloper population within the V/σ3D < 2 aperture
around the cluster. Interestingly, this does not seem to impact
the accurate recovery of tmid, and does not seem to be related
to the bias in ∆t (e.g. there is no visible degeneracy between
fbefore and ∆t in Fig. 8 or similar figures in Appendix C).
c© 0000 RAS, MNRAS 000, 000–000
12 K. A. Oman et al.
0.
2
0.
4
0.
6
0.
8
1.
0
f b
e
fo
re
2
4
6
8
10
∆
t
[G
y
r]
0.
2
0.
4
0.
6
0.
8
1.
0
fafter
−3
0
3
6
9
t m
id
[G
y
r]
0.
2
0.
4
0.
6
0.
8
1.
0
fbefore
2 4 6 8 10
∆t [Gyr]
−3 0 3 6 9
tmid [Gyr]
Figure 8. Example one- and two-dimensional marginalized posterior probability distributions for the parameters of the model defined in Sec. 4
constrained by mock sSFR data from the Hydrangea simulations at z ∼ 0.64. The example shown here corresponds to the stellar mass bin at
∼ 5× 1010 in Fig. 9. Open blue contours/histograms correspond to a fit where full knowledge of t− tfp for each object is provided to the model (the
‘truth’), while filled red contours/histograms correspond to fits where t− tfp is estimated from projected phase space coordinates. Contours are drawn
at 68, 95 and 99 per cent confidence intervals, and dashed lines are drawn at the 16th, 50th and 84th percentiles. The stars and solid lines mark the
position of the maximum likelihood parameter sample drawn in the Markov chain. Similar figures for all fits presented in Figs. 9 and 10 are included
in the Appendices C and E.
We note the presence of two ‘peaks’ of significant prob-
ability density for the parameters corresponding to the second
(M? ∼ 5 × 109 M) stellar mass bin, visible as two sepa-
rate bulges in the ‘violins’ in Fig. 9. Inspecting the pairwise
marginalized probability distributions for the parameters (Ap-
pendix C, Fig. C6), we find that the lower fafter peak is associ-
ated to the higher tmid peak, and the higher ∆t peak. Such de-
generate solutions occured occasionally while we experimented
with tests of our model, and we found that the lower fafter peak
(usually consistent with fafter = 0) invariably corresponded
to the ‘true’ parameter values. This observation will be used in
Sec. 5 to motivate fixing fafter = 0 in our fiducial parameter
estimates.
Together, these two tests suggest that when we apply the
same method to observational data, our estimates of fbefore,
fafter and tmid are likely to be accurate. ∆t seems to be much
more difficult to constrain – the results to the two tests consid-
ered together suggest that constraints for this parameter should
be taken as lower limits, which will motivate our treatment of
∆t as a ‘nuisance parameter’ in Sec. 5.
5 CHARACTERISTIC TIMING OF QUENCHING AND
STRIPPING
We now turn to the constraints on our model parameters using
the observational inputs from SDSS and ALFALFA (Secs. 2.1
and 2.2). After experimenting with these data, we have made
two choices in the presentation of our fiducial results in this
section. The first is to omit the parameter ∆t from the discus-
sion in this section. The probability distributions for this param-
eter tend to be very broad and, given the biases seen in tests in
Sec. 4.3, are difficult to interpret. We still allow this parameter
to vary with the same prior described above (flat in the inter-
val 0–10 Gyr), but treat it as a nuisance parameter which we
marginalize over in the discussion below. Details on the con-
straints for ∆t are, however, included in Appendix B.
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Figure 9. The marginalized median and 16th–84th percentile con-
fidence interval for the parameters of the model defined in Sec. 4
constrained by mock sSFR data from the Hydrangea simulations at
z ∼ 0.64 are shown with points and error bars; the transparent ‘violins’
show the full marginalized posterior probability distribution for each
parameter. The lighter symbols of each type correspond to fits where
full knowledge of t − tfp for each object is provided to the model (the
‘truth’), while darker symbols correspond to fits where t − tfp is esti-
mated from projected phase space coordinates. The upper panel shows
the active fractions before (fbefore, circles) and after (fafter, squares)
quenching by the host. The centre panel shows the quenching timing
parameter tmid, and the lower panel the quenching timescale ∆t. The
sample is selected to have M? > 2 × 109 M and is split into 4 stel-
lar mass bins with equal counts. The symbols are plotted at the median
stellar mass in each bin, offset by a small amount to ensure that the error
bars are legible.
The second fiducial choice which we make is to fix the pa-
rameter fafter to 0. In the majority of cases this is the preferred
value when the parameter is left free in any case8. Furthermore,
while fafter > 0 is mathematically straightforward, its physi-
cal interpretation is not. In principle is represents the fraction of
galaxies which are blue/active/gas-rich once the group/cluster
environment has had ‘long enough’ to exert its influence, where
‘long enough’ is encoded in ∆t. This leads to a degeneracy be-
tween the two parameters: if one waits longer (higher ∆t), more
8 In cases where it is not the preferred value, there are usually multiple
peaks – it is likely that the fafter ∼ 0 peak corresponds to the more
correct set of parameter estimates, as discussed in Sec. 4.3.
galaxies are quenched/stripped (lower fafter) – this is visible
in the ∆t vs. fafter panel of Fig. 8. This, in conjunction with
∆t being poorly constrained as explained above, leaves the in-
terpretation of fafter somewhat ambiguous as well. Finally, we
note that allowing fafter to vary does not change our qualita-
tive conclusions, and makes only small quantitative differences.
Neither tmid nor fbefore exhibit any apparent degeneracy with
fafter (see Fig. 8, and Appendices C and E). For completeness,
the probability distributions including fafter as a free parameter
are included in Appendix B.
Lastly, before moving on to the actual parameter con-
straints, we re-iterate the physical interpretation of the two pa-
rameters which are the focus of our discussion below:
• fbefore is the fraction of blue/active/gas-rich galaxies ‘out-
side’ the cluster. This is determined by the combination of the
galaxies which are in the group/cluster but have not yet felt its
effects, and those interlopers within R < 2.5 and V < 2.0.
These relatively small apertures around the hosts mean that
fbefore is a measure of the blue/active/gas-rich fraction just out-
side the hosts, i.e. including pre-processed galaxies. Our mea-
surement is therefore sensitive to the differential effect of the
final host, rather than the cumulative effect of all hosts for galax-
ies which fall into larger hosts while already being members of
smaller groups.
• tmid is the characteristic time along their orbits when
galaxies transition from blue/active/gas-rich to red/passive/gas-
poor. Put another way, if a randomly selected blue/active/gas-
rich satellite is dropped into a cluster, at time tmid (recalling that
tmid = 0 corresponds to the time of first pericentre) there is a
50 per cent chance that it has become red/passive/gas-poor. Put
yet another way, assuming the blue-red/active-passive/gas-rich-
to-poor transition for an individual galaxy is rapid – motivated
by the bimodal distributions9 of Fig. 2 – tmid is a measure of
the typical time within the population when this rapid transition
occurs.
An individual, independent Markov chain of model param-
eters is evaluated for each combination input galaxy sample
properties: host mass (3 bins with edges at 1012, 1013, 1014
and 1015 M), satellite stellar mass (galaxies are ranked byM?
and separated into 6 bins with equal counts), and tracer property
((g − r) colour, sSFR, or H I content).
In the upper panels of Fig. 10, we show the marginalized
posterior probability distributions for fbefore and tmid derived
from each of these chains, focusing on the differences between
the different tracer properties. fbefore is a declining function of
stellar mass for both the blue fraction (circles connected by solid
lines) and the active fraction (triangles connected by dashed
lines), as may be expected in the stellar mass interval in question
(e.g. Peng et al. 2010). The gas-rich fraction (squares connected
by dotted lines) are much lower and flatter – due to the lim-
ited depth of the ALFALFA survey these are certainly underes-
timates (see Sec. 2.2), but this incompleteness is not expected to
bias the corresponding estimates of tmid (see Sec. 6 for further
details).
We note that the input sample of galaxies for the gas anal-
ysis is a subset of that used for the colour and sSFR analyses,
corresponding to the overlap region between the ALFALFA and
9 It is less clear that the gas-fraction distribution is bimodal, motivating
some caution when discussing the stripping tmid, below.
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Figure 10. Upper panels: Marginalized posterior probability distributions for the fbefore (upper row) and tmid (lower row) model parameters as a
function of stellar mass around hosts of 1012 < Mhost/M < 1013 (left column, blue), 1013 < Mhost/M < 1014 (centre column, green), and
1014 < Mhost/M < 1015 (right column, red). The parameters are estimated for two tracers of star formation quenching – (g − r) colour (circles
connected with solid lines) and sSFR derived from Balmer emission line strength (triangles connected with dashed lines) – and for gas stripping as
traced by detection in the ALFALFA survey (squares connected by dotted lines). Points mark the median value of each probability distribution, and
error bars the 16–84th percentile confidence intervals; the transparent ‘violins’ show the full marginalized posterior probability distributions. (The
parameter estimates corresponding to the rightmost blue and green squares are likely spurious, see Sec. 6.1.3.) Lower panels: Exactly as the lower row
in the upper panels, but re-organized to highlight trends with host mass: each column is a for a single tracer (from left to right: H I, Balmer emission
lines, broadband colour), rather than a single host mass interval.
SDSS surveys in redshift (see Fig. 1) and sky coverage. This is
the reason for the horizontal offset between the square symbols
and the triangles and circles in Fig. 10. We have verified that
using exactly the same input galaxies for all three analyses does
not change the results of the colour and sSFR analyses, other
than somewhat widening the confidence intervals.
5.1 Quenching lags stripping
The central result of our analysis is shown in the second row of
Fig. 10. The characteristic time tmid when galaxies transition
from blue to red within their host (circles connected by solid
lines) is consistently found to be well after the first pericentric
passage, by ∼ 4–5 Gyr in the highest mass hosts (lower right
panel) up to perhaps ∼ 7–8 Gyr in lower mass hosts (lower
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left panel), although here the confidence intervals are some-
what wider. The characteristic time when star formation activ-
ity ceases (as traced by the disappearance of Balmer emission
lines) is coincident with or slightly (a few hundred Myr to a
Gyr) earlier than the colour transition. Such a short delay is not
unexpected as the time taken for the stellar population to age
and redden once star formation ceases is somewhat longer than
that for the emission lines to disappear (by about ∼ 300 Myr,
e.g. Balogh et al. 2004a). The characteristic time when galaxies
are stripped of neutral hydrogen10, on the other hand, is well be-
fore the quenching time (whether traced by sSFR or colour), by
2-5 Gyr. In the most massive hosts (upper panels, right column
of Fig. 10), stripping seems to be well underway even >∼ 1 Gyr
before the first pericentric passage, while around lower mass
hosts (centre and left columns) satellites appear to keep the bulk
of their H I until up to several Gyr after the first pericentric pas-
sage. We regard this difference between the tmid values for star
formation quenching (traced by colour or emission lines) and
neutral gas stripping as strong evidence for continued star for-
mation well after the onset of ram-pressure stripping of H I. This
is consistent with a ‘starvation’ quenching scenario, although
from our measurements we cannot discriminate between the
molecular gas directly fueling star formation eventually being
depleted, or alternatively being stripped on a subsequent peri-
centric passage. We will discuss this interpretation further in
Sec. 6.3 below.
We repeat the same information shown in the second row
of Fig. 10 in the lower panels, but re-arrange the curves to high-
light differences between hosts of different masses. There is a
clear trend for satellites of a given stellar mass to be stripped
(left), become passive (centre), and be redden (right) earlier
around more massive hosts, reflecting the generally harsher na-
ture of higher density environments.
6 DISCUSSION
We first consider the reliability of our results in the context of
various statistical and systematic effects (Sec. 6.1) before com-
paring with the results of other studies (Sec. 6.2), and discussing
the inferences that can be drawn regarding the processes gov-
erning the evolution of satellite galaxies based on our measure-
ments (Sec. 6.3).
6.1 Robustness of parameter constraints
6.1.1 Completeness of input catalogues
We next turn our attention to various biases and systematic ef-
fects which could influence the parameter estimates presented
in Sec. 5.
The main systematic biases which are of concern for our
statistical analysis are any which cause galaxies with a given
property to be preferentially included in our sample. Biases
which are tied to the PPS coordinates are of particular concern
10 More properly, when they are sufficiently stripped to fall below
the ALFALFA detection threshold. We note that, when including only
galaxies below the ALFALFA redshift limit of z = 0.06, the red-
shift distributions of satellites around low-, intermediate- and high-mass
hosts are reasonably similar (see Fig. 1), so a bias in distance is unlikely
to be driving this result.
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Figure 11. Assessment of colour and sSFR biases in the SDSS input cat-
alogue. The cumulative distribution of galaxy colours (left column) and
sSFRs (right column) are shown for 4 intervals in stellar mass (rows, as
labelled), and as a function of the apparent r-band magnitude mr , with
fainter galaxies corresponding to lighter-coloured curves. For galaxies
with 9 < log10(M?/M) < 9.5, there is a bias toward faint, red
galaxies (top left panel), while more massive galaxies are biased toward
faint, active galaxies (right panels, rows 2-4).
as these can affect the timescale tmid; PPS-independent biases
will primarily affect fafter and fbefore. We consider as an ex-
ample a single Markov chain, corresponding to a given interval
in Mhost and M?. We now suppose that in the input galaxy
sample red galaxies are preferentially included relative to blue
ones. If this occurs uniformly across the (R, V ) PPS plane, the
result will be a lowering of the estimates for fbefore and fafter.
The tmid parameter, on the other hand, is tied to how long each
satellite has been orbiting its host, and information about orbital
phase comes exclusively from the PPS coordinates, so tmid can
only be affected by a bias if it is not uniform across PPS.
In the context of the quenching analysis, we have checked
whether galaxies of a given stellar mass are preferentially in-
cluded in the sample as a function of either their (g − r) colour
or sSFR by comparing the distributions of these two quantities
change as a function of apparent r-band magnitude mr , shown
in Fig. 11. We find that for stellar masses M? > 109.5 M,
the (g − r) colour distribution is very close to independent of
mr , however for lower mass galaxies there is a relative over-
abundance of faint red galaxies in the catalogue. This is what
motivates our stellar mass threshold. Curiously, the sSFR distri-
butions show an opposite behaviour: there is no apperent bias
as a function of mr for low mass galaxies, but there is an over-
abundance of massive, faint active galaxies. Wishing to use the
same galaxy sample for both the colour and sSFR analysis, we
could find no way of mitigating both biases simultaneously and
so have accepted that the active fractions (fafter and fbefore)
may be slightly too high overall. We see no reason that, and find
no evidence that, these biases should vary with PPS position,
so our quenching tmid estimates should be unaffected. We have
not identified any biases which depend on the PPS coordinates
in the SDSS input catalogue.
The situation for the stripping analysis is somewhat less
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clear, and more difficult to assess. Whereas in the optical cata-
logues there are numerous galaxies detected outside our adopted
stellar mass and apparent magnitude limits which are useful in
assessing possible biases in the catalogue, since we are directly
using detection in ALFALA as a tracer of gas content, a simi-
lar assessment is more challenging. This is further compounded
by the relatively small total number of detections (within the
2.5rvir and 2σ3D aperture around our sample of host systems).
In a simplified scenario where the presence of a galaxy in the
ALFALFA source catalogue depends only on its H I mass and
its distance our approach is robust: a galaxy of given stellar mass
and in a given group (i.e. at a given distance) has the same prob-
ability of being detected regardless of its R and V coordinates,
making our measurement of tmid for neutral gas stripping reli-
able11. In reality, however, other factors influence the detection
of sources in the ALFALFA survey. As an example, we con-
sider the possible fates of H I gas which ceases to be detected in
a satellite galaxy – it may have simply been removed, or it may
be removed and subsequently ionized, or it may be ionized in
place, or it may condense into the molecular phase. Given the
poor spatial resolution of the measurements, it is plausible that
displaced gas which remains neutral could keep a galaxy above
the detection threshold even when the gas is no longer ‘inside’
the satellite. Since the thermodynamic properties of the ambient
gas affect the details of how H I disappears from detectability,
and vary as a function of PPS and Mhost, our measurements
must be affected at some level. As another example, source con-
fusion in the ALFALFA survey can cause neutral gas in neigh-
bouring galaxies to overlap within the (rather large) beam. This
could push a gas-poor galaxy above the detection threshold. The
overall confusion rate in ALFALFA is≤ 5 per cent (Jones et al.
2015), but crowding of H I-bearing galaxies is likely to be more
severe in the denser regions, especially in the gas-rich group
environment.
The above discussion of possible biases in ALFALFA
serves to highlight some of the trends which should ideally be
considered. However, given the limitation of the data, we find
ourselves unable to fully explore these issues. Our overall as-
sessment is that none of these is likely to drive the several-Gyr
differences in tmid needed to affect our main qualitative conclu-
sions. Nevertheless, we stress that our measurements are a first
attempt which can be revisited and improved as larger, more
sensitive, and better resolved H I surveys become available.
6.1.2 Compatibility of orbit libraries
One of the key assumptions underpinning our analysis is that
the ensemble of orbits drawn from the N-body simulation (see
Sec. 3.2) is representative of the ensemble of orbits occupied by
the observed galaxies. For instance, satellites heavily stripped
of dark matter may still appear as SDSS detections – the stel-
lar component of galaxies is centrally concentrated and more
tightly bound than the bulk of the dark matter – however, the
analogous objects in the N-body simulation (where there is no
stellar component) may have their dark matter haloes fully dis-
rupted and thus fail to appear in our list of orbits. This effect is
11 We recall that by using detection as a proxy for gas-richness, we
must abandon the meaning of fbefore in the absolute sense: many ‘gas-
rich’ galaxies will appear in the catalogue as non-detections simply be-
cause they are distant, which will bias fbefore to lower values.
more important for low mass galaxies. In our N-body simula-
tion, haloes of log10(Mvir/M) < 10.5 are made up of < 50
particles; below this limit the halo finder begins to struggle to
identify them, and of course once only a few particles remain
a halo will be ‘artificially disrupted’, even though a bound core
would remain in a realization with higher numerical resolution
(van den Bosch & Ogiya 2018, but see Bahe´ et al. 2019). A
satellite halo which falls in with a mass of log10(Mvir/M) =
11.5 can therefore be stripped of ∼ 90 per cent of its mass
before disappearing from the catalogue, while a more massive
log10(Mvir/M) = 12.5 halo would continue to appear un-
til ∼ 99 per cent of its initial mass is stripped. We have ex-
amined the distribution of stripped mass fractions as a function
of maximum halo mass for satellites in our N-body simulation,
and find that12 at log10(Msat/M) = 12.5, only 5 per cent
of (surviving) satellites have been stripped of > 90 per cent
of their peak mass (the median galaxy with Msat = 1012 M
has been stripped of ∼ 35 per cent of its mass at z = 0), even
though any stripped of more than this will continue to be tracked
while they lose another decade in mass. It is therefore only in
the lowest stellar mass bin in our analysis of SDSS galaxies
(M? ∼ 5 × 109 M, corresponding to Msat ∼ 3 × 1011 M)
that a significant number (∼ 20 per cent) of orbits will be miss-
ing due to artificial disruption. These will of course preferen-
tially be the orbits which have the earliest tfp’s, which occupy a
very biased region of PPS, at low R and low V . The net effect
on the parameters of our model is to bias tmid to earlier times
(lower values). We assess the magnitude of this bias by artifi-
cially degrading the resolution of our orbit catalogue by 1 dex
in mass and repeating our analysis. We find that tmid is under-
estimated by up to 3 Gyr at M? <∼ 5× 1010 M. We stress that
this bias only significantly affects the leftmost point on each
curve in Fig. 10, and, encouragingly, these points do not seem
to be significantly or systematically offset from those at higher
M?.
As a crude upper bound on the systematic error budget due
to the compatibility of the orbit libraries with the orbital distri-
bution of observed galaxies, we report the result of our analysis
when we match to simulated haloes based on their z = 0, rather
than their peak, mass. This results in essentially all satellites
being assigned orbits which should belong to higher mass satel-
lites. Since these preferentially fall in at later times, this results
in a large systematic underestimate of tmid. However, even this
gross mis-assignment of orbits caused an offset of <∼ 3 Gyr in
tmid, and occurred nearly uniformly across the entire range in
both host and stellar mass, leaving our qualitative conclusions
unchanged and lending some additional confidence in their ro-
bustness against these types of biases in orbit assignment.
6.1.3 Statistical considerations
Moving on to statistical, rather than systematic, considerations,
we performed an additional set of model parameter estimates to
check for a ‘preferred solution’ to which the model parameters
might converge, for instance due to the mathematical formu-
lation of the model or the choice of priors, rather than being
driven by the evidence in the data. We check this by repeating
the parameter constraints for the 1014 < Mhost/M < 1015
12 We recall that Msat is defined as the maximum mass which a satel-
lite halo has had at any (past) time.
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galaxy sample for the (g − r) colour analysis. However, be-
fore evaluating the Markov chains, we randomly ‘shuffle’ the
colours of the galaxies within each stellar mass bin, such as to
destroy any correlation between galaxy colour and PPS coordi-
nates while preserving all other properties of the galaxy sample.
The parameter constraints in this case are characterized by a dis-
tribution for tmid which is very broad and prefers large values,
specifically extending all the way to the upper limit of the prior
distribution (tmid = 10 Gyr) with either a flat shape at large
values, or a peak at the prior bound. This is intuitive: if colour
(or any other property) and PPS position are uncorrelated, there
is no evidence that the host environment impacts the colour of
the satellites – the very late tmid represents satellites orbiting
for a long time within their host without changing their colour.
This ‘preferred solution’ seems to be the one reached for the
highest stellar mass bin in the 1012 < Mhost/M < 1013
and 1013 < Mhost/M < 1014 galaxy samples (e.g. right-
most blue and green points in lower left panel of Fig. 10). This
interpretation is corroborated by the fHI detected distribution in
PPS for these two sets of galaxies (see figures in Appendix A)
which do not show a clear gradient in PPS. We therefore do not
consider these two tmid estimates reliable.
6.1.4 Realism of the model
Our model, as summarized in Fig. 6, clearly cannot be a perfect
description of the real time-evolution of the blue/active/gas-rich
fraction in dense environments. It does not have enough free-
dom in shape to accomodate the full spectrum of possibilities:
it assumes that the fraction does not evolve outside the time in-
terval defined by tmid and ∆t, and that the times when indi-
vidual galaxies make the transition from blue/active/gas-rich to
red/passive/gas-poor are uniformly distributed over the ∆t in-
terval, leading to a linear decline. We showed in Sec. 4.3 that
we are able to recover all parameters perfectly, within the statis-
tical uncertainties, when the model is an exact description of the
data. However, in the more ‘realistic’ test using the Hydrangea
clusters, the ∆t parameter, in particular is not accurately recov-
ered (the differences in fbefore are accounted for by the limited
size of the zoom-in region of these simulations, as explained in
Sec. 6.1.1 above). We have not found any other plausible expla-
nation in the course of the various tests and method variations
which we have carried out, so we tentatively attribute this failure
to reliably recover the ∆t timescale to the inevitable mismatch
between the form of the model and the underlying ‘truth’ en-
coded in the data. The mismatch cannot be too severe, however,
as evinced by the excellent recovery of the other parameters il-
lustrated in Fig. 9. We note that this is in part due to a careful
formulation of the model – a mathematically equivalent formu-
lation which replaces tmid and ∆t with alternative parameters
tstart = tmid − 12 ∆t and tend = tmid + 12 ∆t introduces a
strong degeneracy between the two ‘time’ parameters and al-
lows the uncertainty in the width of the transition (∆t) to wash
out the tight constraint on its timing (tmid).
6.1.5 Summary
Taken together, our assessment of the overall implications of the
various biases and uncertainties discussed in this section are:
• There may be significant systematic offsets in tmid, of up
to ∼ 3 Gyr, but we find that most such possible offsets tend
to apply approximately uniformly at all stellar masses and host
halo masses. This implies that our recovery of the ordering
of the transitions – gas-rich to gas-poor, followed significantly
later by active to passive, and then almost immediately by blue
to red – is most likely a robust result. We are similarly confi-
dent in our conclusion that gas stripping and quenching proceed
somewhat more quickly in more massive host haloes.
• The highest stellar mass bins in the gas stripping analysis
for the low and intermediate host mass bins appear to corre-
spond to the ‘preferred solution’ of the model in the absence of
evidence and are unlikely to represent reliable measurements of
the model parameters. This is corroborated by the absence of a
visible gradient in fHI detected in PPS.
• The limited resolution of the N-body simulation, which
causes low-mass satellite haloes to be disrupted too early, is
likely to be driving an underestimate of tmid in the lowest stel-
lar bin of each host halo mass bin. This could mask a decreasing
trend of tmid with increasing stellar mass, a point to which we
will return in Sec. 6.2, below.
6.2 Comparison with prior studies
6.2.1 Oman & Hudson (2016, OH16)
In terms of methodology, the previous study most similar to ours
is that of OH16. The first crucial difference between the two
analyses is that they use the infall time (defined as the first in-
ward crossing of 2.5rvir) as a reference ‘t = 0’ from which
to measure the timescale for quenching, while we use the time
of the first pericentric passage. We would therefore expect our
tmid values, specifically for the sSFR input, to be smaller than
theirs by approximately the time taken for a satellite to orbit
from infall to first pericentre, about 3–4 Gyr. However, compar-
ing their measurements of t1/2, also the time when half of the
satellite population has ‘transitioned’, to our tmid (the dashed
and solid red lines in their fig. 9 correspond closely in terms
of galaxy selection to the green and red dashed lines in our
Fig. 10), our measurements are only ∼ 1 Gyr shorter. In or-
der to unambiguously determine the origin of this apparent dis-
crepancy, we have repeated our analysis with four changes, im-
plemented one at a time, which together lead to a quantitative
reproduction of the result of OH16. The first two, which change
our measurement very little, are to adopt their stellar mass bin-
ning, and replace our linear decline model (Eq. 1) with their
exponential decline model (their eq. 12). Next, we replace the
probability distributions used to estimate tfp with similar dis-
tributions to estimate the infall times of satellites. This results
in the expected ∼ 3.5 Gyr upward shift in tmid. Finally, we
reproduce their use of the z = 0 satellite halo masses in the N-
body simulation to associate possible orbits to observed satel-
lites (whereas we use the maximum past halo mass of satellite
haloes), which results in a ∼ 2.5 Gyr downward shift in tmid.
These changes together bring the two analyses into agreement
at log 10(M?/M) >∼ 10.5; the remaining discrepancy at the
low mass end is consistent with being due to their (erroneous)
use of a lower resolution N-body simulation (see Sec. 6.1.2).
In summary, our finding that the characteristic time for quench-
ing, tmid, is several Gyr after the first pericentric passage, rather
than around or just after this even as reported by OH16, is due to
improvements in model assumptions, and that the present study
should be taken as superseding this earlier measurement.
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6.2.2 Wetzel et al. (2013, W13)
We next compare our measurement to the conclusions of W13,
who presented the first empirical evidence for the ‘delayed-
then-rapid’ quenching scenario. We focus in particular on com-
parison with this study (i) because the differences we explain
below serve to highlight many important systematic dependen-
cies on model assumptions and (ii) because it is recognized as
a landmark result of the field. Our methodology differs from
theirs on a few key points. First, whereas the ‘rapid’ nature of
the blue-to-red/active-to-passive/gas-rich-to-gas-poor transition
is as assumption13 in our method, W13 constrain the ‘fading
timescale’ (τQ,fade in their notation), on which the sSFRs of
individual satellites decline, directly. τQ,fade should not be con-
fused with our ∆t, which represents the interval over which a
collection of satellites each cross our sharp division of the pop-
ulation. Second, in their analysis, ‘infall’ is defined as the time
when a galaxy first becomes a satellite (defined via friends-of-
friends association with a more massive system) of any host,
in contrast to our use of the first pericentric passage within the
(progenitor of) the current host system. Our initial expectation
is then that our measurements of tmid (for our sSFR analysis),
loosely comparable to their tQ (not tQ,delay), should be uni-
formly shorter, as their delay time includes the time in any pre-
vious hosts, and the time to orbit from infall to first pericentre.
The fact that our tmid measurements (Fig. 10, bottom cen-
tre) are similar to or larger than their tQ measurements (their
fig. 8, upper panel) therefore merits careful consideration. First,
we note that the host-mass ordering of the curves in the two
figures differs: whereas we find a monotonic increase in tmid
with decreasing Mhost at low M?, W13 find the longest tQ
in intermediate mass hosts; both figures agree that the delay
time is approximately constant with Mhost at high M?. The
reason for this difference is clear from their fig. 2: in higher
mass hosts, the first infall is much earlier than the most re-
cent infall, while in low mass hosts this difference is very
small. An approximate correction for this would involve shift-
ing their low/intermediate/high host mass measurements down
by ∼ 0.5/2/3 Gyr, respectively, which results in the same host-
mass ordering as for our measurement. We therefore agree that
the isolated environmental influence (i.e. excluding group pre-
processing) of more massive hosts is felt more quickly by their
satellites (for further discussion see also W13, sec. 4.3.1).
The next clear difference is the slope of the curves –
whereas we find generally near-flat dependences of tmid onM?,
W13 find a strongly declining slope. The most plausible ex-
planation for this apparent discrepancy lies in the differences
between our respective treatments of group pre-processing.
Whereas W13 ‘start the clock’ for the quenching delay time
when a galaxy first becomes a satellite of any host, we use the
first pericentric passage in the present-day host as a reference
time. For massive satellite galaxies, these two definitions turn
out to be at least roughly equivalent (except for the time interval
required to orbit from infall to pericentre): the majority of more
massive satellites fall into their hosts at later times (by about
1.5 Gyr between log10(M?/M) = 9.7 and 11.3) and, where
13 Actually, we only assume that galaxies cross our sharp deliniation
of blue/red (or similar) rapidly, so we are not sensitive to the equivalent
of the ‘fading time’ of W13, which is constrained mostly by the shape
of the sSFR distribution, which we have reduced to the fraction factive.
they are quenched as satellites, are quenched in their present-
day host (W13, especially their fig. 10). Lower mass galaxies,
however, tend to have earlier ‘first infall’ times (e.g. into a group
that will later fall into a cluster), such that even if they reach
their final host un-quenched, they are already partially ‘pro-
cessed’ and more vulnerable to the environmental influence of
the present-day host. This ‘pre-processed’ population will have
preferentially shorter quenching times (as defined in terms of
time spent in the present-day host), flattening out the trend with
M? relative to the measurement of W13.
Differences in the trend with Mhost and M? now having
been explained, we are left with any differences in the absolute
normalization of tmid (or, in the notation of W13, tQ) left to be
accounted for. The easiest sub-sample of galaxies to use for this
is the high-M? end of the satellites with 1014 < Mhost/M <
1015. Here, offsets due to the different definitions of infall time,
and different handling of group pre-processing, should be mini-
mal, as outlined above. We would then expect our measurement
to be perhaps 2 Gyr shorter than that of W13, to account for
the time to orbit from infall (defined in terms of a friend-of-
friends membership criterion) to first pericentre. However, the
difference runs in the opposite sense, with our typical quench-
ing time lagging theirs by ∼ 2 Gyr (for this particular Mhost
and M?). We have found no entirely satisfactory explanation
for this discrepancy, and will return to this point in the summary
(Sec. 6.2.4) below.
6.2.3 Rhee et al. (2020)
Rhee et al. (2020) use the SFR distribution of disc galaxies
as a function of their PPS coordinates to derive a quenching
timescale, under the assumption that the earliest infalling galax-
ies have the lowest star formation rates. As in our analysis,
they consider the environmental influence of the present-day
host independent of (or, perhaps more accurately, over-and-
above) pre-processing. However, rather than an explicit defini-
tion of quenching, they adopt a simple model for the star for-
mation history as a function of time since infall in order to
constrain two exponential decay timescales for the SFR, cor-
responding to outside (τex−situ) and inside (τcluster) the final
host, and a delay timescale (td) representing the time since
infall before the transition between the two decay timescales
occurs14. Rhee et al. (2020) helpfully provide their measure-
ments following the definitions of OH16 in their fig. 11; the tQ
given there is directly comparable to our tmid, except for an
offset to higher tQ corresponding to the typical difference be-
tween the infall (defined at 2.5rvir) and first pericentre times,
which is 3.8 Gyr (independent of M?), for a host mass range
5×1013 < Mhost/M < 1015 – most similar to the red line in
the bottom centre panel of Fig. 10. It is immediately clear that
our tmid well exceeds their (adjusted) tQ at all stellar masses –
by ∼ 2 Gyr at the low stellar mass end, up to ∼ 5 Gyr at the
high stellar mass end. This is further exacerbated by the fact that
our tmid likely corresponds to that for galaxies just now quench-
ing15, whereas Rhee et al. (2020) estimate the z ∼ 0 value of
14 They also constrain a parameter α describing the redshift evolution
of the cluster quenching timescale, but this turns out to be consistent
with no evolution in all cases (although the confidence intervals are
rather broad).
15 Suppose that active galaxies in our sample which are just now falling
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tQ assuming a tQ(zinf) ∝ (1 + zinf)−1.5 dependence on the
infall redshift16, motivated by the redshift dependence of the
crossing timescale of host systems. We might therefore expect
our quenching timescale to be about half of their measurement,
though this is hard to ascertain precisely given the substantial
ambiguity in defining the reference time from which any delay
should be measured.
6.2.4 Summary
At a glance, the apparent quantitative agreement – once differ-
ences due to the various definitions adopted are accounted for –
between the quenching timescales measured by W13, OH16 and
Rhee et al. (2020) would suggest that our measurements are out-
liers and perhaps suspect. However, as explained in Sec. 6.2.1,
by systematically adjusting one aspect of our analysis at a time
until we adopt an identical set of assumptions to OH16, we can
reproduce their measurements in quantitative detail. This ap-
proach reveals that the discrepancy can be explained in terms
of (i) their assignment of orbits to satellites neglecting tidal
stripping of dark matter, and (ii) their (erroneous) use of an N-
body simulation with inadequate numerical resolution, suggest-
ing that our measurements are not ‘simply outliers’. We are fur-
ther encouraged by the excellent agreement between the ‘true’
tmid values – which are fully independent of the tfp probability
distributions derived from the N-body simulation – and the es-
timates derived from ‘observed’ quantities, as shown in Fig. 9.
Nevertheless, making the link between the stellar mass of
satellites and which candidate haloes’ orbits should be selected
based on their mass in the N-body simulation remains the most
challenging aspect of our approach, and directly impacts the
absolute calibration of tmid. W13 and Rhee et al. (2020) also
cite difficulties in this area. W13 discuss at length (e.g. their
appendix A) the assumptions required to account for the con-
tinued stellar mass growth of satellites while their dark matter
haloes are being tidally stripped, and Rhee et al. (2020) need
to work around a factor of ∼ 2 mismatch in the satellite stellar
mass function between their sample of observed satellites and
their cosmological hydrodynamical simulations of clusters. A
fully self-consistent treatment requires simultaneously account-
ing for: (i) the dark matter mass loss after infall; (ii) stellar
mass growth due to continued star formation between infall and
quenching; (iii) stellar mass loss due to tides (though this is
likely to be a minor effect, see Bahe´ et al. 2017a) and super-
novae/winds from massive stars. In addition to varying strongly
as a function of the (unknown) stellar (or halo) mass at infall,
and the (unknown) infall time via the redshift-dependence of the
stellar-to-halo mass relation, the stellar mass growth in particu-
lar also depends on the quenching timescale. These strong cou-
plings between unknown parameters require either additional
assumptions, or an increase in the dimensionality of the param-
eter space through the introduction of additional ‘nuisance pa-
rameters’. Realistic implementations of both approaches in our
into groups will become passive (arbitrarily) 1 Gyr earlier than would
be expected from our measured tmid. Since the delay time has not
yet elapsed for these objects, there is no evidence for this change in
timescale contained in the data – our measurement cannot be sensitive
to it.
16 This is very close to tQ(tinf) ∝ tinf , where t is the age of the
Universe.
framework would be associated in a significant increase in com-
putational cost for each model evaluation, motivating us to pro-
ceed with our simplified approach, for the present.
With the above in mind, we focus our interpretation below
on what we perceive as the strengths of our analysis: a uniform
input galaxy sample across multiple tracers (colour, Balmer
emission lines and H I) yielding robust estimates of the rela-
tive timescales associated to quenching and stripping as traced
by each, and the use of the first pericentre as a reference time
offering better discrimination between processes which occur at
or well away from first pericentre than an ‘infall’ reference time.
6.3 Physical interpretation
To guide our interpretation, we begin with an illusturative ex-
ample. According to our parameter constraints, a galaxy of
M? ∼ 1010 M in a massive host system (Mhost > 1014 M)
typically continues star formation for ∼ 5 Gyr after it is no
longer detected in ALFALFA. To remain above our threshold
sSFR of 10−11 yr−1 over this interval, it must grow its stel-
lar mass by at least ∆M? ∼ 5 × 108 M. While a typical
galaxy with this stellar mass that is detected in ALFALFA has
MHI ∼ 1010 M, by the time it is undetected it likely has
MHI <∼ 5 × 109 M, so the star formation ‘efficiency’ during
this time interval must be ∆M?/MHI >∼ 0.1. At a glance, this
value suggests that the gas supply is ample to fuel the required
star formation. However, the sSFR is unlikely to remain just at
the threshold value – more likely the average over the 5 Gyr
interval is a factor of a few higher. Furthermore, star formation
is not a highly efficient process: as stars are formed, some gas
is launched as a wind with a mass loading η = M˙wind/M˙?.
Within a cluster, the gas in the wind is unlikely to be able to
return to fuel later star formation as any wind launched beyond
the ISM is exposed to the harsh intra-cluster medium. The value
of η is debated, but is likely ∼ 1 for galaxies of this mass (e.g.
McGee et al. 2014, and references therein), so that at most ∼ 1
2
the available gas mass can ultimately end up in stars. Together,
these considerations leave rather little room for H I gas to be re-
moved by other processes, such as ram pressure or tides, over
the same time interval.
It is clear that the ISM gas feels the influence of such mas-
sive host systems relatively early: there are numerous examples
of satellites with prominent gas tails generally agreed to be on
their first approach to their host (e.g. Chung et al. 2009; Smith
et al. 2010; Yoon et al. 2017; Jaffe´ et al. 2018; Roberts & Parker
2020). One physical picture consistent with this, and our mea-
surements, is that as a satellite falls into a cluster, it is stripped of
H I by ram pressure on its initial approach – not completely, but
enough that it is no longer detected in ALFALFA by the time
it reaches pericentre. RPS then ceases as soon as the satellite
passes pericentre and the ram-pressure force rapidly drops off.
The remaining, centrally concentrated H I then continues to fuel
star formation, driving winds which carry away some of the gas.
It is unclear whether it is the eventual depletion of the gas sup-
ply by this process, or a later episode of stripping, which finally
quenches the galaxy. Indeed, based on the timescales involved
and the scatter in galaxy and orbital properties, both of these
possibilities probably occur with non-negligible frequency. This
picture is also consistent with the observations discussed in Ow-
ers et al. (2019), who found a significant population of clus-
ter satellites, likely on their first orbital passage, with recently
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quenched outer discs but continued star formation in their cen-
tral regions.
We have so far neglected another reservoir of fuel for star
formation to which the observations we have used in our anal-
ysis are blind: the molecular gas phase. Around the time of in-
fall, this reservoir is unlikely to contain enough additional gas
to make much difference to the picture outlined above – the
molecular-to-atomic gas ratio of our example galaxy would be
of about 0.15 (Catinella et al. 2018). However, Moretti et al.
(2020) suggest that atomic hydrogen may be highly efficiently
converted to H2 by ram pressure-driven compression in ‘jelly-
fish’ galaxies. This leaves the detailed evolution of the satellite
galaxies somewhat ambiguous – if a substantial amount of H I is
fed into the molecular reservoir in this way, then the long delay
before quenching becomes less surprising, and subsequent RPS
or tidal stripping may even be required to truncate star forma-
tion. The ambiguity could be alleviated by (i) spatially resolved
observations of the H I gas sufficiently deep to reveal the extent
to which RPS removes atomic gas, e.g. by measuring how much
is present in a stripped tail of gas (see Deb et al. 2020, for one
example where the majority of H I is contained in a tail), and (ii)
observations of molecular gas tracers, such as dust or CO, to de-
termine when along satellite orbits the content of this reservoir
increases or is depleted.
Turning our attention next to lower mass hosts, we consider
the same example satellite galaxy around a 1013 to 1014 M
host. Such satellites quench slightly (∼ 1 Gyr) later than those
around more massive hosts, but become undetected in AL-
FALFA much later (∼ 3 to 4 Gyr, and thus after the first peri-
centric passage17), such that the interval between these two
events is shorter, about 3 Gyr. Thogether, this suggests that RPS
is insufficient to push these galaxies below the ALFALFA detec-
tion threshold on their first passage through their host. That the
transition from gas-rich to gas-poor occurs near the first apoc-
entric passage, when the RPS rate is likely to be near zero – any
gas that could be stripped should already have been removed
when the ram pressure peaked during the first pericentric pas-
sage – suggests that it is more likely consumption of gas by star
formation, rather than removal through stripping, which car-
ries these satellites across the ALFALFA detectability thresh-
old. Conversely, that these galaxies quench only ∼ 3 Gyr later
leaves perhaps too little time to consume all the remaining gas
in forming stars, suggesting that the second peak in ram pres-
sure and tidal forces at the second pericentric passage may be
the ultimate driver of the shutdown of star formation in these
satellites.
The situation in the lowest mass hosts is more ambigu-
ous. The statistical errors are larger, and tmid becomes very
long (∼ 7 Gyr for the transition in colour). We recall that our
methodology is only sensitive to transitions which have actu-
ally occured by the time of observation – essentially, it finds
the time along the orbits of satellites actually present in their
hosts when there is a transition in the gas content/SFR/colour
of the satellites. If this transition has yet to occur, our choice
to fix fafter = 0 is incorrect. In the case of 1012 to 1013 M
hosts, when fafter is left free to vary (see Appendix B), fafter
shows some preference for non-zero values, suggesting that the
satellite population has not yet had time to be completely ‘pro-
17 Though this point is difficult to establish conclusively, as it is sensi-
tive to the treatment of fafter, see Appendix B.
cessed’ by these hosts. In this case, the tmid values drop by 1
to 2 Gyr across all tracers. In any case, the statistical errors on
all parameters remain large, likely due to the increased uncer-
tainty in the centre (in position and velocity) of these groups,
and their velocity dispersions, along with the generally weaker
influence of these hosts on relatively massive satellites (as op-
posed to e.g. dwarf spheroidals), causing us to remain cautious
in our physical interpretation of these systems.
Finally, we comment briefly on the generally flat trend as
a function of M? of our tmid measurements, across all host
masses and tracers. We recall that this is intimately connected
to our treatment of ‘pre-processing’ (see Sec. 6.2.2). This flat-
ness leads us to two conclusions. First, it suggests that, al-
though lower-mass hosts can eventually quench their satellites,
if these fall into a more massive host, the influence of the new,
denser environment will usually be sufficiently harsher that it
will itself set the timescales for stripping and quenching, re-
gardless of the earlier processing. Second, it seems that it is
ultimately the external influence of the host system which de-
termines these timescales, independent of the mass of the satel-
lite, unless it arises as a result of some fine-tuning between the
scalings of sSFR, gas fraction, and other galaxy properties with
stellar mass.
7 SUMMARY AND CONCLUSIONS
We have used a combination of galaxy photometry and spec-
troscopy from the SDSS, H I fluxes from the ALFALFA sur-
vey, and orbital information inferred from tracking haloes in
an N-body simulation to constrain a simple model linking the
star formation and gas properties of satellites with their orbital
histories. In the context of discriminating between the various
physical processes contributing to the shutdown of star forma-
tion in satellites, the tmid and ∆t parameters of our model are
the most informative. tmid is the median time relative to the
first pericentric passage within the present-day host when satel-
lites transition from blue to red, from active to passive, or from
gas-rich (defined as detected in the ALFALFA survey) to gas-
poor, while ∆t describes the (full width) scatter in this transition
time; this latter parameter is poorly constrained in our analysis
and treated as a ‘nuisance parameter’. Built into our method-
ology is the assumption that, provided it orbits within its host
for ‘long enough’ (as expressed by the parameter combination
tmid +
1
2
∆t), all satellites are ultimately stripped of gas and are
quenched. Our main results are summarized as follows:
• We clearly detect the separation in time between the three
stages of environmental processing probed by our analysis: first,
neutral gas ceases to be detected, followed a few Gyr later by a
drop in sSFR (traced by the disappearance of Balmer emission
lines associated to star formation), and in turn <∼ 1 Gyr later by
reddening in (g − r). This ordering is ubiquitous across hosts
from Mhost = 1012 to 1015 M, though the time intervals be-
tween the stages are somewhat longer in more massive hosts.
• At fixed host mass, tmid associated to each tracer (H I,
sSFR, colour) is remarkably independent of satellite stellar
mass. We note that this is intimately connected to our treatment
of ‘pre-processing’ (see Sec. 6.2.2).
• In massive hosts (Mhost >∼ 1014 M), neutral hydrogen
disappears before or around the first pericentric passage, while
in lower mass hosts it remains detectable up to several Gyr later.
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This difference is not driven by a distance or similar bias in the
sample of host systems.
• Star formation persists in a typical satellite for up to ∼
5 Gyr after the first pericentric passage, by which time most
satellites will be somewhere between second pericentre and
having completed multiple orbits within the host.
Our measurements are broadly consistent with the
‘delayed-then-rapid’ quenching scenario (De Lucia et al. 2012),
however we infer a delay timescale which is much longer than
most other studies (W13; OH16; Rhee et al. 2020, in particu-
lar). Detailed tests of our methodology on a mock galaxy sam-
ple drawn from the Hydrangea cosmological hydrodynamical
simulation suite suggest that our recovery of tmid is accurate
(see Sec. 4.3), but the absolute calibration of this timescale, and
comparison across studies employing various zero-points from
which the delay is measured, remains challenging.
Our measurement of a long quenching timescale contrasts
with results from contemporary galaxy formation simulations,
which predominantly find that hosts – especially rich clusters –
quench their satellites rather efficiently on the first orbital pas-
sage (e.g. Bahe´ et al. 2017b with the Hydrangea suite – see also
Fig. 5, Lotz et al. 2019 with the Magneticum suite, Arthur et al.
2019 with the ‘TheThreeHundred’ suite), but the leading reason
for this is likely numerical: the cold ISM is notoriously difficult
to properly resolve in such simulations (Bahe´ et al. 2017b).
It may be possible to further improve the general approach
of constraining models for stripping and quenching via infer-
ence of the orbits of satellites based on simulation ‘orbit li-
braries’. For instance, the distribution of satellite orbits around
host systems in different dynamical states differ (Haggar et al.
2020); this could be incorporated into the model constraints
based on observable properties of the host systems. Alterna-
tively, or in addition, a more sophisticated model describing the
redshift evolution of the satellite and/or host properties could be
used, and additional constraints such as the full colour or sSFR
distributions could replace our simple, binary classifications –
this would amount to an attempt to combine the strengths of
several existing studies. However, our impression is that the re-
quired sophistication of the models begins to be cumbersome,
and that it may be more fruitful to adopt a more direct sim-
ulation approach. While the details of hydrodynamical inter-
actions in dense environments remain out of reach of the re-
solving power of current cosmological hydrodynamical simu-
lations, a semi-analytic or hybrid (e.g. a semi-analytic model
implemented on top of a hydrodynamical rather than an N-body
simulation) approach may be a more straightforward framework
in which to attempt to capture the full breadth of environmen-
tal physics affecting the evolution of satellite galaxies in a fully
self-consistent manner.
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APPENDICES
We include as supplementary materials, available from the pub-
lisher:
• Appendix A: Figures similar to Fig. 3 for all bins in host
mass and satellite stellar mass.
• Appendix B: Expanded version of Fig. 10 including ∆t,
and alternative version of Fig. 10 where fafter is a free parame-
ter.
• Appendix C: Figures similar to Figs. 7 and 8 for the other
stellar mass bins included in Fig. 9.
• Appendix D: Tables with the median and 68 per cent con-
fidence intervals for all the marginalized posterior probability
distributions shown in the supplementary Figs. B1–B4 (i.e. in-
cluding those from Fig. 10).
• Appendix E: Figures showing the individual and pairwise
marginalized probability distributions (i.e. similar to Fig. 8) for
the parameters summarized in Fig. 10, and similar constraints
when fafter is a free parameter.
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