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Abstract
Let R=(−∞,∞) and letw(x) := |x| exp(−Q(x)), where >− 12 andQ(x) ∈ C2 : R → R+=[0,∞)
is an even function. In this paper we consider the properties of the orthonormal polynomials with respect to
the weight w2 (x), obtaining bounds on the orthonormal polynomials and spacing on their zeros. Moreover,
we estimate An(x) and Bn(x) deﬁned in Section 4, which are used in representing the derivative of the
orthonormal polynomials with respect to the weight w2 (x).
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1. Introduction and preliminaries
Let R = (−∞,∞). Let Q(x) ∈ C2 : R → R+ = [0,∞) be an even function and w(x) =
exp(−Q(x)) be such that ∫∞0 xnw2(x) dx < ∞ for all n = 0, 1, 2, . . . . For  > − 12 , we set
w(x) := |x|w(x), x ∈ R.
Then we can construct the orthonormal polynomials pn,(x) = pn(w2; x) of degree n with
respect to w2(x). That is,∫ ∞
−∞
pn,(x)pm,(x)w
2
(x) dx = mn (Kronecker’s delta)
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and
pn,(x) = nxn + · · · , n = n, > 0.
Moreover, we denote the zeros of pn,(x) by
−∞ < xn,n, < xn−1,n, < · · · < x2,n, < x1,n, < ∞.
A function f : R+ → R+ is said to be quasi-increasing if there exists C > 0 such that
f (x)Cf (y) for 0 < x < y. For any two sequences {bn}∞n=1 and {cn}∞n=1 of non-zero real
numbers (or functions), we write bn <∼ cn if there exists a constant C > 0 independent of n (or x)
such that bnCcn for n large enough. We write bn ∼ cn if bn <∼ cn and cn <∼ bn. We denote the
class of polynomials of degree at most n by Pn.
Throughout C,C1, C2, . . . denote positive constants independent of n, x, t , and polynomials
of degree at most n. The same symbol does not necessarily denote the same constant in different
occurrences.
We shall be interested in the following subclass of weights from [3].
Deﬁnition 1.1. Let Q(x) : R → R+ be even continuous function and satisﬁes the following
properties:
(a) Q′(x) is continuous in R, with Q(0) = 0.
(b) Q′′(x) exists and is positive in R\{0}.
(c)
lim
x→∞Q(x) = ∞.
(d) The function
T (x) := xQ
′(x)
Q(x)
, x = 0
is quasi-increasing in (0,∞) with
T (x) > 1, x ∈ R+\{0}.
(e) There exists C1 > 0 such that
Q′′(x)
|Q′(x)|C1
|Q′(x)|
Q(x)
a.e. x ∈ R\{0}.
Then we write w(x) ∈ F(C2). If there also exist a compact subinterval J (	 0) of R, and
C2 > 0 such that
Q′′(x)
|Q′(x)|C2
|Q′(x)|
Q(x)
a.e. x ∈ R\J,
then we write w(x) ∈ F(C2+).
Here are some typical examples of F(C2+). Deﬁne for + m > 1, m0, and 0
Ql,,m(x) := |x|m(expl (|x|) − ∗ expl (0)),
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where ∗ = 0 if  = 0, otherwise ∗ = 1 and expl (x) := exp(exp(. . . (exp(x)) . . .)) denotes the
lth iterated exponential. We also deﬁne
Q(x) := (1 + |x|)|x| − 1,  > 1.
Then the exponents exp(−Ql,,m(x)) and exp(−Q(x)) belong to F(C2+).
In R+, we consider another exponential weights.
Deﬁnition 1.2. Let w˜(t) = e−R(t) where R : R+ → R+. Let Q(x) = R(t), t = x2 and satisﬁes
the following properties:
(a) t1/2R′(t) is continuous in R+ with limit 0 at 0 and R(0) = 0.
(b) R′′(t) exists in (0,∞) while Q′′(x) is positive (0,∞).
(c)
lim
t→∞R(t) = ∞.
(d) The function
T˜ (t) := tR
′(t)
R(t)
, t ∈ (0,∞)
is quasi-increasing in (0,∞) with
T˜ (t)˜ > 12 , t ∈ (0,∞).
(e) There exists C1 > 0 such that
|R′′(t)|
R′(t)
C1
R′(t)
R(t)
a.e. t ∈ (0,∞).
Then we write w˜ ∈ L(C2). If there also exist a compact subinterval J (	 0) of R and C2 > 0
such that
Q′′(x)
|Q′(x)|C2
|Q′(x)|
Q(x)
a.e. x ∈ R\J,
then we write w˜ ∈ L(C2+).
Similarly for  > − 12 , we set
w˜(t) := tw˜(t), t ∈ R+.
Then the orthonormal polynomial of degree n with respect to w˜2(t) is denoted by p˜n,(t) =
p˜n(w˜
2
; t). More precisely, p˜n,(t) satisﬁes that∫ ∞
0
p˜n,(t)p˜m,(t)w˜
2
(t) dt = mn
and
p˜n,(t) = ˜ntn + · · · , ˜n = ˜n, > 0.
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The zeros of p˜n,(t) are denoted by
0 < tn,n, < tn−1,n, < · · · < t2,n, < t1,n,.
Let 0 < p < ∞. The Lp Christoffel functions n,p(w; x) with a weight w(x) are deﬁned by
n,p(w; x) = inf
P∈Pn−1
∫ ∞
−∞
|Pw|p(u) du/|P |p(x).
Especially if p = 2, we have
n(w
2
; x) := inf
P∈Pn−1
∫ ∞
−∞
(Pw)
2(u) du/P 2(x) = 1∑n−1
j=0 p2j,(x)
.
The corresponding Christoffel functions ˜n,p(w˜; t) with a weight w˜ are deﬁned similarly. The
numbers n,j = n(xj,n,) and ˜n,j = ˜n(t˜j,n,), j = 1, 2, . . . , n are called the Christoffel
numbers.
Levin and Lubinsky [3] investigated the weight w(x) ∈ F(C2) and the orthonormal polyno-
mials with respect to w2(x). In R+, they [4,5] considered the weight functions w˜(t) = tw˜(t)
where w˜(t) = e−R(t) ∈ L(C2), R(t) = Q(x), t = x2 and estimate the orthonormal polynomials
p˜n,(t) with respect to the weights w˜(t). Furthermore, they proved
w ∈ F(C2), w(x) = e−Q(x) ⇐⇒ w˜ ∈ L(C2), w˜(t) = e−R(t),
R(t) = Q(x), t = x2
in [4, Deﬁnition 1.1 and Lemma 2.2]. If Q(x) satisﬁes
1 < 1
(xQ′(x))′
Q′(x)
2,
wherei , i = 1, 2 are constants, then we call exp(−Q(x)) the Freud-type weight. Then the class
F(C2) contains the Freud-type weights. For certain generalized Freud-type weight w(x), Kasuga
and Sakai [2] investigated the orthonormal polynomials associated with w(x) = |x|w(x),
obtaining bounds on the orthonormal polynomials, zeros, Christoffel functions, and the restricted
range inequalities. In [1], we investigated the inﬁnite–ﬁnite range inequality, an estimate for the
Christoffel function and the Markov–Bernstein inequality with respect to the weights w(x) =
|x|w(x), w(x) ∈ F(C2).
In this paper we consider the properties of the orthonormal polynomials with respect to the
weightw(x) = |x|w(x) onR,w(x) ∈ F(C2). First, we prove the relations betweenpn,(x) and
p˜n,(t), which are similar to the relation betweenHermite polynomials and Laguerre polynomials.
From this relations,we investigate the bounds on the orthonormal polynomialspn,(x) and spacing
on their zeros. Moreover, we estimate An(x) and Bn(x) deﬁned in Section 4, which are used in
representing the derivative of the orthonormal polynomials with respect to the weight w2(x).
In the following we introduce useful notations.
(a) Mhaskar–Rahmanov–Saff (MRS) numbers ax and a˜t are deﬁned as the positive roots of the
following equations:
x = 2

∫ 1
0
axuQ
′(axu)
(1 − u2)1/2 du, x > 0, t =
1

∫ 1
0
a˜t vR
′(a˜t v)
{v(1 − v)}1/2 dv, t > 0.
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(b) Let
x = (xT (ax))−2/3, x > 0, ˜t = (t T˜ (a˜t ))−2/3, t > 0.
(c) The functions 	u(x) and 	˜u(t) are deﬁned as the following:
	u(x) =
⎧⎨
⎩
a22u − x2
u[(au + x + auu)(au − x + auu)]1/2
, |x|au,
	u(au), au < |x|,
	˜u(t) =
⎧⎪⎪⎨
⎪⎪⎩
(t + a˜uu−2)1/2(a˜2u − t)
u(a˜u − t + a˜u˜u)1/2
, |t | a˜u,
	˜u(a˜u), a˜u < t,
	˜u(0), t < 0.
This paper is organized as follows. In Section 2, we state the relations between pn,(x) and
p˜n,(t) and the bounds on the orthonormal polynomials and spacing on their zeros. In Section 3,
we prove the results of Section 2. In Section 4, we estimate An(x) and Bn(x) deﬁned in Section
4, which are used in representing the derivative of the orthonormal polynomials with respect to
the weight w2(x). Finally Section 5 is an appendix containing various estimates and well known
theorems from [1,3–5].
2. Theorems
In the following theorem, we state the relations between pn,(x) and p˜n,(t).
Theorem 2.1. Let w(x) = w˜(t) with t = x2. Then the orthonormal polynomials pn,(x) with
 > − 12 on R can be entirely reduced to the orthonormal polynomials in R+ as follows: For
n = 0, 1, 2, . . . ,
p2n,(x) = p˜n,1/2(−1/2)(t) and p2n+1,(x) = xp˜n,1/2(+1/2)(t).
These formulas are in some respects the analogues of [6, (5.6.1) and (4.1.5)]. Especially,
[6, (5.6.1)] shows that Hermite polynomials can be reduced to Laguerre polynomials with the
parameter  = ± 12 . Moreover, these formulas are used almost everywhere in proving the other
results of Section 2.
For zeros, we prove:
Theorem 2.2. Let  > − 12 and w(x) ∈ F(C2+). Then
(a) For the minimum positive zero x[n/2],n,,
x[n/2],n, ∼ ann−1
and for the maximum zero x1,n,,
1 − x1,n,
an
∼ n.
(b) For n1 and 1jn − 1,
xj,n, − xj+1,n, ∼ 	n(xj,n,). (2.1)
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If we assume that w(x) ∈ F(C2) instead, then in (a), for some constant C > 0
x[n/2],n, ∼ ann−1, an(1 − Cn)x1,n, < an+/2,
and (b) holds with ∼ replaced by <∼.
In the following theorems, we investigate the bounds on the orthonormal polynomials
pn,(x).
Theorem 2.3 (cf. Levin and Lubinsky [3, Theorem 1.17]). Let  > − 12 and let w(x) ∈ F(C2).
Then uniformly for n1,
sup
x∈R
|pn,(x)w(x)|
(
|x| + an
n
) |x2 − a2n|1/4 ∼ 1.
Theorem 2.4 (cf. Levin and Lubinsky [3, Theorem 1.18]). Let  > − 12 and letw(x) ∈ F(C2+).
Then uniformly for n1 we have the following:
sup
x∈R
|pn,(x)w(x)|
(
|x| + an
n
) ∼ a−1/2n (nT (an))1/6.
If w(x) ∈ F(C2), this estimate holds with ∼ replaced by <∼.
Recall that the Lagrange fundamental polynomials at the zeros of pn,(x) are polynomials
lj,n,(x) ∈ Pn−1, given by
lj,n,(x) = pn,(x)
(x − xj,n,)p′n,(xj,n,)
.
Theorem 2.5 (cf. Levin and Lubinsky [3, Theorem 1.19 (a) and (b)]). Let w(x) ∈ F(C2+) and
 > − 12 . Then there exists n0 such that uniformly for nn0 and 1jn,
(a)
|p′n,w|(xj,n,)
(
|xj,n,| + an
n
) ∼ 	n(xj,n,)−1[a2n − x2j,n,]−1/4.
(b)
|pn−1,(xj,n,)|w(xj,n,)
(
|xj,n,| + an
n
) ∼ a−1n [a2n − x2j,n,]1/4.
(c)
max
x∈R
∣∣∣lj,n,(x)w(x) (|x| + an
n
)∣∣∣w−1(xj,n,) (|xj,n,| + an
n
)− ∼ 1.
(d) For jn − 1 and x ∈ [xj+1,n,, xj,n,],
|pn,(x)|w(x)
(
|x| + an
n
)
∼ min{|x − xj,n,|, |x − xj+1,n,|}	n(xj,n,)−1[a2n − x2j,n,]−1/4. (2.2)
If we assume that w(x) ∈ F(C2) instead, then (a) holds with ∼ replaced by C and (b)
holds with ∼ replaced by >∼.
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Theorem 2.6 (cf. Levin and Lubinsky [3, Theorem 13.6]). Let w(x) ∈ F(C2). Assume p >
−1/2 if 0 < p < ∞ and 0 if p = ∞. Then we have for n1,
∥∥∥pn,(x)w(x) (|x| + an
n
)∥∥∥
Lp(R)
∼ a1/p−1/2n
⎧⎪⎨
⎪⎩
1, p < 4,
(log(1 + nT (an))1/4 , p = 4,
(nT (an))
2
3 (
1
4− 1p ) , p > 4.
Let
n(x) := max
{
n, 1 −
|x|
an
}
and x+ :=
{
x, x > 0,
0, x0.
Theorem 2.7. Let w(x) ∈ F(C2+) and 0s t < ∞. Assume p > − 12 if 0 < p < ∞ and
0 if p = ∞. Then we have for n2,∥∥∥∥(t/4−1/p)+n (x) ∣∣∣(pn,w)(x) (|x| + ann
)∣∣∣s
∥∥∥∥
Lp(R)
∼
∥∥∥∥(t/4−1/p)+n (x)
∣∣∣(pn,w)(x) (|x| + an
n
)∣∣∣s
∥∥∥∥
Lp(an/2 |x|an(1−n))
∼
⎧⎪⎨
⎪⎩
a
1/p−t/2
n log n if s = t and 4pt < ∞,
a
1/p−s/2
n if s < t and 4pt < ∞ or if pt < 4,
a
−s/2
n if p = ∞.
3. Proofs of theorems
To prove our theorems we use the results of [3–5].
Proof of Theorem 2.1. For k = 0, 1, 2, . . . , n − 1,∫ ∞
−∞
p˜n,1/2(−1/2)(x2)x2kw2(x) dx = 2
∫ ∞
0
p˜n,1/2(−1/2)(x2)x2kw2(x) dx
=
∫ ∞
0
p˜n,1/2(−1/2)(t)tkw˜21/2(−1/2)(t) dt = 0.
In the above equation, we have the ﬁrst equality by the integration of even function, the second
equality by the substitution t = x2, and the ﬁnal equality by the orthogonality for the polynomials
of degree at most n − 1. For k = 0, 1, 2, . . . , n − 1, we have∫ ∞
−∞
p˜n,1/2(−1/2)(x2)x2k+1w2(x) dx = 0
since the integrand is odd by the deﬁnitions. On the other hand, we have∫ ∞
−∞
p˜2n,1/2(−1/2)(x
2)w2(x) dx = 2
∫ ∞
0
p˜2n,1/2(−1/2)(x
2)w2(x) dx
=
∫ ∞
0
p˜2n,1/2(−1/2)(t)w˜
2
1/2(−1/2)(t) dt = 1.
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Similarly, we have for k = 0, 1, 2, . . . , 2n∫ ∞
−∞
xp˜n,1/2(+1/2)(x2)xkw2(x) dx = 0
and ∫ ∞
−∞
(
xp˜n,1/2(+1/2)(x2)
)2
w2(x) dx = 1.
Therefore, the result is proved. 
Proof of Theorem 2.2. From Theorem 2.1 we have the following:
p2n,(x) = p˜n,1/2(−1/2)(t), p2n+1,(x) = xp2n,+1(x) = t1/2p˜n,1/2(+1/2)(t).
We only give the proof of the case of p2n,(x), because for the case of p2n+1,(x) we see that
1
2 (− 12 ) may be replaced with 12 (+ 12 ).
(a) Since x2n,2n, = tn,n,1/2(−1/2) and x21,2n, = t1,n,1/2(−1/2), we have the results by (A.1) and
(a) of Theorem A.3.
(b) By (A.9), (A.2), and (A.1), we have for j = 1, 2, . . . , n − 1,
x2j,2n, − x2j+1,2n, = tj,n,1/2(−1/2) − tj+1,n,1/2(−1/2)
∼ 	˜n
(
tj,n,1/2(−1/2)
) ∼ 	2n(xj,2n,)
(
x2j,2n, +
a2n
n2
)1/2
.
Since for j = 1, 2, . . . , n − 1 by (a)(
xj,2n, + an
n
)
∼ xj,2n, ∼
(
xj,2n, + xj+1,2n,
)
and
xn,2n, − xn+1,2n, = 2xn,2n, ∼ an
n
∼ 	2n(xn,2n,),
we have for j = 1, 2, . . . , n,
xj,2n, − xj+1,2n, ∼ 	2n(xj,2n,). (3.1)
For j = n + 1, n + 2, . . . , 2n we also obtain (3.1) by the symmetry of xj,2n,. For the case
w(x) ∈ F(C2), the proof is the same as the above. 
Proof of Theorem 2.3. First we prove the result for the even case. Let  > − 12 and  = 12 (− 12 ).
Then  > − 12 and we have by (A.1)
|p2n,(x)|w(x)
(
|x| + an
n
) |x2 − a22n|1/4
∼ |p2n,(x)|w(x)
(
x2 + a
2
2n
n2
)/2
|x2 − a22n|1/4
= |p˜n,(t)|w˜(t)
(
t + a˜n
n2
) (
t + a˜n
n2
)1/4
|t − a˜n|1/4.
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Therefore, we have by Theorem A.4
sup
x∈R
|p2n,(x)|w(x)
(
|x| + an
n
) |x2 − a22n|1/4 ∼ 1.
Now, we show the result for the odd case. Let  = 12 (+ 12 ). Then since
p2n+1,(x) = xp2n,+1(x) and
(
|x| + a2n+1
2n + 1
)
∼
(
|x| + a2n
2n
)
,
we obtain
|p2n+1,(x)|w(x)
(
|x| + a2n+1
2n + 1
)
|x2 − a22n+1|1/4
<∼ |p2n,+1(x)|w(x)
(
|x| + a2n
2n
)+1 (|x2 − a22n|1/4 + |a22n+2 − a22n|1/4)
∼ |p˜n,(t)|w˜(t)
(
t + a˜n
n2
)+1/4 (
|t − a˜n|1/4 + |a˜n+1 − a˜n|1/4
)
.
By Theorems A.4 and A.5
|p˜n,(t)|w˜(t)
(
t + a˜n
n2
)+1/4
|t − a˜n|1/4 <∼ 1
and
|p˜n,(t)|w˜(t)
(
t + a˜n
n2
)+1/4
|a˜n+1 − a˜n|1/4
<∼
{ |a˜n − t |−1/4|a˜n+1 − a˜n|1/4, 0 < t a˜n/2, t a˜2n,
a˜
−1/2
n (nT˜ (a˜n))
1/6a˜1/4n |a˜n+1 − a˜n|1/4, a˜n/2 < t < a˜2n,
<∼ 1,
because a˜n+1 − a˜n <∼ a˜n/(nT˜ (a˜n)) by (A.8). On the other hand, from (A.11) we have for
xj,2n+2,+1 with ε1a2n < xj,2n+2,+1 < ε2a2n, 0 < ε1 < ε2 < 1,
|(p2n+1,w)(xj,2n+2,+1)|
(
|xj,2n+2,+1| + a2n+12n + 1
)
|x2j,2n+2,+1 − a22n+1|1/4
∼ a3/2+n |(p2n,+1w)(xj,2n+2,+1)|
∼ a3/2+n |p˜n,w˜(tj,n+1,)| >∼ a3/2+n a˜−1/2−n ∼ 1,
because ε21 a˜n < tj,n+1, < ε22 a˜n by (b) of Theorem A.6 and (A.1). Therefore, we have
sup
x∈R
|p2n+1,(x)|w(x)
(
|x| + a2n+1
2n + 1
)
|x2 − a22n+1|1/4 ∼ 1. 
Proof of Theorem 2.4. Let  = 12 (− 12 ). Then
A := sup
x∈R
|p2n,(x)|w(x)
(
|x| + a2n
2n
) ∼ sup
t∈R+
|p˜n,(t)|w˜(t)
(
t + a˜n
n2
)+1/4
.
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Now we estimate A. By Theorem A.2, Theorem A.4, (A.1), and (A.2), there exists some constant
L > 0 such that
A
<∼ sup
t a˜n(1−L˜n)
|p˜n,(t)|w˜(t)
(
t + a˜n
n2
)+1/4
<∼ max
t a˜n(1−L˜n)
(a˜n − t)−1/4 <∼ (a˜n˜n)−1/4 <∼ a˜−1/4n
(
nT˜ (a˜n)
)1/6
<∼ a−1/22n (2nT (a2n))1/6 .
For the lower bounds, we use the Bernstein inequality [5, Theorem 1.5(1.20)]. Then∣∣∣t1/41,n, (p˜′n,w˜) (t1,n,)	˜n(t1,n,)∣∣∣= ∣∣∣(p˜n,w˜)′ (t1,n,)	˜n(t1,n,)t+1/41,n, ∣∣∣
<∼ sup
t∈R+
∣∣∣∣∣(p˜n,w˜) (t)
(
t + a˜n
n2
)+1/4∣∣∣∣∣ ∼ A.
On the other hand, we have by (A.10) and (a) of Theorem A.3
|t1/41,n,p˜′n,(t1,n,)w˜(t1,n,)	˜n(t1,n,)| ∼ (a˜n − t1,n,)1/4 ∼ (a˜n˜n)−1/4
∼ a˜−1/4n {nT˜ (a˜n)}1/6 ∼ a−1/2n {nT (an)}1/6.
Consequently, we have A ∼ a−1/2n {nT (an)}1/6. The case of p2n+1,(x) is similar. 
Lemma 3.1. Let w˜ ∈ L(C2+) and  > − 12 . Then uniformly for n1
|p˜n,(0)| ∼
(
n2
a˜n
) (
n
a˜n
)1/2
(3.2)
and for t ∈ [0, tn,n,],
|p˜n,(t)| ∼ |t − tn,n,|
(
n2
a˜n
)+1 (
n
a˜n
)1/2
. (3.3)
Proof. By Theorem A.5, we know that
∣∣p˜n,(0)∣∣ <∼
(
n2
a˜n
) (
n
a˜n
)1/2
.
On the other hand, since |p˜′n,(t)| is decreasing on [0, tn,n,] we have by the mean value property,
(A.10), and (a) of Theorem A.3,
|p˜n,(0)| |p˜′n,(tn,n,)|tn,n, ∼
(
n2
a˜n
) (
n
a˜n
)1/2
.
Therefore, (3.2) is proved. Similarly for t ∈ [0, tn,n,], we have by the mean value property
|p˜n,(t)| |t − tn,n,‖p˜′n,(tn,n,)| ∼ |t − tn,n,|
(
n2
a˜n
)+1 (
n
a˜n
)1/2
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and we have by (A.12),
|p˜n,(t)| <∼ |t − tn,n,‖p˜′n,(tn,n,)| ∼ |t − tn,n,|
(
n2
a˜n
)+1 (
n
a˜n
)1/2
.
Therefore, (3.3) is also proved. 
Proof of Theorem 2.5. (a) To prove (a), we use (A.10). Let  = 12 ( − 12 ). Then for j =
1, 2, . . . , 2n
|p′2n,(xj,2n,)|w(xj,2n,)
(
|xj,2n,| + a2n2n
)
∼ |p′2n,(xj,2n,)|w(xj,2n,)|xj,2n,| = 2|p˜′n,w˜|(tj,n,)t3/4j,n,
∼ 	˜n(tj,n,)−1[tj,n,(a˜n − tj,n,)]−1/4t3/4jn,
∼ 	2n(xj,2n,)−1x−1j,2n,[x2j,2n,(a22n − x2j,2n,)]−1/4x3/2j,2n,
∼ 	2n(xj,2n,)−1[a22n − x2j,2n,]−1/4.
Here, we used (a) of Theorems 2.2, 2.1, (A.10), (A.1)–(A.3), and so on. Now, let  = 12 (+ 12 ).
Then since xj,2n+1, = xj,2n,+1 for j = 1, 2, . . . , n and
p′2n+1,(x) = xp′2n,+1(x) + p2n,+1(x),
we have for j = 1, 2, . . . , n, n + 2, . . . , 2n + 1 by the even case∣∣∣∣(p′2n+1,w)(xj,2n+1,)
(
|xj,2n+1,| + a2n+12n + 1
)∣∣∣∣
∼
∣∣∣∣∣(p′2n,+1w)(xj,2n,+1)
(
|xj,2n,+1| + a2n+12n + 1
)+1∣∣∣∣∣
∼ 	2n+1(xj,2n+1,)−1(a22n+1 − x2j,2n+1,)−1/4.
For xn+1,2n+1, = 0, we obtain by Lemma 3.1∣∣∣∣(p′2n+1,w)(0)
(
a2n+1
2n + 1
)∣∣∣∣∼ ∣∣p2n,+1(0)∣∣ (ann
) = ∣∣p˜n,(0)∣∣ (an
n
)
∼ n
a
3/2
n
∼ 	2n+1(0)−1(a22n+1)−1/4.
Therefore, (a) is proved.
(b) By the deﬁnition of n(x) = n(w2; x) we have
−1n (xj,n,) =
n−1,
n,
p′n,(xj,n,)pn−1,(xj,n,).
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So, we have
pn−1,(xj,n,) =
n,
n−1,
−1n (xj,n,)(p′n,(xj,n,))−1.
Then we have by (a) and Theorem A.9∣∣∣(pn−1,w)(xj,n,) (|xj,n,| + an
n
)∣∣∣
= n,
n−1,
−1n (xj,n,)w2(xj,n,)
(
|xj,n,| + an
n
)2
×
∣∣∣(p′n,w)(xj,n,) (|xj,n,| + ann
)∣∣∣−1
∼ n,
n−1,
(
a2n − x2jn
)1/4
.
Here n−1,/n, ∼ an (see Lemma 4.7 in Section 4, and note that its proof is independent of
Theorem 2.5). Therefore, (b) is proved.
To prove (c) and (d), let
 :=
⎧⎪⎪⎨
⎪⎪⎩
1
2
(
− 1
2
)
if n is even
1
2
(
+ 1
2
)
if n is odd
and m :=
[n
2
]
.
(c) First, we easily have
max
x∈R
∣∣∣(lj,n,w)(x) (|x| + an
n
)∣∣∣w−1(xj,n,) (|xj,n,| + an
n
)−

∣∣∣∣(lj,n,w)(xj,n,) (|xj,n,| + ann
)
w−1(xj,n,)
(
|xj,n,| + an
n
)−∣∣∣∣ = 1.
Therefore, it remains to obtain the upper bounds. By Theorem A.8, it sufﬁces to prove the upper
bounds for |x|an. First, suppose 1jm. Then we have by Theorem 2.1
B := |lj,n,(x)|w(x)
(
|x| + an
n
)
w−1(xj,n,)
(
|xj,n,| + an
n
)−
<∼ |l˜j,m,(t)|w˜(t)
(
t + a˜m
m2
)
w˜−1(tj,m,)
(
tj,m, + a˜m
m2
)−
×
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(|x| + |xj,n,|)(|x| + an/n)1/2
|x3/2j,n,|
if n = 2m,
|x|(|x| + |xj,n,|) (|x| + an/n)1/2
|x5/2j,n,|
if n = 2m + 1.
For |x|an if |x|2|xj,n,| or |xj,n,|an/2, then |x|/|xj,n,| <∼ 1. Therefore, for these cases we
have B <∼ 1 by (A.12). Now, suppose 2|xj,n,| |x|an and |xj,n,|an/2. Then
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since |x − xj,n,| |xj,n,| and |x − xj,n,| ∼ |x|, we also have by (a) and (A.4)
B =
∣∣∣∣∣ pn,(x)(x − xj,n,)p′n,(xj,n,)
∣∣∣∣∣w(x)
(
|x| + an
n
)
w−1(xj,n,)
(
|xj,n,| + an
n
)−
∼
∣∣∣∣∣pn,(x)w(x)
(|x| + an
n
)
x − xj,n,
∣∣∣∣∣	n(xj,n,)(a2n − x2j,n,)1/4
<∼ a
3/2
n
n
∣∣∣∣∣pn,(x)w(x)
(|x| + an
n
)
x − xj,n,
∣∣∣∣∣ .
Then for |x|an/2, we have by Theorem 2.3 and (a) of Theorem 2.2
B
<∼ a
3/2
n
n
(a2n − x2)−1/4
|xj,n,|
<∼ 1
and for |x|an/2, we have by Theorem 2.4 and (A.5),
B
<∼ a
3/2
n
n
a
−1/2
n (nT (an))
1/6
|x|
<∼ 1.
Therefore, we also have B <∼ 1 for these case. Thus, we proved for 1jm
sup
|x|an
∣∣∣(lj,n,w)(x) (|x| + an
n
)∣∣∣w−1(xj,n,) (|xj,n,| + an
n
)− <∼ 1.
Moreover, when n = 2m + 1, we have by (b), (A.6), Theorems 2.3 and 2.4
|lm+1,2m+1,(x)|w(x)
(
|x| + a2m+1
2m + 1
)
×w−1(xm+1,2m+1,)
(
|xm+1,2m+1,| + am
m
)−
=
∣∣∣∣p2m,+1(x)w(x)
(
|x| + a2m+1
2m + 1
)
(p2m,+1w)−1(0)
(am
m
)−∣∣∣∣
<∼ a
3/2
m
m
⎧⎨
⎩
m
a
3/2
m
, |x|am/2
a
−3/2
m (mT (am))
1/6, |x|am/2
<∼ 1.
If we use the symmetry of the zeros, then (c) can be proved for all j(1jn).
(d) To prove (d), we use (A.13), Lemmas A.1 and 3.1. Suppose 1jm − 1 and let x ∈
[xj+1,n,, xj,n,]. Then we have by (A.13)
|pn,(x)|w(x)
(
|x| + an
n
)
∼ |p˜m,(t)|w˜(t)t1/4
∼ min{|t − tj,m,|, |t − tj+1,m,|}	˜−1m (tj,m,)(a˜m − tj,m,)−1/4
∼ min{|x2 − x2j,n,|, |x2 − x2j+1,n,|}	−1n (xj,n,)|xj,n,|−1(a2n − x2j,n,)−1/4
∼ min{|x − xj,n,|, |x − xj+1,n,|}	−1n (xj,n,)|(a2n − x2j,n,)|−1/4.
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Moreover, when n = 2m + 1, from (3.3) we have for x ∈ [xm+1,2m+1,, xm,2m+1,],
|p2m+1,(x)|w(x)
(
|x| + a2m+1
2m + 1
)
= |xp2m,+1(x)|w(x)
(
|x| + a2m+1
2m + 1
)
∼ |t1/2p˜m,(t)|w˜(t)
(
t + a˜m
m2
)/2
∼ t1/2|t − tm,m,| m
3
a˜
7/4
m
∼ m
a
3/2
m
min{|x|, |x − xm,2m+1,|} ∼ m
a
3/2
m
min{|x − xm+1,2m+1,|, |x − xm,2m+1,|}.
When n = 2m, since from (3.3) we have for x ∈ [0, xm,2m,],
|p2m,(x)|w(x)
(
|x| + a2m
2m
) ∼ |p˜m,1/2(−1/2)(t)|w˜(t)
(
t + a˜m
m2
)/2
∼ |t − tm,m,1/2(−1/2)|
(
m2
a˜m
)3/4 (
m
a˜m
)1/2
∼ m
a
3/2
m
‖x| − |xm,2m+1,‖,
we obtain in this case that for x ∈ [xm+1,2m,, xm,2m,],
|p2m,(x)|w(x)
(
|x| + a2m
2m
) ∼ m
a
3/2
m
min{|x − xm+1,2m,|, |x − xm,2m,|}.
If we use the symmetric property (d) can be proved for m + 1jn. Therefore, (d) is proved
completely. 
Proof of Theorem 2.6. From Theorems A.8 and 2.3 we have∥∥∥(pn,w)(x) (|x| + an
n
)∥∥∥
Lp(R)
<∼
∥∥∥(pn,w)(x) (|x| + an
n
)∥∥∥
Lp(Lan/n |x|an(1−Ln))
<∼ a−1/2n
∥∥∥∥∥
(
1 − |x|
an
)−1/4∥∥∥∥∥
Lp(Lan/n |x|an(1−Ln))
<∼ a1/p−1/2n
⎧⎪⎨
⎪⎩
1, p < 4,
(log(1 + nT (an))1/4 , p = 4,
(nT (an))
2
3 (
1
4− 1p ) , p > 4.
Now, we estimate the lower bounds of
∥∥∥(pn,w)(x) (|x| + ann )
∥∥∥
Lp(R)
. Since by (2.2), (2.1), and
Lemma A.1∫ xj,n,
xj+1,n,
∣∣∣(pn,w)(x) (|x| + an
n
)∣∣∣p dx
∼
∫ xj,n,
xj+1,n,
min{|x − xj,n,|, |x − xj+1,n,|}p dx	n(xj,n,)−p
(
a2n − x2j,n,
)−p/4
∼ |xj,n, − xj+1,n,|p+1	n(xj,n,)−p
(
a2n − x2j,n,
)−p/4
∼ |xj,n, − xj+1,n,|
(
a2n − x2j,n,
)−p/4
,
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we have from (a) of Theorem 2.2∥∥∥(pn,w)(x) (|x| + an
n
)∥∥∥
Lp(R)
∼
(∫ x1,n,
xn,n,
(
a2n − x2
)−p/4
dx
)1/p
>∼
(∫ an(1−n)
−an(1−n)
(
a2n − x2
)−p/4
dx
)1/p
∼ a1/p−1/2n
⎧⎪⎨
⎪⎩
1, p < 4,
(log(1 + nT (an))1/4 , p = 4,
(nT (an))
2
3 (
1
4− 1p ) , p > 4.
Therefore, we have the result. 
Proof of Theorem 2.7. First, assume 4pt < ∞. Since by Theorem A.8∥∥∥∥(t/4−1/p)n (x) ∣∣∣(pn,w)(x) (|x| + ann
)∣∣∣s
∥∥∥∥
Lp(an(1−n)<|x|)
∼ (t/4−1/p)n
∥∥∥(pn,w)(x) (|x| + an
n
)∥∥∥s
Lps(an(1−n)<|x|)
<∼ (t/4−1/p)n
∥∥∥(pn,w)(x) (|x| + an
n
)∥∥∥s
Lps(|x|an(1−n)))
<∼
∥∥∥∥(t/4−1/p)n (x)
∣∣∣(pn,w)(x) (|x| + an
n
)∣∣∣s
∥∥∥∥
Lp(|x|an(1−n)))
and from Theorem 2.3 for |x|an(1 − n),
(t/4−1/p)n (x)
∣∣∣(pn,w)(x) (|x| + an
n
)∣∣∣s <∼ a−s/2n
(
1 − |x|
an
)(t−s)/4−1/p
,
we have∥∥∥∥(t/4−1/p)n (x) ∣∣∣(pn,w)(x) (|x| + ann
)∣∣∣s
∥∥∥∥
Lp(R)
<∼ a1/p−s/2n ‖|1 − u|(t−s)/4−1/p‖Lp(|u|1−n) ∼
{
a
1/p−t/2
n log n, s = t,
a
1/p−s/2
n , s < t.
Now, we estimate the lower bounds. Similarly to the proof of Theorem 2.6, since by (2.2), (2.1),
and Lemma A.1,∫ xj,n,
xj+1,n,
∣∣∣∣(t/4−1/p)n (x) ∣∣∣(pn,w)(x) (|x| + ann
)∣∣∣s∣∣∣∣
p
dx
∼ |xj,n, − xj+1,n,|a−sp/2n
(
1 − |xj,n,|
an
)(t−s)p/4−1
,
we have from (a) of Theorem 2.2,∥∥∥∥(t/4−1/p)n (x) ∣∣∣(pn,w)(x) (|x| + ann
)∣∣∣s∥∥∥∥
Lp(an/2 |x|an(1−n))
>∼ a−s/2n
(∫ an(1−n)
an/2
(
1 − |x|
an
)(t−s)p/4−1
dx
)1/p
∼
{
a
1/p−t/2
n log n, s = t,
a
1/p−s/2
n , s < t.
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For the case 0pt < 4, the result can be proved similarly. Especially, when p = ∞, we know
easily the result from Theorem 2.3. Consequently, we proved the result. 
4. Further properties of pn,(x)
In the rest of this paper we let pn(x) = pn,(x) simply and we assume that  > − 12 .
Theorem 4.1. We have a representation:
p′n(x) = An(x)pn−1(x) − Bn(x)pn(x) − 2n
pn(x)
x
. (4.1)
Here
An(x) = 2bn
∫ ∞
−∞
p2n(u)Q(x, u)w
2
(u) du,
Bn(x) = 2bn
∫ ∞
−∞
pn(u)pn−1(u)Q(x, u)w2(u) du,
where
Q(x, t) = Q
′(x) − Q′(u)
x − u , bn =
n−1
n
and n =
{
, n is odd,
0, n is even.
Proof. Using the reproducing kernel
Kn(x, u) = bn{pn(x)pn−1(u) − pn(u)pn−1(x)}/(x − u)
we have easily the results by the same method as [2, Theorem 1.6]. 
Theorem 4.2 (cf. Levin and Lubinsky [3, Theorem 13.7]). Let w(x) ∈ F(C2), L>0, and >0.
Then there exist C, n0 > 0 such that for nn0 and  ann  |x|an(1 + Ln),
An(x)
2bn
∼ 	n(x)−1{a2n(1 + 2Ln)2 − x2}−1/2, |Bn(x)| <∼ An(x), (4.2)
and for  an
n
 |x|εan with 0 < ε < 1 small enough, there exists 0 < (ε) < 1 such that
|Bn(x)| < (ε)An(x). (4.3)
Remark 4.3. Letw(x) ∈ F(C2). If0 or2 then (4.2) and (4.3) holds for |x|an(1+Ln).
For 1 <  < 2, if Q′′(x) is bounded on a certain interval (0, c], or if there exist 0 < 2 and
a positive constant C such that Q′′(x)Cx− on a certain interval (0, c] and  −12 then (4.2)
and (4.3) holds for |x|an(1 + Ln). Moreover, for 1 <  < 2, if Q′′(x) is non-increasing a
certain interval (0, c] and + 2− 10, then (4.2) and (4.3) holds for |x|an(1 + Ln).
Proof of Theorem 4.2. First we can show (4.2) by repeating the methods of the proof of [3,
Theorem 13.7; 5, Theorem 4.1]. The second inequality in (4.2) is shown by the Cauchy–Schwarz
inequality. Formula (4.2) is proved by dividing into two parts, that is, the upper bounds part and
the lower bounds part. Let us deﬁne
n,(x) = An(x)2bn 	n(x)|a
2
n − x2|1/2.
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To prove Theorem 4.2 we need some lemmas.
Lemma 4.4. Assume that w(x) ∈ F(C2). Then
(a)
∫ ∞
−∞
(pnw)
2(u)uQ′(u) du = n + + 1
2
.
(b)
∫ 0
−∞
(pnw)
2(u)|Q′(u)| du =
∫ ∞
0
(pnw)
2(u)Q′(u) du ∼ n
an
.
(c)
∫ ∞
−∞
(pnw)
2(u)
(
|u| + an
n
)2
uQ′(u) du ∼ n.
(d)
∫ ∞
0
(pnw)
2(u)
(
|u| + an
n
)2
Q′(u) du ∼ n
an
.
Proof. Since (a) and (b) are similar results to [3, Lemma 12.7], we can prove them by repeating
the methods of the proof of [3, Lemma 12.7; 5, Theorem 4.2]. Moreover, (c) and (d) can be
obtained easily, using (a), (b), and their proofs. 
Lemma 4.5 (cf. Levin and Lubinsky [3, Theorem 12.11]). Letw(x) ∈ F(C2).For  an
n
 |x|
n
we have
n,(x)
<∼ 1,
where 
n = an(1 − Mn) and M > 0 is chosen such that x1,n, > an
(
1 − (M/2)n
)
.
Proof. We split n,(x) into two parts as the following;
n,(x) =
[∫
|u|an/2n
+
∫
|u|an/2n
] (
pnw
)2
(u)Q(x, u) du	n(x)|a2n − x2|1/2
=: A + B.
Here, if we use the method of [3, Chapter 12] with Lemma 4.4 and Theorem 2.3, then we can
show B <∼ 1 by replacing n(x) with (pnw)2(x)
(|x| + an
n
)2 |a2n − x2|1/2. On the other hand,
we know by Theorem 2.3 that
A
<∼ 1
an
∫
|u|an/2n
|u|2
(|u| + an/n)2Q(x, u) du	n(x)|a
2
n − x2|1/2.
Then since for  an
n
 |x|an/2 and |u| an2n
Q(x, u)
<∼ n
an
(4.4)
and for an/2 < |x|
n and |u| an2n
Q(x, u)
<∼ Q′(a2n)/an ∼ n
√
T (an)
a2n
,
we have A <∼ 1. So, the lemma is proved. 
Now we prove (4.2).
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Proof of the upper bounds of An(x). Let  ann  |x|an(1+Ln). Ifwedistinguish three ranges
of x; (i)  an
n
 |x|
n, (ii) 
nxan(1 + Ln), and (iii) −an(1 + Ln)x − 
n, then the
upper bounds forAn(x) can be proved easily by repeating methods of proofs of [3, Theorem 13.7;
5, Theorem 4.1] for upper bounds. 
Proof of the lower bounds of An(x). Similarly to the methods of [3, Lemma 13.8; 5, Theorem
4.2], we can choose the numbers  ∈ (0, 1) and  > 1 satisfying that uniformly for r ∈ [0, 2n],∫
[an,a2n]\[ar/,ar ]
(pnw)
2(u)Q′(u) du ∼ n
an
.
If we use these numbers  ∈ (0, 1) and  > 1, then the lower bounds for An(x) can be proved
easily by repeating methods of [3, Theorem 13.7; 5, Theorem 4.1] for lower bounds. 
In the following, we will prove (4.3). Let  an
n
 |x|εan for 0 < ε < 12 small enough. By (4.4)
we obtain∫
|u|an/2n
|u|2
(|u| + an/n)2
Q(x, u)
(a2n − u2)1/2
du <∼ n
a2n
∫
|u|an/2n
|u|2
(|u| + an/n)2 du
∼ O
(an
n
) n
a2n
.
Choose 0 <  < 1 satisfying that∫
|u|an
Q(x, u)
|a2n − u2|1/2
duC n(x)|a2n − x2|1/2
 Cn
a22n − x2
C n
a2n
.
Here,
u(x) = 1
2
(a2u − x2)1/2
∫ au
−au
Q(x, s)
(a2u − s2)1/2
ds, x ∈ [−au, au]
is the density of the equilibrium measure of total mass for the ﬁeld Q. It is shown in [3, Theorem
5.3] that for L > 1
t (x) ∼ t (a
2
t − x2)1/2
(a2Lt − x2)
, |x|at .
Then using Theorem 2.3,∫
|u|an
(pnw)
2(u)Q(x, u) du <∼
∫
|u|an/2n
|u|2
(|u| + an/n)2
Q(x, u)
(a2n − u2)1/2
du
+
∫
an/2n |u|an
|u|2
(|u| + an/n)2
Q(x, u)
(a2n − u2)1/2
du
<∼ O
(an
n
) n
a2n
+ C n
a2n
. (4.5)
Since for x ∈ [0, an/2],
Q′(x)C n
an
(
x
an
)−1
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(see [3, Lemma 3.8 (3.12)]), we have for an |u|a2n,∣∣∣Q(x, u) − Q(x,−u)∣∣∣= 2
∣∣∣∣uQ′(x) − xQ′(u)x2 − u2
∣∣∣∣
<∼ |Q
′(εan)| + ε|Q′(u)|
an
<∼ ε−1 n
a2n
+ ε
an
|Q′(u)|. (4.6)
Then using Cauchy–Schwartz inequality, (4.6), and (b) of Lemma 4.4, we have∣∣∣∣
∫
an |u|a2n
pn(u)pn−1(u)w2(u)Q(x, u) du
∣∣∣∣

∫
anua2n
∣∣∣pn(u)pn−1(u)w2(u)∥∥∥Q(x, u) − Q(x,−u)| du
<∼ ε
an
∫ ∞
0
|pn(u)pn−1(u)|w2(u)|Q′(u)| du
+ε−1 n
a2n
∫ ∞
0
|pn(u)pn−1(u)|w2(u) du
<∼ ε n
a2n
+ ε−1 n
a2n
. (4.7)
On the other hand, since
∣∣∣Q(x, u)∣∣∣ <∼ |Q′(u)| for |u|a2n, using Cauchy–Schwartz inequality
and Theorem A.7 we have for some constant C > 0∣∣∣∣
∫
|u|a2n
pn(u)pn−1(u)w2(u)Q(x, u) du
∣∣∣∣ <∼ O(e−nC ).
Here we note that if  an
n
 |x| 12an, then
An(x)
bn
∼ n
a2n
.
Therefore, if we take  > 0 in (4.5) and ε > 0 in (4.7) small enough then by (4.5), (4.7), and
(4.8), we know that there exists 0 < (ε) < 1 such that
|Bn(x)|
bn
(ε)An(x)
bn
.
Since bn > 0, (4.3) follows. Therefore, Theorem 4.2 is proved completely. 
To prove Remark 4.3, we restate it in the following:
Remark 4.6. Let w(x) ∈ F(C2). Then (4.2) and (4.3) holds for |x|an(1 + Ln) if one of the
following conditions is satisﬁed:
(a) 0;
(b) 2;
(c) 1 <  < 2, Q′′(x) is bounded on a certain interval (0, c];
(d) 1 <  < 2, there exist 0 < 2 and a positive constant C such that Q′′(x)Cx− on a
certain interval (0, c] and  −12 ;(e) 1 <  < 2, Q′′(x) is non-increasing a certain interval (0, c] and + 2− 10.
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Proof. It is sufﬁcient to prove Lemma 4.5 for |x| an
n
.
(a) Since |u|2 (|u| + an
n
)2
, we have similarly to the estimate of B in Lemma 4.5
n,(x)
<∼
∫ ∞
−∞
(pnw)
2 (u)
(
|u| + an
n
)2
Q(x, u) du	n(x)|a2n − x2|1/2 <∼ 1.
For the other cases we will prove that for |x| an
n∫
|u|an/2n
(
pnw
)2
(u)Q(x, u) du <∼ n
a2n
.
This sufﬁces for proving Lemma 4.5.
(b) For |x| an
n
and |u| an2n there exists a certain  between x and u such that we have by(d), (e) of Deﬁnition 1.1 and [3, Lemma 3.8 (3.42)]
Q(x, u) = Q′′()C (Q
′())2
Q()
∼ T ()Q
′()

<∼ T ()

n
an
−1 <∼ T () n
an
−2 <∼ n
an
<∼ n
a2n
.
Therefore, we have
∫
|u|an/2n
(
pnw
)2
(u)Q(x, u) du <∼ n
a2n
∫ ∞
−∞
(
pnw
)2
(u) du n
a2n
.
(c) Then we have by Theorem 2.3∫
|u|an/2n
(
pnw
)2
(u)Q(x, u) du <∼
∫
|u|an/2n
(
pnw
)2
(u) du
<∼ 1
an
∫
|u|an/2n
|u|2
(|u| + an/n)2 du
<∼ 1
n
<∼ n
a2n
.
(d) Let x, u0. First, we obtain
Q(x, u) = 1
x − u
∫ x
u
Q′′(s) ds C
x − u
∫ x
u
s− ds = C x
1− − u1−
x − u C
1
u
.
Then by Theorem 2.3,∫
|u|an/2n
(
pnw
)2
(u)Q(x, u) du <∼
∫
|u|an/2n
(
pnw
)2
(u)
1
u
du
<∼ 1
an
∫
|u|an/2n
|u|2−
(|u| + an/n)2 du ∼
1
an
(an
n
)1−
= n
a2n
(an
n
)2− <∼ n
a2n
.
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(e) Since
(
Q′(u)
u
)′ = Q′′(u)−Q′(u)/u
u
= Q′′(u)−Q′′()
u
0 for a certain  ∈ (0, u), we have
Q′(u)
u
− Q
′(x) − Q′(u)
x − u =
x
u − x
(
Q′(x)
x
− Q
′(u)
u
)
0.
Then we have by Theorem 2.3 and [3, Lemma 3.8 (3.42)]∫
|u|an/2n
(
pnw
)2
(u)Q(x, u) du

∫
|u|an/2n
(
pnw
)2
(u)
Q′(u)
u
du
<∼ 1
an
∫
|u|an/2n
|u|2
(|u| + an/n)2
Q′(u)
u
du <∼ 1
an
(
n
an
)2 ∫
|u|an/2n
|u|2Q
′(u)
u
du
<∼ 1
an
(
n
an
)2
n
an
∫
|u|an/2n
|u|+2−2 du <∼ 1
an
(
n
an
)2
n
an
(
n
an
)+2−1
<∼ n
2−
a2n
<∼ n
a2n
.
Therefore, Lemma 4.5 for |x| an
n
is proved. 
The following lemma is useful.
Lemma 4.7 (cf. Levin and Lubinsky [5, Lemma 5.2(b)]). Let w(x) ∈ F(C2+). Then
bn ∼ an.
Proof. This is similar to the proof of [5, Lemma 5.2]. By Cauchy–Schwartz inequality, Theorems
A.8 and 2.3
bn :=
n−1,
n,
=
∫ ∞
−∞
xpn(x)pn−1(x)w2(x) dx
<∼ an.
For xjn = xj,n, = 0, we know that by (4.1) and the Christoffel–Darboux formula
b−1n = jn{pn−1(xjn)}2An(xjn).
Since we know from (2.1) and (A.4) that the number of zeros of pn(x) lying in [an/4, an/2] is at
least >∼ n, we have by (4.2) and Gauss-quadrature formula,
nb−2n
<∼
∑
xjn∈[an/4,an/2]
jn{pn−1(xjn)}2An(xjn)
bn
∼ n
a2n
∑
xjn∈[an/4,an/2]
jn{pn−1(xjn)}2
<∼ n
a2n
∫ ∞
−∞
p2n−1(x)w2(x) dx
<∼ n
a2n
.
Therefore, we obtain the lemma. 
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From Lemma 4.7 we obtain the following.
Corollary 4.8. Let w(x) ∈ F(C2+), L > 0 and  > 0. Then there exist C, n0 > 0 such that for
nn0 and  ann  |x|an(1 + Ln),
An(x) ∼ an	n(x)−1{a2n(1 + 2Ln)2 − x2}−1/2. (4.8)
Moreover, if either of the conditions in Remark 4.6 is satisﬁed, then (4.8) holds for |x|an
(1 + Ln).
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Appendix A.
Lemma A.1. (a) For u > 0, we have
a2u = a˜u/2, T (au) = 2T˜ (a˜u/2) and u = 2−1/3˜u/2. (A.1)
(b) Uniformly for t ∈ [0, a˜n] and u > 0, we have
	2u(
√
t) ∼ 	˜u(t)
(t + a˜uu−2)1/2 . (A.2)
(c) Uniformly for n and x
	n+M ∼ 	n(x), M > 0, 	n(xjn) ∼ 	n(xj+1,n), 1jn − 1, (A.3)
and uniformly for |x|εan, 0 < ε < 1, we have
	2n(x) ∼ 	n(x) ∼
an
n
. (A.4)
(d) For some ε > 0 and for large enough u,
T (au)Cu2−ε. (A.5)
(e) There exists L0 such that for any ﬁxed L > L0 and uniformly for u > 0,
1 − au
aLu
∼ 1
T (au)
(A.6)
and
T (aLu) ∼ T (au). (A.7)
(f) For t > 0 and s2 t2s, uniformly for u > 0,∣∣∣∣1 − asat
∣∣∣∣ ∼ ∣∣∣1 − st
∣∣∣ 1
T (as)
. (A.8)
Proof. (a) They are [4, (2.6), (2.5), (2.9)]. (b) This is [5, (2.13)]. (c) This is easily proved by the
deﬁnition of 	n(x). (d) This is [3, 3, (3.38)]. (e) This is [3, Lemma 3.6(3.35), Lemma 3.5(3.29)].
(f) This is [3, (3.50)]. 
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Theorem A.2 (Levin and Lubinsky [4, Theorem 1.5]). Let w˜ ∈ L(C2). Let 0 < p∞ and
L,  > 0. Let  > − 1
p
if p < ∞, and 0 if p = ∞.
(a) There exist C, n0 > 0 such that for nn0 and P ∈ Pn,
‖(P w˜)(t)t‖Lp(R+)
<∼ ‖(P w˜)(t)t‖Lp([La˜nn−2,a˜n(1−˜n]).
(b) Given r > 1, there exist C, n0 > 0 and  > 0 such that for nn0 and p ∈ P˜n,
‖(P w˜)(t)t‖Lp(a˜rn,∞) exp(−Cn)‖(P w˜)(t)t‖Lp([0,a˜n]).
Theorem A.3 (Levin and Lubinsky [4, Theorem 1.4; 5, Theorem 1.4). Let  > − 12 and letw(x) ∈
L(C2+). Then
(a) For the minimum zero tn,n, we have
tn,n, ∼ a˜nn−2
and the maximum zero t1,n,, we have for some C > 0
1 − t1,n,
a˜n
∼ ˜n.
(b) For n1 and 1jn − 1,
tj,n, − tj+1,n, ∼ 	˜n(tj,n,). (A.9)
If we assume that w(x) ∈ L(C2) instead, then in (a) for some constant C > 0
tn,n, ∼ a˜nn−2, a˜n(1 − C˜n) t1,n, < a˜n++1/4,
and (b) holds with ∼ replaced by <∼.
Theorem A.4 (Levin and Lubinsky [4, Theorem 1.2]). Let  > − 12 and let w˜ ∈ L(C2). Let
p˜n,(t) be the nth orthonormal polynomial for the weight w˜2. Then uniformly for n1,
sup
t∈R+
[∣∣p˜n,(t)∣∣ w˜(t)
(
t + a˜n
n2
) ∣∣∣(t + a˜nn−2) (a˜n − t)∣∣∣1/4
]
∼ 1.
Theorem A.5 (Levin and Lubinsky [5, Theorem 1.2]). Let  > − 12 and let w˜ ∈ L(C2+). Let
p˜n,(t) be the nth orthonormal polynomial for the weight w˜2. Then uniformly for n1,
sup
t∈R+
∣∣p˜n,(t)∣∣ w˜(t)
(
t + a˜n
n2
)
∼
(
n
a˜n
)1/2
and
sup
t a˜n
∣∣p˜n,(t)∣∣ w˜(t)
(
t + a˜n
n2
)
∼ a˜−1/2n (nT (a˜n))1/6.
If w˜ ∈ L(C2), these estimates hold with ∼ replaced by <∼.
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Theorem A.6 (Levin and Lubinsky [5, Theorem 1.3]). Let w˜ ∈ L(C2+) and  > − 12 . There
exists n0 such that uniformly for nn0, 1jn,
(a) |p˜′n,w˜|(tj,n,) ∼ 	˜(tj,n,)−1[tj,n,(a˜n − tj,n,)]−1/4. (A.10)
(b) |p˜n−1,w˜|(tj,n,) ∼ a˜−1n [tj,n,(a˜n − tj,n,)]1/4. (A.11)
(c) max
t∈R+
∣∣∣∣l˜jn,(t)w˜(t)
(
t + a˜n
n2
)∣∣∣∣ w˜−1 (tj,n,) ∼ 1. (A.12)
(d) For jn − 1 and t ∈ [tj+1,n,, tj,n,],
|p˜n,w˜|(t) ∼ min{ |t − tj,n,|, |t − tj+1,n,| }	˜n(tj,n,)−1[tj,n,(a˜n − tj,n,)]−1/4.
(A.13)
If we assume instead that w˜ ∈ L(C2), then (a) holds with ∼ replaced by <∼ and (b) holds
with ∼ replaced by >∼.
Theorem A.7 (Jung and Sakai [1, Theorem 2.4]). Let w(x) ∈ F(C2), 0 < p∞ and L0.
Let  ∈ R. Then given r > 1, there exists a positive constant C2 such that we have for any
polynomial P ∈ Pn
‖(Pw)(x)‖Lp(arn |x|) exp(−C2n)‖(Pw)(x)‖Lp(L ann  |x|an(1−Ln)).
Theorem A.8 (Jung and Sakai [1, Theorem 2.5]). Let w(x) ∈ F(C2), 0 < p∞,  ∈ R, and
L0. Then we have for any polynomial P ∈ Pn,∥∥∥∥(Pw)(x) (|x| + ann
)∥∥∥∥
Lp(R)
<∼
∥∥∥∥(Pw)(x) (|x| + ann
)∥∥∥∥
Lp(Lan/n |x|an(1−Ln))
.
Theorem A.9 (Jung and Sakai [1, Theorem 2.7]). Let  > −1/p, 0 < p < ∞ and let w(x) ∈
F(C2).
(a) Let L > 0. Then uniformly for n1 and |x|an(1 + Ln), we have
np(w; x) ∼ 	n(x)wp(x)
(
|x| + an
n
)p
.
(b) Moreover, uniformly for n1 and x ∈ R,
np(w; x) >∼ 	n(x)wp(x)
(
|x| + an
n
)p
.
References
[1] H.S. Jung, R. Sakai, Inequalities with exponential weights, J. Comput. Appl. Math. 212 (2) (2008) 359–373.
[2] T. Kasuga, R. Sakai, Orthonormal polynomials for generalized Freud-type weights, J. Approx. Theory 121 (2003) 13
–53.
[3] A.L. Levin, D.S. Lubinsky, Orthogonal Polynomials for Exponential Weights, Springer, New York, 2001.
[4] A.L. Levin, D.S. Lubinsky, Orthogonal polynomials for exponential weights x2e−2Q(x) on [0, d), J. Approx. Theory
134 (2005) 199–256.
[5] A.L. Levin, D.S. Lubinsky, Orthogonal polynomials for exponential weights x2e−2Q(x) on [0, d), II , J. Approx.
Theory 139 (2006) 107–143.
[6] G. Szego˝, Orthogonal Polynomials, American Mathematical Society Colloquium Publications, vol. 23, American
Mathematical Society, Providence, RI, 1975.
