In this paper we show a procedure to build automatically an ontology from a corpus of text documents without external help such as dictionaries or thesauri. The method proposed finds relevant concepts in the form of multi-words in the corpus and non-hierarchical relations between them in an unsupervised manner.
Introduction
Information in text form is generated at exponential rate [1] . Every day, organizations all over the world generate reports, articles, books, emails, and all kind of textual data concerning several topics. The increase of the storage capacity of computers and servers enable these organizations to keep all files they produce without the need of deleting anything. Although this is an obvious advantage for everybody, it also implies some problems. One mainly problem they face is to know what kind of information they have, and how it is related. One way to organize information in computer science is in ontology form. This is similar to a conceptual map in which the main topics or concepts are related to each other by some kind of relations. Ontology learning (OL) is a research area focused on discovering or constructing in a semiautomatic or automatic manner an ontology from a collection of text documents. In this paper we show an automatic way to construct an ontology. As input, our method receives a corpus of documents related to a certain context. The experiments were made with papers related to "computer tomography". As output, the method delivers a non-hierarchical ontology in the form of a set of concepts and a set of relations between those concepts.
Ontology definition
An ontology is a formal, explicit specification of a shared conceptualization of a domain of interest [2] . In computer science, a data structure is usually used to represent knowledge about a certain domain. The most frequent representation of ontologies in computer science is with graphs, where nodes represent concepts and edges represent relations between concepts. Novak [3] gives us a useful definition of concept for our purpose: Definition 1.1. Concept is a perceived regularity in events, objects, records, etc., designated by a label.
Relations can be considered as special kinds of concepts which relate other concepts. In general they are binary, however, there are n-ary relations which are hard to represent graphically due to the intervention of several related elements. They are usually tagged with verbs that describe the relation. Some works classify concepts in classes or types and instances, i.e., sets I (instances) and T (types) form a partition of C. Formally an ontology is defined as follows:
Definition 1.2. Ontology is a tuple O = (C, R)
where C is a set of nodes (referring to concepts) which some of them are relations. R is a set of restrictions in the form of (r[c 1 , c 2 ,…, c k ]) between the relation r and the concepts c 1 to k. Let us call arity of r as k.
Problem statement
The main problem to solve is: Constructing an ontology automatically from a corpus of text documents; however, it relies on solving small problems in order to get all the elements needed to build an ontology. First, it is necessary to identify relevant concepts hidden in the corpus of documents. These concepts can be multi-words, i.e., they may be formed by n different words. After finding relevant concepts, it is necessary to find the relations between those concepts. This is a hard task since we do not count on external help such as dictionaries or thesauri that could help us find relevant or semantic relations between concepts. Having found both sets (concepts and relations), building the ontology is a trivial task.
The paper is organized as follows: In Section 2, we review some previous work on ontology learning; in Section 3, we explain the method of constructing an ontology automatically; in Section 4, we show an example of the model; and finally, in Section 5, we discuss the results and present the future work.
Previous work on ontology learning
The process of OL may be separated into 6 a. Term Extraction is the basic process in every ontology learning research. Its objective is to obtain terms, which may be considered as linguistic realizations of domain specific concepts.
The specialized literature provides many examples of term extraction methods. Most of these are based on information retrieval methods for term indexing [6] . Some researchers also consider NLP for term extraction [7] .
b. Disambiguation is the process by which every term found on the corpus is assigned to a specific context. Words may refer to several contexts, for example the word horse may refer to an animal, to a unit of horsepower, to heroin, to an obstruction in a vein (mining), and to a frame or structure on which something is mounted [8] . There is much work and there are many methods about term disambiguation v.g. [9] . Most common methods apply clustering techniques to group similar words, using some association measure to detect term pairs statistically correlated [10] . In the context of this paper, concept is the label assigned to some knowledge regularity in the corpus of documents, conformed by set of terms, which may consist from one to n terms. In other words, we consider that a corpus of documents from a specific context consists on several knowledge abstractions; those abstractions are regularly found several times all over the corpus. Finding those regularities is equivalent to finding concepts. Most research focuses on finding concepts use machine learning techniques like clustering [13] in an unsupervised manner. However, some work use supervised procedures in order to improve their results [14] . [17] .
f. Finding rules. This layer of ontology learning focuses on discovering inference rules from text, such as "X is author of Y", "X wrote Y", "X solved Y", "X found a solution to Y", and "X caused Y", "Y is triggered by X". There is little work related to this area of research such as the work of Lin and Pantel [18] , and there are not real trends on it. This layer of ontology learning is beyond the objectives of this work.
Building automatically an ontology

Definitions
In our model, we process a corpus of documents in order to get the most relevant concepts and the most important non-hierarchical relations between them. The relevance of a concept is determined by a data mining algorithm used originally for "market basket analysis". The algorithm is intended to find which items are suitable to be bought together. Every sale is considered as a transaction and every product which was sold is called an item.
For our purpose, the algorithm treats every document as a transaction and every word on the document as an item of the transaction Definition 3.1. Token is a character string found in a file which is separated by spaces from other tokens. After filtering the contents of the text documents, we calculate the frequencies of all terms appearing in the corpus; we consider the N most frequent terms as possible concepts or part of concepts that are multiwords. In order to find multi-word concepts, we find the frequent itemsets with the Apriori algorithm. Frequent itemsets are sets of items or terms that appear frequently in the same documents. Then, we found the multi-word concepts with an original algorithm. After we get the relevant concepts of the corpus, we find relations between them in the form of documents that contain two concepts, i.e., we consider that concepts that appear in the same documents are somehow related. Finally, we organize them in the form of a graph.
Preprocessing
As input, we consider a corpus of documents in PDF format related to a certain topic. In the experiments, a set of documents was used related to "Computed Tomography". In order to have the documents ready for processing, they need to be "cleaned" by a series of filters. Firstly, we extract the documents' content; to achieve this goal, we use PDFBox [19], a library from apache that enables us to extract content from PDF documents. Once we have the content in string form, it is ready to be filtered. The first filter changes the contracted words into their expanded way, in other words, instead of strings of the form "I'm" it changes into "I am". The second filter removes every non-alpha character (symbols), and removes multiple spaces; the final string contains words separated by one space character between them. The next filter removes a list of stop-words [20] , that is, a list of the most frequent words in the English language. In this case, we remove the list of the 2000 most frequent words in the English Language. Another filter is the stemmer, this filter reduces all the words in the string into their proper stem form; we do this in order to avoid multiple concepts for words with the same meaning, for example, computer and computerized, both words refer to computation, hence the stemmer reduces both words to their proper stem: comput. The stemmer we use is Snowball [21] . After the content is passed through all the filters, it is considered to be ready to be processed by the data mining algorithm. In Table II , the statistics of preprocessing are shown. Columns are different states of preprocessing, and rows show different metrics. For example, the cell referenced by column Ex (Extraction) and row ToC (Token Count) shows that 76,649,828 tokens wwere found just after extraction, without any filter of preprocessing. Table  2 shows the decrease of tokens, terms and length of tokens as filters are processed. Table 1 shows the acronyms used in Table 2 . 
Mining frequent terms
The algorithm for mining the documents is called Apriori. In order to use it, it is necessary to convert the documents into a proper input for the algorithm. This is a binary matrix file in which the columns represent all the words in the corpus and the rows are the documents in the corpus. In the matrix character "1" means the word represented by the column appears in the document represented by the row, and "0" means the word does not appear in such document. The algorithm Apriori was proposed by R. Agrawal and R. Srikant in 1994 [22] . This algorithm first finds the set of frequent 1-itemsets by scanning the database to accumulate the count for each item and collect those items that satisfy minimum support. The resulting set is denoted L1. Next L1 is used to find L2, the set of frequent 2-itemsets, which is used to find L3, and so on, until no more frequent k-itemsets can be found. In Figure 1 , we show an example of how this algorithm works.
In the context of this research, each transaction is a text file, and each item is a term in the corpus. In the first step of the algorithm, the support for all items is calculated. All of the items that satisfy the support established (in the example is 2) are candidates to be frequent itemsets. Those items are then passed to the next pool to form 2-itemsets, and so on. 
Finding concepts
Every itemset is a suitable candidate to be a concept. We will consider a concept as a maximal frequent itemset whose members appear together in at least u documents, where u most be defined previously by the user. Because frequent itemsets do not take into account the order of the items within the set, we have to generate all possible combinations of the items within each frequent itemset in order to find the multi-word concepts. That is, for a k-itemset there are k! possible concepts. The algorithm to find concepts is as follows. 
Finding relations
The relations we find to form the ontology are not hierarchical. The relations are established when two concepts appear in the same documents. After finding all concepts, we look for relations within all documents. This is accomplished by creating pairs of concepts and looking for every pair in all the documents of the corpus. The order of the concepts is irrelevant to establish the relation since relations are not directed.
Experiments
The experiments were made on an Intel Core 2 Duo Processor running at 2.8 GHz and 4 GB of RAM. The experiments were made with a subset of documents already preprocessed. We consider 1000 documents and take the 100 most frequent terms as items for the Apriori algorithm, that is, the file used as input for the Apriori algorithm consists on a binary matrix of 100x1000, the file size was 196 Kb. With a support of 80 percent, the Apriori algorithm output were 222 frequent itemsets in less than a second. The largest itemsets contained 5 items. This means that those 5 terms appear in the same documents in at least 80 percent of the documents of the corpus. The algorithm for finding concepts achieves to find 9 concepts of 2 items, 25 concepts of 3 items and 13 concepts of 4 items. None concepts of 5 items were found. With these concepts, 135 relations were found in the corpus. The set of relations and concepts form an undirected graph that represents the ontology learned from the corpus.
Discussion
As with every parameterized method, it is difficult to find optimal values for the method to work as expected. The parameters used in the experiments were found on a trial-and-error basis, including the minimum support, and the threshold to consider an itemset as multi-word. In the future, we pretend to give better understanding on the impact of these parameters. We found a non-hierarchical ontology in a corpus of documents without any help of dictionaries or thesauri in an automatic way. Most work on this field needs either the supervision of an expert that validates the ontology generated in every step of the method or metadata such as dictionaries to find relations between concepts. With this research, we proved that it is possible to establish unknown relations between new concepts of the domain of study in an unsupervised way and without external help. We proposed a new manner to learn multi-words (concepts). Instead of looking for multiwords in all the vocabulary, we look them up only with the most frequent terms reducing the computational effort. This is accomplished with data mining tools such as the Apriori algorithm. As future work, we want to tag relations either with some kind of weight or with a label that describes the relation between the concepts. We will also provide qualitative and quantitative measures to validate the ontology generated. This method will be proved with a largest corpus to validate its scalability.
