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第 1章 序 論 
 
1.1 研究の背景と位置付け 
高速 IP(Internet Protocol)ネットワークの普及にともなって，高機能な情報通信端
末が数多く開発されている．多機能電話機やファクシミリをはじめとして，テレビ，
パーソナルコンピュータ，プリンタ，スキャナー，ストレージ，コピー機，ゲーム機，
その他，身の回りにある多くの機器が情報通信機能を備えている．それらの情報通信
端末では，高機能・高性能化と小型化（あるいは薄型化）の両立を図ると共に，他社
に先駆けるリードタイム確保のため，効率的かつ柔軟なハードウェア開発およびソフ
トウェア開発[14]に関わる研究の他，製品の使いやすさや概観デザインといったヒュ
ーマンインタフェースの研究が進められている．例えば，一般家庭に広く普及してい
る多機能型固定電話機には複数の子機が接続可能であり，留守番や転送，会話録音，
メモリーダイヤル，他，数多くの便利な機能が盛り込まれている． 
図1.1 情報通信端末の情報提示に関わる研究分野 
Fig. 1.1 The field of research related to methods for presenting information for 
tele-communication terminals. 
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携帯電話にはインターネット接続機能が盛り込まれ，電子メールやウェブアクセス機
能，テレビ電話機能等が標準的に装備されるようになってきた．さらに，パーソナル
コンピュータを情報通信端末としたサービスも多様化しており，高速ネットワークを
介した情報検索，電子メールやチャット，チケット予約，音声電話やテレビ電話，そ
の他，数多くのアプリケーションを利用することが可能である． 
情報通信サービスの高度化は，我々の生活に便利さや快適さを提供するが，その一方
で，情報通信端末の操作手順を複雑にし，機器操作の学習を困難にする場合が多い．
例えば，携帯電話や多機能電話には 100 を超える機能が盛り込まれているにもかかわ
らず，それら機能の使い方，操作の仕方が分からないため，使われていない機能は数
多い．パーソナルコンピュータ上で稼動するアプリケーションは，目的とするソフト
ウェアを起動するまでにセットアップ作業が必要であり，この手続きでトラブルに巻
き込まれるユーザも多いのが現状である． 
高度な情報通信サービスを，誰もが容易に，安心して利用できるようにするため，
ユーザの心身特性や情報通信端末の利用環境等を考慮したユーザフレンドリーな情
報提示を行い，従来手法と比較評価を行って有効性を検証する必要がある． 
図 1.1 は，情報通信端末における情報提示に関わる研究分野を概念的に示し[107]
ている．情報提示を大きく分類すると，身体・知覚レベル，認知レベル，および情緒・
動機レベルに大別[108]できる．身体・知覚レベルとは，例えば機器のボタンの大き
さや表示装置の視認性等，人間の感覚器官から入ってくる情報および運動器官を通じ
ての出力をどのようにコントロールすれば良いかに関わる研究分野である．認知レベ
ルとは，例えば機器の操作手順やメニューシステムの情報構造，メッセージ等，機器
操作の理解や学習の効率を上げるためにどのような情報提示とすれば良いかに関わ
る研究分野である．情緒・動機レベルとは，機器の情報提示に際して人間が感じる疲
労感や作業環境に対する印象，情報提示の感性的な評価等に関わる研究分野である．  
 
本論文では，情報通信端末操作の複雑さ，およびそれに関連するトラブルの解決に
最も大きく関与する認知レベルの研究を扱う． 
図 1.2 は，情報提示の認知レベルにおける研究分野を概念的に示している．認知レ
ベルの情報提示に関わる研究分野は広く，機器の使いやすさを高めるユーザビリティ
の研究，情報の効率的な探索を支援する情報ナビゲーションの研究，遠隔地に散在す
る作業者の協同作業を支援する協同作業支援の研究，高齢者や障害者を含めたアクセ
シビリティに関わるユニバーサルデザインの研究，分かりやすいマニュアルやオンラ
インヘルプ，ガイドラインに関わるドキュメンテーションの研究，様々な環境下にお
ける人間の誤りに関わるヒューマンエラーの研究，等がある．本論文では，情報通信
端末の使いやすさに直接関わる，ユーザビリティ，情報ナビゲーション，協同作業支
援，ユニバーサルデザイン，およびガイドラインを扱う． 
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図 1.2 に示すとおり，情報提示の認知レベルにおける各研究分野は，さらに，次の
ように細分化される． 
 
（１）ユーザビリティ 
電話機やコピー機といった端末機器操作のユーザビリティに関する研究，インター
ネット等を介した情報アクセスなどウェブアクセスに関する研究，携帯電話や
PDA(Personal Digital Assistants)などモバイル機器のユーザビリティに関する研究，お
よびユーザビリティを向上させるための設計プロセスのあり方に関わるユーザ中心
設計に関する研究がある．本論文では，多機能電話機の使いやすさを対象として，人
間の記憶特性を考慮した操作手順の学習の問題を扱う． 
 
（２）情報ナビゲーション 
大規模で複雑な情報を効率よくユーザに提示することを目的とした情報の可視化
に関する研究，車両のドライビングや歩行するユーザを案内する ITS／歩行支援に関
わる研究，仮想空間における情報探索行動を支援するサイバー空間に関わる研究，情
図1.2 情報提示の認知レベルにおける研究分野 
Fig. 1.2 Cognition level research related to methods for presenting information for 
tele-communication terminals. 
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報取得のためのロボットや身体性を用いたインタラクションに関するエージェント
の研究がある．本論文では，ブックメタファを用いた情報可視化による行為誘導の問
題を扱う． 
 
（３）協同作業支援 
 協同作業に参加する作業者が互いの状況を認知するコミュニケーションに関わる
状況アウェアネス（相手の状況を知ること）に関する研究，複数の作業者の意図理解
に関わる研究，言葉以外のモダリティによるコミュニケーションに関わるノンバーバ
ルインタラクションに関する研究，身体を介在させることによるコミュニケーション
の特性を明らかにしようとする身体的コミュニケーションに関する研究がある．本論
文では，遠隔協同作業における映像情報を介した状況アウェアネスの問題を扱う． 
 
（４）ユニバーサルデザイン 
音声による文章読み上げや音によるガイダンスなど視覚障害者を対象とするユニ
バーサルデザイン，手話による情報提示など聴覚障害者を対象とするユニバーサルデ
ザイン，ウェブへのアクセスを支援するウェブアクセシビリティに関する研究，およ
び複数のセンシング機能の低下を支援するシニア支援に関する研究がある．本論文で
は，聴覚障害者を対象とする，手話と日本語テキストを組み合わせた情報提示に関わ
る問題を扱う． 
 
（５）ドキュメンテーション 
マニュアルやオンラインヘルプ等のシステム操作を支援する情報の分かりやすさ
に関する研究，情報提示に関する知見の共有法に関わるガイドラインの研究，ガイド
ラインをベースとしたインタフェース設計プロセスに関する研究がある．本論文では
ヒューマンインタフェース設計ガイドラインの構成法に関わる問題を扱う． 
 
 図 1.3 は，本論文における研究の枠組みである．図 1.3 において，最上段は本論文
で扱う研究分野，上から 2 段目は各研究分野において対象とする情報提示，上から 3
段目は各情報提示において扱う問題領域である．また，最下段は，本論文で得られた
結果を含む，情報提示のノウハウについて，知識の共有を図ることを目的とするヒュ
ーマンインタフェース設計ガイドラインである．また，本論文で扱う情報通信端末と
しては，多くのユーザが日常生活の中で利用する機会が多く，かつ，端末操作におい
てトラブルに遭遇する機会も多い，多機能電話機等の電話端末，パーソナルコンピュ
ータをベースとした情報通信端末，および公共空間に設置される情報提示用端末を対
象とする． 
 5
 
 
1.2 関連研究と課題 
情報通信端末における情報提示に関わる研究領域，すなわち（１）端末機器操作の
ユーザビリティ，（２）情報の可視化とナビゲーション，（３）状況アウェアネス共有
と遠隔協同作業支援，（４）聴覚障害者支援のユニバーサルデザイン，および（５）
ヒューマンインタフェース設計ガイドライン，のそれぞれについて，関連研究，およ
び関連する課題について述べる． 
 
1.2.1 端末機器操作のユーザビリティ 
近年，小型端末機器やモバイル機器等の普及が目ざましい．このような情報通信端
末の高度化・多様化の急速な進展は，我々の日常生活に多くの利便性を提供するが，
それと同時に，機器操作を複雑にし，操作学習を困難にしてきた．  
端末機器操作のユーザビリティに関する先行研究では，「操作の一貫性」「システム
からのフィードバック」に関する研究[12]，および，人間の認知特性に適合するよう
な操作とフィードバックのマッピングモデルに関する研究[1]等が行なわれてきた．こ
れらの研究に基づき，豊富なフィードバック情報の提示が可能なＰＣ(Personal 
Computer)をベースとした情報通信端末のユーザビリティが改善された．しかし，電
図1.3 本論文における研究の枠組み 
Fig. 1.3 Framework of research on methods for presenting information for 
tele-communication terminals.  
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話機などの情報通信端末は，画面サイズや機器の情報処理能力が十分ではなく，機器
操作を支援するヘルプ情報を十分に提示することが難しい．したがって，多機能電話
機など入出力デバイスが貧弱な情報通信端末では豊富なフィードバック機能が期待
できず，前述の先行研究の成果を適用することが困難であった．多機能電話機におけ
る操作手順は大別して二通りある．第一に，対象とする機器の特徴である一部の機能
に簡易ボタンを割り当てることによって操作手順を容易にする方式があった．しかし，
着目する以外の機能については操作手順が恣意的で一貫性に乏しく，操作ステップ数
は人間の短期記憶の限界であるミラー数を超えるものが多い．したがって，そのよう
な多機能電話機の操作手順を全て記憶することは，極めて困難であった．これに対し
て，人間の記憶特性として，情報をグルーピングして意味を与えることにより短期的
な記憶容量が増加するチャンキングが知られている．多機能電話機の第二の操作手順
として，自然言語的記述によりチャンキングを考慮した操作手順とする方式がある．
しかし，これら二つの方式を比較してその有効性を示した研究は提示されておらず，
課題として残されている． 
 
1.2.2 情報の可視化とナビゲーション 
インターネットの普及によって，ネットワークに接続された情報通信端末を用いる
ことで短時間に膨大な量の情報を容易に収集できるようになった．特に最近では，イ
ンターネットで検索した膨大な量の情報から，目的とする情報を適切に絞り込んで分
かりやすく表示するヒューマンインタフェースに関する研究の重要性が増している．  
従来より，情報をユーザに対して分かり易く，効率的に提示することを目的として，
情報の可視化とナビゲーションに関する研究が行なわれてきた．特に，ハイパーリン
クに基づくネットワーク型情報構造による柔軟なナビゲーション[21]方式に関する
研究，情報ナビゲーションにメタファを導入することによってシステム操作の複雑さ
軽減したり，システムへの親しみを醸成する効果[19]等に関する研究が行なわれ，情
報通信端末に応用されてきた．しかし，人間が扱う情報量が増大し，かつ，複雑化す
る状況の中で，単にハイパーリンクとメタファを用いたアプローチでは情報の可視化
が十分ではなく，行為誘導が達成されないという問題が顕在化している．例えば，プ
ルダウンメニューとハイパーリンクを用いた情報ナビゲーションは，インターネット
アクセスにおける標準的なヒューマンインタフェースとして現在も利用されている
が，プルダウンメニューに基づく情報提示では情報の全体的構造が見え難く，ユーザ
がネットワーク型メニューの中で迷子になるという問題が起こる．ひとまとまりの情
報を分かりやすく提示する方法として，ブックメタファを用いたヒューマンインタフ
ェースが提案されている．しかし，メタファの可視化の程度によってユーザの行為誘
導の効果が異なることは，従来の研究では検証されておらず，課題として残されてい
る． 
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1.2.3 状況アウェアネス共有と遠隔協同作業支援 
高速ネットワークの普及に伴い，相互に離れた場所に居ながらネットワークを介し
て情報を共有することで，協同作業を効率的に進めるための研究[36]-[42]が行なわれ
ている．従来の研究では，特に，各参加者がネットワーク接続されたコンピュータ上
で，ファイル共有機能やアプリケーション共有機能を用いて相互に情報共有しながら
協同作業を進めるグループウェアに関する研究が盛んに行なわれてきた． 
しかし，作業対象の中に，電子的には共有できない物理的実体が含まれるような遠
隔協同作業においては，従来の研究成果が適用できない．例えば，通信ケーブルの接
続状態やモデムのランプ状態などを確認しなければならないような，物理的実体が作
業対象に含まれる遠隔協同作業では，従来のグループウェアは使えない． 
作業対象の中に，電子的には共有できない物理的実体が含まれるような遠隔協同作
業において，参加者相互の状況理解を促進する方法の一つとして，映像通信等の視覚
的情報を用いて状況アウェアネスを促進する方法がある．特に，音声といったバーバ
ルな情報に加え，映像等によるノンバーバルな情報も共有することで遠隔地に居る作
業者相互の状況アウェアネスが促進され，コミュニケーションが円滑に進むことが期
待されている．しかし，視覚的な情報の共有が遠隔協同作業の効率に及ぼす影響や視
覚情報共有のデメリットは明確ではなく，研究課題として残されている． 
 
(1) リアル映像を用いた遠隔協同作業支援に関連する研究と課題 
Rutter ら[36][37]は，視覚情報を用いた対話が，音声のみによる対話よりも自発
的で継続的な対話を維持できることを実験的に示した．また，石井ら[39]はアイコン
タクト等を通じたアウェアネスが重要であることを指摘しているが，アウェアネスに
対する視覚情報の具体的な寄与については言及していない．一方，原田ら
[40][41][42]は，自由会話を対面で実施した場合と音声通信や映像通信システムを介
した場合とを比較することで，メディアが人間の対話行動に影響を与えること，視覚
情報が必ずしも有効に機能しない場合が存在すること，視野が限定的な映像通信を介
した対話に対する印象は好ましくないこと等を示した．他方， Kraut ら[46][47]は，
作業者が指導者の遠隔サポートを受けながら自転車等の物理的対象物の組立作業を
行う実験を実施した結果，映像チャネルが遠隔支援における状況アウェアネスの維持，
および対話基盤の形成に有効であることを報告している．最近では，映像通信を用い
た遠隔サポートにおける作業プロセスの中で，注目する対象を作業者と指導者が共有
するための明確なポインティングが重要[48][49]であることも報告されている．しか
し，これらの研究では，作業者側の広角映像の共有が作業時間を約 9%短縮した例[47]
が示されているものの，映像が作業時間等のパフォーマンス向上に大きく寄与したこ
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とは示されていない．ケーブルの接続状態やモデムのランプ状態などを確認しなけれ
ばならないような物理的実体を対象の一部に含む遠隔協同作業おいて，視覚情報の共
有が，作業者のコミュニケーション行動にどのような影響を与えるかについて明らか
にすることが研究課題である． 
 
(2) プライバシー保護が可能な映像コミュニケーションに関連する研究およ
び課題 
リアル映像を用いた遠隔サポートでは，作業パフォーマンスが向上するとともに，
ユーザとオペレータとのコミュニケーション効率が向上するが，一方，顔表情をリア
ルに伝達する映像通信システムに対しては抵抗感を持つユーザも多いことが報告
[52][54][56]されている．また，通信時の背景映像としてユーザの宅内が見えてしま
うような事態では，プライバシーの問題，あるいはセキュリティ上の問題があるとい
った新たな課題が顕在化[54]してきた． 
映像コミュニケーションによって引き起こされるセキュリティの問題に対しては，
従来から情報漏えい対策や不正アクセス対策に関する研究，不正コピー対策を目的と
した情報暗号化に関する研究，アクセス制御に関する研究が進められてきた．しかし，
背景映像がもたらすプライバシーの問題や遠隔地の相手に自分の表情を見られるこ
とへの抵抗感等の問題は，たとえ映像を正しい相手にのみ正確に伝達できたとしても
回避できない問題であるため，従来から行なわれている情報セキュリティに関する研
究の範囲には入らず，そこに大きな課題を残している．プライバシーの問題に対して
は，作業の対象となる主要な部分以外にモザイク処理を施したり，人物像以外の部分
をフィルタリングして背景映像除去を行なうなどの研究が行なわれているが，カメラ
映像がリアルタイムでドラスティックに変動する（例えば，手に持ったカメラで撮影
したケーブルの映像等）場合，モザイク処理を施す対象が特定できなかったり，差分
映像に基づく背景映像除去処理が困難となる．映像を用いた遠隔協同作業において，
参加者相互の状況認知が容易で，かつ，プライバシーの問題を回避できる情報提示，
およびその効果を明らかにすることが研究課題である． 
 
1.2.4 聴覚障害者支援のユニバーサルデザイン 
心身機能に何らかの障害を有する人を含めた，広範囲のユーザ層を対象としたイ
ンタラクションを実現することを目的とする，ユニバーサルデザインに関する研究が
行なわれており，公共空間における障害者への十分な情報伝達に配慮する情報保障の
研究が進められている．特に，地震や水害などの災害が発生した際，大きな被害を受
けやすい障害者に対していかに効果的に情報を伝達できるかは，災害発生時の減災を
考える上での重要なポイントである．聴覚障害者を支援する情報保障の手段としては，
手話映像を用いて情報提示を行う研究，字幕を用いて情報提示を行なう研究が進めら
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れている．伝達すべきメッセージを手話映像で提供する研究として，遠隔地に居る手
話通訳士の映像を配信[64]する研究，予め録画した手話実写映像をテレビ携帯電話で
配信[65]する研究などが行われている．手話動作をコード化し手話アニメーションと
して生成する研究[66][67][68]も行われている．一方，リアルタイムで字幕を生成・
表示する研究[70][71]が行われており，話し手の発話とほぼ同時に日本語文章が提示
できるようになってきた．しかし，日本語が必ずしも得意でないろう者にとって，長
文のメッセージを素早く理解するのは難しいという課題がある． 
様々な能力を有する不特定多数の人が滞留する公共空間において，緊急性の高いメ
ッセージを，確実に，安心感をもって，なおかつ迅速に伝達する情報提示，およびそ
の効果を明らかにすることが研究課題である． 
 
1.2.5 ヒューマンインタフェース設計ガイドラインに関連する研究と課題 
情報通信端末におけるインタフェースの範囲は，例えば，グラフィックディスプレ
イ等の表示装置やキーボード等の入力装置といったハードウェアから，ソフトウェア
（対話方式，情報入出力方式，メッセージ，ガイダンス，他）のユーザビリティまで，
多岐に渡る．一方，個々のヒューマンファクタを対象として人と情報通信端末とのユ
ーザビリティを評価し，有効性を検証してヒューマンインタフェース設計の知見を得
るためには大きな労力を必要とする．従来，インタフェースに関する知見の蓄積は，
大学や企業などで個別[77][78][79][80]に検討されていたが，広範囲に及ぶインタフェ
ースの知見を得るためには膨大なリソースを必要とし，企業や大学でそれぞれ個別に
知見を蓄積することは困難である．したがって，企業や大学など様々な立場のシステ
ム設計者やユーザビリティ評価担当者等が，それぞれの目的に応じて容易にノウハウ
が参照できるよう，知見の共有化を図ることが重要である．このような背景の下，最
近では人とシステムとのインタフェースに関わる設計指針を体系化し，標準化する活
動が推進されている．特に，人とコンピュータシステムとのインタフェースに関わる
ソフトウェアの設計指針は人間工学 JIS 規格（JIS Z 8520～JIS Z 8527，JIS Z8530，
JIS Z 8531-1～JIS Z 8531-3）[87]-[99]として標準化され，ユーザにとって使いやす
い情報通信端末を開発するための知見が整備されつつある． 
しかしながら，JIS 規格等のヒューマンインタフェース設計指針は，より広範な情
報通信端末への適用を考慮しているため，例えば文書や図形等の作成に関する一般的
な項目など情報通信と直接関わらない項目を多く含んでいたり，個々の推奨事項の記
述が抽象的で数が膨大であるなど，ガイドラインとして必ずしも使いやすくないとい
う課題も指摘されている． 
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1.3 研究の目的 
 前節までに述べた本研究の背景，位置付け，関連研究と課題に基づき，本論文の目
的を以下のように設定する． 
 
（１）端末機器操作のユーザビリティ 
多機能電話機操作のユーザビリティにおける，人間の記憶特性と操作学習の問題を
扱う．入出力デバイスが貧弱なため豊富なフィードバックが期待できない多機能電話
機において，一部の機能に簡易ボタンを割り当てることによって操作手順を容易にす
る従来方式と，自然言語的記述によりチャンキングを考慮した新規の操作手順につい
て，両者のユーザビリティを実験的に評価し有効性を明らかにする． 
 
（２）情報の可視化とナビゲーション 
情報ナビゲーションにおける，情報可視化と行為誘導の問題を扱う．インターネッ
トアクセスなどで標準的に利用されているプルダウンメニューベースのブックメタ
ファと，可視化を強めて明示性を高くしたブックメタファにおける情報提示を実験的
に比較評価し，メタファの有効性を明らかにする． 
 
（３）状況アウェアネス共有と遠隔協同作業支援 
遠隔協同作業における，映像情報を用いた状況アウェアネス共有の問題を扱う．初
心者向けの遠隔サポートを対象として，遠隔協同作業における視覚情報の共有が，作
業者のコミュニケーション行動にどのような影響を与えるかについて実験的に評価
する．従来の研究では明らかにされていなかった，リアル映像情報による作業者相互
の状況理解が遠隔コミュニケーションの効率に与える影響を明らかにすると共に，リ
アル映像を用いた初心者ユーザの遠隔サポートの有効性を示す． 
さらに，初心者ユーザへの遠隔サポートに線画によるデフォルメ映像を導入するこ
とで，映像通信の特徴を活かした効率的なサポートを実現すると同時に，プライバシ
ーの問題を解決する，デフォルメ映像を用いた遠隔サポートの会話特性を提示し，そ
の有効性を明らかにする． 
 
（４）聴覚障害者支援のユニバーサルデザイン 
聴覚障害者支援のユニバーサルデザインにおける手話と日本語テキストによる情
報提示の問題を扱う．特に，様々な能力を有する不特定多数の人が滞留する鉄道車両
内でのメッセージ伝達を対象とし，事故や運行情報など緊急性の高いメッセージを，
確実に，安心感をもって，なおかつ迅速に伝達するユニバーサルな情報提示法として，
表形式の文章と断片手話を組み合わせるリスト手話を提示する．そして，リスト手話
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に基づく情報提示法と，従来からの情報提示法である長文手話提示法とを実験的に評
価し，リスト手話提示法の有効性を明らかにする． 
 
（５）ヒューマンインタフェース設計ガイドライン 
情報通信端末のヒューマンインタフェース設計にフォーカスし，人間の行動評価も
出るに基づく，システム設計者や評価担当者にとって使いやすいガイドラインの構成
法について述べる．  
 
1.4 本論文の構成 
本論文は，本章および最終章を含めて 8 章構成となっている．図 1.4 は，本論文の
全体構成である．本論文は，「1.3 研究の目的」で述べた５つの分野から構成されて
おり，それぞれの分野に論文の各章が割り当てられている． 
 
「端末機器操作のユーザビリティ」では，多機能電話機操作のユーザビリティにお
ける記憶特性と操作学習の問題（第２章）について論じる．「情報の可視化とナビゲ
ーション」では，情報ナビゲーションにおける情報可視化と行為誘導の問題（第３章）
について論じる．「状況アウェアネス共有と遠隔協同作業支援」では，遠隔協同作業
における映像情報を用いた状況アウェアネス共有の問題のうち，リアル映像情報の共
有が遠隔コミュニケーションの効率に与える影響（第４章）を明らかにすると共に，
デフォルメ映像の特徴を活かしてプライバシーの問題を解決する，遠隔サポートの会
話特性を提示し，その有効性（第５章）を明らかにする．「聴覚障害者支援のユニバ
ーサルデザイン」では，聴覚障害者支援のユニバーサルデザインにおける手話と日本
語テキストによる情報提示の問題（第６章）について論じる．また，「ヒューマンイ
ンタフェース設計ガイドライン」では，情報通信端末のヒューマンインタフェース設
計にフォーカスし，システム設計者や評価担当者にとって使いやすいガイドラインの
構成法を示す．（第 7 章） 
 
以下，各章の概要を述べる． 
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第 1章では，本論文の背景，位置付けおよび目的について述べる．本論文では，情
報通信端末操作の複雑さ，およびそれに関連するトラブルの解決に最も大きく関与す
る認知レベルを検討対象とし，認知レベルに含まれるいくつかの研究分野において課
題を設定し，研究する．具体的には，情報通信端末の使いやすさに直接関わる問題の
中で，多機能電話機操作のユーザビリティにおける記憶特性と操作学習の問題，情報
ナビゲーションにおける情報可視化と行為誘導の問題，遠隔協同作業における映像情
報を用いた状況アウェアネス共有の問題，および聴覚障害者支援のユニバーサルデザ
インにおける手話と日本語テキストによる情報提示の問題を扱う．さらに，情報提示
に関する知見を広く共有することを目的として，情報通信端末のシステム設計者およ
び評価者にとって使いやすいヒューマンインタフェース設計ガイドラインの実現法
を検討する． 
 
第 2 章では，多機能電話機を対象とした端末機器操作のユーザビリティについて述
べる．端末機器操作のユーザビリティに関する先行研究では，「操作の一貫性」「シス
テムからのフィードバック」に関する研究（B. Schneiderman），および，人間の認知
図1.4 本論文の構成図 
Fig. 1.4 Configuration of this report. 
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特性に適合するような操作とフィードバックのマッピングモデルに関する研究（D. 
Norman）等が行なわれてきた．これらの研究に基づき，豊富なフィードバック情報の
提示が可能なＰＣをベースとした情報通信端末のユーザビリティが改善された．しか
し，例えば，多機能電話機など入出力デバイスが貧弱な情報通信端末では豊富なフィ
ードバック機能が期待できないため，前述の先行研究の成果を適用することが困難で
あった．多機能電話機における操作手順は大別して二通りある．第一に，対象とする
機器の特徴である一部の機能に簡易ボタンを割り当てることによって操作手順を容
易にする方式があった．しかし，着目する以外の機能については操作手順が恣意的で
一貫性に乏しく，操作ステップ数は人間の短期記憶の限界であるミラー数を超えるも
のが多い．したがって，そのような多機能電話機の操作手順を全て記憶することは，
極めて困難であった．これに対して，人間の記憶特性として，情報をグルーピングし
て意味を与えることにより短期的な記憶容量が増加するチャンキングが知られてい
る．多機能電話機の第二の操作手順として，自然言語的記述によりチャンキングを考
慮した操作手順とする方式がある．しかし，これら二つの方式を比較してその有効性
を示した研究は提示されていなかった．そこで本章では，両者のユーザビリティを実
験的に評価し，チャンキングという人間の記憶特性を考慮した操作手順を装備した多
機能電話機のユーザビリティが優れていることを明らかにする． 
 
第3章では，情報の可視化とナビゲーションによる行為誘導の問題について述べる．
従来より，情報をユーザに対して分かり易く，効率的に提示することを目的として，
情報の可視化とナビゲーションに関する研究が行なわれてきた．特に，ハイパーリン
クに基づくネットワーク型情報構造による柔軟なナビゲーション（J. Conklin）方式
に関する研究，情報ナビゲーションにメタファを導入することによってシステム操作
の複雑さ軽減したり，システムへの親しみを醸成する効果（J. Carroll）等に関する
研究が行なわれ，情報通信端末に応用されてきた．しかし，人間が扱う情報量が増大
し，かつ，複雑化する状況の中で，単にハイパーリンクとメタファを用いたアプロー
チでは情報の可視化が十分ではなく，行為誘導が達成されないという問題が顕在化し
ている．例えば，プルダウンメニューとハイパーリンクを用いた情報ナビゲーション
は，インターネットアクセスにおける標準的なヒューマンインタフェースとして現在
も利用されているが，プルダウンメニューに基づく情報提示では情報の全体的構造が
見え難く，ユーザがネットワーク型メニューの中で迷子になるという問題が起こる．
ひとまとまりの情報を分かりやすく提示する方法として，ブックメタファを用いたヒ
ューマンインタフェースが提案されている．しかし，メタファの可視化の程度によっ
てユーザの行為誘導の効果が異なることは，従来の研究では検証されていなかった．
そこで本章では，インターネットアクセスなどで標準的に利用されているプルダウン
メニューベースのブックメタファと，可視化を強めて明示性を高くしたブックメタフ
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ァにおける情報提示を実験的に比較評価し，明示性の高いブックメタファによってユ
ーザの行為誘導が有効に機能することを明らかにする． 
 
第 4 章では，遠隔協同作業における状況アウェアネスの共有について述べる．高速
ネットワークの普及に伴い，相互に離れた場所に居ながらネットワークを介して情報
を共有することで協同作業を効率的に進めるための研究が行なわれている．特に，音
声といったバーバルな情報に加え，映像等によるノンバーバルな情報も共有すること
で遠隔地に居る作業者相互の状況アウェアネスが促進され，コミュニケーションが円
滑に進むことが期待されている．作業者の視野映像といった視覚的な情報の共有が，
相互のコミュニケーション行動に大きく影響すること（R. Rutter ら, S. Fussell ら）
が実験的に明らかにされる一方，参加者の自由対話においては映像情報を共有しても，
それが有効に機能せず，かえってコミュニケーションに対する印象を悪化させる（原
田ら）といった相違する研究結果も報告されている．そこで本章では，初心者向けの
遠隔サポートを対象として，遠隔協同作業における視覚情報の共有が，作業者のコミ
ュニケーション行動にどのような影響を与えるかについて実験的に評価する．従来の
研究では明らかにされていなかった，映像情報の共有が遠隔コミュニケーションの効
率に与える影響を明らかにすると共に，映像を用いた初心者ユーザの遠隔サポートの
有効性を示す． 
 
第5章では，映像を用いた遠隔協同作業におけるプライバシー保護について述べる．
リアル映像を用いて初心者ユーザを対象とした遠隔サポート実験を行った結果，作業
遂行時間が短く効率的な対話が可能であると共に，初心者ユーザの心理的負担を軽減
するという示唆を得た．しかしその一方で，リアル映像を伝達するシステムを用いた
ユーザは，例えば住宅の内部が見えてしまう等のプライバシーの問題，あるいは防犯
上の問題を感じたり，顔が相手に伝達されることへの抵抗感を感じたりすることが判
明した．そこで，本章では，初心者ユーザへの遠隔サポートに線画によるデフォルメ
映像を導入することで，映像通信の特徴を活かした効率的なサポートを実現すると同
時に，デフォルメ映像の特徴を活かしてプライバシーの問題を解決する，デフォルメ
映像を用いた遠隔サポートの会話特性を提示し，その有効性を明らかにする． 
 
第 6 章では，聴覚障害者支援のユニバーサルデザインについて述べる．聴覚障害者
の支援に関しては，映像通信を用いた遠隔手話翻訳に関する研究（内藤ら）が行なわ
れ，通信映像の品質，および映像チャネルの数が手話通訳の品質に影響を及ぼすこと
が明らかにされている．一方，音声認識を用いて字幕を生成する研究（西川ら）も行
なわれており，字幕生成は簡易な方法ではあるが，認識率，文章の可読性などが問題
となることが明らかとされた．本章では，特に，様々な能力を有する不特定多数の人
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が滞留する鉄道車両内でのメッセージ伝達を対象とし，事故や運行情報など緊急性の
高いメッセージを，確実に，安心感をもって，なおかつ迅速に伝達するユニバーサル
な情報提示法として，表形式の文章と断片手話を組み合わせるリスト手話を提示する．
そして，リスト手話に基づく情報提示法と，従来からの情報提示法である長文手話提
示法とを実験的に評価し，リスト手話提示法の有効性を明らかにする． 
 
第 7 章では，情報通信端末のヒューマンインタフェース設計にフォーカスし，シス
テム設計者や評価担当者にとって使いやすいガイドラインの構成法を示す．第 7 章で
示すヒューマンインタフェース設計ガイドラインは，情報通信システムの設計に容易
に適用できることを目的として，情報通信システムのオペレータによるヒューマンイ
ンタフェース改善要望の分析を行い，その分析結果に基づいて，インタフェースの知
見をまとめたものである．これは，操作手順，入力方法，出力方法，メッセージにつ
いて合計 274 項目の推奨事項から構成されており，情報通信システムのヒューマンイ
ンタフェースを設計する上で，重要な項目を網羅し，かつ，豊富な具体例が完備され
ているため，より使いやすいシステムの開発を効率的に行なうツールである．また，
本章で示すヒューマンインタフェース設計ガイドラインについて，従来のガイドライ
ンとの比較を行い，その有効性が示唆されることを明らかにする．さらに，ヒューマ
ンインタフェースソフトウェア設計へのガイドライン適用上の留意点を示し，ガイド
ラインを実際のシステム設計に適用する指針を示す．  
 
第 8 章では，本論文の結論をまとめ，今後の展望について述べる． 
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第２章 多機能電話機を対象とした端末機器操作のユー
ザビリティ  
 
2.1 はじめに 
エレクトロニクス技術の進歩にともない，情報通信端末の高度で多様なサービスが
開発されている．しかし，このような高度化・多様化の進展は，一般に通信機器の操
作手順を複雑にし，機器操作の学習を困難にする．特に，電話機のように生活必需品
として家庭に広く普及している通信機器は，年齢・性別ともに幅広い利用者層が想定
されるだけに，操作手順の複雑さをいかに回避するかはヒューマンインタフェース設
計上の大きな課題であった． 
 これまでの様々な研究により，分かりやすいヒューマンインタフェースを設計する
ためには，操作の可視化や利用者に分かりやすい概念モデルの導入，操作と結果の対
応性の確保，操作に対するフィードバックを十分に検討することが重要[1]とされてい
る．とりわけ，学習しやすい操作手順を設計するためには， 
・設計者と利用者との間で機器の操作概念を一致させること[2][3][4] 
・一貫性のある操作手順を設計すること[5][6][7] 
が重要であると報告されている． 
これらの研究に基づき，豊富なフィードバック情報の提示が可能なＰＣをベースと
した情報通信端末のユーザビリティが改善された．しかし，例えば，多機能電話機な
ど入出力デバイスが貧弱な情報通信端末では豊富なフィードバック機能が期待でき
ないため，前述の先行研究の成果を適用することが困難であった． 
 実際，市販されている多機能電話機では，いくつかの主要な機能について，上記を
含むヒューマンインタフェース研究の知見[8][9][10][11][12][13]を取り入れた設計が
なされている．しかし，多機能電話機のように競争の激しい状況下での開発では，許
される短い期間で矛盾なく多くの機能を動作させる制御プログラムを設計すること
を優先させるため，旧機種の制御プログラムを流用する等，ソフトウェアの再利用
[14]を図ることで効率的に電話機開発を行わなければならないのが現状である．この
ため，必ずしも利用者の立場に立って，すべての機能にわたって一貫性のある操作手
順を実現しているわけではない．せっかくの機能が使いにくい，使えないという苦情
が多い理由の 1 つがここにある．今後もさらに利便性の高い様々な機能を装備した電
話機が開発されると考えられるが，装備されている機能は利用者に使われなければ意
味がない．すべての機能について，学習しやすい操作手順の設計法が求められている． 
多機能電話機における操作手順は大別して二通りある．第一に，対象とする機器の
特徴である一部の機能に簡易ボタンを割り当てることによって操作手順を容易にす
る方式である．しかし，着目する以外の機能については操作手順が恣意的で一貫性に
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乏しく，操作ステップ数は人間の短期記憶の限界であるミラー数[109]を超えるもの
が多い．したがって，そのような多機能電話機の操作手順を全て記憶することは，極
めて困難であった．これに対して，人間の記憶特性として，情報をグルーピングして
意味を与えることにより短期的な記憶容量が増加するチャンキング[109]が知られて
いる．多機能電話機の第二の操作手順として，自然言語的記述によりチャンキングを
考慮した操作手順とする方式がある．しかし，これら二つの方式を比較してその有効
性を示した研究は提示されていなかった． 
 
本章では，機能数が 50 を超えるような多機能電話機において，従来方式に基づく
操作手順と自然言語的記述によりチャンキングを考慮して設計した操作手順のユー
ザビリティを実験的に評価し，チャンキングという人間の記憶特性を考慮した操作手
順を装備した多機能電話機のユーザビリティが優れていることを明らかにする． 
 具体的には， 
（1）利用者が多機能電話機を操作する際に発生するトラブルの原因の 9 割が，
操作手順の不具合であることを実験的に明らかにする． 
（2）その不具合を解消するため，多機能電話機の操作手順を話し言葉として日
常的に使用する自然言語のように記述して操作言語を体系化し，操作概念の
一致，一貫性の確保，および操作の可視化を図る． 
（3）前項（2）で得られた体系に基づいて多機能電話機の操作手順を設計し，パ
ソコン上でその操作性評価実験を行う． 
 以下，2.2 節では多機能電話機の評価実験とその結果について述べ，2.3 節では操
作手順の自然言語的な記述に基づくインタフェース設計法を提案する．また，2.4 節
では 2.3 節で提案した設計法に基づいて電話機の操作手順を設計し，2.5 節ではパソ
コンのシミュレーションによりインタフェース評価を行う． 
 
2.2 多機能電話機の操作性評価（実験 1） 
 利用者が多機能電話機を操作する際に発生するトラブルを抽出し，インタフェース
設計上の問題点を実証的に明らかにするため，実機を用いた操作性評価実験を行った． 
 
2.2.1 電話機の概要 
評価実験で使用した電話機は，留守番や簡易発信機能のほか，時計・カレンダや通
話先の規制など 73 機能を装備する多機能電話機である．電話機の概観図を図 2.1 に
示す．本電話機は，液晶表示器（カナ，数字を 9 文字＊2 行を表示可能〉，12 個のテ
ンキー，10 個のワンタッチボタンのほか，6 個の機能キーを装備している．操作面の
寸法は，縦 217ｍｍ，横 170mm であり，机上据え置き型である． 
 
 18
 
 
2.2.2 被験者 
被験者は，多機能電話機の主要な利用者である 40～59 歳までの男女，合計 10 人
で，日常使用しているのは単体電話機または留守番機能付きのコードレス電話機であ
る．実験後のインタビューでは，10 人中 8 人が，短縮番号などの登録操作は行った
ことがないと報告した． 
図2.1 多機能電話機の概観 
Fig. 2.1 Overview of the telephone examined in experiment 1. 
 19
 
2.2.3 実験方法 
一般的によく利用される機能，およぴ，お客様サポートセンタの窓口に問合せの多
い機能を 9 種類選び，各機能について被験者に操作を行わせた．図 2.2 に，実験で使
用した 9 種類の機能とその操作手順を示す．図 2.2 の左端には，機能名称と操作ステ
ップ数を，また，右側には各機能の操作手順を記述した．図 2.2 で，丸で囲まれた文
字は電話機のボタン，受者器に矢印のマークはハンドセットの上げ下げ，矩形に人の
マークは会話行為を表している．図 2.2 に示す機能のうち，スタッキングダイヤルと
は電話機が逐次記憶する発信番号履歴（現在から遡って 3 回分までを記憶している）
から，ユーザが 1 個を選択して発信する簡易発信機能である．実験者は，図 2.3 に示
すような実験課題を文章で記述した「課題カード」を被験者に提示することにより，
電話機を操作させた． 
図2.2 多機能電話機の操作手順例 
Fig. 2.2 Typical operation sequences of functions examined in experiment 1. 
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その際，たとえば電話機の各ボタン操作を行うことによって電話機がどのような内
部状態になるのかといった，メカニズムの説明はいっさい行わなかった．課題カード
の提示順序は，ランダムとすることにより課題の実行順序による影響を軽減した．ま
た，実験者は被験者の脇に座り，必要に応じて被験者に指示を与えた．被験者には，
課題遂行中に頭に浮かんだことをすべて声に出して話すよう指示した．被験者の操作
はビデオカメラで撮影し，実験終了後，ビデオ映像をもとに操作中に発生したトラブ
ルを抽出するとともに，トラブル発生時に被験者が発話した内容をプロトコル分析し，
その原因を推定した． 
 実験課題を設定するにあたり，利用者が初めて電話機を操作する状況として次の
ような 3 つの段階を想定した． 
・はじめに，店頭などで販売員の説明を受けながら，その場で教わったとおりの操
作を行う． 
・販売員から操作説明を受けた直後，今度は販売員の助けを借りずに自ら電話機の
操作を試みる． 
・ 一定時間経過（電話機を購入して帰宅するなど）後，再度，自力で電話機の操
作を行う． 
 
評価実験では，この状況と対応するよう，次に示す 3 つの実験フェーズを設定した． 
①学習フェーズ 
はじめに実験者が各機能の概要と操作手順を説明する．その直後，被験者に電
話機の操作を行ってもらう．各機能について，被験者が実験者の説明どおり操作
図2.3 評価実験で使用した「課題カード」 
Fig. 2.3 An example of the task card in experiment 1. 
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できるようになるまで，説明・操作を繰り返す． 
②直後再生フェーズ 
学習フェーズを終わるとただちに，課題カードをランダムな順序で被験者に示
し，電話機の操作を行わせる．このとき，操作手順の説明は行わない．もし，正
しく操作できなかった場合には実験者が操作説明を行う．正しく操作できるまで，
説明・操作を繰り返す． 
③遅延再生フェーズ 
直後再生フェーズを終了してから 30，40 分経過後，課題カードをランダムな
順序で被験者に示し電話機の操作を行わせる．このとき，操作手順の説明は行わ
ない．もし，正しく操作できなかった場合には，実験者が操作の手順を説明する．
正しく操作できるまで，説明・操作を繰り返す． 
 
2.2.4 実験結果 
（1）エラーの分類 
実験で発生したエラーについて，被験者の操作をプロトコル分析してその原因を推
定し，物理レベル，知覚レベル，認知レベルの 3 つに分類し，ユーザインタフェース
設計上の問題点を整理した．物理レベルとは，たとえば小さいボタンが近接しすぎる
ために 2 つのボタンを同時に押したエラーなど，電話機を構成する部品の物理形状や
動作などが原因で発生するエラー．知覚レベルとは，たとえば表示器のメッセージが
見にくかったり操作音が聴こえにくいなど，視覚や聴覚に対する情報入力が原因で発
生するエラー．認知レベルとは，たとえば操作手順が分からなくなって操作を進める
ことができないなど，機器操作の記憶・学習の不完全さが原因で発生するエラーであ
る（注：実際，物理レベルのエラーを回避するために大きな操作ボタンを装備した電
話機が販売されている．また，ほとんどすべての電話器で，知覚レベルのエラーを防
止するために表示器の輝度や音量等を調節することができるよう設計されている．）． 
エラー分析の結果，どの実験フェーズにおいても，発生したエラーの 90％以上が，
たとえばボタンを押す順番を間違えたり，次に押すべきボタンが分からなくなるなど
認知レベルのエラーであった． 
 
（2）認知レベルのエラー分析 
最も多く発生した認知レベルのエラーについて，詳細な分析を行った．図 2.4 は，
操作手順誤り（認知レベルのエラー）の全発生件数である．横軸はエラー発生件数，
縦軸は実験で使用した機能名である．図 2.4 に示した操作手順誤りでは，必要な操作
の抜け，および不要な操作の挿入の 2 種類をカウントした． 
図 2.4 より，外線発信，内線発信，転送，留守設定・解除は，どの実験フェーズで
もエラー数が少なく，操作手順の学習が早期に完了したことを示している．他方，ワ
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ンタッチダイヤル登録，スタッキングダイヤル，短縮ダイヤル登録，留守メッセージ
録音は，学習フェーズと直後再生フェーズでエラー数が多く，遅延再生フェーズでエ
ラー数が減少している．これは，学習フェーズ，および直後再生フェーズでは操作手
順の学習が完了せず，操作できるようになるまで多くの繰返し学習が必要であったと
考えられる． 
また，図 2.2 に示した各機能の操作ステップ数と図 2.4 の比較より，どの実験フェ
ーズにおいても操作ステップ数とエラー数は比例していない．たとえば，ワンタッチ
ダイヤル登録，短縮ダイヤル登録，時刻設定はともに 6 ステップであるが，エラー数
は大きく異なっている．このことは，エラー発生の原因を操作のステップ数の大小だ
けで判断すべきではないことを示している． 
 
2.2.5 考察 
（1）エラー発生の要因 
スタッキングダイヤルでは，被験者が最初の操作として受話器を上げるというエラ
ーが多発した．外線発信，内線発信，転送といった通話系機能の大半は，最初に受話
器を上げるという操作から始まるが，スタッキングダイヤルの操作はこの部分が他と
図2.4 操作手順誤りの発生件数 
Fig. 2.4 Errors occurred in experiment 1. 
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異なっている．単機能電話機の操作に慣れ親しんでいる被験者にとって，通話系機能
を操作する手順の概念モデルは，まず受話器を上げることであったと考えられる．し
たがって，スタッキングダイヤルで発生したエラーは，通話系機能の操作手順の概念
モデルとして，被験者が期待するモデルと被験者の期待に反するモデルが混在し，概
念モデルの一貫性が欠如したために発生したと考えられる．今回の実験で使用した多
機能電話機では，発信系の機能は全部で 16 種類あり，それらのうち最初に受話器を
上げてしまうと使用できない機能は，スタッキングダイヤルのほかにプリセットダイ
ヤル，ネーム検索発信，スクロール発信の 4 機能であった．もし，利用者が，受話器
を最初にあげるという概念モデルに基づいてこれらの発信機能を操作すれば，同様の
エラーを生ずる可能性が高い． 
 ワンタッチダイヤル登録では，特に学習フェーズにおいて「登録モード」移行時お
よび「機能選択」時に「＊」を押し忘れるエラーが多かった．前者は，登録モードに
移行すべきこと，およびその最初の操作が「保留・内線」ボタンを押下することは分
かっていたが，その次に「＊」を押下することができなかった．後者はワンクッチダ
イヤル登録の機能を選択する操作で，最初の操作が「ワンタッチボタン」を押下する
ことは分かっていたが，その次に「＊」を押下することができなかった．すなわち，
このエラーは，タスクの実行順序は分かっていたが，その操作手順を学習できなかっ
たために発生したエラーである．この機能では，「＊」のように，被験者にとって機
能の目的や操作の概念とは直接結び付かない記号が組み込まれた手順を暗記する，い
わゆる無意味綴りの記憶・再生が必要であり，しかも，その記号が組み込まれた手順
とそうでない手順が混在していたことが操作モデルの構築を妨げ，結果的に操作手順
の学習を困難にしたと考えられる．人間の短期的な記憶の容量は，Miller[109]が示し
たマジックナンバー７プラスマイナス２として良く知られている．本実験での学習フ
ェーズおよび直後再生フェーズは，Miller が想定した状況に近い．Miller の考えに基
づけば，５～９ステップ程度の操作手順は短期的な記憶容量の範囲であると考えられ
る．ここで，操作手順が一貫していれば，記憶のリハーサルが繰り返されて操作手順
の記憶は定着していくと考えられるが，本実験で使用した多機能電話機における一貫
性を欠いた操作手順は，逆に被験者の混乱を誘発して操作モデルの構築を妨げたと言
える．本実験で使用した多機能電話機では，登録系機能は全部で 26 機能あるが，同
様の操作を必要とする機能は 8 個であった．したがって，これら 8 つの機能も同様の
エラーを引き起こすことが予測される． 
 このように，評価実験で発生したエラーは，電話機を扱う際，2 種の操作モデルが
混在し，一貫性が欠如したこと，およびタスタとその操作手段であるボタンが相互に
結び付きにくい手順とそうでない手順が混在していたため被験者の操作モデル構築
を妨げたことが主要な原因であると考えられる．ここで発生したエラーは，操作モデ
ルやボタンの意味が状況によって変化してしまうことが原因であるため，たとえばボ
 24
タンに付与するラベルを工夫するといった方法のみではエラーへの対処が難しい． 
 
（2）操作手順の意味 
 電話機の機能を利用するためには，受話器を上げたりボタンを押す行為を決められ
た順番で実行する必要がある．当然ながら，一連の手順はそれぞれ電話機の状態を制
御するうえで意味を持っているからである．たとえば，時刻設定の操作手順は「保留」
→「＊」→「27」一「時刻」→「♯」→「保留」であるが，はじめの「保留」「＊」
は登録モードへの移行を意味し，「27」は時刻設定の機能番号，「＃」は時刻データの
終了記号，最後の「保留」は登録モードの終了を意味する．一連の記号列は，それら
をグルーピングして意味を持たせるチャンキングによって記憶容量を増やせること
[109]が知られているが，恣意的で一貫性を欠いた操作手順ではチャンキングも困難
である． 
 高度で多様な機能を持つ電話機をタイミング良く市場に出すことを求められるよ
うな開発では，短期間で状態制御の無矛盾性を確保しなければならず，ごく少数の限
られた開発者が従来のプログラムを流用しながら電話機開発することも少なくない．
このため，徐々に機能を追加した多機能電話機では，機能全体にわたる見通しが難し
く，操作手順は電話機が矛盾なく動作することを第 1 に考える，いわゆる機械主体の
発想で設計されていた．このことが，結果的には多機能電話機の操作手順の一貫性を
欠く原因となっている．また，別の側面から考えると，多機能電話機の操作手順の一
貫性が欠けるのは，もともと機能数の少ない単体電話機の操作手順と，コンピュータ
による PBX 制御を前提としたビジネスホンの操作手順が互いに元の形を保ったまま
同居していることが主要因であろう． 
 
2.3 操作手順の自然言語的な記述に基づくユーザインタフェース設計法 
 我々が日常用いている自然言語は，様々な事象の意味や構造を考えるための使い慣
れた道具である．日常用いている自然言語に近い文法によって機器の操作手順を構文
化し，操作の手がかりとなる情報の可視化を行なうことによって，操作手順を記憶す
る際のチャンキングが促進され，機器操作が容易になることが期待される． 
 本章では，操作手順の構造や意味を話し言葉として日常用いている自然言語に近い
文法によって記述し，その記述を基本として学習しやすいユーザインタフェースを設
計する． 
 
具体的には，電話機の操作手順を自然言語的に記述して，操作構文，操作語句を抽
出し，操作構文を通話系と登録系の 2 種類に統合して操作手順の一貫性を確保する．
次に，利用者の行動分析に基づいて操作構文の設計を行い，設計者と利用者の操作概
念の一致を図る．さらに，操作語句から共通要素を抽出してこれをボタン化し，操作
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語句の可視化を行う． 
図 2.5 は，外線発信の操作手順を自然言語的に記述した例である．図 2.5 に示すよ
うに，外線発信の操作手順は，最初に受話器を上げ，相手の電話番号を入力し，次に，
外線ボタンを押すことにより発呼が始まる．この操作手順を自然言語的に記述すると，
はじめに「発信する」宣言を行い，発呼の相手である「A さん」の電話番号を入力し，
次に「外線で」発信することを決定して実際に発呼を始める，と表される．A さんと
回線が接続されて話を始め，終わったら受話機を下ろして通信を終了する．すなわち，
この場合の自然言語的な記述は， 
 外線発信：「発信する」＋「A さんに」＋「外線で」 
というように表現できる． 
 
2.3.1 操作構文 
 操作構文とは，機器操作の自然言語的な記述を基に抽出される作業の組み立て方で
ある．図 2.5 に外線発信の操作構文の例を示す．外線発信の場合の「発信する」十「A
さんに」＋「外線で」という自然言語的な記述は，他の機能の操作手順にもあてはめ
ることができる．たとえば，転送は，「転送する」＋「B さんに」＋「内線で」とい
うように表現される．同様にして様々な機能について，操作手順を自然言語的に記述
して一覧すると，そこに共通の型が見えてくる．その共通の型が，操作構文である． 
 発信系の機能では，最初に発信の宣言を行い，通信の相手を指定し，次に回線を選
択して，最後に操作を終了するという型が構文である．同様に，短縮登録や時刻設定
といった登録系機能の操作構文は，最初に登録を宣言し，次に，機能の選択を行い，
データ入力を行って，最後に登録を終了するという型である．このように，操作構文
図2.5 操作の自然言語的な記述例 
Fig. 2.5 Example of a verbal description for phone operation. 
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を抽出してテンプレートを作成し，全機能の操作手順を洗い出すことにより，操作構
文レベルでの一貫性を検討することが可能となる． 
 
2.3.2 操作語句 
 操作語句とは，操作構文の中身である．図 2.6 に操作語句の例を示す．外線発信の
場合，構文の要素となる中身は，次のとおりである．「○○する」の中身は発信であ
り，「～に」の中身は A さんの電話番号，「××で」の中身は外線である．これら操作
語句を実行する際には，受話器やボタンといった操作手段で用いる操作デバイスが必
要である．外線発信の例では，各操作語句を実行する操作デバイスは，それぞれ「受
話器」「ダイヤルボタン」「外線ボタン」である．その他，時刻設定では，「登録の宣
言」「機能の選択」「データ入力」「登録終了」という操作構文に対応する操作語句は，
既存の多機能電話機では「登録」「時計」「時刻」「終了」である．また，これらの操
図2.6 操作語句の例 
Fig. 2.6 An example of the phrase combination. 
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作語句を実行するボタン（操作デバイス）は，「保留」＋「＊」，「27」，「時刻」＋「＃」，
「保留」である．このような視点から操作手順を見ると，登録宣言の操作語句である
「保留」＋「＊」，および登録終了の語句である「保留」は，登録という目的とは直
接結び付きにくく，また，登録宣言と終了の語句で「保留」ボタンを共有しているた
め混乱しやすい．「機能の選択」の際の「27」は，マニュアルを見ながら操作するか，
または，この操作語句をユーザが記憶していなければ操作することができないため，
ユーザに記憶負担を強いる．操作語句という見方で操作手順を洗い出すことにより，
各機能を実行する操作手順の意味と，その実行手段（操作デバイス〉の整合性を検討
することが可能となる． 
 
2.4 多機能電話機のユーザインタフェース設計 
2.4.1 操作の構文と語句の設計 
 操作手順の自然言語的な記述に基づき，多機能電話機のインタフェース設計を行っ
た．インタフェースの設計方針は次のとおりである． 
（1）操作構文は，機能の利用目的ごとに統一する． 
（2）操作語句は，操作構文と単純な対応関係となるよう設計し，操作デバイスは操
作語句との意味的な対応をとりやすくする． 
 
 具体的には，多機能電話機の操作構文，およぴ，操作語句を次のように設計した． 
（１）操作構文 
 多機能電話機に装備されている全機能を，その目的によって，相手と話をする「通
話系」機能と，様々な通信機能を利用する準備を行う「登録系」機能に分類し，通話
系機能と登録系機能で各々操作構文を 1 種類に統一する． 
図2.7 多機能電話機の操作構文 
Fig. 2.7 Two common sentence structures for phone operation. 
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 通話系機能と登録系機能の操作構文を図 2.7 に示す．単体電話機系の機能である通
話系機能の操作構文は，「通話する」「○○さんに」「外／内線で」「終了」とする．通
話系機能の操作構文は日本語の語順とは異なるが，これは「通話系機能を利用する被
験者は最初に受話器を上げる」という被験者の行動分析結果に基づいており，利用者
にとっては違和感のない設計である． 
 また，登録系機能の操作構文は，既存の電話機で大きな問題がなかったことから，
それとの整合性を考慮して「登録する」「○○機能に」「データを」「終了」で統一す
る． 
 
（2）操作語句 
 操作語句とそれを実行するデバイスは，両者の意味的な対応関係を利用者が容易に
理解できるように設計することが重要である．操作語句では，登録系機能で共通的な
動詞に相当する「登録」というラベルを付与したボタンを設置することにより，「登
録」という操作語句を可視化して操作デバイスとの対応関係を明確化した．また，登
録モード移行時，および機能選択で部分的に使われていた「＊」ボタン，データ入力
で部分的に使われていた「＃」ボタンは使用しないこととした．これは，無意味綴り
を記憶・再生するという認知負荷を除去し，学習効率の向上を図るためである． 
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2.4.2 電話機の操作手順 
 図 2.8 は，自然言語的な記述に基づいて設計した操作手順の例である．通話系の操
作手順は，最初に受話器を上げることから操作が始まるよう統一した．また，登録系
の操作手順は，最初に「登録」ボタンを押し，機能を選択した後，データを入力し，
最後に「登録」ボタンで終わるという操作となるよう統一した． 
 
2.5 ユーザインタフェースの評価実験（実験 2） 
 操作手順の自然言語的な記述に基づいて設計したインタフェースの有効性を検証
するため，パソコン上で電話機の操作シミュレータを開発し，操作性評価実験を行っ
た． 
 
2.5.1 被験者 
 被験者は，実験 1 に参加していない 40～59 歳までの男女，合計 10 人で，日常使
用しているのは単体電話機または留守番機能付きのコードレス電話機である． 
 
図2.8 自然言語的な記述に基づく操作手順の設計例 
Fig.2.8 Operation sequence designed by the proposed method. 
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2.5.2 実験方法 
 お客様サポートセンタに問合せの多い，スタッキングダイヤル，ワンタッチ発信，
短縮発信，転送，ワンタッチダイヤル登録，短縮ダイヤル登録，時刻設定について，
被験者に操作を行わせた．実験 1 と同様に，被験者の操作はビデオカメラで撮影し，
実験終了後，操作中に発生したトラブルを抽出した．実験 2 では，実験 1 と同様に，
学習フェーズ，直後再生フェーズ，遅延再生フェーズの 3 つの実験フェーズを設定し
た．パソコンは Apple 社の Macintosh を使用し，HyperCard で電話機のシミュレー
タを作成した．パソコンのディスプレイは 21 インチ型を使用した．シミュレータの
外観を図 2.9 に示す．被験者には，マウス操作が確実にできるよう実験前に十分練習
きせた． 
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2.5.3 実験結果 
 図 2.10 は，各実験フェーズで発生したエラー件数をすべての被験者について合計
した値である．図 2.10 において，横軸はエラー発生件数，縦軸は実験で使用した機
能名である．図 2.10 から分かるとおり，提案した手法により設計したユーザインタ
フェースでは，学習フェーズ，直後再生フェーズ，遅延再生フェーズそれぞれにおい
てエラー件数は非常に少なかった． 
図2.9 実験2で使用した多機能電話機の外観図 
Fig. 2.9 Overview of the telephone examined in experiment 2. 
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 なお，実機で行った操作性評価実験（実験 1）とパソコンのシミュレータで行った
操作性評価実験（実験 2）では，実機とパソコンの違い，実験で評価した機能の種類
の違いなど，実験条件の違いがある．たとえば，実機では被験者が受話器に手をかけ
る頻度も高く，実際に受話器を上げる行為も多く見られたが，パソコンのシミュレー
タでは受話器を上げる行為はそれほど多くなかった．これは，実機における受話器の
アフォーダンスが強く作用したことが原因と考えられる．しかし，その点を除けば，
電話機のボタン操作の速さなど，実機とパソコンでの被験者の行動の違いは見られな
かった．したがって，電話機を操作する際の誤り率や学習効率の差を議論するうえで
は，実験 1 と実験 2 の比較が十分有効であると考えられる． 
 以上．本章で提案した設計法に基づき，パソコン上で実現したインタフェースでは，
操作誤りはほとんど発生しなかったことから，実験 2 ではどの被験者も最初の学習フ
ェーズにおいて多機能電話機の操作学習が完了したと考えられる． 
 すなわち，電話機の機能を通話系と登録系の 2 つに分類し，それぞれ操作構文を統
一したことにより，複数の操作モデルの混在，および，利用者が期待しない操作モデ
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 ﾜﾝﾀｯﾁ登録
 短縮登録
 時刻設定
エラー発生件数
遅延再生フェーズ
直後再生フェーズ
学習フェーズ
図2.10 自然言語的な記述に基づいて設計したインタフェースで
発生した操作誤り数 
Fig. 2.10 Errors occurred with the improved interface in experiment 2. 
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ルに起因するエラーを抑えることができた．また，「登録」という共通性の高い操作
語句を可視化して操作デバイスとの対応関係を明確化したことにより，タスクとその
操作手段であるボタン操作が相互に結び付きにくいことに起因するエラーを抑える
ことができた．その結果，操作の学習が早期に完了し，エラー発生を低く抑えること
ができたと考えられる． 
 
2.6 考察 
 言語的な記述に基づくインタフェース設計では，はじめに電話機に装備されているすべ
ての操作手順を自然言語的に記述し，次に，それら手順から各操作手順に共通する型を抽
出して操作構文の設計を行なう．ここで，設計した操作構文に当てはまらない手順があれ
ば，再度，操作構文を検討する．設計した操作構文に操作手順がすべて当てはまれば，次
の操作語句の設計に進む．操作語句の設計では，各機能を実現する操作手順を操作構文に
当てはめ，操作手順の論理的な単位を抽出する．ここで，構文に当てはまらない語句を生
じた場合には前のステップに戻る．すべての機能について操作語句の抽出が完了した後，
それらの各操作語句をどのようなデバイスで操作するかを設計する操作デバイスの設計
段階へ進む．さらに，各操作語句を具体的にどのような操作として可視化（どのボタンを
使うか等）するかを設計する．操作デバイスの設計が完了したら，各操作デバイスに添付
するラベルを設計し，操作語句との対応が適切であるかを確認するという流れで，一貫性
があり，かつ，人間の基本的な記憶特性であるチャンキングと整合性の高い，わかりやす
い操作手順の設計が可能となった． 
 従来法に基づく操作手順を装備した多機能電話機では，電話の現在のモードによって一
つのボタンの機能が変化するといった恣意的な操作手順によってユーザが混乱し，電話機
操作を繰り返すことによるリハーサルの効果が期待できなかった．さらに，そのような一
貫性を欠いた操作手順は，操作学習過程においてマイナスの学習転移として働いたことも
考えられる．すなわち，電話機の操作を繰り返すほどに混乱が増していくという悪循環に
近い状況である．このような操作手順では，いつも操作マニュアルを参照しながら機器操
作を行なう必要があり，マニュアルを紛失した場合には様々な機能が利用できないという，
システム開発者が最も望まない状況に繋がっていく． 
  
2.7 本章のまとめ 
 本章では，機能数が 50 を超えるような多機能電話機において，従来方式に基づく
操作手順と自然言語的記述によりチャンキングを考慮して設計した操作手順のユー
ザビリティを実験的に評価し，チャンキングという人間の記憶特性を考慮した操作手
順を装備した多機能電話機のユーザビリティが優れていることを明らかにした． 
自然言語的記述に基づく操作手順の設計法は，図 2.11 のブロックダイヤグラムに
要約される．本設計法に基づいて設計したユーザインタフェースの操作性評価実験を
行った結果，従来手法で設計した電話機では 446 件も発生した操作誤りが 15 件に減
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少するという非常に良好な結果が得られた．本設計法は，社内で通信機器を設計する
際のテンプレートとして利用されている．この設計テンプレートを利用することによ
り，コードレスホン，ホームテレホン，ビジネスホンの仕様決定段階，および，設計
ドキュメント作成段階で大幅に作業効率が向上した．さらに，FAX のユーザインタ
フェース設計においても本設計手法による作業効率向上が見られたことから，本章で
提案した設計法は，様々な通信機器のユーザインタフェース設計に適用可能であるこ
とを確認した． 
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第３章 情報の可視化とナビゲーションによる行為誘導 
 
3.1 はじめに 
インターネットの普及によって，ネットワークに接続された情報通信端末を用いる
ことで短時間に膨大な量の情報を容易に収集できるようになった．特に最近では，イ
ンターネットで検索した膨大な量の情報から，目的とする情報を適切に絞り込んで分
かりやすく表示するヒューマンインタフェースに関する研究の重要性が増している． 
従来より，情報をユーザに対して分かり易く，効率的に提示することを目的として，
情報の可視化とナビゲーションに関する研究が行なわれてきた．特に，ハイパーリン
クに基づくネットワーク型情報構造による柔軟なナビゲーション（J. Conklin）方式
に関する研究，情報ナビゲーションにメタファを導入することによってシステム操作
の複雑さ軽減したり，システムへの親しみを醸成する効果（J. Carroll）等に関する
研究が行なわれ，情報通信端末に応用されてきた．しかし，人間が扱う情報量が増大
し，かつ，複雑化する状況の中で，単にハイパーリンクとメタファを用いたアプロー
チでは情報の可視化が十分ではなく，行為誘導が達成されないという問題が顕在化し
ている．例えば，プルダウンメニューとハイパーリンクを用いた情報ナビゲーション
は，インターネットアクセスにおける標準的なヒューマンインタフェースとして現在
も利用されているが，プルダウンメニューに基づく情報提示では情報の全体的構造が
見え難く，ユーザがネットワーク型メニューの中で迷子になるという問題が起こる．
ひとまとまりの情報を分かりやすく提示する方法として，ブックメタファを用いたヒ
ューマンインタフェースが提案されている．しかし，メタファの可視化の程度によっ
てユーザの行為誘導の効果が異なることは，従来の研究では検証されていなかった． 
本章では，インターネットアクセスなどで標準的に利用されているプルダウンメニ
ューベースのブックメタファと，可視化を強めて明示性を高くしたブックメタファに
おける情報提示を実験的に比較評価し，明示性の高いブックメタファによってユーザ
の行為誘導が有効に機能することを明らかにする． 
 
3.2 ガイドライン DB の実現 
人間工学や心理学の知見を体系化した HI（ヒューマンインタフェース）設計ガイ
ドラインは，ソフトウェアの使いやすさを向上させると共に，ソフトウェア開発を効
率化するためのツールとして広く利用されている．一般的なソフトウェアの設計ガイ
ドライン[16] [18][23][27][28]は，多様なソフトウェア設計に対処するための膨大な数
のガイドラインを推奨している．例えば，文献[28]には，944 もの推奨項目がある．
著者らは．信頼性，操作性の優れた通信ネットワークシステムを実現するための HI
設計ガイドライン，約 300 項目を開発[31]した． 
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人間工学や心理学の専門家ではないソフトウェア設計者にとって，特に，紙の形で
印刷された多数のガイドライン項目の中から自分が設計するソフトウェアで必要と
なる項目を探し出すには，大きな労力が必要であった．このため，パーソナルコンピ
ュータを用いたガイドラインの DB（データベース）化[17][25][29][33]が行われてい
る．このことによって検索が効率化され，より多くのガイドラインが使われるように
なり，使いやすいソフトウェアが多く開発されることが期待される．ところで，ガイ
ドラインは，主に，設計の方針や考え方を記述したものであり，ソフトウェアコーデ
ィングに直接結びつくものではない．すなわち，ガイドライン DB は，設計者が常時
アクセスするものではなく，必要に応じてたまにしか参照しないものである．このた
め，ガイドライン DB の機能が豊富であっても，その機能を実行する操作方法が解ら
なかったり操作が複雑であれば，必要なガイドライン項目を検索できず，やがてガイ
ドラインが使われなくなる． 
筆者らは，ユーザがシステム操作を迅速に学習でき，必要な HI 設計ガイドライン
の項目を容易に検索できることをねらいとして，HI 設計ガイドライン DB を開発し
た．このＤＢのユーザインタフェースには，HI 設計ガイドラインがもともと「本」
であったことから，プルダウンメニューとハイパーリンク[20][21][22][26][30]を用い
たブックメタファ[19][24]を導入した．このシステムは，目次，項目一覧，索引など
本が有する機能をプルダウンメニューとハイパーリンクを用いて実現したブックメ
タファ（H-Guide と呼ぶ）をユーザインタフェースとして装備することを特徴とする．
しかし，H-Guide を実際に使ってみると，システム操作が覚え難い，途中で操作方法
を忘れてしまう，といった問題があった．そして，このような使い難さの原因を分析
した絵果，システムの操作方法がインタフェースの中で視覚的に明示されていないこ
とが判明した．そこで，「本」が持っている物理的，論理的な情報構造と，「本」とし
ての機能の明示性を高めたブックメタファインタフェースのガイドライン DB
（B-Guide と呼ぶ）を開発[32][33]した．B-Guide では，スクリーン上に可視化され
た「本」を通じてガイドライン項目にアクセスする． 
 HI 設計ガイドライン DB のねらいは．ソフトウェア設計者に HI 設計ガイドライン
を積極的に使ってもらうことである．そのため， 
・目的とするガイドライン項目に短時間で到達できること（検索容易性） 
・初心者でも，システム操作が容易に記憶・理解できること（学習容易性） 
・ガイドラインには無いコンピュータの機能に魅力を持たせ楽しく使わせること
（ユーザ魅了性） 
の 3 つを設計方針とした． 
 
3.2.1 H-Guide 
図 3.1 は，プルダウンメニューとハイパーリンクによるブックメタファを備える
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H-Guide の画面例である．H-Guide は，WINDOWS ベースの PC（NEC）上で作成
したデータベースであり，モニタは 20 インチのカラーディスプレーである．H-Guide
は，目次，項目一覧，ガイドライン項目表示という画面構成となっており，初期画面
では目次が表示される．目次は 1 枚の画面で構成され，最大 20 行の表示が可能であ
る．目次の検索は，画面右側に配置したスクロールバーにより実行する．目次画面の
任意の項目をマウスでクリックすることにより，該当する節のガイドライン項目一覧
画面が表示される．項目の検索は，画面右側のスクロールバーで行う．項目一覧画面
の中の任意の項目をクリックすることにより，該当するガイドライン項目が表示され
る．各章や項目一覧への直接ジャンプ，および検索機能の呼び出しではプルダウンメ
ニューを使用する．また，ガイドライン項目表示画面において項目単位のブラウズを
行うため，ブラウザを装備している．これはプルダウンメニューにより呼び出し，ブ
ラウザのボタンクリックによりガイドライン 1 項目単位でのブラウジングを行う． 
 
このように，使いやすいガイドライン DＢとするため，プルダウンメニューとハイ
パーリンクによるブックメタファを用いて H-Guide を実現したが，実際にシステム
を使ってみた結果，次に示すような操作上の問題点が明らかとなった． 
－操作方法が容易に予測できない： 
システムに不慣れなユーザにとって，初期画面において最初にどのような
操作を行ったらよいのかが容易に予測できない． 
－操作方法の探索行為が多い： 
ユーザが目的とする画面に到達するまでに，メニューを探索的に何度も開
いたり，また，各画面上でシステムの機能テストを行う等，必要以上に高
図3.1 H-Guideの画面例 
Fig. 3.1 A screen example of H-Guide. 
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頻度にシステム機能の探索的行為を行なう． 
－途中でシステムの操作方法を忘れてしまう： 
検索作業の途中で項目ブラウズの方法や，項目表示画面から目次画面への
移動方法を忘れる等の理由により，しばらくの間，次の操作ができなくな
る． 
 
3.2.2 ガイドラインＤＢの利用シナリオ 
 H-Guide の問題点を明確化し改善のポイントを明らかにするため，ガイドライン
DB の利用シナリオを検討した．HI 設計ガイドラインのターゲットユーザはソフトウ
ェア設計の専門家であり，ソフトウェア設計上の要求条件は明確であるが，ガイドラ
インの構成や表現方法等にあまり親しんでいない．このようなユーザが HI 設計ガイ
ドラインを使用する場合，次のような利用シナリオとなる． 
（１）全体構成の把握 
ガイドライン使用の初期段階では，ユーザはガイドラインをたまにしか参照
しないため，ガイドラインの全体構成や内容の概略的な把握を行う．この段階
のユーザには，ガイドラインの目次や項目一覧といった全体構成や各項目の要
約に関する情報の存在，それら情報へのアクセス手段を明示することが重要で
ある． 
（２）主要なガイドライン項目の検索 
ソフトウェア設計に必要な主要なガイドライン項目がどこにあるかを探索す
る段階である．この段階では，設計者の考えるソフトウェアの要求条件とガイ
ドライン項目との対応関係を明確化する情報が必要となる．例えば，目次や項
目一覧の表示，そこから所望の項目へのアクセス機能，注目しているガイドラ
イン項目と関連するページをブラウズする機能，が必要となる．また，このよ
うな操作が繰り返される場合，本のタグのようなページアクセス機能が作業の
効率化に有効である． 
（３）ガイドライン項目の理解 
 ソフトウェア設計条件に適合する主要なガイドライン項目がほぼ明確化され
た後，ガイドラインの内容を理解しながら関連する項目を詳細に検索する段階
である．この段階では，1 つのガイドライン項目から他の項目へと素早く移動，
参照できる機能の提供が重要である．例えば，項目一覧で検索した項目へジャ
ンプし，その前後にある項目をブラウズするといった行為を支援する機能であ
る．この段階では，複数の機能が連携して使用されるため，メタファとしての
操作概念の一貫性とその中で展開される各機能の連携が特に主要である． 
 
 以上，ガイドライン DB の利用シナリオに照らし，H-Guide の改善点をあげると次
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のとおりである． 
－目次および項目一覧へのアクセス手段の明示： 
ガイドラインの全体構成や各項目の要約に関する情報の存在，および，そ
れら情報へのアクセス手段を視覚的に明示する． 
－主要なガイドライン項目の検索支援： 
ソフトウェア設計に必要となる主要なガイドライン項目を容易に検索でき
るよう，タグ等によるランダムアクセス機能を提供し，それらを視覚的に
明示する． 
－各種検索機能の連携使用の支援： 
システムが具備する一連の機能を一か所にまとめて可視化し，各機能の連
携使用を容易にする． 
 
3.2.3 B-Guide 
B-Guide のインタフェースは，H-Guide から得られた改善点と，ガイドラインが
もともと本であったことから「本」が有する情報構造と「本」の機能の明示性を高め
たブックメタファを備える．目次や項目一覧を物理的な「本」と同様に見開きの形で
表示し，各章，索引等へのタグを可視化した．さらに，ページめくりや文字列検索な
どの機能を 1 つのパネルに集約した． 
 
(1) システム構成 
B-Guide の開発では，「本」をビジュアルに表示するために，高解像度グラフィッ
クスディスプレイを有するＰＣ(Apple 社)を用い，ソフトウェア開発ツールとして
Super Card(Silicon Beach Software 社）を使用した． 
 40
 
(2) B-Guide の機能 
図 3.2 は，B-Guide の画面例である．ガイドライン DB の顔であるディスプレイ画
面には，常に「本」が視覚的に表示されており，ユーザの基本的な操作は「ページを
めくること」である．画面は見開きの本であり，左側ページにはガイドライン項目を
テキスト形式で，また，右側ページにはその具体例をグラフィック表示している．左
側ページのガイドライン項目は，その内容を一言で説明したショートタイトル，本文，
本文を補足するコメント等から構成される．右側ページのグラフィックスペースには，
情報通信システム設計に必要なガイドラインの具体例が示されている．本の側面には，
目次，4 つの各章，項目一覧，索引に対する合計 7 つのタグを配置した． 
図 3.3 は，ナビゲーションパネルである．このナビゲーションパネルは本の画面の
上に重ねて使用し，ガイドラインのページめくりや検索等，基本的なシステム機能を
すべてバネル上に可視化している．ナビゲーションパネルには，「送り」「戻し」およ
び「連続送り」「連続戻し」といったページめくり，文字列・キーワード検索，印刷 
ヘルプ，UnDo 等合計 12 個のボタンを配置し，ボタンのクリックにより各機能を起
図3.2 B-Guideの画面例 
Fig. 3.2 A screen example of B-Guide. 
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動する．これらボタンには，各機能を表現するマークを視覚的に示している．ナビゲ
ーションパネルで使用したボタンのマークには，VTR 操作ボタンのメタファを使用
した．例えば，文字列検索ボタンをクリックすると検索ウィンドウが開かれ，文字列
検索が実行できる． 
 
B-Guide の機能は，次に示す「本」としての機能と「コンピュータ」としての機能
に大別される． 
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前項 
Previous Page
印刷 
Print 
終了
End 
次項 
Next Page 
連続次項 
Forward 
裏表紙 
Back Cover 
ヘルプ 
Help 
連続前項 
Backward 
表紙 
Cover Page 
文字列・キーワード検索
String/Keyword Search
アンドゥ 
UnDo 
図3.3 ナビゲーションパネル 
Fig. 3.3 Navigation panel in which most system controls are concentrated. 
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「本」の機能 
（１）タグ： 
本の側面に配置した 7 つのタグをボイントして，指定された章および項目
を直接開く． 
（２）目次： 
目次画面に表示されている章および節をポイントして，該当する章および
節の最初の文を開く． 
（３）項目一覧： 
ガイドライン項目一覧に表示されている約 300 項目の中から必要な項目を
ポイントして該当するページを直開く． 
（４）索引： 
索引画面に五十音順に表示された単語のリストをポイントし，該当する単
語を含むガイドライン項目のページを直接開く． 
（５）関連項目： 
各ガイドライン項目に表示されている関連項目をポイントして，該当する
ガイドラインのページを開く． 
（６）ページブラウザ： 
ページめくりブラウザであり，前頁，後頁の 1 頁めくりと連続めくりの 2
種類がある． 
 
「コンピュータ」の機能 
（１）文字列検索： 
ユーザが入力した任意の文字列を含むガイドライン項目をすべて検索し，
該当するガイドライン項目のリストを表示する．ここで，検索結果のリス
トをクリックすることにより，該当する項目のページを直接開く． 
（２）キーワード検索： 
ユーザは，個々のガイドライン項目に対し，任意のキーワードを付与する
ことができる．キーワード検索では，ユーザが予め付与したキーワードを
含むガイドライン項目を検索し，結果を項目リストとして表示する．検索
の際，類義語辞書の使用により，例えば「コンピュータ」というキーワー
ド入力でも，「電子計算機」や「電算機」による検索が可能である． 
 
3.3 評価実験 
 ここでは，H-Guide と B-Guide の操作パフォーマンスの比較評価を行い，B-Guide
の有効性を定量的に示す．実験では，ソフトウェア設計者を被験者として，単一のガ
イドライン項目を検索するタスクと，複数のガイドライン項目を検索するタスクの 2
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種類の実験タスクを課した．なお，H-Guide および B-Guide の 2 種類のデータベー
スには，同一内容の約 300 項目のガイドラインがインストールされており，章構成や
目次構成等は全く同一である． 
 
3.3.1 単一項目検索（実験１） 
(1) 被験者 
被験者は，20 歳から 30 歳までの男女，計 10 名のソフトウェア設計者である．各
被験者は，実験で使用した 2 種のコンピュータに関する基本的操作は十分に習得して
いるが，H-Guide と B-Guide の操作を行ったことはない．実験タスクを始める前に，
被験者に対して各システムの操作方法を口頭で一度説明した．また，両システム共に，
操作マニュアル類は全く与えなかった． 
 
(2) 実験タスク 
実験１では，被験者は単一のガイドライン項目の検索を行う．被験者に対し，画面
設計に関する問題を紙に印刷して提示し，H-Guide と B-Guide の 2 種類のシステム
を用いて該当するガイドライン項目を検索させた． 
 はじめに，被験者に対して特定のガイドライン項目を検索させる問題タスクを提示
する．このタスクで使用する被検索項目（正解）が，全ガイドライン項目の中からの
検索が一意に決まるような検索タスクを，次のように 2 種類設定した． 
タスク T1：オペレータのキー入力に対する応答時間は何秒以内が良いか？ 
タスク T2：マウス等を用いてカーソルを動かすことにより選択候補の位置指定
を行う場合，マウスの検知領域は最低どれくらいの広さが必要か？ 
 検索タスクに入る前に，被験者は時間を制限されること無しに，与えられた問題の
意味を理解するまで問題用紙を繰り返し見直すことを許されている．問題を理解した
時点で検索タスクを開始し，該当する項目が見つかった時点で終了する． 
 
(3) 実験手順 
実験では，被験者を無作為に 2 つのグループＧ１（5 名），およびＧ２（5 名）に分
けた．タスクの実行順序は，どちらのグループも，タスク T1，タスク T2 の順に行っ
た．ただし，Ｇ１の被験者には B-Guide によりタスク T1 を最初に行わせ，続いて
H-Guide によりタスク T2 を行わせた．またＧ２の被験者には H-Guide によりタス
ク T1 を最初に行わせ，続いて B-Guide によりタスク T2 を行わせた． 
 被験者は，与えられた問題を理解した後，該当するガイドライン項目の検索タスク
を始めるが，タスクの途中でシステムの操作方法がわからなくなった場合には口頭で
合図してもらい，その都度，実験者が操作の指示を行った．パフォーマンス評価項目
は，タスクを始めてから目的とするガイドライン項目を検索するまでに要した時間，
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検索作業中の操作誤り回数，および，操作方法を忘れたことによる操作中断回数であ
る． 
 
3.3.2 複数項目検索（実験２） 
実験１を行ってから一週間後，実験１に参加した被験者のうちの 8 名により，複数
のガイドライン項目を検索する実験２を行った． 
 
(1) 実験タスク 
実験２では，被験者は 10 分間の制限時間内に複数のガイドライン項目の検索を行
う．実験２で使用したタスクは，T3 および T4 の 2 種類である．図 3.4 に，T3 およ
び T4 で使用した画面例を示す．図 3.4 において．左側に示した画面例（上が改善前，
下が改善後〉を T3 で，右側に示した画面例（上が改善前，下が改善後）を T4 でそ
れぞれ使用した．被験者に対し 2 種類の画面設計例（改善前と改善後〉を同時に提示
する．被験者は，紙に印刷された 2 種類の画面例を比較し，画面改善の際にどのガイ
ドライン項目が参照されているかを検索する． 
 46
 
 実験２では，H-Guide と B-Guide の 2 種類のユーザインタフェースについて，で
きるだけ早く，正確に検索行為を繰り返させるため，予め 2 つのサンプル画面の違い
を理解させた上で，改善点に相当するガイドライン項目を検索するようタスクを設定
した．実験の目的は，あくまで操作性の評価であり，2 つのサンプル画面の違いを理
解する時間といった操作性以外の要因がパフォーマンス値に影響を及ぽすことを避
ける必要がある．そこで，検索タスクに入る前に，被験者に時間を制限することなく，
与えられた問題の意味を理解するまで 2 つの画面を比較させ，2 つの画面の相違点を
すべて報告させた．この方法により，被験者が実験中に画面の相違点を理解する時間
を費やすことなく検索作業に専念できるようにした．画面の相違点を報告した時点で
検索タスクを開始し，制限時間に達した時点で終了する．ただし，制限時間に達する
前に該当する項目をすべて検索し終わったと被験者からの申告があった場合，その時
点で実験を終了した． 
 
(a)T3で用いた画面例 (b)T4で用いた画面例 
図3.4 実験２で使用した画面設計例（上が改善前，下が改善後） 
Fig. 3.4 Two tasks (T3 and T4) used in experiment 2. 
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(2) 実験手順 
実験２では，被験者を無作為に 2 つのグループ G３（4 名）およびＧ４（4 名）に
分けた．タスクの実行順序は，どちらのグループもタスク T3，タスク T4 の順に行っ
た．G３の被験者には B-Guide によりタスク T3 を最初に行わせ，続いて H-Guide
によりタスク T4 を行わせた．また，G4 の被験者には H-Guide によりタスク T3 を
最初に行わせ，続いて B-Guide によりタスク T4 を行わせた．タスクの途中でシステ
ムの操作方法がわからなくなった場合には口頭で合図してもらい，その都度，実験者
が操作の指示を行った．パフォーマンスの評価項目は．検索作業中の操作誤り回数，
および，操作方法を忘れたことによる操作中断回数である．また，実験終了後，すべ
ての被験者に対して 2 つの DB システムの使い勝手に関するインタビューを行っ
た．実験１，実験２共に，実験中のコンピュータ画面，および，被験者の行動をすべ
て VTR に記録し，パフォーマンスの解析は実験終了後のビデオ解析により実施した． 
 
3.4 実験結果 
3.4.1 単一項目検索（実験１） 
(1) 検索時間 
ガイドライン項目の検索に要した平均検索時間は，B-Guide で 126(sec)，H-Guide
で 354(sec)であり，B-Guide を使用した場合の検索時間の方が H-Guide を使用した
場合より短い( F(1, 18)=5.65, p<0.05)．これは．T1 で H-Guide を使用した被験者が，
初期画面である目次を繰り返しスクロールしたり，また，プルダウンメニューを開い
てシステムの動作を探索したため余分な時間を費やしたのに対し，B-Guide を使用し
た被験者は，躊躇することなく検索作業を開始したためと考えられる．B-Guide では，
本のタグやナビゲーションパネルが常に表示されているため，画面のどこにどのよう
な機能が配置されているかが明確であり，被験者はシステム機能を探索する必要がな
かった．すなわち，H-Guide を使用した被験者の行動が「探索的」であり，操作方法
の再認または推定のための時間が必要であるのに対し，B-Guide を使用した被験者の
行動は最初から「目的的」であり，操作方法の再認および推定のための時間を必要と
しなかったことを意味する．したがって，ガイドラインを初めて使用する段階のユー
ザに対しては，目次や項目一覧といった全体構成を概観する情報へのアクセス手段の
可視化が有効であったと考えられる． 
 
(2) 操作誤りおよび中断回数 
操作誤り数は，B-Guide の平均が 0.7 回，H-Guide の平均が 1．6 回であり有意な
差であった．操作中断は．B-Guide ではゼロ，H-Guide では 0．3 回であった．操作
誤り数とは，目的とする行為が 1 回の操作で実現できなかった場合の数であり，実験
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中の被験者の行為とそのときの発話により判断した．例えば．プルダウンメニューを
開く際に同じ操作を 3 回繰り返した場合，誤り数を 2 回とカウントした．操作中断回
数は，被験者が検索タスクを行っている最中にシステム操作の方法がわからなくなり，
操作を中断した回数である． B-Guide を使用した場合の誤りは，ほとんどが余分な
クリックによるものであった．B-Guide のボタン操作が 1 回クリックであるにもかか
わらず，2 回以上クリックしたため誤りとなった．このことは，マウスのクリック回
数の違いによるエラーはブックメタファ特有の問題ではないが，場合によっては 2 回
以上のクリックをプロテクトしたり，あるいは，エラーメッセージを表示する等の対
策が必要であることを示している．H-Guide を使用した場合の誤りは，ブラウザの操
作に関するものが多かった．このブラウザは，ガイドライン項目表示画面でしか使用
できないことを事前に説明しているにもかかわらず，目次画面や項目一覧画面で使用
したため誤りとなった． 
 
3.4.2 複数項目検索（実験２） 
(1) 正答数と誤答数 
表 3.1 は，実験２で得られた正答数と誤答数の平均である．正答数と誤答数に関し
ては，B-Guide と H-Guide の間での有意な差は見られない． 
 
表 3.1 実験２における平均正答数および平均誤答数 
 平均正答数 平均誤答数 
B-Guide / T3 6.0 1.8 Ｇ３ 
H-Guide / T4 2.5 0.5 
H-Guide / T3 8.2 2.4 Ｇ４ 
B-Guide / T4 5.4 3.0 
 
 
(2) 操作誤りおよび操作中断回数 
表 3.2 は，実験２で得られた操作誤り，および，操作中断回数の平均値である．表
3.2 で，B-Guide の括弧内の数値は，クリック誤りを除いた平均誤り数である．表 3.2
より，クリック誤りを含めた誤りに関しては，H-Guide よりも B-Guide の方が多い
が，これは統計に有意ではない．しかし，ブックメタファの可視化に直接関係しない
クリック誤りを除いた数値による比較では，B-Guide の平均誤り数が 0.89，H-Guide
が 2.78 であり，両者の間には有意な差(F(1, 14)=6.35, p<0.05）がある．操作中断に
関しては，B-Guide では操作中断が全く見られなかったのに比べ，H-Guide では平
均 2.3 回(F(1, 14)=21.78, p＜0.01）の中断が発生している．H-Guide における操作中
断は，主に，ガイドライン項目表示画面からメニュー選択によるジャンプ命令によっ
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て目次画面へ戻る過程で発生した．B-Guide でこれと同じ操作は，本の側面に可視化
されているタグをクリックするのみであり，どの被験者も問題なく実行できた． 
 
 
表 3.2 実験２における平均操作誤り回数および平均操作中断回数 
 平均操作誤り回数 平均操作中断回数 
B-Guide 3.67 
(0.89)注 
0.00 
H-Guide 2.78 
(2.78)注 
2.33 
注）クリック誤りを除いた値 
 
(3) 被験者の意見 
実験終了後，各被験者に対し，2 種類のシステムの使い勝手に関するインタビュー
を行った．その結果，B-Guide に関しては「使いやすかった」，「わかりやすかった」，
「見やすかった」，「きれいだった」，「面白かった」等の意見が聞かれ，その一方で「応
答が遅かった」という意見もあった．実際 B-Guide では，パソコン上で 19 インチの
カラーの画像を扱うため，特に，ナビゲーションパネルによるページめくりといった
画面の描き換えを伴う動作の場合に遅さを感じる場合がある．H-Guide に関しては，
「応答が早かった」という意見もあったが，「操作がわかりにくかった」という意見
や「操作しにくかった」という意見が多く，B-Guide に対する意見と比較して好意的
ではなかった． 
 B-Guide と H-Guide のどちらを嗜好するかという質問に対しては，7 名が B-Guide，
1 名が H-Guide，残りの 2 名がどちらでもよいと答えた．今回の実験では，短い制限
時間という条件が B-Guide の「遅さ」を目立たせたと思われるが，被験者の意見は
B-Guide に対して非常に好意的であった． 
 
3.5 考察 
3.5.1 被験者の行動 
図 3.5 は，実験２における被験者の行動カテゴリー，および，各カテゴリーに属す
る行動がとられた時間の平均である．図 3.5 において，NOP は，被験者がシステム
の操作方法がわからない等の理由により，何も具体的な操作を行わなかったことを示
している．例えは，実験を開始したが，最初にどのような操作を行えばよいのかわか
らないため，スクリーンの前で考え込んでいるといった被験者の行動である．ブラウ
ズは，ナビゲーションパネル，またはページブラウザを用いて，ガイドライン項目の
ブラウズを行ったことを示す． B-Guide および H-Guide を使用した被験者の行動
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で共通に見られる特徴は，両システムにおいて操作の多くの時間がブラウズに費やさ
れていることである．これは，いろいろと考えられる検索方法の中でも，特に，ガイ
ドライン項目のブラウズ，すなわち，ページのバラバラめくりという検索行動の比重
が大きかったことを示す．このことは，複数のガイドライン項目を検索するような複
雑なタスクでは，ページブラウズの機能を常に可視化し，また，その操作性を向上さ
せることが重要であることを示している． 
 
 他方，B-Guide および H-Guide を使用した被験者の行動で相違が見られたのは，
NOP および目次検索である．NOP はどちらのシステムでも見られたが，特に，
H-Guideの平均NOP時間はB-Guideの平均NOP時間に比べて著しく大きな値（F(1, 
14）=4.60, p<0.05）となった．また，作業開始直後に費やされた NOP 時間では，
H-Guide を使用した被験者のほとんどが，B-Guide を使用した場合よりも多くの時
間を NOP に費やしている．B-Guide のユーザが，本の機能である可視化されたタグ
を用いて容易にシステム操作を開始しているのに比べ，H-Guide のユーザは操作開始
の方法を再認しなければならないため，すぐには操作を開始できなかったと考えられ
る．H-Guide のユーザのうち何人かは．この時点で操作中断状態となり，システム操
作に関するインストラクションを必要とした． 
図3.5 実験２における被験者の行動 
Fig. 3.5 Categories for subject’s behavior and total time allocated to each category 
in experiment 2. 
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 目次検索では，B-Guide よりも H-Guide において検索行動の時間の多くがガイド
ラインの全体構造を概観できる目次画面で費やされていた（F(1, 14)=11.06, p<0.05）．
これは，目次画面がガイドラインの全体構成に関する情報を提供するためと考えられ
るが，他方，単に目次が H-Guide の初期画面であったため，ここで多くの時間が費
やされたと考えることもできる．これに対し，B-Guide では目次検索はあまり使用さ
れず，むしろガイドライン項目一覧からの検索が多く使用された．この項目一覧は，
目次と同様にガイドラインの全体構造を概観する情報をユーザに与えるが，目次より
も詳細な情報を捷供する．しかし，情報が詳細である分だけ表示スペースを占有する
ため，ページ数が増加し概観性が損なわれるというトレードオフがある．H-Guide
の場合，ハード上の制限により項目一覧で表示できる情報量が B-Guide よりも小さ
かったことが，項目一覧よりも目次を多用させた原因と思われる． 
 
3.5.2 使いやすさの評価 
(1) 検索容易性 
実験１では，B-Guide を使用した場合の検索時間は H-Guide を使用した場合の 1
／３(F(1,14)=5.65, p<0.05)であった．このことは．明示的に可視化されたブックメタ
ファが，ガイドライン検索時間の短縮に対して有効に作用したことを示している．実
験１と比較すると，実験２では B-Guide において誤り数の増加が著しかった．前述
のとおり，この操作誤りの多くはクリック回数の違いによるものであり，ブックメタ
ファの可視化に直接起因するものではない．他方，H-Guide において観測された操作
誤りは，プルダウンメニューから目的とする選択項目を 1 回で見つけられなかったも
のである．すなわち，機能が可視化されていない部分でエラーが多く発生した． 
 
(2) 学習容易性 
実験１において，B-Guide のユーザは操作方法の説明を受けた後すぐにタスクを実
行できたが，H-Guide のユーザでは，プルダウンメニューの中身を改めて確認する等
の探索的行為が見られた．この探索的行為は，H-Guide を用いてタスクを遂行してい
く中で度々見られた．実験１の 1 週間後に行われた実験２において，B-Guide を使用
する被験者は，特に説明無しでもシステム操作が可能であったが，H-Guide の場合に
はタスク開始直後に長時間に渡る NOP か見られる被験者が大半であった．また，こ
の時点で操作を中断し，操作方法の説明を求めた被験者も見られた．すなわち，
B-Guide の操作は，はじめてシステムを使用するユーザにとって学習が容易でしかも
忘れにくいが，H-Guide の操作は B-Guide に比べて学習がしにくく，また，操作方
法を忘れやすいと言える． 
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(3) ユーザ魅了性 
実験タスクの後のインタビューの結果，被験者の大部分は B-Guide が良いと答え
た．B-Guide に対する意見は，H-Guide よりも，見やすく，読みやすく，理解しや
すいというものであった．しかし，これらの意見には，可視化されたブックメタファ
の特徴を反映したものの他に，画面の物理的な解像度や，また，グラフィック表現の
美しさといった要因が含まれている．また，H-Guide については応答が早いという好
意的な意見もあったが，B-Guide の方が好ましいという意見が大半であった． 
 今回の実験では，ユーザ魅了性に関しては簡単なインタビューをベースとした定性
的な評価を行った．今後，ユーザ魅了性をより詳細に評価するためには，方法論を含
めた検討が必要である． 
 
3.6 本章のまとめ 
本章では，インターネットアクセスなどで標準的に利用されているプルダウンメニ
ューベースのブックメタファと，可視化を強めて明示性を高くしたブックメタファに
おける情報提示を実験的に比較評価し，明示性の高いブックメタファによってユーザ
の行為誘導が有効に機能することを明らかにした． 
 プルダウンメニューによるブックメタファをユーザインタフェースに適用した
H-Guide，および，ブックメタファを明示的に可視化した B-Guide の設計方針，機
能について述べ，両者の比較評価実験を行って，検索時間，操作誤り，学習容易性に
ついて，H-Guide よりも B-Guide の方が優れていることを示した．HI 設計ガイドラ
インは，各推奨項目ごとに 1 つの情報単位を構成しており，それら各情報単位の区切
りが明確であるため，仮想的な本のページという概念の導入によって情報の構造がう
まく表現できたと考えられる．これによって，被験者はシステムに格納されているデ
ータの構造を容易に理解できた．特に B-Guide では，「本」の機能，および，その操
作方法までも明示的に可視化することにより，システム操作に対するユーザの記憶負
担を著しく低滅させることができたと考えられる．また，ユーザ魅了性に関する簡単
なインタビューに基づき，B-Guide が嗜好されているという結果を得たが．この結果
に関しては B-Guide のコンセプトが好まれているのか，ハードウェアへの嗜好なの
かが明確ではなく，今後の検討を必要とする．  
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第４章 遠隔協同作業における状況アウェアネスの共有 
 
4.1 はじめに 
ブロードバンドネットワークの普及に伴って，様々なコミュニケーションサービス
が展開されている．特に，電子メールやチャット，Web 閲覧，さらにはビデオ通信サ
ービスなど，コンピュータシステムを介したコミュニケーションの利用が大幅に増加
しつつある．特にパーソナルコンピュータ（以後ＰＣと言う）を用いた通信では，各
種サービスの利用条件や取り扱い方法なども複雑になり，様々な機器トラブルが発生
する．このような状況を背景として，テクニカルサポートへの問い合わせ件数が激増
している．通信サービスに関連するトラブルでは，「インターネットにつながらない」
という相談が多い．また，テクニカルサポートへ問い合わせてくるユーザ層は，技術
的スキルの低いノビスユーザが多い．技術的な知識やテクニカルな語彙が不足してい
るノビスユーザにとって，テクニカルサポートでの電話による相談で，トラブルの状
況やシステムの動作環境を言葉のみで正確にオペレータに伝えることは難しい．また，
オペレータから指示された操作を的確に実行することも容易ではない． 
特に情報通信システムの場合，ＰＣにモデムなど複数の機器がケーブルを介して接続
されているため，オペレータの指示がどの機器を対象とするのかを理解することもノ
ビスユーザにとって難しい．このため，ノビスユーザに対するサポートでは問題解決
までに長い時間が必要となり，このことが業務効率低下およびユーザの心理的負担増
大の一要因となっている．一般家庭のユーザが，安心して利用できる効率的な遠隔サ
ポートツールが求められている． 
人と人とのコミュニケーションにおいて，視覚情報が対話の進行に大きな影響を及
ぼすことは様々な研究[36]～[49]を通じて明らかにされてきた．Rutter ら[36][37]
は，視覚情報を用いた対話が，音声のみによる場合よりも自発的で継続的な対話を維
持できることを実験的に示した．このような知見を背景として，映像通信を用いて視
覚情報を共有する，仮想的な共有空間を有するシステム[38][39]が提案された．それ
らは，互いに離れた場所で円滑なコミュニケーションを行うためには，視覚情報を通
じたインフォーマルな情報の共有が重要というコンセプトで設計されている．特に石
井ら[39]はアイコンタクト等を通じたアウェアネスが重要であることを指摘してい
るが，アウェアネスに対する視覚情報の具体的な寄与については言及していない．一
方，原田ら[40][41][42]は，対話を対面で実施した場合と音声通信や映像通信システ
ムを介した場合とを比較することで，メディアが人間の対話行動に影響を与えること，
視覚情報が必ずしも有効に機能しない場合が存在すること，視野が限定的な映像通信
を介した対話に対する印象は好ましくないこと等を示した．これら一連の研究は，例
えばおしゃべりのような自由対話場面に映像チャネルを導入しても，映像からもたら
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される視覚的な手がかりが必ずしも有効に機能するとは限らず，逆に視覚的な対話空
間の不連続性に起因する違和感等が対話の印象を低下させる場合があることを示し
ている．他方，自由対話ではなく，作業者が指導者からの遠隔支援を受けながら作業
を行う場合の映像チャネルの効果を評価した報告[43]～[47]もある．Kraut ら
[46][47]は，作業者が指導者の遠隔サポートを受けながら自転車等の物理的対象物の
組立作業を行う実験を実施した．この遠隔サポートでは，作業者が装着したヘッドマ
ウントカメラの映像，指導者の上半身映像，作業者側の広角映像等を両者が共有した．
実験の結果，映像チャネルが遠隔支援における状況アウェアネスの維持，および対話
基盤の形成に有効であることを報告している．最近では，映像通信を用いた遠隔サポ
ートでは，作業プロセスの中で，注目する対象を作業者と指導者が共有するための明
確なポインティングが重要[48][49]であることも報告されている．しかし，これらの
研究では，作業者側の広角映像の共有が作業時間を約 9%短縮した例[47]が示されてい
るものの，映像チャネルが作業時間等のパフォーマンス向上に大きく寄与したことは
示されていない．一方，携帯ＴＶ電話サービスが実用化されており，それらは映像が
1 チャネルという制約があるものの，例えばインターネット接続用の高速ＩＰ回線（有
線）にトラブルが発生して Web を介したサポートが受けられない場合でも，無線回線
を介した遠隔サポートで簡便に利用できる可能性がある．しかし，携帯ＴＶ電話のよ
うな1チャネルの双方向映像を用いた遠隔サポートの有効性を評価した研究例は提示
されていない． 
 
本章では，テクニカルサポートにおいて，作業対象に関する知識および語彙の著し
い不均衡が存在するノビスユーザとオペレータとの対話に1チャネルの双方向映像通
信を導入して両者の状況アウェアネス共有を支援することが，遠隔サポートのパフォ
ーマンス向上に寄与することについて実験的な検証を行った．映像チャネルの導入に
より，特にユーザとオペレータとの密な連携が必要なトラブル解決場面において，作
業遂行時間が短く，またユーザの発話数が少なくなることが明らかとなった．また，
ノビスユーザの発話内容を分析した結果，音声のみを用いたグループでは目前の事象
を言語に変換してオペレータへ伝達するプロセスにおいて多くの障害が発生したの
に対し，映像を用いたグループでは視覚的情報の共有を前提とした直接指示的な言葉
によって円滑なコミュニケーションが可能であることを明らかにした． 
 
4.2 コミュニケーション実験 
現在提供されている携帯ＴＶ電話では，例えば映像サイズは QCIF(Quarter Common 
Intermediate Format/176×144)や QVGA(Quarter VGA/320×240)程度であり，対象物
の視認性に関する制約がある．また，映像のノイズやフレームレイト，遅延等による
制約もある．したがって，現行の携帯ＴＶ電話をそのまま遠隔サポートで使用した場
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合，映像チャネル導入による効果と映像品質の制約による影響が絡み合い，それらの
分離は困難である．そこで本研究では，家庭用ビデオカメラと映像モニタを双方向に
直結した映像回線，および内線電話を組合せることで，映像品質に関して問題の無い
映像通信環境を構築し，パフォーマンスの評価を行った． 
 
4.2.1 実験方法 
技術的スキルの低い被験者に，情報通信システムのセットアップおよびトラブル解
決作業を行わせた．この情報通信システムとしては，最近需要が伸び始めており，か
つ，外付けの機器接続等が必要であるためトラブルが起こりやすい WebTV 電話を用い
た．被験者は，家庭におけるＰＣ設置環境を想定した実験室（個室）の机上で WebTV
電話のセットアップ，およびトラブル解決を行った．作業を進める際，被験者は別室
に設けられた仮想的なテクニカルサポートにアクセスし，オペレータからの遠隔指示
を受けながら作業を実施した．被験者が案内された個室の机上には，ルータに接続さ
れたノート型ＰＣ，Web カメラ等が置いてあり，被験者は Web カメラをＰＣに接続し
アプリケーションソフトを立ち上げて，WebTV 電話を使える状態にしなければならな
い．ただし，実験で使用するＰＣには音量調整のミュート機能が働いていて音が出な
いというトラブルが仕込まれている．被験者は，セットアップ作業の途中でこのトラ
ブルを解決しながら作業を完了しなければならない．被験者には，実験で用いる WebTV
電話の操作方法に関する事前知識，および，音が出ないトラブルの存在に関する告知
は与えなかった． 
 
4.2.2 被験者 
ノビスユーザを想定した被験者として，40 歳～55 歳までの女性 10 名を用いた．被
験者のスキルレベルは，「パソコンの電源を入れたり切ったりできるか」「電子メール
を読んだり書いたりできるか」「Web ページをサーバにアップできるか」など約 30 項
目の質問から成るコンピュータ使用経験調査[50]を用い，経験値が 70～120 の範囲に
入るよう被験者の事前スクリーニングを行った．これは，Web のブラウズや電子メー
ルのやりとりを時々行う程度で，ネットワーク設定やプログラム開発経験などは無い
というスキルレベルである．被験者は，オペレータとのコミュニケーションにおいて
音声チャネルのみを用いる音声群と，音声チャネルに加えて映像チャネルも併用する
映像群とに 5 名ずつ無作為に分けられた．一方，テクニカルサポートのオペレータ役
として，実際のテクニカルサポートでの業務経験を有する 30 歳台の女性 1 名を用い
た． 
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4.2.3 実験装置 
実験では，インターネットにルータを介して接続されたノート型ＰＣ，およびＵＳ
Ｂ接続型の Web カメラを用いた．また，WebTV 電話としてドットフォンパーソナルＶ
（ＮＴＴコミュニケーションズ）を使用した．このＰＣには，事前にドットフォンパ
ーソナルＶがインストールされている．図 4.1 に，実験で用いた被験者側の装置を示
す．WebTV 電話で使用する Web カメラはＰＣから外された状態になっており，被験者
はこの Web カメラをＰＣに接続して WebTV 電話のアプリケーションソフトを起動し，
システムが正常に動作していることを確認するための通話試験を行わなければなら
ない．テクニカルサポートとの連絡ツールとして，音声チャネルは内線電話を，映像
チャネルは家庭用のビデオカメラ(NTSC)に９インチCRTモニタを直結したシステムを
双方向に設置した．被験者側に設置したカメラは固定されておらず，手に持って自由
に動かすことができる．被験者は，ビデオカメラに附属する液晶モニタによりオペレ
ータ側に送信される映像を見ることができる．ビデオカメラのズーム機能は使用しな
かった．一方，オペレータ側には，オペレータの上半身（胸より上）およびＰＣ画面
を撮影する 2 台の固定カメラを設置した．オペレータ側の映像モニタ，および内線電
話は，被験者側の環境と同一である． 
実験者は，被験者の隣の部屋からハーフミラーを介して実験の様子を観察し，被験
者に対して実験の開始，終了を指示した．また，実験の様子はディジタルビデオ
（MPEG2）で撮影し，実験後の解析で使用した． 
図4.1 実験で用いた装置 
Fig. 4.1 Equipments used in the experiment. 
Webカメラ 
PC 
Modem 
CRTモニタ 
内線電話 
ビデオカメラ 
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4.2.4 実験手続き 
被験者は実験用の個室に案内され，最初に実験の概要，および，実験で使用する機
器に関する説明を受けた．ここで映像群の被験者は，映像チャネル用のビデオカメラ
の操作法，およびＣＲＴモニタの説明を受けた．特に，ビデオカメラについては，被
験者が納得するまで操作の練習を行わせるとともに，オペレータとの対話において，
このビデオカメラを自由に使うよう指示を与えた．オペレータ側の 2 台のカメラは，
ユーザからサポートセンタへのアクセス直後にはオペレータの上半身映像が，協同で
作業を行うテクニカルサポート時にはオペレータ側ＰＣの画面映像が，テクニカルサ
ポート終了後にはオペレータの上半身映像が，それぞれ被験者側のＣＲＴモニタに映
し出されるよう，オペレータが手動で切り替えた．実験開始後，被験者はサポートセ
ンタにアクセスし，それぞれ許された対話チャネルを通してオペレータの指示を受け
ながらWebTV電話のセットアップ，および，途中で遭遇するトラブルの解決を行った．
被験者には，出来るだけ早く作業を完了するよう事前に指示を与えた． 
実験では，被験者とオペレータとの協同作業プロセスを次に示す８つの段階に分けた． 
①ＰＣへの Web カメラの接続： 
はじめに，被験者がオペレータにアクセスし，オペレータの指示に従って Web
カメラをＰＣに接続する．この段階では，被験者は机上にある実験用ＰＣの状
況（動作状態や接続機器など）等をオペレータに報告しなければならない． 
②ＴＶ電話の起動： 
オペレータの指示に従って，WebTV 電話アプリケーションを起動（Windows のス
タートメニューから）する． 
③ＴＶ電話へのログイン： 
お客様情報（予め印刷物を机上に配布）を参照しながらキーボードよりパーソ
ナルＩＤを入力し，WebTV 電話にログインする． 
④ログインの確認： 
正常にログインしたことを確かめるため，WebTV 電話のメイン画面，および自分
の顔映像がＰＣに表示されていることを確認する． 
⑤サウンド品質の設定： 
WebTV 電話のセットアップで必要な「サウンド設定＆通話品質確認」を実施する．
被験者はこの段階で，オペレータの指示どおり操作しても「音が出ない」とい
うトラブルに遭遇する． 
⑥音量調整： 
被験者は，オペレータの指示に従って「音が出ない」トラブルの原因を調査し，
解決のための操作を実施する． 
⑦通話品質の確認： 
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トラブル対処策を実施後，再度「サウンド設定＆通話品質確認」を実施してト
ラブルが解決したことを確認する． 
⑧システムの動作確認： 
WebTV 電話が正常に動作することを確認するため，実験者にＴＶ電話をかけて通
話確認を行う． 
 
一人の被験者は，音声または音声＋映像のどちらか一方のメディアを用いて遠隔サ
ポートを受ける．また実験作業では，すべての被験者が①ＰＣへの Web カメラの接続
～⑧システムの動作確認までの８段階の作業を順番どおりに遂行する．したがって，
実験計画は第一要因がメディアの種類（被験者間配置），第二要因が作業ステージ（被
験者内配置）の２×８の混合計画である． 
 
4.3 実験結果 
4.3.1 作業遂行時間 
図 4.2 は，Web カメラの接続からシステムの動作確認までの 8段階の作業に関する
平均作業遂行時間である．縦軸は作業遂行時間（秒），横軸は各作業ステージである．
図 4.2 で，実線は映像群のプロット，点線は音声群のプロットである．図 4.2 に示す
ように，映像群と音声群で平均作業遂行時間の差が大きいのは③ログイン，⑥音量調
整，および⑦通話品質確認の各段階であった．作業遂行時間に関する分散分析の結果，
２つの実験群と作業ステージとの間に有意な交互作用（F(7, 56)=2.45, p<0.05)が観
測された．そこで，各要因の単純主効果を分析した結果，⑥音量調整(F(1, 8)=10.91, 
p=0.011<0.05)，および⑦通話品質確認(F(1, 8)=7.62, p=0.025<0.05)において有意
差が観測された．これら 2つの段階は，機器のトラブル原因を速やかに特定して対処
策を講じるために，被験者とオペレータの間で頻繁なやり取りが発生した段階である．
以上の結果より，ユーザとオペレータが頻繁に情報交換しながら協同で作業を進める
トラブル場面において，映像チャネルの導入が遠隔サポートの作業遂行時間短縮に大
きく寄与することが明らかとなった． 
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4.3.2 被験者の発話数 
発話数の測定では，実験の様子を撮影したビデオ映像から被験者の発話内容をテキ
ストに書き起こした発話スクリプトを用いた．発話スクリプト作成の際には，発話時
の抑揚，および発話潜時等を考慮して文章に句読点を与え，句読点で区切られた文章
を 1単位として発話数をカウントした．例えば「ああ，これかしら．あっ，ミュート
ありました．」は４発話とカウントした．図 4.3 は，作業を遂行する過程での被験者
の発話数の平均である．図 4.3 で，縦軸は発話数，横軸は各作業ステージである．図
4.3 で，実線は映像群のプロット，点線は音声群のプロットである． 
図4.2 平均作業遂行時間 
Fig.4.2 Mean task completion time. 
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図 4.3 に示すように，ステージ２およびステージ４を除き，音声群の発話数は映像
群の発話数を上回っている．特に，ステージ①Web カメラ接続，⑥音量調整，⑦通話
品質確認において発話数の大きな差が見られる．被験者の平均発話数に関する分散分
析の結果，２つの実験群と作業ステージとの間に有意な交互作用（F(7, 56)=5.013, 
p<0.01)が観測された． 
そこで，各要因の単純主効果を分析した結果，①Web カメラ接続(F(1, 8)=11.67, 
p=0.009<0.01)，⑥音量調整(F(1, 8)=22.17 p=0.002<0.01)，および⑦通話品質確認
(F(1, 8)=7.59, p=0.025<0.05)において有意差が観測された．①Web カメラ接続は，
被験者が実験用ＰＣの動作状況や周辺機器に関する情報をオペレータに的確に伝達
すると共に，オペレータの指示に従って機器のセットアップを始める最初の段階であ
る．したがって，この段階は，被験者にとって不安や緊張が強いと考えられる．この
ような心理的な負担の大きい状況において，映像群の発話数が音声群よりも有意に少
なかった． 
また，⑥音量調整および⑦通話品質確認は，ユーザとオペレータが頻繁に情報交
図4.3 平均発話数 
Fig. 4.3 Mean Number of Messages. 
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換しながら協同で作業を進める必要に迫られるトラブル場面である．被験者のＰＣで
発生したトラブルの原因をいち早く特定し，それに対処するために被験者とオペレー
タの間での頻繁なやり取りが要求されるため，被験者の心理的な負担が大きいと考え
られる．被験者の平均発話数を遠隔協同作業の 8段階全てについて平均すると，映像
群が113.0語，音声群が187.2語であった．映像チャネルを与えられた被験者に比べ，
音声のみによるコミュニケーションを行った被験者は1.7倍も多くの発話を行ったこ
とになる． 
 
実際，実験中の被験者を観察していると，映像群の被験者では，オペレータから
送られてくる映像をリファレンスとして自分のＰＣを操作したり，あるいは，何らか
の操作行う度にオペレータから送られてきた映像と見比べるといった行為が多く見
られた．また，映像チャネルを使用した被験者は自らのＰＣの状況をオペレータに伝
える際に，映像の存在を前提とした直接的な指示語を用いていた．例えば，Web カメ
ラを接続したり Windows の音量調整アイコンの場所を探す際，映像群ではオペレータ
のＰＣ画面を映像で確認したり，あるいは自分のＰＣをカメラで撮影しながら「ここ
ですか？わかるかなぁ？」「これ．こちらです．」といった発話であった．他方，音声
群では「スピーカ？スピーカですか？．．．いいえ．まず，あの，時刻が出てますよね．．．」
「あ，すいません．パソコンの．．．右下の．．．」といったように視覚的な情報を言語
に翻訳してオペレータに伝達しなければならないため多数の発話を行った．さらに，
音声群の被験者の場合，オペレータが発話した内容を再確認するため，オペレータの
発話内容を復唱したり，あるいは，何度も聞き返すといった行動が見られた． 
 
 以上の結果より，対話開始直後およびトラブル発生時など，被験者の心理的な負担
が大きい場面において，映像チャネルの存在が対話効率の向上に大きく寄与すること
が明らかとなった． 
 
4.4 考察 
技術的スキルの低いノビスユーザが，機器のセットアップやトラブル解決などを遠
隔でのテクニカルサポートを受けながら実施する場合，映像チャネルの存在によって
作業時間およびオペレータとの間で交わされる発話数を指標とした作業パフォーマ
ンスが向上することが明らかとなった．テクニカルサポートのサービス品質に寄与す
るもう一方の要因として，サポート実行時の安心感や結果に対する満足度がある．そ
こで，ここでは安心感を大きく左右すると思われるユーザの心理的負担について考察
を行う． 
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4.4.1 発話内容の分類 
図 4.4 は，被験者一人当たりの平均発話数を内容別に 6つのカテゴリーに分類した
ものである．縦軸は発話数，横軸は各発話カテゴリーである．発話カテゴリーは，次
の 6種類である． 
・承認：「はい」「いいえ」などの単純な発話 
・説明：状況の報告などの説明的な発話 
・質問：オペレータへの問い合わせ 
・復唱：オペレータの発話内容の繰り返し 
・言いよどみ：「えーと」「んーと」などと口ごもるような発話 
・ その他：上記以外の発話 
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図4.4 被験者の発話内容の分類 
Fig. 4.4 Mean number of messages for each categories. 
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図 4.4 に示すように，特に「説明」と「言いよどみ」において音声群の被験者は映
像群よりも多くの発話を行っている．各発話内容別の平均発話数に関する分散分析の
結果，「説明」(F(1, 8)=28.84, p=0.001<0.01)および「言いよどみ」(F(1, 8)=21.52, 
p=0.002<0.01)において有意差が検出された．また，「復唱」(F(1, 8)=4.43, 
p=0.068<0.1)でも有意傾向が検出された．「説明」における発話数では，映像群の平
均値が 22.6 語であるのに対し，音声群では 58.0 語であり約 2.6 倍もの発話をしてい
ることになる．実験中，音声群の被験者は，自分の機器の状態を的確に説明できない
ため，ひとつの事象について何度も繰り返し，言葉を変えながらオペレータに説明し
ていた．また，「言いよどみ」の多さは，オペレータに話をする際，なかなか適切な
言葉が出てこないという心理的な負担から，頻繁に言いよどんでしまう被験者の状況
を端的に示している．「復唱」の多さも，オペレータとの適切なコミュニケーション
ができないことを自覚する被験者の心理状況を反映していると考えられる．あたかも，
不得意な外国語を使って，馴染みの無い技術の話をしなければならない状況と類似し
ている． 
これとは対照的に，映像チャネルを用いた被験者の場合，自らの機器状態を映像に
よって直接オペレータに提示できるため説明的な発話は少なく，かつ，言いよどみも
少ない結果となった．実際，映像群の被験者では，オペレータとの対話中，映像チャ
ネル用のビデオカメラを手に持ったまま離さないといった行動が見られた．また，発
話内容においても，「これ」「それ」など映像の伝達を前提とした直接指示的な語を使
用する頻度が高かった．以上の結果は，技術的スキルの低いノビスユーザの知識およ
び語彙の少なさに起因するユーザの心理的負担を映像チャネルの利用によって低減
可能であることを示唆している． 
 
4.4.2 コミュニケーションの主観評価 
実験終了後，被験者グループによるフリーディスカッションを行った．表 4.1 にフ
リーディスカッションで提示された主な意見をまとめる．表 4.1 では，被験者の意見
を内容毎にグループ化した． 
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表 4.1 フリーディスカッションでの主な意見 
  
被験者の意見 
映像での対応
 
■「オペレータ映像が参照できること」に関する意見 
 ・今どんな画面が出ているかなどが，具体的にわかってよかった． 
 ・具体的に示してくれるので非常に安心感がある． 
 ・映像を見ながら落ち着いて操作ができた． 
 ・指示される箇所が分かりやすかった． 
 ・同じ画面（オペレータ側）が見られるので分かりやすかった． 
 ・映像で具体的に「この辺にある」などと言ってもらえるとすご 
  く良くわかる． 
■「サポート時の安心感」に関する意見 
 ・オペレータの指示が確信をもって聞けた． 
 ・映像を使うと安心してサポートを受けられると思う． 
 ・具体的に示してくれるので非常に安心感がある． 
 ・映像を見ながら落ち着いて操作ができた． 
■「映像による直接的指示」に関する意見 
 ・ＷｅｂＣａｍ接続でのＵＳＢマークの向きを間違っても，その向 
  きではないと指示してもらえた． 
 ・例えば赤と白のケーブルが反対ですみたいに言ってもらえる 
  と自分で解決できるようになると思う． 
 ・オペレータ主導でカメラの使い方を指示してもらえると，もっと 
  スムースに対応できる． 
■「プライバシー」に関する意見 
 ・家の中をきれいにしておかなければならないので大変かもし 
  れない． 
 ・プライバシーは少し心配． 
 ・危険な人が電話してくるかもしれない． 
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音声での対応
 
■「うまく説明できるかの不安」 
 ・声だけだとどう伝えればよいか分からない． 
 ・自分の画面の状態をうまく伝えられるか心配になる． 
 ・電話しても，故障をどう説明したら分かってもらえるのか困る． 
 ・例えば「今どの画面が出てますか？」と聞かれても，どう説明 
  したら良いのか困る． 
■「音声への過敏反応」に関する意見 
 ・オペレータがマニュアルを読んでいると思うと聴く気が無くなる． 
 ・オペレータが冷たい感じがしたのは，こちらが笑ったりの感情表 
  現に対して沈黙だったから． 
 ・「がんばってください」と一言いってもらえたらずいぶん印象が 
  違うかもしれない． 
 ・こっちは困っているのだから，例えば「大丈夫ですよ」などの気 
  遣いがほしかった． 
■「指示理解への不安」に関する意見 
 ・コールセンタは専門用語などを使うので，よけいに分からなくなる． 
 
また，図 4.5 に映像群の被験者の意見を表 4.1 の各グループ毎に集計した結果を示
す．表 4.1 および図 4.5 に示すように，映像を用いたサポートに対しては好意的な意
見が多く，特に，オペレータ側から送られてくる映像を参照し，具体的に対象を見な
がら作業できることに対する分かりやすさ，および映像チャネルを介したサポートの
安心感に言及する被験者が多かった．これと対照的に，音声のみによるサポートを受
けた被験者では，自分が遭遇している状況をうまくオペレータに伝えられるかといっ
た説明への不安を訴えた意見が多かった．また音声群の被験者では，オペレータが実
験用応対シナリオのページをめくるわずかな音に対して「オペレータがマニュアルを
読んでいると思うと聴く気が無くなる．」と反応する等，唯一の情報源である音声へ
の過敏な反応も見られた．このような音への過敏な反応や説明に対する不安などは，
被験者の心理負担の大きさを反映していると考えられる．このことは，オペレータお
よび被験者の双方が映像チャネルを用いた例示によって，自らが遂行すべき作業およ
び対象箇所を具体的に指示できたことで，被験者の心理的負担が大幅に軽減したこと
を示している．また，オペレータが被験者側の状況を映像チャネルを通じて認知し，
直接的な指示を与えることが好意的に受け入れられたことは，Kraut ら[46][47]の研
究結果とも一致する． 
他方，ユーザ宅内の映像を他人であるオペレータに見せることに対し，プライバシ
ーおよびセキュリティを危惧する意見もあった．このようなプライバシーおよびセキ
ュリティの問題に対し，筆者らは，線画によるデフォルメ映像を用いて遠隔サポート
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を行なうシステムを提案[51][52]している．デフォルメ映像を用いた遠隔サポートに
ついて評価実験を行なった結果，線画を用いたデフォルメ映像は映像自体の見易さの
点ではリアル映像には劣るものの，作業効率に関してはリアル映像を用いた場合と有
意な差は見出されなかった．また，質問紙およびインタビューによる被験者の印象調
査の結果，デフォルメ映像を用いた場合インストラクションの精度はリアル映像には
劣るが，プライバシーおよびセキュリティに関するネガティブな印象は喚起されない
ことが示唆された． 
 
 
4.4.3 映像の品質 
今回の実験では，品質面で問題のない映像通信環境における遠隔サポートのパフォ
ーマンス評価を行った．したがって，ここで得られた結果はあくまでも理想的な通信
条件下での 1 チャネル双方向映像による効果である．しかし，現実の映像通信環境で
は，映像サイズや映像圧縮による画質劣化（ノイズ），フレームレイトの変動，遅延
等，通信回線の伝送速度とも絡んで様々な要因が遠隔サポートに影響を与えることが
予想される．例えば，携帯ＴＶ電話を使用する場合，QCIF(Quarter Common 
Intermediate Format)程度の小さな映像でＰＣのスクリーンに表示されているアプリ
ケーションの操作指示がどの程度可能かといった課題がある．また，携帯ＴＶ電話お
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と
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図4.5 フリーディスカッションでの被験者の意見（映像群） 
Fig.4.5 The main opinion in free discussion. 
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よび Web ベースの映像会議システムも含めて，例えば回線速度の低下に伴う画質劣化
やフレームレイトの低下が遠隔サポートのパフォーマンス，あるいはコミュニケーシ
ョンの印象にどのように影響するかも今後究明しなければならない課題である．本章
で得られた結果を現実の通信環境に適用する場合，現実環境における様々な要因を考
慮する必要がある．映像の品質と遠隔サポート時のコミュニケーション特性との関係
を明らかにすることは，今後の重要な課題である． 
 
4.5 本章のまとめ 
本章では，テクニカルサポートにおいて，作業対象に関する知識および語彙の著し
い不均衡が存在するノビスユーザとオペレータとの対話に1チャネルの双方向映像通
信を導入して両者の状況アウェアネス共有を支援することが，遠隔サポートのパフォ
ーマンス向上に寄与することについて実験的な検証を行った．映像チャネルの導入に
より，特にユーザとオペレータとの密な連携が必要なトラブル解決場面において，作
業遂行時間が短く，またユーザの発話数が少なくなることを明らかにした．また，ノ
ビスユーザの発話内容を分析した結果，音声のみを用いたグループでは目前の事象を
言語に変換してオペレータへ伝達するプロセスにおいて多くの障害が発生したのに
対し，映像を用いたグループでは視覚的情報の共有を前提とした直接指示的な言葉に
よって円滑なコミュニケーションが可能であることを明らかにした．さらに，実験後
の調査により，映像チャネルの導入が，遠隔サポートの対話時におけるノビスユーザ
の心理的負担を軽減するという示唆を得た． 
今後も増え続けるであろうテクニカルサポートへの問い合わせに効率的に対処す
るための手段として，映像チャネルの導入は効果的な方法のひとつと言えるが，現実
的な通信環境の中でその実用性を高めるためには，映像品質と遠隔サポートのコミュ
ニケーション特性との関係等，残された研究課題を系統的に解決していく必要がある． 
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第５章 映像を用いた遠隔協同作業におけるプライバシ
ー保護 
 
5.1 はじめに 
情報通信端末の複雑化に伴って，様々なトラブルが発生するようになった．特
に，初心者ユーザはトラブル発生時にテクニカルサポートに問い合わせる場合が
多い．遠隔地での協同作業を支援するツールとして，映像通信を用いたシステム
が提案[38][39]されており，他者の行動を認知するアウェアネスの重要性が指摘さ
れてきた．また，様々な協同作業を対面で実施した場合と音声通信や映像通信シ
ステムを介した場合とを比較することで，視覚的な情報が対話の中断を防止する
[36][37]こと，および対話空間の視覚的な連続性が通信メディアに対する主観的評
価に影響する[40][41][42]ことが報告されている．また，作業者が指導者からの遠
隔支援を受けながら作業を行う場合の映像チャネルの効果を評価した報告
[43][44][45]もある．特に Kraut ら[46][47] は，自転車等の物理的対象物の組立
作業を，スキルレベルの異なる技術者が複数の映像を用いた遠隔協同作業で実施
する実験を行い，映像チャネルが遠隔支援における状況アウェアネスの維持，お
よび対話基盤の形成に有効であることを示している． 
筆者らは，1 チャネルのリアル映像を用いてノビスユーザを対象とした遠隔サ
ポート実験を行った．その結果，リアル映像を用いた遠隔サポートにおけるパフ
ォーマンスが向上するとともに，ユーザとオペレータとのコミュニケーション効
率が向上することが明らか[56]となった．特にユーザとオペレータとの密な連携
が必要なトラブル解決場面において，作業遂行時間が短く効率的な対話が可能で
あると共に，ノビスユーザの心理的負担を軽減するという示唆を得た． 
しかしその一方で，顔表情をリアルに伝達する映像通信システムに対しては抵
抗感を持つユーザも多いことが報告[61][62][63]されている．また，通信時の背景
映像として，例えばお客様の宅内が見えてしまうような事態では，プライバシー
の問題，あるいは防犯上の問題が顕在化してくることも考えられる． 
本章では，初心者ユーザへの遠隔サポートにおいて，線画によるデフォルメ映
像を導入することで，映像通信の特徴を活かした効率的なサポートを実現すると
同時に，デフォルメ映像の特徴を活かしてプライバシーの問題を解決する，デフ
ォルメ映像を用いた遠隔サポートを提案すると共に，デフォルメ映像を用いた遠
隔サポートの会話特性について述べる．  
 
5.2 線画によるデフォルメ映像の生成 
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5.2.1 デフォルメ処理 
図 5.1 に，デフォルメ処理の流れを示す．図 5.1 は，入力された原画像からエ
ッジ情報を用いた線画生成までの流れを，顔画像を例として示したものである．
図 5.1 に示すように，入力された原画像に対して 2 値化処理を施し，続いて線画
生成処理を行なうことによって線画を生成する．線画生成処理では，2 値化され
た画像に Sobel フィルタをかけてエッジ抽出を行い，エッジ抽出された画像に対
して Hilditch 法による細線化処理を施すことで線画生成を実施した． 
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5.2.2 システム構成 
図 5.2 に，システムの概要を示す．ユーザサイドおよびテクニカルサポートサ
イドには Web カメラを装備したＰＣが設置され，互いにネットワーク(LAN)に接
続されている．Web カメラから入力された映像は，自分側ＰＣにリアル映像をそ
のまま表示するとともに，入力映像に対し，エッジ抽出，細線化等の画像処理を
図5.1 線画によるデフォルメ処理の流れ 
Figure 5.1 Outline of image deformation processing.   
原画像
線画像
2値化画像 
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フィルタ
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線画生成処理
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施して相手側ＰＣに送信する．したがって，ＰＣの画面には自分の側のリアル映
像と相手側のデフォルメ映像が表示される．映像のデフォルメ処理は，MicroSoft
社の DirectX を用いて実現した．音声は，マイク内臓のスピーカを双方向で直結
することで音声チャネルを確保した． 
 
 
5.3 遠隔サポート実験 
5.3.1 実験方法 
被験者に，メールシステムのセットアップおよびトラブル解決作業を行わせた．
被験者は，家庭におけるＰＣ設置環境を想定した実験室（個室）の机上で作業を
行った．被験者の課題は，２台目のＰＣでメールシステムが使えるよう初期設定
作業を行うというものである．その際，１台目のＰＣは既にインターネットに接
続されており，このＰＣで動作する映像通信システムを用いて仮想のコールセン
タにアクセスする．作業を進める際，被験者は別室に設けられた仮想のテクニカ
ルサポートにアクセスし，オペレータからの遠隔指示を受けながら作業を実施し
た．被験者はメールソフトを立ち上げ，初期設定を行ってメールの送受信ができ
る状態にしなければならない．また，実験で使用するメールソフトには画像付き
の HTML メールが表示できないトラブルが仕込まれている．被験者は，セット
アップ作業の途中でこのトラブルを解決しながら作業を完了しなければならない．
被験者には，実験で用いるメールソフトの操作方法に関する事前知識，および，
トラブルの存在に関する告知は与えなかった．また，テクニカルサポートが仮想
的であることも伝えなかった． 
 
 
 
 
2値化 
エッジ抽出
細線化 
原映像 デフォルメ映像
図5.2 実験システムの構成 
Fig. 5.2 Configuration of experimental system. 
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5.3.2 被験者 
初心者ユーザを想定した被験者として，28歳～49歳までの女性 10名を用いた．
被験者のスキルレベルは，「パソコンの電源を入れたり切ったりできるか」「電子
メールを読んだり書いたりできるか」「Web ページをサーバにアップできるか」な
ど約 30 項目の質問から成るコンピュータ使用経験調査[50]を用い，経験値が 70
～120 の範囲に入るよう被験者の事前スクリーニングを行った．これは，Web の
ブラウズや電子メールのやりとりを時々行う程度で，ネットワーク設定やプログ
ラム開発経験などは無いというスキルレベルである．被験者は，オペレータとの
コミュニケーションにおいてデフォルメ映像を用いるデフォルメ映像群と，リア
ル映像を用いるリアル映像群とに 5 名ずつ無作為に分けられた．一方，テクニカ
ルサポートのオペレータ役として，コールセンタでの業務経験を有する 30 歳台
の女性 1 名を用いた． 
 
5.3.3  実験装置 
被験者は２台のＰＣを使用する．１台目の既設のＰＣはインターネットに接続
されたデスクトップ型ＰＣ，メールの新規設定を行わなければならない２台のＰ
ＣはノートＰＣである．デスクトップＰＣのディスプレイには，ＵＳＢ接続型の
Web カメラが設置されており，被験者側の映像を撮影するのに用いられる．この
デスクトップＰＣのスクリーンには，２つの映像が表示されている． 
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図 5.3にスクリーンに表示されている映像の例を示す．ひとつは自分側の映像，
もうひとつはオペレータ側から送られてくる映像である．オペレータ側のＰＣは
デスクトップ型であり，被験者側と同様に自映像と相手側映像の２種類の映像が
スクリーン上に表示されている．音声は，被験者側およびオペレータ側の双方に
電話会議用端末２台を直結することで双方向音声対話を実現した． 
実験者は，被験者の隣の部屋からハーフミラーを介して実験の様子を観察し，
被験者に対して実験の開始，終了を指示した．また，実験の様子はディジタルビ
デオ（MPEG2）で撮影し，実験後の解析で使用した． 
 
5.3.4 実験手続き 
被験者は実験用の個室に案内され，最初に実験の概要，被験者が置かれている
状況，および，実験で使用する機器に関する説明を受けた．被験者は，コールセ
ンタにアクセスしてオペレータからの遠隔サポートを受けながら作業を実施する
よう指示された．被験者がコールセンタにアクセスすると，オペレータの上半身
映像がスクリーンに表示される．最初に簡単な挨拶を交わした後，オペレータは
映像をインストラクション用映像に切り替える．インストラクション用映像は，
被験者が初期設定を行うメールソフトと同じものをオペレータ側でも立ち上げ，
図5.3 スクリーンの表示例 
Fig. 5.3 An example of screen displayed on desk-top. 
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それをＷｅｂカメラで撮影した映像である．オペレータは，被験者への遠隔サポ
ートプロセスでこの映像を被験者に提示する．メールの初期設定およびその過程
でのトラブルが解決した後，オペレータ側映像を再度オペレータの上半身に切り
替えてサポートを終了した．被験者には，出来るだけ早く作業を完了するよう事
前に指示を与えた． 
 
5.3.5 実験結果（作業遂行時間） 
図 5.4 は，各被験者群毎の平均作業遂行時間である．縦軸は，時間（秒），横軸
は各被験者群である．図 5.4 に示すように，デフォルメ映像群の平均作業遂行時
間は 21 分，リアル映像群は 15.8 分であった．平均作業遂行時間は，リアル映像
群よりもデフォルメ映像群の方が長い．また，データのばらつきもデフォルメ映
像群の方が大きかった．しかし，図 5.4 に示した２グループ間で分散分析を行っ
たところ，両者に有意な差（F(1,8)=2.599, p=0.146 >0.05）は見られなかった．
したがって，平均作業遂行時間に関してはデフォルメ映像を用いた場合とリアル
映像を用いた場合とで顕著な差が無いことが明らかとなった．すなわち，作業効
率に関しては，デフォルメ映像を用いた場合でも，リアル映像を用いた場合と同
等の作業効率が得られることを示している． 
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図 5.5 は，図 5.4 に示した作業遂行時間を各作業ステージ毎に比較したグラフ
である．図 5.5 の③メール設定＆確認においてデフォルメ映像群とリアル映像群
との間に顕著な差が認められるが，分散分析 (F(1,8)=2.238, p=0.173 > 0.05)の結
果，有意な差とは認められなかった．また，⑥エラー対処 B(F(1,8)=4.503, 0.1> 
p=0.067 > 0.05)において有意傾向が認められたものの，大きな差ではない．以上
の結果より，リアル映像を用いた場合とデフォルメ映像を用いた場合について，
作業遂行時間という観点で作業効率を比較した結果，両者の間に顕著な差は無い
ことが明らかとなった． 
図5.4 平均作業遂行時間 
Fig. 5.4  Average task completion time. 
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5.4 考察 質問紙による主観評価 
デフォルメ映像およびリアル映像を用いた情報通信システムについて，話しや
すさ，緊張感，恥ずかしさ，プライバシー，安心感など，合計 10 項目の質問紙
による主観評価を行った． 
 
5.4.1 被験者 
30 歳～49 歳までの男女 10 名（男性 5 名，女性 5 名）を用いた．この主観評価
を行った被験者に関しては，特に技術的スキルによる事前スクリーニングは行わ
なかった． 
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図5.5 平均作業遂行時間（各作業ステップ） 
Fig. 5. 5 Average task completion time for each task steps. 
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5.4.2 手続き 
表 5.1 質問紙による会話の印象調査項目 
項番 質問内容 
問 1 この映像を用いた会話では，話がしやすい． 
問 2 この映像を用いた会話では，緊張する． 
問 3 
 
この映像を用いた会話では，違和感がある． 
問 4 この映像なら，気軽に会話できる． 
問 5 この映像を用いた会話では，恥ずかしさを感じる． 
問 6 
この映像を用いた会話では，もどかしさ（いらいらする
感じ）がある． 
問 7 この映像を用いた会話では，満足感が高い． 
問 8 
この映像を用いた会話では，プライバシーが守られない
感じがする． 
問 9 この映像を用いた会話では，安心感がある． 
問 10 
この映像を用いた会話では，背景映像で家の中が見える
ので防犯上良くないと思う． 
 
各被験者に，デフォルメ映像およびリアル映像を用いた２つのシステムを交互に
操作してもらい，その印象について質問紙による 7 段階評価（リカート法）を行
わせた．デフォルメ映像とリアル映像のどちらを先に見るかは，被験者毎にラン
ダムに決めた．表 5.1 は，被験者への調査で用いた質問紙の各項目である． 
 
5.4.3 評価結果 
図 5.6 は，質問紙の各項目に対する被験者の平均評定値である．図 5.6 のグラ
フにおいて，縦軸は評定値，横軸は各評価項目である．また，図 5.6 のグラフ上
部に付加したマークは，デフォルメ映像群とリアル映像群の平均評定値の分散分
析の結果を示しており，「*」は 5％水準の優位差，また「**」は 1％水準の有意
差が検出されたことを示す．図 5.6 からわかるとおり，話のしやすさ（問 1）で
は，デフォルメ映像よりもリアル映像の方が有意に優れている．また，会話時の
もどかしさ（問 6）および違和感（問 3）でも，リアル映像の評定値が優位に高
い．一方，会話時の緊張感（問 2），恥ずかしさ（問 5），プライバシー（問 8），
および防犯（問 10）に関してはデフォルメ映像の方が有意に評定値が高い．デフ
ォルメ映像を用いた場合，すべての被写体が線分で表現されるため，被験者はも
どかしさや違和感を感じたものの，見ず知らずの相手と映像を介して会話する場
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合に問題となるプライバシー，防犯，および会話時の恥ずかしさや緊張感に関し
てはデフォルメ映像を用いた方式の方が非常に優れている（1％水準の有意差）と
感じたことがわかる．このことから，映像を用いた遠隔サポートで問題となるプ
ライバシーや防犯に関するユーザの不安はデフォルメ映像を用いることによって
大きく軽減されることがわかった．さらに，映像通信で相手の顔が見え，自分の
顔を見られることに起因する漠然とした緊張感，および恥ずかしさも同時に軽減
されることが明らかとなった． 
 
 
5.5 本章のまとめ 
本章では，初心者ユーザへの遠隔サポートにおいて，線画を用いたデフォルメ
映像を導入することで，映像通信の特徴を活かした効率的なサポートを実現する
と同時に，デフォルメ映像の特徴を活かしてプライバシーの問題を解決する，デ
フォルメ映像を用いた遠隔サポートについて述べた．その結果，線画を用いたデ
フォルメ映像は，映像自体の見易さの点ではリアル映像には劣るものの，作業効
率に関してはリアル映像を用いた場合と有意な差は見出されなかった．また，質
問紙およびインタビューによる被験者の印象調査の結果，デフォルメ映像を用い
図5.6 各質問項目に対する評定値 
Fig. 5.6 Results of the subjective evaluation by the participants. 
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た場合インストラクションの精度はリアル映像には劣るが，プライバシーについ
ては問題ないことが示唆された．特定の対象物のみをリアル映像で，それ以外を
デフォルメ映像で伝送する研究[110]も始められており，そのような研究成果を取
り入れることによってさらに効率的な遠隔協同作業支援が可能となることも期待
できる． 
 本章では，線画を用いたデフォルメ映像を初心者ユーザ向けの遠隔サポートに
応用することでプライバシーの問題を軽減することを明らかにしたが，本章で示
した線画映像は被撮影者の細かい表情は特定できないものの，大まかな動きや動
作などは特定できるという特徴を有する．線画映像の特徴を活かせるような情報
提示を検討し，その有効性を明らかにすることで，例えば，肖像権問題の回避等，
新たな展開も期待したい． 
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第６章 聴覚障害者支援のユニバーサルデザイン 
 
6.1 はじめに 
地震等の災害が発生した場合，テレビや電話等の情報通信端末が少ない公共空
間では，今何が起こっていて，どこにどう避難すればよいのかといった緊急情報
を，いかに確実に，安心感をもって（パニックを抑えるという意味で），かつ迅速
に伝えられるかどうかは，災害被害を最小限に抑える上でも重要な社会的課題で
ある．特に，電車やバスなどの公共交通機関では，テレビ放送など外部からの情
報を入手するパスが確保されていることが少なく，多くの場合，車内のアナウン
スが唯一の情報収集手段となる．また，地下鉄などの鉄道車両内は騒音レベルも
高く，車内アナウンスが明瞭に聞こえない場合が多い．このような騒音レベルの
高い鉄道車両内では，仮に災害や事故が発生して運転ダイヤが乱れることを音声
放送でアナウンスしても聞き逃すことも多く，乗客はトラブルに対処するために
必要な情報が得られないまま，不適切な行動をとらざるを得なくなる．とりわけ，
聴覚障害者にとって，鉄道車両内での音声アナウンスは有効な情報源とはなり得
ないため，トラブルが発生した場合には音声以外のモダリティによる情報保障を
考慮しなければ彼らを適切な対処行動に導くことができない． 
 最近では，情報通信端末の発展と並行して聴覚障害者を支援する様々な情報保
障の方法が検討されている．特に公共性の高い情報については，障害者など特定
の集団に情報が伝わらないという，情報伝達の偏りを避けなければならない．そ
のためには，彼らがどのようなコミュニケーションを，どのような品質で求めて
いるのか等，情報保障を進める上で考慮すべき社会的要因[59][60][61]を明らか
にする必要がある．その上で，ユーザの要求に適した情報保障手段を検討するこ
とが必要[61][65]である． 
聴覚障害者を支援する情報保障の手段としては，手話映像を用いて情報提示を
行うもの，字幕を用いて情報提示を行うものが一般的である．伝達すべきメッセ
ージを手話映像で提供する方法として，遠隔地に居る手話通訳士の映像を配信
[64]する方法，予め録画した手話実写映像をテレビ携帯電話で配信[65]する方法
などが検討されている．実写映像は手指の動きが自然で通訳士の表情も豊かであ
るため，手話が自然で見やすいという特徴がある．しかし，実写手話映像は予め
予測できる内容しか製作できないこと，映像製作には大きなコストを要すること，
などの課題も報告されている．手話映像製作のコスト問題を解決する方法として，
手話動作をコード化し手話アニメーションとして生成する研究[66][67][68]が行
われている．アニメーションの利用によって，手話映像製作のコストが削減され
ると共に，メッセージの変更などに対する大幅な自由度の改善が期待される．手
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話は，3 次元的な手指の動作と顔の表情が連携して動くことによってメッセージ
を伝達する視覚的言語であるため，滑らかな手話を生成するためには，手話表現
の語彙区間，遷移区間，およびポーズの連携[74]においてアニメーションとして
の高いリアリティが要求される．しかし，現状のアニメーション技術では十分な
リアリティ確保が難しく，手話アニメーションで伝えようとするメッセージが十
分に伝わらないという問題がある．一方，リアルタイムで字幕を生成・表示する
手法も提案[70][71]されており，話し手の発話とほぼ同時に日本語文章が提示で
きるようになってきた．しかし，日本語が必ずしも得意でない人にとって，長文
のメッセージを素早く理解するのは難しいという課題がある． 
 
 本章では，利用頻度の高い公共空間である鉄道車両内でのメッセージ伝達を対
象とし，事故や運行情報など緊急性の高いメッセージを，確実に，安心感をもっ
て，なおかつ迅速に伝達するユニバーサルな情報提示法として，表形式の文章と
断片手話を組み合わせるリスト手話を提案する．そして，リスト手話に基づく情
報提示システムのプロトタイプを開発し，評価実験を行った．その結果，リスト
手話を用いることによってメッセージ理解度が向上することが示唆されるととも
に，メッセージ伝達の正確性／容易性／安心感，および迅速性に関して被験者の
評価が高いと共に，緊急メッセージの提示法としてリスト手話が非常に高く評価
されていることが明らかとなったので報告する． 
 
6.2 リスト手話の特徴 
6.2.1 リスト手話の目的とコンセプト 
 リスト手話は，手話の習熟度や日本語文章の理解度に関する個人差を軽減して
緊急時のメッセージを確実に，安心感をもって，なおかつ迅速に伝達するユニバ
ーサルな情報提示を実現することを目的とする．リスト手話を実現する上での要
件は次の４点である． 
(1)文章と手話映像の同時提示 
手話のみの表現による情報伝達の不十分さ，および日本語文章の読み難
さを回避するため，日本語文章と手話映像の双方を同時に表示する．な
お，手話映像では，見易さを考慮[72]して上半身映像を用いる． 
(2)表形式による文章表示 
日本語文章の理解度に関する個人差を考慮し，文章部分の表示では，簡
潔な表現で理解の容易な表形式[73]を採用する． 
(3)断片手話によるメッセージ表現 
もともと言語体系が異なるため，互いに語順などが異なる日本語文章と
手話提示の同期を図り，また，複数の手話表現を接続する際の遷移表現
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の不自然さに関わる問題を回避するため，手話映像の提示において表形
式文章の各行に対応して手話が完結する断片手話を用いる．断片手話を
用いることによって，手話の滑らかさは損なわれる可能性があるが，メ
ッセージ内容を確実に安心して伝えられることを優先させる． 
(4)情報の一覧性の確保 
日本語文章と手話映像の相補的関係を維持すると共にユーザの記憶負
担を軽減するため，表形式文章と断片手話は同一画面に表示し，かつ，
文章は時間的に変化（例えば，流れるテロップ）させない． 
 
 以上の要件に基づき，リスト手話では文章の表示部分では表形式を，また，
手話映像の表示部分では断片手話を用いる．リスト手話に基づく情報提示形式
の概要を図 6.1 に示す．この情報提示法により，手話の習熟度や日本語文章の
理解度に関する個人差の問題を軽減し，確実に，安心感をもって，かつ迅速に
メッセージを理解できることを目指す． 
 
 
 
図6.1 リスト手話による情報提示形式 
Fig. 6.1 The information presentation format using listed sign language. 
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6.2.2 断片手話によるメッセージ表現例 
例えば，「ひのき線は，もみじ駅において発生した信号トラブルの影響で，け
やき駅～かえで駅間で運転を一時休止しています．運転再開予定は 17 時 40 分
頃です．」という長文を手話表現すると，次のようになる． 
 
【手話による表現】 
Ｈ〈ひ・の・き〉〈線〉〈駅〉〈名前〉〈け・や・き〉〈駅〉〈から〉〈か・え・で〉
〈駅〉〈間〉〈しばらく〉〈止まる〉〈理由〉〈なぜ？〉 
〈も・み・じ〉〈駅〉〈場所〉〈光る〉〈壊れる〉〈電車〉〈スタート〉〈予想〉〈時
間〉〈１７〉〈４０分〉〈頃〉Ｈ 
上記で，〈 〉内は手話表現している単語，Ｈは手がホームポジションにあるこ
とを示す．同じメッセージをリスト手話で表現すると次の通りである． 
【表形式による文章表現】 
 運行一時休止のおしらせ 
  ・運転再開予定：17 時 40 分頃 
  ・代替輸送：なし 
  ・原因：信号トラブル 
  ・路線：ひのき線 
    区間：けやき駅～かえで駅 
 
【断片手話による表現】 
Ｈ〈報告〉〈電車〉〈しばらく〉〈とまる〉Ｈ 
Ｈ〈電車〉〈スタート〉〈予想〉Ｐ〈時間〉〈１７〉〈４０分〉〈頃〉Ｈ 
Ｈ〈代える〉〈代える〉〈方法〉Ｐ〈なし〉Ｈ 
Ｈ〈理由〉〈なぜ〉Ｐ〈光る〉〈壊れる〉Ｈ 
Ｈ〈ストップ〉〈間〉Ｐ〈（ここからここ）〉〈ひのき〉Ｐ〈電車〉〈駅〉〈名前〉〈け・
や・き〉〈場所〉〈か・え・で〉〈場所〉〈間〉Ｈ 
上記で，Ｐはポーズとして間をとっていることを示す． 
 
6.2.3 リスト手話提示システム 
6.2.3.1 リスト手話提示システムの考え方 
電車内でアナウンスされる緊急メッセージは，いつ，どこで，どんな理由で，
何が起こっていて，今後の見通しがどうか，といった情報から構成されている．
このような緊急メッセージは，状況の変化とともにアナウンス内容も変えてい
く必要がある．リスト手話提示システムでは，アナウンスすべきメッセージを
メニュー対話を用いて簡単に作成できるようにする．図 6.2 は，緊急メッセー
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ジをメニュー対話によって編集するヒューマンインタフェースの例である．図
6.2 に示すように，緊急メッセージは，どこで(Where)，どんな理由で(Why)，
何が起こったのか(What)について，各メッセージ要素を選択することで生成す
る．このようなメニュー対話によるメッセージ生成を実現するためには，緊急
時にアナウンスする情報を構造化して断片手話とともにＤＢ化することが必要
である． 
 
 
6.2.3.2 緊急情報の構造化 
電車内でアナウンスされる緊急メッセージを構造化するにあたり，本章では
メッセージを，時刻(When)，路線／区間／方向(Where)，事象(What)，原因(Why)，
という 4W の観点で構造化する．図 6.3 は，電車内でアナウンスされる緊急メッ
セージの情報構造をモデル化したものである．図 6.3 に示すように，緊急メッ
セージは現在何が起きているのかという「事象」とその「原因」に大きく分け
られる．さらに，事象および原因のそれぞれは，いつ「時刻／When」，どこで「場
所／Where」，何が「事象／What」に分解できる． 
例えば，「京浜東北線は，上野駅での信号トラブルの影響により，上下線で遅
れが出ています．」というメッセージは，「京浜東北線は上下線で遅れが出てい
ます．」が事象部分，「上野駅での信号トラブルの影響により」が原因部分であ
る．さらに事象部分は，「京浜東北線」「上下線」が場所，「遅れ」が事象に相当
し．また原因部分は，「上野駅」が場所，「信号トラブル」が事象に相当する．
このように情報の構造化を行って，各メッセージ要素をＤＢ化することによっ
図6.2 リスト手話提示システムのコンセプト 
Fig.6.2 Structurizing of message. 
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て，緊急メッセージを生成する場合にメニュー対話による簡易なユーザインタ
フェースを容易に実現できる． 
 
 
6.3 評価実験 
聴覚に障害をもつ被験者に，手話および日本語文章を用いて車両運行上のト
ラブル等を含む緊急メッセージを提示し，その内容に関する再認テストを行う
実験を実施した． 
実験では，次の 2種類について評価を実施した． 
（実験１）再認テストによる理解度の測定 
被験者が，緊急メッセージを確実に理解できるかに関する評価を目的と
して，メッセージの再認テストを行いその正答率を測定する． 
（実験２）質問紙による主観評価 
被験者が，メッセージ伝達の際の情報提示法に対してどのような印象を
持つかを調べるため，質問紙を用いた主観評価を実施する． 
 
6.3.1 再認テストによる理解度の測定（実験１） 
(1) 被験者 
図6.3 緊急メッセージの情報構造 
Fig. 6.3 Information structure of urgent messages. 
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 26～45 歳の男女 5 名に，実験１の被験者として協力してもらった．どの被験
者も聴覚障害を有し，かつ日常生活で手話を使用している．被験者の失聴時期
は 0～3歳であり，言語獲得期以前の失聴と考えられる．日本語文章の読解に関
しては，1名の被験者は若干の苦手意識を持っていたが，残りの 4 名については
特に苦手意識は無いと回答した． 
 
(2) 実験方法 
実験１では，被験者がメッセージを確実に理解できるかを評価するため，提
示したメッセージ内容に関わる再認テストを行いその正答率を測定した．被験
者は，評価実験を行なう実験室に案内され，机上に設置されたグラフィックデ
ィスプレイに表示される緊急メッセージを読んでその内容を理解する．その後，
同じディスプレイに提示される再認テスト画面を見ながら，テスト問題に回答
する．このような試行を繰り返すタスクを実施した．実験を実施するに当たり，
被験者には，自分が乗車している電車が急に停止し車内のディスプレイにメッ
セージが表示されるという状況を想定させた． 
 
(3) 実験装置 
 図 6.4 に実験１で用いた装置を示す．実験室では，被験者用の 21 インチディ
スプレイ（ProLite H540S / IIYAMA 社）が机上に設置されており，机の隣に設
置された椅子に手話通訳士が着席して被験者と実験者との会話を通訳した．デ
ィスプレイのサイズは，縦 324mm(1200dot)，横 432mm(1600dot)である．また，
手話通訳士の隣に実験者が着席し，机上に設置された 15 インチディスプレイを
用いて実験用メッセージのコントロール等を行った．ＰＣの操作に不慣れな被
験者が居たため，ＰＣの操作はすべて実験者が行った．被験者は，机上に設置
されたディスプレイを用いて鉄道の運行状況を理解し再認テストを行う．被験
者とディスプレイとの距離は，手話映像と日本語文章のテキストボックスの重
心が視野角で約 23 度の範囲に入るよう調節した． 
図 6.5 は，実験タスクで用いたメッセージ例である．スクリーンの左側に文
章が，右側に手話映像が表示される．スクリーン背景色は，特定の色相を有し
ない灰色とし，手話映像の背景も灰色とした．手話映像は，動画のスタートか
ら 1秒間のインターバルを取り，その後手話表現を行って，手話表現終了後に 1
秒のインターバルとなるよう処理を行った．文章表示用のフォントは，HG 創英
角ゴシック UB を 27 ポイントのサイズで表示した．フォントの色は，手話映像
と文章との重なり等を考慮し，手話映像では出現しない水色とし，また，3ドッ
ト幅の黒色ドロップシャドウをかけて視認性向上を図った．テキストボックス
の長さは，1 行あたり 10 文字とし，1行で 10 文字を超える場合にはテキストボ
 87 
ックス内で改行するよう設定した． 
 
 
 
(4) 実験手続き 
 被験者は実験装置を設置した部屋に案内され，実験タスクの概要，タスクを
進める上で想定している状況等に関する説明を受けた．また，実験を始める前
に，実験用メッセージに含まれている分かり難いと思われる言葉（例えば，上
下線，振替輸送，高架，など）の一覧を被験者に提示し，もし，被験者にとっ
て理解できない言葉があった場合には，被験者が十分理解するまで説明を行っ
た． 
 実験タスクでは，はじめに図 6.5 に示すような列車運行に関するメッセージ
が提示される． 
図6.4 実験装置構成 
Fig. 6.4 Experiment device composition. 
手話通訳
 
実験者
 
被験者
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被験者には，このメッセージをなるべく早く理解し，理解できた時点で手を
上げて実験者にメッセージを理解した旨の合図を行うよう教示した．被験者の
合図を受け，実験者はＰＣを操作してメッセージ表示を停止した．メッセージ
停止の約 3秒後に，図 6.6 に示すような再認テストが提示される． 
図6.5 実験で用いたメッセージ例 
Fig. 6.5 An example of message. 
手話映
日本語文章 
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被験者は図 6.6 の表示を見て画面下側の選択肢から回答を選び，番号を実験
者に伝える．以上で 1 トライアルが終了する．被験者は，このトライアルを繰
り返し 8 回行った．トライアルを始める前に，メッセージ読取および再認テス
トを繰り返すトレーニングフェーズを設けた．トレーニングフェーズでは，被
験者が納得するまで練習を繰り返した．メッセージの表示形式は，リスト手話
形式と長文手話形式の 2 種類を用意し，それらをランダムに提示した．被験者
は，提示されたメッセージを確実に，かつ，迅速に理解するよう，事前に教示
された． 
 
6.3.2 主観評価（実験２） 
実験２では，メッセージ伝達時における，安心感を含めた印象を調べるため，
２種類の情報提示方法に対する主観評価を実施した． 
 
(1) 被験者 
12 名の被験者を用い，各情報提示法の印象に関する主観評価を実施した．被験
者は，聴覚障害者および手話通訳士であり，全員が手話による会話のスキルを有
する．被験者の内訳は，聴覚障害者が 8名，手話通訳士が 4名である． 
図6.6 再認テストの出題例 
Fig. 6.6 An example of recognizing test. 
選択肢 
問題 
（手話表現）
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(2) 実験方法 
（１）質問紙による調査 
被験者に対し，壁面に投影したリスト手話と長文手話の両方を順次見せ，そ
の印象について質問紙に記入する主観評価を実施した．質問紙は，次に示す 8
項目から構成されており，各質問項目への回答は「非常によくあてはまる」～
「全然あてはまらない」の 7段階で評価するリカート法を用いた． 
【質問紙の内容】 
問 1.メッセージ内容は正確に伝わると思う． 
問 2.メッセージ内容は速く伝わると思う． 
問 3.メッセージ内容が理解しやすいと思う． 
問 4.この表示方法は，今回のような緊急メッセージに適していると思う． 
問 5.この表示方法は，安心感があると思う． 
問 6.この表示方法は，何となく違和感がある． 
問 7.この表示方法は，もどかしさ（いらいらする感じ）がある． 
問 8.この表示方法は，手話と文章の両方を見るのに適していると思う． 
 
（２）被験者へのインタビュー 
質問紙への記入が終了した後，被験者に対してインタビューを行った．質問
内容は，リスト手話形式と長文手話形式の印象に関するものであるが，質問紙
調査の範囲を超えて自由な意見を求めることが目的である． 
 
6.4 実験結果 
6.4.1 再認テストの正答率（実験１） 
図 6.7 は，実験１で実施した再認テストの正答率である．縦軸が正答率，横
軸は各メッセージ提示形式である．再認テストの正答率は，リスト手話が 0.95，
長文が 0.80 であった．この結果によれば，再認テストはリスト手話を用いた方
が成績が良く，したがって，リスト手話の方がメッセージ内容を確実に理解で
きたことが示唆される．しかし，有意差検定を行ってみると，両者の差
(f(1,38)=2.06, p=0.16 > 0.05)は有意ではなかった． 
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一方，図 6.7 より，リスト手話と長文とでは 95％信頼区間で差を生じている
ことが分かる．すなわち，リスト手話よりも長文の方が正答率のばらつきが大
きいということである．Levene の方法によって２つのグループの分散の等質性
を検定した結果，両者には有意な差（p=0.003 < 0.01）が検出された．この結
果より，緊急メッセージが提示された場合に内容を正確に理解できるかに関し
て，長文による表示では内容を理解できる場合とそうでない場合のばらつきが
大きいのに対し，リスト手話による提示では理解が安定していると言える． 
様々な状況下でトラブルに対処しなければならないユーザが，メッセージを
確実に理解できるかどうかを検証する指標として，再認テストの正答率とその
ばらつきを測定した．特に，正答率のばらつきが大きいことは，状況によって
はメッセージの理解度が大きく低下することを意味しており，これは緊急メッ
セージの伝達を目的とする場合には好ましいことではない．確実なメッセージ
理解という目的を達成するためには，高い理解度が安定して得られることが望
図6.7 再認テストの正答率 
Fig. 6.7 Correct answer rate of recognizing test. 
リスト手話 長文手話
表示形式
0.0
0.2
0.4
0.6
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率
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まれる．今回の実験結果より，リスト手話が長文手話よりも理解度が高く，か
つ，理解度が安定していることが示唆されたことによって，緊急メッセージ提
示の際にリスト手話を用いることの大きなアドバンテージが明らかとなった． 
 
6.4.2 主観評価値（実験２） 
（１）質問紙による調査 
図 6.8 は，質問紙の各質問項目に対する評定値の平均である．図 6.8 で，縦
軸は評定値，横軸は質問紙の各問いである．図 6.8 のグラフ中で，*は 5％水準
の有意差を，**は 1％水準の有意差を表わしている．図 6.8 に示すように，問 6
および問 7（ネガティブな設問）以外は，すべてリスト手話に対する評価が高
い結果となった．図 6.8 の各評定値について有意差検定を行ってみると，すべ
ての設問において有意差が検出された． 
 
 図 6.8 に示すように，設問 6および設問 8 について 5％水準で有意差が検出さ
れ，他の項目はすべて 1%水準の有意差が検出された．すなわち，被験者は「安
心感」をはじめとして，「正確性」「理解容易性」および「迅速性」の全てにつ
図6.8 質問紙による主観評価結果(N=12) 
Fig. 6.8 Result of subjectivity evaluation. 
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いて，リスト手話の方が良いと評価した．さらに，問４の結果より，緊急メッ
セージの提示法としてリスト手話が非常に高く評価されていることがわかった．
他方，長文に対しては，もどかしさや違和感をより強く感じていたことが判明
した． 
 
（２）被験者へのインタビュー 
質問紙記入後に実施したインタビューの結果，被験者の主な意見は次の通り
であった． 
【被験者の主な意見】 
・ リスト手話の方が見やすい．長文だと，何が起こっているかなど，意味
を理解するのに時間がかかる． 
・ リスト手話の方が速くわかると思う．長文は読むのに時間がかかる．速
く読む必要が無ければ，長文の方が読みやすい． 
・ どこにどんな情報があるのか，はっきりわかるのがリスト手話．箇条書
きで，きっちり書いているのでリスト手話の方が見やすい．長文だと，
全部読まないといけないので面倒． 
・ リスト手話が良い．ポイントがまとまっているので，わかりやすい．長
文だと全て読まないといけないので大変． 
・ 長文の方がわかりやすかった．リスト手話は読みにくかったが，緊急の
ときはリスト手話がわかり易いと思う．長文は読む時間がかかるが，リ
ストのほうは速く読める． 
 
被験者へのインタビューにおいても，ほとんどの被験者がリスト手話を支持し
た．リスト手話では情報項目を簡潔に表現し，かつ項目の表示位置も決まってい
るため，必要な情報を的確に引き出すことができる．このことが「見やすい」「分
かりやすい」「速い」という意見に結びついていると考えられる．一方，長文の方
が分かりやすいという意見もあった．これは，長文は被験者が日常的に目にする
機会の多い情報表示形式であり，使い馴れていることが「わかり易い」という意
見に結びついたと考えられる．しかし，長文手話形式は全文を見なければ必要な
情報を引き出すことが難しく，このことが「時間がかかる」という意見に結びつ
いている．  
 
6.5 考察 
リスト手話および長文手話による情報提示法について実験的に比較を行なった
結果，リスト手話は長文手話形式と比較してメッセージの理解度が有意に安定し
ており，また，理解度そのものも高いことが示唆された．また，メッセージ提示
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形式に関する主観評価においても，「正確性」「理解容易性」「安心感」および「迅
速性」の全てについてリスト手話に対する評価が有意に高かった．リスト手話の
ねらいは，緊急性の高いメッセージを，確実に，安心感をもって，なおかつ迅速
に伝達するユニバーサルな情報提示法の実現にある．6.4 節の実験によって，確
実な理解，および安心感などについてはリスト手話が優れていることが明確とな
った．ここでは，メッセージ読取の迅速性について考察を行なう． 
 
6.5.1 メッセージ読取時間 
 メッセージ読取の迅速性について，パフォーマンスを明らかにすることを目
的として，被験者のメッセージ読取時間を測定した．被験者，および実験方法
は，実験１と同様である．予備実験の結果，メッセージの読取時間（絶対値）
は被験者による個人差が大きいことが判明した．このため，本章では各被験者
ごとに平均読取時間を算出し，それらを分母として各トライアルにおける読取
時間を正規化して読取時間率とした．なお，メッセージ読取りに要した絶対時
間（平均）は，15 秒～45 秒程度であった．図 6.9 は，読取時間率の平均を示し
たものである． 
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読取時間率は，リスト手話で 1.39，長文で 0.83 であった．読取時間率につ
いて分散分析を行った結果，1%水準で有意差(f(1,38)=18.84, p=0.00 < 0.01)
が検出された．この結果は，リスト手話による情報提示の方が長文よりも有意
に読取時間が長いことを示している．主観評価では，被験者の多くがリスト手
話の方がメッセージを迅速に読めると感じたが，実際のパフォーマンスとして
は長文手話の方がメッセージ読取が速いことが判明した．もともとリスト手話
は，短文単位で手話表現を行なうため，手話表現間でのポーズやホームポジシ
ョンへの手の移動などが高頻度で発生し，手話提示時間自体が長いという課題
もある．簡潔な手話表現を用い，ポーズやホームポジションへの移行を少なく
して素早い手話表現とすることも考えられるが，メッセージの分かりやすさと
のトレードオフがあり，それは今後の研究課題である． 
リスト手話 長文手話
表示形式
0.0
0.2
0.5
0.8
1.0
1.2
1.5
読
取
時
間
率
図6.9 メッセージの読取時間率 
Fig. 6.9 Reading time of message. 
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図 6.10 は，メッセージの読取時間率を各被験者毎にプロットしたものである．
図 6.10 で縦軸は正規化した読取時間率，横軸は各被験者である．図 6.10 に示
すように，リスト手話と長文での読み取り時間率の差は，被験者によって異な
る．被験者Ａ，Ｂ，Ｅは両者の差が大きいが，被験者Ｃ，Ｄは差が小さい．こ
のことは，被験者によってメッセージを読み取りの行動パターンが異なる可能
性を示唆している． 
今回の実験ではテキストボックスの幅を 10 文字とし，その枠を超えた場合は
改行した．表形式で文章表示を行なうリスト手話では，文字数が多い場合には
文章の改行回数が多くなるため，可読性が大きく低下することが予想される．
また，断片手話では，手指をホームポジションに戻す回数，およびポーズ数が
多いため，手話によってすべてのメッセージを提示する時間は結果的に長文よ
りも長くなる．リスト手話を提示された場合，被験者は必要な情報を迅速に引
き出すことができたと感じてはいたが，実際に感じた以上に読取時間を費やし
た要因は，これらの事実と無関係ではないことが推測される．リスト手話形式
で用いる表形式文章は，視認性を落とさないようなレイアウトを工夫すること
によって，可読性の向上が可能であると考える． 
今後，メッセージ読取の迅速性について，主観的な印象と実際のパフォーマ
ンスとの違いについて，より詳細な検討が必要であろう． 
図6.10 メッセージ読取時間率 
Fig. 6.10 Reading time of message. 
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6.6 本章のまとめ 
本章では，利用頻度の高い公共空間である鉄道車両内でのメッセージ伝達を
対象とし，事故や運行情報など緊急性の高いメッセージを，確実に，安心感を
もって，なおかつ迅速に伝達するユニバーサルな情報提示法として，表形式の
文章と断片手話を組み合わせるリスト手話を提案した． 
そして，リスト手話に基づく情報提示システムのプロトタイプを開発し，評
価実験を行った．その結果，リスト手話を用いることによってメッセージ理解
度が向上することが示唆されるとともに，メッセージ伝達の正確性／容易性／
安心感，および迅速性に関して被験者の評価が高く，また，緊急メッセージの
提示法としてリスト手話が非常に高く評価されていることが明らかとなった．
ただし，リスト手話における手話分割の程度と，分割された手話メッセージの理解
度の関係については今後の研究が必要である． 
言語獲得の臨界期は 9～12 歳と言われており，それ以前に手話中心の環境に
いるか日本語中心の環境にいるかによって，ベースとなる言語が異なる．手話
が母語の人にとって，日本語は第 2 言語であり文章理解で困難を伴う場合があ
る．日本語を母語とする人にとって，例えば第 2 言語としての英語が馴染み難
いのと同様であろう．特に，日本語文章を頻繁に扱う経験の少ないろう者の場
合，長文テキストを迅速に理解することは難しいと考えられる．したがって，
緊急事態での情報提示では，簡潔にわかり易く表現された文章と手話を同時に
提示する情報保障が特に重要である．そのような情報保障を実現する上で，リ
スト手話は有効な手段である． 
 
 
 98 
第７章 ヒューマンインタフェース設計ガイドライン 
 
7.1 はじめに 
コンピュータ化された情報通信システムにおいては，ユーザの操作誤りを防止
し，トータルな作業効率の向上を図るため，ユーザに適合したヒューマンインタ
フェースを設計することが必要である．そのためには，ユーザの意見や作業内容
をよく分析して，操作に一貫性のあるヒューマンインタフェースソフトウェアを
設計することが必要である．さらに，このようなヒューマンインタフェース設計
を効率的に行うための，ツールの開発が重要となる．操作に一貫性のあるヒュー
マンインタフェースソフトウェアを効率的に設計する際には，人間工学や心理学
の知見から得られるヒューマンインタフェース設計の指針を収集した設計ガイド
ラインが有効なツールとなる． 
情報通信端末におけるインタフェースの範囲は，例えば，グラフィックディス
プレイ等の表示装置やキーボード等の入力装置といったハードウェアから，ソフ
トウェア（対話方式，情報入出力方式，メッセージ，ガイダンス，他）のユーザ
ビリティまで，多岐に渡る．一方，個々のヒューマンファクタを対象として人と
情報通信端末とのインタフェースを評価し，有効性を検証してヒューマンインタ
フェース設計の知見を得るためには大きな労力を必要とする．従来，インタフェ
ースに関する知見の蓄積は，大学や企業などで個別[77][78][79][80]に検討されて
いたが，広範囲に及ぶインタフェースの知見を得るためには膨大なリソースを必
要とし，企業や大学でそれぞれ個別に知見を蓄積することは困難である．したが
って，企業や大学など様々な立場のシステム設計者やユーザビリティ評価担当者
等が，それぞれの目的に応じて容易にノウハウが参照できるよう，知見の共有化
を図ることが重要である．このような背景の下，最近では人とシステムとのイン
タフェースに関わる設計指針を体系化し，標準化する活動が推進されている．特
に，人とコンピュータシステムとのインタフェースに関わるソフトウェアの設計
指針は人間工学 JIS 規格（JIS Z 8520～JIS Z 8527，JIS Z8530，JIS Z 8531-1
～JIS Z 8531-3）[87]-[99]として標準化され，ユーザにとって使いやすい情報通
信端末を開発するための知見が整備されつつある． 
しかしながら，JIS 規格等のヒューマンインタフェース設計指針は，より広範
な情報通信端末への適用を考慮しているため，例えば文書や図形等の作成に関す
る一般的な項目など情報通信と直接関わらない項目を多く含んでいたり，個々の
推奨事項の記述が抽象的で数が膨大であるなど，ガイドラインとして必ずしも使
いやすくないという課題も指摘されている．  
そこで本章では，情報通信端末のヒューマンインタフェース設計にフォーカス
 99 
し，システム設計者や評価担当者にとって使いやすいガイドラインの構成法を示
す．本章で示すヒューマンインタフェース設計ガイドラインは，情報通信システ
ムの設計に容易に適用できることを目的として，情報通信システムのオペレータ
によるヒューマンインタフェース改善要望の分析[81]を行い，その分析結果に基
づいて，インタラクションの知見をまとめたものである．これは，操作手順，入
力方法，出力方法，メッセージについて合計 274 項目の推奨事項から構成されて
おり，情報通信システムのヒューマンインタフェースを設計する上で，重要な項
目を網羅し，かつ，豊富な具体例が完備されているため，より使いやすいシステ
ムの開発を効率的に行なうツールである．また，本章で示すヒューマンインタフ
ェース設計ガイドラインについて，従来のガイドラインとの比較を行い，その有
効性が示唆されることを明らかにする．さらに，ヒューマンインタフェースソフ
トウェア設計へのガイドライン適用上の留意点を示し，ガイドラインを実際のシ
ステム設計に適用する指針を示す．  
 
7.2 ヒューマンインタフェース設計ガイドライン開発の考え方 
 表 7.1 に従来の設計ガイドライン[82][83][84][85]の概要を示す．また，表 7.2
に，ソフトウェアのヒューマンインタフェース設計に関わる人間工学ＪＩＳ規格
の概要を示す．  
本論文の第２章では，自然言語的記述によってチャンキングを考慮した一貫性
のある操作手順のユーザビリティが，従来法による操作手順より優れることを示
した．これはヒューマンインタフェース設計ガイドライン[31]において「一貫し
た操作手順および一貫したキー割り当てを行なう」情報提示が有効であること示
している．また，これは表 7.2 における JIS Z 8520 の「3.5 利用者の期待への合
致」における「一つの対話システム内では，対話の振舞いおよび外見は一貫して
いることが望ましい」，および，JIS Z 8522 の「4.1 提示する情報の特性」におけ
る「一貫性（すなわち，同じ情報は，ユーザの期待に添うように，一つのアプリ
ケーション中では同じように提示する）」に関する情報提示が有効であることを示
している．第３章の結果は，ヒューマンインタフェース設計ガイドライン[31]に
おける「システムを時々しか利用しないユーザには直接操作対話を提供する」「ユ
ーザと作業に適した対話方法を用いる」「操作はユーザの技能レベルに合わせる」
という情報提示が有効であることを示している．表 7.2 の JIS 規格に照らせば，
JIS Z 8526 における「5.1 比喩表現」の「5.1.1 枠組みの提供：比喩表現を使う
場合，その比喩表現が，実世界との類推と整合した概念の枠組みおよび状態につ
いての情報とを提供すること，およびどんな直接操作が可能で，その及ぼす効果
は何かについてのユーザの理解をその比喩表現が支援することが望ましい．」情報
提示が有効であることを示している．第４章の結果は，ヒューマンインタフェー
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ス設計ガイドライン[31]の 4.1.9 項における「ユーザに親しみの無い難しい言葉
や略語をなくすためには，ユーザによるテスト，再設計を繰り返した方が良い．」
を「ユーザにとって親しみの無い言葉を使わせない」方法で実現した情報提示と
言える．表 7.2 の JIS 規格に照らせば，JIS Z 8520 における「3.5 利用者の期待
への合致」の「アプリケーションは，仕事を遂行する上でユーザになじみのある
用語を用いることが望ましい．」に対応する．また第５章の結果は，第４章に関わ
るガイドラインの他に，ヒューマンインタフェース設計ガイドライン[31]の
3.5.5 項における「必要な情報のみの表示を」をも含んでおり，さらに，表 7.2
の JIS 規格の，JIS Z8531-3 における「5.2 仕事の支援」の中の「ユーザの仕事
を支援するようにメディアを選択し，組み合わせることが望ましい．」を具体的に
実現する情報提示が有効であることを示している．また，第６章で示した結果は，
聴覚障害者にもなじみのある手話を提示するという意味でヒューマンインタフェ
ース設計ガイドライン[31]の 4.1.9 項における「ユーザに親しみの無い難しい言
葉や略語をなくすためには，ユーザによるテスト，再設計を繰り返した方が良い．」
を実現する情報提示である．表 7.2 の JIS 規格では，JIS Z8531-3 における「5.2 
仕事の支援」の中の「ユーザの仕事を支援するようにメディアを選択し，組み合
わせることが望ましい．」を具体的に実現する情報提示が有効であることを示して
いる． 
 
表 7.1 従来のガイドライン 
ガイドライン 特 徴 
Apple(1988) アップル社製パソコンの標準インタフェース規則を記
述したガイドライン．記述内容は，アイコン，ウィン
ドウ，プルダウンメニュー，ダイアログボックス，ボ
タン等，多岐に渡る． 
Brown(1988) 主に，グラフィックインタフェースを対象としたガイ
ドラインである．書式，用語，カラー，アイコン，ま
た，マウス，ライトペン，ジョイスティックといった
デバイスに関するガイドライン項目が含まれている． 
MIL-STD-1472C(1981) このガイドラインは，ボタンやレバーの形状など，ハ
ードウェアに関する人間工学的な知見が多数記述され
ている．ソフトウェアに関するガイドライン項目とし
ては，文字のグルーピング，文字密度，データ表示書
式等に関する記述がある． 
Smith & Mosier(1986) ガイドラインの記述内容は多岐に渡っており，データ
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表 7.2 人間工学ＪＩＳ規格の概要 
規格番号 タイトル 規格の概要 
JIS Z8520 
(Z8541-110) 
人間工学―視覚表示装置
を用いるオフィス作業―
対話の原則 
ユーザとコンピュータとの対話を設
計・評価する際に，人間工学的見地か
ら望ましい対話とは如何なるものかを
考える基本的視座を 7 原則という形
で規定する． 
JIS Z8521 人間工学―視覚表示装置
を用いるオフィス作業―
使用性についての手引 
ユーザとコンピュータとの対話につい
て人間工学的設計・評価を行う上で，
指標とすべき「使用性(ユーザビリテ
ィ)」の規定法について定めた指針であ
る ．「 使 用 性 」 を 有 用 さ
(Effectiveness)，効率(Efficiency)，
満足度(Satisfaction)の 3 側面で規
定する． 
JIS Z8522 人間工学―視覚表示装置
を用いるオフィス作業―
情報の提示 
見やすく，理解しやすく，作業に適し
た情報提示を実現するための，情報の
構造化（ウィンドウ，表示領域，リス
ト，表，見出し，欄等），グラフィカル
オブジェクト（カーソル，ポインタ等），
符号化手法（英数字符号，図形，色，
標識等）を規定する． 
JIS Z8523 人間工学―視覚表示装置
を用いるオフィス作業―
ユーザ案内 
ユーザとシステム間のインタラクショ
ンを補助する情報として，プロンプト，
フィードバック，状況の情報，エラー
管理，オンラインヘルプについて規定
する． 
JIS Z8524 人間工学―視覚表示装置
を用いるオフィス作業―
メニュー対話 
メニュー方式によるインタラクション
を設計する上での，メニュー対話に適
した状況，メニューの構造，ナビゲー
ション，選択肢の選択と実行，メニュ
形式，表，グラフィックス，データ書式，メッセージ，
操作方法等，940 余りのガイドライン項目を含む．各ガ
イドライン項目ごとに文献が参照されている． 
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ーの提示方法等を規定する． 
JIS Z8525 人間工学―視覚表示装置
を用いるオフィス作業―
コマンド対話 
コマンド対話を設計する上での人間工
学的な指針として，コマンド名，短縮
形，機能キーおよびホットキー，誤り
訂正，編集等について規定する． 
JIS Z8526 人間工学―視覚表示装置
を用いるオフィス作業―
直接操作対話 
主に GUI 環境で利用可能な対話手法
として，メタファの利用，オブジェク
トの表示方法，フィードバックの利用
法，入力機器の操作等を規定する． 
JIS Z8527 人間工学―視覚表示装置
を用いるオフィス作業―
書式記入対話 
特定の書式をユーザに提示し，その書
式を用いてインタラクションを行う方
式について，表題，項目配置，欄およ
び見出し，カーソル移動等について規
定する． 
JIS Z8530 人間工学―インタラクテ
ィブシステムの人間中心
設計プロセス 
コンピュータを応用したインタラクテ
ィブシステムの製品ライフサイクル全
般に対する人間中心の設計活動の指針
について規定する． 
JIS Z8531-1 マルチメディアを用いる
ユーザインターフェース
のソフトウェア－第１
部：設計原則および枠組み
各種メディアを協同させ，統合し，同
期させて利用する，マルチメディアユ
ーザインタフェースの設計原則を定
め，マルチメディア設計の枠組みにつ
いて規定する． 
JIS Z8531-2 マルチメディアを用いる
ユーザインターフェース
のソフトウェア－第２
部：メディアの選択と連動
マルチメディアユーザインタフェース
を設計する場合の推奨事項および要求
事項について，コンテンツの構成法，
ナビゲーションおよびメディア制御の
観点から規定する． 
JIS Z8531-3 マルチメディアを用いる
ユーザインターフェース
のソフトウェア－第３
部：メディアの選択および
組合せ 
様々なメディアの統合および同期によ
って構成されるインタラクティブなイ
ンタフェースの設計およびメディアの
選択と組合せに関する推奨事項を規定
する． 
 
これらのガイドラインを情報通信システムの設計に適用することを考えると次
のような問題が生じる． 
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①汎用性を重視したガイドラインでは，文書や図形の作成に関する一般的な
ガイドライン項目を含むために，その項目数が膨大となり，監視作業を主
体とする情報通信システムのヒューマンインタフェース設計に容易に通
用できない． 
②反対に，パソコン等の特定のシステムを対象としたガイドラインでは，項
目数は少ないが，汎用的なコンピュータを使用する情報通信システムのヒ
ューマンインタフェース設計にそのまま適用することが難しい． 
 
 したがって，情報通信システムの設計に容易に通用できる設計ガイドラインを
作成するためには，情報通信システムにおけるヒューマンインタフェースの問題
点をよく分析し，システム設計に有効なガイドライン項目を求める必要がある．
そこで，情報通信システムにおけるヒューマンインタフェース設計ガイドライン
を作成するにあたって，まず情報通信システムのオペレータの改善要望を分析
[81]し，ガイドラインの作成基準を求めた．この分析の結果は次のとおりであっ
た． 
・オペレータの行動は，意識的な制御を必要としない操作を行う技能レベル，
記憶されたルールや手順に基づき操作を行う規則レベル，馴染みのない場
面での問題解決を行う知識レベル，という 3 つのレベルに階層化[86]され
る．分析の結果，技能レベルおよび規則レベルに対応する要望の数が多い． 
・システムが出力する画面やメッセージの分かりやすさに関する要望が非常
に多い． 
 
 以上の結果に基づき，ヒューマンインタフェース設計ガイドラインを次のよう
な方針で開発することとした． 
 
【ガイドラインの開発方針】 
①突発的な故障への対処といった知識レベルの作業を円滑に行うために，そ
の基本となる技能レベル，および規則レベルの作業に対応するガイドライ
ンに重点を置く． 
②システムの入出力画面の設計，およびメッセージの設計に関するガイドラ
インに重点を置く． 
さらに，人間工学や心理学の専門家が少ないことから． 
③情報通信システムのソフトウェア設計者でも容易にガイドラインを理解で
きるように，情報通信システムに適合した具体例を記述する． 
 
 以上の方針に基づき，従来のガイドラインや心理学の知見を整理，体系化して，
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274 項目のヒューマンインタフェース設計ガイドラインを開発した．次節では，
その構成と主なガイドライン項目について述べる． 
 
7.3 ヒューマンインタフェース設計ガイドラインの構成 
7.3.1 全体構成 
 ヒューマンインタフェース設計ガイドラインは，ソフトウェア設計者が実際に
ソフトウェアを開発する場合に容易に参照できることに配慮し，次に示す 4 章か
ら構成した． 
  第 1 章 操作手順（93 項目） 
  第 2 章 入力方法（64 項目） 
  第 3 章 出力方法（58 項目） 
  第 4 章 メッセージ（59 項目） 
 各ガイドライン項目は，見出し文，本文，具体例，コメントからなる．見出し
文は，ガイドライン内容を一文で表現したもので，それに続く本文の内容を簡潔
に表現したものである．具体例は，ガイドラインの適用例を記述したものである．
コメントには，本文の理解を助けるための補助的な情報や，また，ガイドライン
を適用すべき状況，および注意事項を記してある． 
 
7.3.2 ガイドライン項目例 
 ここでは，ヒューマンインタフェース設計ガイドラインの主な項目例について
説明する． 
（1）操作手順 
 操作手順では，ユーザの指示あるいはコンピュータのロジックに従って決めら
れた処理を開始，中止・中断，および終了するための一連の流れに必要なガイド
ラインを記述している． 
 図７.1 に示すガイドラインでは，システムに対して重大な影響を及ばす操作に
おいて，ユーザの確認操作の後，処理を実行するようなヒューマンインタフェー
ス設計を推奨している． 
 具体例では，具体的な確認メッセージを表示することによってユーザへの実行
確認を促すこと，および実行の確認操作として，ランダムなキー入力を行わせる
ことを推奨している．このうち前者は，特に重大な決断を必要とする操作におい
て，具体的かつ明確な確認メッセージを表示することにより，ユーザの不安や判
断誤りを低減することを目的としたものである．後者は，習慣的な操作による操
作誤りを低減することを目的としている．例えば，コンピュータの一連のメッセ
ージに対するユーザのキー操作が常に「y」であった場合，その時の「y」という
キー操作がたとえ誤りであっても，反射的に「y」キーを押してしまう場合が多い
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といった知見に基づくものである．情報通信システムにおいては，主要な回線に
対する操作やデータの削除等の作業で上記の操作誤りが発生し，重大な事故に発
展するような事態を避けなければならない．この具体例は，反射的な操作による
誤りを防止するうえで重要な意味を持つ． 
 
（2）入力方法 
 入力方法では，コンピュータへデータを入力する操作と，その入力に対するコ
ンピュータの応答を対象とする． 
 図７.2 は，データ入力の際に入力を促す分かりやすいプロンプト，およびデー
タ入力のガイドを表示することを推奨するガイドラインである． 
 ここで示した良い具体例では，まずプロンプトをデータ入力領域に近接して配
置していることが重要である．また，電話番号のフィールドでは，習慣的によく
使用されるハイフンを用い，そこが電話番号欄であることを強調している．また，
電話番号欄および付加サービス欄では，入力するデータの数をアンダーラインを
用いて可視化することによりユーザの記憶負担を低減している点で優れた設計で
ある．他方，悪い例では，各入力項目に対応するデータ入力領域がどれであるか
が不明であり，また，電話番号や付加サービスの入力に対するガイドがないため，
ユーザは自分で入力したデータ数を数え，同時に番号を確認しなければならない．
このような作業をユーザに強いることが，作業効率の低下や誤り率増大の原因と
なる． 
図7.1 ＨＩ設計ガイドラインの例（操作手順） 
Fig.7.1 An example of Human Interface Design Guideline (Dialogue). 
 106 
 
（3）出力方法 
 出力方法では，コンピュータから出力される情報の書式や，表の使用方法等を
対象とする．図７.3 に，数値データの出力書式に関するガイドラインを示す．具
体例では，センタ間の回線抵抗値，およびセンタ間距離を表で示している． 
 良い具体例では，センタ間抵抗値の欄で各数字の小数点が揃っており，また，
センタ間距離欄では各整数が右揃えになっているため見やすい．しかし，悪い例
では各数字がすべて左揃えになっており，最大値や最小値を検索するのに多くの
時間を要する．これは，人間が文字や数字のリストを目で検索する場合，縦方向
に検索する性質，およぴ，数字の桁を空間的な位置と対比して理解しようとする
性質等に基づいている．したがって，数字リストを提示する場合，縦一列に，か
つ小数点を合せて表示することが，より分かりやすい表示とするための条件であ
る． 
図7.2 ＨＩ設計ガイドラインの例（入力方法） 
Fig.7.2 An example of Human Interface Design Guideline (Data Entry). 
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また，図 7.4 には色の使い方に関する推奨事項を示す．この項目は，筆者らが
実施した実験結果に基づくものである．すなわち，緊急時に提示する警報などの
メッセージに色を付けて強調表示する場合，色の名前を容易に特定できない中間
色を使用しないことを推奨している．これは，人間が色とその意味の関係を記憶
する場合，その関係を言語的に記憶する傾向があるため，色の名称が曖昧であっ
図7.3 ＨＩ設計ガイドラインの例（出力方法） 
Fig.7.3 An example of Human Interface Design Guideline (Data Display). 
中間色の使用は控えめに 
警報といったメッセージを特定の色と共に示す場合，名前が明確に特定できる色を
使用し，色の名前が容易に特定できない中間色は使用しない． 
コメント 
コメント 
オペレータが，特定の色とその意味の関係を短期間に記憶しようとする場合，
例えば，「青－正常」「赤－異常」といったように言語的な関連を言葉で記憶し
ようとする傾向が強い．したがって，色の名前が明確に特定できない中間色を
使用した場合，記憶が曖昧となったり，また，記憶誤りを犯したりする可能性
が高くなる． 
水深や温度等，同一概念内の連続したレベル差を色により表現し，しかも，オ
ペレータが互いの色を視覚的に比較できる場合には，青系統や赤系統といっ
た，中間色を含む同一系統の色を使用すると良い．しかし，例えば，ある一定
の水深を超えると危険であるといったように，色とその意味とを１対１で結びつ
けたメッセージの場合には，中間色の使用は好ましくない． 
図7.4 ＨＩ設計ガイドラインの例（出力方法）  
Fig.7.4 An example of Human Interface Design Guideline (Data Display). 
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た場合には記憶し難いという知見に基づいている． 
 
（4）メッセージ 
 メッセージでは，エラーメッセージやアラーム等を表示する際の用語や文法等
を対象とする．図 7.5 に，作業に適したメッセージを提示することを推奨するガ
イドライン例を示す． 
 良い例では，どんなエラーが発生したか，また，それにどう対処したらよいか
が具体的なメッセージとして示されている．しかし悪い例では，メッセージの意
味がすぐに理解できないばかりでなく，エラーに対処するための具体的な操作方
法が示されていない．コンピュータが表示するメッセージでは，ユーザが次に行
うべき具体的な操作方法を明確に指示することが重要である． 
 
7.4 ヒューマンインタフェース設計ガイドラインの有効性評価 
 本章では，ヒューマンインタフェース設計ガイドラインの有効性を，開発方針
との適合性，並びに従来のガイドラインとの比較から評価する．まず，第２．３
節で示した開発方針との適合性について述べる．各ガイドライン項目を技能レベ
ルと規則レベルに明碓に分類するのは雉しいが，主に技能レベルに属するものは
約 50％，規則レベルに属するものは約 40％である．また．入出力画面やメッセ
ージの分かりやすさに関する項目は，全体の約 60％であり，当初の作成方針にほ
ぼ適合しているといえる．また，具体例の数は約 110 で，約 40％の推奨項目に具
体例が付加されていることになる． 
 次に，従来のガイドラインとの比較を述べる．ヒューマンインタフェース設計
ガイドラインは，システムの仕様を設計するためのツールと位置付けられるため，
各ガイドラインに基づいてシステムを開発した際の効率性や，システムを運用し
図7.5 ＨＩ設計ガイドラインの例（メッセージ） 
Fig.7.5 An example of Human Interface Design Guideline (Message). 
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た際の信頼性を比較するのが理想である．しかし，対象とする業務内容やシステ
ム特性（例えば OS の種類など）によって要求条件が異なるため，共通の評価基
準を得ることは難しい．したがって，ここでは情報通信を対象とした場合の適用
性という観点からガイドラインの比較を行う． 
 
表 7.3 ガイドラインの比較 
評価項目 Apple(1988) Smith & 
Mosier(1986) 
ヒューマンインタ
フェース設計ガイ
ドライン 
項目数 約 80 約 940 約 270 
対象コンピュー
タ 
専用 
（特定のパソコ
ン） 
汎用 汎用 
適用業務 主に一般事務 汎用 主に通信監視業務
画面設計 ○ ○ ○ 
メッセージ △ ○ ○ 
コマンド言
語 
× ○ △ 
文書作成 △ ○ × 
ガイドライン内容
 
図形操作 ○ ○ △ 
 
 表７.3 に，代表的なガイドラインと本ヒューマンインタフェース設計ガイドラ
インとの比較を示す．Apple のガイドライン[82]は，専用のコンピュータを対象
としている．そのため，Apple が対象とするコンピュータでソフトウェア開発を
行う場合には，具体性があり非常に開発効率が高いと考えられる．しかし，マル
チベンダによる多種のコンピュータシステムが組み合わされる情報通信システム
では，すべてのコンピュータに一律にガイドラインを適用することは難しい．ま
た，Smith＆Mosier[85]のガイドラインは汎用的であり，多くの業務や様々なシ
ステムに適用できる．しかし，推奨項目の数がきわめて多く具体例が少ないため，
システム設計チームに人間工学や心理学の専門家を参加させなければ，各ガイド
ライン項目をシステム設計に反映することは難しいと考えられる． 
 本ヒューマンインタフェース設計ガイドラインは，上記のガイドラインの欠点
を補う構成としている．項目数を比較的少なくし，画面設計やメッセージに関す
るガイドライン項目に重点を置いた．また，情報通信システムを対象とした具体
例が多数記述されていることから，情報通信システム設計の際には有効なガイド
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ラインであると言える． 
 本ガイドラインを参照しながら業務内容に適したヒューマンインタフェース設
計を行うことによって，従来は試行錯誤的であったヒューマンインタフェースソ
フトウェアの設計効率が向上し，またガイドラインに基づく一貫性のある操作体
系によりシステム操作の信頼性や効率が向上することが期待される．次章では，
ガイドライン適用上の留意点について考察する． 
 
7.5 ヒューマンインタフェース設計ガイドライン適用上の留意点 
ヒューマンインタフェース設計ガイドラインは，システムの仕様を決定するた
めのツールである．そのためヒューマンインタフェース設計ガイドラインを実際
のシステム設計に反映する際，図 7.6 に示すようにガイドラインからターゲット
システムの仕様書への翻訳作業が必要となる． 
 
 例えば，「データの表示書式は，互いの関係が区別できるようにしなさい」とい
うガイドライン項目は，ある場合には関連するデータをスペースを用いてブロッ
ク化し，そのブロックの左上端にデータの性質を表わすラベルを付与するという
形で翻訳したり，あるいは関連するデータをグラフィック直線を用いて区分し，
各データブロックの上端にラベルを付与するよう翻訳する場合もある． 
 ここで注意を要するのは，ヒューマンインタフェース設計ガイドラインは人間
図7.6 ガイドラインから設計書への翻訳 
Fig.7.6 Materialization from guideline to specification. 
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工学や心理学の実験的研究データに基づいた設計指針であり特定のシステム用に
開発されたものではないため，ガイドライン項目をそのままの形で，現実の作業
環境に直接適用するのが難しいことである．ガイドラインで推奨している項目を
すべて，そのとおり実現すれば，良いインタフェースが設計できるというもので
もない．どのガイドライン項目を採用するか，あるいは具体的にどのように実現
するかは，ユーザの作業をよく分析したうえで判断することが常に必要である．
この判断は，できれば人間工学や認知心理学の専門家，システムエンジニアおよ
びソフトウェア設計者の協同作業によって行うことが望ましい． 
 
7.6 本章のまとめ 
 本章では，情報通信端末のヒューマンインタフェース設計にフォーカスし，シ
ステム設計者や評価担当者にとって使いやすいガイドラインの構成法を示した．
本章で示すヒューマンインタフェース設計ガイドラインは，情報通信システムの
設計に容易に適用できることを目的として，情報通信システムのオペレータによ
るヒューマンインタフェース改善要望の分析[81]を行い，その分析結果に基づい
て，インタフェースの知見をまとめたものである．これは，操作手順，入力方法，
出力方法，メッセージについて合計 274 項目の推奨事項から構成されており，情
報通信システムのヒューマンインタフェースを設計する上で，重要な項目を網羅
し，かつ，豊富な具体例が完備されているため，より使いやすいシステムの開発
を効率的に行なうツールである．また，本章で示すヒューマンインタフェース設
計ガイドラインについて，従来のガイドラインとの比較を行い，その有効性が示
唆されることを明らかにした．さらに，ヒューマンインタフェースソフトウェア
設計へのガイドライン適用上の留意点を示し，ガイドラインを実際のシステム設
計に適用する指針を示した． 
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第８章 結論 
 
8.1 本論文のまとめ 
本論文では，高機能な情報通信サービスを，誰もが容易に，安心して利用でき
るようにすることを目的として，ユーザの心身特性や情報通信端末の利用環境等
を考慮したユーザフレンドリーな情報提示法を示し，従来手法と比較評価を行な
ってその有効性を明らかにした．本論文では，情報提示を大きく，身体・知覚レ
ベル，認知レベル，および情緒・動機レベルに分類し，その中でも特に情報通信
端末操作の複雑さ，およびそれに関連するトラブルの解決に最も大きく関与する
認知レベルの研究を扱った．認知レベルの情報提示研究を進める枠組みとして，
（１）端末機器操作のユーザビリティ，（２）情報の可視化とナビゲーション，（３）
状況アウェアネス共有と遠隔協同作業支援，（４）聴覚障害者支援のユニバーサル
デザイン，および（５）ヒューマンインタフェース設計ガイドラインを提示した． 
（１）端末機器操作のユーザビリティでは，多機能電話機操作のユーザビリテ
ィにおける記憶特性と操作学習の問題（第２章）について論じた．（２）情報の可
視化とナビゲーションでは，情報ナビゲーションにおける情報可視化と行為誘導
の問題（第３章）について論じた．（３）状況アウェアネス共有と遠隔協同作業支
援では，遠隔協同作業における映像情報を用いた状況アウェアネス共有の問題の
うち，リアル映像情報の共有が遠隔コミュニケーションの効率に与える影響（第
４章）を明らかにすると共に，デフォルメ映像の特徴を活かしてプライバシーの
問題を解決する，遠隔サポートの会話特性を提示し，その有効性（第５章）を明
らかにした．（４）聴覚障害者支援のユニバーサルデザインでは，聴覚障害者支援
のユニバーサルデザインにおける手話と日本語テキストによる情報提示の問題
（第６章）について論じた．また，（５）ヒューマンインタフェース設計ガイドラ
インでは，情報通信端末のヒューマンインタフェース設計にフォーカスし，シス
テム設計者や評価担当者にとって使いやすいガイドラインの構成法を示した．（第
7 章） 
 
以下，本論文で明らかにした研究結果をまとめる． 
 
第 1 章では，研究の背景と位置付け，課題および目的について述べた． 
 
第 2 章では，多機能電話機を対象とした端末機器操作のユーザビリティについ
て述べた．端末機器操作のユーザビリティに関する先行研究では，「操作の一貫性」
「システムからのフィードバック」に関する研究（B. Schneiderman），および，
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人間の認知特性に適合するような操作とフィードバックのマッピングモデルに関
する研究（D. Norman）等が行なわれてきた．これらの研究に基づき，豊富なフィ
ードバック情報の提示が可能なＰＣをベースとした情報通信端末のユーザビリテ
ィが改善された．しかし，例えば，多機能電話機など入出力デバイスが貧弱な情
報通信端末では豊富なフィードバック機能が期待できないため，前述の先行研究
の成果を適用することが困難であった．多機能電話機における操作手順は大別し
て二通りある．第一に，対象とする機器の特徴である一部の機能に簡易ボタンを
割り当てることによって操作手順を容易にする方式があった．しかし，着目する
以外の機能については操作手順が恣意的で一貫性に乏しく，操作ステップ数は人
間の短期記憶の限界であるミラー数を超えるものが多い．したがって，そのよう
な多機能電話機の操作手順を全て記憶することは，極めて困難であった．これに
対して，人間の記憶特性として，情報をグルーピングして意味を与えることによ
り短期的な記憶容量が増加するチャンキングが知られている．多機能電話機の第
二の操作手順として，自然言語的記述によりチャンキングを考慮した操作手順と
する方式がある．しかし，これら二つの方式を比較してその有効性を示した研究
は提示されていなかった．そこで本章では，両者のユーザビリティを実験的に評
価し，チャンキングという人間の記憶特性を考慮した操作手順を装備した多機能
電話機のユーザビリティが優れていることを明らかにした． 
 
第 3 章では，情報の可視化とナビゲーションによる行為誘導の問題について述
べた．従来より，情報をユーザに対して分かり易く，効率的に提示することを目
的として，情報の可視化とナビゲーションに関する研究が行なわれてきた．特に，
ハイパーリンクに基づくネットワーク型情報構造による柔軟なナビゲーション（J. 
Conklin）方式に関する研究，情報ナビゲーションにメタファを導入することによ
ってシステム操作の複雑さを軽減したり，システムへの親しみを醸成する効果（J. 
Carroll）等に関する研究が行なわれ，情報通信端末に応用されてきた．しかし，
人間が扱う情報量が増大し，かつ，複雑化する状況の中で，単にハイパーリンク
とメタファを用いたアプローチでは情報の可視化が十分ではなく，行為誘導が達
成されないという問題が顕在化している．例えば，プルダウンメニューとハイパ
ーリンクを用いた情報ナビゲーションは，インターネットアクセスにおける標準
的なヒューマンインタフェースとして現在も利用されているが，プルダウンメニ
ューに基づく情報提示では情報の全体的構造が見え難く，ユーザがネットワーク
型メニューの中で迷子になるという問題が起こる．ひとまとまりの情報を分かり
やすく提示する方法として，ブックメタファを用いたヒューマンインタフェース
が提案されている．しかし，メタファの可視化の程度によってユーザの行為誘導
の効果が異なることは，従来の研究では検証されていなかった．そこで本章では，
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インターネットアクセスなどで標準的に利用されているプルダウンメニューベー
スのブックメタファと，可視化を強めて明示性を高くしたブックメタファにおけ
る情報提示を実験的に比較評価し，明示性の高いブックメタファによってユーザ
の行為誘導が有効に機能することを明らかにした． 
 
第 4 章では，遠隔協同作業における状況アウェアネスの共有について述べた．
高速ネットワークの普及に伴い，相互に離れた場所に居ながらネットワークを介
して情報を共有することで協同作業を効率的に進めるための研究が行なわれてい
る．特に，音声といったバーバルな情報に加え，映像等によるノンバーバルな情
報も共有することで遠隔地に居る作業者相互の状況アウェアネスが促進され，コ
ミュニケーションが円滑に進むことが期待されている．作業者の視野映像といっ
た視覚的な情報の共有が，相互のコミュニケーション行動に大きく影響すること
（R. Rutter ら, S. Fussell ら）が実験的に明らかにされる一方，参加者の自由
対話においては映像情報を共有しても，それが有効に機能せず，かえってコミュ
ニケーションに対する印象を悪化させる（原田ら）といった相違する研究結果も
報告されている．そこで本章では，初心者向けの遠隔サポートを対象として，遠
隔協同作業における視覚情報の共有が，作業者のコミュニケーション行動にどの
ような影響を与えるかについて実験的に評価した．従来の研究では明らかにされ
ていなかった，映像情報の共有が遠隔コミュニケーションの効率に与える影響を
明らかにすると共に，映像を用いた初心者ユーザの遠隔サポートの有効性を示し
た． 
 
第 5 章では，映像を用いた遠隔協同作業におけるプライバシー保護について述
べた．リアル映像を用いて初心者ユーザを対象とした遠隔サポート実験を行った
結果，作業遂行時間が短く効率的な対話が可能であると共に，初心者ユーザの心
理的負担を軽減するという示唆を得た．しかしその一方で，リアル映像を伝達す
るシステムを用いたユーザは，例えば住宅の内部が見えてしまう等のプライバシ
ーの問題，あるいは防犯上の問題を感じたり，顔が相手に伝達されることへの抵
抗感を感じたりすることが判明した．そこで，本章では，初心者ユーザへの遠隔
サポートに線画によるデフォルメ映像を導入することで，映像通信の特徴を活か
した効率的なサポートを実現すると同時に，デフォルメ映像の特徴を活かしてプ
ライバシーの問題を解決する，デフォルメ映像を用いた遠隔サポートの会話特性
を提示し，その有効性を明らかにした． 
 
第 6 章では，聴覚障害者支援のユニバーサルデザインについて述べた．聴覚障
害者の支援に関しては，映像通信を用いた遠隔手話翻訳に関する研究（内藤ら）
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が行なわれ，通信映像の品質，および映像チャネルの数が手話通訳の品質に影響
を及ぼすことが明らかにされている．一方，音声認識を用いて字幕を生成する研
究（西川ら）も行なわれており，字幕生成は簡易な方法ではあるが，認識率，文
章の可読性などが問題となることが明らかとされた．本章では，特に，様々な能
力を有する不特定多数の人が滞留する鉄道車両内でのメッセージ伝達を対象とし，
事故や運行情報など緊急性の高いメッセージを，確実に，安心感をもって，なお
かつ迅速に伝達するユニバーサルな情報提示法として，表形式の文章と断片手話
を組み合わせるリスト手話を提示した．そして，リスト手話に基づく情報提示法
と，従来からの情報提示法である長文手話提示法とを実験的に評価し，リスト手
話提示法の有効性を明らかにした． 
 
第 7 章では，情報通信端末のヒューマンインタフェース設計にフォーカスし，
システム設計者や評価担当者にとって使いやすいガイドラインの構成法を示した．
第 7 章で示したヒューマンインタフェース設計ガイドラインは，情報通信システ
ムの設計に容易に適用できることを目的として，情報通信システムのオペレータ
によるヒューマンインタフェース改善要望の分析を行い，その分析結果に基づい
て，インタフェースの知見をまとめたものである．これは，操作手順，入力方法，
出力方法，メッセージについて合計 274 項目の推奨事項から構成されており，情
報通信システムのヒューマンインタフェースを設計する上で，重要な項目を網羅
し，かつ，豊富な具体例が完備されているため，より使いやすいシステムの開発
を効率的に行なうツールである．また，本章で示すヒューマンインタフェース設
計ガイドラインについて，従来のガイドラインとの比較を行い，その有効性が示
唆されることを明らかにした．さらに，ヒューマンインタフェースソフトウェア
設計へのガイドライン適用上の留意点を示し，ガイドラインを実際のシステム設
計に適用する指針を示した．  
 
第 8 章では，本論文の結論をまとめ，今後の展望について述べた． 
 
8.2 今後の展望 
 情報通信端末の高度化は今後もますます加速されるであろう．従来であれば，
それらサービスを受けるための主要なプラットフォームは汎用パーソナルコンピ
ュータであり，大きなディスプレイサイズやマルチメディア機能を駆使し，ヒュ
ーマンインタフェース設計ガイドラインといった指針を参照することで，使いや
すい情報提示の実現が可能であった．しかし，情報通信端末の高度化は，そのよ
うな汎用のパーソナルコンピュータだけに留まらず，携帯電話や携帯型ゲーム機
など，入出力デバイスとして制約の大きな機器にまで広がっている．例えば，普
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及が目ざましい携帯電話機は，高精細なディスプレイを備え，大容量のメモリを
装備して多彩な情報通信サービスを受けられるようになってきている．しかし，
携帯電話はもともと携帯することを前提とした情報通信端末であるため，ハード
面ではできる限り小さく，軽いことが求められる．したがって，このような小型
機器では，十分なフィードバック情報が望めないことが予想されるため，本論文
の２章で示したような人間の記憶特性を考慮した操作手順の検討で得られた知見
が役立つことが期待される． 
一方，ＩＰネットワークは高速化が進み，携帯機器でも映像通信が利用可能と
なっている．このような情報通信環境では，本論文の４章で述べた遠隔協同作業
における映像情報の共有の知見，第５章で述べた映像情報共有時のプライバシー
保護の技術が，新たな端末やサービスを生み出すために貢献できるものと考えら
れる．また，第 5 章で述べたプライバシー保護のための技術は，映像に含まれる
人物像の肖像権問題の回避といった新たな展開に適用されることも期待される． 
 今後も新たな情報通信端末の研究開発が続いていくが，本研究を通して得られ
た成果は，ユーザフレンドリーな情報提示を実現するための一助となると考える．
さらに，ユーザフレンドリーな情報通信端末を設計する上では，端末の多様化に
対応できるヒューマンインタフェース設計の知見を，様々な立場の人が共有でき
るよう体系化し，それらを標準化する努力を継続していくことが必要である．特
に，高齢社会の先頭を走る日本は，世界に先駆けてアクセシブルデザインという
観点から見た情報提示法の研究を推進することが必要である． 
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