A beam spoiler is often used to increase the build-up dose near the surface for treatment of superficial treatment areas. Photon-beam spoilers produce a large amount of contaminant electrons, conditions for which standard, commercial treatment-planning system dose-calculation algorithms are inadequate for producing accurate dose calculations. In this study, we implemented a Monte Carlo (MC) dose-calculation algorithm for this spoiler system. With and without a spoiler of 1 cm Lucite, depth doses and transverse profiles in the build-up region were measured for field sizes of 5 × 5 cm 2 and 10 × 10 cm 2 at the spoiler-to-surface distances (STSDs) of 6, 10 and 15 cm. An Attix chamber and a Markus chamber were used for depth doses, whereas a diode detector was used for transverse profiles. An MC simulation using BEAM/DOSXYZ was used to compare the calculated and the measured data. The MC calculations agreed with the Attix chamber measurements within 2% for all STSDs and field sizes, whereas the Markus data-even with corrections made-showed a discrepancy of about 3.5% with a maximum difference of 7.3% for a field size of 10 × 10 cm 2 at an STSD of 6 cm. The MC treatment-planning system was successfully applied to a head-and-neck case using 6 MV photon beams with a beam spoiler.
Introduction
The use of megavoltage photon beams in radiation therapy has resulted in beneficial skinsparing effects. In some treatments for superficial tumours, however, a bolus or a spoiler is intentionally used to increase the dose in the build-up region. A spoiler has better dosimetric characteristics than a bolus in the sense that it facilitates skin sparing to some extent. Note the importance of spoilers at clinics that are not equipped with a 4 MV photon beam: a 6 MV photon beam can be used as an alternative for treating squamous cell carcinoma of the head and neck by simply adding a spoiler. Since spoilers are primarily used to increase superficial doses, the accurate assessment of the build-up dose, including that to the surface, is a prerequisite for using a spoiler with radiation treatment. Several authors have reported on the characteristics of photon beams with spoilers using plane-parallel ionization chamber measurements (Niroomand et al 1997 , Kassaee et al 2000 , Kassaee et al 2001 , Butson et al 2002 , McKenna et al 1995 . The plane-parallel chamber has been used to measure the buildup region as well as surface doses for megavoltage photon beams from linear accelerators. Plane-parallel chambers, however, require corrections for over-responses caused by scattered electrons from the adjacent side wall (Rubach et al 1986 , Nilsson et al 1986 . An Attix parallel-plate chamber has been reported to measure the build-up dose within 1% for 6 MV photon beams, even in highly contaminated beams (Gerbi et al 1993) . However, measurements using an Attix chamber for the spoiled photon beams have not been reported.
As for treatment planning carried out with a spoiled photon beam, two approaches have been reported. The first method is to use directly the measured data of spoiled beams for the specific treatment-beam formation, while keeping the data after d max the same as that of open beams (Niroomand et al 1997) . However, it is impractical to obtain the per cent depth doses (PDDs) and off-axis profiles for all the probable combinations of treatment field sizes and spoiler-to-surface distances (STSDs). Without the specific measured data, the system cannot accurately predict the build-up dose with a spoiler for various treatment conditions. The second method is to separate the spoiler-generated electron dose from the photon dose using the kernel for the electrons generated from the spoiler (McKenna et al 1995) . The electron spectra are obtained through the Monte Carlo (MC) calculation, and the kernel from the spectra is incorporated into the treatment-planning system. Unfortunately, no commercially available radiotherapy treatment-planning (RTP) system considers the electron kernel, and the electron spectra have been reported to depend slightly on the STSDs (McKenna et al 1995) . Therefore, the lack of an appropriate treatment-planning system dose-calculation algorithm is still one of the main obstacles in the application of the spoiler system to routine clinical use. An approach not yet applied to spoiled photon beams is dose calculation based exclusively on MC calculations. MC algorithms are known to produce the most accurate results for the transport of particles and inherently will account for contaminant electrons from the beam spoiler.
In this paper, we present an MC treatment-planning algorithm for a 6 MV photon beam and apply it to a sample head-and-neck treatment plan with beam spoilers. For the accurate measurement of the spoiler system, the Attix chamber was used to measure the PDDs of the spoiled photon beams.
Materials and methods
A spoiler should provide low-energy electrons that contribute evenly to the near-surface dose. In this study, a 1 cm thick slab of PMMA (Lucite) was used for a beam spoiler. A jig was fabricated and mounted on the block tray of the gantry head, enabling the spoiler to move up and down in order to adjust the STSD. All measurements were made with 6 MV photon beams from the Siemens Primus accelerator (Concord, CA) with a source-to-skin distance (SSD) of 100 cm.
The PDDs in a solid water phantom (Nuclear Associates, Carle Place, NY) were measured using an Attix chamber (RMI model 449, Middleton, WI) with and without a spoiler. The Attix chamber's dimensions were 6.0 cm in width and 1.5 cm in height. The active collection volume was cylindrical with a diameter of 1.27 cm, a wall diameter of 4.0 cm, and an electrode separation of 0.1 cm. The field sizes were 5 × 5 cm 2 and 10 × 10 cm 2 with STSDs of 6, 10 and 15 cm. All measurements were also performed for an open-beam configuration, i.e., without a spoiler. The applied bias potential was ±300 V, and the chamber readings were averaged for the two polarities to eliminate the polarity effect (Rawlinson et al 1992) .
For comparison, a Markus chamber (Type 23343 PTW, Freiburg)-with a volume of 0.055 cm 3 , a wall diameter of 0.6 cm and a 0.2 cm electrode separation-was used to obtain the relative depth dose of the solid water phantom. The reported over-responses were corrected based on Rawlinson's formula (Rawlinson et al 1992) . The off-axis profiles were measured using a Si-diode detector (Scanditronix, Sweden) in a water phantom for 5 × 5 cm 2 and 10 × 10 cm 2 field sizes at a depth of 0.25 cm to investigate the characteristics of the profiles near the surface.
For the MC-based photon dose calculation, BEAM and DOSXYZ (Rogers et al 1995) were directly interfaced to the Pinnacle 3 treatment-planning system (Philips Medical Systems, USA) (Siebers et al 2000) . The interface automatically generates MC input files from the treatment-planning system parameters, executes the MC calculations, and transfers the MC results to the treatment-planning system for display and analysis. Within the interface, the MC-dose computation uses three stages to complete the radiation transport. In the first stage, the phase space of photons and electrons exiting the patient-independent portion of the beam line on a plane just upstream of the jaws is determined. The phase space was determined using the methodology described by Keall et al (2003) for the 6 MV photon beam of a Siemens Primus. This computation is performed only once, and the phase-space data are stored in a computer file for use as input for all other simulations with the accelerator. The second stage, using the stage-1 phase-space data as input, transports particles through the patient-dependent portion of the beam line (the jaws and the spoiler for this problem) and writes the particles to another phase-space file. For the MC calculations with a spoiler, the spoiler was modelled as a PMMA slab at the appropriate distance from the beam defining jaws and photons and electrons exiting the spoiler were stored in the second phase-space file at a plane just below the spoiler. A slightly modified version of the EGS4-based BEAM user code (Nelson et al 1985) is used for these two consecutive simulations. In the third stage, phase-space data from the second stage is used as input for patient or phantom calculations performed using the user code DOSXYZ with PRESTA enhancements (Bielajew et al 1987) . The MC calculations are done simultaneously on a Linux cluster system composed of 12 CPUs of 1.2 GHz and 16 CPUs of 600 MHz.
MC simulations for beams with and without a spoiler on the water phantom were performed to compare PDDs and profiles with measured data. The voxel thickness of the simulated water phantom for the PDDs was 0.01 cm from the surface to 0.05 cm and 0.1 cm for depths of 0.05 to 30.0 cm. Laterally, the voxels spanned the central 1.7 × 1.7 cm 2 area of the beam. The depth dose contribution of the spoiler-generated electrons from the beam spoiler was also obtained separately in the simulation. The voxel size of the transverse profiles for a 10 × 10 cm 2 field size was 1.0 cm wide, 0.1 cm thick and 0.5 cm long along the transverse axis. The transverse dimension was changed to 0.2 cm in the penumbral region to ensure adequate resolution along the steep dose drop-off.
Using the MC-dose algorithm, another phantom study was performed to examine the spoilers' effect on a superficial target. With regions of interest (ROIs) of 0.2 cm thick layers from the surface to 1 cm depth and a planar dimension of 6 × 6 cm 2 (figure 1), the dose-volume histograms (DVHs) for each ROI were compared with and without spoilers at an STSD of 10 cm for bilateral 6 MV beams with a field size of 10 × 10 cm 2 . The phantom had dimensions of 10 cm in thickness, a 5 cm depth to the isocentre, and a voxel size of 0.4 × 0.4 × 0.1 cm 3 . Finally, for the clinical comparison, the MC algorithm was applied to a head-and-neck case with and without spoilers using bilateral 6 MV beams with a field size of 10 × 10 cm 2 . The isodose lines were compared for the planning target volume (PTV), which was located near the surface.
Results
Figure 2(a) shows the absolute depth doses per monitor unit (MU) of a 5 × 5 cm 2 field size for the Attix chamber measurements and the MC simulations. The MC-computed dose results, in units of dose per incident particle, were converted to an absolute dose per MU (cGy MU −1 ) via a conversion factor determined under the calibration conditions of the linear accelerator (Francescon et al 2000) . The conversion factor in units of 'incident particles per MU' was computed by MC simulation of the output calibration conditions of our linear accelerator, which is calibrated to deliver 1 cGy per MU at d max , with an SSD of 100 cm and a field size of 10 × 10 cm 2 . The same particle per MU conversion factor was then used for all remaining simulations since MC should inherently account for any field size dependencies in the measured output.
The depth-dose curves for a 6 cm STSD and an open field are shown as an example with electron contributions. The percentage dose differences, defined by (D calc − D measure )/D max × 100, were less than 2% from surface to d max and 1% from d max to 3.1 cm for all STSDs, including the open-beam case, where D max was the respective maximum dose of measurement. The open-beam case confirms our MC modelling of the linear accelerator phase space and output calibration. The agreement of the measurements and the MC calculation within 1% after d max was recommended to ensure that the dose-calculation error is <2% to the patient (Keall et al 2003) .
With the spoiler, the depth of the maximum dose for 6 MV beams shifted towards the surface, from 1.4 cm for the open beam to 1.0 cm for a 6 cm STSD, making the depth-dose profiles more appropriate for the treatment of the near-surface tumours. The spoiler-generated electron-dose contributions at the surface were 70% of the total dose for a 6 cm STSD, while those of the open beam were only 3% (the dashed bottom line). The spoiler-generated electrons contributed to the total dose to a depth of about 2 cm. between measured doses and the MC calculations for the other STSDs and the open beam showed similar agreement (<2% difference). The build-up dose increases, as the STSD decreases and the field size increases; thus, a spoiler makes a smaller effect for the smaller field sizes as reported by others (Kassaee et al 2000 , Wu 1980 , Nilson 1985 . Also shown in figure 2(b) is the Markus measurement for a 6 cm STSD, corrected using Rawlinson's method (Rawlinson et al 1992) . The corrected Markus data disagree with the MC calculation by 7.3% at the depth of 0.1 cm. After d max (around 1.0 cm depth), the differences were less than 2%. For open beams, the corrected data of Markus agreed with the MC calculation within 2%, which indicates that the over-response correction for Markus is adequate for open beams only. The spoiler-generated electron-dose contributions at the surface of 5 × 5 cm 2 , 10 × 10 cm 2 and 20 × 20 cm 2 field sizes are shown for each STSD (figure 3). As expected, the larger fields and the smaller STSDs show larger electron-dose contributions at the surface, and the electron contribution is inversely proportional to the STSD. The electron-dose contributions for a 10 × 10 cm 2 field size are about two times those for a 5 × 5 cm 2 field size for all STSDs, thus confirming the larger effect of a spoiler on larger field sizes. Total doses comprise doses from the open beams and the spoiler-generated electrons, which leads to this effect. At the surface, the electron-dose contribution is about 3% for 5 × 5 cm 2 field sizes and 8% for 10 × 10 cm 2 field sizes for open beams. With the spoiler, the electron contribution increases as the STSD decreases, accounting for 70% to 80% of the dose for an STSD of 6 cm. The percentage of surface dose by the spoiler-generated electrons is shown to depend on the field size and STSD as well as the spoiler's thickness, as has been previously reported (McKenna et al 1995) . The measured and calculated transverse profiles at 0.25 cm depth in water for a 10 × 10 cm 2 field size are shown in figure 4. Profiles are shown for an open field and for fields with the spoiler at STSDs of 6 and 10 cm. As reported previously for the shallow depths, as the STSD decreases, the flatness of the profiles degrades, and the relative dose of the outside beam and the penumbral widths increase (Niroomand et al 1997 , Kassaee et al 2000 , Kassaee et al 2001 , McKenna et al 1995 , Scrimger et al 1979 , Shiraz et al 1985 , since the spoiler-generated electrons have wide-scattering angles, which contributes to the dose out of the field. Beyond the depth of maximum dose, the uniformity and the penumbral widths become the same as those of the open beams as would be expected since this is beyond the range of the spoiler-induced electrons. Note that when applying spoilers in the build-up region, special care must be taken so that radiation-sensitive structures, such as the eye, are not damaged by the increased dose outside the beam edge due to the contaminant electrons, particularly when non-MC algorithms are used for dose computation. required to achieve 85% of the maximum dose, while for the open beam, 0.4 cm of depth is required. The ROI dose of 0.4 to 0.6 cm for the open beam is essentially the same as the skin dose while attaching a 0.4 cm bolus, i.e., when the 0.4 cm bolus is on the surface, the skin dose amounts to 85% while that of the spoiler is 65%, which implies that we can expect the surface dose to be larger than 85% when the 0.5 cm commercial bolus is applied on the skin. These DVHs demonstrate the skin-sparing effect of the spoiler when compared with the bolus and the increased build-up dose compared with the open beam. Figure 6 compares the clinical application of the spoiler on the neck with the open-beam case. The MC computation was performed over the full 3D volume with a voxel size of 0.2 × 0.2 × 0.4 cm 3 and number of voxels of 101 × 109 × 42. Since the target is on the right side of the patient, a spoiler was not used for the left side in both cases. The average uncertainty of dose larger than 0.5 × D max in the MC calculations (Rogers et al 2000) was less than 1%. When compared with the open-beam case, the spoiler system pushes the higher isodose lines towards the surface, providing a better dose distribution for a superficial target while simultaneously preserving some skin-sparing effects. The portion of the near-surface, shaded PTV is covered more effectively with spoilers.
Discussion
The accurate evaluation of the build-up dose, including the surface, is necessary for radiation treatment with a spoiler. The parallel-plate extrapolation chamber is known to be the best means to measure accurately the build-up dose, including the surface doses; however, it is a burden for every institution to be equipped with an extrapolation chamber. Also, the cumbersome and time-consuming process of using an extrapolation chamber naturally leads to the use of a fixed electrode-separation plane-parallel chamber with a correction factor if necessary. The Markus chamber model 30-329, for example, was reported to correlate with an extrapolation chamber within 2% for depths beyond approximately 0.3 cm (Gerbi et al 1990) , however, its over-responses in photon beams are due mainly to scatter components from the side wall. Many authors have reported correction methods for these over-responses through the use of an extrapolation chamber (Rawlinson et al 1992 , Gerbi et al 1990 , Velkley et al 1975 , Mellenberg 1990 ). However, the suggested corrections come from the measurements of open photon beams. Considering that a spoiler adds a substantial quantity of spoilergenerated electrons to the photon beams, the correction of the measurement based only on the open photon beams seems to be inadequate. Rawlinson et al have already pointed out that the suggested corrections do not apply accurately under extreme conditions of electron contamination (Rawlinson et al 1992) . They have also reported that the minimum geometrical requirement of the plane-parallel chamber is w/s 25 to produce a negligible over-response in the build-up region, where w is the guard-ring diameter or wall diameter and s is the electrode separation. The Attix chamber has been reported to lead to an over-response in the build-up region of less than 1% for 6 MV photon beams (Gerbi et al 1993) . The geometry of the chamber is that a wall diameter (w) of 4 cm and an electrode separation (s) of 0.1 cm result in a ratio (w/s) of 40, which exceeds the minimum requirement. In contrast, the Markus chamber (Type 23343, PTW, Freiburg) we have used has a wall diameter (w) of 0.6 cm and a 0.2 cm electrode separation (s), resulting in a ratio of w/s = 3. Thus, as shown in the results section, the correction for measurements with our Markus chamber was not effective in the spoiler system.
There are two feasible ways to use commercially available model-based RTP systems like Pinnacle 3 for routine treatments with spoilers. The simplest approach is to incorporate the spoiler manually on the planning CT images, with the spoiler being manually inserted into the patient CT image set and being assigned its corresponding density. This requires no additional measurements and can be performed for any conditions. The RTP system calculates the dose distributions for the manually inserted spoiler/patient with a large air gap below the spoiler. Since the spoiler-generated electron-dose contribution to the total dose at the surface is about 70% to 80% for an STSD of 6 cm, one cannot guarantee the accuracy of the commercial RTP system's dose calculation. Another method is to commission the RTP system with a spoiler by replacing the surface and build-up doses with those of the spoiler. However, since the usual commercial RTP systems assume a normal, unspoiled beam for photon therapy, it is also questionable whether they could accurately explain the behaviour of the spoiler-generated electrons, which are dependent on variations in field sizes and STSDs.
MC-dose calculations can be accurately applied to spoiled photon beams. MC results will reproduce the effects of contaminant electrons as functions of field size and STSDs. Using the interface between Pinnacle 3 and the MC algorithms, the tedious tasks of reformatting parameters for the MC computation and submitting MC jobs were completely automated, requiring only the user time required to click one mouse button. About 20 min of computation time was required for the MC calculations in our Linux cluster system when the pre-loaded phase-space file just above the jaws was used. Although it is quite acceptable, this process is still longer than that of the usual planning system. The rapid advances of computing power, faster MC codes, use of denoising strategies, and the handling of the phase-space data, as in a multiple-source model, would shorten the MC calculation time without compromising the computational accuracy (Ma et al 1999) .
Another possible approach is to calculate the dose from the spoiler-generated electrons using an MC method and to add it to the photon dose from the usual RTP system. This would result in a time-saving of more than ten times compared to that of the full MC calculation time.
When used in the head-and-neck case (figure 6), the spoiler produced more extended dose coverage of the PTV located near the surface. The extended coverage by the spoiler is shown vividly in the DVH results in figure 5 . For optimal planning, one should determine whether the field arrangements should be single or bilateral and identify the prescription point depth and the STSD with the field size.
Conclusion
The use of a beam spoiler is a widely known method that preserves a skin-sparing effect with an increasing near-surface dose. The spoiler generates additive electrons in the photon beam, making the photon-beam characteristics a mixture of photons and contaminated electrons. The Attix chamber was used for the accurate measurement of the build-up dose, including that at the surface. MC results agreed with Attix chamber measurements within 2%. The use of MC-dose calculations allows accurate dose computation for photon beams that include a spoiler.
