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SUBGAUSSIAN 1-COCYCLES ON DISCRETE GROUPS
MARIUS JUNGE AND QIANG ZENG
Abstract. We prove the Lp Poincare´ inequalities with constant C
√
p for 1-cocycles on
countable discrete groups under Bakry–Emery’s Γ2-criterion. These inequalities deter-
mine an analogue of subgaussian behavior for 1-cocycles. Our theorem improves some of
our previous results in this direction, and in particular implies Efraim and Lust-Piquard’s
Poincare´ type inequalities for the Walsh system. The key new ingredient in our proof is
a decoupling argument. As complementary results, we also show that the spectral gap
inequality implies the Lp Poincare´ inequalities with constant Cp under some conditions
in the noncommutative setting. New examples which satisfy the Γ2-criterion are provided
as well.
1. Introduction
Subgaussian behavior of random variables and stochastic processes is an important topic
in probability theory. It is closely related to the concentration of measure phenomenon; see
e.g. [Ver12]. Functional inequalities – including log-Sobolev inequality, Poincare´ inequal-
ity, transportation-entropy inequalities – have played a critical role in the development of
this theory in the last two decades; see [Tal96, BG99, OV00, BGL01] and the references
therein for the extensive literature. More recently, this theory has been applied to study
random matrices; see e.g. [Ver12, Gui09]. In this paper, we want to connect this well-
known theory in classical probability to 1-cocycles on groups, which is important in both
group theory (Kazhdan’s Property (T), the Haagerup property, etc.) and operator alge-
bras; see e.g. [BO08]. We are interested in determining a class of 1-cocycles which satisfy
an analogue of the subgaussian growth condition via Poincare´ type inequalities. Recall
that a random variable X is subgaussian if and only if (E|X|p)1/p ≤ C√p for all p ≥ 1.
Here and in the following we use C,C ′, C1, etc. to denote absolute constants which may
vary from line to line. To generalize this notion, we consider the following Lp Poincare´
inequalities for a probability space (Rd, µ),
(1.1) ‖f − Eµ(f)‖p ≤ C√p‖∇f‖p
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for all p ≥ 2 and differentiable f ∈ L∞(Rd, µ). Observe that (1.1) resembles subgaussian
growth of random variables. In particular, choosing f(x) = x when d = 1 we recover the
classical definition except for 1 ≤ p < 2.
As a classical example, the Gaussian measure on Rd satisfies (1.1) due to Pisier [Pis86];
see [JZ15] for another proof. More classical examples satisfying (1.1) can be found in
[AW13] and the references therein. In fact, one way to generalize (1.1) is via the semi-
group theory of operators. The analogue of gradient in this context is Meyer’s “carre´ du
champs”. We can even go further and consider an analogue of (1.1) in a noncommutative
W ∗ probability space. Recall from [VDN92] that (N , τ) is a W ∗ probability space if N is
a von Neumann algebra and τ is a normal state. We also assume that N is finite and τ
is tracial and faithful. Throughout we always work with a standard semigroup Tt = e
−tA
acting on (N , τ) with generator A. Here a standard semigroup (Tt)t≥0 is pointwise σ-weak
(weak∗) continuous such that every Tt is normal unital completely positive and symmetric
on L2(N , τ). We define the gradient form associated to A (Meyer’s “carre´ du champs”) as
ΓA(f1, f2) =
1
2
[A(f ∗1 )f2 + f
∗
1A(f2)− A(f ∗1 f2)]
for f1, f2 in a suitable involutive subalgebra of the domain of the generator, which is
supposed to exist. In the following, we may simply write Γ for ΓA if the generator under
consideration is clear. Let Fix = {x ∈ N : Ttx = x, ∀t > 0} be the fixed point algebra of
Tt. It was shown in [JX07] that Fix is a von Neumann subalgebra ofN . Thus there exists a
unique conditional expectation EFix : N → Fix. Recall that the noncommutative Lp space
Lp(N , τ) is defined as the closure of N in the norm ‖ · ‖p given by ‖x‖p = [τ((x∗x)p/2)]1/p
for 0 < p < ∞ and ‖x‖∞ = ‖x‖ for p =∞, where ‖ · ‖ is the operator norm. We usually
write Lp(N ) for short. It is well known that Lp(N ) is a Banach space for 1 ≤ p ≤ ∞; see
[PX03] for more details.
Definition 1.1. A standard semigroup Tt acting on (N , τ) is said to be subgaussian if
the following Lp Poincare´ inequalities
(1.2) ‖f − EFix(f)‖p ≤ C√pmax{‖ΓA(f, f)1/2‖p, ‖ΓA(f ∗, f ∗)1/2‖p}.
hold for 2 ≤ p < ∞ and f in a suitable involutive subalgebra of the domain of the
generator.
For simplicity, in the following we may say the above inequality holds for all f ∈
N , since it is automatically true if the right-hand side is infinity. Since the gradient
form Γ coincides with the modulus of the gradient if −A is the Laplacian of a Euclidean
space, (1.2) is indeed a generalization of (1.1). It is known that for classical diffusion
semigroups, log-Sobolev inequality implies (1.2); see [AS94] and also [AW13]. Efraim and
Lust-Piquard proved that (1.2) holds for Walsh systems and CAR algebras in [ELP08].
In fact, we started to study the subgaussian behavior (1.2) of semigroups acting on a
general noncommutative W ∗ probability space (N , τ) in [JZ15]. It was shown in [Zen14]
that the group measure space L∞(R
d, γd) ⋊ G satisfies (1.2), where the action and the
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gaussian measure γd are associated to an orthogonal representation of G on a real Hilbert
space, and the semigroup acting on L∞(R
d, γd)⋊G is a natural extension of the Ornstein-
Uhlenbeck semigroup on L∞(R
d, γd). A remarkable consequence of (1.2) is that one can get
concentration inequalities, exponential integrability and transportation cost inequalities;
see [ELP08, Zen14]. Our goal here is to prove (1.2) for group von Neumann algebras
under some conditions on the 1-cocycles of groups and to elaborate on the relationship
between the spectral gap of A and Lp Poincare´ inequalities for semigroups acting on a W
∗
probability space (N , τ).
Let us be more precise. Let G be a countable discrete group. Recall that a (generic)
conditionally negative length (or cn-length for short) function ψ on G determines a 1-
cocycle bψ on G with coefficients in an orthogonal representation (α,Hψ) of G, and vice
versa. Let λ : G → B(ℓ2(G)) be the left regular representation given by λg(δh) = δgh for
g, h ∈ G, where δh’s form a unit vector basis of ℓ2(G). The group von Neumann algebra LG
is the closure of linear span of λ(G) in the weak operator topology. It is well known that
LG admits a canonical normal faithful tracial state given by τ(f) = 〈δe, fδe〉 for f ∈ LG,
where e is the identity element of G. Consider the semigroup Tt acting on LG defined by
Ttλ(g) = e
−tψ(g)λ(g) for g ∈ G. Then (Tt)t≥0 is a standard semigroup on (LG, τ). Thus
(Tt)t≥0 extends to a strongly continuous semigroup of contractions on L2(LG) ∼= ℓ2(G)
and the generator is given by Aλ(g) = ψ(g)λ(g). We say that a 1-cocycle bψ on G with
coefficients in the orthogonal representation α : G → Hψ is subgaussian if the semigroup
given by Ttλ(g) = e
−tψ(g)λ(g) is subgaussian in the sense of Definition 1.1, i.e.,
(1.3) ‖f − EFix(f)‖p ≤ C√pmax{‖Γψ(f, f)1/2‖p, ‖Γψ(f ∗, f ∗)1/2‖p}.
holds for all f ∈ LG and 2 ≤ p <∞.
For readers who are not familiar with von Neumann algebras, (1.3) can be formulated
in a more algebraic way, i.e.,
‖f‖p ≤ C√pmax{‖Γψ(f, f)1/2‖p, ‖Γψ(f ∗, f ∗)1/2‖p}
for f ∈ CG, f = ∑s∈G,ψ(s)6=0 ass, where CG is the group algebra of G (thus f is a finite
linear combination),
Γψ(f, f) =
∑
s,t∈G
a¯satK(s, t)s
−1t
and K(s, t) is the Gromov form given by
K(s, t) =
1
2
(ψ(s) + ψ(t)− ψ(s−1t)), s, t ∈ G.
Here ψ(s) 6= 0 in the linear combination implies that EFixf = 0. We remark that Γψ(f, f)
and Γψ(f ∗, f ∗) are not equal in general because of noncommutativity. It is clear that in
this formulation (1.3) is really a condition on the 1-cocycle (or the cn-length function)
and involves no probability theory or semigroups of operators. However, the only way we
know to prove such inequalities is to use probability in an efficient way. To state our main
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results, we need to introduce the well-known Γ2-criterion due to Bakry–Emery. Recall
that
ΓA2 (f1, f2) =
1
2
[ΓA(Af1, f2) + Γ
A(f1, Af2)− AΓA(f1, f2)]
whenever f1 and f2 are in a suitable involutive subalgebra of the domain of the generator.
Theorem 1.2. Let G be a countable discrete group with cn-length function ψ and LG its
group von Neumann algebra. Suppose f ∈ LG satisfies Γψ2 (f, f) ≥ αΓψ(f, f) for some
α > 0. Then for 2 ≤ p <∞,
(1.4) ‖f −EFixf‖p ≤ C
√
p/αmax{‖Γψ(f, f)1/2‖p, ‖Γψ(f ∗, f ∗)1/2‖p}.
Note that Theorem 1.2 is a result for individual elements. As a property of the group
von Neumann algebra, we hope to show that (1.4) holds for all f ∈ LG. Recall Bakry–
Emery’s Γ2-criterion [BE´85]: There exists α > 0 such that Γ
ψ
2 (f, f) ≥ αΓψ(f, f) for all
f ∈ LG for which both Γψ2 (f, f) and Γψ(f, f) are well-defined. As observed in [JZ15],
in our context this condition is equivalent to the algebraic condition that Γψ2 − αΓψ is a
positive semidefinite form. The domain of Γ2 is typically smaller than that of Γ. Therefore,
it is possible that Γ2(f, f) is not well defined for some element f ∈ LG while (1.4) still
holds for this element. However, by [JZ15, Corollary 4.8], we know that (1.4) always holds
for all f ∈ LG provided Γ2(f, f) ≥ αΓ(f, f) for all f ∈ CG, because CG is a weakly dense
subalgebra of LG. Let us record this as the following result.
Corollary 1.3. Suppose the Γ2-criterion holds for the cn-length function ψ on a group G.
Then we have the Lp Poincare´ inequalities (1.4) for all f ∈ LG and 2 ≤ p <∞ whenever
the right-hand side of (1.4) is finite. Therefore, the 1-cocycle bψ is subgaussian.
Our motivation to study this problem comes from both noncommutative harmonic anal-
ysis and probability theory. In noncommutative harmonic analysis, Poincare´ inequalities
are closely related to noncommutative Riesz transform and smooth Fourier multiplier the-
ory developed in [JM10, JMP10]. In probability theory, precise moment estimation of
random variables could be the starting point of various results, including concentration
and transportation inequalities.
Let us mention some interesting applications. As indicated in [JZ15], applying Theorem
1.2 to the group G = Z2×· · ·×Z2, we recover the Poincare´ type inequalities for the Walsh
system due to Efraim and Lust-Piquard [ELP08]. By embedding the matrix algebra into
the discrete Heisenberg group von Neumann algebra, we find subgaussian behavior for
matrix algebras. Another immediate consequence of our main results is the following
transportation type inequalities shown in [JZ15,Zen14]. Let us recall some notation. Let
Tt = e
−tA be a semigroup acting on a noncommutative probability space (N , τ) with
generator A. Given τ -measurable operators ρ and σ, we define the following analogues of
classical Wasserstein distances
Q1(ρ, σ) := sup{|τ(xρ)/τ(ρ)− τ(xσ)/τ(σ)| : x self-adjoint, ‖Γ(x, x)‖∞ ≤ 1}
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and
Qφ(ρ, σ) = sup{|τ(xρ)/τ(ρ)− τ(xσ)/τ(σ)| : x self-adjoint, ‖Γ(x, x)1/2‖φ ≤ 1}
where ‖y‖φ = inf{c > 0 : τ [φ(|y|/c)] ≤ 1} and φ(t) = et2 − 1; see [Zen14] for a detailed
discussion about these distances and their relationship to Rieffel’s quantum metric spaces.
For a τ -measurable positive operator ρ, we define the entropy
Ent(ρ) = τ [ρ ln(ρ/τ(ρ))].
Corollary 1.4. Suppose the Γ2-criterion holds for the cn-length function ψ on a discrete
group G. Then
Q1(ρ, EFixρ) ≤ C
√
Ent(ρ)
and
Qφ(ρ, EFixρ) ≤ C ′max{
√
Ent(ρ), Ent(ρ)}
for all τ -measurable positive operators ρ affiliated to LG with τ(ρ) = 1.
We remark that the constant of order
√
p in our Poincare´ inequalities is crucial to deduce
these entropy bounds as observed in [JZ15,Zen14]. A constant of the order p, as obtained
in Section 4, is not sufficient for such entropy bounds.
Let us now point out the connection of our results to some previous ones. As is well
known, the major application of Γ2-criterion is to derive Gross’ log-Sobolev inequality (LSI)
under some mild condition; see [BE´85] and also the lecture notes [GZ03] for more details
in this direction. However, as observed in [JZ15], this implication is not true in general
non-diffusion setting where the sample paths are discontinuous; see e.g. [BGL14,RY99] for
the definition of classical diffusion semigroups and processes. In particular, the diffusion
property is characterized by the Leibnitz rule on the Γ form
(1.5) Γ(fg, h) = fΓ(g, h) + gΓ(f, h)
for smooth functions f, g and h in the domain of the generator. On the other hand, we
can deduce concentration inequalities directly from Γ2-criterion without (1.5); see (1.7)
below. Of course we still need a certain regularity condition on the semigroup Tt:
(1.6) ΓA(x, x) ∈ L1(N ) for all x ∈ Dom(A) ∩ N
(more precisely, for all x ∈ Dom(A1/2) ∩ N by extension).
This condition is introduced in [JRS14] to characterize the semigroups which admit a
Markov dilation with certain nice properties in analogy to classical diffusion processes.
For example the Poisson semigroup on the circle satisfies (1.6), but it is not a classical
diffusion semigroup. For a standard semigroup Tt with (1.6), it was proved in [JZ15] that
the Γ2-criterion implies the following Poincare´ type inequalities
(1.7) ‖f − EFix(f)‖p ≤ Cα−1/2min{√p‖ΓA(f, f)1/2‖∞, p‖ΓA(f, f)1/2‖p}
for all self-adjoint f ∈ N . The obstruction of inequalities like (1.2) in the noncommutative
setting was a lack of the good Burkholder inequality with appropriate norms or constants.
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Indeed, with the help of the optimal Burkholder–Davis–Gundy (BDG) inequality, it was
proved that the classical diffusion semigroups satisfy (1.2) under the Γ2-criterion; see
[JZ15, Theorem 4.9]. This may be regarded as a shortcut of the following implication in
the classical diffusion setting
(1.8) Γ2-criterion⇒ log-Sobolev inequality⇒ (1.2).
Here the first implication was due to Bakry–Emery [BE´85] and the second was due to
Aida–Stroock [AS94].
The optimal classical BDG inequality due to Barlow and Yor [BY82] asserts that
‖Xt‖p ≤ C√p‖〈X,X〉1/2t ‖p
for any continuous mean 0 martingale X , where 〈X,X〉 is the quadratic variation of
X . One way to obtain such an inequality in the noncommutative setting is through the
Burkholder inequality [JX03]
(1.9)
∥∥∥∑
k
dxk
∥∥∥
p
≤ A(p)
∥∥∥(∑
k
Ek−1(dx
∗
kdxk + dxkdx
∗
k)
)1/2∥∥∥
p
+B(p)
(∑
k
‖dxk‖pp
) 1
p
where dxk = xk − xk−1 is the martingale difference associated to the martingale (xk,Nk)
and Ek : N → Nk is the conditional expectation. One would expect the best order of A(p)
is
√
p, which is indeed the case in the commutative theory [Pin94]. The difficulty in the
noncommutative generality can be seen from the fact that if one requires A(p) = B(p) =
c(p), then the optimal order of c(p) in (1.9) is known to be p [Ran07, JX05], compared
to p/ ln p in the commutative theory [Hit90]. This shows that general noncommutative
martingales exhibit quite different behaviors from the classical martingales so that A(p) =
O(
√
p) may not be true. Although it is still unclear to us whether A(p) can be reduced
to
√
p in the general noncommutative setting, we do resolve an important case of this
problem in this paper, which is good enough to establish Theorem 1.2. In this way we
improve the main results of [JZ15] for the case of semigroups acting on group von Neumann
algebras generated by 1-cocycles. Our proof follows the same strategy as that in [JZ15].
The difficulty mentioned above is overcome by a decoupling argument, which is the key
new ingredient (Lemma 3.1) in our proof. We refer the interested reader to the monograph
[dlPG99] for various aspects of decoupling and applications.
Let us conclude the introduction by mentioning the relationship among log-Sobolev
inequality, spectral gap inequality and Lp Poincare´ inequalities. It is well known that the
log-Sobolev inequality implies the existence of spectral gap, or equivalently, L2 Poincare´
inequality. Conversely, the spectral gap inequality together with a defective log-Sobolev
inequality yields the log-Sobolev inequality; see e.g. [GZ03] for these facts. On the other
hand, the Lp Poincare´ inequalities obviously imply the spectral gap inequality. It would
be interesting to determine when the converse implication is possible. It is known that
in the classical diffusion setting the spectral gap would imply Lp Poincare´ inequalities,
but with constant Cp; see e.g. [Mil09, Proposition 2.5]. We show similar results in the
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noncommutative setting under some conditions. In Section 4, we formulate certain results
in this direction and prove, e.g., the following:
Theorem 1.5. Let Tt be an ergodic standard semigroup acting on a diffuse probability
space (N , τ) which satisfies (4.2). Suppose the generator A of Tt has a spectral gap: For
f ∈ N ,
‖f − τ(f)‖2 ≤ Cmax{‖Γ(f, f)1/2‖2, ‖Γ(f ∗, f ∗)1/2‖2}.
Then for all even integer p ≥ 2 and all f ∈ N ,
‖f − τ(f)‖p ≤ C ′pmax{‖Γ(f, f)1/2‖p, ‖Γ(f ∗, f ∗)1/2‖p}.
We overcome the lack of (1.5) in the noncommutative setting by using the derivations
of noncommutative Dirichlet forms developed by Cipriani and Sauvageot [JRS14] and the
Lp regularity theorem due to Olkiewicz–Zegarlinski [OZ99].
The paper is organized as follows. We recall some preliminary facts in Section 2. Then
we prove the Lp Poincare´ inequalities with constant C
√
p in Section 3. The relationship
between the spectral gap inequality and Lp Poincare´ inequalities is discussed in Section 4.
Some examples and illustrations are given in Section 5.
2. Preliminaries
2.1. Crossed products. We briefly recall the crossed product construction. Our ref-
erence is [Tak02, JMP10]. Let G be a discrete group with left regular representation
λ : G → B(ℓ2(G)). Given a noncommutative probability space (N , τ), we may assume
N ⊂ B(H) for some Hilbert space H . Suppose a trace preserving action α of G on N is
given, i.e., we have a group homomorphism α : G→ Aut(N ) (the ∗-automorphism groups
of N ) with τ(x) = τ(αg(x)) for all x ∈ N , g ∈ G. Identify ℓ2(G) ⊗ H with ℓ2(G;H).
Consider the representation π of N on ℓ2(G;H) given by π(x) =
∑
g∈G αg−1(x) ⊗ eg,g,
where eg,h is the matrix unit of B(ℓ2(G)). In other words, π(x)ξ(g) = αg−1(x)ξ(g) for
x ∈ N , ξ ∈ ℓ2(G;H). Then the crossed product of N by G, denoted by N ⋊αG, is defined
as the weak operator closure of 1N ⊗ λ(G) and π(N ) in B(ℓ2(G;H)). We usually drop
the subscript α if there is no ambiguity. Clearly, N ⋊G is a von Neumann subalgebra of
N⊗B(ℓ2(G)). In the special case N = C, the complex number algebra, C ⋊ G reduces
to the group von Neumann algebra L(G). Therefore, L(G) is a von Neumann subalgebra
of N ⋊ G and there exists a unique conditional expectation EL(G) : N ⋊ G → L(G). If
g ∈ G, fg ∈ N , we simply write fg ⋊ λ(g) or even fgλ(g) for π(fg)(1N ⊗ λ(g)). A generic
element of N ⋊G can be written as∑
g∈G
fg ⋊ λ(g) =
∑
g∈G
π(fg)λ(g) =
∑
g,h,h′
(αh−1(fg)⊗ eh,h)(1N ⊗ egh′,h′)
=
∑
g,h
αh−1(fg)⊗ eh,g−1h.
8 MARIUS JUNGE AND QIANG ZENG
There is a canonical trace on N ⋊G given by
τ ⋊ τG(f ⋊ λ(g)) = τ ⊗ τG(f ⊗ λ(g)) = τ(f)δg=e,
where we denote by τG the canonical trace on L(G). The arithmetic in N ⋊G is given by
(f ⋊ λ(g))∗ = αg−1(f
∗) ⋊ λ(g−1) and (f1 ⋊ λ(g1))(f2 ⋊ λ(g2)) = (f1αg1(f2))⋊ λ(g1g2). In
what follows, we may simply write fλ(g) instead of f ⋊ λ(g).
2.2. 1-cocycles on groups. LetG be a countable discrete group with a conditionally neg-
ative length (cn-length) function ψ : G→ R+. Recall that ψ is a length function if ψ(e) = 0
and ψ(g) = ψ(g−1), and ψ is conditionally negative if
∑
g ag = 0⇒
∑
g,h a¯gahψ(g
−1h) ≤ 0.
Then ψ determines an affine representation which is given by an orthogonal representation
α : G→ O(Hψ) over a real Hilbert space Hψ together with a map bψ : G→ Hψ satisfying
the cocycle law, i.e., bψ(gh) = bψ(g) + αg(bψ(h)); see e.g. [BO08]. To be more concrete,
let RG be the algebraic group algebra of G. Put K(g, h) = 1
2
(ψ(g) + ψ(h)− ψ(g−1h)) for
g, h ∈ G and define
[
∑
g
agδg,
∑
g′
ag′δg′] =
∑
g,g′
aga¯g′K(g, g
′).
Then Hψ is the closure of the quotient of RG by the kernel of [·, ·], i.e., Hψ = RG/Nψ where
Nψ is the kernel of [·, ·]. Define bψ(g) = δg+Nψ for g ∈ G and αg(bψ(h)) = bψ(gh)− bψ(g).
In this way, we obtain a 1-cocycle bψ. Conversely, suppose that b : G → H is a 1-cocycle
with coefficients in an orthogonal representation (α,H) of G. Put ψ(g) = ‖b(g)‖2 for
g ∈ G. Then ψ is a cn-length function on G. By a Gram–Schmidt procedure, we may
choose an orthonormal basis of Hψ so that bψ(g) depends on only finitely many nonzero
coordinates for all g ∈ G. This observation will save us from some technical problems. We
write Hψ ∼= ℓ2(d) even if d = +∞.
2.3. Gaussian measure space construction. Note that the Hilbert space L2([0,∞))⊗
Hψ is separable. By the well known Gaussian space construction (see e.g. [RY99,Str11]),
there exists a probability space (Ω,F ,P) and a linear map
β : L2([0,∞))⊗Hψ → L2(Ω,P)
such that β(1[0,t] ⊗ ξ) is Gaussian centered and
E[β(1[0,t] ⊗ ξ)β(1[0,s] ⊗ η)] = 2〈1[0,t] ⊗ ξ, 1[0,s] ⊗ η〉L2([0,∞))⊗Hψ = 2min{t, s}〈ξ, η〉Hψ .
We simply write βt(ξ) = β(1[0,t] ⊗ ξ) and denote by Ft the σ-subalgebra of F generated
by βs(ξ), for all s ≤ t and ξ ∈ Hψ. By Kolmogorov’s continuity criterion (see, e.g.,
[RY99, Theorem I.2.1]), βt(ξ) thus constructed is a R
d-valued Brownian motion, where Rd
is viewed as an abstract Wiener space associated to Hψ if d =∞. Indeed, by construction
the k-th component of βt(ξ) is a 1-dimensional Brownian motion with mean 0 and variance
2t|ξk|2, where ξk is the k-th component of ξ, and all the components of βt(ξ) are indepen-
dent. More explicitly, we can simply take Ω = (Rd)[0,+∞). Then βt(ξ)(ω) =
√
2
∑d
k=1 ξkω
k
t ,
where ωkt is the k-th coordinate map at time t. It is readily seen that βt(ξ) is a random
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variable in (Ω,P) with variance 2t‖ξ‖2. Suppose α is an orthogonal representation of G on
Hψ. By [Str11, Theorem 8.3.14], α determines a Gaussian measure preserving action α
∗
on (Ω,P). By abuse of notation, we still denote α∗ by α. The G-action α on Rd induces
an action αˆ on L2(Ω,P), such that αˆg(βt(h)) = βt(αg(h)). It follows that
(2.1) αˆg(f)(ω) = f(αg−1(ω))
for f ∈ L2(Ω,P), where αg(ω)t = αg(ωt). Clearly, αˆ extends naturally to isometric actions
on Lp(Ω,P) for 1 ≤ p ≤ ∞. In the following we will consider the von Neumann algebra
L∞(Ω,P)⋊αˆG and simply omit the subscript αˆ in the notation. To conclude this section,
we remark that although Hψ (and thus βt(ξ)) may be infinitely dimensional, βt(bψ(g)) is
always a finite dimensional Brownian motion for all g ∈ G because bψ(g) only depends on
finitely many nonzero coordinates.
2.4. Hardy spaces associated to martingales. We refer to [JM10, JP14] for this
subsection. Let N1 ⊂ N2 ⊂ · · · ⊂ N be a filtration with conditional expectations
En : N → Nn. Recall that a sequence (xn) ⊂ N is a martingale if xn ∈ Nn and
En(xn+1) = xn. Let dxk = xk − xk−1 be the associated martingale differences. We need
the conditional Hardy spaces associated to martingales given as follows. For 1 ≤ p < ∞,
define
‖x‖hdp =
(∑
k
‖dxk‖pp
)1/p
, ‖x‖hcp =
∥∥∥∥∥
(∑
k
Ek−1(dx
∗
kdxk)
)1/2∥∥∥∥∥
p
,
and ‖x‖hrp = ‖x∗‖hcp.
We are going to use the continuous filtration (Nt)t≥0 ⊂ N in the following. Recall
that a martingale x is said to have almost uniform (or a.u. for short) continuous path
if for every T > 0, every ε > 0 there exists a projection e with τ(1 − e) < ε such
that the function fe : [0, T ] → N given by fe(t) = xte ∈ N is norm continuous. Let
σ = {0 = s0, · · · , sn = T} be a partition of the interval [0, T ] and |σ| its cardinality. Put
‖x‖hcp([0,T ];σ) =
∥∥∥ |σ|−1∑
j=0
Esj |Esj+1x− Esjx|2
∥∥∥1/2
p/2
, 2 ≤ p ≤ ∞,
‖x‖hdp([0,T ];σ) =
( |σ|−1∑
j=0
‖Esj+1x−Esjx‖pp
)1/p
, 2 ≤ p <∞,
and ‖x‖hrp([0,T ];σ) = ‖x∗‖hcp([0,T ];σ). Let U be an ultrafilter refining the natural order given
by inclusion on the set of all partitions of [0, T ]. Let x ∈ Lp(N ). For 2 ≤ p < ∞, we
define
〈x, x〉T = lim
σ,U
|σ|−1∑
i=0
Esi |Esi+1x− Esix|2.
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Here the limit is taken in the weak* topology and it is shown in [JKPX] that the conver-
gence is also true in Lp norm ‖ · ‖p/2 for all 2 < p <∞. We define the continuous version
of hp norms for 2 ≤ p <∞,
‖x‖hcp([0,T ]) = limσ,U ‖x‖hcp([0,T ];σ),
‖x‖hdp([0,T ]) = limσ,U ‖x‖hdp([0,T ];σ).
and ‖x‖hrp([0,T ]) = ‖x∗‖hcp([0,T ]) for 2 ≤ p <∞. Then for all 2 < p <∞
‖x‖hcp([0,T ]) = ‖〈x, x〉T‖1/2p/2.
A martingale x is said to be of vanishing variation if ‖x‖hdp([0,T ]) = 0 for all T > 0 and
all 2 < p < ∞. If x has a.u. continuous path, then it is of vanishing variation. In the
following, we will apply these results to matrix-valued martingales driven by Brownian
motions. Hence they automatically have almost uniform continuous paths.
3. Lp Poincare´ inequalities for group von Neumann algebras
Consider the semigroup Tt acting on LG given by Ttλ(g) = e
−tψ(g)λ(g), where ψ is a
conditionally negative length function on G; see Section 2.2. (Tt) satisfies (1.6). For a
proof of this fact, see [JZ15]. According to [JRS14], Tt admits a Markov dilation with
almost uniformly continuous path. We refer the reader to [JRS14, JZ15] for the precise
definition. In fact, we can write down the dilation explicitly in our setting. Following the
notation of Section 2.1 and 2.3, we define
πt : LG→ L∞(Ω,Ft)⋊G, πt(λ(g)) = eiβt(bψ(g))(ω) ⋊ λ(g).
The Markov property can be checked directly because
Es(πtλ(g)) = πs(Tt−sλ(g))
for s < t and g ∈ G, and the same equation holds for arbitrary f ∈ LG by linearity and
density. Here Es : L∞(Ω,F) ⋊ G → L∞(Ω,Ft) ⋊ G is the conditional expectation. It
follows that
(3.1) mt(x) = πt(x)− π0(x) +
∫ t
0
πs(Ax)ds
is a martingale with almost uniformly continuous path for x ∈ LG. We will need the
reversed martingale. To this end, let us fix a large constant L > 0, and define
vt(x) = πtTL−tx
for t < L. It is easy to check that (vt)0≤t≤L is a martingale.
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For ξ ∈ Hψ with finitely many nonzero coordinates, we write βt(ξ) =
∑∞
k=1 ξkB
k
t ,
where (Bkt )k are independent Brownian motions with variance 2t, and can be given by
Bkt (ω) =
√
2ωkt in the notation of Section 2.3. By Ito’s formula,
eiβt(ξ) = 1 + i
∑
k
ξk
∫ t
0
eiβs(ξ)dBks − ‖ξ‖2
∫ t
0
eiβs(ξ)ds.
It follows that
(3.2) πt(λ(g)) = λ(g) + i
∑
k
bψ(g)k
(∫ t
0
eiβs(bψ(g))dBks
)
⋊ λ(g)−
∫ t
0
πs(A(λ(g)))ds,
where bψ(g)k is the k-th coordinate of bψ(g). Combining (3.1) and (3.2), we have
mt(λ(g)) = i
∑
k
bψ(g)k
(∫ t
0
eiβs(bψ(g))dBks
)
⋊ λ(g).
Note that vt(λ(g)) = e
−(L−t)ψ(g)eiβt(bψ(g))λ(g). By Ito’s formula, we have
vt(λ(g)) = v0(λ(g)) + i
∑
k
bψ(g)k
(∫ t
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
⋊ λ(g).
It follows that
πL(λ(g))− π0(TLλ(g)) =
∫ L
0
dvs(λ(g))
= i
∑
k
bψ(g)k
( ∫ L
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
⋊ λ(g).
Let x =
∑
g∈G xgλ(g) ∈ CG be a finite sum. Then
(3.3) πL(x)− TL(x) = i
∑
g∈G,k∈N
xgbψ(g)k
(∫ L
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
⋊ λ(g).
We consider the discretized stochastic integral (assuming n = L), or martingale transform
(3.4) Mn(x) = i
∑
g∈G,j∈N
n−1∑
k=0
xgbψ(g)je
−(L−tk)ψ(g)[eiβtk (bψ(g))dBjtk ]⋊ λ(g),
where dBjtk = B
j
tk+1
−Bjtk . It is well known that this martingale converges to the stochastic
integral in Lp for 2 ≤ p < ∞. Indeed, the stochastic integral can be defined as the L2
limit of a certain martingale transform; see e.g. [KS91]. Similar argument can be applied
to the case of p > 2. We need a precise Burkholder inequality for this (noncommutative)
martingale in order to derive the subgaussian property. As explained in Introduction
(see also [JZ15]), however, the upper bounds in known inequalities can only result in
the inequality (1.7). Our approach here relies on the decoupling technique thanks to the
special structure in the martingale transform.
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Let us consider the discrete time martingale xn ∈ L∞(Ω,Fn)⋊G given by
(3.5) xn =
n−1∑
k=0
∑
g∈G,j∈N
[f jg (βk(g))dB
j
k+1]⋊ λ(g)
where f jg is a continuous function, for any j ∈ N, (Bjk)k is a martingale with independent
martingale differences dBjk+1 = B
j
k+1 − Bjk. In what follows we will simply write
∑
g,j
instead of
∑
g∈G,j∈N and this always means a finite sum.
Lemma 3.1 (Decoupling). Suppose βk(g) is measurable with respect to σ(B
j
m, m ≤ k, j ∈
N) for g ∈ G and k = 0, · · · , n − 1 and (B˜jk) an independent copy of (Bjk). Then for
2 ≤ p <∞,∥∥∥ n−1∑
k=0
∑
g,ℓ
[f ℓg(βk(g))dB
ℓ
k+1]⋊ λ(g)
∥∥∥p
p
≤ 4p
∥∥∥ n−1∑
k=0
∑
g,ℓ
[f ℓg(βk(g))dB˜
ℓ
k+1]⋊ λ(g)
∥∥∥p
p
.
Proof. To shorten the notation, we simply write βk for βk(g). Consider independent ran-
dom selectors δk, k = 0, · · · , n with E(δk) = 1/2. Define ∆ = {j ∈ {0, · · · , n} : δj = 1}.
Then E(δj(1− δk)) = 1/4 for j 6= k. The left-hand side is
A :=
∥∥∥∑
g,ℓ
n∑
j,k=0
1{j=k+1}[f
ℓ
g(βk)dB
ℓ
j ]⋊ λ(g)
∥∥∥p
p
= 4p
∥∥∥∑
g,ℓ
n∑
j,k=0
1{j=k+1}Eδδk(1− δj)[f ℓg(βk)dBℓj ]⋊ λ(g)
∥∥∥p
p
.
By Jensen’s inequality, we have
A ≤ 4pEδ
∥∥∥∑
g,ℓ
n∑
j,k=0
1{j=k+1}δk(1− δj)[f ℓg(βk)dBℓj ]⋊ λ(g)
∥∥∥p
p
≤ 4pEδ
∥∥∥∑
g,ℓ
∑
k∈∆,j /∈∆
1{j=k+1}[f
ℓ
g(βk)dB
ℓ
j ]⋊ λ(g)
∥∥∥p
p
.
Since βk and dB
ℓ
k+1 are independent for all ℓ, and taking expectation of βk’s commutes
with the group action, we have
A ≤ 4pEδ
∥∥∥∑
g,ℓ
∑
k∈∆,j /∈∆
1{j=k+1}[f
ℓ
g(βk)dB˜
ℓ
j ]⋊ λ(g)
∥∥∥p
p
for any independent copy (B˜jk) of (B
j
k). We may and do fix a realization of δ and thus fix
a partition ∆0 ⊔∆c0 = {0, · · · , n} so that
(3.6) A ≤ 4p
∥∥∥∑
g,ℓ
∑
k∈∆0,k+1/∈∆0
[f ℓg(βk)dB˜
ℓ
k+1]⋊ λ(g)
∥∥∥p
p
.
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Now the von Neumann algebra has been enlarged to (L∞(Ω,F)⊗L∞(Ω˜, F˜))⋊G by diag-
onal extension of the group action. Here (Ω˜, F˜) is generated by (B˜ℓk). Let
id⊗ E∆˜c
0
: L∞(Ω,F)⊗L∞(Ω˜, F˜)→ L∞(Ω,F)⊗L∞(σ(B˜ℓk+1 : ℓ ∈ N, k + 1 ∈ ∆c0))
denote the conditional expectation. Note that dB˜k+1’s are mean zero. Then we may
rewrite (3.6) as
A ≤ 4p
∥∥∥(id⊗ E∆˜c
0
( ∑
k∈∆0
n∑
k+1=1
∑
g,ℓ
[f ℓg(βk)dB˜
ℓ
k+1]
))
⋊ λ(g)
∥∥∥p
p
.
Observing that k ∈ ∆0 if and only if k + 1 ∈ ∆0 + 1, we have
A ≤ 4p
∥∥∥id⊗ E
∆˜0+1
(
id⊗ E∆˜c
0
( n−1∑
k=0
∑
g,ℓ
[f ℓg(βk)dB˜
ℓ
k+1]
))
⋊ λ(g)
∥∥∥p
p
,
where id⊗E
∆˜0+1
is defined similarly to id⊗E∆˜c
0
as above. Since conditional expectations
extend to contractions on Lp, the proof is complete. 
Remark 3.2. The general decoupling argument is a very powerful tool in various applica-
tions. In fact, a more general version of Lemma 3.1 holds. Namely, we can remove the
condition that dBjk+1’s are martingale differences, only require them to be independent
from βk(g). The proof follows the general decoupling technique developed for U -statistics
due to de la Pen˜a [dlP92]; see also the proof of [dlPG99, Theorem 3.1.1]. We refer the
interested reader to the monograph [dlPG99] for an extensive discussion of decoupling
methods. We keep the current version for simplicity.
Let us denote by x˜n the decoupled version of xn, i.e.,
x˜n =
n−1∑
k=0
∑
g,j
[f jg (βk(g))dB˜
j
k+1]⋊ λ(g).
Consider the von Neumann subalgebra N = L∞(Ω,F) ⋊ G. By the noncommutative
Rosenthal inequality proved in [JZ13], we have for 2 ≤ p <∞,
‖x˜n‖p ≤ Cmax
{√
p
∥∥∥( n∑
j=1
EN (dx˜
∗
jdx˜j + dx˜jdx˜
∗
j )
)1/2∥∥∥
p
, p
( n∑
j=1
‖dx˜j‖pp
)1/p}
where dx˜j =
∑
g,ℓ[f
ℓ
g(βj−1(g))dB˜
ℓ
j ] ⋊ λ(g) for j = 1, · · · , n. Now it is crucial to observe
that
EN (dx˜
∗
jdx˜j + dx˜jdx˜
∗
j ) = Ej−1(dx
∗
jdxj + dxjdx
∗
j ),
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and ‖dx˜j‖p = ‖dxj‖p, where dxj = xj − xj−1 is the martingale difference. We have then
for 2 ≤ p <∞,
‖xn‖p ≤ Cmax
{√
p‖(
n∑
k=1
Ek−1(dx
∗
kdxk + dxkdx
∗
k))
1/2‖p, p(
n−1∑
k=1
‖dxk‖pp)1/p
}
.
In other words,
(3.7) ‖xn‖p ≤ Cmax{√p‖xn‖hcp,
√
p‖xn‖hrp, p‖xn‖hdp}.
Now apply (3.7) to the discretized martingale (3.4). By the facts on Hardy spaces presen-
tated in Section 2.4,
‖v(x)‖hcp([0,L]) = ‖〈v(x), v(x)〉1/2L ‖p = limn→∞ ‖Mn(x)‖hcp.
Since v(x) is driven by Brownian motion, it has continuous path and is of vanishing
variation, i.e.,
‖v(x)‖hdp([0,L]) = limn→∞ ‖Mn(x)‖hdp = 0.
See [JP14,JZ15] for more details. Combining things together, we have shown the following
result.
Lemma 3.3 (Burkholder–Davis–Gundy inequality). Let vt(x) = πtTL−t(x) be the martin-
gale associated to x ∈ LG as before, then for 2 ≤ p <∞,
‖vL(x)− v0(x)‖p ≤ C√pmax{‖v(x)‖hcp([0,L]), ‖v(x)‖hrp([0,L])}.
Let π˜t = πL−t, F˜[t = FL−t and E[t = EL−t for t < L. Define nt(x) = πL−t(Ttx). It is
easy to check that (π˜t, F˜[t) is a reversed Markov dilation, i.e., for s < t,
E[tπ˜sx = EL−tπL−s(x) = πL−tTt−sx = π˜tTt−sx.
It follows that (nt(x), E[t) is a reversed martingale and vL(x)− v0(x) = n0(x)− nL(x)
Proof of Theorem 1.2. The proof follows the same idea as for [JZ15, Theorem 4.4]. We
give a sketch for completeness. By approximation, we may assume x =
∑
g∈G xgλ(g) is
a finite linear combination. By replacing x by x − EFixx, we may assume EFixx = 0.
It follows that limL→∞ ‖TLx‖p = 0. The Γ2-criterion implies uniform boundedness for
Γ(Trx, Trx) for r ≥ 0 in Lp(LG). By [JZ15, Lemma 4.3] and Lemma 3.3, we have
‖πLx‖p − ‖π0TLx‖p ≤ ‖πLx− π0TLx‖ = ‖n0(x)− nL(x)‖p
≤ C√pmax
{∥∥∥∫ L
0
π˜r(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
,
∥∥∥ ∫ L
0
π˜r(Γ(Trx
∗, Trx
∗))dr
∥∥∥1/2
p/2
}
.
Then the Γ2-criterion gives Γ(Ttx, Ttx) ≤ e−2αtTtΓ(x, x); see [JZ15, Lemma 4.6]. Since π˜t
and Tt are contractions, we have∥∥∥ ∫ L
0
π˜r(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
≤
( 1
2α
− 1
2αe2αL
)1/2
‖Γ(x, x)‖1/2p/2.
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Similar inequality holds for x∗. Since πt is trace preserving ∗-homomorphism, ‖πtx‖p =
‖x‖p for all t ≥ 0 and x ∈ LG. We also have limL→∞ TLx = EFixx = 0 in Lp(LG). Now
sending L→∞ completes the proof. 
Proof of Corollary 1.3. Notice that the group algebra CG is weakly dense in LG. The
assertion follows verbatim the proof of [JZ15, Corollary 4.8]. 
Proof of Corollary 1.4. By [Zen14, Theorem 1.3], the Lp Poincare´ inequalities with con-
stants
√
p implies the second inequality in the assertion. But Corollary 1.3 says that
Bakry–Emery’s condition gives the subgaussian growth for 2 ≤ p < ∞, and therefore
yields the second inequality. The first one is even simpler. See Proposition 3.14 and
Corollary 3.19 in [JZ15]. 
The strategy we used here can be applied to other settings as long as the martingale
obtained from the Markov dilation can be approximated by a martingale transform like
(3.4). Let us consider an application to the Lindblad operator in quantum dynamical
system; see [Lin76,Par92]. Let (aj)
m
j=1 ⊂Mn be a family of mutually commuting Hermitian
matrices, where Mn is the matrix algebra of dimension n
2. Define A acting on Mn by
A(x) =
m∑
j=1
xa2j + a
2
jx− 2ajxaj .
Consider the semigroup Tt = e
−tA acting on Mn generated by A. Then we have the
following result.
Theorem 3.4. Suppose there exists α > 0 such that ΓA2 (x, x) ≥ αΓA(x, x) for x ∈ Mn.
Then for 2 ≤ p <∞,
(3.8) ‖x− EFixx‖p ≤ C
√
p/αmax{‖ΓA(x, x)1/2‖p, ‖ΓA(x∗, x∗)1/2‖p}.
Sketch of proof. The proof follows that of Theorem 1.2 with appropriate modification.
We sketch the main steps here. Let ut = exp(i
∑m
j=1B
j
t aj), where B
j
t ’s are independent
Brownian motions with generator d2/dx2. Since we assumed aj ’s are mutually commuting,
by Ito’s formula, ut satisfies the following stochastic differential equation
dut = −
m∑
k=1
a2kutdt+ i
m∑
k=1
utakdB
k
t .
Let πtx = u
∗
txut for x ∈ Mn. Then it was shown in [JRS14]that πt is a Markov dilation
for Tt, i.e., Esπtx = πsTt−sx for s < t.
Fix L > 0. Let vt(x) = πtTL−tx. It is a martingale for 0 < t < L. By Ito’s formula,
πLx− π0TLx = i
∑
k
∫ L
0
u∗s(−akTL−tx+ TL−txak)usdBks .
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Then we can discretize the stochastic integral and apply a decoupling argument to find
the BDG inequality for vt(x), as what we did in the proof of Theorem 1.2. Note that
nt(x) := πL−t(Ttx) is a reversed martingale and n0(x) − nL(x) = πLx − TLx. Combining
[JZ15, Lemma 4.3] with the Γ2-criterion, we arrive at the assertion. 
4. Spectral gap and Lp Poincare´ inequalities
In the classical diffusion setting, if the probability measure is non-atomic, it is known
that the L2 Poincare´ inequality (a.k.a. the spectral gap inequality) implies the Lp Poincare´
inequalities with constant Cp for 2 ≤ p < ∞; see e.g. [Mil09, Proposition 2.5]. In this
section, we show that such implication still holds in the noncommutative setting under
some conditions. A crucial ingredient in the commutative theory is the Leibniz rule (1.5)
for the gradient form, which is not available in general non-diffusion setting. The remedy
relies on two ingredients. The first is the derivation property of Γ proved in [CS03, Theorem
8.2] (see also [JRS14]), i.e., there exists a closable derivation δ on L2(N , τ), such that
(4.1) τ(Γ(x, x)) = τ(δ(x)∗δ(x))
for x ∈ Dom(A1/2) ∩ N (the domain of the Dirichlet form). The second is the following
assumption
(4.2) C−1‖δ(x)‖p ≤ max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p} ≤ C‖δ(x)‖p
for all 1 < p <∞.
Remark 4.1. The assumption (4.2) is verified in Junge–Ricard–Shlyakhtenko [JRS14] for
any standard semigroup which satisfies (1.6). Indeed, if interpreted correctly such a deriva-
tion can be constructed in an ultra-power using approximating δα as in Section 3 of [CS03]
for all completely positive self-adjoint trace preserving semigroups. The proof uses free
probability theory to construct Markov dilations. We will not pursue this point here
further.
The following technical result is standard.
Lemma 4.2. Let 1 ≤ p <∞. Then
‖Γ(x, y)‖p ≤ ‖Γ(x, x)‖1/2p ‖Γ(y, y)‖1/2p .
Proof. The case p = 1 was proved in [JZ15, Corollary 4.8]. The general case follows from
the same argument with the help of Ho¨lder’s inequality. 
Lemma 4.3. Let f1, · · · , fm, g1, · · · , gn ∈ Dom(A) be self-adjoint elements. Assume (4.2)
holds. Then
τ [Γ(f1 · · ·fm, g1 · · · gn)] ≤ C
m∑
i=1
n∑
j=1
‖Γ(fi, fi)1/2‖m+n‖Γ(gj, gj)1/2‖m+n
∏
k 6=i,ℓ 6=j
‖fk‖m+n‖gℓ‖m+n.
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Proof. By (4.1) and the derivation property, we have
τ [Γ(f1 · · ·fm, g1 · · · gn)] =
∑
i,j
τ [(f1 · · · fi−1δ(fi)fi+1 · · · fm)∗(g1 · · · gj−1δ(gj)gj+1 · · · gn)].
Using Ho¨lder’s inequality, we obtain
τ [Γ(f1 · · · fm, g1 · · · gn)]
≤
∑
j,k
‖f1‖m+n · · · ‖fj+1‖m+n‖δ(fj)‖m+n‖fj−1‖m+n · · · ‖fm‖m+n·
‖g1‖m+n · · · ‖gk−1‖m+n‖δ(gk)‖m+n‖gk+1‖m+n · · · ‖gn‖m+n.
Now using (4.2), we complete the proof. 
Recall that Tt is ergodic if the fixed point algebra of Tt is trivial. Thus EFix(x) = τ(x).
Theorem 4.4. Let Tt be an ergodic standard semigroup acting on a diffuse probability
space (N , τ) which satisfies (4.2). Suppose the generator A of Tt has a spectral gap: For
f ∈ N ,
‖f − τ(f)‖2 ≤ Cmax{‖Γ(f, f)1/2‖2, ‖Γ(f ∗, f ∗)1/2‖2}.
Then for all even integer p ≥ 2 and all f ∈ N ,
‖f − τ(f)‖p ≤ C ′pmax{‖Γ(f, f)1/2‖p, ‖Γ(f ∗, f ∗)1/2‖p}.
Proof. Let g ∈ N be a self-adjoint element and p = 2q be an even integer. Without loss
of generality we may assume τ(g) = 0. Since N is diffuse, there is no minimal projection
in N . Let g = ∫
R
tdEt be the spectral decomposition, where dE is the spectral measure
of g. Then the scalar spectral measure τ ◦ dE of g is non-atomic. We can find a function
sgn(·) : spec(g)→ {±1} such that τ [sgn(g)gp/2] = 0, where spec(g) denotes the spectrum
of g. Let f = sgn(g)gp/2. Applying the spectral gap inequality on f , we have
(4.3) τ(g2q) ≤ C2τ [Γ(gq, gq)].
By Lemma 4.3,
τ [Γ(gq, gq)] ≤ C ′q2‖g‖2q−22q ‖Γ(g, g)1/2‖22q
Hence,
(4.4) ‖g‖2q ≤ C ′q‖Γ(g, g)1/2‖2q.
For general mean zero element f ∈ N , write f = ℜ(f) + iℑ(f), where ℜ(f) = f+f∗
2
and
ℑ(f) = f−f∗
2i
. Using the triangle inequality and (4.4), we obtain
‖f‖p ≤ ‖ℜ(f)‖p + ‖ℑ(f)‖p ≤ C ′q(‖Γ(ℜ(f),ℜ(f))1/2‖p + ‖Γ(ℑ(f),ℑ(f))1/2‖p).
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By Lemma 4.2, we find
‖Γ(ℜ(f),ℜ(f))1/2‖p = ‖Γ(ℜ(f),ℜ(f))‖1/2q
=
1
2
[‖Γ(f, f)‖q + 2‖Γ(f, f ∗)‖q + ‖Γ(f ∗, f ∗)‖q]1/2
≤ 1
2
[‖Γ(f, f)‖q + 2‖Γ(f, f)‖1/2q ‖Γ(f ∗, f ∗)‖1/2q + ‖Γ(f ∗, f ∗)‖q]1/2
≤ 1
2
[‖Γ(f, f)‖1/2q + ‖Γ(f ∗, f ∗)‖1/2q ].
Similar argument applies to ‖Γ(ℑ(f),ℑ(f))1/2‖p and the proof is complete. 
Note that the diffuse and ergodic assumptions are indispensable in the above argument.
We provide some results without these assumptions in the following.
Theorem 4.5. Let Tt be a standard semigroup acting on a probability space (N , τ) with
(4.2) such that
(4.5) ‖EFixg‖2 ≤ C1τ(g)
for all g ≥ 0. Suppose the spectral gap inequality holds: For f ∈ N ,
‖f − EFix(f)‖2 ≤ C2max{‖Γ(f, f)1/2‖2, ‖Γ(f ∗, f ∗)1/2‖2}.
Then we have for all f ∈ N and k ∈ N,
‖f −EFix(f)‖2k ≤ C32k max{‖Γ(f, f)1/2‖2k , ‖Γ(f ∗, f ∗)1/2‖2k}.
Proof. By the same argument as for Theorem 4.4, it suffices to consider the self-adjoint
element f . Since Γ(f −EFixf, f −EFixf) = Γ(f, f), we may assume EFixf = 0. Note that
k = 1 is the spectral gap inequality. We proceed by induction. Assume
‖f‖2k ≤ Ak2k‖Γ(f, f)1/2‖2k ,
where Ak is the best constant. Applying the spectral gap inequality to f
2k and using the
assumption (4.5), we have
‖f‖2k+12k+1 ≤ C22τ [Γ(f 2
k
, f 2
k
)] + C21τ(f
2k)2.
By Lemma 4.3 and the induction hypothesis,
‖f‖2k+12k+1 ≤ CC2222k‖Γ(f, f)1/2‖22k+1‖f‖2
k+1−2
2k+1
+ C21A
2k+1
k 2
k2k+1‖Γ(f, f)1/2‖2k+12k =: I + II.
Suppose I ≤ II. Since τ(1) = 1, we have
‖f‖2k+12k+1 ≤ 2C21A2
k+1
k 2
k2k+1‖Γ(f, f)1/2‖2k+12k+1 .
It follows that Ak+1 ≤ (
√
2C1)
1/2k2−1Ak. Suppose II ≤ I. Then
‖f‖2k+12k+1 ≤ 2CC2222k‖Γ(f, f)1/2‖22k+1‖f‖2
k+1−2
2k+1
.
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We have
‖f‖2k+1 ≤
1√
2
√
CC22
k+1‖Γ(f, f)1/2‖2k+1 .
Hence Ak+1 ≤
√
CC2/
√
2. It follows that
Ak+1 ≤ max{(
√
2C1)
1/2k2−1Ak,
√
CC2/
√
2} ≤ max{(
√
2C1)
1/2kAk,
√
CC2/
√
2}.
Note that we may assume without loss of generality
√
2C1 ≥ 1 and C1 ≥
√
C/2. Since we
may take A1 = C2, inductively we have (
√
2C1)
1/2kAk ≥
√
CC2/
√
2 for all k ∈ N. Let
Bk = C2
k−1∏
j=1
(
√
2C1)
1/2j .
Since logBk ≤ log(
√
2C1C2), Ak ≤ Bk is uniformly bounded. The proof is complete. 
To state a result for arbitrary p, let us recall the Lp regularity of Dirichlet forms due
to Olkiewicz and Zegarlinski [OZ99, Theorem 5.5]. In our context, their result implies
([OZ99, (22)]) that
τ(f p/2Af p/2) ≤ p
2
4(p− 1)τ(f
p−1Af)
for positive f in the domain of the Dirichlet form on the right-hand side and 1 < p <∞.
By [CS03], we know that τ(fAg) = τ [Γ(f, g)]. It follows that
(4.6) τ [Γ(f p/2, f p/2)] ≤ p
2
4(p− 1)τ [Γ(f, f
p−1)]
for f ≥ 0.
Theorem 4.6. Under the assumptions of Theorem 4.5, for p ≥ 2, there exists a finite
set Fp ⊂ [1, 2) determined by p, such that for every self-adjoint element f ∈ N with
EFix(f) = 0, we have
(4.7) ‖f‖p ≤ C ′max
{
max
α∈Fp
p1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α, p‖Γ(f, f)1/2‖p
}
.
Proof. We argue by induction on n for 2n ≤ p ≤ 2n+1. Let 2 ≤ p < ∞. By the spectral
gap inequality, we have
‖f‖pp = ‖|f |p/2‖22 ≤ C22τ [Γ(|f |p/2, |f |p/2)] + ‖EFix(|f |p/2)‖22.
Using (4.1) and (4.6), we have
τ [Γ(|f |p/2, |f |p/2)] ≤ p
2
4(p− 1)τ [δ(|f |)
∗δ(|f |k|f |α)],(4.8)
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where [p− 2] = k, p = k + 1 + α and 1 ≤ α < 2. Using the derivation property, Ho¨lder’s
inequality and (4.2),
τ [δ(|f |)∗δ(|f |k|f |α)] =
k∑
j=1
τ [δ(|f |)∗|f |k−jδ(|f |)|f |j−1|f |α] + τ [δ(|f |)∗|f |kδ(|f |α)]
≤
k∑
j=1
‖δ(|f |)∗‖p‖f‖k−jp ‖δ(|f |)‖p‖f‖j−1+αp + ‖δ(|f |)∗‖p‖f‖kp‖δ(|f |α)‖p/α
≤ C2[k‖Γ(|f |, |f |)1/2‖2p‖f‖k−1+αp + ‖Γ(|f |, |f |)1/2‖p‖f‖kp‖Γ(|f |α, |f |α)1/2‖p/α].
Let Lp,α = ‖Γ(|f |α, |f |α)1/2‖p/α‖f‖p/2−αp . Noticing the relationship among p, k, α, we find
(4.9) τ [δ(|f |)∗δ(|f |k|f |α)] ≤ C2[(p− 1− α)L2p,1 + Lp,1Lp,α] ≤ C2(p− α)max{L2p,α,L2p,1}.
On the other hand, by assumption (4.5), we have for 2 ≤ p ≤ 4,
‖EFix(|f |p/2)‖22 ≤ C21τ(|f |p/2)2 ≤ C21‖f‖p2
≤ C21Cp2‖Γ(f, f)1/2‖p2 ≤ C21Cp2‖Γ(f, f)1/2‖pp.
Plugging into (4.8), we have
‖f‖pp ≤
C2C22p
2
4
max{L2p,α,L2p,1}+ C21Cp2‖Γ(f, f)1/2‖pp =: I + II.
If I ≤ II, we have ‖f‖p ≤ 21/pC2/p1 C2‖Γ(f, f)1/2‖p. Suppose II ≤ I. Let Fp = {1, α}. We
may find α0 ∈ Fp such that L2p,α0 = max{L2p,α,L2p,1}. It follows that
‖f‖2α0p ≤
C2C22p
2
2
‖Γ(|f |α0, |f |α0)1/2‖2p/α0.
Hence, we find
(4.10) ‖f‖p ≤ (CC2)
1/α0p1/α0
21/(2α0)
‖Γ(|f |α0, |f |α0)1/2‖1/α0p/α0 ≤ C ′maxα∈Fp p
1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α.
We have proven (4.7) for 2 ≤ p ≤ 4. Assume (4.7) holds for 2n−1 ≤ p ≤ 2n and let An
denote the best constant. By assumption (4.5) and the induction hypothesis,
‖EFix(|f |p/2)‖22 ≤ C21‖f‖pp/2
≤ C21Apnmax
{
max
α∈Fp/2
(p
2
)p/α
‖Γ(|f |α, |f |α)1/2‖p/αp/(2α),
(p
2
)p
‖Γ(f, f)1/2‖pp/2
}
=: III.
Combining with (4.8) and (4.9), we get
‖f‖pp ≤
C2C22p
2
4
max{L2p,α,L2p,1}+ III = I + III.
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If I ≥ III, we get (4.10) as above. In this case, we may take Fp = {1, α} and
An+1 ≤ sup
1≤α≤2
2−1/(2α)(CC2)
1/α.
Now suppose I ≤ III. Then
‖f‖p ≤ 21/pC2/p1 Anmax
{
max
α∈Fp/2
(p
2
)1/α
‖Γ(|f |α, |f |α)1/2‖1/αp/(2α),
p
2
‖Γ(f, f)1/2‖p/2
}
≤ 21/pC2/p1 Anmax
{
max
α∈Fp/2
p1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α, p‖Γ(f, f)1/2‖p
}
.
In this case, we may take Fp = Fp/2 and An+1 ≤ 21/pC2/p1 An. Combining together, we
may set Fp = Fp/2 ∪ {α} and An+1 ≤ max{sup1≤α≤2(CC2/
√
2)α, (2C21)
1/2nAn}. We may
assume without loss of generality sup1≤α≤2(CC2/
√
2)α ≤ (2C21)1/2A1 and 2C21 ≥ 1. Thus
inductively
sup
1≤α≤2
(C2/
√
2)α ≤ (2C21)1/2
n
An.
By the same argument as for Theorem 4.5, An is uniformly bounded and the proof is
complete. 
Remark 4.7. It is not difficult to check that the assumption (4.5) is satisfied if the fixed
point algebra of Tt is finite dimensional. The constant C1 depends on the dimension of the
fixed point algebra and the trace on this algebra. In fact, finite dimensional von Neumann
algebras are of the form ⊕ri=1Mni , where Mni is the matrix algebra of dimension n2i . For
simplicity, let us illustrate the case Fix =Mn. For x ∈Mn,
‖x‖2 =
[ 1
n
tr(x∗x)
]1/2
=
1√
n
n∑
i=1
s2i ,
where tr is the usual trace on Mn, and si’s are the singular values of x. Similarly, ‖x‖1 =
1
n
∑n
i=1 si. Then ‖x‖2 ≤
√
n‖x‖1. Hence, for g ∈ N ,
‖EFixg‖2 ≤
√
n‖EFixg‖1 ≤
√
n‖g‖1.
The general form Fix = ⊕ri=1Mni is slightly more complicated and we leave it to the
interested reader.
Remark 4.8. Although it looks complicated, the inequality (4.7) is actually consistent with
that in the classical diffusion theory. To simplify our calculation, let us consider the one-
variable functions and assume Γ(f, f)1/2 = |f ′|. Assume further that |f | is differentiable
and
∫
fdµ = 0. Then f ′(x) = 0 for f(x) = 0. For example, f(x) = x2 sgn(x) defined on the
Gaussian probability space (R, γ) satisfies these conditions. Since Γ(f, f)1/2 = Γ(|f |, |f |)1/2
in this setting, we only need to consider the first term in (4.7). By Ho¨lder’s inequality, we
get
‖(|f |α)′‖1/αp/α ≤ α1/α‖|f |α−1|f |′‖1/αp/α ≤ α1/α‖f‖1−1/αp ‖|f |′‖1/αp .
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After choosing the optimal α, we have
‖f‖p ≤ Cαp‖|f |′‖p = Cαp‖f ′‖p,
which is exactly the classical result deduced from the spectral gap inequality as in [Mil09].
In general, |f | may not be differentiable at the zeros of f even if f is smooth. In this case,
one may use a smoothening procedure by convolution to deduce similar results.
5. Examples and illustrations
As explained above, the spectral gap may lead to the Lp Poincare´ inequalities with
constant Cp under certain conditions. Our first example illustrates that even in the
classical diffusion setting one can not achieve C
√
p assuming only the existence of spectral
gap.
Example 5.1 (Spectral gap is not sufficient). Consider the double exponential distribution
on R given by µ(dx) = 1
2
e−|x|dx. There exists a semigroup Tt which is symmetric on
L2(R, µ) with generator given by
−A = d
2
dx2
− sgn(x) d
dx
on compactly supported smooth functions f with f ′(0) = 0, where sgn(x) is the sign of x.
Clearly such functions are dense in L2(R, µ). It was shown in [BL97] that µ satisfies the
L2 Poincare´ inequality. However, it is easy to see that the Lp Poincare´ inequalities (1.2)
cannot hold by testing f(x) = x. By (1.8), the semigroup (Tt) has to fail the Bakry–Emery
Γ2-criterion. In this way, one can come up with a family of diffusion processes for which
Bakry–Emery’s condition fails. Indeed, let µα(x) =
1
Cα
e−|x|
α
dx for 1 ≤ α < 2 on R where
Cα is a normalizing constant. Consider
−Aα = d
2
dx2
− α|x|α−1 sgn(x) d
dx
on compactly supported smooth functions f with f ′(0) = 0. −Aα generates a symmetric
semigroup T αt on L2(R, µα). The corresponding Markov process is a diffusion process. All
these T αt for 1 ≤ α < 2 will fail (1.2), and thus fail Bakry–Emery’s criterion. In fact, in
this case, Γ(f, f)(x) = |f ′(x)|2 but Γ2(f, f)(x) = α(α−1)|x|α−2|f ′(x)|2 for x 6= 0. Observe
that we have only Γ2(f, f) ≥ 0, but the spectral gap still exists by the same argument
as for [BL97, Lemma 2.1]. Hence by, e.g., [Mil09, Proposition 2.5], T αt satisfies the Lp
Poincare´ inequalities with constants Cp.
Our second example is meant to clarify the subgaussian behavior we discuss here via
Lp Poincare´ inequalities is a condition on the semigroup (or its generator), not on the
(noncommutative) probability space. This justifies the notion of subgaussian 1-cocycles.
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Example 5.2. Consider the exponential distribution on [0,+∞) given by µ(dx) = e−xdx.
By [KS85], there is a conservative Markov semigroup which is symmetric in L2([0,∞), µ)
with generator −A = x d2
dx2
+ (1− x) d
dx
. A calculation shows that
Γ2(f, f)(x)− Γ(f, f)(x) = (xf ′′(x) + f ′(x)/2)2 + f ′(x)2/4 ≥ 0
for all compactly supported smooth functions f . Since −A generates a diffusion process,
by [AS94,JZ15], we have (1.2). Note that the exponential distribution is not subgaussian
in the sense of [Ver12] because ‖X‖p = Γ(p + 1)1/p ∼ p where the law of X is µ. This
means that the semigroups could satisfy the subgaussian Poincare´ inequalities even though
its invariant measure is not a subgaussian distribution. Roughly speaking, the gradient
form in (1.2) will provide another factor which compensates the factor
√
p. For instance,
in our example here, if f(x) = x, then Γ(f, f)1/2 =
√
x.
Remark 5.3. The above examples showed that the Lp Poincare´ inequalities provide more
information than the moment estimates of probability measures. Indeed, the exponential
distribution and the double exponential distribution have the same decay at +∞. But
there exist different semigroups such that the Lp Poincare´ inequalities (1.2) may or may
not hold.
It is also interesting to compare (1.2) and the log-Sobolev inequality in deducing con-
centration inequalities. On one hand, it is known (see [AS94]) that log-Sobolev inequality
implies (1.2) in the classical diffusion setting while it was shown in [JZ15] that in general
non-diffusion situation, (1.2) may still hold when the log-Sobolev inequality fails. One can
deduce concentration results from (1.2). On the other hand, although the spectral gap
itself is not sufficient to give the Lp Poincare´ inequalities (1.2) as shown in Example 5.1,
Bobkov and Ledoux showed in [BL97] that the exponential distribution satisfies a modified
version of log-Sobolev inequality. From here, they proved concentration inequalities (see
also [BG99]). It seems from the above discussion that the log-Sobolev inequality and the
Lp Poincare´ inequalities are both useful in their own right and cannot entirely replace each
other.
Our theorems apply to a number of 1-cocycles on groups, including the free groups, finite
cyclic groups, discrete Heisenberg groups, etc. See [JZ15, Section 5] for precise 1-cocycles
on these groups and other examples. As explained in the Introduction, the Poincare´ type
inequalities there have been improved to the desirable form. We recapitulate and extend
some interesting examples below for the reader’s convenience. Recall that the Gromov
form K(g, h) = 1
2
[ψ(g) + ψ(h)− ψ(g−1h)].
Example 5.4 (Word length on free groups). Let Fr be the free group with r generators.
Let ψ(g) = |g| be the word length of g ∈ Fr in the Cayley graph of Fr. By Haagerup’s
result [Haa78], ψ is conditionally negative. It was proved in [JZ15, Proposition 5.5] that
Γ2 − Γ is a positive semidefinite form on C(Fr). Hence, the Γ2-criterion holds.
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Example 5.5 (Poisson semigroup on L(Zr)). Let Zr be the r dimensional integer lattice.
For k ∈ Zr, let ψ(k) = ∑ri=1 |ki|. It is easy to check from the definition that ψ is a
cn-length function. The semigroup generated by ψ is just the Poisson semigroup on the
group von Neumann algebra L(Zr) = L∞(T
r). It was proved in [JZ15, Proposition 5.9]
that Γ2 − Γ is a positive semidefinite form from which the Γ2-criterion follows. The proof
is based on the fact that Z is the free group with one generator.
Example 5.6 (Discrete Heisenberg group). Let H3(Z) be the discrete Heisenberg group
over Z. The multiplication here is given by
(5.1) (a, b, c)(a′, b′, c′) = (a + a′ + bc′, b+ b′, c+ c′), (a, b, c), (a′, b′, c′) ∈ H3(Z).
Define ψ(a, b, c) = |b|+ |c|, where |b| is the absolute value of b ∈ Z. We claim that ψ is a
cn-length function and satisfies Γ2 ≥ Γ on C[H3(Z)]. Indeed, it follows from the definition
that ψ is a cn-length function. By Example 5.4, the Gromov formK associated to the word
length on Z satisfies the condition that (K(b, b′)2 − K(b, b′))b,b′ is a positive semidefinite
matrix. So does the Gromov form associated to ψ here. It follows that ψ verifies the
Γ2-criterion. See the proof of [JZ15, Proposition 5.13] for details of the argument.
The previous examples are all infinite groups. There are also interesting examples in
finite groups.
Example 5.7 (Walsh systems). Let Zn denote the finite cyclic group and δx,y denote the
Kronecker delta function. Let G = Zmn = Zn × · · · × Zn be the cartesian product of m
copies of Zn with cn-length function
ψ(x1, · · · , xm) = m− δx1,0 − · · · − δxm,0, (x1, · · · , xm) ∈ Zmn .
It was shown in [JZ15, Proposition 5.12] that Γ2 − n+22n Γ is a positive semidefinite form in
LG. Thus (1.4) follows. When n = 2, this recovers Efraim and Lust-Piquard’s Poincare´
type inequalities for Walsh systems [ELP08].
Example 5.8 (Matrix algebras). Let H3(Zn) be the discrete Heisenberg group over Zn.
The multiplication is given by (5.1). It was shown in [JZ15, Proposition 5.13] that Γ2 −
n+2
2n
Γ is a positive semidefinite form in L(H3(Zn)), the group von Neumann algebra of
H3(Zn), where the semigroup Tt acting on L(H3(Zn)) is generated by the cn-length function
ψ(a, b, c) = 2−δb,0−δc,0 for (a, b, c) ∈ H3(Zn). Moreover, the n2-dimensional matrix algebra
Mn can be embedded in L(H3(Zn)) such that Tt is invariant restricted to Mn. In this way,
Γ2− n+22n Γ restricted toMn is a positive semidefinite form inMn. The semigroup restricted
to Mn is given explicitly by
Tt(vcub) = e
−tψ(b,c)(vcub),
where ψ(b, c) = 2− δb,0 − δc,0, b, c ∈ Zn and
vk(ej) = ej+k, uk =
n∑
j=1
e2πik(j−1)/n ⊗ ej,j.
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Here (ej) is a basis of C
n and (ej,k) is the matrix unit of Mn. Tt extends to a semigroup
acting on Mn because Mn = {vcub : b, c ∈ Zn}′′. Therefore Mn satisfies (1.4).
The previous two examples are based on the cn-length function ψ(k) = 1 − δk,0 on Zn,
which gives Γ2 ≥ n+22n Γ in L(Zn); see [JZ15, Section 5.3]. This 1-cocycle is important
because it gives the number operator in the Walsh system. Another natural choice is the
word length function, which is a basic notion in geometric group theory.
Example 5.9 (Word length on Zn). Since one may embed Zn to Z2n, we always assume
n is an even integer in this example. Consider the word length of k ∈ Zn in the Cayley
graph of Zn given by ψ(k) = min{k, n− k}. It is known that ψ is conditionally negative;
see [JPPP13]. One can also show this fact from the following explicit construction of
1-cocycles. Let (ei)
n/2
i=1 be an orthonormal basis of R
n/2. Define b : Zn → Rn/2 to be
b(k) =


0, k = 0,∑k
i=1 ei, k = 1, · · · , n/2,∑n/2
i=k−n/2+1 ei, k = n/2 + 1, · · · , n− 1,
and α : Zn → O(Rn/2) given by α1(ej) = ej+1 for j = 1, · · · , n/2 − 1 and α1(en/2) = −e1.
It can be checked that b is a 1-cocycle into the representation (α,Rn/2) and ψ(k) =
‖b(k)‖2. It follows that the Gromov form K is positive semidefinite. We will show that
[K(i, j)2 −K(i, j)]n−1i,j=1 is a positive semidefinite matrix. By [JZ15, Lemma 5.3], we have
the following result (compare it with Γ2 ≥ n+22n Γ for the other choice of ψ).
Proposition 5.10. Γ2 ≥ Γ in L(Zn).
We write Kn for the Gromov form of Zn. Let us take away the trivial Kn(0, i)’s and
view Kn as an (n−1)× (n−1) matrix. We need to show Kn •Kn−Kn is positive definite.
Here Kn •Kn denotes the Schur product. For all even integers 2 ≤ m ≤ n − 2, we write
K˜m for the (n − 1) × (n − 1) matrix obtained from enlarging the size of Km by adding
surrounding 0’s so that Km(m/2, m/2) = K˜m(n/2, n/2). In other words,
(5.2) K˜m(i, j) = Km(i− n−m
2
, j − n−m
2
)
whenever the right-hand side is well-defined. We claim that
(5.3) Kn •Kn −Kn = 2
n/2−1∑
ℓ=1
K˜2ℓ.
Since each K˜m is positive semidefinite, (5.3) will complete the proof.
In fact, note that Kn satisfies the symmetric property
Kn(j, i) = Kn(i, j) = K(n− j, n− i).
26 MARIUS JUNGE AND QIANG ZENG
This is equivalent to saying that Kn is symmetric along the two diagonals. Therefore we
only need to verify (5.3) entrywise in the block Bn := {(i, j) : 1 ≤ i ≤ j ≤ n− i}. In Bm
for general even m, we have
Km(i, j) =


i, (i, j) ∈ B1m := {(i, j) : 1 ≤ i ≤ j ≤ m2 },
m
2
− j + i, (i, j) ∈ B2m := {(i, j) : 1 ≤ i ≤ m2 < j ≤ i+ m2 − 1},
0, (i, j) ∈ Bm \ (B1m ∪B2m).
By our construction, (5.3) is trivial if Kn(i, j) = 0. For (i, j) ∈ B1n, K˜2ℓ is nonzero only if
i ≥ n/2 − ℓ + 1, j ≥ n/2 − ℓ + 1, and for these (i, j)’s, (i − n
2
+ ℓ, j − n
2
+ ℓ)’s are in the
block B12ℓ of K2ℓ. Hence, the right-hand side of (5.3) is
2
n/2−1∑
ℓ=n/2−i+1
(i− n
2
+ ℓ) = i(i− 1) = Kn(i, j)2 −Kn(i, j).
For (i, j) ∈ B2n, K˜2ℓ is nonzero only if j−i ≤ ℓ−1, and for these (i, j)’s, (i− n2+ℓ, j− n2+ℓ)’s
are in the block B22ℓ of K2ℓ. Then the right-hand side of (5.3) is
2
n/2−1∑
ℓ=j−i+1
(i− j + ℓ) =
(n
2
+ i− j
)(n
2
+ i− j − 1
)
= Kn(i, j)
2 −Kn(i, j).
By the same argument as in Example 5.6, we find a new 1-cocycle on H3(Zn) with
cn-length function ψ(a, b, c) = |b| + |c| for (a, b, c) ∈ H3(Zn), where |b| = min{b, n − b}
is the word length. The semigroup generated by this 1-cocycle satisfies the Γ2-criterion.
In particular, let Tt(vcub) = e
−t(|c|+|b|)vcub act on Mn. By the same reasoning as for
the proceeding example, Tt is a new semigroup acting on the matrix algebras which is
subgaussian.
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