We give a method to construct pseudo-trace functions for vertex operator algebras satisfying Zhu's finiteness condition not through higher Zhu's algebras and apply our method to the Z 2 -orbifold model associated with d-pairs of symplectic fermions. For d = 1, we determine the dimension of the space of one-point functions. For d > 1, we construct 2 2d−1 + 3 linearly independent one-point functions and study their values at the vacuum vector.
Introduction
In this paper, we concern one-point functions associated with the vertex operator algebra F + obtained as a Z 2 -orbifold model of the symplectic fermionic vertex operator superalgebra with d-pairs of symplectic fermions. The vertex operator algebra F + is intensively studied by Abe [1] and is known as the first example which is not rational but satisfies Zhu's finiteness condition.
Let V be a vertex operator algebra satisfying Zhu's finiteness condition. In [15] , it is shown that any one-point function is constructed in terms of a symmetric linear function on the n-th Zhu's algebra A n (V ) introduced in [9] for sufficiently large integer n. However, by the reason why it is not easy to determine the n-th Zhu's algebra A n (V ), more simple way to obtain one-point functions is desired.
On the other hand, it is shown in [14] that there exists a finite-dimensional associative algebra whose category of finite-dimensional modules is equivalent to the category of V -modules. Then it is expected that the space of one-point functions is linearly isomorphic to the one of symmetric linear functions on the algebra. In fact, it is proved in [18] and [19] that the space of one-point functions is isomorphic to the vector space of symmetric linear functions on some algebra which is closely related to conformal field theory.
We will take an another way, but adopting the spirit proposed in [15, 18, 19] . More precisely, suppose we are given a V -module M . We consider a subalgebra P of the endomorphism ring of M such that M is projective as a left P -module. This subalgebra P is called a projective commutant in this paper. For any symmetric linear function ϕ on P , we are able to define a symmetric linear function ϕ M on the endomorphism ring End P (M ). Then we can obtain a function ϕ M (J 0 (a)q L 0 −c V /24 ) for any a ∈ V which gives rise to a one-point function, where c V denotes the central charge of V and J 0 (a) denotes the zero-mode of a ∈ V . We remark that L 0 is not necessarily semisimple on M so that this linear functional ϕ M may not be the trace on M .
The main interest in this paper is the space of one-point functions associated with the vertex operator algebra F + . The vertex operator algebra F + is an even part of the vertex operator superalgebra F constructed from the 2d-dimensional symplectic vector space h. The vertex operator algebra F + for d = 1 is known to be isomorphic to the triplet W(2)-algebra. It is shown in [1] that there are four simple F + -modules F ± and F ± t for any integer d ≥ 1. Moreover, two indecomposable F + -modules F ± + are constructed as the even and odd parts of the indecomposable F-module F + . We will find that the endomorphism ring P = End F + (F + ) is itself a projective commutant of F + and show that P is a symmetric algebra with a symmetric linear function ϕ. It is well known that the center of a symmetric algebra is isomorphic to the vector space of symmetric linear functions on the algebra. The center of P is explicitly determined and it is (2 2d−1 + 1)-dimensional, which enables us to obtain a basis of the space of symmetric linear functions on P . Together with including ordinary trace functions defined on F ± t , we have linearly independent (2 2d−1 + 1 + 2) one-point functions.
For d = 1, we show that one-point functions constructed here form a basis of the space of one-point functions and that their values at the vacuum vector are also linearly independent. In this proof, we use the fact that the dimension of the space of one-point functions is less than or equal to the dimension of the vector space of symmetric linear functions on Zhu's algebra A 0 (V ). Since Zhu's algebra A 0 (F + ) with d = 1 is known (cf. [1, 4, 17] ), by using the explicit structure of A 0 (F + ), it is proved that the vector space of one-point functions is 5-dimensional.
The notion of pseudo-characters is defined as values of one-point functions at the vacuum vector. We will show that the space of one-point functions associated with F + for d = 1 is isomorphic to the space of pseudo-characters, while in [2] , it is proved that the space of pseudo-characters is 5-dimensional by showing that pseudo-characters are solutions of an ordinary differential equation. For d > 1, we will show that values at the vacuum vector of a part of one-point functions constructed in this paper are trivial. This paper is organized as follows. In Sect. 2, we recall definitions of modules for vertex operator algebras, Zhu's finiteness condition and Zhu's algebras. We also prove several properties for modules for vertex operator algebras satisfying Zhu's finiteness condition.
In Sect. 3, we recall the definition of one-point functions and prove that the dimension of the space of one-point functions is less than or equal to the one of symmetric linear functions on Zhu's algebra A 0 (V ).
In Sect. 4, we introduce a notion of pseudo-trace functions and prove that pseudo-trace functions are one-point functions under Zhu's finiteness condition.
Sect. 5 is devoted to the construction of the vertex operator algebra F + , the classification of simple F + -modules, and the construction of reducible indecomposable F + -modules. The structure of Zhu's algebra described in [1] are explained. It is worthy to mention that, for d = 1, we have
In Sect. 6, we apply our method given in Sect. 4 to construct pseudo-trace functions to F + -module
We explicitly determine the structure of the endomorphism ring P of F + and show that F + is projective as a P -module. We take an appropriate P -coordinate system of F + (see [5] ) and construct pseudo-trace functions.
Preliminaries
In this section, we will recall definitions of modules for vertex operator algebras, and Zhu's algebras. Throughout this paper, Z, Z ≥0 , Z >0 and C denote the set of integers, non-negative integers, positive integers and complex numbers, respectively.
Vertex operator algebras and their modules
A vertex operator algebra is a quadruple (V, Y, | 0 , ω) which consists of a Zgraded vector space V = n∈Z V n over the field C of complex numbers, a linear map
and two non-zero vectors | 0 ∈ V 0 called the vacuum vector and ω ∈ V 2 called the Virasoro element satisfying a number of conditions (see e.g. [13] ). For any a ∈ V n , we write |a| = n. We often refer V to be a vertex operator algebra for short. Throughout the paper, we always assume that a vertex operator algebra
(1) For any pair (a, u) ∈ V × M , there exists an integer n 0 such that a M (n) u = 0 for all n ≥ n 0 .
(3) For all a, b ∈ V and p, q, r ∈ Z, the Borcherds identity holds:
We will often omit the subscript and the superscript M of Y M and a M (n) (a ∈ V, n ∈ Z) for simplicity.
Set Y (ω, z) = n∈Z L n z −n−2 . Then {L n , id M | n ∈ Z} gives rise to a representation of the Virasoro algebra on M , that is,
for all m, n ∈ Z, where c V ∈ C is the central charge of V . We also have
for all a ∈ V (see for instance [13] ). Setting r = 0 and p = 0 in the Borcherds identity, respectively, we have
called the commutator formula and the associativity formula.
For any homogeneous a ∈ V and n ∈ Z, we set J 0 (a) = a (|a|−1+n) by J n (a) and extend it by linearity. Note that J 0 (| 0 ) = id M and J n (ω) = L n . By the commutator formula and (2.4), we have
for all a ∈ V and n ∈ Z.
Definition 2.1.1 ([14] , cf. [16] ). A module for a vertex operator algebra V is a weak V -module M satisfying the following conditions:
(1) M is finitely generated as a weak V -module.
(2) For any u ∈ M , there is an integer m such that
for all a 1 , a 2 , . . . , a r ∈ V and n 1 + n 2 + · · · + n r ≥ m.
We note that the integer m appeared in Definition 2.1.1 (2) must be positive since J 0 (| 0 ) = id M .
Remark 2.1.2. In [14] , a weak V -module satisfying Definition 2.1.1 (2) is called an exhaustive module.
Zhu's finiteness condition
In this subsection, we recall the definition of Zhu's finiteness condition introduced by Y. Zhu ([20] ) and we give several properties of modules for a vertex operator algebra satisfying Zhu's finiteness condition.
Let V be a vertex operator algebra and let C 2 (V ) be the vector subspace of V linearly spanned by elements a (−2) b for all a, b ∈ V . If V /C 2 (V ) is finitedimensional, we say that the vertex operator algebra V satisfies Zhu's finiteness condition.
The following lemma is a modified version of [15, Lemma 2.4 ] by using the operator J n (a). The proof is similar to the one given in [15] . . Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let M be a finitely generated weak V -module. Then there is a finite-dimensional graded vector subspace U of V such that V = C 2 (V ) + U and M is linearly spanned by
where B is a set of generators of M .
Under Zhu's finiteness condition, we can prove that any V -module decomposes into a direct sum of finite-dimensional generalized eigenspaces for L 0 . . Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let M be a non-zero V -module. Then there exist complex numbers r 1 , r 2 , . . . , r k with r i −r j ∈ Z for any 1 ≤ i, j ≤ k and non-negative integers
Proof. First we shall prove that M decomposes into a direct sum of finitedimensional generalized eigenspaces for L 0 .
Let B be a finite set of generators of M and let U be a finite-dimensional graded vector subspace of M such that V = C 2 (V ) + U . We may assume that U contains the Virasoro element ω. By Lemma 2.2.1 and the definition of Vmodules, there exists a positive integer m such that M is linearly spanned by elements of the form (2.9) with n 1 + n 2 + · · · + n r < m.
Let W be the vector subspace of M linearly spanned by elements of the form (2.9) with 0 ≤ n 1 + n 2 + · · · + n r < m. Since U is finite-dimensional and B is a finite set, the vector space W is finite-dimensional. Since W is L 0 -invariant by (2.7), the vector space W decomposes into a direct sum of generalized eigenspaces for L 0 . We may assume that any u ∈ B is a generalized eigenvector for L 0 . Then, for any u ∈ B, there exist a complex number r u and a non-negative integer d u such that (L 0 − r u ) du+1 u = 0. By (2.7), we have
for all a i ∈ U , u ∈ B and n 1 < n 2 < · · · < n r , which proves that M decomposes into a direct sum of generalized eigenspaces for L 0 . Let M (s) be a generalized eigenspace for L 0 with eigenvalue s. Then M (s) is linearly spanned by J n 1 (a 1 )J n 2 (a 2 ) · · · J nr (a r )u with a i ∈ U , u ∈ B, n 1 < n 2 < · · · < n r and n 1 + n 2 + · · · + n r = r u − s. This shows that each generalized eigenspace is finite-dimensional.
Set P (B) = {r u | u ∈ B}. Introduce the partial order on C as follows:
Then there exist minimal elements r 1 , r 2 , . . . , r k in P (B) with respect to the partial order. Thanks to Definition 2.1.1 (2), for any r i , there exists a positive integer m i such that M (r i −m i +n) = 0 for all n < 0 and
} be the subset of B consisting of all elements whose eigenvalues for L 0 are r i . Take the maximum element d i in the set {d u i
Then we have (L 0 − r i + m i − n) d i +1 M (r i −m i +n) = 0 for all n. This completes the proof.
be a module for a vertex operator algebra V satisfying Zhu's finiteness condition. Then, by (2.7), we have 
Zhu's algebra A 0 (V )
In this subsection, we recall from [20, 9] the definition of Zhu's algebra.
Let O(V ) be the vector space linearly spanned by elements
for any homogeneous a ∈ V and b ∈ V , and set A 0 (V ) = V /O(V ). We denote by [a] the image of a ∈ V in A 0 (V ). We define a bilinear operation
for homogeneous a ∈ V and b ∈ V . . Let V be a vertex operator algebra and let M be a Vmodule.
(1) The linear map
where Ω(M ) = {m ∈ M | J n (a)m = 0 for any a ∈ V and integers n > 0}.
(2) The operation Ω induces a bijection between the complete set of inequivalent simple V -modules and the set of inequivalent simple A 0 (V )-modules.
The space of one-point functions
In this section, we recall the definition of one-point functions and discuss their properties.
One-point functions on elliptic curves
In this subsection, we shall recall the definition of one-point functions on elliptic curves. The Eisenstein series G 2k (τ ) (k ≥ 1) are series defined by
for k ≥ 2 and
It is well-known that the Eisenstein series have the q-expansions
For any elliptic curve E τ = C/(Z ⊕ Zτ ) with a modulus τ in H, we have two canonical coordinate systems: the one is the coordinate z of C and the other is the coordinate e 2πiz of P 1 . There exist two vertex operator algebra structures corresponding to these two coordinate systems, respectively (cf. [11] for instance).
for any integer n. Then the set
is not equal to V n in general, however, it is shown in [10] that for each nonnegative integer n we have
Since V is assumed to be Z ≥0 -graded, it follows from (3.5) that the vertex oper-
for all homogeneous a ∈ V and b ∈ V . Then we can define one-pint functions.
Definition 3.1.2. Let Γ ⊂ C be an integral lattice and let E Γ = C/Γ be the corresponding elliptic curve. A map S :
following conditions is called a one-point function on the elliptic curve E Γ .
(
, the following relation holds:
where q = e 2πiτ .
We denote the space of one-point functions by C(V ). Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let S be a non-zero one-point function. It is shown in [15, pp. 85] (also see [20, pp. 295 ] and [10, Theorem 6.5]) that there exist complex numbers r 1 , r 2 , . . . , r d with r i − r j ∈ Z for i = j and non-negative integers
for all a ∈ V . It is obvious that S ijk ∈ Hom C (V, C).
Let S be a one-point function. If there is a complex number r such that
for all a ∈ V with S 00 = 0 where c V denotes the central charge of V , then we call S a one-point function of conformal weight r.
We call any element of Ch(V ) a pseudo-character (It is called a generalized character in [15] ).
Note that, by definition, there is a surjective linear map C(V ) → Ch(V ) defined by S → S(| 0 , τ ). If V satisfies Zhu's finiteness condition, then the vector space Ch(V ) contains characters of simple V -modules and it is finitedimensional (see [15, 20] ).
Symmetric linear functions on associative algebras
In order to state the relationship between one-pint functions and Zhu's algebra, we recall the notion of symmetric linear functions on associative algebras.
Let A be a finite-dimensional associative C-algebra and let Z(A) be the center of A. A linear function φ : A → C is called a symmetric linear function if φ(ab) = φ(ba) for all a, b ∈ A. We denote the vector space of symmetric linear functions on A by S A . The vector space S A is canonically a Z(A)-module by the action
Proposition 3.2.1. Let A be a finite-dimensional associative C-algebra and let ω be a non-zero central element. Then there exist complex numbers r 1 , r 2 , . . . , r k and non-negative integers
Proof. Let M be a simple left A-module. Then there exists a primitive idempotent e such that M ∼ = Ae/J(A)e where J(A) is the Jacobson radical of A. Since ω acts on Ae/J(A)e as a scalar r by Schur's lemma, we see that (ω − r)e ∈ J(A)e ⊂ J(A). Because J(A) is nilpotent and ω ∈ Z(A), there exists a non-negative integer d such that (ω − r) d+1 e = 0. Therefore (ω − r) d+1 Ae = 0. Since A is a direct sum of left A-modules generated by primitive idempotents, we have the assertion. By (3.13) and Proposition 3.2.1, we have: Proposition 3.2.2. Let A be a finite-dimensional associative C-algebra and let ω be a non-zero central element of A. Then there exist complex numbers r 1 , r 2 , . . . , r k and non-negative integers 
Zhu's algebras and one-point functions
with M i r i = 0 where each M i r i +n is a finite-dimensional eigenspace for L 0 with eigenvalue r i + n. The complex number r i is called the conformal weight of M i . Let Λ be the subset of C consisting of conformal weights of all simple V -modules. Note that the cardinality of Λ is equal to or smaller than k.
Remark 3.3.1. We use the terminology "conformal weight" for simple V -modules and one-point functions. By the result given in [15, Lemma 5.7 ] (see Lemma 3.3.3 in this paper), we will find that, if there is a one-point function of conformal weight r, then r ∈ Λ.
Throughout the paper, we denote the space of symmetric linear functions on A 0 (V ) by S V . Then, by Proposition 3.2.2, we obtain
where ∞ k=0 S jk (a)q r−c V /24+k (2πiτ ) j for all a ∈ V where r ∈ C. Then S 00 ∈ S V and S 00 ((ω − r) d+1 * a) = 0 for all a ∈ V . In particular, if S 00 = 0, then r ∈ Λ and S 00 belongs to S V r .
The following theorem is one of the main results in [15] . . Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let c V be the central charge of V . Suppose that any simple V -module is infinite-dimensional. Then the vector space C(V ) has a basis {S r,ir | r ∈ Λ, 1 ≤ i r ≤ k r } where
for all a ∈ V with S r, ir 00 = 0. Moreover, any one-point function of conformal weight r 1 is a linear combination of S r 2 ,ir 2 such that Re(r 2 ) ≥ Re(r 1 ).
Remark 3.3.5. The condition "any simple V -module is infinite-dimensional" in Theorem 3.3.4 is not explicitly assumed in [15] . The basis of C(V ) in Theorem 3.3.4 consists of pseudo-trace functions in the sense of [15] . In order to define pseudo-trace functions in [15] , the integer N such that M i r i +n = 0 for all n > N and 1 ≤ i ≤ k plays an important role, where {M 1 , M 2 , . . . , M k } is the complete set of all inequivalent simple V -modules (see [15, pp. 71] ). However, if there is a finite-dimensional simple V -module, we cannot choose such an integer and therefore may not obtain the basis as in Theorem 3.3.4. For example, the vertex operator algebra W 2,3 satisfies Zhu's finiteness condition but admits a finitedimensional simple module (see [3] ).
By Theorem 3.3.4, we obtain an upper bound of the dimension of the space of one-point functions:
Theorem 3.3.6. Let V be a vertex operator algebra satisfying Zhu's finiteness condition. Suppose that any simple V -module is infinite-dimensional. Then
Proof. By Theorem 3.3.4, we can choose a basis
Therefore the set {S r, ir 00 | 1 ≤ i r ≤ k r } is not linearly independent so that there exist i and complex numbers a jr such that S r, i 00 = jr =i a jr S r, jr 00 . Set
Hence we can express T as
for all a ∈ V . Then T 00 = 0 so that we have T j0 = 0 for all 0 ≤ j ≤ d by Lemma 3.3.2. Therefore the one-point function T is rewritten as
for all a ∈ V where Re(s) > Re(r). By Theorem 3.3.4, T is a linear combination of one-point functions in the basis whose conformal weights have real parts greater than or equal to Re(s). Then, by (3.19), we see that S r, i is a linear combination of other elements of the basis of C(V ). Therefore the set {S r, ir | r ∈ Λ, 1 ≤ i ≤ k r } is not linearly independent. This is a contradiction.
Pseudo-trace functions
In this section, we introduce a generalization of a notion of pseudo-trace functions defined in [15] . For this purpose, we recall pseudo-trace maps and introduce a notion of a projective commutant of modules for a vertex operator algebra V . Then we prove that any pseudo-trace function is a one-point function if V satisfies Zhu's finiteness condition.
Pseudo-trace maps
In this subsection, we will recall the notion of pseudo-trace maps (see e.g. [5] ). Let A be a finite-dimensional associative C-algebra and Let W be a finitely generated projective left A-module. It is well known that there exists a pair of sets
be an A-coordinate system of W . For any φ ∈ S A , we define the linear map φ W :
. Let A be a finite-dimensional associative Calgebra, W a finitely generated projective left A-module and φ a symmetric linear function on A. Then the pseudo-trace map φ W is independent of the choice of A-coordinate systems.
The following proposition will be needed to prove that pseudo-trace functions are one-point functions.
Proposition 4.1.2 (cf. [7] ). Let A be a finite-dimensional associative C-algebra and let φ be a symmetric linear function on A. Suppose P and Q are finitely generated projective left A-modules. Then we have φ P (β • α) = φ Q (α • β) for all α ∈ Hom A (P, Q) and β ∈ Hom A (Q, P ). In particular, φ P is a symmetric linear function on End A (P ).
and {v j , g j } n j=1 be A-coordinate systems of P and Q, respectively. Then we have
It follows from (4.1) that
which shows the proposition.
Projective commutants
Let M be a module for a vertex operator algebra V . A subalgebra P of End V (M ) is called a projective commutant of M if M is projective as a left P -module. Suppose that V satisfies Zhu's finiteness condition. By Proposition 2.2.2, any V -module M decomposes into a direct sum of generalized eigenspaces for L 0 and each generalized eigenspace is finite-dimensional. It is shown in [16, Proposition 5.9.1] that End V (M ) is finite-dimensional, which shows that any projective commutant P of M is finite-dimensional. Since any α ∈ End V (M ) preserves generalized eigenspaces for L 0 , we have the following: Proposition 4.2.1. Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let M be a V -module. Then any projective commutant P of M is finite-dimensional and each generalized eigenspace for L 0 is a finite-dimensional projective left P -module.
Pseudo-trace functions and one-point functions
Let V be a vertex operator algebra satisfying Zhu's finiteness condition and let M be a V -module. Then we can assume that there exist a complex number r and non-negative integer
where q = e 2πiτ and τ ∈ H.
Let P be a projective commutant of M and let φ be a symmetric linear function on P . Since each M (r+n) is a finite-dimensional projective left P -module by Proposition 4.2.1, we can define the pseudo-trace map φ M (r+n) : End P (M (r+n) ) → C for all n ≥ 0. Note that J m (a) ∈ Hom P (M (r+n) , M (r+n−m) ) for all a ∈ V , m ∈ Z and non-negative integers n. We can set
for all a ∈ V and n ≥ 0,
for homogeneous a, b ∈ V . Let {u n i , α n i | 1 ≤ i ≤ k n } be a P -coordinate system of M (r+n) . We can extend α n i to the P -homomorphism M → P by letting α i (M (r+m) ) = 0 if n = m. Then (4.5) and (4.6) respectively become
and
for any homogeneous a, b ∈ V . 
for any homogeneous a, b ∈ V , m ∈ Z and φ ∈ S P .
Proof. Since M (r+n) = 0 for n < 0, we have φ
for any positive integer m. By Proposition 4.1.2 and the fact that
Remark that the left-hand side of (4.11) is zero for any 0 ≤ n ≤ m−1 (m > 0) and so is the right-hand side. Therefore we get
for any non-negative integer m. Since
for any negative integer m, it follows that
Hence we obtain
for any negative integer m. As a consequence, we have
(4.16) Definition 4.3.2. Let V be a vertex operator algebra of central charge c V satisfying Zhu's finiteness condition. Let M be a V -module, P a projective commutant of M and φ a symmetric linear function on P . We define the pseudo-trace function S
for any a ∈ V .
By using Proposition 4.3.1 and the discussions given in [20] , we have: 
It is well known that any function subject to (4.18)-(4.20) is a formal solution of the ordinary differential equation with a regular singularity at q = 0:
where [20] , [10] ). Since quasi-modular forms h i (q) converge on the domain |q| < 1, S P,φ M (a, τ ) converges on the same domain. Therefore the pseudo-trace function S P,φ M (a, τ ) is holomorphic on H. Remark 4.3.5. Let V be a vertex operator algebra satisfying Zhu's finiteness condition. Let M be a simple V -module and set P = End V (M ) ∼ = C. Then the pseudo-trace function S P, id P M is noting but the usual trace function on M which gives rise to the character of M when it is evaluated at the vacuum vector. 
The vertex operator algebra F + and its simple F + -modules
Let h be a 2d-dimensional C-vector space with a non-degenerate skew symmetric bilinear form , : h × h → C. Then there exists a basis
We denote byĥ the affinization of h, that is,
The vector spaceĥ becomes a superspace by letting CK be an even part and h ⊗ C[t, t −1 ] an odd part. The commutation relations onĥ are given by
for all a, b ∈ h and m, n ∈ Z, where [ , ] + denotes the anti-commutator. We set A = U (ĥ)/(K − 1) where U (ĥ) is the universal enveloping algebra of the Lie superalgebraĥ and (K − 1) is the two-sided ideal of U (ĥ) generated by K − 1. We denote h ⊗ t n by h n for any integer n. The Z 2 -grading onĥ induces the Z 2 -grading on A, that is, A decomposes into a direct sum of the even part A0 and the odd part A1 of A. More precisely, the even part A0 is linearly spanned by the set h 1 −n 1 h 2 −n 2 · · · h 2r −n 2r 1 | r ∈ Z ≥0 , h j ∈ h, n j ∈ Z and the odd part A1 is linearly spanned by the set h 1
, h j ∈ h, n j ∈ Z . Let A ≥0 be the left ideal of A generated by h n 1 for all h ∈ h and non-negative integers n. We set F = A/A ≥0 and denote the image of the unity 1 ∈ A by | 0 . Then F is a left A-module and is Z 2 -graded since F = (A ≥0 ∩ A0) ⊕ (A ≥0 ∩ A1).
For any h ∈ h, we define a field h(z) = n∈Z h n z −n−1 on F. Then the first of commutation relations (5.3) is equivalent to the operator product expansion
in particular, any two fields h 1 (z) and h 2 (z) are mutually local.
For any field h(z) (h ∈ h), we set
We define the normally ordered product
Then we obtain a linear map Y :
where
By the definition of linear maps a (n) (a ∈ F, n ∈ Z), it follows that (h −1 | 0 ) (n) = h n for any h ∈ h and n ∈ Z. Therefore the superspace h is identified with a super subspace of F by the injective map h → F (h → h −1 | 0 ).
We set ω = d i=1 φ i −1 ψ i and denote the corresponding vertex operator by
the operators L n = ω (n+1) with n ∈ Z as well as the identity map id F give rise to a module structure of the Virasoro algebra of central charge −2d on F. Moreover we have 
with r ∈ Z ≥0 , h j ∈ h and n j ∈ Z >0
It is obvious that the even part F + of F is a vertex operator algebra and the odd part F − is a simple module for F + : Proposition 3.2] ). The even part F + of F is a simple vertex operator algebra of central charge −2d with the vacuum vector | 0 and the Virasoro vector ω. The odd part F − of F is a simple F + -module.
Recall that F + = ∞ n=0 F + n where F + n is linearly spanned by elements h
with r ∈ Z ≥0 , h j ∈ h and n j ∈ Z >0 . In particular, we have F + 0 = C| 0 and F + 1 = 0. We also have F − = ∞ n=1 F − n where F − n is linearly spanned by elements h
with r ∈ Z ≥0 , h j ∈ h and n j ∈ Z >0 .
Remark 5.1.3. The vertex operator algebra F + for d = 1 is isomorphic to the triplet W-algebra W(2) (see [1, Remark 3.9] and references therein).
One of the important features of the vertex operator algebra F + is: Theorem 3.10] ). The vertex operator algebra F + satisfies Zhu's finiteness condition.
As we have already mentioned, there are two inequivalent simple F + -modules F + and F − . In [1] , two more simple F + -modules F 
Indecomposable modules for the vertex operator algebra F
+ Let A + be the left ideal of A which is generated by h n 1 with h ∈ h and n ∈ Z >0 . Then F + = A/A + is a left A-module. We denote the image of 1 in A by | 0 + . The left A-module F + is isomorphic to the exterior algebra (h ⊗ C[t −1 ]) as vector spaces (see [1] ).
Proposition 5. 2.1 ([1, Section 5] ). The left A-module F + is an F-module whose module structure is given by
It follows from the construction of F + that the F + -module F + is linearly spanned by elements
and (h 0 ) 2 = 0 for any h ∈ h, we have
Then, by (5.10), we see that F + decomposes into a direct sum of finite-dimensional generalized eigenspaces for L 0 , that is, F + = ∞ n=0 F +(n) where where F +(n) is linearly spanned by elements
with r ∈ Z ≥0 , h j ∈ h, n j ∈ Z >0 and r j=1 n j = n and (L 0 − n) d+1 F +(n) = 0. Since the Z 2 -grading ofĥ also induces a Z 2 -grading on A + , it follows that F + is a superspace with the even part F 
Zhu's algebra
Let us denote by T + the vertex operator algebra F + for d = 1. The minimal polynomial of [ω] of A 0 (T + ) is given as follows:
The proposition yields
which is the decomposition into a direct sum of two-sided ideals, where A λ is the generalized eigenspace of [ω] with eigenvalue λ.
The structure of Zhu's algebra A 0 (T + ) is described as follows. (1) For λ = 1 and λ = 3/8, the two-sided ideal A λ is isomorphic to the 2 × 2 matrix algebra M 2 (C).
(2) The two-sided ideal A −1/8 is one-dimensional.
(3) The two-sided ideal A 0 is isomorphic to the algebra
Since the vector space of symmetric linear functions on a matrix algebra is one-dimensional and A 0 is a commutative algebra, we have the following:
6 Pseudo-trace functions on F +
In this section, we determine the endomorphism ring of F + and prove that the endomorphism ring is itself a projective commutant of F + . We also determine the vector space of symmetric linear functions on the endomorphism ring. Then we introduce a P -coordinate system of F + and construct pseudo-trace functions on F + .
The endomorphism ring of F +
In order to construct pseudo-trace functions on F + , we need a projective commutant of End F + (F + ) and symmetric linear functions on it.
Recall that F + is linearly spanned by "even length elements"
with r ∈ Z ≥0 , h j ∈ h and n j ∈ Z >0 . By (5.15), the operators a (n) (a ∈ F + , n ∈ Z) on F + are written as linear combinations of operators h 1 n 1 h 2 n 2 · · · h 2r n 2r with h j ∈ h and n j ∈ Z. Hence, by (5.3), it follows that operators φ i 0 and ψ i 0 (1 ≤ i ≤ d) on F + commute with a (n) for any a ∈ F + and integers n. Therefore it follows that φ i 0 , ψ i 0 ∈ End F + (F + ). Let θ be the automorphism on
where a ∈ F + + and b ∈ F − + , respectively. Let P be the subalgebra of End F + (F + ) which is generated by e i = φ i 0 , f i = ψ i 0 and K = θ. Noting that h 1 0 h 2 0 + h 2 0 h 1 0 = 0 and θh 1 0 + h 1 0 θ = 0 for any h 1 , h 2 ∈ h, we have
Note that e 2 i = f 2 i = 0 for all 1 ≤ i ≤ d. Now we can describe a basis of the algebra P .
is a basis of P where
Proof. The definition of P and (6.2) imply that P is linearly spanned by Ω. for all c ∈
• Ω since the set
is a basis of F +,(0)
. On the other hand, applying (6.4) 
for any c ∈
forms a basis of F +, (1) . Then we have a c = a cK = 0.
We can find a symmetric linear function on P which induces a non-degenerate bilinear form on P . Proposition 6.1.2. Let us define the linear function ϕ : P → C by
Then P is a symmetric algebra with ϕ, that is, ϕ is symmetric and induces a non-degenerate bilinear form on P .
Proof. If ϕ(ab) = 0 for a, b ∈ Ω, then, by (6.2), we have ϕ(ab) = ±ϕ(ba) = 0, which yields ϕ(ab) = ϕ(ba). Therefore we can assume that ϕ(ab) = 0. 9) which shows that ϕ is symmetric. The matrix A = (A ab ) where A ab = ϕ(ab) with a, b ∈ Ω is invertible since for any a ∈ Ω, there exists a unique b ∈ Ω such that A ab = ±δ ab . Therefore we see that the bilinear form P ×P → C defined by (a, b) → ϕ(ab) is non-degenerate.
By the relations (6.2), we can determine the center of the algebra P .
Proposition 6.1.3. The center Z(P ) of P has the basis Z(Ω) ⊂ Ω which consists of monomials of e i and f i (1 ≤ i ≤ d) of even length, and
The map Z(P ) → S P defined by c → c · ϕ where c · ϕ(x) = ϕ(cx) for any x ∈ P is an isomorphism since P is a symmetric algebra with ϕ (see [7, Lemma 2.5] ).
6.2 P -coordinate systems of F + In order to construct pseudo-trace functions on F + from symmetric linear functions on P , we will introduce a P -coordinate system of the left P -module F + .
Set T ± = (1 ± K)/2 and let Q ± be P -submodules generated by T ± , respectively. We can show that T ± are primitive idempotents of P ; suppose that M is a simple P -submodule of Q ± . For any non-zero element x of M , there exists an element p of P such that px
Since Q ± have unique simple submodules, it follows that Q ± are indecomposable. Therefore T ± are primitive idempotents. Thus {Q ± } gives rise to the complete list of indecomposable projective P -modules.
By (5.19) , we see that any homogeneous subspace F +(n) of F + is a direct sum of the vector subspaces with a basis
for fixed u r n = u 1 −n 1 u 2 −n 2 · · · u r −nr where n 1 ≥ . . . ≥ n r > 0, r j=1 n j = n, u j ∈ {φ, ψ} and n j = n j+1 when u j = u j+1 . The vector subspace linearly spanned by the set (6.10) is a P -module. If r is even, this is isomorphic to Q + as left P -modules by the P -homomorphism induced by the correspondence
On the other hand, if r is odd, this is isomorphic to Q − as left P -modules by the P -homomorphism induced by
Since the vector subspace of F + which is linearly spanned by elements of the form
is isomorphic to F = F + ⊕ F − as F + -modules, it follows that
is a P -coordinate system of F +(n) where α + n,i is defined by (6.11), α − n,j is defined by (6.12), and v + n,i = u r n | 0 + for an even r, v − n,i = u r n | 0 + for an odd r.
Proof. Let Q ± n,i be left P -submodules of F +(n) generated by v ± n,i = u r n | 0 + , respectively. Then the modules Q ± n,i are isomorphic to Q ± , respectively. For any monomial x of e i and f i (1
where |x| ∈ Z 2 indicates u r n x| 0 + = (−1) |x| xu r n | 0 + . Therefore, {v ± n,i , α ± n,i } are P -coordinate systems of Q ± , respectively.
Pseudo-trace functions on F +
In this subsection, we will construct pseudo-trace functions on F + associated with symmetric linear functions on the algebra P . For any g ∈ S P , we denote the pseudo-trace function S P,g F + by S g for short.
Set ν = d i=1 e i f i ∈ Z(P ). By (5.10) and (5.17), we have L 0 − n = ν as operators on F +(n) for any non-negative integer n. Note that
Recall that P is a symmetric algebra with ϕ. Given a symmetric linear function c · ϕ with c ∈ Z(P ), we can define the pseudo-trace function S c·ϕ . Since (L 0 − n) d+1 F +(n) = 0 for any non-negative integer n, we have
for all a ∈ F + . Each term which appears in the right-hand side of (6.17) can be rewritten by using the coordinate system given in Proposition 6.2.1:
Suppose that c ∈ Z(Ω) is of length 2k. Then cν j = 0 for j > d − k since ν j (0 ≤ j ≤ d) is a linear combination of elements in Z(Ω) of length 2j. Hence (6.18) 
for all a ∈ V where S jn ∈ Hom C (F + , C).
We now can state one of our main results.
Theorem 6.3.2. Let ϕ be the symmetric linear function on P defined in Proposition 6.1.2.
for all a ∈ F + and
(4) For any c ∈ Z(Ω), the pseudo-trace function S c·ϕ is not zero and the set {S c·ϕ | c ∈ Z(Ω)} is linearly independent.
Proof.
(1) Note that cv
. This implies that the vector subspaces spanned by {cv
n } are isomorphic to F ± , respectively. Now we obtain, by the definition of ϕ,
e i f i Kν j = 0 for all positive integers j. Then (6.17) and (6.18) show the statement (1).
(2) By (6.17) and (6.18) the coefficient of (2πiτ ) d−k q n+d/12 of S c·ϕ (a, τ ) is This proves the first statement of (2) . In order to prove the second statement, by virtue of Proposition 6.3.1, it is sufficient to show for all 1 ≤ i ≤ dim C F ± n . Since the element cν d−k is a linear combination of monomials of length 2d by (6.27), the element cν d−k is equal to λ d i=1 e i f i for a complex number λ. If λ is non-zero, then c must be a monomial of e i f i (1 ≤ i ≤ d). This contradicts to the assumption of (3) and therefore we have λ = 0, that is, cν d−k = 0. Hence we have shown (6.31).
We will prove the statement (4). By (1) and (2), the pseudo-trace functions S c·ϕ for c = Note that c ′′ c ′ = 0 for any c ′′ ∈ Z(Ω) whose length is greater than or equal to 2k except for c. Hence we have a c = 0. This proves that a c = 0 for all c ∈ Z(Ω) whose length is 2k. Therefore, we obtain a c = 0 for all c ∈ Z(Ω) whose length is strictly smaller than 2d. We still have to show a c = 0 with c = (2), we have a c = 0. Then we conclude that a c = 0 for all c ∈ Z(Ω).
(5) By Theorem 6.3.2 (1) and (2), we obtain ordinary trace functions on simple modules F ± as special cases of pseudo-trace functions. Moreover, we have two ordinary trace functions on F ± t . If the length of c ∈ Z(Ω) is smaller than 2d, then the pseudo-trace function S c·ϕ has logarithmic terms. Thus the set consisting of ordinary trace functions on F ± t and pseudo-trace functions S c·ϕ (c ∈ Z(Ω)) is linearly independent. Since |Z(Ω)| = 2 2d−1 + 1, we see that dim C C(F + ) ≥ 2 2d−1 + 3 by (4).
By virtue of Theorem 6.3.2 (3) and (4), the surjective linear map C(F + ) → Ch(F + ) restricted to the subspace of C(F + ) linearly spanned by {S c·ϕ | c ∈ Z(Ω)} is not injective. Therefore, and so is the linear map C(F + ) → Ch(F + ). We close this paper by giving the following conjecture.
Conjecture 6.3.5. dim C C(F + ) = 2 2d−1 + 3 for any positive integer d.
