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ABSTRACT
The imaging and spectroscopy of habitable worlds will require large-aperture space-based telescopes, to increase
the collecting area and the angular resolution. These large telescopes will necessarily use segmented primaries
to fit in a rocket. However, these massively segmented mirrors make high-contrast performance very difficult to
achieve and stabilize, compared to more common monolithic primaries. Despite space telescopes operating in a
friendlier environment than ground-based telescopes, remaining vibrations and resonant modes on the segments
can still deteriorate the performance.
In this context, we present the Pair-based Analytical model for Segmented Telescopes Imaging from Space
(PASTIS) that enables the establishment of a comprehensive error budget, both in term of segment alignment
and stability. Using this model, one may evaluate the influence of the segment cophasing and surface quality
evolution on the final images and contrasts, and set up requirements for any given mission. One can also identify
the dominant modes of a given geometry for a given coronagraphic instrument and design the feedback control
systems accordingly.
In this paper, we first develop and validate this analytical model by comparing its outputs to the images
and contrasts predicted by an end-to-end simulation. We show that the contrasts predicted using PASTIS are
accurate enough compared to the end-to-end propagation results, at the exo-Earth detection level. Second,
we develop a method for a fast and efficient error budget in term of segment manufacturing and alignment
that takes into account the disparities of the segment effects on the final performance. This technique is then
applied on a specific aperture to provide static and quasi-static requirements on each segment for local piston and
45◦-astigmatism aberrations. Finally we discuss potential application of this new technique to future missions.
Keywords: instrumentation - coronagraphy - exoplanets - high contrast - direct imaging - error budget -
segmented telescopes - cophasing
1. INTRODUCTION
Direct imaging and spectroscopy of Earth-like exoplanets will require future telescopes to be larger. Indeed the
science yield increases as a steep power of primary mirror diameter, especially so when using a coronagraph.1 In
order to fit these mirrors in launch vehicles, these large primary mirrors will have to be segmented. Coronagraphs
adapted to these new pupil geometries have already been designed and validated on ground-based telescopes
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such as the Keck telescopes. Even if coronagraphs on the Keck telescopes could be made to work at smaller
inner working angle (IWA), they are dedicated to infrared observations and are limited by the atmosphere, and
can therefore only reach a modest contrast.2–4 Space segmented telescopes with similar contrast to Keck are
imminent.5,6 Until recently segmented pupil coronagraph designs with sufficient performance to image Earth-like
planets did not exist. However the latest developments in coronagraph design promise contrasts of the order of
10−10.7–11 The most recent progress in coronagraphy on monolithic apertures with secondary mirrors and other
necessary obstructions is being applied on the Wide Field Infrared Survey Telescope (WFIRST). This application
will demonstrate wavefront sensing and control in the presence of thermal drifts.12,13 However WFIRST does
not address stability issues associated with segmentation. For this reason, we need a good understanding of
the impact of segment level errors on coronagraphic Point Spread Function (PSF) quality. On the upcoming
segmented James Webb Space Telescope (JWST), relevant mission requirements only concern the encircled
energy and Strehl ratio.14,15 In this paper we generalize the error budgeting on contrast requirements with a
general tool that is applicable to any segmented pupil. Our work is also directly applicable to Extremely Large
Telescopes (ELTs),16–19 albeit at more modest contrasts. In particular, an analytical study has also been driven
by Yaitskova et al.20 for ELT-like configurations.
Several experiments in high-contrast imaging have produced very encouraging results. The best contrast
achieved to date is a few 10−9. This was obtained on the High-Contrast Imaging Testbed (HCIT), with a circular
aperture in extremely well-controlled conditions.21 A contrast of a few 10−8 was also reached on the Tre`s Haute
Dynamique (THD) bench, at separations below 0.5 arcsec.22,23 The latter would allow the detection of mature
exo-Jupiters. However these experiments do not include segmentation, and moreover, are mostly static. More
work is needed to extrapolate these results to our desired contrast. Similar experiments on segmented apertures
are needed in order to build future telescopes for exoplanet imaging (such as the Large Ultra-Violet Optical
Infrared (LUVOIR) telescope24,25 or the Habitable Exoplanet Imaging Mission (HabEx)26).
To get stable imaging and maintain sufficient contrast over long times, error budgets must be an integral
part of the optical systems being considered. Since numerous factors can degrade the performance of the system,
and since the objective is extremely challenging, a comprehensive error budget is essential in order to make
wise decisions early enough during developments. Current methods for error budget are simulations of end-to-
end propagation through the optical system, with variations of factors that are known to impact the contrast:
segment phasing errors, segment surface quality, local or global vibrations, resonant modes on the segments,
quasi-static aberrations due to thermal drift, and so on.27,28 Because of the large number of factors that affect
contrast, a multitude of cases need to be tested. Because of the computational burden involved, these studies can
be dauntingly slow. Standard error budget methodology relies on multiple random realizations of disturbances,
measuring science metrics based on simulated propagation of disturbances and establishing confidence intervals
for acceptable operating points, given stated science requirements. In fact even simple metrics such as encircled
energy, can be beyond the capabilities of numerical optical propagation.
This is the motivation behind our alternative fast method, which is based on the contrast criterion, and
adaptable to any segmented pupil (such as JWST,29,30 ELTs,16–19 the HabEx mission,26 or the LUVOIR tele-
scope24,25). This new method is based on a so-called Pair-based Analytical model for Segmented Telescopes
Imaging from Space (PASTIS), an analytical model to directly express the focal plane image and its contrast as
a function of the Zernike coefficients of the segments’ wavefront aberrations. A simple inversion of the model
immediately provides the constraints in cophasing and stability that are necessary for obtaining the desired
contrast. In this paper we focus on the development of the analytical model, its validation, its formal inversion,
and its application to tolerancing and stability constraints.
In section 2, we introduce our analytical model, which is based on a segment-based model of the pupil with a
perfect coronagraph, to enable sufficiently high-contrast performance. In particular, we develop a matrix-based
version of the analytical model, which shortens the integrated contrast computation by a factor of the order of
107. In section 3, we apply it to an example of a segmented pupil that we will use for the rest of the paper.
We compare our model output to images created by an end-to-end simulation, where the segmented pupil is
combined with an Apodized Lyot Coronagraph (APLC) that enables a 10−10 contrast in a circular dark hole
from 4λ/D to 9λ/D with a monochromatic light at λ = 640 nm. In the last section we use this matrix-based
analytical model to provide a new method for a tolerancing and stability study on the segment alignment and
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Figure 1. (a) The JWST pupil (18 segments), (b) a pupil used for the Segmented Coronagraph Design and Analysis
(SCDA) study (36 segments), (c) one of the optional LUVOIR pupils (120 segments), and (d) the ELT pupil (798
segments). The pupil (b) will be used for applications later in this paper.
manufacturing for all segmented pupils by sidestepping the iterative process of traditional error budgeting. Here
we apply our method to the cases of local pistons and 45◦-astigmatisms on the segments to provides very results
that agree very well with the much slower full optical propagation calculations.
2. ANALYTICAL MODEL OF IMAGE FORMATION AND CONTRAST WITH A
SEGMENTED PUPIL THROUGH A CORONAGRAPH
In section 2.1 we use the development of Borde´ and Traub31 to express the image in the final plane as a function
of the aberrations in the pupil, behind a perfect coronagraph.
The model then developed in sections 2.2 and 2.3 is applicable to all segmented pupils composed from the
repetition of a generic segment. A few examples are indicated in Fig. 1.
2.1 Image formation with phase aberrations
The electric field in the pupil plane is
E(r) = P (r)eα(r)+iφ(r). (1)
where P is the entrance pupil of our optical system, α are the amplitude aberrations, and φ are the phase
aberrations in the pupil. Even if the amplitude errors are an important point in coronagraphy, they are not
considered in this analytical model. The analytical formalism presented herein can however be readily generalized
to include amplitude aberrations. Such considerations are left for further studies.
Since the phase aberrations are small, equation 1 leads to
E(r) = P (r) + iP (r)φ(r). (2)
Since the phase aberration is defined on the pupil, this expression can be simplified using P (r)φ(r) = φ(r). Thus
the amplitude of the electric field in the detector plane becomes
Ef (u) = P̂ (u) + iφ̂(u), (3)
where u is the position vector in the detector plane (focal plane) and fˆ is the Fourier Transform of the function
f .
Without coronagraph, the image intensity is:
I(u) = ‖Ef (u)‖2 (4)
=
∥∥∥P̂ (u)∥∥∥2 + ∥∥∥φ̂(u)∥∥∥2 + 2<(P̂ ∗(u)iφ̂(u)) (5)
This equation is made of a constant term, a term linear to the aberrations, and a quadratic term.
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Figure 2. (a) Definitions of the vectors rk and of the shape of a segment S on a segmented pupil, here the SCDA primary
mirror. In red, we can see one of the vector rk, from the center of the pupil to the k-th segment, expressed in pixels. (b)
Illustration of some redundant oriented pairs that correspond to one single non-redundant pair. 42 oriented pairs generate
exactly the same interference fringes than the pair r16− r28 (blue), for example the pairs r25− r12 (orange) and r14− r3
(green). Since these 42 pairs have the same effect in the detector plane, they can all be replaced by one single pair, called
the non-redundant pair.
However, in the hypothesis of a perfect coronagraph, the amplitude of the on-axis electric field generated by
the star is removed.32–34 The intensity becomes:
I(u) =
∥∥∥Ef (u)− P̂ (u)∥∥∥2 (6)
=
∥∥∥φ̂(u)∥∥∥2 (7)
2.2 Case of a segmented pupil
The pupil is now considered segmented in several identical segments.
2.2.1 Pupil and phase models
The entrance pupil P of our optical system consists of nseg identical segments of shape mask S. We define the
pupil as
P (r) =
nseg∑
k=1
S(r− rk), (8)
where r is the position vector in the pupil plane, and rk the position of the center of the k-th segment (Fig. 2).
We focus here on phasing, alignment, or polishing errors of the primary mirror. The phase aberration φ on
the pupil P is expressed as the sum of global and local aberrations on the different segments (see Fig. 3). Since
the global aberrations can be seen as a sum of local aberrations,35 we simply express the phase in the pupil as:
φ(r) =
(nseg,nzer)∑
(k,l)=(1,1)
ak,lZl(r− rk), (9)
where the coefficients (ak,l)(k,l)∈[1,nseg ] times[1,nzer] are the local Zernike coefficients and (Zl)l∈[1,nzer] is the Zernike
basis on a circular pupil that overfills the segment cropped by the shape of the generic segment. We could here
have used the basis of polynomials specific to hexagonal apertures.36,37 However since this basis’ vectors are
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Figure 3. Left: Global aberrations on a segmented mirror. Right: Local aberrations on the same segmented mirror.
linear combinations of the common circular-aperture Zernike polynomials, both studies are quite equivalent, in
particular for low-order polynomials and we decided to keep using the well-known Zernike polynomials basis.
Manufacturing, telescope alignment, and initial primary mirror cophasing remove most of the global and
local aberrations, leaving only residual aberrations. Further studies could be done in the case of misalignment
of the secondary mirror, which is known to impact significantly the performance of the system. However, in this
article, the model is developed in the case of residual errors on the primary mirror only.
2.2.2 Case of one single Zernike on the segments
We first study the case where only one local Zernike polynomial Zl is applied on the segments, even if the
coefficient ak,l can vary with the segment k (see Fig. 8 for some examples of phases).
The intensity with a perfect coronagraph derives from equations 7 and 9, this second one being used in the
case of one single Zernike polynomial:
I(u) =
∥∥∥∥∥Ẑl(u)
nseg∑
k=1
ak,le
−irk.u
∥∥∥∥∥
2
(10)
=
∥∥∥Ẑl(u)∥∥∥2 nseg∑
i=1
nseg∑
j=1
ai,laj,le
i(rj−ri).u (11)
Since the intensity is real,
∑nseg
i=1
∑nseg
j=1 ai,laj,le
i(rj−ri).u is real, and therefore:
I(u) =
∥∥∥Ẑl(u)∥∥∥2( nseg∑
k=1
a2k,l +
nseg∑
i=1
nseg∑
j=1,j 6=i
ai,laj,l cos((rj − ri).u)
)
(12)
It appears here that studying the effect of random values of the same Zernike on all the segments is equivalent
to studying the interference effects on each pair of segments and summing them.(
u→ cos((rj−ri).u)
)
(i,j)∈[1,nseg ]2
is a basis of cosine functions that describes the intensity distribution in the
focal plane. Each vector of this basis is a cosine function whose spatial periodicity and orientation depends on the
pair of considered segments (i, j), very similarly to the Young fringes.38 The amplitude in front of this function
is simply the product of the amplitudes ai,l and aj,l of the respective Zernike coefficients on each segment. As
a consequence, two pairs of segments having an identical configuration result in the same intensity pattern (see
Fig. 2).
This equation shows also that the local Zernike polynomial Zl acts on the final image plane as an envelope,
which does not depend on the segment positions. Fig. 4 illustrates the envelopes for the first Zernike polynomials.
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Figure 4. Envelopes corresponding to the first few Zernike polynomials, in logarithmic scale of the intensity, from 0 to
35λ/D. Top left: piston, top center: tip, top right: tilt, bottom left: focus, bottom center: 45◦-astigmatism, bottom
right: 0◦-astigmatism.
We call nNRP the number of non-redundant segment pairs and (bq)q∈[1,nNRP ] the basis of non-redundant
segment pairs. This basis corresponds to the family of all the vectors joining the centers of two different segments,
where each vector appears once. Fig. 2 (b) illustrates the redundancy of some pairs of segments: the three vectors
represented here are represented by a unique vector in the basis of non-redundant segment pairs. In the case of
the SCDA pupil, which contains 36 segments, there are 1260 possible oriented pairs of segments rj−ri (obtained
with the binomial coefficient 2×C236), but nNRP = 63. In the case of JWST, there are 18 segments, 306 pairs of
segments in total, but only 30 non-redundant pairs of segments. In the case of the ELT, there are 798 segments,
636006 pairs of segments in total, and 1677 non-redundant pairs of segments. In all these examples, just a small
fraction of the segment pairs, the non-redundant vectors, is responsible of the pattern in the focal plane.39,40
Thanks to this remark, we can rearrange the double sum of equation 12 as
I(u) =
∥∥∥Ẑl(u)∥∥∥2 (nseg∑
k=1
a2k,l + 2
nNRP∑
q=1
Aq cos(bq.u)), (13)
with
∀q ∈ [1, nNRP ], Aq =
∑
(i,j)
ai,laj,l (14)
where the couples (i, j) are all the couples that verify the relation rj − ri = ±bq. This way the matrix multi-
plications associated with the focal plane sample arrays only has to be done nNRP times instead of n
2
seg times.
This new equation saves computing time and resources and is strictly and mathematically equivalent to the
equation 12: instead of summing independently all the cosines with their coefficients (equation 12), we unify all
the identical cosines and sum up their amplitudes (equation 13).
We can conclude that it is possible to obtain a relation between the final image, a certain baseline, and the
Zernike coefficients applied on each segment of the baseline.
2.2.3 Case of an actual coronagraph
Equation 13 establishes that the intensity in the image can be expressed as a function of the Zernike coefficients
applied on the pupil. In this formula, all the individual segments have the same contribution to the final image
pattern and its contrast. An actual coronagraphic system can include pupil apodizer, pupil phase, focal plane
mask (phase or amplitude), and a Lyot stop. For the sake of our example in this paper, we only study pupil
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apodization, hard edge focal plane mask, and hard edge Lyot stop. These optical components, added to the
spiders of the telescope, introduce a dependency on the segments: all the segments are not strictly equivalent.
Therefore, the model needs to be refined.
In the case of direct imaging with a perfect coronagraph, we ignored the direct PSF P̂ in the expression of
the electric field in the final plane Ef . A real coronagraph has different impacts on the image. The coronagraph
function, modeled here as a linear function C. In this general case, the intensity becomes:
I(u) = ‖C{P}+ iC{φ}‖2 (15)
= ‖C{P}‖2 + 2<{C{P}C{φ}∗}+ ‖C{φ}‖2 (16)
While it might seem different than Eq. 7, it can still be very close:
- if φ is large enough, then ‖C{φ}‖2 dominates over the rest of the equation. Since C{φ} = ∑nsegk=1 C{ak,lZl(r−
rk)}, we approximate this coronagraph effect by putting weights (ck,l)k∈[1,nseg ] on the coefficients (ak,l)k∈[1,nseg ].
These coefficients need to be computed. Therefore, the expression of the analytical model becomes:
I(u) =
∥∥∥Ẑl(u)∥∥∥2 (nseg∑
k=1
c2k,la
2
k,l +
nseg∑
i=1
nseg∑
j=1,j 6=i
ci,lai,lcj,laj,l cos((rj − ri).u)), (17)
In the non-redundant pair-configuration, we obtain:
I(u) =
∥∥∥Ẑl(u)∥∥∥2 (nseg∑
k=1
c2k,la
2
k,l + 2
nNRP∑
q=1
A′q cos(bq.u)), (18)
where, for q ∈ [1, nNRP ], A′q =
∑
(i,j) ci,lai,lcj,laj,l and the couples (i, j) are all the couples that verify the relation
rj − ri = ±bq.
- In a general case, PASTIS aims at computing the contrast. Hereafter, 〈f〉DH corresponds to the mean
value in the dark hole of the image f . If we consider the general expression of the intensity of Eq. 16, we notice
that 1) 〈‖C{P}‖2〉DH provides the deep contrast C0 of the coronagraph and 2) 〈2<{C{P}C{φ}∗}〉DH = 0 in a
symmetrical dark hole (explanations in the appendix A). Therefore the contrast in the dark hole C only takes
into account the deep contrast C0 and the average of the quadratic term 〈‖C{φ}‖2〉DH . More explanations in
this direction are provided in the next section.
In practice, we calibrate the coefficients for each Zernike by running the end-to-end simulation with the chosen
coronagraph and the analytical model without calibration once for each segment:
∀k ∈ [1, nseg], ck,l =
√
〈IC(k)〉DH
〈I(k)〉DH , (19)
where IC(k) is the intensity image issued from the end-to-end simulation after applying a 1nm aberration of the
l-th Zernike polynomial on the k-th segment only, and I(k) is the intensity image produced by the analytical
model after applying exactly the same phase to the segments.
This calibration has to be performed only once and integrates the coronagraph effect in the focal plane into
our model.
2.3 Matrix-based model
As explained in the previous section, the deep contrast C0 = 〈‖C{P}‖2〉DH can be taken into account. However
we prove in the appendix A that the average of the linear term, 〈2<{C{P}C{φ}∗}〉DH is null in a symmetrical
dark hole. Therefore the mean contrast in the dark hole is:
C = C0 +
nseg∑
i=1
nseg∑
j=1
ci,lai,lcj,laj,l〈
∥∥∥Ẑl(u)∥∥∥2 cos((rj − ri).u)〉DH (20)
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This new expression can be expressed as a matrix product:
C = C0 + alMla
t
l , (21)
where al = (a1,l, ..., anseg,l) is the vector of the Zernike coefficients, a
t
l is the transpose vector of al, and ∀(i, j) ∈
[1, nseg]
2,Ml(i, j) = ci,lcj,lmi,j,l, where mi,j,l = 〈
∥∥∥Ẑl(u)∥∥∥2 cos((rj − ri).u)〉DH .
This matrix-based version of the analytical model further reduces the computation time of the integrated
contrast over a dark hole.
In the next section, the likelihood between the outputs issued from the PASTIS model and from the end-to-end
simulation is quantified.
3. RESULTS
In this section, we seek to validate the analytical model of the previous section, using a comparison with an
end-to-end simulation. The chosen pupil and the coronagraph are described in section 3.1 and the results of
comparison in sections 3.2 and 3.3.
3.1 End-to-end simulations
For this test, we choose the example pupil illustrated on Fig. 1 (b), which is under study for future space
telescopes in the Segmented Coronagraph Design and Analysis (SCDA) program.9 It is formed of 36 identical
hexagonal segments and a hexagonal central obstruction.41,42
The end-to-end simulation explicitly computes the propagation of the electric field from plane to plane with a
Fourier formalism, using the functions of Paul et al.43 The coronagraph used in the end-to-end simulation is an
Apodized Pupil Lyot Coronagraph (APLC),44–46 specially designed for this pupil. The APLC, whose components
are shown on Fig. 5, is designed to enable an extremely high contrast of a few 10−11 in the dark hole, which
corresponds to a circular area between 4λ/D and 9λ/D (see Fig. 6). The analytical model is valid only in the
high-contrast area, since P̂ (u) is far from 0 out of this area and can then still not be neglected anymore. For
this reason, we look at the intensity images and performance in this area only and compare them to the outputs
of the model.
3.2 Results and comparison of the matrix-based analytical model
In this section, we compare the mean contrasts in the dark hole computed from the images of the end-to-end
simulation and from the matrix-based analytical model.
Fig. 7 compares the output contrasts computed by the end-to-end simulation and from the matrix-based
analytical model for piston aberrations from 1pm to 10nm rms on the segments. For each rms value, we select
250 random phases and compute the mean, minimum, and maximum contrasts over the 250 output contrasts. As
a comparison, highly similar curves obtained thanks to end-to-end simulations only can be found in the studies
of Stahl et al.,47 later completed in Stahl et al.48
The curves of Fig. 7 issued from PASTIS are highly similar to the ones issued for the end-to-end simulation.
To quantify the error between the end-to-end simulation and PASTIS, we obtain an error in the contrast of
around 3% rms.
However, PASTIS shows its best interest in such heavy computations, since its contrasts have been 107 times
faster to compute than the contrasts issued from the end-to-end model. Indeed PASTIS is a double multiplication
between an nseg-long vector, an nseg × nseg-matrix, and another nseg-long vector. Therefore its computation
complexity is of the order of n2seg. On the other hand, one single end-to-end simulation requires three Fourier
Transforms, which dominate the computation time by being of the order of n log(n), where n is the size of the
considered image. To plot figures with many iterations such as Fig. 7, which has 203250 iterations, computation
complexity has to be considered and PASTIS provides a significant gain of time and memory.
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Telescope
pupil Apodizer
(pupil plane)
Focal Plane
Mask
Lyot Stop
(pupil plane)
Detector
Figure 5. Top: Optical configuration of the APLC as used in the end-to-end simulation. Bottom: Optical masks used
in the end-to-end simulation. The apodizer (left) is located in the first pupil plane, the focal plane mask (center) on the
following focal plane, its radius here being 4.5λ/D, and the Lyot Stop (circular aperture on the right, here superposed
with the entrance pupil) on the last pupil plane.
Figure 6. Left: Point Spread Function (PSF) in presence of the SCDA pupil of Fig. 1, with an end-to-end numerical
simulation without coronagraph and without aberration. Center: PSF in presence of the same SCDA pupil combined
with the APLC, with no aberration. Right: Cut along the horizontal radius of the two previous PSFs (red: without
APLC, green: with APLC). We can observe that the APLC brings a huge correction in the dark hole, delimited here by
the blue dashed lines at 4λ/D and 9λ/D. The average contrast in this region is a few 10−11.
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Figure 7. Contrast as a function of the rms piston error phase on the pupil, computed from both the end-to-end simulation
(E2E) and PASTIS. This plot illustrates two regimes: below 10pm rms the contrast is limited by the coronagraph only
and over a few 10pm rms the contrast is limited by the aberrations and the quadratic term is majority in the analytical
model.
3.3 Images generated with PASTIS
PASTIS has been validated in the previous section, providing a fast estimation of the contrast with a 3% error.
In this section, we now look at the images obtained with the model before developing the matrix-based formula
(equation 18) to compare the morphology of the speckles in the images themselves.
To do so, we focus on the cases where only local low-order aberrations are applied on the segments: piston,
tip, tilt, focus, and the two astigmatisms. Furthermore, for each Zernike polynomial, two different configurations
are compared: a case where two segments only have local aberrations and a case where random low-order Zernike
coefficients are applied on all the segments.
The PSFs resulting from the end-to-end simulation and the ones resulting from the analytical model are
indicated in Fig. 8. All panels are at the same scale, which illustrates once again that the analytical model
provides a good prediction of the overall contrast level. We then use the correlations to quantify the agreement
on the morphology of the speckles’ intensity between the analytical model and the end-to-end simulations. The
correlation here corresponds to the linear Pearson correlation coefficient, which, for two images I and J of N
elements, is computed as:
Cor(I, J) =
∑N
k=1(I(k)− 〈I〉)(J(k)− 〈J〉)√∑N
k=1(I(k)− 〈I〉)2
∑N
k=1(J(k)− 〈J〉)2
(22)
In the piston case, the images typically have correlations of around 70% and in the other cases, typically closer
than 89%.
As a reminder, the envelopes of these different Zernike polynomials are shown in Fig. 4. In the piston case, it
generates a circle at the limit of the dark hole. In the tip and tilt cases, they create a dark vertical or horizontal
line crossing the center of the PSF. In the focus case, the envelope has a ring shape. Finally, in both astigmatisms,
the envelopes create a cross in the dark hole. The effects of these different envelopes clearly appear in the images
10
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Figure 8. Comparison of the PSFs (log scale) when (a) identical 1nm aberrations are applied on a pair of segments and
when (b) random aberration coefficients are applied on the segments for the first six Zernike polynomials (piston, tip,
tilt, focus, and the astigmatisms). A binary mask is applied on the PSFs to display the dark hole only. The first column
indicates the phase applied on the primary mirror. The PSFs of the second column are generated by a simulation of an
end-to-end propagation through an APLC. The PSFs of the third column are generated by the analytical model. The last
column gives the linear Pearson correlation coefficients between the end-to-end simulation and analytical model images.
All the horizontal lines are at the same scale.
issued both from the end-to-end simulation and from the analytical model. On Fig. 8, the envelopes also seem
the main source of the difference between the PSFs issued from the analytical model and from the end-to-end
simulation. This effect might be an artefact due to the apodization of the pupil: the envelopes were computed
with a Zernike polynomial defined on a regular hexagonal segment, while the support shape depends on the
apodization.
Another source of error is the scalar and the linear terms of Eq. 16, that are not taken into account in the
model and therefore not displayed here.
This comparison between end-to-end simulation images and the outputs from the analytical model indicates
that PASTIS allows to generate high-contrast images with a high-fidelity average contrast. Even if the morpholo-
gies of the images do not seem extremely accurate, mainly in the piston case (correlation around 70%, while over
90% for the other Zernike polynomials), the contrast values are close enough for error budgeting.
In practice, we keep using the matrix-based analytical model, since it enables a fast estimate of the contrast
in the dark hole, which is our chosen criterion for error budgeting, without the need of an actual image.
4. SENSITIVITY ANALYSIS
A traditional error budget aims at quantifying the deterioration of the contrast with the rms error phase applied
on the segments. For example, in the piston case, we can easily deduce from Fig. 7 the constraints in piston
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cophasing in term of rms error. For instance, to obtain a contrast of 10−10, the piston phasing needs to be
accurate to better than 20pm rms.
PASTIS is a faster method to compute the deterioration of contrast due to segment-level aberrations. In
particular, it can speed up large forward Monte-Carlo to translate multiple realizations of deployment, phasing, or
wavefront control. Similarly, it makes simulations of performance for long-time series of high-frequency vibrations
possible. The most direct way to use PASTIS to find requirements for a given contrast is to apply it multiple
times with multiple realizations of multiple errors, as shown in Fig.7. However, we have then no clue of the
repartition of these requirements on the segments, while it is known that some segments have a bigger impact on
the contrast than others: for example, the calibration coefficients (ck,l)k∈[1,nseg ] depend on the segment. PASTIS
can actually identify these segments or group of segments. Using these modes, doing an error budget or designing
wavefront sensing and control systems is a lot easier.
This is why we develop a sensitivity analysis method based on a modal projection of the phase, which takes
into account this segment-dependant contribution to the contrast.
4.1 Analytical modal inversion
In equation 21 of section 2.3, the contrast for the l-th Zernike depends on the matrix Ml. Ml being symmetric
and positive-definite, there exist Ul, a matrix of eigen vectors, and Dl, a diagonal matrix of eigen values, that
satisfy:
Dl = UlMlU
t
l (23)
We call (λp,l)p∈[0,nseg−1] the eigen values of Ml and (Up,l)p∈[0,nseg−1] their associated eigen vectors. Therefore
we have:
∀p ∈ [0, nseg − 1], λp,l = Up,lMlU tp,l (24)
Since (Up,l)p∈[0,nseg−1] forms a modal basis, the error phase segment coefficients A, which provides a final
contrast C, can be expressed in an unique way as a function of these eigen modes:
A =
nseg−1∑
p=0
σpUp,l, (25)
where σp is the contribution of the mode p.
The projection of the error phase Φ on each eigen mode Up,l contributes as much as Cp to the final contrast.
(Up,l)p∈[0,nseg−1] forming a basis of orthonormal vectors, the final contrast is indeed the sum of the contrasts
generated by the different projections on the modes:
C =
nseg−1∑
p=0
Cp (26)
Therefore, we have:
∀p ∈ [0, nseg − 1], Cp = (σpUp,l)Ml(σpUp,l)t (27)
= σ2pλp,l (28)
As a conclusion, to get a contribution to contrast smaller than Cp on the p-th mode, the projection of the
phase on this mode has to be smaller than
σp =
√
Cp
λp,l
. (29)
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4.2 Strategy
Hereafter, we define the contrast as a sum of a static contribution and a dynamic contribution:
C = Cs ±∆C. (30)
We assume that the coronagraphic contrast is of the order of 10−10 in the dark hole, but we require system
stability sufficient to support improving the contrast, to 10−10. Therefore, we make the assumptions that{
Cs = 10−10
∆C = 10−10
(31)
Furthermore, the assumption is made that all the modes (except for the one with an extremely low eigen value)
contribute equally and independently to the contrast and its stability. Therefore, we formulate the hypotheses:{
Csp =
Csp
35
∆Cp =
∆C√
35
(32)
The formula 29 provides both the mode contributions (σp)p∈[0,nseg−1] that would generate such contrasts on
each mode, and the mode contributions in terms of stability (∆σp)p∈[0,nseg−1].
The latter sections impose the system stability requirements for piston and 45◦-astigmatism.
4.3 Illustration in the case of local pistons in the pupil
4.3.1 Eigen modes
In the piston case, C = a1M1a
t
1. A Singular Value Decomposition (SVD) is applied to the matrix M1, the eigen
values are indicated in Fig. 9. Fig. 10 indicates a few eigen modes computed from this SVD: on top, the four
modes attached to the highest eigen values of M1, and on the bottom, the four modes attached to low eigen
values. The very last mode, which has an extremely low eigen value, is not indicated here and corresponds to a
global piston on the primary mirror.
From this SVD, we can see that the last eigen modes correspond to discretized global low order Zernike
polynomials, the two astigmatisms (modes 31 and 32) and the tip and tilt (modes 33 and 34). We find that the
lowest sensitivity modes of our simplified model are the discretized low-order Zernike modes tip and tilt, which
the APLC has been designed to be robust to. This consolidates the realism of our analytical model PASTIS.
Furthermore, the very last mode, not indicated in Fig. 10, is a global piston on the entire pupil, which has here
an extremely low eigen value and is known not to affect the contrast in a realistic coronagraph. The highest
eigen values correspond to the modes that affect the contrast the most, a combination of segments of the second
ring which are known to be the least apodized and the least hidden by the Lyot Stop. In particular, we can
conclude that these modes are specific to the chosen coronagraph.
4.3.2 Constraints on phasing
The hypotheses and strategy to compute the static constraints on the modes are indicated in section 4.2.
After applying the equation 29, we obtain the results indicated in Fig. 11: on the left, the mode contributions
(σp)p∈[0,nseg−1] that generate such contrasts are indicated and on the right, the cumulative contrasts generated by
these constraints are shown. Each mode contributes equally to the contrast and the final contrast is C = 10−10,
which were our hypotheses. We also indicated here the cumulative contrasts when these constraints are injected
as inputs of the end-to-end simulation, and despite an error on the final contrast of 3.75%, we can conclude that
this method to compute the tolerances is relevant and useful.
In the general case, the mode contributions (σp)p∈[0,nseg−1] both depend on the mode p and on the contrast
to reach in each mode (Cp)p∈[0,nseg−1]. Fig. 12 illustrates the contrast Cp as a function of the contribution σp for
three different modes. The constraints clearly depend on the modes, the first modes requiring tighter constraints.
13
Figure 9. Eigen values of the matrix M1 in the segment-level piston case. The last eigen value, extremely lower than the
others, corresponds to a eigen mode of a global piston on the primary mirror.
Figure 10. Eigen modes in the local only piston case. The top line corresponds to the four modes with the highest eigen
values, the bottom line to four of the modes with the lowest eigen values. In this second line, we can recognize discrete
versions of some common low-order Zernike polynomials: the two astigmatisms and the tip and tilt. Furthermore, the
last modes focus more on the corner segments, that are typically the segments that impact the contrast the least, since
they are the most obscured by both the apodizer and the Lyot stop. Conversely, on the top line, we can also see that the
segments with the most extreme piston coefficients correspond to the segments hidden by neither the apodizer nor the
Lyot stop, and so are the segments that influence the contrast the most. This explains why they have the highest eigen
values.
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Figure 11. Left: Contributions (σp)p∈[0,nseg−1] on the different piston modes to reach a final target contrast of 10
−10,
in the case where only local pistons on segments deteriorate the contrast. Right: Cumulative contrasts on these piston
modes at their upper constraints to reach a final target contrast of 10−10. In these two plots, only 35 modes are indicated,
since the mode with a very low eigen value corresponds to a global piston on the pupil and is chosen to not contribute to
the final contrast.
Figure 12. Contrast as a function of the amplitude on three different piston modes, for both the end-to-end simulation
(E2E) and the matrix-based analytical model. The red curves correspond to the mode 0, which has the highest eigen
value so the highest influence on the contrast. As a consequence, its constraints to reach a target contrast are tougher
than the constraints obtained for any other mode. The green curves correspond to the intermediate piston mode 17, and
the blue curves correspond to the mode with the lowest eigen value: as a consequence, its constraints are relaxed.
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Figure 13. Stability coefficients on the different piston modes to reach a final target stability on contrast of 10−10 on a
long exposure, in the case where only local pistons on segments deteriorate the contrast.
Mode number p 0 17 34
Maximum mode contribution σp (pm) 11.36 29.37 84.30
Maximum stability mode contribution ∆σp (pm) 30.93 79.95 229.47
Table 1. Absolute and stability constraints on three different modes for a contrast better than 10−10 stabilized at 10−10.
4.3.3 Quasi-static stability
In this section, the same inversion of the analytical model is applied to the contrast stability, which is ensured
by the stability of the segment aberrations. The hypotheses and strategy were indicated in section 4.2.
We then obtain the constraints per mode in stability indicated on Fig. 13. We mainly notice that the most
constraining modes require a stability of around 30pm.
In this example, for a contrast better than 10−10 stabilized at 10−10, the constraints for the modes 0, 17, and
34 are indicated in table 1.
4.4 Illustration in the case of local 45◦-astigmatisms in the pupil
Now, we consider constraints on local 45◦-astigmatisms on the segments. Once again, the performance to achieve
in the dark hole with the coronagraph only is 10−10 ± 10−10.
A few selected eigen modes are shown in Fig. 14. Like in the piston case, the first eigen modes focus on
the second ring, that is the only one not hidden by the Lyot Stop and the least apodized. On the opposite,
the last modes correspond to the corner segments, which are both the most hidden by the Lyot Stop and the
most apodized. We can conclude that the second ring, like in the piston case, require the tightest constraints
in manufacturing and alignment and might require special consideration in backplane design. This conclusion
would not have been formulated with a traditional error budget based on numerous end-to-end simulations. It
is here shown that another advantage of the model is its ability to build a comprehensive analysis of the impact
of each perturbation term.
The numerical results in terms of sensibility analysis on the different modes are shown in Fig. 15. We can
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Figure 14. Eigen modes in the local only 45◦-astigmatism case. The top line corresponds to the four modes with the
highest eigen values, the bottom line to four of the modes with the lowest eigen values. On the top line, we can see that the
segments with the most extreme 45◦-astigmatism coefficients correspond to the segments hidden by neither the apodizer
nor the Lyot stop, so the segments that influence the contrast the most, which explains why they have the highest eigen
values. On the opposite, the modes of the second line focus on the corner segments only, which are the segments the most
hidden by both the Lyot Stop and the apodizer.
Figure 15. Left: Contributions (σp)p∈[0,nseg−1] on the different 45
◦-astigmatism modes to reach a final target contrast of
10−10, in the case where only local 45◦-astigmatisms on segments deteriorate the contrast. Right: Stability coefficients
(∆σp)p∈[0,nseg−1] on the different 45
◦-astigmatism modes to reach a final target stability of 10−10 on a long exposure.
observe that the constraints are tighter or equal than the ones on piston on the first eigen modes, but looser on
the last modes.
These last two applications are just some examples of the use of the analytical model for sensitivity analysis.
They also illustrate the gain in time and in understanding that such a formal inversion would provide compared
to multiple end-to-end simulations in error budgeting. They can also provide a better understanding of the
constraint geometry of the primary mirror, to design for example an adequate backplane, edge sensor placement,
or laser truss geometry.
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5. CONCLUSIONS
In this paper we have introduced an analytical model, PASTIS, that is the basis of a new method for toleranc-
ing of segmented telescopes with high-contrast instruments, both in term of segment alignment and stability.
The formalism has been validated for one kind of local Zernike polynomial at a time on the segments, using
comparisons between its outputs and the images and contrasts determined from the simulation of an end-to-end
propagation through a coronagraphic system. The error between the contrasts computed from the analytical
model and from the end-to-end simulation is around 3% rms. The clear advantage of the analytical model is the
reduction of computation time: to compute a contrast in the dark hole, an end-to-end simulation takes around
107 longer than the matrix-based analytical model PASTIS. Therefore, PASTIS enables complete error budget
with a significant gain of time, since a traditional error budget is based on tremendous contrast computations
from phases selected thanks to a Monte Carlo distribution.
However the primary advantage of this model is that the entire method presented here is based on a simple
formal inversion based on a modal analysis. This new process provides an easy and fast way to estimate the
tolerancing for a given contrast, but also the constraints in term of stability. It also provides a more comprehensive
analysis of the system, with the eigen modes that affect the contrast the most and required a thinest adjustment.
A better understanding of the critical modes in the primary mirror can for example enable an optimization of
the architecture of the backplane or of the positions of edge sensors.
The next step of this study is a generalization of this analytical model to a combination of Zernike polynomials,
to understand the Zernike to Zernike dependency to contrast value. Furthermore, the static or quasi-static errors
on the segments are not the only issue in high-contrast imaging. The telescope vibrations or the resonant modes
of the segments are a main source of instability, and therefore are important factors in the limitation of the
performance. As soon as the temporal aspect is considered, a full and time-consuming end-to-end simulation
becomes inconvenient, and PASTIS shows its best advantage. Finally, we plan to compare its accuracy on other
coronagraphs, for example using a Vortex coronagraph instead of an APLC.
This new formalism to describe segmented pupils and generate images and contrasts is adaptable to any
segmented pupils, such as the Extremely Large Telescopes, the Thirty Meters Telescopes, the James Webb Space
Telescope or the new HabEx and LUVOIR pupils. It can also be applied to non-hexagonal-segment pupils, such
as the Giant Magellan Telescope. PASTIS enables a new, fast, and efficient method for static error budget and
stability analysis for all segmented telescopes.
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APPENDIX A. THE IMPACT OF THE LINEAR TERM ON THE CONTRAST
In the expression 21, the contrast is a sum of a constant term (the deep contrast, intrinsic to the coronagraph)
and a quadratic term. However, in the equation 5, the intensity, whom the contrast derives from, is a sum of a
constant term, a linear term, and a quadratic term. Why can the linear term not be taken into account, while
the constant term can?
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The linear term is called L(u).
L(u) = 2<(P̂ ∗(u)iẐl(u)
nseg∑
k=1
ak,le
−irk.u)
= 2<(
nseg∑
k=1
ak,lP̂
∗(u)iẐl(u)e−irk.u)
= 2
nseg∑
k=1
ak,l<(P̂ ∗(u)iẐl(u)e−irk.u)
(33)
since the coefficients ak,l are real.
- P is real and symmetrical, so its Fourier Transform P̂ is also real and symmetrical, and P̂ ∗ is too.
- Furthermore, we have:
ie−irk.u = i cos(−rk.u) + i2 sin(−rk.u)
= i cos(rk.u) + sin(rk.u)
(34)
- Zl is necessary real, but can be symmetrical or anti-symmetrical. We study separately these two cases:
If Zl is real and symmetrical, then Ẑl is real and symmetrical. Then:
<(P̂ (u)iẐl(u)e−irk.u) = P̂ (u)Ẑl(u) sin(rk.u) (35)
In this case, since P̂ (u) and Ẑl(u) are symmetrical and sin(rk.u) anti-symmetrical, then L is anti-symmetrical.
As a result, the contrast resulting from computing its average on a symmetrical dark hole is null.
If Zl is a real and anti-symmetrical, then Ẑl is imaginary and anti-symmetrical. Then:
<(P̂ (u)Ẑl(u)e−irk.u) = −P̂ (u)=(Ẑl(u)) cos(rk.u) (36)
P̂ (u) and cos(rk.u) are symmetrical, =(Ẑl(u)) is anti-symmetrical, so L is once again anti-symmetrical and its
mean contrast on a symmetrical dark hole is null.
As a conclusion, in both cases, the linear term of the initial equation provides a null contrast.
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