Large N Quantum Time Evolution Beyond Leading Order by Ryzhov, A V & Yaffe, L G
UW/PT-00-12
UCLA/00/TEP/21
Large N Quantum Time Evolution Beyond Leading Order
Anton V. Ryzhov
Department of Physics and Astronomy, UCLA, Los Angelos, California 90095-1547
Laurence G. Yaey
Department of Physics, University of Washington, Seattle, Washington 98195-1560
(July 1, 2000)
Abstract
For quantum theories with a classical limit (which includes the large N limits of
typical eld theories), we derive a hierarchy of evolution equations for equal time
correlators which systematically incorporate corrections to the limiting classical
evolution. Explicit expressions are given for next-to-leading order, and next-to-
next-to-leading order time evolution. The large N limit of N -component vector
models, and the usual semiclassical limit of point particle quantum mechanics
are used as concrete examples. Our formulation directly exploits the appropri-
ate group structure which underlies the construction of suitable coherent states
and generates the classical phase space. We discuss the growth of truncation
error with time, and argue that truncations of the large-N evolution equations
are generically expected to be useful only for times short compared to a \deco-




The time evolution of quantum systems away from equilibrium is of interest in many applica-
tions including, but certainly not limited to, phase transition dynamics, inflationary reheating,
and heavy ion collisions. Large N expansions have provided a widely used technique for study-
ing equilibrium properties in statistical physics and eld theory [1{3], and it is natural to apply
a similar strategy for studying non-equilibrium problems. The large N limit (as typically for-
mulated) is actually a special type of classical limit [4]. Suitable observables behave classically
and the quantum dynamics reduces to classical dynamics on an appropriate phase space.
Considerable work has been done examining the dynamics of far from equilibrium states
in a variety of applications using leading large-N time-evolution [5{10]. A major virtue of
large N techniques (compared to alternative wholly uncontrolled approximation schemes) is
that one should be able to improve the approximation by systematically including sub-leading
eects suppressed by powers of 1/N . For a variety of equilibrium problems (such as critical
phenomena), this approach can work quite well [11{13].
For initial value problems, in which one would like to choose a non-equilibrium initial state
and then examine the subsequent time evolution, traditional formulations of large-N expansions
using graphical or functional integral techniques [3] are very awkward. A major diculty with
these approaches is that they generate integral equations which are non-local in time when
sub-leading 1/N corrections are retained. For practical (numerical) applications, one would
vastly prefer a formulation in which locality in time is always preserved.
In this paper, we describe a formulation of large N (or semi-classical) dynamics which leads
to a coupled hierarchy of time-local evolution equations for equal time correlation functions.
Our approach directly exploits the appropriate group structure underlying the construction of
suitable coherent states and the existence of the classical limit [4]. We specically focus on the
time evolution of initial states chosen to equal one of these coherent states. We will give explicit
next-to-leading order (NLO), and next-to-next-to-leading order (NNLO), expressions for the
required evolution equations. Somewhat related hierarchies of evolution equations have been
1
discussed in several recent papers [14,15]. Because of our exploitation of the underlying group
structure, the formulation we derive is more ecient, in the sense that it requires integration
of fewer coupled equations at a given order in 1/N .
A major question which we discuss, but do not fully resolve, is the propagation of errors
induced by truncating the exact (innite) hierarchy at a given order in 1/N . It is known
that the N ! 1 limit is not uniform in time. For example, in typical large N eld theories
the characteristic time scales for scattering or thermalization are known to scale as N to
some positive power.1 For a xed time interval t, results obtained by integrating evolution
equations truncated at, for example, next-to-leading order, will have only order 1/N2 errors.
For suciently large N , and xed t, including successively higher orders in the 1/N hierarchy
will yield more accurate results. But for xed N and some given truncation of the 1/N hierarchy,
it should be expected that the truncation error will grow with increasing time and eventually
become order unity. A key question is how this \breakdown" time scales with N and the order
of the truncation. One might hope that a next-to-leading order approximation would be useful
[that is, have at most O(1/N) global errors] for times of order N , while a next-to-next-to-
leading order scheme would be useful out to times of order N2, etc. But it is quite conceivable
that errors in an order-k truncation will grow with time like (t/N)k for some positive α, which
would imply that all truncations break down after a time of order N1=. This behavior, which
we consider likely, may well depend on the specic theory and choice of initial state. Available
numerical work, such as [14,15], sheds little light on this issue. We discuss several examples
where it is possible to argue that quantum \decoherence" produces exactly this type of limit
on the range of validity of large N truncations.
The paper is arranged as follows. The general framework which allows us to treat many
theories with a classical limit in a uniform fashion is outlined in section II. This material
is largely taken from Ref. [4]. Section III describes the particular class of operators we will
1See, for example, the end of section III of Ref. [16].
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consider, and examines the structure of their coherent state equal time correlators. Section IV
presents the resulting time evolution equations and discusses error propagation. These general
results are applied to the examples of point particle quantum mechanics, and a general N -
component vector model, in section V. For point particle quantum mechanics, we argue that
the decoherence time generically scales as h−1=2, while for vector models it should scale as N1=2.
A brief concluding discussion follows.
II. COHERENCE GROUP AND COHERENT STATES
The following slightly abstract framework is applicable to typical large N limits (including
O(N) or U(N) invariant vector models, matrix models, and non-Abelian gauge theories), as
well as the h ! 0 limit of ordinary quantum mechanics [4].
Consider a quantum theory depending on some parameter χ (such as h or 1/N). The Hilbert
space (which may depend on χ) will be denoted H. The quantum dynamics is governed by a
Hamiltonian which we will write as (h/χ) H^. This rescaling of the Hamiltonian will prove to










The following assumptions are a set of sucient conditions implying that the χ ! 0 limit
is a classical limit.
Assume there is a Lie group G (called the coherence group) which, for every value of χ,
has a unitary representation on H, G = fD(u) : u 2 Gg. The states generated by applying
elements of the coherence group to some (normalized) base state j0i 2 H,
jui  D(u) j0i , u 2 G , (2)
are called coherent states. The coherence group acts on these states in a natural way,
D(u
0) jui = ju0ui.
We assume that the coherence group G acts irreducibly on the corresponding Hilbert
space H. In other words, no operator (except the identity) commutes with all elements of the
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coherence group. This condition automatically implies that the set of coherent states form an
over-complete basis for the Hilbert space H. It also implies that any operator acting on H
may be represented as a linear combination of elements of the coherence group.
For any operator A^ acting in H, we dene its symbol A(u) as the set of coherent state
expectation values, A(u) = hujA^jui, u 2 G. We assume that the only operator whose symbol
vanishes identically is the null operator. Thus, distinct operators have dierent symbols, which
means that any operator can, in principle, be completely reconstructed solely from its diagonal
matrix elements in the coherent state basis.
Classical observables will be associated with operators that remain non-singular as χ goes
to zero, that is, whose coherent state matrix elements, hujA^ju0i/huju0i, do not blow up as
χ ! 0 for all u, u0 2 G. Such operators are called classical.
Two coherent states jui and ju0i are termed classically equivalent (we will write u  u0)
if in the χ ! 0 limit, one can not distinguish between them using only classical operators,
i.e., lim!0 A(u) = lim!0 A(u0) for all classical operators A^. We assume that the overlap
between any two classically inequivalent coherent states decreases exponentially with 1/χ in
the χ ! 0 limit.
Under these assumptions, one may show that the χ ! 0 limit of this theory truly is a
classical limit [4]. The assumptions hold for O(N) or U(N) invariant vector models, matrix
models, and gauge theories [4]. The quantum dynamics reduces to classical dynamics on a phase
space Γ given by a coadjoint orbit of the coherence group. Formally, points in Γ correspond
to equivalence classes of coherent states, Γ = f[u] : u 2 Gg, with [u] = fu0 2 G : u  u0g. The
symplectic structure on the phase space is completely determined by the Lie algebra structure
of the coherence group. The classical Hamiltonian is just the χ ! 0 limit of the coherent state
expectation of the quantum Hamiltonian,
hcl(u) = lim
!0 H^(u) . (3)
To have sensible classical dynamics this limit must exist, i.e., H^ must be a classical operator.





dt hu(t)j iχ ∂t − H^ju(t)i . (4)
Both the classical Hamiltonian (3) and the action (4) depend only on the equivalence class of
the coherent state jui,2 and thus do dene sensible dynamics on the classical phase space.
The preceding discussion is just a formalization of the usual picture of a classical limit. A
quantum mechanical wave packet, with a width of order χ1=2, behaves classically in the χ ! 0
limit, and may be associated with a point in the classical phase space. The equations of motion
that govern the classical dynamics are just coherent state expectations of the original quantum
evolution equations.
III. COHERENT STATE EXPECTATIONS
As noted earlier, the irreducibility of the coherence group implies that all operators may be
(formally) constructed from the generators of the coherence group. Consequently, for charac-
terizing the structure, and time evolution, of any state, one may focus attention on equal-time
expectation values of products of coherence group generators.
Let g denote the Lie algebra of the coherence group G. Let feig be a basis of g. The
commutator of basis elements denes the structure constants, [ei, ej] = if
k
ij ek. The generators
ei themselves are not classical operators, but rather are 1/χ times classical operators. For
convenience, let x^i denote the rescaled generator which is a classical operator, x^i  χei.
Consider the coherent state expectation value of the monomial x^i1 x^i2    x^ik . We would like
to nd an expansion of this expectation value in powers of χ. A convenient representation for
our purposes involves subtracted expectations3
g
(k)
i1i2ik  h(x^i1 − xi1)    (x^ik − xik)i , (5)
2For the action, this is true up to temporal boundary terms which do not aect the dynamics.
3To simplify notation, we will omit the superscript \(k)" when this can cause no confusion; for example, we
will write gij for g
(2)
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FIG. 1. Expansion of the expectation a product of generators in terms of (a) subtracted, and (b) connected
expectations. The shaded bubbles on the left denote full expectations of the product of generators. Each line
with a dot on the end represents the expectation of a single generator. In (a), dashed-line bubbles correspond
to subtracted g(k) expectations of strings of generators, while in (b) solid-line bubbles represent connected s(k)
expectations. Ellipses (  ) denote ordered permutations of the preceding diagram.
where h  i denotes an expectation in some coherent state, and xi  hx^ii are the expectations
of the rescaled generators x^i. Subtracted and un-subtracted expectations are related by
















+   + g
(k)
i1ik
xi1   xik
9=
; , (6)
where the n-tuples (l1, l2, ..., ln) are ordered subsets of fi1, ..., ikg. (There is no g(1) term since
g
(1)
i  hx^i − xii = 0.)
Alternatively, one may expand in terms of connected expectations,
s
(k)
i1ik  hx^i1    x^ikiconn . (7)
The dierence, illustrated graphically in Fig. 1, is that expansions in terms of connected ex-
pectations involve products of all possible ‘contractions’, while the terms in the expansion in
subtracted expectations have only one string of generators ‘contracted’. The dierence between
subtracted and connected expectations rst arises with four generators. Explicitly,
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hx^ix^j x^kx^li = xixjxkxl + xixj g(2)kl + xixk g(2)jl + xixl g(2)jk + xkxl g(2)ij + xjxl g(2)ik + xjxk g(2)il
+ xi g
(3)
jkl + xj g
(3)
ikl + xk g
(3)





= xixjxkxl + xixj s
(2)
kl + xixk s
(2)
jl + xixl s
(2)
jk + xkxl s
(2)
ij + xjxl s
(2)





jkl + xj s
(3)
ikl + xk s
(3)

















The coherent state overlap huju0i is the generating functional for expectations of products
of generators, since variations of the coherent state u0 can bring down any desired generator
of the Lie algebra, δi ju0i = eiju0i. The logarithm of this overlap is therefore the generating
functional for connected expectations. By assumption, lnhuju0i is O(1/χ) as χ ! 0. This
immediately implies that the k-th order connected expectation s(k) is O(χk−1). Note also that
the commutator of functional derivatives is the functional derivative in the direction of the
commutator,
h   x^ix^j   iconn − h   x^jx^i   iconn = h   [x^i, x^j ]   iconn = iχ fmij h   x^m   iconn, (9)
or s
(k)
ij − s(k)ji = iχ fmij s(k−1)m.
By considering which connected expectations contribute to g(k), one may easily see4 that
subtracted expectations fall o roughly half as fast as the connected ones, g(2k)  g(2k−1) =
O(χk). Because g(k+2)/g(k) = O(χ), expansion (6) is a power series in χ, the parameter
measuring how close the system is to being classical. Of course, subtracted expectations may
always be rewritten in terms of connected expectations (and vice-versa). Ultimately, equations
for connected5 expectations will be most useful. Nevertheless, using subtracted expectations
as an intermediate representation is helpful because of the simple form of expansions in terms
of subtracted expectations, as shown by Eq. (6) and Eq. (11) below. For later use, note that
4As g(k) =
P
s(m1)s(m2)    s(mn) with m1 +    + mn = k and mi > 1 for all i, and s(mi) = O(χmi−1),
g(k) = O(χminf
P
(mi−1)g) = O(χminfk−ng). The largest number of connected diagrams n occurs when all s(mi)
are s(2) (except for one, if k is odd, which is s(3)).


















fi1ikg αi1ik x^i1    x^ik , for some set of coecients fαi1ikg. Operators of this
form are well behaved for χ ! 0, and so are good classical operators. Using (6),




















+   + g
(k)
i1ik
xl1   xlk
9=
; . (11)
This can be packaged in an even more concise form,
hV i = V + g(2)l1l2 V (l1l2) + g(3)l1l2l3 V (l1lkl3) + g(4)l1l2l3l4 V (l1lkl3l4) +O(χ3) (12)
where summation on repeated indices is implied, and V  Pk Pfi1ikg αi1ik xi1   xik is the
number obtained by replacing each generator in V by its coherent state expectation. Here we
have introduced \ordered derivatives" f (ij)  f








f (l1li)g(li+1lk) . (13b)
When acting on a string of generators, ordered derivatives produce a sum of products of expec-
tations of the generators which remain after deleting the indicated generators, provided these
appear (not necessarily contiguously) somewhere within the string in the order specied by the
derivative. For example,6 
(xp)
x^2p^x^ = 2x2, and 
(xp)
x^p^x^2p^ = x2p + 2xpx + px2 = 4x2p.
In the χ ! 0 limit, coherent state expectations of the (rescaled) generators x^i turn into
coordinates xi on the classical phase space and (classical) operators acting on H become
functions on phase space, hV i = V + O(χ). For nite χ, the successive terms in (12) precisely
characterize the corrections to this classical limit.




@xi1 @xin . In this case, the ordering does not matter, and the
n! is needed to make up for over-counting.
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IV. TIME EVOLUTION
Since operators are completely determined by their symbols, to study the time dependence
of any observable A^ it is sucient to take the coherent state expectation value of its Heisenberg









In other words, we assume that the initial state is precisely some coherent state jui, and wish
to determine the subsequent time evolution. To do so, we will rst nd an expansion, in powers
of χ, for the expectation of the commutator of classical operators.
A. Symbols of Commutators
Consider classical operators A and B which (as in Section III) may be written as power
series in the generators, A =
P
αi1im x^i1    x^im , B =
P
βj1jn x^j1    x^jn . Their product is
given by AB =
P
αi1imβj1jnx^i1    x^im x^j1    x^jn . Using our previous result (12), we nd
hABi = A B + g(2)l1l2 (AB)(l1l2) + g(3)l1l2l3 (AB)(l1l2l3) + g(4)l1l2l3l4 (AB)(l1l2l3l4) +O(χ3) (15a)





























where now (l1, l2,   ) denote ordered subsets of fi1,    , im, j1,    , ing. We see from (15) that,
to leading order, products of classical operators factorize, hABi = hAihBi+O(χ).
Using the expansion (15), and the reduction formulas for operator derivatives (13), one can
















































+    . (16)

















whether k is even or odd. Using (10) to reduce the dierences (g(k) − g(k) ) yields the nal form
for the expectation of the commutator of classical operators. The leading term is precisely
the Poisson bracket on the classical phase space, while subsequent terms involve successively

































































































+fml1l2 gml3l4l5 + f
m
l1l3 gl2ml4l5 + f
m















































fml1l2 gl3l4l5l6 + f
m
l1l3 gl2l4l5l6 + f
m
l1l4 gl2l3l5l6 + f
m







































































B. Equations of Motion
To determine the evolution to order O(χ3), we need the time derivatives of xi(t), gij(t), and
gijk(t). Take the commutator of products of generators with the Hamiltonian and subtract the
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+ faij gakl + f
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ik gjlm + f
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a
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a
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a
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a
il gkaj + f
a









faik glmj + f
a
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a
im gklj + f
a
jk gilm + f
a
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im gklaj + f
a
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ik glmnj + f
a
il gkmnj + f
a
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a
in gklmj
+fajk gilmn + f
a
jl gikmn + f
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fail gajk + f
a









fail gjkm + f
a
jl gikm + f
a
kl gijm + f
a
im gljk + f
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fail(gaj gkm + gak gjm) + f
a
jl(gia gkm + gim gak) + f
a
kl(gia gjm + gim gaj)
+faim(glj gak + glk gaj) + f
a
jm(gli gak + gla gki) + f
a





il(gmj gnk + gmk gnj) + f
a
im(glj gnk + glk gnj) + f
a
in(glj gmk + glk gmj)
+fajl(gim gnk + gin gmk) + f
a
jm(gil gnk + gin glk) + f
a
jn (gil gmk + gim glk)
+fakl (gim gjn + gin gjm) + f
a
km (gil gjn + gin gjl) + f
a
kn (gil gjm + gim gjl))] H
(lmn)
+ O(χ3). (20)
Recall that, through third order, there is no dierence between the subtracted and connected
correlators. Only the disconnected parts of the fourth order correlators appearing in Eq’s. (18)
and (19) are needed, since gijkl = gijgkl + gikgjl + gilgjk +O(χ3). If equations only accurate to
O(χ2) are desired, then all terms in Eq’s. (18){(20) involving third (or higher) order correlators,
as well as products of second order correlators, may be dropped.7
Given these equations of motion for the connected expectations of generators, one can use















faij gkl + f
a




H(jkl) +O(χ2) , (21a)
and
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(12) to describe the dynamics of any classical operator in terms of its symbol. If V^ = V^ (fxig)
is a (time-independent) function of the generators, then its time-dependent expectation value,
at next-to-next-to-leading order, is given by
hV^ (t)i =
n
V + gij(t) V
(ij) + gijk(t) V





where xi(t), gij(t) = sij(t), and gijk(t) = sijk(t) are to be obtained by integrating Eq’s. (18){(20)
forward in time, using gijkl(t) = gij(t) gkl(t) + gik(t) gjl(t) + gil(t) gjk(t) +O(χ3).
C. Error Accumulation
To any given order in χ, we have a system of non-linear, rst-order, ordinary dierential
equations. Initial conditions are imposed by specifying xi(t=0) = hujx^ijui and s(k)jl(t=0) =
hujx^j    x^ljuiconn, with jui some chosen coherent state. Since s(k)(t=0) is O(χk−1), and the
equations for _s(k)(t) involve only terms of order χk−1 and higher, we still formally have s(k)(t) =
O(χk−1) for t > 0. However, as the truncated equations of motion are integrated forward in
time, errors accumulate; it is important to understand the rate of growth of this truncation
error.
We are dealing with a system of equations which we can write as _yi = Fi(y) + Gi(y) where
fyi(t)g are the variables in our problem (that is, the xi’s and s(k) ’s), F (y) represents the terms
we keep, and G(y) stands for everything thrown away by the truncation. Let y0(t) be the
solution to the above equation with G  0, and solve perturbatively, y(t) = y0(t) + (t) with 
small. Linearizing about y(t) = y0(t), we have
_ = f(t)  + g(t) , (23)
where f ji (t) = ∂Fi(y0(t))/∂yj, gi(t) = Gi(y0(t)), and we have dropped O(2) terms. This
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g(t0) dt0 . (24)
Here, T denotes time ordering (with smaller times on the right). If f(t) and g(t) are globally
bounded during the time evolution, jjf(t)jj  ~f , jjg(t)jj  ~g, where jj    jj is some appropriate
norm, then a crude estimate of the deviation of the true solution from the approximation is
jj(t)jj  e ~ft jj(0)jj+ ~g (e ~ft−1)/ ~f . (25)
Of course for t small, errors grow linearly and jj(t)jj  jj(0)jj (1+ ~ft) + ~gt + O(t2); with a
truncation good to order χk at t = 0, both jj(0)jj and ~g will be O(χk+1).
In a general treatment, it is hard to do better than the crude bound (25). In dynamical
systems with only a few degrees of freedom, there typically are \regular" portions of phase
space where perturbations grow only linearly with time [17]. However, it is not at all clear that
this is applicable to the truncated quantum dynamics represented by Eq. (23).
In simple examples discussed in the following section, we will nd that for times of order
χ−1=2, the shape of the wavefunction of the evolving state becomes so distorted that the formal
hierarchy of correlators, s(k)  O(χk−1), upon which the truncation scheme is based, completely
breaks down. In terms of the underlying quantum dynamics, if one considers the projection
of the initial coherent state wavepacket onto the exact eigenstates of the Hamiltonian, what
is happening for suciently large time is that the contributions of dierent eigenstates have
decohered to such an extent that the wavepacket has spread beyond recognition. Except for
special non-generic cases (such as the harmonic oscillator, where there is no dispersion) one
should always expect such decoherence to eventually set in.
V. EXAMPLES
We will discuss two examples of theories to which the preceding general results may be
applied: the usual semi-classical limit of point particle quantum mechanics, and the large N
limit of O(N) invariant vector models. For brevity of presentation, we will display explicitly
only the rst corrections to the leading classical approximation, but we emphasize that it is
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completely straightforward to include yet higher order corrections, such as the O(χ2) terms
displayed in Eq’s. (18){(20).
A. h¯→ 0 Quantum Mechanics
Consider ordinary point particle quantum mechanics, in one dimension for simplicity. The
coherence group G is the Heisenberg group, generated by feig = fx^/h, p^/h, 1/hg. The formal
parameter that controls how close the theory is to the classical limit is, of course, χ = h. The
rescaled generators of the coherence group, x^i = hei, include the position x^ and momentum p^
operators whose expectations will serve as classical phase space coordinates. The Heisenberg
group, acting on a xed Gaussian base state, generates conventional coherent states fjp, qig,
with wave functions given (up to an overall phase) by










We have arbitrarily chosen units such that our Gaussian base state has equal variance in x^ and
p^. Consider a Hamiltonian of the typical form H^ = 1
2
p^2 + V (x^), where, for simplicity, we have
set the particle mass to unity. The equations of motion are, of course,
d
dt
x^ = p^ ,
d
dt
p^ = −V 0(x^) . (27)
We are interested in the time evolution of x(t), p(t), and the connected correlators gxx(t),
gxp(t) = g

px(t), and gpp(t), all to order h. From equations (18) and (19) we nd:
_x = p +O(h2) ,
_p = −V 0 − 1
2
V 000gxx +O(h2) ,
_gxx = gxp + gpx +O(h2) ,
( _gpx)
 = _gxp = gpp − V 00gxx +O(h2) ,
_gpp = −V 00 (gxp + gpx) +O(h2) ,
(28)
subject to the initial conditions x(0) = x0, p(0) = p0, gxx = gpp =
1
2
h, gxp = −gpx = 12ih. Notice
that to this order, det g(2) = gxxgpp−gxpgpx = O(h3) is a constant of the motion, and Eq’s. (28)
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are equivalent to a Gaussian variational ansatz [18] (where one approximates the wave packet
by a Gaussian with a time-dependent centroid and width). However, if we went to next-to-
next-to-leading order in h it would become clear that our setup is dierent. For positive times,
higher moments will not be given by simple algebraic expressions in terms of the centroid and
variance, and the details of evolution will depend on the shape of the potential.8
As a trivial warm-up, consider the harmonic oscillator of unit mass and natural frequency




Ω2x^2. The solutions to (28) are
x(t) = x0 cos Ωt + (p0/Ω) sin Ωt , (29a)





cos2 Ωt + Ω−2 sin2 Ωt
i
, (29c)











cos2 Ωt + Ω2 sin2 Ωt
i
. (29e)
Because the potential is quadratic these are exact. Equally simple is an inverted harmonic




Ω2x^2, then the solution of the
moment equations (28) becomes
x(t) = x0 cosh Ωt + (p0/Ω) sinh Ωt , (30a)





cosh2 Ωt + Ω−2 sinh2 Ωt
i
, (30c)











cosh2 Ωt + Ω2 sinh2 Ωt
i
. (30e)
In both of these examples, the time-evolution of the variances are independent of x0 and p0.
8In our Gaussian initial state, all connected correlators higher than second order vanish at time zero,
s(k>2)(0)  0. But these moments cannot remain zero unless the potential is harmonic. For example, us-
ing Eq. (20) we nd that _sxpx = sppx +sxpp−V 00sxxx−V 000 (sxx)2 +O(h3), showing explicitly that any nonzero
V 000 will drive the skewness moments sijk(t) away from zero.
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As one would expect, they oscillate (with twice the natural frequency) in the case of the simple
harmonic oscillator, and grow (exponentially) for the inverted oscillator.
As a more complicated example, consider the problem of small oscillations in a weakly
anharmonic potential,9 V (x) = 1
2
x2 + βx4. The moment equations (28) become
x¨ = −x− 4βx3 − 12β x gxx +O(h2) ,
_gxx = gxp + gpx +O(h2) ,
( _gpx)
 = _gxp = gpp − gxx − 12β x2 gxx +O(h2) ,
_gpp = −(1 + 12βx2) (gxp + gpx) +O(h2) .
(31)
We will solve these perturbatively; the two small parameters are βq2 and βh. We will work
to rst order in βh (since we have omitted O(h2) terms in the moment equations), and will
display explicit results through second order in βq2. In principle, one could work to any order
in βq2 desired.
In order to keep our error estimates simple, we will treat the time as O(1) (in units where
the natural frequency is unity). This means we need not worry about the appearance of secular
terms | terms which grow as powers of t | and may solve Eq’s. (31) strictly perturbatively in
the naive fashion. A straightforward calculation, with the initial conditions x(0) = q, p(0) = 0,
gxx = gpp =
1
2



















































9We choose the curvature of the potential at the minimum to equal unity, so that our chosen coherent states
have the natural width for the unperturbed potential. This ensures that the resulting dynamics (such as





















































Examining the secular terms in Eq’s. (32) and (33), one sees that terms of order βk are accom-
panied by at most k powers of t. This is a general result. It implies that our stated condition
that the time be O(1) is needlessly restrictive. For small βq2 and βh, the perturbative expan-
sions (32) and (33) are actually valid in the wider domain jβq2tj  1 and jβhtj  1, provided
a factor of t is included with each factor of βq2 or βh in the error estimates.
It is instructive to compare this treatment with the result of a perturbative quantum me-
chanical calculation. Using the brute-force approach of rst nding perturbed eigenstates and
energy levels, and then evaluating the time-dependent expectation value x(t) by projecting the
initial coherent state onto individual eigenstates and summing the resultant contributions, a








































































































This result has O(β2) errors due to the neglect of second (and higher) order corrections in both
the eigenstates and energy eigenvalues.
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If one restricts t to be small compared to both 1/jβhj and 1/jβq2j, then one may expand
the result (36) in powers of β. Moreover, in this domain one may easily add in the leading
secular O[(βh)2t] terms omitted from (36), which come from including the O(β2) perturbation








































This result is perfectly consistent with the previous moment-hierarchy result (32), as it must
be, except for the non-secular O(β2) terms which are hiding in the rst O[(βq2+βh)2] error
term of (37). If one includes second order perturbations to the eigenstates then these terms
also coincide.
In the semi-classical regime, where βh  βq2, it is interesting to examine expression (36)
when βht  1, making no assumption about the size of βq2t. In this regime, the rst, leading
term of Eq. (36) becomes










In other words, x(t) shows damped harmonic behavior, with a shifted q-dependent frequency,






This implies that on this time scale, the initially well localized wavepacket has dispersed so
much that its probability distribution is spread out over most of the classically allowed region.11




2)2 + 1538 (βq
2)(βh) + 18(βh)2

. If one does not assume that βht is small
compared to 1, then including the O(β2) energy shift in matrix elements of time-evolution operators unfortu-
nately leads to an analytically intractable innite sum for x(t).
11Of course, the fact that the amplitude of oscillations in the mean position x(t) decays on the decoherence
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Hence, td should be regarded as a \delocalization" or \decoherence" time. The higher order
terms in Eq. (36) all exhibit essentially the same behavior in this regime; each term oscillates
with a (slightly dierent) frequency and has an amplitude which decays on the decoherence
time scale td.
Although it will have no bearing on our discussion, it is interesting to note that on yet longer
time scales, when t is near 2pi/(3βh) or integer multiplies thereof, the exponential factors in
Eq. (36) return to near unity, implying that the time-dependent state has \reassembled" itself
into a recognizable wavepacket oscillating in the potential.12 Presumably, this is a reflection of
the fact that this is an integrable single degree of freedom system.
The existence of the decoherence time scale (39) has important consequences for the utility
of any truncated moment expansion, such as Eq’s. (18{20). If the wavepacket has spread to such
an extent that it is signicantly sampling all of its classically allowed region, while necessarily
retaining structure on smaller scales, then the formal hierarchy of connected correlators, s(k) 
hk−1, will have broken down. Higher order moments will not be small compared to lower order
ones. Consequently, the moment expansion presented in the previous section can only be useful
for times which are small compared to the decoherence time td.
The 1/
p
h dependence of the decoherence time (39) may also be seen in another very simple
example. Consider the free evolution of a coherent state in the absence of any potential. As
time scale td cannot mean that the wavepacket has come to rest at the bottom of the potential while remaining
a well-localized wavepacket, as this would violate energy conservation. In the semi-classical regime under
discussion, the position of the initial wavepacket is signicantly displaced from the minimum of the potential,
q2  h, implying that the total energy is large compared to the zero-point energy. Therefore, a negligible
mean position at large times necessarily indicates that the wavepacket has spread so much that its probability
density, at any late time, is delocalized over the entire classically allowed region, and no longer \sloshes" back-
and-forth to any signicant extent. Within the classically allowed region, energy conservation implies that the
wavefunction must have substantial variations on scales far smaller than the (square root of the) variance in
position | which will be comparable to the width of the classically allowed region.
12Whether this \reassembly" persists in the exact solution, or is an artifact of our rst order perturbative
result, is not entirely clear to us.
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is well known, the width of the wavepacket grows without bound. The evolution equations
for x^ and p^ are, of course, trivial, p^(t) = p^(0), and x^(t) = x^(0) + p^(0) t. Hence, x^2(t) =
x^2(0) + [x^(0)p^(0) + p^(0)x^(0)] t + p^(0)2 t2, and so for our initial Gaussian coherent state (with
equal variance in x and p),




h (1 + t2) . (40)
Here also, we see that for times of order h−1=2 the hierarchy of correlators s(k)(t)  O(hk) no
longer holds.
We believe this to be a general result. Whenever a semiclassical system exhibits dispersion,
the decoherence time is expected to scale as h−1=2, and truncations of the moment hierarchy
equations (18{20) will only be accurate for times small compared to the decoherence time.
B. Vector Models
Consider an O(N) invariant theory whose fundamental degrees of freedom form O(N)
vectors. For simplicity, we will assume that the degrees of freedom are all bosonic,13 and divided
into a set of canonical coordinates fx^ig and corresponding canonical momenta fp^jg. Here i, j =
1,    , N are O(N) vector indices, while α, β = 1,    , m distinguish dierent O(N) vectors.
These basic operators are assumed to satisfy canonical commutation relations, normalized
such that [x^i, p^
j
] = (i/N) δ
ij δ . In other words, we have chosen to scale both coordinates
and moments by 1/
p
N compared to their textbook form. The small parameter controlling
the approach to the classical limit is χ  1/N ; h has been set to unity. The Hamiltonian is
assumed to be O(N) invariant, and we will completely restrict attention to the O(N) invariant
sector of the theory. Consequently, the relevant Hilbert space HN is the space of all O(N)
invariant states, and all physical operators can be constructed from the basic bilinears




















It will be convenient to regard x^i and p^
i
 as the components of m  N matrices, so that the
basic bilinears (41) may be assembled into mm matrices,
A^ = x^x^T , B^ = x^p^T − i
2
1^ , and C^ = p^p^T . (42)
Viewed as matrices, A^ and C^ are symmetric, while B^ is non-symmetric. The individual com-
ponents of A^, B^, and C^ are all Hermitian operators acting on HN .





tr C^ + V (A^)
i
. (43)
The overall factor of N (given our scaling of coordinates and momenta by 1/
p
N) is exactly
what is needed to ensure that the N !1 limit is a classical limit in the framework of section II.
The potential energy function V (A) may be any chosen scalar-valued function of a symmetric
matrix A. The kinetic energy takes the simple form 1
2






2 if all degrees of
freedom are scaled to have unit mass. Two specic examples in this class of models are:
i) A single particle moving in a central potential in N -dimensions. This is the simplest possible












C^ + V (A^)
i
, (44)
where V (r2) is now a function of just a one variable.14
14In terms of coordinates and momenta which have not been rescaled by N−1=2, NH^N = 12 ~p
2 + N V ( 1N ~x
2) .
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ii) An O(N)-invariant φ4 eld theory. The theory, dened on a spatial lattice, has eld opera-
tors φ^is and conjugate momenta p^i
i
s, where s labels the sites of some d-dimensional lattice. The








= (i/N) δij δss′,































[Here r is a lattice forward dierence operator, dot products denote the implicit sum over
O(N) indices, and factors of lattice spacing are suppressed for simplicity.] The number m
of O(N) vectors [or the dimension of the matrices A^, B^, and C^] equals the total number of
lattice sites. Ignoring the obvious notational changes (x ! φ, p ! pi), this theory has precisely
the stated form of Eq’s. (42){(43). The lattice theory may, of course, be viewed as a natural
discretization of the formal continuum theory where the eld operators φ^i(x) and p^ii(x) depend







p^i(x)  p^i(x) + 1
2
~rφ^(x)  ~rφ^(x) + 1
2







Returning to the general discussion, a straightforward calculation shows that the commu-
tators of the basic bilinears are
N
i
[A^ , A^γ] =
N
i
[C^, C^γ] = 0 , (47a)
N
i
[A^ , B^γ] = A^γ δ + A^γ δ , (47b)
N
i
[B^ , B^γ] = B^γ δ − B^ δγ , (47c)
N
i
[A^, C^γ] = B^γ δ + B^γ δ + B^ δγ + B^ δγ , (47d)
N
i
[B^, C^γ] = C^γ δ + C^ δγ . (47e)
In other words, the commutators of A^, B^, and C^ (as well as just A^ and B^) close and these opera-
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tors generate a Lie algebra.15 The appropriate coherence group which will create suitable O(N)
invariant coherent states may be taken to be the group generated by (anti-Hermitian linear
combinations of) the operators fA^g and fB^g. Enlarging the coherence group by includ-
ing the C^ operators among the generators is equally acceptable, but unnecessary. The group
generated by fA^g and fB^g alone satises all the conditions for producing an over-complete
set of coherent states which behave classically as N !1. Including the C^ operators among
the generators enlarges the coherence group, but has no eect whatsoever on the resulting
manifold of coherent states.
Acting on an initial Gaussian base state, the coherence group generates a set of coher-
ent states fjzig, where z is a complex symmetric m  m matrix, with positive denite real
part, which may be used to uniquely label an individual coherent state. The position space














It will be convenient to decompose the matrix z into its real and imaginary parts by writing
z = 1
2
a−1 − iω , (49)
so that a = (z+z)−1 and ω = i
2
(z−z). Both a and ω are real symmetric matrices, and a
is positive denite. Using the fact that p^ijzi = ix^iz jzi, a short exercise shows that the
coherent state expectation values of the basic bilinears are
A(z) = a , B(z) = aω , and C(z) = ωaω + 1
4
a−1 . (50)
The variances of these operators in the coherent state jzi are16
15The Lie algebra structure constants are fAABγ =
1









2 (δδγδ + δδδγ + δδγδ + δδδγ), plus those trivially related by antisymmetry; all others van-
ish. The resulting Lie algebra of operators f^(a, b, c)  iNP(a A^ + b B^ + c C^)g is isomorphic







g, where b = jjbjj,
etc., and a and c are symmetric.































































− iaω)γ (14a−1+ωaω) + (12 − iaω) (14a−1+ωaω)γ
i
. (51f)




A^ = B^ + B^ , (52a)
d
dt
B^ = C^ − 2A^γ V^ 0γ , (52b)
d
dt
C^ = −2B^γ V^ 0γ − 2V^ 0γ B^γ . (52c)














and is dened so that δV (A) = tr (V 0 δA).17
Applying the general results (18) and (19) [actually, only (21) is needed] to the case at
hand, one nds in a straightforward fashion the following equations, valid to next-to-leading
order in 1/N , for the time evolution of the expectation values and variances of basic bilinears,
d
dt
A = B + B , (54a)
d
dt
B = C − 2A V 0 − 2gAA; V 00; − gAA; A V 000;; +O(N−2) , (54b)
d
dt






















17Note that with this denition, the matrix variation V 0 reduces to an ordinary variational derivative in the






































; +O(N−2) , (55b)
d
dt














































































Here V 00;γ  
2V (A)
A()A(γ)




and so on, since the basic bilinears
A^ , B^ , and C^ are all Hermitian.
As they stand, the (truncated) moment equations (54) and (55) are highly redundant.
This is because the operators A^, B^ , and C^ are not independent when acting on the
O(N) invariant Hilbert space HN . For many purposes, it is preferable to reduce the evolution
equations to a smaller set of independent observables. To see the redundancy, it is convenient






jzi = x^p^T jzi = x^x^T (iz)jzi = A^ (iz)jzi . (56)
Hence, the coherent state expectation value of A^−1B^ is directly related to that of A^−1,18













In a similar fashion, the coherent state expectation value of C^ may be expressed as
hzjC^jzi = hzjp^p^T jzi = hzj(iz) (x^x^T ) (iz)jzi = hzj(p^x^T ) (x^x^T )−1 (x^p^T )jzi
= hzj(B^ + i
2
1^)y A^−1 (B^ + i
2
1^)jzi . (58)
As noted earlier in section II, quantum operators are completely determined by their diag-
onal expectation values in the over-complete coherent basis. Consequently, the coherent state
relations (57) and (58) suce to infer underlying operator identities. The left-hand side of
relation (57) is not manifestly symmetric under interchange of α and β, but the right-hand
















then (57) implies that Ω = Ω, so that Ω = jjΩ jj is a symmetric matrix. Moreover,
using the the commutation relations (47), one may verify that Ω is Hermitian. [Demanding
Hermiticity is what determines the coecient of the second term in (59).] Similarly, relation














showing that the operators fC^g are not independent of A^ and B^ [when acting on O(N)
invariant states]. Inverting the denition (59) to express B^ in terms of Ω^,






and using this, plus the Hermiticity of Ω^, allows one to rewrite expression (60) for C^ as







Hence, within the O(N) invariant Hilbert space, instead of working with the basic bilinears A^,
B^, and C^ [totaling m(2m+1) distinct operators], it is sucient to use only A^ and Ω^ [totaling
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m(m+1) distinct operators]. These operators are, in fact, canonically conjugate \coordinates"













= δγδ + δδγ . (63b)
If the complex symmetric matrix z parameterizing coherent states is separated into real and
imaginary parts by writing z = 1
2
a−1− iω [as in Eq. (49)], then the coherent state expectations
of the canonical operators A^ and Ω^ are just a and ω, respectively,
hzjA^jzi = a, hzjΩ^jzi = ω . (64)
[The rst equality was previously noted in Eq. (50).]




A^ = A^ Ω^ + Ω^A^ , (65a)
d
dt
Ω^ = −Ω^2 − 2V 0e(A^) , (65b)
where the \eective" radial potential






equals the original potential energy augmented by a \centrifugal potential".
One may directly evaluate the evolution equations for expectations and variances of the
canonically conjugate operators A^ and Ω^, or equivalently (and rather tediously) rewrite the
previous equations (54) and (55) in terms of A^ and Ω^. Either way, one nds
d
dt




; +O(N−2) , (67a)
d
dt






;γ Ω + g
ΩA
;γ A + g
ΩA
;γ A + g
AA
;γ Ω
+ gAA;γ Ω + g
AΩ
; Aγ + g
AΩ
;γ A + g
AA











;γ Ω + g
ΩΩ
;γ A + g
ΩΩ
;γ A + g
AΩ
;γ Ω
− gAΩ; Ωγ − gAΩ;γ Ω − 2 (V 00e)γ; gAA; +O(N−2) , (68b)
d
dt
gΩΩ;γ = −gΩΩ; Ωγ − gΩΩ;γ Ω − 2 (V 00e)γ; gΩA;
− gΩΩ;γ Ω − gΩΩ;γ Ω − 2 (V 00e); gAΩ;γ +O(N−2) . (68c)
Initial conditions corresponding to a given coherent state jzi (with z = 1
2
a−1−iω) are given




























The next-to-leading order evolution equations (67) and (68) are directly applicable to any
bosonic O(N) invariant vector model, such as the φ4 theory dened by (45), whose Hamiltonian
has the general form (43). The dynamics is encoded in as ecient a form as possible; one has
dynamical equations for the m(m+1)/2 pairs of independent phase space coordinates (67), and
their variances (68).
In the special case (44) of a single vector (corresponding to a point particle moving in an
N -dimensional spherically symmetric potential) one may drop all the indices and the next-to-
leading order evolution equations become
d
dt
A = A Ω + Ω A + gAΩ + gΩA +O(N−2) , (70a)
d
dt
Ω = −Ω2 − 2V 0e − gΩΩ − gAA V 000e +O(N−2) , (70b)
d
dt







gAΩ = 2gΩΩ A− 2 gAA V 00e +O(N−2) , (70d)
d
dt
gΩΩ = −4gΩΩ Ω− 2(gΩA + gAΩ) V 00e +O(N−2) , (70e)




















From Eq’s. (70) and (71) one may again see that to next-to-leading order, the determinant of the
variance matrix on the left-hand side of (71) is a constant of the motion, det g(2)(t) = O (N−3).
To this order, our method gives exactly same predictions as the Gaussian approximation of
[18]. One may, of course, systematically extend the treatment to higher order in 1/N simply
by specializing the next-to-next-to-leading order results in section IV.
The evolution equations (70) in this single-vector case may be cast in a more transparent
form by dening radial position and momentum operators via
A^ = r^2 , Ω^ = 1
2
(p^ r^−1 + r^−1 p^) , (72)
or equivalently
r^ = A^1=2 , p^ = A^1=2 Ω^− i
2N
A^−1=2 . (73)
These operators are canonically conjugate,
i [p^, r^] = 1/N , (74)
and a short exercise rewriting the quantum equations of motion (65) yields
d
dt
r^ = p^ , (75a)
d
dt
p^ = −U 0e(r^) , (75b)
where
Ue(r)  Ve(r2)− 1
8N2 r2










and U 0e = dUe/dr. This is a well-known result: s-wave dynamics in an N -dimensional central
potential is equivalent to one-dimensional quantum dynamics in an eective radial potential
Ue containing an additional \centrifugal" potential
(N−3)(N−1)
8N2 r2
which is non-vanishing in all
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dimensions other than 1 and 3 [21,22]. As seen in the commutation relations (74), the parameter
1/N plays the role of h so that the large N limit is precisely equivalent to the semiclassical
limit of ordinary one-dimensional quantum mechanics.
The next-to-leading order evolution equations (70) for the coherent state expectation values
and variances of A and Ω may be easily be converted to equivalent next-to-leading order
equations for expectations and variances of p and r. One nds,
d
dt
r = p +O(N−2) , (77a)
d
dt
p = −U 0e − 12grr U 000e +O(N−2) , (77b)
d
dt







grp = gpp − grr U 00e +O(N−2) , (77d)
d
dt
gpp = −(grp + gpr) U 00e +O(N−2) . (77e)
Through next-to-leading order, these evolutions equations are identical to the evolution equa-
tions (28) for the usual semiclassical limit.19 The initial variances dier, however, due to the














[and once again det g(2)(t) = O (N−3)]. The form of this variance matrix (including, for exam-
ple, the growth in the variance grr with increasing r) reflects the fact that the underlying O(N)
invariant coherent state wavefunctions are not constant width one-dimensional Gaussians, but
rather N -dimensional Gaussians centered at the origin with variable width. Hence, the posi-
tion of the peak in the resulting radial probability distribution is positively correlated with the
width of the radial probability distribution about this peak.
For any given choice of the potential, one may integrate the ve equations (77) forward in
time and obtain results which are accurate to O(N−2) [for times of order unity]. For better
19This equivalence persists to all orders, of course, reflecting the exact correspondence between the operator
equations of motion (27) and (75).
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accuracy, one could extend the treatment to include higher order correlations, as detailed in
section IV.
In light of the above exact correspondence between the O(N)-invariant dynamics of the
single-vector model (44), and ordinary one-dimensional quantum dynamics in the the eective
radial potential (76) with N playing the role of h, the previous discussion of stability of the
truncated moment equations in the semiclassical limit immediately carries over to the large N
dynamics of the single-vector model. In particular, this means that one should expect to see a
decoherence time which scales as N1=2, beyond which truncations of the moment hierarchy are
no longer useful. We have no reason to believe that the scaling of the decoherence time with N
will be dierent in more general vector-like large N theories, such as the φ4 eld theory (45), as
compared to the single-vector model. Although we have no compelling proof to oer, we expect
that a decoherence time of order N1=2 is a generic feature of vector-like large N theories.20
VI. CONCLUSIONS
We have shown that a systematic hierarchy of time-local evolution equations for a minimal
set of equal-time correlation functions may be derived in any theory having a classical (or
large-N) limit which ts within the general framework of section II. Truncating this hierarchy
20It is interesting to note that, in contrast to the previous discussion of the semiclassical h ! 0 limit, examining
N -dimensional free motion in the absence of any potential does not provide an example illustrating breakdown
of the moment hierarchy based on O(N) invariant coherent states. This is because the growth in the width
of a spherically-symmetric Gaussian wavepacket is perfectly represented by a single one of the variable-width
O(N) invariant coherent states (48), unlike the earlier situation with xed-width coherent states. Hence O(N)
invariant free motion is highly non-generic. For O(N) invariant free motion (in the general case where z is an
m m matrix and H^N = 12 tr C^), one may show that the exact time evolution maps an initial coherent state
jz0i into another coherent state jz(t)i with z(t)−1 = z−10 + it1. The operator equations of motion (52) may also





t+ C^t2. This implies, for example, that for large time the variance gAA;  t4/N and
so grows without bound. However, the mean value hA^i grows quadratically with t, and hence rms fluctuations
remain bounded and of order N−1=2 for all times.
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at the level of k’th order moments (i.e., retaining up to k-point connected correlators) yields
results which are accurate up to order 1/Nk.
However, it is clear that the t !1 and h ! 0 (or N !1) limits are non-uniform. At least
in simple one degree of freedom (or single vector) models, we have argued that integrating the
truncated moment evolution equations forward in time yields results which, generically, cease
to be a good approximation to the true quantum dynamics beyond a decoherence time which
scales as h−1=2 (or
p
N). The ordering of connected correlators which underlies the truncation
of the moment hierarchy is only valid for times small compared to the decoherence time. Going
to higher orders in the truncation scheme will not, in general, yield results which remain valid
for parametrically longer time intervals.
We expect, but have not demonstrated, that this
p
N scaling of the decoherence time is a
general feature of large N quantum dynamics. It would obviously be worthwhile to investigate
this further, particularly in large N models with many vectors. In, for example, an O(N)
invariant lattice φ4 eld theory, it would clearly be desirable to understand the dependence of
the decoherence time on the energy of the initial state and the lattice volume. If the
p
N scaling
of the decoherence time is generically true this would, for example, imply that one cannot use
truncated hierarchies of large N evolution equations (at least of the form considered here)
to study the non-equilibrium dynamics of thermalization or hydrodynamic transport, as the
relevant time scales for these processes scale like N in the large N limit [16]. We hope that
future work will shed light on these issues.
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