ABSTRACT: A number of empirically downscaled climate scenarios are presented for 115 locations in northern Europe, based on 17 different global climate scenarios, different choices of regions from which the predictor fields are taken, and employing a technique based on common principal components. A total of 48 different scenarios are estimated for each location, and the ensemble of this is used as a first-order measure of the 'most likely' extrapolation of the current climatic trends. The ensemble spread provides a crude measure of the uncertainties associated with these scenarios. The scenario spread is also used to explore the sensitivity of the results to the choice of analysis details and to identify common traits. The relatively good agreement amongst the various climate models suggests that they point to a common pattern for the winter and that the results may be regarded as robust. The common principal component approach implicitly involves quality control of these climate model scenarios, and the results suggest that most models produce realistic spatial temperature patterns, regardless of model resolution and sophistication.
INTRODUCTION
Since Arrhenius (1896) proposed that atmospheric CO 2 may have a warming effect on the Earth's surface, we have observed a gradual accumulation of the CO 2 concentration in the atmosphere (IPCC 2001) as well as other so-called 'greenhouse gases'. Most of this longterm increase in the atmospheric greenhouse gas concentrations is believed to be a bi-product of increasing anthropogenic energy consumption. This build-up leads to a perturbation in the energy balance between the incoming solar radiation and the infrared radiation emitted from the Earth's atmosphere, and there are concerns about the effects of such an energy imbalance on our climate. Estimations of globally averaged temperature indicate warming over the past century (IPCC 2001) . Although the global aspect of climate change is important for monitoring purposes and the understanding of our climate, it is the local climate shifts that will have direct effects on our future. Therefore, it is important to consider what implications global warming may have for regional climates.
The most recent global coupled atmosphere-ocean general circulation models (AOGCMs) tend to give a realistic description of the large-scale climatic features, such as the mean circulation patterns (i.e. the Hadley Cell and westerlies in the mid-latitudes), the coupled ocean-atmosphere processes in the tropics associated with the El Niño/Southern Oscillation (ENSO) (Collins 2000) , and the shifts in the air masses often referred to as the North Atlantic Oscillation (NAO). But, the model topography has until now been crude, and features such as the Norwegian mountain ranges have not been represented realistically in these models (see Fig. 1 ). It is then no surprise that even the most recent AOGCM cannot give a good detailed description of regional climatic features. Analytical results from Grotch & MacCracken (1991) may suggest that the global climate models cannot give a good description of features smaller than sub-continental scales.
Despite the caveats about the grid-scale representation of climate, it may still be possible to use the AOGCMs to describe local climate characteristics if the local climate is affected by large-scale features. Moreover, there may be information in large-scale climate anomalies that can be used to infer local climate variability. However, this requires extra knowledge about how the large-scale climatic features relate to the local climate variables. So-called downscaling models, based on either physical considerations (nested dynamical models used in dynamical downscaling; Christensen et al. 1998 , Bjørge et al. 2000 or empirical studies (empirical or statistical downscaling) can be used to relate the large-scale climatic patterns to local scales. Here, we will focus on the empirical downscaling approach. Empirical models are based on statistical relationships between the local climate variations and large-scale climate anomalies (Zorita & von Storch 1997 , Kidson & Thomson 1998 , Heyen et al. 1996 , Wilby et al. 1998 , Crane & Hewitson 1998 .
Empirical downscaling has often used principal component analysis (PCA) to reduce the degrees of freedom. The PCA products are ideal for regression-type analysis because the set of PCA time series are mutually orthogonal. Barnett & Preisendorfer (1987) used a combination of PCA and canonical correlation analysis (CCA) to develop empirical models for seasonal forecasting. Since the early 1990s, CCA has become a popular method for deriving relationships between large and small spatial scales (Karl et al. 1990 , Zorita et al. 1992 , von Storch et al. 1993 , Noguer 1994 and has become an alternative to ordinary multivariate or multiple regression.
Downscaling analysis can provide more than just the local scenarios. Depending on the downscaling strategy, it is possible to incorporate a type of quality control by searching for the same spatial structures in the model simulations as those identified in the actual climate to have an association with local climate anomalies. Thus, by comparing the similarities of the spatial patterns, their spectral properties, and the variance accounted for by these, it is possible to make some assessment of the quality of the model results.
A useful way of looking at the downscaling analysis is to regard the exercise as adding further information (from the actual world) to the model results, and this information is given by the statistical relationships based on historical observations and measurements. It is important to note that the empirical models assume that the historical relations between large-scale and local climate anomalies will also be true for the future. This 'assumption of invariability' implies that there is some degree of uncertainty attached to the empirically downscaled scenarios due to the possibility of future changes in the relationship between large and small scales. This assumption can be tested to some degree through a 2-step process: (1) calibrating a downscaling model on a subsection of the observations and using the remaining part of the record for validation, and (2) training the downscaling model on a subsection ('1860-1991') of the AOGCM results and a corresponding grid point value, then using the period '1990-2049' for validation. Evaluations carried out on the ECHAM4-GSDIO scenario by Benestad (2001b) suggest that the relationship between the large-scale anomalies and local climate variations is only slightly non-stationary and that empirical downscaling will give realistic results.
There are error sources other than the invariability assumption which increase the uncertainty associated with the prediction of future climates. The sources of uncertainties may be classified as (1) uncertainties about future emission scenarios, (2) climate model shortcomings, (3) internal variability, and (4) additional errors introduced by the downscaling analysis. The 'greenhouse gas emissions' category (Source 1) is based on economics considerations and scenarios, which are outside the scope of this study. Climate model shortcomings (Source 2) may imply systematic biases, for instance, due to a crude description of unresolved processes using statistical parameterisation schemes (also commonly referred to as 'model physics'). The imperfect description of clouds in the climate models is one of the most important sources of uncertainties (IPCC 2001) . Another example of such model shortcomings is the artificial climate drift, due to a mismatch in the fluxes between the atmosphere and oceans described by the atmospheric and oceanic models. Yet another example of possible climate model shortcomings involves the description of sea-ice (Meehl et al. 2000) . Parkinson et al. (2001) conducted a series of experiments with a climate model and reported high sensitivity to variations in the sea-ice concentrations in the Arctic, and even errors in the satellite-derived sea-ice products can lead to significant differences in model climates. A 66% reduction in the sea-ice concentration was reported to give as much as a 30°C increase in polar regions. Thus, different seaice conditions associated with the different model climates may be one important source of uncertainty. Shindell et al. (2001) found important differences between climate models which include and exclude a detailed description of the stratosphere. Hence, the omission of stratospheric processes common among many climate models, used for enhanced greenhouse gas studies, may increase the uncertainties associated with climate model shortcomings. Finally, the invariability assumption also applies to all parameterisation schemes relying on a statistical description of sub-grid point scales, and non-stationarity in the relationships described by such schemes may in fact be a greater problem than for the linear downscaling schemes. Furthermore, any such non-stationarity may vary with the spatial resolution.
Internal variations (Source 3), or natural fluctuations, increase the uncertainties associated with estimating trends; but these can be taken as uncertainties in the slope estimates (Press et al. 1989, Eq. 14.2.9) and are usually available from standard data-analysis tools. The importance of the internal variability can also be explored using surrogate data, a technique often referred to as Monte Carlo simulation. Errors introduced by the downscaling analysis (Source 4) can be attributed to the weak or non-linear relationship between large-scale climate and local anomalies, but the analysis will also be susceptible to errors if the climate model contains systematic errors. This paper will embrace all of the types of uncertainties mentioned above except uncertainties associated with the non-stationarity assumption and emission scenarios. There will be different emphasis on each type of uncertainty. The multi-model ensemble samples part of the uncertainties associated with differences in the model resolution and formulations, and trend statistics will provide some idea about the importance of natural variations. The use of different empirical downscaling models explores some of the sensitivity in the relationship between large and small scales. The primary objective of this paper is to present a number of scenarios for some locations in northern Europe, based on a new strategy employing common empirical orthogonal functions (EOFs) described by Benestad (2001b) . Another important point is to assess the uncertainties associated with these. These aims justify the strategy of making many downscaled estimates using various global climate scenarios and different options for the downscaling analysis. The spread in these estimates is then taken as a first-order measure of the overall uncertainty associated with these scenarios. Any classification of the different climate models into 'poor' and 'good' is left for future studies.
Although, the climate simulations bear a time stamp in the form of the forcing record, the translation between model dates and actual dates is not well defined due to the poorly known climatic state in 1860 and arbitrary spin-up processes. The differences in the 4 ensemble members of the HadCM2 integrations demonstrate the importance of the initial conditions for the subsequent integration and trend estimation (Benestad 2000a) . This matter is partly related to the strong natural variability on decadal time scales in the high latitudes which affect the trend analysis. A distinction will therefore be made in this paper between the actual time and the model date by expressing the model dates in inverted commas. Thus, the year 1990 means the real date with which historical observations may be associated, whereas the model year '1990' denotes a year in the model simulations which is meant to describe a model climate analogous to the actual 1990 climate.
DATA AND METHODS
The first step of data analysis is to let the data 'speak for itself' before adding subjective information as to which model is more realistic than others. However, the methodology employed here will nevertheless be able to identify those models which are useless through the embedded quality control of employing common EOFs. The philosophy of using many different scenarios from models with different degrees of sophistication is to look for a climate-change signal representing a common trait amongst the models, regardless of model resolution and differences in the climate-model parameterisation schemes. The common signal will be referred to as 'model consensus'. Furthermore, by including 'poor' and 'good' models, it is possible to explore the sensitivity of the results to the choice of climate model as well as the details of the downscaling analysis. Table 1 lists the 17 different AOGCM scenarios used to produce downscaled temperatures. Fifteen of these were obtained from the IPCC Web site weak or nonlinear, one from the NCAR CCSM (National Center for Atmospheric Research Community Climate System Model) Web site (http://ipcc-ddc.cru.uea.ac.uk), and one directly from the Max Planck Institute, Hamburg (O. Vignes pers. comm.). These 17 different scenarios were computed using 10 different climate models. Two similar experiments were made with the ECHAM4/ OPYC3, but the microphysical parameterisations in one experiment (GSDIO) have been modified to describe the indirect effects of aerosols on climate and tropospheric ozone effects. It has been acknowledged that the cloud microphysical processes related to aerosols are not well known (IPCC 2001) , and in that respect, these differences can be interpreted as uncertainties in the model formulation.
Common EOFs (Flury 1988 , Sengupta & Boyle 1993 , Barnett 1999 were computed by combining gridded analysis of observed T(2m) (temperature at 2 m height above the ground) over the period 1873-1998, spatially interpolated onto the model grid, with AOGCM results over the entire integration length. The method is described in detail in Appendix 1 and by Benestad (2001b) . The gridded T(2m) observations were produced by merging University of East Anglia temperatures from Jones et al. (1998) with the National Centers for Environmental Prediction (NCEP) reanalysis (Kalnay et al. 1996) temperatures, using projections of normal modes derived from the NCEP reanalysis. This product has been evaluated by Benestad (2000b) , who used the large-scale temperature anomalies to hindcast local temperatures with an empirical downscaling model and found a good correspondence for an independent evaluation period. This study focuses on results derived using T(2m) as predictors, but some of the analysis is also derived using T(850 hPa) and 500 to 700 hPa thickness fields. It is also possible to use sealevel pressure (SLP) or geopotential heights, but these have not been included in this study. Benestad (2000a) compared local scenarios derived from T(2m), SLP, and geopotential heights. It was found that scenarios based on SLP do not describe the warming trend very well, as a significant part of the warming is unrelated to shifts in the circulation regimes. Downscaling conducted with NCEP 500 and 700 hPa geopotential heights, on the other hand, captured much of the wintertime warming, but resulted in an underestimation of the summer trends. Hence, these were not as robust as scenarios based on T(2m).
The model calibration involved a step-wise screening test, and the empirical downscaling models were developed by calibrating the observational part of the common principal components individually against the station records. This approach has been evaluated and discussed in detail by Benestad (2001b 
RESULTS
A consensus based on 17 different global climate scenarios (Fig. 2a) indicates a projected global mean temperature change between '1990' and '2050' (∆T) within the range of 0.5 to 1.5°C, whereas recent 'fingerprint' and scaling analysis by Allen et al. (2000) suggests ∆T ≈ 1.5 to 2°C since the 'pre-industrial times' (or ∆T ≈ 1.0 to 1.5°C between '1990' and '2050') . The analysis shown in Fig. 2b shows a plume plot of the AOGCM-simulated temperature over Norway. Decadal temperature variations are stronger in the regional climate evolution than in the global mean. Furthermore, there is larger scatter among the AOGCM results on a regional scale, in line with the findings of Grotch & MacCracken (1991) . The projected regional warming during '1990' to '2050' over Norway is ∆T ≈ 0.7 to 3°C (0.1 to 0.5°C decade -1 ). In order to investigate how the spread and similarities among the various global climate scenarios vary geographically, a map ( Fig. 3) was produced showing the projected ensemble mean temperature change (black contours) between '1961-1990' and '2010-2039' and the inter-model spread (grey contours). The selection of models used to make this scenario was limited to the available pre-calculated scenarios for model period '2010-2039' from the IPCC data archive. The consensus based on these models suggests that the strongest warming occurs over the Arctic. One reason for this may be due to the insulating effect that ice has by separating the air from the sea and the presence of a positive ice-albedo feedback process (Hartmann 1994 , Copley 2000 , Meehl et al. 2000 , Parkinson et al. 2001 . When the sea-ice retreats, the air and sea become more strongly coupled. The near-surface air temperatures are strongly tied to the SSTs (not much colder than 0°C), but sea-ice retreat also uncovers an underlying surface which often has much lower albedo than the ice, and thereby more of the solar irradiation is absorbed. The model consensus also suggests stronger warming over land than over maritime regions.
The largest differences in the model scenarios tend to be near Iceland and in the Arctic, where the warming is most pronounced. The standard deviation in ∆T for northern Europe is in the range of 0.5 to 1.5°C, which is almost as large as the predicted change itself (∆T = 1 to 2°C from '1961-1990' and '2010-2039' , which translates to 0.2 to 0.4°C decade -1 ). However, Fig. 3 also reveals a few regions where the various climate model simulations indicate substantially different temperature trends, most notably over Iceland. The high spread in the estimates is due to 2 models with extreme values at single grid-points; those may be regarded as spurious results in a few scenarios not really representative of the degree of uncertainty (CSIRO GGA and GSA: annual warming greater than 7°C in the Denmark Strait between Iceland and Greenland by '2020'). Table 2 gives the details about the AOGCM scenarios used as input values for the analysis, the predictor variables, and the regions from which the predictors were taken. The ensemble spread is represented by the shaded area in Fig. 4 , whereas the thick solid curve gives the ensemble mean. It is evident from these plume diagrams that the various scenarios tend to describe similar long-term warming.
A good agreement among the downscaled results based on various AOGCM scenarios and downscaling options is evident in Fig. 6 , and the population of the downscaled trend estimates is approximately normally distributed. Thus, the results seem to be robust, and the analysis points towards a common trait amongst the models, regardless of differences in the AOGCM resolution, parameterisation schemes and choices for the downscaling analysis: The spread in the January warming rate estimates is small for locations at lower latitude, such as Maastricht (Fig. 4a) and Copenhagen ( Fig. 4c ), but also for coastal places, such as Edinburgh ( Fig. 4b) and Stykkisholmur ( Fig. 4g ). Natural variability can contaminate the trend analysis and will increase the range of estimates. Since the natural variations near the coasts are weaker than in continental-type climates, it is expected that this contamination is more severe for continental sites. But, the spread will of course also be affected by the differences in the AOGCM scenarios. The estimated warming trends range between -0.3 and 1.0°C decade -1 , which is wider than the regional trends shown in Fig. 2b . The most notable difference between the downscaled and regional mean interpolated scenarios, however, is that the downscaling analysis tends to give higher warming-rate estimates. The tail into negative trends may be ascribed to sampling uncertainty using predictor domains that are too large (Benestad 2001b) .
As a test of the sensitivity of the results to the choice of predictor domain, a downscaling analysis was carried out using a domain not covering the location of the predictand. Fig. 7 shows plume plots and distribution functions for stations located to the far north or west outside the predictor region. The scenarios for these locations have a larger scatter than for those locations further south. In the plume plot for Svalbard (Fig. 7b) , downscaled January temperatures have strong departures from the mean trend, most notable a series of extreme cold events around '1875', '1930', '1945', and '2000' . Similar behaviour can be seen at Jan Mayen (Fig. 7c) . It is possible that these cold events are associated with expansion of the sea-ice.
In contrast to the other scenarios, the estimates for Godthåb (Fig. 7d ) on Greenland's southwest coast suggest long-term cooling. In comparison the AOGCM results suggest a general warming even for Greenland (Fig. 3) . The reason for these differences can be seen in Fig. 5 , showing the predictor domains, and Table 2 , listing the calculation details, and is due to the fact that Godthåb lies outside all the predictor regions except for the natl domain used in only 4 of the 47 calculations. The empirical downscaling models apply CCA to the detrended time series and therefore tend to latch (1961 -1990 to 2010-2039) Multi-model ensemble mean (black) and standard deviation (grey) Fig. 3 . The ensemble mean temperature change between '1961-1990' and '2010-2039 ', based on 14 IPCC models. The contours represent the ensemble spread (standard deviation). These temperature fields are the differences between '1961-1990' and '2010-2039 ' from (3×) CCCma, (2×) CSIRO (GHG and GSA), ECHAM3/LSG, GFDL-R19, (4×) HadCM2, CCSR/NIES, and NCAR-DOE, and they were obtained the IPCC data archive on to the NAO signal, in which the temperature anomalies over Greenland have a different polarity to those over northern Europe. The Godthåb case serves as a warning with regard to how empirical downscaling analysis can be misleading and points to the importance of sensible choices for predictor domains. When applying different downscaling models to a large number of climate models indiscriminately, there is a risk that unrealistic models will confound the end results. It is therefore important to carry out some form of model evaluation. It is difficult to validate the results because most of the empirical models are calibrated with the same observations and future climatic trends are not known. Since the addition of model data to the observations in the common EOF analysis may influence the modal structures derived from the PCA, the observational part of the principal components may vary with different data combinations. Hence the various empirical models for the different climate models may achieve different cross-validation skills. The third and fourth columns in Table 3 list the Pearson cross-validation correlations for the January and July models respectively. For January, the highest scores (≥ 0.91) are obtained with the ECHAM4-GSDIO, CCCma, and NCAR-CSM models when T(2m) is used as predictor, whereas the ECHAM4-GSDIO 500 to 700 hPa thickness yields the lowest score (0.71). For July, on the other hand, the ECHAM4-GSDIO 500 to 700 hPa thickness is associated with the best cross-validation results (0.80). The lowest July scores are found with the ECHAM4-GSDIO T(850 hPa) and NCAR-CSM T(2m) models. In other words, judging from the cross-validation based on the common EOFs, no climate model stands out as superior or inferior. The downscaling models demonstrate high skill in the description of local temperature variations.
Comparison between the variance accounted for by the leading common EOFs along the lines proposed by Sengupta & Boyle (1993) can provide further insight into the realism of the climate models. This type of analysis is only a 'rule-of-thumb' method for deciding whether the spatial fields produced by the climate model are realistic or not, and does not provide infor- Fig. 5 ) mation about which model is associated with the most realistic climate sensitivity. Columns 5 and 6 in Table 3 give the variance of the 2 leading modes for January and July respectively. The upper 4 rows list the corresponding variance derived using observations only, and provide a set of target measures for the combined fields of T(2m). The leading mode derived from ECHAM4-GSDIO, HadCM3, HadCM2, CCCma, NCAR-DOE, NCAR-CSM, and GFDL results using the nordic domain accounts for less variance than the observations, which may be indicative of differences in the spatial structure described by the climate models and seen in the observations. Conversely, for the smaller domain, the leading common EOF for ECHAM4-GSDIO, HadCM2 and CCSR/NIES is associated with higher variance than the leading EOF derived using observations only. This discrepancy may suggest that these models predict more energetic and simpler structures or that there is more small-scale structure in the observations (signal or noise). The GFDL model gives the smallest difference between the variance associated with the 2 leading modes derived using the nordic or scan domains. This may point to the GFDL model as giving the least realistic description of 1 For July, the ECHAM4-GSDIO modes are different to the observations on the nordic domain scale, but the CCSR/NIES model describes modes on the scan domain scale with most variance or the least small-scale structure. The lack of systematic relationship between climate model and estimates of variance suggests that the uncertainty associated with the mode and variance estimation is large compared to inter-model differences. In summary, there is not a clear difference in the spatial modes described by the various climate models.
Previous work on model evaluation suggests that the climate models give a realistic description of the main features of the 'present-day' climate (Osborne et al. 1999 , Benestad 2001a , but some models appear to give a slightly distorted reproduction of spring-time climate statistics (Osborne et al. 1999) . Thus the findings of the present study are consistent with independent studies. Table 4 shows warming trend scenarios downscaled for Oslo for winter and July. The minimum January estimate is -0.03°C decade ; the distribution has a tail towards the higher values. This tail is due to 2 outliers on the high side representing the NCAR-DOE and CCSR/NIES models. Of the 47 estimates, only 1 gives a negative estimate for January (HadCM2 member 3 using the scan domain) albeit indistinguishable from zero. Similar scenarios made with the same climate model but with different initial conditions give trends as high as 0.39°C decade -1 using the same downscaling options (the scan domain). One conclusion is therefore that the initial conditions matter for the climate scenarios. ), indicates that uncertainties in the empirical downscaling models can account for a substantial fraction of the spread in the trend estimates.
The July estimates are approximately normally distributed with a minimum of -0.09°C decade . The lowest estimate was obtained using the largest predictor domain natl and the ECHAM4-GSDIO experiment, but analysis with smaller domains (0.35°C decade -1 using neurope) indicates that a substantial fraction of the range in the July estimates can be attributed to uncertainties in the relationship between large and small scales.
The downscaled multi-model ensemble mean for each location was interpolated onto a regular grid using kriging analysis (Gebhardt 2000) 2 based on exponential, spherical, Gaussian, and linear-type variogram models (listed in Table 5 ). The model type was determined through trial and error. The details of the kriging are listed in Table 5 and the variogram models are shown in Fig. 8 . These models (lines) give a reasonable description of the variogram values (points). The January, April and October maps were based on 48 scenarios: those 47 shown in Fig. 4 plus estimates using the combination of HadCM3 and neurope domain. 3 The July results only included 46 estimates for each location, as 2 of the predictors (the scan domain, spanning 0°W-30°E/55-75°N, for 500 to 700 hPa thickness and T(850 hPa) predictors used with the ECHAM4-GSDIO scenario) did not produce skillful predictions for some of the locations. Fig. 9 shows spatially interpolated maps, obtained through the kriging analysis, of multi-model ensemble mean warming rates for January, April, July and October. This analysis brings out a common signal in the various scenarios. In January (Fig. 9a) , the enhanced warming is found over ), whereas in April (Fig. 9b) ). In July (Fig. 9c) , the multi-model ensemble mean-warming-rate estimates suggest the strongest warming (~0.2°C decade -1 ) to occur over southern Finland, central Sweden, and midNorway. The strongest October warming (~0.3°C decade -1 ) is found in parts of southeastern Sweden and southwestern Finland (Fig. 9d) .
The detailed information of the kriging analysis may not be representative if the uncertainty associated with the maps shown in Fig. 9 ) for January and July temperatures in Oslo derived from the 47 various climate models and using different downscaling options. *p < 0.05, **p < 0.01, ***p < 0. should place in these results. One way is to look at the multi-model ensemble spread (standard deviation), shown in Fig. 10 . These maps were produced in a similar fashion to those in Fig. 9 , but now the kriging analysis was applied to the multi-model ensemble standard deviation instead of mean value. The details of the variogram models used for these calculations are given in Table 5 . The results shown in Fig. 10a point to a high degree of scatter among the various projected January warming rate estimates for Svalbard (~0.4°C decade -1 ); however, the scatter is still smaller than the trends shown in Fig. 9 . Thus, the signal-to-noise ratio is sufficiently high to pick out a common pattern among the various scenarios. But the models tend to produce more similar results for Finland (~0.3°C decade -1 ). The comparison between the multi-model ensemble statistics for April (Fig. 10b) indicates that the mean trend is drowned in inter-model noise. Thus there is no clear model consensus for the spring.
The summer time trends are weak and the intermodel scatter is of a similar magnitude over most of Fennoscandia, making it difficult to identify any common traits if such exist. In the vicinity of the Bothnian Sea, however, the ensemble mean exceeds the ensemble spread.
In October, the highest values of the standard deviation (~0.2°C decade -1 ) were found over parts of Norway/Sweden and southeastern Finland. For the October scenarios, on the other hand, there are some regions of enhanced warming that stand out above the noise level.
In order to assess how well the kriging interpolates the fields spatially, the estimated residual variance was plotted (Fig. 11) . As expected, the regions with sparse data, such as the sea, are associated with a higher variance than regions over land, where there are observations.
DISCUSSION
Due to the spread among the different model warming-rate estimates, climate scenarios are associated with large uncertainties. There is nevertheless a general agreement on a future winter warming, despite the range of estimates, and there are some regions that seem to be exposed to stronger warming than others. For instance, most model scenarios suggest strongest wintertime warming for the continental climate types in the northeast (Finland) and weaker warming along the coasts. One would expect to find some regions with a stronger signal than noise due to the problem of multiplicity (Wilks 1995), but the significance of these can be estimated assuming a binomial probability distribution. There are 8 Finnish stations with a January trend exceeding 0.60°C decade -1 , which exceeds the interscenario noise level by a factor of 2. The probability that random trend estimates (centered around zero) should exceed the 'inter-model noise' level of around 2 standard deviations is about 0.02, and the probability that this pattern is caused by 8 out of 48 independent random trends is vanishingly small (p-value = 7.6 × 10 -6
). Due to spatial correlation between the stations, the trend estimates are not entirely independent, and the real probability is therefore higher than 7.6 × 10 -6 . These results nevertheless seem highly significant, and these traits appear to be robust, regardless of the differences in the spatial resolution, the parameterisation schemes and the details of the downscaling analysis.
During spring, the predicted multi-model ensemble mean warming is weak and of the same magnitude as the spread in estimates. The mean January trend for all locations and all scenario-domain combinations is 0.36, but it is only 0.16 for April. A Welch 2-sample t-test on all the January and April trend estimates gives a t-statistic of 38.28 and a p-value of less than 2.2 × 10 -16 . Benestad (2000a) found that the ECHAM4 model describes the strongest warming in winter both for the 'past' and the 'future'. It is interesting to note that, while the clearest warming trend (most pronounced and significant) in observational Norwegian temperature records has been found during the spring season (Benestad 2001a) , the springtime warming appears to be unrelated to changes in the circulation; Benestad (2001a) proposed that it is driven by changes in the radiation budget. But it is also possible that changes in the stratosphere, such as Table 5 . Details of the variogram models used in the kriging analysis. Nugget, sill and range: the 3 parameters describing the variograms (Fig. 8) . The range is the separation between the points when an increase no longer causes a corresponding increase in the average square difference between pairs of values. The sill is the plateau the variogram reaches at the range. The nugget effect is the discontinuous vertical jump between 0 at zero distance (origin) and the variogram at extremely small distances of separation, for instance, caused by sampling errors. Note that the linear model does not use nugget, sill and range, but only nugget and slope springtime ozone depletion, may play a role. Shindell et al. (2001) argued that the inclusion of the stratosphere is important for a realistic description of the long-term trends in the Arctic Oscillation (Thomson & Wallace 1998). Thus, the difference in season when the strongest trend is observed may be a sign of a common systematic error in the climate models, possibly due to an exclusion of stratospheric processes. The warming over the Bothnian Sea during July may be significant: a binomial probability distribution using 0.02 as a threshold (the probability exceeding twice the standard deviation) gives a p-value of 6.8 × 10 -7 , but the real p-value is probably greater due to spatial correlation and smaller differences between the mean and standard deviation.
The high October warming rates over southeastern Sweden and southwestern Finland (inferred from estimates for 9 stations) stand out above the inter-model noise level, suggesting that this feature is a common feature in the various climate scenarios. However, the probability for normally distributed random numbers to exceed a noise level of around 1.5 standard deviations is about 0.07, and the probability for more than 8 out of 48 is 0.02. In other words, the autumn inter-scenario signal may be statistically significant at the 5% level.
It is assumed here that to a first approximation the inter-model spread can be interpreted as an uncertainty range, even though Allen et al. (2000) argue that doing so may be problematic because the models do not necessarily span the full range of known climate system behaviour. A spread in the various model estimates suggests that there is a high degree of uncertainty in the estimation of local climate scenarios. It is important to note that the converse is not necessarily true: a good agreement among the models does not mean that the future climatic evolution will follow these scenarios. The various models examined here have a range of different spatial resolutions and employ various parameterisation schemes. Some of these models are relatively old, whereas others are more recent and have a higher degree of sophistication. Furthermore, a number of these models employ flux correction methods in order to avoid artificial climate drifts, which may 'mask' serious model shortcomings as the flux correction sets a subjective constraint on the climate model. Hence, there may be reasons for categorizing the different models into 'poor' and 'good', and one could weight these accordingly in the analysis. Due to the high degree of complexity, such a task is difficult. Neither is such an approach desirable if one aims to explore the sensitivity of the downscaled scenarios to the choice of AOGCM and downscaling analysis details. The strategy adopted here already carries with it some degree of subjectivity, especially through the selection of ensemble of estimates; here the ECHAM4/OPYC3 GSDIO model scenario is overrepresented.
The approach proposed by Allen et al. (2000) involves scaling of the simulated trends using a spatiotemporal 'fingerprint' detection method. This approach aims at minimizing the uncertainty associated with internal climate variability. Such scaling, they observe, may also to some degree compensate for model shortcomings such as not accounting for all the important processes in the actual climate system. This means that the '1860-2050' trends in the AOGCM simulations are not so important for the final results for '2050', since the final trend information is derived through the 'fingerprint' analysis (analysis of inter-decadal variance) and the scaling of the AOGCM results. In other words, the fingerprint method used by Allen et al. (2000) addresses the issue regarding climate sensitivity. Here, a different tack was chosen, where the details in AOGCM results and the simulated trends were assumed to be important, but only those spatial patterns identified in the actual climate system as having a relationship with local climate variations were selected for further study. The results from the downscaling strategy adopted in this study are therefore more sensitive to the AOGCM simulations than in the method of Allen et al. (2000) . The common EOF method employed here also contains an aspect of 'fingerprinting', albeit based on the spatial structure of natural variations instead of long-term trends. Barnett (1999) observed that anomalies under a global-warming scenario predicted by AOGCMs appear to have a similar structure to the natural spatial modes from the 'present-day' climate. This paper presents some results from an ongoing downscaling analysis, and further work will be carried out to make local precipitation scenarios based on large-scale sea level pressure. Further sophistication of the common EOF downscaling analysis is also planned using 'mixed fields' for instance by combining SLP and T(2m) fields prior to PCA. Analysis on daily mean variables from RegClim's dynamically downscaled results is also under preparation.
CONCLUSION
Empirically downscaled temperature scenarios are presented; they were derived utilising a new approach involving common EOFs. Using a multi-model ensemble in conjunction with empirical downscaling also constitutes a novel approach for deriving local climate scenarios.
The main findings in this study is that the warming is strongest in winter and at high latitudes both in the AOGCM results and the downscaled analysis. Strong warming is also projected for continental sites and the Barents Sea. This result is consistent with earlier results. There are also indications of stronger warming over the Bothnian Sea area during summer and autumn than for the rest of Fennoscandia. The strong warming signal over this region is a robust feature common for the different AOGCMs. The weak spring time trends in all of the climate models appear to be at odds with the observations, suggesting the clearest spring warming to be at locations in Norway. The downscaled trend estimates are slightly higher than the interpolated values from the AOGCMs. The various downscaled estimates have a small spread in the south, but a large scatter near the Arctic and in maritime regions, and sites near the North Sea give warming estimates with a small spread.
Evaluation of the climate model scenarios based on the common EOFs and regressional analysis does not suggest that there are clear superior and inferior models in terms of describing the spatial structure of T(2m) anomalies. There are, of course, substantial intermodel differences in the climate sensitivities, and 2 of models examined here give extreme estimates for the future climate trends. But the common EOF approach is not suitable for evaluating the climate sensitivity, and this aspect has not been addressed in this study.
Gridded temperature anomalies can be described mathematically in terms of an M × N matrix, X obs , of which each of the N columns holds the information on the spatial structure for the time of observation, t. A column representing the observations made at time t can be written as a vector x t = [x 1 , x 2 , …, x M ] t , describing the spatial information at M locations. If there are N observations made over a time interval, then the mathematical expression for the data can be written as X = [x 1 , x 2 , …, x N ]. Likewise, the gridded temperature anomalies from the climate model scenarios can be represented as X AOGCM . The climate model results were interpolated onto the same spatial grid as the observations. The gridded observations were detrended in order to avoid inflated correlation coefficients and related undesirable effects in the calibration of downscaling models (Benestad 2001a) ; however, the trends were not removed in the climate data as this would remove the climate-change signal. A composite data set was subsequently constructed by merging the detrended observations with the model data along the time axis, X = [X obs , X AOGCM ], by appending the rows of the climate model matrix to the rows of the observations. The composite data was subject to singular-value decomposition (SVD), described by Strang (1995) and Press et al. (1989) , in order to compute the right and left inverses of the data matrix:
The left inverse is a rectangular matrix (U) holding the right eigenvectors along its columns, each of which describing an 'eigenpattern' (also referred to as 'modes') and is equivalent to an ordinary PCA. The M × K matrix, where M is the number of observational points (locations) and K represents the total number of different modes, is equivalent to EOF analysis (Lorenz 1963 , North et al. 1982 , Wilks 1995 , von Storch & Zwiers 1999 ) when a geographical weighting is applied to the data so that the grid boxes representing smaller surface area carry proportionally less weight (W ij = √  cosΦ j , where cosΦ j is the latitude associated with the grid box). The eigenpatterns described by the columns in U hold no information about the time evolution of the data. The right inverse (V) often is referred to as the 'principal components' in the geophysical literature, and this rectangular matrix describes the time evolution of the various eigenpatterns. The matrix V has the dimensions N × K, where N is the total number of contemporary observations made in time. The columns hold a set of weights used to determine the importance of each mode at each time when these are recombined to describe the spatial anomalies. The principal components can be divided into 2 subsections:
. Λ Λ is a diagonal matrix holding the eigenvalues in descending order along its diagonal. It is common to discard the higher-order modes in order to simplify regression analysis and filter away noise. Here, only the leading 20 modes were kept (U M,K → U M, 20 , Λ Λ K,K → Λ Λ 20, 20 , V N,K → V N, 20 ). A geographical weighting was used before the SVD, and an inverse scaling function was applied to the spatial patterns, U, obtained from the SVD. The data were sub-sampled in accordance with North et al. (1982) to reduce any effects caused by autocorrelation. Sub-sampling the data also reduces effects introduced by discontinuities in between the observed and simulated data if the respective parts have non-zero autocorrelation. The time interval used for sub-sampling was determined according to which lag the serial correlation approached zero. The estimate for V was then computed by projecting the entire data set onto the eigenpatterns computed using the sub-sampled data:
In the downscaling analysis, the part of the principal components corresponding to the DNMI temperature reconstruction (V T obs ) was used for model calibration based on CCA (Preisendorfer 1988 , Wilks 1995 , von Storch & Zwiers 1999 , and since the principal components are used, the analysis is similar to the method described in Barnett & Appendix 1. Method to combine gridded temperature anomalies with AOGCM results
