The three meta-analyses on aspirin in primary prevention considered in the cutting edge of this issue provide different conclusions about all-cause mortality.
Regarding the first item, all the three meta-analyses have included the same nine studies.
Focusing on the second item the number of patients extracted from the nine studies varies among meta-analyses: 102,621 (Berger [1] and Seshasai [3] ) and 100,076 (Raju [2] ). The authors of the latter meta-analysis excluded 2,545 patients because they were treated with warfarin in addition to aspirin or placebo [4] . Anyway, the results of the three meta-analyses do not seem to be affected by the difference of the patients extracted. Indeed, the three relative risk estimates are 0.94 for all the studies.
Considering the third item the authors identified and defined in the same way the outcome (all-cause mortality).
Finally, statistical analyses slightly differ among studies. All the outcomes are analysed with random effect methods. Two meta-analyses report data as risk ratio (RR), while one as odds ratio (OR). The efficacy measure chosen did not affect the results since the estimates of RR and OR are quite similar. Why? Because when RR approaches 1, the values of RR and OR are quite similar. Otherwise, when RR is higher/lower than 1, OR overestimates/underestimates RR.
Since none of the previous possible sources of variability of results seems to explain the difference of conclusions, why are the conclusions different? What is the mystery?
Scientific studies should be planned to give the answer to a scientific question. In this example, ''is aspirin more effective than placebo in the prevention of cardiovascular events or deaths?''. This question is translated into a statistical hypothesis (null hypothesis: aspirin is equal to placebo in the prevention of cardiovascular events or On behalf of GrAM. deaths). To test the null hypothesis we need to select a sample of patients from a defined population (inclusion/ exclusion criteria) and to estimate a measure of association (for e.g. RR) in the selected sample. Considering the observed sample only, could the null hypothesis be falsified or not? With the help of a statistical test, we reject (aspirin is better than placebo) or do not reject (we cannot conclude that aspirin is better than placebo) the null hypothesis on the basis of the estimated RR in the selected sample.
Usually, the results of hypothesis testing are reported in terms of p value. The p value is an estimate of the probability of obtaining the RR calculated in our sample (or a more extreme one), when aspirin is equal to placebo. In the meta-analysis of Berger, the estimate of RR is 0.94, with a p value of 0.07. It means that, if aspirin is equal to placebo (RR = 1), the probability of observing a RR of 0.94 (or lower) is 0.07: the null hypothesis cannot be rejected, since the p value is greater than the cut-off value (0.05). For this reason, the authors cannot conclude that aspirin is better than placebo. Therefore, low p values correspond to strong evidence against the null hypothesis (small p value, aspirin better than placebo) while high p values correspond to weak (or absence of) evidence against the null hypothesis. If the p value is lower than (or equal to) a prespecified value (conventionally fixed at 0.05) the null hypothesis is rejected and the results are considered statistically significant. Otherwise, if the p value is greater than 0.05 the null is not rejected. According to this well-established rule, if the p value is 0.049 we have to reject the hypothesis, while if p = 0.051 we have to accept it. In the meta-analysis of Raju et al., since data reported by authors have been rounded to the second decimal place, p = 0.05 was p = 0.0455 (according to Raju et al. [2] Fig. 2 , z = 2.00). For this reason the authors conclude that aspirin prevents deaths. The p value indicates a statistical difference between treatment effect (statistical significance) but it does not give us any information about the size and the direction of this difference.
Such a simple statistical hypothesis can also be tested by considering the confidence interval (CI). The CI is a set of values that must be considered equally plausible for the population studied, according to the precision of a sample estimate. It consists of a set of values which you can be confident (with a given confidence level, usually 95 %) including the true value of RR. Roughly speaking, the 95 % CI of a RR provides a set of values of the true RR that are highly compatible (with a confidence of 95 %) with the data collected. Raju et al. report the 95 % CI for all-cause mortality (0.88-1.00): it means that, according to the above definition, all the values between 0.88 and 1.00 are all possible true values for the RR. In this clinical setting, the effect of aspirin may equally be protective with an RR of 0.88 (best scenario) or be not different from placebo (RR = 1, worst scenario). Anyway, being 95 % sure to be not wrong, we can exclude that aspirin is less effective than placebo. Moreover, the width of a CI is a measure of the precision of the estimated RR: the narrower the CI, the higher the precision of the estimate (wide CI = low precision; narrow CI = high precision). There is a close link between CIs and two-sided p values [5] . It is well known that RR = 1 indicates that there is not any effect, while RR [1 or RR \1 indicate that the treatment is associated with the outcome (harm or benefit, respectively). If the 95 % CI contains the RR of 1 (absence of effect), the result is not statistically significant (assuming p \ 0.05 as significant). If the 95 % CI does not include the RR of 1 the result is statistically significant (p \ 0.05), so CIs give us information about both the strength of the relationship and the statistical significance.
In the three meta-analyses considered, the point estimates of the efficacy of aspirin in primary prevention are exactly the same (OR or RR = 0.94). Regarding the CIs, their width is almost the same. On the basis of p values (when reported) that are slightly different, the studies reached different conclusions. For the first study Aspirin prevents deaths…, for the second There was no significant reduction for… all-cause mortality while for the third Modest, but not significant, reductions were observed for… all-cause mortality. Indeed, these are just different interpretations of the results, but not different results: this becomes clear when you look at the CIs.
In conclusion, even though p values and CIs are usually considered complementary, CIs are much more informative than p values alone, since they are inclusive of the information given by p values and in addition provide information on the precision of the results obtained in a clinical study. If you report the CIs, the reader has all the information needed to evaluate the results in terms of statistical significance and in terms of the precision of the outcome estimate. Therefore, for the above-mentioned reasons, CIs should always be reported in the abstract and in the results section of a scientific paper.
Bottom line for clinicians
-When you read a scientific paper look for the CIs of the measures of effect (RR) and do not care of the p value: you can guess the statistical significance also by a quick look at the CI limits. -Look at the lower limit of CI of RR: the true value of RR could be as low as the lower bound of the CI is. -Look at the upper limit of CI of RR: the true value of RR could be as high as the upper bound of CI.
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