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ROAM: Random Layer Mixup for
Semi-Supervised Learning in Medical Imaging
Tariq Bdair, Nassir Navab, and Shadi Albarqouni
Abstract— Medical image segmentation is one of the
major challenges addressed by machine learning meth-
ods. Yet, deep learning methods profoundly depend on a
large amount of annotated data, which is time-consuming
and costly. Though, semi-supervised learning methods ap-
proach this problem by leveraging an abundant amount of
unlabeled data along with a small amount of labeled data
in the training process. Recently, MixUp regularizer has
been successfully introduced to semi-supervised learning
methods showing superior performance. MixUp augments
the model with new data points through linear interpolation
of the data at the input space. We argue that this option
is limited. Instead, we propose ROAM, a random layer
mixup, which encourages the network to be less confident
for interpolated data points at randomly selected space.
ROAM generates more data points that have never seen
before, and hence it avoids over-fitting and enhances the
generalization ability. We conduct extensive experiments
to validate our method on publicly available datasets on
whole-brain image segmentation (MALC) and Lung and In-
fection segmentation in COVID-19. ROAM achieves state-of-
the-art (SOTA) results in fully supervised (89.5%) and semi-
supervised (87.0%) settings with a relative improvement
of up to 2.40% and 16.50%, respectively for the whole-
brain segmentation. Similarly, ROAM achieves superior per-
formance for COVID-19 segmentation beating SOTA SSL
settings.
Index Terms— Semi-supervised Learning, Medical Im-
ages Segmentation.
I. INTRODUCTION
IN the medical field, medical image segmentation playsa fundamental role since it provides the tool to examine
different diseases [1] and quantify the human organs [2].
Nevertheless, the manual segmentation is a tedious task and
requires highly experienced physicians [3], and subject to
intra/inter- observer variability [4]. Therefore, finding a fully
automated segmentation approach is of high importance to
tackle such challenges. Recently, deep learning-based methods
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have achieved state-of-the-art performance in medical image
segmentation [5]–[7]. Still, this achievement is met by the
necessity for a huge amount of annotated data which is
oftentimes not available in medical imaging. Fortunately, semi-
supervised learning (SSL) framework enables us to alleviate
this problem by utilizing a huge amount of unlabeled data
along with a few annotated ones in intelligent and efficient
ways. These methods can be categorized into consistency reg-
ularization [8], [9], entropy minimization [10], [11], generative
model [12], and graph-based methods [13], [14]. The focus of
consistency regularization is to train the model to predict the
same output under different perturbations or augmentations
of the input data. Entropy minimization forces the decision
boundary to pass through low-density regions to minimize
the entropy in the predictions. While generative models try to
estimate the true density distribution that generated the data.
Graph-based methods use a graph structure to represent the
data, with a node for each labeled and unlabeled example. The
edges in the graph measure the weights between two nodes
calculated based on an adjacency or similarity matrix. Next,
we briefly introduce the SSL works in Medical Imaging.
Baur et al. [13] injected a regularization term to the loss
function for MS Lesion Segmentation. The term based on
the Laplacian graph and attempts to minimize the distance
between similar unlabeled and labeled data points in the
hidden space. On the other hand, one way to achieve the
entropy minimization in SSL is to generate pseudo labels for
the unlabeled data. The pseudo labels are generated using a
model trained on the labeled data. Then the training process
is repeated using both labeled and pseudo-labeled data. This
approach has been employed by Bai et al.[10] for cardiac
image segmentation, where the pseudo labels were additionally
fine-tuned using the conditional random field method [15].
Nowadays, the adversarial learning [16] has been employed
as a generative method to estimate the true distribution of
the data. Specifically, two networks were used in the training
process namely the generator and the discriminator networks.
The goal of the generator is to produce fake data with high
quality as the original data, while the goal of the discriminator
is to distinguish between the fake and the original data.
This has been utilized by Zhang et al. [12] for gland image
segmentation by encouraging the discriminator to distinguish
between the segmentation results of unlabeled and labeled im-
ages while encouraging the segmenter (generator) to produce
results fooling the discriminator. Mean-Teacher [8], one of
the most successful methods of consistency regularization, has
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been employed by Cui et al. [9], for brain lesion segmentation,
by introducing a segmentation consistency loss to minimize
the discrepancy between the outputs of unlabeled data un-
der different perturbations. Recently, modern regularization
methods MixUp [17] and Manifold mixup [18] have been
introduced to avoid over-fitting by encouraging the model
to be less confident for interpolated data points at the input
space or the latent space respectively. Both methods have been
successfully employed for cardiac image segmentation [19],
brain tumor segmentation [20], knee segmentation [21], and
prostate cancer segmentation [22] in fully-supervised fashion.
Moreover, Panfilov et al.[21] and Eaton et al.[20] have shown
the effectiveness of MixUp over standard data augmentation
methods in medical imaging. Besides that, MixMatch [23],
which is closely related to our work, transferred MixUp to the
SSL paradigm obtaining SOTA results in image classification.
In contrast to our work, MixMatch augments the model with
interpolated data at the input space only. We argue that this
approach indeed provides the model with new data points, but
still limited. Alternatively, we hypothesize that performing the
mixup operation at randomly selected hidden representations
provides the network with novel representation and additional
training signal that suits the complexity of medical image
segmentation. Thus, our contributions are threefolds; First,
we introduce the RandOm lAyer Mixup (ROAM) to overcome
the limitation of MixMatch by encouraging the network to be
less confident for interpolated data points at randomly selected
layer, hence reducing over-fitting and generalizing well to
unseen data. Second, we demonstrate a SOTA performance
in both supervised and semi-supervised settings in the Whole
Brain Image segmentation and beating the baseline model
in COVID-19 segmentation. Third, we perform an extensive
experiment and ablation study showing the importance of our
design choices.
II. METHODOLOGY
Given a set of labeled SL = {XL,YL} and
unlabeled data SU = {XU}, where {XL,XU} =
{x1, . . . , xL, xL+1, . . . , xL+U} are input images, x ∈ RH×W ,
and YL = {y1, . . . , yL} are the segmentation maps for C
organs, y ∈ RH×W×C , our goal is to build a model F(x; Θ)
that takes input image x and outputs its segmentation map yˆ.
The model is initially trained on the labeled data, for several
epochs, to minimize the cross entropy loss as
argmin
Θ
LCE(F(XL; Θ),YL). (1)
Next, we leverage the unlabeled data along with the labeled
one using two steps; i) sharpening the initial guess for
unlabeled data to minimize its entropy following [23], and
ii) mixup the labeled and unlabeled data at random layers
following [18], as described below and summarized in Alg. 1.
A. Pseudo labels
The unlabeled data are first fed to the model outputting the
initial guess
yˆi = F(xi; Θ); where xi ∈ XU , (2)
Fig. 1. Illustration of our proposed method. (a) First, initial labels
for the unlabeled batch is produced from a pre-trained model, then,
a sharpening step is applied to fine-tune the labels. (b) Second, the
labeled and unlabeled batches are concatenated before they fed to the
network, and mixed at a random layer,e.g., Input layer in this figure.
before post-processed by a sharpening operation, parame-
terized with T , which is highly inspired by the entropy
minimization literature [23], [24]. The pseudo label set is then
defined as Y˜U = {y˜i, . . . , y˜U}, where
y˜i = Sharpening(yˆi, T ) := yˆ
1
T
i
/
C∑
j=1
yˆ
1
T
j . (3)
B. Random Layer Mixup
Given the unlabeled data XU and its pseudo labels Y˜U ,
along with the labeled data XL and its one-hot encoding labels
YL, we concatenate the two sets as X = {XL,XU},Y =
{YL, Y˜U}. To enable running the mixup operation at randomly
selected latent space, we define H as
H =
{ X , κ = 0
Fκ(X ), otherwise , (4)
where Fκ(·) is the hidden representation of the input data at
layer κ. Note that, when κ = 0, we select the input data, and
when κ = Φ, no mix operation is performed. To introduce a
noisy interpolated data, a permuted version of the original data
is created H˜, Y˜ = Permute(H,Y), and fed to the MixUp
operation as
H′ = λ′H+ (1− λ′)H˜, (5)
Y ′ = λ′Y + (1− λ′)Y˜, (6)
where H′ and Y ′ are the interpolated mixed-up data. To
favour the original data over the permuted one, we set λ′ =
max(λ, 1−λ), where λ ∈ [0, 1] is sampled from a Beta(α, α)
distribution with α as a hyper-parameter. To this end, the
mixed-up data H′ are fed to the model from layer κ to the
output layer at which the segmentation maps are predicted
P . Eventually, P is split back into labeled and unlabeled
predictions P = {PL,PU}, and similarly Y ′ into Y ′L and
Y ′U .
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Algorithm 1 ROAM: Random Layer MixUp for SSL
Require: pre-trained model F(·; Θ(0)), labeled dataset SL,
unlabeled dataset SU , batch size B, number of iteration
K, The hyper-parameters {T, α, β}
Initialize: k ←− 0,Θ←− Θ(0)
1: while k ≤ K do
2: BL ∼ (XL, YL); BU ∼ XU //sample labeled and
unlabeled batches
3: yˆi = F(xi; Θ); xi ∈ BU //initial labels for XU ; Eq.2
4: y˜i = Sharpening(yˆi, T ) //pseudo labels; Eq.3
5: X = {XL,XU},Y = {YL, Y˜U}//concatenate both
batches, Y˜U from Eq.3
6: κ ←− randomly select layer
7: H = Fκ(X )//pass the data to the network, and extract
H; Eq.4
8: H˜, Y˜ = Permute(H,Y) //randomly shuffle the data
9: H′,Y ′ = Mixup(α,H,Y, H˜, Y˜) //perform mixup op-
eration; Eqs.(5,6)
10: P ←− resume passing H′ from layer κ to the output
layer
11: PL,PU = Split(P);Y ′L,Y ′U = Split(Y ′) //split
the predictions and labels
12: Θ ←− arg minΘ LCE(Y ′L,PL) + βLMSE(Y ′U ,PU )
//calculate the loss; Eq.7
13: end while
C. Overall objective function
Our overall objective function is the sum of the cross
entropy loss LCE on the mixed-up labeled data, and β-
weighted consistency mean squared loss LMSE on the mixed-
up unlabeled data as
arg min
Θ
LCE(Y ′L,PL) + βLMSE(Y ′U ,PU ). (7)
III. EXPERIMENTS
Our experiments involve two parts; the whole-brain segmen-
tation results (Sec. IV) and COVID-19 segmentation results
(Sec. V). In the first part, we compare ROAM with SSL
methods for medical images segmentation (Sec. IV-A.1) fol-
lowed by a comparison with SOTA methods for whole-brain
segmentation in fully-supervised fashion (Sec. IV-B). Then, we
perform extensive experiments following the recommendations
by [25] (Sec. IV-C), and investigate the performance of ROAM
in the presence of domain shift (Sec. IV-D). In the second
part, we evaluate ROAM for COVID-19 segmentation in Semi
and fully supervised fashions (Sec. V-A). We then investigate
ROAM in the presence of domain shift and classes mismatch
(Sec. V-B), before we comment on the ROAM performance
vs infection size (Sec. V-C).
A. Datasets
1) Brain: We opt for three publicly available datasets for
whole-brain segmentation; (i) MALC [26], which consists of
30 T1 MRI volumes; 15 volumes split into 3 labeled (∼500
slices), 9 unlabeled (∼1500 slices), 3 validation (∼500 slices),
and 15 testing volumes (∼2500 slices), (ii) IBSR [27], which
consists of 18 T1 MRI volumes (∼2000 slices), and (iii)
CANDI [28] which consists of 13 T1 MRI volumes (∼1500
slices).
2) Lung: We also validate our method on two publicly
available datasets for lung segmentation. (i) COVID-19-CT-
Seg-Benchmark [29]: consists of 20 CT volumes for lung and
infection segmentation. The data is divided into 10 volumes
each for training and testing (∼2000 slices each). The training
data is further divided into 2 labeled volumes (∼300 slices),
7 unlabeled volumes (∼1400 slices), and 1 validation volume
(∼300 slices). (ii) MedSeg1: consist of 100 axial CT images
(i.e. slices) from more than 40 patients with COVID-19, the
images were segmented by a radiologist to a ground-glass,
consolidation, and pleural effusion classes. The images are
divided into 80 CT images for training and 20 CT images for
validation.
Patient-wise strategy was considered in the training, valida-
tion, and testing splits to avoid any overlaps. All images have
a dimension of 256×256 with a resolution ranges from ∼0.86
to 1.5mm, and the intensity values are normalized to [0, 1].
B. Implementation details.
We employ U-Net [30] as backbone architecture. The
weights are initialized with Xavier initialization, and trained
using Adam optimizer. The learning rate is set to 0.0001, and
weight decay, and batch size to 0.0001, 8, respectively. The
initial model, denoted lower bound model, is trained for 40
epochs, and the other semi-supervised models and the upper
bound models are further trained for additional 40 epochs, and
we pick the model with best validation accuracy. The hyper-
parameters are set to T = 0.5, α = {0.75, 1}, and β = {75, 1}
for the brain and lung datasets respectively. The mixup layer
k selected randomly from the input, first, and last convolution
layers denoted as k = {0, 1, L} for the brain images, while
k = {Φ, 0, 1, L} for the lung images, where Φ means no data
mixing is performed. We report the statistical summary of dice
score, in addition to the Hausdorff distance (HD), and the
Mean Surface Distance (MSD). A Relative Improvement (RI)
w.r.t the baseline is also reported.
C. Baselines:
1) Brain: One baseline is the initial model, denoted lower
bound, and trained on 3 labeled volumes. All SSL models
are trained using the same 3 labeled data and additional
9 unlabeled volumes. To compare SSL methods with fully-
supervised model, we also define an upper bound, where
the lower bound is further trained on the same additional 9
volumes, however, their labels are revealed. Note that, we use
the MALC dataset for training and testing. For our method,
we examine various choices for the mixed layers, among them
MixMatch [23] when κ = 0, and manifold mixup when κ = 2.
2) Lung: The lower bound is trained on 2 labeled volumes.
All SSL models are trained using the same labeled data and
additional 7 unlabeled volumes. The upper bound is trained
using the 9 labeled volumes.
1https://www.medseg.ai/
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TABLE I
MEAN DICE FOR BRAIN VALIDATION AND TESTING DATASETS. ROAM,
WITH κ = {0, 1, L}, SHARPENING, CONCATENATION, α = 0.75, AND
β = 75, OBTAINS THE BEST VALIDATION RESULTS, HENCE, WILL BE
OUR MODEL SELECTION. Φ: NO DATA MIXUP. ALL: ALL HIDDEN LAYERS.
L: LAST LAYER.
Ablation Value Validation Testing
ROAM {0, 1, L} 0.898 0.870
κ 0 0.881 0.852
1 0.867 0.843
2 0.894 0.872
3 0.868 0.825
4 0.863 0.828
5 0.877 0.847
L 0.865 0.843
{0, 2, L} 0.884 0.851
{1, 2, L} 0.883 0.863
{0, 1, 5} 0.881 0.860
{Φ, 0, 1, L} 0.882 0.864
{All} 0.882 0.858
α 0.25 0.880 0.851
2 0.885 0.836
β 0 0.893 0.844
Sharpening No Concatenation 0.878 0.850
No Sharpening Concatenation 0.861 0.823
No Sharpening No Concatenation 0.870 0.843
3) Regularized ROAM: In addition to the above, and in
order to evaluate our contributions, we introduced our method
(ROAM) as a regularizer to the fully supervised lower bound
and upper bound models, denoted as ROAM-LB, and ROAM-
UB, respectively.
D. Models Selection
ROAM introduces the sharpening and concatenation to the
manifold mixup. Also, it involves a set of hyper-parameters
i.e. (α, β) and design choices i.e. κ in its framework. Never-
theless, for our model selection, we conduct an ablation study
and sensitivity analysis for each of these parameters. We train
our model for 80 epochs on the training datasets and select
the model with the highest validation accuracy. The selected
model will be used to report the results on the testing datasets.
All results presented in Table I.
1) The selection of the random layer κ: First, we conduct a
sensitivity analysis on which layer(s) the mixup operation will
produce the best results. To do so, we examine different set of
layers includes the input layer and any hidden layer. Also, we
include the no-mixing option. In general, we notice that mixing
the data at different random layers achieves better results than
using only one fixed layer except for κ = 2. This emphasizes
the importance of alternating the hidden space with the input
space, which provides the model novel variations of the data
that never be seen using either the input or the hidden spaces.
2) The concatenation & the sharpening operations: Further-
more, we validate four models to study the effect of the
sharpening and concatenation steps. The combinations are (i)
Sharpen the pseudo labels of the unlabeled data, then perform
the mix on a concatenated batch of labeled and unlabeled data.
(ii) No sharpening then mix on the concatenated batch. (iii)
Sharpening then mix on a separate batch. (iv) No sharpening
then mix on a separate batch. A drastic drop in the dice
score observed when removing one or both steps. The worse
result obtained when mixing the data without applying the
sharpening step. This indicates that mixing the initial labels
without a sharpening step harms the quality of the labeled
data.
3) The hyperparameters α and β: We examine three values
of α = {0.25, 0.75, 2}, α is set 0.75 as in [23], 0.25 to favor
one sample over the other, and equals 2 to more balance
mixup of the samples. The results show that selecting α =
0.75 makes the mixed-up data is closer to the original data
while maintaining the novelty of the generated data, hence
ROAM obtained better results. Lastly, we examine two value
of β = {0, 75}. β is set 75 as in [23] and equals 0 to evaluate
the effect of the newly generated data without any unlabeled
signal. The results show that selecting β = 75 ROAM utilizes
the unlabeled data efficiently.
At the end, ROAM, with κ = {0, 1, L}, sharpening,
concatenation, α = 0.75, and β = 75, obtains the highest
validation accuracy. Unless stated otherwise, we opt for these
selections in the next experiments. Yet, in some experiments,
we report the results for ROAM(κ = 0) to compare our
method with MixMatch where the mixup performed at the
input space only. Also, we report the results of ROAM(κ = 2)
as it obtains the second-highest value and to evaluate our
method at the manifold mixup. Model selection experiment
also conducted on lung validation dataset. As in the brain
dataset, we examine {κ, α, β}, concatenation, and sharpening.
ROAM with κ = {Φ, 0, 1, L}, sharpening, concatenation,
α = 1, and β = 1, obtains the highest validation accuracy.
We opt for this selection for COVID-19 segmentation testing
experiments. In conclusion, we show the essential role of each
component in our method on the segmentation tasks justifying
its design choice. Further discussion on the hyper-parameter
tuning is presented in section (Sec.VI).
IV. WHOLE-BRAIN SEGMENTATION RESULTS
A. Comparison with SOTA methods
1) Comparison with SSL methods.: We compare our method
with the recent SSL methods applied to medical imaging,
namely Bai et al.[10], Baur et al.[13], Cui et al.[9], and
Zhang et al.[12]. Table II presents the results for whole-brain
segmentation. The results show that our method outperforms
the lower bound and all previous works with a statistical signif-
icance (p < 0.001). The best results obtained by ROAM(κ =
{0, 1, L}) with reported average Dice of 87.0% and RI about
16.50%. Note that ROAM(κ = {0, 1, L}) outperforms its
variant, i.e. ROAM(κ = 0), which is similar to MixMatch [23].
This could be due to the fact that our approach avoids over-
fitting by generating novel data points that never seen before
introducing a lot of variations. Similar performance is reported
for ROAM(κ = 2). Also, our method achieves the best
HD and MSD with values of 3.87 and 1.00, respectively.
Besides, ROAM-LB and ROAM-UB models outperform their
competitor significantly with average dices of 82.3% and
89.3%, and RI of 10.17% and 19.54% respectively, which
means that applying ROAM as a regularizer provides the
model with new data points, hence, boosts the performance
without the need of any additional data. Yet, more interesting
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Fig. 2. Dice score for selected structures. Our method significantly
outperforms all other SSL methods in most structures.
results are shown by comparing ROAM-LB model with the
other SSLs methods. Except for Cui et al.[9], ROAM-LB
outperforms all SSLs methods by significant margins.
2) Structures Level Results : To provide insights on the
performance at the internal brain structures, as shown in Fig.2,
our method significantly outperforms all other SSL methods
in most structures, and even outperforms the upper bound
in the Right Hippocampus and 3rd Ventricle. Besides, the
performance of our method is consistent across different struc-
tures, this clearly shown in the Left Pallidum, 3rd Ventricle,
Left Amygdala, and Right Hippocampus. Despite the fact our
model achieves lower performance in Left Cortical GM, yet
the difference is not statistically significant.
3) Qualitative Results: Our quantitative results are verified
by the segmentation predictions shown in Fig.3. The first row
represents the whole brain segmentation for the SSLs methods
on the MALC dataset. The second row shows a cropped
version highlighting some selected structures. In the cropped
version, for example, we highlighted right and left lateral
ventricle, right thalamus, right hippocampus, left palladium,
left amygdala, and 3rd ventricle. Despite the complexity of
these small structures, ROAM performs more reliable than
all SSLs methods. To support our findings, we also include
another case from the MALC dataset in the third row. Finally,
the predictions of ROAM in addition to the SSLs methods
in cross-domain settings are shown in the fourth and fifth
rows on IBSR and CANDI datasets respectively. In general,
ROAM predicts more accurate results than other SSLs meth-
ods indicating its generalization ability to other domains. More
details regarding cross-domain results are presented in Sec.IV-
D. Together, the qualitative results and the qualitative results
show the superiority of ROAM against all SOTA methods.
B. Comparison with SOTA for Whole Brain Segmentation
We also run our method in a fully-supervised fashion to
see the effectiveness of our regularizer, i.e. random mixup,
using only labeled data. To realize this, we train our model
on the whole MACL training set (15 volumes), and evaluate
the model on the testing set (15 volumes). We compare our
method with SOTA; Unet [30] and QuickNAT [7]. In contrast
to our models and Unet, which are only trained on the MALC
training set, the QuickNAT is pre-trained using 581 labeled
volumes from IXI dataset2, and further fine-tuned on the
2http://brain-development.org/ixi-dataset/
MALC training dataset (15 volumes). Table III shows that
all the variations of ROAM significantly outperform Unet and
on par and sometimes outperform QiuckNAT without sophis-
ticated pre-training mechanism. Note that ROAM (κ = 0) is a
special case of our method where the mixup is performed at
the input space i.e. MixMatch. Again, our models achieve
lower standard deviations compared to other methods. We
show that our simple but elegant ROAM operation leads to
a SOTA results without the need for large datasets.
C. Realistic evaluation of our method
1) Changing amount of labeled data: At first, we fix the
number of unlabeled data at 1500 slices while changing the
amount of labeled data from 100 to 500 slices. The more
labeled data, the higher performance and confidence of our
model compared to others (cf. Fig. 5.a). Yet, the confidence
level is inconsistent in other models.
2) Changing amount of unlabeled data.: In this experiment,
we fix the number of the labeled data at 500 slices while
reducing the amount of the unlabeled from 1500 to 500 slices.
In contrast to other methods, our model shows its superior w.r.t
variable amount of unlabeled data. Yet, Cui et al.[9] achieves
insignificant higher dice at 1000 unlabeled slices.
D. Domain shift results
Moreover, we test all models in the presence of the domain
shift. We pick the already trained models and test them on
IBSR and CANDI datasets. The results in Fig.4 show a drastic
drop in all models including the baseline ones. The drop is
larger on the ISBR dataset, however, ROAM(κ = {0, 1, L})
performs just well in both cases, and less sensitive to the
domain shift problem compared with other models including
ROAM(κ = 2) and ROAM(κ = 0). Despite that ROAM(κ =
2) achieves one of the best results on MALC dataset, yet it
has less generalization ability than ROAM(κ = {0, 1, L}).
V. LUNG SEGMENTATION RESULTS
We tested ROAM on lung CT images for COVID-19 seg-
mentation. Our model selection for this data set is ROAM(κ =
{Φ, 0, 1, L}), α and β = 1.
A. COVID-19-CT-Seg-Benchmark Results
a) Quantitative Results: All models trained to segment
COVID-19 infection, the right lung, and the left lung. The
results are reported in Table IV. The segmentation results
show our models (ROAM and ROAM-LB) surpass all other
competitor models in lower and SSL data settings, yet, ROAM-
UB perform just lower than the upper bound. The obtained
relative improvements are 10.86%, 17.09%, and 18.09% for
ROAM-LB, ROAM, and ROAM-UB respectively. Similarity to
the whole-brain segmentation results, ROAM-LB outperforms
the other SSLs methods by considerable margins, with the
exception of Cui et al.. Finally, we notice that the infection
dice result for ROAM-LB dropped by 2.76% comparing to the
Unet.
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TABLE II
MEAN (MEDIAN) ± STD. OF DIFFERENT EVALUATION METRICS ARE REPORTED ON THE MALC TESTING SET FOR BASELINES AND DIFFERENT SSL
METHODS, INCLUDING OURS. *: SIGNIFICANT IMPROVEMENT. L: LAST LAYER. †: MIXMATCH [23]. ↑ (↓): THE HIGHER (LOWER) THE BETTER.
Model Name Dice Coefficient ↑ RI(%) ↑ HD ↓ MSD ↓
Lower Bound 0.747(0.769)±0.071* 0 4.16±0.43 1.06±0.088
ROAM-LB 0.823(0.841)±0.052 10.17 4.07±0.35 1.05±0.071
Bai et al. [10] 0.800(0.815)±0.055* 7.10 4.06±0.43 1.02±0.086
Zhang et al. [12] 0.819(0.851)±0.060* 9.64 4.02±0.44 1.00±0.089
Cui et al. [9] 0.829(0.847)±0.045* 11.00 3.97±0.38 1.03±0.089
Baur et al. [13] 0.778(0.795)±0.071* 4.15 4.06±0.40 1.05±0.082
ROAM (κ = 0)† 0.852(0.866)±0.037 14.05 3.91±0.35 0.99±0.067
ROAM (κ = 2) 0.872(0.881)±0.024 16.73 3.78±0.28 1.00±0.077
ROAM (κ = {0, 1, L}) 0.870(0.873)±0.023 16.50 3.87±0.31 1.00±0.061
Upper Bound 0.871(0.886)±0.044* 16.60 3.72±0.42 0.95±0.087
ROAM-UB 0.893(0.902)±0.024 19.54 3.56±0.34 0.91±0.075
Fig. 3. Qualitative results of different SSL methods. First row: Coronal view of Whole brain segmentation. Second row: Cropped version highlighting
some selected structures. Third Row: Another case from MALC dataset. Fourth and fifth rows are samples of the segmentation results of IBSR and
CANDI datasets respectively. All qualitative results show the superiority of ROAM against all methods.
TABLE III
DICE SCORE FOR FULLY SUPERVISED MODELS. ROAM SIGNIFICANTLY
OUTPERFORMS BOTH UNET AND QIUCKNAT WITHOUT SOPHISTICATED
PRE-TRAINING MECHANISM
Model Name Mean(median)±std RI(%)
Unet [30] 0.874(0.888)±0.039 0
QuickNAT [7] 0.895(N/A)±0.055 2.40
ROAM (κ = 0) 0.890(0.898)±0.025 1.83
ROAM (κ = {0, 1, L}) 0.895(0.901)±0.022 2.40
ROAM (κ = 2) 0.897(0.906)±0.025 2.63
b) Qualitative Results: The segmentation predictions for
the previous models are shown in Fig.6. The first two columns
in the first row show the input image with its ground truth.
The next four columns present the segmentation results for
the lower and upper bounds. While the second row presents
the predictions for the SSLs methods including ROAM. Red
boxes drawn to show the false predictions made by different
models. Except for the upper bound, ROAM makes fewer false
positives and generates more accurate predictions than the
other models in all settings. Moreover, ROAM-LB performs
better than Unet lower bound and some SSL methods such as
Bai et al., and Zhang et al.
B. MedSeg: Cross Domain & Class Mismatch Results
MedSeg dataset consists of 100 CT images, we divide
it into 80 training images and 20 validation images. The
models trained to segment four classes; the lung, ground-
glass opacity, consolidation, and pleural effusion. Though,
the testing is done on the 10 testing volumes from COVID-
19-CT-Seg-Benchmark. In this challenging experiment, we
investigate the ability of our method in the presence of the
cross-domain and class mismatch conditions. Note that the
models are trained in four classes while it is tested on three
classes; left and right lungs and infection classes. We report
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TABLE IV
COVID-19 LUNG CT IMAGES SEGMENTATION RESULTS. ROAM OUTPERFORMS OTHER METHODS IN SSLS AND THE LOWER BOUND DATA
SETTINGS. THE FOREGROUND COLUMN INCLUDES THE INFECTION, THE LEFT, AND THE RIGHT LUNG CLASSES. (): NEGATIVE VALUE
Setting Model Foreground Infection Lung
Mean(median)±std RI(%) Mean(median)±std RI(%) Mean(median)±std RI(%)
Lower Bounds Unet 0.702(0.738)±0.176 0 0.543(0.657)±0.254 0 0.782(0.897)±0.231 0
ROAM-LB 0.777(0.839)±0.126 10.68 0.528(0.606)±0.275 (2.76) 0.902(0.942)±0.121 15.35
SSLs Bai et al. [10] 0.730(0.772)±0.154 3.99 0.552(0.599)±0.233 1.66 0.819(0.881)±0.153 4.73
Zhang et al. [12] 0.736(0.775)±0.161 4.84 0.606(0.717)±0.251 11.60 0.802(0.880)±0.213 2.56
Cui et al. [9] 0.810(0.873)±0.116 15.38 0.605(0.672)±0.239 11.42 0.913(0.953)±0.102 16.75
ROAM 0.822(0.887)±0.122 17.09 0.632(0.710)±0.252 16.39 0.918(0.957)±0.103 17.39
Upper Bounds Unet 0.849(0.888)±0.096 20.94 0.675(0.737)±0.229 24.31 0.936(0.974)±0.091 19.69
ROAM-UB 0.829(0.872)±0.107 18.09 0.630(0.686)±0.218 16.02 0.929(0.974)±0.102 18.80
Fig. 4. Domain shift results. ROAM performs less sensitive to the
domain shift problem compared with other models
TABLE V
CROSS DOMAIN AND CLASS MISMATCH RESULTS. THE MODELS ARE
TRAINED ON MEDSEG DATASET, WHILE TESTED ON
COVID-19-CT-SEG-BENCHMARK DATASET. ROAM ENHANCES THE
PREDICTION OF THE BASELINE.
Model Foreground Infection
Mean(median)±std RI(%) Mean(median)±std RI(%)
Unet 0.675(0.684)±0.107 0 0.449(0.496)±0.233 0
ROAM 0.714(0.728)±0.111 5.78 0.522(0.501)±0.224 16.26
the results in Table V. The results show that ROAM enhances
the prediction of the baseline by 16.26% for infection, and
by 5.78% overall. These results highlight the ability of our
method to generalize to unseen data, this is also consistent
with the results reported in section IV-D for brain images.
Yet, this task is more challenging as the training classes differ
from the testing classes.
C. Performance vs Infection sizes
An important issue that affected the accuracy of our model
is the size of COVID-19 infection w.r.t the lung size. Fig.7
shows the dice score results for each test volume from our
testing dataset. The percentage below each column represents
the infection size. The same pattern found for all SSLs models.
First, when the infection size below 3%, all SSLs produce
uncertain results. Second, the best results obtained when the
classes are balanced (at 30%) in which the infection represents
one-third of the lung size, and the remaining percentages are
one-third for left lung and one-third for the right lung. Third,
59% represents an outlier case that fools all models, wherein
most cases, the infection is the minor class in the lung. Finally,
ROAM obtains the best results in most cases.
VI. DISCUSSION
We propose a semi-supervised medical imaging segmenta-
tion framework that utilizes the modern regularization methods
i.e. MixUp [17] and Manifold mixup [18] to boost the model
with newly generated data points. Our method inspired by
the work of MixMatch [23] which has been proposed in
the computer vision domain for classification tasks. Yet, our
method overcomes the limitation MixMatch, by introducing a
random layer mixup i.e. ROAM at the input and hidden spaces
that suits the complexity of medical images segmentation.
a) ROAM Performance Across Different Datasets: We validate
our method using five publicly available datasets for the brain
and lung images. The structures in the brain images almost
rigid and geometry constrained, while the lung images contains
the pathology of the COVID-19. The results show that ROAM
performs well across these different datasets, and better than
all SSLs methods. The robustness of ROAM has been shown
in the brain segmentation where ROAM always obtains the
best results. However, one limitation has been noticed in the
lower and the upper bounds for the COVID-19 segmentation.
Even though ROAM-LB enhances the overall prediction for
the lower bound model, it fails to obtain better segmentation
results for infection class. This can be attributed to the fact
that mixing highly imbalanced classes, infection pixels vs lung
pixels, at a low data regime, could bias the model to the
dominant class. On the other hand, ROAM-UB achieves lower
performance than the upper bound model. Nevertheless, we
investigate more options for κ, and found ROAM achieves
better results when κ = {Φ, 2}, with dice score equal to
85.1%, cf. Table VI. Finally, ROAM-LB consistently achieves
better results than many SSLs methods in both datasets. Thus,
if anyone has the option to choose between applying ROAM
on a few amount of data or applying another SSL method with
additional unlabeled data, our results recommends ROAM-LB
or SSL ROAM.
b) Generalizability: ROAM has higher generalization ca-
pacity, especially when few amounts of annotated data is
available. The results of brain and lung images show that
ROAM outperforms the other methods by high values. For
instance, ROAM-LB constantly beats many SSL methods,
8 XXX.XXX.XXX, XXX. XX, XX. XX, XXXX 2020
Fig. 5. Varying amount of data. The shaded region represent the standard deviation. The more labeled or unlabeled data being used, the higher
performance and confidence of our model comparing to others.
Fig. 6. Qualitative results of COVID-19 segmentation. First Row: The input image, ground truth, Unet and ROAM lower and upper bounds
Respectively. Second Row: The SSLs models. Red squares represent the false positives. ROAM generates more accurate predictions than the
other models in except for the Unet-UB.
Fig. 7. COVID-19 segmentation vs Infection. The x-axis represents
the percentage of the infection size to the lung size, while the y-
axis represents the dice score. When the percentage below 3%, SSls
produce uncertain results. The best obtained when the classes are
balanced (at 30%). The percentage of (59%) represents an outlier case.
cf. Table II and IV. Intuitively, ROAM generates new data
points through its linear interpolation. The effectiveness of this
operation is essential in the case of lower and SSLs models
where more data needed for the training. Though, at the higher
level of annotated data such as in the upper bounds, the
effectiveness is less where the models already have a sufficient
amount of data.
c) Handling Skip Connections: One important point is how
to handle the skip connections when mixing at a random layer
of the U-Net. Do the skip connections get interpolated using
the same lambda as the convolution layers? Or forwarded with-
out mixup? For example, when mixing two samples x1 and x2
at a random hidden layer i.e. κ = 2, then the skip connections
which go around that layer will still hold the original data from
the first hidden layer, so they will not properly correspond to
the mixed-up label, and that may present issues. This issue
did not happen in our main scenarios, i.e. performing random
mixup at κ = {0, 1, L}, as the mixed-labels correspond to the
mixed data as well. Nevertheless, performing the manifold
mixup at different layers, including the bottleneck, shows
interesting results. One of the reasons could be attributed to the
choice of the beta distribution parameter, i.e. α. For example,
when α is less than 1, then the mixed data tend to preserve
the original data point, and therefore, performing manifold
at bottleneck or other layers might not have such an expected
negative impact. One recommendation would be when we mix
at a given layer, then mix the skip-connections up to that
point with the same lambda and the same example-pairing. We
investigate this solution on MALC and COVID-19 datasets for
the SSL and UB models when κ = 2. The results reported in
Table VI show that ROAM performs differently, and no such
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TABLE VI
THE RESULTS FOR WHOLE-BRAIN AND COVID-9 LUNG SEGMENTATION
AT κ = 2 WITH/OUT SKIP-CONNECTIONS MIXUP. ROAM WORK BETTER
WITHOUT SKIP-CONNECTIONS MIXUP AT SSL SETTING, WHILE IT
PERFORM JUST LOWER AT THE UPPER BOUNDS.
Dataset Model Skip-Connection Mean(median)±std
Brain ROAM-SSL X 0.834(0.853)±0.047
× 0.872(0.881)±0.024
ROAM-UB X 0.892(0.898)±0.024
× 0.890(0.898)±0.023
Lung ROAM-SSL X 0.779(0.849)±0.137
× 0.797(0.860)±0.121
ROAM-UB X 0.851(0.889)±0.100
× 0.850(0.901)±0.107
approach produces consistent results in the given scenarios.
The skip-connections mixup at SSL settings hurts the results
and almost has not effect or tiny positive effect at the upper
bounds. Thus, more investigation should be conducted.
d) Infection Size: As in many SSL methods, ROAM can
be affected by the highly-imbalance dataset. The results in
Fig.7 show that the best performance of RAOM obtained when
the classes are balanced. Thus, one can investigate combining
RAOM with class-imbalance invariant methods.
e) Domain Mismatch: One way to alleviate the need for
a large amount of the annotated data is to use different
sources. Unfortunately, this can be a challenging task in the
presence of the domain-shift, where the data generated from
different scanners or locations. We investigate ROAM under
these conditions and have noticed the following. All SSLs,
including ROAM, suffer in the presence of domain shift,
yet, ROAM behaves less sensitive, cf. Fig.4. Applying our
approach boosts the performance of the baseline Unet for
COVID-19 segmentation, cf. Table.V. Nevertheless, we make
no claim here that our approach is domain invariant.
f) Validation Dataset: One recommendation, to have a fair
comparison between different SSL models, is to use training
and validation datasets with the same size [25]. Oliver et
al.[25] have shown that using small validation datasets leads
to inconsistency in the results, the smaller the validation data,
the larger the variations in the output, which may not reflect
the true performance of the model. In our paper, we consider
this recommendation and use training and testing datasets with
the same size. Thus, we argue that the reported results reflect
the actual performance of all models.
g) Hyperparameters Tuning: Besides the standard ones,
ROAM involves a set of hyperparameters and designing
choices that should be selected easily. Although fine-tuning
such amount of parameters is a tedious task, our testing results
presented in Table I show that RAOM outperforms all SSLs
methods in all hyperparameters values, and thus, no need
for an extra effort to achieve SOTA results. For example,
ROAM outperforms all SSLs models regardless the selected
random layer κ. Yet, the lowest values of ROAM obtained
at κ ={3 or 4} with average dices equal to 82.5% and
82.8% respectively, are better than all other SSLs except for
Cui et al.[9]. Similarly, all ROAM variations of sharpen and
concatenation steps outperform the other SSLs models, yet, the
worse ROAM result i.e. 82.3%, perform just less than Cui et
al.[9]. The effect of the newly generated data is clear when
β = 0, even though without the need of any unlabeled signal.
Additionally, one can reduce the number of hyperparameters
significantly by fixing κ = {0, 1, L}, and just finetuning α and
β as the standard case in many SSL methods, which means
no additional complexity is introduced in our method.
VII. CONCLUSION
In this paper, we introduce ROAM, a random layer mixup
for semi-supervised learning in medical images segmentation.
We show that our method is less prone to over-fitting and
has better generalization property. Our experiments show a
superior and SOTA performance of our method on the whole
brain image and COVID-19 lung segmentation. We tested
ROAM in both supervised and semi-supervised settings and
we have shown its preference against other approachs. Our
comprehensive experiments show that our method utilizes both
labeled and unlabeled data efficiently, proofing its stability,
superiority, and consistency. So far, the quality of the pseudo
labels mainly depends on the initial guess and the mixup
coefficient λ, however, one could think of modeling this coef-
ficient as a function of uncertainty measures. Also, to generate
more realistic mixed-up data, one could think of performing
the mixup operation on disentangled representations [31].
Our experiment demonstrates a robust performance of our
method under domain shift. Nevertheless, domain invariant
SSL methods should be further investigated. Handling skip-
connections is one of the open areas of ROAM for the future
work. Thus, further investigation of the best way should be
addressed. RAOM, as the other SSL methods, can be affected
by the imbalance-classes datasets. Instead of naive mixup, one
can investigate more intelligent ways of data mixing.
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