Abstract. Here we derive Harnack inequalities for nonnegative solutions of the porous medium equation and the p-difFusion equation. The method applies to functions obeying certain a priori evolution inequalities. The proofs are based on optimizing inequalities for the convective derivative of the function along a path.
Introduction
Harnack inequalities are well known for elliptic equations (see Harnack [8] and Gilbarg and Trudinger [6] ). They are also known for parabolic equations since the work of Hadamard and Pini, published in 1954. In particular, for the heat equation Li and Yau [9] .
More recently there has been extensive work on some other types of Harnack inequalities and Holder estimates for nonlinear parabolic equations. For an overview, see the survey lectures by DiBenedetto [3] , and also DiBenedetto and Friedman [4] .
In this paper, we shall describe some different pointwise bounds on nonnegative solutions of nonlinear parabolic equations which obey certain a priori estimates. Our approach is short and geometric and is based on an ingenious variational argument due originally to Li and Yau [9] and in a form described by Richard Hamilton [7] .
The porous medium equation and the heat equation
In this section the equations for porous media and heat conduction will be used to illustrate the method for obtaining pointwise bounds like (1.2). We shall use various known a priori bounds for the equations, and we shall optimize along paths in a manner similar to that done by Hamilton [7] . For the rest of the paper, let | V\ and U • V denote, respectively, the Euclidean norm and the usual inner product on W .
The porous medium equation (for a survey, see Aronson [1] ) is (2.1) !^ = A(0, t>0, x£Rn .
Throughout this paper, we shall confine our attention to A/>M0(rt):=max jo, 1 --j .
Under the change of dependent variable
The case M = 2 was discussed by Hamilton [7] as the migration equation. For nonnegative weak solutions of (2.3), Aronson and Bénilan [2] applied a maximum principle to obtain
First specialize to the case M > 1. Multiplying (2.4) by (M -1)/ and using (2.3), it follows that
Adding 2(V/) -W+\ W\2 to both sides of (2.5), where W is an arbitrary vector field on R" , leads to
at t Now choose W judiciously. Let x(t) be any C1 path in R" such that x(tx) = Xi and xit2) = x2 ; let x denote its velocity field. In (2.6), set W = \x and use the chain rule 37 = ff + (V/) • x ; then for all C1 paths x(i) such that x(ii) = xx and xit2) = x2. The inequality (2.8) can be sharpened by minimizing the integral on the right, as a functional on the allowable class of paths x(i). The convexity of |x|2 implies that the minimum of this functional is attained by the solution of the relevant Euler-Lagrange equation. Using straightforward classical analysis, this minimizer is given by the parametrized curve (,9) ^.^y + fafôL), ".,_".
When t2> tx > 0, the minimum value of the integral is ,JS. \x2 -xx\2 . for all C1 paths x(t) such that x(Zi) = xi and x(t2) = x2. This time the integral on the right-hand side has the minimum value ^t~_ft^ . Substituting this into (2.15) and exponentiating, we obtain the previous lower bound (1.2). So far, we have studied (2.1) for the cases M > 1 and M = 1. The case Moin) < M < 1 will be treated in §6.
General Harnack-type inequalities
The derivation of the inequalities (2.9) and (1. For all xx, x2 in Q and 0 < tx < t2 < T, we have the following inequalities: (i) when r -p -I, then
(ii) when r > p -I, then
holds for positive f;
(iii) when r < p -I, then
holds for nonnegative f and, in case f is positive and the quantity inside the large parentheses is nonnegative, we have
Here, q := -^ is the conjugate index to p, m :--£j -1, £ := \(jc)q~x. A(t) is any antiderivative of a(t), and I :-J¡2 em<J>~xW> dt.
Proof. To obtain these results we use Young's inequality in the form
where 1 < p < oo is any real number, q = -^ is its conjugate index (that is, p + a -I )> and Y, Z are arbitrary vectors in R" . We pause to explain why Young's inequality is to be used here instead of a generalization of the completing-the-square procedure in §2. Recall that we completed the square there by adding 2(V/)-IF-r-|IF|2 to both sides of (2.5). However, we could have added -(Vf) -W + i|4=PF|2 instead; and the right-hand side of the resulting inequality would be 2[j|V/|2 -(Vf) • (-y) + ÎItI2] » wmch is nonnegative by the above Young's inequality. Now proceed as before, but this time specify W as -x rather than jx; we would again obtain (2.7). For (3.1), completing the p th power optimally yields the analogue of (2.7); but we choose to use Young's inequality because, in retrospect, it achieves the same result much more elegantly. Let (j> (resp. W ) be any scalar-(resp. vector-) valued continuous function defined on Qx(OJ) and add -(Vf) • W + \\cj)W\« to both sides of (3.1).
The right-hand side of the resulting inequality, upon the choice <f> = (£)' , simplifies to the quantity (ffitfW -YZ + J|Z|«] with Y = Vf and Z = (p^c)W. By (3.5), this is pointwise nonnegative on fí x (0, T) ; so we have (3.6) yj + a(t)f-(Vf)'W + t:r^-x)\W\q >0, «^ := i(-L)9"1, for any vector field W defined on Q x (0, T).
Given Xx, x2 in Q, let {x(t) : tx < t < t2} be a C1 curve in fí with x(ii) = xi and x(i2) = x2 . Choose W --x, and apply the chain rule to the convective derivative j¡f(x(t), t) of / along the curve; then (3.6) becomes
We shall obtain different estimates corresponding to the three cases: 
Jt¡
By a straightforward exercise in the classical calculus of variations, the minimum of the integral on the right-hand side is found to occur at the path
That integral then has the minimal value (3.12b) \x2-xx\qIx~q.
Substituting this into (3.11) and after some rearrangement, we obtain the inequality
which is (3.3).
(iii) m < 0, that is, r < p -1. As in (ii), we multiply (3.7) by the integrating factor eAM and rearrange. The analogue of (3.10) is now (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) U^í^t(feA)>rnie-'"A\x\q .
This holds for positive / when m/-l (that is, r ^ 0 ), and for nonnegative / when m = -1 ( r = 0). Upon integration, (3.13) gives When the quantity inside the large parentheses is nonnegative, taking the |m|th root of both sides yields (3.4b). D
Inequalities (3.2) and (3.3) show that if f(xx ,tx)>0
and / obeys (3.1) with r > p -1 > 0, then /(x2, t2) > 0 for all x2 £ Q. and t2 > tx ; that is, we have infinite speed of propagation of information. When r < p -1, (3.4) does not provide such a result; this is expected because porous medium flows (with M > 1 ) fall under case (iii) of the theorem (see the remarks at the end of this section), and it is known [1] that disturbances in such flows propagate with a finite speed.
For this theorem, / was assumed to be C1 and (3.1) to hold pointwise. For a number of important applications, the functions will not be C1 and the evolution inequality (3.1) only holds in a distributional sense. The only place where the regularity assumptions on / are necessary is in justifying the chain rule (3.15) j¡f(x(t),t) = ?± + (Vf)>x in going from (3.6) to (3.7).
To extend this theorem to weak solutions of (3.1), we shall use some definitions and results from Marcus and Mizel 
Jt¡
Whenever we can evaluate the minimum value of this integral, lower bounds on nonnegative solutions of (3.16) can be found. Finally, we remark that for the heat equation, (3.1) holds with C = I, p = 2, and r = 1, so case (i) of our theorem applies and the resulting estimate (3.2) becomes the Harnack inequality (1.2) when we set a(t) -j-t ■ For the porous medium equation with M > 1, (3.1) holds with C = 1, p = 2, and r = 0. Case (iii) of our theorem applies, and the resulting inequalities (3.4a) and (3.4b) become (2.1 la) and (2.1 lb), respectively. To see this, observe that m = -1 and a(t) = ^lA t where k is defined by (2.4).
The /^-diffusion equation
These methods will now be applied to derive Harnack-type inequalities for the ^-diffusion equation This evolution inequality has the form (3.1) with C = 1, r = 0, and a(t) = ^ . Hence case (iii) of Theorem 1 or 2 applies, with m = -1 and eA^ = tyK . In the proofs, the minimum value of the integral J¡2 e~mA\x\q dt was sought, subject to the constraints t2 > tx > 0 and x(ii) = Xi, x(t2) = x2. For the case at hand, this minimum occurs at the path for any xi , x2 in fí and t2 > tx > 0.
POINTWISE UPPER BOUNDS AND HaMILTON-JaCOBI EQUATIONS
The results of §3 provided pointwise lower bounds for solutions of differential inequalities of the form (3.1). Positive solutions / of the transformed porous medium equation ( Given Xi, x2 in Q, let (x(i) : tx < t < t2} be a C1 curve in Q with xiti) = Xi and x(i2) = x2. Choose W in (5.5) to be x ; then the fact that the chain rule (3.15) holds implies that 4:f(x(t),t) + a(t)f(x(t),t) A common convex Hamiltonian has r = 0, p > 1, and part (iii) of Theorem 4 provides pointwise upper bounds on nonnegative solutions of (5.7), (5.8). When r = 0 but p = 1, part (i) of that theorem provides some qualitatively different bounds.
The porous medium equation revisited
The results described in the last section can be applied to the porous medium equation ( 
