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EXACT DIMENSIONALITY AND PROJECTION PROPERTIES OF
GAUSSIAN MULTIPLICATIVE CHAOS MEASURES
KENNETH FALCONER AND XIONG JIN
Abstract. Given a measure ν on a regular planar domain D, the Gaussian multiplica-
tive chaos measure of ν studied in this paper is the random measure ν˜ obtained as the
limit of the exponential of the γ-parameter circle averages of the Gaussian free field on D
weighted by ν. We investigate the dimensional and geometric properties of these random
measures. We first show that if ν is a finite Borel measure on D with exact dimension
α > 0, then the associated GMC measure ν˜ is non-degenerate and is almost surely exact
dimensional with dimension α − γ22 , provided γ
2
2 < α. We then show that if νt is a
Ho¨lder-continuously parameterized family of measures then the total mass of ν˜t varies
Ho¨lder-continuously with t, provided that γ is sufficiently small. As an application we
show that if γ < 0.28, then, almost surely, the orthogonal projections of the γ-Liouville
quantum gravity measure µ˜ on a rotund convex domain D in all directions are simulta-
neously absolutely continuous with respect to Lebesgue measure with Ho¨lder continuous
densities. Furthermore, µ˜ has positive Fourier dimension almost surely.
1. Introduction
1.1. Overview. There has been enormous recent interest in geometrical and dimensional
properties of classes of deterministic and random fractal sets and measures. Aspects
investigated include the exact dimensionality of measures, and dimension and continuity
properties of projections and sections of sets and measures and their intersection with
families of curves, see for example [11, 36] and the many references therein.
A version of Marstrand’s projection theorem [25] states that if a measure ν in the plane
has Hausdorff dimension dimH ν > 1, then its orthogonal projection piθν in direction θ is
absolutely continuous with respect to Lebesgue measure except for a set of θ of Lebesgue
measure 0. Considerable progress has been made recently on the challenging question of
identifying classes of measures for which there are no exceptional directions, or at least
for which the set of exceptional directions is very small or is identifiable.
Peres and Shmerkin [29] and Hochman and Shmerkin [16], showed that for self-similar
measures with dimH ν > 1 such that the rotations underlying the defining similarities
generate a dense subset of the rotation group, the projected measures have dimension
1 in all directions, and Shmerkin and Solomyak [35] showed that they are absolutely
continuous except for a set of directions of Hausdorff dimension 0. Falconer and Jin [12, 13]
obtained similar results for random self-similar measures and in particular their analysis
included Mandelbrot’s random cascade measures [21, 24, 30]. Shmerkin and Suomala
[36] have studied such problems for certain other classes of random sets and measures.
Many such geometric properties depend crucially on the measures in question being exact
dimensional, that is with the local dimension limr→0 log ν(B(x, r))/ log r existing and
equalling a constant for ν-almost all x.
The main aim of this paper is to study the exact-dimensionality and absolute continuity
of projections of a class of random planar measures, namely the Gaussian multiplicative
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chaos (GMC) measures. The GMC measures were introduced by Kahane [20] in 1985 as a
mathematically rigorous construction of Mandelbrot’s initial model of energy dissipation
[23]. The GMC measures might intuitively be thought of as continuously constructed
analogues of random cascade measures, which have the disadvantages of having preferred
scales and not being isotropic or translation invariant. The construction has two stages.
First a log-correlated Gaussian field, that is a random distribution Γ with a logarithmic
covariance structure, is defined on a planar domain D. Then the GMC measure is de-
fined as a normalized exponential of Γ with respect to a given measure supported in the
domain. There are technical difficulties in this construction since Γ is a random Schwartz
distribution rather than a random function, and this is generally addressed using smooth
approximations to Γ. Kahane used the partial sums of a sequence of independent Gauss-
ian processes to approximate Γ and showed the uniqueness of the GMC measure, i.e.,
that the law of the GMC measure does not depend on the choice of the approximating
sequence. More recently, Duplantier and Sheffield [7] constructed a GMC measure by
using a circle average approximation of Γ where Γ is the Gaussian Free Field (GFF) on a
regular planar domain D with certain boundary conditions, and normalized with respect
to Lebesgue measure on D. They also pointed out that such a class of random measures,
which is indexed by a parameter γ ∈ [0, 2), may be regarded as giving a rigorous interpre-
tation of the Liouville measure that occurs in Liouville quantum gravity (LQG) and the
name ‘γ-LQG measure’ has become attached to the two-dimensional Lebesgue measure
case. Surveys and further details of this area may be found in [4, 5, 6, 7, 31].
In this paper we work with an arbitrary base measure ν on D (rather than just Lebesgue
measure) and we denote by ν˜ the GMC measure of ν obtained as the weak limit of the
circle averages of the GFF on ν which will depend on the parameter γ ∈ [0, 2), see
Sections 1.2 and 1.3. In particular, if ν = µ is planar Lebesgue measure on D then µ˜
is the γ-LQG measure introduced by Duplantier and Sheffield in [7]. It is natural to
study exact-dimensionality of GMC measures, along with their geometry, including their
dimensions, sections and projections.
In Theorem 2.1 of this paper we relate the dimensions of the measure ν to those of ν˜.
As a corollary, if ν is exact dimensional of dimension α > γ
2
2
then ν˜ is exact dimensional
of dimension α − γ2
2
. Note that this result is very general and does not require further
conditions other than exact dimensionality of ν. Then, taking µ˜ to be the γ-LQG measure
on D, Theorem 2.5 asserts that if γ < 1
33
√
858− 132√34 ≈ 0.28477489 then almost surely
the orthogonal projections of µ˜ in all directions are simultaneously absolutely continuous
with respect to one-dimensional Lebesgue measure. A consequence, Corollary 2.6, is that
for such γ, the γ-LQG measure µ˜ almost surely has positive Fourier dimension. These
last results follow from a much more general Theorem 2.7 which shows that for suitable
families of measures {νt : t ∈ T } on D with a Ho¨lder continuous parameterization by a
metric space T , almost surely ‖ν˜t‖ is Ho¨lder continuously in the parameter t, where ‖ · ‖
denotes the total mass of a measure. Theorem 2.7 has many other applications, including
Theorem 2.9, that if we define GMC measures simultaneously on certain parameterized
families of planar curves in D, their mass, which may be thought of as the ‘quantum
length of the curves’, varies Ho¨lder continuously. In another direction, Theorem 2.11
shows that the total mass of GMC measures of self-similar measures is Ho¨lder continuous
in the underlying similarities.
The proof of the Ho¨lder continuity of {‖ν˜t‖ : t ∈ T } in Theorem 2.7 is inspired by the
paper [36] of Shmerkin and Suomala on Ho¨lder properties of ‘compound Poisson cascade’
types of random measures first introduced by Barral and Mandelbrot [3]. The difference
here is that the circle averages of the GFF does not have the spatial independence or the
uniform bounded density properties needed in [36]. Hence we adopt a different approach,
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using a Kolmogorov continuity type argument to deduce the Ho¨lder continuity of ν˜t from
the convergence exponents of the approximating circle averages. It may be possible to
relax some of the conditions required in [36] using our approach.
1.2. Gaussian Free Fields. Let D be a bounded regular planar domain, namely a
simply-connected bounded open subset of R2 with a regular boundary, that is, for every
point x ∈ ∂D there exists a continuous path u(t), 0 ≤ t ≤ 1, such that u(0) = x and
u(t) ∈ Dc for 0 < t ≤ 1. The Green function GD on D ×D is given by
GD(x, y) = log
1
|x− y| − E
x
(
log
1
|WT − y|
)
,
where the expectation Ex is taken with respect to the probability measure P x under which
W is a planar Brownian motion started from x, and T is the first exit time of W in D,
i.e., T = inf{t ≥ 0 : Wt 6∈ D}. The Green function is conformally invariant in the sense
that if f : D 7→ D′ is a conformal mapping, then
GD(x, y) = Gf(D)(f(x), f(y)).
Let M+ be the set of finite measures ρ supported in D such that∫
D
∫
D
GD(x, y) ρ(dx)ρ(dy) <∞.
Let M be the vector space of signed measures ρ+ − ρ−, where ρ+, ρ− ∈ M+. Let
{Γ(ρ)}ρ∈M be a centered Gaussian process on M with covariance function
E(Γ(ρ)Γ(ρ′)) =
∫
D
∫
D
GD(x, y) ρ(dx)ρ
′(dy).
Then Γ is called a Gaussian free field (GFF) on D with zero (Dirichlet) boundary condi-
tions.
Let O be a regular subdomain of D. Then Γ may be decomposed into a sum:
(1.1) Γ = ΓO + ΓO,
where ΓO and ΓO are two independent Gaussian processes onM with covariance functions
GO and GD − GO respectively. Moreover, there is a version of the process such that ΓO
vanishes on all measures supported in D \O, and ΓO restricted to O is harmonic, that is
there exists a harmonic function hO on O such that for every measure ρ supported in O,
ΓO(ρ) =
∫
O
hO(x) ρ(dx).
In fact hO(x) = Γ(τO,x) for x ∈ O, where τO,x is the exit distribution of O for a Brownian
motion started from x. Furthermore, if we denote by FD\O the σ-algebra generated by
all Γ(ρ) for which ρ ∈M is supported by D \O, then ΓO is independent of FD\O.
For more details on Gaussian free fields, see, for example, [4, 31, 33, 38].
1.3. Circle averages of GFF and GMC measures. For x ∈ D and  > 0 let ρx, be
Lebesgue measure on {y ∈ D : |x − y| = }, the circle centered at x with radius  in D,
normalised to have mass 1. Fix γ ≥ 0. Let ν be a finite Borel measure supported in D.
For integers n ≥ 1 let
(1.2) ν˜n(dx) = 2
−nγ2/2eγΓ(ρx,2−n ) ν(dx), x ∈ D.
Then the almost sure weak limit
(1.3) ν˜ = w- lim
n→∞
ν˜n,
whenever it exists, is called a Gaussian multiplicative chaos (GMC) measure of ν.
4 KENNETH FALCONER AND XIONG JIN
We write µ for the important case of planar Lebesgue measure restricted to D. When
γ ∈ [0, 2) the GMC measure µ˜ exists and is non-degenerate, and is called the γ-LQG
measure on D. For more details on γ-LQG measures, see for example [4, 7].
Since Γ(ρx,) is centered Gaussian,
(1.4) E
(
eγΓ(ρx,)
)
= e
γ2
2
Var(Γ(ρx,)).
Using the conformal invariance of GFF it can be shown that, provided that B(x, ) ⊂ D,
where B(x, ) is the open ball of centre x and radius ,
(1.5) Var(Γ(ρx,)) = − log + logR(x,D),
where R(x,D) is the conformal radius of x in D, given by R(x,D) = |f ′(0)| where
f : D 7→ D is a conformal mapping from the unit disc D onto D with f(0) = x. Then for
all γ ≥ 0, if B(x, ) ⊂ D,
(1.6) E
(
eγΓ(ρx,)
)
= −γ
2/2R(x,D)γ
2/2,
and so
E(ν˜(dx)) = R(x,D)γ2/2ν(dx), x ∈ D.
It is well-known that R(x,D) is comparable to dist(x, ∂D), the distance from x to the
boundary of D, indeed, using the Schwarz lemma and the Koebe 1/4 theorem,
(1.7) dist(x, ∂D) ≤ R(x,D) ≤ 4 dist(x, ∂D).
2. Main results
Throughout the paper we shall make the following assumption (A0) on the regularity
of the boundary of D: For n ≥ 1 and m1,m2 ∈ Z let
Snm1,m2 = [m12
−n, (m1 + 1)2−n)× [m22−n, (m2 + 1)2−n)
denote a square in R2 of side-lengths 2−n with respect to some pair of coordinate axes.
Let D be a fixed bounded regular planar domain. For n ≥ 1 let Sn be the family of sets{
D ∩ Snm1,m2 : m1,m2 ∈ Z, D ∩ Snm1,m2 6= ∅
}
.
For S = D ∩ Snm1,m2 ∈ Sn denote by
(2.1) S˜ = D ∩ ([(m1 − 1)2−n, (m1 + 2)2−n)× [(m2 − 1)2−n, (m2 + 2)2−n))
the 3-fold enlargement of S in D. Our assumption states as follows.
(A0) There exists an integer N0 such that for n ≥ N0 the enlargement S˜ is simply
connected for all S ∈ Sn, and for x ∈ D there exists y ∈ D with |x − y| ≤ 2−n+1
such that B(y, 2−n) ⊂ D.
In particular (A0) is satisfied when D is a convex set with a smooth boundary. As we
may rescale D to be large enough, without loss of generality we may take N0 = 1.
2.1. Exact dimension results. Let ν be a finite Borel measure supported in D, let
γ > 0 and define the GMC measure ν˜ by (1.2) and (1.3). The following theorem relates
the local behaviour of ν to that of ν˜. (Note that if α = β in (2.2) and (2.3) then ν is
termed α-Alhfors regular.)
Theorem 2.1. Assume that D satisfies (A0). Suppose that there exist constants C0 > 0,
r0 > 0 and α >
γ2
2
such that
(2.2) ν(B(x, r)) ≤ C0rα
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for all x ∈ supp(ν) and r ∈ (0, r0). Then, almost surely ν˜n converges weakly to a non-
trivial limit measure ν˜, and for ν˜-a.e. x,
lim inf
r→0
log ν˜(B(x, r))
log r
≥ α− γ
2
2
.
In the opposite direction, if there exists a constant β ≥ α such that
(2.3) ν(B(x, r)) ≥ C−10 rβ
for all x ∈ supp(ν) and r ∈ (0, r0), then for ν˜-a.e. x,
lim sup
r→0
log ν˜(B(x, r))
log r
≤ β − γ
2
2
.
Remark 2.2. The almost sure convergence of µ˜n to µ˜ when µ is Lebesgue measure on
D was established in [7]. This, and the convergence part of Theorem 2.1, are not directly
covered by Kahane’s multiplicative chaos theory approach as the circle averages of GFFs,
although they can be written as a sum of independent random variables at individual points,
cannot be decomposed into a sum of independent random fields on D.
Recall that a Borel measure ν is exact-dimensional of dimension α if
lim
r→0
log ν(B(x, r))
log r
= α,
with the limit existing, ν-almost everywhere. The Hausdorff dimension of a measure ν is
given by
dimH ν = inf
{
dimH E : E is a Borel set with ν(E) > 0
}
;
in particular, dimH ν = α if ν is exact-dimensional of dimension α, see [9].
A variant of Theorem 2.1 gives the natural conclusion for exact-dimensionality.
Corollary 2.3. Assume that D satisfies (A0). If ν is exact-dimensional with dimension
α > γ
2
2
, then, the GMC measure ν˜ of ν is well-defined and non-trivial, and almost surely,
ν˜ is exact-dimensional with dimension α− γ2
2
.
This corollary applies to the large class of measures that are exact dimensional, includ-
ing self-similar measures and, more generally, Gibbs measures on self-conformal sets, see
[12, 14], as well as planar self-affine measures [1].
Remark 2.4. The assumption (A0) in Corollary 2.3 can be relaxed. One can work with
domains that can be decomposed into pieces of subdomains where each subdomain can be
approximated from within by convex sets with smooth boundaries.
2.2. Absolute continuity of projections. We write piθ for the orthogonal projection
onto the line through the origin in direction perpendicular to the unit vector θ, and
piθρ = ρ ◦ pi−1θ for the projection of a measure ρ on R2 in the obvious way.
It follows from the work of Hu and Taylor [18] and Hunt and Kaloshin [19] that if a
Borel measure ρ on R2 is exact dimensional of dimension α, then for almost all θ ∈ [0, pi),
the projected measure piθρ is exact dimensional of dimension min{1, α}. Moreover, if
α > 1 then piθρ is absolutely continuous with respect to Lebesgue measure for almost all
θ. In particular this applies to the projections of the GMC measures obtained in Corollary
2.3.
The γ-LQG measure µ˜, obtained from circle averages of GFF acting on planar Lebesgue
measure µ on D, is almost surely exact dimensional of dimension dimH µ˜ = 2 − γ22 , in
which case for almost all θ the orthogonal projections piθµ˜ are exact dimensional of di-
mension min{1, dimH µ˜} and are absolutely continuous if 0 < γ <
√
2 ≈ 1.4142. Here
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we show that, for suitable domains D, if 0 < γ < 1
33
√
858− 132√34 ≈ 0.28477489 then
for all θ simultaneously, not only are the projected measures piθµ˜ absolutely continuous
with respect to Lebesgue measure but also the Radon-Nikodym derivatives are β-Ho¨lder
for some β > 0. Note that, according to Rhodes and Vargas [31], the support of the
multifractal spectrum of µ˜ is the interval
[(√
2 − γ√
2
)2
,
(√
2 + γ√
2
)2]
, meaning that the
smallest possible local dimension of µ˜ is
(√
2− γ√
2
)2
, so in particular the projected mea-
sures can only be absolutely continuous with continuous Radon-Nikodym derivatives if
γ ≤ 2 − √2 ≈ 0.5858 as otherwise µ˜ has points of local dimension less than 1. Whilst
we would expect absolute continuity with continuous Radon-Nikodym derivatives for all
projections simultaneously for all γ < 2−√2, this would require significantly new meth-
ods to establish. On the other hand, if we just require the projections to be absolutely
continuous, it may be enough for the dimension of the LQG measure to be larger than
1, corresponding to γ <
√
2. Again, it would be nice to obtain good estimates for the
Ho¨lder exponent β but, whilst our method might be followed through to obtain positive
lower bounds for β, such estimates are likely to be small. These questions are considered
further at the end of Section 4
We call a bounded open convex domain D ⊂ R2 rotund if its boundary ∂D is twice
continuously differentiable with radius of curvature bounded away from 0 and ∞.
Theorem 2.5. Let 0 < γ < 1
33
√
858− 132√34 and let µ˜ be γ-LQG on a rotund convex
domain D. Then, almost surely, for all θ ∈ [0, pi) the projected measure piθµ˜ is absolutely
continuous with respect to Lebesgue measure with a β-Ho¨lder continuous Radon-Nikodym
derivative for some β > 0.
Theorem 2.5 follows from a much more general result on the Ho¨lder continuity of
parameterized families of measures given as Theorem 2.7 below. We remark that Theorem
2.7 also implies that for a given fixed θ the projected measure piθµ˜ has a Ho¨lder continuous
density for the larger range 0 < γ < 1
17
√
238− 136√2 ≈ 0.3975137, see the comment after
the proof of Theorem 2.5 in Section 5.
Theorem 2.5 leads to a bound on the rate of decay of the Fourier transform ̂˜µ of
µ˜, or, equivalently, on the Fourier dimension of the measure defined as the supremum
value of s such that |̂˜µ(ξ)| ≤ C|ξ|−s/2 (ξ ∈ R2) for some constant C; see [8, 27] for
recent discussions on Fourier dimensions. One might conjecture that, as is fairly typical
for random measures, the Fourier dimension of the LQG measure equals its Hausdorff
dimension for all 0 < γ < 2 − √2. However, Fourier dimensions can be very difficult to
estimate and even demonstrating that they are positive is often non-trivial.
Corollary 2.6. Let 0 < γ < 1
33
√
858− 132√34, let µ˜ be γ-LQG on a rotund convex
domain D and let β > 0 be given in Theorem 2.5. Then, almost surely, there is a random
constant C such that
(2.4) |̂˜µ(ξ)| ≤ C|ξ|−β, ξ ∈ R2,
so in particular µ˜ has Fourier dimension at least 2β > 0.
2.3. Parameterized familes of measures. We now state our main result on the Ho¨lder
continuity of the total masses of the GMC measures of certain parameterized families of
measures, typically measures on parameterized families of planar curves. First we set up
the notation required and state some natural assumptions that we make.
Let (T , d) be a compact metric space which will parameterize lines or other subsets of
D. Let ν be a positive finite measure on a measurable space (E, E). For each t ∈ T we
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assign a measurable set It ∈ E , a Borel set Lt ⊂ D and a measurable function ft,
ft : It → Lt,
and define the push-forward measure on D by
νt := ν ◦ f−1t ,
with the convention that νt is the null measure if ν(It) = 0. To help fix ideas, It may
typically be a real interval with ft a continuous injection, so that Lt is a curve in D that
supports the measure νt.
We make the following three assumptions: (A1) is a bound on the local dimension of
the measures νt, (A2) is a Ho¨lder condition on the ft and thus on the νt, and (A3) means
that the parameter space (T , d) may be represented as a bi-Lipschitz image of a convex
set in a finite dimensional Euclidean space. (In fact (A3) can be weakened considerably
at the expense of simplicity, see Remark 4.4.)
(A1) There exist constants C1, α1 > 0 such that for all x ∈ R2 and r > 0,
sup
t∈T
νt(B(x, r)) ≤ C1rα1 ;
(A2) There exist constants C2, r2, α2, α
′
2 ≥ 0 such that for all s, t ∈ T with d(s, t) ≤ r2
and Is ∩ It 6= ∅,
sup
u∈Is∩It
|fs(u)− ft(u)| ≤ C2d(s, t)α2
and
ν(Is∆It) ≤ C2d(s, t)α′2 .
(A3) There exist a convex set G ⊂ [0, 1]k with non-empty interior for some k ≥ 1, a
one-to-one map g : T 7→ G and a constant 0 < C3 <∞ such that for all s, t ∈ T ,
C−13 d(s, t) ≤ |g(s)− g(t)| ≤ C3d(s, t).
For t ∈ T and n ≥ 1 we define circle averages of Γ on νt by
(2.5) ν˜t,n(dx) = 2
−nγ2/2eγΓ(ρx,2−n ) νt(dx), x ∈ D,
and let
(2.6) Yt,n := ‖ν˜t,n‖
be the total mass of ν˜t,n. Let ν˜t = w-limn→∞ ν˜t,n be the GMC of νt and Yt = ‖ν˜t‖ be its
total mass if it exists. (Taking circle averages with dyadic radii  = 2−n does not affect
the weak limit.)
Here is our main result on parameterized families of measures. For γ, λ > 0 write
n(λ, k, γ) =
(4k2 − λk
λ2
)
γ2 +
2k
λ2
γ
√
4k2γ2 + 2k(1− γ2)λ+ k
λ
and for α, γ > 0 write
m(α, γ) =
1
2
(α
γ
− γ
2
)2
.
Theorem 2.7. Let D satisfy (A0) and let T , ν and the ft satisfy (A1), (A2) and (A3).
Write λ = α2 ∧ (2α′2). If α1 > γ
2
2
, k ≥ λ
2
and
(2.7) n(λ, k, γ) < m(α1, γ),
then almost surely the sequence of mappings {t 7→ Yt,n}∞n=1 converges uniformly on (T , d)
to a limit t 7→ Yt. Moreover, Yt is β-Ho¨lder continuous in t for some β > 0.
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Remark 2.8. The condition α1 >
γ2
2
ensures that each GMC measure ν˜t is non-degenerate.
It is easy to see that when γ → 0,
n(λ, k, γ)→ k
λ
and m(α1, γ)→∞.
Therefore, given α1, α2, α
′
2, k (2.7) will always hold if γ > 0 is small enough. For specific
α1, α2, α
′
2, k one can derive a range 0 < γ < γmax over which this condition is satisfied.
Whilst this often gives a reasonable range of γ, it is unlikely to be best possible given the
lack of sharpness in Lemma 4.2, see the end of Section 4 for a further discussion on this.
As we shall see, Theorem 2.5 follows from Theorem 2.7 on taking νt to be 1-dimensional
Lebesgue measure restricted to chords of D which are parameterized by their direction
and displacement from some origin.
The many applications of Theorem 2.7 include quantum length on families of planar
curves and quantum masses of self-similar measures.
2.3.1. Quantum length of planar curves. Let D satisfy (A0). Let T = [0, T ] and let d be
Euclidean distance on T . Let f : T → D be a measurable function. Note here that we
do not need to assume f to be continuous. For t ∈ [0, T ] let It = [0, T ] and ft = f |It . Let
ν be the one-dimensional Lebesgue measure on [0, T ]. If we assume that the occupation
measure ν ◦ f−1 satisfies
ν ◦ f−1(B(x, r)) ≤ Crα
for some C > 0 and 0 < α ≤ 2. Then we may take α1 = α, α2 arbitrarily large, α′2 = 1
and k = 1 in assumptions (A1), (A2) and (A3). In such a case we have λ = 2 and (2.7)
becomes
1
2
γ2 + γ +
1
2
<
1
2
(α
γ
− γ
2
)2
.
Since 0 < γ <
√
2α, the above inequality is equivalent to
γ + 1 <
α
γ
− γ
2
,
which means
γ <
√
6α + 1− 1
3
.
In this context Theorem 2.7 immediately translates into the following result.
Theorem 2.9. Let D satisfy (A0). Let f : [0, T ]→ D be a measurable function such that
the occupation measure ν ◦ f−1 satisfies
ν ◦ f−1(B(x, r)) ≤ Crα for all x ∈ D and r > 0
for some C > 0 and 0 < α ≤ 2, where ν denotes the Lebesgue measure on [0, T ]. For
t ∈ [0, T ] denote by νt = ν|[0,t] ◦ f−1 and let
{
ν˜t : t ∈ [0, T ]
}
be the corresponding GMC
measures of
{
νt : t ∈ [0, T ]
}
with parameter
γ <
√
6α + 1− 1
3
.
Then, almost surely, the function
L : [0, T ] 3 t 7→ ‖ν˜t‖
is Ho¨lder continuous.
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Example 1: Let f : [0, T ] → D be a smooth curve in D. Then we may take α = 1. In
this case the ‘γ-quantum length’ of f is Ho¨lder continuous when
γ <
√
7− 1
3
≈ 0.5485837.
This γ-quantum length is slightly different to that in [34] introduced by Sheffield. In [34]
the boundary LQG ν˜ is defined as the exponential of the semi-circle average of the GFF
with free boundary condition in the upper-half plane with respect to one-dimensional
Lebesgue measure on the boundary R, and the quantum boundary lengths considered
there are ν˜([0, t]) and ν˜([−t, 0]) for t ≥ 0. Sheffield shows that the ‘conformal welding’ or
‘conformal zipping’ of ν˜([0, t]) and ν˜([−t, 0]) is actually a SLE curve, resolving a conjecture
of Peter Jones. As the boundary LQG ν˜ is very similar to a one-dimensional GMC with
respect to Lebesgue measure, the Ho¨lder continuity of t→ ν˜([0, t]) for all parameters 0 <
γ <
√
2 may be deduced from its p-moment control (p > 1) and Kolmogorov continuity
type arguments, as in [2] for multiplicative cascades.
Example 2: Let f : [0, τ ]→ D be a segment of planar Brownian motion in D. It is well-
known (see [22] for example) that we may take α arbitrarily close to 2 for the occupation
measure of planar Brownian motion. This implies that the ‘γ-quantum length’ of planar
Brownian motion is Ho¨lder continuous when
γ <
√
13− 1
3
≈ 0.8685171.
This γ-quantum length is used in [15] to define ‘Liouville Brownian motion’. In fact in [15]
the authors show that this γ-quantum length is α-Ho¨lder continuous for all α < (1− γ
2
)2
for all 0 < γ < 2. The proof of this nearly sharp result relies heavily on the fact that
the occupation measure of planar Brownian motion is stationary under translation and it
also satisfies a scaling invariance property, which we can not expect to have for general
measurable functions f .
Remark 2.10. In both Examples 1 and 2 we have not obtained the Ho¨lder continuity for
all possible parameters 0 < γ <
√
2α for the occupation measure of a given planar function
f with dimension at least 0 < α ≤ 2. The main reason is that a grid partition of the time
parameter space [0, T ] does not necessarily yields a partition of its image through f , which
causes problems in computing the moments of the associated GMC measures. In particular
the moment estimates in Lemma 4.2 are not as sharp as for the classical moment estimates
in Gaussian multiplicative chaos theory such as in Lemma 3.4. Currently we do not know
how to improve Lemma 4.2 to get a sharper estimate.
2.3.2. GMC measures on families of self-similar sets. Another application of Theorem
2.7 gives the Ho¨lder continuity of the total masses of the GMC measures of parameterized
self-similar measures. Let m ≥ 2 be an integer. Let U = (0, 1)m × SO(R, 2)m × (R2)m be
endowed with the product metric d. For each t = (~r, ~O, ~x) ∈ S the set of m mappings
It =
{
gti(·) = riOi(·) + xi : 1 ≤ i ≤ m
}
forms an iterated function system (IFS) of contracting similarity mappings. Such an
IFS defines a unique non-empty compact set Ft ⊂ R2 that satisfies Ft =
⋃m
i=1 g
t
i(Ft),
known as a self-similar set, see, for example, [10] for details of IFSs and self-similar sets
and measures. Let E = {1, . . . ,m}N be the symbolic space endowed with the standard
product topology and Borel σ-algebra E . In the usual way, the points of Ft are coded by
the canonical projection ft : E → Ft given by
ft(i) = ft(i1i2 · · · ) = lim
n→∞
gti1 ◦ · · · ◦ gtin(x0),
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which is independent of the choice of x0 ∈ R2.
Let ν be a Bernoulli measure on E with respect to a probability vector p = (p1, . . . , pm).
For t ∈ S let νt = ν ◦ f−1t ; then νt is a self-similar probability measure on R2 in the sense
that νt =
∑m
i=1 pi νt ◦ (gti)−1.
Let D ⊂ R2 be a rotund convex domain. Let T be a convex compact subset of U
(with respect to some smooth Euclidean parameterization) such that for all t ∈ T , Ft ≡
ft(E) ⊂ D and the open set condition (OSC) is satisfied, that is there exists a non-empty
open set Ut such that Ut ⊃
⋃m
i=1 g
t
i(Ut) with this union disjoint.
Theorem 2.11. Assume that γ satisfies (2.7) with α2 = 1, α
′
2 arbitrary, k = 4m and
α1 = min
t∈T ,1≤i≤m
log pi/ log ri;
by Remark 2.8 this will be the case if γ > 0 is sufficiently small. Let {ν˜t : t ∈ T } be the
GMC measures of the family of self-similar measures {νt : t ∈ T }. Then, almost surely,
the function
L : T 3 t 7→ ‖ν˜t‖
is β-Ho¨lder continuous for some β > 0.
Remark 2.12. Theorem 2.11 can be naturally extended to Gibbs measures on a Ho¨lder
continuously parameterized family of self-conformal sets, such as families of Julia sets in
complex dynamical systems.
3. Exact dimensionality proofs
In this section we prove Theorem 2.1, first obtaining lower estimates for local dimensions
in Proposition 3.7 and then upper estimates in Proposition 3.10. First we present the
following lemma that removes the restriction of B(x, 2−n) ⊂ D in (1.6).
Lemma 3.1. There exists a constant CD depending only on D such that for γ ≥ 0, for
every x ∈ D and n ≥ 1, if there exists y ∈ D with |x−y| ≤ 2−n+1 such that B(y, 2−n) ⊂ D,
then
E
(
eγΓ(ρx,2−n )
)
≤ (CD)γ2|D|
γ2
2 2n
γ2
2 ,
where |D| stands for the diameter of D.
Proof. From the proof of [17, Proposition 2.1] there exists a constant C depending only
on D such that for all x, y ∈ D and , ′ > 0,
E(|Γ(ρx,)− Γ(ρy,′)|2) ≤ C |(x, )− (y, 
′)|
 ∨ ′ .
This implies that for all x, y ∈ D and , ′ > 0,
(3.1) Var(Γ(ρx,)) ≤ Var(Γ(ρy,′)) + C |(x, )− (y, 
′)|
 ∧ ′ .
For x ∈ D and n ≥ 1, let y ∈ D be such that |x− y| ≤ 2−n+1 and B(y, 2−n) ⊂ D. Then
by (3.1),
Var(Γ(ρx,2−n)) ≤ Var(Γ(ρy,2−n)) + 2C.
By (1.4), (1.5) and (1.7), this implies that
E
(
eγΓ(ρx,2−n )
)
=e
γ2
2
Var(Γ(ρx,2−n ))
≤e γ
2
2
(Var(Γ(ρy,2−n ))+2C)
=eCγ
2
R(y,D)
γ2
2 2n
γ2
2
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≤eCγ2(4|D|) γ
2
2 2n
γ2
2
=e(C+log 2)γ
2|D| γ
2
2 2n
γ2
2 .
Taking CD = e
(C+log 2) gives the conclusion. 
3.1. Lower local dimension estimates. We will need the von Bahr-Esseen inequality
on pth moments of random variables for 1 ≤ p ≤ 2 and the Rosenthal inequality on pth
moments of random variables for p > 2.
Theorem 3.2. [37, Theorem 2](von Bahr-Esseen). Let {Xm : 1 ≤ m ≤ n} be a sequence
of random variables satisfying
E
(
Xm+1
∣∣X1 + . . .+Xm) = 0, 1 ≤ m ≤ n− 1.
Then for 1 ≤ p ≤ 2
E
(∣∣∣ n∑
m=1
Xm
∣∣∣p) ≤ 2 n∑
m=1
E
(|Xm|p).
Theorem 3.3. [32, Theorem 3](Rosenthal). Let {Xm : 1 ≤ m ≤ n} be a sequence of
independent random variables with E(Xm) = 0 for m = 1, . . . , n. Then for p > 2 there
exists a constant Kp such that
E
(∣∣∣ n∑
m=1
Xm
∣∣∣p) ≤ Kp max{( n∑
m=1
E
(|Xm|2))p/2, n∑
m=1
E(|Xm|p)
}
.
The following lemma bounds the difference of the total mass of the circle averages over
consecutive radii 2−n.
Lemma 3.4. Let ν be a positive finite Borel measure on D such that
ν(B(x, r)) ≤ Crα
for all x ∈ supp(ν) and r > 0. For n ≥ 1, define the circle averages of the GFF on ν by
(3.2) ν˜n(dx) = 2
−nγ2/2eγΓ(ρx,2−n ) ν(dx), x ∈ D.
For p ≥ 1 there exists a constant 0 < Cp < ∞ depending only on D, γ, p such that for
every Borel subset A ⊂ D and for all integers n ≥ 1,
(3.3) E(|ν˜n+1(A)− ν˜n(A)|p) ≤ Cp|D|
γ2p2
2 2−n(α−
γ2
2
p)(p−1)ν(A)
if 1 ≤ p ≤ 2 and
(3.4) E(|ν˜n+1(A)− ν˜n(A)|p) ≤ Cp|D|γ2p2−n(α−γ2)
p
2 ν(A)
p
2 + Cp|D|
γ2p2
2 2−n(α−
γ2
2
p)(p−1)ν(A)
if p > 2.
Proof. The proof follows the same lines as the proof of [2, Proposition 3.1]. Fix a Borel
subset A ⊂ D. For S ∈ Sn with S ∩ A 6= ∅ recall that S˜ is the 3-fold enlargement of S
in D. By assumption (A0) we have that S˜ is simply connected. Thus from (1.1) we can
write
(3.5) Γ = ΓS˜ + ΓS˜,
where ΓS˜ and ΓS˜ are two independent Gaussian processes onM with covariance functions
GS˜ and GD −GS˜ respectively. We can also choose a version of the process such that ΓS˜
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vanishes on all measures supported in D \ S˜, and ΓS˜ restricted to S˜ is harmonic, that is
for each measure ρ supported in S˜,
ΓS˜(ρ) =
∫
S˜
hS˜(x) ρ(dx),
where hS˜(x) = Γ(τS˜,x), x ∈ S˜, is harmonic, where τS˜,x is the exit distribution of S˜ by a
Brownian motion started from x. In particular, by harmonicity,
(3.6) Γ(ρx,2−n) = Γ
S˜(ρx,2−n) + Γ(τS˜,x), x ∈ S,
where
{
ΓS˜(ρx,2−n) : x ∈ S
}
and
{
Γ(τS˜,x) : x ∈ S
}
are independent.
There is a universal integer N such that the family Sn can be decomposed into N
subfamilies S1n, . . . ,SNn such that for each j = 1, . . . , N , the closures of S˜ and S˜ ′ are
disjoint for all S, S ′ ∈ Sjn. Let Sjn(A) = {S ∈ Sjn : S ∩ A 6= ∅} for j = 1, . . . , N . From
(3.2),
ν˜n+1(A)− ν˜n(A) =
∫
A
(
2−(n+1)
γ2
2 eγΓ(ρx,2−n−1 ) − 2−n γ
2
2 eγΓ(ρx,2−n )
)
ν(dx)
=
N∑
j=1
∑
S∈Sjn(A)
∫
S∩A
(
2−(n+1)
γ2
2 eγΓ(ρx,2−n−1 ) − 2−n γ
2
2 eγΓ(ρx,2−n )
)
ν(dx)
=
N∑
j=1
∑
S∈Sjn(A)
∫
S∩A
US(x)VS(x) ν(dx),(3.7)
where
US(x) = 2
−n γ2
2 eγΓ(τS˜,x)
and
VS(x) = 2
− γ2
2 eγΓ
S˜(ρx,2−n−1 ) − eγΓS˜(ρx,2−n )
using (3.6). Since the families of regions
{Sjn(A)}Nj=1 are disjoint, we may choose a version
of the process such that the decompositions in (3.5) and (3.6) hold simultaneously for all
S ∈ Sjn. Thus
{{US(x) : x ∈ S} : S ∈ Sjn(A)} and {{VS(x) : x ∈ S} : S ∈ Sjn(A)} are
independent for each j = 1, . . . , N , and
{{VS(x) : x ∈ S} : S ∈ Sjn(A)} are mutually
independent and centred. By first applying Ho¨lder’s inequlity to the sum over j in (3.7),
then taking conditional expectation with respect to
{{VS(x) : x ∈ S} : S ∈ Sjn}, then
applying the von Bahr-Esseen inequality, Theorem 3.2, and Rosenthal inequality, Theorem
3.3, and finally taking the expectation, we get for 1 ≤ p ≤ 2,
(3.8) E
(|ν˜n+1(A)− ν˜n(A)|p) ≤ 2Np−1 N∑
j=1
∑
S∈Sjn(A)
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣p),
and for p > 2,
E
(|ν˜n+1(A)− ν˜n(A)|p) ≤ Np−1Kp N∑
j=1
[( ∑
S∈Sjn(A)
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣2))p/2
+
∑
S∈Sjn(A)
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣p)].
(3.9)
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To estimate these terms, we use Ho¨lder’s inequality, (3.6) and Lemma 3.1 to get, for x ∈ S
and p ≥ 1,
E
(
US(x)
p|VS(x)|p
)
= E
(
2−n
γ2p
2 eγpΓ(τS˜,x)
∣∣∣2− γ22 eγΓS˜(ρx,2−n−1 ) − eγΓS˜(ρx,2−n )∣∣∣p)
≤ 2p−1E
(
2−n
γ2p
2 eγpΓ(τS˜,x)
(
2−
γ2p
2 eγpΓ
S˜(ρx,2−n−1 ) + eγpΓ
S˜(ρx,2−n )
))
= 2p−1E
(
2−(n+1)
γ2p
2 eγpΓ(ρx,2−n−1 ) + 2−n
γ2p
2 eγpΓ(ρx,2−n )
)
≤ 2p−1Cγ2p2D |D|
γ2p2
2
(
2(n+1)
γ2
2
(p2−p) + 2n
γ2
2
(p2−p)
)
= C ′p|D|
γ2p2
2 2n
γ2p
2
(p−1)(3.10)
where C ′p = 2
p−1Cγ
2p2
D (2
γ2
2
(p2−p) + 1) only depends on D, p and γ. Hence using Ho¨lder’s
inequality and Fubini’s theorem,
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣p) ≤ ν(S ∩ A)p−1 ∫
S∩A
E
(
US(x)
p|VS(x)|p
)
ν(dx),
≤ ν(S ∩ A)p−1C ′p|D|
γ2p2
2 2n
γ2p
2
(p−1)ν(S ∩ A).
Summing over S ∈ Sjn(A) and deducing from the main hypothesis (2.2) that
ν(S ∩ A)p−1 ≤ Cp−1|S|α(p−1) ≤ (C2α/2)p−12−nα(p−1),
gives∑
S∈Sjn(A)
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣p) ≤ ∑
S∈Sjn(A)
C ′′p |D|
γ2p2
2 2−nα(p−1)2n
γ2p
2
(p−1)ν(S ∩ A)
=
∑
S∈Sjn(A)
C ′′p |D|
γ2p2
2 2−n(α−
γ2p
2
)(p−1)ν(S ∩ A).(3.11)
Summing this over j and combining with (3.8), immediately gives (3.3) for 1 ≤ p ≤ 2,
where C ′′p = 2(NC2
α/2)p−1C ′p.
When p > 2, for the first term in (3.9) we substitute (3.11) with p = 2 and use Ho¨lder’s
or Jensen’s inequality to get( ∑
S∈Sjn(A)
E
(∣∣∣ ∫
S∩A
US(x)VS(x) ν(dx)
∣∣∣2))p/2 ≤ ( ∑
S∈Sjn(A)
C ′′2 |D|2γ
2
2−n(α−
γ2
2
2)(2−1)ν(S ∩ A)
)p/2
≤
( ∑
S∈Sjn(A)
ν(S ∩ A)
) p
2
−1 ∑
S∈Sjn(A)
(C ′′2 )
p
2 |D|γ2p2−n(α−γ2) p2 ν(S ∩ A).
Thus for p > 2,
E
(|ν˜n+1(A)−ν˜n(A)|p) ≤ Np−1Kp((C ′′2 ) p2 |D|γ2p2−n(α−γ2) p2 ν(A) p2+C ′′p |D| γ2p22 2−n(α− γ22 p)(p−1)ν(A)).
Then we get the conclusion by setting Cp = C
′′
p for 1 ≤ p ≤ 2 and Cp = Np−1Kp
(
(C ′′2 )
p
2 +
C ′′p
)
for p > 2. 
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Corollary 3.5. Let ν be a positive finite Borel measure on D such that
ν(B(x, r)) ≤ Crα
for all x ∈ supp(ν) and r > 0. For n ≥ 1, define the circle averages of the GFF on ν by
ν˜n(dx) = 2
−nγ2/2eγΓ(ρx,2−n ) ν(dx), x ∈ D.
If γ2/2 < α then almost surely ν˜n converges weakly to a non-trivial limit measure ν˜.
Proof. Take 1 < p ≤ 2 such that α− γ2
2
p > 0. By Lemma 3.4, for every Borel set A ⊂ D
and n ≥ 1,
E(|ν˜n+1(A)− ν˜n(A)|p) ≤ Cp2−n(α−
γ2
2
p)(p−1)ν(A).
By using the Borel-Cantelli lemma this implies that almost surely ν˜n(A) converges to a
limit which we denote by ν˜(A). By dominated convergence theorem we have E(ν˜(A)) =∫
A
R(x,D)γ
2/2ν(dx). Let S = ∪n≥1Sn. Since S is countable, it follows that almost surely
ν˜n(S) converges to ν˜(S) for all S ∈ S. This implies that almost surely ν˜ defines a measure
on D and ν˜n converges weakly to ν˜. 
Next, we estimate moments of ν˜(S) for S ∈ S◦n = {S ∈ Sn : S˜ ⊂ D}, where S˜ is given
by (2.1).
Lemma 3.6. Let ν be a positive Borel measure on D such that ν(B(x, r)) ≤ Crα for
x ∈ supp(ν) and r > 0. For 1 < p < 2 such that α − γ2
2
p > 0 there exists a constant Cp
such that for n ≥ 1 and for all S ∈ S◦n,
E
(
ν˜(S)p
) ≤ Cp2−n(α− γ22 p)(p−1)ν(S).
Proof. Recall from (3.6), that
(3.12) Γ(ρx,2−n) = Γ
S˜(ρx,2−n) + Γ(τS˜,x), x ∈ S,
for S ∈ S◦n, where {ΓS˜(ρx,2−n) : x ∈ S} and {Γ(τS˜,x) : x ∈ S} are independent. This
implies
ν˜(dx) = eγΓ(τS˜,x) ν˜S˜(dx), x ∈ S,
where ν˜S˜ is the GMC measure of ν|S˜ obtained from ΓS˜ by Corollary 3.5. By Ho¨lder’s
inequality and independence,
E(ν˜(S)p) = E
((∫
S
eγΓ(τS˜,x) ν˜S˜(dx)
)p)
≤ E
(
ν˜S˜(S)p−1
∫
S
epγΓ(τS˜,x) ν˜S˜(dx)
)
= E
(
ν˜S˜(S)p−1
∫
S
E
(
epγΓ(τS˜,x)
)
ν˜S˜(dx)
)
≤ max
x∈S
E
(
epγΓ(τS˜,x)
)
E
(
ν˜S˜(S)p
)
.(3.13)
To estimate the first term of (3.13), the decomposition (3.12), independence, and (1.6)
give
E
(
epγΓ(τS˜,x)
)
=
(
R(x,D)
R(x, S˜)
) γ2p2
2
.
Recalling (1.7), that
(3.14) dist(x, ∂D) ≤ R(x,D) ≤ 4 dist(x, ∂D),
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and noting that dist(x, ∂S˜) ≥ 2−n, gives
(3.15) max
x∈S
E
(
epγΓ(τS˜,x)
) ≤ (4|D|) γ2p22 2n γ2p22 .
For the second term in (3.13), for m ≥ n write
(3.16) ν˜S˜m(S) =
∫
S
2−m
γ2
2 eγΓ
S˜(ρx,2−m )ν(dx).
By Minkowski’s inequality,
(3.17) E
(
ν˜S˜(S)p
) 1
p ≤ E(ν˜S˜n (S)p) 1p + ∞∑
m=n
E
(|ν˜S˜m+1(S)− ν˜S˜m(S)|p) 1p .
To estimate the first term of (3.17), we apply Ho¨lder’s inequality to (3.16), apply (1.6)
and bound ν(S) using the main growth condition (2.2), to get
E
(
ν˜S˜n (S)
p
) ≤ 2−n γ2p2 ν(S)p−1E(∫
S
epγΓ
S˜(ρx,2−n )ν(dx)
)
≤ 2−n γ
2p
2 C(p−1)|S|α(p−1)2n γ
2p2
2
∫
S
R(x, S˜)
γ2p2
2 ν(dx)
≤ Cp−11 2−n(α−
γ2
2
p)(p−1)
∫
S
R(x, S˜)
γ2p2
2 ν(dx)
≤ Cp−11 2−n(α−
γ2
2
p)(p−1) max
x∈S
R(x, S˜)
γ2p2
2 ν(S),
where C1 = 2
α/2C. For the summed terms in (3.17), Lemma 3.4, applied to the domain
S˜ instead of the domain D, gives for m ≥ n,
E
(|ν˜S˜m+1(S)− ν˜S˜m(S)|p) ≤ Cp|S˜| γ2p22 2−m(α− γ22 p)(p−1)ν(S),
where Cp = 2
p(NC2α/2)p−1
(
2
γ2
2
(p2−p) + 1
)
. Thus, from (3.17), and using the fact that
maxx∈S R(x, S˜) ≤ 4|S˜|,
E
(
ν˜S˜(S)p
) 1
p ≤ E(ν˜S˜n (S)p) 1p + ∞∑
m=n
[
Cp|S˜|
γ2p2
2 2−m(α−
γ2
2
p)(p−1)ν(S)
] 1
p
≤ C ′p
[
|S˜| γ
2p2
2 2−n(α−
γ2
2
p)(p−1)ν(S)
] 1
p
where C ′p = 2
γ2pC
(p−1)/p
1 + C
1/p
p
/(
1 − 2−(α− γ
2
2
p)(p−1)/p). Noting that |S˜| < 2√2 · 2−n and
applying (3.14) again, we deduce that
(3.18) E
(
ν˜S˜(S)p
) ≤ C ′′p 2−n(α− γ22 p)(p−1)2−n γ2p22 ν(S),
where C
′′
p = (C
′
p)
p2
3γ2p2
2 . Incorporating estimates (3.15) and (3.18) in (3.13) we conclude
that
E
(
ν˜(S)p
) ≤ C ′′p (4|D|) γ2p22 2−n(α− γ22 p)(p−1)ν(S),
so Cp = C
′′
p (4|D|)
γ2p2
2 in the statement of the lemma. 
We can now obtain the lower bound for the local dimensions.
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Proposition 3.7. Let ν be a positive finite Borel measure on D such that
ν(B(x, r)) ≤ Crα
for all x ∈ supp(ν) and r > 0. Then, almost surely, for ν˜-a.e. x,
lim inf
r→0
log ν˜(B(x, r))
log r
≥ α− γ
2
2
.
Proof. For S ∈ Sn denote by N (S) the set of at most 9 2−n-neighbor squares of S in Sn
(including S itself), that is all S ′ ∈ Sn such that S ∩ S ′ 6= ∅. For κ > 0 define
En(κ) :=
{
S ∈ S◦n : max
S′∈N (S)
ν˜(S ′) > 2−nκ
}
.
Then for all p > 1,
ν˜(En(κ)) =
∑
S∈S◦n
1{maxS′∈N (S) ν˜(S′)>2−nκ}ν˜(S)
≤
∑
S∈S◦n
∑
S′∈N (S)
2nκ(p−1)ν˜(S ′)(p−1)ν˜(S)
= 2nκ(p−1)
∑
S∈S◦n
∑
S′∈N (S)
ν˜(S ′)(p−1)ν˜(S).
By Ho¨lder’s inequality,
E (ν˜(En(κ))) ≤ 2nκ(p−1)
∑
S∈S◦n
∑
S′∈N (S)
E (ν˜(S ′)p)
p−1
p E (ν˜(S)p)
1
p .
Note that #N (S) ≤ 9. Using Lemma 3.6,
E
(
ν˜(En(κ))
) ≤Cp2−n(α− γ22 p−κ)(p−1) ∑
S∈S◦n
∑
S′∈N (S)
ν(S ′)
p−1
p ν(S)
1
p
≤Cp2−n(α−
γ2
2
p−κ)(p−1) ∑
S∈S◦n
∑
S′∈N (S)
max
S′′∈N (S)
ν(S ′′)
≤Cp2−n(α−
γ2
2
p−κ)(p−1) ∑
S∈S◦n
9
∑
S′∈N (S)
ν(S ′)
≤81Cp2−n(α−
γ2
2
p−κ)(p−1)ν(D),(3.19)
where the third and fourth inequalities come from the fact that each square S ∈ Sn will
be counted in the summation at most 9 times.
For all 0 < κ < α− γ2
2
p, inequality (3.19) implies that∑
n≥1
E
(
ν˜(En(κ))
)
<∞.
Seeing En(κ) as events in the product probability space Ω×D with respect to the Peyrie`re
measure
Q(A) =
1
ν(D)
∫
Ω×D
1A(ω, x) ν˜(dx)P(dω), A ∈ B(Ω×D)
and applying the Borel-Cantelli lemma we get that, almost surely,
ν˜(B(x, 2−n)) ≤ ν˜(Bn(x)) ≤ 9 · 2−nκ
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for all sufficiently large n for ν˜-almost all x (since limn→∞ ν˜(∪S∈S◦nS) = ν˜(D)), where
Bn(x) =
⋃
S′∈N (Sn(x))
S ′,
and Sn(x) is the square in Sn containing x. Thus, almost surely, for ν˜-almost all x,
lim inf
n→∞
1
log 2−n
log ν˜(B(x, 2−n)) ≥ κ,
for all κ < α− γ2
2
p, where we may take p arbitrarily close to 1. 
3.2. Upper local dimension estimates. Throughout the proofs we will assume that
the circle average process is a version satisfying the following modification theorem, so in
particular all the functions x 7→ 2−nγ2/2eγΓ(ρx,2−n ) that we integrate against are continuous.
Proposition 3.8. [17, Proposition 2.1] The circle average process
F : D × (0, 1] 3 (x, ) 7→ Γ(ρx,) ∈ R
has a modification F˜ such that for every 0 < η < 1/2 and η1, η2 > 0 there exists M =
M(η, η1, η2) that is almost surely finite and such that∣∣F˜ (x, 1)− F˜ (y, 2)∣∣ ≤M (log 1
1
)η1 |(x, 1)− (y, 2)|η
1η+η2
for all x, y ∈ D and 1, 2 ∈ (0, 1] with 1/2 ≤ 1/2 ≤ 2.
Let 0 < η < 1/2, η1, η2 > 0 and M = M(η, η1, η2) be the random number given by
Proposition 3.8. For  > 0 let A = {M ≤ −1}. Let S ′n be the collection of S ∈ Sn such
that B(xS, 2 · 2−n
η
η+η2 ) ⊂ D, where xS is the center of S.
The upper local dimension bound depends on the following lemma.
Lemma 3.9. Let ν be a positive finite Borel measure on D and let ν˜ be a GMC measure
of ν. There exist a constant C ′ > 0 such that for all  > 0, p ∈ (0, 1), n ≥ 1 and S ∈ S ′n,
E
(
1A ν˜(S)
p
) ≤ C ′eγp4(log 2)η1−1(n ηη+η2 )η12n ηη+η2 γ22 p(p−1)ν(S)p.
Proof. Fix n ≥ 1 and S ∈ S ′n. Let x0 denote the center of S. Let l = n ηη+η2 . For brevity
let U = B(xS, 2 · 2−l) so that B(x, 2−l) ⊂ U for all x ∈ S. By (1.1) we can write
(3.20) Γ = ΓU + ΓU ,
where ΓU and ΓU are independent, and ΓU is the harmonic extension of Γ|D\U to U . Note
that for m ≥ l,
(3.21) ΓU(ρx,2−m) = Γ(τU,x),
where τU,x is the exit distribution on ∂U . This gives
ν˜(S) = lim
m→∞
∫
S
2−m
γ2
2 eγΓ(ρx,2−m ) ν(dx)
= lim
m→∞
∫
S
eγΓ(τU,x)2−m
γ2
2 eγΓ
U (ρx,2−m ) ν(dx).
By (3.20) and (3.21), for all x, y ∈ S and m ≥ l,
|Γ(τU,x)− Γ(τU,y)| ≤ |Γ(ρx,2−m)− Γ(ρy,2−m)|+ |ΓU(ρx,2−m)− ΓU(ρy,2−m)|.
We may apply Proposition 3.8 to ΓU to choose a version of the process such that the circle
average process of ΓU has the same Ho¨lder regularity as that of Γ. Moreover, as U is a
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ball, we may choose the same constant M = M(η, η1, η2) in Proposition 3.8 for both for
Γ and ΓU . This gives
|Γ(τU,x)− Γ(τU,y)| ≤2M(log 2l)η1 |S|
η
(2−l)η+η2
≤4(log 2)η1Mlη1 .
Given  > 0 recall that A = {M ≤ −1}. Then for all x ∈ S,
1Ae
γΓ(τU,x) ≤ eγΓ(τU,xS )+γ4(log 2)η1−1lη1 .
Thus
1A ν˜(S)
p ≤ eγp4(log 2)η1−1lη1eγpΓ(τU,xS ) lim
m→∞
(∫
S
2−m
γ2
2 eγΓ
U (ρx,2−m ) ν(dx)
)p
By independence, Fatou’s lemma, Jensen’s inequality and Fubini’s theorem
E (1A ν˜(S)p) ≤ eγp4(log 2)
η1−1lη1E
(
eγpΓ(τU,xS )
)
× lim inf
m→∞
(∫
S
2−m
γ2
2 E
(
eγΓ
U (ρx,2−m )
)
ν(dx)
)p
.
To estimate the first of these expectations,
E
(
eγpΓ(τU,xS )
)
=
(
R(xS, D)
R(xS, U)
) γ2p2
2
≤ (2|D|) γ
2p2
2 2l
γ2p2
2 ,
using (1.7) with dist(xS, ∂D) ≤ |D| and dist(xS, ∂U) ≥ 2·2−l. For the second expectation,
E
(
eγΓ
U (ρx,2−m )
)
= 2m
γ2
2 R(x, U)
γ2
2 ;
thus ∫
S
2−m
γ2
2 E
(
eγΓ
U (ρx,2−m )
)
ν(dx) =
∫
S
R(x, U)
γ2
2 ν(dx) ≤ 16 γ
2
2 · 2−l γ
2
2 ν(S),
where we have used that R(x, U) ≤ 4dist(x, ∂U) ≤ 16 ·2−l. Gathering these two estimates
together, we finally obtain
E (1A ν˜(S)p) ≤ C ′eγp4(log 2)
η1−1lη12
n η
η+η2
γ2
2
p(p−1)
ν(S)p,
where C ′ = 16
γ2
2 (2|D| ∨ 1) γ
2
2 . 
We can now complete the upper bound for the local dimensions.
Proposition 3.10. Let ν be a positive finite Borel measure on D and let ν˜ be a GMC
measure of ν. If there exists a constant β > γ2/2 such that
(3.22) ν(B(x, r)) ≥ C−1rβ
for all x ∈ supp(ν) and r > 0. Then, almost surely, for ν˜-a.e. x,
lim sup
r→0
log ν˜(B(x, r))
log r
≤ β − γ
2
2
.
Proof. For κ > 0 define
E ′n(κ) :=
{
S ∈ S ′n : ν˜(S) < 2−nκ
}
.
Then for p ∈ (0, 1),
ν˜(E ′n(κ)) =
∑
S∈S′n
1{ν˜(S)<2−nκ}ν˜(S)
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≤
∑
S∈S′n
2−nκ(1−p)ν˜(S)−(1−p)ν˜(S)
= 2−nκ(1−p)
∑
S∈S′n
ν˜(S)p.
From Lemma 3.9,
E
(
1A ν˜(E
′
n(κ))
) ≤C ′2−nκ(1−p)eγp(4 log 2)η1−1(n ηη+η2 )η12n ηη+η2 γ22 p(p−1) ∑
S∈S′n
ν(S)p.(3.23)
Recall that N (S) is the set of all neighborhood 2−n-squares of S, including S itself. Then,
using (3.22), ∑
S∈S′n
ν(S)p ≤
∑
S∈S′n
1{ν(S)>0}
( ∑
S′∈N (S)
ν(S ′)
)p
=
∑
S∈S′n
1{ν(S)>0}
( ∑
S′∈N (S)
ν(S ′)
)p−1( ∑
S′∈N (S)
ν(S ′)
)
≤
∑
S∈S′n
1{ν(S)>0}
(
ν(B(x′S, 2
−n))
)p−1( ∑
S′∈N (S)
ν(S ′)
)
≤
∑
S∈S′n
1{ν(S)>0}C1−p2nβ(1−p)
∑
S′∈N (S)
ν(S ′)
≤ 9C1−p2nβ(1−p)ν(D),
where x′S ∈ S ∩ supp(ν) can be chosen arbitrarily. (Note that S ∩ supp(ν) 6= ∅ since
ν(S) > 0 and the last inequality comes from the fact that each square S ∈ Sn will be
counted in the summation at most 9 times.) Using this estimate in (3.23),
E
(
1A ν˜(E
′
n(κ))
) ≤ 9C1−pC ′eγp4(log 2)η1−1(n ηη+η2 )η12−n(1−p)(κ−(β− ηη+η2 γ22 p)).
For all κ > β − η
η+η2
γ2
2
p and η1 < 1, the above inequality implies that∑
n≥1
E
(
1A ν˜(E
′
n(κ))
)
<∞.
Seeing ν˜(E ′n(κ)) as events of the product probability space Ω × D with respect to the
measure
Q(A) =
1
ν(D)P(A)
∫
Ω×D
1A(ω)1A(ω, x) ν˜(dx)P(dω),
and applying Borel-Cantelli lemma we obtain that, for P-almost every ω ∈ A, the measure
ν˜(Sn(x)) ≥ 2−nκ for all sufficiently large n for ν˜-almost all x such that Sn(x) ∈ S ′n, where
Sn(x) is the dyadic square in Sn containing x. Note that Sn(x) ⊂ B(x, 2 · 2−n) and
limn→∞ ν˜
(∪S∈S′nS) = ν˜(D). Thus, for P-almost every ω ∈ A, for ν˜-almost all x,
lim sup
n→∞
1
log 2−n
log ν˜(B(x, 2 · 2−n)) ≤ κ,
for all κ > β − η
η+η2
γ2
2
p. Since p can be chosen arbitraily close to 1 and η2 arbitraily close
to 0, and P(∪>0A) = 1, this gives the conclusion. 
Propositions 3.7 and 3.10 combine to give Theorem 2.1.
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Proof of Corollary 2.3. By Egorov’s theorem for δ > 0 with ‖ν‖ − δ > 0 we can find a
measurable set Eδ ⊂ D with ν(Eδ) > ‖ν‖ − δ such that for  > 0 with α −  − γ22 > 0
there exists a constant 0 < Cδ, <∞ such that for all x ∈ Eδ and r > 0,
C−1δ, r
α+ ≤ ν(B(x, r)) ≤ Cδ,rα−.
Write νδ = ν|Eδ . Since νδ(A) ≤ ν(A) for every set A, the measure νδ satisfies the
assumptions of Proposition 3.7 and Corollary 3.5. Therefore ν˜δ is well-defined and non-
trivial, and almost surely for ν˜δ a.e. x ∈ Eδ,
lim inf
r→0
log ν˜δ(B(x, r))
log r
≥ α− − γ
2
2
.
For the upper bound, as in the proof of Proposition 3.10, defining
E ′n(κ) :=
{
S ∈ S ′n : ν˜δ(S) < 2−nκ
}
we get for p ∈ (0, 1)
E
(
1A ν˜δ(E
′
n(κ))
) ≤ C ′2−nκ(1−p)eγp4(log 2)η1−1(n ηη+η2 )η12n ηη+η2 γ22 p(p−1) ∑
S∈S′n
νδ(S)
p.
Then in the next step we can make the following alternative estimate:∑
S∈S′n
νδ(S)
p ≤
∑
S∈S′n
1{νδ(S)>0}
( ∑
S′∈N (S)
νδ(S
′)
)p
≤
∑
S∈S′n
1{νδ(S)>0}
( ∑
S′∈N (S)
ν(S ′)
)p
=
∑
S∈S′n
1{νδ(S)>0}
( ∑
S′∈N (S)
ν(S ′)
)p−1( ∑
S′∈N (S)
ν(S ′)
)
≤
∑
S∈S′n
1{νδ(S)>0}
(
ν(B(x′S, 2
−n)
)p−1( ∑
S′∈N (S)
ν(S ′)
)
≤
∑
S∈S′n
1{νδ(S)>0}C
1−p
δ, 2
n(α+)(1−p) ∑
S′∈N (S)
ν(S ′)
≤ 9C1−pδ, 2n(α+)(1−p)ν(D),
where x′S is a point in Eδ ∩ S since νδ(S) > 0. Then following the same lines as in the
proof of Proposition 3.10 we get that almost surely for ν˜δ a.e. x ∈ Eδ,
lim sup
r→0
log ν˜δ(B(x, r))
log r
≤ α + − γ
2
2
.
By taking a countable sequences n → 0 we get that almost surely for ν˜δ a.e. x ∈ Eδ,
lim
r→0
log ν˜δ(B(x, r))
log r
= α− γ
2
2
.
Now, since we may choose a decreasing sequence δn → 0 with the sequence of sets Eδn
increasing, the limit limn→∞ ν˜δn(S) := ν˜(S) exists for all S ∈ S. This defines a random
measure on D and by monotone convergence theorem we have for every measurable set
A ⊂ D,
E(ν˜(A)) =
∫
A
R(x,D)γ
2/2ν(dx).
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Finally, from measure differential theory (see [26, Theorem 2.14] for example), for n ≥ 1,
almost surely for ν˜-a.e. x ∈ Eδn ,
lim
r→0
ν˜δn(B(x, r))
ν˜(B(x, r)
= 1
and therefore
lim
r→0
log ν˜(B(x, r))
log r
= α− γ
2
2
.
This yields the conclusion. 2
4. Proof of Theorem 2.7
Throughout this section we will assume that the domain D satisfies (A0) and the space
T and the parameterised family of measures νt = ν ◦ f−1t , t ∈ T satisfy (A1), (A2) and
(A3) of Section 2.3. For each t ∈ T we define the circle averages of the GFF Γ with radius
2−n on νt by
ν˜t,n(dx) = 2
−nγ2/2eγΓ(ρx,2−n ) νt(dx), x ∈ D,
and the total mass of ν˜t,n by
Yt,n := ‖ν˜t,n‖.
By (A1) and Corollary 3.5 almost surely the weak limit ν˜t = w-limn→∞ ν˜t,n exists and we
let Yt = ‖ν˜t‖ be its total mass.
The proof of Proposition 4.3, from which Theorem 2.7 follows easily, depends on two
lemmas: Lemma 4.1 concerns the expected convergence speed of Yt,n as n → ∞ and
Lemma 4.2 gives a stochastic equicontinuity condition on Yt,n in t. These lemmas are
combined in an inductive manner reminiscent of the proof of the Kolmogorov-Chentsov
theorem.
For p ≥ 1 define
(4.1) sα1,γ(p) =
{
(α1 − γ22 p)(p− 1) if 1 ≤ p ≤ 2;
min
{
(α1 − γ2)p2 , (α1 − γ
2
2
p)(p− 1)
}
if p > 2.
Lemma 4.1. For p ≥ 1 there exists a constant 0 < Cp <∞ depending only on D, p and
γ such that for all t ∈ T and n ≥ 1,
(4.2) E(|Yt,n+1 − Yt,n|p) ≤ Cp2−nsα1,γ(p).
Proof. This is immediate by applying Lemma 3.4 to the circle averages of the GFF on
the measures νt for all t ∈ T , noting that νt(D) ≤ maxt∈T νt(D) and renaming Cp‖ν‖ as
Cp when 1 ≤ p ≤ 2 and Cp(‖ν‖ p2 + ‖ν‖) as Cp when p > 2. 
Recall the notation M = M(η, η1, η2) from Proposition 3.8 and A = {M ≤ −1} for
 > 0.
Lemma 4.2. For q > 1 and 0 < η < 1/2 there exists a constant 0 < Cq,η, <∞ such that
for all 0 < r < r2 and s, t ∈ T with d(s, t) ≤ r and all n ≥ 1,
(4.3) E
(
1A max
1≤m≤n
|Ys,m − Yt,m|q
)
≤ Cq,η,rq((ηα2)∧α′2)2nq( 12+
γ2
2
(q−1)).
Proof. For x ∈ D and m ≥ 1 let
Fm(x) = γΓ(ρx,2−m)− γ
2
2
m log 2.
By (A0) and Lemma 3.1 we have
E(eqFm(x)) ≤ CD,γq2m
γ2q
2
(q−1)
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and therefore
E
(
max
1≤m≤n
eqFm(x)
)
≤ E
( n∑
m=1
eqFm(x)
)
=
n∑
m=1
E
(
eqFm(x)
)
≤ C ′D,γq2n
γ2q
2
(q−1)(4.4)
where C ′D,γq only depends on D, γ and q.
For s, t ∈ T with d(s, t) ≤ r ≤ r2, (A2) implies
(4.5) sup
u∈Is∩It
|fs(u)− ft(u)| ≤ C2rα2
and
(4.6) max
{
ν(Is \ It), ν(It \ Is)
} ≤ ν(Is∆It) ≤ C2rα′2 .
We need to estimate the difference between
Ys,m =
∫
Is
eFm(fs(u)) ν(du) and Yt,m =
∫
It
eFm(ft(u)) ν(du).
For u ∈ Is ∩ It and m ≥ 1 let tu,m ∈ Bd(t, r) be such that
Fm(ftu,m(u)) = inf
s∈Bd(t,r)
Fm(fs(u)).
Define
Y ∗s,m =
∫
Is∩It
eFm(fs(u)) ν(du), Y ∗t,m =
∫
Is∩It
eFm(ft(u)) ν(du)
and
Y ∗m =
∫
Is∩It
eFm(ftu,m (u)) ν(du).
Then
|Ys,m − Yt,m| ≤
∫
Is\It
eFm(fs(u)) ν(du) +
∫
It\Is
eFm(ft(u)) ν(du)
+|Y ∗s,m − Y ∗m|+ |Y ∗t,m − Y ∗m|.(4.7)
Firstly, using Jensen’s inequality, Fubini’s theorem, (4.4) and (4.6),
E
(
max
1≤m≤n
(∫
Is\It
eFm(fs(u)) ν(du)
)q)
≤ C ′D,γq2n
γ2
2
(q2−q)ν(Is \ It)q
≤ C ′D,γqCq2rqα
′
22n
γ2q
2
(q−1),(4.8)
and similarly
(4.9) E
(
max
1≤m≤n
(∫
It\Is
eFm(ft(u)) ν(du)
)q)
≤ C ′D,γqCq2rqα
′
22n
γ2q
2
(q−1).
Secondly, ∣∣Y ∗s,m − Y ∗m∣∣ = ∫
Is∩It
(
eFm(fs(u)) − eFm(ftu,m (u))
)
ν(du)
=
∫
Is∩It
eFm(fs(u))
(
1− e−(Fm(fs(u))−Fm(ftu,m (u)))
)
ν(du).
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From (4.5), 0 ≤ fs(u) − ftu,m(u) ≤ C2rα2 , so by Proposition 3.8, given 0 < η < 1/2 and
η1, η2 > 0, we can find random constants M ≡M(η, η1, η2) such that
Fm(fs(u))− Fm(ftu,m(u)) ≤ Cη2M(m log 2)η12m(η+η2)rηα2 .
Since 1− e−x ≤ x, ∣∣Y ∗s,m − Y ∗m∣∣ ≤ Cη2M(m log 2)η12m(η+η2)rηα2Y ∗s,m.
For  > 0 recall that A = {M ≤ −1} is the event that M is bounded by −1. Then
1A
∣∣Y ∗s,m − Y ∗m∣∣ ≤ Cη2 −1(m log 2)η12m(η+η2)rηα2Y ∗s,m.
By using similar estimates to (4.8) and (4.9) for Y ∗s,m and Y
∗
t,mwe get
(4.10) E
(
1A max
1≤m≤n
∣∣Y ∗s,m − Y ∗m∣∣q) ≤ C ′q,η,(n log 2)qη12qn(η+η2)rqηα22n γ2q2 (q−1),
and
(4.11) E
(
1A max
1≤m≤n
∣∣Y ∗t,m − Y ∗m∣∣q) ≤ C ′q,η,(n log 2)qη12qn(η+η2)rqηα22n γ2q2 (q−1).
where C ′q,η, = C
′
D,γqC
qη
2 
−q‖ν‖q. Finally, using Ho¨lder’s inequality in (4.7) and incorpo-
rating (4.8), (4.9) (4.10) and (4.11),
E
(
1A max
1≤m≤n
|Ys,m − Yt,m|q
)
≤4q−1
(
2C ′D,γqC
q
2r
qα′22n
γ2q
2
(q−1)
+ 2C ′q,η,(n log 2)
qη12qn(η+η2)rqηα22n
γ2q
2
(q−1)
)
,
so by taking η1, η2 close to 0 there exists a constant Cq,η, such that
E
(
1A max
1≤m≤n
|Ys,m − Yt,m|q
)
≤ Cq,η,rq((ηα2)∧α′2)2nq( 12+
γ2
2
(q−1)).

The next proposition combines Lemmas 4.1 and 4.2 to obtain an estimate for the
continuity exponent of Yt,n in t that is uniform in n, from which Theorem 2.7 will follow
easily. In the latter part of the proof we collect together the various estimates used to
obtain a value for β0. Recall the definitions of sα1,γ(p) from (4.1).
Proposition 4.3. If there exist p > 1 and q > 1 such that
(4.12) 0 <
1
2
+ γ
2
2
(q − 1)
(1
2
α2) ∧ α′2 − kq
<
sα1,γ(p)
k
<∞
then there are numbers C, β > 0 such that, almost surely, there exists a (random) integer
N such that for all s, t ∈ T with d(s, t) ≤ 2−N ,
(4.13) sup
n≥1
|Ys,n − Yt,n| ≤ Cd(s, t)β.
Proof. By (A3), without loss of generality, we can view T itself as a convex subset of
[0, 1]k. For n ≥ 1 write
Tn = {(i12−n, · · · , ik2−n) ∈ T : i1, . . . , ik ∈ {0, . . . , 2−n}}
Note that #Tn ≤ 2nk. Given p > 1 and q > 1 such that (4.12) holds, choose positive
integers ` and ζ such that
(4.14)
1
2
+ γ
2
2
(q − 1)
(1
2
α2) ∧ α′2 − kq
<
ζ
`
<
sα1,γ(p)
k
.
24 KENNETH FALCONER AND XIONG JIN
Write η′ = (ηα2) ∧ α′2. If 0 < η < 1/2 is close enough to 1/2 then
`sα1,γ(p)− ζk := δ1 > 0,
ζ(η′q − k)− q`(1
2
+
γ2
2
(q − 1)) := δ2 > 0.
From Lemma 4.1, for j = 0, . . . , `− 1,
E
(
max
t∈Tnζ
|Yt,j+(n+1)` − Yt,j+n`|p
)
≤
∑
t∈Tnζ
`p−1
`−1∑
k=0
E (|Yt,j+n`+k+1 − Yt,j+n`+k|p)
≤ 2nζk`p−1Cp
`−1∑
k=0
2−(j+n`+k)(sα1,γ(p)∧eα1,α3,γ(p))
≤ C2−nδ1 ,(4.15)
where C = `p−1Cp
(
1− 2−sα1,γ(p)∧eα1,α2,γ(p))−1.
For n ≥ 1 let
Pζn =
{
(s, t) ∈ Tn × Tn : d(s, t) ≤ 2ζ
√
k2−n
}
.
Note that #Pζn ≤ k16ζ2nk.
Given  > 0, by Lemma 4.2, for n ≥ 1 satisfying 2ζ√k2−nζ ≤ r2 and taking r =
2ζ
√
k2−nζ in (4.3),
E
(
1A max
(s,t)∈Pnζ
max
1≤m≤n`
|Ys,m − Yt,m|q
)
≤ k16ζ2nζkCq,η,(2ζ
√
k)qη
′
2−nζqη
′
2n`q(
1
2
+ γ
2
2
(q−1))
≤ C ′2−nδ2 ,(4.16)
where C ′ = k16ζCq,η,(2ζ
√
k)qη
′
.
Choose β > 0 such that both δ1 − βp > 0 and δ2 − βq > 0. Using Markov’s inequality
and (4.15) and (4.16),
P
(
max
j=0,...,`−1
max
t∈Tnζ
|Yt,j+(n+1)` − Yt,j+n`| > 2−nβ
)
≤ `C2−n(δ1−βp)
and
P
(
1A max
(s,t)∈Pnζ
max
1≤m≤n`
|Ys,m − Yt,m| > 2−nβ
)
≤ C ′2−n(δ2−βq),
provided 2ζ
√
k 2−nζ ≤ r2. By the Borel-Cantelli lemma, for P-almost every ω ∈ A there
exists a random integer N with 2ζ
√
k 2−Nζ ≤ r2 such that, for all n ≥ N , both
(4.17) max
j=0,...,`−1
max
t∈Tn
|Yt,j+(n+1)` − Yt,j+n`| ≤ 2−nβ
and
(4.18) max
(s,t)∈Pnζ
max
1≤m≤n`
|Ys,m − Yt,m| ≤ 2−nβ.
Fixing such an N and n ≥ N + 1, as well as j ∈ {0, . . . , ` − 1}, we will prove by
induction on M that for all M ≥ n, and all s, t ∈ TMζ with d(s, t) ≤ 2ζ
√
k 2−nζ ,
(4.19) max
0≤m≤M−1
|Ys,j+m` − Yt,j+m`| ≤ 2−nβ + 2
M−1∑
m=n
(2−(m+1)β + 2−mβ).
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To start the induction, if s, t ∈ Tnζ with d(s, t) ≤ 2ζ
√
k 2−nζ , then (s, t) ∈ Pnζ , so by
(4.18),
max
0≤m≤n−1
|Ys,j+m` − Yt,j+m`| ≤ 2−nβ,
which is (4.19) when M = n (with the summation null).
Now suppose that (4.19) holds for some M ≥ n. Let s, t ∈ T(M+1)ζ with d(s, t) ≤
2ζ
√
k 2−nζ . Note that either s ∈ TMζ or there exists an s∗ ∈ TMζ with d(s, s∗) ≤√
k 2−Mζ = 2ζ
√
k 2−(M+1)ζ , same is true for t. Either way there are s∗, t∗ ∈ TMζ with
d(s, s∗) ≤ 2ζ
√
k 2−(M+1)ζ ≤ 2ζ√k 2−nζ and d(t, t∗) ≤ 2ζ
√
k 2−(M+1)ζ ≤ 2ζ√k 2−nζ . Fur-
thermore, since we assume that T is convex, we may choose s∗, t∗ such that d(s∗, t∗) ≤
d(s, t) ≤ 2ζ√k 2−nζ . Thus (s, s∗), (t, t∗) ∈ P(M+1)ζ and (s∗, t∗) ∈ PMζ . This gives, by
considering the cases 1 ≤ m ≤ M − 1 and m = M in the maximum separately, for all
j ∈ {0, . . . , l − 1},
max
0≤m≤M
|Ys,j+m` − Yt,j+m`|
≤ max
0≤m≤M−1
|Ys∗,j+m` − Yt∗,j+m`|
+ max
0≤m≤M
|Ys,j+m` − Ys∗,j+m`|+ max
0≤m≤M
|Yt∗,j+m` − Yt,j+m`|
+ |Ys∗,j+M` − Ys∗,j+(M−1)`|+ |Yt∗,j+M` − Yt∗,j+(M−1)`|
≤ 2−nβ + 2
M−1∑
m=n
(2−(m+1)β + 2−mβ) + 22−(M+1)β + 22−Mβ,
using (4.18) and (4.17). Thus (4.19) is true with M replaced by M + 1, completing the
induction.
Letting M → ∞ in (4.19) and summing the geometric series we get that for all s, t ∈
T∗ =
⋃
n≥1 Tn with d(s, t) ≤ 2ζ
√
k 2−nζ ,
sup
m≥1
|Ys,m − Yt,m| ≤ C ′′2−nβ,
where C ′′ depends only on ` and β.
For s, t ∈ T∗ with d(s, t) ≤ 2−(N+1)ζ there exists a least n ≥ N + 1 such that√
k 2−(n+1)ζ < d(s, t) ≤ √k 2−nζ ≤ 2ζ√k 2−Nζ ≤ r2. Noting that 2−nζ < k−1/22ζd(s, t),
(4.20) sup
m≥1
|Ys,m − Yt,m| ≤ C ′′2−nβ = C ′′(2−nζ)β/ζ ≤ C ′′′d(s, t)β′ ,
where β′ = β/ζ and C ′′′ = C ′′k−β/2ζ2β.
We have shown that for P-almost every ω ∈ A (4.20) holds for all n ≥ N for some N .
Now let
A =
⋃
>0
{
ω ∈ A : (4.20) holds
}
As M is almost surely finite P(A) = 1, and for each ω ∈ A there exists an  > 0 such that
ω ∈ A, hence there is an N > 0 such that (4.20) holds for all n ≥ N . Finally, to extend
(4.20) from T∗ to T , we use the continuity of t 7→ Yt,n for n ≥ 1 and the fact that T∗ is
dense in T . Inequality (4.13) follows by renaming constants appropriately. 
Remark 4.4. The only point at which condition (A3) is used is in the above proof is
at the start of the induction where we choose s∗, t∗ ∈ TMζ such that d(s∗, t∗) ≤ d(s, t).
The argument would remain valid (with changes to the constants) if (A3) is replaced by a
weaker but more awkward condition that states the property of T that is actually used:
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(A3′) There exist an increasing sequence of sets of points T1 ⊂ T2 ⊂ · · · in T and
constants C3, α3 > 0 such that for each n ≥ 1, #Tn ≤ C32nα3 and {Bd(t, 2−n) : t ∈
Tn} forms a covering of T such that each point in T is covered by at most C3 balls.
In particular T∗ :=
⋃∞
n=1 Tn forms a countable dense subset of T . Furthermore,
for all s, t ∈ T with d(s, t) ≤ C32−n, and all m ≥ n + 1 there exist sm, tm ∈ Tm
such that d(s, sm) ≤ 2−m, d(t, tm) ≤ 2−m and d(sm, tm) ≤ C32−n.
Recall from Section 2.2 that λ = α2 ∧ (2α′2) and
n(λ, k, γ) =
(4k2 − λk
λ2
)
γ2 +
2k
λ2
γ
√
4k2γ2 + 2k(1− γ2)λ+ k
λ
,
as well as
m(α1, γ) =
1
2
(α1
γ
− γ
2
)2
As before sα1,γ(p) is given by (4.1).
Lemma 4.5. When α1 >
γ2
2
and k ≥ λ
2
, the condition of Proposition 4.3, that there exist
p > 1 and q > 1 such that
(4.21) 0 <
1
2
+ γ
2
2
(q − 1)
(1
2
α2) ∧ α′2 − kq
<
sα1,γ(p)
k
<∞,
is equivalent to
(4.22) n(λ, k, γ) < m(α1, γ).
Proof. First the minimum
min
{
γ2q2 + (1− γ2)q
λq − 2k : q >
2k
λ
}
occurs at
q∗ =
2k +
√
4k2 + 2k( 1
γ2
− 1)λ
λ
and equals (4k − λ
λ2
)
γ2 +
2
λ2
γ
√
4k2γ2 + 2k(1− γ2)λ+ 1
λ
.
The equation
(α1 − γ2)p
2
=
(
α1 − γ
2
2
p
)
(p− 1)
has two solutions
p0 = 2 and p1 =
α1
γ2
.
Therefore if p1 ≤ 2 then sα1,γ(p) =
(
α1 − γ22 p
)
(p− 1) for all p ≥ 1 and if p1 > 2 then
sα1,γ(p) =

(
α1 − γ22 p
)
(p− 1), for 1 ≤ p ≤ 2;
(α1 − γ2)p2 , for 2 < p ≤ p1;(
α1 − γ22 p
)
(p− 1), for p > p1.
In either case sα1,γ(p) =
(
α1 − γ22 p
)
(p− 1) for p ≥ p1, therefore the maximum of sα1,γ(p)
always occurs at p∗ = α1γ2 +
1
2
> p1 and equals
sα1,γ(p∗) =
1
2
(α1
γ
− γ
2
)2
.
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When α1 >
γ2
2
and k ≥ λ
2
we have p∗ > 1 and q∗ > 1, which gives the conclusion. 
Our main Theorem 2.7 now follows easily.
Proof of Theorem 2.7. If (2.7) is satisfied then by Lemma 4.5 the hypotheses of Proposition
4.3 are satisfied for some p > 1 and q > 1. Thus for the value of β > 0 given by
Proposition 4.3, the sequence of β-Ho¨lder continuous functions {t 7→ Yt,n}∞n=1 is almost
surely uniformly bounded and equicontinuous. With this value of p, Lemma 4.1 and the
Borel-Cantelli lemma imply that almost surely for all t ∈ T∗ the sequence {Yt,n}∞n=1 is
Cauchy and so convergent. Since T∗ is dense in T , this pointwise convergence together
with the equicontinuity implies that {t 7→ Yt,n}∞n=1 converges uniformly to some function
t 7→ Yt which must be β-Ho¨lder continuous since the {t 7→ Yt,n}∞n=1 are uniformly β-Ho¨lder,
as required. 2
Condition (4.13), which leads to the condition (2.7) for Theorem 2.7 to hold and conse-
quently to the restrictions on γ in Theorems 2.5, 2.6 and 2.9, is unlikely to be best possible.
Indeed we might hope for Theorems 2.5 and 2.6 to be valid for all 0 < γ < 2−√2. The
lack of sharpness comes from the estimates in Lemma 4.2 where we have used the modulus
of continuity of circle averages of GFF before estimating the moments; using such almost
sure estimates to control the moments typically leads to loss of sharpness. Moreover,
in Lemma 4.2 we work on the preimage of a measure through the functions ft, but the
partition of the parameter space T does not necessarily yield a partition of the space D,
so when estimating the moments of summations we cannot use the von Bahr-Esseen type
inequalities. We are working in a very general setting of measures so it is not easy to
obtain sharp results as in the case of 1d Lebesgue measure or the occupation measure
of planar Brownian motion where the measures have stationarity and scaling invariance
properties. Our estimates appear reasonably good given that we use the modulus of con-
tinuity before estimating moments, and significant improvements are likely to require new
methods.
Following through the proofs would allow an estimate of the Ho¨lder exponent β in
Theorem 2.7. This depends on the difference between the two expressions in (4.12). If
this difference is  then one can choose integers ` = d/3e and ζ such that ζ/` differs from
both expressions by at least /3. This allows for good estimates for δ1 and δ2 and thus
for β as defined after (4.16). However β is redefined after (4.16) by dividing by ζ leading
to a somewhat smaller value of β in Theorem 2.7.
5. Applications of the main theorem - proofs
This section gives the proofs of the various applications of Theorem 2.7 that are stated
in Sections 2.3.1, 2.3.2 and 2.2.
We first derive Theorem 2.5 on the Ho¨lder continuity of LQG when D ⊂ R2 is a rotund
convex domain, that is has twice continuously differentiable boundary with radius of
curvature bounded away from 0 and∞. Such a domain satisfies (A0) since the intersection
of two convex sets is convex and so simply connected, with the ball condition holding
provided 2−n ≤ 2−N0 is less than the minimum radius of curvature of ∂D. We first need
a geometrical lemma on the Ho¨lder continuity of chord lengths of such a domain.
For (θ, u) ∈ (Rmod pi) × R let l(θ,u) be the straight line in R2 in direction θ and
perpendicular distance u from the origin. We identify these lines l(θ,u) with the parameters
(θ, u) and define a metric d by
(5.1) d(l(θ,u), l(θ′,u′)) ≡ d
(
(θ, u), (θ′, u′)
)
= |u− u′|+ min{|θ − θ′|, pi − |θ − θ′|}.
We write L(l) for the length of the chord l ∩D provided the line l intersects D.
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Lemma 5.1. Let D ⊂ R2 be a rotund convex domain. There is a constant c0 depending
only on D such that for all l, l′ that intersect D
(5.2)
∣∣L(l)− L(l′)∣∣ ≤ c0d(l, l′)1/2.
Proof. It is convenient to work with an alternative geometrical interpretation of the metric
d. Given a line l and  > 0 let S∞(l, ) be the infinite strip {x ∈ R2 : |x − y| ≤
 for some y ∈ l}. For M > 0 let RM(l, ) be the rectangle {x ∈ S∞(l, ) : |x · θ| ≤ M}
where here we regard θ as a unit vector in the direction of l and ‘·’ denotes the scalar
product. Fix M sufficiently large so that for all lines l and  > 0,
S∞(l, ) ∩D = RM(l, ) ∩D.
Write
EM(l, ) =
{
l′ : l′ ∩ ∂RM(l, ) = {x−, x+} where x± · θ = ±M
}
,
for the set of lines that enter and exit the rectangle RM(l, ) across its two ‘narrow’ sides.
RM(l, )
D θ
d‖(l)
ll
′
Figure 1
It is easy to see that there are constants 0, λ > 0 depending only on D (taking into
account M and the position of D relative to the origin) such that if d(l, l′) ≤ λ ≤ λ0
then l′ ∈ EM(l, ). Thus (5.2) will follow if there is a constant c1 such that for all l that
intersect D and all sufficiently small ,
(5.3) if l′ ∈ EM(l, ) then
∣∣L(l)− L(l′)∣∣ ≤ c11/2.
Write 0 < ρmin ≤ ρmax < ∞ for the minimum and maximum radii of curvature of ∂D.
For a line l that intersects D let d‖(l) denote the perpendicular distance between l and
the closest parallel tangent to ∂D, see Figure 1. We consider two cases.
(a)  ≤ 1
4
ρmin,
1
2
d‖(l) ≤ . Here both of the ‘long’ sides of the rectangle RM(l, )
are within distance d‖(l) +  ≤ 3 < ρmin of the tangent to ∂D parallel to l, so that if
l′ ∈ EM(l, ) then d‖(l′) ≤ 3. By simple geometry, L(l), L(l′) ≤ (2ρmax)1/2(3)1/2, so (5.3)
holds with c1 = (2ρmax)
1/231/2.
(b)  ≤ 1
4
ρmin,
1
2
d‖(l) ≥ . In this case, all l′ ∈ EM(l, ) are distance at least d‖(l)− ≥ 12
from their parallel tangents to ∂D. In particular, the angles between every l′ ∈ EM(l, )
and the tangents to ∂D at either end of l′ are at least φ where cosφ =
(
ρmax − 12
)/
ρmax.
Both l, l′ ∈ EM(l, ) intersect ∂D at points on each of its arcs of intersection with RM(l, ),
so that l and l′ intersect each of these arcs at points within distance
2
sinφ
≤ 2(
1− (1− 1
2

ρmax
)2)1/2 ≤ 2(2ρmax)1/21/2
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of each other, where we have used /ρmax ≤ 12 in the second estimate. Applying the
triangle inequality (twice) to the points of l∩∂D and l′∩∂D inequality (5.3) follows with
c1 = 4(2ρmax)
1/2. 
Remark 5.2. Note that (5.2) remains true taking d to be any reasonable metric on the
lines. Moreover, it is easy to obtain a Ho¨lder exponent of 1 if we restrict to lines that
intersect D \ (∂D)δ for given δ > 0, where (∂D)δ is the δ-neighbourhood of the boundary
of D.
Proof of Theorem 2.5. We first show that the total mass of GMC-measures of Lebesgue
measure restricted to chords l ∩D is Ho¨lder continuous; we do this by showing that the
family of parameterized measures satisfies the conditions of Theorem 2.7. We have already
remarked that D satisfies (A0).
Choose R such that D ⊂ B(0, R). Let ν be Lebesgue measure on the interval E =
[−R,R]. Let
T = {(θ, u) ∈ [0, 2pi/3]× R : l(θ,u) ∩D 6= ∅}.
For (θ, u) ∈ T let
I(θ,u) = pi
∗
θ+pi/2(l(θ,u) ∩D)
where pi∗θ+pi/2 denotes orthogonal projection onto the line lθ through 0 in direction θ
followed by a translation along lθ to map the mid-point of l(θ,u) ∩ D to 0; we identify lθ
with R in the natural way. Let
f(θ,u)(v) = ue
i(θ+pi/2) + veiθ, v ∈ I(θ,u),
where we identify R2 with C. Then
ν(θ,u) := ν ◦ f−1(θ,u)
is just 1-dimensional Lebesgue measure on the chord l(θ,u) ∩D of D. It is easy to see that
(T , d) is compact. Also {ν(θ,u) : (θ, u) ∈ T } clearly satisfies (A1) for C1 = 1 and α1 = 1.
For condition (A2), for (θ, u), (θ′, u′) ∈ T and v ∈ E,∣∣f(θ,u)(v)− f(θ′,u′)(v)∣∣ ≤ (|v|+ |u|)∣∣1− ei(θ−θ′)∣∣+ |u− u′|
≤ 2
√
2R
∣∣1− cos(θ − θ′)∣∣1/2 + |u− u′|
≤ 2
√
2R
(
min
{|θ − θ′|, pi − |θ − θ′|}+ |u− u′|)
= 2
√
2Rd(l(θ,u), l(θ′,u′)).
Also, by Lemma 5.1,
ν
(
I(θ,u)∆I(θ′,u′)
)
=
∣∣L(l(θ,u))− L(l(θ′,u′))∣∣ ≤ c0d(l(θ,u), l(θ′,u′))1/2.
This gives (A2) with C2 = max{2
√
2R, c0}, α2 = 1 and α′2 = 12 .
To check (A3) let h+, h− : [0, 2pi/3]→ R+ be the positive and negative support functions
of D, i.e.
h−(θ) = inf{x · θ : x ∈ D}, h+(θ) = sup{x · θ : x ∈ D},
where we identify θ with a unit vector in the direction θ and ‘·’ is the scalar product.
Then the map:
(θ, u)→
(
3
2pi
θ,
u− h−(θ)
h+(θ)− h−(θ)
)
is a one-to-one continuously differentiable, and in particular bi-Lipschitz, map from T to
the convex set G := [0, 1]× [0, 1], as required.
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For (θ, u) ∈ T and n ≥ 1 let ν˜(θ,u),n and Y(θ,u),n be given as in (2.5) and (2.6). With
α1 = 1, λ = α2 ∧ (2α′2) = 1 and k = 2, condition (2.7) becomes
14γ2 + 4γ
√
12γ2 + 4 + 2 <
1
2
(1
γ
− γ
2
)2
.
This inequality implies that 1
2
(
1
γ
− γ
2
)2
> 14γ2 + 2, which means
γ <
1
111
√
444
√
34− 1110 ≈ 0.34645967,
and under this condition the inequality is equivalent to
33γ8 + 344γ6 − 488γ4 − 160γ2 + 16 > 0.
The smallest positive zero of this polynomial is
(5.4) γ∗ =
1
33
√
858− 132
√
34 ≈ 0.28477489.
Therefore if 0 < γ < 0.28 then (2.7) is true in this setting, thus the conclusions of Theorem
2.7 hold for some β > 0. Hence we may assume that, as happens almost surely, Y(θ,u),n
converges uniformly on T to a β-Ho¨lder continuous Y(θ,u), and for all n the circle averages
µ˜2−n defined with respect to Lebesgue measure µ on D are absolutely continuous and
converge weakly to the γ-LQG measure µ˜. Note that we have shown that Y(θ,u) is Ho¨lder
continuous for (θ, u) ∈ [0, 2pi/3]×R. The same argument applied to (θ, u) ∈ [pi/3, pi]×R
ensures Ho¨lder continuity for all (θ, u) ∈ (R mod pi)× R.
Now fix θ and let (u, v) ∈ R2 be coordinates in directions θ+ pi
2
and θ. Let φ(u, v) ≡ φ(u)
be continuous on R2 and independent of the second variable. Since ν˜(θ,u),n are absolutely
continuous measures, using (1.2), (2.5) and Fubini’s theorem,∫
(u,v)∈D
φ(u)dµ˜2−n(u, v) =
∫
(u,v)∈D
φ(u)2−nγ
2/2eγΓ(ρ(u,v),2−n )dv du
=
∫
(u,v)∈D
φ(u)2−nγ
2/2eγΓ(ρ(u,v),2−n )dν(θ,u)(v) du
=
∫ u+(θ)
u−(θ)
φ(u)‖ν˜(θ,u),n‖ du
=
∫ u+(θ)
u−(θ)
φ(u)Y(θ,u),ndu,
where u−(θ) and u+(θ) are the values of u corresponding to the tangents to D in direction
θ. Letting n→∞ and using the weak convergence of µ˜2−n and the uniform convergence
of Y(θ,u),n,
(5.5)
∫ u+(θ)
u−(θ)
φ(u)d(piθµ˜)(u) =
∫
(u,v)∈D
φ(u)dµ˜(u, v) =
∫ u+(θ)
u−(θ)
φ(u)Y(θ,u)du.
Thus d(piθµ˜)(u) = Y(θ,u)du on [u−(θ), u+(θ)], so as Y(θ,u) is β-Ho¨lder continuous on the
interval [u−(θ), u+(θ)] we conclude that piθµ˜ is absolutely continuous with a β-Ho¨lder
Radon-Nikodym derivative. 2
Note that for a single fixed θ the projected measure piθµ˜ almost surely has a β-Ho¨lder
continuous Radon-Nikodym derivative for some β > 0 if
0 < γ <
1
17
√
238− 136
√
2 ≈ 0.3975137.
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This follows in exactly the same way as in the above proof but taking T to be the 1-
parameter family
{
u ∈ R : l(θ,u) ∩ D 6= ∅
}
. Then α1 = 1, λ = 1 and k = 1, giving γ∗ in
(5.4) as 1
17
√
238− 136√2 in this case.
The decay rate of the Fourier transform of γ-LQG µ˜ follows from the Ho¨lder continuity
of the measures induced by µ˜ on slices by chords of D.
Proof of Corollary 2.6. We use the same notation as in the proof of Theorem 2.5 above.
Almost surely, T 3 (θ, u) 7→ Y(θ,u) is β-Ho¨lder continuous (for T covers the directions
[0, 2pi/3] as well as [pi/3, pi]) where β is given by Theorem 2.5, that is, for some Cβ > 0,
|Y(θ,u) − Y(θ′,u′)| ≤ Cβd
(
(θ, u), (θ′, u′)
)β
.
Write [0, pi]∗ = R mod pi. For θ ∈ [0, pi]∗ and j ∈ {u−(θ), u+(θ)},
E
(
lim
u→j
Y(θ,u)
) ≤ lim
u→j
E
(
Y(θ,u)
)
= lim
u→j
E
(‖ν˜(θ,u)‖) = 0,
since limu→j ‖ν(θ,u)‖ = 0. As limu→j Y(θ,u) ≥ 0, this implies that almost surely the limit
limu→j Y(θ,u) = 0. Taking a countable dense subset of [0, pi]∗ and applying Ho¨lder continu-
ity, we conclude that almost surely Y(θ,j) = 0 for all θ ∈ [0, pi] and j ∈
{
u−(θ), u+(θ)
}
. This
means that we can extend Y(θ,u) to all u ∈ R by letting Y(θ,u) = 0 for u /∈
[
u−(θ), u+(θ)
]
,
with the extended function still β-Ho¨lder continuous with the same constant Cβ.
Write the transform variable ξ = ξ˜θ where here we regard θ ∈ [0, pi]∗ as a unit vector
and ξ˜ ∈ R. From (5.5)
(5.6) ̂˜µ(ξ˜θ) = ∫
D
ei(ξ˜θ)·xµ˜(dx) =
∫ u+(θ)
u−(θ)
eiξ˜ud(piθµ˜)(u) =
∫ u+(θ)
u−(θ)
eiξ˜uY(θ,u)du.
Let M > max
{|u−(θ)|, |u+(θ)|}+1. Then Y(θ,u) is supported in [u−(θ), u+(θ)] ⊂ [−M,M ].
Using an argument attributed to Zygmund, for
∣∣ξ˜∣∣ > pi,∫ M
−M
eiξ˜uY(θ,u)du =
∫ M
−M
eiξ˜(u+pi/ξ˜)Y(θ,u+pi/ξ˜)du = −
∫ M
−M
eiξ˜uY(θ,u+pi/ξ˜)du.
The first and third integrals both equal the transform, so∣∣̂˜µ(ξ˜θ)∣∣ = 1
2
∣∣∣ ∫ M
−M
eiξ˜u
[
Y(θ,u) − Y(θ,u+pi/ξ˜)
]
du
∣∣∣ ≤MCβ(pi
ξ˜
)β
by the Ho¨lder condition, giving (2.4). 2
Finally we apply Theorem 2.7 to the Ho¨lder continuity of a family of self-similar mea-
sures to get Theorem 2.11.
Proof of Theorem 2.11. Take It = E for all t ∈ T in Theorem 2.7. We claim that{
(gti , It) : t ∈ T
}
satisfies assumptions (A1)-(A3).
A standard estimate using the open set condition shows that
(5.7) νt(B(x, r)) ≤ C1rα1 , x ∈ R2, r > 0,
where α1 = mint∈T ,1≤i≤m log pi/ log ri and C1 > 0 for (A1). Moreover,
|fs(i)− ft(i)| ≤ lim
n→∞
|gsi1 ◦ · · · ◦ gsin(x0)− gti1 ◦ · · · ◦ gtin(x0)|
≤ lim
n→∞
{∣∣(gsi1 − gti1) ◦ gsi2 ◦ · · · ◦ gsin(x0)∣∣+ ∣∣gti1 ◦ (gsi2 − gti2) ◦ gsi3 ◦ · · · ◦ gsin(x0)∣∣
+ · · ·+ ∣∣gti1 ◦ · · · ◦ (gsin − gtin)(x0)∣∣}
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≤
∞∑
n=0
rn+c0d(s, t) = C2d(s, t),
using that the gti are uniformly Lipschitz on T and their contraction ratios are bounded
by r+ := maxt∈T ,1≤i≤m{ri} < 1. Trivially ν(Is∆It) = ν(∅) = 0, so (A2) is satisfied.
Condition (A3) holds as T is a compact subset of the locally Euclidean 4m-dimensional
manifold U .
Hence the assumptions (A1)-(A3) of Theorem 2.7 are satisfied and Theorem 2.11 fol-
lows. 2
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