Demodulated oscillatory activity at theta frequency band extracted from spatially distributed hippocampal local field potentials (LFPs) encode rodent's position during maze run. However, it remains unclear how spatial information is encoded in hippocampal field potentials across various immobility and sleep states. Here, we showed that unclustered hippocampal field potential amplitude at ultra-high frequency band (>300 Hz), or known as multiunit activity (MUA), across highdensity silicon probe channels provide not only a fast and reliable reconstruction of the rodent's position in wake, but also a direct readout of replay content during sharp wave ripples (SPW-Rs) in immobility and slow wave sleep. We also employed unsupervised learning approaches to extract low-dimensional MUA features during run and ripple periods, and developed Bayesian methods to infer latent dynamical structures from lower-rank MUA features that were coherent with those derived from clustered spikes. Furthermore, we used an optical flow estimation method to identify propagating spatiotemporal LFP patterns, and derived a set of hippocampal LFP spatiotemporal features for decoding applications. Finally, we developed hybrid forward decoding strategies to predict animal's future decision at a choice point in goal-directed navigation. Our results point to a robust real-time decoding strategy from large-scale (up to 100,000 electrodes) recordings for closed-loop neuroscience experiments.
INTRODUCTION
Cutting-edge large-scale high-density electrode arrays have enabled us to record spatially distributed neural activity within local or multiple brain circuits Jun et al. 2017; Chung et al., 2019) , yet it remains challenging to reliably uncover representations of spatiotemporal neural activity. The hippocampus contributes to a wide range of brain functions responsible for spatial and episodic memories, learning and planning (Pfeiffer and Foster, 2013) . Population spike activities from hippocampal place cell assemblies provide a readout of the rat's spatial location (Zhang et al., 1998; Davidson et al. 2009; Kloosterman et al. 2014; Grosmark and Buzsaki, 2016; Hu et al. 2018; Ciliberti et al. 2018 ). However, direct use of spike information for neural decoding remains challenging due to practical issues of spike sorting and unit instability, let alone the prohibitive computational cost in the era of big data (Rey et al., 2015; Rossant et al., 2016; Carlson and Carin, 2019) . In contrast, hippocampal field potentials consist of collective local subthreshold activities around the recording site, serving as an alternative information carrier for spatial representation Agarwal et al. 2014 ). On the other hand, advances in neurotechnology on electrode arrays have enabled us to record large-scale field potentials from human brain (Khodagholy et al., 2015; Chang, 2015; Zhang and Jacobs, 2015) . Developing effective statistical methods for uncovering neural representations of these signals during memory tasks or sleep remains a central goal in computational neuroscience.
Hippocampal sharp-wave ripples (SPW-Rs) are important hallmarks for memory reactivations during immobility and non-rapid-eye-movement (NREM) sleep (Roumis and Frank, 2015; Buzsaki, 2015; Fernandez-Ruiz et al. 2015) . Decoding the content of hippocampal replays during ripple events can help dissect circuit mechanisms of memory consolidation, planning and decision-making (Davidson et al., 2009; Pfeiffer and Foster, 2013; Foster, 2017; Olafsdottir et al., 2018) . Evidence has suggested that hippocampal LFPs may encode neuronal ensemble activations during SPW-Rs (Taxidis et al. 2015) , but it remains unknown how the information embedded in field potentials contribute to spatial representations, and how these spatially distributed LFP representations relate to ensemble spike representations at different brain states.
To address these questions and challenges, here we systematically investigate large-scale multi-site recorded rodent hippocampal field potentials and the spatial representation power during maze running, memory replay decoding, and spatial decision-making. We propose and develop a set of independent and complementary hippocampal field potential-derived features, and develop innovative supervised or unsupervised learning methods while validating them in various applications. Without the need of spike sorting, these spatiotemporal features not only provide direct and robust solutions to decoding and prediction problems, but also open new opportunities for exploratory neural data visualization or finding latent structures in the absence of behavioral measure.
RESULTS

Spatially Distributed Hippocampal Field Potentials Encode Position in Maze Run
Rats and mice were implanted with high-density silicon probes (varying from 64 to 512 channels; see Table S1 ) in the dorsal hippocampus or hippocampi while freely foraging in a circular track, linear track, T-maze or open field environment ( Figure S1A) . We processed the extracellular raw voltage traces of hippocampal recordings and extracted independent neural signals at different frequency bands (Figure 1A) . During run epochs, we found that both demodulated theta (4-12 Hz) activity-or in short LFPq (amplitude or phase or both, Agarwal et al. 2014 ) and the instantaneous LFP amplitude at ultra-high frequency (>300 Hz) band---also referred to as MUA (Stark and Abeles, 2007; Bansal et al., 2012 Smith et al., 2013 , recorded from multiple recording sites could be used to reliably decode animal's position (Figures 1B,C and S1B) . Augmenting multiple LFP-based features, such as combining LFPq or MUA with their own activity history ( Figure 1C ) or combining MUA with LFPq (Figure S1B) , further improved the decoding accuracy. We systematically assessed the decoding performance using instantaneous LFP amplitude features at various frequency bands and temporal bin sizes and found that >300 Hz band was most effective. In temporal windows of <300 ms the various LFP and spike features and their combinations were comparable, whereas at longer time intervals coding errors increased more rapidly from LFPq than for spike-containing combinations (Figure S2) .
Spatial coverage of the hippocampal place fields are crucial to the decoding accuracy in a larger environment. In the open field, we found that 64-channel joint LFP-based features yielded better decoding accuracy than clustered spike-based decoding (Dataset 5; mean±SD median error: 10.81±0.25 cm for spikes and 8.85±0.21 cm for LFPs; rank-sum test, P=1.95´10 -21 ; Figures  1D and 1E ; see also Movie S1), possibly because decoding 2D environments requires a large number of isolated units (Wilson and McNaughton, 1983) .
It is noted that the >300 Hz LFP signal also contains spike activity (Zano et al. 2011; Buzsaki et al., 2012; Waldert et al. 2013) . To remove the contamination of spike activity, we decomposed the broadband LFP signal into non-spiking (by removing detected spikes) and 'soft' spiking components (by retaining only detected spikes; Figure 1F ). Following down-sampling (1,250 Hz) and high-pass filtering (>300 Hz) operations (Figure 1G) , and repeating decoding analyses showed that MUA features produced the best decoding accuracy (Figure 1H ), suggesting that the position decoding contribution of >300 Hz amplitude was mainly derived from the clustered spiking-related activity, although decoding the animal's position does not require a preprocessed clustering step.
Since spiking activity is derived mainly from the somatic layer, we further examined the impact of anatomical location of recording electrodes on decoding performance (Figure S3 ; Dataset 3). As expected, recording sites in the CA1 and CA3 pyramidal layers contributed most to overall MUA decoding accuracy. Interestingly, because these two layers are known to have higher cell density.
High-Frequency Band Hippocampal MUA Features Decode Replay Events
During immobility and NREM sleep, putative hippocampal memory replay events occur during SPW-Rs, where population firing bursts coincide with a high ripple band amplitude (Figure 2A) . A central task of statistical analysis is to identify the content of these replay contents and assess their significance in the absence of behavioral ground truth. Remarkably, we found that these unclustered, spatially distributed MUA features also encoded the replay content during ripple events ( Figure 2B) . Remarkably, the linear decoder estimated from maze run (based on sparse Bayesian linear regression; Methods) could be directly transferred to ripple periods, with similar reconstruction of memory replays as the results derived from clustered spikes (Figures 2C and  S4A) . In addition, MUA and clustered spike-based decoding strategies produced slightly different statistics for significant memory replay events (Figures 2D and S4B) , suggesting that these two decoding strategies are complementary.
Unsupervised Learning Reveals Consistent Representations between Low-Rank Structures of Hippocampal MUA with Spikes of Neuronal Ensembles
Establishing a mapping between animal's position and neural activity requires training samples during maze run. However, from an internal brain observer perspective, it is important for downstream structures of the hippocampus to quickly infer spatial representations without direct behavioral measures. We employed two latent variable models and unsupervised learning methods, nonnegative matrix factorization (NMF) and reconstruction independent component analysis (RICA), to extract lower-rank features from multi-site recorded hippocampal MUA (Methods; Figures 3A and 3B) . Position-averaging on the feature matrix derived from NMF or RICA revealed localized structures in the latent state space. From the lower-rank MUA features (derived from NMF or RICA, followed by feature resampling; see Methods and Figure S5 ), we further trained an unsupervised Bayesian hidden Markov model (HMM) (Linderman et al., 2016) and inferred the latent state trajectories (Figure 3C) . During run, the lower-rank MUA-inferred state trajectories matched well with the animal's position as well as spike-inferred state trajectories ( Figure 3D) . During ripples, we also observed similar correspondence between two latent state trajectories derived independently from lower-rank MUA features and clustered spikes ( Figure 3E) . In both maze run and ripple events, the preprocessed lower-rank feature extraction was critical for learning the latent state trajectories; direct use of LFP or MUA features alone yield poor performance.
Furthermore, projecting high-dimensional MUA features onto a 2D embedding space revealed coherent structures in agreement with the animal's position or spatial topology of the environment (Figure S6) . Together, these results confirmed that unsupervised learning methods can uncover neural representations of large-scale hippocampal LFP signals without a priori measurement of animal's behavior, which has been a challenge for inferring memory replays of hippocampal nonspatial representations or hippocampal-neocortical representations during sleep (Allen et al., 2016; Chen et al. 2016; Chen and Wilson, 2017; Maboudi et al., 2018) .
Independent, Parallel and Complementary Hippocampal LFP Spatiotemporal Patterns for Spatial Representation
Propagating waves in the rat hippocampus have been reported at the theta and ripple frequency bands (Lubenov and Siapas, 2009; Patel et al. 2012 Patel et al. , 2013 Agawal et al., 2014) . Next, we investigated how these spatiotemporal patterns across multi-site LFP channels were coordinated in space and time. We mapped the bandpass-filtered LFP signals (at 4-12 Hz or >300 Hz band) onto the 2D electrode space in time to obtain a video sequence (frame rate: 10 Hz), and then employed an optical flow estimation approach to compute the vector field between two consecutive image frames (Methods; Figure 4A ). The spatiotemporally local optical flow revealed position-tuned wave patterns in the MUA or other LFP-derived features. Therefore, the optical flow method can help reveal the intrinsic propagating wave characteristic of band-limited signals (beyond theta and ultra-high frequency bands).
In addition to exploratory data visualization, we further investigated whether the highdimensional optical flow features were useful for decoding. Remarkably, these spatiotemporal patterns estimated directly from bandpass-filtered LFP signals provided sufficient information for reconstructing animal's position (LFPq-flow in Figure 4B ; see also Figure S7 and Movie S2). In fact, we discovered that a set of field potential-derived spatiotemporal patterns ( Figure 4C ) contained complementary information for position decoding (Figure 4D for Dataset 3; Figure S7C for Dataset 1). The variability in contributions of individual LFP features in different datasets might be ascribed to spatial sampling or different layout in the implanted probes ( Figure S1C ). Together, these hippocampal LFP spatiotemporal features or their combinations provide a rich repertoire for position decoding across brain states ( Table 1) .
Hybrid Decoding Strategy for Predicting Goal-Directed Navigation Behavior
Hippocampal place cells exhibit trajectory-dependent or prospective/retrospective memory coding in spatial navigation (Frank et al., 2000; Ferbinteanu and Shapiro, 2003; Ji and Wilson, 2008) . Here we investigated if a prospective decoding strategy based on hippocampal LFP features could predict animal's decision in a spatial alternating task (Dataset 6). We adapted the standard decoding strategy and attempted to predict animal's prospective L/R arm position while the animal ran in the central arm towards the choice point, with forward time lag ranging from 0.5 s to 0.15 s (5-15 temporal bins; Figure 5A ). Remarkably, both hippocampal spikes and joint (LFPq+MUA) features (Figures 5B and S8) carried predictive representations of upcoming maze locations in the L/R arm. We found that the prediction accuracy in prospective coding improved as animals moved closer to the choice point, where the predictability was far beyond the chance level (see shuffled statistics in Figure S8 ). In two tested animals, the joint features achieved a high (~90%) prediction accuracy in correct trials (n=4 sessions for each mouse; see Figure S8 for incorrect trials).
In another independent test, we further trained a linear support vector machine (SVM) classifier to predict the L/R decision (for correct trials only) by pooling LFPq and MUA features at consecutive 5 temporal bins prior to the choice point (Methods and Figure 5C ). The crossvalidation classification accuracy and trend was also comparable to Figure 5B in two tested animals (correct trials: 72-98% for spikes, 62-95% for joint (LFPq+MUA) features; incorrect trials: 62-92% for spikes, 56-85% for joint features). The gradual decay in classification accuracy away from the choice point was partially due to the increased trial variability in the animal's actual position because of the variability in run speed. Notably, the degraded accuracy trend remained consistent between forward and backward direction, when triggering temporal bins from either the end ('backward') or start ('forward') position of the central arm ( Figure S9 ).
Real-Time Decoding Strategy for Large-Scale Hippocampal Recordings
Our results directly point to an efficient hippocampal MUA or LFPq-based decoding strategy with two key advantages: easy circuit implementation (linear mapping), as well as the stability and longevity of LFP signals (in contrast to unreliable spike detection and sorting of unstable units). First, we validated the robustness of MUA or LFPq-based decoding strategy. In multiple consecutive recording sessions (separated by days in between) from the same animal and the same environment (Dataset 6), we trained the linear decoder using one run session and tested it on remaining run sessions. Remarkably, the MUA and LFPq decoding strategies produced outstanding performance across several consecutive run sessions/days ( Figure 6A ). Furthermore, we assessed the average cross-session decoding performance when training and testing sessions were separated by different intervals, and found a V-shaped performance drop with increasing time intervals ( Figure 6B ). When the intervals between training and testing session was short, MUA features produced better decoding performance; yet the performance of LFPq features decayed slower. While MUA and LFPq features were complementary, combining them further improved the decoding accuracy. The slowly degraded decoding accuracy in these features across days might be induced by neuroplasticity and place cell remapping (Frank et al., 2004) .
Furthermore, we ran computer simulations to test the scalability of hippocampal MUA decoding algorithm. Running an optimized C/C++ code on a multi-core desktop computer, the readout could accommodate a real-time speed at a scale up to hundreds of thousands of (>100,000) recording channels during both wake and sleep ( Figure 6C ). Next, it is important to assess the statistical significance of online decoded replay events. We adapted a real-time spikebased replay assessment strategy (Hu et al., 2018) to accommodate MUA decoding (Methods). By presetting the pseudorandom shuffle operations (n=2,000 shuffles), we could accommodate a real-time speed (<20 ms) for both decoding and significance assessment for 128 channels in a 1D environment ( Figure 6D) , with comparable results derived from off-line significance assessment (Table S3 ).
DISCUSSION
Rodent hippocampal clustered spikes and spatially distributed theta waves are known to encode animal's position. Here, we further demonstrated that unclustered hippocampal spatiotemporal patterns at different frequency bands contain rich spatial representations in wake and sleep. Based on high-density electrophysical recordings of the rodent hippocampus, we proposed a set of spatiotemporal features of hippocampal field potentials and developed efficient statistical decoding methods for ultrafast readout of spatial representations. The decoding performance derived from each feature depends heavily on the layout of the silicon probe and the implanted location of hippocampus layer.
The instantaneous readout of multi-site hippocampal field potentials provides a plausible mechanism of information integration along the septotemporal axis of the hippocampus, forming the traveling waves (Lubenov and Siapas, 2009; Patel et al. 2012 Patel et al. , 2013 . Such traveling waves can also propagate the coded information to the downstream structures of the hippocampus. Our results on MUA decoding were also consistent with our previous finding that unsorted hippocampal ensemble spikes can reliably encode rodent's position (Kloosterman et al. 2014; Deng et al., 2015; Hu et al. 2018) . We have also demonstrated that MUA decoding strategies are robust and reliable to predict animal's decision-making in goal-directed navigation. The most computationally efficient MUA decoding strategy is particularly useful for content-based real-time closed-loop circuit manipulation in rodents with chronic implant, which may prove critical for causal circuit dissection of hippocampal-prefrontal coordination in decision-making (Singer et al., 2013; Schmidt et al., 2019) . Efficient sampling, processing and transmission of band-limited signals make it ideal for wireless-empowered implanted devices.
A central task in computational neuroscience is to link neural representations with animal's behavior or internal cognitive state. Therefore, development of unsupervised machine learning methods is important for discovering intrinsic latent structures of high-dimensional spatiotemporal neural data, especially in the absence of behavioral measures (Cunningham and Yu, 2014; Chen et al., 2014; Linderman et al., 2016; Townsend and Gong, 2018; Chaudhuri et al., 2019) . Since high-density LFP recordings produce a high degree of input correlation between neighboring channels, low-rank feature extraction or dimensionality reduction (e.g., ICA, NMF and embedding) can help exploratory data visualization and subsequent decoding analysis.
Hippocampal spatiotemporal patterns often display in the form of traveling wave (Lubenov and Siapas, 2009; Patel et al. 2012 Patel et al. , 2013 or sequential structure ('hippocampal sequences') in space and time during various behavioral states (Buzsaki and Tingley, 2018) . In addition to ripple sequences, hippocampal theta sequences have been known to encode look-ahead trajectories or current goals in planning (Foster and Wilson, 2008; Gupta et al., 2012; Wikenheiser and Redish, 2015) . Furthermore, internally-generated sequences may predict animal's choices in a memory task or guide navigation when external spatial cues are reduced (Pastakova et al., 2008; Wang et al., 2015; Villette et al., 2015) . To date, rodent hippocampal memory replays have been widely studied in NREM sleep. During REM sleep, rodent hippocampal LFP theta oscillations are pronounced, yet their spatiotemporal patterns are less well understood (Louie and Wilson, 2001) . Our LFP-based features and decoding methods proposed here may provide new opportunities to investigate these REM sleep-associated spatiotemporal patterns.
Although we only investigated the rodent hippocampal circuit here, our 'place' decoding analysis and methods can be readily applied to other neocortical areas that encode similar spatial information, such as the entorhinal cortex, primary visual cortex, retrosplenial cortex, parietal cortex and somatosensory cortex (Hafting et al., 2015; Whitlock et al., 2008; Mao et al., 2017; Ji and Wilson, 2007; Haggerty and Ji, 2015; Hu et al., 2018; Long and Zhang, 2019) . Examination of the coordinated representations of large-scale hippocampal-neocortical spatiotemporal activity during various behavioral states would help dissect the mechanisms of memory, learning, planning and decision-making (Chung et al., 2019) .
Finally, the superior representational power of hippocampal field potentials points to potential applications for investigating human memory replays based on high-density MEG or EEG recordings (Kurth-Nileson et al. 2016; Liu et al., 2019; Huang et al. 2018) , or for predicting human hippocampal memory task outcomes based on ECoG recordings (Zhang and Jacobs, 2015) .
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EXPERMIMENTAL MODEL AND SUBJECT DETAILS
All experimental studies were performed in accordance with the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory Animals to ensure minimal animal use and discomfort, and were approved by the New York University School of Medicine (NYUSOM) Institutional Animal Care and Use Committee (IACUC). Long-Evans rats (n=3) and mice (n=2) were used in the behavior tasks, and were maintained on a 12:12-h light-dark cycle and housed individually with access to food and water.
METHOD DETAILS
Electrophysiological Recordings
Datasets 1 and 2: Circular track and linear track (rat 1). Male Long-Evans rats were bilaterally implanted with two 6-shank silicon probes (128 channels in total) parallel to the septo-temporal axis of the dorsal hippocampus. The silicon probe is a custom Buzsaki64SPL probe (NeuroNexus). This 6-shank silicon probe had 10 sites at each shank, and there were 4 extra channels spaced every 1.25 mm starting 1.25 mm from the tip of Shank 4 (6´10+4=64 channels). All sites were vertically staggered along the shank with 20 µm spacing between sites ( Figure S1C ). We selected one rat ('Achilles') in the analysis. (Grosmark and Buzsaki, 2016; Chen et al., 2016) . The electrophysiological data are publicly available (https://crcns.org/data-sets/hc/hc-11/).
Datasets 3 and 4: T-maze and linear track (rat 2). Two 256-channel (512 channels in total) custom-made silicon electrodes were implanted to the right hippocampus of the rat. The silicon probe is a custom Buzsaki256 probe with 32´8 array layout ( Figure S1C) . The two probes were perpendicularly aligned to each other in order to record along both the septotemporal and suiculo-fimbrial axis of the hippocampus.
In the T-maze, rat was trained to perform a delayed alteration task, in which the animal had to choose either the left or the right arm at the decision point. After returning to the start area, the rat was confined for 10 seconds. In the next following trial, the rat had to choose the opposite direction and would obtain water reward with a correct choice. In the linear track, animal simply foraged back and forth to collect water reward.
Details of experimental protocols have been published , and data are available at http://buzsakilab.com/wp/datasets/.
Dataset 5: Open field (rat 3). Male Long-Evans rats foraged and chased randomly dispersed drops of water or food on an elevated square platform (120 ´120 cm 2 ). The silicon probe consists of two 32-channel (4´8) array ( Figure S1C) . The probe was implanted in the rat's left and right dorsal hippocampi. Data are available at https://crcns.org/data-sets/hc/hc-3
Dataset 6: Circular T-maze (mouse 1 and mouse 2). Male mice were trained to perform a spatial alternating memory task in a circular T-maze. The silicon probe consists of a 64-channel (4´16) poly2 layout ( Figure   S1C ). Each animal's recordings consisted of multiple sessions during 4-6 consecutive days, and each session lasted 50-60 min run epochs. At each session, animal was able to run 120-160 trials, with a minimum of 120 correct trials. The probe position was kept intact across sessions in order to assure the stability of LFP channels. Spikes were sorted separately for each session, yielding varying number of unit yields ( Table S1 ).
Data Preprocessing and Analysis
Spike sorting. Extracellular representations of action potentials were extracted from recorded broadband (0.3 Hz-10 kHz) signals followed by threshold-based spike detection algorithm. We applied principal component analysis (PCA) to the spike waveform representations on the contact sites of a given shank, and the individual spikes were automatically clustered into groups with the lowest internal variance using the KlustaKwik algorithm (http://klustakwik.sourceforge.net/). For high-density probes, spikes were sorted using the Kilosort algorithm (https://github.com/MouseLand/Kilosort2) (Rossant et al., 2016) . The clusters were manually refined by discarding multiunit clusters showing lack of clear refractories in the autocorrelogram, and groups with unstable firing patterns over time.
Bandpass filtering and calculation of instantaneous LFP amplitude.
Broadband LFP signals were downsampled and filtered separately into different frequency bands. To extract theta-modulated LFP features, LFP signals were zero-phase filtered using a complex Morlet wavelet. We applied Hilbert transform (MATLAB function 'hilbert.m') to the bandpass filtered LFP signals (e.g., theta band, gamma band, ripple band or >300 Hz) and obtained an analytic signal. We then computed the amplitude of the analytic signal to derive the instantaneous LFP amplitude at the specific frequency band.
Theta-band LFP demodulation. We applied a complex Morlet wavelet (with central frequency at 8 Hz) to the broadband LFP signal followed by (noncausal) zero-phase filtering. From the theta-band LFP, we applied demodulation using the following equation to obtain theta-demodulated LFP signals " ( ) Spike removal from raw LFPs. To remove putative spikes from the broadband LFP signal (up to 10 kHz), we ran the Kilosort algorithm (Rossant et al., 2016) to identify putative spikes across all channels. Once the spikes were identified in each channel, we removed the spikes, by using a linear interpolation from the start to end points of spike waveform or using a Bayesian spike removal algorithm (Zanos et al., 2011) , and further obtained the resulting spike-free signal (Figure 1F) . After high-pass filtering (>300 Hz), the filtered LFP signal 123 was decomposed into an additive sum of two components ( Figure 1G) :
where 456789:;<= denotes the spike-only component and 456789?@88 denotes the spike-free component. The instantaneous amplitude of 123 (>300 Hz) was referred to as MUA.
Multichannel LFP Feature Extraction
Nonnegative matrix factorization (NMF). Let Y denote the N-by-T matrix consisting of nonnegative Nchannel LFP amplitude features at a specific frequency band. NMF is aimed at finding an approximate lowrank matrix factorization form:
where W is a low-rank (m-by-N, m<N) nonnegative matrix, and H is an m-by-T nonnegative matrix. We interpreted the column vectors of W as a set of basis functions that reflected the spatially localized feature in the latent space. There were many versions of NMF algorithms (Lee and Seung, 1999; Berry et al., 2007; Cichocki et al. 2009 where is a column vector of Y.
For real-valued MUA features, we employed a reconstruction ICA (RICA) algorithm (Le et al., 2011) .
In contrast to ICA, RICA replaces the orthonormal constraint with a soft reconstruction penalty and allows an overcomplete representation (i.e., W is a non-square matrix). Mathematically, RICA solves the following penalized optimization problem
where > 0 is a regularization parameter. When P = , it recovers the ICA as a special case. We used the MATLAB function 'rica.m' in our data analysis.
Characterization of LFP traveling waves.
To characterize the traveling wave patterns of multichannel LFP signals, we used the optical flow (vector field) method. Optical flow is commonly referred to the pattern of apparent motion of objects, and edges in a visual scene. In computer vision, the optical flow methods try to calculate the motion between two image frames which are taken at times t and + ∆ at every voxel or pixel position. These methods are called differential since they are based on local Taylor series approximations of the frame images; that is, they use partial derivatives with respect to the spatial and temporal coordinates. For a 2D+t dimensional case, a voxel at location ( , , ) with intensity ( , , ) will have moved by {∆ , ∆ , ∆ } between the two image frames, and the following brightness constancy constraint can be given: "image" of the MUA. We used the MATLAB function 'tsne.m', with the default parameter setup ("Euclidean distance"). During animal's maze run, we color coded the embedded MUA features in a two-dimensional embedding space according to the animal's linearized position.
Decoding Analysis
Several spike-based or LFP-based decoding strategies were investigated (Table S1 and Figure S2C) . In all decoding analyses, spikes or LFP features were Z-scored across neurons or channels, respectively.
Likelihood-based spike decoding. From the sorted ensemble spikes, we constructed the place receptive fields for hippocampal pyramidal neurons ('place cells'). Let g denote the place field of the c-th (c=1,…,C) neuron for the binned position; assuming Poisson probability firing for each neuron, the likelihood function given the observed sorted spike activity L:P = i g,_ j k×P within a fixed-time interval is given as follows (Zhang et al., 1998; Davidson et al., 2009 ):
( | ) = p p Poisson( g,_ | g ( ), Δ) k gtL P _tL where g ( ) denotes the place field or spatial tuning curve for the c-th neuron, and ∆ denotes the temporal bin size. The likelihood was normalized between 0 and 1 (as probability) for all position bins. The maximum likelihood estimate (MLE) seeks to find the optimal estimate u such that
To extend the likelihood-based decoding to Bayesian decoding, we incorporated a temporal Gaussian prior conditional on the previously decoded position (Brown et al., 1998; Agarwal et al. 2014) .
LFP decoding based on optimal linear estimation (OLE).
We used the standard OLE method previously described before (Agarwal et al. 2014) . We assumed that the decoded variable can be linearly In all decoding methods, all LFP features were first averaged within each time bin and then Z-scored across all channels. We rescaled the OLE output between 0 and 1 via a softmax operation.
In addition, we considered incorporating the prior history of LFP activity (such as _9L ) as additional covariance in the linear regression estimator. However, this was at the cost of doubling computational complexity and potential overfitting.
In the open field, we mapped the two-dimensional position by replacing K von Mises basis functions with a set of two-dimensional Gaussian tiling (Agarwal et al., 2014) 
Where the vectors represents the animal's 2D position, and denotes the (diagonal or isotropic) covariance, and { ƒ } denotes the mean vectors of K Gaussians that tile the field. We used K=144 and temporal bin size of 300 ms for the open field environment.
LFP feature likelihood-based decoding. We designed a Gaussian likelihood-based decoder (i.e., noninformative prior) based on LFP features g~G aussian( g , g S )
where g S denotes the variance, and the mean g is represented by a sum of one or two-dimensional basis
The Gaussian log-likelihood function, denoted as ℒ, is written as LFP feature selection used for decoding. For each channel, we extracted the instantaneous LFP amplitude and phase at specific frequency bands. We systematically investigated the LFP features at the following frequency bands: theta (4-12 Hz), slow gamma (30-80 Hz), fast gamma (80-140 Hz), ripple (140-250 Hz), and ultra-high frequency (>300 Hz).
LFP decoding by imposing a sparsity constraint.
In the OLE method, the traditional linear least-squared (LS) regression method is subject to overfitting in the presence of high-dimensional features. To improve generalization and assist variable, we used a sparse Bayesian linear regression method based on variational Bayes (VB) and automatic relevance determination (ARD) (Bishop, 2016; Wu et al., 2016) . The mathematical details and MATLAB implementation are referred to (Drugowitsch et al., 2017) . We extended the multi-input single-output (MISO) regression problem to a multi-input multi-output (MIMO) regression problem. Finally, the VB inference produced the posterior mean and posterior variance of the individual parameter in = { •,ƒ }. For the purpose of variable selection, the parameter with a small mean and a small variance would be discarded. See Figure S10 for an illustration of encoding and decoding application.
Bayesian hidden Markov model (HMM) for unsupervised learning decoding analysis.
To discover latent structures of large-scale hippocampal population codes, we developed a HMM for analyzing hippocampal ensemble spike activity during spatial navigation and sleep Chen et al., 2016; Linderman et al. 2016) . In a basic HMM, we assumed that the latent state process follows a firstorder discrete-state Markov chain { _ } Î{1,2,···,Ns}, and the observations of neural activity at discrete time index t, follow a conditional probability distribution (conditioned on the latent state _ ). In the case of nonnegative features (either in the form of neuronal spike counts or multisite MUA features), we assumed a Poisson probability associated with associated tuning curve functions = { g } = i g,• j . The joint probability distribution of observed and latent variables are given by where = i •¤ j denotes an Ns -by-Ns state transition matrix, with Pij representing the transition probability from state i to j; = { • } denotes a probability vector for the initial state S1; yc,t denotes the number of spike counts from cell c within the t-th temporal bin (bin size: 100 ms during wake and 20 ms during ripples) and L:P = i g,_ j k×P denotes the time series of C-dimensional neural response vector. In the case of spike counts, we assumed the conditional probability distribution has a factorial form: ( _ | _ , ) = ∏ ( g,_ | g,¨© )
k gtL , which defined the products of conditionally independent Poisson distributions. We developed a Bayesian inference procedure to identify the unknown parameters { , , } and the latent state sequences {S1:T} . We further developed a Bayesian nonparametric version of the HMM, the hierarchical Dirichlet process-HMM (HDP-HMM), which extends the finite-state HMM with a nonparametric HDP prior, and inherits a great flexibility for modeling complex data (Linderman et al., 2016) .
The associated Markov chain Monte Carlo (MCMC)-based inference algorithm allowed us to infer the optimal model order Ns.
LFP feature resampling. In the HDP-HMM, the assumed observations were Poisson-distributed spike counts (nonnegative integers). Therefore, we need to adapt the likelihood model of the HMM to accommodate LFP-feature observations. In the case of nonnegative LFP features _ (e.g., derived from NMF operated on nonnegative MUA or LFPq power), we generated the same size of random samples from a desired Poisson distribution based on a rank-invariant resampling procedure (Honey et al., 2009) , and replaced the original samples with the ordered new samples (by keeping their rank or order unchanged).
We treated ª _ as the pseudo spike count observations and then repeated the same Bayesian inference procedure assuming a new Poisson likelihood (ª _ | _ , ) = ∏ ( « ¤,_ | ¤,¨© ) ¬ ¤tL
. For the real-valued Zscored LFP features, a similar resampling procedure was also employed. A schematic illustration of the resampling procedure is shown in Figure S7 . The choice of the mean statistic (say 10) in the new Poisson distribution was ad hoc, yet the final performance was robust with respect to a wide range of the Poisson mean statistic.
Identification of ripples and awake and sleep replay candidate events.
We first used the electromyography (EMG) and LFP for sleep staging. NREM sleep was primarily determined by the low EMG amplitude, high delta/theta power ratio, the presence of slow waves and sleep spindles in LFP activity.
REM sleep was determined by the low EMG amplitude and high theta/delta power ratio. SPW-Rs were identified based on a previously described method (Grosmark and Buzsaki, 2016) . The integrated power of the filtered LFP signal was calculated in a sliding window for each electrode. To identify the candidate events of memory replay during immobility and NREM sleep (Figure 2A) , we used a combined criterion of hippocampal LFP amplitude at ripple band (140-250 Hz) and total spike count (threshold >mean+3 SD).
For visual inspection, we computed the spectrogram to assist identification. Time-frequency analysis was done using the established multitaper method (Chronux; http://chronux.org/). We selected subsets of candidate events during immobility (in the maze or sleep box) and post-NREM periods for MUA or clustered spike-based decoding analysis. and prediction of animal's future spatial decision-making Figure 5A for schematic illustration). We assessed the "mode" of decoded L vs. R-turn trajectories and determined the prediction outcome based on their sums of weighted scores---the one with a higher cumulative sum was deemed the winner. The score at each time point was weighted with a slow decay from the future to the past. For instance, we used a linear decay vector [1, 0.9, 0.8, 0.7, 0.6], by imposing a larger weight on the future predicted outcome (yet the ultimate prediction outcome was insensitive to the exact values in the decay vector). To assess the prediction accuracy, we conducted 10-fold cross-validation. In addition, we ran 1,000
Prospective decoding
Monte Carlo runs (by randomly selecting 90% training trials in each run) and reported the mean±SD classification accuracy. As control for each strategy, we also performed 1,000 random shuffles and computed the chance-level accuracy.
Furthermore, we trained a linear support vector machine (SVM) classifier (Bishop, 2006) 
Real-Time Decoding
Real-time MUA decoding based on the OLE method. Our real-time MUA decoding operation consisted of three steps.
Step 1: Broadband voltage signals were filtered (>300 Hz) in data acquisition hardware. In real-time processing, we used a causal, low-latency 5 th -order Butterworth finite-impulse response (FIR) filter.
Step 2: In the memory buffer (20 ms during ripples and 100 ms during run), multichannel LFP signals were processed by a Hilbert transform in parallel (using multi-core CPU), and instantaneous LFP amplitude features were computed. The memory was constantly updated in time.
Step 3 
Real-time significance assessment of decoded memory replay. An important step in analyzing online
hippocampal memory replay is to assess the statistical significance of decoded spatial trajectory (Hu et al., 2018) . To assess the significance of the MUA decoding result, we ran shuffle analyses. To accommodate the real-time computation, we performed and saved two types of pseudorandom shuffles (i.e., channel order shuffle by permutating columns and receptive field shuffle by circular-shifting each column) in advance and directly applied those in online decoding.
We used Hilbert transform to computed the LFP amplitude at ripple band (140-250 Hz) for a preselected channel that shows the largest ripple amplitude, and then compared ripple band amplitude with a predetermined threshold (e.g., mean+SD) to detect the onset of candidate event (Figure 6D) . Since the decoding speed is ultrafast, we used a "decode-as-you-go" strategy. Specifically, we calculated >300 Hz high-passed amplitudes features (MUA) for all recording channels and continuously decoded the content for each time bin. But the significance assessment of the candidate event was only ran after the length of event above 3 bins. Once the significance assessment is started, we ran 2,000 (1,000 for each type of shuffle operation) random shuffle decoding analysis for the whole event at each time step and computed the Monte Carlo P-value (based on the distance correlation measurement). After the P-value is calculated, we update the cumulative score as follows
where i denotes the time bin index, and Â = 0 at the time of event onset. Once the online cumulative score was above a predetermined threshold (e.g., −3log (0.01) used in our current analyses), the event was deemed statistically significant and we reset the cumulative score to be 0. All analyses were first implemented in MATLAB scripts and then optimized in C/C++ code.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical assessment of decoding. During maze run (velocity threshold: 5-15 cm/s depending on the spatial environment), we evaluated the decoding accuracy by the absolute error between the animal's actual position and the decoded position: | D@Ä8 − u Å8AE:Å8 | (where u Å8AE:Å8 was derived from a specific decoding strategy using either clustered spikes, MUA or LFP-based features). We used 10-fold crossvalidation to assess the median decoding error, and computed the bootstrapped standard deviation (SD).
During ripple events, we computed the distance correlation (Liu et al., 2018) , and then computed 2,000 random shuffles for each event to derive the Z-score statistic or Monte Carlo P-value. For spikebased likelihood decoding, we used cell identity shuffling and receptive field shuffling; for MUA decoding, we used channel order shuffling and linear map shuffling (with respect to the rows of matrix V from the OLE). Among different types of shuffling operations, we used the worst Z-score or Monte Carlo P-value as the final shuffle statistics.
Region-specific assessment of decoding. High-density silicon probes enabled us to record multiple regions (e.g., CA1, CA3, dental gyrus) or layers of the hippocampus. To assess the region-specific contribution to specific decoding strategy, we first split the channels according to their implanted anatomical regions (Figure S3) . To control the imbalance of channel counts between regions, we randomly selected the matched number of channels from other regions and repeated the same decoding analysis. We repeated the random selection for 1,000 times and compared their Monte Carlo statistics.
DATA AND SOFTWARE AVAILABILITY
All data needed to evaluate the conclusions in the paper are present in the paper and/or the supplementary materials. Some datasets included in this study are publicly available at https://crcns.org/data-sets/hc/ or are available upon request. Custom MATLAB and Python scripts can be downloaded from www.cn3lab.org/software.html.
Figure 1. Spatial Distributed Hippocampal Recordings Encode Rat Position during Maze Running
(A) Illustration of processing raw voltage traces of hippocampal recordings into three different signals: clustered spikes (red), filtered LFP at theta band (blue), and high-pass filtered signal (>300 Hz, green).
(B) Comparison of rat's decoded movement trajectory on a circular track (Dataset 1) based on three different signals derived from (A): clustered spikes (red), demodulated LFP theta (referred to as LFPq, amplitude plus phase, blue), high-pass filtered (>300 Hz) LFP amplitude (referred to as MUA, green). The rat's position is marked by the black line. In all illustrations, we used an OLE method trained by sparse Bayesian regression. (C) MUA decoding strategy (green: 20 ms; blue: 100 ms bin size) with respect to the number of channels, N. In the computer simulations, the linear mapping was assumed of dimensionality N´145 for a 1D environment with 145 spatial bins. Horizontal green and blue dotted lines mark 20 ms and 100 ms, respectively. Signals were down-sampled (up to 1,250 Hz) and high-pass filtered (>300 Hz) prior to computation. Shaded areas correspond to the SD from 1,000 realizations.
(D) Illustration of online detection and assessment of rat hippocampal memory replay (Dataset 1). First, given the raw extracellular voltage trace (1st row), we identified the onset of candidate event using a threshold criterion based on the ripple band amplitude (2nd row). Next, we continuously decoded "spatial trajectory" from hippocampal MUA at each time bin (20 ms bin size; 3rd row). Once the duration of candidate event was more than 3 bins, the significance of decoded "spatial trajectory" was assessed using online shuffling statistics (4th row). The Monte Carlo P value was computed based on distance correlation (red).
An accumulative score (blue) was computed as we continuously updated the assessment if P<0.05 (red horizontal dashed line). Finally, a significance decision for spatial memory replay was made when the accumulative score was above a threshold (blue horizontal dashed line). The accumulative score was set to 0 at the detection onset and reset to 0 when the cumulative score threshold was reached. The computation time for online evaluation at each temporal bin is shown in the last row. In each session, we ran 1,000 Monte Carlo runs to compute the mean and SD statistics of 10-fold cross-validation for correct and incorrect trials. Shuffled statistics were also computed for each method and shaded area represents the SD derived from 1,000 random samples. 
