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Abstract
We present a general tabu search iterative algorithm to solve abstract problems on metric spaces. At each iteration, if the current
solution turns out to be unacceptable then a neighborhood of unacceptable solutions is determined and excluded for further explo-
ration, in such a way that, under mild assumptions, an acceptable solution is asymptotically reached. Thus our algorithm makes
a crucial use of memory to avoid visiting unacceptable solutions more than once. We also present a specialization of our general
method to the computation of fixed points.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we analyze abstract problems consisting in finding a point in a given subset of a metric space. We
assume that the set of acceptable solutions is unknown a priori but that it is possible to test whether a given element
belongs to it or not. We propose an iterative scheme in which a sequence of points is visited in the search of an
acceptable point; if such a point is reached, the algorithm terminates as the problem has been satisfactorily solved.
Otherwise the algorithm proceeds indefinitely but we prove that, under mild assumptions, it converges to an acceptable
solution. We assume that when, at an iteration, the visited point turns out to be unacceptable then it is possible to
determine a neighborhood of the point consisting of unacceptable points. Then such a neighborhood is removed
from the exploration set, so that no point in this neighborhood, including the last visited point, will ever be visited.
We emphasize that our proposed scheme crucially relies on memory, as it allows for a permanent deletion from
the exploration set of regions that the algorithms identifies as consisting entirely of unacceptable points. Thus our
* Corresponding author.
E-mail address: juanenrique.martinez@uab.es (J.E. Martínez-Legaz).
1 Partial support by the Ministerio de Ciencia y Tecnología, Project MTM2005-08572-C03-03, and by the Barcelona Economics Program of
XREA is gratefully acknowledged. This work has been carried out during several stays I have made at GREQAM; I am grateful to the LEA
“Quantitative Economics and Theory of Choice” and to the Université de la Méditerranée for the support received.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.05.054
J.E. Martínez-Legaz, A. Soubeyran / J. Math. Anal. Appl. 338 (2008) 620–627 621algorithm is in the spirit of the well-known tabu search methods in optimization, which are mainly used to solve
problems of a combinatorial nature (see the classical book [3]).
We illustrate our method with an application to the search of fixed points of mappings from a metric space into
itself. Other possible applications, which we will not discuss in this paper, include the solution of global optimiza-
tion problems; however a direct application of our method to a global optimization problem is only possible in the
restrictive case when the optimal value is known or, more generally, when testable global optimality conditions are
available.
In Section 2 we introduce the notion of tabu search mapping and propose a general algorithmic scheme based on
this notion for solving abstract problems in metric spaces. We also provide a convergence result under a compactness
assumption. In Section 3 we specialize our algorithm to the computation of fixed points of continuous mappings from
a metric space into itself, assuming that a modulus of continuity for the given mapping is available. Section 4 deals
with the particular case of Lipschitzian mappings, in which the general algorithm considered in Section 3 is slightly
improved. Finally, in Section 5 we consider the special case of contraction mappings and show that for such mappings
our algorithmic scheme includes, as a particular case, Banach algorithm; since our method allows for other choices
than the standard Banach iteration, the convergence result we obtain is a generalization of the Banach fixed point
theorem (except in that we need the additional assumption that the space is compact).
For the basic concepts and results about metric spaces that we will use, we refer to [1].
2. Tabu search mappings and algorithms
In this section we consider a very simple abstract problem and propose a general tabu search scheme for solving it.
We define our abstract problem as a pair ((X,d),A) consisting of a nonempty metric space (X,d) of feasible points
and a closed set A ⊂ X of acceptable solutions, which are unknown a priori. So the abstract problem ((X,d),A) is to
be interpreted as that of finding a point in A.
To each unacceptable point x ∈ X \ A we associate an open set N(x). We interpret this set as consisting of those
points that we are certain not to be acceptable after realizing that x is not acceptable. If x ∈ A, we set N(x) = ∅.
Once a feasible point x is reached, two cases may happen. The first case occurs when x turns out to be acceptable:
x ∈ A and N(x) = ∅. We will impose the mapping N : X → 2X to satisfy the condition that N(x) = ∅ implies x ∈ A
(otherwise we would not be able to reject a point x, that is, to decide that x /∈ A, just by knowing that N(x) = ∅).
The second case occurs when the point x is discovered to be unacceptable; one then has x ∈ N(x) and we also learn
that the whole neighborhood N(x) of x is not acceptable. This means that if Ft ⊂ X is the subset of not yet rejected
points at iteration t of the algorithm we will propose, at iteration t + 1 the subset of not yet rejected points will be
Ft+1 = Ft \ N(x). At the initial step of the algorithm, the set of not yet rejected points is F0 = X. One thus has the
inclusions F0 ⊃ · · · ⊃ Ft ⊃ Ft+1 ⊃ A, with xt ∈ Ft for each t = 0,1,2, . . . , t . We formalize this ideas by introducing
the notion of tabu search mapping, on which our algorithm will be based.
Definition 1. Let (X,d) be a nonempty metric space and A ⊂ X. A tabu search mapping for the abstract problem
((X,d),A) is any mapping N : X → 2X with open images satisfying
(i) x ∈ A ⇒ N(x) = ∅.
(ii) x /∈ A ⇒ x ∈ N(x) ⊂ X \ A.
We assume that we have available a tabu search mapping N : X → 2X such that, after visiting a feasible point
x ∈ X, one can easily compute N(x). In this way we learn that either x is acceptable, N(x) = ∅, or else that there is
an open neighborhood N(x) of x that does not contain any acceptable solution. We will use the function rN : X →R+
given by rN(x) = d(x,X \ N(x)) as a measure of the degree of unacceptability of points in X. Notice that rN(x) = 0
if and only if x ∈ A. In fact, rN(x) is the distance to the closest point to x that is not rejected at x. In the special case
when the rejected sets are balls, rN(x) is greater than or equal to the radius of N(x). We will assume that the function
rN satisfies the following mild continuity condition:
If x is a cluster point of X and lim rN(x) = 0 then rN(x) = 0. (1)
x→x
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of rN that vanishes only on A. Obviously, this condition holds if and only if the lower semicontinuous hull of rN
(that is, the largest lower semicontinuous minorant of r) vanishes only on A; in particular, it holds if rN is lower
semicontinuous. Thus, by [1, Chapter 4, Section 8, Theorem 4] one has
Proposition 2. Let (X,d) be a nonempty metric space, A ⊂ X and let N : X → 2X be a tabu search mapping for the
abstract problem ((X,d),A). If X is compact and the mapping
X → 2X
x 	→ X \ N(x)
is upper semicontinuous then rN is lower semicontinuous and therefore condition (1) holds.
Relative to a tabu search mapping N : X → 2X , we define the following tabu search algorithm:
(TS)N
Step 0. Set t = 0 and Ft = X.
Step 1. If Ft = ∅, then A = ∅. Stop.
Step 2. If Ft 
= ∅, choose xt ∈ Ft .
Step 3. If N(xt ) = ∅, then xt ∈ A. Stop.
Step 4. If N(xt ) 
= ∅, define Ft+1 = Ft \ N(xt ). Increase t by 1 and go to Step 1.
We have the inclusions F0 ⊃ · · · ⊃ Ft ⊃ Ft+1 ⊃ A, with xt ∈ Ft for each t = 0,1,2, . . . . Indeed, the inclusion
Ft+1 ⊃ A follows from the fact that N(xt ) ⊂ X \ A for all x ∈ X. This inclusion guarantees that if (TS)N stops at
Step 1 then A = ∅. Since N is also assumed to satisfy N(x) = ∅ only for x ∈ A, we are also certain that (TS)N yields
an acceptable solution if it stops at Step 3. The case when (TS)N does not stop is considered next:
Theorem 3. Let (X,d) be a nonempty metric space, A ⊂ X and let N : X → 2X be a tabu search mapping for the
abstract problem ((X,d),A), such that rN satisfies (1).
If (TS)N does not stop then every limit point of the sequence {xt } generated by (TS)N belongs to A; if, in addition,
X is compact then rN(xt ) → 0.
Proof. Suppose that x is a limit point of {xt }, so that x = limxtk for some subsequence {xtk }. Notice that x 
= xtk
for each k (since xtl ∈ Ftl ⊂ Ftk = X \ N(xtk ) for l > k), so that x is a cluster point of X, too. For every k one
has xtk+1 ∈ Ftk+1 ⊂ Ftk+1 = Ftk \ N(xtk ) ⊂ X \ N(xtk ), and hence d(xtk , xtk+1)  d(xtk ,X \ N(xtk )) = rN(xtk )  0.
Therefore, given that d(xtk , xtk+1) tends to 0 (as {xtk } converges), it follows that rN(xtk ) tends to 0, too, which, by (1),
implies that rN(x) = 0, i.e. x ∈ A.
If X is compact then rN , being nonnegative and majorized by the continuous function x 	→ d(x,A), is bounded,
and hence to prove that rN(xt ) tends to 0 it suffices to prove that any convergent subsequence rN(xtk ) tends to 0. But{xtk } has a convergent subsequence {xtkl }, which tends towards some x ∈ A. We thus have 0  limk→∞ rN(xtk ) =
limk→∞ rN(xtkl ) limk→∞ d(xtkl ,A) = d(x,A) = 0. 
According to the preceding theorem, three cases may occur. One of them is that at some iteration t we learn that
the feasible set Ft is empty, which implies that the acceptable set A is empty, too. The most fortunate possibility
corresponds to the case when at some iteration we obtain an acceptable solution. If none of these two cases occur, the
process does not stop and then we can always expect to improve our current solution. Indeed, in this case, in spite of
the fact that convergence is not guaranteed even if the space is compact, we know that every convergent subsequence
has its limit point in the acceptable set; in other words, we are not following a wrong path. The need to consider
a subsequence to get convergence means that one may have to disregard infinitely many points visited during the
process. Surprisingly, convergence does not require large rejected sets N(xt ), as our theorem does not contain any
assumption on their size; thus we get convergence of a subsequence (under compactness) even if we reject a very
small set at each iteration. Moreover, compactness also ensures that the degree of unacceptability tends to zero, so that
a sufficiently advanced iterate has a degree of unacceptability as little as we are ready to tolerate.
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nonempty.
Proof. We have F0 = X 
= ∅. Thus either (TS)N stops at some xt ∈ A or else it generates a sequence {xt }, which, X
being compact, must have some limit point x ∈ X. According to Theorem 3, x ∈ A. 
Corollary 5. Under the assumptions of Theorem 3, if (TS)N does not stop, X is compact and A is a singleton, A = {a},
then the sequence {xt } generated by (TS)N converges to a.
Proof. It suffices to observe that, according to Theorem 3, a is the unique limit point of {xt }. 
3. A tabu search algorithm for computing fixed points
The aim of this and the following sections is to specialize our general tabu search scheme to the computation of
fixed points of continuous mappings from a metric space into itself.
Let (X,d) and (X′, d ′) be metric spaces and f : X → X′ be a mapping. We recall that η : X × (0,+∞) →
(0,+∞] is called a modulus of continuity for f if for every ε > 0 and x, y ∈ X such that d(x, y) < η(x, ε) one has
d ′(f (x), f (y)) < ε. Clearly, the existence of a modulus of continuity for f is equivalent to the continuity of f. Indeed,
if f is continuous then one can define a modulus of continuity η by
η(x, ε) = inf{d(x, y): y ∈ X, d ′(f (x), f (y)) ε};
continuity of f at x ∈ X guarantees that η(x, ε) > 0 for all ε > 0. One can easily check that η is nondecreasing in ε and
is the (pointwise) largest modulus of continuity of f. In fact, it is not hard to prove that η : X × (0,+∞) → (0,+∞]
is a modulus of continuity for f if and only if η η. The following result and its surprisingly simple proof, which we
reproduce here with a slightly different presentation, is due to G. De Marco:
Proposition 6. (See [2].) Let (X,d) and (X′, d ′) be metric spaces and f : X → X′ be a continuous mapping. There
is a modulus of continuity η : X × (0,+∞) → (0,+∞) for f that satisfies the following conditions:
(i) η is Lipschitzian2 with constant 1, the space X × (0,+∞) being endowed with the box metric d ′′ defined by
d ′′((x, ε), (x′, ε′)) = max{d(x, x′), |ε − ε′|};
(ii) η is nondecreasing in its second argument.
Proof. Define η by
η(x, ε) = inf
u∈X,v∈X max
{
d(x,u), d(x, v), ε − d ′(f (u), f (v))}.
Let us first observe that η is well defined, that is, it takes only strictly positive values. Let (x, ε) ∈ X × (0,+∞) and
take δ > 0 such that d ′(f (x), f (y))  ε3 for every y ∈ X satisfying d(x, y) < δ. Then if u ∈ X and v ∈ X are
such that d(x,u) < δ and d(x, v) < δ, one has d ′(f (u), f (v))  d ′(f (x), f (u)) + d ′(f (x), f (v)) < 2ε3 , and hence
ε − d ′(f (u), f (v)) > ε3 . This proves that, for every u ∈ X and v ∈ X, max{d(x,u), d(x, v), ε − d ′(f (u), f (v))} 
min{δ, ε3 }; therefore η(x, ε)min{δ, ε3 } > 0.
To prove (i) observe that, for any u,v ∈ X, the functions (x, ε) 	→ d(x,u), (x, ε) 	→ d(x, v) and (x, ε) 	→
ε−d ′(f (u), f (v)) are Lipschitzian with constant 1 on X× (0,+∞) and recall that the class of Lipschitzian functions
with a given constant is closed under pointwise suprema and infima.
Condition (ii) is obvious. 
There is no loss of generality in assuming that a modulus of continuity, besides being Lipschitzian with constant 1
and nondecreasing in its second argument, satisfies ηˆ(x, ε)  ε for every x ∈ X and ε > 0, since one can define
ηˆ : X × (0,+∞) → (0,+∞) by ηˆ(x, ε) = min{η(x, ε), ε}, with η : X × (0,+∞) → (0,+∞) as in the statement of
2 At the beginning of the next section we recall the well-known definition of the notion of Lipschitzian mapping.
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but will use only continuity in the first argument (rather than the joint Lipschitz condition).
Theorem 7. Let (X,d) be a metric space, f : X → X be a continuous mapping, ε  0, and suppose that the set
Fε(f ) =
{
x ∈ X: d(f (x), x) ε}
is nonempty. If η : X × (0,+∞) → (0,+∞) is a modulus of continuity for f that is continuous in its first argument
and satisfies η(x, ε) ε for every x ∈ X and ε > 0 then
d
(
x,Fε(f )
)
 η
(
x,
1
2
(
d
(
x,f (x)
)− ε)
)
for all x ∈ X (2)
(here and in the sequel we use the convention η(x, t) = 0 if t  0).
Therefore, if the set A of acceptable solutions consists of the fixed points of f, A = F0(f ), the mapping N : X → 2X
defined by
N(x) =
{∅ if x ∈ A,
B(x, r(x)) if x /∈ A,
B(x, r(x)) denoting the open ball with center x and radius
r(x) = η
(
x,
1
2
d
(
x,f (x)
))
, (3)
is a tabu search mapping for the abstract problem ((X,d),A); moreover, the function rN satisfies condition (1).
Hence, if η is nondecreasing in its second argument and (TS)N does not stop then every limit point of the sequence
{xt } generated by (TS)N is a fixed point of f ; if, in addition, X is compact then d(xt , f (xt )) → 0.
Proof. Let x ∈ X \ Fε(f ). By definition,
d
(
x,Fε(f )
)= inf{d(x, y): y ∈ Fε(f )}.
Let y ∈ X be such that d(x, y) < η(x, 12 (d(x,f (x)) − ε)). We have
d
(
x,f (x)
)
 d(x, y) + d(y,f (y))+ d(f (y), f (x))
< η
(
x,
1
2
(
d
(
x,f (x)
)− ε)
)
+ d(y,f (y))+ 1
2
(
d
(
x,f (x)
)− ε)
 1
2
(
d
(
x,f (x)
)− ε)+ d(y,f (y))+ 1
2
(
d
(
x,f (x)
)− ε)
= d(x,f (x))− ε + d(y,f (y)),
and hence d(y,f (y)) > ε, i.e. y /∈ Fε(f ). This proves (2).
We will now show that, if η is nondecreasing in its second argument, rN satisfies (1). Assume that x is a cluster
point of X such that limx→x rN(x) = 0, and let ε > 0. One has x = limxk for some sequence {xk} ⊂ X \ {x}. If
some subsequence of {xk} is contained in A then, as A is closed, x ∈ A, that is, rN(x) = 0. So we can assume
that xk /∈ A for every sufficiently large k. Since lim(rN(xk) − η(xk, 12ε)) = −η(x, 12ε) < 0, for k large enough one
has η(xk, 12d(xk, f (xk))) = r(xk)  rN(xk) < η(xk, 12ε), and hence, as η is nondecreasing in its second argument,
d(xk, f (xk)) < ε. Therefore, by continuity, d(x,f (x))  ε. Since ε is an arbitrary positive number, it follows that
d(x,f (x)) = 0, i.e., x ∈ A or, equivalently, rN(x) = 0. We have thus proved the claim that rN satisfies (1). Therefore,
by Theorem 3, every limit point of the sequence {xt } generated by (TS)N belongs to A.
To finish the proof assume, towards a contradiction, that d(xt , f (xt )) does not converge to 0, that is, that there is a
positive number ε and a subsequence {xtk } of {xt } such that d(xtk , f (xtk )) 2ε for every k. Since η is nondecreasing
in its second argument and strictly positive, using again Theorem 3 we get 0 < η(xtk , ε) η(xtk , 12d(xtk , f (xtk ))) =
r(xtk )  rN(xtk ) → 0, and hence η(xtk , ε) → 0. But, since X is compact, {xtk } has a further subsequence {xtkl } that
converges to some point x ∈ A. Given that η is continuous in its first argument, this yields the contradiction 0 =
limη(xtk , ε) = limη(xtkl , ε) = η(x, ε) > 0. 
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not stop, X is compact and f has a unique fixed point a then the sequence {xt } generated by (TS)N converges to a.
We want to emphasize that in the case the preceding results deal with, that is, when the acceptable solutions
are the fixed points of a continuous mapping f , our algorithm (TS)N is different from the typical iteration process
xt+1 = f (xt ). Notice that, in case of existence, our algorithm always converges to a fixed point of f while the iteration
process need not converge. The inefficiency of the iteration process in case of nonconvergence lies therefore in the
fact that at some iteration it visits some point which was known to be nonacceptable at some previous iteration. The
inefficiency of the iteration process in the search of fixed points and the need to modify it to get convergence is known
since long time ago (see, e.g., [4]).
Recall that a mapping f : X → X′ between two metric spaces is uniformly continuous when it has a modulus
of continuity η : X × (0,+∞) → (0,+∞] that does not depend on its first argument, that is, η(x, ε) depends only
on ε. In this case the function ω : (0,+∞) → (0,+∞] defined by ω(ε) = η(x, ε) is said to be a modulus of uniform
continuity for f. The (pointwise) largest modulus of uniform continuity ω of f is given by
ω(ε) = inf{d(x, y): d ′(f (x), f (y)) ε}.
Clearly, ω is nondecreasing; moreover, ω : (0,+∞) → (0,+∞] is a modulus of uniform continuity for f if and only
if ω  ω. Notice that any modulus of uniform continuity, when regarded as a function of both x and ε, obviously
satisfies the continuity assumption required in Theorem 7. The same argument used above shows that there is no loss
of generality in assuming that a modulus of continuity ω is nondecreasing and satisfies ω(ε) ε for every ε. Thus, in
the case when f : X → X is uniformly continuous, Theorem 7 and Corollary 8 remain valid and meaningful if they
are restated in terms of a modulus of uniform continuity in place of a modulus of continuity.
4. Computing fixed points of Lipschitzian mappings
The applicability of the results of the preceding section requires knowing a modulus of continuity of f satisfying
suitable properties, as the construction of rejected balls uses this information. Though this may be difficult in general,
one often deals with Lipschitzian mappings with a known Lipschitz constant. In this case a simple appropriate modulus
of continuity is at hand. We recall that a mapping f : X → X′ between two metric spaces (X,d) and (X′, d ′) is said
to be Lipschitzian with constant C  0 if d ′(f (x), f (y)) Cd(x, y) for every x, y ∈ X. Clearly, this is equivalent to
saying that the function ωˆ : (0,+∞) → (0,+∞) given by ωˆ(ε) = ε
C
is a modulus of uniform continuity for f. Thus
in this case we can apply Theorem 7 with the modulus of continuity η defined by η(x, ε) = ε
max{C,1} . By doing so, (2)
can be written as
d
(
x,Fε(f )
)
 1
2 max{C,1}
(
d
(
x,f (x)
)− ε) for all x ∈ X,
and we can define a tabu search mapping N : X → 2X by
N(x) =
{∅ if x ∈ A,
B(x, r(x)) if x /∈ A,
with B(x, r(x)) denoting the open ball with center x and radius r(x) = 12 max{C,1}d(x,f (x)). In the case when C > 1,
the following theorem gives a sharper lower bound for the distance function to the set of approximate fixed points
of f and provides a larger rejection mapping:
Theorem 9. Let (X,d) be a metric space, f : X → X be a Lipschitzian mapping with constant C, and suppose that
the set
Fε(f ) =
{
x ∈ X: d(f (x), x) ε}
is nonempty. Then
d
(
x,Fε(f )
)
 1
(
d
(
x,f (x)
)− ε) for all x ∈ X. (4)
1 + C
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defined by
N(x) =
{∅ if x ∈ A,
B(x, r(x)) if x /∈ A,
B(x, r(x)) denoting the open ball with center x and radius
r(x) = 1
1 + C d
(
x,f (x)
)
,
is a tabu search mapping for the abstract problem ((X,d),A); moreover, the function rN satisfies condition (1).
Hence, if (TS)N does not stop then every limit point of the sequence {xt } generated by (TS)N is a fixed point of f ; if,
in addition, X is compact then d(xt , f (xt )) → 0.
Proof. Let x ∈ X \ Fε(f ). By definition,
d
(
x,Fε(f )
)= inf{d(x, y): y ∈ Fε(f )}.
For every y ∈ Fε(f ) we have
d
(
x,f (x)
)
 d(x, y) + d(y,f (y))+ d(f (y), f (x)) d(x, y) + ε + Cd(y, x)
= ε + d(1 + C)d(x, y),
and hence d(x, y) 11+C (d(x,f (x)) − ε); therefore (4) holds.
To prove that rN satisfies condition (1), let x be a cluster point of X such that limx→x rN(x) = 0. As in the proof of
Theorem 7, we can assume that x = limxk for some sequence {xk} ⊂ X \ A. As 0 d(xk, f (xk)) = (1 + C)r(xk)
(1 + C)rN(xk) → 0, one has d(x,f (x)) = limk→∞ d(xk, f (xk)) = 0, so that x ∈ A, that is, rN(x) = 0. Using Theo-
rem 3 and the inequalities 0 d(xt , f (xt )) (1 + C)rN(xt ), the last assertion of the statement follows. 
Corollary 10. Let (X,d) and f be as in Theorem 9. If (TS)N does not stop, X is compact and f has a unique fixed
point a then the sequence {xt } generated by (TS)N converges to a.
5. Computing fixed points of contractions
Contractions are a very important class of Lipschitzian mappings. We recall that a mapping f : X → X from
a metric space (X,d) into itself is said to be a contraction if it is Lipschitzian with constant α < 1.
The next theorem shows that, when the acceptable set consists of the fixed points of a contraction, we can make
a more powerful rejection process than in the general Lipschitzian case, since then we are able to reject not only a ball
centered at x but also the complement of another larger ball, so that the feasible set at each iteration is obtained from
that at the previous one by making the intersection with an annulus.
Theorem 11. Let (X,d) be a complete metric space, f : X → X be a contraction with constant α and x be the fixed
point of f . For each x ∈ X, let
C(x) =
{
y ∈ X: 1 − α
1 + α d
(
x,f (x)
)
 d(x, y) 1
1 − α d
(
x,f (x)
)}
.
Then, for every x ∈ X,
(i) f t (x) ∈ C(x) for all t  1,
(ii) x ∈ C(x),
(iii) the following statements are equivalent:
(a) x = x,
(b) C(x) = {x},
(c) x ∈ C(x).
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d
(
x,f t (x)
)

t−1∑
k=0
d
(
f k(x), f k+1(x)
)

t−1∑
k=0
αkd
(
x,f (x)
)= 1 − αt
1 − α d
(
x,f (x)
)
 1
1 − α d
(
x,f (x)
)
.
Hence d(x, x)  11−α d(x,f (x)). For the same reason, since x is the fixed point of f t , which is a contraction of
constant αt , one has
d(x, x) 1
1 − αt d
(
x,f t (x)
)
 1
1 − αd
(
x,f t (x)
)
,
and hence d(x,f t (x)) (1 − α)d(x, x). On the other hand,
d
(
x,f (x)
)− d(x, x) d(x,f (x))= d(f (x), f (x)) αd(x, x),
so that d(x,f (x)) (1 + α)d(x, x), i.e. d(x, x) 11+α d(x,f (x)). Thus we obtain d(x,f t (x)) 1−α1+α d(x,f (x)).(ii) This is an immediate consequence of (i).
(iii) Implications (a) ⇒ (b) ⇒ (c) ⇒ (a) are obvious. 
Corollary 12. Let (X,d), f and a be as in Theorem 11. If the set A of acceptable solutions is the singleton of the fixed
point of f, the mapping N : X → 2X defined by N(x) = X \ C(x) is a tabu search mapping for the abstract problem
((X,d),A); moreover, the function rN satisfies condition (1). Hence, if (TS)N does not stop then every limit point of
the sequence {xt } generated by (TS)N is the fixed point of f ; if, in addition, X is compact then d(xt , f (xt )) → 0.
Proof. The proof is similar to that of Theorem 9, using Theorem 3 and the inequality rN(x) 1−α1+α d(x,f (x)). 
In the case when, as the preceding corollary suggests, we set N(x) = X\C(x), Theorem 11(i) shows that a possible
choice in Step 2 of (TS)N , for t > 0, is xt = f (xt−1). In fact, under this choice the well known Banach contraction
principle tells us that the sequence {xt } itself converges to the fixed point of f. Thus our algorithmic scheme (TS)N
includes, as a particular case, Banach algorithm; however our method is more general in that other choices than
xt = f (xt−1) are also possible in Step 2.
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