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Abstract. We prove that only finitely many j-invariants of elliptic curves with com-
plex multiplication are algebraic units. A rephrased and generalized version of this
result resembles Siegel’s Theorem on integral points of algebraic curves.
1. Introduction
A singular modulus is the j-invariant of an elliptic curve with complex multiplication;
we treat them as complex numbers in this note. They are precisely the values of Klein’s
modular function j : H ! C at imaginary quadratic arguments; here H denotes the
upper half-plane in C. For example, j(
p 1) = 1728. Singular moduli are algebraic
integers and their entirety is stable under ring automorphisms of C. We refer to Lang’s
book [12] for such classical facts.
At the AIM workshop on unlikely intersections in algebraic groups and Shimura va-
rieties in Pisa, 2011 David Masser, motivated by [2], asked if there are only finitely
many singular moduli that are algebraic units. Here we provide a positive answer to
this question.
Theorem 1. At most finitely many singular moduli are algebraic units.
Our theorem relies on several tools: Liouville’s inequality from diophantine approx-
imation, Duke’s Equidistribution Theorem [9], its generalization due to Clozel-Ullmo
[5], and Colmez’s lower bound for the Faltings height of an elliptic curve with complex
multiplication [6] supplemented by work of Nakkajima-Taguchi [14].
A numerical computation involving sage reveals that no singular modulus of degree
at most 100 over the rationals is an algebraic unit. There may be no such units at all.
Currently, there is no way to be sure as Duke’s Theorem is not known to be e↵ective.
Below, we formulate and prove a general finiteness theorem reminiscent of Siegel’s
Theorem on integral points on curves. We will see in particular that there are only finitely
singular moduli j such that j+1 is a unit. Now there are examples, as j((
p 3+1)/2) = 0
is a singular modulus.
Suppose that X is a geometrically irreducible, smooth, projective curve defined over
a number field F . We write F [X r C] for the rational functions on X that are regular
outside of a finite subset C of X(F ). Let OF be the ring of algebraic integers of F . A
subset M ⇢ X(F )rC is called quasi-integral with respect to C if for any f 2 F [XrC]
there exists   2 F r {0} such that  f(M) ⇢ OF . By clearing denominators one sees
that quasi-integral sets remain so after adding finitely many F -rational points. Siegel’s
Theorem, cf. Chapter 7 [16], states that a quasi-integral sets is finite if C 6= ; and the
genus of X is positive, or if the cardinality #C of C is at least 3.
2010 Mathematics Subject Classification. 11G18 (primary), and 11G50, 11J86, 14G35, 14G40
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Our extension of Theorem 1 deals with the question of finiteness for quasi-integral
sets of special points on modular curves. Special points generalize singular moduli, we
provide a definition for them below. Only finitely many singular moduli are rational
over a fixed number field. Thus we adapt the notion of quasi-integrality in the following
way. Let F be an algebraic closure of F and OF the ring of algebraic integers in F .
We again work with a finite set C ⇢ X(F ). A subset M ⇢ X(F ) r C is called quasi-
algebraic-integral with respect to C if for all f 2 F [X r C] there is   2 F r {0} such
that  f(M) ⇢ OF .
Let us recall some classical facts about modular curves. Let   be a congruence sub-
group of SL2(Z), i.e.   contains the kernel of the reduction homomorphism SL2(Z) !
SL2(Z/NZ) for an N   1. Then   acts on H, as does any subgroup of SL2(R), by frac-
tional linear transformations. The quotient H/  can be equipped with the structure of
an algebraic curve Y  defined over a number field F . This algebraic curve has a natural
compactification X , which is a geometrically irreducible, projective, smooth curve over
F . The points of X  r Y  are called the cusps of Y . We remark that Y (1) = YSL2(Z) is
the a ne line, that the compactification is P1, and that there is a single cusp 1. The
natural map   : Y  ! Y (1) is algebraic. A point of Y (F ) is called special if it maps to
a singular modulus under  .
Theorem 2. Let   ⇢ SL2(Z) be a congruence subgroup and F ⇢ C a number field over
which Y  is defined. Let C ⇢ X (F ) be a finite set containing a point that is not a cusp
of Y . Any set of special points in Y (F ) that is quasi-algebraic-integral with respect to
C is finite.
We require C to contain a non-cusp for good reason. Indeed, as singular moduli
are algebraic integers, their totality is a quasi-algebraic-integral subset of Y (1)(Q) with
respect to C = {1}. We recover Theorem 1 from Theorem 2 on taking   = SL2(Z) and
C = {0,1}.
The proof of Theorem 2 relies on the same basic strategy as Theorem 1. However,
instead of the Liouville inequality we require David and Hirata-Kohno’s sharp lower
bound for linear forms in elliptic logarithms [7]. Earlier, Masser and others obtained
lower bounds in this setting after A. Baker’s initial work on linear forms in classical
logarithms.
Our theorems are reminiscent to M. Baker, Ih, and Rumely’s result [1] on roots of unity
that are S-integral relative to a divisor of Gm. Indeed, both finiteness results are based
on an equidistribution statement. However, the Weil height of a root of unity is zero,
whereas the height of a singular modulus can be arbitrarily large. Indeed, the quality of
Colmez’s growth estimate for the Faltings height plays a crucial role in our argument.
Moreover, finiteness need not hold in the multiplicative setting if the support of the
divisor consists of roots of unity. This is in contrast to Theorem 1 where the support
of the corresponding divisor is the singular modulus 0. Finally, our work considers only
the case where S consists only of the Archimedean places whereas M. Baker, Ih, and
Rumely also allow finite places.
Gross and Zagier [10] gave a formula for the norm of the j-invariant of certain elliptic
curves with complex multiplication. However, the author was unable to deduce the
finiteness statement in Theorem 1 from their result or from Dorman’s [8] extension.
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2. Unitary Singular Moduli
In this section c1, c2, . . . denote positive and absolute constants.
Let K be a number field. A finite place ⌫ of K is a non-Archimedean absolute value
that restricts to the p-adic absolute value onQ for some prime p. With this normalization
we have |p|⌫ = 1/p. The completion of K with respect to ⌫ is a field extension of degree
d⌫ of the completion ofQ with respect to the p-adic absolute value. Let J be an algebraic
number in a number field K. The absolute logarithmic Weil height of J , or just height
for short, is
h(J) =
1
[K : Q]
 X
 
logmax{1, | (J)|}+
X
⌫
d⌫ logmax{1, |J |⌫}
!
where   runs over all field embeddings   : K ! C and ⌫ runs over all finite places of
K. It is well-known that h(J) does not change when replacing K by another number
field containing J . For this and other facts on heights we refer to Sections 1.5 and 1.6
of Bombieri and Gubler’s book [4].
We state a height lower bound for singular moduli that follows easily from a result of
Colmez and of Nakkajima-Taguchi. See Poonen’s Lemma 3 [15] for a similar argument.
Lemma 1. Let J be a singular modulus attached to an elliptic curve whose endomor-
phism ring is an order with discriminant   < 0. Then
(1) h(J)   c2 log | |  c3.
Proof. We write   =  0f 2 where  0 < 0 is a fundamental discriminant and f is the
conductor of the endomorphism ring of E, an elliptic curve attached to j. In Corollaire
7 [6], Colmez proved (1) with h(J) replaced by the stable Faltings height of E when  
is a fundamental discriminant, i.e. if f = 1. For f > 1 Nakkajima and Taguchi [14]
found that one must add
1
2
log f   1
2
X
p|f
ef (p) log p
to the stable Faltings height; here the sum runs over prime divisors p of f and
ef (p) =
1   (p)
p   (p)
1  p n
1  p 1
if pn | f but pn+1 - f and  (p) is Kronecker’s symbol ( 0p ). Now
P
p|f ef (p) log p 
c1 log logmax{3, f} by the arguments in the proof of Lemma 4.2 [11]. Therefore, the
stable Faltings height of E is bounded from below logarithmically in terms of | 0f 2| =
| |.
Silverman’s Proposition 2.1 [17] allows us to replace the stable Faltings height by h(J)
at the cost of adjusting the constants. ⇤
Our strategy to prove Theorem 1 is as follows. Let J and   be as in Lemma 1.
Assume in addition that J is an algebraic unit. We will find an upper bound for h(J)
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that contradicts the previous lemma for su ciently large | |. This will leave us with
only finitely many   and hence finitely many J , as we will see.
The norm of J is ±1 and the finite places do not contribute to the height of the
algebraic integer J . Thus we can rewrite
(2) h(J) =
1
D
X
| (J)|>1
log | (J)| =   1
D
X
| (J)|<1
log | (J)|
where D = [Q(J) : Q] and where the sums run over field embeddings   : Q(J)! C.
For each   we have  (J) = j(⌧ ) for some ⌧  in the classical fundamental domain
F = {⌧ 2 H; Re(⌧) 2 ( 1/2, 1/2], |⌧ |   1 and Re(⌧)   0 if |⌧ | = 1}
of the action of SL2(Z) on H.
To bound the right-hand side of (2) from above we must control those conjugates  (J)
that are small in modulus. Let ✏ 2 (0, 1] be a parameter that is to be determined; the
ci will not depend on ✏. We define
⌃✏ = {⌧ 2 F ; |j(⌧)| < ✏}.
The field embeddings that contribute most to the height of J are in
 ✏ = {  : Q(J)! C; ⌧  2 ⌃✏}.
We estimate their number using equidistribution in the next lemma.
Lemma 2. We have # ✏  c6✏2/3D if D is su ciently large with respect to ✏.
Proof. Let µ denote the hyperbolic measure on F with total mass 1, i.e.
(3) µ(⌃) =
3
⇡
Z
x+yi2⌃
dxdy
y2
for a measurable subset ⌃ ⇢ F . Duke [9] proved that the ⌧  are equidistributed with
respect to µ as !  1 runs over fundamental discriminants. For general discriminants
equidistribution follows from a result of Clozel and Ullmo [5]. So |# ✏/D   µ(⌃✏)|! 0
as  !  1. To prove the lemma we will bound µ(⌃✏) in terms of ✏.
Let ⇣ be the unique root of unity in H of order 6; it is a zero of j. By Theorem 2,
Chapter 3 [12] Klein’s modular function has a triple zero at ⇣ and at ⇣2 and does not
vanish anywhere else on F , the closure of F in H. So ⌧ 7! j(⌧)(⌧   ⇣) 3(⌧   ⇣2) 3 does
not vanish on F . Now j has a pole at infinity and so |j(⌧)| > 1 if the imaginary part of
⌧ is su ciently large. Therefore
(4) |j(⌧)|   c4|⌧   ⇣|3|⌧   ⇣2|3   c4
8
min{|⌧   ⇣|, |⌧   ⇣2|}3
for all ⌧ 2 F with |j(⌧)|  1 where max{|⌧   ⇣|, |⌧   ⇣2|}   |⇣  ⇣2|/2 = 1/2 was used in
the second inequality. Because the imaginary part of an element in F is at least p3/2
we can use (3) to estimate µ(⌃✏)  c5✏2/3. ⇤
SINGULAR MODULI THAT ARE ALGEBRAIC UNITS 5
Using this lemma with (2) we can bound the height of J from above as
h(J) =   1
D
0@ X
| (J)|<✏
log | (J)|+
X
✏| (J)|<1
log | (J)|
1A
 c6✏2/3 max| (J)|<✏ log(| (J)|
 1) + | log ✏|.(5)
Soon we will use Liouville’s inequality from diophantine approximation to bound
|j(⌧ )| from below if   2  ✏. To do this we first require a bound for the height of
⌧ .
Lemma 3. Each ⌧  is imaginary quadratic and h(⌧ )  log
p| |.
Proof. We abbreviate ⌧ = ⌧  and decompose   =  0f 2 as in the proof of Lemma 1. The
endomorphism ring mentioned in the said lemma can be identified with Z + !fZ ⇢ C
where ! = (
p
 0+ 0)/2. This ring acts on the lattice Z+⌧Z. So there exist a, b, c, d 2 Z
with !f = a + b⌧ , !f⌧ = c + d⌧ and b 6= 0. We substitute the first equality into the
second one and obtain
(6) b⌧ 2 + (a  d)⌧   c = 0.
Of course, ⌧ is imaginary quadratic. We observe that !f is a root of T 2 (a+d)T+ad bc.
The discriminant of this quadratic polynomial is (a+d)2 4(ad  bc) = (! !)2f 2 =  .
Hence ⌧ = ( (a  d)±p )/2b and therefore |⌧ |2 = ((a  d)2 + | |)/(2b)2.
As ⌧ lies in F we have |Re(⌧)|  1/2. The second inequality implies |a   d|  |b|
and hence |⌧ |2  (b2 + | |)/(2b)2. By Proposition 1.6.6 [4] the value 2h(⌧) is at most
the logarithmic Mahler measure of bT 2 + (a   d)T   c. So 2h(⌧)  log(|b||⌧ |2) 
log(|b|/4 + | |/(4|b|)). The imaginary part of ⌧ is at least p3/2 and so |b|  p| |/3.
As x 7! x + | |/x is decreasing on [1,p| |] we conclude 2h(⌧)  log((1 + | |)/4) 
log | |. ⇤
Now we use Liouville’s inequality to bound the conjugates of J away from zero.
Lemma 4. We have log | (J)|    c8 log | | for any   : Q(J)! C.
Proof. We retain the notation of the proof of Lemma 2 and assume |⌧    ⇣|  |⌧    ⇣2|;
the reverse case is similar. According to (4) we have
(7) | (J)| = |j(⌧ )|   c7|⌧    ⇣|3.
We also remark ⌧  6= ⇣ since  (J) 6= 0 = j(⇣). Liouville’s inequality, Theorem 1.5.21 [4],
tells us
  log |⌧    ⇣|  [Q(⌧ , ⇣) : Q](h(⌧ ) + h(⇣) + log 2).
But ⌧  and ⇣ are imaginary quadratic, so [Q(⌧ , ⇣) : Q]  4. Moreover, h(⇣) = 0 as ⇣ is
a root of unity. The bound for h(⌧ ) from Lemma 3 yields
  log |⌧    ⇣|  4 log(2
p
| |).
The lemma now follows from | |   3 and (7). ⇤
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Proof of Theorem 1. We will see soon how to fix ✏ in terms of the ci. By a classical result
of Heilbronn and Hecke there are only finitely many singular moduli whose degree over
Q are bounded by a prescribed constant. So there is no loss of generality if we assume
that D is large enough as in Lemma 2.
We use the previous lemma to bound the first term in (5) from above. Thus
h(J)  c6c8✏2/3 log | |+ | log ✏|.
We fix ✏ to satisfy c6c8✏2/3 < c2/2 where c2 comes from the height lower bound in Lemma
1. With this choice we conclude that | | is bounded from above by an absolute constant.
By Lemma 3 and Northcott’s Theorem there are only finitely many possible ⌧  and thus
only finitely many possible J . ⇤
3. Proof of Theorem 2
We begin by stating a special case of David and Hirata-Kohno’s deep lower bound
for linear forms in n elliptic logarithms if n = 2 and when the elliptic logarithms are
periods.
Let E be an elliptic curve defined over a number field in C. We fix a Weierstrass
equation for E with coe cients in the said number field and a Weierstrass-} function
that induces a uniformization C! E(C). This is a group homomorphism whose kernel
!1Z+ !2Z is a discrete subgroup of C. We start numbering constants anew.
Lemma 5. Let d   1. There exists a constant c1 > 0 depending on E, d, the choice of
Weierstrass equation, and the choice !1,2 with the following property. Suppose ↵,   2 C
are algebraic over Q of degree at most d and max{1, h(↵), h( )}  logB for some real
number B > 0. If ↵!1 +  !2 6= 0, then
(8) log |↵!1 +  !2|    c1 logB.
Proof. This follows from Theorem 1.6 [7]. ⇤
In our application, logB from (8) will be approximately log | | and will compete di-
rectly with the logarithmic lower bound in Lemma 1. It is thus essential that David and
Hirata-Kohno’s inequality is logarithmic inB. A worse dependency such as c1(logB)(log logB)
would not su ce.
We further distill this result into a formulation adapted to our application.
Lemma 6. Suppose ⌘ 2 H such that j(⌘) is an algebraic number. There exists a constant
c2 > 0 which may depend on ⌘ with the following property. If ⌧ 2 H is imaginary
quadratic with max{1, h(⌧)}  logB for some real number B > 0 and if ⌧ 6= ⌘, then
log |⌧   ⌘|    c2 logB.
Proof. The algebraic number j(⌘) is the j-invariant on an elliptic curve as introduced
before Lemma 5. We may assume that the periods !1,2 satisfy ⌘ = !2/!1. As ⌧ 6= ⌘
the lemma above with ↵ = ⌧ and   =  1 implies log |⌧!1   !2|    c1 logB. We
subtract log |!1| and obtain log |⌧   ⌘|    c1 logB   log |!1|. This lemma follows with
an appropriate c2 as logB   1. ⇤
Let us suppose that  , F, and C are as in Theorem 2. We recall that   is the natural
morphism Y  ! Y (1) and may regard it as an element in the function field of X. We
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abbreviate X = X . In the following we enlarge F to a number field for which X(F )
contains C and all poles of  .
By hypothesis there is P0 2 C that is not a cusp of Y . We write J0 2 F for the value
of   at P0.
The Riemann-Roch Theorem provides a non-constant, rational function  2 F [X r
{P0}] that vanishes at the poles of  . As  is regular outside of P0, it must have a pole
at P0.
The functions   and   1 are algebraically dependent, i.e. there is an irreducible
polynomial R 2 F [U, V ] with R( ,  1) = 0. We observe degU R > 0.
Lemma 7. There exists a constant c5 2 (0, 1] which depends only on R with the following
property. Let K   F be a number field and | · | an absolute value on K that extends the
Archimedean absolute value on Q. If u 2 K and v 2 Kr{0} with R(u, v) = 0, |v| < c5,
and u 6= J0, then log |u  J0| < (log |v|)/(2 degU R).
Proof. In this proof c3,4 > 0 depend only on R. Let us write R = r0+(U   J0)r1+ · · ·+
(U   J0)ere where e = degU R with ri 2 F [V ] and re 6= 0.
By construction, the poles of   are among the poles of   1. So   and thus    J0 are
integral over the ring F [  1], see for example Theorem 10.4 [13]. Hence re is constant
and without loss of generality we may assume re = 1. Next we claim ri(0) = 0 if
0  i  e   1. If this were not the case, we could find J 00 6= J0 with R(J 00, 0) = 0. This
is impossible by our choice of  . Therefore,
R = V Q+ (U   J0)e
for some Q 2 F [U, V ] with degU Q  e  1.
Now let u and v be as in the hypothesis; we will see how to fix c5 2 (0, 1] below.
We have |u   J0|e = |vQ(u, v)| and |vQ(u, v)|  c3max{1, |u|}e 1 as |v|  1. If |u|  
max{1, 2|J0|}, then |u   J0|   |u|   |J0|   |u|/2 and so |u|e  2ec3|u|e 1. We find
|u|  2ec3. In this case |u  J0|e = |vQ(u, v)|  c4|v| for some c4   1. After adjusting c4
the same bound holds if |u| < max{1, 2|J0|}. We set c5 = c 24 and observe c4|v| < |v|1/2 if
|v| < c5. Thus |u J0|e  |v|1/2 < 1 and the lemma follows on taking the logarithm. ⇤
Let us now prove Theorem 2. For this we must verify that a set M ⇢ X(F ) of special
points that is quasi-algebraic-integral with respect to C is finite. By definition,M cannot
contain the pole of  and without loss of generality we may assume that M does not
contain its zeros either. Finally, we may assume that J0 62  (M). Say   2 F r {0} with
  (M) ⇢ OF . To simplify notation we replace   by  and adapt R accordingly.
We will use c6, c7, . . . to denote positive constants that may depend on  , F, C, and
M .
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Suppose P 2 M and let K ⇢ F be a number field containing F and the values
 (P ), (P ). Then
h( (P )) =
1
[K : Q]
X
| ( (P ))|>1
log | ( (P ))|
=
1
[K : Q]
0@ X
1<| ( (P ))|c 15
log | ( (P ))|+
X
| ( (P ))|>c 15
log | ( (P ))|
1A
   log c5 + 1
[K : Q]
X
| ( (P ))|>c 15
log | ( (P ))|;
as usual, the sums run over field embeddings   : K ! C. Say J =  (P ) 2 K, then
R(J, (P ) 1) = 0. We apply Lemma 7 to u = J and v =  (P ) to obtain
(9) h( (P ))  c6
0@1 + 1
[K : Q]
X
| (J J0)|<1
  log | (J   J0)|
1A .
We already saw that R is not divisible by a linear polynomial in the variable V . So
Proposition 5 [3] and R(J, (P ) 1) = 0 allow us to bound h(J) from above linearly in
terms of h( (P ) 1) = h( (P )). Together with (9) we get
h(J)  c7
0@1 + 1
[K : Q]
X
| (J J0)|<1
  log | (J   J0)|
1A
and so
(10) h(J)  c7
0@| log ✏|+ 1
[K : Q]
X
| (J J0)|<✏
  log | (J   J0)|
1A
for any ✏ 2 (0, 1/2].
The points in M are special, so J is a singular modulus. An elliptic curve attached to
J has complex multiplication by an order with discriminant   < 0. As in the previous
section, we will find an upper bound for | |.
For any embedding   : K ! C we fix ⌧  2 F with j(⌧ ) =  (J). We now proceed as
near (4) and apply Theorem 2, Chapter 3 [12]. If ✏ is su ciently small and if | (J J0)| <
✏, then
(11) | (J   J0)|  
8<: c8|⌧    ⌘ |
3 : if J0 = 0,
c8|⌧    ⌘ |2 : if J0 = 1728,
c8|⌧    ⌘ | : else wise.
for some ⌘  2 F with j(⌘ ) =  (J0). It is harmless that there are 2 choices for ⌘  on
the boundary of F . We note that ⌘  depends only on the base point J0 and that ⌧ 
is imaginary quadratic. Thus Lemma 6 and the height bound for ⌧  in Lemma 3 yield
log | (J   J0)|    c9 log | |. We use this inequality and (10) to bound
h(J)  c10
✓
log |✏|+ log | |#{  : K ! C; | (J   J0)| < ✏}
[K : Q]
◆
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for all ✏ 2 (0, 1/2].
The rest of the proof resembles the proof of Theorem 1. Indeed, we may assume that
[Q(J) : Q] is su ciently large and as in Lemma 2 we use equidistribution to prove that
[K : Q] 1#{  : K ! C; | (J   J0)| < ✏} is bounded from above linearly by a fixed
power, derived from (11), of ✏. Finally, we again use the height lower bound in Lemma
1 to fix an appropriate ✏ which leads to a bound on | |. As before, this leaves us with
only finitely many possibilities for J =  (P ). ⇤
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