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Quantum repeaters (QRs) provide a way of enabling long distance quantum communication by es-
tablishing entangled qubits between remote locations. In this Letter, we investigate a new approach
to QRs in which quantum information can be faithfully transmitted via a noisy channel without the
use of long distance teleportation, thus eliminating the need to establish remote entangled links.
Our approach makes use of small encoding blocks to fault-tolerantly correct both operational and
photon loss errors. We describe a way to optimize the resource requirement for these QRs with the
aim of the generation of a secure key. Numerical calculations indicate that the number of quantum
memory bits at each repeater station required for the generation of one secure key has favorable
poly-logarithmic scaling with the distance across which the communication is desired.
PACS numbers: 03.67.Dd, 03.67.Hk, 03.67.Pp.
Quantum communication across long distances (103-
104km) can significantly extend the applications of quan-
tum information protocols such as quantum cryptogra-
phy [1] and quantum secret sharing [2, 3] which can be
used for the creation of a secure quantum internet [4].
Quantum communication can be carried out by first es-
tablishing a remote entangled pair between the sender
and the receiver and using teleportation to transmit in-
formation faithfully. However, there are two main chal-
lenges that have to be overcome. First, fiber attenu-
ation during transmission leads to an exponential de-
crease in entangled pair generation rate. Second, sev-
eral operational errors such as channel errors, gate er-
rors, measurement errors and quantum memory errors
severely degrade the quality of entanglement used for se-
cure key generation. In addition, quantum states cannot
be amplified or duplicated deterministically in contrast to
classical information [5]. Establishing quantum repeater
(QR) stations based on entanglement distribution is the
only currently known approach to long-distance quantum
communication using conventional optical fibers without
exponential penalty in time and resources.
A number of schemes have been proposed for long dis-
tance quantum communication using QRs [6–12], most
of which could be broadly classified into three classes.
The first class of QRs [6–9] reduces the exponential scal-
ing of fiber loss to polynomial scaling by introducing in-
termediate QR nodes. However, this scheme for long
distance quantum communication is relatively slow [13],
even after optimization [14], limited by the time associ-
ated with two-way classical communication between re-
mote stations required for the entanglement purification
process needed to correct operational errors [15]. In con-
trast, the second class of QRs introduce quantum encod-
ing and classical error correction to replace the entan-
glement purification with classical error correction, han-
dling all operational errors [10, 16]. As a consequence,
the entanglement generation rate further improves from
1/O(poly(Ltot)) to 1/O(poly(log(Ltot))) where Ltot is
the total distance of communication. Recently, the ap-
proach to the third type of QRs was proposed, which
uses quantum encoding to deterministically correct pho-
ton losses[11, 12]. By entirely eliminating two-way clas-
sical communication between all repeater stations, the
third class of QRs promise extremely high key genera-
tion rates that can be close to classical communication
rates, limited only by the speed of local operations.
Besides high key generation rate, it is very important
to consider the resource requirement and fault-tolerant
implementation for this type of QRs. In the fault-tolerant
surface-code proposal by Fowler et. al. [11], the resource
for each station was estimated to scale logarithmically
with the distance, while the exact resource overhead was
found to be sensitive to the parameters for various imper-
fections. The proposal by Munro et. al. [12] focused on
the correction of photon loss errors using quantum parity
code (QPC) [17], but did not consider fault tolerance, as
perfect gate operations were assumed in their analysis. In
this Letter, we propose a fault-tolerant architecture for
third class of QRs, where a teleportation-based error cor-
rection (TEC) protocol [18, 19] is employed within each
repeater station to correct both operational and photon
loss errors using Calderbank-Shor-Steane (CSS) encod-
ing. We quantitatively investigate the optimum resource
requirements using a cost function and optimize it for
different repeater parameters. A schematic view of the
proposed architecture of the third class of QRs is pre-
sented in Fig. 1.
Fault-tolerant architecture. Analogous to fault-
tolerant quantum computers [20], fault-tolerant QRs
should reliably relay quantum information from one
repeater station to another in the presence of various
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FIG. 1: (color online). (a) A schematic view of the third
class of QRs showing individual matter qubits in the repeater
stations connected by an optical fiber. The quantum state is
encoded into an error correcting code with photonic qubits,
which are multiplexed and transmitted through the optical
fiber to the neighboring repeater station. The quantum state
of photonic qubits is transferred to the matter qubits and er-
ror correction is performed. After the error correction proce-
dure, the quantum state of the matter qubits is transferred to
photonic qubits and transmitted to the next repeater station.
This procedure is carried out until the information reaches the
receiver. (b) The TEC procedure consists of Bell state prepa-
ration and Bell measurement at the encoded level. Each line
in the circuit represents an encoding block and the CNOT
gate has a transversal implementation for CSS codes. This
TEC scheme can be potentially implemented in a cavity QED
system [4, 22].
imperfections. Unlike quantum computers, QRs do
not require a universal gate set and it is sufficient to
have CNOT gates and state initialization/measurement
associated with the complimentary basis of {|0〉, |1〉}
and {|+〉, |−〉}. However, QRs are confronted by an
important challenge from transmission loss, which is
less severe in most models of quantum computation.
To design fault-tolerant third class of QRs, we consider
the CSS codes for their fault-tolerant properties [20],
in particular the compatibility with the TEC protocol
that can efficiently correct not only operational errors,
but also photon loss errors [18, 19]. The (n,m)-QPC
[17] is a class of CSS codes with encoded qubits
|0〉L = 1√2 (|+〉L + |−〉L) and |1〉L = 1√2 (|+〉L − |−〉L),
where |±〉L are given by
|+〉L = 1
2n/2
(|00...0〉12...m + |11...1〉12...m)⊗n
|−〉L = 1
2n/2
(|00...0〉12...m − |11...1〉12...m)⊗n. (1)
The (n,m)-QPC consists of n sub-blocks, and each sub-
block has m physical qubits. First, we define the Pauli
operators, Xi,j , Yi,j , Zi,j associated the (i, j)-th qubit,
where i = 1, · · · , n is the row (sub-block) label and
j = 1, · · · ,m is the column label for the qubit. There is
one logical qubit encoded in the (n,m)-QPC, with logical
operators Z˜ ≡ ∏ni=1 Zi,j and X˜ ≡ ∏mj=1Xi,j , where we
may choose any j = 1, · · · ,m for Z˜ and any i = 1, · · · , n
for X˜ [20]. The encoded states {|0〉L, |1〉L, |+〉L, |−〉L}
can be prepared fault-tolerantly with with suppressed
correlated errors [5, 22, 23]. The encoded state is trans-
mitted via an optical fiber to the neighboring repeater
station followed by error correction and transmission to
the next repeater station (Fig. 1).
Suppose that each transmitted physical qubit can
reach the next QR station with probability η, mean-
while suffering from depolarization errors. We apply
TEC [18, 19] to correct both photon loss and depo-
larization errors. The TEC procedure consists of Bell
state preparation and Bell measurement at the encoded
level (Fig. 1 (b) ), and both operations can be achieved
fault-tolerantly without propagating errors within each
encoding block [20]. The Bell measurement of two en-
coded blocks (received block R and local block S) can
be achieved by an encoded CNOT gate followed by mea-
surement of logical operators X˜R and Z˜S . More specifi-
cally, it consists of nm pair-wise CNOT gates between
Ri,j and Si,j , followed by 2nm individual qubit mea-
surements. Besides erasure errors, TEC can also correct
operational errors from qubit depolarization (εd), imper-
fect measurement (εm), and noisy quantum gates (εg),
which can be captured by an effective error probability
ε = εd +
εg
2 + 2εm +O(ε
2
d,g,m) acting on single qubit for
our fault-tolerant circuit designs [22].
In the presence of photon loss errors, each measure-
ment may have three possible outcomes {+1,−1, 0}.
Each qubit Ri,j in the R block is measured in the X
basis with outcome XRi,j taking value +1 for qubit state
|+〉, −1 for qubit state |−〉, and 0 if the qubit is erased
due to transmission loss. Similarly, each qubit Si,j from
the S block is measured in the Z basis with outcome ZSi,j
taking value +1 for qubit state |0〉, −1 for qubit |1〉, and 0
if the corresponding qubit in the R-block (Ri,j) is erased.
The logical measurement outcomes depend on individual
qubit measurement outcomes
M˜RX = sign
 n∑
i=1
 m∏
j=1
XRi,j
 , M˜SZ = n∏
i=1
sign
 m∑
j=1
ZSi,j
 ,
with three possible values {+1,−1, 0}. Here sign [∑ · · · ]
is associated with majority voting between {±1}, and∏ · · · is associated with the product of trinary out-
comes. Ideally, in the absence of errors, the outcomes
should be M˜RX = X˜
R and M˜SZ = Z˜
S , which deter-
mine the Pauli frame [18, 19] of the encoded block af-
ter teleportation. In the presence of errors, however, the
outcomes become M˜RX = αX˜
R and M˜SZ = βZ˜
S , with
α, β = +1 for correct measurement, −1 for incorrect
measurement, and 0 for heralded failure of measurement.
We obtain the probability distribution (see Fig. 2a) [22]
3pα,β ≡ Pr
[
M˜RX = αX˜
R, M˜SZ = βZ˜
S
]
, which can be used
to evaluate the QR performance.
Quantum bit error rate and success probability We
use the probability distribution to compute the success
probability and quantum bit error rate (QBER) that
characterizes the QR. Since the encoded qubit passes
through N repeater stations, there are N pairs of mea-
surement outcomes (M˜X and M˜Z). The success proba-
bility with no heralded failure of measurements is
Psucc = (p1,1 + p1,−1 + p−1,1 + p−1,−1)
N
. (2)
Given that all measurement outcomes have no heralded
failure, there might be an odd number of incorrect mea-
surements of M˜X (or M˜Z), which induces an error if the
receiver decodes the information by measuring X˜ (or Z˜)
of the received block. We define the QBER at the en-
coded level of the QR as the ratio of the probability of
having an odd number of incorrect measurements of M˜X
(or M˜Z) to the probability of having no heralded failure.
The QBER for X˜ (or Z˜) measurement by the receiver is
Q(X/Z) =
1
2
[
1−
(
p1,1 ± p1,−1 ∓ p−1,1 − p−1,−1
p1,1 + p1,−1 + p−1,1 + p−1,−1
)N]
.
(3)
Key generation rate. For our QR, the raw key gener-
ation rate is 1/t0, where t0 is the time taken for TEC. For
simplicity, we may use t0 as a time unit in our analysis.
The raw keys can be converted to secure keys through
classical communication protocols involving error correc-
tion and privacy amplification [1]. Due to finite success
probability and non-vanishing QBER, the asymptotic se-
cure key generation rate is given by [25, 26]
R = max
[
1
t0
Psucc (1− 2h(Q)) , 0
]
, (4)
where Q = (QX+QZ)2 and h(Q) = −Qlog2(Q) − (1 −
Q)log2(1−Q) is the binary entropy function. In Fig. 2, we
show that R can approach 1/t0 for reasonable encoding
size (n ×m) with an appropriate repeater spacing (L0),
because it is possible to achieve high Psucc and low Q.
The range of (n,m) that yields a high key generation rate
varies with L0 and the total distance of communication
Ltot(= N×L0). Hence, we need to optimize the repeater
parameters, including the size of encoding block, repeater
spacing, and secure key generation rate.
For each secret bit generated by the QR, we should
consider the cost of both time and qubit resources [27]:
(1) the average time to generate a secret bit is 1/R, and
(2) the total number of memory qubits needed for the QR
scheme is 2mn×LtotL0 [49]. We introduce the cost function,
C to be the product of these two factors 2nmR × LtotL0 ,
in units of [qubits ·t0/sbit]. Here the rate R implicitly
depends on the control parameters of {n,m,L0}. For
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FIG. 2: (color online). (a) Distribution of possible measure-
ment outcomes. Measurement outcomes in the lighter area
(p1,−1, p−1,1, p−1,−1) are logical errors, and outcomes in the
darker area (pα,0 and p0,β) lead to heralded failure. (b) Con-
tour plot for the key generation rate R(n,m) (with t0 = 1)
across a total distance Ltot = 10, 000km with repeater spacing
L0 = 1.5km and ε = 10
−3. The optimized choice of encoding
with minimum cost [see Eq. (5)] is a (13,6) code.
given Ltot, we can achieve the minimum cost:
C(Ltot) ≡ min
n,m,L0
2nm
R
× Ltot
L0
, (5)
among all possible choices of (n,m)-QPC and repeater
spacing L0. We assume the following imperfections as we
search for the optimal scheme: (1) operation error with
probability ε, and (2) finite photon transmission with
probability η = (1−pc)e−L0/Latt due to fiber attenuation
(Latt = 20km) and coupling loss (pc).
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FIG. 3: (color online). (a) Cost coefficient C′ (Ltot) for dif-
ferent operational errors ε with zero coupling loss pc = 0, (b)
cost coefficient C′ (Ltot) for varying pc with fixed ε = 10−3,
(c,d) optimized encoded block size and repeater spacing for
ε = 10−3 and pc = 0.
Numerical search for optimized strategy. We search
for optimized choices of {n,m,L0} for different values of
Ltot with fixed imperfection parameters of {ε, pc}. We
run a numerical search for L0 and for different number
of qubits to obtain C (Ltot), which should increase at
least linearly with Ltot. In Fig. 3, we show the variation
of cost coefficient (C ′ = C/Ltot) with Ltot, to illustrate
4the additional overhead associated with Ltot. The cost
coefficient can be interpreted as the resource overhead
(qubits×t0) for the creation of one secret bit over 1km
(with target distance Ltot).
For imperfection parameters of  = 10−3 and pc =
0, the algorithm picks only four different codes up to
Ltot = 10, 000km. When the code chosen by the algo-
rithm changes (for example at 4500km in Fig. 3), the
product of L0 and R also jumps to an appropriate higher
value, so that the cost coefficient varies continuously with
Ltot. In the presence of coupling loss pc < 10%, the opti-
mized values of L0 is within the range 1.4 ∼ 2km (Fig. 3)
with total loss errors up to 20%; R · t0 is high (0.6−0.85)
because of the favorable QBER associated with the cho-
sen codes.
The optimized cost coefficient for different operational
error probabilities is shown in Fig. 3. When ε decreases
below 10−3, the cost coefficient is dominated by photon
loss errors rather than operational errors, and does not
decrease by a significant amount as ε decreases further.
In a realistic scenario, photons are lost due to finite cou-
pling losses besides fiber attenuation. In Fig. 3, we show
that the QR scheme can tolerate coupling losses up to
10% for a reasonable overhead in the number of qubits.
Numerical calculations indicate that the cost coefficient
increases by O(poly(log(Ltot))) [22]. Table I provide an
estimate of the resource requirements of our code under
different scenarios.
Experimental considerations. To implement our QR
scheme, it is crucial to fulfill the following two experimen-
tal requirements: (1) The coupling loss should be suffi-
cient low (pc . 10%), because if the transmission prob-
ability η < 50%, then the probability that the receiver
decodes the logical qubit will be exponentially small [50].
(2) Quantum repeater station should have hundreds of
qubits with high fidelity operations. For ion trap sys-
tems, single qubit gate error probability of 2× 10−5 [29],
two-qubit gate error probability of 0.007 [30], and mea-
surement error probability of 10−4 [31, 32] have been
demonstrated. There are also promising developments
in micro-fabricated ion traps for coherent control of hun-
dreds of ion qubits [33].
In addition to these two requirements, efficient down-
conversion to telecom wavelength (using similar tech-
niques as described in [34], where conversion efficiency
of up to 86% was reported) can be used to minimize
fiber attenuation. The collection efficiency of the pho-
ton from the ion (enhanced by adequate cavity QED ef-
fect [35, 36]), wavelength conversion efficiency, and cou-
pling of the resulting photons into the propagating media
(fiber) should all be maximized to 90% levels, which re-
mains an experimental challenge.
The techniques of time and wavelength-division-
multiplexing will enable us to transmit multiple photons
through a single optical fiber, increasing the communica-
tion rate by as much as four orders of magnitude (100
pc ε Ltot = 1000km Ltot = 10000km
m n L0 (km) R · t0 m n L0 (km) R · t0
0% 10−4 4 7 1.7 0.72 5 9 1.3 0.80
0% 10−3 5 10 2.0 0.74 6 13 1.5 0.78
10% 10−4 6 21 1.6 0.60 7 28 1.0 0.57
10% 10−3 7 31 1.8 0.67 8 41 1.2 0.59
TABLE I: Optimized resource requirements for our fault-
tolerant QR scheme with (n,m)-QPC encoding for different
coupling losses pc and operational error ε.
wavelengths, with 100 ions transmitting in sequence).
The operation of TEC can be achieved with cavity QED
systems [4, 22]. The performance of the QR scheme in-
troduced here depends crucially on the range of input pa-
rameters (ε, pc, t0). The key generation rate R depends
on the TEC time of t0. Since it is possible to have sub-
nanosecond quantum gates [37, 38] with trapped ions,
the TEC time will be mostly limited by the relatively
slow measurement (10 ∼ 100µs) [39] due to finite photon
scattering rate and collection efficiency, which can be sig-
nificantly improved by enhancing the ion-cavity coupling
strength. For instance, if the TEC time is improved to
t0 = 1 µs, a secure key generation rate over 0.5 MHz
can be achieved over 10, 000 km with the (41, 8) code for
ε = 10−3, pc = 10% and L0 = 1.2km.
Besides trapped ions, neutral atoms in cavities [40, 41],
NV centers [42, 43], quantum dots [44, 45], and Ryd-
berg atoms [46, 47] are also promising systems for quan-
tum repeater implementations. Furthermore, with the
advance of coherent conversion between optical and mi-
crowave photons [48], superconducting qubits may be-
come an attractive candidate to realize our scheme as
they can achieve both ultrafast quantum gates and high
coupling efficiency.
Summary and Outlook. We have presented a new QR
scheme belonging to the third class of QRs, which con-
siders both fault tolerance and small encoding blocks for
ultrafast quantum communication over long distances.
In comparison with the first and second classes of QR
schemes, our QR scheme uses TEC within each QR sta-
tion to correct both photon loss and operation errors.
In particular, our QR scheme can tolerate finite coupling
loss (pc . 10%) and achieve fault-tolerant operation with
approximately hundreds of qubits per repeater station.
This enables improved key generation rate that is lim-
ited only by local gate operations. Our scheme requires
smaller QR spacing compared to the previous classes
of QRs and consequently the number of QR stations is
higher by roughly an order of magnitude. But it is im-
portant to note that the key generation rate increases
by more than three orders of magnitude, by eliminating
the communication time between the repeater stations.
In addition, we have introduced a cost function to op-
timize the control parameters of our QR scheme, which
5can potentially be used as a criterion to compare all three
classes of QRs as well as to search for more efficient quan-
tum error correcting codes for quantum communication.
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SUPPLEMENTAL MATERIAL
In the Supplemental Material, we first provide an
overview of all three classes of Quantum repeaters (QRs).
Then we present key procedures of fault-tolerant prepara-
tion of the encoded quantum states, teleportation-based
error correction (TEC) and its implementation in cavity-
QED systems. After that we give an in-depth analysis of
various errors and calculate the probability distribution
of measurement outcomes at each repeater station. Fi-
nally, we provide the optimization algorithm and discuss
the scaling of the cost function with respect to the long
distance of communication.
INTRODUCTION
The first two classes of QRs require generation of her-
alded EPR pairs between neighboring repeater stations,
and entanglement purification or quantum error correc-
tion steps to generate an EPR pair of high fidelity be-
tween distant repeater stations. If a photon is lost in the
procedure, the heralded outcome will be a failure and
the procedure will be repeated until it succeeds. Hence,
apart from a constant time overhead, photon loss events
do not have a major role to play in the success or the
failure rates of the protocol. However, the heralded out-
come requires two-way classical communication, which
limits the key generation rate of the first two classes of
QRs. In our new scheme for QRs, entanglement purifica-
tion steps (in the first class of QRs) and the heralded en-
tanglement generation steps (in the second class of QRs)
are replaced by quantum error correction at individual
repeater stations, eliminating the need to establish en-
tangled links between any two repeater stations. Such a
procedure makes use of one way classical communication
which can be very fast and only limited by the speed of
local operations. On the other hand, photon losses dur-
ing the transmission of the encoded state may lead to
failure in the secret key generation. Therefore, it is im-
portant that the error correction procedure at individual
repeater stations can correct both loss and operational
errors.
Keeping this in mind, we choose the Calderbank-Shor-
Steane (CSS) encoding because they have properties of
fault-tolerant state preparation and gate implementation.
For instance, an encoded CNOT gate between the code-
words can be achieved by simply applying transversal
CNOT gates between the physical qubits. As we will see
later, this is essential to perform a fault-tolerant quantum
error correction at individual repeater stations.
FAULT-TOLERANT PREPARATION OF THE
ENCODED QUANTUM STATES
In this section, we will provide key procedures to
prepare encoded states of quantum parity code (QPC)
within each repeater station. We assume that within
each repeater station there are long range interconnects
for state preparation, making the physical location of the
qubits irrelevant (e.g., this can be achieved in an anhar-
monic linear ion trap [1]). In principle, the standard
procedure for fault-tolerant preparation of CSS codes [2]
can be applied to our QPC encoding, because QPC is a
special class of CSS code. For completeness, we will pro-
vide the procedure of fault-tolerant preparation of QPC,
because the logical operators and stabilizer of QPC have
special structures which enables efficient state prepara-
tion.
We define the (n,m)-QPC using the stabilizer formal-
ism [3]. We use the Pauli operators Xi,j , Yi,j , Zi,j for the
(i, j)-th qubit, where i = 1, · · · , n is the row (sub-block)
label and j = 1, · · · ,m is the column label for the qubit.
The stabilizer operators for the (n,m)-QPC are
Si,j ≡ Zi,jZi,j+1
with i = 1, · · · , n and j = 1, · · · ,m− 1, and
Si,0 ≡
m∏
j=1
Xi,jXi+1,j
with i = 1, · · · , n − 1. Given the above nm − 1 inde-
pendent stabilizer operators, there is one logical qubit
encoded in the (n,m)-QPC, with logical operators
Z˜ ≡
n∏
i=1
Zi,1 =
n∏
i=1
Zi,2 = · · · =
n∏
i=1
Zi,m
X˜ ≡
m∏
j=1
X1,j =
m∏
j=1
X2,j = · · · =
m∏
j=1
Xn,j .
7The distance of the code is given by d = min(n,m).
In the following, we will focus on fault-tolerant prepa-
ration of three encoded quantum states — |0〉L, |+〉L,
and 1√
2
(|00〉L + |11〉L) — which are needed for our new
scheme of QRs.
First, we can fault-tolerantly prepare the encoded
state |+〉L = 12n/2 (|00...0〉12...m + |11...1〉12...m)
⊗n
, which
is simply a tensor product of n copies of m-qubit
GHZ states (also called cat states). There are many
approaches to prepare the m-qubit GHZ states fault-
tolerantly. To fix ideas, we outline the preparation-
verification procedure provided by Brooks and Preskill
[5]: (1) prepare the product state |+〉⊗m; (2) measure
the m ZZ stabilizer operators using m ancilla qubits as
illustrated in Fig. 4 [7]; (3) repeat step r′ times to sup-
press measurement errors; (4) determine the syndrome of
the prepared GHZ state by picking the syndrome that oc-
curs most frequently (or performing a perfect matching
algorithm) based on the space-time history of the syn-
drome measurement. The syndrome associated with X
errors need not be corrected, because we can track their
propagation as the computation proceeds, by updating
the “Pauli frames” [6] of the individual physical qubits.
(A detailed error analysis of the GHZ state preparation is
presented in [5].) Following the above procedure, we can
prepare n independent copies of m-qubit GHZ states, and
obtain the fault-tolerant preparation of the logical state
|+〉L.
|+〉 • •
|+〉 • •
|+〉 • •
|+〉 • •
|+〉 • • MX
|+〉 • • MX
|+〉 • • MX
|+〉 • • MX
FIG. 4: Fault-tolerant preparation of a GHZ state, follow-
ing the scheme by Brooks and Preskill [5] . The syndrome
measurements in the circuit are repeated r′ times.
We can also fault-tolerantly prepare the encoded state
|0〉L. Different from |+〉L discussed earlier, |0〉L can-
not be decomposed as a tensor product of some simple
GHZ states. Hence, we follow the standard procedure
of fault-tolerant preparation for CSS codes: (1) prepare
the produce state |0〉⊗nm to ensure Si,j = 1 and Z˜ = 1;
(2) repeatedly measure the stabilizer operators Si,0 us-
ing 2m-qubit GHZ states 5, which can be fault-tolerantly
prepared as discussed earlier; (3) repeat step r′′ times
to suppress measurement errors; (4) determine the syn-
Code r′ r′′ Perr(GHZ) Perr(Stabilizer)
(13, 6) 4 11 10−10 2.9× 10−4
(13, 6) 4 21 3× 10−10 1.9× 10−7
(13, 6) 4 31 8.6× 10−10 1.4× 10−10
(7, 4) 4 11 4× 10−12 1.2× 10−5
(7, 4) 4 21 1.5× 10−11 1.1× 10−9
(7, 4) 4 31 3.3× 10−11 10−13
TABLE II: An estimate of the upper bounds of Perr(GHZ)
and Perr(Stabilizer) for different codes for different number of
rounds of syndrome measurements with gate error g = 10
−3
and measurement error m = 10
−4.
drome associated with stabilizer operators Si,0 based on
the space-time history of the syndrome measurement.
Note that gate errors during the syndrome extraction
will not cause correlated errors in the encoding block,
as each quantum gate can affect at most one physical
qubit from the encoding block. The syndrome need not
be corrected, as we can track their progagation by up-
dating the Pauli frames. Therefore, we can prepare the
logical state |0〉L fault-tolerantly. Following the analysis
of Brooks and Preskill [5], upper bounds on the errors
in the preparation of a GHZ state Perr(GHZ) and the
probability that atleast one of the stabilizers is decoded
wrongly Perr(Stabilizer) can be determined for different
values of r′ and r′′ as shown in Table II.
•
•
•
•
• MX
GHZ state • MX
• MX
• MX

FIG. 5: The measurement of the stabilizer Si,0 using a GHZ
state. One needs a 2m qubit GHZ state to measure the sta-
bilizers which are associated with two-consecutive rows of the
QPC. This measurement is repeated r′′ times.
Finally, we can fault-tolerantly prepare the encoded
Bell state |Φ+〉L = 1√2 (|00〉L + |11〉L) by applying en-
coded CNOT gates (i.e., transversal CNOT gates be-
tween the kth qubit of the first block and the kth qubit of
the second block for all k) between two encoding blocks
|+〉L and |0〉L.
8TELEPORTATION-BASED ERROR
CORRECTION
We now consider teleportation-based error correc-
tion (TEC) at each repeater station. As illustrated in
Fig. 1(b) of the main text, the TEC protocol consists
of preparation of encoded Bell state and Bell measure-
ment at the encoded level. As discussed in the previous
section, we can fault-tolerantly prepare the encoded Bell
state |Φ+〉L. The Bell measurement at the encoded level
can be achieved by fault-tolerant transversal CNOT gates
followed by measurement of logical X and Z operators.
Consider the simple case with only photon loss errors.
When an encoded block of photons reaches a repeater
station, missing photons are detected through a quantum
non-destructive measurement and the remaining photons
are error corrected by the TEC protocol. As illustrated in
Fig. 6, a (3, 3)-QPC is used to correct loss of one photon
in the absence of operational errors. In order to have suc-
cessful recovery of quantum information encoded in the
(n,m)-QPC, both of the following two conditions should
be satisfied:
1. At least one qubit must arrive for each sub-block;
2. At least one sub-block must arrive with no loss.
In a realistic scenario, there are also operational er-
rors from imperfect memory, measurement, and quan-
tum gates. The TEC protocol can protect the qubits
from operational errors as well as photon loss errors, by
1
2 00 L + 11 L( )
Incoming block X 
Missing qubit
CNOT gate
Z
Adjust Pauli 
frame
FIG. 6: (color online). An illustration of the TEC scheme
using (3, 3)-QPC to correct the loss of two photons. The pho-
tons at positions (1, 3) and (3, 3) are missing in the first block
and consequently a CNOT gate is not applied between the
first block and the second block at those positions. Subse-
quently, an encoded X and Z -measurements are carried out
and the outcomes of the measurement are used to adjust the
Pauli frame either at the same repeater station or transmitted
to the receiver station and the Pauli frame is adjusted. The
grey shading represents entanglement before the CNOT gate
and the green shading represents measurement of encoded X
and Z operators.
i\j 1 2 3 4 X∗i ≡
∏m
j=1Xi,j
1 X 0 0 0 0
2 X X 0 0 0
3 X X X X X∗3 = ±1
4 X X X X X∗4 = ±1
5 X X X X X∗5 = ±1
M˜XR =Majority {X∗i }i=3,4,5
= sign [
∑n
i=1X
∗
i ]
TABLE III: For (5, 4)-QPC, the measurement strategy of X˜
based on majority voting among {X∗i }i=3,··· ,5.
i\j 1 2 3 4 Z∗i = sign
[∑m
j=1 Zi,j
]
1 Z 0 0 0 Z∗1 = ±1
2 Z Z 0 0 Z∗2 = ±1
3 Z Z Z Z Z∗3 = ±1
4 Z Z Z Z Z∗4 = ±1
5 Z Z Z Z Z∗5 = ±1
M˜SZ =
∏n
i=1 Z
∗
i
TABLE IV: For (5, 4)-QPC, measurement strategy of Z˜ based
on Z∗i with i = 1, ..., n.
the following procedure of measuring the logical X and
Z operators.
For logical X measurement, we uses the definition of
logical operator X˜ ≡∏mj=1Xi,j for i = 1, · · · , n. Ideally,
one complete sub-block is sufficent for X measurement.
However, in the presence of photon loss and operational
errors, we need to perform majority voting among all
outcomes from complete sub-blocks. For example, in Ta-
ble. III with (n,m) = (5, 4) encoding, we rearrange the
encoding blocks such that the first n′ = 2 sub-blocks
(rows) contain missing qubits, while the remaining n−n′
sub-blocks are complete sub-blocks. All the qubits are
measured in the X basis. The i-th complete sub-block
can infer the X˜ operator by computing X∗i ≡
∏m
j=1Xi,j .
Finally, we use majority voting among complete sub-
blocks {X∗i }i=n′+1,n′+2,··· ,n to obtain the true value of
X˜.
For logical Z measurement, we may infer the encoded
logical Z˜ operator by calculating
∏n
i=1 Z
∗
i , where Z
∗
i is
obtained by majority voting from the i-th sub-block. For
example, Table. IV illustrates the computation of the
value for logical Z operator in the presence of loss er-
rors.
With the above procedure of measuring the logi-
cal X and Z operators, we can perform the TEC
fault-tolerantly. The TEC circuit at the encoded level
(Fig.1(b) in the Letter) is very similar to the TEC cir-
cuit at the physical level (Fig. 7), consisting of Bell state
9preparation and Bell measurement. However, the de-
termination of the Pauli frame is not based on the Bell
measurement at physical level, but depending on the Bell
measurement outcomes at encoded level. As shown in
Fig. 7, we need to perform quantum gates that couple
the incoming photon Ri,j , local qubits Si,j , and outgoing
photon Ti,j . After that, we measure the incoming photon
Ri,j in X basis and the local atom Si,j in Z basis.
Incoming photon Ri.j • MX
Local matter qubit Si.j MZ
Outgoing photon Ti.j •
FIG. 7: The TEC quantum circuit at the level of physical
qubits.
Cavity QED systems can implement the TEC protocol.
The key is to perform the CNOT gate, which can be de-
composed into two Hadamard gates and a CPHASE gate,
CNOTa,b = Hb · CPHASEa,b · Hb, with an efficiently
implementation using cavity QED systems proposed by
Duan and Kimble [4]. For example, with polarization
encoding {H,V } for the photon, a CHPASE gate can be
achieved through an optical setup shown in Fig. 8. Us-
ing this implementation for a CPHASE gate, the TEC
circuit can be effectively implemented for an atom inside
a cavity as shown in Fig. 9.
ERROR MODEL & PROBABILITY
DISTRIBUTIONS
We consider error model with both photon loss and
operational errors (due to imperfect gates and measure-
ment). Since the encoding blocks (R and S) are prepared
fault-tolerantly and independetly, the qubits from these
blocks have independent errors before we perform the
Bell measurement. Before the application of the CNOT
gate, the combined state of R and S can be written as
ρRS = ρR⊗ρS . In the absence of CNOT gate errors, the
application of a CNOT gate operation (denoted by U)
on the state ρRS is given by UρRSU
†. In the presence of
gate errors g, the action of a noisy CNOT gate can be
denoted with the super-operator
ERS (ρRS) = (1− g)UρRSU† +
g
16
3∑
k′=0
3∑
k=0
σ
(R)
k′ σ
(S)
k ρσ
(S)
k σ
(R)
k′ . (6)
where {σk}k=0,··· ,3 = {I,X, Y, Z} are Pauli matrices in-
cluding identity.
Atom|H>!|V>!
PBS PBS
FIG. 8: (color online). Implementation of a CPHASE gate
between a photon and an atom. The polarizing beam splitter
(PBS) splits the path of the input photon depending on its
polarization and the atom interacts with only photons with a
certain polarization.
incoming 
photon R
Input field for 
measurement
of atom
S atom
Outgoing 
photon
QWP
BS
BS
T atom
Outgoing 
photon
FIG. 9: (color online). A schematic view of the implementa-
tion of the TEC protocol between a single atom and a single
photon. There two high Finesse cavities with S atom and T
atom and the outgoing photon from the cavity containing the
T atom enters the cavity containing S atom. In addition, the
the incoming photon from the previous repeater station and
the input field to control and measure the atom in the cavity
enters the cavity. At the output, an additional quarter wave
plate (QWP) is added for the X measurement of the incom-
ing photon. The Z measurement is carried out by taking the
photon through a beam splitter (BS) and detection.
For qubit Ri,j , the error channel can be characterized
by the following super-operator:
ρ′R = ER (ρRS) = η (1− d) ρR +
ηd
4
3∑
k=0
σkρσk
+ (1− η) |vac〉 〈vac| , (7)
where η = (1− pc) e−L0/Latt is the transmission prob-
ability, 1 − η is the photon loss error probability, d is
the probability of depolarization error for a transmit-
ted qubit,  is the effective qubit error which takes into
account- measurement error m and the gate error g, re-
spectively. Similarly, for the qubit Si,j , the error channel
can be characterized as
ρ′S = ES (ρRS) = (1− d) ρS +
d
4
3∑
k=0
σkρσk, (8)
which only has depolarization error but no photon loss
error because the S block consists of local qubits with
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no transmission loss. After the encoded Bell measure-
ment (with transversal CNOT gates), the errors of the
two encoding blocks become correlated. Hence, the mea-
surement outcomes will become correlated between the
two blocks, in particular the measurement outcome of the
qubit pair (Ri,j , Si,j) will become correlated. For exam-
ple, a YR error on Ri,j error will also induce a correlated
error YRXS on the qubit pair (Ri,j , Si,j). In order to
compute the full distribution for the measurement out-
come at the encoded level, we take the following three
steps:
1. At the physical qubit level, we consider the er-
rors associated with the qubit-pair measurement(
XRi,j , Z
S
i,j
)
for i = 1, · · · , n and j = 1, · · · ,m.
2. At the intermediate encoded level, we consider the
errors associated with the row-pair measurement(
X∗Ri , Z
∗S
i
)
for i = 1, · · · , n.
3. At the logical encoded level, we consider the er-
rors associated with the encoded-pair measurement(
X˜R, Z˜S
)
.
In the following, we will compute three error proba-
bility distributions associated with these three different
levels.
Probability distribution for qubit-pair measurement
First, we consider probability distribution associated
with the qubit-pair measurement
(
XRi,j , Z
S
i,j
)
. For
the ideal case with no loss or operational errors,
we will have outcomes
(
XRi,j , Z
S
i,j
)
= (ri,j , si,j) with
ri,j , si,j = ±1, but in the presence of errors the out-
come will be
(
XRi,j , Z
S
i,j
)
= (αri,j , βsi,j) with (α, β) =
(0, 0) , (±1,±1) , (±1,∓1), which corresponds to the fol-
lowing cases:
1. (α, β) = (0, 0): Erasure error on Ri,j with proba-
bility e = Pr
[
XRi,j = 0, Z
S
i,j = 0
]
= 1− η.
2. (α, β) = (+1,−1): Spin-flip error in
outcomes (ri,j ,−si,j), with probabil-
ity X = Pr
[
XRi,j = ri,j , Z
S
i,j = −si,j
]
=
η
(
1
2d +
1
4g + m +O(
2
d,g,m)
)
= 12η, where
the effective error probability  is defined as
 = d +
1
2
g + 2m +O(
2
d,g,m). (9)
3. (α, β) = (−1,−1): Spin-&-Phase-flip errors
in outcomes (−ri,j ,−si,j), with probabil-
ity Y = Pr
[
XRi,j = −ri,j , ZSi,j = −si,j
]
=
η
(
1
2d +
1
4g + m +O(
2
d,g,m)
)
≈ 12η, where
the last step upper bounds the probability of the
case of (α, β) = (−1,−1).
4. (α, β) = (−1,+1): Phase-flip error in
outcomes (−ri,j ,+si,j), with probabil-
ity Z = Pr
[
XRi,j = −ri,j , ZSi,j = si,j
]
=
η
(
1
2d +
1
4g + m +O(
2
d,g,m)
)
= 12η.
5. (α, β) = (+1,+1): No change in the mea-
surement outcomes of (ri,j , si,j), with prob-
ability I = Pr
[
XRi,j = ri,j , Z
S
i,j = si,j
]
=
η
(
1− 32d − 34g − 3m −O(2d,g,m)
)
≈ η(1− 32).
Note Y 6= (X + Y ) (Z + Y ) characterizing corre-
lated errors. The sum of these probabilities is unity,
e + I + X + Y + Z = 1.
Probability distribution for row-pair measurement
We now consider the distribution associated with the
row-pair measurement
(
X∗Ri , Z
∗S
i
)
. Suppose the ideal
case, we will have outcomes
(
X∗Ri , Z
∗S
i
)
= (ri, si) with
ri, si = 0,±1, but in the presence of errors the outcome
will be
(
X∗Ri , Z
∗S
i
)
= (αri, βsi) with (α, β) = (0,±1) ⊗
(0,±1), with the following probability distribution:
qα,β :≡ Pr [X∗i = αri, Z∗i = βsi] . (10)
Note that qα,,β does not depend on the row index i, be-
cause all rows have the same probability distribution.
In the measurement associated with the row-pair mea-
surement, we may sum over all possible error patterns of
qubit-pair measurement, with a photon loss errors (e),
b spin-flip errors (X), c spin-&-phase-flip errors (Y ), d
phase-flip errors (Z), and e = m− a− b− c− d faithful
measurements (I).
Because X∗Ri =
∏m
j=1X
R
i,j and Z
∗S
i =
sign
[∑n
j=1 Zi,j
]
, the conditions are
α =

0 if a ≥ 1
+1 if a = 0 & (c+ d) even
−1 if a = 0 & (c+ d) odd
(11)
and
β =

0 if 2 (b+ c) = m− a
+1 if 2 (b+ c) < m− a
−1 if 2 (b+ c) > m− a
. (12)
Then we can compute all {qα,β}. For example,
q0,0
=
m∑
a,b,c,d
δa≥1δ2(b+c)=m−a
(
m
a, b, c, d
)
ae
b
X
c
Y 
d
Z
m−a−b−c−d
I
=
m∑
a=1
∑
2w=m−a
(
m
a,w
)
ae (X + Y )
w
(Z + I)
m−a−w
11
with
δcond :≡
{
1 if cond = true
0 if cond = false
and multinomial(
m
a, b, c, d
)
=
(
m
a
)(
m− a
b
)(
m− a− b
c
)(
m− a− b− c
d
)
.
Similarly we can compute the remaining qα,β :
q0,+1 =
m∑
a=1
∑
2w<m−a
(
m
a,w
)
ae (X + Y )
w
(Z + I)
m−a−w
q0,−1 =
m∑
a=1
∑
2w>m−a
(
m
a,w
)
ae (X + Y )
w
(Z + I)
m−a−w
.
For the case with no photon losses, we have
q+1,0 =
m∑
b,c,d
δ(c+d)evenδ2(b+c)=m
(
m
b, c, d
)
bX
c
Y 
d
Z
m−b−c−d
I
=
∑
v even
v∑
c=0
∑
b=m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I
q+1,+1 =
∑
v even
v∑
c=0
∑
b<m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I
q+1,−1 =
∑
v even
v∑
c=0
∑
b>m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I ,
and
q−1,0 =
∑
v odd
v∑
c=0
∑
b=m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I
q−1,+1 =
∑
v odd
v∑
c=0
∑
b<m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I
q−1,−1 =
∑
v odd
v∑
c=0
∑
b>m2 −c
(
m
v − c, c, b
)
bX
c
Y 
v−c
Z 
m−b−v
I .
Probability distribution for encoded-pair
measurement
We now consider the distribution associated with the
encoded-pair measurement
(
X˜, Z˜
)
. For the ideal case,
we will have outcomes
(
M˜RX , M˜
S
Z
)
=
(
X˜R, Z˜S
)
with
X˜R, Z˜S = ±1, but in the presence of errors the out-
come will be
(
M˜RX , M˜
S
Z
)
=
(
αX˜R, βZ˜S
)
with (α, β) =
(0,±1)⊗ (0,±1), with the following probability distribu-
tion:
pα,β :≡ Pr
[
M˜X = αX˜
R, M˜Z = βZ˜
S
]
. (13)
In the measurement associated with the encoded-pair
measurement, we may sum over all possible error pat-
terns of row-pair measurements, with a instances of
(q0,0), b instances of (q1,0), c instances of (q−1,0), d in-
stances (q0,1), e instances of (q1,1), f instances of (q−1,1),
g instances of (q0,−1), h instances of (q1,−1), i instances
of (q−1,−1), with a+ b+ c+ d+ e+ f + g + h+ i = n.
Because M˜RX = sign [
∑n
i=1X
∗
i ]and M˜
S
Z =
∏n
i=1 Z
∗
i ,
then the conditions are
M˜RX =

0 if 2 (b+ e+ h) = n− (a+ d+ g)
+1 if 2 (b+ e+ h) > n− (a+ d+ g)
−1 if 2 (b+ e+ h) < n− (a+ d+ g)
(14)
and
M˜SZ =

0 if a+ b+ c ≥ 1
+1 if a+ b+ c = 0 & (g + h+ i) even
−1 if a+ b+ c = 0 & (g + h+ i) odd
. (15)
Finally, we can compute all {pα,β}:
p0,0 =
∑
a,b,c,d,e,f,g,h
δa+b+c≥1δ2(b+e+h)=n−(a+d+g)
(
n
a, b, c, d, e, f, g, h
)
qa0,0q
b
1,0q
c
−1,0q
d
0,1q
e
1,1q
f
−1,1q
g
0,−1q
h
1,−1q
n−(a+b+c+d+e+f+g+h)
−1,−1
=
∑
a,b,c,v,w
δa+b+c≥1δ2(b+w)=n−a−v
(
n
a, b, c, v, w
)
qa0,0q
b
1,0q
c
−1,0 (q0,1 + q0,−1)
v
(q1,1 + q−1,1)
w
(q1,−1 + q−1,−1)
n−(a+b+c+v+w)
p1,0 =
∑
a,b,c,v,w
δa+b+c≥1δ2(b+w)>n−a−v
(
n
a, b, c, v, w
)
qa0,0q
b
1,0q
c
−1,0 (q0,1 + q0,−1)
v
(q1,1 + q−1,1)
w
(q1,−1 + q−1,−1)
n−(a+b+c+v+w)
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p−1,0 =
∑
a,b,c,v,w
δa+b+c≥1δ2(b+w)<n−a−v
(
n
a, b, c, v, w
)
qa0,0q
b
1,0q
c
−1,0 (q0,1 + q0,−1)
v
(q1,1 + q−1,1)
w
(q1,−1 + q−1,−1)
n−(a+b+c+v+w)
p0,1 =
∑
d,e,g,h,i
δ(g+h+i) evenδ2(e+h)=n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1
p1,1 =
∑
d,e,g,h,i
δ(g+h+i) evenδ2(e+h)>n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1
p−1,1 =
∑
d,e,g,h,i
δ(g+h+i) evenδ2(e+h)<n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1
p0,−1 =
∑
d,e,g,h,i
δ(g+h+i) oddδ2(e+h)=n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1
p1,−1 =
∑
d,e,g,h,i
δ(g+h+i) oddδ2(e+h)>n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1
p−1,−1 =
∑
d,e,g,h,i
δ(g+h+i) oddδ2(e+h)<n−d−g
(
n
d, e, g, h, i
)
qd0,1q
e
1,1q
n−(d+e+g+h+i)
−1,1 q
g
0,−1q
h
1,−1q
i
−1,−1.
OVERHEAD FROM FAULT-TOLERANT STATE
PREPARATION
The qubit overhead and the time overhead are closely
related for fault-tolerant state preparation. To under-
stand this better, consider the syndrome measurement
of the stabilizers Si,0. The stabilizers can be measured
in parallel with two time steps. For instance, suppose we
have a (4, 4) QPC, we need one time step to measure the
rows {1, 2} and rows {3, 4} simultaneously and another
time step to measure the rows {2, 3}. To achieve this,
we need to prepare two GHZ states of 8 qubits each
simultaneosuly. So, it takes 16 qubits in total to prepare
one GHZ state and 32 qubits to prepare two GHZ states.
It is fairly straigtforward that it will take an additional
overhead of 2mn qubits to measure the stabilizers within
two steps (i.e, after the creation of the GHZ states).
Similarly, one can also consider the overhead associated
with the fault-tolerant preparation of the GHZ state.
Using this procedure it will take an additional 4mn
qubits for the fault-tolerant preparation of the encoded
Bell pair.
Suppose, if we can achieve very fast quantum gates
with a high efficiency, then we can further improve the
overhead in the number of qubits by using the same 2m
qubits to recreate a GHZ state and to measure all the
stabilizers of the QPC. This can be achieved with a over-
head of just 4m qubits, but the time-overhead is scaled by
a factor of (n− 1) compared to the previous preparation
scheme for the creation of an encoded EPR pair.
It is for this reason, the cost function introduced in the
manuscript considers only the qubits required for the cre-
ation of the encoded Bell pair and does not consider the
additional qubit overhead required for the fault-tolerant
preparation as there is more than one way to do so. But
the analysis of the cost function will be very similar to the
one considered in the manuscript. While we discussed a
specific fault-tolerant preparation scheme of Brooks and
Preskill [5], it will take future work to determine the best
fault-tolerant preparation scheme for the QPC given the
overhead in terms of qubits and time.
FAULT TOLERANT PROPERTIES OF QPC
An important difference between fault-tolerant quan-
tum computers and fault-tolerant quantum repeaters is
13
that loss errors play an important role in the latter. For
a single transmission of QPC between neighboring QR
stations, we can define the effective encoded error rate to
be en = (1 − p1,1), which takes into account both her-
alded failure and quantum bit error rates. Analogous to
the recent study of Brooks and Preskill [5] on Bacon-Shor
codes [5], we show in Fig. 10 that it is possible to sup-
press the encoded error to en ≈ 2 × 10−14 by choosing
an appropriate encoding with a large number of qubits in
a specific range for , (a) 1.5× 10−2 ≤  ≤ 2.5× 10−2 in
the absence of loss errors and in the presence of low loss
errors (1%). (b) 1× 10−3 ≤  ≤ 9× 10−3 in the presence
of higher loss errors (5%, 10%).
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Numerical errors dominate
in this regime.
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FIG. 10: (color online). Optimum logical error rate en vs
physical error rate  (a) for no losses and 1% loss errors. (b)
for 5% loss errors and 10% loss errors. Numerical errors begin
to dominate in the range en ≈ 10−14.
Alternatively, we confirm with numerical calculations
that in the absence of loss errors and in the presence of
loss errors (up to (10%)), it is possible to arbitrarily sup-
press the encoded error rate - which accounts for both the
bit-error rate and the failure probabilities to en ≈ 10−14.
Below 10−14, numerical errors begin to play an important
role. The results are summarized in the Table V.
\pc(1− η) 0% 1% 5% 10%
10−3 (19,13) (28,14) (83,17) (309,19)
6× 10−4 (17,11) (25,12) (77,16) (290,18)
3× 10−4 (13,11) (20,12) (54,14) (180,17)
10−4 (11,9) (17,10) (49,13) (170,16)
TABLE V: QPC codes that are required to achieve an encoded
error rate of en ≈ 2× 10−14 for different physical error rates
 in the presence of varying losses in %.
DETAILS OF THE OPTIMIZATION
ALGORITHM
A self explanatory flow chart of the optimization algo-
rithm used in the Letter for the minimal cost coefficient of
third class of QRs is shown in Fig. 11. We start the search
with Ltot = 500 mboxkm, L0 = 1 km and m = n = 2.
D<10,000 
C'(m,n,L0, D)
FIG. 11: (color online). The flow chart of the algorithm to
find the optimized QR parameters. The units of Ltot and L0
are in km and are ignored in the figure for convenience.
SCALING OF THE COST COEFFICIENT
In the absence of a QR, the cost coefficient scales ex-
ponentially with the distance across which the commu-
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FIG. 12: (color online). (a) C′(Ltot) for various ε’s up to
104 km, (b) Indication of poly-logarithmic scaling of (a), (c)
C′(Ltot) for ε = 10−3 up to 104 km with coupling losses,
(d) Indication of poly-logarithmic scaling of (c). We assume
t0 = 1 in (a), (b), (c) and (d) for convenience.
nication is desired. In the presence of our QRs, a nu-
merical investigation (Fig. 12) of the cost coefficient in-
dicates that it has a poly-logarithmic scaling with the
total distance of communication up to Ltot = 10
4 km in
the absence and in the presence of coupling losses (up to
pc = 10%), respectively. In the regime where ε is smaller
than 10−3 and there are no coupling losses, the QBER
and the success probability are dominated by the photon
loss errors and the cost coefficient scales as ≈ O(logD)2.
As the contribution of ε to the final success probability
and QBER increases, the quadratic scaling breaks, but
the scaling of the cost coefficient still seems to be poly-
logarithmic with distance.
GENERALIZED COST COEFFICIENT
The cost coefficient introduced in the letter is defined
for the case when the cost of the qubits are expensive,
but it is possible to envision a scenario, where qubits
may be cheap. Taking this into account, we can define
the generalized cost coefficient to be
C ′ =
(2nm)
k
R · Lo , (16)
where k is a constant satisfying 0 ≤ k ≤ 1. The choice of
the above definition is guided by the constraint to obtain
a unitless cost coefficient which scales polynomial in the
number of qubits.For k = 0, qubits cost absolutely noth-
ing and k = 1 corresponds to the case considered in the
letter, which takes into account the cost of the qubits.
A comparison of the cost coefficients for different k’s is
shown in Fig. 13.
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FIG. 13: (color online). For a range of search 2 ≤ (n,m) ≤
50,  = 10−3 and pc = 0, Optimal repeater spacing for various
k’s. Note that for k = 0, it is possible to have a larger repeater
spacing by increasing the range of search.
Interestingly, it is possible to have higher repeater
spacings for the case where the qubits are cheap as shown
in Fig. 13. For k = 0, one can have a higher repeater
spacing by increasing the range of search. To provide
an estimate, for  = 10−3 and pc = 0, to generate a se-
cret key across 1000 km, with 800 qubits per repeater
station, one can have a repeater spacing of 4.3 km and
with 8500 qubits per repeater station, one can have a re-
peater spacing of 6.3 km. Similarly, to generate a secret
key across 10, 000 km, with 1000 qubits per repeater sta-
tion, one can have a repeater spacing of 4.1 km and with
9100 qubits per repeater station, one can have a repeater
spacing of 5.5 km.
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