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ABSTRACT 
The iterative aggregation method for. the solution of a system of linear algebraic 
equations x = Ax + b, where A > 0, b 2 0, s > 0, and s’A < s’, is proved to be locally 
convergent. It is shown that the method can be considered a consistent nonstationary 
iterative method, where the iteration matrix depends on the current iterate, and that 
some norm of the iteration matrix is less then one in the vicinity of the solution. 
1. INTRODUCTION 
One step of the iterative aggregation method consists of a socalled 
aggregationdisaggregation step followed by one simple iteration. In the 
aggregationdisaggregation step, the index set is partitioned into two groups, 
the equations in each group are added together, and the coordinates of the 
current approximation are multiplied in each group by a common multiplier 
so that the resulting approximation shall fit into the aggregated system. The 
partitioning of the index set is assumed to remain constant in all iterations. 
This method for a nonnegative coefficient matrix and a nonnegative vector of 
the right sides was introduced, and studied, under different implementations 
in [2], [8], and [9]. 
The underlying principle of such methods is an exchange of information 
j&n distant parts of the system in one step instead of propagating it through 
the iterations. Aggregation methods can be also interpreted as an exchange of 
information in a twolevel hierarchy, and they have been proposed in a 
number of contexts [l, 2,9, lo]. The method of this paper was intended for the 
solution of large-scale economic input-output models; closely related multigrid 
methods [3,13] use a hierarchy of levels in some problems of mathematical 
physics with extreme efficiency, which is due to special properties of dis- 
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cretized problems; and a similar twolevel approach was adopted in [6] for the 
solution of linear operator equations. 
We shall restrict the term “iterative aggregation” to the method sketched 
above and presented in more detail in Section 2. We shall analyze a slightly 
more general method considering the sums of equations with some weight 
vector s > 0. A natural condition to be imposed on the matrix A is that 
s’A < s’, which ensures that the iterates are correctly defined. This condition 
is also natural for economic systems, where it means the productivity of the 
system. Although the method has received considerable attention (see [12] 
and the bibliography there), convergence seems to have been proved only in 
some special cases, which do not cover the general case s’A < s’. In this 
paper, we prove local convergence in the general case, which seems to be 
new. 
2. PRELIMINARIES 
Let n > m > 1. We shall consider a nonnegative n-by-n matrix A, n-vectors 
s > 0, b >, 0, and a partitioning of the index set into m >, 1 disjoint nonempty 
subsets 
11 ,...,n}=G,u e.0 UG,. 0) 
With the use of this partitioning, we can write vectors in block notation as 
r =(Xi)i=l,...,m~ where xi is the vector with the coordinates of x belonging to 
the index set Gi. Correspondingly, A = (Aij)i, j=l ,,,,, m. 
An approximation x to the exact solution x* of the system of linear 
equations x = Ax + b can be improved by an aggregationdisaggregation step 
as follows: The auxiliary system 
n’ cj(s;Aijxj) 
ci= c + sibi, i=l,...,m. 
j=1 s;xi 
(2) 
is constructed and solved for ci, . . . ,c,,,, and the new approximation is 
T(x) = a, where zi = cixi/sixi. The iterative aggregation method verbally 
described in the introduction is then defined by 
x(k+l) = AT@@)) + b. (3) 
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We denote by @ the set of all nonnegative vectors for which the auxiliary 
system (2) can be constructed, i.e. 
w = (x >, 0: x = (xi)i=l,...,m in the block notation and xi * 0 for i = 1,. . . ,m>. 
For any vector 0 > 0 we define the matrix norm 
where the entries of ]B] are the absolute values of the entries of B. This norm 
may be also derived as the matrix norm induced by the vector norm 
11 x 11 o = 0’1 x1, which is in fact the I1 norm with the weight vector o. 
We are now in a position to summarize some known facts about the 
iterative aggregation method (3). Here and in Section 3, we shall assume that 
A > 0 and ]]A]], = (Y < 1. If x E @, then 
5 s;Aiixi < as;xj 
i=l 
and six j * 0 for all j, and therefore the matrix of the system (2) is I - A+, 
where A + > 0 and the column sums of A ’ are not greater then (Y. In the 
literature, A+ is usually called the aggregated matrix and ci the aggregated 
variables. Hence, if b E & and x E &, the system (2) has a unique positive 
solution and AT(x)+ b E &. Therefore, for b E & and x(O) E &, the iterations 
(3) are correctly defined and xck) E & for all k. 
For s’ = (1, 1, . . . ,l), the estimate 
Ilx (k+1)-X*ll,~~2~(1-(y)-111x(k)-x*ll, (5) 
was derived by different means in [5] and [9]. Therefore, if LY < 5, then the 
method (3) is convergent for b E & and x(O) E @. The case m = 1 and 
s’= (l,l,... J), (Y < 1 of the method was first proved to be convergent for all 
x(O) > 0, x(O) * 0 in [ll]. The case m = 1, s > 0 arbitrary, (Y < 1 was treated in 
[7], where a convergence proof for any x(O) > 0, x(O) * 0 as well as the estimate 
limsup]JxCk) - X*]]“k Q (Y 
k-cc 
was presented as a corollary of a more general theory. Some other sufficient 
conditions for convergence can be found in [12]. It is also easy to prove, by a 
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continuity argument, that if the iterations converge, they converge to x*. 
However, the hypothesis that (Y < 1 is sufficient for global convergence seems 
to be open in the present state of the theory. 
3. LOCAL CONVERGENCE THEOREM 
THEOREM 1. LetA~O,b~O,Ax*+b=x*~~,s>O,andIIAll,=(~< 
1. T&n the iterative aggregation method (3) is locally convergent, i.e., an 
open neighborhood U of x* exists such that for all x(O) E U, the successive 
approximations xCk) converge to x. 
NOTE. The assumption that x(O) 2 0 is not required. However, the as- 
sumption x* E @ cannot be removed, because for x* > 0 it means that 
six: * 0 for all i and T(x*) is defined. As a by-product, we shall obtain an 
extension of the estimate (5) for arbitrary s > 0. 
Proof. Denote by R the m-by-n matrix R = diag(si), the ith row of 
whichis(0 ,..., si,O ,..., 0) in the block notation corresponding to the partition- 
ing (1). For any x E &, define the n-by-m matrix P(x)= diag(xi/sixi), i.e., 
the ith column of P(x) is (0,. . . ,x~/s~xi,O,. . .) in the block notation. One has 
RP(x) = I, and therefore P(x)R is a projection, which we denote by S(x). 
Now S(x) = diag(x,sl/six,) is a block-diagonal matrix, whose diagonal blocks 
are rank-one projections. Using those matrices, we can write (2) as 
R(Z - A)P(x)c = Rb and T(x) = P(x)c. 
Substituting c, = sixi - yi, we get 
and 
R(Z - A)(x - P(x)y) = Rb, 
T(x) = x - P(x)y 
=x-P(x)[Z-RAP(x)]-‘R[(Z-A)x-b] 
follows. Seeing that IlS(x)/i, = 1, IIAS(x)ll, < (Y < 1, and [RAP(x>lk = 
R [ S( x)A] k ~ ‘P(x), we can use the power-series expansion of [I - RAP(x)] ~ ‘, 
which yields 
P(x)[Z - Z-HP(x)] -‘R = [I - S(x)A] -IS(x). 
ITERATIVE AGGREGATION METHOD 
Hence, 
167 
7(x)=x-[I-S(x)A]-‘S(x)[(Z-A)x-b]. (6) 
Since the identity 
Z-[I-S(x)A]-‘S(x)(Z-A) 
= I -[I - S(X)A]~~[S(~)-Z + Z - S(x)A] 
= [Z-S(x)A]-‘[Z-S(x)] 
holds, one has 
AT(x)+b = 1(x)x + N(x)& (7) 
where 
J(x)=A[Z-S(x)A]-‘[Z-S(x)], (8) 
and x* = j(x)x* + iV(x)b holds for all x E 4?, because of (6), (7), and the fact 
that (I - A)x* - b = 0. Hence, 
[AT(x)+ b] --x* = J(x)(x - x*), (9) 
and 
IIJ(~)ll, 6 II~II,~~-II~~~~II,II~lls~ -‘[llUs +IlS(~)llsl 
= 2a(l- Cq’. 
This is an obvious generalization of (5) for any s > 0, x E a.. 
We shall prove that the spectral radius r(J(x*)) is less than one, which 
immediately implies that x* is a point of attraction of the iterated operator, as 
follows: J(x) and T(x) are defined in some open neighborhood V of x* [i.e., 
siri * 0, the matrix S(x) can be constructed, and the inverse matrices exist]. 
For an E > 0 such that 
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a norm 1) .]le can be found such that (cf. [4]) 
Moreover, since the matrix J(X) is continuously dependent on x, there exists 
6 > 0 such that for all X, ]]x - r*]le < S, we have x E V and 
hence, 
II[AT(x)+ b] -x*11, G Pllx - x*ll,. 
Therefore, the iterations (3) converge to x * for all r(O) E U = {x : I Ix - x *I I F < S}. 
We note that an alternative proof can be made by showing that _Z(x*) is the 
Jacobian of AT(x)+ b at x*. 
Now we proceed to estimate T( J( x*)). First we consider the case x* > 0. 
Define the diagonal matrix D = (cZ~~)~, j_l,.,,,n by dii = (s~/xT)~/’ (this time in 
coordinates, not in the block notation), dii = 0 for i * j, i, j= 1,. . . ,n. We 
denote 
u=Dx*=D-~s K = D](x*)D-‘, B= DAD-l, 
Q = DS(x*)D-‘. 
Using the definitions of S(x*) and D, we immediately conclude that Q is 
symmetrical, i.e., Q is an orthogonal projection matrix. Let 1) .I] be the Z2 vector 
norm as well as the induced matrix norm. We proceed to estimate the norms 
of B and (I - Q)K. The assumption s’A < as’ implies that 
u’B = s’D - lDAD - ’ < as’D - ’ = au’; 
hence I] B]] II < (Y, where the norm is defined by (4). AX* + b = X* implies that 
Ax* 6 x* because b 2 0 and therefore Bu < u, which means that ]]B’]], < 1. 
One has 
llBl12 = @‘B) G IIB’BII, 6 llWl,llBll, G a. 
Equation (8) is transformed into 
K=B(Z-QB)-‘(Z-Q), (10) 
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and Lemma in [6] then 
r(K) G ll(Z - WII G IlBll (11) 
for any orthogonal projection Q. For the sake of completeness, we give a 
simplified proof of this fact here. Let us consider the identity. 
(z-QB)P’=z+QB(z-QB)_‘, 
which follows e.g. from the expansion of the inverse, and multiply it by Z3 
from the right and by (I - Q) f rom the left. Using (lo), we obtain K = B[(Z 
- Q)+ QK]. Since Q is an orthogonal projection, 
IIQ4” +lI(Z - Qbl12 = 11~112 
holds for each z. Therefore, for any w we have 
llW12 = llQW12 +ll(Z - Q)W12 
Q llBl12 [ll<Z - Qbl12 + IIQW121. 
Since ]lBJ]2 < (Y < 1 and III - 911 = 1, 
ii(Z - Q)Kwiis G 4i412 - (I - 4iiQZ42 G 4wiis. (12) 
If A is any eigenvalue of K, and w the corresponding eigenvector, then 
K = K(Z - Q) implies that 
(I - Q)K(Z - Q)w = X(Z - Q)w, 
i.e., (I - Q)w is an eigenvector of (I - Q)K and, 
Seeing that K = D,l(x*)D - ‘, we conclude that 
T( J( x*)) Q ly1’2 < 1. 
by virtue of (12), IhI2 < a. 
In the general case, consider the vectors x0 = (I - A) - ‘(b + es) > 0 for 
8 > 0. We can define the matrices _Z(X~) by (8) for all 8 > 0, and we have 
lim .Z(Xe) = J(x*). 
e-+0, 
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Since spectral radius is a continuous function of the matrix and the above 
analysis can be applied to all J(r,), B > 0, the estimate remains valid under 
the weaker assumption that r* E 62. n 
4. LOCAL CONVERGENCE OF A MODIFIED METHOD 
So far, we have assumed that the weight vector s remains constant 
throughout the iterations. If the approximate solution xck) is used in place of 
the weight vector s in each step, we obtain an iterative method with similar 
local convergence properties. As above, l/All denotes the 1’ operator norm of 
the matrix A. We denote 
9 = {x: x = (xi)i=l ,,, m 1 1 in the block notation, xi * 0 for all i = 1,. . . ,m}. 
THEOREM 2. Let (I - A)x = b be a given system of equations with 
[IAll < 1 and x* = (I - A)-‘b E 9. We define the mapping T: %?I + R” by 
T(x) = z, where zi = cixi/x~xi, 
and the ci are computed j&n 
m X;AijXj 
ci = c ci- 
x;xj 
+ x;b,, i=l >a*., m. 
j= 1 
(13) 
Then the iterative method 
&k+l) = AT(#))+ b 
is locally convergent, i.e., an open neighborhood U of x* exists such that if 
x(O) E U, the sequence of iterates xCk) converges to x*. 
Proof. The proof of Theorem 1 can be used with some minor modifica- 
tions. The matrices 23, P, and S now become 
R(x) = diag(xl), P(x) = diag(xi/xixi), 
S(x) = P(x)R(x) = diag(xixi/x:xi) 
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for x E %I. Since S(x) is now a symmetrical projection matrix, its norm equal 
one and 
lIIR(x)AP(x)lkll = II~(~>[~(~>Al”-‘~(~)ll 4141k (14) 
for k >, 1, where C is a suitable constant. Hence, the expansion of the inverse 
[I - R(x)AP( x)] -’ can be used, and the formulas (6) to (9) are obtained 
exactly as in the proof of Theorem 1. Since the auxiliary system of equations 
(13) can be written as 
R(x)(Z - A)P(x)c = R(x)& 
the estimate (14) implies that the mapping T(x) is correctly defined for all 
x E 3. 
The rest of the proof goes like the proof of Theorem 1 with the exception 
of the estimate of r( J( x*)), which b ecomes simpler, because S(r) is symmet- 
rical and the inequality (11) can be directly used with K = J(x*), Q = S(x*), 
and B = A. n 
The authors are indebted to Professor Zvo Marek for helpful discussions. 
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