Block spin renormalization group is the main tool used in our program to see symmetry breaking in a weakly interacting many Boson system on a three dimensional lattice at low temperature. It generates operators, like the fluctuation integral covariance, that act on some lattice but are translation invariant only with respect to a proper sublattice. This paper constructs a Bloch/Floquet framework that is appropriate for bounding such operators.
Introduction
One standard implementation of the renormalization group philosophy [12] uses block spin transformations. See [10, 1, 9, 2, 8, 5] . Concretely, suppose we are to control a functional integral on a finite 1 lattice X − of the form 
with an action A(α 1 , · · · , α s ; φ * , φ) that is a function of external complex valued fields α 1 , · · · , α s , and the two 2 complex fields φ * , φ on X − . This scenario occurs in [6, 7] , where we use block spin renormalization group maps to exhibit the formation of a potential well, signalling the onset of symmetry breaking in a many particle system of weakly interacting Bosons in three space dimensions. (For an overview, see [3] .)
Under the renormalization group approach to controlling integrals like (1) one successively "integrates out" lower and lower energy degrees of freedom. In the block spin formalism this is implemented by considering a decreasing sequence of sublattices of X − . The formalism produces, for each such sublattice, a representation of the integral (1) that is a functional integral whose integration variables are indexed by that sublattice. To pass from the representation associated with one sublattice X ⊂ X − , with integration variables ψ(x), x ∈ X , to the representation associated to the next coarser sublattice X + ⊂ X , with integration variables θ(y), y ∈ X + , one • paves X by rectangles centered at the points of X + and then, • for each y ∈ X + integrates out all values of ψ whose "average value" over the rectangle centered at y is equal to θ(y). The precise "average value" used is determined by an averaging profile q. As in (11) , one uses this profile to define an averaging operator Q from the space H of fields on X to the space H + of fields on X + . One then implements the "integrating out" by first, inserting, into the integrand, 1 expressed as a constant times the Gaussian integral with some constant b > 0, and then interchanging the order of the θ and ψ integrals. For example, in [3, 6, 7] the model is initially formulated as a functional integral with integration variables indexed by a lattice
The abstract lattices X − , X , X + in the above framework correspond to X n , X (n) 0 and X
, respectively. In this framework there are a good number of linear operators that act on functions defined on a finite lattice and that are translation invariant with respect to a sub-lattice. For example the block spin averaging operator Q above (which is an abstraction of the operator Q of [6, Definition 1.1.a] and [4, (2.1)]) acts on functions defined on the lattice X , but is translation invariant only with respect to the sublattice X + . Similarly the operator Q − of [5, (2) ] (which is an abstraction of the operator Q n of [6, Definition 1.5.a] and [4, (2. 2)]) acts on functions defined on the lattice X − , but is translation invariant only with respect to the sublattice X . As another example, the fluctuation integral covariance C of [5, (14) ] (which is an abstraction of the operator C (n) of [6, (1.15) ] and [4, §4] ) acts on functions defined on the lattice X , but is translation invariant only with respect to the sublattice X + . In this paper, we use the Bloch/Floquet theory (see, for example, [11] ) approach to develop some general machinery for bounding such linear operators. In [6, 7] the operators of interest tend to be periodizations of operators acting on L 2 of an infinite lattice. An important example is the "differential" operator D n . See [4, Remark 3.1.a]. We also develop general machinery for bounding such periodizations. In [4] we use the results of this paper to bound many of the operators appearing in [6, 7] .
We start by setting up a general environment consisting of a "fine" lattice and a "coarse" sub-lattice. We shall consider operators that act on functions defined on the former and that are translation invariant with respect to the latter. Let
and the corresponding Hilbert spaces
where we use
to denote the volume of a single cell in X fin , and X crs , respectively. For the Bloch construction, it will also be useful to define the "single period" lattice
The lattices dual to X fin , X crs and B arê
We denote byπ :X fin →X crs the canonical projection fromX fin toX crs . It has kernelB. Observe that
for all x ∈ X crs , p ∈X fin
The Fourier and inverse Fourier transforms are, for
denote the volume of a single cell inX fin ,X crs andB, respectively. Observe that
where |X crs | denotes the number of points in X crs . By (2) and the fact that δ u,
Let A be any operator on H f that is translation invariant with respect to X crs . We call such an operator a "periodic operator". Denote by
By "translation invariant with respect to X crs ", we mean that
and, for u, u
This is why we defined
is a well-defined function onX crs . The following lemma is standard. 4 The "normal prefactor" forÂ would be vol Lemma 1. Let A be an operator on H f that is translation invariant with respect to
contains exactly one (arbitrary) representative from each equivalence class of
is periodic with respect to X crs in both u and u ′ and
Periodized Operators
Define the (infinite) lattices
is a function on Z fin × Z fin that • is translation invariant with respect to Z crs in the sense that a(u + x, u ′ + x) = a(u, u ′ ) for all x ∈ Z crs and u, u ′ ∈ Z fin and
both finite) and that the operator A (on H f ) acts by
Here, for each u ∈ Z fin , the notation [u] means the equivalence class in X fin that contains u. Then we say that A is the periodization of a. It is "a with periodic boundary conditions on a box of size
Remark 3.
(a) The right hand side of (5) is independent of the representative u chosen from [u] (by translation invariance with respect to
(b) The kernel of A is given by
The sum converges because a has finite L 1 -L ∞ norm. This is the motivation for the name the "periodization of a".
(c) If A is the periodization of a and B is the periodization of b, then C = AB is the periodization of
and, for ℓ, ℓ ′ ∈B,â
(Recall that
periodic with respect to Z crs in both u and u ′ .) By the L 1 -L ∞ hypothesis and the Lebesgue dominated convergence theorem, both a k (u, u ′ ) and a k (ℓ, ℓ ′ ) are continuous in k.
Remark 4. As was the case for
is not a function on the torusẐ crs since, for p ∈
is a legitimate function on the torusẐ crs and is in fact the Fourier transform of the function
The following two lemmas are again standard.
Lemma 5. Let a(u, u ′ ) : Z fin × Z fin → C obey the conditions of Definition 2, and, in particular, be translation invariant with respect to Z crs .
is periodic with respect to Z crs in both u and u
(c) Let A be the periodization of a. Then
Lemma 6.
Z fin × Z fin → C both obey the conditions of Definition 2, and set
We now generalize the above discussion to include periodized operators from L 2 (X crs ) to L 2 (X fin ) and vice versa. If b(u, x) and c(x, u) are translation invariant with respect to Z crs (with x running over Z crs and with u running over Z fin as usual) and have finite L 1 -L ∞ norm, we define, for k ∈ R × R d and ℓ, ℓ ′ ∈B,
The inverse transforms are
If b ⋆ (x, u) = b(u, x) and c ⋆ (u, x) = c(x, u) are the transposes of b and c, respectively, thenb
Averaging Operators
In this subsection, we analyze "averaging operators" as examples of periodic operators. Fix a function q : X fin → R and define the "averaging operator" Q :
Lemma 7.
(a) The adjoint Q ⋆ is given by
The composite operators QQ ⋆ and Q ⋆ Q are given by
Proof. trivial. 
Observe that the number of points in this rectangle is exactly
X fin . Also, for u ∈ X fin , let ξ(u) be the point of X crs closest to u. Then
The composite operators are
Lemma 9. Let Q : H f → H c be the averaging operator of (11), but with q : Z fin → R and q(u) vanishing unless
(a) For all φ ∈ H f and ψ ∈ H c ,
Proof. (a) Using the definitions and (2),
The computation for (Q ⋆ ψ)(p) is similar. For the composite operators
and similarly for (Q ⋆ Qφ)(p).
we haveâ
Example 10 (Example 8, continued). In the notation of Example 8, the Fourier transform of q isq
where
Remark 11. For the q of Examples 8 and 10, which is, up to a multiplicative constant, the characteristic function of a rectangle, the Fourier transformq(p) decays relatively slowly for large p. Choosing a smoother q increases the rate of decay of q(p). A convenient way to "smooth off" Q is to select an even q ∈ N and choose q to be the inverse Fourier transform of
For example, when q = 2, q is the convolution of (a constant times) the characteristic function of a rectangle with itself and so is a "tent" function. In [6, 7] , we use q ≥ 4.
Analyticity of the Fourier Transform and L
Define, for any m ≥ 0 and a : X × X ′ → C, with X and X ′ being any of our lattices,
Here vol X and vol X ′ is the volume of a single cell in X and X ′ , respectively.
where A is the periodization of a and
Analyticity in k follows from the uniform convergence of the series on |Im k| < m.
where we have applied Stokes' theorem, using analyticity in k and the fact that
is periodic in the real part of k with respect to
The second bound is obvious from
(with the distance |[u] − y ′ | measured in X fin and the distance |u − u ′ | measure in Z fin ) and the similar bound with the roles of u and u ′ interchanged.
(c) The proof is much the same as that of part (b).
Then a(u, u ′ ) : Z fin × Z fin → C obeys the conditions of Definition 2 and
Proof. The proof is straightforward.
Functions of Periodic Operators
Let C be a simple, closed, positively oriented, piecewise smooth curve in the complex plane and denote by O C its interior. Denote by σ(A) the spectrum of the bounded operator A and assume σ(A) ⊂ O C . Let f (z) be analytic on the closure of O C . Then, by the Cauchy integral formula,
and, for any m ≥ 0, 
• for each ζ ∈ C \ O C and each k with |Im k| < m, the matrix ζδ ℓ,
Denote by A the periodization of a. Then f (A), defined by (12), exists and
Here (ζ1l −â k ) −1 refers to the inverse of the |B| × |B| matrix ζδ ℓ,
Proof. Each matrix element of ζ1l −â k is continuous on
Furthermore det(ζ1l −â k ) does not vanish on D. Hence every matrix element of ζ1l −â k −1 is also continuous on D and in particular is bounded on compact subsets of D. Set, for each for each ζ ∈ C \ O C , and u, u ′ ∈ Z fin ,
By Lemma 13, r ζ (u, u ′ ) obeys the conditions of Definition 2 and
By Lemma 12.b,
Then, by (13),
Scaling of Periodized Operators
Scaling plays an important role in the construction of [6, 7] . See, for example, [6, Definition 1.3 and §2] and [4, (1.3) ]. For the current abstract setting, select scaling factors σ T and σ X and define the scaled lattices
The map L(τ, x) = (σ T τ, σ X x) gives bijections 
