We propose a unifying algorithm for non-smooth non-convex optimization. The algorithm approximates the objective function by a convex model function and finds an approximate (Bregman) proximal point of the convex model. This approximate minimizer of the model function yields a descent direction, along which the next iterate is found. Complemented with an Armijo-like line search strategy, we obtain a flexible algorithm for which we prove (subsequential) convergence to a stationary point under weak assumptions on the growth of the model function error. Special instances of the algorithm with a Euclidean distance function are, for example, Gradient Descent, Forward-Backward Splitting, ProxDescent, without the common requirement of a "Lipschitz continuous gradient". In addition, we consider a broad class of Bregman distance functions (generated by Legendre functions) replacing the Euclidean distance. The algorithm has a wide range of applications including many linear and non-linear inverse problems in image processing and machine learning.
Introduction
When minimizing a non-linear function f on the Euclidean vector space R N , it is a fundamental strategy to successively minimize approximations to the actual objective function. We refer to such an approximation as model (function). A common model example in smooth optimization is linearization (first order Taylor approximation)
around a pointx, where ·, · denotes the inner product on R N . However, in general, the minimization of a linear function does not provide a finite solution, unless, for instance, the domain is compact. Therefore, the model is usually complemented by a proximity measure D(x,x), which favors a solution close tox. For the Euclidean norm | · | on R N as proximity arXiv:1707.02278v1 [math.OC] 7 Jul 2017
Contribution and Related Work measure D(x,x) = 1 2τ |x −x| 2 with τ > 0, the next iterate x k+1 is computed as minimizerx of the following model around the current iteratex = x k :
In this case, there is a closed-form solution, which leads to the well-known Gradient Descent step
Since sequential minimization of model functions does not require the smoothness of the objective, f may also be non-smooth and non-convex. The crucial aspect is the "approximation quality", which is controlled by a growth function ω : R + → R + and the requirement that the model function satisfies the model assumption
Drusvyatskiy et al. [15] refer to such model functions as Taylor-like models. The difference between algorithms lies in the choice of the growth function.
For example, the Gradient Descent model function (1) with a continuously differentiable function f satisfies ω(0) = ω (0) = 0 and requires a line search strategy to determine a suitable step size. If ∇f is also L-Lipschitz continuous, then a growth function of type ω(t) = L 2 t 2 can be used, and step sizes can be controlled analytically.
A large class of algorithms, which are widely popular in machine learning, can be cast in the same framework. This includes algorithms such as Forward-Backward Splitting [20] (Proximal Gradient Descent), ProxDescent [19, 16] , and many others. They all obey the same growth in (2) as Gradient Descent. This allows for a unified analysis of all these algorithms, which is a key contribution of this paper. Moreover, we allow for a broad class of (iteration dependent) Bregman proximity functions (e.g. generated by common entropies such as Boltzmann-Shannon, Fermi-Dirac, and Burg's entropy), which leads to new algorithms. To be generic in the choice of the objective, the model, and the Bregman functions, the algorithm is complemented with an Armijo-like line search strategy. Subsequential convergence to a stationary point is established for different types of growth functions.
The above mentioned algorithms are ubiquitous in applications of machine learning, computer vision, image/signal processing, and compressed sensing as we illustrate in Section 5 and our numerical experiments in Section 6. Due to the unifying framework the flexibility of these methods is considerably increased further.
Contribution and Related Work
For smooth functions, Taylor's approximation is unique. However, for non-smooth functions, there are only "Taylor-like" model functions [25, 24, 15] . Each model function yields another algorithm. Some model functions [25, 24] could also be referred to as lower-Taylor-like models, as there is only a lower bound on the approximation quality of the model. Noll et al. addressed the problem by bundle methods based on cutting planes, which differs from our setup.
The goal of Drusvyatskiy et al. [15] is to measure the proximity of an approximate solutions of the model function to a stationary point of the original objective, i.e., a suitable stopping criterion for non-smooth objectives is sought. On the one hand, their model functions may be non-convex, unlike ours. On the other hand, their growth functions are more restrictive. Considering their abstract level, the convergence results may seem satisfactory. However, several assumptions that do not allow for a concrete implementation are required. This is in contrast to our framework.
We assume more structure of the subproblems: They are given as the sum of a model function and a Bregman proximity function. With this mild assumption on the structure, the algorithm can be implemented and the convergence results apply. We present the first implementable algorithm in the abstract model function framework and prove subsequential convergence to a stationary point.
Our algorithm generalizes ProxDescent [16, 19] with convex subproblems, which is known for its broad applicability. We provide more flexibility by considering Bregman proximity functions, and our backtracking line-search need not solve the subproblems for each trial step.
The algorithm and convergence analysis is a far-reaching generalization of Bonettini et al. [9] , which is similar to the instantiation of our framework where the model function leads to Forward-Backward Splitting. The proximity measure of Bonettini et al. [9] is assumed to satisfy a strong convexity assumption. Our proximity functions can be generated by a broad class of Legendre functions, which includes, for example, the non-strongly convex Burg's entropy [11, 2] for the generation of the Bregman proximity function.
As in [15] , we introduce the following concepts. For a closed function f : R N → R and a pointx ∈ dom f , we define the slope of f atx by
where [s] + = max(s, 0). It is the maximal instantaneous rate of decrease of f atx. For a differentiable function, it coincides with the norm of the gradient |∇f (x)|. Moreover, the limiting slope |∇f |(x) := lim inf
is key. For a convex function f , we have |∇f
We define the set of (global) minimizers of a function f by
consists of a single element. As shorthand, we also use Argmin f and argmin f .
Definition 1 (Growth function [15] ). A differentiable univariate function ω :
If, in addition, equalities lim t 0 ω (t) = lim t 0 ω(t)/ω (t) = 0 hold, we say that ω is a proper growth function.
Bregman distance. In order to introduce the notion of a Bregman function [10] , we first define a set of properties for functions to generate nicely behaving Bregman functions. 
In contrast to the Euclidean distance, the Bregman distance is lacking symmetry. We focus on Bregman distances that are generated by Legendre functions from the following class:
To control to variable choice of Bregman distances throughout the algorithm's iterations, we introduce the following relation for h 1 , h ∈ L :
As a consequence of h
In order to conveniently work with Bregman distances, we collect a few properties.
Proposition 4.
Let h ∈ L and D h be the associate Bregman distance.
(i) D h is strictly convex on every convex subset of dom ∂h with respect the first argument.
(ii) Forx ∈ int dom h, it holds that D h (x,x) = 0 if and only if x =x.
(iii) For x ∈ R N andx,x ∈ int dom h the following three point identity holds:
Proof. (i) and (ii) follow directly from the definition of h being essentially strictly convex.
(iii) is stated in [4, Prop. 2.3] . It follows from the definition of a Bregman distance.
Associated with such a distance function is the following proximal mapping. 
In general, the proximal mapping is multi-valued, however for a convex function, the following lemma simplifies the situation. 
Proof. The statement is proved in [13, Lem. 3.2] .
For examples and more useful properties of Bregman functions, we refer the reader to [2, 4, 5, 23] .
Miscellaneous. We make use of little-o notation f ∈ o(g) (or f = o(g)), which indicates that the asymptotic behavior of a function f is dominated by that of the function g. Formally, it is defined by
Note that a function ω is in o(t) if, and only if ω is a growth function.
Line Seach Based Bregman Minimization Algorithms
In this paper, we solve optimization problems of the form
where f : R N → R is a proper, closed function on R N . We assume that Argmin f = ∅ and f := min f > −∞. The main goal is to develop a provably convergent algorithm that finds a stationary point x of (4) in the sense of the limiting slope |∇f |(x) = 0. We analyze abstract algorithms that sequentially minimize convex models of the objective function.
The Abstract Algorithm
For each pointx, we consider a proper, closed, convex model function fx :
where ω is a growth function as defined in Definition 1. The model assumption (5) is an abstract description of a (local) first order oracle. For examples, we refer to Section 5.
Before delving further into the details, we need a bit of notation. Let
where h ∈ L . Note that f h x (x) = f (x). Moreover, the following quantity defined for generic pointsx, x andx will be important:
Forx =x, it measures the decrease of the surrogate function f h x from the current iteratex to any other point x. Obviously, the definition implies that ∆ h
x (x, x) = 0 for all x.
Algorithm. We consider the following Algorithm 1.
Algorithm 1 (Inexact Bregman Proximal Minimization Line Search).
• Basic prerequisites: Fix γ ∈ (0, 1) and h ∈ L . Let
• (x k ) k∈N and (ỹ k ) k∈N be sequences in R N ;
• (h k ) k∈N be a sequence in L with h k h;
• (η k ) k∈N be a sequence of positive real numbers.
• Initialization:
• For each k ≥ 0: Generate the sequences such that the following relations hold:
If (7) cannot be satisfied, then the algorithm terminates.
The algorithm starts with a feasible point x 0 . At each iteration, it computes a pointỹ k that satisfies (7) , which is an inexact solution of the Bregman proximal mapping
that, at least, improves the (model) value compared to x k . Thanks to the class of Legendre functions L , this proximal mapping is well-defined and single-valued on its domain. The exact version of the algorithm solves the proximal mapping exactly for the global optimal solution. The optimal solution of the proximal mapping will always be denoted byx k instead ofỹ k , which refers to an approximate solution. The directionỹ k − x k can be considered as a descent direction for the function f . Given this direction, the goal of (8) and (9) is the estimation of a step size η k (by line search, cf. Algorithm 2) that reduces the value of the objective function. In case that the proximal mapping has a solution but the first relation (7) can only be satisfied with equality, we will see that x k =ỹ k must be a stationary point of the objective, hence, the algorithm terminates.
Remark 8. Instead of performing backtracking on the objective values as in Algorithm 1, backtracking on the scaling of the Bregman distance in (7) is also possible. For a special model function, this leads to ProxDescent [19, 16] (with Euclidean proximity function). If a scaled version of (7) yields a descent on f , we can set η k = 1, and accept this point. However, this can be expensive when the proximal subproblem in (7) is hard to solve, since each trial step requires to solve the subproblem. In order to break the backtracking, the new objective value must be computed anyway. Therefore, a computational advantage of the line search (8) and (9) is to be expected (cf. Section 6.1).
Algorithm 2 (Line Search for Algorithm 1).
• Basic prerequisites: Fix δ, γ ∈ (0, 1),η > 0, and k ∈ N.
• Input: Current iterates x k ∈ int dom h andỹ k satisfy (7) .
• Solve: Find the smallest j ∈ N such thatη j :=ηδ j satisfies (8) and (9) .
• Return: Set the feasible step size η k for iteration k toη j .
Algorithm 1-2 is well defined as the following lemmas show.
Lemma 9 (Well-definedness). Let ω in (5) be a growth function. Algorithm 1 is welldefined, i.e., for all k ∈ N, the following holds:
(i) there existsỹ k that satisfies (7) or x k =x k and the algorithm terminates;
(ii) x k ∈ dom f ∩ int dom h; and (iii) there exists η k that satisfies (8) and (9) .
Proof. (i) For x k ∈ int dom h, Lemma 6 shows that P h k fx k maps to int dom h k ∩ dom f x k ⊂ int dom h ∩ dom f and is single-valued. Thus, for example,ỹ k =x k satisfies (7) . Otherwise,
Inductively, we conclude the statement. (iii) This will be shown in Lemma 10.
Lemma 10 (Finite termination of Algorithm 2). Consider Algorithm 1 and fix k ∈ N.
Let ω in (5) be a growth function. Let δ, γ ∈ (0, 1),η > 0,h := h k , andx := x k ,ỹ :=ỹ k be such that ∆h x (ỹ,x) < 0. Then, there exists j ∈ N such thatη j :=ηδ j satisfies
Finite Time Convergence Analysis
Proof. This result is proved by contradiction. Define v :=ỹ −x. By our assumption in (5), we observe that
Using Jensen's inequality for the convex function fx provides:
) holds for any j ∈ N. Then, using (11) and (12), we conclude the following:
which for j → ∞ yields the desired contradiction, since γ ∈ (0, 1) and ∆h x (ỹ,x) < 0.
First, we study the case when the algorithm terminates after a finite number of iterations, i.e., there exists k 0 ∈ N such that (7) cannot be satisfied. Then, the pointỹ k 0 is a global minimizer of f h k 0
x k 0 and ∆ h k 0
x k 0 (ỹ k 0 , x k 0 ) = 0. Moreover, the point x k 0 turns out to be a stationary point of f .
Lemma 11.
Forx ∈ dom f and a model fx that satisfies (5) , where ω is a growth function, the following holds:
Proof. It holds that
Proposition 12 (Stationarity for finite time termination). Consider the setting of Algorithm 1. Let ω in (5) be a growth function. Let k 0 ∈ N be fixed, and setx =ỹ k 0 ,
Proof. Sincex is the unique solution of the proximal mapping, obviously ∆h x (x,x) = 0 and x =x. Moreover,x is the minimizer of fh x , i.e. we have
where we used thath is Fréchet differentiable atx and Lemma 11.
Asymptotic Convergence Analysis
We have established stationarity of the algorithm's output, when it terminates after a finite number of iterations. Therefore, without loss of generality, we now focus on the case where (7) can be satisfied for all k ∈ N. We need to make the following assumptions.
Remark 13. Assumption 1 states that asymptotically (for k → ∞) the Bregman proximal mapping (10) must be solved accurately. In order to obtain stationarity of a limit point, Assumption 1 is necessary, as shown by Bonettini et al. [9, after Thm. 4.1] for a special setting of model functions.
and (h k ) k∈N be a such that h k h. Then the following holds:
Remark 14. (i) Assumption 2 states that (asymptotically) a vanishing Bregman distance reflects a vanishing Euclidean distance. This is a natural assumption and satisfied, e.g., by most entropies such as Boltzmann-Shannon, Fermi-Dirac, and Burg entropy.
(ii) The equivalence in Assumption 2 is satisfied, for example, when there exists c ∈ R such that c h h k holds for all k ∈ N and the following holds:
Convergence of objective values. By construction, convergence of the objective values is obvious.
Proposition 15 (Convergence of objective values). Consider the setting of Algorithm 1.
Let ω in (5) be a growth function. The sequence of objective values (f (x k )) k∈N is nonincreasing and converging to some f * ≥ f > −∞.
Vanishing model improvement. Asymptotically, under some condition on the step size, the improvement of the model objective value betweenỹ k and x k must tend to zero. Since we do not assume that the step sizes η k are bounded away from zero, this is a non-trivial result.
Proposition 16 (Vanishing model improvement). Consider the setting of Algorithm 1.
Let ω in (5) be a growth function. Suppose, either inf k η k > 0 or η k is selected by the Line Search Algorithm 2. Then,
Proof. The first part follows from rearranging (9) , and summing both sides for n = 0, . . . , k:
In the remainder of the proof, we show that ∆ h k x k (ỹ k , x k ) → 0, which is not obvious unless inf k η k > 0. The model improvement is bounded. Boundedness from above is satisfied by construction of the sequence (ỹ k+1 ) k∈N . Boundedness from below follows from the following observation and the uniform boundedness of the model functions from below:
Therefore, there exists K ⊂ N such that the subsequence ∆ h k x k (ỹ k , x k ) converges to some ∆ * as k K → ∞. Suppose ∆ * < 0. Then, the first part of the statement implies that the step size sequence must tend to zero, i.e., η k → 0 for k K → ∞. For k ∈ K sufficiently large, the line search procedure in Algorithm 2 reduces the step length from η k /δ to η k . (Note that η k can be assumed to be the "first" step length that achieves a reduction in (9)). Before multiplying with δ, no descent of (9) was observed, i.e.,
where v k =ỹ k − x k . Using (11) and (12), we can make the same observation as in the proof of Lemma 10:
which for η k → 0 yields a contradiction, since γ ∈ (0, 1) and ∆ h k x k (ỹ k , x k ) < 0. Therefore, any cluster point ∆ * of (∆ h k x k (ỹ k , x k )) k∈K must be 0, which concludes the proof.
Asymptotic Stationarity with a Growth Function
In order to establish stationarity of limit points generated by Algorithm 1 additional assumptions are required. We consider three different settings for the model assumption (5) : ω in the model assumption (5) Assumption 3. Let x * be a limit point of (
Remark 17. Assumption 3 is common for abstract algorithms. Attouch et al. [1] , for example, use a relative error condition of the form |∇f |(
implies Assumption 3 under mild assumptions (see Corollary 21) .
Using this assumption, we can state one of our main theorems, which shows convergence to a stationary point under various condition. The conditions are easily verified in many applications (see Section 5) .
Theorem 18 (Asymptotic stationarity with a growth function). Consider the setting of Algorithm 1. Let ω in (5) be a growth function. Moreover, let either inf k η k > 0 or η k be selected by the Line Search Algorithm 2. Let (x k ) k∈N and (ỹ k ) k∈N be bounded sequences such that Assumptions 1 and 2 hold and let f x k obey (5) with growth function ω. Then,
Suppose Assumption 3 is satisfied. If x * is a limit point of the sequence (x k ) k∈N , and one of the following conditions is satisfied:
(i) f is continuous on the closure of dom h,
Proof. First, we show that for k → ∞ the pairwise distances between the sequences (x k ) k∈N , (ỹ k ) k∈N , and (x k ) k∈N vanishes. Proposition 7, reformulated in our notation, can be stated as
As a direct consequence, using x =ỹ k together with Assumptions 1 and 2, we obtain
and Assumptions 1 and 2, we conclude that
This follows from the following estimation:
where the right hand side vanishes for k → ∞. Analogously, we can show that f (
→ ∞, and by Assumption 3, the slope vanishes, hence the limiting slope |∇f |(x * ) at x * also vanishes, which concludes the proof.
(i) implies f (ỹ k ) → f (x * ) as k → ∞ by definition. For (ii) and (iii), we make the following observation:
Remark 19. Existence of a limit point x * is guaranteed by assuming that (x k ) k∈N is bounded. Alternatively, we could require that f is coercive (i.e. f (x k ) → ∞ for |x k | → ∞), which implies boundedness of the lower level sets of f , hence by Proposition 15 the boundedness of (x k ) k∈N .
Therefore, Assumption 3 could also be stated as the requirement
in order to conclude that limit points of (x k ) k∈N are stationary points.
As a simple corollary of this theorem, we replace Assumption 3 with the relative error condition mentioned in Remark 17. Proof. Theorem 18 shows thatỹ k − x k → 0, thus, inf k η k > 0 implies x k+1 − x k → 0 by (8) . Therefore, the relation |∇f |(x k+1 ) ≤ b|x k+1 − x k | shows that Assumption 3 is automatically satisfied and we can apply Theorem 18 to conclude the statement. Some more results on the limit point set. In Theorem 18 we have shown that limit points of the sequence (x k ) k∈N generated by Algorithm 1 are stationary, and in fact the sequence f -converges to its limit points. The following proposition shows some more properties of the set of limit points of (x k ) k∈N . This is a well-known result [8, Lem. 5] that follows from
Proposition 22. Consider the setting of Algorithm 1. Let ω in (5) be a growth function and inf k η k > 0. Let (x k ) k∈N and (ỹ k ) k∈N be bounded sequences such that Assumptions 1, 2 and 3 hold. Suppose one of the conditions (i)-(iv) in Theorem 18 is satisfied for each limit point of (x k ) k∈N . Then, the set S := {x * ∈ R N | ∃K ⊂ N : x k → x * as k K → ∞} of limit points of (x k ) k∈N is connected, each point x * ∈ S is stationary for f , and f is constant on S.
Proof. Theorem 18 shows thatỹ k − x k → 0. Thus, boundedness of η k away from 0 implies x k+1 − x k → 0 by (8) . Now, the statement follows from [8, Lem. 5] and Theorem 18.
Asymptotic Stationarity with a Proper Growth Function
Our proof of stationarity of limit points generated by Algorithm 1 under the assumption of a proper growth function ω in (5) relies on an adaptation of a recently proved result by Drusvyatskiy et al. [15, Cor. 5.3] , which is stated in Lemma 23 before the main theorem of this subsection. The credits for this lemma should go to [15] . Proof. Theorem 5.1 from Drusvyatskiy et al. [15] guarantees, for each k, the existence of pointsŷ k and z k such that the following hold:
under the convention 0
Setting ρ k = √ ε k , using ε k → 0 and the point proximity, shows that |ỹ k − z k | → 0. Moreover
Using (13), we observex k −ỹ k → 0, hence x k −x k → 0. From (14) and Assumption 1, we conclude that ∆ h k x k (ỹ k , x k ) → 0, and, therefore f (x k ) − f (ỹ k ) → 0 using (15) . Consider the value proximity. Combined with the lower semi-continuity of f , it yields
Near-stationarity implies that |∇f |(ŷ k ) → 0, which proves that |∇f |(x * ) = 0, hence x * is a stationary point. Proof. Propositions 15 and 16, and the proof of f -attentive convergence from Theorem 18 only rely on a growth function. Instead of assuming that the slope vanishes, here we apply Lemma 23 to conclude stationarity of the limit points.
Of course, Proposition 22 can also be stated in the context here.
Asymptotic Analysis with a Global Growth Function
Suppose, forx ∈ int dom h for some h ∈ L , the model error can be estimated as follows:
Since h is Fréchet differentiable on int dom h, the right hand side is a growth function. Without loss of generality, we restrict ourselves to a fixed function h ∈ L (this section analyses a single iteration). In order to reveal similarities to well-known step size rules, we scale h in the definition of f h
Here, decreasing objective values can be assured without the line search procedure (see Proposition 26), i.e., η k = 1 is always feasible.
In order to obtain the result of stationarity of limit points (Theorem 18 or 25), we can either verify by hand that Assumption 3 holds or we need to assume that D h (x,x) is a proper growth function.
Proposition 26. Consider the setting of Algorithm 1 and let (17) be satisfied.
(i) For pointsỹ that satisfy ∆
holds, where the left-hand-side is strictly larger than 0 for α ∈ (0, 1/L).
(ii) For pointsx = P h fx (x), the following descent property holds:
where the left-hand-side is strictly larger than 0 for α ∈ (0, (1 + ρ)/L), and ρ is the Bregman symmetry factor defined by ρ : [5] ).
Proof. The following relations hold:
Bounding the left hand side of the last expression using (17) , we obtain
which proves part (i). Part (ii) follows analogously. However, thanks to the three point inequality from Proposition 7 and optimality ofx the rightmost inequality of (18) improves to
and the statement follows.
A Remark on Convex Optimization
In this section, let f be convex, and consider the following global model assumption
We establish a convergence rate of O(1/k) for Algorithm 1 with η k ≡ 1. For Forward-Backward Splitting, this has been shown by Bauschke et al. [5] . We only require fx to be a model w.r.t. (20) .
Proposition 27. Consider Algorithm 1 with η k ≡ 1 and model functions that obey (20) . For x k+1 = P h/α fx k (x k ) and α = 1 L , the following rate of convergence on the objective values holds:
Proof. The three point inequality in Proposition 7 combined with the model assumption (20) yields the following inequality:
for all x. Restricting to 0 < α ≤ 1 L , we obtain
Let x * be a minimizer of f . We make the following choices:
Summing both sides up to iteration k and the descent property yield the convergence rate:
We discuss several classes of problems that can be solved using our framework. To apply Algorithm 1, in Section 5.1, we define a suitable model and mention the associated algorithmic step that arises from exactly minimizing the sum of the model and an Euclidean proximity measure. However our algorithm allows for inexact solutions and very flexible (also iteration dependent) Bregman proximity functions. Examples are provided in Section 5.2. For brevity, we define the symbols Γ 0 for the set of proper, closed, convex functions and C 1 for the set of continuously differentiable functions.
Examples of Model Functions
Example 28 (Forward-Backward Splitting). Problems of the form
This model is associated with Forward-Backward Splitting (FBS) and the error satsifies
which is the linearization error of the smooth part f 1 (cf. (1) for the relation to Gradient Descent). The first case obeys a global (proper) growth function and the second, more general case falls into the class of growth functions. In any case, the model satisfies the model consistency required in Theorem 18(iv). For any x ∈ dom f andx → x * ,
holds, thanks to the continuous differentiability of f 1 and continuity of the inner product.
In order to verify Assumption 3, we make use of Remark 20 and show that |∇f |(x k ) → 0 as k K → ∞ where K ⊂ N is such that x k K → x * . Note thatx k satisfies the following relation:
then Assumption 3/Remark 20 is satisfied. The condition |∇h k (x k ) − ∇h k (x k )| → 0 is naturally fulfilled by many Legendre functions, e.g., if ∇h k is α-Hölder continuous (uniformly w.r.t. k) with α > 0 or uniformly continuous (independent of k) on bounded sets or continuous at x * (uniformly w.r.t. k), and will be discussed in more detail in Section 5.2.
Example 29 (Variable metric FBS). We consider an extension of Examples 28. An alternative feasible model for a twice continuously differentiable function f 1 is the following:
where B := [∇ 2 f 1 (x)] + is a positive definite approximation to ∇ 2 f 1 (x), which leads to a Hessian driven variable metric FBS. It is easy to see that the model error satisfies the growth function ω(s) = o(s). Again, Theorem 18(iv) obviously holds and the same conclusions about Assumption 3 can be made as in Example 28.
Example 30 (ProxDescent). Problems of the form
which often arise from non-linear inverse problems, can be approached by the model function
where DF (x) is the Jacobian matrix of F atx. The associated algorithm is connected to ProxDescent [19, 16] . If g is a quadratic function, the algorithm reduces to the Levenberg-Marquardt algorithm [21] . The error model can be computed as follows:
where is the (possibly local) Lipschitz constant of g around F (x). Since g is convex and finite-valued, it is always locally Lipschitz continuous. Since F is continuously differentiable, for x sufficiently close tox, both F (x) and F (x) + DF (x)(x −x) lie in a neighborhood of F (x) where the local Lipschitz constant of g is valid, which shows the first inequality in (23) . The last line in (23) shows that, either the error obeys a global proper growth function or it obeys a growth function ω(s) = o(s). With a similar reasoning, we can show that Theorem 18(iv) is satisfied.
We consider Assumption 3/Remark 20. Let
Since g is finite-valued, using [6, Cor. 16 .38] (sum-rule for the subdifferential), and [27, Thm. 10.6] , we observe that
where DF (x k ) * denotes the adjoint of DF (x k ). We can assume that, for k large enough, F (x k )+DF (x k )(x k −x k ) and F (x k ) lie a neighborhood of F (x * ) on which g has the Lipschitz constant > 0. By [27, Thm. 9.13] , ∂g is locally bounded around F (x * ), i.e. there exists a compact set G such that ∂g(z) ⊂ G for all z in a neighborhood of F (x * ). We conclude that
. Again assuming that ∇h k (x k ) − ∇h k (x k ) → 0 we conclude that the outer set-limit of the right hand side of (24) is included in ∂f (x k ) and, therefore, the slope |∇f |(x k ) vanishes for k K → ∞.
Example 31. Problems of the form
can be modeled by
Such problems appear for example in non-convex regularized imaging problems in the context of iteratively reweighted algorithms [26] . For the error of this model function, we observe the following:
which shows the same growth functions are obeyed as in Example 28 and 30. The explanation for the validity of the reformulations are analogue to those of Example 30. It is easy to see that Theorem 18(iv) holds.
We consider Assumption 3/Remark 20. Let x k → x * as k K → ∞ for K ⊂ N andx k − x k → 0. Since g is continuously differentiable, the sum-formula for the subdifferential holds. Moreover, we can apply [27, Cor. 10 .09] (addition of functions) to see thatx k satisfies the following relation:
Note that by [27, Thm. 10 .49] the subdifferential of g • F atx k is M i=1 ∂F i (x k )(∇g(F (x k ))) i . As in Example 30, using the Lipschitz continuity of F , hence local boundedness of ∂F , and using the continuous differentiability of g, the sequence of sets M i=1 ∂F i (x k )(∇g(F (x k ))) i − ∂F i (x k )(∇g(F (x k ))) i vanishes for k K → ∞, which implies that the slope |∇f |(x k ) vanishes for k K → ∞.
Examples of Bregman functions
Let us explore some of the Bregman functions that are most important to our applications and show that our assumptions are satisfied.
Example 32 (Euclidean Distance). The most natural Bregman proximity function is the
which is generated by the Legendre function h(x) = 1 2 |x| 2 . The domain of h is the whole space R N . Assumption 2 requires for two sequence (x k ) k∈N and (x k ) k∈N that x k −x k → 0 ⇔ 1 2 |x k − x k | 2 , which is obviously true. As we have seen for the model functions in Section 5.1, Assumption 3 is satisfied, if x k −x k → 0 implies ∇h(x k ) − ∇h(x k ) → 0, which is clearly true. Moreover, Condition (ii) in Theorem 18 is satisfied for any limit point, so there is no need to verify the other conditions in Theorem 18. This guarantees subsequential convergence to a stationary point for the models in Section 5.1 combined with the Euclidean proximity measure.
Example 33 (Variable Euclidean Distance). A simple but far-reaching extension of Example 32 is the following. Let (A k ) k∈N be a sequence of symmetric positive definite matrices such that the smallest and largest eigenvalues are in (c 1 , c 2 ) for some 0 < c 1 
Each matrix A k induces a metric on R N via the inner product x, Ax for x,x ∈ R N . The induced norm is a Bregman proximity function
, generated analogously to Example 32. Except the boundedness of the eigenvalues of (A k ) k∈N there are no other restrictions. All the conditions mentioned in Example 32 are easily shown to be satisfied. A simple example, which leads to a variable step size method, is the choice A k = τ k I with c 1 < τ k < c 2 , where I denotes the identity matrix.
From now on, we restrict to iteration-independent Bregman distance functions, knowing that we can flexibly adapt the Bregman distance in each iteration.
Example 34 (Boltzmann-Shannon entropy). The Boltzmann-Shannon entropy is given by
where x (i) denotes the i-th coordinate of x ∈ R N . D h is generated by the Legendre function h(x) = N i=1 x (i) log(x (i) ), which has the domain [0, +∞) N . Since h is additively separable, w.l.o.g., we restrict the discussion to N = 1 in the following.
We verify Assumption 2. Let (x k ) k∈N and (x k ) k∈N be bounded sequences in int dom h = (0, +∞) with x k −x k → 0 for k → ∞. For any convergent subsequence x k → x * as k K → ∞ for some K ⊂ N alsox k → x * as k K → ∞ and x * ∈ [0, +∞). Since h is continuous on cl dom h = [0, +∞) (define h(0) = 0 log(0) = 0), D h (x k ,x k ) → 0 for any convergent subsequence, hence for the full sequence. The same argument shows that the converse implication is also true, hence the Boltzmann-Shannon entropy satisfies Assumption 2.
For the model functions from Section 5.1, we show that Assumption 3 holds for x * ∈ int dom h, i.e. ∇h(x k ) − ∇h(x k ) → 0 for sequence (x k ) k∈N and (x k ) k∈N with x k → x * and x k −x k → 0 for k K → ∞ for some K ⊂ N. This condition is satisfied, because ∇h is continuous on int dom h, hence lim
Since dom h = cl dom h, it suffices to verify Condition (iii) of Theorem 18 to guarantee subsequential convergence to a stationary point. For x * ∈ [0, +∞) and a bounded sequence (ỹ k ) k∈N in int dom h as in Theorem 18, we need to show that D h (x * ,ỹ k ) → 0 as k
This result is clearly true for x * > 0, thanks to the continuity of log. For x * = 0, we observe x * log(ỹ k ) → 0 for k K → ∞, hence Condition (iii) of Theorem 18 holds, and subsequential convergence to a stationary point is guaranteed.
Example 35 (Burg's entropy). For optimization problems with non-negativity constraint, Burg's entropy is a powerful distance measure. Burg's entropy
is generated by the Legendre function h(x) = − N i=1 log(x (i) ) which is defined on the domain (0, +∞) N . Approaching 0, the function h grows towards +∞. In contrast to the Bregman functions in the examples above, Burg's entropy does not have a Lipschitz continuous gradient, and is therefore interesting for objective functions with the same deficiency.
W.l.o.g. we consider N = 1. Assumption 2 for two bounded sequences (x k ) k∈N and (x k ) k∈N in (0, +∞) reads
which is satisfied if the limit points lie in (0, +∞) since x k −x k → 0 ⇔ x k /x k → 1 for k K → ∞ and log is continuous at 1.
For the model functions in Section 5.1, Assumption 3 requires ∇h(x k ) − ∇h(x k ) → 0 for sequence (x k ) k∈N and (x k ) k∈N in int dom h with x k → x * and x k −x k → 0 for k K → ∞ for some K ⊂ N. By continuity, this statement is true for any x * > 0. For x * = 0, the statement is in general not true. Also Condition (iv) in Theorem 18 can, in general, not be verified.
Therefore, if a model functions is complemented with Burg's entropy, the objective should be continuous on the cl dom h. Stationarity of limit points can be obtained as long as they lie in int dom h.
Numerical Experiments
Bonettini et al. [9] have applied Forward-Backward Splitting (FBS), a special setting of our framework (with strongly convex proximity measure), to Student-t regularized image denoising, deblurring under Poisson noise (in a convex setting), and diffusion based image compression. We solve two problems that are beyond their applicability and several dictionary learning formulations. The goal of the experiments is to demonstrate the wide applicability of our algorithmic framework. The applicability of our results follows from the considerations in Section 5. Actually, the considered objective functions are all continuous, i.e. Theorem 18(i) is satisfied.
Robust Non-linear Regression
We consider a simple non-smooth and non-convex regression problem of the form
where (x i , y i ) ∈ R × R, i = 1, . . . , M are noisy non-negative input-output pairs computed by y i = F i (u) + n i given some unknown u := (a, b) ∈ R P × R P and impulse noise n i . Due to the noise model, the robust 1 -norm · 1 is used as data fidelity measure. We define model functions by linearizing the inner functions F i as suggested by the model function in Example 30. Complemented by an Euclidean proximity measure (with τ > 0) the convex subproblem (7) to be solved inexactly is the following:
where K i := DF i (ū) : R P × R P → R is the Jacobian of F i at the current parametersū. We solve the (convex) dual problem (cf. [12, 14] ) with warm starting up to absolute step difference 10 −3 . As mentioned in Remark 8, backtracking on τ could be used (cf. ProxDescent [19] ). This requires to solve the subproblem for each trial step. This is the bottleneck compared to evaluating the objective. The line search in Algorithm 2 only has to evaluate the objective value. A representative convergence result in terms of the number of (accumulated) iterations of the subproblems is shown in Figure 1 . For this random example, the maximal noise amplitude is 12.18, and the maximal absolute deviation of the solution from the ground truth is 0.53, which is reasonable for this noise level. Algorithm prox-linear-LS requires significantly fewer subproblem iterations than prox-linear and prox-linear2, for which the initial τ is chosen such that initially no backtracking is required.
For large scale problems, frequently solving the subproblems can be prohibitively expensive. Hence, ProxDescent cannot be applied, whereas our algorithm is still practical.
Image Deblurring under Poisson Noise
Let b ∈ R nx×ny represent a blurry image of size n x × n y corrupted by Poisson noise. We aim to recover the clean image by solving the following inverse problem
where the second term (regularization term) involves spatial finite differences (Du) i,j := ((Du) 1 i,j , (Du) 2 i,j ) in horizontal direction (Du) 1 i,j := u i+1,j − u i,j for all (i, j) with i < n x , and 0 otherwise; and vertical direction (Du) 2 i,j (defined analogously). The first term (data term) is the Kullback-Leibler divergence (Bregman distance generated by the Boltzmann-Shannon entropy ϕ(x) = x log(x)), which, neglecting constant terms, is given by
with the linear (motion blur) operator A. It is suitable for Poisson noise removal [28] . The smooth non-convex regularization term in (26) favors "smooth" images with sharp edges [17, 7, 22] steered by ρ > 0. Their relative importance is weighted by λ > 0.
Even for convex regularization, (26) is hard to minimize. The difficulty comes from the lack of global Lipschitz continuity of ∇f 1 (u). A remedy is provided by Bauschke et al. [5] . They have shown that, instead of the global Lipschitz continuity, the key property is the convexity of Lh−f 1 for a Legendre function h and sufficiently large L, which can be achieved using Burg's entropy h(u) = − i,j log(u i,j ) ( [5, Lem. 7] ). For a non-convex regularizer, the algorithmic framework of Bauschke et al. [5] is not applicable, whereas our framework, which is a natural generalization to the non-convex setting, is applicable. Due to the lack of strong convexity of Burg's entropy also the algorithm of Bonettini et al. [9] cannot be used.
In our framework, the usage of the Kullback-Leibler divergence as data term, the nonconvex regularization term and Burg's entropy are feasible. The subproblems (7) which emerge from linearizing the objective f in (26) around the current iterateū
can be solved exactly in closed-formũ i,j =ū i,j /(1 + τ (∇f (ū)) i,jūi,j ) for all i, j. A result for the successful Poisson noise removal and deblurring is shown in Figure 2 .
Dictionary Learning
The dictionary and representation learning problem is the following. We are given a data matrix A ∈ R M ×N whose M -dimensional columns contain the data vectors and there are N such data vectors (data points). The goal is to find a descriptive dictionary U ∈ R M ×K and a representation matrix Z ∈ R K×N such that
where Q ∈ R M ×N contains noise. We assume that Q contains Gaussian noise.
Generic optimization problem. Depending on the goal, we are interested in dictionaries with different properties. We formulate different optimization problems, all of the following generic form:
The term f (U, Z) penalizes the data fidelity using the Frobenius norm · F taking into account the Gaussian noise model. The sets U, Z, and the function g are defined in a subsequent paragraph.
Generic algorithm. We apply Algorithm 1 to solve this problem, where the model functions are chosen to linearize the data fidelity function f (U, Z). The subproblems to be solved in the algorithm have the following form:
The Bregman distance functions provide the flexibility to approach several different formulations of the constraint sets. In the following, we list different choices for the constraint sets and explain how to incorporate them into the optimization procedure. Due to the structure of the optimization problem the variables can be handled separately. The only coupling is the data fidelity function f , which is linearized and therefore easy to incorporate.
Concrete problems and algorithms. The set of feasible dictionaries U is selected as one of the following sets:
• Unconstrained dictionary:
In the unconstrained case, a suitable Bregman function is given by the Euclidean distance D h U (U,Ū ) = 1 2τ U U −Ū 2 with step size parameter τ U . The resulting update step with respect to the dictionary U is a gradient descent step.
• Normalized dictionary:
This choice of the constraint set leads to a natural normalization of the dictionary atoms (columns of U ) to zero mean and variance one. Intentionally, we do not enforce the average of the first column to be zero, in order to allow the dictionary to adapt to the mean gray level of the data points.
Since the Euclidean projection onto this set is simple, we set D h U (U,Ū ) = 1 2τ U U −Ū 2 with step size parameter τ U . The subproblem results in a projected gradient descent step with respect to U . The projection is column-wise achieved by subtracting the mean, and then normalizing the result by the Euclidean norm of the column.
• Non-negative and normalized dictionary: (simplex constraint)
Using a dictionary with non-negative entries, the "properties" of the data points are clearly separated. A negative representation coefficient shows that the associated property (the dictionary atom) is a negative characterization of this data point, and a positive representation coefficient shows that the data point contains the property represented by this coefficient. In order to describe all data points with positive properties only, the non-negativity constraint of the dictionary can be complemented with non-negativity of the representation coefficients.
The constraint set U 3 is column-wise a unit simplex constraint. This constraint can conveniently be handled by D h U (U,Ū ) = 1
which is the Bregman function generated by the entropy h U (U ) = 1 τ U i,j U i,j log(U i,j ) with step size parameter τ U . The update step with respect to U results iñ
where we use the abbreviation C U := ∇ U f (Ū ,Z) for the partial gradient of f with respect to U . The exponential function is applied entry-wise.
The set of feasible representations Z and the regularization function g(Z) is of the following type:
• Unconstrained representation:
This case can be handled using a gradient descent step, analogously to the related dictionary update step.
• Non-negative representation:
This constraint can be used in the update step either by a projected gradient descent step or by a Bregman proximity function D h Z (Z,Z) generated by h Z (Z) = 1 τ Z i,j Z i,j log(Z i,j ) or, alternatively, h Z (Z) = − 1 τ Z i,j log(Z i,j ), with step size parameter τ Z .
• Low rank or sparse representation:
Another prominent type of regularization is given by penalizing the representation matrix by the 1-norm Z = Z 1 , which yields a sparse representation, or the nuclear norm Z = Z * (sum of singular values), which leads to a low rank representation. Both Euclidean proximal mappings are easy to solve. The proximal mapping of the 1-norm is the entry-wise soft thresholding and the proximal mapping of the nuclear norm is the soft thresholding applied to the singular values of the current representation matrix.
The above listing shows that several problems can be solved with our algorithm. All formulations fit into Bregman Forward-Backward Splitting. The difference to our algorithm is that we can easily combine different Bregman functions and have no restrictions on the choice of the step size parameters (except positivity). A descent is enforced in the line search step, which follows the proximal step.
Experiment. We use our algorithm to solve several combinations of the problems listed above. The data is generated from the MNIST dataset [18] . We extract 300 digits ("1", . . . , "5") from the training set into the columns of the data matrix A. The sought dictionary has K = 36 atoms. The reason for choosing only a small subset of the actual data is the difficulty of the problem that we solve. Although convergence of the algorithm is guaranteed, we cannot provide any guarantee for the quality of the stationary point that we find. The latter is a general open problem for all local optimization methods.
The non-convexity of the problem seems to generate several undesirable stationary points of low quality. Thanks to the (relatively) small size of the matrix A that we use, reasonable solutions could be found after some parameter tuning. The goal of this experiment is to show that our algorithm can be easily adapted to solve different but related problems. The focus is rather on the regularization of the dictionary.
Evaluation. The different regularization properties can be recognized in the visualization of the dictionaries in Figure 3 .
As expected the unconstrained and the normalized dictionaries do not show much regularity, i.e., especially for the normalized dictionary the digits are hardly visible. There is no need for the dictionary to recognize the underlying structure of the data (the digits).
The nonnegatively constrained dictionary and the nonneg--nonneg (where also the representation is enforced to be non-negative) are clearly different from the other dictionaries. Both dictionaries show only positive activations of the digits that are represented. In the first case, either the dictionary element is taken as a part of the digit to be represented (positive representation coefficient) or is removed from the digit (negative representation coefficient). In the second case, the non-negativity of the representation coefficients requires the dictionary to activate only on the digit; there is no way to "subtract" from the digit. Therefore, this dictionary shows comprises some finer structures.
The normalized--lowrank and normalized--sparse results are obtained by constraining the optimization problem to normalized dictionaries and requiring additional regularity of the representation matrices. Especially the second dictionary shows that the sparsity penalty requires to explain the digits in A with as few as possible dictionary atoms. The digits can be clearly recognized. A similar observation is true for the low rank representation. The digits in A are supposed to lie on linear subspaces spanned by the dictionary atoms, i.e. the digits in A should be explained by dictionary atoms from the same subspace ("cluster"). A careful inspection of the dictionary atoms confirms this underlying idea.
Of course, due to regularization the reconstruction quality is affected. However, this is not a major concern depending on the task. Figure 4 shows the reconstructions and their mean squared error (per digit) with respect to the input digits. Visually, the input digits are fairly well represented.
This experiment demonstrates the flexible applicability of our algorithm. The problem of blind image deblurring is closely related to the dictionary learning problem, and can be approached with our algorithm, too. We can easily incorporate several different regularization terms and constraints into (non-linear) inverse problems. It is often unknown a priori (27) . The respective type of regularization is provided below each image, which refers to the concrete problems introduced in Section 6.3. We refer to the text for more details.
what is the best regularizer for a specific task. With our algorithmic framework, the search for the best regularizer is easy and convenient.
Conclusion
We have presented an algorithmic framework that unifies the analysis of several first order optimization algorithms in non-smooth non-convex optimization such as Gradient Descent, Forward-Backward Splitting, ProxDescent, and many more. The algorithm combines sequential Bregman proximal minimization of model functions, which is the key concept for the unification, with an Armijo-like line search strategy. The framework reduces the difference between algorithms to the model approximation error measured by a growth function. For the developed abstract algorithmic framework, we establish subsequential convergence to a stationary point and demonstrate its flexible applicability in several difficult inverse problems from machine learning and image processing.
