Abstract. Selective attention shift can help neural networks learn invariance. We describe a method that can produce a network with invariance to changes in visual input caused by attention shifts. Training of the network is controlled by signals associated with attention shifting. A temporal perceptual stability constraint is used to drive the output of the network towards remaining constant across temporal sequences of attention shifts. We use a four-layer neural network model to perform the position-invariant extraction of local features and temporal integration of attention-shift invariant presentations of objects. We present results on both simulated data and real images, to demonstrate that our network can acquire position invariance across a sequence of attention shifts.
Introduction
A computer visual system with invariant object representation should have consistent neural response, within a certain range, to the same object feature under different conditions, such as at different retinal positions or with different appearance due to viewpoint changes. Most research work done so far has focused on achieving different degrees of invariance based only on the sensory input, while ignoring the important role of visualrelated motor signals. However, retrieving visual information solely on the input images can cause ill-posed problems. And the extraction of invariant features from visual images which contain overwhelming information is usually slow.
From the viewpoint of active computer vision, an effective visual system can selectively obtain useful visual information with the cooperation of motor actions. In our opinion, visual-related self-action signals are crucial in learning spatial invariance, as they provide information as to the nature of changes in the visual input. Especially, selective attention shifts could play an important role in the visual systems as to focus on a small fraction of the total input visual information ( [6] , [9] ), to perform visual related tasks such as pattern and object recognition, as implemented in several computational models ( [1] , [8] , [12], and [13] ). Shifting of attention enables the visual system to actively and efficiently acquire useful information from the external environment for further processing. Therefore, it is conceivable to hypothesize that the learning of invariant presentation of an object might not need complete visual information about the object, instead it can be learned from those attended local features of the object across a sequence of attention shifts.
Here we will focus on the learning of position invariance across attention shifts, with position-related retinal distortions taken into consideration. The need for developing position-invariance arises due to projective distortions and the non-uniform distribution of visual sensors on the retinal surface. These factors result in qualitatively different signals when object features are projected onto different positions of the retina. In order to produce position invariant recognition the visual system must be presented with images of an object at different locations on the retina. Position invariance can be learned by imposing temporal continuity on the response of a network to temporal sequences of patterns undergoing transformation ([2], [4] , [5] , and [10]). However, when the motion of the objects in the external world produces the required presentation of the object image across the retina, the difference in the appearance of a moving object is generally greater as the displacement increases. This may cause problems in some of the current position-invariant approaches. For example, [4] reported that the learning result was very sensitive to the time scale and the temporal structure in the input.
We introduce attention shifts as a key factor in the learning of position invariance. For the task of learning position invariance, the advantage of treating image feature displacements as being due to attention shifts is the fact that attention shifts are rapid, and that there is a neural command signal associated with them. The rapidity of the shift means that learning can be concentrated to take place only in the short time interval around the occurrence of the shift. This focusing of the learning solves the problems with time-varying scenery that plagued previous methods, such as those proposed by Einhäuser et al. [4] and Földiák [5] .
In this paper we present a temporal learning scheme where knowledge of the attention shift command is used to gate the learning process. A temporal perceptual stability constraint is used to drive the output of the network towards remaining constant across temporal sequences of saccade motions and attention shifts. We implement a four-layer neural network model, and test it on both real images and simulated data consisting of various geometrical shapes undergoing transformations.
Learning Model
We refer to local feature as the visual information falling within the attention window, which includes either a whole object at low resolutions or parts of an object in fine details. Therefore, the learning of position invariance is achieved at two different levels: one is at a coarse level where position-invariant representation of local features is learned; and the other is at a fine level, where the position-invariant representation of an object as a whole with high resolution is learned by temporally correlating local features across attention shifts.
The overall model being proposed is composed of two sub-modules, as illustrated in Figure 1 . One is the attention control module, which generates attention-shift signals according to a dynamically changing saliency map mechanism. The attention-shift signals are used to determine the timing for learning. The module obtains as input local feature images from the input raw retinal images via a position-changing attention window associated with an attention shift. The second sub-module is the learning module, which performs the learning of invariant neural representations across attention shifts
