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ABSTRACT
We describe atomic hydrogen diamagnetism within the framework of 
nonrelativistic quantum mechanics. Our theoretical studies have used three 
descriptions: an adiabatic description, a multichannel quantum defect theory 
(MQDT) description using an ab initio -R-matrix approach, and a model de­
scription. The analysis has conclusively demonstrated that the diamagnetic 
spectrum can be viewed as a perturbed Rydberg spectrum. The adiabatic 
analysis provides a crude but useful picture to see the overall channel struc­
ture and the nature of the perturbing configurations, where the quasi-Landau 
resonances are the lowest states in each Landau channel which will perturb 
high Rydberg states in lower Landau channels once the nonadiabatic cou­
pling is turned on. The ab initio calculation of the photoionization spectrum 
in the field range 103 — 104 Tesla shows that the quasi-Landau resonances 
are broad interlopers which perturb high Rydberg states converging to the 
Landau thresholds, forming complex resonances. Also in these calculations, 
a new partial cross section analysis has been performed to predict the rel­
ative electron populations in different Landau channels. The population is 
found to depend on the azimuthal quantum number and the parity of final 
states. For photoionization from the hydrogen ground state to final states 
with m =  1, the electron is predicted to escape predominantly in the higher 
Landau channels. In contrast, for the final states with m =  0, it escapes in 
the lower channels. This property is reflected in the shape of autoionizing 
resonances, which are more like peaks for m  =  1, but are more like dips
(window resonances) for m  =  0. In studying the features of the complex
viii
resonances, formed by the quasi-Landau resonances perturbing the high Ry-
i
dberg states, we developed an analytical description using a model based on 
three interacting Rydberg channels, identifying the key dynamical quantities 
which control the appearance of a complex resonance and its evolution with 
the varying magnetic field. The analysis predicts a ubiquitous occurrence 
of states with vanishing autoionization width, and of multiple ^-reversals 
associated with perturbing configurations. This description can be used to 
interpret some features of the observed diamagnetic spectrum of lithium near 
the zero-field ionization threshold.
C H A PTER  1
INTRODUCTION
Magnetic field effects have been of interest in atomic physics since 
early in this century, and they have played an important role in understand­
ing atomic structure. For instance, the analysis of the well known linear 
Zeeman effect, i.e., the multiplet splitting of lines when an atomic spectrum 
is measured in a uniform magnetic field, led to the discovery of the elec­
tron spin magnetic moment, which causes fine structures even in zero-field 
atomic spectra. Since the uniform magnetic field strengths attainable in the 
laboratory are rather small on an atomic scale (less than about 20 Tesla to 
date), the field effects on the atomic spectral structure have usually been 
treated only to the first order in perturbation theory, for which there are two 
contributions, the linear Zeeman effect and the second order diamagnetic 
susceptibility. The discovery of the existence of very high fields in magnetic 
white dwarf stars (102 — 10B T) and in neutron stars (107 — 10® T)[l,2] has 
stimulated new interest in the spectroscopy and dynamical behavior of a free 
atom in a high magnetic field. To study the effects of a high magnetic field 
on atomic structure in the laboratory, the atom is prepared in very high Ry­
dberg states so that the total magnetic flux enclosed by the electron orbits 
can be very large. This compensates for the small attainable values of the 
magnetic field, and thereby imitates the strong field effects occurring in as- 
trophysical objects. The fundamental importance of such a system derives
1
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from the different symmetries of two comparable-strength forces acting on 
the electron, causing perturbation treatments to fail. The two forces are the 
spherically symmetric Coulomb attraction, and the cylindrically symmetric 
Lorentz force. The competition between them results in a Hamiltonian which 
is not separable in any coordinate system.
In classical (Newtonian) terms, this system is nonintegrable. A 
system whose classical trajectories are exponentially sensitive to the initial 
conditions is called chaotic. Studies have shown that nonintegrable systems 
and nonlinear systems are often classically chaotic. The system of an atom in 
a magnetic field is one such example. It experiences a transition from regular 
to irregular (chaotic) as the energy increases[3]. The most appealing aspect 
about this system comes from the fundamental problem of the relation be­
tween quantum mechanics and classical mechanics when the classical motion 
is chaotic. The connection between classical and quantum mechanics is rather 
well understood for integrable systems. Such systems can be described by a 
set of conserved classical variables, corresponding to certain classical actions 
related only to the corresponding variables. The energy eigenvalues are then 
determined by the trajectories having quantized values of these variables, in 
a semiclassical approximation. On the contrary, for a nonintegrable system, 
the relation is still poorly understood. The concept of quantum chaos has 
never been well defined and has remained controversial. In fact, there now 
seems to be widespread agreement that quantum mechanics does not exhibit 
chaos, at least in the classical sense, since the Schrodinger equation is linear. 
Another basic difference between classical and quantum systems is that the
3
quantum system obeys the Heisenberg uncertainty principle while the clas­
sical system is deterministic provided the initial conditions are known. This 
deterministic property means that a classical particle has its position and 
momentum simultaneously determined, resulting in well-defined trajectories 
in phase space. (In fact, for a classically chaotic system the classical motion 
is in practice not deterministic at all due to the exponential divergence of 
near-by trajectories). The definition of classical chaos based on the behavior 
of trajectories cannot be applied directly to quantum systems. However, a 
quantum system is also deterministic, in the sense that once the wavefunction 
is known at one time, it is then determined by the Schrddinger equation at 
all subsequent times. For these reasons, understanding the relation between 
a quantum system and its chaotic analog in classical mechanics is a truly 
fundamental problem in physics.
For the most part, experimental progress has taken the lead in ad­
vancing our understanding of the physics of the system. The first observation 
of the quadratic Zeeman effect near the ionization threshold, shown in Fig. 
1, was carried out by Garton and Tomkins in 1969, who looked at high Ba 
Rydberg states [4]. A characteristic observation that emerged from the ex­
periment was the set of nearly equidistant peaks with spacing §u»c in this 
near zero-field ionization threshold energy range, where ute is the cyclotron 
frequency defined as we — J^(a.u.), with B 0 =  2.35 x 10s T. These field 
induced resonances have since been termed “quasi-Landau resonances”, and 
are reminiscent of the well known equally-spaced Landau levels separated by 




Io n iz a t io n  Limit
4 2 0 5 0  4 2 0 0 0  4 1 9 5 0  4 1 9 0 0
E (cm "1)
Figure 1. Experimental spectrum of Ba photoabsorption for five different 
magnetic fileds measured by Garton and Tomkins[4]. The dashed line indi­
cates the zero-field ionization threshold. A regular modulation of spacing |a /c 
can be clearly seen near the zero-field ionization threshold.
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field. A two-dimensional model was initially proposed to interpret the exper­
iment. The model assumes that the electron moves in a plane perpendicular 
to the field containing the nucleus. Then the Bohr-Sommerfeld quantization 
condition[5] and other WKB analyses[6] were used successfully to account for 
the characteristic |u;e spacing, although this treatment fails to give correct 
positions of the quasi-Landau resonances and it fails to explain their width. 
Some quantum mechanical calculations have investigated the formation of the 
quasi-Landau resonances by studying high Rydberg states of hydrogen below 
the ionization threshold[7]. The analysis shows that quasi-Landau resonances 
do in fact derive from the states localized along the potential ridge, that is, 
in a plane containing the nucleus which is perpendicular to the field, thereby 
justifying qualitatively the early two-dimensional model analysis. The po­
tential ridge is defined as the maximum of the diamagnetic potential at a 
given radius r, i.e., along 0 =  j  in spherical coordinates. The dominance 
of resonances formed along this ridge is analogous to double excitation and 
double ionization processes, which occur mainly along the “Wannier ridge” 
line [8].
New periodicities in the near-threshold quasi-Landau spectrum were 
observed in higher resolution experiments in 1986 by Holle et a/.[9] in atomic 
hydrogen and later by Neukammer and co-workers[10] in Ba. The spectra 
are shown in figure 2 and 3 respectively. These observations have generated 
an extensive number of theoretical studies. It is found that the modulation 
associated with the |u>c spacing is only the dominant one for photoabsorption 
to final states with even parity in z, while the dominant one for odd z- 













Figure 2. Measurement of photoabsorption spectra near the zero-field ioniza­
tion threshold for atomic hydrogen in a uniform magnetic field of strength 6 
T by Holle et a/.[9], (The cyclotron frequency for this field is u>c — 5.6 cm"1). 
The quasi-Landau modulations are shown in thicker curves, which are the 
Guassian convolutions of the high resolution spectra with a full width of half 
maximum (FWHM) 2 cm-1. In the photoabsorption process, the electron is 
initially in the | 2p0 >  state, (a) The final states have m =  0 and ttz =  +1. 
A modulation of |a>c spacing is observed, (b) The final states have m =  1 
and 7TZ =  — 1. A modulation of 0.64u;e spacing is observed.
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Figure 3. Experimental photoabsorption spectra near the ionization threshold 
measured by Neukammer for Ba at B  =  120 G[10], i.e., iae ~  0.5 GHz. The 
atom is initially in 6s6p1Pi state with m =  0. The quasi-Landau modulations 
of |o»c and 0.64u;c are observed for final states with m =  0 (upper) and with 
m  =  1 (lower) respectively.
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(It will be seen later from the explicit expression of Hamiltonian that the 
^-reflection parity 7rz and the magnetic quantum number m  are conserved). 
The two dimensional model is unable to account for the new periodicities 
in these new experiments. A full three dimensional description is needed. 
Subsequent efforts towards theoretical analysis have resorted to viewpoints 
of two different classes, namely, a classical/semiclassical viewpoint, or a fully 
quantum mechanical viewpoint.
In the classical approaches[ll-17], the trajectories of the electron 
are first calculated, after which the most important periodic orbits are de­
termined. A periodic orbit is defined as a closed orbit for which the particle 
has the same momentum when it returns to its initial position. The peri­
odic orbits play a central role in the classical/semiclassical descriptions. The 
foundation is based on the Feynman path integral formalism, which provides 
a direct link between classical and quantum mechanics. For example, the 
familiar semiclassical WKB method, which iB often used in a separable prob­
lem and describes a quantum spectrum very successfully when it has a high 
density of states, essentially evaluates the stationary phase of the Feynman 
integral. For a general problem, particularly a system which may not be in- 
tegrable or separable, the Gutzwilier[11] formula connects the quantum and 
classical mechanics in the semiclassical limit. The formula gives expression 
of the semiclassical density of states in terms of classical quantities. For this 
diamagnetic system, it has the following form[ll,13,16,17]:
p(E) =  A(E) +  E f ) M - E ) « » l 3 ( S . ( £ ) / 6 - a r| ) ] ,  (1.1)
•* 3 Z
where p(E)  is the semiclassical level density at energy E  when the atom is 
in the magnetic field while p{E)  is the mean level density for the field-free
9
atom. The index r denotes topologically-different types of primitive classical 
orbits and the index j  =  1 ,2 ,3 ... counts the repetitions of a primitive orbit. 
The Sr(E ) is the classical action of the orbits and a r is the Maslov index. 
The amplitude a ĵ depends on the period of primitive orbits and the stability 
of the orbits, i.e., the Liapunov exponent. The Liapunov exponent charac­
terizes the rate of exponential divergence of neighboring trajectories. This 
formula indicates that the quantum spectrum emerges from the superposition 
of periodic orbits. The analyses have shown that the periodic orbits consist 
of two types: a stable type whose Liapunov exponent vanishes and an unsta­
ble type whose Liapunov exponent is a positive number. Each stable orbit 
is associated with a sequence of regularly spaced quantum states, while each 
unstable orbit contributes to a modulations of the level density rather than 
a sequence of quantum states. In hydrogen diamagnetic system, the simplest 
periodic orbits, shown in Fig. 4, are found to correspond to the quasi-Landau 
resonances of Bpacing |ojc and 0.64u>c.
Using a modification of the Gutzwiller formula, Du and Delos[14] 
developed a formula for the oscillator strength density distribution which can 
be compared directly with the observations,
D f { E )  =  D f ( E )  +  ' £ A k sin[ f *  Tk{E')dE' +  a*], (1.2)
fc Jo
where D f ( E )  and D f ( E )  are the oscillator strength densities with and with­
out the field respectively. The index k denotes a closed orbit starting and 
ending at the nucleus. The 2* is the transit time for the electron on the or­
bits. The coefficient Ak depends on the stability of the closed orbit, (i.e. on 














Figure 4. The simplest classical orbits correspond to quasi-Landau modula­
tions |tuc and 0.64u>c. (a). The orbit, corresponding to the |w c quasi-Landau 
resonances, is confined in x-y plane. It has a trefoil shape[18]. (b). The 
classical trajectory corresponding to the 0.64u>c quasi-Landau resonances is 
shown in coordinates p-z (upper)[12]. The orbit is marked by an arrow. The 
rest of the curves are the equipotential lines. Only half of the orbit is plotted 
since it is symmetric with respect to 2 -axis. The projection of the orbit onto 
x-y plane is shown in the lower graph. Here /?, z, a, and y  are in a.u..
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states. Importantly, Eq. 1.2 uses closed orbits, which are more numerous 
that the periodic orbits in the Gutzwiller formula.
Another technique used in the classical approaches is to decom­
pose the spectrum into its Fourier components. Then these components are 
uniquely determined by specific classical trajectories. The success of thiB 
analysis derives from the fact that the periods of these dominant electron 
orbits appear as peaks in the Fourier transform of the measured photoab­
sorption spectrum (measured as cross section versus energy)[13,14,15]. The 
comparison of the Fourier transform of the experimental spectrum[12] with 
the Du and Delos calculation[14] is shown in Fig. 5. Many peaks agree with 
each other very well. It is found that for the quasi-Landau resonance modu­
lations of |u»c and 0.64 u>c, the periods of the simplest orbits (in time), shown 
in Fig. 4, coincide with the first peaks occurring in the Fourier transforms, 
for even and odd z-parity respectively[12]. Many other nondominant mod­
ulations have been found to correspond to subsequent peaks in the Fourier 
transform as well, and corresponding periodic orbits were identified. How­
ever, as a consequence of nonintegrability, the orbits become more and more 
unstable as the energy increases. This chaotic nature of the electron trajecto­
ries limits the applicability of the classical descriptions to short (time) periods 
of the electron motion, i.e. T <  10 Te (Tc =  & is the cyclotron period).
The study of the quantum counterpart of classically chaotic systems 
has shown that classically chaotic behavior is reflected in the correspond­
ing quantum spectrum, in statistical quantities such as the distribution of 
nearest-neighbor energy level spacings (NNS). It is known that for a separa­















T I M E  ( T / T c )
Figure 5. Comparison of the Fourier transform spectrum of the experiment in 
Ref. [12] with the Fourier components |.4fc|2 calculated by Du and Delos[14]. 
Vertical lines show the amplitudes [j4fc|2 vs orbit durations Tk in Eq. 1.2. 
Dotted line is experimental results which has been normalized to match the 
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Figure 6. Analysis of nearest-neighbor level spacing distribution[19]. The 
dashed and the solid curves illustrate the Poisson distribution and the Wigner 
distribution respectively. The histograms are obtained from the calculation 
of energy levels. The abscissa x represents (spacing)/!? with D  the mean 
spacing. In (a), the energy level statistics analysis has been done in the 
low energy regime where the system is approximately separable. A total of 
1823 spacings have been analyzed. The global trend of this histogram is the 
Poisson distribution. In (b), the analysis has been done for the near threshold 
energy rigime. A total of 810 spacings have been analyzed. The shape of the 
histogram is of the Wigner distribution type.
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illustrated as a dashed curve in Fig. 6, where the probability of zero level 
spacing has a finite, nonzero value. This can be understood from the fact that 
a separable system allows level degeneracy. For instance, the energy levels 
of a free hydrogen atom in the manifold n  have a 2ra3-fold degeneracy. In 
contrast, for a nonseparable irregular Bystem, the NNS distribution is char­
acterized by the Wigner distribution, illustrated as solid curve in Fig. 6. It is 
seen that the probability of zero level spacing is zero, indicating how quantum  
level repulsion operates if  the classically system is chaotic. Both theory [19,20] 
and experim ental] have been devoted to the study of such systems, and have 
shown that as energy increases the classical system evolves from regular to 
irregular and at the same time, the quantum NNS distribution experiences a 
transition from the Poisson type to the Wigner type. One example of such 
a theoretical study by Wintgen and Friedrich[19] is shown in Fig. 6, where 
the histograms give the NNS distribution, as obtained from their calcula­
tion. In Fig. 6(a), the statistical analysis is done in the low energy regime 
where the Coulomb potential dominates the diamagnetic potential and sys­
tem is approximately separable. A Poisson distribution is obtained. In Fig. 
6(b), the NNS is analyzed in the energy regime near the ionization threshold 
where the two forces are comparable and the system is nonseparable. The 
NNS distribution is of the Wigner type. This characteristic feature provides 
one connection between quantum and classical mechanics when the classical 
system is chaotic.
In most quantum mechanical descriptions, a large scale diagonal- 
ization of the Hamiltonian is performed[22]. The calculated spectrum agrees
15
with most features of the experimental spectrum below the ionization thresh­
old. Without a tremendous effort to understand the eigenvalues and eigen­
vectors, unfortunately, these results do not help much to gain a qualitative 
understanding of such a complex spectrum.
The most recent experiment on the near threshold photoabsorp­
tion spectrum of lithium with varying magnetic field by Iu et al.[23] reveals 
unexpected regularities as the spectrum is traced simultaneously versus en­
ergy and versus magnetic field. The spectrum is given in figure 7, showing 
the existence of Rydberg levels oscillating along the field axis. This sug­
gests that the complexity of the spectrum results from strong interactions 
among Rydberg states converging to different Landau thresholds. Numer­
ous regular features in the spectrum correspond to very long time scales, *. e. 
T  ~  100 — 3000 Tc, especially those associated with high Rydberg states. As 
mentioned previously, the classical description can no longer describe the reg­
ularities of such long time scales. To interpret this experiment, a very recent 
quantum mechanical calculation by Delande et al.[24], utilizing a complex 
coordinate rotation technique, has obtained impressive agreement with the 
experiment[25], essentially to spectroscopic accuracy in the positive energy 
regime, where the classical motion has been argued to be completely chaotic 
(for E  >  — 0.127a>f/3)[3]. Figure 8  shows a mirror image of the experimental 
and the calculated spectrum in Fig. 8 (a), and the comparison of experiment 
and calculation for the field dependent spectrum shown in Fig. 8 (b). The 
agreement is very good. Nevertheless, this does not mean that the problem 
is completely solved and well understood. This large scale diagonalization, 
using 90,000 basis functions, has not yet provided a full understanding of the
16
p i a i i i
Figure 7. Experimental spectrum of Li measured as a function of magnetic 
field for m =  0 and wz =  —1[23]. The spectrum in the regions (a), (b), and (c) 
have been expanded and replotted as n* vs B . In (a) and (b), the Rydberg 
levels converging to np — 1 are observed. In (c), the Rydberg progression 
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Figure 8 . Comparison of the experimental spectrum by Iu et al. for Li in 
B =  6.113 T with the theoretical spectrum calculated by Delande et al. 
for atomic hydrogen at the same field strength[25]. In the upper plot, the 
experimental spectrum and the theoretical spectrum are shown as mirror 
images of each other. The agreement is very good. Both spectra have been 
convoluted with a Gaussian resolution function of FWHM= 0.05 cm-1. The 
lower plot compares the experimental (left) and theoretical (right) spectra 
which evolve with the field strength. The two spectra agree with each other 
very well except for some discrepancy in the very fine peaks shown in the box 
above.
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key physical processes which produce a spectrum so diverse and complicated, 
yet full of regular features. A recent analysis of field-dependent multichannel 
Rydberg spectra[26], using a model description of perturbed Rydberg series, 
has identified several key dynamical quantities which control the appearance 
of the spectrum. This model analysis is discussed in Chapter 4 below. Many 
features occurring in the model calculation can be found in the experimental 
spectrum, showing how many of the observed properties should occur quite 
generally whenever the ionization thresholds depend on a tunable parameter 
in the system such as the field strength B.  Nevertheless, this description 
has remained primarily qualitative, and it needs an ab initio calculation to 
provide the controlling parameters, such as a reaction matrix K  and dipole 
transition elements d.
In the picture of interacting Rydberg states revealed by the diamag­
netic experiments[23] the channel structure is easy to visualize by examining 
the asymptotic motion of the electron. Asymptotically, in the plane perpen­
dicular to the field, the electron is always bound by the field with its “trans­
verse” energy quantized as ordinary Landau levels =  ive(np -f- ll!ll±p±!), 
(np =  0 , 1 , 2 ... are the Landau quanta and m  is the azimuthal quantum num­
ber which is a good quantum number). In its motion parallel to the field, 
the electron can either be bound or else it can escape to infinity under the 
influence of the Coulomb field, depending on whether its “parallel” energy is 
negative or positive. Therefore, the ionization thresholds coincide with Lan­
dau energy levels with a single one-dimensional Rydberg series converging to 
each one (for each z-parity). The adiabatic calculations taking z  as a slow 
coordinate have provided a good qualitative picture of this structure[27,28],
19
although it is quantitatively useful only at rather large |z| )§> u>e In the 
gauge where the vector potential is A  =  x r, the asymptotic Hamilto­
nian is cylindrically symmetric. But at distances very close to the nucleus, 
the electron hardly feels the effects of the field, and the system is spherically 
symmetric. This transition from short range spherical symmetry to asymp­
totic cylindrical symmetry as the electron escapes from the nucleus yields 
the novel and rich structure of quasi-Landau resonances. The multichan­
nel quantum defect theory (MQDT)[29,30,31] is a useful tool for describing 
such a system, since it begins by partitioning the configuration space into 
several distinct regions and then expressing the resulting solutions to the 
time-independent Schrodinger equation in terms of quantities smooth in en­
ergy, such as the short-range if-matrix. In chapter 3, we discuss specifically 
the usefulness of the MQDT treatment, along with its limitations. In the 
MQDT description, at a field strength 6  Tesla, the if-matrix involves ap­
proximately 30 interacting channels, which is a more manageable amount of 
information than the 1 0 6 x 1 0 6 matrix used in large-scale diagonalizations. 
But in practice the MQDT treatment has serious difficulties in this problem 
also, deriving from the large number of interacting channels involved, and 
from the large volume over which the Hamiltonian is nonseparable, roughly a 
cylinder of radius and length 103 —104 a.u. for B  =  6  T, in the near-threshold 
energy range. To obtain the if-matrix, an accurate numerical solution to the 
Schrodinger equation is required over this whole volume.
In this dissertation, a full quantum mechanical description for such 
a system is presented. Chapter 2  starts with a very simple and crude, but 
useful description for understanding the system intuitively. The description
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uses an adiabatic method in cylindrical coordinates, taking z  as the slow 
coordinate[28]. In chapter 3, we will present an ab initio calculation, i.e., a 
MQDT description of photoionization spectra of atomic hydrogen using the 
iZ-matrix method to treat field strengths in the range B  =  103 — 104 T [32]. 
Chapter 4 proposes a simple three-channel model to analyze a perturbing 
configuration associated with multichannel Rydberg system and to analyze 
features of a parameter-dependent multichannel Rydberg spectrum[26]. The 
purpose is to understand the experimental diamagnetic photoabsorption spec­
trum measured versus energy and magnetic field strength 2? [23]. Chapter 5 
gives a summary of the conclusions from our work.
Note: Atomic units are used throughout this dissertation unless 
specified otherwise. The specific definitions are summarized below[33]:
1 ) Unit of charge (e) =  charge of the electron: 1.6022 x 10- 19Coul.
2) Unit of mass (m) =  mass of the electron: 9.1095 x 10- 2 8g.
3) Unit of length (a) =  radius of first Bohr orbit: ^ 5  =  5.2917 x 10- 9 cm.
4) Unit of velocity (v) =  electron velocity in the first Bohr orbit: |  =  ac =  
2.1877 x 108cm/sec. (Note: the velocity of ligh t= la .u .).
5) Unit of momentum (p) =  electron momentum in the first Bohr orbit:
p =  mv  =  1.9926 x 10“19g cm/sec.
6 ) Unit of energy (E0) =  twice the ionization potential of hydrogen (for
nuclear mass —► 0 0 ): — =  27.210ev.'  a
7) Unit of time (T) =  2.4189 x 10- 1Tsec.
8 ) Unit of frequency (u) =  4.1341 x 1016sec-1 .
9) Unit of electrical potential (Uo) =  27.210Volt.
10) Unit of electric field (Fq) =  5.142 x 10®Volt/cm.
11) Unit of magnetic field (So) =  2.3516 x 10®Gauss.
CH APTER 2
T H E  A D IA B A T IC  D E S C R IP T IO N  —  A  P R E L IM IN A R Y  
U N D E R S T A N D IN G
For the system of a hydrogen atom in a strong magnetic field, our 
first step toward understanding the physics in the viewpoint of quantum 
mechanics is to use a Born-Oppenheimer-type separation in cylindrical coor­
dinates, with z  the slow coordinate. The motivation for choosing this coor­
dinate system is mainly based on the fact that the correct channel structure 
at large distances emerges only in cylindrical coordinates for the choice of 
gauge in which the vector potential A =  \ B  x r .  This is because the electron 
motion transverse to the magnetic field obeys the conventional Landau quan­
tization, while its motion parallel to the field is asymptotically Coulombic. 
In this adiabatic representation, the lowest levels in each adiabatic potential 
curve Unp{z) are separated by f  wc near the ionization threshold. Therefore, 
we call them the quasi-Landau levels. These quasi-Landau states are local­
ized near small \z\ distances, hence they have large overlap with the ground 
state. When the electron is photoionized, the dominant contributions to the 
intensity derive from these states. But these quasi-Landau levels fail to give 
the correct positions of the quasi-Landau resonances. The adiabatic repre­
sentation also suggests a simple and intuitive interpretation of the fact that 
each quasi-Landau resonance contains many individual peaks as observed in
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the experiment [9,12]. We should stress that the failure of the adiabatic cylin­
drical approximation at small distances, near the nucleus, is severe. Eventual 
incorporation of the spherical behavior at small distances is essential for a 
proper description of the full quantum mechanical wave functions and will be 
the subject of chapter 3.
2.1 Form alism  o f  the A diabatic M ethod
The adiabatic formulation in cylindrical coordinates, treating z as
the slow coordinate, has been developed previously by Liu and Starace[27].
We adapt it to much weaker fields B  ~  100T. In cylindrical coordinates, the
Hamiltonian has the form
i  d  0  i d 2 l f l ’ i  d  l  2 2 l  
2 p d p ^ d p ’ 2  dz2 2p* d p  2iUed<f> 8WeP y/ p i +  z2’ ( '
It is easy to see horn the Hamiltonian that the angular momentum eigenvalue 
of Lz =  m  and the z-reflection parity irx are conserved. In each subspace 
having definite (m, 7rz )  the problem remains nonseparable in the two remain­
ing dimensions (p, z), owing to the presence of the Coulomb potential. To 
solve the Schrodinger equation, we eliminate the first derivative term in p by 
writing the full wavefunction as ^ ( p ^ z )  =  (2rr)_1/ 2p_1/ 2V’(p, z)e'm̂ . The 
resulting equation obeyed by ip(p,z) is
r 1 d2 I d 2 m 2 -  \  1 1 2 . 1  , ( , . „  , . .
{ " 2  V  "  2 a ?  +  “ v ~  +  2mWe +  s “'cP -  ^ z) -
(2.2)
The adiabatic treatment starts by identifying eigenfunctions $(p; z) of a po­
tential energy operator U, defined as the fixed-z Hamiltonian:
( 2 3 )
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U$(/>; z)  =  U(z)$(p; z). (2.4)
The Milne method[34] is found to be practically useful for solving this dif­
ferential equation. For each value of z, the Hermitian operator U  has a 
complete, orthonormal, and discrete eigenspectrum with its eigenfunctions 
{ $ np(p; z)} and adiabatic eigenvalues or “potential curves” {Unp(z)}  both 
depending parametrically on z. (The dependence of all these quantities on m  
is suppressed here for simplicity). The quantum number n p =  0 ,1 ,2 ,... is the 
number of nodes of the adiabatic eigenfunction in p. The full exact solution 
can then described by expanding the wavefunction ip(p] z) in terms of this 
complete set {$ „ p(p;z)}, with the expansion coefficient depending on z
‘*l>{P,z)= £  *!»,(*)$»»,,(£;*). (2*5)
T lp =  0
An infinite set of coupled differential equations for the unknowns F„p(z)  is 
found to have the form:
5 3  {~dz2 n̂P'np' 2jPn#,1n/,'(2) ^  +  Qnp,np'(z) +  2(F — Unp> )bnp,np']Fnp,np' =  0 ,
(2 .6 )
where the coupling matrix P  and Q  are defined as
p nr.nP' ( z ) = J o pdp(p~* &np(p; z ) ) j - ( p ~ ?  $ np,(p-, z)), (2.7)
QnP,nA z )  =  Jo p d p ( p - ^ n p( p ; z ) ) - ^ ( p - 2 ^ np,(P‘z)).  (2.8)
It is easy to prove that P  is antisymmetric, namely Pnp,np' =  —Pnp',npj and
Q  can be expressed in terms of P  in the form Qnp,np> =  £aLo Pnpt\ P \ np> +
^ Pnp,np'‘ Eq. (2.6) can be written in the succinct matrix notation of Klar 
and Fano[35] as
[ (4 -1  +  P ) 2 +  2( E l  -  U)]F =  0. (2.9)dz
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Here I  is the identity matrix, U is a diagonal matrix containing the adiabatic 
potential curves, E  is the total energy. The only nondiagonal matrix is P.
The adiabatic approximation we adopt here amounts to neglecting 
this antisymmetric matrix P , thus reducing Eq. (2.9) to a much simpler set of 
uncoupled ordinary differential equations. The adiabatic treatment becomes 
essentially exact at sufficiently large |z|, as can be seen from the asymp­
totic limit, where the zeroth-order adiabatic eigenstates approach Landau 
oscillator-type wavefunctions $ n/J(p):
VnAz) +  W + 2m +  1) "  -R +  +  ° (W ' S)- (2'10)
In this same limit the off-diagonal elements of P  are given by
+ 0 (1  * r e ) -  ( 2 - u )
The main point here is that the P  matrix, which mediates all nonadiabatic 
effects including the decay of quasi-Landau resonances, falls off very rapidly 
at \z\ —> oo. In particular, it falls off faster than the coupling potentials 
in ah unperturbed Landau basis by one power in z. (For comparison, re­
call that the P-matrix only decays as r - 1  in an adiabatic spherical analysis 
of this problem) [36]. A quasi-separable approximation in cylindrical coor­
dinates therefore provides a quite satisfactory description of the asymptotic 
electron escape channels. Moreover, Eq. (2.10) shows that the potential in 
each adiabatic channel approaches an attractive Coulomb potential asymp­
totically, and hence there exists a Rydberg series of levels converging to each 
Landau threshold for each z  parity.
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In the adiabatic approximation Eq. (2.9) reduces to a set of uncou­
pled ordinary differential equations:
+ 2(£  -  Unp(z))\F„ ,(:) = 0. (2.12)
Solving these equations gives energy levels and wavefunctions in this adiabatic 
represent ation
V*(p, z)  =  Fnpinm{z)$ np{p\ z),  (2.13)
where nz =  0 , 1 , 2 ... denotes the number of nodes of Fnpinx(z)  in z. The
total parity of the wavefunction is related to the z-reflection parity by 7rtot =  
(—1 )m7rJE. The photoabsorption oscillator strengths can then be calculated as 
usual, e.g. for circularly-polarization
M E )  =  2(En -  Ei)| < > I2. (2.14)
We have calculated oscillator strengths for the absorption of circularly-polarized 
light by the ground state of hydrogen,which leads to final states of even z- 
parity and m  =  1 . As another example we have treated photoabsorption 
of circularly-polarized light by the lowest odd-parity state leading to final 
states with odd z-parity and m =  1. The adiabatic cylindrical treatment 
was used to calculate the final Btate wavefunctions, while the exact zero-field 
hydrogenic states \&i<0 and \&2p0 state were used, respectively, as initial state 
wavefunctions.
2 .2 R esu lts  and D iscussion
The plot of adiabatic potential energy curves Unp(z ) lB the focal 
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Figure 9. (a). Adiabatic potential curves calculated for the field strength 
B  =  100T in m =  1 manifold, (b). Near-threshold potential curves plotted 
on an expanded scale with lowest energy levels in each potential indicated. 
The spacing between energy levels is approximately | oic (w c ~  4.3 X 10- 4  
(a.u.)).
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m  =  1  potentials obtained for atomic hydrogen in a 100T magnetic field. 
Each potential curve is symmetric in z,  converging to a constant at z  =  0 
and also to a constant at \z\ —► oo as specified by Eq. (2.10). The near- 
threshold potential curves are shown on an expanded scale in Fig. 9(b). The 
lowest energy levels in each potential curve are drawn on the corresponding 
potential, immediately showing the localization of these states to the range 
\z\ <  25 a.u.. These potentials have an average spacing of approximately ~cjc 
near E  =  0, as do the lowest adiabatic levels in successive potential curves. 
These are the Garton-Tomkins quasi-Landau bound states. The earlier in­
terpretations of this spectrum based on WKB solution of the Schrodinger 
equation in the z  =  0  plane actually amount to calculations of the values 
of the potential curves Unp(z ) at z  =  0, rather than the quasi-Landau levels 
themselves [5,6].
In the Born-Oppenheimer approximation, a lower bound on the low­
est energy level can be evaluated by neglecting the channel coupling matrix 
entirely. An upper bound is similarly obtained by including only the diagonal 
elements of the coupling matrix Q[27,36]. In our calculation, at B  =  100T 
in the m  =  1  manifold, the exact lowest energy level is virtually the same 
as the unperturbed level of | 2pl >  of hydrogen, i.e., Eax =  —0.125 a.u.. 
The lower bound we find for this level is E LB =  —0.132 a.u., and the upper 
bound is E UB =  —0.114 a.u., which are within 10% error. This indicates that 
the adiabatic cylindrical treatment, while not impressively accurate, at least 
gives fairly sensible values.
The high-resolution measurements, such as the one shown in Fig. 











Figure 10. Measurements of atomic hydrogen Balmer series near ionization 
limit in a uniform magnetic field B  ~  6 T (from Ref. [12]) with a resolution of 
0.007cm-1. The zero-field ionization threshold is E  =  0. (a). Initial state is 
| 2p0 > , and the final m  =  1 states have even 2 -reflection parity, (b). Initial 
state is | 2p — 1  > , and the final m  =  — 1  states have odd z-reflection parity.
30
fact a collection of many individual spectral lines. In fact the quasi-Landau 
modulation is not clear at all in Fig. 10. It becomes much clearer when 
the spectrum is convoluted with a Gaussian distribution to simulate the low 
resolution spectrum, such as the one shown in Fig. 2. This can be understood 
intuitively in the adiabatic channel picture. We consider here an example for 
the quasi-Landau level just above the first Landau threshold, which is in 
np O' 13 potential curve. To reach the continuum it must decay into the 
np =  0 adiabatic curve. This autoionization process is schematically shown 
in Fig. 11(a). One measure of nonadiabatic coupling strength is the square 
of coupling matrix elements, which, for n /  =  13 and B =  100T, is plotted in 
Fig. 11(b) as a function of n p. This result is obtained for z ~  0.6 a.u., near 
the point where the dominant elements of P are maximum. The value of 
[■Pnp,np' ] 2 decreases very rapidly with increasing \np — np\ implying that direct 
transitions between greatly-separated curves are very unlikely. On the other 
hand transitions between close potential curves with smaller Anp are much 
more likely, particularly for small z , causing the intensity of one quasi-Landau 
resonance to be spread among numerous discrete Rydberg levels. This is 
precisely analogous to the well-documented “complex resonances” in which 
a perturbing (e.g. quasi-Landau) level falls into a dense spectrum of discrete 
lines, frequently just below the limit of a Rydberg series[37j. The interaction 
between channels causes the perturber intensity to become distributed among 
the Rydberg states with a characteristic global width reflecting the strength 
of interaction. In fact, since the value of [Pnp,np'(z)]3 plotted in Fig. 11(b) 
is much larger than the quasi-Landau spacing for small Anp, the adiabatic 





















Figure 1 1 . (a) .The decay scheme of the first quasi-Landau state lying above 
the lowest Landau threshold. To autoionize, this quasi-Landau state in the 
potential with np =  13 must decay into the continuum of the lowest channel 
rip =  0. The adiabatic potentials are plotted versus yfz with the correspond­
ing Landau thresholds on the right. The quasi-Landau states, i.e. the lowest 
states in each potential, axe drawn on the corresponding potentials, (b). The 
value of [Pnfi,nAz )]2 measuring nonadiabatic coupling strength for n j  — 13 
is plotted versus np at z ~  0.6 a.u. in a 100T field. CO
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The Garton-Tomkins-typeof quasi-Landau resonances with |u;e spac­
ing near threshold dominate our calculated photoabsorption spectrum, in 
agreement with observations. Fig.l2(a) shows oscillator strengths for the ab­
sorption of circularly polarized light by unperturbed ground state hydrogen, 
leading to the final state manifold having m = l, odd parity. The Garton- 
Tomkins quasi-Landau resonances having nz — 0 stand out clearly in Fig. 
12(a) as the strongest absorption lineB. It should be noticed that these states 
have an antinode on the plane z =  0 , and they have maximum probability 
density when the electron lies on the “potential ridge”. It is for this reason 
that this class of states can also be reasonably treated as two-dimensional 
motion, as in earlier WKB studies which ignore the z-coordinate.
The distribution of oscillator strength as a function of energy can 
be written for a discrete spectrum in the general form,
f (E)  =  £  (2.15)
nptn«
where fnp,n, is calculated by using the adiabatic approximation for the wave
function Vkn =  (27r)“1/Jp_1/V(p> z )e%* in Eq* (2.15) with np =  0 ,1 ,2 ,...
and nx =  0 ,2 ,4 ,.... Since the resonances calculated in our adiabatic repre­
sentation are unrealistic in appearing to be infinitely narrow, we smear the 
spectrum with a Gaussian distribution of T — 0.05(§u>c),
g(E,El) =  - ^ e - a ^ £ . (2.16)
The Gaussian smeared oscillator strengths,
f a\ E )  =  J  g{E,  E' ) f (E' )dE'
1  „  (a -Jn g .n , ) 8
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Figure 12. (a). The spectrum calculated in adiabatic representation for
photoabsorption of circularly polarized light by ground state of hydrogen 
[IsO > in a magnetic field B =  100T, i.e., fwc =  6.38 x 10~ 4 a.u.. The final 
m  =  1 states have even 2 -reflection parity, (b). The spectrum convoluted 
with a Gaussian g(E,E')  =  exp[— ] with T =  0.05(ft*7e). (c). The
Fourier transform spectrum of the corresponding convoluted spectrum. The 
square of the absolute value is plotted versus time in the unit of Tc.
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shown in Fig. 12(b), display a regular modulation. That is, the dominant 
peaks near threshold are equally spaced, with periodicity |u 7e. The Fourier 
transform spectrum in Fig. 12(c) is calculated from the smeared spectrum 
including all peaks in the same energy range of Figs. 12(a) and (b), which 
gives the first peak in the time domain at T ~  0.7ITC, (Te =  27r/we). This is in 
agreement with the observed Fourier transform spectrum for even z-parity[9], 
shown in Fig. 13(a). This periodicity is of course expected to dominate on 
the basis of the Garton-Tomkins experiment.
We have calculated another set of oscillator strengths for photoab­
sorption of circularly polarized light by the unperturbed hydrogenic | 2 p0  > 
state, leading to final states having a nodal plane at z =  0 , i.e. with 
nz =  1,3,5... in the final states. Clearly, these states are less confined in 
z by the magnetic field than those having antinodes at z  =  0. Consequently 
this spectrum in Fig. 14(a) is more diffuse than that of Fig. 12(a). In the 
graph we see that |w,. is no longer the dominant periodicity, and instead two 
or three major series appear. The series of the highest peaks separated by |w c 
near threshold corresponds to nz =  1  states in successive adiabatic potentials 
rip, and the series of the second highest peaks also separated by §o>c corre­
sponds to nz =  3 states in the potentials np — 1, but these peaks lie roughly 
midway between successive nz =  1 peaks of the np-th and the (np +  l)-st 
potentials, causing the spectrum to appear to have a roughly |w c spacing. 
The spectrum convoluted with a Gaussian is shown in Fig. 14(b) and the 
absolute square of its Fourier transform spectrum is given in Fig. 14(c). Now 
the peak which appeared at T ~  0.7Te in the previous Fourier transform 
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Figure 13. The Fourier transform of two-photon resonant excitation spectra 
(light lines) of the hydrogen atom B aimer series around the ionization limit 
in a magnetic field of strength B — 6 T, measured by A. Holle et o/.[9]. The 
spectra, obtained at a resolution O.Scm-1, were excited through individually 
selected magnetic substates | m % > — 0  and | to* > =  1 of the to =  2  state 
to reach final states | to? >  of even total parity: (a). | m* =  0  > , (b). 

















Figure 14. Same as Fig. 12, but for an initial | 2p0 >  state, with the 
final m  =  1 states having odd z-reflection parity. In (a), the highest peaks 
correspond to levels (np,n z =  1 ), and the second highest peaks correspond 
to levels (np,n z =  3).
37
T  ~  1.6TC instead. This qualitative change of the odd-z parity spectrum is 
similar to that observed experimentally in Fig. 13(b) but it does not appear 
to be a general feature of the adiabatic oscillator strength distribution. For 
other field strengths we have explored (e.g. B  =  6 T), the calculated peaks 
(np — 1 ,n* =  3) do not always lie midway between the peaks (np,n z =  1 ) 
and (np +  1 ,n 2 =  1). As for the small peak in Fig. 14(c) at T ~  0.8XC, 
it corresponds to the spacing of the highest peak series (np,n z =  1 ) in Fig. 
14(a). Strictly speaking, this peak should be at T  ~  0.7TC, corresponding to 
|u>c spacing, and the dominant peak in Fig. 14(c) should be at T  ~  1.3TC, 
corresponding to the spacing fu>c. But, since the quasi-Landau spacing de­
creases quite rapidly with increasing np for the field strength B  =  100T, the 
average quasi-Landau spacing is smaller than |u c in the energy range of Fig. 
14. Consequently, the corresponding Fourier transform peaks occur at the 
slightly larger values T  ~  0.8TC and T  ~  1.6TC instead of T  ~  0.7XC and 
T  ~  1.3XC.
In summary, although the adiabatic treatment is a very crude ap­
proximation, it still describes some major features of quasi-Landau spec­
trum, such as the characteristic |u>c spacing of the dominant Garton-Tomkins 
(nx =  0 ) resonances, and their dominance in the oscillator strength distri­
bution. It also provides an intuitive picture to see that the quasi-Landau 
resonances are complex resonances. The adiabatic calculations do not give 
correct positions of the quasi-Landau resonances, because the nonadiabatic 
coupling matrix, entirely neglected, is not a weak perturbation. But the com­
paratively short-range nature of the channel coupling in this representation 
permits us to envision an eventual MQDT treatment. Such a description
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appears necessary in order to account in detail for these dense perturbed 
multichannel spectra.
CHAPTER 3
Q U A N T U M  D E F E C T  D E SC R IP T IO N  OF TH E  
PH O T O IO N IZ A T IO N  SP E C T R U M  U SIN G  T H E  R -M A T R IX  
M ETH O D
As discussed in chapter 2, the adiabatic representation gives the 
correct cylindrical channel structure at large distances but it fails to describe 
the electron behavior at small distances. To describe the electron motion 
correctly everywhere, it is essential to incorporate spherical symmetry in the 
electron wavefunction near the nucleus. We present such a description in this 
chapter, namely a quantum defect description of photoionization spectra of 
atomic hydrogen, using the fZ-matrix method with a mixed-symmetry basis 
set to expand the electron wavefunction at short range distances. The mag­
netic field strengths considered are in the range B =  103 — 104 T. Although 
such strong fields do not exist in terrestrial laboratories, we are reporting 
these calculations because many of our interpretations should remain rel­
evant at smaller (6 T) fields, and also because of their direct applicability 
to astrophysical problems. Our calculations show that quasi-Landau reso­
nances are comparatively broad perturbers, embedded in several sequences 
of the high Rydberg states converging to the Landau ionization thresholds, 
which agrees qualitatively with the adiabatic picture discussed in the previ­
ous chapter. The analysis of partial photoionization cross sections indicates 
that photoionization from the ground state to the final states with m  =  1
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tends to excite the highest energetically accessible Landau channels, in con­
trast to the final states with m =  0  for which the lowest Landau channels 
are mostly excited. This basic effect should remain observable at laboratory 
field strengths, but it requires an entirely new method for measuring partial 
cross sections.
3.1 T h e V ariational E igenchannel R -m atrix  M eth o d  and th e  B asis  
set
In JZ-matrix theory, configuration space is divided into two (or more) 
regions, where the most complicated physics is confined to a small finite 
volume called the reaction volume (fl). Thus the set of solutions over the 
time-independent Schrodinger equation in this volume (at least those having 
a common logarithmic derivative at its surface) form a discrete spectrum in 
energy. This is advantageous because a continuum wavefunction can be rep­
resented within the reaction volume by superposing these discrete solutions. 
In the outer region, however, the system is very simple and analytical solu­
tions are often available. Then a solution in the full space can be obtained by 
matching solutions in these two distinct regions at the reaction surface (£ )  
enclosing the reaction volume. The matching procedure requires the normal 
logarithmic derivative of the wavefunction (in abbreviation ( 3 9 /dn)'&~1) on 
S . This quantity is essentially the well known R-matrix.
The eigenchannel iZ-matrix method starts from the idea[38] that a 
set of eigensolutions exist, whose normal logarithmic derivative on S  is a 
constant, *.e., ( 3 9 /3 n )  +  b9  =  0 with b being a constant. In a multichannel 
problem, this equation holds for each independent solution 9 y at a given
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energy E , each having its own by which is a constant over S . The { 6 7} are 
thereby interpreted as the eigenvalues of the i?-matrix. From the Schrodinger 
equation
( " 4 v 2 +  V )$  =  E V  (3.1)
in the reaction volume, it is easy to deduce a variational expression for b 
using Green’s theorem ( • dS  =  /(V’V 2̂  +  • V<f))dw) [38,39],
, x , [ - f » - - f «  +  2 g - ( £ ; - y ) g ] < k
where is the trial wavefunction. The numerator of Eq. (3.2) is an inte­
gral over the reaction volume while the denominator is an integral over the 
surface. Eq. III.2 is a variational principle for b because the variation 6b 
can be shown to vanish to the first order in small deviations 6 of the wave­
function from the exact solution. In most cases, the trial wavefunction is 
expressed as a linear combination of known basis functions {y*} in the form 
=  J2kck Vk- The variational calculation then amounts to determining the 
expansion coefficients, yielding a generalized diagonalization problem:
r  c =  6  A c, (3.3)
where the explicit form of matrices T and A are the following:
r «  =  fQ 2v i(E  -  H)y,dw -  j s V -J ^ d r ,  (3.4)
Afci =  f y i yi d<r. (3-5)
"Tj
Diagonalizing Eq. (3.3) gives the eigenvalues {&7} of the il-matrix, and also 
its eigenvectors.
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To describe atomic hydrogen in a strong magnetic field using the 
variational eigenchannel jR-matrix method, a judicious choice of basis func­
tions is important. The Hamiltonian of the system in both spherical and 
cylindrical coordinates is expressed as
1  1  0  ,  2  0  x f 2 1  1  1  j  a  • 2  / i  ^
H  =  T r ) +  W ^ - r  +  2mW' +  I " ' r “ n *' (3'6)
1 1 0 . d  . m 2 1  1  2 2 1  . .
=  - 2 -pW p(P T p ) + 2p  +  2 m a ‘ +  l ^ P ( ]
where — has been replaced by the azimuthal quantum number m, which 
is a constant of motion. It is seen that at small distances, the quadratic 
Zeeman term is negligible, the Coulomb field is dominant, and therefore the 
system is spherically symmetric. At large distances, however, the quadratic 
Zeeman potential dominates over the Coulomb potential and the system is 
cylindrically symmetric. We divide configuration space into two regions. A 
cylindrical R-matrix box with z =  ± z 0 is chosen to account for the symmetry 
of the asymptotic channels. The value of zo is determined in such a way that 
the transition between spherical and cylindrical coordinates is completely 
included in the inner region. In other words, outside the .R-matrix box the 
electron motion is fully described as a Landau oscillation in the plane perpen­
dicular to the field, and as one dimensional Coulomb motion along the field. 
One of the criteria for determining the value of z0 is to expand the Coulomb 
potential as - ^ +z3 =  —[J[ +  +  •••, where <  p2 > «  ^ (n p +  |m|*2m+1)
is found using the virial theorem for a free electron in a magnetic field. The 
value of zo is determined so that the second term in the expansion is much less 
than the first term in the expansion. In our calculation, for field strengths in 
the range of 103 — 104 T, the box length z0 varies from 100 to 40 a.u.. Inside
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the box, the behavior is very complicated. We choose the trial wavefunc­
tion to be a combination of basis functions having two different symmetries. 
The spherical basis functions are built from Sturmian functions as the radial 
part and spherical harmonics as the angular part, while the cylindrical basis 
functions are made of the same Landau wavefunctions which characterize the 
transverse motion of a free electron in the plane {p, 0 } and simple sinusoidal 
functions in z  to account for the oscillations along the field. Mathematically, 
the full trial solution has the following form:
¥(*•) =  (3-8)
n,l np ,n*
where the explicit expression of Sturroians and Landau wavefunctions are
S-0 ('') = [ n ( 2 (n V t)V T /Je' {r/a(Cr)W£"-t:i(Cr)’ (3 ’9 )
In these expressions, the associated Laguerre polynomial are defined as
4 fc)(*) =  £  *)»*!*'• (3‘n )
Since the parity in z (-rr,) is conserved, we choose Fnt(z) to have a definite
z-parity,
J*>(z) =  (3.12)
. ) /J c o s [ir n ,i] , nz =  1 , 2
^ /J em ^ n ,^ ], nz =  1 , 2 ,...
F g ( z )  =  { (3.13)
y j s i n [ir(nz -  l ) i ] ,  nz =  1 , 2
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In this combined basis, only a few spherical functions are included. The pa­
rameter C is chosen to be 1 so that one Sturmian function alone describes 
the hydrogenic 2p radial function exactly. We furthermore force all spherical 
basis functions to be exponentially small before reaching the surface of the 
reaction volume. Although the number of the spherical basis functions is 
kept small to avoid linear dependence problems, (usually either two or four 
are used in the calculations), they help greatly in speeding up the conver­
gence, and in improving the agreement between length and velocity forms 
of oscillator strengths. As for the cylindrical functions, they should describe 
open channel wavefunctions as well as closed channel wavefunctions. In each 
specific energy regime of interest, the number of physically-open channels 
(for which E  > Enp) can be easily determined from the fact that ionization 
thresholds are the Landau energy levels. The MQDT concept of weakly- 
closed channels is useful. These are the Landau channels whose wavefunction 
components decay exponentially at \z\ —» oo, but which are nonnegligible at 
the surface \z\ =  zq of the jR-matrix box. In the same way, we define strongly 
closed channels as those having negligible amplitude outside the box. For the 
physically-open and weakly-closed channels, we use z-functions as the full 
expression of (3.12) or (3.13), while in the strongly closed channels, we only 
use the ones which vanish on the box in Eq. (3.12) or (3.13). Thus the whole 
basis consists of two types, i.e., the closed and open types. The closed type 
functions (c) are those which vanish on E, while the open type functions (o) 
are those whose values are finite on E. All the spherical functions included 
belong to the closed type. Our choice of the cylindrical part of the basis set 
is very similar to that used in Ref. [39] for the same problem.
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It is necessary to point out that this basis set can sometimes exhibit 
linear dependence, which is the main reason for keeping a small number of 
spherical functions. To minimize effects of this linear dependence, we diag- 
onalize the reaction volume overlap matrix connecting all closed-type basis 
functions which vanish on the surface S. The overlap eigenvalues and eigen­
vectors are denoted as {At; X^t}- Since this overlap matrix is positive definite 
formally, the presence of negative or very small positive eigenvalues indicates 
the unwanted linear dependence. If we discard the corresponding eigenvec­
tors, and retain only the remaining eigenvectors to construct a new basis 
set, stability of the variational calculation is greatly improved. Specifically, 
in this new basiB set, the closed type basis functions {y*^} is obtained by a 
transform { X k t \  a} over {y*^}, while the open type functions remains the 
same,




The new Hamiltonian matrix is hence transformed as




H & o) =  £  StkHjSf'Sw, (3.15)
k,k>
where the superscript T  has been used to denote the transpose of X . The 
same procedure is applied for O , T, and A matrices. (Note: in the new O,
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the closed submatrix 0 (*>c) is a unit matrix.) If the number of unphysical 
overlap eigenvalues is large, however, this transformation procedure may not 
eliminate all instabilities of the variational calculation. But, in our computa­
tional “experiments” in which there are few such unphysical eigenvalues, the 
calculated spectra are very stable after the linear dependence of the overlap 
matrix has been eliminated in this manner.
After determining the basis set, the eigenvalues and eigenvectors of 
the i2-matrix can be obtained by using Eqs. (3.3)-(3.5). Fortunately, it is 
not necessary to diagonalize Eq. (3.3) at each energy using the full matrices 
r  and A which would be time consuming owing to the large number of basis 
functions typically required. For example, in our calculation, for the field 
strength in the range 103  — 104 T, the basis size varies from 950 to 150. A 
streamlined reformulation of Eq. (3.3) developed in Ref. [40] substantially 
reduces the size of the matrix needed to be diagonalized at each energy. We 
give a brief summary below. As defined above, the basis functions are divided 
into two types, namely the closed type functions (c) which vanish on 23 and 
the open type functions (o) which are nonzero on 23. Similarly the expansion
coefficients are correspondingly divided into {c®,cH, and the matrix T is
/  r (e>®)
accordingly partitioned as T =  I 1. The same is done for A.
According to Eq. (3.5), we see that A(c,c) =  A(c,°) =  A(°,c) =  0. Using this 
fact, Eq. (3.3) is transformed into the following form:
[r (o,o) _  r (oIc )^ r ( c , c ) j - i r (c ,o )]c-s =  b  ( 3 .1 ,6 )
with c® linearly related to c° by the equation c® — — (r^e'^)_1 r^e,®Jc®. In 
practical calculations, the size of the open subspace of these matrices ( <  30
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in our calculations, depending on the field strength and energy range inter­
ested) is typically 1  — 2  orders of magnitude smaller than the size of the full 
matrices. In Eq. (3.16), it appears that the matrix size has been reduced 
at the cost of calculating the inverse of r(c,c) at each energy. A key point 
is that by calculating the eigenvalues {E ,} and eigenvectors of the Hamil­
tonian submatrix in the closed subspace, this inversion can be carried out 
essentially analytically as a function of energy. To see this, transform the 
closed part basis into the representation where 2?lc,c) is diagonal. Since r(c,c) 
contains only the first term in Eq. (3.4), i.e., rjj^  =  2 (ESki — Hu), in 
this representation inversion of r(e,e) amounts to calculating the reciprocal of 
real numbers, namely This requires diagonalizing iff6'®) only once.
Consequently the energy-dependent calculation becomes very efficient. The 
above discussion has assumed that the closed part basis are orthonormal. If 
it is not orthonormal, the streamlined procedure is the same except that a 
generalized diagonalization should be performed, where Ski is replaced by the 
reaction volume overlap matrix Oki- Alternatively, one could first transform 
the basis set into a representation in which the overlap matrix is the unit 
matrix, after which the calculation proceeds along the lines described above.
3.2 M ultichannel Q uantum  D efect T reatm ent
The multichannel quantum defect (MQDT) is developed[29,41] to 
describe systems in which asymptotically, one electron moves sufficiently far 
from the remaining electrons (the core electrons) and the nucleus so that 
it experiences a pure Coulomb attraction. At small distances, since the at­
tractive Coulomb potential well is very deep, the electron has a very large
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local kinetic energy. Therefore, varying the electron total energy around 
the ionization threshold (above or below) will not change the short range 
wavefunction of the electron significantly. The MQDT takes advantage of 
this nearly energy-independence of the short-range wavefunctions, and treats 
positive and negative energies on an equal footing. This is accomplished 
by using some quantities, which vary smoothly and slowly with energy, to 
represent the short range properties, such as the short range reaction K  ma­
trix. (The definition of the K  matrix will be given later). However, at large 
distances, the electron wavefunction becomes very energy dependent. For 
example, when the energy is decreased from above some threshold to below 
that threshold, those components of the wavefunction change from oscillatory 
behavior to exponential decay type. The MQDT treats this long range energy 
dependence analytically, which amounts to imposing the asymptotic bound­
ary conditions in a later step after obtaining the short range if-m atrix. This 
procedure, which is called “eliminating closed channels”, will be discussed in 
detail later in this section.
For the diamagnetic system we are dealing with, the electron can 
only escape along the magnetic field in the ± 2  directions. When the elec­
tron moves far away in |z|, i.e., \z\ >  [^(rcp +  m+M±l) ]x/ 2, it experiences 
a pure one-dimensional Coulomb potential. Therefore, the MQDT calcula­
tion should prove advantageous for describing the states localized mainly in 
a cylindrically separable region of space. That is, MQDT should be par­
ticularly efficient for the states having nz > [A (Wp +  ™±M+1 )]1/4. However, 
this description becomes less and less useful as nz decreases, since the for­
mulation is based on the long-range motion in a Coulomb potential. States
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with low-nx values never reach this Coulombic region. Nevertheless, for these 
short ranged states, an / 2-matrix method, or other methods such aa a close 
coupling calculation, can be used to describe them numerically, and, in prin­
ciple, exactly and their properties are thereafter transformed implicitly into 
the -fif-matrix as an energy dependence. In our calculation, we use the vari­
ational eigenchannel /2-matrix method as described in Sec. III.l. Once the 
short range properties, namely { fe y ,^ } , are known, standard MQDT can be 
applied to calculate the photoionization cross section in the magnetic field. 
To implement MQDT, we first match the inner and outer region solutions to 
the Schrodinger equation on £ , using
d %
dz
— 53  Zo)/np7  9np(^np5 zo)Jnp-t\
*o rip




where { f np(cnp] z ) ,g np(cnpi *)} are Coulomb wavefunctions evaluated at the 
channel energy enp =  E  — E ^ \  and where the Inpy and Jn p 7  are the constant 
matrices determined by Eq. (3.17). Note that the Coulomb wavefunctions are 
obtained for a one dimensional potential —pj- The normalization constant 
should accordingly be revised to be ^  of that used in the radial s-wave 
wavefunction used in a three dimensional Coulomb problem[42]. After solving 
Eq. (3.17) for the matrices I  and J , the short range if-m atrix  is calculated 
from K  =  J J _1, which is “smooth with energy” aside from a countable 
number of poles. The dipole transition elements are =  H i d-r(I~1)ynp 
with ety =  J2k<  1 * 0  I e • r | y* >  c£.
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An important intermediate step in the MQDT analysis is to examine 
the behavior of {pta} obtained from the eigenvalues {tan 7r/ta} of the K  ma­
trix, and also that of the dipole matrix elements \Da \ =  | X)np d ^ U nfiCt cos ivfia |, 
where {?7n#ia} are the eigenvectors of the K  matrix. Figure 15(a) shows that 
{fjia}  are very energy dependent which indicates the presence of short range 
resonances confined deep inside the reaction volume. In fact, we will see later 
that the quasi-Landau resonances are the short range resonances fitting in 
the jR-matrix box \z\ <  z0. We further plot the sum of the eigen quantum 
defects /iiUm =  fxa in Fig. 15(b), where the whole energy range has been 
divided into ten smaller ranges and the interval of each range is A E  — u>e. 
It is seen that /Lteum- is much smoother than fMa- To see how fast the /zimn 
rises with energy, we estimate the average slopes for each range. It
is easy to see from Fig. 15(b), the rises of [i.„m is less than or close to 1.5, 
i.e., —ffig” <  This suggests that within an energy range A E  *C -j-|, the 
MQDT parameters such as /xa, can be approximated by constants. Another 
noticeable feature is that the fia in Fig. 15(a) are plotted adiabatically. If 
we trace fia instead diabatically, we see two or three of them decrease with 
energy. From our experience, this is a sign indicating there are two or three 
channels actually quite strongly closed, whose wavefunction components are 
exponentially small at z0. Similarly, from those increasing with energy, we 
know the number of channels which are open or weakly closed. Naturally, as 
energy increases more channels become open because more of them become 
increasing with energy as shown in Fig. 15(a).
The dipole matrix elements |jD«*|, shown in Fig. 16 vary smoothly 
with energy, aside from a few points of discontinuity where some fia change
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Figure 15. Analysis of eigen quantum defects for m  =  1 at B  — 1175T. (a). 
The fia calculated from the eigenvalues tan 7r/xQ of the AT-matrix. (b). The 
eigen quantum defect sum /zsum =  pa- Note that the discontinuities in (b) 
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Figure 16. \Da\ =  | £ n#,d^£/n„aCOS7r/xa| form =  1 final states at B  =  1175T. 
they are generally very smooth with energy aside from a few points where jza 
change branches. Note the discontinuities at E =  0.017 and 0.027(a.u.) are 
caused by changing number of channels.
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branches (adding or substracting an integer from fia does not affect the final 
result). This gives us confidence to calculate the K  matrix using a relatively 
sparse mesh in energy and to interpolate it when a dense mesh is needed, such 
as the regime of dense Rydberg states very close to an ionization threshold. 
As for the problem of discontinuity near a branch change of fiai we can avoid it 
by dividing the whole energy range into several smaller ranges, and rearrange 
branches for smoothness within each range.
The procedures using MQDT to calculate the photoionization spec­
trum are very standard[29,30,31,41]. We adopt the eigenchannel represen­
tation developed by Fano[30,41]. The K  matrix we obtained previously 
is in the fragmentation channel representation, used in Seaton’s version of 
MQDT[29]. That is, for an W-channel problem, the N  independent solutions 
to the Schrodinger equation outside the reaction volume (|z| >  z q )  are con­
structed by using two independent Coulomb functions { f np(^np] z )i 9np{^np\ z )}
Vn'p{E)  =  £  <f>)[fnp(enp]z)6npnp' -  5 „p(enp; z ) K n„v ], (3.18)
np
where the K -matrix is the short range reaction matrix which is smooth with 
energy. Here the boundary condition at \z\ —> oo has not yet been applied, 
which means 3'nrr(2?) contains unphysical exponentially divergent components 
because at this stage we are still treating the closed and the open channels 
on an equal footing. The number of physically open channels is denoted 
as N 0 and the number of physically closed channels is denoted as Ne. The 
if-m atrix eigenchannels are defined such that the wavefunctions ^ a(A7) with 
a  =  1 ,2 ,. . . ,  N  have a common phase shift irp.a (often called an “eigenquan- 
tum defect”) in each of the fragmentation channels np. The two representa­




tail 7Tflafia,a' =  ^ ] {U )em(I-8 'nfn]1 n̂Jlo') (3.19)
and
N
V a ( E )  =  ] T )  ^ n p ( E ) U nf,a  COS 7Tfla  
T ip
N
=  £  * n 7 ) (P» t W n p A f n p i e n / ,  * )  COS 7T/itt -  ^ ( € n/>; z )  S in T T ^ ] .
T ip
(3.20)
Obviously, the iV independent eigenchannel wavefunctions have the same 
exponentially divergent problem. To obtain physically acceptable solutions, 
we construct a new set of solutions, each of which is a linear combination of 
the \E,Q(i£), and then force the coefficient of the exponentially diverging terms 
to be zero. This is the well known procedure referred as “eliminating closed 
channels”. After eliminating the closed channels, the new solutions behave 
well asymptotically and the number of independent solutions reduces to No. 
Mathematically, any solution to the Schrodinger equation outside reaction 
surface can be expressed as a superposition of <Pa(i?)
¥ ( £ ) = £ ¥ aAa(.E). (3.21)
Gt
In Fano’s version of the standing-wave eigenchannel representation, the ^(.E) 
must decay exponentially in every closed channel (np G Q), while each open- 
channel component (np G Q) is required to have a common eigenphase shift 
r. This results in a generalized diagonalization problem:
VA =  tan 7rr A A, (3.22)
( Unpa sin((3n -I- 717x0 ) i e  Q 
I V  = {  , % , (3.23)
[ Unpa sin(7rfia) i G P
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i € Q
A»ipa =   ̂ , T . . • (3.24)
, c o s ( 7iy i t t )= r
The eigenvalues and eigenvectors are denoted as {tanwTA, Aax}. After solving 
this linear system, the resulting solutions are in the “collisional eigenchannel” 
representation, whose form at \z\ —► oo is:
No
(E) =  53 <j>)Tnpx[fnp(enpiz)  cos 7vrx -  gnp(c„p] z)  sin t t t a ] ,  ( 3 .2 5 )
n„
where the orthogonal matrix T  is given in terms of the normalized Aa\  by
N
Tn„x =  5 3  U n P a  C O B  , r ( - ' rA +  P*)Aa\  ( 3 .2 6 )
a=l
and Aax is normalized according to
X )  [ 5 3  unpc cos 7 r( T \  +  n ^ A cx]2 =  1 . ( 3 .2 7 )
ripE P  a = l
For a photoionization process, the dipole matrix elements are transformed 
just like the wavefuntions,
N
Dx =  £  DaAaX
a=l
N
—  X  4 J )C/"pe.C O S 7r^a i4 a A. ( 3 .2 8 )
a . r i p
When calculating the partial photoionization cross section, for populating 
Landau channel, the incoming wave boundary condition should be applied at 
|z\ —► oo. This amounts to requiring all the outgoing channel components in 
channels other than n p to be eliminated, such that the wavefunction has the 
form at \z\ —> oo
No
WfcH®) =  E  *£ T ,0>. (3.29)pn'
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where f „ t \ z )  and f„T \z)  are the outgoing and incoming Coulomb wavefunc-
P  P
tions respectively, and Sn'pnp is the scattering matrix. This expression can be 
obtained by superposing ^ ( i? )  in the following way
No
=  E  e-**'Tn, xVx{E)e- i*T*. (3.30)
A= 1
Therefore, the dipole transition matrix elements are simply
No
Di~J =  £  e‘̂ T „ e^ D x, (3.31)
np
where Tjnp =  In 2knp +  argT(l — i /k np) with knp the wave number (enp =  
\ K P) is a phase parameter in the Coulomb wavefunction. After obtaining
the total oscillator strength (in a.u.) is calculated by an incoherent
sum of the dipole matrix elements
j t  No
j L  =  2(E -  E J jr iD l-? ?  (3-32)
rip
and the total photoionization cross section is
«• =  (3-33)
In this equation, a  is the fine-structure constant.
3.3 P hoto ion ization  Sp ectra  in a M agnetic F ield
In figure 17(a)-(d), we show our calculated photoionization spec­
tra up to the tenth ionization threshold. The ionization is from the hydro­
gen ground state | laO >  to the final states with m =  1 , ttz =  + 1 . All
these spectra exhibit a common feature, namely that a very regular pattern 
of broad features is embedded within the dense resonances associated with 
high Rydberg states. The spectra sire plotted in terms of the scaled energy













Figure 17. Photoionization spectra of the atomic hydrogen ground state 
in different magnetic fields, for final states having m  — 1  and irz — 4 -1 . 
The magnetic field strengths axe marked on each spectrum. The ionization 
thresholds are marked by arrows. The final state energy E  is measured 
relative to the zero-field ionization threshold.
,1.1
11 750 T (a)




‘ - ‘ i-
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E  =  Efu/e and the Landau thresholds are marked by arrows. It is seen that 
these broad features are approximately equidistant with a spacing close to 
or a little less than the characteristic f  u>c. Therefore, we identify them as 
quasi-Landau resonances. The reason that the spacing is less than |cue in 
the energy range shown stems from the fact that the quasi-Landau spacing 
is energy dependent. As the energy increases, the spacing decreases until it 
eventually approaches to the Landau spacing u>c in the high-energy limit, as 
can be seen from the semiclassical treatments[5,6 ]. For a very strong magnetic 
held, even a single quasi-Landau spacing covers a wide energy range; there­
fore, the spacing decreases rapidly. These quasi-Landau resonances are very 
broad. In particular their widths are comparable to the separation between 
successive levels, and they interact with high Rydberg states to form complex 
resonances. To see the global spectrum in a clearer way, we convolute the 
spectrum at B =  2350T with a Gaussian distribution with FWHM=0.25a>c. 
The convoluted spectra are plotted in Fig. 18 as a thicker curve’on the top of 
the high-resolution spectrum. In the convoluted low-resolution spectrum, the 
quasi-Landau modulation appears more clearly. In the complex resonances, 
a quasi-Landau resonance plays the role of a “perturber” or an “interloper”, 
whose intensity is redistributed among the Rydberg states causing a great 
enhancement of the intensities of individual Rydberg resonances. The de­
tailed properties of a perturbing configuration, where an interloper perturbs 
a Rydberg series, will be discussed in next chapter, in which a simple model 
is used to describe the qualitative features of such a system. Similar figures in 
the photoionization spectra from the ground state to final states with m =  0 , 












Figure 18. The Gaussian convolution of the spectrum in Fig. 17(c) with 
FWHM= 0.25o>c> which simulates the effect of finite experimental energy 
resolution. The convoluted spectrum is plotted as thicker curve on top of the 
high-resolution spectrum. The quasi-Landau modulation |w c appears more 
clearly in the convoluted spectrum.
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Figure 19. Same as Fig. 17, except the photoionization is to final states with 
m =  0  and 7Tg =  —1 .
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are less obvious than those in Fig. 17(a)-(d). But they become clearer in the 
Gaussian averaged spectra, as shown in Fig. 20 for B  =  2350T, where the 
spacing of the modulation is close to 0.64a>c as in the observed spectrum at 
6 T. The width of the Gaussian distribution is 0.09u;c.
To access the accuracy of the approach, we compare our calculated 
spectrum to that of Delande et al. [24] in Fig. 21, for photoionization of the hy­
drogen ground state using light polarized linearly along the field axis at a field 
strength B  =  23 ,500T. The number of basis functions used in our calculation 
is approximately 150, while in Ref. [24] a basis set of 10,000 complex spherical 
sturmians were used. The two spectra are in close agreement. We also com­
pare our spectrum for B  =  2000T with a close-coupling-type calculation[43] 
for photoionization of the hydrogen ground state using light polarized cir­
cularly along the field axis. The spectra are shown in Fig. 22(a) and Fig. 
2 2 (b) respectively, where detailed features are seen to disagree significantly, 
including resonance positions, widths, and lineshapes, etc.. Many qualitative 
features are similar, as for instance an interloper of a higher channel perturbs 
high Rydberg states of a lower Landau channel, forming a complex resonance. 
To ensure that an R-matrix calculation is converged, usually two things need 
to be examined, one is to see whether the channel coupling is fully described, 
the other is to test the stability of the calculation when varying the R-matrix 
box size. The close-coupling calculation of Ref. [43] was performed within a 
cylindrical R-matrix box of length 50 a.u., with 12 coupled channels. In our 
calculation, we calculate the spectrum using z0 =  50 a.u. and 80 a.u. as a 
test of convergence. The overall spectral features calculated using these two 





Figure 2 0 . Similar to Fig. 18, a Gaussian resolution function of width 0.09u;<. 
is convoluted with the spectrum in Fig. 19(c), and is plotted as a thicker 
curve. The quasi-Landau modulation is approximately 0.64wc near threshold.
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Figure 2 1 . Comparison between our calculated photoionization spectrum (b) 
and that of Delande et a/.[24] (a), for a field strength b =  23,500 T. These 
spectra are for final states with odd z-parity, m  — 0. Good agreement is 
observed, aside from minor features in (a) near the ionization thresholds, 
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Figure 22. Comparison between our calculated photoionization spectrum for 
ground state hydrogen (a), with that of Alijah et a/.[15] (b), for even z-parity 
final states at B  =  2000 T. The energy range of the latter calculation (b) 
is only a portion of that shown in (a). Also, the energy in (b) includes the 
electron paramagnetic spin energy -o;c.
series. But detailed features, like the position of the perturber and individual 
resonance positions, widths, and shapes change substantially, which is a sign 
indicating that a box size of zq — 50 a.u. is not big enough. The spectrum 
shown in Fig. 2 2 (a) is calculated using zo =  80 a.u.. Our tests indicate that 
further increases in the box size result in only minor changes in the spectrum 
of Fig. 22(a). We stress that stability of all calculations shown here has been 
assessed for each chosen z0 by varying of the number channels included and 
also by varying the number of z-functions in each channel. It should be no­
ticed that the average photoionization intensity near the ionization threshold 
should be approximately the same as the field free intensity for hydrogen. In 
terms of oscillator strength we expect d f/dE  «  1.4 a.u., or in terms of cross 
section we expect <r «  0.2 a.u.. Our average oscillator strength distribution 
is close to the value of 1.4 a.u., shown in Fig. 2 2 (a), whereas the intensity in 
Fig. 22(b) seems too small (although the intensity units used in Ref. [43] are 
unclear).
The quasi-Landau resonances themselves, that is the main modu­
lation with characteristic |w c spacing (for even z-parity), are quite difficult 
to see in high resolution spectral observations. They stand out far more vis- 
ibly in the earlier low-resolution experiment of Garton-Tomkins, as shown 
in Fig. 1. In fact the apparent “disappearance” of this modulation in the 
newer experiment, e.g. of Main et al. in 10[12], led to speculation that this 
|w e modulation is not a sequence of “resonances” at all. For instance, Du 
and Delos[14] view this modulation as an interference between the outgoing 
ejected electron wave and the wave which is reflected back off from the po­
tential ridge line at 9 =  f  in spherical coordinates. While this latter picture
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sounds very different from our picture of these features as “complex reso­
nances”, or perturbers with low nz and high np, these two pictures are not 
mutually exclusive. In fact, in the present limit where the “global widths” of 
these complex resonances become comparable to their separations, the two 
pictures essentially merge together: since broad states must have a “global 
lifetime” comparable to the classical period of the oscillatory motion along 
the ridge. This limit of a large “global width”, comparable to the |u>c res­
onance spacing, is seen experimentally and is also clear from our present 
calculations. As is well known, the width of an autoionizing resonance re­
flects the coupling strength between the discrete autoionizing state and the 
continuum states which cause autoionization. Similarly, the global width of a 
complex resonance should be determined by the combined coupling strength 
of the perturber to both the closed Rydberg channels and to the continuum 
channels. When the perturber decays into the Rydberg channels, since they 
are physically closed at asymptotic distances, the electron is reflected back 
and forth in a standing wave in these channels until it ultimately decays into 
the continuum and escapes. As a final result of this process, the intensity of 
the perturber is redistributed among the Rydberg states causing great inten­
sity enhancement for the Rydberg resonances. Therefore, they emerge as the 
fine peaks within the complex resonance. The global lifetime of quasi-Landau 
resonances reflects the time for the nz ~  0  perturbing level wavefunction to 
spread out and be redistributed among the other closed Landau Rydberg 
channels.
To extract the global width of these quasi-Landau resonances, as 
would be observed in a low-resolution experiment, one method would be to
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calculate a high resolution spectrum of the type shown in Figs. 17 or 19 fol­
lowed by convolution with a finite-width Gaussian function to simulate the 
experimental resolution. This method was used in Figs. 18 and 20, showing 
how the quasi-Landau resonances stand out better than in the high resolution 
spectrum. An alternative method to obtain an approximate low-resolution 
spectrum is to utilize a generalized version of the “Gailitis average” [44]. This 
is a method for calculating the average intensity of the dense manifold Ryd­
berg resonances just below an ionization threshold, and is discussed clearly 
in Sec. (7.4) of Seaton’s review[29]. In brief, the average effect of these Ry­
dberg levels immediately below a single (closed) ionization threshold can be 
calculated by a remarkably simple technique, which amounts to treating this 
closed ionization channel exactly as if it were open when solving the MQDT 
equations for the total ionization cross section. This procedure is trivial 
to implement, and is dramatically more efficient than calculating the high- 
resolution spectrum of dense resonances followed by convolution. In fact, no 
resonances show up at all in the Gailitis average calculation, except those 
which are localized well inside the jR-matrix box.
The “generalized” version of the Gailitis average, which we adopt 
in the following, amounts to similarly “pretending” that all closed channels 
in the calculation are open when solving the MQDT equations for the pho­
toionization cross section. But whereas the proof of the Gailitis averaging
t
method is very straightforward in the case of a single closed channel (see 
Ref. [29]), we have not succeeded in explicitly deriving the generalization 
used here, which treats several closed channels as though they are open. The 
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Figure 23. Comparison between the Gaussian averaged photoionization spec­
tra and the “generalized” Gailitis averages for even and odd z -parity respec­
tively at B =  2350 T. (a). irz =  +1. (b). -kz =  —1 .
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in Figs. 23(a),(b) with a direct Gaussian convolution of the high-resolution 
spectra, at B =  2350T and for even and odd 2 -parity, respectively. The 
general qualitative agreement of the two methods of averaging gives us some 
confidence that this generalized Gailitis average is sensible and useful even 
for many channel problems. Moreover, this generalized Gailitis average gives 
the correct global width of quasi-Landau resonances, because dense series of 
Rydberg resonances are averaged out. The fact that the dominant quasi- 
Landau modulations stand out in the averaged spectrum further confirms 
our picture that these resonances are relatively short-ranged (in |z|).
Fourier analysis is a useful tool for extracting time periodicities em­
bodied in complex spectra calculated or measured versus energy. We have 
calculated the Fourier transform of the spectra at B — 2350T and show 
them in Figs. 24(a),(b). Several peaks in the time domain stand out clearly. 
The first peak at T  =  0.7 — 0.8Te in Fig. 24(a) corresponds to the Garton- 
Tomkins |u/c quasi-Landau resonances for even z-parity, while the first peak 
at T  =  1.6 — 1.8TC in Fig. 24(b) corresponds to an energy spacing of about 
0.64u?c representing the quasi-Landau resonances for odd z-parity.
If we pay attention to the shape of individual resonances, e.g. in 
Figs. 17 and 19, we immediately notice that for circularly polarized photoion­
ization (m =  1), most resonances are peaks. On the other hand, linearly po­
larized photoionization (m =  0 ), exhibits mainly dips, i.e., resonances having 
small values of the Fano[45,46] lineshape parameter q. The parameter q de­
scribes the shape of an autoionizing resonance in the form <r =  , where
e is represented by 3̂ -~Ê  near the resonance, with ER the resonance energy 
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Figure 24. Fourier transform of Figs. 17(c) and 19(c). (a). The first peak 
appearing at T =  0.7 — 0.8TC corresponds to the |w e quasi-Landau resonance 
modulation in the energy domain, for 7rz =  +1. (b). The first peak at
T  =  1.6—1.8jTc corresponds to the 0.64u?e quasi-Landau resonance modulation 
in the energy domain, for irx =  —1 .
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of the discrete state (autoionization state) excited, compared to that of the 
continuum state in an autoionizing resonance. An intuitive way to understand 
the lineshape difference for the two cases is to consider the angular distribu­
tion of an outgoing p-wave electron. Fig. 25 shows the angular distribution 
of |Fu(0 , <j> )\2 and |lxo(0 , 4 ) \7' ^  is seen that the electron probability is more 
concentrated in the x-y plane for Yn while it is more concentrated along the 
z  axis for F1(). This implies that, for m  =  1 , the electron tends to have most 
of its energy associated with motion “transverse” to the field, i.e. it tends to 
excite the higher Landau channels for final states with m  =  1. Similarly, an 
m  =  0  p-wave electron has most of its kinetic energy “parallel” to the mag­
netic field and correspondingly the lowest Landau channels are mainly excited 
for m =  0. For this reason the average g values are expected to be smaller (in 
absolute value) for m  =  0, at least for ground state photoionization. To test 
this interpretation quantitatively, we analyze the partial cross sections <Tnp 
for exciting individual Landau channels, for the two cases m  =  0,1, shown in 
Figs. 26(a) and 26(b) at a field strength B — 11,750 T, where each partial 
cross section has been convoluted by Gaussian with FWHM=0.07u;c. The 
order of channels for the Landau channels np =  0 ,1 ,2 ,..., 5 is solid, dotted, 
dashed, dash dot, dash dot dot dot, and long dashes, respectively. It is seen 
that for m =  1, the average partial cross section increases with the Landau 
level quantum np of excitation, while for m  ~  0 it decreases with np. We 
have examined the same effect for lower field strengths. Although the partial 
cross sections may not increase (or decrease) strictly monotonically with np 
as in the calculations for B  =  11,750T, the qualitative trend is still the same 
at smaller Reids. However, this m-dependence of lineshapes has not been
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Figure 26. Partial cross section analysis, where | j D £“ ) |2 o c  crnp. The Gassian 
average has been taken for each partial cross section. The order of Landau 
channels np =  0 , 1 , . . . , 5  corresponds to solid, dotted, dashed, dot dash, dot 
dot dot dash, long dashes respectively, (a). For m  =  1, (b). for m — 0.
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observed in experimental spectra at B  «  6 T. This may be a result of the fact 
that many more interacting channels are involved at such a low field B  «  6 T, 
making the spectrum much more complicated. This is discussed further in 
Sec. I l l .4 below.
3 .4  D iscu ssio n s
The partial cross section analysis reveals that the distribution of 
ionization probability among different Landau channels depends on the final 
state quantum numbers m, 7rz, in a manner which can be correlated with the 
shape of the final state orbital in spherical coordinates which would be excited 
in zero-field. For magnetic fields as strong as those treated in our calculation, 
this property is further reflected in the lineshape of individual autoionizing 
resonances. In experiments at laboratory field strengths, no such difference 
in lineshapes has been observed for final states with different m -values.
A possible reason why these effects have not been seen in experi­
ments to date could be because they have studied almost exclusively on the 
energy range very close to the zero-field ionization threshold. In this energy 
range, only a very small fraction of ( «  30) the initially excited Landau chan­
nels are physically open channels. If the current generation of experiments at 
B  6 T is extended to probe modestly higher energies, say 200 to 500 cm - 1  
above threshold, we expect them to show the difference in peak shape seen in 
our calculations. Specifically, the resonances should tend to be mainly peaks 
for (m  =  1, 7rz — + 1), and windows for (m  =  0 , 7r* =  —1), if an s-state is 
photoionized. We also hope that the distribution of photoionization strength 
among the available Landau channels will be measured at some point. Such
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a measurement is probably far easier at an energy well above the zero-field 
ionization threshold, probably at least 0.1 ev above threshold. Even if ex­
periments cannot distinguish photoelectron kinetic energies “parallel to B ” 
at the 6  cm - 1  resolution needed to separate the adjacent Landau channels 
at B  fa 6 T, a comparatively crude detection method may permit a rough 
determination of the relative strength of high versus low Landau channels. 
An unusual aspect of this experiment is that the magnetic field should extend 
right into the detector, at least ideally.
C H A PT ER  4
A N A L Y S IS  O F F IE L D -D E P E N D E N T  M U L T IC H A N N E L  
R Y D B E R G  S P E C T R U M
In previous chapters, we have mainly focused our attention on the 
properties of the quasi-Landau resonances for a fixed field strength. How­
ever, many interesting features appear much more clearly in the diamagnetic 
spectrum when it is traced as a function of both energy and magnetic field 
strength. Recent experiments[23] measuring the photoabsorption/ionization 
spectrum in such a way have revealed numerous unexpectedly regular pat­
terns, in an energy regime which is chaotic in classical mechanics[3]. Rydberg 
levels converging to the first and the second Landau thresholds were first ob­
served and identified[23], which suggests that a picture of interacting Rydberg 
states can be applied to such a diamagnetic system. In this multichannel Ry­
dberg system, the strong interaction between levels in many Landau channels 
shows constructive and destructive interference between multiple autoioniza­
tion pathways. This phenomenon is very common in atomic and molecular 
systems[47-52]. As the result of the interference, it produces the well-known 
“complex resonances”, or “overlapping resonances”.
In this chapter, we show how a spectrum of the type observed by 
Ref. [23] can be described as a conventional, multichannel, perturbed Rydberg 
spectrum. We also show how a number of complex and interesting features
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can arise, quite generally, when the ionization thresholds vary with a param­
eter such as the magnetic field strength. These features include changes in 
the intensity, width, and shape of each individual resonance within a complex 
resonance, when traced along the magnetic field. Multichannel Rydberg spec­
tra with parameter-dependent thresholds have hardly been treated to date, 
but they encompass phenomena beyond the field dependences considered in 
this diamagnetic problem, such as the variation of the electronic terms of a 
diatomic molecule as a function of the intemuclear distance[52].
In our analysis, we start from a smooth, short-range reaction ma­
trix K  (3 x 3), of the type familiar in MQDT formulations, which is assumed 
to be independent of energy and magnetic field. The K  matrix is normally 
obtained from an ab initio calculation, but since this is not the main goal 
here, we suppose that it has been obtained elsewhere, such as in chapter 3. 
A Beutler-Fano profile <r =  <ro(e+ g)3/ ( l  +  ea) is used to parametrize each 
individual resonance within a complex perturber. This, parameterization is 
a development of Giusti-Suzor and Fano[53], in which they have treated a 
two-channel problem. The line shape parameter q, and the width parameter 
T included in the definition of € =  ) t can be expressed analytically
in terms of quantities which remain relatively smooth across a complex res­
onance. These parameters are the key dynamical quantities which control 
the appearance of complex resonances and their evolution with the magnetic 
field.
Clearly, the restriction to three channels, and the assumption of a 
reaction matrix K  independent of E  and B , are both oversimplifications. In 
fact atomic hydrogen (or lithium) at B  =  6 T probably involves more like
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20 — 30 channels. Yet this 3-channel model provides the simplest prototype 
system which gives the main features of complex autoionizing resonances, and 
which illustrates the effect of parameter-dependent thresholds. Moreover, 
since we consider only a very narrow range of B  and E, it is reasonable 
to approximate the if-matrix by a constant matrix. In Sec. IV.2 , we also 
includes a model calculation with 2 0  interacting channels for field strengths 
near B  =  6 T, which shows that such a model does indeed generate spectra 
bearing a qualitative resemblance to those seen experimentally in Ref. [23].
4.1 P rop erties o f  P erturbed  R yd berg  Series: a T hree-C hannel 
M odel A nalysis
In this section, we develop a set of parameters to describe a per­
turbed autoionizing Rydberg series of a three channel system. For alternative 
discussions of many-channel system from a different (level-by-level) point of 
view, see Fano[45], Fano and Cooper[46], Mies[54], and Connerade[55]. These 
parameters include a lineshape parameter q for each individual resonance, 
and a smooth reduced width function r(r\  The q parameter is found to be 
very energy dependent, as in particular it can change sign (the so-called q- 
reversals) in two ways. One is the smooth change at a zero of q, the other is 
the rapid change at a pole of q. The two different types of q reversals cause 
different features in the spectrum. The smooth reduced width function itself 
displays an asymmetric shape reminiscent of a Beutler-Fano profile. This 
asymmetry manifests the interference effects of different autoionizing path­
ways when the Rydberg series is perturbed by an interloper. The energies of 









Figure 27. Zeroth-order picture of Rydberg series converging to three ioniza­
tion thresholds Ei <  Ez <  Ea.
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Figure 27 shows the zeroth-order picture of Rydberg series converg­
ing to three nondegenerate ionization thresholds E\ <  E 2 <  E3. We are 
primarily interested in the energy range where the total energy E  is slightly 
below the second ionization threshold E2. The key features in this energy 
range are governed by the fact that the spectral variations associated with 
Rydberg structures in channel 2 occur on a very small characteristic energy 
scale Aea ~  v2~3. Here the effective quantum number in channel i is defined 
by
Vi =  [—2(jE — (4.1)
On the other hand the characteristic scale for spectral variations associated 
with channel 3 is much larger, namely Acs ~  1/3 “3. It is this interplay between 
two greatly differing energy scales (and correspondingly different time scales, 
A t  ~  t/i3, and different distance scales, A r ~  v,2) which is responsible for the 
striking appearance and much of the qualitative physics associated with such 
spectra[47-52].
In this energy range near the second ionization threshold E2, the 
states associated with the third channel play a role as “perturbers”, or “in­
terlopers”, into the Rydberg series of the second channel, which we denote the 
“host” Rydberg series using the terminology of Giusti-Suzor and Lefebvre- 
Brion[56]. In our analysis, we isolate the effects of states in the third channel 
as causing a characteristic energy dependence of the “individual” level inten­
sities, line shapes, and reduced autoionization widths of the host Rydberg 
series. This viewpoint is appropriate here, since in the absence of the per­
turbers, these would all be constants (provided the K  matrix is constant) [53]. 
To state it more clearly, we initially “eliminate” the third channel in the usual
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sense of MQDT, which meanB specifically that a linear combination of the 
K -matrix states is found such that the closed-channel components of the 
wavefunction in the third channel decay exponentially at r  —► oo. After the 
third channel is eliminated, its effects are fully incorporated as energy depen­
dences in the remaining two-channel reaction matrix. The remainder of the 
analysis can then proceed along the lines of previous two channel analyses[53]. 
This two-step procedure differs from previous studies of three-channel sys­
tems by Giusti-Suzor and Lefebvre-Brion[56], by Cooke and Cromer[57], and 
by Wintgen and Friedrich[58], all of whom treat the two closed channels on an 
equal footing. Since the order of applying asymptotic boundary conditions in 
the closed channels is irrelevant, eliminating these closed channels one-by-one 
is equivalent to eliminating all of them simultaneously. However, eliminating 
the two channels separately helps to keep track of the two qualitatively differ­
ent energy scales in the problem, as will be seen below. After eliminating the 
third channel, the energy-dependent 2 x 2  reaction matrix and dipole matrix, 
denoted as K  and d, are given according to Seaton’s formula[29]:
( K , ,  —■o-ll »
K 21 -
=
K 32_ K 2 & a
(4.2)
dx
d = l -  « ! •  (4'3>
Ta
where T* =  tan ivvi +  Ku. Since the zeroth order positions of perturbers are
determined by roots of T3 =  0, it is clear that K  and d are strongly energy- 
dependent in the vicinity of perturbers. In other words, K  and d carry all the 
information about the perturbers implicitly through their energy dependence.
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It is now straightforward to obtain the continuum phase shift and 
the photoionization cross section analytically for this two-channel system, by 
using standard MQDT methods[29]. That is, the “physical” phase shift A in 
the lone open channel can be obtained by solving a determinantal equation,
tan(—A ) -f- K \\  K 12
K 21 tan TTUi +  K 22
and the cross section is given by
det =  0, (4.4)
<r =  /„ cos2 A (J, -  K n d * )2, (4.5)
tan 7ti/ 2 -f K 22
where Iq is proportional to the photon energy.
We stress, however, that our primary purpose is to study and de­
velop a parametrization for detailed properties of a complex resonance, rather 
than to simply calculate the phase shift and cross section which are already 
familiar procedures in conventional MQDT calculations. In particular we 
want to study how the intensity, line shape, and autoionization width of 
each individual resonance changes with energy when a perturber is embed­
ded within the host Rydberg series. To accomplish this, we adopt the same 
formulation as Giusti-Suzor and Fano[53], who utilize an alternative set of 
parameters to treat a two-channel problem having an energy-independent
•fif-matrix. These include two phase parameters {^ 1 ,^ 2 } ,  and a pure channel- 
- (° *\coupling matrix R  =  I I to parametrize the if-m atrix. Notice that
W  0 /
all of these parameters become energy-dependent in the present problem ow­
ing to the elimination of the third channel discussed in Eqs. (4.2,4.3). The 
MQDT elimination of channel 2 can now be achieved as in Eq. (4.4) by
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det = 0, (4.6)
solving another determinants! equation
tan(—A +  7r/ii) £
£ tan 7 r ( t /2 +  ft3)
giving the same phase Bhift A as Eq. (4.4). The relation between these 
parameters and the K  matrix elements can be easily derived after several 
steps of algebraic manipulation:
- =  tan +  £3tan fa
11 1  — £ 3 tan nfa  tan fi3 ’ 1 }
- _  tanTT/ia +  ^ ta n / i i  (d ^
22 1  — £ 3 tan 7r/ii tan p,3 ’
K 1S = ------- =--------- - — — — 1 — -----------------------(4.9)
cos TTfii cos irfi3 1  — £ 2 tan tan ji3
Inversion of Eqs. (4.7-4.9) yields the expression of each parameter:
Trfr . 1  nrrtnnr 2 ( K h + K 3 3D k ) , n i7r fW  -   ̂ a r c t a n ^  ^  +  — , (4.10)
1 i  f  2 ( ^ 3 3  +  K u D k ) 1 n 3 7T / A  i i \
=  2 MCt“ { 1 _ ™ _ ( ^ _ K ? 1) } +  T  ’ (4-n )
f2  _ l(Kn + K„y  + (i -  r>„)’]i -  [(A„ -  K„y  + (i + DKy]i (4.12)
[(An + K „ y  + (1 -  D Ky}$  + [(An -  A„)» + (1 + D*)3]* ’ 
with tj.1,2 =  0 ,1 ,2 ,•  • and D K — det\Kij\. Some remarks are necessary to 
fully specify the energy-dependent parameters 7tyl,- and £, as there are an 
infinite number of possible branches for the irfa. Since adding an integer 
multiple of ir to 7r/2; does not change the final cross section, only n i ,2 =  0  and 
I give physically different branches. Therefore, there are four possible branch 
combinations of 7r/i;. But not all of them give the correct spectrum. The signs 
of the numerator and denominator in the brace of. Eq. (4.10) can be used
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to determine the quadrants for 2 wp.i. Taking the sign of the numerator to 
coincide with the sign of sin 2 rcp,i and the sign of the denominator to coincide 
with the sign of cos2^fix, uniquely determines the quadrant of 2ttp.\. The 
same procedure applies to determine the quadrant of 2irfjt2• As for the sign of 
it is uniquely determined as well through Eq. (4.9) after determining the 
/I,-. Notice that £a in Eq. (4.12) is always less than 1. When we calculate £ 2 
from Eqs. (4.7-4.9), we obtain another solution whose value is equal to the 
inverse of Eq. (4.12), i.e., £a >  1. But it does not give any different physical 
solution to the problem. To see it more clearly, we know from Eqs. (4.7-4.9) 
that these equations are invariant under replacement of £a by l / £ 2 provided 
one simultaneously replaces fii by /2,- +  5 . Therefore, the £a >  1  case can 
be converted to the £a <  1  case, using care to change branches for the irfo. 
The physical origin of this conversion has been already discussed in detail in 
Ref. [53] and Ref. [31], which point out that these replacements amount to 
interchanging the two eigenchannels of the i f - m a t r i x .
After obtaining fii and £, the photoionization cross section depends 
on the new set of parameters in the form,
<r =  / 0 [cos(—A 4 - 7r/ii)JDi — sin(—A  4- r r (4.13)
(4.14)
where D \  and D 2 are related to  di and d2 by
{ D \  =  di cos 7r/ij — fd 2 sin irfiz 
D 2 =  —£di sin TTp-i +  d 2 cos 7r/Z2 
Eq. (4.13) can be rewritten in a form suggestive of a Fano profile:
.  [cot( A +  irjii) — i l l * ] 2 
<t =  io-Z?2—— ------T7~ ~ ~ -----------------------------------(4.15)













Figure 28. (a). The function [cot(—A ■+■ /2i)] 1 plotted versus the effective 
quantum number of the second channel, i.e., 1/2 =  [~ 2 [E  — ( showing
many poles, (b). The derivative of the phase shift A respect to i/2, which has 
peaks lying close to the positions of the poles in (a).
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The position of a resonance can be defined as the energy at which the phase 
shift varies most rapidly, or where the time delay is maximum. Since the 
parameter e in a Beutler-Fano profile vanishes at the center of a resonance 
and can be written as (E  — E n) / \ T R in its vicinity, we compare in Fig. 28 
the two functions [cot(—A +  7r/ii )j—1 and dA/dv^. (Since dA/dv^ relates 
to d A /d E  in a simple way, i.e., dA /dE  = v ^ d A /d v ^  dA/dv*  reaches its 
maximum at the same energy as dA /dE ).  From the graph it can be seen that 
the positions of the peaks of dA /dvj  correspond closely to the positions of 
poles of [cot(—A +  7T/ii)]_1. This agreement implies that we should identify 
e =  cot(—A +  7r/ii). Similarly, the quantity to be identified as the shape 
parameter is clearly q =  — To justify these definitions, recall that the 
original idea of a Fano profile[45,46] requires the parameters <r0, q, and T to 
be constant, or at least nearly independent of energy over the width of the 
resonance.
We have calculated the photoionization spectrum and the q parame­
ter for individual resonances, as defined above for a broad interloper, by using 
a symmetric if-matrix with elements K \\ — —1.19, K \ 2  =  1.14, K \ 3 =  0.31, 
K 22 =  1.16, i f 23 =  0.23, and K 33 =  —0.14, and dipole matrix elements 
d\ =  0.95, dz =  —0.80, and d3 =  0.40. The channel structure for the model 
calculation consists of three equally-spaced ionization thresholds, i.e., Landau 
thresholds with m  =  1, u>c =  0.0129. These expressions for q and e are ap­
propriate only for a broad perturber, meaning specifically that the perturber 
is much broader in energy than the unperturbed widths of the host Rydberg 
series. The results for the cross section and q parameter are shown in Fig. 
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Figure 29. (a). <702 is the cross section calculated by assuming K \ 3 =  Kz\ =  
K 23  =  K 3 2  — 0. Under these assumptions, the states in the third channel are 
bound states of zero width. Thus the spectrum <702 represents an unperturbed 
host Rydberg series. Similarly <r0 3 shows the perturber locations expected in 
the absence of interactions. This spectrum was calculated by setting K n  =  
K 21 =  K 2 3  =  K 32 =  0. (b). The cross section shown was calculated using the 
full K  matrix, giving a perturbed autoionizing Rydberg series. The peaks 
with arrows are described by a Beutler-Fano profile in Fig. 30 (c). The Fano 
lineshape q is shown as a plot of the quantity q =  arctan g/7T, where q is 
defined below Eq. (4.15). Note that poles of q occur when q has the value 
—|  (mod 1). The q-parameter has one zero and three poles in this calculation 
within the width (or nearly within the width) of each perturber.
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width, and shape is also shown in Fig. 29(a) for clarity. From these graphs, 
a major qualitative conclusion is that while the q parameter is rather energy 
dependent across the width of the perturber, it is rather smooth across the 
width of most individual resonances. Some significant variations of q occur 
close to the center of the perturber near v2 «  25, where q oscillates from 
being a large negative number to being a large positive number (i.e. arctan q 
oscillates about the value — ̂ tt). However the shapes of the actual resonances 
are hardly affected by this seemingly large oscillation in the values of q.
It should be stressed that it is not sufficient to arrange the cross 
section as in Eq. (4.15) so that it mimics the form of the Beutler-Fano line- 
shape. For instance, if the resulting q (or other) parameter is not roughly 
constant across an autoionizing resonance, the resulting lineshape parameters 
have little meaning. A definitive test of the above expressions derived for the 
q, r , and En is to compare the exact photoionization cross section calcu­
lated using Eq. (4.15) to the resonant cross section using the Beutler-Fano 
lineshape with constant parameters. Note that r K has been approximated as 
the reciprocal of the time delay, =  ^ (^ )~ 1\e=eR’ For narrow resonances 
(within a comparatively broad perturber), the Beutler-Fano line profile agrees 
quite well with the exact cross section, as can be seen from Fig. 30(a), where 
the solid line is the exact calculation and the dotted line is the Beutler-Fano 
profile calculated with constant parameters. For broad resonances, however, 
the agreement is somewhat poorer, as can be seen in Fig. 30(b). The dis­
crepancy is largest at the wings of the resonance, which may stem from the 
close proximity of other resonances nearby, or to the neglect of the energy 
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Figure 30. Test of the Beutler-Fano profile parametrization developed in 
Eq. (4.15) for the resonances marked by arrows in Fig. 29(b). The solid 
curves represent exact MQDT calculations, while the dotted curves are the 
Beutler-Fano lineshapes with constant parameters, (a). The resonance with 
E  =  0.03172, r  =  1.43 X 10“6, q =  7.71, and <r<j =  0.15. (b). The resonance 
with E  =  0.031175, T =  1.03 x 10"5, q =  -1 .4 3 , and <r0 =  0.71.
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MQDT expression (4.15) directly for obtaining the quantitative spectrum, 
the general agreement of the Beutler-Fano parametrization suggests that the 
definitions of q , T, and E r  describe the overall shape of each individual res­
onance adequately.
A q parameter has also been identified for this three-channel MQDT 
problem by other authors. Wintgen and Friedrich[58] give an alternative 
identification by a different procedure. First, they arrange the cross section in 
the form of a Fano profile, after which a shape parameter is identified in their 
Eq. (24) which is a rapidly oscillating function of energy. To get physically 
correct q values, they subsequently evaluate q near the resonance energy, 
giving their Eq. (24'). The q obtained in this way is an approximation valid 
for the case of narrow resonances, whereas our parametrization of q appears to 
be smoother and valid for both narrow and broad resonances. For the channel 
interaction parameters cited above, each perturber causes one zero of q, and 
three poles. We have also seen examples in our numerical “experiments” in 
which each perturber has one zero and one pole, which is the case predicted 
by Ref. [58]. These sign changes of q in our parametrization are clearly 
associated with changes in the asymmetry of individual resonances in Fig. 
29(b). It can be seen from Fig. 29(c) that q reversals can occur either when 
q passes continuously through zero, or when q has a pole as a function of the 
energy. Almost always, the zeroes of q cause a more noticeable change in the 
asymmetry of the actual resonances than do poles of q. As a rough rule of 
thumb, the poles of q tend to occur very close to the center of the perturber, 
whereas the zeroes of q are farther out on the edges of the perturber.
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A perturber also modifies the autoionization width of the individual 
members of the host Rydberg series. In the absence of perturbers, it is 
well-known that the widths of successive resonances decay in proportion to 
u2~3. For this reason, it is preferable to introduce a smoother “reduced decay 
width” equal to u23T. Following the definition of Fano and Rau[31], we define 
the reduced width as — f  ( ^ ) _ 1  (with j.32 =  nu2). The explicit expression 
can be derived from Eq. (4.6),
<*•“ >
This is a rapidly-oscillating function of the energy owing to the rapid oscil­
lations of e as defined above. A more suitable expression, which is smooth 
and which attains a physically-correct value at the center of each individual 
resonance, iB obtained by using the fact that e =  0  at the center of each 
resonance. The resulting reduced-width function is far smoother, and can be 
calculated from
r w  =  2 { ’ ( i  +  (4.17)
7r av2 au2
Fig. 31 contrasts the rapid oscillations of r(r), which exhibit a dip at every 
resonance energy, with the smooth curve representing r£r). This smooth 
reduced-width curve passes through (or extremely close to) all the minima, 
displaying an asymmetric shape reminiscent of a Beutler-Fano lineshape for 
the smooth width function itself.
The spectrum in Fig. 29(b) shows that the intensity of the perturber 
is redistributed among the host Rydberg states causing a great intensity en­
hancement for the high Rydberg states, where the perturber itself is no longer
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Figure 31. The rapidly oscillating function is the reduced width function 
calculated from Eq. (4.16). The solid curve is the smooth reduced width 
function, whose analytical form is given in Eq. (4.17).
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distinguishable from the host Rydberg series. Furthermore, the intensity en­
hancement and the influence on the widths and q parameters of the Rydberg 
series extend far beyond width of the perturber.
The asymmetric shape of r£r) gives us a hint that in one energy 
range the perturber decay to the continuum can interfere constructively with 
that of the host Rydberg series, thereby resulting in broader individual res­
onances. Elsewhere, however, the interference can be destructive, resulting 
in individual resonances which are narrower than the unperturbed host Ry­
dberg series members. This feature is clearly visible in Fig. 29(b), where 
individual resonances are broadened on the lower energy side of the complex 
resonance, but narrowed on the higher energy side of this perturber. The 
destructive interference can cause another interesting phenomenon, namely, 
zero-width resonances. Since the effect of destructive interference is to slow 
the autoionizing decay of a resonant state, it can essentially become a true 
bound state in the continuum if the resonance width happens to vanish. This 
phenomenon has been discussed by Friedrich and Wintgen for atomic hydro­
gen in a magnetic fleld[47]. Fig. 31 also shows that the function F(r) has a 
zero. When the field strength is varied, the energy of a resonant state can be 
made to coincide with this point, where it becomes such a “bound state in 
the continuum”. This zero width resonance usually lies very close to the cen­
ter of the perturber, and simultaneously the <7-value approaches infinity, as 
expected since the oscillator strength distribution for a transition to a bound 
level has the form ^  =  fn&(E — En).
The preceding derivation of-the cross section in the form (4.15), 
by first eliminating channel 3 followed by elimination of channel 2, is exact.
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However, the identification of the Beutler-Fano lineshape parameters T, q ,
a narrow perturber, the perturbing resonance can be distinguished from the 
Rydberg levels in the second channel, and its T, q values can be calculated 
separately. The approach developed in Eqs. (4.2,4.3) and in Eqs. (4.13-4.15) 
remains valid for a narrow perturber provided channel 2  is eliminated first 
instead of channel 3. Thus if labels 2  and 3 are everywhere interchanged, Eq. 
(4.15) still gives a useful Beutler-Fano parametrization in this limit.
4 .2  T h e E ffect o f  T h resh o ld s V arying W ith  a M agn etic  F ield
Now we consider the evolution of the properties of a complex reso­
nance aB functions of a changing magnetic held. The Landau threshold ener­
gies are proportional to the magnetic held, with slopes d^ >c =  (np+  M+™*1). 
Here the MQDT channel index i  — 1 ,2 , • • • correspond to the Landau quanta 
np =  0,1,* • •. The Rydberg structures associated with different channels are 
differentiated by observing their held-dependence. For a high Rydberg res­
onance state which is unperturbed, the energy can be expressed in a simple 
form Eitnm =  where ra“ =  nz — p z is the effective quantum number
in channel i. The quantum defect /z, is a generally-smooth function of both 
magnetic held and energy. If the state is high enough, fiz can be regarded 
as energy-independent. In this limit the resonance energy has a slope with 
changing magnetic held given by
and <7o based on this form of the croBs section becomes inappropriate whenever 
the perturber width becomes small enough so that it is comparable to, or less 
than, the separation between levels of the host Rydberg series. In this limit of
dwc 2 dwc (nz -  fiz )z '
•n 1 (4.18)
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This expression shows that the slope of sufficiently high Rydberg levels coin­
cides with the slope of the corresponding ionization threshold, since the last 
term in Eq. (4.18) becomes arbitrarily small as nz —► oo. Consequently states 
in higher channels have larger slopes than states in lower channels, as shown 
in the experimental study of Li diamagnetism by Iu et a/.[23] in Fig. 32. For 
relatively low states in each channel, since they interact strongly with states 
in other channels and in some cases appear as broad perturbers, the slopes 
are difficult to evaluate. Fig. 33 shows our calculated spectrum as a function 
of both the magnetic field and the energy. This model calculation is per­
formed by assuming a 3-channel K-matrix to be independent of both B  and 
E , so that the only field-dependence is contained in the ionization threshold 
energies. The three channels included are the Landau channels with np =  0, 
rtp =  1, and np =  4.
Several interesting features can be seen which refcemble experimental 
features from Ref. [23]. First of all, resonances with different slopes versus B  
are evident in the spectrum, as well as avoided crossings at the intersections 
between two Rydberg states. This feature is very obvious in the experiment, 
where widely-spaced intense lines having large slopes are seen to cross families 
of weaker, narrowly-spaced levels with small slopes. The reason the states 
with larger slopes have a greater energy spacing than lower slope states stems 
from the fact that, in a given energy range, the states having larger slopes are 
lower-n* Rydberg states in higher channels, whose spacing is roughly n“-3 . 
Some bending of these levels away from straight lines is a manifestation of 








Lithium D iim n n c tl^  Spectra — m=0 pddn




Figure 32. Experimental spectrum of lithium in a magnetic field, observed 
by lu  et af.[23j. (a). The observation of a q reversal associated with a pole 
of q. (b). An example of state intensities diminishing, in fact dissipating 
altogether as the field is decreased, (c). Possible observation of a zero-width
resonance.
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C r o s s  S e c t i o n s  (  m = 1  )
1 0 7 . 5  1 0 8 . 5  1 0 9 . 5  1 1 0 . 5  1 1 1 . 5  1 1 2 . 5  1 1 3 . 5  
B (Te lsa)
Figure 33. Evolution of a complex resonance with the magnetic field. The 
MQDT spectrum is calculated by using a constant three-channel if-m atrix  
with elements K \\  =  —1.3, K \ 2  =  1*1» - ^ 1 3  =  0.94, K 22 =  1-lj - ^ 2 3  =  0.38, 
and ^ 3 3  =  —0.26, and with dipole matrix elements di =  1.20, (£2 =  —0.85, 
and d2 =  0.50. The channel structure consists of three Landau channels 
=  ^ (2 n  4 - \m\ +  m  -}- 1), with i =  1 ,2 ,3  corresponding to np =  0 ,1 ,4  
respectively, and with m  =  1. The spectrum has been convoluted with a 
Gaussian of FWHM=2.5 x 10“ 7 (a.u.). The solid line in the plot is the zero 
width line as discussed in the text, and the dashed lines are 5  =  0  lines.
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The variation, of the q parameter with E  and B  is another impor­
tant factor which influences the appearance of the spectrum in Fig. 33. As 
discussed in the previous section, poles of q tend to occur very close to the 
center of the perturber. A g-reversal associated with a pole of q can be seen 
in the experimental spectrum[23] shown in circle (a) in Fig. 32, where the 
resonance intensities are rather high because of being close to the center of 
the perturber. At lower energy and field, the resonance has a negative q value. 
As the field increases, the q value changes quickly to positive values. When a 
g-reversal happens around q '= 0 , an interesting intensity variation becomes 
noticeable. In Fig. 33 we plot two dashed lines where q =  0 is expected. 
These lines can be obtained numerically from the definition of q =  — 
that is, Z) 2 =  0 (since £, D \, and Z) 2 are finite in our calculation). They 
form nearly-straight lines with slopes larger than that of second threshold. 
As is well known, and can be seen from the Fano lineshape formula, the cross 
section reaches its minimum at the resonance energy, if q =  0. If we pick 
one single resonance in the upper half plane of (E , B) in Fig. 33, and follow 
its evolution as B  decreases, the resonance intensity is seen to decrease as 
it approaches the q =  0 curve, minimizing near this line. After passing the 
line, the resonance intensity increases again while the line shape asymmetry q 
changes sign. Therefore, the intensities of resonances are generally very small 
close to the q =  0 curves. In the experimental spectrum in area (b), we see 
some examples where resonance intensities diminish out on the edge of the 
complex resonance, with small q values. However, no example of such a q re­
versal around q =  0  could be found in this experiment, since the strong peaks 
all have large g-values. Because a q reversal associated with q — 0 usually
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happens on the edge of a complex resonance and it is rather gradual as well, 
the reversal process takes a wide range of E  or B  to complete. Therefore, it 
extends considerably beyond the width of the perturber. At a field strength 
around 6 T, a large number of interacting channels (approximately 30) are 
involved. The experimental spectrum is accordingly far more complicated 
than that of this simple model. Despite our difficulty in observing 9  =  0 
states in the Ref. [23], our analysis using this simple model predicts that the 
frequent “disappearance” of resonances, evident in the observed spectra[23], 
could be caused by the (q =  0 )-type q reversals.
The asymmetric constructive and destructive interferences also cause 
another characteristic feature in Fig. 33. That is, just above and to the left 
of the perturber marked on Fig. 33, the resonance widths are comparatively 
narrow, while at an equal distance below and to the right of the perturber, 
the individual resonance widths are broader. The experimental spectrum[23] 
displays similar asymmetries, which are barely visible in Fig. 32(c). That is, 
the fourth resonance below and to the right of the marked resonance in Fig. 
32(c) is visibly broader than the fourth resonance above to the left of the 
marked one. Such an asymmetric shape of the width function has already 
been seen in Fig. 31. There the dip in the higher energy regime indicates 
destructive interference, while the peak in the lower energy regime indicates 
constructive interference.
As we have noticed from experiments[59], there always exist very 
narrow resonances, even well above the first ionization threshold. This can be
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explained as the effect of destructive interference between different autoion­
ization pathways. Our model calculation shows that for any fixed magnetic 
field strength, there are zero width points at certain energies, although at 
most values of B  no resonance lies at those special energies. If there is no 
interaction between the closed channel and the open channel, as implied by 
zero width, the autoionization states in the closed channel are essentially true 
bound states. Based on this fact, we can give an analytical expression of zero 
width points in the (E , B )  plane by setting K %,2 =  0. The explicit expression 
is then
where 6 is defined as
6 — — arctan(if3 |3  — ) (4.20)
7r K \ t2
Eq. (4.19) describes a straight line for E  versus B , whose slope coincides
with the slope of the third threshold energy. The solid line in Fig. 33 shows
the zero width resonance positions, demonstrating how the resonances close
to this line are narrower than the resonances further away from it. Note that
in Fig. 33, the resonances lying near this line are not fully resolved, which is
an artifact of the finite mesh used in the theoretical calculation. In fact the
integrated “strength” across such resonances remains finite and smooth even
as their widths go through zero.
In circle (c) of Fig. 32, an experimental example is shown of a 
resonance width decreasing as E  and B  increase. Up to a certain point in 
the lower half of Fig. 32(c), the resonance is seen to get increasingly narrow, 
high, and symmetric. The marked resonance has maximum intensity and
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minimum width. Beyond this marked resonance, the width again increases, 
while at the same time its shape becomes somewhat more asymmetric and the 
intensity diminishes again. This appears to be an experimental example of 
a zero-width resonance. Moreover, the resonance intensity distribution near 
this possible zero-width point is very similar to that in the model spectrum 
shown in Fig. 32.
The evolution of a complex resonance for this three channel system 
is very tractable and clear. It is characterized by two dynamical quanti­
ties, namely the width function and the shape parameter, which control the 
appearance of the spectrum. This analysis serves as a prototype for un­
derstanding more complicated systems. Figure 34 tests this description of 
Rydberg state diamagnetism by performing a similar model calculation near 
B — 6 T, with twenty interacting channels converging to the m  =  0 Landau 
thresholds E \q̂  =  <oe(i — | ) ,  i =  1,2, • • -,20. The 20 x 20 if-matrix and the 
2 0  dipole matrix elements were chosen in essentially a random fashion, and 
then kept independent of E  and B. The main point of this calculation is 
that it produces a spectrum having a complexity comparable to the exper­
imental spectrum of Ref. [23], shown in Fig. 32. There are also numerous 
similar features in Figs. 32 and Fig. 34, including resonances with different 
“slopes” of E  versus B , avoided crossings between individual resonances, and 
high Rydberg state resonances which fade in and out when traced versus E  
and B. This example is highly suggestive that the picture of a multichannel 
Rydberg spectrum will in fact be adequate to describe atomic diamagnetism 
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Figure 34. Model MQDT spectrum is obtained for a system of twenty in­
teracting Rydberg series converging to equally-spaced Landau channels with 
m  =  0. The if-m atrix is chosen to be independent of energy and magnetic 
field. The spectrum plotted is a convolution with a Gaussian whose width 
is 0.001cm-1, to simulate the finite experimental resolution of Ref. [23]. For 
comparison, see the experimental spectrum in Fig. 32.
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4.3 Summary
While the development of computational techniques capable of de­
termining the MQDT parameters {A y , d,*} is an important final step, the 
present study has shown that many of the characteristic types of interfer­
ence phenomena can be classified without knowing these parameters. The 
evolution of perturbers and “complex resonances” as functions of energy and 
magnetic field has considerable complexity, even when {A y , d j}  are indepen­
dent of E  and B  as in the model calculations of Sec. IV.2. We have seen 
how many complex features of the type observed in lithium by Iu et al.[23] 
are generated by just three interacting Rydberg channels attached to Landau 
thresholds. The last example of Sec. IV.2 shows how a 20-channel calculation 
should in principle be able to describe the complete spectrum of Ref. [23], 
although the complete demonstration using an ab initio A-matrix at B  fa 6 T 
is not available.
C H A PTER  5
C O N C L U S IO N S
The strength of the magnetic field is not the only factor governing 
the physics of a Rydberg atom in a strong magnetic field. The major charac­
teristic features arise wherever the diamagnetic energy is comparable to the 
Coulomb energy. They can accordingly be seen over a wide range of mag­
netic fields, both in laboratory-strength fields and in astrophysical objects. 
Although we have not succeed in getting converged results to compare with 
the experimental spectrum at B  ~  6 T, our descriptions of atomic diamag­
netism, including the adiabatic analysis, the R-matrix calculation, and the 
model analysis, have been useful for understanding many aspects of the spec­
tral feature of B  ~  6 T, and have conclusively shown that the near-threshold 
quasi-Landau problem can be viewed as a perturbed multichannel Rydberg 
spectrum. That is, the quasi-Landau resonances are the resonances which are 
broadest in energy and of the shortest range (in z), which act as perturbers 
to the high Rydberg states converging to Landau thresholds. The interac­
tion between them forms complex resonances. Along with the analysis of 
the quasi-Landau resonances, a new generalized Gailitis average has been 
introduced. It provides a convenient way to calculate low resolution pho­
toionization spectra, and to extract the “global width” of the quasi-Landau 
resonances. A new analysis of the partial cross sections in the quasi-Landau
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spectrum indicates that electron population of different Landau channels de­
pends on the azimuthal quantum number of the final states and on their 
parity. For odd total parity final states with m =  1, the photoionized elec­
tron has a larger probability to escape in the higher Landau channels, while 
for final states with m  =  0 , it has a larger probability in the lower channels. 
This property is seen to correlate with the shape of autoionizing resonances. 
In very strong fields, such as B  >  1 0 3 T, the shapes of resonances are more 
like peaks for m  — 1 , while they are more like dips (window resonances) 
for 77i — 0. In further analysis of a model perturbed Rydberg spectrum, we 
have identified two dynamical quantities which control the appearance of a 
complex resonance and its evolution as a function of a parameter, such as 
the magnetic field. These parameters are the lineshape parameter and the 
smooth reduced width function.
As for understanding the connection between classical motion and 
quantum behavior, the appearance of regular structures observed in Ref. [23] 
in the near threshold energy regime is greatly surprising, in view of the clas­
sical expectation that the system is completely irregular (chaotic)[3]. On the 
other hand, classical treatments have primarily treated the energy regime 
E  < — 0.127a;3/3. The classification of the electron motion as regular and 
irregular by the criteria E  ~  — 0.127u;3/3[3], above which system is completely 
irregular, may not be appropriate. One obvious reason is that when the en­
ergy is sufficiently high, it is known that the system is regular. That is, 
the electron motion iB characterized by Landau resonances in the plane per­
pendicular to the field, by one-dimensional Coulomb motion along the field.
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Even in the energy regime where the system is completely nonseparable, un­
expected regularities have been observed in an experiment [23], which traces 
the spectrum as a function of magnetic field. If the system is completely ir­
regular, one might expect that a slight change of the magnetic field strength 
would completely change the spectral behavior, due to the exponential sensi­
tivity to the boundary conditions of the electron motion. Therefore, we can 
say at least that this classification seems to be inadequate for understanding 
quantum behavior. Nevertheless, the classical analyses have been very useful 
for understanding many interesting features of the system as discussed in the 
introduction.
As for the numerical calculation, we are not very optimistic that 
the present R -matrix treatment will be able to calculate the MQDT pa­
rameters to the accuracy needed to account for spectroscopic ob­
servations at 6  T , largely because of the growing linear-dependence prob­
lems as the basis set size is increased. Alternative procedures based on a 
spherical-to-cylindrical coordinate frame transformation are being developed 
independently by O’Mahony and F. Mota-Furtado[60], and by Watanabe and
H. Komine[61], and the latter has already produced spectra which compare 
well with laboratory experiments. These calculations should ultimately lead 
to a deeper understanding of the complicated electron motion in combined 
Coulomb and magnetic fields.
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