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1. INTRODUCTION 
Delay differential equations have attracted the attention of many researchers because of their 
applications to dynamical systems. Examples of these applications and a general overview can 
be found in the books by Driver [1] and by Hale and Verduyn [2]. Among the references on 
first-order delay differential equations that are related to this article, we have the following: for 
equations with constant coefficients and constant delays, see [1,3]. For equations with periodic 
coefficients of a common period and constant delay, see [4,5]. For equations with variable delays, 
see [6 10]. 
Consider the linear nonhomogeneous differential equation with variable delays, 
x'(t) = bo(t) + bl(t)x(t)  + f i  bj(t)x (t - Tj(t)) , 
j=2 
t _> to, (1.1) 
where the coefficients bj and the delays ~-j are given continuous functions, and the delays are 
nonnegative, ~-j (t) _> 0 for t _> to. 
In this articlc, we use Liapunov functionals (energy functionals, also known as the multiplier 
method) to find estimates that consist of an exponential function that bounds the solution to (1.1) 
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from above. Then, we find conditions for solutions to be uniformly stable and uniformly asymp- 
totically stable. Also we apply these results to systems of equations and to nonlinear equations. In 
the above references, bounds for solutions and stability were obtained under stronger conditions 
than the ones used here; see remarks in Section 3. 
The initial data consists of a function which is bounded and continuous on [a, to]. This is 
x(t) = b(t), for a < t < to, (1.2) 
where a inft>to{t - r(t)} which may be equal to -cxD and satisfies a _< to. 
By a solution co(t) x(t, to, c}) we mean a flmction that is continuous and differentiable on 
[to, +ec), and satisfies (1.1),(1.2). The existence of solutions can be proved by standard tech- 
niques: using the "method of steps" in [1], or using a Picard iteration on a small time interval 
and then extending the solution for a larger time interval. 
DEFINITION. A solution x( t, to, bo ) is called stable if for each e > O, there exists 5 = 5 ( e, to, ¢o ) > 0 
such that 
lib - ¢o11~ < ~ implies Ix(t, to, ¢) - z ( t ,  to, ¢o)1 < e, v t  >_ to, 
where lib - bolloz = sup,~<t<to I¢(t) - ¢o(t)l. When the value ~ is independent of to, the solution 
x(t, to, c)o) is called uniformly stable. 
A solution x(t, to, b0) is called asymptotically stable if in addition to being stable, there exists 
= 5(to, ¢o) such that 
II4 - ¢o11~ < ~ implies lira Iz(t, to ,¢)  - x(t ,  to,¢o) l  = o. 
A solution is called uniformly asymptotically stable if it is uniformly stable and there exists d > 0 
(independent of to) such that for each e > 0 there exists a time T = T(e) (independent of to) 
such that 
I1¢-  ¢oll~ < a implies Ix(t, to, b) -x ( t ,  to, bo)1 < e, V t >_ to + T. 
2. RESULTS 
The main result in this paper is based in the following two lemmas. 
LEMMA 2.1. For each initial function b(t), the solution to (1.1),(1.2) and its derivative satisfy 
(f: m ) 
Ix(t)l 2<_ ( l l¢ l l L+t - to )  exp b2o(S)+2bl(S)+2~-~lbs(s)lds , (2.1) 
j=2  
2 'x'(t)12<-4b~(t)+2(~'bj(t) )j=l ( I '0 "L  @ t -- t0)  
xexp  b2o(S)+2bl(s)+2~--~.lbj(s)lds . (2.2) 
j=2  
PROOF. For a solution x(t) of (1.1),(1.2), we introduce the nonnegative function E(t) = x(t) 2, 
t >_ to, and then find estimates. This function is known as energy functional and as Liapunov 
functional. Multiplying (1.1) by 2x(t), and using the inequality [2xy I _< x 2 + y2, we obtain 
/n 
2x(t)x'(t) = 2bo(t)x(t) + 2b~(t)lz(t)l 2 + ~ 2bj(t)x(t)x(t - "0), 
j=2  
E'(t) <_ 1 + b~(t)E(t) + 2bl(t)E(t) + ~ Ibj(t)l (E(t) + E( t  - -rj)). 
j=2  
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This inequality is written in integral form as 
E(t) < E(to) + 1 ds + (b~(s) + 2bl(S) 
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E(~) + ~_~ Ibj(s)l (E(~) -4- E(~ - Tj(~))) ds. 
j=2 
Let / ) ( t )  = sups<t E(s). Then/) ( t )  is nondecreasing, E(t) <_ E(t), and since rj(t) is nonnegative, 
F,(s - rj(s)) <_ E(s). From the above inequality, 
E( t )<_ f f~( to )+t - to+ b~(s)+25,(s)+2}-~lbj(s)l /?(s) ds. 
j=2 
Since the right-hand side is nondecreasing, we can take the supremum on the left-hand side to 
obtain E(t). Applying Gronwall's inequality to this expression, 
E(t)<_ (E ( to )+t - to )exp  b~(s )+2b l (s )+2E lb j ( s ) lds  (2.3) 
j=2 
which implies (2.1). 
Now we find an estimate for x~(t). To simplify the notation we include bl in the summation 
by setting T 1 = 0. Multiplying (1.1) by x'(t) and using the inequalities Ixyl <_ (1/4)x 2 + y2 and 
]xy] <_ (1/2)x 2 + (1/2)y 2, we obtain 
]x ' ( t ) [  2 = x'(t)bo(t) + x'(t) 
j= l  
1 1 
Ix'(t)l 2 < ~]x'(t)[ 2 + b2o(t) + 
bj(t)z(t - T5), 
l (~,bj(t) , lz(t-~-j) , )  2 Ix'(t)l 2 + 
j= l  
Using E(t) and/ ) ( t )  as defined above, Ix(t - Tj) I _< F,(t) 1/2 and 
1 ~lbj(t)l  ~:(t). ~lz'(t)l 2 _< b~(t) + -~ 
j= l  
Substituting/~(t) by its estimate (2.3), we obtain (2.2) which completes the proof. 
LEMMA 2.2. 
satisfy 
I 
For b0 = 0 and eact~ initial function ¢(t), the solution to (1.1), (1.2) and its derivative 
) Iz(t)k 2-< II¢ll~exp 2 bl(S)+ Ibj(s)lds , 
j=2 
(2.4) 
(2.5) 
PROOF. Let x(t) be a solution of (1.1),(1.2) with b0 = O, and let E(t) = x(t) 2. Multiplying (1.1) 
by 2x(t), and using the inequality 12xyl <_ x 2 + y2, we obtain 
2x(t)x'(t) = 2bl(t)lz(t)l 2+ ~ 2bj(t)z(t)z(t - Tj), 
j=2 
E'(t) < 2bl(t)E(t) + ~ [bj(t)l (E(t) + E(t - ~-j)). 
j=2 
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This inequality is written in integral form as 
[ m 
E(t) <_ E(to) + 2bl(S)E(s) +~ Ibj(s)l (E(s) + E(s  - ~-j(s))) ds. 
j=2  
With/)(t) = sups_< t E(s) ,  as used in the proof of Lemma 2.1, 
~?(t) < ~(t0) + 2 bl(s) + Ibh(s)E ~(s) d~. 
j=2 
Applying Gronwall's inequality to this expression, we obtain 
/~(t) < E(t0) exp 2 bl(s) 4- Ibj(s)lds (2.6) 
j=2 
which implies (2.4). 
Now we find an estimate for xl(t). Again to simplify the notation we include bl in the summa- 
tion by setting To = 0. Multiplying (1.1) by x'(t) and using the inequality Ixyl <_ (1/2)x24-(1/2)y 2, 
we obtain 
1 
Ix'(t)l 2 = z'(t) E bj(t)x(t - wj) _< Iz'(t) l  2 4- 
j=l j=l 
Using E(t) and/)( t ) ,  as defined in Lemma 2.1, we have 
1 ~]bj(t) l (E(t-  7j)) 1/2 < 1E(t) ~-~lbj(t)] l l z ' ( t ) l  <_ ~ 
j=l j=l 
Substitut ing/)(t)  by its estimate (2.6), we obtain (2.5) which completes the proof. II 
The main result of this paper can be stated as follows. 
THEOREM 2.3. 
(1) Suppose that there exists a constant M1 such that 
b2o(S)+2b~(s)+2~]b~(s)]<_M1, Vs>_to. 
j=2  
Then the solution to (1.1),(1.2) is bounded by an exponential function. If  in addition 
each Ibjl is bounded by exponential functions, then so is Ix'(t)l. 
(2) Suppose that there exists a constant M2 such that 
bl(S) + Ibj(s)] ds <_ M2, Vt >_ to. (2.7) 
0 j=2 
Then each solution of (1.1),(1.2) is stabIe, and uniformly stable if the above integral 
converges as t --4 oo. 
(3) If 
f f  " 
j=2  
then each solution of (1.1) with be = 0 is asymptotically stable. Furthermore, assume the 
integrand above is bounded from above and there exist constants tl >_ O, /3 > O, 7 < 0 
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such that 
Y hi(s) + Ibs(s)lds<_~3, Vt>_t~. 
J t  j=2 
Then each solution of (1.1) with bo = 0 is uniformly asymptotically stable. 
PaooF .  
(1) Using Lemma 2.1, we have Ix(t)l ~ _< (ll~ll~ + t - to)exp(Ml(t - to)). Therefore, 
Ix(t)l 2 grows at most at an exponential rate. Taking the absolute value of each term 
of (1.1) and using the tr iangular inequality and the hypotheses on the coefficients, we ob- 
tain that Ix'(t)l is also bounded by an exponential function. This conclusion also follows 
from estimate (2.2). 
(2) Let x(t, to, ~0) and x(t, to, ¢) be solutions of (1.1), and let 
~(t )  = ~(t, to, ¢) - ~(t, to, ¢). 
Then w(t) satisfies (1.1) with b0 - 0 so that the estimates in Lemma 2.2 hold for w(t). 
Taking ~ = cexp( -M2) ,  the solution z(t, to, ~0) fulfills the requirements for being stable. 
To obtain uniform stability, we proceed as follows: because the integral in (2.7) converges 
as t --* oc, there exists t l  such that 
-1 <_ bl(s) + [bj(s)[ds < 1, 
j=2 
Vu>_tl.  
77l Since the function ftul bl(s) + Ej=2 Ibj(s)lds is continuous, for 0 _< u _< t l ,  it has a 
maximum, say M4. Then, for to _< t l ,  
bl(s) + [bj(s)l ds - . .+  ""_</1/ /4+1,  
j=2 ) 1 
and for to >_ t,, ft~ bl(S) + ~J~.j:2 Ibj(s)l ds ~ 1. Then the choice 5 = eexp( -M4 - 1) is 
valid in the definition of mfiform stability. 
(3) Asymptot ic  stabi l i ty follows directly by taking the limit as t --~ oc in (2.4). To show 
uniform asymptotic stability, we need a positive number T indcpendent of to such that 
Iw(t)l < e, v t  > to + T. 
rr~ 
Let Ms _> 0 be an upper bound for bl(s)+ ~-~,j=2 Ibj(s)l ds" Given e and g positive, we 
select n large enough so that Ms(t1 +/3) + n7/3 < ln(c/d). This is possible because ~/~ is 
negative. Now, we set T = t l  + n/3. By (2.4), it suffices to check that  
/tl hi (s )  + E ]bj(s)l  ds  < in  . 3=2 
There are two possible cases for to and tl .  
CASE to _< t l .  If t > to + T, then T +p/~ _< t < T + (p + 1)/3 for some nonnegative integer p, and 
f l £ 1 J T +p~ 
_< M~(t, - to) + ~-yZ +p~Z + M5/3 
1796 
CASE tl < to. 
some integer p _> n, and 
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Note that T = tl + n/3 >_ n/3. If t > to + T, then to +p/3 _< t < to + (p+ 1)/3 for 
< pT/3 + Ms/3 < Ms( t ,  -- /3) +nTt3  < ln (5 )  . f£ ft°+P~ f~ I+
d to +p~ 
Then on the right-hand side of (2.4), 
b,(s) + ds < exp (Ms(t1 +/3) ÷ n'7/3) < ~, Vt > to + T. exp 
j=2 
Since T is independent of to, the conditions for uniform asymptotic stability are satisfied. | 
REMARK 2.4. Statement (1) in Theorem 2.3 is not trivially true. There are solutions to (1.1) 
growing faster than the exponential function. Consider the equation 
x'(t) = (1 + ln(t))x(t) ,  t > 2, 
for which z(t)  = t* is a solution (here b 1 (t) z (1 + ln(t)) which is unbounded). Consider also 
for which x(t)  = e t2 is a solution (here the coefficients bl and b2 are unbounded). 
REMARK 2.5. The  integrand in Part  (3) of Theorem 2.3 does not need to be a negative function: 
for example  sin(t) - 0.i satisfies the conditions for tl = 0,/3 = 2% "7 = -0.1. 
REMARK 2.6. Note  that for asymptot ic  stability the coeffcient of the instantaneous te rm domi-  
nates the other coefficients. Th is  condition does not allow us to apply  Theorem 2.3 to equations 
such  as  
x'(t)  = b2x(t - T). 
Stability for this equation has been proved under the assumption that b2T < 3/2; see for exam- 
ple [10]. 
3. THE VECTOR CASE 
In this section, we consider the system of equations 
x'(t) = Bo(t) + B,(t)x(t) + ~_, Bs(t)x(t - 8 ( t ) ) ,  
j=2  
(3.1) 
where Bj (t) is an n x n matrix and x(t) is a column vector of n components. The initial function 
for this equation is a column vector of n components also denoted by ¢. Let -kl be the operator 
norm of B1; i.e., the least real number such that 
xsBlX S ~lllxll 2, Vx, 
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where the norm of a vector  is Ilxll = vJXa 2 + ' "  + x 2. and the norm of a matr ix  is the largest 
norm of its rows. Wi th  obvious changes in notat ion,  we restate Lemma 2.1 as follows. 
LEMMA 3.1. The solution to (1.1),(1.2) and its derivative satisfy the following: for all t >_ to, 
[[x(t)[[ 2 < ( ] [¢ l l~+t - t0 )  exp 2.~1(8)-~-[[Boll2(s)+2~-~.llBj(s)llds , (3.2) 
j=2 
Ilx'(t)ll 2 _< 41lB0l[2(t) + 2 IlBj(t)ll (II¢I[L + t -  to) 
j= l  
x exp 2X~(s) + IIB0112(s) + 2 ~ IIBj(s)ll as . (3.3) 
j=2 
LEMMA 3.2. For Bo = O, the solution to (1.1),(1.2) and its derivative satisfy 
Ilx(t)[I 2 <_ II¢ll~exp 2 AI(S ) +EI IB j ( s ) [ Ids  , (3.4) 
j=2 
[[x'(t)[[2 ~ ~[ [B j ( t ) [ [  ][~]lLexp 2 ,\l(s) q-~-~[[Bj(s)[[ds . (3.5) 
j= l  j=2 
The proofs of these two lemmas are similar to those of Lemma 2.1 and 2.2. We just  point  out 
the main differences: norms are used in the definit ion E(t) = I]x(t)ll2. Then the inner product  is 
appl ied in N ~, to obta in  E'(t)  = 2x(t)  - x ' ( t ) .  We also need the inequal i ty  
[2y.  Bx[ <_ 2[[B][ [[x[[ ][y[[ _< []B[I (]]x[] 2 + [[y[[2) . 
Otherwise,  the proofs follow as before. 
THEOREM 3.3. 
(1) Suppose that there exists a constant M1 such that 
IIBoll2(~) + 2~1(s) + 2~ IIBj(s)ll ~ MI, 
j=2 
Vs > to. 
Then the solution to (3.1),(1.2) is bounded by an exponential function. If in addition 
each IlBy II is bounded by exponential functions, then so is IIx'(t)II. 
(2) Suppose that there exists a constant M2 such that 
L 
t ~l 
hi(s) + ~ ][Bj(s)ll ds ~ M2, Vt ~ to, (3.6) 
) j=2 
then each solution of (3.1), (I.2) is stable, and uniformly stable if the above integral con- 
verges. 
(3) If 
hi(s) + IIBj(s)ll ds = -o~, 
j=2 
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then each solution of  (3.1) with t3o -- 0 is asymptot ica l ly  stable. Furthermore, assume 
the integrand above is bounded from above and there exist constants t l  >_ 0,/3 > 0, 3' < 0 
such that 
Y Xl(S) + IBj(s)l ds < 7~, Vt > tl. 
J t  j=2 
Then each solution of  (3.1) with bo -- 0 is uniformly asymptot ica l ly  stable. 
The proof of this theorem is similar to the proof of the scalar case; therefore, we omit it. 
REMARK 3.4. Boundedness of solutions was obtained in [6] under additional hypotheses: our 
matrix Bj  here corresponds to the addition of two matrices there. Assumption (3.6) is implied by 
Assumption (ii) there, which is used for one of their matrices; for the other matrix it is assumed 
that the solutions are already bounded. Regarding the delay, there it is assumed bounded above 
and below by positive constants, and the function t - r(t) strictly increasing; we do not have 
these assumptions here. There, it is also assumed that the solution to an auxiliary equation is 
bounded. 
Various results on boundedness and stability were obtained by Graef and Qian [7]. They 
assumed that our coefficient bl = 0, and that the mapping t ~ t - r ( t )  approaches infinity as 
time approaches infinity; we do not have these assumptions here. Our coefficient -b2 corresponds 
to their coefficient b which they assume to be nonnegative. They assume lim suPt_~ ~ ft_~ b < 1, 
and fo  b = +oc. This last assumption corresponds to our assumption for uniform asymptotic 
stability. 
4. APPL ICAT ION TO OTHER DELAY EQUATIONS 
REMARK 4.1. Lemma 2.1 also applies to equations with infinitely many terms in the summation, 
x'( t )  = bo(t) + b l ( t )x( t )  + E b j ( t )x  (t - Tj(t)) . (4.1) 
j=2 
For the solution to be bounded by an exponential function, by estimate (2.1), we require 
bo(s )2+2b l (s )+2~-~. lb j ( s ) l<M1,  Vs>to .  
j=2 
For stability, we require 
t oG 
/o bl(S) + ~ Ibj(s)] ds < M2, Vt  >_ t o . j=2 
For asymptotic stability, we require 
~l(s) + IIBj(s)ll ds = -~.  
j=2 
REMARK 4.2. Theorem 2.3 can be extended to the integrodifferential equation 
? x'(t)  = bo(t) + blx(t)  + b(7)x(t  - -c) dr. (4.2) 
Here the convolution integral can be seen as a memory term. Also the summation in (1.1) can be 
seen as a quadrature rule for this convolution integral. To find estimates, first we multiply (4.2) 
by 2x(t). Then use the mean value theorem for integrals as follows. 
b(T)x(t  -- <-- 21x(t) l lx(t -- ¢)1 Ib(7)l dr, 
oo oo  
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for some value ( in (--oo, t]. Using E(t) and E(t)  as in the proof of Lemma 2.1, we have 
J; f;( I: ) /)(t) _</)(t0) + l ds+ bg(s)+2b:(s)+2 Ib(u)ldu E(s)ds.  
Then estimates are obtained as in Lemmas 2.1 and 2.2. For the solution to be bounded by an 
exponential function, by estimate (2.1), we require 
/ bo(s) ~ + 2bl(S) + 2 Ib(~L)] du <_ M:, Vs >_ to. 
oo  
For stability, we require 
b:(s)+ [b(~)ld~ds<_M2< oo, Vt>_to. 
oo 
For asymptotic stability, we require 
J; /2 /~1(8) @ [b(u)lduds = -oo. 
REMARK 4.3. Theorem 2.3 can be extended to the nonlinear equation 
x'(t) = f(t ,  x(t), x(t - T(t))). (4.3) 
We assume that there are two nonnegative, continuous functions b:(t), b2(t) such that 
f ( t , z ,y )  < bl(t)lx I + b2(t)lyl, Vt, x,y. 
Note that this condition implies x(t) - 0 is a solution to (4.3). Then an est imate such as (2.4) 
can be obtained as follows: let E(t) and/ ) ( t )  be as defined in Lemma 2.1. Then mult iply (4.3) 
by 2x(t) to obtain 
2z(t)x'(t) - 2x(t)f(t,  z(t), x(t - T)), 
E'(t) <_ 2bl(t)lz(t)[ 2+ 2b2(t)lx(t)llz(t - T)I. 
Then as in the proof of Lemma 2.2, 
2 ~?(t) < ~(t0) + 2 (bx(s) + 262(s)) ~(s) ds. 
Using Gronwall 's inequality we obtain 
(Si ) I~:(t)l 2 < ]l~llLexp 2 bx(s) +b2(s) ds . 
For a solution of (4.3) to be bounded by an exponential function, we require b:(t) + b2(t) <_ 
M1 < oc. For stability, we require f t  ° b:(s) + b2(s)ds _< M.2 for all t _> to. Unfortunately, the 
above estimate does not provide a criterion for asymptotic stability. This can be achieved if f 
has the form bi(t)z(t) + g(z(t - T)) which is covered in Remark 4.1. 
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