* Expression representation and classifier design are two vital aspects of automatic facial expression recognition. Using different Random Projection (RP) for each class features and Dictionary Pairs Learning (DPL) classification algorithm, the proposed approach of face expression recognition can classify the prototypic emotional facial expressions with improved computation burden and recognition performance. With the computation complex can be greatly decreased, the experimental results show that the provided method achieves the almost perfect hit hate both for MUG and MultiPIE databases.
INTRODUCTION
A facial expression is one or more motions or positions of the muscles beneath the skin of the face, which is a form of nonverbal communication in interpersonal relations. Automatic facial expression analysis is an interesting and challenging problem, which has found wide range of important applications in many areas such as human-computer interaction, security and surveillance, and driver safety [1] . In recent years, though much progress has been made, recognizing facial expression with a high accuracy remains difficult due to the complexity and variability of facial expressions [2] . A lot of studies have focused on recognizing the prototypic emotional expressions, such as happiness, anger, sadness, surprise, disgust fear and also neutral face [3] . In general, two approaches can be used for facial expression classification, which is frame-based or sequence-based. The frame-based approach tries to classify the facial expression using only one image. Otherwise, the sequence-based approach uses temporal or dynamical information to estimate the facial expression. In this work we will focus on the frame-based approach.
Typically an automatic facial expression analysis system has three stages. First, the face is detected, then facial features are extracted, such as Gabor features or Independent Component Analysis (ICA). Next, the extracted features are classified to determine their corresponding facial expression. In addition to Artificial Neural Network (ANN) classifier and Support Vector Machines (SVM) classifier, both Linear Discriminant Analysis (LDA) classifiers and K Nearest Neighbor (KNN) classifiers are also used in the face expressions recognition [3] . In recent years, the sparse representations has been proposed for facial expression recognition [4] . Although this method can result in a robust and accurate system, the complexity of the algorithm is linear in the number of classes and quadratic in the length of the feature vector, which is computationally more expensive. Although it is possible to make the algorithm faster using greedy pursuit algorithms, the use of 0-norm or 1-norm sparsity regularization is still a big computation burden. A projective dictionary pair learning (DPL) framework has been proposed to learn a synthesis dictionary and an analysis dictionary jointly for pattern classification [5] , which ensures that the representation coefficients can be approximated by a simple linear projection function without the costly 0-norm or 1-norm sparsity regularization. As for face expression recognition, it has been shown in this paper, the DPL method can not only greatly reduce the computation complexity, but also lead to very competitive accuracies.
In another way, face expression features are always high-dimensional, which limits the speed and practical applicability of face expressions analysis. A natural solution is to reduce the dimensionality. The application of standard methods like PCA and LDA to obtain lower dimensional representation is well-known for facial expressions recognition. Recently, random projection based on compressed sensing theory has emerged as a powerful tool in dimensionality reduction [6] , if the random projection matrix satisfies some conditions and the feature vectors are sparse. It also been shown that using different matrices for each class gives better performance than using the same matrix for all classes, for using different matrices per class increases the between class distance without changing the within class distance and hence gives superior performance. Here we adopt different random matrices for each class of facial expression. And with the dimension reduction, the computation complex of the classification is also decreased.
It has been shown in the paper that, combined with the random projections, DPL method can not only greatly reduce the time complexity in the training and testing phases, but also lead to very competitive accuracies. So the approach of facial expression recognition using random projection and DPL algorithm is discussed in this paper.
RANDOM PROJECTION OF FACE EXPRESSION REPRESENTATION
An effective facial representation is a vital step for successful facial expression recognition. The geometric feature-based methods and appearance-based methods are two common approaches to extract facial features. Geometric features present the shape and locations of facial components, which are extracted to form a feature vector that represents the face geometry. Reliable facial landmarks and their associated detection and tracking algorithms can be widely used for representing the important visual features for expression recognition. Facial landmarks are a set of salient points, usually located on the corners, tips or mid points of the facial components. To train the classifier for predict the facial expressions, based on the Cartesian coordinate for the landmark, the feature vector of face expression is built. However, the geometric feature-based methods usually requires accurate and reliable facial feature detection and tracking, which is difficult to accommodate in many situations. With appearance-based methods, image filters, such as Gabor wavelets, are applied to extract the appearance changes of the face. The major works on appearance-based methods have focused on using Gabor-wavelet representations. However, it is both time and memory intensive to convolve face images with a bank of Gabor filters to extract multi-scale and multi-orientation coefficients. The Local Binary Pattern (LBP) features have also been introduced to represent faces in facial expression analysis [7] . The most important properties of LBP features are their tolerance against illumination changes and their computational simplicity. The original LBP operator was proved a powerful means of texture description. Face images can be seen as a composition of micro-patterns which can be effectively described by the LBP histograms.
As for the dimensional facial expression descriptors, the random projection based on Compressed Sensing (CS) theory can be used as a dimensionality reduction tool in the facial expression recognition framework which significantly reduces the computational cost. In compressed sensing, it is possible to compress compressible data through random projections and reconstruct it with high probability by solving an optimization problem. So compressed sensing can be used for data compression, where a random projection of a high dimensional but sparse or compressible signal vector x onto a lower dimensional space y, that is y=Φx. The M×N matrix Φ, M<<N, is generated randomly and has to satisfy the Restricted Isometry Property (RIP). In this setting, x could be approximately reconstruct from y with high probability. However, this is not required when CS is used as a preprocessing method for machine learning. Another property of these random projections is that they approximately preserve distances between instances because they satisfy the Johnson-Lindenstrauss lemma. So compressed sensing can regarded as a preprocessing method that requires almost no domain specific knowledge. We only have to know that the data is compressible for example facial expression descriptors.
It is often the case that facial expression descriptors are typically highdimensional. This high dimensionality seriously limits the speed and practical applicability of facial expression recognition. Random projection based on compressed learning has emerged as a powerful tool in dimensionality reduction. Consider a set of face expression features obtained from the image frames, where each feature vector is of length d. The original d-dimensional vector are projected onto an n-dimensional subspace by pre-multiplying the feature vector by a random matrix. The dimensionality reduction step then simplifies to a simple matrix multiplication. Then the learning of classifiers of face expression recognition can run in such low dimensional space. It also been shown that using different matrices for each class gives better performance than using the same matrix for all classes [6]. Here we adopt different random matrices for per class of facial expressions.
FACE EXPRESSION RECOGNITION USING DPL
Different techniques have been proposed to classify facial expressions, such as ANN, SVM, Bayesian Network and rule-based classifiers, such as LDA. In what follows, we propose to use DPL for recognition of facial expressions.
The theory of sparse representation aims at finding efficient and compact representations for signals. The related works on face recognition showed that sparse representation is naturally discriminative, which selects only those basis vectors that most compactly represent a signal and thus is also useful for classification. For the facial expressions recognition problems, an over complete dictionary D can be formed by concatenating the feature vectors samples of all classes. When considering an observation vector of unknown class as a linear combination of the training vectors, in order to represent the observed vector y as a sparse vector a, one needs to solve the system of linear equations, y=Da. This can be done by solving the following optimization problem:
(1) Compared with above costly 1-norm sparse coding process, for DPL model, no 1-norm sparsity regularization is required, and which in the meantime will not sacrifice the classification accuracy. Let X be a set of p-dimensional training samples of facial expression feature vectors from K classes, Y represents the class label matrix of samples in X. Suppose that A is the coding coefficient matrix of X over learned synthesis dictionary D. Then if we can find an analysis dictionary P such that the code A can be analytically obtained as A = PX, then the representation of X would become very efficient. Learning such an analysis dictionary P together with the synthesis dictionary D will lead to the following DPL model:
Where the dictionary pair {D k , P k } corresponding to class k, C k is a variable matrix, and τ is a scalar constant. Clearly, the class specific reconstruction residual can be used to identify the class label of the query sample y, and we can naturally have the following classifier associated with the DPL model: An automatic systems for facial expression recognition is shown in figure 1 . The main blocks are image acquisition, face detection, feature extraction and classification. First start with the face detection, then the features extraction process and classification. In this work, we consider the random projections for extracted features and DPL classification algorithm for facial expression recognition. And the basic facial expressions are recognized. 
EXPERIMENTS AND DISCUSSION
We evaluate the performance of the proposed algorithm on expressive face images from two publicly available datasets: MUG Facial Expression database [8] and MultiPIE database [9] .
MUG facial expression database is first chosen, as shown in figure 2 . In this work, we have just adopted the extracted features provided by the literature [3] , where 1260 images of the MUG database were used, 180 images for each facial expression. All selected images were divided into two parts: 2/3 for training, and 1/3 for testing. But here the features of different facial expression are first projected in low dimensional space with different random matrix and DPL are used for classification. Compared with the report that the LDA classifier has the best hit hate 99.7% for MUG database [3] , the experimental results have shown that we can still achieve almost perfect recognition rate 100%, even when the random projection of feature vectors from original 48 dimension to only 4 dimension. We also evaluate the performance of the proposed approach on expressive face images from the publicly available datasets MultiPIE, as shown in figure 3 . We just adopted the extracted features provide by the literature [2] . For the experiments, three sets of features are used: facial landmarks, LBPs, and DCT, and the feature vectors were formed by concatenating the results from all the patches. Finally, we applied different random projection for feature vectors of each class, to reduce the dimensionality of the original feature vectors. The experimental results have shown that we can still achieve almost perfect recognition rate 100% on both view1 and wiew2 of MultiPIE datasets, even when the random projection of feature vectors from original 102 dimension to only 4 dimension. 
CONCLUSION
Deriving an effective facial representation from original face images is a vital step for successful facial expression recognition. Along with the low computation complex, using different random matrix for feature vector of per class and DPL can obtain improved classification performance, which has been illustrated by experiments on MUG and MultiPIE databases. In our work, the experiments just focus on the frame-based facial expression recognition, which consider prototypic facial expression classes. But real-life situations showed that more facial expressions can be observed. In the future we will attempt to extend our method to the sequence-based case of facial expression recognition. 
