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Right Markov processes and systems of semilinear
equations with measure data
Tomasz Klimsiak
Abstract
In the paper we prove the existence of probabilistic solutions to systems of
the form −Au = F (x, u) + µ, where F satisfies a generalized sign condition and
µ is a smooth measure. As for A we assume that it is a generator of a Markov
semigroup determined by a right Markov process whose resolvent is order compact
on L1. This class includes local and nonlocal operators corresponding to Dirichlet
forms as well as some operators which are not in the variational form. To study
the problem we introduce new concept of compactness property relating the un-
derlying Markov process to almost everywhere convergence. We prove some useful
properties of the compactness property and provide its characterization in terms
of Meyer’s property (L) of Markov processes and in terms of order compactness of
the associated resolvent.
Mathematics Subject Classification: 35A01, 35D99.
1 Introduction
Let E be a Radon metrizable topological space, F : E × RN → RN , N ≥ 1, be a
measurable function and let µ = (µ1, . . . , µN ) be a smooth measure on E
N . In the
present paper we investigate the problem of existence of solutions of the system
−Au = F (x, u) + µ. (1.1)
Here A is the linear operator associated with a Markov semigroup {Tt, t ≥ 0} on
L1(E;m). Our only assumption on {Tt} is that it is representable by some right Markov
process X = ({Xt, t ≥ 0}, {Px, x ∈ E}) on E, i.e. for every t ≥ 0 and f ∈ L
1(E;m),
(Ttf)(x) = Exf(Xt) ≡ ptf(x) for m-a.e. x ∈ E, (1.2)
where Ex denotes the expectation with respect to the measure Px. The class of oper-
ators associated with such semigroups is fairly wide. It includes important local and
nonlocal operators corresponding to quasi-regular Dirichlet forms (see [20, 28, 31]) as
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well as interesting operators which are not in the variational form, like some classes of
Ornstein-Uhlenbeck processes (see Example 5.7).
As for F = (f1, . . . , fN ) we assume that it is continuous with respect to u and
satisfies the following sign condition:
〈F (x, y), y〉 ≤ G(x)|y|, x ∈ E, y ∈ RN (1.3)
for some appropriately integrable positive function G (see hypotheses (H1)–(H4) in
Section 3).
The first problem we encounter when dealing with systems of the form (1.1) is to
give suitable definition of a solution. The problem occurs even in the case of one linear
equation with local operator of the form A =
∑d
i,j=1
∂
∂xj
(aij
∂
∂xi
), whose study goes back
to the papers of Serrin [30] and Stampacchia [35]. Serrin [30] constructed an example
of (discontinuous) coefficients aij and nontrivial function u having the property that
u ∈ W 1,q0 (D) for every q < d/(d − 1) and u is the distributional solution of (1.1) with
data µ = 0, F = 0. Since it was known that in general one can not expect that a
solution to (1.1) belongs to the space W 1,q0 (D) with q ≥ d/(d − 1), the problem of the
definition of a solution to (1.1) ensuring uniqueness arose. Stampacchia [35] solved this
problem by introducing the so-called definition by duality. Since his work the theory
of scalar equations with measure data and local operators (linear and nonlinear of of
Leray-Lions type) have attracted considerable attention (see [4, 9, 10, 13, 15] for results
for equations with smooth measures µ; a nice account of the theory for equations with
general measures has been given in [3]).
The case of nonlocal operators is much more involved. To our knowledge there were
only few attempts to investigate scalar linear equation (1.1) with operator A = ∆α with
α ∈ (0, 1] by analytical methods (see [1, 23]). To encompass broader class of operators
and semilinear equations in [25] (see also [26]) a probabilistic definition of a solution
of scalar problem (1.1) is proposed. The basic idea in [25] is to define a solution via a
nonlinear Feynman-Kac formula. Namely, a solution of (1.1) is a measurable function
u : E → R such that
u(x) = Ex
∫ ∞
0
F (Xt, u(Xt)) dt+ Ex
∫ ∞
0
dAµt (1.4)
for m-a.e. x ∈ E, where Aµ is a continuous additive functional of the process X
corresponding to the measure µ in the Revuz sense (see [16, 20, 28, 32]). In [25] it
is proved that in case N = 1 if F is nonincreasing with respect to u then under mild
integrability assumptions on the data there exists a unique solution to (1.1). In fact,
if A is a uniformly divergence form operator then the probabilistic solution of (1.1)
coincides with Stampacchia’s solution by duality.
When studying systems (1.1) with F satisfying merely sign condition (1.3) we en-
counter new difficulties, which roughly speaking pertain to weaker regularity of solution
of (1.1) then in the scalar case and to “compactness properties”. In [24] we have stud-
ied systems of the form (1.1) on bounded domain D ⊂ Rd with A = ∆ subject to
homogeneous Dirichlet boundary condition. In [24] it is observed that in general, if F
only satisfies the sign condition, one cannot expect that F (·, u) ∈ L1(D;m). Moreover,
it may happen that the first integral on the right-hand side of (1.4) is infinite. This
2
together with the comments given before show that for systems, even in the case of a
uniformly elliptic divergence form operator, neither the distributional definition nor the
probabilistic via the Feynman-Kac formula (1.4) are applicable. For these reasons in
[24] more general than in [25, 26] probabilistic definition of a solution of (1.1) is adopted.
It uses the representation of u in terms of some backward stochastic differential equa-
tion (BSDE) associated with A,F, µ (in case F (·, u) is integrable the representation
reduces to (1.4)). This approach via BSDEs only requires quasi-integrability of F (·, u).
It turns out that this mild demand is always satisfied for solutions of (1.1). Therefore
in the present paper we use some suitable generalization of the definition from [24] (see
Section 3).
As for “compactness properties”, let us note that in [25] it is shown that if N = 1
and F is nonincreasing then for A associated with a Dirichlet form the function F (·, u)
is integrable but in general, u is not integrable (even locally). Since in case N ≥ 2 also
the function F (·, u) need not be integrable, it is fairly unclear what type of function
space possessing Banach structure to use to get the existence result for (1.1). In [24]
we have used the specific structure of the operator A = ∆ to prove that a solution of
(1.1) equals locally (i.e. on some finely open sets) to some function from H10 (D), which
allowed us to apply the Rellich-Kondrachov theorem on finely open sets (see also [17, 18]
for the theory of Laplacians on finely open domains). In general, this approach fails.
To overcome the difficulty, in the present paper we introduce a notion of compactness
property relating the process X to given solid P and positive subadditive set function
m on E (not necessarily measure). The compactness property is intended to study m-
a.e. convergence of sequences of functions defined on E, pointwise convergence (when
m is a counting measure) and quasi-everywhere convergence (when m is the capacity
determined by A). It appears that such analysis of pointwise behaviour of sequences
of functions, in particular sequences of the form {ptfn}, {Rαfn}, where ptf is defined
by (1.2) and Rαf is the probabilistic resolvent defined by
Rαf(x) = Ex
∫ ∞
0
e−αtf(Xt) dt, x ∈ E, (1.5)
is sufficient for the proof of existence of probabilistic solutions to (1.1).
Roughly speaking, given a solid P ⊂ B+(E) and a positive subadditive set function
m on E we say the triple (X,P,m) has the compactness property if for some α > 0
the probabilistic resolvent (1.5) carries the family P in a relative compact set in the
topology of m-a.e. convergence (see Section 2.1). If m is the counting measure then we
will omit m in the notation and simply say that (X,P) has the compactness property.
In applications the family P = {u ∈ B+(E);u ≤ 1} ≡ B1 plays pivotal role. Moko-
bodzki (see [14, Section XII, Theorem 89]) has observed that if X satisfies hypothesis
(L) of Meyer then (X,B1) has the compactness property. Actually, he has observed
that Rα : Bb(E) → Bb(E) is compact if we equip Bb(E) with the topology of uniform
convergence. From [32, Proposition 5.2, page 32] it follows that in fact compactness of
Rα : Bb(E)→ Bb(E) with Bb(E) equipped with the topology of uniform convergence is
equivalent to hypothesis (L) of Meyer. In Section 2 using results of [36, 37] we prove
that
(X,B1) has the compactness property iff X satisfies Meyer’s hypothesis (L).
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In Section 4 we show that if m is an excessive measure then
(X,B1,m) has the compactness property iff
Rα : L
1(E;m)→ L1(E;m) is order compact for some α > 0. (1.6)
Here by order compactness we mean that for every positive v ∈ L1(E;m), Rα carries
order intervals [0, v] = {u ∈ L1(E;m) : 0 ≤ u ≤ v} in relatively compact subsets of
L1(E;m). We also investigate some stability properties of the compactness property
with respect to transformation of the underlying process. The most important result
in this direction is Proposition 2.8. It says that for every B ∈ B(E), if (X,P,m) has
the compactness property then (XB ,P(B),m) has the compactness property, where
X
B denotes the part of X on B and P(B) = {u ∈ P;u(x) = 0, x ∈ E \ B}. We
have already mentioned that it is reasonable to expect that F (·, u) and u are quasi-
integrable which roughly speaking means that they are integrable on subsets of E
whose complements have small capacity naturally generated by the operator A. The
significance of Proposition 2.8 is that it allows to reduce the proof of existence of
solutions of (1.1) to the analysis of the system (1.1) on such sets. Let us also note that
in some sense Proposition 2.8 resembles results on compactness of positive operators
subordinated to compact operator (see [2] and Corollary 2.10).
The second problem that we address in Section 2 is to find conditions on a sequence
{un} of functions on E, which together with the compactness property imply that
{un} is relatively compact in the topology of m-a.e. convergence. Our main result is
Theorem 2.2, which says that if (X,P,m) has the compactness property and {un} ⊂ P
satisfies the condition
lim
t→0+
sup
n≥1
|ptun(x)− un(x)| = 0 for m-a.e. x ∈ E (1.7)
then {un} has a subsequence convergent m-a.e. Condition (1.7) is satisfied for instance
if for m-a.e. x ∈ E the sequence of processes {un(X)} is tight in the Skorokhod
topology J1 under the measure Px. It is worth noting here that in the paper the
notion of compactness of a triple (X,P,m) is defined for general normal processes (i.e.
markovianity of the process X is not required) and that Theorem 2.2 is proved for such
wide class of processes.
In Section 2.3 we show that if X is associated with a transient symmetric regular
Dirichlet form (E ,D[E ]) on L2(E;m), (X,P,m) has the compactness property and
{un} ⊂ Fe ∩P, where Fe is an extension of the domain D[E ] such that the pair (E ,Fe)
is a Hilbert space, then the condition
sup
n≥1
E(un, un) <∞
implies that {un} has a subsequence convergent m-a.e. Moreover, we prove that
(X,P,m) has the compactness property iff
(X,P, cap) has the compactness property,
where cap is the capacity on E determined by the form (E ,D[E ]).
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In Sections 3 and 4 we define a probabilistic solution of (1.1) and give an existence
result for system (1.1). The basic space in which solutions are looked for is the space
D of measurable functions u on E such that the family {u(Xτ ), τ is a stopping time}
is uniformly integrable under Px for q.e. x ∈ E. We show that D[E ] ⊂ D if X is
associated with a semi-Dirichlet form. We call a finely continuous function u ∈ D
such that F (·, u) is quasi-integrable a solution of (1.1) if there exists a local martingale
additive functional M of X such that for m-a.e. x ∈ E and every T > 0,
u(Xt) = u(XT∧ζ) +
∫ T∧ζ
t
F (Xr, u(Xr)) dr +
∫ T∧ζ
t
dAµr
+
∫ T∧ζ
t
dMr, t ∈ [0, T ∧ ζ], Px-a.s.,
where ζ is the life-time of X and Aµ is the positive co-natural additive functional
associated with measure µ.
We first study probabilistic solutions to (1.1) in case X is associated with a semi-
Dirichlet form and (X,B1,m) has the compactness property. In Section 3 we show that
if µ is smooth and satisfies some integrabilty condition, F satisfies the sign condition
(1.3), then there exists a solution of (1.1). We also show that if F is monotone, i.e.
〈F (x, y) − F (x, z), y − z〉 ≤ 0, x ∈ E, y, z ∈ RN ,
then the probabilistic solution to (1.1) is unique.
The case of general right Markov processes is considered in Section 4. We show
that if X satisfies Meyer’s condition (L) then under the same hypotheses as in Section
3 there exists a solution to (1.1). Using (1.6) one can formulate the existence result
in purely analytic terms, without relating to the concept of the compactness property.
Namely, if the resolvent of the operator A is order compact on L1(E;m), F satisfies the
sign condition and the data are appropriately integrable then there exists a solution
of (1.1). As a matter of fact we assume some additional regularity condition on the
semigroup {Tt, t ≥ 0} but we think that it is technical and can be omitted.
In Section 5 we give some examples of operators and processes to which our results
apply. Among others we give a simple example of Ornstein-Uhlenbeck semigroup, i.e.
semigroup generated by differential operator of the form
Lφ(x) =
1
2
tr(QD2φ(x)) + 〈Ax,Dφ(x)〉,
which is not of variational form (or, equivalently, is not analytic). The Ornstein-
Uhlenbeck process with generator L is not associated with a Dirichlet form but satisfies
Meyer’s hypothesis (L). This shows that the class of processes considered in Section 4
includes important processes that do not belong to the class considered in Section 3.
2 Compactness property
2.1 Normal processes
Let E be a Radon metrizable topological space (see [6]) and B(E) be the set of all
numerical Borel measurable functions on E. W adjoin an isolated point ∆ to E and
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set E∆ = E ∪ {∆} (in E∆ we have natural topology in which E is open). We denote
by B∆(E) the set of all numerical Borel measurable functions on E∆. Let (Ω,G) be
a measurable space and {Xt, t ∈ [0,∞]} be a stochastic process on E∆ such that
X∞ = ∆ and if Xt0 = ∆ for some t0 ∈ [0,∞] then Xt = ∆ for t ≥ t0. We denote by ζ
the life-time of X, i.e.
ζ = inf{t ≥ 0; Xt = ∆}.
For x ∈ E∆ let Px be a probability measure on (Ω,G). Let {Gt, t ∈ [0,∞]} be a
filtration in G and let {G0t , t ≥ 0} be a natural filtration generated by X. We assume
that
(a) for every t ≥ 0, Xt ∈ Gt/B∆(E),
(b) the mapping E ∋ x 7→ Px(Xt ∈ B) belongs to B(E) for every t ≥ 0 and B ∈ B(E),
(c) for every x ∈ E∆, Px(X0 = x) = 1,
(d) X is measurable relative to G0, i.e. the mapping [0,∞)×Ω ∋ (t, w) 7→ Xt(w) ∈ E∆
is B([0,∞))× G0/B∆ measurable.
Let X = (Ω,F , {Xt, t ≥ 0}, {Px, x ∈ E}). In the whole paper for a given Borel set
B ⊂ E we denote by
σB = inf{t > 0; Xt ∈ B}, DB = inf{t ≥ 0; Xt ∈ B}, τB = inf{t > 0; Xt ∈ E \B}
the hitting time, debut time and the first exist time of B, respectively. By XB =
(Ω,F , {XBt , t ≥ 0}, {Px, x ∈ E}) we denote the part of X on B, i.e.
XBt =
{
Xt(ω), 0 ≤ t < DE\B(ω),
∆, t ≥ DE\B(ω).
Let B+(E) = {f ∈ B(E); f(x) ≥ 0, x ∈ E} and let Br(E) denote the set of u ∈ B(E)
such that u(x) ∈ R for x ∈ E. In the whole paper we adopt the convention that
f(∆) = 0 for every numerical function f on E. For every t ≥ 0, α ≥ 0 and f ∈ B+(E)
we put
ptf(x) = Exf(Xt), Rαf(x) = Ex
∫ ∞
0
e−αtf(Xt) dt, x ∈ E.
By (a)–(d), pt : B
+(E) → B+(E), Rα : B
+(E) → B+(E). Let P ⊂ Br,+(E) be some
family having the following properties
(P1) (f ∈ P, g ∈ B+(E), g ≤ f) =⇒ g ∈ P,
(P2) {fn} ⊂ P =⇒ supn fn ∈ P.
Unless otherwise stated, in this section m is a nonnegative subadditive set function
on E.
Definition. (a) We say that a triple (X,P,m) has the compactness property if for
every {un} ⊂ P there exist a set Λ ⊂ (0,+∞) and a subsequence (n
′) ⊂ (n) such that
supΛ = +∞ and for every α ∈ Λ the sequence {Rαun′} is m-a.e. convergent and its
limit is m-a.e. finite.
(b) We say that a pair (X,P) has the compactness property if the triple (X, P, m) has
compactness property with m being the counting measure.
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In the sequel for given P ⊂ Br,+(E) we set P∗ = P − P.
Definition. We say that a sequence {un} ⊂ P
∗ satisfies
(a) condition (M0) if
lim
h→0+
sup
n≥1
sup
t≤h
|un(Xt)− un(x)| = 0 in probability Px for m-a.e. x ∈ E,
(b) condition (M1) if
lim
t→0+
sup
n≥1
|ptun(x)− un(x)| = 0 for m-a.e. x ∈ E,
(c) condition (M2) if m is a measure and for some p ≥ 1
lim
t→0+
sup
n≥1
‖ptun − un‖Lp(E;m) = 0.
Remark 2.1. It is clear that if {un} satisfies some integrability conditions and m is a
σ-finite measure then (M0) implies (M1) and (M1) implies (M2).
Theorem 2.2. Assume that (X,P,m) has the compactness property. If {un} ⊂ P
∗
satisfies (M1) then there exists a subsequence (n
′) ⊂ (n) such that {un′} is m-a.e.
convergent and its limit is m-a.e. finite.
Proof. Let Λ ⊂ (0,+∞) be a countable set such that supΛ = +∞ and let (n′) ⊂ (n)
be a subsequence such that for every α ∈ Λ, {Rαun′} is m-a.e. convergent and its limit
is finite m-a.e. Let A ⊂ E be a set of those x ∈ E for which limn′ Rαun′(x) does not
exist or exists and is infinite for some α ∈ Λ. It is clear that m(A) = 0. Let B be the
set of those x ∈ E for which condition (M1) does not hold. We put w = supn |un|. By
(P1) and (P2), u+n , u
−
n ∈ P and supn u
+
n , supn u
−
n ∈ P. Since w ≤ supn u
+
n + supn u
−
n ,
we see that w(x) < ∞ for x ∈ E and that without loss of generality we may assume
that Rαw(x) < ∞ for m-a.e. x ∈ E and every α ∈ Λ. Let C ⊂ E be the set of those
x ∈ E for which Rαw(x) = +∞ for some α ∈ Λ. Let N = A ∪ B ∪ C. It is clear that
m(N) = 0. Let x ∈ E \N . Then
|αRαun(x)− un(x)| ≤ α
∫ ∞
0
e−αt|ptun(x)− un(x)| dt. (2.1)
Let us fix ε > 0 and let θεx > 0, n
ε
x ∈ N be such that
sup
t≤θεx
|ptun(x)− un(x)| <
ε
2
, n ≥ nεx. (2.2)
Then
α
∫ ∞
0
e−αt|ptun(x)− un(x)| dt
≤ α
∫ θεx
0
e−αt|ptun(x)− un(x)| dt+ α
∫ ∞
θεx
e−αt|ptun(x)− un(x)| dt
≤ α
ε
2
∫ θεx
0
e−αt dt+ α
∫ ∞
θεx
e−αtptw(x) dt + αw(x)
∫ ∞
θεx
e−αt dt
≤
ε
2
(1− e−αθ
ε
x) + w(x)e−αθ
ε
x + α
∫ ∞
θεx
e−αtptw(x) dt.
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Let α0 ∈ Λ be such that α0 > 1/θ
ε
x. Then we have
αe−αtptw(x) ≤ α0e
−α0tptw(x), t ≥ θ
ε
x, α ≥ α0, α ∈ Λ.
Therefore there exists αεx ∈ Λ such that
|αRαun(x)− un(x)| < ε, n ≥ n
ε
x, α ∈ Λ, α ≥ α
ε
x. (2.3)
Write βx = lim supn′ un′(x)− lim infn′ un′(x). Then there exists a subsequence (n
′
k) ⊂
(n′) such that
|un′
k+1
(x)− un′
k
(x)| >
βx
2
, k ≥ 1. (2.4)
On the other hand, by (2.3), for n′k ≥ n
ε
x and α ∈ Λ such that α ≥ α
ε
x,
|un′
k+1
(x)− un′
k
(x)| ≤ |un′
k+1
(x)− αRαun′
k+1
(x)|+ |αRαun′
k+1
(x)− αRαun′
k
(x)|
+ |αRαun′
k
(x)− un′
k
(x)|
≤ 2ε+ |αRαun′
k+1
(x)− αRαun′
k
(x)|. (2.5)
Put ε = βx/9. By the compactness property of the triple (X,P,m) there exists
N(ε, x, αεx) ∈ N such that
|αεxRαεxun′k+1(x)− α
ε
xRαεxun′k(x)| <
βx
9
(2.6)
for n′k ≥ N(ε, x, α
ε
x). By (2.5) and (2.6),
|un′
k+1
(x)− un′
k
(x)| ≤
βx
3
for n′k ≥ max{n
ε
x, N(ε, x, α
ε
x)}, which contradicts (2.4) and proves the theorem. ✷
Corollary 2.3. If (X,P,m) has the compactness property and {un(X)} is a sequence
of ca`dla`g processes on some interval [0, T ] tight in the Skorokhod topology J1 under the
measure Px for m-a.e. x ∈ E then {un} has a subsequence convergent m-a.e.
Proof. If {un(X)} is tight under Px for m-a.e. x ∈ E then condition (M0) is satisfied
for m-a.e. x ∈ E and supn≥1 |un(x)| is finite m-a.e. Of course the same is true for
{ukn(X)} for every k ≥ 0, where u
k
n = Tk(un). Observe that if {u
k
n} satisfies (M0) then
it satisfies (M1). Therefore from Theorem 2.2 it follows that {u
k
n} converges m-a.e.
up to a subsequence for every k ≥ 1. From this we easily deduce that there exists a
subsequence (n′) ⊂ (n) such that {un′} converges m-a.e.
2.2 Right Markov processes
Let us recall that X satisfies Meyer’s hypothesis (L) if there exists a σ-finite Borel
measure m on E such that Rα(x, dy)≪ m for every x ∈ E and some (and hence every)
α > 0.
The measure m of the above definition will be called a reference measure for the
process X or a reference measure for the resolvent {Rα, α > 0}.
Let B1 = {u ∈ B
+(E); u(x) ≤ 1, x ∈ E}.
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Proposition 2.4. Assume that X is a right Markov process. Then (X,B1) has the
compactness property iff X satisfies Meyer’s hypothesis (L).
Proof. Assume that X has a reference measure m. Then for every α > 0 there exists
a measurable function rα : E × E → R+ such that
Rα(x, dy) = rα(x, y)m(dy) for every x ∈ E.
Since αRα ≤ 1, ∫
E
rα(x, y)m(dy) = Rα1 ≤ α, x ∈ E,
which implies that rα(x, ·) ∈ L
1(E;m) for every x ∈ E. If {un} ⊂ B1(E) then of course
{un} ⊂ L
∞(E;m) and supn ‖un‖∞ <∞, so there exists a subsequence (n
′) ⊂ (n) such
that {un′} converges weakly
∗ in L∞ to some w ∈ L∞(E;m), i.e. for every v ∈ L1(E;m),∫
E
un′ · v dm→
∫
E
w · v dm.
In particular, for every x ∈ E,
Rαun′(x) =
∫
E
rα(x, y)un′(y)m(dy)→
∫
E
rα(x, y)w(y)m(dy) = Rαw(x),
which shows that (X,B1) has the compactness property.
Now assume that (X,B1) has the compactness property. From the resolvent identity
it is clear that if Rα has a reference measure for some α > 0 then X has a reference
measure. Consequently, if X does not have a reference measure then for every α > 0
the resolvent Rα does not have a reference measure. In [37] it is proved that if Rα does
not have a reference measure then there exists a compact perfect set K ⊂ E such that
1K · Rα : Bb(E) → Bb(K) is surjective. Moreover, from the proof it follows that there
exists γ > 0 such that for every g ∈ B+b (K) such that supx∈E |g(x)| ≤ c for some c > 0
there exists f ∈ B+b (E) such that (1KRα)f = g and |f(x)| ≤ γc for x ∈ E. Since K is
uncountable, there exists a sequence {vn} ⊂ B
+
b (K) such that |vn(x)| ≤ 1/γ for x ∈ E,
n ≥ 1 and {vn} has no subsequence converging pointwise. Thanks to the properties of
the operator 1KRα, for every n ≥ 1 there exists un ∈ B
+
1 (E) such that 1KRαun = vn.
This implies that there exists a sequence {un} ⊂ B
+
1 (E) such that {Rαun} has no
subsequence converging pointwise. ✷
Remark 2.5. Let X be a Markov process and m be its excessive measure. If for
some α > 0, Rα carries a family P in a relatively compact set in the topology of m-
a.e. convergence then Rβ has the same property for every β > α. To see this, let
us suppose that β > α and {un} ⊂ P
∗. Then there exists a subsequence (n′) ⊂ (n)
such that {Rαun′} is m-a.s. convergent and its limit is finite m-a.e. By the resolvent
identity,
Rβun′ = Rαun′ + (α− β)Rβ(Rαun′). (2.7)
Set v = limn′ Rαun′ and w = supn′ |un′ |. By (P1) and (P2), w ∈ P. Hence Rαw <∞,
m-a.e., and consequently, Rβw < ∞ m-a.e. for every β ≥ α. Let g be a positive
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Borel measurable function on E such that
∫
E Rαw · g dm <∞. Since m is an excessive
measure, applying the Lebesgue dominated convergence theorem yields
β
∫
E
Rβ |Rαun′ − v|g dm ≤
∫
E
|Rαun′ − v|g dm→ 0
as n′ → ∞. From this we conclude that there exists a subsequence (n′′) ⊂ (n′) such
that Rβ(Rαun′′) is m-a.e. convergent and its limit is finite m-a.e. This when combined
with (2.7) implies the convergence of {Rβun′′}. Therefore if X is a Markov process then
the compactness of a triple (X,P,m) is equivalent to saying that for some α > 0 the
operator Rα carries the family P in a relatively compact set in the topology of m-a.e.
convergence.
2.3 Hunt processes associated with Dirichlet forms
In the rest of this section X is a Hunt process associated with a regular semi-Dirichlet
form on L2(E;m). Let us recall that a semi-Dirichlet form on L2(E;m) is a bilinear
form
E : D[E ]×D[E ]→ R
defined on a dense linear subspace D[E ] of L2(E;m) satisfying the following conditions
(a) there exists α0 ≥ 0 such that Eα(u, u) ≥ 0 for every u ∈ D[E ] and α ≥ α0,
(b) there exists K > 0 such that |E(u, v)| ≤ K(Eα0(u, u))
1/2(Eα0(v, v))
1/2 for every
u, v ∈ D[E ],
(c) D[E ] equipped with the inner product E
(s)
α0 (·, ·), where E
(s)
α (u, v) =
1
2 (Eα(u, v) +
Eα(v, u)), is a Hilbert space,
(d) for every u ∈ D[E ] and k ≥ 0, u ∧ k ∈ D[E ] and E(u ∧ k, u ∧ k) ≤ E(u ∧ k, u).
A semi-Dirichlet form (E ,D[E ]) is called regular if there exists a set C ⊂ C0(E)∩D[E ]
(C0(E) is the set of all continuous functions on E with compact suppport) such that C
is dense in D[E ] in the norm determined by Eα0 and in C0(E) in the norm of uniform
convergence.
It is well known that with every semi-Dirichlet form (E ,D[E ]) one can associate
uniquely a Hunt process X (see [31, Section 3.3]).
A semi-Dirichlet form (E ,D[E ]) is called positive if (a) is satisfied with α0 = 0 and is
called transient if the associated Hunt process X is transient, i.e. there exists a strictly
positive Borel measurable function f on E such that Rf is finite m-a.e. It is known
that if a semi-Dirichlet form (E ,D[E ]) is transient and positive then there exists an
extension Fe of the domain D[E ] such that (Fe, E
(s)(·, ·)) is a Hilbert space.
By cap we denote the capacity on subsets of E naturally associated with (E ,D[E ])
(see [31, Section 2.1]). We say that some property holds quasi everywhere (q.e. for
short) if it holds except for a set N ⊂ E such that cap(N) = 0.
We say that an increasing sequence {Fn} of closed subsets of E is a nest if for every
compact K ⊂ E, cap(K \ Fn)→ 0 as n→∞.
We say that a Borel measure µ on E is smooth if it charges no set of zero capacity
and there exists a nest {Fn} such that |µ|(Fn) <∞, n ≥ 1.
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It is well known (see [31, Section 4.1]) that for every smooth measure µ there exists
a unique continuous additive functional Aµ of X in the Revuz duality with µ.
In the whole paper for a positive smooth measure µ and α ≥ 0 we write
(Rαµ)(x) = Ex
∫ ζ
0
e−αrdAµr .
Observe that if f ∈ B+(E) then Rα(f ·m) = Rαf , where Rα is defined by (1.5). We
also write R = R0.
Lemma 2.6. Let {un} ⊂ B(E) be such that Rαw < ∞ m-a.e., where w = supn |un|.
If {Rαun} is convergent m-a.e. then there exists a subsequence (n
′) ⊂ (n) such that
{Rαun′} is convergent q.e.
Proof. Let {gk} be a sequence of Borel measurable functions on E such that 0 ≤
gk(x) ≤ 1, gk(x)ր 1 for x ∈ E and gk ·w ∈ L
2(E;m) for every k ≥ 1. Write ukn = gkun,
vkn = Rα(u
k
n), vn = Rα(un). Then
|vkn(x)− vn(x)| ≤ Rα(w|1 − gk|)(x), x ∈ E. (2.8)
Let B = {infkRαw|1− gk| > 0} and let K be a compact set such that K ⊂ B. Then
Pm(σK <∞) = Pm(σK <∞, inf
k≥1
Ex
(∫ ∞
σK
w|1 − gk|(Xr) dr|FσK
)
> 0)
≤ Pm(σK <∞, inf
k≥1
Ex
(∫ ∞
0
w|1− gk|(Xr) dr|FσK
)
> 0) = 0
since infk Rα(w|1− gk|)(x) = 0 for m-a.e. x ∈ E. From this and (2.8) we conclude that
lim
k→∞
sup
n≥1
|vkn(x)− vn(x)| = 0 for q.e. x ∈ E. (2.9)
Therefore to prove the lemma it suffices to show that for every k ≥ 0, {vkn} is convergent
q.e. But this follows immediately from the inequality
Eα(Rαu
k
n −Rαu
k
m, Rαu
k
n −Rαu
k
m) = (u
k
n − u
k
m, Rαu
k
n −Rαu
k
m)L2(E;m)
≤ 2‖gk · w‖L2(E;m) · ‖v
k
n − v
k
m‖L2(E;m)
and [31, Theorem 2.2.5]. ✷
Corollary 2.7. A triple (X,P,m) has the compactness property iff (X,P, cap) has the
compactness property.
For B ∈ B(E) set
P(B) = {u ∈ B(E);u(x) = 0, x ∈ E \B}
and for α ≥ 0 and u ∈ B+(E) set
RE\Bα u(x) = Ex
∫ σB
0
e−αtu(Xt) dt, H
α
Bu(x) = Exe
−ασBu(XσB ).
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Proposition 2.8. Let B ∈ B(E). If (X,P,m) has the compactness property then
(XB ,P(B),m) has the compactness property.
Proof. Let {un} ⊂ P
+(B). By the assumption there exists a set Λ ⊂ (0,+∞) such
that supΛ = +∞ and a subsequence (n′) ⊂ (n) such that for every α ∈ Λ the sequence
{Rαun′} is convergent m-a.e. and its limit is finite m-a.e. By Dynkin’s formula,
Rαun′ = R
B
α un′ +H
α
E\B(Rαun′), m-a.e.
Therefore it suffices to show that up to a subsequence, {HαE\B(Rαun′)} is m-a.e.
convergent and its limit is finite m-a.e. But this follows immediately from Lemma
2.6, because q.e. convergence of {Rαun′} implies that {e
−ατBRαun′(XτB )} is conver-
gent Px-a.s. for m-a.e. x ∈ E, moreover we have |Rαun| ≤ Rαw, m-a.e., where
w = supn |un| ∈ P. Therefore we can apply the Lebesgue dominated convergence
theorem to sequence {e−ατBRαun′(XτB )} , because {|Rαun| > Rαw} as a finely open
m-negligible set is exceptional, which in turn implies that |Rαun| ≤ Rαw q.e., hence
that |(Rαun)|(XτB ) ≤ (Rαw)(XτB ), Px-a.s. for m-a.e. x ∈ E and ExRαw(XτB ) =
Ex
∫∞
τB
e−αrw(Xr) dr ≤ Ex
∫∞
0 e
−αrw(Xr) dr = w(x) <∞ for every x ∈ E. ✷
Remark 2.9. Observe that the assertion of Proposition 2.8 holds true if we replace
the process XB killed outside a Borel set B by the process XA killed with rate −dLt,
where Lt = e
−At for some positive continuous additive functional A of X (for notation
see [20, Theorem A.2.11]). To see this it suffices to repeat the proof of Proposition 2.8
with τB replaced by the stopping time
ζA = inf{t < ζ; At ≥ Z},
where Z is a random variable of exponential distribution with mean 1 independent of
X and satisfying Z(θs(ω)) = (Z(ω)− s) ∨ 0.
Let us recall that a Markov process X0 on E0 ∈ B(E) is called a subprocess of X
if its semigroup {p0t , t ≥ 0} extends naturally to E subordinate to {pt, t ≥ 0}, i.e. for
every f ∈ B+(E) and t ≥ 0,
p0t f ≤ ptf,
where p0t f(x) = p
0
t f|E0 (x) for x ∈ E0 and p
0
t f(x) = 0 for x ∈ E \ E0.
Corollary 2.10. Let X0 be a subprocess of X. If (X,P,m) has the compactness property
then (X0,P,m) has the compactness property.
Proof. By [8, page 103], X0 is equivalent to the process X killed with rate −dLt,
where Lt = e
−At for some PCAF A of X. Therefore the desired result follows from
Remark 2.9. ✷
Proposition 2.11. Assume that E is positive and (X,P,m) has the compactness prop-
erty. If {un} ⊂ Fe ∩ P and
sup
n≥1
E(un, un) <∞ (2.10)
then there exists a subsequence (n′) ⊂ (n) such that {un′} is m-a.e. convergent and its
limit is m-a.e. finite.
12
Proof. Let η ∈ D[E ] be such that η > 0, m-a.e. and ‖η‖∞ < ∞. By known
properties of Dirichlet forms,
E(Tk(w)η, Tk(w)η) ≤ ‖η‖∞E(un, un) + kE(η, η).
Hence
sup
n
E(Tk(un)η, Tk(un)η) <∞. (2.11)
We can assume that un ≥ 0, m-a.e. for every n ≥ 1, because from (P1) it follows
that u+n ∈ P and it is known that u
+
n ∈ Fe a and E(u
+
n , u
+
n ) ≤ E(un, un). Under
the assumption of nonnegativity of un, u
k
n ≡ Tk(un) · η ∈ Fe ∩ P ∩ L
2(E;m). By an
elementar calculus,
‖αRαu
k
n − u
k
n‖L2(E;m) ≤ α
−1E(ukn, u
k
n),
which when combined with (2.11) gives
‖αRαu
k
n − u
k
n‖L2(E;m) ≤ α
−1c(k, η). (2.12)
By the assumption there exists a subsequence (n′) ⊂ (n) and a subset Λ ⊂ (0,∞) such
that supΛ = +∞ and {αRαu
k
n′} is convergent in L
2(E;m) for every α ∈ Λ. This and
(2.12) imply that there exists a further subsequence (n′′) ⊂ (n′) such that {ukn′′} is
convergent in L2(E;m). From this it follows easily that {un′′′} is convergent m-a.e. for
some further subsequence (n′′′) ⊂ (n′′). ✷
Remark 2.12. If {un} ⊂ Fe satisfies (2.10) then by the calculations in the proof of
[20, Lemma 1.5.4.] it satisfies condition (M2).
In the sequel by T we denote the set of all stopping times to given filtration F .
Definition. We say that a Borel measurable function u on E is of class (FD) if for
m-a.e. x ∈ E the family {u(Xτ ), τ ∈ T } is uniformly integrable under the measure Px.
By D we denote the set of all Borel measurable functions on E of class (FD).
Remark 2.13. (i) Observe that D[E ] ⊂ D. Indeed, each positive u ∈ D[E ] is majorized
by the α-potential eαu (the smallest α-potential majorizing u) and e
α
u = Uαµ for some
measure µ of finite energy integral (see [31, Theorem 2.3.1]). Therefore by [31, Theorem
4.1.10],
eαu(x) = Ex
∫ ∞
0
e−αt dAµt .
From the above formula we easily deduce that eαu ∈ D which implies that u ∈ D. Since
u+, u− ∈ D[E ] if u ∈ D[E ], we get the result.
(ii) If we assume additionally that E is positive and transient then in the same manner
as in (i) we can show that Fe ⊂ D.
For α ≥ 0 and ρ ∈ B(E) such that ρ > 0 let us define the space
Dα = {u ∈ D; ‖u‖α <∞},
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where
‖u‖α =
∫
E
sup
τ∈T
Exe
−ατ |u(Xτ )|m(dx).
In the sequel for a given v ∈ B+(E) we write
[0, v] = {u ∈ B(E); 0 ≤ u ≤ v}.
Proposition 2.14. Let (E ,D[E ]) be a regular symmetric Dirichlet form and X be a
Hunt process associated with (E ,D[E ]). Then (X,B1,m) has the compactness property
iff for every α > 0 the mapping Rα : D0 → Dα is order compact.
Proof. Assume that (X,B1,m) has the compactness property. Let v ∈ D0 and
{un} ⊂ [0, v]. Let {gk} be a sequence of positive Borel measurable functions on E such
that gk ր 1 as k → ∞ and gk · v ∈ L
2(E;m). Put ukn = gkTk(un), v
k
n = Rα(u
k
n),
vn = Rα(un). Then
Eα(Rαu
k
n −Rαu
k
m, Rαu
k
n −Rαu
k
m) = (u
k
n − u
k
m; Rαu
k
n −Rαu
k
m)
≤ 2‖gk · v‖L2(E;m) · ‖v
k
n − v
k
m‖L2(E;m). (2.13)
By the assumption, without loss of generality we may assume that for every k ∈ N the
sequence {vkn} is m-a.e. convergent as n→∞. Since v
k
n ≤ Rα(gk · v) ∈ L
2(E;m), {vkn}
converges in L2(E;m), and hence, by (2.13), in Eα. By [20, Lemma 5.1.1] this implies
that there exists a subsequence (still denoted by n) such that for q.e. x ∈ E,
lim
n,m→∞
Ex sup
t≥0
e−αt|vkn(Xt)− v
k
m(Xt)| = 0.
Hence
lim
n,m→∞
sup
τ∈T
Exe
−ατ |vkn(Xτ )− v
k
m(Xτ )| = 0
for q.e. x ∈ E. By the Lebesgue dominated convergence theorem, ‖vkn − v
k
m‖α → 0 as
n,m →∞, so it is enough to show that ‖vkn − vn‖α ≤ C(k) for some C(Kk such that
C(k)→ 0 as k →∞. To this end, let us observe that
‖vkn − vn‖α ≤
∫
E
sup
τ∈T
Exe
−ατ |Rαu
k
n(Xτ )−Rαun(Xτ )|m(dx)
≤
∫
E
sup
τ∈T
Ex
(
e−ατEx
(∫ ∞
τ
e−α(r−τ)|ukn(Xr)− un(Xr)| dr|Fτ
))
m(dx)
≤
∫
E
Ex
∫ ∞
0
e−αr|ukn(Xr)− un(Xr)| dr m(dx)
≤
∫
E
Ex
∫ ∞
0
e−αr|gkTk(un)− un|(Xr) drm(dx)
≤ τ
∫
E
Ex
∫ ∞
0
e−αr1{v>k}v(Xr)m(dx)
+
∫
E
Ex
∫ ∞
0
e−αr(v|gk − 1|)(Xr) drm(dx) ≡ C(k).
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Since v ∈ D0, both integrals on the right-hand side of last inequality are finite.
Therefore by the Lebesgue dominated convergence theorem, C(k) → 0 as k → ∞,
which shows the “if” part. Now assume that Rα : D0 → Dα is order compact.
Let {un} ⊂ B
+(E)be such that un(x) ≤ 1 for x ∈ E. It is clear that 1 ∈ D0 and
{un} ⊂ [0, 1], so by order compactness of Rα : D0 → Dα it follows that there exists a
subsequence (still denoted by n) such that
lim
n,m→∞
‖Rαun −Rαum‖α = 0.
In particular ‖Rαun −Rαum‖L1(E;ρ·m) → 0 as n,m→∞ from which we conclude that
(X,B1,m) has the compactness property. ✷
3 Elliptic systems with measure data on Dirichlet space
In this section we assume that (E ,D[E ]) is a transient regular semi-Dirichlet form on
L2(E;m). By X we denote a Hunt process associated with (E ,D[E ]).
In the sequel we adopt the convention that an N -dimensional process Y or function
u has some property defined for one-dimensional processes or functions (for instance Y
is a MAF or CAF of X, u is of class (FD) etc.) if its each coordinate has this property.
Let F : E × RN → RN be a measurable function and µ = (µ1, . . . , µN ) be a Borel
measure on E such that
(H1) µi is a smooth measure such that R|µi| <∞ q.e.,
(H2) for every r ≥ 0 the mapping x 7→ sup|y|≤r |F (x, y)| belongs to qL
1(E;m),
(H3) for every x ∈ E the mapping y 7→ F (x, y) is continuous,
(H4) there exists a non-negative function G such that RG < ∞ q.e. and for every
x ∈ E and y ∈ RN ,
〈F (x, y), y〉 ≤ G(x)|y|.
Definition. We say that a Borel measurable function f on E is quasi-integrable if for
q.e. x ∈ E,
Px
( ∫ ζ∧T
0
|f(Xr)| dr <∞, T > 0
)
= 1.
By qL1(E;m) we denote that set of all quasi-integrable functions on E.
Remark 3.1. In the literature one can find another definition of quasi-integrability
which we call here quasi-integrability in the analytic sense. According to this definition
a measurable function f on E is quasi-integrable if for every ε > 0 there exists an open
set Uε ⊂ E such that cap(Uε) < ε and f |E\Uε ∈ L
1(E \Uε;m). In [25] it is proved that
if f is quasi-integrable in the analytic sense then it is quasi-integrable.
We say that a real process M is a local martingale additive functional (local MAF)
of X if it is an additive functional of X (see [20, Section 5.1]) andM is a local martingale
under Px (with respect to the filtration F) for each x ∈ E\N , whereN is an exceptional
set of M .
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We would like to emphasize that the notion of local MAF differs from the notion
of MAF locally of finite energy considered in [20, Section 5.5]. For instance, M having
the last property is local AF, i.e. is additive on [0, ζ) only.
Let us consider the following system
−Au = F (x, u) + µ. (3.1)
Definition. We say that a function u : E → RN is a solution of (3.1) if
(a) u is quasi-continuous and u ∈ D,
(b) u(Xt∧ζ)→ 0 as t→∞ Px-a.s. for q.e. x ∈ E,
(c) E ∋ x 7→ F (x, u(x)) ∈ qL1(E;m),
(d) there exists a local (N -dimensional) MAF M of X such that for q.e. x ∈ E and
every T > 0,
u(Xt) = u(XT∧ζ) +
∫ T∧ζ
t
F (Xr, u(Xr)) dr +
∫ T∧ζ
t
dAµr
−
∫ T∧ζ
t
dMr, t ∈ [0, T ∧ ζ], Px-a.s. (3.2)
Remark 3.2. Observe that if u : E → RN is a measurable function such that
Ex
∫ ζ
0 |F (Xr, u(Xr))| dr <∞ and
u(x) = Ex
∫ ζ
0
F (Xr, u(Xr)) dr + Ex
∫ ζ
0
dAµr
for q.e. x ∈ E, then u is a solution of (3.1). Indeed, by the Markov property,
u(Xt) = Ex
(∫ ζ
t
F (Xr, u(Xr)) dr +
∫ ζ
t
dAµr |Ft
)
, t ∈ [0, ζ].
From this it is easily seen that u ∈ D and u satisfies (b). It is also clear that (c) is
satisfied. That u is quasi-continuous it follows from [25, Lemma 4.2]. Now let us put
Mxt = Ex
(∫ ζ
0
F (r, u(Xr)) dr +
∫ ζ
0
dAµr |Ft
)
− u(X0), t ≥ 0.
By [20, Lemma A.3.5] there exists a ca`dla`g process M such that
Px(Mt =M
x
t , t ≥ 0) = 1
for q.e. x ∈ E. It is clear that M is a MAF of X and (d) is satisfied.
We first show that if F is monotone, i.e. F satisfies the condition
(H5) 〈F (x, y) − F (x, y′), y − y′〉 ≤ 0, y, y′ ∈ RN , x ∈ E,
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then the probabilistic solution of (3.1) is unique.
In the sequel for a given x ∈ RN such that x 6= 0 we write
ˆsgn(x) =
x
|x|
.
Proposition 3.3. Assume that (H5) holds. Then there exists at most one solution of
(3.1).
Proof. Let u1, u2 be solutions of (3.1) and M1,M2 be local MAFs associated with
u1, u2, respectively. Put u = u1 − u2 and M =M1 −M2. Then
u(Xt) = u(Xτ∧ζ)+
∫ τ∧ζ
t
(F (·, u1)−F (·, u2))(Xr) dr−
∫ τ∧ζ
t
dMr, 0 ≤ t ≤ τ∧ζ, Px-a.s.
for every bounded τ ∈ T and q.e. x ∈ E. By the Tanaka-Meyer formula and (H5), for
q.e. x ∈ E we have
|u(Xt)| ≤ |u(Xτ∧ζ)|+
∫ τ∧ζ
t
〈F (·, u1)− F (·, u2)(Xr), ˆsgn(u(Xr))〉 dr
−
∫ τ∧ζ
t
〈 ˆsgn(u(X)r−), dMr〉
≤ |u(Xτ∧ζ)| −
∫ τ∧ζ
t
〈 ˆsgn(u(X)r−), dMr〉, 0 ≤ t ≤ τ ∧ ζ, Px-a.s.
Let {τk} be a fundamental sequence for the local martingale
∫ ·∧ζ
0 〈 ˆsgn(u(X)r−), dMr〉.
Putting t = 0 in the above inequality with τ replaced by τk and then taking the
expectation with respect to Px we get
|u(x)| ≤ Ex|u(Xτk∧ζ)| (3.3)
for q.e. x ∈ E. Since u ∈ D, letting k →∞ we conclude that |u| = 0 q.e. ✷
Theorem 3.4. Assume that (X,B1,m) has the compactness property and (H1)–(H4)
are satisfied. Then there exists a solution of (3.1).
Proof. Step 1. We first assume that ‖R|µ|‖∞ < ∞ and there exists a strictly
positive bounded Borel measurable function g such that |F (x, y)| ≤ g(x) for x ∈ E,
y ∈ RN and ‖Rg‖∞ <∞. Let ρ be a strictly positive Borel measurable function on E
such that
∫
ρ(x)m(dx) <∞ and let
Φ : L2(E; ρ ·m)→ L2(E; ρ ·m), Φ(u) = RF (·, u) +Rµ.
The mapping Φ is well defined since |R(F (·, u)) +Rµ| ≤ Rg +R|µ| ∈ L2(E; ρ ·m). By
(H3), Φ is continuous. We shall show that Φ is compact. To see this, let us consider
{un} ⊂ L
2(E; ρ ·m). By Remark 3.2, the function vn = Φ(un) is a probabilistic solution
of the system
−Avn = F (x, un) + µ.
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Therefore there is a MAF Mn of X such that
vn(Xt) = vn(XT∧ζ) +
∫ T∧ζ
t
F (Xr, un(Xr)) dr +
∫ T∧ζ
t
dAµr
−
∫ T∧ζ
t
dMnr , t ∈ [0, ζ ∧ T ], Px-a.s. (3.4)
for q.e. x ∈ E. Hence
|vn(x)− ptvn(x)| = |vn(x)− Exvn(Xt∧ζ)| ≤ Ex
∫ t∧ζ
0
g(Xr) dr + Ex
∫ t∧ζ
0
dA|µ|r
for q.e. x ∈ E. Consequently,
lim
t→0+
sup
n
|ptvn(x)− vn(x)| = 0
for q.e. x ∈ E. Observe that ‖vn‖∞ ≤ ‖Rg‖∞+‖R|µ|‖∞. Since (X,B1,m) has the com-
pactness property, it follows from Corollary 2.7 that there is a subsequence (n′) ⊂ (n)
such that {vn′} converges q.e. Since {vn′} are uniformly bounded by ‖Rg‖∞+ ‖Rµ‖∞,
applying the Lebesgue dominated convergence theorem shows that {vn′} converges in
L2(E; ρ ·m). By Schauder’s fixed point theorem, there is u ∈ L2(E; ρ ·m) such that
Φ(u) = u, i.e.
u(x) = Ex
∫ ζ
0
F (Xr, u(Xr)) dr + Ex
∫ ζ
0
dAµr
for m-a.e. x ∈ E. Let v(x) be equal to the right-hand side of the above equality for
x ∈ E such that Rg(x) +R|µ|(x) < ∞ and zero otherwise. Then by [25, Lemma 4.2],
v is quasi-continuous and v ∈ D. Since v = u, m-a.e., we have
Ex
∫ ζ
0
F (Xr, u(Xr)) dr = Ex
∫ ζ
0
F (Xr, v(Xr)) dr
for q.e. x ∈ E. Thus v is a solution of (3.1) (see Remark 3.2).
Step 2. Now we consider the general case. Let g be a strictly positive bounded Borel
measurable function on E such that ‖Rg‖∞ <∞ (for the existence of g see [31, Corol-
lary 1.3.6]) and let {Fn} be a generalized nest such that ‖R|µn|‖∞, where µn = 1Fn ·µ.
Put
Fn(x, y) =
ng(x)
1 + ng(x)
·
n · F (x, y)
|F (x, y)| ∨ n
, x ∈ E, y ∈ RN .
Then Fn satisfies (H2)–(H4) and R|Fn| ≤ n
2Rg, which implies that ‖R|Fn|‖∞ < ∞.
By Step 1, for each n ≥ 1 there exists a solution un of the system
−Aun = Fn(x, un) + µn.
Therefore there is a MAF M of X such that
un(Xt) =un(XT∧ζ) +
∫ T∧ζ
t
Fn(Xr, un(Xr)) dr +
∫ T∧ζ
t
dAµnr
−
∫ T∧ζ
t
dMnr , t ∈ [0, T ∧ ζ], Px-a.s. (3.5)
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for q.e. x ∈ E. By the Tanaka-Meyer formula,
|un(Xt)| ≤ |un(XT∧ζ)| −
∫ T∧ζ
t
〈 ˆsgn(un(X)r−), Fn(Xr, un(Xr))〉 dr
+
∫ T∧ζ
t
〈 ˆsgn(un(X)r−), dA
µn
r 〉 −
∫ T∧ζ
t
〈 ˆsgn(un(X)r−), dM
n
r 〉, t ∈ [0, T ∧ ζ].
By the above inequality and (H4),
|un(x)| ≤ Ex|un(XT∧ζ)|+ Ex
∫ T∧ζ
0
G(Xr) dr +Ex
∫ T∧ζ
0
dA|µ|r
for q.e. x ∈ E. Letting T → ∞ and using the fact that un ∈ D we conclude that for
q.e. x ∈ E,
|un(x)| ≤ Ex
∫ ζ
0
G(Xr) dr + Ex
∫ ζ
0
dA|µ|r . (3.6)
Put v(x) = Ex
∫ ζ
0 G(Xr) dr + Ex
∫ ζ
0 dA
|µ|
r if the right-hand side of (3.6) is finite and
v(x) = 0 otherwise. By [25], v is quasi-continuous, v ∈ D and v is a probabilistic
solution of the equation
−Av = G+ |µ|. (3.7)
Let Uk = {v < k}. Since v is quasi-continuous, Uk is finely open. Moreover, since by
(H1) and (H4) v is finite,
⋃∞
k=1 Uk = E q.e. Write τk = τUk . Then
|un1Uk(x)| ≤ k, n ≥ 1, x ∈ Uk. (3.8)
By (H2),
Px
(∫ T∧ζ
0
sup
|y|≤k
|F |(Xr, y) dr <∞, T > 0
)
= 1 (3.9)
for every k ≥ 0. Let
σk = inf{t > 0;
∫ t
0
sup
|y|≤k
|F |(Xr, y) dr > k}.
By (3.9), σk ր∞. Let δk,l = τk ∧ σl. By (3.5), (3.8), (3.9) and the construction of δk,l
we have
|un(x)− Exun(Xt∧δk,l∧ζ)| ≤ Ex
∫ t∧δk,l∧ζ
0
|Fn|(Xr, un(Xr)) dr + Ex
∫ t∧δk,l∧ζ
0
dA|µ|r
≤ kEx(t ∧ δk,l ∧ ζ) + Ex
∫ t∧δk,l∧ζ
0
dA|µ|r .
Hence
lim
t→0+
sup
n
|un(x)− Exun(Xt∧δk,l∧ζ)| = 0 (3.10)
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for q.e. x ∈ E. Now we will show that (3.10) holds for x ∈ Uk with Ex|un(Xt∧δk,l∧ζ)|
replaced by Ex[|un(Xt∧τk)|1{t<τk}]. To this end, let us first observe that Px(τk > 0) = 1
for x ∈ Uk, because Uk is finely open. We have
sup
n
|Exun(Xt∧δk,l)− Exun(Xt)1{t<τk}| ≤ Ex sup
n
|un(Xt∧δk,l)− un(Xt)1{t<τk}|
=
∫
{t≥τk}∪{t≥δk,l}
sup
n
|un(Xt∧δk,l)− un(Xt)1{t<τk}| dPx
≤
∫
{t≥τk}∪{t≥δk,l}
|v(Xt∧δk,l)|+ |v(Xt)1{t<τk}| dPx.
Since limt→0+ liml→∞ Px({t ≥ τk} ∪ {t ≥ δk,l}) = 0 for x ∈ Uk and v ∈ D, it follows
that for x ∈ Uk the right-hand side of the above inequality tends to zero as l → +∞
and then t→ 0+. This and (3.10) imply that
lim
t→0+
sup
n
|un(x)− p
k
t un(x)| = 0, x ∈ Uk, (3.11)
where {pkt , t ≥ 0} is the semigroup associated with the process X
Uk . By Proposition
2.8 the triple (XUk ,B1(Uk),m) has the compactness property. Moreover, X
Uk is normal
since Uk is finely open. Therefore it follows from Theorem 2.2 and (3.8) that there exists
a subsequence (n′) ⊂ (n) such that {un′1Uk} is convergent q.e. By using standard
argument and the fact that
⋃
k Uk = E q.e. one can now construct a subsequence
(m) ⊂ (n) such that {um} is convergent q.e. on E. Without loss of generality we may
assume that (m) = (n). Let us write u = lim supun and δk = δk,k. By (3.5),
un(Xt∧δk) = Ex(un(XT∧δk) +
∫ T∧δk∧ζ
t∧δk∧ζ
Fn(Xr, un(Xr)) dr
+
∫ T∧δk∧ζ
t∧δk∧ζ
dAµnr |Ft∧δk∧ζ), t ∈ [0, T ], Px-a.s.,
so applying [7, Lemma 6.1] we can conclude that for every q ∈ (0, 1),
Ex sup
t≤δk∧T
|un(Xt)− um(Xt)|
q ≤
1
1− q
Ex
[
|un(Xδk∧T )− um(Xδk∧T )|
q
+
(∫ T∧δk∧ζ
0
|Fn(Xr, un(Xr))− Fm(Xr, um(Xr))| dr
)q
+
( ∫ T∧δk∧ζ
0
dA|µn−µm|r
)q]
.
Applying the Lebesgue dominated convergence theorem and using (H3), the construc-
tion of Fn, {δk} and the convergence of {un} we conclude that for q.e. x ∈ E the first
and second term on the right-hand side of the above inequality converges to zero as
n,m→∞. To show the convergence of the third term, let us observe that
A
|µn−µm|
t =
∫ t
0
1Fn∆Fm(Xr) dA
µ
r , t ≥ 0.
Since Ex
∫ ζ
0 dA
|µ|
r <∞ q.e., it is enough to show that
lim
n,m→∞
Px(∃t>0Xt ∈ Fn∆Fm) = lim
n,m→∞
Px(σFn∆Fm <∞) = 0
20
for q.e. x ∈ E. But this follows immediately from the fact that {Fn} is a nest (see [31,
Theorem 3.4.8]). By what has already been proved,
(
un(X),
∫ ·
0
Fn(Xr, un(Xr)) dr,A
µn
)
→
(
u(X),
∫ ·
0
F (Xr, u(Xr)) dr,A
µ
)
,
uniformly on compacts in probability Px for q.e. x ∈ E. Therefore letting n → ∞
in (3.5) we see that there exists a local MAF M of X such that (3.2) is satisfied for
q.e. x ∈ E. The fact that u ∈ D and u satisfies condition (b) of the definition of a
probabilistic solution of (3.1) follows from (3.6) and (3.7). ✷
4 Systems with operators generated by right Markov processes
In the present section we assume that X is a general transient right Markov process on
E satisfying hypothesis (L) of Meyer.
Let us fix an excessive (σ-finite) measure m on E, i.e. a Borel measure on B(E)
such that
m ◦ αRα ≤ m,
where (m ◦ αRα)f = m(αRαf) =
∫
f(x)m(dx) for f ∈ B+(E).
We say that a set B ⊂ E is m-polar if there exists an excessive function v such that
A ⊂ {v =∞} and v is finite m-a.e.
In this section we say that a property holds q.e. if it holds except for some m-polar
set.
Recall that a set N ∈ Bn(E) is m-inessential if it is m-polar and absorbing for X.
Definition. An F-adapted increasing [0,∞]-valued process {At, t ≥ 0} is called posi-
tive co-natural additive functional (PcNAF) of X if there exist a defining set ΩA ⊂ F∞
and an m-inessential Borel set NA ⊂ E such that
(a) Px(ΩA) = 1 for x /∈ NA and θtΩA ⊂ ΩA, t ≥ 0,
(b) for every ω ∈ ΩA the mapping t 7→ At(ω) is right continuous on [0,∞) and finite
valued on [0, ζ) with A0(ω) = 0,
(c) for every ω ∈ ΩA and t > 0, ∆At ≡ At −At− = a(Xt), where a ∈ pB
n(E),
(d) for every w ∈ ΩA, At+s(ω) = At(ω) +As(θtω) for all s, t ≥ 0.
Remark 4.1. It is known (see [21, Proposition 6.12]) that for any m-polar set N there
exists a Borel m-inessential set B such that N ⊂ B. Therefore if some property holds
q.e. then without loss of generality we may assume that it holds everywhere except for
possibly an m-inessential set.
Given a PcNAF A and f ∈ B+(E) set
UAf(x) = Ex
∫ ζ
0
f(Xr) dAr, x ∈ E.
By µA we denote the Revuz measure associated with A, i.e. the measure defined as
µA(f) = sup{ν ◦ UAf ; ν ◦ U ≤ m}.
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In this section by a nest we understand an increasing sequence {Bn} of nearly Borel
sets such that Pm(limn→∞ τBn < ζ) = 0.
Definition. A Borel measure µ on E is called smooth if it charges no m-polar sets and
there exists a nest {Gn} of finely open nearly Borel sets such that µ(Gn) <∞, n ≥ 1.
It is known (see [16, Therems 6.15, 6.21, 6.29]) that for every PcNAF A its Revuz
measure µA is smooth and for every smooth measure µ there exists a unique PcNAF
Aµ such that its Revuz measure is equal to µ.
Lemma 4.2. Let µ be a positive smooth measure. Then the function u defined as
u(x) = Ex
∫ ζ
0
dAµ, x ∈ E
is finely continuous and if u <∞, m-a.e. then u <∞ q.e.
Proof. That u is finely continuous follows from [34, Theorems 36.10, 49.9]. Since u
is finely continuous, F = {u =∞} is finely closed. Therefore
Pm(σF <∞) = Pm(σF <∞,XσF ∈ F ) = Pm(σF <∞, u(XσF ) =∞)
= Pm
(
σF <∞, Ex
( ∫ ∞
σE
dAµr |FσF
))
≤ Pm
(
σF <∞, Ex
( ∫ ζ
0
dAµr |FσF∧ζ
)
=∞
)
≤ Pm
(
Ex
( ∫ ζ
0
dAµr |FσF∧ζ
)
=∞
)
= 0,
which when combined with [6, Corollary 1.8.6] implies that F is m-polar. ✷
Proposition 4.3. (X,B1,m) has the compactness property iff (X, [0, v],m) has the
compactness property for every v ∈ D.
Proof. Sufficiency is obvious. To prove necessity, let us assume that (X,B1,m)
has the compactness property and for v ∈ D let us choose {un} ⊂ B
+(E) such that
un ≤ v, m-a.e. for n ≥ 1. Write u
k
n = Tk(un). Since v ∈ D, Rαv is finite m-a.e. for
every α > 0. Let g be a strictly positive Borel measurable function on E such that∫
(Rαv)g dm < ∞. By the assumption, for every k ≥ 0 there exists a subsequence
(n′) ⊂ (n) such that {Rαu
k
n′} is convergent in L
1(E; g · m). Therefore to show the
existence of a subsequence (m) ⊂ (n) such that Rαum converges in L
1(E; g · m) it
is enough to prove that ‖Rαu
k
n − Rαun‖L1(E;g·m) ≤ C(k) for some independent of n
constants C(k) such that C(k)→ 0 as k → +∞. Observe that
‖Rαu
k
n −Rαun‖L1(E;g·m) ≤ Eg·m
∫ ∞
0
e−αt|un(Xt)− u
k
n(Xt)| dt
≤ Eg·m
∫ ∞
0
e−αt1{v(Xt)>k}v(Xt) dt ≡ C(k).
Since
∫
(Rαv)g dm <∞, C(k)→ 0 as k →∞. ✷
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Proposition 4.4. Let X be a right Markov process and m be an excessive measure.
Then (X,B1,m) has the compactness property iff Rα : L
1(E;m) → L1(E;m) is order
compact for some (and hence for every) α > 0.
Proof. Necessity. Assume that (X,B1(E),m) has the compactness property. Let
v ∈ L1(E;m) and {un} ⊂ [0, v]. Write v
k
n = Rαu
k
n, u
k
n = Tk(un) for n, k ≥ 1. By
the compactness property of (X,B1(E),m) there exists a subsequence (still denoted by
(n)) such that vkn is m-a.e. convergent. Since v
k
n ≤ Rαv ∈ L
1(E;m), vkn is convergent
in L1(E;m). Furthermore,
‖vkn − vn‖L1(E;m) ≤
∫
E
Rα|Tk(un)− un| dm ≤
1
α
∫
E
|Tk(un)− un| dm
≤
2
α
∫
{v>k}
v dm ≡ C(k).
Since C(k) → 0 as k → +∞, there exists a subsequence (n′) ⊂ (n) such that {vn′} is
convergent in L1(E;m).
Sufficiency. Now assume that Rα : L
1(E;m) → L1(E;m) is order compact. Let
{un} ⊂ B
+(E) be such that un(x) ≤ 1 for x ∈ E,n ≥ 1. Let {gk} be a sequence
of positive functions in L1(E;m) such that gk ր 1 and let ρ be a strictly positive
function in L1(E;m). Write ukn = ungk, v
k
n = Rαu
k
n, vn = Rαun. By the assumption,
for every k ≥ 1 there exists a subsequence (still denoted by n) such that vkn converges
in L1(E;m). It follows that for every k ≥ 1 there exists a subsequence (still denoted
by n) such that vkn converges in L
1(E; ρ ·m). This when combined with the fact that
lim
k→∞
‖vkn − vn‖L1(E;ρ·m) ≤ lim
k→∞
∫
E
Rα|1− gk|ρ dm = 0
implies the existence of a subsequence (n′) ⊂ (n) such that vn′ converges in L
1(E; ρ·m).
Therefore there is a further subsequence (n′′) ⊂ (n′) such that vn′′ converges m-a.e. ✷
Let us consider the following system
−Au = F (x, u) + µ, (4.1)
where (A, (D(A)) is the operator defined by
D(A) = Rα(L
1(E;m)), −A(Rαf) = f − αRαf, f ∈ L
1(E;m). (4.2)
for some α > 0. Since m is an excessive measure,∫
E
αRαf dm ≤
∫
E
f dm, f ∈ B+(E),
from which it follows immediately that Rαf = 0, m-a.e., if f = 0, m-a.e. Therefore
(4.2) makes sense. Also note that by the resolvent equation the definition of (A,D(A))
is independent of α > 0.
Proposition 4.5. Let B ∈ B(E). If (X,B1(E)) has the compactness property then
(XB ,B1(E)) has the compactness property.
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Proof. Follows by the same method as in the proof of Proposition 2.8, because under
the assumption of the present proposition we need not use Lemma 2.6.
Theorem 4.6. Let X be a transient Markov process satisfying condition (L) of Meyer.
Assume that (H1)–(H4) are satisfied. Then there exists a solution of (4.1).
Proof. We assume that there exists a Borel function g ∈ B+(E) such that |F (x, y)| ≤
g(x) for x ∈ E, y ∈ RN and Rg is finitem-a.e. Let ρ be a strictly positive Borel function
on E such that ∫
E
[ExA
|µ|
ζ +Rg(x)]
2ρ(x)m(dx) <∞.
Let
Φ : L2(E; ρ ·m)→ L2(E; ρ ·m), Φ(u) = RF (·, u) +Rµ.
The mapping Φ is well defined since
|R(F (·, u)) +Rµ| ≤ Rg ∈ R|µ| ∈ L2(E; ρ ·m).
In fact Φ : L2(E; ρ ·m)→ BL2(E;ρ·m)(0, r), where r = ‖Rg‖L2(E;ρ·m) + ‖R|µ|‖L2(E;ρ·m).
Φ is continuous by (H3). Let {un} ⊂ L
2(E; ρ · m). Define vn by putting vn(x) =
RF (·, un)(x) + Rµ(x) for x such that Rg(x) + R|µ|(x) < ∞ and vn(x) = 0 otherwise.
By the assumptions and Lemma 4.2, vn is finely continuous and finite q.e. By Remark
4.1 we may assume that it is finite except for an m-inessential set. Then by the strong
Markov property formula (3.4) holds. Therefore repeating the arguments following
(3.4) and applying Proposition 4.3 we conclude that Φ is compact. The rest of the
proof now runs as in Step 2 of the proof of Theorem 3.4 (we use Proposition 4.5 instead
of Proposition 2.8). ✷
5 Applications
In this section we give several examples of processes having the compactness property.
Example 5.1. Let {µt, t > 0} be a convolution semigroup on R
d and let X be a Hunt
process with the transition function
ptf(x) =
∫
Rd
f(x+ y)µt(dy).
It is known (see [5]) that if for some ε > 0
lim
|x|→∞
|x|−ε|Reψ|(x)→∞, (5.1)
where µˆt(x) = e
−tψ(x), x ∈ Rd (µˆt stands for the Fourier transform of µt) then the
Lebesgue measurem on Rd is a reference measure for X. Therefore if X is a Le´vy process
with the characteristic exponent ψ satisfying (5.1) then (X,B1) has the compactness
property. Consequently, our existence and uniqueness results of Section 3 (Theorem
3.4 and Proposition 3.3) apply to systems with operator A of the form ψ(∇) with ψ
satisfying (5.1). A model example is ψ of the form ψ(x) = |x|α, x ∈ Rd, for some
α ∈ (0, 2], which corresponds to the fractional Laplacian ψ(∇) = (∇2)α/2 = ∆α/2.
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Example 5.2. Let H be a real Hilbert space, Q ∈ L(H) be a selfadjoint nonnegative
operator and A be a generator of a C0-semigroup e
tA on H. Let
Qt =
∫ t
0
esAQesA
∗
ds
be of trace class, etA(H) ⊂ Q
1/2
t (H) and KerQt = {0}, t > 0. It is well known that the
Ornstein-Uhlenbeck semigroup
(Ttφ)(x) =
∫
H
φ(x)N (etAx,Qt) dy, φ ∈ Bb(E),
where N (etAx,Qt) is the Gaussian measure on H with mean e
tAx and covariance
operator Qt is representable by the Ornstein-Uhlenbeck process being a solution of the
SDE {
dX(t, x) = AX(t, x) dt +Q1/2dW (t)
X(0, x) = x ∈ H,
i.e.
(Ttφ)(x) = Exφ(Xt), φ ∈ Bb(E)
(see [12] for details). By the Cameron-Martin formula (see, e.g., [11]), X satisfies
Meyer’s hypothesis (L), which implies that (X,B1) has the compactness property.
Therefore results of Section 3 apply to systems with Ornstein-Uhlenbeck operator being
a generator of the semigroup {Tt}.
Example 5.3. Let (E ,D[E ]) be a regular symmetric Dirichlet form on L2(E;m). By
[20], if the following Sobolev type inequality holds
‖u‖2p0 ≤ cEλ0(u, u), u ∈ D[E ]
for some c > 0, p0 > 2, λ0 ≥ 0, then m is a reference measure for X associated with
(E ,D[E ]). Consequently, (X,B1) has the compactness property.
Example 5.4. Let (E ,D[E ]) be a regular semi-Dirichlet form and let X be the associ-
ated Hunt process. Suppose that (X,P,m) has the compactness property. Let µ be a
positive smooth measure and let (Eµ,D[Eµ]) be the form defined as
Eµ(u, v) = E(u, v) +
∫
E
uv dµ, D[Eµ] = {u ∈ D[E ];
∫
E
|u|2 dµ <∞}.
It is known that (Eµ,D[Eµ]) is a quasi-regular Dirichlet form and that the associated
standard special process Xµ is a subprocess of X (see [20, Section 6.4]). Therefore
(Xµ,P,m) has the compactness property.
Example 5.5. Let ({Xt, t ≥ 0}, {Ps,x, (s, x) ∈ [0,∞) × E}) be a time inhomogenous
Markov process. Assume that for every s ≥ 0 the pair (Xs = ({Xs+t, t ≥ 0}, {Ps,x, x ∈
E}),B1(E)) has the compactness property. Then by Proposition 2.4, X
s has a reference
measure m(s). Assume that m(s) = m, s ≥ 0. Let Z = ({Zt, t ≥ 0}, {Pz , z ∈
[0,∞) × E}), where Zt = (τ(t),Xτ(t)), t ≥ 0 and τ is the uniform motion to the right
25
i.e. τ(t) = τ(0) + t, Ps,x(τ(0) = s) = 1. Then Z is a Markov process with reference
measure m¯ = dt⊗m. Indeed, we have
RZα((s, x), T ×B) =
∫ ∞
0
e−αtEs,x1B(Xs+t) · 1T (s+ t) dt. (5.2)
Suppose that T ∈ B([0,∞)), B ⊂ B(E) and m¯(T × B) = 0. Then dt(T ) = 0 or
m(B) = 0. If dt(T ) = 0 then it is clear that RZα((s, x), T × B) = 0. If m(B) = 0 then
the right-hand side of (5.2) is less then or equal to∫ ∞
0
e−αtEs,x1B(Xs+t) dt = R
Xs
α (x,B) = 0,
the last equality being a consequence of the fact that RX
s
α (x, dy)≪ m(dy). Thus m¯ is
the reference measure. As a result, the pair (Z,B1([0,∞) × E)) has the compactness
property. For instance, let {A(t), t ≥ 0} be a family of operators associated with
regular semi-Dirichlet forms E(t) on L2(E;m) and let Z be a process associated with
the operator L = ∂∂t + A(t). If for every t ≥ 0 the Hunt processes associated with
E(t) together with B1(E) form pairs having the compactness property with the same
reference measure then the pair (Z,B1([0,∞) ×E)) has the compactness property.
Example 5.6. Let X be a solution of the following d-dimensional SDE
Xxt = x+
d∑
j=1
∫ t
0
aj(r,X
x
r ) dW
j
r +
∫ t
0
b(r,Xxr ) dr,
where x ∈ Rd and aj , b : [0,∞] × R
d → Rd, j = 1, . . . , d, are measurable functions
satisfying the assumptions
(a)
∑d
j=1 |aj(t, x)− aj(t, y)| + |b(t, x)− b(t, y)| ≤ L|x− y| for every x, y ∈ R
d, t ≥ 0,
(b) t→ aj(t, 0), t→ b(t, 0) are bounded on [0, T ] for every T > 0.
Then by [29, Theorem 2.3.2], if
P (Sx = 0) = 1,
where
Sx = inf{t > 0;
∫ t
0
1{det σ(r,Xr)6=0} dr > 0} ∧ T,
then for every t > 0 the distribution of Xt is absolutely continuous with respect to
the Lebesgue measure on Rd. It follows that if, for instance, σ(t, x) > 0 for every
(t, x) ∈ [0,∞) × Rd, then (X,B1(R
d)) has the compactness property. More generally,
let A be an absorbing set for X, i.e. if x /∈ A then P (∃tX
x
t ∈ A) = 0. Then if σ(t, x) > 0
for every (t, x) ∈ [0,∞)×Rd \A then (XR
d\A,B1(E \A)) has the compactness property.
To be more specific, let us consider diffusion process describing dividend-paying asset
prices in the classical multidimentional Black and Scholes model, i.e.
Xx,it = xi +
∫ t
0
(r − di)X
x,i
r dr +
d∑
j=1
∫ t
0
σijX
x,i
r dW
j
r , i = 1, . . . , d.
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Then (XR
d\A,B1(R
d \ A)), where A = {x ∈ Rd : xi = 0 for some i = 1, . . . , d}, has the
compactness property.
We close this section with an example of a right Markov process X which is not
associated with a Dirichlet form, so that the results of Section 3 can not be applied to
systems with operator associated with X. However, X satisfies Meyer’s hypothesis (L),
so that results of Section 4 are applicable.
Example 5.7. For φ ∈ C1(R2), x ∈ R2 set
Lφ(x) =
1
2
tr(QD2φ(x)) + 〈Ax,Dφ(x)〉,
where
Q =
[
1 1
1 1
]
, A =
[
−1 0
0 −2
]
.
Then the semigroup etA generated by A is of the form
etA =
[
et 0
0 e−2t
]
, t ≥ 0
and
Qt ≡
∫ t
0
esAQesA ds =
[
1
2(1− e
−2t) 13(1− e
−3t)
1
3(1− e
−3t) 14(1− e
−4t),
]
, Q∞ =
[
1
2
1
3
1
3
1
4
]
.
It is clear that KerQt = {0} and Qt > 0 for every t > 0. Let {Pt, t ≥ 0} be the
semigroup generated by the operator L on L2(R2;µ), where µ = N (0, Q∞). It is well
known that
Ptf(x) = Exf(Xt),
where X is a unique solution of the SDE
dXt = AXt dt+Q
1/2 dWt, X0 = x.
From [27] it follows that X = {(X,Px), x ∈ R
2}) satisfies Meyer’s hypthesis (L). There-
fore (X,B1) has the compactness property. On the other hand, by [22], {Pt, t ≥ 0}
is variational (i.e. is associated with a Dirichlet form on L2(R2, µ)) if and only if
{Pt, t ≥ 0} is analytic. By [22] (see also [19]), {Pt, t ≥ 0} is analytic if and only if Q is
invertible. Accordingly, {Pt, t ≥ 0} is not variational.
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