A new protograph-based framework for message passing (MP) decoding of low density parity-check (LDPC) codes with Hamming weight amplifiers (HWAs), which are used e.g. in the NIST post-quantum crypto candidate LEDAcrypt, is proposed. The scheme exploits the correlations in the error patterns introduced by the HWA using a turbo-like decoding approach where messages between the decoders for the outer code given by the HWA and the inner LDPC code are exchanged. Decoding thresholds for the proposed scheme are computed using density evolution (DE) analysis for belief propagation (BP) and ternary message passing (TMP) decoding and compared to existing decoding approaches. The proposed scheme improves upon the basic approach of decoding LDPC code from the amplified error and has a similar performance as decoding the corresponding moderate-density parity-check (MDPC) code but with a significantly lower computational complexity.
Introduction
In 1978, McEliece proposed a code-based public-key cryptosystem (PKC) [1] that relies on the hardness of decoding an unknown linear error-correcting code. Unlike the widely-used Rivest-Shamir-Adleman (RSA) cryptosystem [2] , the McEliece cryptosystem is resilient against attacks performed on a quantum computer and thus is considered as post-quantum secure. One drawback of the McEliece cryptosystem compared to the RSA cryptosystem is the large key size and the rate-loss . Many variants of the McEliece cryptosystem based on different code families were considered in the past. In particular, McEliece cryptosystems based on low density parity-check (LDPC) allow for very small keys but suffer from feasible attacks on the low-weight dual code [3] .
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A variant based on quasi cyclic (QC)-LDPC codes that uses a sparse column scrambling matrix, a so-called Hamming weight amplifier (HWA), to increase the density of the public code parity-check matrix was proposed in [4] . However, unfortunate choices of the column scrambling matrix allow for structural attacks [5] . In [6] a scheme that defeats the attack in [5] by using dense row scrambling matrices and less structured column scrambling matrices was presented. Optimized code constructions for the cryptosystem proposed in [6] were presented in [7] . The ideas and results of [6, 7] are the basis for the LEDcrypt [8] PKC and authentication schemes that are candidates at the current post-quantum cryptosystem standardization by NIST.
In LEDAcrypt [8] , an variant of the bit-flipping 4 decoder [10] , called "Qdecoder", that exploits the correlation in the error patterns due to the HWA, is used. The "Q-decoder" has the same error-correction performance as a BF decoder for the corresponding moderate-density parity-check (MDPC) code but has a significantly lower computational complexity [7] .
In this paper, the request for designing and analyzing improved decoders for LDPC codes with HWAs from [8, Chapter 5] is considered. In particular, a new protograph-based decoding scheme for LDPC codes with HWAs is presented.
The new scheme provides a turbo-like decoding framework, where information between the decoder of the outer rate-one code given by the HWA and the decoder of the inner LDPC codes, is exchanged. The proposed framework allows to compare, analyze and optimize message passing (MP) decoding schemes for LDPC codes with HWAs.
The density evolution (DE) analysis for belief propagation (BP) and ternary message passing (TMP) decoding shows, that the proposed protograph-based scheme has in general a similar error-correction capability as the corresponding MDPC code under MP decoding and improves upon the basic approach of decoding the amplified error using an LDPC decoder. For some parameters, the protograph-based scheme improves upon the corresponding MDPC decoding approach while having a lower computational complexity due to the sparsity of the extended graph. The gains in the error-correction capability predicted by DE analysis are validated by Monte Carlo simulations under BP and TMP decoding. coefficients in F 2 obtained by cyclically shifting its first row a = (a 0 , a 1 , . . . , a p−1 ) to right, yielding
The set of p × p circulant matrices together with the matrix multiplication and addition forms a commutative ring and it is isomorphic to the polynomial ring (F 2 [X]/ (X p − 1) , +, ·). In particular, there is a bijective mapping between a circulant matrix A and a polynomial a(X) = a 0 +a 1 X +.
. We indicate the vector of coefficients of a polynomial a(X) as a = (a 0 , a 1 , . . . , a p−1 ). The weight of a polynomial a(X) is the number of its non-zero coefficients, i.e., it is the Hamming weight of its coefficient vector a. We indicate both weights with the operator wht (·), i.e., wht (a(X)) = wht (a). In the remainder of this paper we use the polynomial representation of circulant matrices to provide an efficient description of the structure of the codes.
McEliece Cryptosystem using LDPC Codes with Hamming Weight Amplifiers
For n = N 0 p, dimension k = K 0 p, redundancy r = n − k = R 0 p with R 0 = N 0 − K 0 for some integer p, the parity-check matrix H(X) of a QC-LDPC 5 code in polynomial form is a R 0 × N 0 matrix where each entry (polynomial) describes the corresponding circulant matrix. We denote the corresponding R 0 × N 0 base matrix that indicates the Hamming weights of the polynomials in H(X) by
The column scrambling matrix Q(X) is of the form
5 As in most of the literature, we loosely define a code to be QC if there exists a permutation of its coordinates such that the resulting (equivalent) code has the following property: if x is a codeword, then any cyclic shift of x by positions is a codeword. For example, a code admitting a parity-check matrix as an array of R0 × N0 circulants does not fulfill the property above. However the code is QC in the loose sense, since it is possible to permute its coordinates to obtain a code for which every cyclic shift of a codeword by = N0 positions yields another codeword.
We denote the corresponding base matrix for Q(X) by
This implies that Q(X) has constant row and column weight d Q .
Without loss of generality we consider in the following codes with r = p (i.e. R 0 = 1). This family of codes covers a wide range of code rates and is of particular interest for cryptographic applications since the parity check matrices can be characterized in a very compact way. The parity-check matrix of QC-LDPC codes with r = p has the form
Let DEC H (·) be an efficient decoder for the code defined by the parity-check matrix H that returns an estimate of a codeword or a decoding failure.
Key generation:
c and the matrix Q with row and column weight d Q is the private key.
-From the private matrices H(X) and Q(X) the matrix H (X) is obtained as
The row weight d c of H (X) is upper bounded by
Due to the low density of H and Q we have that d c ≈ d c d Q . Hence, the density of H is higher compared to H which results in a degraded errorcorrection performance. Depending on d c and d Q , H may be a parity-check matrix of a QC-MDPC code [11] . The public key is the corresponding binary k × n generator matrix G (X) of H (X) in systematic form.
Encryption:
-To encrypt a plaintext 6 u ∈ F k 2 a user computes the ciphertext c ∈ F n 2 using the public key G as
where e is an error vector uniformly chosen from all vectors from F n 2 of Hamming weight wht (e) = e.
Decryption:
-To decrypt a ciphertext c the authorized recipient uses the secret matrix Q to compute the transformed ciphertext
A decoder DEC H (·) using the secret matrix H is applied to decrypt the transformed ciphertextc aŝ
-The generator matrix corresponding to H is used to recover the plaintext u fromĉ.
Protograph Ensembles
A protograph P [13] is a small bipartite graph comprising a set of N 0 variable nodes (VNs) (also referred to as VN types)
The jth column of B is associated to VN type V j and the ith row of B is associated to CN type C i . The (i, j) element of B is b ij . A larger graph (derived graph) can be obtained from a protograph by applying a copy-and-permute procedure. The protograph is copied Q times (Q is commonly referred to as lifting factor), and the edges of the different copies are permuted preserving the original protograph connectivity: If a type-j VN is connected to a type-i CN with b ij edges in the protograph, in the derived graph each type-j VN is connected to b ij distinct type-i CNs (observe that multiple connections between a VN and a CN are not allowed in the derived graph). The derived graph is a Tanner graph with n 0 = N 0 p VNs and m 0 = M 0 p CNs that can be used to represent a binary linear block code. A protograph P defines a code ensemble C . For a given protograph P, consider all its possible derived graphs with n 0 = N 0 p VNs. The ensemble C is the collection of codes associated to the derived graphs in the set. A distinctive feature of protographs is the possibility of specifying graphs which contain VNs which are associated to codeword symbols, as well as VNs which are not associated to codeword symbols. The latest class of VNs are often referred to as state or punctured VNs. The term "punctured" is used since the code associated with the derived graph can be seen as a punctured version of a longer code associated with the same graph for which all the VNs are associated to codeword bits. The introduction of state VNs in a code graph allows designing codes with a remarkable performance in terms of error correction [14] [15] [16] .
Decoding Algorithms for Low-Density Parity-Check Codes
In this work we consider two types of MP decoding algorithms for LDPC codes.
Scaled Sum-Product Algorithm We consider a BP decoding algorithm that is a generalization of the classical sum-product algorithm (SPA), where the generalization works by introducing an attenuation of the extrinsic information produced at the CNs (see [17] for details). As we shall see, the attenuation can be used as an heuristic method to control the code performance at low error rates where trapping sets may lead to premature error floors.
Ternary Message Passing (TMP) TMP is an extension of binary message passing (BMP) decoding introduced in [18] . The exchanged messages between CNs and VNs belong to the ternary alphabet M = {−1, 0, 1}, where 0 corresponds to an erasure. At the CNs the outgoing message is the product of the incoming messages. The update rule at the VNs involves weighting the channel and the incoming CN messages. The corresponding weights can be estimated from the DE analysis (see [19] ). A quantization function is then applied to map the sum of the weighted messages to the ternary message alphabet M.
Decoding of QC-LDPC codes with Hamming Weight Amplifiers
The decoding step in (4) using the parity-check matrix H is possible since uG Q T = x Q T is a codeword x of the LDPC code C described by H since we have that
The error weight of transformed error e = eQ T in (4) is increased and upper bounded by
Due to the sparsity of H, Q and e we have that wht (e ) ≈ ed Q . In other words, the matrix Q increases the error weight and thus we call Q a HWA.
In the following we consider two decoding principles for LDPC codes with HWAs.
Basic Decoding Approach A simple approach of decoding an LDPC code with HWA is to decode the transformed ciphertext uG = DEC H (c) using a decoder for the LDPC code defined by H (see [6, 7] ). Due to the sparse parity-check matrix DEC H (·) has a good error-correction performance but has to correct the amplified error e of weight wht (e ) ≈ ed Q .
Decoding QC-LDPC-HWA Codes as QC-MDPC Codes An alternative decoding approach is to consider H as a parity-check matrix of a QC-MDPC code and decode the ciphertext c without using the transformation in (3):
Compared to DEC H (·), the error-correction performance of DEC H (·) is degraded due to the higher density of H . However, the decoder only has to correct errors of weight wht (e) = e (instead of ed Q ) only since the Hamming weight is not increased by the transformation of the ciphertext c in (3).
Comparison of Decoding Strategies
In order to evaluate the performance of the previously described decoding strategies for LDPC codes with HWA, we analyze the error-correction capability using DE analysis. The analysis, which addresses the performance of the relevant code ensembles in the asymptotic regime, i.e., as n goes to infinity, can be used to estimate the gains achievable in terms of error correction capability. We denote the iterative decoding threshold under SPA by δ SPA and the decoding threshold of TMP by δ TMP . For a fair comparison, we consider the QC-MDPC ensemble for 80-bit security from [11] as a reference. For the reference ensemble the estimate of the error-correction capability for a given n under SPA and TMP decoding can be roughly obtained as nδ SPA and δ TMP , respectively. The parameters of the corresponding LDPC codes and the HWAs are chosen such that the row-weight of the resulting parity-check matrices H = HQ match with the reference ensemble, i.e., we have d c = d c d Q = 90. In this setting, the rough estimate of the error-correction capability of the basic decoder is obtained by nδ SPA /d Q and nδ TMP /d Q , where δ SPA and δ TMP are the decoding thresholds of the corresponding LDPC code under SPA and TMP decoding, respectively.
The results in Table 1 show, that decoding the MDPC code (d Q = 1) gives a better error-correction performance than decoding the LDPC code from the amplified error. There is a bit-flipping-based [10] decoder, called "Q-decoder", that incorporates the knowledge of the HWA matrix Q during the decoding process [8] . The Q-decoder is equivalent to the bit-flipping decoder of the corresponding MDPC code [8, Lemma 1.5.1] but has a significantly lower computational complexity [8, Lemma 1.5.2].
Improved Protograph-Based Decoding of LDPC Codes with Hamming Weight Amplifiers
Motivated by the observations above, we derive a new protograph-based decoding framework for LDPC codes with HWAs that incorporates the knowledge about the HWA matrix Q at the receiver. The decoding framework allows to apply known MP decoding algorithms and has an improved error-correction capability compared to the naive approach and a significantly reduced computational complexity compared to the corresponding MDPC decoding approach (see (5)).
Protograph Representation of the LDPC-HWA Decoding Problem
Let C be an LDPC code with parity-check matrix H and let C denote the code with parity-check matrix H = HQ.
Then we have that xH T = 0, ∀x ∈ C and x H T = 0, ∀x ∈ C .
Using (6) we can rewrite (7) as
Hence, we have that x Q T must be contained in C for all x ∈ C . Defining x = x Q T we can restate (7) as
The matrix H ext in (8) is a (n + r) × 2n parity-check matrix of an LDPC code of length 2n and dimension n − r. The corresponding base matrix of H ext is
9
The extended parity-check H ext can be used for decoding where the n rightmost bits are associated to the punctured VNs and the n leftmost bits are associated to the ciphertext c . As mentioned in Section 2.3 the introduction of state VNs in a code graph can improve the error-correction capability of the code significantly [14] [15] [16] .
The protograph corresponding to the base matrix B ext is depicted in Figure 1 .
Outer Code (HWA) 
Complexity Considerations
The complexity of MP decoding depends on the CN and VN degrees of the underlying graph. Hence, the complexity of decoding the LDPC code is significantly lower than the complexity of decoding the corresponding MDPC code (see e.g. [7] ). For the protograph-based decoding approach, we have O ((d c + d Q )n) CN and VN messages per iteration whereas in the corresponding MDPC approach we have O (d v d Q n) CN and VN messages per iteration. Hence, the protograph-based decoding approach has a significantly lower complexity compared to the MDPC decoding approach.
Example 1. This effect was also observed in a Monte Carlo simulation for the first ensemble in Table 3 . The simulation of 2 · 10 4 iterations with a nonoptimized ANSI C implementation of the TMP decoder took 12m 18s (36.9·10 −3 s/iteration) for the protograph-based approach and 5h 50m 4s (1.1 s/iteration) for the corresponding MDPC approach.
Density Evolution Analysis
We now provide an asymptotic analysis of the code ensembles resulting from the different decoding approaches for LDPC codes with HWAs. The analysis is performed by means of DE under BP (SPA) and TMP decoding in order to get a rough estimate of the error correction capability of the codes drawn from the proposed ensembles.
BP: Quantized Density Evolution for Protographs
For BP, we resort to quantized DE (see [20, 21] for details). The extension to protograph ensembles is straightforward and follows the footsteps of [16, 22] . Simplified approaches based on the Gaussian approximation are discarded due to the large CN degrees [23] of the MDPC ensembles.
TMP: Density Evolution for Protographs
The decoding threshold δ TMP , the optimal quantization threshold and the weights for the CN messages for TMP can be obtained by the DE analysis in [19] .
Estimation of the Error Correction Capability
In order to evaluate the error correction performance of the above described decoding scheme we compare the proposed protograph ensembles described by (9) with the corresponding QC-MDPC ensemble. As a reference we take the MDPC ensemble B MDPC = (45 45) for 80-bit security from [11] . For a fair comparison the reference ensembles in Table 2 are designed such that the base matrix B of HQ equals the base matrix B MDPC of the corresponding QC-MDPC ensemble, i.e., we have
For each ensemble, we computed the iterative decoding threshold, i.e., the largest channel error probability for which, in the limit of large n, DE predicts successful decoding convergence. We denote the iterative decoding threshold under SPA by δ SPA and the decoding threshold of TMP by δ TMP . In Table 2 we provide a rough estimate of the number of errors at which the waterfall region of the block error probability is expected to be, by multiplying the asymptotic thresholds with the block length n.
Estimation of the Error Correction Capability for the
LEDAcrypt Code Ensembles Table 3 shows the decoding thresholds under SPA and TMP decoding for the protograph ensembles corresponding to the parameters in the current LEDAcrypt specifications [8, Table 3 .1]. The decoding thresholds for the MDPC ensembles 
Simulation Results
In order to evaluate the actual error correction capability and validate the gains predicted by DE analysis, we performed Monte Carlo simulations for codes picked from the ensembles in Table 2 . The number of iterations for the SPA and TMP algorithm has been fixed to 100. Figure 2 shows that the error correction performance of C B significantly improves upon the performance of C A under SPA decoding. For TMP decoding we observe, that we can recover a big part of the loss with respect to C A . The figure also shows that the decoding thresholds predicted by DE (see Table 2 ) give a good estimate of the error correction performance gains.
Conclusions
In this paper, message passing (MP) decoding schemes for low density paritycheck (LDPC) codes with Hamming weight amplifiers (HWAs), like used e.g. in the post-quantum crypto NIST proposal LEDAcrypt, were considered. A new protograph-based decoding framework that allows to analyze and optimize MP decoding schemes for LDPC codes with HWAs was presented. The new scheme uses a turbo-like principle to incorporate partial information about the errors that is available at the decoder and recovers most of the loss due to the error amplification due to the HWA. Decoding thresholds for the resulting code ensembles Table 3 . Thresholds for different protographs for the parameters of LEDAcrypt [8, Table 3 .1] for the NIST categories 1 (128 Bit), 3 (192 Bit) and 5 (256 Bit).
SL[Bit]
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