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Atmospheric circulation patterns that prevail for several consecutive days over
a specific region can have consequences for the wind energy sector as they
may lead to a reduction of the wind power generation, impacting market
prices or repayments of investments. The main goal of this study is to develop
a user-oriented classification of atmospheric circulation patterns in the Euro-
Atlantic region that helps to mitigate the impact of the atmospheric variability
on the wind industry at seasonal timescales. Particularly, the seasonal forecasts
of these frequencies of occurrence can be also beneficial to reduce the risk of
the climate variability in wind energy activities. K-means clustering has been
applied on the sea level pressure from the ERA5 reanalysis to produce a classi-
fication with three, four, five and six clusters per season. The spatial similarity
between the different ERA5 classifications has revealed that four clusters are a
good option for all the seasons except for summer when the atmospheric circu-
lation can be described with only three clusters. However, the use of these clas-
sifications to reconstruct wind speed and temperature, key climate variables
for the wind energy sector, has shown that four clusters per season are a good
choice. The skill of five seasonal forecast systems in simulating the year-to-year
variations in the frequency of occurrence of the atmospheric patterns is more
dependent on the inherent skill of the sea level pressure than on the number
of clusters employed. This result suggests that more work is needed to improve
the performance of the seasonal forecast systems in the Euro-Atlantic domain
to extract skilful forecast information from the circulation classification.
Finally, this analysis illustrates that from a user perspective it is essential to
consider the application when selecting a classification and to take into
account different forecast systems.
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1 | INTRODUCTION
Climate information and predictions have shown high
potential for their application in different socioeconomic
sectors such as energy (Garcia-Morales and Dubus, 2007;
De Felice et al., 2015; Reyers et al., 2015; 9 Torralba
et al., 2017), agriculture (Ceglar et al., 2017), transport
(Palin et al., 2016) or health (Lowe et al., 2016). Neverthe-
less, the lack of tailored climate information that can be
easily integrated in different decision-making processes
has prevented a higher penetration of this information
source. To address this gap, the development of robust
methodologies that can be employed for the generation
of products tailored to specific users' needs is required
(Soret et al., 2019). In this framework, climate sensitive
sectors such as energy (Grams et al., 2017; van der Wiel
et al., 2019) or water management (Lavaysse et al., 2018)
have shown interest in understanding the usefulness of
atmospheric circulation patterns as an additional tool to
the current climate information available to guide
decision-making processes.
Wind energy users need to properly characterize the
climate variability in a wide range of timescales (short-
term, subseasonal, seasonal and decadal) because this
variability can affect the balance between wind energy
production and demand (Brayshaw et al., 2011; Thornton
et al., 2017; Staffell and Pfenninger, 2018). The strong
association between atmospheric circulation and wind
power production suggests that the most recurrent large-
scale atmospheric circulation structures can be used as a
tool to understand the fluctuations of the wind energy
generation (Curtis et al., 2016; Zubiate et al., 2017; Walz
et al., 2018). The occurrence of identifiable atmospheric
patterns can be used to understand anomalies of the
wind energy resources in the past months (forensic ana-
lyses) but also to make simplified estimations of the sea-
sonal evolution of the atmospheric variability that could
be useful to anticipate revenues and potential cash-flow
problems, plan maintenance operations or anticipate
supply–demand balance risks. Consequently, wind
energy users have shown interest in knowing the influ-
ence of the atmospheric patterns on the wind energy
resources as this can help to guide new deployment strat-
egies that minimize the risk related to the variations in
wind energy outputs (Grams et al., 2017). Particularly,
these users are interested in the impact of the atmo-
spheric circulation on wind speed and temperature.
These two variables are important because wind speed
provides information about the available wind energy
resources and temperature is directly linked to the energy
demand (Bessec and Fouquau, 2008; De Cian et al., 2013;
De Felice et al., 2015). These are relevant aspects for the
wind energy community because one of the challenges
for renewable energy sources is to balance supply with
demand.
Seasonal forecasts of the frequency of occurrence of
specific circulation patterns would be of great value to
wind energy users as this information can be used to
understand changes in the essential climate variables
(e.g., wind speed or temperature), which is important for
the development of some strategies to mitigate the atmo-
spheric variability related risks affecting wind energy
resources. Therefore, wind energy users can combine sea-
sonal forecasts of wind speed and temperature with fore-
casts of the expected frequency of occurrence of specific
atmospheric patterns to take better informed decisions.
This paper examines the capability of five Copernicus Cli-
mate Change Service (C3S) seasonal forecast systems to
predict the average frequency of occurrence of these
atmospheric patterns for the upcoming season. It is
important to mention that the seasonal forecasts do not
seek to predict the exact time of occurrence of the transi-
tions between one pattern to another, as these transitions
occur at a shorter timescale. Instead, these forecasts can
be used to estimate which atmospheric patterns are the
most likely to prevail over the coming season (Palmer
and Anderson, 1994).
The most recurrent and persistent large-scale
atmospheric circulation structures that allow the charac-
terization of the complex atmospheric dynamics in the
Euro-Atlantic region, which is a key region for several
industrial activities, have already been studied in the sci-
entific literature (Vautard, 1990; Michelangeli et al.,
1995). These patterns have been extensively used to
investigate the atmospheric variability in the mid-lati-
tudes, as they are associated with extreme weather events
such as heat waves or droughts (Yiou et al., 2008;
Quesada et al., 2012). The classification of the atmo-
spheric circulation in a set of a few recurrent atmospheric
patterns is a task that can be performed in different ways
(see Huth et al., 2008; Hannachi et al., 2017, for compre-
hensive reviews on the topic). In this work, an unsuper-
vised classification of the daily circulation into clusters
with similar spatial patterns has been performed by the k-
means algorithm (Hartigan and Wong, 1979), which is
one of the most common machine learning approaches
applied in climate research (Michelangeli et al., 1995).
The wind industry has shown interest in the relation-
ship between the atmospheric patterns and the fluctua-
tions in energy production and demand. However, the
potential of these atmospheric patterns for the develop-
ment of a climate service has not been widely exploited
yet. One of the reasons is that most of the existing studies
focus mainly on the winter season (e.g., Cassou, 2008;
Dawson et al., 2012; Stryhal and Huth, 2017) and these
classifications for one specific season are not sufficiently
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detailed to fully understand the variability of user-
relevant variables throughout the year (Grams
et al., 2017). Recently, some studies have attempted to
overcome this limitation by proposing yearly-round
classifications that are defined for each month or the full
year (Vrac et al., 2014; Grams et al., 2017; Cortesi
et al., 2019) but the ability of the seasonal forecasts to
simulate the variability of these patterns remains largely
unexplored.
The main goal of this paper is to identify those atmo-
spheric circulation patterns that can be used for the devel-
opment of a climate services' product for the wind energy
sector to complement the seasonal forecasts of climate vari-
ables that are directly produced by the seasonal forecast sys-
tems. As there is no standard procedure available in the
literature to define these atmospheric patterns for the four
climatological seasons and, at the same time, taking into
account these specific needs, the criteria needed to generate
a product that can satisfy the wind energy requirements
have been assessed. One of the major decisions involved in
the definition of these user-oriented atmospheric patterns
through the k-means analysis is the choice of the optimal
number of clusters. Although it has been shown that four
clusters are a good choice for the Euro-Atlantic region in
winter (Michelangeli et al., 1995; Ferranti and Corti, 2011),
the optimal number of clusters for the other climatological
seasons has not been discussed so far. The four clusters
obtained from the k-means algorithm in winter are usually
referred to as weather regimes. These four atmospheric pat-
terns are the positive and negative North Atlantic Oscilla-
tion phases, the atmospheric blocking and the Atlantic
ridge (Cassou, 2008). In this work, the cluster analysis has
been applied for a number of patterns equal to three, four,
five and six clusters per season. This is different from the
four clusters traditionally obtained, for this reason, the term
“weather regimes” has not been used in this manuscript.
The benefits and drawbacks of these classifications for each
specific number of clusters have been discussed taking into
account three aspects that are relevant for the development
of this climate services' product: (a) the spatial robustness of
the patterns (b) the usefulness of each classification to
understand the variability of two essential climate variables
for the wind industry (wind speed and temperature) and
(c) the skill of the seasonal forecast systems in predicting
the frequency of occurrence of these clusters. The goal is to
retain a reduced number of patterns that can be easily iden-
tifiable and understandable by the users that reproduces the
year-to-year fluctuations of the wind speed and temperature
and that can be predicted by the seasonal forecast systems.
This paper is organized as follows. The details on the
data processing and methodology have been included in
Section 2. Section 3 presents the main results and dis-
cusses their relevance in the user context. The main
conclusions of this work and their relevance to provide a
climate services' product are explained in Section 4.
2 | DATA AND METHODOLOGY
2.1 | Datasets
The ERA5 reanalysis (C3S, 2017) has been used as an
observational reference for the identification of a reduced
set of atmospheric patterns with a cluster analysis. ERA5
is the latest ECMWF atmospheric reanalysis, and it is
available for the period between January 1979 to the pre-
sent. It is based on a version of the ECMWF atmospheric
model that was operational in 2016 and employs a four-
dimensional variational analysis (4D-Var) for data assim-
ilation. This reanalysis has a spatial resolution of approxi-
mately 31 km. The sensitivity of the classifications to the
choice of the reanalysis has been already explored
(Stryhal and Huth, 2017; Cortesi et al., 2019) and it has
been demonstrated that different reanalyses produce
equivalent classifications in most of the months. The
ERA5 data have been bilinearly interpolated to a 1 regu-
lar grid. The atmospheric patterns computed in this work
are based on daily means of sea level pressure (SLP) in
the period 1979–2016 (38 years) for the Euro-Atlantic
region [27  − 81  N, 85.5  W–45  E]. This domain has
been also employed in Cortesi et al. (2019) and it is simi-
lar to other domains already employed in the literature
(e.g., Dawson and Palmer, 2015; Ferranti et al., 2015).
Nevertheless, the choice of a specific domain for the defi-
nition of the clusters could have an impact on the results,
particularly when these clusters are used to understand
specific climate variables. For example, Beck et al. (2016)
showed the differences in the optimal domain between
winter and summer seasons and also when these clusters
are used to understand the impact of the large-scale cir-
culation on temperature or precipitation. For that reason,
the development of a specific service for wind energy
users interested in specific locations could imply the
modification of the domain.
Although geopotential height at 500 hPa has been
widely used in the literature to obtain a set of clusters in
the Euro-Atlantic region (Cassou, 2008; Dawson
et al., 2012; Ferranti et al., 2015) this assessment is based
on SLP (Fereday et al., 2008; Neal et al., 2016; Stryhal and
Huth, 2017). This choice is justified because SLP is less
affected by global warming than the geopotential height
(e.g., Hartmann et al., 2013) and can provide more infor-
mation about the impact of the circulation on surface
variables relevant for wind energy applications. To
understand the influence of the atmospheric circulation
on user-relevant variables, the daily means of the 10 m
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wind speed and 2 m temperature from the ERA5
reanalysis have been reconstructed using the circulation
patterns. We have used the methodology described in
Cortesi et al. (2019) and detailed in Section 2.3. Daily
anomalies have been computed as deviations from the
daily climatologies for each individual grid point. The
daily climatologies have been previously smoothed out
by a Loess filter (Cleveland and Devlin, 1988) to remove
the short-term variability (Mahlstein et al., 2015). The
SLP anomalies have been weighted by the cosine of the
latitude before performing the cluster analysis to take
into account the different areas of each grid box.
Seasonal forecasts from the five C3S different forecast
systems listed in Table 1 have been employed in this
work. These forecasts span 6 months into the future and
they are produced by different centres: ECMWF
(European Centre for Medium-Range Weather Fore-
casts), Met Office, Météo-France, CMCC (Centro Euro-
Mediterraneo sui Cambiamenti Climatici) and DWD
(Deutscher Wetterdienst). These centres have employed
two different strategies for the generation of the ensemble
members, the burst mode and the lagged method. The
ECMWF, DWD and CMCC are producing ensembles in
burst mode, which means that all the members are
initialised simultaneously at the same time (they all share
the start date), but from slightly different (perturbed) ini-
tial conditions. The Met Office and Météo-France have
produced the ensemble members in a lagged mode,
which means that the members are initialised on differ-
ent dates during the month. The seasonal forecasts from
the lagged ensembles have been reorganized taking as
the first day the value that verifies on the selected com-
mon start date, which in the C3S case is the first day of
the month, discarding any data before this date. For
example, the ensemble with 25 members corresponding
to the 1st of November in the Météo-France System 6 sys-
tem (MF-S6) is the combination of one member
initialised the first of November plus 12 members
initialised the 25th of October, but only considered from
the 1st of November, plus 12 members initialised the 20th
of October, also considered only from the first of
November. Similarly, the ensemble from the Met Office
Glosea5 for the same start date (i.e., the 1st of November)
with 28 ensemble members corresponds to the combina-
tion of seven members initialised on four different start
dates: 1st of November, 25th of October, 17th of October
and 9th of October.
We have employed the SLP seasonal forecasts in the
hindcast period 1993–2016 (24 years), which is the com-
mon period for all five systems as provided by C3S. This
analysis focuses on the one-month lead forecasts for the
four climatological seasons: DJF (December–January–
February), MAM (March–April–May), JJA (June–July–
August) and SON (September–October–November). This
corresponds to predictions initialised in November,
February, May and August, respectively.
2.2 | Classification methods
The k-means algorithm has been used to identify the
clusters in ERA5. For the seasonal forecasts the assig-
nation method based on the minimum root-mean-
square distance was used to classify the SLP daily
anomalies.
2.2.1 | K-means algorithm
One of the most common methods used in climate
research for the classification of the atmospheric circula-
tion is the k-means algorithm (Hartigan and
Wong, 1979). This clustering method produces a partition
of all daily SLP anomalies (data points) in a predefined
number of clusters (k), which minimizes the within-clus-
ter-sum-of-squares (i.e., the squared deviations from the
data points to the cluster centroid) while maximizes the
inter-cluster variance. The cluster partitions are obtained
in an iterative process that can lead to slightly different
classifications when the cluster analysis is repeated.
Although the centroid coordinates are usually obtained
by projecting the anomaly field onto empirical
TABLE 1 Definition of the
seasonal forecast systems employed in
this work. These forecasts are available
through the C3S Climate Data Store
(CDS, https://cds.climate.copernicus.
eu/#!/home)
Institution System Acronyma Ensemble size Reference
ECMWF SEAS5 ECMWF-S5 25 Johnson et al. (2019)
Met Office GloSea5-GC2 UKMO-GS5 28b Williams et al. (2015)
Météo-France System 6 MF-S6 25b Dorel et al. (2017)
CMCC SPSv3 CMCC-S3 40 Sanna et al. (2017)
DWD GCFS2.0 DWD-S2 30 DWD (2020)
aThis is the name used in the manuscript to refer to these systems.
bThese ensemble members have been generated in a lagged mode instead of the burst mode
employed by the other systems.
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orthogonal functions, here the k-means method has been
directly applied over the daily SLP anomalies to take into
account extreme SLP values (Cortesi et al., 2019).
One of the major assumptions of this method is that
the number of clusters (k) needs to be determined a
priori. There are several methodologies with different
complexity to identify the optimal number of clusters for
the clustering of a specific dataset (Michelangeli
et al., 1995; Straus et al., 2007). However, these methodol-
ogies have been mostly applied for the winter season in
the Euro-Atlantic domain, where four clusters have been
shown to be the best choice. Beyond winter, some diffi-
culties have been identified. For example, in the summer
season, it has been already shown that the atmospheric
circulation over the Euro-Atlantic region shows less vari-
ability, and consequently an agreement in the classifica-
tion is more difficult (Yiou et al., 2008). One of the most
basic approaches for the selection of the number of clus-
ters is to run the k-means clustering for the different
number of clusters several times. Following the Elbow
criterion, the number of partitions should be chosen so
that another cluster does not reduce the variance sub-
stantially (e.g., Jolliffe and Philipp, 2010; Gueye
et al., 2012). In this work, the k-means clustering has
been applied with 30 initial centroids and 100 iterations
for the ERA5 SLP data. The calculations were performed
separately for each season. The variance in the k-means
cluster analysis has been estimated as the ratio between
the sum of the within-cluster-sum-of-squares and the
total variance of the sample (daily anomalies). The results
are illustrated in Figure 1 for the different seasons.
The variance for the different seasons decreases very
slowly with the number of partitions. However, there are
variations depending on the season. The slowest decrease
of the variance is identified in JJA (Figure 1, red line)
where it varies from 1 for k = 1 to 0.75 for k = 7. The
results for SON are analogous to those identified in JJA,
although the variance is slightly superior to that season
for k = 2, 3, and 4. In the case of the boreal winter (DJF)
the variance change from 1 to 0.75 is obtained from k = 1
to k = 4. This figure suggests that k = 4 might be a good
option for winter and even for the boreal spring (MAM),
but the optimal number for each specific season is not
clear enough. Hence, due to an all-year-round classifica-
tion being needed for the development of an operational
climate service for the wind energy users, the implica-
tions of the selection of different numbers of clusters has
been evaluated from different perspectives. In this paper,
we do not attempt to discuss if the clusters obtained in
the different seasons correspond to dynamical character-
istics of the atmospheric circulation (Stephenson
et al., 2004; Christiansen, 2007). The main goal is the
identification of a set of atmospheric patterns that can be
used to provide useful information to users. For that aim,
we have considered four different numbers of clusters
(k = 3, 4, 5, 6) to illustrate the challenges associated with
this goal. A higher value of k might be considered, but
that classification will contain very similar spatial struc-
tures, which would be very difficult to distinguish and
predict by the seasonal forecast systems.
2.2.2 | Classification of the seasonal
forecasts
Once the k-means method has been applied to define a
set of clusters for the ERA5 reanalysis in each specific
season, these clusters have been used for the definition of
the atmospheric patterns in the seasonal forecasts. The
assignation of each seasonal forecast of SLP daily anom-
aly to one of the defined clusters (separately for the clas-
sification with 3, 4, 5 and 6 partitions) from the ERA5
reanalysis has been performed by the minimum root-
mean-square distance (RMSD) between the forecast
anomalies and the cluster centroids (Neal et al., 2016;
Lavaysse et al., 2018; van der Wiel et al., 2019). The
predicted patterns are obtained through the average of
the SLP anomalies in all the days assigned to each spe-
cific pattern. The main advantage of this approach is that
it guarantees resemblance between the atmospheric pat-
terns obtained from the seasonal forecasts to those
defined in the observational reference. The direct applica-
tion of the k-means algorithm to identify a set of clusters
FIGURE 1 Variance as a function of the number of clusters
(k) per season: DJF (blue), MAM (green), JJA (red), and SON
(yellow). The variance is the ratio between the sum of the within-
cluster-sum-of-squares and the total variance of the sample (daily
anomalies). The k-means has been applied for the ERA5 SLP in the
1979–2016 period with 100 iterations and 30 initial centroids. The
grey region highlights the values of k considered in this work
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in the seasonal predictions considered in a previous work
(Torralba, 2019) produces patterns that cannot be auto-
matically mapped into those from the observational refer-
ence. The fact that the classification may not be the same
in the forecasts and the observational reference makes
the forecast quality assessment of the predicted atmo-
spheric patterns impossible. As the forecast quality
assessment is a crucial step in the development of any cli-
mate information, the clusters obtained from the applica-
tion of the k-means methodology to the seasonal
forecasts are not the most suitable product to be inte-
grated into an operational climate service. Consequently,
the use of the RMSD method ensures the matching
between the forecasts and the observational reference,
allowing the verification of the frequency of occurrence
of each predicted pattern, and thus, the provision of a
well-documented product to the users.
2.3 | Methods
Different products and metrics have been used to evalu-
ate the clusters in terms of spatial patterns and frequency
of occurrence.
The dissimilarity between the atmospheric patterns
obtained for each k value has been measured in terms of
spatial correlation (Jolliffe and Stephenson, 2012). It
allows quantifying the degree of similarity among the
spatial patterns. If two clusters show a high spatial corre-
lation between them it is because these patterns are rep-
resenting similar atmospheric conditions. In this case, a
classification with a reduced number of patterns where
these two patterns appear merged into one would be bet-
ter. A one-sided t test has been applied to evaluate if the
spatial correlation values are significant at the 95% confi-
dence level. This assessment of the spatial patterns has
been also performed in terms of the standard deviation
ratio between the maps. This metric has been considered
to take into account the similarity between patterns in
terms of amplitude, as two maps with very high spatial
correlations can show strong differences in their
intensity.
To assess the effectiveness of the full set of clusters
in describing the year-to-year variability of these cli-
mate variables a reconstruction methodology has been
applied. Reconstruction methods have been already
employed to quantify the influence of atmospheric cir-
culation patterns in the wind speed and wind farms
capacity factors (Cortesi et al., 2019; Garrido-Perez
et al., 2020, respectively) and also in temperature and
precipitation (Hall and Hanna, 2018). Furthermore,
reconstruction methodologies have been already
applied to investigate the role of the atmospheric
circulation on historical temperatures (Deser
et al., 2016) or the long-term evolution of the European
precipitation (Fereday et al., 2018).
We employ the reconstruction method to assess the
relationship between the atmospheric circulation and the
surface wind speed and temperature, estimating also how
the different number of clusters affects the relationship.
The reconstruction is based on the composite maps of
wind speed and temperature and the frequency of occur-
rence (i.e., the percentage of days in a season and year) of
each specific cluster. The reconstructed climate variables
(varRecon) are obtained by the following equation:
varReconsea,yr lat, lonð Þ=
XR
r=1
CMr,sea lat, lonð Þfreqr,sea,yr
ð1Þ
where freqr,sea,yr is the percentage of days in a season and
year assigned to a specific cluster and CMr,sea(lat, lon) is
the composite map of the variable to be reconstructed for
each pattern in a particular season. The reconstruction
has been applied in leave-one-out cross-validation, which
means that the anomalies corresponding to the year to be
reconstructed are excluded from the computation of the
composite maps.
To evaluate the performance of the reconstruction
method, the Pearson correlation between the
reconstructed climate variables and the climate variables
obtained directly from ERA5 has been computed. Further-
more, Pearson correlation has been also employed to
investigate the potential skill of the seasonal forecasts to
simulate the frequency of occurrence of the atmospheric
patterns. The statistical significance of the Pearson correla-
tion is based on a t test that takes into account the autocor-
relation. Note that the autocorrelation can lead to slightly
different significance levels for equal correlation values.
3 | RESULTS
3.1 | Spatial consistency of the clusters
The dissimilarity between the clusters obtained for each
number of partitions (k = 3, 4, 5 and 6) has been explored
by a criterion based on the spatial correlation coefficient
between the clusters not exceeding a certain threshold
(Neal et al., 2016; Grams et al., 2017). Spatial correlations
are shown in Figure 2 for each season. To complement
the information of the spatial correlations by taking into
account the differences in terms of amplitude among the
patterns, the standard deviation ratio between the clus-
ters have been computed (Figure S1).
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The patterns resulting from the application of the
clustering method with k = 3 (Figure 2, first row) do not
show positive spatial correlations among different clus-
ters for any season, indicating that the three clusters do
not have spatial correspondence. When we increase
k from three to four (Figure 2, second row) analogous
results are found for all the seasons, with the only excep-
tion of JJA, for which a significant correlation value
equal to 0.23 indicates a certain degree of similarity
between cluster 3 and cluster 4. These cluster 3 and 4 are
also similar in terms of amplitude as the standard devia-
tion ratio is 0.9 (Figure S1). This suggests that k = 3
might be a good choice for JJA.
The results of the k-means for k = 5 show positive
and significant spatial correlations for different clusters
in the four seasons. However, only in JJA, the spatial
correlation between clusters 3 and cluster 5 exceed 0.4
indicating a high resemblance between these two pat-
terns. This resemblance is also seen in terms of ampli-
tude, as the standard deviation ratio of these two maps
is 0.99 (Figure S1). For DJF, MAM and SON, the posi-
tive correlations for different clusters are lower than
0.2, and the standard deviation ratio for those patterns
show some deviations from 1, which might suggest
that these five patterns could be considered in specific
applications.
For k = 6, significant spatial correlations are obtained
for the four seasons, indicating that at least one of the
clusters is very similar to another cluster. For example, in
DJF clusters 4 and 6, or in MAM clusters 1 and 2 are very
similar with spatial correlations of 0.43 and 0.48, respec-
tively. This reveals that six clusters might not be needed
FIGURE 2 Spatial correlation between the clusters obtained by the application of the k-means method with k = 3,4,5,6 and for the
different seasons. The clusters have been computed for the daily anomalies of the ERA5 SLP in the 1979–2016 period. Asterisks denote
significant spatial correlations at the 95% significant level (one-sided t test)
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to represent the atmospheric circulation over the Euro-
Atlantic region in all the seasons.
To better illustrate this result, Figure S2 shows the
DJF spatial patterns for k = 3, 4, 5 and 6. The composite
maps for k = 3 in winter (Figure S2, first row) resemble
the patterns of the positive phase of the North Atlantic
Oscillation (NAO), the atmospheric blocking and the
negative phase of the NAO. When the number of clusters
is increased to four, a new pattern that resembles the
Atlantic ridge can be identified. These four clusters have
been widely discussed in the literature (Vautard, 1990;
Cassou et al., 2005). For k = 5, clusters 2 and 3 show a
certain degree of similarity as shown by the significant
spatial correlations obtained for this season, although this
correlation is only 0.13 (Figure 2). For k = 6, clusters 4
and 6 display comparable patterns, which suggests that
the two patterns might not be necessary to describe the
Euro-Atlantic atmospheric circulation in DJF. The spatial
patterns of the clusters corresponding to MAM, JJA and
SON can also be found in the supporting information (-
Figures S3–S5, respectively).
3.2 | Reconstruction of user-relevant
climate variables
One of the goals of this work is to classify SLP daily
anomalies into clusters that can be used to characterize
FIGURE 3 Pearson correlation between the reconstructed 10 m wind speed and 2 m temperature with the corresponding original
variable obtained directly from ERA5 in the 1979–2016 period. These results have been obtained for the different seasons (columns) and for
different number of clusters (rows). Hatched areas show regions where the correlations are significantly different from zero (one-sided t test
at a 95% confidence level)
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the impact of the atmospheric circulation on surface vari-
ables relevant for energy users. For that reason, it is
important to take into account the ability of the classifi-
cation to explain wind speed and temperature variations.
In this context, the frequency of occurrence of each clus-
ter has been used to reconstruct the mean wind speed
and temperature for each specific season and year. This
reconstruction is based on the methodology explained in
Section 2.3. The reconstructed wind speed and tempera-
ture have been compared with the corresponding original
variables obtained directly from ERA5 in terms of Pear-
son correlation of the DJF and JJA seasonal averages
(Figure 3). The corresponding results for MAM and
SON have been included in the supporting information
(Figure S6). The figure only shows results for land areas
and coastal zones because these are the regions of inter-
est to the users, as they are locations where the wind
farms can currently be installed.
High correlations are found between the
reconstructed and the ERA5 wind speed for the different
number of clusters considered in some regions in north-
ern Europe, such as the British Isles, northern France,
Germany, Denmark and also Scandinavia (Figure 3). This
reveals that in adjacent regions to the North Sea, the
atmospheric circulation represented by these clusters
plays a dominant role in defining the wind speed inter-
annual variability. However, it can be noted that the
strength of this correlation shows an annual cycle with
the lowest correlations obtained for the boreal summer
(JJA, Figure 3, second column). For example, in southern
Scandinavia, the JJA correlations are below 0.1. This
reflects that either the atmospheric circulation is not
dominating the wind speed variability in that specific sea-
son or that the classifications obtained are not represen-
tative of that region.
Figure 3 not only illustrates the differences between
summer and winter clusters to efficiently reconstruct the
wind speed, but also the sensitivity of this reconstruction
to the number of clusters considered. The low correla-
tions in JJA for k = 3 become significant in central
Europe, and also in some regions in southern France or
Italy when four clusters (k = 4) are employed, indicating
that the four clusters better describe the variability of
wind speed in that region compared to k = 3. The spatial
correlation between cluster 3 and cluster 4 (shown in
Figure 2), suggested that four clusters might not be the
optimal number of clusters for JJA, being k = 3 a better
option. However, four clusters show some added value
when these clusters are used to understand the variability
of the wind speed over Europe. This illustrates the impor-
tance of considering criteria beyond statistical metrics
when designing a system to describe the atmospheric cir-
culation variability in a climate services context.
The changes in the correlation obtained for the
reconstructed wind speed for the different number of
clusters have been illustrated in Figures S7 and S8. They
show that the highest improvement in the reconstruction
of wind speed is obtained when the number of clusters
increases from three to four. Some exceptions can be
identified for example in MAM when the correlations of
the reconstructed wind speed based on five clusters
improve in Scandinavia compared to the reconstruction
based on only four clusters. However, as it has been
shown in Figure 2, a classification based on six clusters
would not be the optimal option because two clusters
have similar patterns.
In the case of the reconstructed temperature
(Figure 3, third and four columns) most of the European
countries show positive and significant correlations
exceeding 0.5 in the winter (DJF). This reveals that
changes in the frequency of occurrence of the atmo-
spheric clusters are linearly related to the temperature
variability. However, in JJA, the reconstructed tempera-
ture in western Europe shows negative correlations with
the corresponding variable from ERA5. This result sug-
gests that there are additional factors to the North Atlan-
tic large-scale atmospheric circulation affecting the
variability of the temperature in this region.
The correlations of the reconstructed temperature in
DJF show little variations among the classifications with
3, 4, 5 and 6 clusters. This can be also observed in the cor-
relation differences between the temperature
reconstructed with the classifications obtained for differ-
ent k (Figure S7). However, the increase from three up to
four clusters (Figure S7, row 1, column 3) shows a low
but significant increase of the correlation indicating a
general improvement when k = 4. In JJA, the correlation
differences (Figure S7) show the highest values between
k = 3 and k = 4, which show that the use of four clusters
for the reconstruction of temperature is more efficient
than three clusters. For MAM and SON (Figure S7), the
highest improvement in terms of correlation is obtained
when the number of clusters is increased from three to
four, suggesting that a classification with four clusters
could be the optimal option when these clusters are used
to understand the temperature variability. However, a
correlation increase is also identified for the
reconstructed temperature over the British Isles when the
number of clusters is increased from five to six in SON
(Figure S8).
The reconstruction of wind speed and temperature
from the frequency of occurrence of the classifications
with different number of clusters suggests that there are
several regions in Europe where atmospheric variability
plays an important role in the user-relevant variables.
Nevertheless, this approach is not equally effective for all
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seasons. For example in boreal summer, SLP clusters are
less efficient explaining the surface variability, as illus-
trated by the reduction of the correlation values between
the reconstructed and the original variables.
The reconstruction method allows us to explore in
which regions the clusters are most useful to understand
the fluctuations of the wind speed and temperature. The
classification obtained for four clusters has shown its
ability to provide reconstructed variables with high corre-
lations for the four seasons. However, this selection could
be modified depending on the users' needs
(e.g., depending on the location of their wind farms). For
the development of a specific product for a user inter-
ested in a specific location, the cluster region could be
also optimized to enhance the representation of the year-
to-year fluctuations of the wind speed and temperature in
each season. The same methodology has been applied to
reconstruct wind speed at 100 m, as this level is close to
the wind turbine heights than the 10 m considered above
and can be also interesting for the wind energy users.
Figure S9 shows that reconstructed 100 m wind speeds
have very similar correlations to those at 10 m, with only
a few regions in which the wind speed at 100 m shows a
stronger correlation with the atmospheric circulation pat-
terns (e.g., southern Europe in MAM or central Europe
in JJA).
3.3 | Skill in the seasonal forecasts of the
frequencies
The first step in the development of any seasonal forecast
product tailored to specific applications is the identifica-
tion of the seasonal forecast system that can produce the
best quality climate information. This is an important
step, as the quality of these systems is highly dependent
on the selected season and the variable. As a starting
point, the ability of the C3S seasonal forecast systems in
producing skilful SLP forecasts has been assessed with
the Pearson correlation (Figure 4). The corresponding
FIGURE 4 Pearson correlation of the SLP in the ensemble mean predictions from the different C3S systems (Table 1) and ERA5 in the
1993–2016 period. These results have been obtained for DJF, MAM, JJA and SON seasons (columns) corresponding to the seasonal
predictions initialised one-month-ahead (i.e., November, February, May and August). Hatched areas denote regions where the correlations
are significantly different from zero (one-sided t test at the 95% confidence level)
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figures but for wind speed and temperature have been
also included in the supplementary material (Figures S10
and S11), as this contextual information could be also rel-
evant for the wind energy users.
Figure 4 illustrates the differences and the commonal-
ities among the different C3S seasonal forecast systems in
the correlation of the SLP with ERA5 over the Euro-
Atlantic domain for the four seasons. In DJF (Figure 4,
first column), the only seasonal forecast system providing
positive correlations over most of the North Atlantic
region and eastern North America is the DWD-S2 system.
Nevertheless, the correlation over the European conti-
nent is not significant. In MAM (Figure 4, second col-
umn), the five forecast systems agree on the positive
correlations obtained for their SLP over southeastern
North America and eastern Europe being the latest sig-
nificant for a large area in both the ECMWF-S5 and
CMCC-S3 systems. In JJA (Figure 4, third column) the
five systems considered show positive correlations in
southern Europe. The centre of negative correlations over
FIGURE 5 Pearson correlation between the C3S seasonal forecast of the frequency of occurrence and the corresponding frequencies
for the ERA5 clusters (used as a reference). These results have been obtained for the different number of k (rows) and for DJF (panels a,c,e,g)
and JJA (panels b,d,f,h) corresponding to the seasonal predictions initialised one-month-ahead (i.e., November and May) in the 1993–2016
period. Asterisks at the top of some bars indicate correlations that are significantly different from zero (one-sided t test at the 95% confidence
level)
TORRALBA ET AL. 11
the North Atlantic in JJA also is displayed for all the sys-
tems, but with slightly different values and locations. The
seasonal predictions of SLP for SON (Figure 4, fourth col-
umn) are mostly negative for the five systems, showing
the limitations of the seasonal prediction systems to pro-
vide skilful SLP forecasts for that specific season.
These differences in the correlation values across sea-
sons and areas illustrate the difficulties in the selection of
a seasonal forecast system that can be used for the devel-
opment of a tailored seasonal forecast product of SLP-
based atmospheric patterns for the wind energy users.
There are several seasons and regions where the systems
agree in the skilful forecasts of SLP. However, there is no
single system that systematically provides better seasonal
forecasts of the SLP in the full domain, as illustrated by
the maximum correlation in each individual grid point
Figure S12. Consequently, as an alternative to convey
useful prediction information, the potential of each fore-
cast system to provide forecasts of the frequency of occur-
rence of the clusters corresponding to the different
classifications has been investigated for the four seasons.
The clusters defined in ERA5 have been used to clas-
sify the seasonal forecasts of SLP by employing the RMSD
assignation method. This method provides classifications
(with k ranging from 3 to 6) of the seasonal forecasts with
patterns that are, by construction, very similar to those in
ERA5 (Figure S13 shows that the spatial correlations
between them exceed 0.96 in all the seasons). The fre-
quency of occurrence of the patterns obtained for the sea-
sonal forecasts and the ERA5 patterns have been
compared in terms of Pearson correlation in DJF and JJA
(Figure 5). Correlations for MAM and SON can be found
in the supporting information (Figure S14).
Based on the spatial correlations (Figure 2) and the
potential of these clusters to characterize the variability
of the wind speed or temperature (Figure 3), k = 4 would
be the best option to classify the ERA5 SLP daily anoma-
lies for all the seasons. For that specific number of clus-
ters (Figure 5c) in DJF, the DWD-S2 is the only system
that provides positive correlations for the four clusters,
showing the ability of this system to simulate the year-to-
year variations of these clusters 1 month ahead. These
positive correlations for DWD-S2 are found for the differ-
ent number of partitions (although for k = 5 and 6 the
correlations are not significant for some of the clusters)
and it might be related to the high skill shown by this
system in DJF (Figure S12). The other four systems also
show some of the clusters with positive correlations. For
JJA (Figure 5) no system shows positive correlations for
all the clusters, but the frequencies of occurrence in the
UKMO-GS5 system show positive correlations for all the
clusters except the first one. This is related to the higher
skill of the UKMO-GS5 SLP in the northern North
Atlantic for that particular season (Figure 4). The correla-
tions in the other systems are mostly negative.
In the equinoctial seasons (Figure S14), the clusters
from the MF-S6 system have frequencies of occurrence
with a good association with the corresponding fre-
quencies for the clusters in ERA5, as indicated by the
positive correlations in most of the clusters for both
seasons. In MAM, positive correlations are obtained in
most of the clusters for the different systems. However,
in SON all the systems but MF-S6 show negative cor-
relations (Figure S14, right column). This is related to
the skill of the MF-S6 system in reproducing the SLP
in SON (Figure 4), which is higher than for the other
systems.
These results show that the ability of the seasonal
forecast systems in simulating the year-to-year variations
in the frequency of occurrence of the different clusters is
more related to the skill of these systems to predict the
SLP rather than the number of clusters considered.
4 | SUMMARY AND
CONCLUSIONS
The occurrence of specific atmospheric conditions can
lead to fluctuations in the wind power production and
electricity demand over Europe (Brayshaw et al., 2011;
van der Wiel et al., 2019) that can have financial conse-
quences for this sector (Curtis et al., 2016). This con-
nection has recently raised the interest of wind energy
users in the atmospheric patterns and their frequency
of occurrence. Cluster analysis has been used to
describe the atmospheric circulation in winter and
summer, but the examples providing classifications for
the full-year round are still limited (e.g., Vrac
et al., 2014; Grams et al., 2017; Cortesi et al., 2019).
Consequently, this paper tried to define a user-oriented
classification for each season that can satisfy the needs
of the wind energy sector and, at the same time, to
illustrate the challenges involved in the development
of this aspect of the climate service.
Several methodologies can be employed to classify the
atmospheric circulation in a set of a few recurrent pat-
terns. In this study, we have applied the k-means cluster-
ing method. The need to define the number of partitions
prior to the application of the k-means introduces an
important uncertainty. Classifications with three, four,
five and six clusters have been explored and compared
using a number of criteria for each season. The spatial
similarity of the patterns defined for the ERA5 SLP, their
ability to explain the variability of the wind speed and
temperature, which are essential climate variables for the
wind energy activities, and the skill of five state-of-the-art
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seasonal forecast systems in predicting their frequency of
occurrence are the three criteria considered.
The objective is to identify the minimum number of
clusters needed to characterize the atmospheric condi-
tions over the Euro-Atlantic region for each specific sea-
son. The clustering approach provides a number of
characteristic patterns, but the significance of such pat-
terns is a nontrivial problem (e.g., Stephenson
et al., 2004; Christiansen, 2007) and has to be considered
with caution. The statistical significance of the different
number of clusters considered here has been explored in
terms of spatial correlation. The analysis of the correla-
tions between the patterns for the different number of
partitions (k) has shown that using four clusters is a good
option for all the seasons except for JJA. For summer
k = 3 can also be a good choice from the point of view of
the spatial correlation between clusters. However, in
DJF, MAM and SON, five clusters (k = 5) could also be
considered, as the positive and significant spatial correla-
tions between some clusters are very low.
The choice of a number of clusters has also been
considered using a second criterion. We have evaluated
the usefulness of each classification to reconstruct the
ERA5 wind speed and temperature interannual vari-
ability for each grid point over Europe. This recon-
struction method is appropriate to explore in which
regions the overall influence of the clusters is high and,
consequently, more useful to understand the fluctua-
tions of the wind energy resources. Nevertheless, the
adequacy of other reconstruction methodologies (Deser
et al., 2016; Fereday et al., 2018) to enhance the repre-
sentation of the year-to-year variations of the wind
energy resources by means of atmospheric circulation
patterns could be explored in the future. The effective-
ness of the reconstruction of wind speed and tempera-
ture increases when the number of clusters changes
from three to four, which suggests that k = 4 is a good
selection across the four seasons. However, this choice
could be modified depending on the users' needs. For
example, it can be seen that a general improvement
(i.e., significant increase of the correlation between the
reconstructed and the original variable) is obtained in
the reconstructed wind speed over southern Europe
and Scandinavia when the number of clusters increases
from four to five in MAM. Therefore, if the wind
energy users request information for a wind farm that
is located in that specific location, the number of clus-
ters might be changed. This is not the only example of
how this methodology could be adapted to specific
applications. Despite the reconstruction being applied
to the wind speed and temperature, different indicators
such as capacity factor or extreme wind speeds
(e.g., 90th percentile) could be also explored, as this
information is often relevant for wind energy decision-
making processes (Cannon et al., 2015; Lledó
et al., 2019).
Additionally, this work has employed five C3S sea-
sonal forecast systems to investigate the skill of the fre-
quency of occurrence of the atmospheric patterns defined
for each k. This assessment is the third criterion consid-
ered to select the number of clusters. This information is
important as the anticipation of the expected frequency
of occurrence of these atmospheric patterns could help to
minimize the effects of the atmospheric variability in the
wind energy activities. The skill differences between the
three, four, five and six clusters considered is not very
high, which demonstrates that the skill of a specific clas-
sification cannot be attributed to the choice of a specific
k. The seasonal prediction systems show a certain degree
of skill in some specific clusters depending on the system
or the season. For example, it is shown that the DWD-S2
is able to simulate the year-to-year variations of the fre-
quency of occurrence of the different atmospheric pat-
terns in DJF, but in JJA the UKMO-GS5 is the system
that provides the highest skill for some specific cluster.
This indicates that more than one seasonal forecast sys-
tem needs to be considered for the development of a
user-oriented seasonal forecast product of atmospheric
circulation patterns. Nevertheless, the skill of the sea-
sonal predictions in simulating the frequency of occur-
rence of each cluster one-month ahead is still very
limited, with only a few clusters showing positive and sig-
nificant correlations for specific seasons. This skill is
directly associated with the skill found for the SLP, with
the systems showing a higher SLP regional skill having
higher skill for the cluster frequency. Nevertheless, there
are additional factors that can also play a role on the low
skill in that area, such as the short hindcast length
(1993–2016) or the limited ensemble size (from 40 to
25 members depending on the system) of the C3S sea-
sonal forecast systems available (Scaife et al., 2014;
Manzanas et al., 2019; Lledó et al., 2020). The sensitivity
of the skill to simulate the frequency of occurrence of the
clusters depending on the ensemble size and the hindcast
period has been tested (Figure S15) for the ECMWF-S5
seasonal forecast system. This system is suitable for this
analysis because it has a long hindcast period
(1981–2016) and 51 ensemble members for the start dates
of February, May, August and November. The seasonal
forecasts of the SLP in DJF (one-month lead) show the
highest skill in when 51-ensemble members and 36 win-
ters are considered (Figure S15a). The impact of the
hindcast length and ensemble size on the correlation of
the frequencies (Figure S11e) shows that the largest
hindcast length and ensemble size lead to high correla-
tion values for each k. Furthermore, the maximum
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correlations for the different classifications are obtained
when 51-ensemble members are used which evidences
the need of large ensembles to produce skilful forecasts
in the Euro-Atlantic region (e.g., Baker et al., 2018). This
analysis also suggests that a k = 4 choice might lead to
more skilful results in winter, provided that the ensemble
size is large enough.
In conclusion, this work has illustrated the main chal-
lenges for the development of a set of clusters that can be
used for the development of a climate service for the
wind industry. Despite the fact that previous literature
has already shown that four clusters are the optimal
choice for the description of the Euro-Atlantic climate
variability in winter and summer, this work also explores
the optimal number of clusters in the transition seasons.
We have shown that four clusters are a good option to
describe the atmospheric variability in the Euro-Atlantic
domain, particularly when these patterns are used to
understand the year-to-year fluctuations of the surface
wind speed and temperature. The analysis of the different
options in the classification has revealed that there is not
an optimal number of clusters that can lead to generally
skilful forecasts of the frequency of occurrence of the
atmospheric patterns. The skill of the predicted frequen-
cies of occurrence depends much more on the underlying
sea level pressure skill, which depends on the seasonal
forecast system considered. Therefore, the use of more
than one seasonal forecast system is recommended for
the development of this type of climate services product.
Future research will focus on the application of the
strategy followed in this work for the identification of
clusters that can be useful for the wind energy sector in
different regions, like North America, which is a very
important area for the wind energy business. Further-
more, the comparison of the forecast results with those
that could be obtained with alternative classifications,
such as the yearly classification proposed by (Grams
et al., 2017), the modified version proposed by (Garrido-
Perez et al., 2020) or the targeted circulation types
defined by (Bloomfield et al., 2020), can also be interest-
ing from the wind energy point of view. Finally, the use-
fulness of the atmospheric circulation patterns to
understand the variability of tailored indicators such as
extreme wind speeds or wind power generation will be
investigated.
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