Several algorithms are already known to compute the dimension of a projective algebraic variety. But they all rely on the construction of the whole standard basis of the defining ideal, leading to non optimal worst case complexities. We present below a new algorithm, based on a truncation idea, with better complexity.
Introduction
How can one compute the dimension of a projective algebraic subset, given by a system of equations? There are different definitions, and their equivalence is part of the classical dimension theory in algebraic geometry. The game is then the following: to make some definition of dimension effective enough to get an algorithm.
A first method consists to think algebraically and to use the Hilbert function of the quotient ring. It can be easily computed once a particular set of generators (a so called standard basis (=Gr6bner basis) of the defining ideal) is known. In fact such a basis yields a monomial ideal with the same Hilbert function, hence the same Hilbert polynomial, whose degree is the dimension. So it is the order at,infinity of this numerical function, attained for example through the maximal dimension of a coordinate plane containing no elements of the monomial ideal. Based on this idea there are different algorithms already known in the literature (see Carrel Ferro, 1986; Kandri-Rody, 1985; Kredel & Weispfennig, 1988; Lejeune-Jalabert, 1984 . Unfortunately this method needs to construct a whole standard basis from a given set of generators, and leads necessarily to a disastrous upper bound for the worst case complexity, as shown by the explicit examples of Mayr & Meyer (1982) , Demazure (1985) : there are ideals for which deciding whether a given polynomial belongs to them needs exponential space. As the knowledge of a standard basis easily solves the previous problem, computing such a basis needs also exponential space.
In order to bypass that, why not to determine the Hilbert polynomial by interpolation, if we know an upper bound for the regularity of the Hilbert function? Alas, it happens that the same catastrophic behaviour cannot be avoided, as indicated in Giusti (1984) .
Another way is to think geometrically and to cut the variety by linear subspaces, as proposed by Lazard (1981; 1982) . Once again this dimension can be read on a standard basis, this time for a particular ordering (Giusti, 1984) . But it involves the costly introduction of generic coordinates.
We will propose below an approach combining the combinatorial point of view (standard bases) and the geometric ones (section/projection). We shall introduce two new characterizations of the dimension, which come in between the classical approaches in a remarkable way, since this gives a new proof of the dimension theorem through their relationships with the classical definitions.
Furthermore we do not need a whole standard basis, which is a goal much too complicated, in order to extract a very partial useful information. Actually, a part in rather low degree is enough. Using this truncation idea, we will give an algorithm computing the dimension, whose time and space complexity are polynomial in a suitable measure of the input data.
Standard Bases
Let k be a field, and R the polynomial algebra k [xo, x~ ..... x.] , with the usual graduation induced by the total degree. To study homogeneous ideals of R, an essential idea going back to Macaulay (1927) , consists in totally ordering the monomials of the polynomial ring, in one-to-one correspondence with the points of N "+~, but in a compatible way with the multiplication of R. We will use the following orderings:
DEFINITION: LOWER (RESP. UPPER) LEXICOGRAPHIC ORDERING
A point a = (a0 ..... a,3 of N" + ' is smaller than a point b = (b0,. 9 9 bn) for the lower lexicographic ordering (resp. larger for the upper lexicographic ordering) if and only if there exists an index i (0 < i ~< n) such that: a0 =b0, 9 9 9 a;_ ~ = bi_t, a/< bt (resp. a,, = b ...... , ai+ 1 = bi+ 1, ai > bt) .
DEFINITIONS: LOWER (RESP. UPPER) LEX1COGRAPHIC FILTRATION
To every non zero homogeneous polynomial:
is then associated its support {a~N ~+1 [f~ #0} in N "+ i. The smallest (resp. largest) element of the support off for the lower (resp. upper) lexicographic ordering is called its leading monomial exp(f). The leading or initiat forrn in (f) is the term
We shall speak from now on of the lower (resp. upper) filtration of R.
DEFINITION: MIXED LEX1COGRAPHIC FILTRATION OF ORDER m
Let us fix an integer m between 0 and n-1. After Bayer & Stillman (1985) , we introduce now the following total ordering: by definition a point a = (a0 ..... a,,) of N" + is smaller than a point b = (bo ..... b,,) if the point (a0 + 9 " 9 + am, a0 .... , an -~) is smaller than the point (bo + 9 9 9 + b,,, bo ..... b ..... ~) for the lower lexicographic ordering.
The leading monomial of a non zero polynomial is then the smallest element of its support.
DEFINITION: STABLE SUBSETS
Given a non zero homogeneous ideal I, the set of all the leading monomials of its non zero elements form a so called stable subset of N ~ + 1 i.e.:
By convention, the empty set is associated to the trivial ideal (0).
DICKSON'S LEMMA
Every stable subset E of N" + ~ is finitely generated, and there exists a unique minimally generating finite family a ~ l) ..... a ~p), i.e.:
The proof is easy by induction on n.
DEFINITION: STANDARD BASES
Let I be an homogeneous ideal of R. By Dickson's lemma, E(I) is minimally generated by some family, say a~ ..... ap. Following Hironaka (1964) , we define a standard basis of I as a family of polynomials of I such that their leading monomials form this minimal generating subset.
NOTATION
If E is a stable subset of N" + t, we denote by D(E) the maximal degree of the elements of a generating family of E, which is minimal for the inclusion.
HIRONAKA'S DIVISION THEOREM

Let I be an homogeneous ideal of R. Every polynomial of R is equivalent modulo I to a unique polynomial called the remainder of the division by I, either zero or owning all its monomials outside of E(1).
Proof." Actually if the polynomial fto be divided is not zero, it has a leading monomial. If this last monomial belongs to E(I), it can be divided by the leading monomial of some element of I, say g. The input polynomialfis then equivalent to f-(in(f)Jin(g))g, which, if non zero, owns a strictly smaller leading monomial. Since there is only a finite number of monomials of given degree, the iterated process stops on a polynomial, which if not zero, has a leading monomiai outside of E(I). To conclude we apply the same division procedure to the reductum of this last polynomial, i.e. itself minus its initial form.
The uniqueness of the remainder follows trivially from its property of having all its monomials outside of E(I).
COROLLARY
Every standard basis of an Meal generates this ideal.
Proof" In fact, the remainder of the division of any polynomial of the ideal by a standard basis f~ .... ,fp must be zero: if not, its leading monomial should be simultaneously in E(I) and its complementary.
Note that it proves by the way the noetherianity of polynomial rings. Proof: Let p be equal to zero. The first part follows from the remark that if the leading monomial of a polynomial does not depend on x,, the polynomial itself does not. Now let rr be the morphism restriction to Z(I) of the projection of P"\(0 ..... 0, 1) on the hyperplane x,, = 0. By abstract non-sense we get the equaIity of the Zariski closure of zr(Z(I)) with the algebraic subset defined by Ic~k [xo ..... x,,_ 1] . Since the restriction of 7r to Z(I) is proper, we obtain the wanted equality.
The general result follows easily by induction. The proof is similar to the two previous ones.
Some Bounds for the Regularity of the Hilbert Function
The degree of a point a = (ao ..... a.) of N "+ 1 is the integer lal = ao +.. 9 + a.,
DEFINITION: HILBERT FUNCTION
Let E be a stable subset of N "+ 1; the function HFE, which associates to every integer s the number of elements of degree s not belonging to E, is called the Hilbert function where
is the binomial coefficient function. By definition, d is the dimension of the complementary of E, and e0 its degree. Finally by convention the degree -1 will be associated to the zero polynomial.
DEFINITION: REGULARITY OF THE HILBERT FUNCTION
The regularity H(E) of the Hilbert function is the smallest integer where it becomes equal to the Hilbert polynomial of E.
PROPOSITION
H(E) <<. (n +
Proof." By induction on n. The claim is clear for n = 0. Then from Dickson's lemma, the section E; of E by the hyperplane {x,, = i} is constant for i at least e and not before. Let us consider the following development of the Hilbert function:
which breaks into three pieces as soon as s is large enough:
HF~(s) = ~ HFE,(s -i) + ~. HF~,(s -i) + ~. HF~. (s -i) 0 <. i<<.e--1 e~ i<<.s--H(Ee) s--H(Ee)+ I ~<i~s
= Z HFE,(s -i) + ~, HFE~(i) + ~, HFE~(i).
<<.i6e--1 H(ge)<~ i~.~-e O~i<~H(Ee)--1
For s large enough this ffmction becomes: 
i.<,,. P(i) is a polynomial in s of degree d + 1, with integral coefficients on the binomial basis if it was the ease for P.
The proof is straightforward: as the binomial coefficient functions (;) ..... (:) form a basis on Q of the vector space of all polynomials of degree less or equal to d, it is enough to prove the first claim on these particular polynomials, where it becomes trivial. More precisely this expression is true as soon as s is larger than
Sup{i + H(E:) l0 ~< i ~< e}, which occurs through the induction hypothesis if s is bigger
(Note that we reproved by the way the classical facts on the Hilbert polynomial recalled in 3.2.) 3.5. EXAMPLE Given a sequence of n + 1 positive integers a0, 9 9 9 a,,, consider the ideal (xg 0 ..... xa"). This set of generators form a standard basis, and the associated stable subset E is the complement of a parallelpiped, whose point of maximal degree is (a0-1 ..... a,, -1).
Hence the regularity is 1+ ~7=o (a,.-1). Note that it is larger than D(E) which is the maximum of the a~'s; this remark will be developed below.
The particular case where all the a/s are equal show that the previous bound of the regularity is sharp.
PROPOSITION
If E is a negative dimensional stable subset, its regularity H(E) is at least D(E).
Proof: First let us discard the trivial case E = N n+ t where D(E)= H(E)= 0. Then consider an element A = (Ao .... , A,) of a minimally generating family of E. Since the degree of A is positive, there exists an index i for which A,-is positive, and the point (A0, ..., A~ -1 ..... A,,) does not belong to E. Thus the Hilbert function is not zero for the argument IA[ -1, hence is not equal to the Hilbert polynomial. So the regularity is at least IA I, and in particular at least D(E).
REMARK
If I is an homogeneous ideal of R, the Hilbert function of E(I) is independent of the ordering by 2.10 and is called the Hilbertfunction of R/L
Dimension Theory
From now on, the ground field k is assumed to be algebraically closed. Let I be an homogeneous ideal of R defined by a given system of generators, and Z(I) the projective algebraic subset defined in P".
VARIOUS DEFINITIONS OF DIMENSION
First an algebraic definition: the Hilbert dimension is the degree d of the Hilbert polynomial of R/1.
Then two geometrical definitions: the section dimension is the smallest integer s such that there exists a linear subvariety of codimension s + 1 not intersecting Z(I).
The projection dimension is the biggest integer p such that there exists a linear subvariety of dimension p on which Z(1) can be surjectively projected.
It is classical that the three notions of dimension recalled above coincide, and their common value is called the dimension of the projective algebraic subset Z(I). We will now introduce two combinatorial definitions:
DEFINITIONS: LOWER AND UPPER LEXICOGRAPHIC DIMENSIONS
Let x be a system of coordinates on P". We denote by linf~ (resp. Isupx) the smallest (resp. largest) integer e such that Ex(I ) relative to the lower (resp. upper) lexicographic filtration intersects the last n -e coordinate axes of N" + I (resp. does not intersect the plane of the first e + 1 coordinates).
The minimum linf of all linf~ (resp. the maximum 1sup of all lsup.O when x ranges through all systems of coordinates of P" is called the lower (resp. upper) lexicographic dimension.
DIMENSION THEOREM
The lower and upper lexieographic dimensions are equal to the dimension of the projective algebraic subset.
The proof goes as follows, showing actually through five successive inequalities that the five notions of dimension coincide, thus reproving the classical dimension theorem for projective algebraic subsets:
Let us assume that there exists coordinates of P" such that, with respect to some compatible ordering, for example the upper lexicographic ordering, E(I) does not intersect the plane of the first e + 1 coordinates of P". Then HF(s) is bounded below by the number of monomials of degree s on e + 1 letters, which is a O(s ~) when s is going to infinity. Hence d is bounded below by lsup.
1sup >t p
Let us assume that Z(I) can be projected surjectively on a plane P of dimension p. We can choose coordinates such that this plane is defined by the equations xp+ l ..... 
NOTE ADDED IN PROOF
Given a stable subset E of N" + 1, following several authors (Carrfi Ferro, 1986; Kredel & Weispfennig, 1988) , let us consider independent variables for E, i.e. such that E does not contain an element in just those variables. Call re(E) the cardinality of a maximal set of such independent variables.
Actually we prove in 4.3.1 that the dimension of the complementary of E is greater or equal to the cardinality of every set of independent variables minus one, hence to re(E) -1. On the other hand, it is easy to prove by double induction on r and n that this dimension is smaller or equal to re(E) --1. The assertion is clear for m = 0 and trivial for n = 0. Then going back to the proof of 3.4, let us remark that if every r-plane of coordinates contains a point of E, every r-plane of coordinates of N" contains a point of any section E,., and every (r -1)-plane of coordinates of N" contains a point of the section at infinity E,. Hence the degree of the Hilbert polynomial of E is smaller or equal to r using the induction hypotheses.
Hence we reproved a result of Carrgt Ferro (1986) , see also Kredel & Weispfennig. Remark that this assertion is independent of the ordering chosen. If the nature of the ground field k is not specified we shall denote below by elementary time complexity the number of elementary operations in k (additions, multiplications, comparisons, each counting for one) needed to perform an algorithm. Furthermore, if we want to consider the cost of each of these elementary operations, we shall speak of the total time complexity. For example if the generators are defined over the integers, we need their size or maximal number of bits M needed to write any coefficient.
Complexity of Computation of the Dimension
We will now successively study the time complexity of the naive algorithms computing the Hilbert dimension, show that they all lead to a disastrous lower bound for the worst case complexity, study the complexity of the naive geometric approach, which is not bad but not the best, and introduce a new algorithm based on a truncation idea with subexponential complexity. Actually its time complexity is bounded above by a polynomial in td "2. 
CALCULABILITY OF THE HILBERT DIMENSION
The principle of the computation of the Hilbert function, once a standard basis is known follows easily from 2.10, and goes back at least to Macaulay (1927) . A key point is now to construct a standard basis of I from a given set of generators: the first algorithms are due to Buchberger (1965) (see also Galligo, 1983; Giusti, 1984; Lazard, 1983) . Actually in the homogeneous ,case we are concerned by, the computation of HF (s) (as well as the construction of such a basis in degree s) is reduced to a pure linear algebra process, i.e. a triangulation by column operations (see also Lazard, 1983; Giusti, 1984) .
It still remains to determine the Hilbert polynomial by interpolation, and this is possible through the upper bound of the regularity given in 3.4; and indeed upper bounds of D(E(I)) are known in terms of the input data, at least in some particular case (Giusti, 1984) . Anyway, it is shown in Giusti (1984) that the regularity is bounded below by the maximal degree needed to compute the syzygy modules occurring in a free resolution of the quotient ring R/L But the study of the pathological examples of Mayr & Mayer (1982) yields a double exponential behaviour for this number (Demazure, 1985; Giusti & Lazard, 1986) .
The method proposed by Carrfi Ferro (1986) presents the same drawback. The worst case complexity of any algorithm computing the dimension based on the construction of a whole standard basis is necessarily catastrophic, since Mayr & Meyer (1982) showed that the space required to obtain such a basis can be exponential in the input data.
GENERIC COORDINATES
We observe now that linf (resp. lsup) (4.2) is reached for generic coordinates. To give a precise meaning to this assertion, we must first as usual define a parameter space. Coordinates of the projective space are determined by a simplex configuration of n + 1 linearly independent hyperplanes t)" 0 ..... /~, (elements of 1~") and n + 1 linearly independent points ho ..... h,, (elements of P"); the equation of/~. is x; = 0, and the point h~ has all coordinates zero except the ith one. The parameter space is then the non empty Zariski open subset ~ (resp. ~q), complement of the determinant hypersurface in (15") "+ 1 (resp. in (P")" + i).
DEFINITION
Let Z(I) be an algebraic subset of dimension l. We shall denote by U the non empty Zariski open subset of the Grassmanian G(n-l-1, n) of all linear subvarieties of codimension l + 1, which do not intersect Z(1).
A coordinate system x of the projective space, such that the linear subvariety defined by x 0 ..... xt = 0 belongs to U is called generic for this algebraic subset. linf involves the construction of a standard basis with respect to the lower lexicographic filtration, which is known to have a better complexity behaviour as the upper lexicographic one. Unfortunately it is difficult to characterize f', since one needs to recognize successive parameters for a ring .... which are precisely defined through dimension! On the other hand, we can easily find a point in F if we know how to find a point outside of a hypersurface. We describe below an algorithm leading to a generic system of n + 1 points, i.e. such that the first n -l generate a linear subvariety of codimension l + 1, which does not intersect Z(I). gives a point outside of Z(I) and a hyperplane not passing through this point. It is of course enough to pick up among the generators of I an element, say P, for instance of minimal degree, say ~, and to find a point which is not a zero of this polynomial (function OUTSIDE(P)). Even if we show that the complexity of this algorithm is low (actually polynomial in c5" as proved in the next section), the result will be uncertain, since the algorithm will be applied to equations of successive projections, whose degrees have to be controlled. This will be done in a forthcoming paper.
PROPOSITION
The subset of coordinates systems where linf~(I) (resp. lsupx(I)) reaches its minimum linf(I) (resp. its maximum lsup(I)) contains the following non empty
PROPOSITION: COMPLEXITY TO FIND A POINT OUTSIDE OF A HYPERSURFACE
Let P be a polynomial of degree 6. The elementary time complexity to find a point on which the polynomial does not vanish is polynomial in 6". Furthermore if the input polynomial has integral coefficients of maximal size M, the time complexity is polynomial in Mr".
First the polynomial P cannot vanish on the (6 + 1)" following points: x0 = 1 and 0 ~< xt ~< 6 for i = 1 .... , n, because if so, it is identically zero. This fact is easily obtained by induction on n: it is trivial for n = 1, let us assume it is known for homogeneous polynomials of degree at most 6. If P is the polynomial y'~= 0 P~(xo ..... x,,_ l)x,i,, which vanishes on the (6 + 1)" given points, this means that for every point of P" -1 among the (6 + 1)"-l following ones: x0 = 1, 0 ~ xj ~< 6 for i = 1 ..... n -1, the univariate polynomial P in x,, is identically zero, hence the P;'s vanish, and are identically zero using the induction hypothesis.
Second there are at most / (6 +hi \ monomials in P, and to evaluate a monomial at a \ n / given point one needs at most 6 multiplications in k.
Thus if we denote by c, e and # upper bounds for the cost of respectively comparison to zero, addition and multiplication, the time complexity is at most:
Then the number of elementary operations in the base field is obtained for the uniform cost measure (e = c~ = # = 1) and is bounded above by some polynomial in 6 whose leading term is ~1 6z,, + l, anyway a rough upper bound will be ~. (6 + n) 2"+~.
Eventually if I is defined over the integers, the value of P at any previous testing point is at most 2"( ~ + n~ 6', hence its size is at most M + a log(a) + log(~ + n) +"'+ \ n / log(6 + 1), itself less than say M + (6 + n) 2.
Hence the cost e of comparison to zero is at most C~M(6 + n) 2 where C~ is some constant. The cost e of adding two monomials (resp. ~t to obtain a monomial by successive multiplications) is at most C~M6 2 (resp. C,M(5 2) where C~ and C, are some constants. So finally the time complexity, whatever it is, will be at most
where C is some constant.
In conclusion, for fixed n, if 6 is going to infinity the asymptotic behaviour of the time complexity is polynomial in 6".
We will now try to catch the dimension through linf
QUEEN'S SIDE OPENINGS
The fundamental observation is now that degrees of elements, when constructing a standard basis with respect to the lower lexicographic filtration, grow slowly along some coordinate axes.
PROPOSITION
Consider the set E(I) relative to the lower lexieographie fihration; by definition, there are points Ali,~r, -J ..... A,, of E(I) lying on the last n -linl]~ axes. Then:
Proof." Let i be some integer between linf,. + 1 and n. The ideal I + (xo ..... x~_ 1) defines the empty subvariety and is still generated by polynomials of degree at most d. By proposition 2.11, we are reduced to the particular case of linf,. = -1 and i = 0. For such an ideal, the degrees of elements of a standard basis relative to the lower lexieographic filtration are at most 1 + (n + 1)(d -1). To show this it is easy to adapt the proof of Theorem 3.9 (Giusti, 1984) to the case of non generic coordinates and arbitrary characteristic in the following lemma: LEMMA: Let I be an ideal generated by polynomials fl ..
.. ,f~ of degree dt >1"'" >t dt defining the empty subvariety. Then D(E(I)) is at most 1 + ~n=+i1 (d i --1).
Proof: The first step consists to use 3.6 to replace D(E(I)) by the regularity H(I), which is an upper bound. Then by generic combinations, we can extract a regular sequence of maximal length n + 1 from I, whose elements are of degree d I >1. 9 9 >~ d,, + t, and generate an ideal J contained in L From the canonical exact sequence R/J--+ R/I--. 0 we deduce that the regularity of I is at most the regularity of J. The resolution of R/J by the Koszul complex shows that the Hilbert function of R/J, hence its regularity, depends only on the degrees dl,. . . , d n + 1 of the generators of J. This regularity can now be easily computed in the special case I = (xJd, . . . , x,U, ,, + ') (cf. 3.5).
A FIRST ROUGH ESTIMATE TO COMPUTE THE LOWER LEXICOGRAPHIC DIMENSION
What is the complexity to catch lower lexicographic dimension? Due to lack of knowledge about genericity, we have to compute by brute force: we can perform a generic change of coordinates, by introducing (n + 1) 2 new indeterminates a~, generic entries of a change of basis matrix. The new base field is then K = k(ao.), and the first coordinate hyperplanes form a system of parameters. Now it is enough by 5.4.1 to construct E(I) in degree less than (n + 1)d. So we remain inside the vector space of monomials of degree at most (n + 1)d, whose dimension fi (d, n) is anyway roughly bounded by some polynomial in (nd)". To compute the standard basis we have at most to triangulate by column operations a 3 x t3 matrix (Lazard, 1983; Giusti, 1984) , with entries polynomials in the a,~'s of degree at most d. The cost in basic operations in the new field K is anyway at most polynomial in (ntd) n.
And during this triangulation, the polynomial entries appearing being minors of the initial matrix, have a degree most d& At any step of the triangulation, the multiplication or addition of two entries needs a number of operations in the base field k which is polynomial in (ntd) ~3. Hence the elementary time complexity is of same nature.
Space questions, if the input polynomials have integral coefficients of size at most M: the size of any minor does not exceed a polynomial in (Mtnd)", so eventually the time complexity is still polynomial in (Mind) "3.
Finally remark that this procedure is essentially Lazard's one (Lazard, 1977; algorithm 7.2) , translated in the language of standard bases. 
STANDARD(i, K, x, J) does not change the 3 first components, but replaces the elements of the last one, of degree at most (i + I)(d -1) + 1, by the list of elements of a standard basis of the ideal generated by J, with respect to the lower lexicographic filtration, up to the same degree. Moreover if the field K is a non trivial extension of the ground field, the triangulation leading to the standard basis is done in integral way, without introducing any denominators in the coefficients elements of K.
AXIS(i, K, x, J) does not change the 3 first components, but replaces the last one by the element of J (if any) with leading monomial depending only on the variable n -i.
CHANGE(i, K, x, J) will only act on 4-uples with a field equal to the ground field k. This function:
---does not change the first component, --replaces the ground field by the extension k(20,..., 2,,_ ,-_ ~), ---changes the variables in the following way:
--transforms every polynomial of J according to the previous change of variables. SPECIALIZE((i, K, x, J), (i, K, x, U)) acts only in the ease where K is an extension of k over n -i indeterminates, and J contains at most one element. This function acts only on its second argument:
---does not change the first component, --replaces the extension field K by the ground field k, ---does not change the coordinates, --specializes every element of U by setting each 2j's to some constant value aj element of k. If J is empty, each aj is chosen to be zero, so that SPECIALIZE is the inverse map of CHANGE and we go back to the previous coordinates. If not, let us consider the leading coefficient of the unique element of J, which is a polynomial in 20, 9 9 9 2, _ ~_ 1. Applying the function OUTSIDE introduced in 5.3.4, we can find a point ao ..... a,,_ ~_ ~ on which this leading coefficient does not vanish. In other words, if we denote by E(J) the stable subset generated by the leading monomials of the elements of a list J of polynomials in k [yo, . . . , y,,] , and define similarly the integer linfv(J ) (4.2), we claim that E(J) is the truncated part of E(1) in degree less than (c + 1)(d --1) + 1, and that it is enough to read the dimension since linf~(I) = linfv(J) = I.
Proof." Each time we enter the function GENERIC, the 4-uple argument (i, K, y, J) has the following property: for every of the i axes Y,,-i+~ ..... y,,, there is among the elements of J a polynomial whose leading monomial lies on it.
We will prove this assertion by induction on i. If i is zero, there is nothing to prove. Let us now follow the history of a 4-uple argument (i, K, y, J). By induction hypothesis, E(J) cuts the last i axes. To check if an element of a standard basis has a reading monomial on the (n -i)th axis, it is enough by 5.4.1 to construct it in degree less than (i + 1)(d-1)+ 1. If it is the case, we enter again with an argument satisfying the assertion at level i + 1.
If not, let us consider the ideal Igen of the new polynomial algebra over an extension field, in the new variables introduced by the function CHANGE; Z(I) and Z(lgen) have the same dimension. Now let us look at the stable sets E~owtex(I) (resp. Elo,,,tex(lgen) ) and E,,;:,lex(I) (resp. EmL~te.~(lgen)) with respect to the lower and mixed (of order n-i) lexicographic filtrations. If there is a point in the truncated part of Etowtex(Igen) on the axis y,,_ ;, the same is true for the suitable specialisation, and we enter again at level i + 1 satisfied.
If not, there is no point of E,,,~x~.~(I) in the plane of the first n -i + 1 coordinates, because if so, this point would correspond to a non zero polynomial depending only this first variables, which would be pushed by the change of coordinates on the axis y,,_ ;; but the leading monomial would not char~ge for the other filtration, hence Elowt~(Igen) would have a point on the same axis, and furthermore another one in the truncated part. But in this ease, looking at E,?a.je~(I), we see that the linear subvariety defined by x0 .....
x,,_ ~ = 0 does not cut Z(I), hence the dimension is at most n -i; and Z(I) can be projected surjectively on the linear subvariety defined by x,_ ;+~ .....
x, = 0, hence the dimension at least n --i is equal to n -i. And the algorithm stops with the wanted property.
Remains the case where we arrive until i is n + 1; but this is the other way to get out, and the conclusion is also fulfilled.
THEOREM: COMPLEXITY OF THE PREVIOUS ALGORITHM
The elementary time complexity of the previous algorithm is polynomial in (ntd) "2. Furthermore if the input data are defined over the integers, the time complexity is polynomial in (Mtnd) "2.
Once we remarked that the matrices to be triangulated have entries polynomials of at most n variables, of degree at most d, and coefficients of maximal size M, the proof involves the same technics as 5.5, With the additional study of OUTSIDE in 5.3.5.
