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Abstract
Given Hilbert spaces H and K and a von Neumann algebra A ⊂ B(H), let  denote
the class of all additive mappings ϕ :A→ B(K) satisfying |ϕ(A)| = ϕ(|A|) (A ∈A). The
paper shows that if A contains no nonzero abelian central projection then every ϕ ∈  pre-
serves the ∗-operation, the R-linear combination, and, up to a commuting operator multiple
ϕ(I)  0, the (ring) multiplication. IfA contains a nonzero abelian central projection P and if
the dimension ofK is at least 2 or 2 rank(P ) according to whether or not P can be chosen to be
minimal, then there exists an additive mapping ϕ :A→ B(K) such that ϕ(I) is a projection
and |ϕ(A)| = ϕ(|A|) for all A ∈A but ϕ is neither multiplicative nor adjoint preserving. In
case A = B(H) the result was proved by Molnár [Bull. Aust. Math. Soc. 53 (1996) 391]
when ϕ(A) contained all finite rank operators, and by Radjabalipour et al. [Linear Algebra
Appl. 327 (2001) 197] under the (redundant) restriction ϕ(iI )K ⊂ ϕ(I)K .
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1. Introduction
Linear preserver problems are concerned with the questions about the additive
mappings ϕ between matrix or operator algebras that whether or not the preservation
of certain algebraic characteristics by ϕ will imply the preservation of certain others.
Many authors have studied such problems and the literature on the subject is abun-
dant, a number of which is included in the references (see [1–7,10–22]). The present
paper studies such results concerning additive mappings ϕ between von Neumann
algebras (of Hilbert space operators) which preserve absolute values; i.e., |ϕ(A)| =
ϕ(|A|) for all A in the domain of ϕ. It is shown that if the domain A of such a map
contains no nonzero abelian central projection, then, for all A ∈A, ϕ(A)∗ = ϕ(A∗)
and ϕ(A) = 0 ⊕ C+θ+(A)⊕ C−θ−(A) with respect to some direct sum K = K0 ⊕
K+ ⊕K−, where K0 = kerϕ(I), C± are injective positive operators, and θ+ (resp.
θ−) is a linear (resp. antilinear) ∗-homomorphism. The special caseA = B(H) with
the additional restriction ϕ(A) ⊃F(K) was proved by Molnár [11], where F(K)
denotes the set of all finite rank operators on K . He showed that K0 and one of K±
are zero and C± are multiples of identity. Also, the special case A = B(H) was
proved by Radjabalipour et al. [17] with the restriction ϕ(iI )K ⊂ K⊥0 . In view of
the main results of this paper the latter restriction is redundant.
As a converse, assume the von Neumann algebra A contains a nonzero abelian
central projection P and that the dimension of K is at least 2 or 2 rank(P ) depending
on whether or not P can be chosen to be minimal. It is easily seen that there exists an
additive mapping ϕ :A→ B(K) such that ϕ(I) is a projection and |ϕ(A)| = ϕ(|A|)
for all A ∈A, but ϕ is neither multiplicative nor adjoint preserving.
Finally, we will show that in case A = B(H) the decomposition of a (C∗) rep-
resentation into an inflation A → A⊗ I and a singular representation [9, Theorem
10.4.7] is somehow valid for ϕ.
2. The statement of the main results
Throughout the paper, by a subspace we mean a closed linear subspace of some
Hilbert space, and by an operator we mean a bounded linear operator defined on
some Hilbert space. By an invariant subspace of an operator A we mean a subspace
M such that AM ⊂ M; we say M reduces A if M⊥ is an invariant subspace of A. It
is well known that every invariant subspace of a self-adjoint operator A (A∗ = A) is
reducing and a direct sum A = A1 ⊕ A2 holds with respect to M ⊕M⊥. Linearity
is always referred to C-linearity unless otherwise specified. An additive mapping A
sending λx to λAx for all λ ∈ C and all x in its domain is called antilinear. Note that
direct sums of linear and antilinear mappings are at least R-linear. All projections
are self-adjoint and all direct sums are orthogonal.
We say E and F are orthogonal projections if E and F are projections such that
EF = 0. By an orthogonal family of projections we mean a family of mutually
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orthogonal projections. If {Eα} is a family of projections, the projection onto the
subspace generated by the ranges of all Eα is denoted by ∨αEα; if, moreover, the
family is orthogonal, we write ∨αEα =∑α Eα . The identity on a Hilbert space H
is denoted by I , if the domain is understood from the context, otherwise, by IH .
An isometry from H into K is an operator A such that ‖Ax‖ = ‖x‖ for all x ∈ H .
A surjective isometry is called a unitary; in case H = K , the unitary operators are
normal with spectra included in the unit circle.
In any Hilbert space, we fix an orthonormal basis and define I− to be the antilinear
(isometric) mapping sending each element of the basis to itself. The choice of the
basis, as far as the present paper is concerned, is immaterial. The map sending an
operator A on H to the operator A⊗ I (resp. (I−AI−)⊗ I ) on some H ⊗H+ (resp.
H ⊗H−) is called an inflation which is a linear (resp. antilinear) *-homomorphism.
For the sake of symmetry, we may sometimes use the symbol I+ for I to denote
A⊗ I as (I+AI+)⊗ I . Note that (I±AI±)∗ = I±A∗I±.
By a partial isometryV with initial projectionE and final projectionF , we mean an
operator V ∈ B(H) such that V ∗V = E and VV ∗ = F ; the subspaces EH and FH
are called the initial and the final subspaces of V , respectively. Every operator A ∈
B(H) has a polar decomposition A = V |A|, in which V is a partial isometry with
initial subspace |A|(H) and final subspace A(H) and, of course, |A| = (A∗A)1/2.
By a ∗-homomorphism between two C∗-algebras we mean a linear or an R-linear
mapping ϕ satisfying ϕ(A)∗ = ϕ(A∗) and ϕ(AB) = ϕ(A)ϕ(B) for all A,B in the
domain of ϕ. The class of all self-adjoint operators in aC∗-algebraAwill be denoted
by As .
For a von Neumann algebra A and a projection E ∈A we say
1. E is central if EA = AE for all A ∈A,
2. E is abelian if EAE is an abelian algebra,
3. E ∼ F (E is equivalent to F ) if E and F are the initial and the final projections
of a partial isometry V ∈A, respectively; i.e., V ∗V = E and VV ∗ = F for
some V ∈A,
4. E is a subprojection of F ∈A and write E  F if EF = E; moreover, if E /=
F it is called a proper subprojection and may be denoted by strict inequality,
5. E is infinite if E ∼ F for some proper subprojection F of E,
6. E is finite if it is not infinite,
7. E is properly infinite if E /= 0 and CE is either 0 or infinite for each central
projection C,
8. E has the central carrier CE if the latter is the minimal central projection having
E as a subprojection,
9. E is a minimal (resp. minimal central) projection if it contains no nonzero proper
subprojection (resp. central subprojection),
10. A is of type In if I =∑α∈ Eα , where {Eα}α∈ is an orthogonal family of
equivalent abelian projections and  has cardinality n,
11. A is of type II1 if I is finite and contains no nonzero abelian projection,
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12. A is of type II∞ if I is properly infinite, is the central carrier of a finite projec-
tion, and contains no nonzero abelian subprojection,
13. A is of type III if it has no nonzero finite projection.
By the “type decomposition theorem” [9, Theorem 6.5.2] every von Neumann al-
gebra is the direct sum of algebras of types In, II1, II∞, or III, where the cardinality
n does not exceed the cardinality of an orthonormal basis of the underlying Hilbert
space. All we need about von Neumann algebras can be found in [8,9].
We are now ready to state the main results of the paper.
Theorem 1. Let A ⊂ B(H) be a C∗-algebra. Assume ϕ :A→ B(K) is an addi-
tive mapping preserving absolute values; i.e., for all A,B ∈A,
(a) ϕ(A+ B) = ϕ(A)+ ϕ(B), |ϕ(A)| = ϕ(|A|).
Then, for all A ∈A,
(b) ϕ(A) =
[
0 η(A)
0 ξ(A)
]
, with respect to K = K0 ⊕K⊥0 , where K0 = kerϕ(I), ξ
and η are R-linear continuous mappings from A into B(K⊥0 ) and B(K⊥0 ,K0),
respectively. Moreover, ξ preserves positivity and self-adjointness of operators,
and η(S) = 0 for all S ∈As .
Theorem 2. With the notation of Theorem 1, assume further that A is a von Neu-
mann algebra. If A contains no nonzero abelian central projection, then ϕ(iI )K ⊂
K⊥0 , ϕ(A)∗ = ϕ(A∗), and there exists injective positive operators C± such that
(c) ϕ(A) = 0 ⊕ C+θ+(A)⊕ C−θ−(A)
on a direct sum
(d) K = K0 ⊕K+ ⊕K−, where θ+ (resp. θ−) is a linear (resp. antilinear)∗
-homomorphism from A into B(K+) (resp. B(K−)), C± = ϕ(I)|K±, and
C±θ±(A) = θ±(A)C± for all A ∈A.
Conversely, if A contains a nonzero abelian central projection P and if the di-
mension ofK is at least 2 or 2 rank(P ) depending on whether or not P can be chosen
to be minimal, then there exists an additive ϕ :A→ B(K) such that ϕ(I)|K⊥0 = I,
and |ϕ(A)| = ϕ(|A|) for all A ∈A but ϕ(iI )∗ /= ϕ((iI )∗) and ϕ((iI )2) /= ϕ(iI )2.
Theorem 3. With the notation of the previous theorem, if A = B(H), then K± =
K±1 ⊕K±2 and θ±(A) = θ±1(A)⊕ θ±2(A), where K±1 and K±2 reduce ϕ(A),
θ±1(A) = (I±AI±)⊗ I on some H ⊗H±, and θ±2(C) = 0 for all operators A and
all compact operators C in A.
3. The proof of the main results
The collective proof of the main results is given in the following steps. The proof
of Theorems 1–3 follows from Steps 1–4, Steps 5–14, and Step 15, respectively. In
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Steps 1–4, we assume A is a C∗-algebra of operators on H and ϕ :A→ B(K)
satisfies (a). In the rest A is further assumed to be a von Neumann algebra.
At this point, let us avail ourselves of the following acknowledgement. The proof
given below seems to be an adaptation of the proof given in caseA = B(H) [17] to
a general von Neumann algebra; whenever it is straightforward, we have referred to
[17]. However, since the structure of the simple von Neumann algebra B(H) lacks
the complexity of that of a general von Neumann algebra, the proof given below is
deeply involved, in many parts, with the variety of central projections which resist
to halving. Let us also mention that the proof in [17] is carried out with a redundant
assumption ϕ(iI )K ⊂ K⊥0 whose redundancy is proved here in the very last steps.
Step 1. The map ϕ is a continuous R-linear mapping preserving positivity and self-
adjointness of operators.
The proof is given in Step 1 of the proof of Theorem 1 of [11] for A = B(H)
and the same proof applies here. Note that a C∗-algebra contains the absolute value,
and the real and the imaginary parts of any A ∈A, as well as the positive and the
negative parts of any S ∈As .
Step 2. For any commuting pair S, T ∈As ,
(e) ϕ(iT )∗ϕ(S) = −ϕ(S)ϕ(iT ).
Furthermore, if ST = 0, then
(f) ϕ(S)ϕ(T ) = 0.
As in [17, p. 200], observe that if the self-adjoint operators S, T commute, then
ϕ
(√
S2 + T 2
)2 = ϕ(S)2 + ϕ(T )2 ± [ϕ(S)ϕ(iT )+ ϕ(iT )∗ϕ(S)],
which proves (e). Furthermore, if ST = 0, then
ϕ(S)2 + ϕ(T )2 = ϕ
(√
S2 + T 2
)2 = ϕ(|S| + |T |)2
= ϕ(S)2 + ϕ(T )2 + ϕ(|S|)ϕ(|T |)+ ϕ(|T |)ϕ(|S|).
Thus |ϕ(S)‖ϕ(T )| = −|ϕ(T )‖ϕ(S)| and hence |ϕ(S)|2|ϕ(T )| = |ϕ(T )‖ϕ(S)|2.
Since |ϕ(S)| is positive, it follows that |ϕ(S)‖ϕ(T )| = |ϕ(T )‖ϕ(S)| and thus
|ϕ(S)‖ϕ(T )| = 0. This implies that ϕ(S)ϕ(T ) = 0.
Step 3. For any S ∈As ,
(g) 2ϕ(S)2 = ϕ(S2)ϕ(I )+ ϕ(I)ϕ(S2).
The proof given in Step 3 of the proof of [11, Theorem 1] applies to any C∗-
algebra.
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Step 4. With K0 = kerϕ(I), there exist mappings ξ and η which establish the block
matrix representation (b) with respect to the direct sum K0 ⊕K⊥0 and satisfy all the
requirements of Theorem 1.
Let S ∈As and write
ϕ(iS) =
[
C η(iS)
D ξ(iS)
]
, ϕ(I ) =
[
0 0
0 ξ(I )
]
,
where ξ(I ) is an injective positive operator. By (e), ϕ(iS)∗ϕ(I) = −ϕ(I)ϕ(iS) and
hence ξ(I )D = 0. Thus D = 0. Also, observe that
ϕ(S)2 = |ϕ(S)|2 = ϕ(|S|)2 = ϕ(|iS|)2 = |ϕ(iS)|2
= ϕ(iS)∗ϕ(iS) =
[
C∗C C∗η(iS)
η(iS)∗C ♦
]
,
and, from (g), that
ϕ(S)2 =
[
0 ♦
♦ ♦
]
,
where the sign ♦ at each entry denotes some linear transformation not necessary to
be specified. Thus C = 0, and hence
ϕ(iS) =
[
0 η(iS)
0 ξ(iS)
]
, ϕ(S)2 =
[
0 0
0 ♦
]
.
Since ϕ(S) is self adjoint,
ϕ(S) =
[
0 0
0 ξ(S)
]
,
for some self-adjoint operator ξ(S), which is positive if S is so. The rest of Theorem
1 follows easily.
From now on, we assumeA is a general von Neumann algebra, though it may be
later specified to be B(H) or any other von Neumann algebra containing no nonzero
abelian central projection.
Step 5. For S ∈As ,
(h) ϕ(S)ϕ(I) = ϕ(I)ϕ(S).
Since A contains the spectral projections of its self-adjoint elements, the proof
given for formula (xi) on [17, pp. 200–201] applies here.
Step 6. There exists a partial isometry V ∈ B(K) with initial subspace K⊥0 such
that
(i) ϕ(S + iT ) = ϕ(S)+ V ϕ(T ) for all S, T ∈As .
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Let ϕ(iE) = VEϕ(E) be the polar decomposition of ϕ(iE) for any projection
E ∈A, where VE is a partial isometry whose initial space is the closure of the range
of ϕ(E) = |ϕ(iE)|. It follows from (f) to (h), that
ϕ(iE)ϕ(I)= VEϕ(E)ϕ(I) = VEϕ(E)2
= [VEϕ(E)+ VI−Eϕ(I − E)]ϕ(E)
= ϕ(iI )ϕ(E) = VIϕ(I)ϕ(E)
= VIϕ(E)ϕ(I).
Since ϕ(I) is injective on K⊥0 , it follows that ϕ(iE) = VIϕ(E). Also, since every
self-adjoint operator is the uniform limit of the R-linear combinations of its spectral
projections, it follows from the continuity and the R-linearity of ϕ that ϕ(iT ) =
VIϕ(T ) for all T ∈As . The proof of (i) follows by letting V = VI .
Step 7. Let
(j) V =
[
0 Q
0 V1
]
with respect toK = K0 ⊕K⊥0 . Then V1 = iW , where−I  W 
I , Q∗Q = I −W 2 and, for all S ∈As ,
(k) ϕ(iS) =
[
0 Qξ(S)
0 iWξ(S)
]
.
Put S = T = I in (e) to obtain ϕ(I)V ∗ϕ(I) = −ϕ(I)V ϕ(I) and hence ξ(I )V ∗1 ×
ξ(I ) = −ξ(I )V1ξ(I ). Since ξ(I ) is injective, V ∗1 = −V1 and hence V1 = iW for
some self-adjoint operator W ∈ B(K⊥0 ). Also, since W 2  Q∗Q+W 2 = V ∗V |
K⊥0 = I , it follows that−I W  I . Formula (k) will now follow from (b), (i) and (j).
Step 8. There exists an R-linear transformation ψ :As → B(K⊥0 )s such that, for
all S, T ∈As ,
(l) ψ(S)ψ(T ) = 0 if ST = 0,
(m) ξ(S) = ψ(S)ξ(I ) = ξ(I )ψ(S),
(n) ψ(S)W = Wψ(S),
(o) ψ(ST ) = ψ(S)ψ(T ) if ST = T S,
(p) σ(ψ(S)) ⊂ σ(S),
where σ(A) denotes the spectrum of A.
For a projection E ∈As , define ψ(E) to be the orthogonal projection from K⊥0
onto the closure of the range of ξ(E). In view of (b) and (f), ξ(E)ξ(F ) = 0 if E,F
are orthogonal projections and thus the range of ξ(F ) lies in the kernel of ξ(E).
Hence ψ(E)ψ(F) = 0 which proves (l) for projections. Also, ξ(E) = ψ(E)ξ(E) =
ψ(E)[ξ(E)+ ξ(I − E)] = ψ(E)ξ(I ). Since the left-hand side is self-adjoint,
ψ(I)ξ(I ) = ξ(I )ψ(I) and (m) is proved for projections. Furthermore, in view of (b),
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(e) and (k), −iξ(I )Wψ(E)ξ(I ) = −iξ(I )ψ(E)Wξ(I), and thus (n) is proved for
the projections. If E and F are commuting projections, then ψ(E)ψ(F) = [ψ(E −
EF)+ ψ(EF)][ψ(F − EF)+ ψ(EF)] = ψ(EF), which proves (o) for projec-
tions. Formula (p) is obvious for projections as their spectra lie in {0, 1}, and the
left-hand side is {0} if the right-hand side is so.
Now, for a self-adjoint operator S ∈As with a finite spectrum, define
ψ(S) =
n∑
k=1
akψ(Ek),
where a1, a2, . . . , an are distinct eigenvalues of S with corresponding spectral pro-
jections E1, E2, . . . , En. It is easy to see that (l)–(p) remain valid for such operators.
For an arbitrary S ∈As , observe that the sequence of operators
Sn =
2n∑
k=1
ankES(Dnk)
converges uniformly to S, where (a, b) is any interval containing σ(S), ES is the
spectral measure corresponding to S,Dnk = (a + (k − 1)(b − a)/2n, a + k(b − a)/
2n], and ank can be any point selected from σ(S) ∩Dnk if nonempty, and ank = 0,
otherwise. Observe that
‖ψ(Sn)− ψ(Sn+m)‖  (b − a)/2n,
which implies that {ψ(Sn)} is a Cauchy sequence in B(K⊥0 )s . Define ψ(S) =
limn ψ(Sn). It is easy to see that (m)–(o) remain valid for the new extension of ψ .
The formula (p) follows from the continuity of the spectrum on the set of normal
operators. Finally, use (b), (f) and (m) to write 0 = ξ(S)ξ(T ) = ξ(I )ψ(S)ψ(T )ξ(I ),
which yields (l).
Step 9. For all S, T ∈As ,
(q) ψ(iST − iT S)= i[ψ(S)ψ(T )− ψ(T )ψ(S)]W
= iW [ψ(S)ψ(T )− ψ(T )ψ(S)].
In view of (a), (g), (h) and (i), ϕ(|S + iT |)2 = |ϕ(S + iT )|2,
ϕ(|S + iT |)2 = ϕ(|S + iT |2)ϕ(I )
= [ϕ(S2)+ ϕ(T 2)+ ϕ(iST − iT S)]ϕ(I)
= ϕ(S)2 + ϕ(T )2 + ϕ(iST − iT S)ϕ(I),
and
|ϕ(S + iT )|2 = [ϕ(S)+ ϕ(T )V ∗][ϕ(S)+ V ϕ(T )]
= ϕ(S)2 + ϕ(T )2 + iϕ(S)Wϕ(T )− iϕ(T )Wϕ(S).
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Restriction to K⊥0 yields
ξ(I )ψ(iST − iT S)ξ(I ) = iξ(I )[ψ(S)ψ(T )− ψ(T )ψ(S)]Wξ(I),
from which (q) follows.
Step 10. Let M be the closure of the range of ψ(A∗A− AA∗) for some A ∈A.
Then M is a common invariant subspace of W and ξ(I ), on which they commute.
Moreover, if A is a partial isometry with orthogonal initial and final projections, then
the restriction of W to M is a unitary operator, and M is the direct sum of the initial
and the final subspaces of A.
Since M is a hyperinvariant subspace of ψ(A∗A− AA∗), that is, since M is a
common invariant subspace of all operators commuting with ψ(A∗A− AA∗), it fol-
lows from (m) and (n) that M is a common invariant subspace of W and ξ(I ). To
show ξ(I ) andW commute onM , observe from (m), (n) and (q) that, forA = S + iT
with S, T ∈As ,
[ξ(I )W −Wξ(I)]ψ(A∗A− AA∗)
= 2[ξ(I )W −Wξ(I)]ψ(iST − iT S)
= 2i[ξ(I )W −Wξ(I)][ψ(S)ψ(T )− ψ(T )ψ(S)]W
= 2[ξ(I )ψ(iST − iT S)− ψ(iST − iT S)ξ(I )]W = 0.
Now, assume A is a nonzero partial isometry with orthogonal initial and final
projections E,F . Therefore, A∗A = E and AA∗ = F , and thus A∗A− AA∗ = E −
F and A2 = 0. Hence, in view of (l), M = ψ(E)K⊥0 ⊕ ψ(F)K⊥0 , and the opera-
tor ψ(E − F) acts isometrically on its range M . Also, if A = S + iT with S, T ∈
As , then (1/4)(E + F) = ±(1/4)(A± A∗)2 = S2 = T 2, which implies that ‖S‖ =
‖T ‖ = 1/2. Now, for x ∈ M ,
‖x‖ = ‖ψ(E − F)x‖ = ‖ψ(A∗A− AA∗)x‖
= 2‖ψ(iST − iT S)x‖
= 2‖[ψ(S)ψ(T )− ψ(T )ψ(S)]Wx‖
 4‖ψ(S)‖‖ψ(T )‖‖Wx‖
 4‖S‖‖T ‖‖Wx‖ = ‖Wx‖  ‖x‖,
which implies that W |M is an isometry. Since W is a self-adjoint contraction opera-
tor, W |M is a unitary operator.
Step 11. In any von Neumann algebraA, there exists an orthogonal family {P1, E1,
E2, E11, E12, E13} of projections such that
(1) P1 is an abelian central projection,
(2) E1 and E2 are equivalent,
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(3) E11, E12 and E13 are equivalent, and
(4) I = P1 + E1 + E2 + E11 + E12 + E13.
Let P1, Pn, Pc1 , Pc∞ and P∞ be the central projections in the type decomposition
of A as explained in [9, Theorem 6.5.2]. Note that, if not zero, PnA is of type In,
Pc1A is of type II1, Pc∞A is of type II∞, and P∞A is of type III . Also, note that
P1 is abelian.
We say a projection E ∈A can be halved if E = E1 + E2 for some orthogonal
pair of equivalent projections E1, E2 ∈A. By Lemma 6.3.3 (Halving Lemma) and
Proposition 6.2.2 of [9], P∞ and Pc∞ can be halved. Also, by definition, Pn can be
halved if the cardinality n is not an odd integer.
It now follows from [9, Proposition 6.2.2] that
Pc∞ + P∞ +
∑
n /=2k+1
Pn = D1 +D2
for a pair of orthogonal equivalent projections D1 and D2.
Also, by the definition of an algebra of type I2k+1, the projection P2k+1 is
the sum of 2k + 1 (orthogonal) equivalent projections Fk1, . . . , Fk,2k+1. Define
D∗i = Di +∑∞k=2∑kj=2 Fk,2j+i−1 (i = 1, 2), and E1i =∑∞k=1 Fki (i = 1, 2, 3).
Clearly, {D∗1,D∗2, E11, E12, E13} is an orthogonal family of projections such
that Pc∞ + P∞ +
∑
n Pn = D∗1 +D∗2 + E11 + E12 + E13,D∗1 ∼ D∗2 andE11 ∼
E12 ∼ E13.
It remains to do a similar decomposition for Pc1 . Prof. George Elliott pointed out
to us that the halving of Pc1 is known to the experts. However, we include a proof for
an easy reference. Also, we thank Profs. Man-Duen Choi and George Elliott for their
comments which simplified the statement and the proof of this step. By the definition
of an algebra of type II1, the projection Pc1 is finite and contains no nonzero abelian
subprojection. Let C be the collection of all families G = {(G1α,G2α)}α∈ ordered
by inclusion such that {G1α : α ∈ } ∪ {G2α : α ∈ } is an orthogonal family of pro-
jections in A and G1α ∼ G2α for all α ∈ . By the Hausdorff maximality principle,
C has a maximal element G∗ for some index set ∗.
Define Ei = D∗i +∑α∈∗ Giα (i = 1, 2). Again, by [9, Proposition 6.2.2], E1
and E2 are orthogonal equivalent projections. Now, let E = Pc1 − E1 − E2. We
claim E = 0. If not, then the von Neumann algebra B := EAE is nonabelian. Let
F ∈ B be a projection not in the centre of B, and let CF ∈ B be its central carrier.
Define F ′ = CF − F . Obviously, FF ′ = 0 and F ′ /= 0. Since CFCF ′ = CF ′ /= 0, it
follows from [9, Proposition 6.1.8] that F and F ′ have nonzero equivalent subpro-
jections; a contradiction. Thus E = 0 and hence I = E1 + E2 + E11 + E12 + E13
as required.
Step 12. The restriction of W to the range of (the projection) ψ(I − P1) is a unitary
operator commuting with the restriction of ξ(I ) to the range of ψ(I − P1).
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Let P1, Ei, E1j (i = 1, 2; j = 1, 2, 3) be as in Step 11. Define
F1 = E1 + E11, F2 = E2 + E12, F3 = E1 + E12, F4 = E2 + E13,
and observe that F1F2 = 0, F1 ∼ F2, F3F4 = 0, and F3 ∼ F4. Moreover, I − P1 is
the sum of orthogonal projections F1, F2, and F4 − F4F2. Thus ψ(I − P1) is the
sum of the orthogonal projections ψ(F1), ψ(F2), and ψ(F4 − F4F2). To show W
acts isometrically on the range of ψ(I − P1) and commutes with the corresponding
restriction of ξ(I ), it is enough to show W does so on the range of every ψ(Fi)
(i = 1, 2, 3, 4).
Let the orthogonal equivalent projections F1 and F2 be the initial and the final pro-
jections of a partial isometryA ∈A. By Step 10, the restriction ofW toψ(F1)K⊥0 ⊕
ψ(F2)K
⊥
0 is a unitary operator commuting with the corresponding restriction of
ξ(I ). A similar argument for F3 and F4 completes the proof.
Step 13. Assume P1 = 0. Then there exist K±, C± and θ± satisfying conditions (c)
and (d) of Theorem 2.
Since P1 = 0, it follows from (n) and the previous step thatW is a unitary operator
and hence Q = 0 in (j) and (k). In particular, ϕ(iI )K ⊂ K⊥0 . Then we can assume
without loss of generality that K0 = 0 and hence ϕ = ξ and V = iW . Now, mimick-
ing the proof of Theorem 2 of [17], we see that ϕ(A)∗ = ϕ(A∗) and ϕ(A)ϕ(B) =
ϕ(I)ϕ(AB) for all A,B ∈A. Let K± = {x ∈ K⊥0 : V x = iWx = ±ix} and define
θ± :A→ B(K±) by θ±(S + iT ) = ψ±(S)± iψ±(T ) for all S, T ∈As , where
ψ±(S) denotes the restriction of ψ(S) to K±. (Note that K±, being the hyperinvari-
ant subspaces of W , reduce the self-adjoint operators ϕ(I) and ψ(S) for all S ∈As .)
Letting C± = ϕ(I)|K±, it follows that C±θ±(A) = θ±(A)C±, and θ+ (resp. θ−)
is a linear (resp. antilinear) *-homomorphism.
Step 14. Assume A has some nonzero abelian central projection P and that the
dimension ofK is at least 2 or 2 rank(P ) according to whether or not P can be chosen
to be minimal. There exists an additive mapping ϕ :A→ B(K) such that ϕ(I) is
a projection and |ϕ(A)| = ϕ(|A|) for all A ∈A, but ϕ is neither multiplicative nor
adjoint preserving.
In case P is minimal, the algebra PA consists of multiples (c + id)P of P . In
this case assume without loss of generality that K = C2 and define
ϕ((c + id)P + (I − P)A) =
[
0 d
0 c
]
for all c, d ∈ R and A ∈A. Otherwise, assume without loss of generality that K =
(PH)⊕ (PH) and define
ϕ(S + iT ) =
[
0 T P
0 SP
]
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for all S, T ∈As . (Here T P and SP should mean the restrictions of T , S to PH ).
In each case, ϕ is an additive mapping preserving absolute values, and ϕ(I) is a
projection, but it is neither adjoint preserving nor multiplicative (try ϕ(iI )).
Step 15. Assume now that A = B(H). Then K± = K±1 ⊕K±2 with respect to
which the operators ξ±(I ) (= C±) and θ±(A) are reduced and, moreover, θ±|K±1
is an inflation A → (I±AI±)⊗ I on some H ⊗H± ⊂ K , and θ±|K±2 annihilates
all compact operators C inA. The homomorphisms with subscript + are linear, and
those with the subscript − are antilinear.
Each representation A → θ±(I±AI±) can be decomposed as the direct sum of
an inflation A → A⊗ I on some H ⊗H± and a singular representation θ ′± which
annihilates all compact operators [9, Theorem 10.4.7]. Thus, each θ± is a direct
sum of an inflation A → (I±AI±)⊗ I on H ⊗H± and a singular *-homomorphism
A → θ±2(A) := θ ′(I±AI±).
All remains to show is the fact that the underlying subspaces reduce the (self-
adjoint) operator ξ(I ), and for this it is enough to show that H ⊗H± are just invari-
ant subspaces. Let x ∈ H and y± ∈ H±. Let E ∈ B(H) be the orthogonal projection
onto the 1-dimensional subspace generated by x. Then x ⊗ y± is a vector in the range
of E ⊗ IH± = θ±(E) = ψ±(E). Since ξ±(I ) and ψ±(E) commute, it follows that
the range of ψ±(E) (= θ±(E)) is an invariant subspace of ξ±(I ). Thus ξ±(I )(x ⊗
y±) ∈ K±1, and since K±1 is generated by {x ⊗ y± : x ∈ H, y± ∈ H±}, it follows
that K±1 is an invariant subspace of ξ±(I ).
4. Concluding remark
It is clear from the various steps of the proof that Theorems 2 or 3 are expected
to be valid for C∗-algebras A ⊂ B(H) having no central abelian projection or for
those containing the ideal of all compact operators on H , respectively.
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