An approximate relativistic two-component Hamiltonian for use in molecular electronic structure calculations is derived in the form of a sum of fixed atom-centered kinetic and spin-orbit operators added to the nonrelativistic Hamiltonian. Starting from the well-known zeroth-order regular approximation, further steps are taken to get rid of its nonlinearity in the potential, ending up with a simple formulation with easily computable integrals that can seamlessly work with any traditional electronic structure method. Molecular tests show a good accuracy of this approximation.
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Even though the Dirac 1 equation is the best theory of the electron, its simple nonrelativistic approximation -the Schrödinger 2 equation -is most widely used in molecular electronic structure calculations. When it comes to heavier atoms, the effective core potentials 3, 4 most often come into play, as they can model, albeit in a rather queer way, the relativistic effects felt by the valence electrons; besides their quite arbitrary parametrization, they may suffer from numerical instability 5 and need a special care 6 in the evaluation of their integrals over the traditional Gaussian 7 functions. Another two-component formalism, until now limited only to density-functional 8 methods, is the zeroth-order regular approximation 9-12 that works with a local effective one-electron potential in such a nonlinear way that it cannot deal with the more general many-electron wavefunction theories. We have found, however, a further approximation that removes this nonlinearity and leads to a very simple one-electron Hamiltonian for molecular electronic structure theories, the straightforward analytical evaluation of its matrix elements over the Gaussian basis sets allows it to be easily implemented into quantum chemistry codes for both correlated-wavefunction and density-functional calculations. We are glad to report it here, along with the construction of atomic basis sets of our 13, 14 correlation-consistent type. We test its performance on some characteristic molecular examples using the coupled-cluster [15] [16] [17] theory with single and double 18 (CCSD) substitutions. For an electron in a potential v(r) the Dirac equation can be written as
with the Pauli matrices
a) E-Mail: laikov@rad.chem.msu.ru; Homepage: http://rad.chem.msu.ru/˜laikov/ The relation between the small ψ S (r) and large ψ L (r) component wavefunctions from the second line of Eq. (1)
can be simplified and approximated by dropping out the energy ǫ in the denominator of Eq. (3), as for the valence electrons in molecules ǫ ≪ 2c 2 and a typically attractive effective potential v(r) < 0. Putting the approximate ψ S (r) into the first line of Eq. (1) leads to the two-component relativistic equation
that works only with the large component ψ(r) ≡ ψ L (r), the well-known zeroth-order regular approximation 10 . The appearance of v(r) in Eq. (4) in a non-linear way besides the usual multiplicative potential limits the applications of this formalism to the local-potential models of density-functional theory, where the effective potential is solved for self-consistently together with the one-electron wavefunctions it depends on. Now we will make further approximations to get rid of this non-linearity by making the relativistic correction term independent of the molecular electronic structure.
The Hamiltonian of Eq. (4) can be written
as a sum of the non-relativisticĤ 0 and the relativistic correctionĤ u with the scalar function
that for v(r) ≤ 0 has the range −1 ≤ u(r) ≤ 0 and plays a role mostly in the atomic core regions, as −v(r) ≪ 2c 2 elsewhere. We approximate v(r) in Eq. (6) by a sum of fixed non-(or weakly) overlapping spherically-symmetric atom-centered potentials
then u(r) can be given in the same way as
our localized atomic radial functions
further have a cut-off factor
r > r 0 (10) that brings them smoothly to zero for r > r 0 .
We take v k (r) in Eq. (9) as the purely electrostatic potential of the nuclear charge and electron density from the spherically-symmetric average-level 19 HartreeFock calculations on the neutral atoms within the scalar-relativistic approximation 20 of the Dirac-Coulomb Hamiltonian -as such, it has an exponentially-decaying tail that can be easily bent down to zero. Had we added a local exchange potential, there would have been either a very long tail for an asymptotically correct v k (r) → −1/r as r → ∞, or a mild deepening of v k (r) mostly where we are going to cut it down. Moreover, the lack of the exchange term may somewhat compensate for the energy dropped in the denominator of Eq. (3).
In Eq. (10) we use our favorite switching function
where the factor of √ 3 makes the third derivative s ′′′ (0) = 0, and we find the cut-off limits r 1 = 1 2 and r 0 = 3 2 to yield the rather smooth u k (r) from Eq. (9), for all atoms, without inflection points between r 1 and r 0 . We have tried to find a better cut-off factor, for example, a more general function could be used with parameters adjusted to minimize some criterion, but it did not yield a better output of the whole work.
Our last step is to make the integrals of the Hamiltonian of Eqs. (5) and (8) over the traditional Gaussian basis sets easy to compute analytically, so we further approximate u k (r) from Eq. (9) by sums of Gaussians
with parameters {c ik } and {a ik } from the least-squares minimization
We find n = 15 in Eq. (12) to be the best for all atoms, it is the greatest n for which all c ik are still negative, the smallest a 1k falls in the range 2.4 < a 1k < 3.6 with |c 1k | < 0.002, and the fit error µ = max r ũ k (r) − u k (r) < 0.0011. Another good n = 17 has µ < 0.00007 thanks to a better fit at a very short r with one positive c ik , but it makes only a slight change in the computed atomic wavefunctions. For comparison, we have also made very accurate fits with 38 ≤ n ≤ 50 for the uncut u k (r) with b(r) ≡ 1 in Eq. (9) , and the atomic calculations show that by far the greatest change comes when the two-component Eq. (4) is used instead of the four-component Eq. (1), the cutoff function of Eqs. (10) and (11) has then only a slight effect, and even less so does the 15-term fit of Eq. (12) .
The relativistic Hamiltonian termĤ u of Eq. (5) can be split into a "scalar" part
that can be thought of as a rescaling of the kinetic energy, and a "vector" part
that leads to the spin-orbit coupling. WithĤ s only, we get a scalar-relativistic approximation that can seamlessly work with any traditional non-relativistic electronic structure method to allow the studies of molecules with heavier atoms, we would call it an additive atomic approximation (AAA), and we implement it first into our computer code. The spin-orbit termĤ v can be treated as a perturbation, and we believe our function u(r) to be a sound choice for this. Throughout our work, we use the newest estimate where M is the (integer) mass number of the most abundant isotope.
We run our atomic electronic structure code 14 working in 256-bit precision, first to get the nearlyexact four-component scalar-relativistic 20 sphericallysymmetric atomic Hartree-Fock solutions over the huge even-tempered Gaussian basis sets, for all 102 atoms from Hydrogen through Nobelium. Then we compute the values of function u k (r) from Eq. (9) on a very dense grid of points in the spirit of double-exponential integration 24 , and get the 15-term Gaussian fits of Eqs. (12) minimizing the integral of Eq. (13) computed numerically on the grid; we check the goodness of the fit by plotting, for all atoms, the differenceũ k (r) − u k (r) as a function of ln(r) and also the values of ln(a ik ) against the atomic number, and see that it is good. These values of {c ik } and {a ik } are tabulated to 20 decimal places in the supplementary material 25 and everyone is welcome to use them. For our AAA Hamiltonian, we get our correlationconsistent atomic basis sets, for all 102 atoms, in the same way as we did it before 14 , and we tabulate them in the supplementary material 25 . The molecular properties computed therewith can be compared one-to-one with those based on the four-component scalar-relativistic 20 Hamiltonian, and even more so for the longer underlying primitive sets. Table I shows our tests on a small but representative set of molecules using the CCSD method and the L2 4 basis set. The bond lengths and bond energies (without zero-point vibrations) begin to differ between the nonrelativistic and the four-component scalar-relativistic theories on going to heavier atoms, while our new twocomponent approximation brings them close to the latter, and although it becomes slightly worse for the heaviest atoms, it is still rather good.
Our simple two-component formalism should be very well matched to the density functional methods of generalized-gradient type 26, 27 and beyond [28] [29] [30] , we have already implemented it into our density-functional code 31 through analytic second derivatives.
