A Study of Systems with Multiple Operating Levels, Soft Thresholds and Hysteresis by Brandwajn, Alexandre et al.
HAL Id: hal-01515312
https://hal.inria.fr/hal-01515312
Submitted on 28 Apr 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
A Study of Systems with Multiple Operating Levels,
Soft Thresholds and Hysteresis
Alexandre Brandwajn, Thomas Begin, Hind Castel-Taleb, Tulin Atmaca
To cite this version:
Alexandre Brandwajn, Thomas Begin, Hind Castel-Taleb, Tulin Atmaca. A Study of Systems with
Multiple Operating Levels, Soft Thresholds and Hysteresis. [Research Report] RR-9064, Inria - Re-
search Centre Grenoble – Rhône-Alpes. 2017. ￿hal-01515312￿
 
 
  
A Study of Systems with Multiple 
Operating Levels, Soft Thresholds 
and Hysteresis  
 
Alexandre BRANDWAJN, Thomas BEGIN, Hind CASTEL, Tulin 
ATMACA 
  
N°	9064		
	
27/04/2017		
	
Project-Team	DANTE	 I
SS
N
 0
24
9-
63
99
 
 
 
 
 
 
 
 
 
 
A Study of Systems with Multiple Operating Levels, Soft Thresholds and Hysteresis  
 
Alexandre Brandwajn1, Thomas Begin2, Hind Castel3 and Tulin Atmaca3  
 
Project-Team DANTE 
 
Research Report 	N°	9064 — 27/04/2017 —13 pages. 
 
	
Abstract:	Current	architecture	of	many	computer	systems	relies	on	dynamic	allocation	of	a	pool	of	resources	according	to	
workload	 conditions	 to	 meet	 specific	 performance	 objectives	 while	 minimizing	 cost	 (e.g.,	 energy	 or	 billing).	 In	 such	
systems,	different	levels	of	operation	may	be	defined,	and	switching	between	operating	levels	occurs	at	certain	thresholds	
of	system	congestion.	To	avoid	rapid	oscillations	between	 levels	of	service,	 ”hysteresis”	 is	 introduced	by	using	different	
thresholds	for	increasing	and	decreasing	workload	levels,	respectively.		
We	propose	a	model	of	such	systems	with	non-Poisson	arrivals,	arbitrary	number	of	servers	and	operating	levels	where	
each	 operating	 level	 may	 correspond	 to	 an	 arbitrary	 number	 of	 additional	 servers	 and	 soft	 (i.e.	 non-deterministic)	
thresholds	 to	 account	 for	 ”inertia”	 in	 switching	 between	 operating	 levels.	 Additionally,	 in	 our	model	 server	 processing	
rates	may	be	a	function	of	the	current	operating	level	and	of	the	number	of	requests	(users)	in	the	system.	We	also	allow	
for	delays	in	the	activation	of	additional	operating	levels.	We	use	simple	mathematics	to	obtain	a	semi-numerical	solution	
of	 our	model.	We	 illustrate	 the	 versatility	 of	 our	model	 using	 several	 case	 study	 examples	 inspired	 by	 features	 of	 real	
systems.	In	particular,	we	explore	optimal	thresholds	as	a	tradeoff	between	performance	and	energy	consumption.		
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Une étude des systèmes avec plusieurs niveaux de fonctionnement,  
des seuils non déterministes et avec hystérésis  
Résumé	:		L'architecture	actuelle	de	nombreux	systèmes	informatiques	repose	sur	l'allocation	dynamique	d'un	ensemble	
de	ressources	selon	les	conditions	de	charge	pour	atteindre	des	objectifs	de	performance	spécifiques	tout	en	réduisant	les	
coûts	(par	exemple,	l'énergie	ou	la	facturation).	Dans	de	tels	systèmes,	différents	niveaux	de	fonctionnement	peuvent	être	
définis	et	la	commutation	entre	ces	niveaux	de	fonctionnement	se	produit	à	certains	seuils	de	congestion	du	système.	Pour	
éviter	 les	oscillations	 rapides	 entre	deux	niveaux	de	 service,	 un	mécanisme	d’«hystérésis»	 est	 introduit	 en	utilisant	des	
seuils	différents	entre	deux	niveaux	de	fonctionnement	selon	que	le	niveau	de	la	charge	augmente	ou	diminue.	
Nous	proposons	un	modèle	de	ces	systèmes	avec	des	arrivées	non	Poisson,	un	nombre	arbitraire	de	serveurs	et	de	niveaux	
de	 fonctionnement	 où	 chaque	 niveau	 de	 fonctionnement	 peut	 correspondre	 à	 un	 nombre	 arbitraire	 de	 serveurs	
supplémentaires	et	avec	des	seuils	non	déterministes	pour	tenir	compte	de	"l'inertie"	lors	de	la	commutation	entre	deux	
niveaux	de	fonctionnement.	En	outre,	dans	notre	modèle,	les	taux	de	service	des	serveurs	peuvent	être	fonction	du	niveau	
de	fonctionnement	actuel	et	du	nombre	de	requêtes	(utilisateurs)	dans	le	système.	Nous	permettons	également	des	délais	
dans	l'activation	de	niveaux	de	fonctionnement	supplémentaires.	À	l’aide	de	raisonnements	mathématiques	simples,	nous	
obtenons	 une	 solution	 semi-numérique	 de	 notre	 modèle.	 Nous	 illustrons	 la	 polyvalence	 de	 notre	 modèle	 en	 utilisant	
plusieurs	exemples	d'étude	de	cas	inspirés	des	caractéristiques	de	systèmes	réels.	En	particulier,	nous	étudions	les	valeurs	
optimales	des	seuils	afin	de	trouver	le	meilleur	compromis	entre	performances	et	consommation	d'énergie.	
	
	
	
	
	
	
	
	
	
	
	
Mots	 clés	 :	 Systèmes	multi-serveurs,	 niveaux	 de	 fonctionnement	multiples,	 hysterésis,	 seuils	 non-déterministes,	 arrivées	
non-Poisson,	 délais	 d'activation.
11 INTRODUCTION
CURRENT architecture of computer systems and servicestends to rely on dynamic allocation of a pool of re-
sources (such as Virtual Machines, processors, storage, etc.)
under varying workload conditions in order to meet specific
performance objectives while at the same time minimizing
cost (e.g., in terms of energy or billing). Examples range
from cloud computing [FOX09] and virtualization environ-
ments such as VMware [VMW17] to enterprise Operating
Systems such as IBMs AIX [AIX17] or Virtual Network
Switches in the context of future generation Network Func-
tion Virtualization (NFV) [HAW14].
To adapt the number of discrete resources to dynamically
varying workloads, different levels of operation are defined
and switching between operating levels occurs at certain
thresholds. These thresholds may correspond to resource
utilization or some other measure of system congestion.
To avoid overreacting to spurious workload changes, some
”inertia” is introduced through the use of averaging such
as sliding window or exponential smoothing, and to avoid
rapid oscillations between levels of service, ”hysteresis” is
introduced by defining different thresholds for increasing
and decreasing workload levels respectively.
To our knowledge, the bulk of theoretical analysis of
systems with multiple operating levels in the literature
is limited to the case where each increase (respectively,
decrease) in operating level corresponds to adding (respec-
tively, removing) a single server, there is no inertia in thresh-
olds (deterministic instantaneous thresholds), and request
arrivals come from a Poisson source (single or bulk).
Ibe and Keilson [IBE93] derived a closed-form solution
for the steady-state distribution of the number of requests
in the system through the use of Greens function under
the assumption of Poisson arrivals and hard deterministic
thresholds where additional servers are allocated imme-
diately as specific values of the number of requests are
exceeded. Their numerical results are limited to 3 servers. In
1997, Golubchik and Lui [GOL97] used a combination of the
stochastic complementation and matrix geometric methods
to derive upper and lower bounds on the performance of
such systems with hard deterministic thresholds, Poisson
arrivals, and single server allocation per operating level
change. Their work accounts for a possible delay in the
activation of each operating level. The numerical results in
their paper are limited to 5 servers. A couple of years later,
the same authors [LUI99] used the stochastic complementa-
tion method to obtain an exact solution for homogenous
and heterogeneous servers with single and bulk Poisson
arrivals. Numerical results in this paper are again limited
to 5 servers. In 2000, Le Ny and Tuffin [LEN02] proposed
an exact solution for the case of heterogeneous servers with
Poisson arrivals. Their cuts method uses simpler mathemat-
ics than previous work in the literature to obtain the steady-
state distribution of the number of requests in the system.
No numerical examples are presented in their paper.
More recently, Mitrani [MIT11, MIT13] considered a
model of a system with Poisson request arrivals and two
blocks of servers where the reserve block is activated and
deactivated according to forward and backward thresholds.
The paper focuses on the selection of thresholds and the
number of servers in the reserve block so as to optimize
a cost function integrating system performance and energy
consumption. Aı̈t-Salaht and Castel-Taleb [AIT15a, AIT15b]
consider a model of a node in a cloud system with hysteresis
where virtual machines are added or removed one at a time.
They use stochastic bounding to derive approximate steady-
state probabilities of the number of requests in such a node
with Poisson arrivals single and bulk.
Our contribution is to propose a model of systems with
hysteresis, non-Poisson arrivals, arbitrary number of servers
and operating levels where each operating level may corre-
spond to an arbitrary number of additional servers and soft
(i.e., non-deterministic) thresholds to account for ”inertia” in
switching between operating levels. Additionally, unlike in
previous work, to account for potential speed degradation
as the number of processors increases, in our model request
completion rates with multiple servers are not necessarily
multiples of single server rates. We also allow for delays in
the activation of additional operating levels. We use simple
mathematics to obtain a semi-numerical solution of our
model.
In the next section we describe in more detail the model
considered and we outline the proposed solution approach.
Section 3 is devoted to several case studies, which illustrate
possible applications of our model. Section 4 concludes this
paper.
2 MODEL AND SOLUTION OUTLINE
2.1 Model description
We consider a system with two possible types of request
arrival processes (see Figure 1). In the first type, the times
between consecutive requests are assumed to be memory-
less [ALL90] with a state-dependent rate  (n) when the
current number of requests in the system is n. In addition
to including the standard Poisson arrivals, such a quasi-
Poisson arrival process can be a good representation of
arrivals generated by a set of discrete request sources.
In the second type of arrivals considered, times between
consecutive arrivals are assumed to be independent but
can have a general distribution. Specifically, times between
request arrivals are distributed according to a phase-type
distribution [HAR13] with a exponential phases. We denote
by ⌧j the probability that the arrival process starts in phase
j (j = 1, . . . , a), by  j the intensity of phase j and by
r̂j the probability that the arrival process completes after
phase j. rij denotes the probability that the arrival process
continues to phase j upon completion of phase k. Such
phase-type distributions can represent arbitrarily closely
any distribution [JOH88] and readily available methods
exist to map theoretical or empirical distributions onto them
[BOB05, OSO06].
As shown in Figure 1, the system has a maximum of C
homogeneous servers and can accommodate a maximum of
N requests (system capacity). Although the capacity of any
practical system is finite, we treat also the case where there
is no limitation on the number of requests. The system oper-
ates at L different levels, each level ` = 1, . . . , L corresponds
to a given number of active processors c` with cL = C . We
denote by µ(n, `) the rate of request completions when the
current number of requests is n and the current operating
level is `. This allows us to account for example for the fact
that the service rate of each processor may degrade as the
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number of active processors increases due to inter-processor
interference in multiprocessor environments. We assume
that the activation of additional servers corresponding to the
next system operating level is not necessarily instantaneous.
We denote by 1/! the mean time to activate a new operating
level and we assume that the level activation time is expo-
nentially distributed. Thus, at any time the system could be
operating at level ` and there could be k = 0, . . . , L ` levels
whose activation is pending. For our purposes, we assume
that level deactivation is instantaneous.
Fig. 1: System with a total of C servers and L operating
levels.
The current state of our system (but not that of the arrival
process in the case of general arrivals) is defined by the
triple (n, `, k) where n = 0, . . . , N is the number of requests
in the system, ` = 1, . . . , L is the current operating level and
k = 0, . . . , L   ` is the number of levels whose activation
is pending. With each state (n, `, k) (except those for which
`+ k = L or n = N ) we associate a probability denoted by
 (n, `, k) that the activation of an additional operating level
will be requested if the current number of requests increases
from n to n + 1. Similarly, with each state except those for
which ` = 1 or n = 0 we associate a probability denoted
by  (n, `, k) that the deactivation of an operating level will
happen if the current number of requests decreases from n
to n  1. Note that we assume that deactivation requests are
applied to pending levels (if any) first. If the values of these
probabilities are simply 0 or 1, the above description de-
faults to classical ”hard” forward and backward thresholds.
The use of other values corresponds to ”soft” thresholds al-
lowing one to model ”inertia” in activating and deactivating
operating levels. Note in passing that such ”soft” thresholds
are quite common beyond computer applications, e.g., in
supermarket policies for adding checkout clerks based on
the length of the queue. The performance metrics of interest
in our model include the mean response time for a request,
attained request throughput, as well as the mean number
of active processors, and the fraction of time the system
operates at each level. With a finite system capacity, the loss
probability may also be of interest. Principal notation used
in this paper is summarized in the Appendix.
2.2 Outline of model solution with memoryless arrivals
We start by considering the case of memoryless arrivals with
rate  (n) for which the triple (n, `, k) is sufficient to describe
the state of our system. We let p(n, `, k) be the steady-state
probability of the system being in state (n, `, k). It is easy to
derive the corresponding balance equations (cf. Appendix).
Denote by p(n) the marginal steady-state probability that
there are n requests in the system and by p(`, k|n) the
conditional probability that the current operating level is
` and there are k levels pending given n. We then have
p(n, `, k) = p(`, k|n)p(n) (1)
The conditional rate of request completions given n, de-
noted by u(n), can be written as
u(n) =
LX
`=1
µ(n, `)
 
L X̀
k=0
p(`, k|n)
!
(2)
and the probability p(n) can be expressed as
p(n) =
1
G
nY
i=1
 (i  1)
u(i)
, n = 0, 1, . . . (3)
In (3) empty products are assumed to be equal to 1 and
G is a normalizing constant such that
PN
n=0 p(n) = 1.
Using equations (1) and (3) in the balance equations for
p(n, `, k), we readily obtain a set of equations for the con-
ditional probabilities p(`, k|n). We then use simple fixed-
point iteration to solve this set of equations numerically.
We refer the interested reader to the Appendix for more
detail about the proposed solution approach and its ad-
vantages. Having obtained the p(`, k|n) and hence the
equivalent completion rates u(n) from (2), we compute the
steady-state probabilities p(n) using (3). From here, it is
a straightforward matter to compute the mean number of
requests in the system as n̄ =
PN
n=1 np(n), the attained
request throughput as ✓ =
PN
n=1 p(n)u(n) and the mean
request response time as R = n̄/✓. The fraction of time
the system spends on each operating level can be com-
puted as p(`) =
PN
n=0 p(n)
⇣PL `
k=0 p(`, k|n)
⌘
and the mean
number of busy servers is given by c̄ =
PL
`=1 p(`)c`. The
state probabilities seen by an arriving request are given by
PA(n) =
 (n)p(n)PN
i=0  (i)p(i)
so that, when the system capacity is
finite, the loss probability can be obtained as PA(N).
2.3 Outline of model solution with general arrivals
We now consider the case where the times between arrivals
have a general distribution (phase-type, independent and
identically distributed). With such phase-type arrivals, the
state description needs to be extended to include the current
phase of the arrival process, j, j = 1, . . . , a. We can then
define the steady-state probability of the new full system
state p(n, `, k, j) where n, ` and k have the same meaning
as before. One can derive balance equations for p(n, `, k, j),
transform them into equations for the conditional probabil-
ity p(`, k, j|n) and solve the latter using fixed-point iteration
in a way quite analogous to the one described before for
memoryless arrivals.
As an alternative to this exact solution, we propose an
even simpler ”divide and conquer” approach, which has the
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added advantage of using previously developed solutions.
We replace our model with state description p(n, `, k, j) by
two simpler models. In the first one, phase-type arrivals are
replaced by state-dependent memoryless arrival rate ↵(n)
while all other system aspects are fully represented. In effect,
this model is the same as the one considered before for mem-
oryless arrivals with state description (n, `, k). In the second
model, we use the state description (n, j) to fully represent
the phase-type times between arrivals but we replace the re-
mainder of the system by the equivalent conditional rate of
request completions u(n) obtained from the solution of our
first model. In effect, our second model is a simple Ph/M/C
type of queue, which can be easily solved using a simple
numerically stable recurrence [BRA12]. The solution of this
model produces the steady-state probability p(n, j) for the
state description (n, j) and the equivalent state-dependent
rate of request arrivals ↵(n) =
Pa
j=1  j r̂jp(n,j)Pa
j=1 p(n,j)
. Since we
need the ↵(n) from our second model in order to compute
the u(n) from our first model, needed in our second model,
we naturally end up with a fixed-point iteration between
our two models as shown in Figure 2. We end our iteration
when the mean numbers of requests in the system computed
from both models are sufficiently close.
Algorithm 1 summarizes this fixed-point iteration be-
tween our two simpler models.
Algorithm 1 Solution of model with general arrivals via
iteration between two simpler models
1: Initialize the arrival rate values ↵(n) to the inverse of
the mean time between arrivals for all n = 0, . . . , N .
2: Solve the model with state-dependent memoryless ar-
rivals using the current values of ↵(n).
a: Obtain current values for p(`, k|n) and p(n), as well
as the equivalent service rate u(n).
b: Compute current value of n̄ from this model.
3: Solve the Ph/M/C queue (our second model) using the
current values of u(n) rate from Step 2 as service rates.
a: Obtain current values for p(n, j) and for ↵(n).
b: Compute the current value of n̄ from this model (n̄ =PN
n=1 n
⇣Pa
j=1 p(n, j)
⌘
).
4: If the values of n̄ from Step 2 and Step 3 deviate by less
than ✏ > 0 then stop the iteration, otherwise go to Step 2.
5: Use the values of p(`, k|n) and p(n) from last execution
of Step 2 as the solution of the model.
Here, the state probabilities viewed by an arriving re-
quest are given by PA(n) =
↵(n)p(n)PN
i=0 ↵(i)p(i)
. Note that strictly
speaking, for our first model to be exact, we would need
a rate of arrivals ↵(n, `, k). We introduce an approximation
by assuming that the equivalent conditional rate of arrivals
depends only on the current number of requests in the
system n but not on the current system operating level or
the number of pending levels. Similarly, strictly speaking we
would need an equivalent service rate u(n, j) for our second
model to be exact. Again, we introduce an approximation by
using a service rate that depends only on the current num-
ber of requests but not on the current phase of the arrival
process. To summarize, the approximations introduced by
our ”divide and conquer” approach are ↵(n, `, k) ' ↵(n)
Fig. 2: Iteration between two simpler models in the case of
general arrivals.
and u(n, j) ' u(n). It has been our experience that the
inaccuracy introduced by this type of approximation is gen-
erally quite small (cf. [ATM16]) and the number of iterations
between models required for convergence is typically below
10.
In the next section, we illustrate the versatility of our
model using several examples derived from existing com-
puter and network systems.
3 CASE STUDIES
3.1 Example I: AIX SMT-like system
In our first example we consider a system inspired by the
Simultaneous Multithreading feature in IBMs AIX Operat-
ing System [SMT17]. We assume that the system can operate
at 3 levels where the corresponding numbers of logical pro-
cessors are 2, 4 and 8. We take the activation delay for levels
to be negligible (1/! ' 0). To represent possible processor
interference, we assume that the service rate of each proces-
sor degrades as the operating level increases. Specifically,
we assume that the service rate of each processor degrades
by a factor of 0.95 for each consecutive higher operating
level, i.e. as the number of processors doubles. The base
mean service time with a single processor is taken to be 1.
Our system functions with ”soft” thresholds chosen so as to
switch to the next higher operating level when the relative
request response time is around 10 and switch back to the
preceding level when the relative response time is around
7 (cf. Appendix). We define the mean relative response
time as the ratio of the mean request response time to the
mean service time with a single active processor. Arrivals
are assumed to come from a set of K = 256 exponential
request sources yielding a state-dependent arrival rate given
by  (n) = (K n)  where   is the unitary request rate of an
active source. The system capacity N is taken to be greater
or equal to the number of request sources so that there are no
lost requests. For this example, we use directly the solution
described for memoryless arrivals in Section 2.2.
4
Fig. 3: Example I: mean relative request response time (right
y-axis) and mean number of active processors (left y-axis)
as a function of load.
Figure 3 shows the mean relative response time and the
mean number of active processors for this example as a
function of the unitary request rate of an active source  .
We observe that the response time exhibits a characteristic
”dip” and inflexion points as the system switches between
its operating levels, while the mean number of processors
increases with system load and then reaches its maximum
value.
3.2 Example II: Virtual Switch-like system
In our second example, we consider a system inspired by
Virtual Switching systems (vSwitches) in Network Func-
tion Virtualization environments [HAW14]. A class of such
vSwitches [EGI13] can dynamically enable processor cores
to respond to varying packet workloads. Here, we assume
that there are C = 8 processors and L = 8 operating levels
with c` = `, ` = 1, . . . , L i.e. a single processor core is
added (respectively, removed) when switching to the next
higher (respectively, lower) level. In this example, we use
”hard” forward and backward thresholds with negligible
level activation delay. Since it is well known that packet
arrivals processes in computer networks tend to deviate
significantly from a Poisson process [PAX95], the times
between request arrivals are given by a phase-type distribu-
tion with a = 16 phases and a coefficient of variation close to
15 (cf. Appendix). The system capacity is N = 256 requests
(packets). The mean service time to process a packet is taken
to be 1.
Figure 4 illustrates the results obtained from our model.
It shows the mean packet sojourn time (request response
time) as a function of the mean rate of packet arrivals. For
comparison, we have included the results obtained from our
model in the case of a Poisson arrival stream. We observe, as
could be expected, that the influence of the arrival process
on the mean packet sojourn time is most visible at medium
loads for which assuming Poisson arrivals would result in
a significant underestimation of the mean packet sojourn
time. Interestingly, for high load values the mean sojourn
time with our phase-type distribution of time between ar-
rivals can actually become lower than with Poisson arrivals.
An examination of other performance metrics indicates that
Fig. 4: Example II: mean relative packet sojourn time as
a function of load for non-Poisson and Poisson arrival
processes.
this is due to higher loss probabilities than with Poisson
arrivals (and thus lower attained throughput, i.e., carried
traffic). It is worthwhile noting that, with the threshold
values used, there appears to be no visible ”dips” in the
mean sojourn time.
3.3 Example III: cloud-computing-like system
In our third example, we consider a high-level model of
a cloud-computing platform in which Virtual Machines
(VMs) are added and removed dynamically in response to
workload variations (e.g., auto-scaling feature in Amazon
Elastic Compute Cloud (EC2)). Here, we assume that there
is a sizeable delay when activating additional VMs, and we
consider ”hard” thresholds to activate (respectively, deac-
tivate) VMs. We assume that request arrivals come from a
set of K = 200 exponential request sources resulting in a
state-dependent arrival rate  (n) = (K n)  where   is the
unitary request rate of an active source. The system capacity
N is greater than the number of request sources so that there
are no lost requests. We assume that the number of VMs
varies in the range 2 to 16 (C = 16) and VMs are added
and removed in groups of 2, i.e., c` = 2`, ` = 1, . . . , 8. We
fix the forward thresholds so as to switch to the next higher
operating level when the relative request response time is
around 7 and switch back to the preceding level when the
relative response time is around 4. Here, the mean relative
response time is defined as the ratio R/T where T is the
mean request execution time.
For our numerical study, we take T = 1 and we explore
the mean relative response time as a function of the unitary
request rate  . Figure 5a illustrates the results obtained for
three values of the mean activation delay 1/! =1, 8 and 16.
We note the presence of several ”dips” and inflexion points
corresponding to the VMs being activated and deactivated
in the cloud. We observe that, with the parameter values
considered, the effect of the activation delay appears most
visible near the value of the unitary request rate   = 0.03.
As shown in Figure 5b, it is near this value that the mean
number of VMs whose activation is pending is the highest.
For much lower loads, the system operates almost exclu-
sively at level 1 and for much higher loads, the system
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(a) Mean relative response time as a function of load and activation
delay.
(b) Mean number of pending operating levels as a function of load and
activation delay.
Fig. 5: Example III.
operates almost exclusively at its highest level, so that the
value of the activation delay matters little in these operating
regions.
3.4 Example IV: Linux-like system
Our last example is devoted to a system inspired from a
server running the Linux Operating System [LIN17]. The
server operates at L = 4 levels corresponding to from 1 to 4
processor cores made available to execute requests (c` = `,
` = 1, 2, 3, 4). We assume that the request arrival process
is non-Poisson with a coefficient of variation of the time
between arrivals equal to 3 (cf. Appendix). We assume that
the system capacity is limited to N = 128 requests. Based
on actual energy consumption measurements in a Dell
Power Edge server (with Intel Xeon processors) [DEL17],
we assume that the energy consumption per time unit is
given by a function of the form b+ c`d where b denotes the
base power consumption when the system is idle, c` is the
number of processors corresponding to level ` and d is the
average power consumption of a processor. We also assume
that the activation time for adding processors is negligible.
Here, we consider ”hard” thresholds when activating and
deactivating processor cores, i.e. switching operating levels.
Our goal is to determine threshold values that minimize
a cost function combining system performance and energy
consumption. Thus, our cost function comprises two com-
ponents: energy cost and performance cost. For the former,
since one processor is always active, we focus on the addi-
tional power consumption
PL
`=1 p(`)(c`   1)d. Taking this
value relative to the maximum additional power consump-
tion (cL 1)d, we get as our energy cost ⌘e =
PL
`=1 p(`)(c` 1)
cL 1 .
Note that this relative measure has a range of 0 to 1. As a
measure of performance cost, we use the relative request
response time H = R/T where T = 1/µ(1, 1) is the mean
execution time by a single processor core. We denote by
H1 and HL the corresponding relative response times in a
single-level system with c1 and cL processors, respectively.
Clearly, we have HL < H < H1. We use ⌘p = H HLH1 HL as our
performance cost measure. This relative measure, too, has a
range of 0 to 1. Our overall cost function is defined as a lin-
ear combination of these two components ⌘ =  e⌘e +  p⌘p.
The coefficients  p and  e = 1    p correspond to the
relative importance we assign to performance versus energy
consumption. Note that the first term in our cost function
increases as the number of processors increases, while the
opposite is true of the second term resulting in a tradeoff
between performance and energy consumption.
(a) Optimal forward thresholds for three load levels with  p = 0.15.
(b) Optimal forward thresholds for three load levels with  p = 0.5.
Fig. 6: Example IV: optimal thresholds.
In our numerical study, we take the mean execution time
by a single processor core to be 1 and we consider two
sets of values for the weighting factors in our cost function:
( e = 0.85, p = 0.15) and ( e =  p = 0.5). In exploring the
values of thresholds, we concentrate on forward thresholds
( (n, `, k)) and we fix backward thresholds (
delta(n, `, k)) at 4/5 of the corresponding forward thresh-
old. We consider three workload levels, referred to as low,
medium and high. These workload levels correspond to
mean arrival rates of 1.5, 2.5 and 3.5, respectively (recall
that we assume a total of 4 processor cores). As illustrated in
Figure 6a for  p = 0.15, the threshold values that minimize
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Fig. 7: Example IV: variation of cost components as a func-
tion of forward threshold between 3 and 4 processor cores.
our cost function (determined under the constraint of a fixed
relationship between forward and backward thresholds)
depend on the workload level. The higher the workload,
the sooner a switch to higher operating level is required.
Similar effect can be observed in Figure 6b for  p = 0.5, and,
as could be expected, with more emphasis on performance
in this case, the threshold values tend to be smaller, i.e.,
switch to higher operating levels happens sooner. Finally,
Figure 7 shows an example of how the components of
our cost function vary as we increase the threshold value
to switch from 3 to 4 cores, while keeping the other two
threshold values constant. We observe that the relatively
slow step-wise decrease in energy cost compared to the
faster increase in our performance cost component. This
figure was obtained with a mean request arrival rate of 2.5
and  p = 0.15.
Note that in all our case studies the presence (or not)
and location of ”dips” and inflexion points depends on the
values of thresholds at which switching between operating
levels occurs.
4 CONCLUSIONS
We have presented a model of a system with multiple oper-
ating levels and possibly ”soft” (probabilistic) thresholds for
switching from one operating level to another. We assume
an arbitrary number of servers and operating levels, each
corresponding to an arbitrary number of additional servers.
Our model accounts for possible delays in level activation,
hysteresis in level switching, as well as for general (phase-
type) times between request arrivals. We propose a semi-
numerical solution for our model where a set of conditional
state probabilities is computed using a fixed-point iteration.
Our solution approach uses simple mathematics. Although
we do not have a proof of convergence of our fixed-point
iteration, in the over 60,000 examples we studied the method
never failed to converge within typically between a few tens
to a few hundreds of iterations.
We use four case study examples, mostly inspired by fea-
tures of real systems, to illustrate the flexibility of our model.
Our example inspired by the SMT feature in AIX accounts
for the speed degradation of each server as the number of
servers increases, as well as for arbitrary numbers of servers
corresponding to different operating levels. Our example
of Virtual Switches in the context of computer networks
illustrates the potential importance of the arrival process
on the performance of such systems. Our results indicate
that the influence of the arrival process on the mean packet
sojourn time is most visible at medium and high loads.
Assuming Poisson arrivals would result in a significant
underestimation of the mean packet sojourn time at medium
loads, while at high loads it would underestimate packet
losses. We use the example of Virtual Machine allocation
in a cloud system to illustrate the potential importance
of larger activation delays. Interestingly, the influence of
activation delays is most visible for medium loads, which
is most probably the desired operating region for these
systems. Our example of processor core activation in a
Linux-like environment clearly shows the dependence of
optimal threshold values for switching between levels on
system workload (in addition to the obvious dependence
on the criterion used to determine such thresholds).
A natural extension of our work would be to attempt
to relax the assumption of memoryless service times in our
model.
APPENDIX A
BALANCE EQUATIONS WITH MEMORYLESS AR-
RIVALS
For n > 1, we have
p(n, `, k)[ (n) + µ(n, `) + kw] =
p(n  1, `, k) (n  1)[1   (n  1, `, k)]
+p(n  1, `, k   1) (n  1) (n  1, `, k   1)
+p(n, `  1, k + 1)(k + 1)!
+p(n+ 1, `, k)µ(n+ 1, `)[1   (n+ 1, `, k)]
+p(n+ 1, `, k + 1)µ(n+ 1, `) (n+ 1, `, k + 1)
+p(n+ 1, `, k)µ(n+ 1, `+ 1) (n+ 1, `+ 1, k)
For n = 1, we have
p(1, `, k)[ (1) + µ(1, `) + kw] =
p(0, `, k) (0)
+p(1, `  1, k + 1)(k + 1)!
+p(2, `, k)µ(2, `)[1   (2, `, k)]
+p(2, `, k + 1)µ(2, `) (2, `, k + 1)
+p(2, `, k)µ(2, `+ 1) (2, `+ 1, k)
In the above equations, impossible terms are assumed
to vanish and the last term is present only for k = 0. For
n = 0, we assume that the system operates at level 1 and
that there are no pending level activations so that we have
p(0, 1, 0) =
PL
`=1
PL `
k=0 p(1, `, k)µ(1, `).
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APPENDIX B
ADVANTAGES OF THE PROPOSED SOLUTION
Transforming the balance equations for our model into
equations for the conditional probabilities p(`, k|n) we get
for n > 1
p(`, k|n)[ (n) + µ(n, `) + kw] =
p(`, k|n  1)u(n)[1   (n  1, `, k)]
+p(`, k   1|n  1)u(n) (n  1, `, k   1)
+p(`  1, k + 1|n)(k + 1)!
+p(`, k|n+ 1)µ(n+ 1, `)[1   (n+ 1, `, k)] (n)/u(n+ 1)
+p(`, k + 1|n+ 1)µ(n+ 1, `) (n+ 1, `, k + 1) (n)/u(n+ 1)
+p(`, k|n+ 1)µ(n+ 1, `+ 1) (n+ 1, `+ 1, k) (n)/u(n+ 1)
Similarly, for n = 1 we get
p(`, k|1)[ (1) + µ(1, `) + kw] = u(1)
+p(`  1, k + 1|1)(k + 1)!
+p(`, k|2)µ(2, `)[1   (2, `, k)] (1)/u(2)
+p(`, k + 1|2)µ(2, `) (2, `, k + 1) (1)/u(2)
+p(`, k|2)µ(2, `+ 1) (2, `+ 1, k) (1)/u(2)
As was the case for the balance equations, impossible
terms are assumed to vanish and the last term in the above
equations is present only for k = 0. Note that u(n) is given
by formula (2) and we must have
PL
`=1
PL `
k=0 p(`, k|n) = 1
for all values of n. These equations, considered in the
order n = 1, 2, . . . , can be solved using a simple fixed-
point iteration. The use of conditional probabilities has the
effect of partitioning the state space into independently
normalized probabilities for each value of n. This has the
potential of enhancing the numerical stability of iterative
solutions by reducing round-off errors. Additionally, in the
case when there are no level activation delays, for any
values of n for which operating levels dont overlap, we
have p(`, 0|n) = 1 for the single level ` corresponding to n.
This has the potential of reducing the computational effort
in models without activation delays. Note also that in the
case of infinite population size (N = 1), the conditional
probabilities p(`, k|n) tend to a limiting distribution as
n ! 1. In practice, this asymptotic convergence tends
to happen for reasonably small values of n thus avoiding
arbitrary truncation.
Denote by the superscript the current iteration num-
ber in a fixed-point iteration. A simple implementation
could start with a feasible set of initial values for the
conditional probabilities p0(`, k|n) for n = 1, 2, . . . and
the corresponding conditional rates of request completions
u0(n) =
PL
`=1 µ(n, `)
PL `
k=0 p
0(`, k|n). Let ⇡(`, k|n) denote
non-normalized values corresponding to pi(`, k|n). Then,
enumerating system states in the order of increasing values
of ` for consecutive increasing values of n = 1, 2, . . . , at
each iteration we can compute
⇡i(`, k|1) = [ (1) + µ(1, `) + kw] 1[ui 1(1)
+⇡i(`  1, k + 1|1)(k + 1)!
+pi 1(`, k|2)µ(2, `)[1   (2, `, k)] (1)/ui 1(2)
+pi 1(`, k + 1|2)µ(2, `) (2, `, k + 1) (1)/ui 1(2)
+pi 1(`, k|2)µ(2, `+ 1) (2, `+ 1, k) (1)/ui 1(2)]
For n > 1 we have
⇡i(`, k|n) = [ (n) + µ(n, `) + kw] 1
[pi(`, k|n  1)ui 1(n)[1   (n  1, `, k)]
+pi(`, k   1|n  1)ui 1(n) (n  1, `, k   1)
+⇡i(`  1, k + 1|n)(k + 1)!
+pi 1(`, k|n+ 1)µ(n+ 1, `)[1   (n+ 1, `, k)] (n)/ui 1(n+ 1)
+pi 1(`, k + 1|n+ 1)µ(n+ 1, `) (n+ 1, `, k + 1) (n)/ui 1(n+ 1)
+pi 1(`, k|n+ 1)µ(n+ 1, `+ 1) (n+ 1, `+ 1, k) (n)/ui 1(n+ 1)]
As before, impossible terms are assumed to vanish and
the last term in the above equations is present only for k = 0.
In this approach, we immediately use newly computed
values ⇡i(`, k|n), then, as soon as all ⇡i(`, k|n) values for
a given n = 1, 2, . . . have been obtained, we normalize
them to get pi(`, k|n) = ⇡i(`, k|n)/
PL
`=1
PL `
k=0 ⇡
i(`, k|n).
Of course, more sophisticated iterative schemes can easily
be devised.
APPENDIX C
CASE STUDY DETAILS
In all examples, the stringency for the convergence of the
fixed-point iterative solution of the model with Poisson or
quasi-Poisson arrivals was set to 10 6 for the maximum
relative difference in conditional probabilities. In the case
of non-Poisson arrival, we used ✏ = 10 4 (cf. Algorithm 1)
for the relative difference between n̄.
For all examples, only non-zero threshold values are
specified.
Example I - AIX SMT inspired example
”Soft” threshold values used:
 (17, 1, 0) = 1/3,  (18, 1, 0) = 2/3,  (19, 1, 0) = 1,
 (35, 2, 0) = 1/3,  (36, 2, 0) = 2/3,  (37, 2, 0) = 1,
 (14, 2, 0) = 1/3,  (13, 2, 0) = 2/3,  (12, 2, 0) = 1,
 (26, 3, 0) = 1/3,  (25, 3, 0) = 2/3,  (24, 3, 0) = 1.
Example II vSwitch inspired example
”Hard” threshold values used:
 (9, 1, 0) = 1,  (19, 2, 0) = 1,  (29, 3, 0) = 1,  (39, 4, 0) =
1,  (49, 5, 0) = 1,  (59, 6, 0) = 1,  (69, 7, 0) = 1,
 (6, 2, 0) = 1,  (17, 3, 0) = 1,  (27, 4, 0) = 1,  (34, 5, 0) = 1,
 (41, 6, 0) = 1,  (49, 7, 0) = 1,  (55, 8, 0) = 1.
Figure 8 shows the inter-arrival time distribution used
for this example.
Example III cloud-computing inspired example
”Hard” threshold values used:
 (14, 1, 0) = 1,  (28, `, 2   `) = 1 for ` = 1, 2,  (42, `, 3  
`) = 1 for ` = 1, 2, 3,  (56, `, 4   `) = 1 for ` = 1, . . . , 4,
 (70, `, 5   `) = 1 for ` = 1, . . . , 5,  (84, `, 6   `) = 1 for
` = 1, . . . , 6,  (98, `, 7 `) = 1 for ` = 1, . . . , 7,  (12, `, 2 `)
for ` = 1, 2,  (28, `, 3   `) for ` = 1, 2, 3,  (32, `, 4   `) for
` = 1, . . . , 4,  (44, `, 5  `) for ` = 1, . . . , 5,  (58, `, 6  `) for
` = 1, . . . , 6,  (72, `, 7  `) for ` = 1, . . . , 7,  (86, `, 8  `) for
` = 1, . . . , 8.
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Probabilities Phase rate
⌧1 4.96299789e-002  1 7.02937615e+000
⌧2 6.55622766e-002  2 5.60291523e+000
⌧3 6.08048526e-002  3 5.01429942e+000
⌧4 3.95306023e-002  4 4.39854222e+000
⌧5 8.43336270e-002  5 4.11181239e+000
⌧6 1.11445442e-001  6 3.09159050e+000
⌧7 4.34658002e-002  7 2.59431915e+000
⌧8 1.13779144e-002  8 2.52635899e+000
⌧9 3.87506920e-002  9 2.45646593e+000
⌧10 2.30172016e-001  10 2.25907287e+000
⌧11 5.27071506e-007  11 2.23401704e-005
⌧12 8.11915805e-006  12 1.69154794e-004
⌧13 1.08429620e-004  13 9.82553880e-004
⌧14 1.42476517e-003  14 5.49823548e-003
⌧15 1.86758284e-002  15 3.05903719e-002
⌧16 2.44709129e-001  16 1.70040180e-001
r12, r23, . . . ,= r̂10, r̂11, . . . ,= 1
Fig. 8: Pareto-like distribution with a = 16 phases for the
time between arrivals in Example II.
Probabilities Phase rate
⌧1 2.8595933766e-005  1 2.6666667e-003
⌧2 1  ⌧1  2 1.01081081
Fig. 9: Hyperexponential distribution with a = 2 phases for
the time between arrivals in Example IV.
Example IV Linux inspired example
Figure 9 shows the inter-arrival time distribution used for
this example.
TABLE 1: Notation used.
Main notation
C Number of servers
N System capacity
L Number of operating levels
n Current number of requests in the system
` Current operating level
c` Number of active processor at level `
µ(n, `) Rate of request completions given n and `
 (n) Rate of request arrivals given n (case of memoryless
arrivals)
1/! Mean time to activate a new operating level
k Number of operating levels whose activation is pending
 (n, `, k) Probability of activating an additional operating level if
n increases to n+ 1
 (n, `, k) Probability of activating an additional operating level if
n decreases to n  1
Intermediate quantities in the solution
p(n, `, k) Steady-state probability of the system being in state
(n, `, k)
p(n) Marginal steady-state probability of having n requests
in the system
p(`, k|n) Conditional probability of being at operating level `
with k pending levels given n
u(n) Conditional rate of request completion given n
Performance metrics
n̄ Mean number of requests in the system
✓ Attained request throughput
R Mean request response time
p(`) Fraction of time the system spends on operating level `
c̄ Mean number of busy servers
PA(n) Probability that a request finds the system with n re-
quests upon arrival
Additional quantities for general arrivals (phase-type distribution)
a Number of exponential phases in the arrival process
j Current phase of the arrival process
⌧j Probability that the arrival process starts in phase j
 j Intensity of phase j
r̂j Probability that the arrival process completes after
phase j
rkj Probability that the arrival process continues to phase j
upon completion of phase k
p(n, `, k, j)Steady-state probability of the system being in state
(n, `, k) and the arrival process in phase j
↵(n) Conditional rate of arrivals given that there are n re-
quests in system
Case studies
K Number of exponential request sources (case of memo-
ryless arrivals)
  Unitary rate of an active source (case of memoryless
arrivals)
T Mean request execution time
APPENDIX D
PRINCIPAL NOTATION USED
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