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Abstract 
Unethical IT use, related to activities such as hacking, software piracy, phishing, and 
spoofing, has become a major security concern for individuals, organizations, and society in 
terms of the threat to IS Security. While there is a growing body of work on this phenomenon, 
we notice several gaps, limitations, and inconsistencies in the literature. In order to further 
understand this complex phenomenon and reconcile past findings, we conduct an exploratory 
study to uncover the nomological network of key constructs salient to this phenomenon, and the 
nature of their inter-relationships. Using a scenario-based study of young adult participants, and 
both linear and non-linear analyses, we uncover key nuances of this phenomenon of unethical IT 
use. We find that unethical IT use is a complex phenomenon, often characterized by non-linear 
and idiosyncratic relationships between the constructs that capture it. Overall, ethical beliefs held 
by the individuals, along with economic, social, and technological considerations are found to be 
relevant to this phenomenon. In terms of practical implications, these results suggest that 
multiple interventions at various levels may be required to combat this growing threat to IS 
Security. 
 
KEYWORDS: Unethical IT use, Ethics, Exploratory Research, Security, Nonlinear Analysis 
  
Introduction: Focus and Motivation 
In today’s information age, the use of IT (information technology) is pervasive. However, 
with easy access to technology and the proliferation of the Internet, the possibility of using 
technology for unethical purposes has also increased. In many instances, unethical behaviors 
using IT are also illegal, and these include problems of software piracy, hacking, spoofing, and 
plagiarism. As an example, the Business Software Alliance [17] states that the global software 
piracy rate was about 42 percent in 2011; likewise, the CSI Computer Crime and Security Survey 
reported that in 2009, one-third of respondents' organizations experienced fraudulent phishing 
messages. Published academic work also highlights several instances of unethical behavior using 
IT [23, 31, 70]. A disturbing trend is the large scale proliferations of unethical IT use fueled by 
the growing worldwide popularity of personal computers and the Internet [17].  
Unethical use of IT has led to serious security concerns [51] with most security violations 
being caused by insiders using IT in an unethical/ inappropriate manner [29], often deliberately, 
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and with malevolent intent [70]. Undeniably, employees us ing IT inappropriately present a 
major security threat [51]. As an illustration, published research in Computers & Security (a 
leading journal in IS security) consistently argues that unethical use (or misuse) of IT is one of 
the major concerns in IS security. For example, Da Veiga and Eloff [32, p. 196] note that “an 
organisation’s approach to information security should focus on employee [unethical] behavior.” 
Others note that one of the most popular themes of security awareness campaigns (in 
organizations) is related to ethical/moral use of computers and IS [63] because “people could be 
the weakest link in IS security” [22, p. 447]. Indeed, the misuse of computer systems “has the 
greatest potential for loss and damage to the employer” [132, p. 1]; this observation has been 
supported by others [21, 123].  
Consequently, there has been an emerging consensus amongst academics about focusing on 
the human element in IS security research [29, 49]. Given the increasing acknowledgement by 
researchers in this area that there are “behavioral root[s]” of (much of) IS security problems 
[133, p. 212], more research is needed to develop a deeper understanding of this threat of 
individuals using IT unethically [107].  
Pertaining to the above issue, there are noticeable gaps in the literature. First, prior studies in 
the ethical decision-making literature have often provided inconclusive or contrasting results, 
both in IS and general management research [31, 91, 106].
2
 Specifically, Guo [49, p. 242] points 
out that “while this body of research has made significant contribution…, many inconsistent 
findings [have] persisted” (emphasis added). This could be due to many reasons, including 
sampling, statistical analyses, errors of exclusion of important factors, and divergent 
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 For example, D’Arcy et al. [33] and Herath and Rao [63] found contrasting findings regarding the relation 
between perceived severity of sanctions and intentions of IT misuse. 
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conceptualizations of security-related behaviors [30, 49]. Clearly, there is a need to reconcile 
such contrasting and inconclusive findings. Since prior work on unethical IT use has considered 
a diverse array of factors (although, not in one study), often with conflicting results, it would be 
fruitful to synthesize such factors into a set of “focal constructs” and relationships, by carefully 
balancing “richness and parsimony” [127, p. vii]. This is one of the motivations underlying our 
study. We also contend that our understanding of the phenomenon is constrained by the fact that 
prior studies have mostly focused on linear relationships and/or analyses [50]. Following prior 
calls [50], we remain open to the possibilities of key relationships between the variables being 
nonlinear, which could potentially explain some of the equivocal results found in prior studies. 
 Second, there is very little prior research that has sought to provide an understanding 
of why individuals indulge in unethical IT use from an ethical theory perspective [113]. Past 
work on ethical behavior in other fields has included ethical theories from philosophy when 
developing overarching conceptual models [36, 57], while the use of such ethical theories in 
research on IT use and even IS security is relatively scarce [16].
34
 
Third, the role of technology in facilitating such unethical behavior largely remains to be 
investigated. Given that technology has spawned various ethical issues [77], along with the 
increasing pervasiveness of technology in our personal and professional lives, ethical 
ramifications of technology have much practical significance [79]. Therefore, an important focus 
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 In order to support this assertion, we conducted a search with the keywords “ethics” and “ethical” for the 
leading journals publishing IS research (AIS basket of six journals, IEEE-TEM, Decision Sciences Journal, and 
Management Science). Two other important journals which publish empirical IS Ethics research were also 
considered. They were Computers & Security and Journal of Business Ethics. Generally, two gaps were discovered: 
a lack of general development of unethical IT use based upon the theories of ethics in philosophy, and a lack of 
direct conceptualization of the role of technology in purporting/facilitating this unethical behavior.  
4
 We also agree that there are other journals (e.g., Ethics and Information Technology) outside of the above 
journals which have published studies of IS Ethics. However, they are often engage in philosophical discussions of 
IS Ethics; due to the nature of our study, we excluded such journals from our search. 
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that can inform our understanding of unethical IT use is how technology plays a role in 
facilitating this unethical behavior, thereby having a detrimental influence on IS Security. 
Given the relatively unchartered territory of studying unethical IT use, we adopt an 
exploratory approach to investigate this complex problem [116]. Since this phenomena is 
inherently linked to technical, behavioral, social, and philosophical factors [29], each is 
used to formulate an integrative understanding related to individuals’ unethical use of IT. This 
will enable us to provide an intellectual foundation for better security solutions and provide an 
empirical foundation for future theoretical developments. 
Why Exploratory Research 
There are many reasons why we engage in this exploratory research, rather than the more 
commonly used deductive, hypotheses-testing genre. One of the primary reasons is that 
exploratory research is concerned with the generation of ideas [116] and “is an important 
approach…in the information age…because this age generates widespread change [116, p. 59]. 
While prior research have sought to understand the moral nature and scope of technology as well 
as its implications for the design of technology [39, 86, 117], this study focuses on generating 
ideas about the salience of social, economic, and technological factors associated with unethical 
use of IT. Thus, the goal of this study is that of exploration as well as consolidation.  Specifically, 
the study seeks to identify the nomological net of constructs and their interrelationships as 
relevant to understanding individuals’ unethical use of IT. 
The importance of exploration has been observed by Stebbins [116] as well as the scholars 
who introduce his work by noting that “social [science] research is always (or at least should be) 
exploratory: a long, cumulative, choice-laden, and interest-governed process in which no single 
study can be definitive” (Series Editors Introduction by Van Mannen, Manning, and Miller, [116, 
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p. vi]). Since we are only beginning to understand this phenomenon of unethical IT use and its 
possible ramifications for IS security, it is reasonable to argue that exploration is an appropriate 
form of inquiry. 
Formally, the aim of this exploratory research is to discover and describe observed variations 
in the phenomena of unethical IT use, their associated factors, and the contexts and conditions 
under which they manifest. Specifically, using the Theory of Planned Behavior or TPB [1] as a 
“sensitizing device” [116, p. 19]), our study explores this complex phenomenon. TPB serves as 
the overarching theoretical framework guiding our exploration in terms of discovering key 
variables (e.g., attitude and intention) as well as unearthing other variables that may be 
theoretically linked to these key variables (these are discussed later). 
It should also be noted that “exploratory studies are those which define possible 
relationships in only the most general form “[where]… the researcher is not looking to 
"confirm" any relationships specified prior to the analysis, but instead [allowing] the 
method and the data to define the nature of the relationships” [12, p. 3]. In other words, 
there is less focus on a-priori expectations (i.e., formulated hypotheses) in exploratory research 
[13, 48] and typically research questions guide the empirical study [14]. True to the exploratory 
approach as exemplified by prior studies [53], our intention in this study is not to engage in 
developing specific hypotheses, but instead to recognize phenomena and become acquainted with 
the problem domain, thereby informing more specific inquiries including hypotheses 
development and deductive testing [89] in the future. 
Philosophical Theories of Ethics 
In order to analyze unethical use of IT, we first examine the concept of ethics. Guided by the 
universal philosophical theories of ethics, the theoretical framing of ethics can be classified 
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broadly into two major schools of thought: the consequentialist and deontological schools [114]. 
The consequentialist school views that the rightness (or wrongness) of an action is guided by 
how much consequential benefit (harm) arises out of the action [10, 82]. Alternatively, the 
deontological school of ethics views that the rightness (or wrongness) of an act is guided by 
certain rules in place [64]. Specifically, Kant’s deontological view holds that any action is ethical 
if it conforms to certain overarching rules (e.g., do not lie, kill or cheat). Responding to calls 
made by prominent ethics scholars [85], our study draws from both the consequentialist and the 
deontological perspectives; using both of these ethical perspectives is beneficial given that 
individuals often draw from both when making decisions [119, 128].
5
 We thus define unethical 
IT use in both deontological and consequentialist terms later in the paper. 
The Theory of Planned Behavior (TPB) 
The Theory of Planned Behavior [1, 9] asserts that actual behavior is most associated with 
the intention to carry out that behavior. The intention to carry out a behavior correlates with the 
attitude toward the behavior, the subjective norms toward the behavior, and the related perceived 
behavioral control. The attitude toward the behavior is defined as the degree of favorableness 
felt about the behavior [37]. Likewise, subjective norms refer to social pressures from friends, 
peers, or colleagues regarding the target behavior. Perceived behavioral control refers to the 
perception about the ability to carry out an act. TPB has been validated empirically in a variety 
of contexts. For instance, Armitage and Conner [2] found that the predictions of TPB held within 
185 separate studies, in various domains and contexts. Thus, TPB is a powerful and robust 
theoretical framework for predicting human intentions and behavior, including unethical 
                                                 
5 While apparently we are integrating incompatible philosophical positions, in reality, that is not the case. 
Rather we intend to report whether, under the conditions of our study, these positions are relevant or not. 
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behavior [19]. As such, TPB (or the Theory of Reasoned Action, from which TPB evolved) has 
often been used as a theoretical framework when investigating cases of unethical use of IT [7, 
69, 94]. Although prior ethics-related work has built on a TPB framework, no known studies 
have utilized technology’s facilitating role (among others) within the context of TPB. 
It is important to note that the TPB is not a normative or judgmental theory [25]. That is, it 
explains why an individual engages in certain behaviors, as opposed to providing a normative 
justification of why certain acts should be committed. However, it should also be noted that 
while TPB is not normative, it can be used to understand behavior that is already defined and 
understood (as ethical or unethical) in terms of the above ethical perspectives [27]. 
Economics of Unethical IT Use 
Our integrative model also draws upon the existing literature on Transaction Cost Economics 
(TCE) [129]. TCE investigates how certain basic characteristics of transactions lead to the 
diverse organizational arrangements that govern business exchanges in a market economy [62]. 
While TCE has most commonly been applied at the organization or industry levels, it has also 
been applied to other domains such as marriage [121], or business-to-consumer relationships 
[33]. Williamson’s [130] conception of TCE, grounded on key assumptions about human 
behavior, has been broadly applied to a variety of human behavioral and decision making 
contexts [102, 130]. 
One of the key (and widely used) assumptions of TCE is opportunism, which is regarded as a 
universal human attribute [102]. This attribute of opportunism appears to be especially relevant 
in ethical contexts, as unethical behavior and opportunism are conceptually very similar [65]. 
Opportunism is the assumption that if a person is provided with an opportunity, s/he may 
unscrupulously seek her/his own self-interests [102]. Williamson [129, p. 47] defined 
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opportunism as “self-interest seeking with guile,” suggesting that it includes such behaviors as 
lying and cheating. Opportunism is a fundamental assumption about human nature [102] and can 
be mitigated by having proper safeguards and controls, such as monitoring and sanctions for 
behaving opportunistically [131]. The concept of opportunism thus has a strong logical link with 
unethical behavior. Unethical use of IT can be framed as arising from opportunism, which can 
serve as a powerful lens through which we can understand an individual’s intention to use IT 
unethically, especially in the presence (or absence) of existing sanctions and controls. 
Defining Unethical IT Use 
Mason [78] defined privacy, accuracy, property, and access (henceforth PAPA) as four 
ethical issues of the information age. Mason [78, p. 5] explains each of these issues as follows: 
 Privacy: “What information about one's self or one's associations must a person reveal to 
others, under what conditions and with what safeguards? What things can people keep to 
themselves and not be forced to reveal to others?” Privacy can be best understood as the 
concern with what information must one disclose and how best to protect that information 
[95]. Privacy can be exercised by individuals as the right to control their information, 
maintain confidentiality, and reduce invasiveness by others [38, 81]. 
 Accuracy: “Who is responsible for the authenticity, fidelity, and accuracy of information? 
Similarly, who is to be held accountable for errors in information and how is the injured 
party to be made whole?” Accuracy can be understood to be concerned with the veracity of 
information that we receive, send, and even modify [93]. 
 Property: “Who owns information? What are the just and fair prices for its exchange? Who 
owns the channels, especially the airways, through which information is transmitted? How 
should access to this scarce resource be allocated?” Property can be understood as the 
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concept related to the ownership of information (as well as information goods) and the ability 
to determine compensation based on that ownership [95]. 
 Accessibility: “What information does a person or an organization have a right or a privilege 
to obtain, under what conditions and with what safeguards?” Accessibility refers to the 
ability of an individual to gain access to information and the safeguards in place to ensure 
that the information is not compromised [95]. 
Drawing upon Mason’s views, unethical use of IT can thus be defined as: The willful violation - 
by any individual, group, or organization - of privacy, and/or property, and/or accuracy, and/or 
access - with respect to information/information goods residing within or part of an information 
system, owned/controlled by any other individual, group, or organization. Here the violation can 
be understood as causing harm (a consequentialist perspective, considering bad outcomes like 
financial loss) as well as a deontological perspective (e.g. desecration of one’s right to control 
one’s own information). All commonly known forms of unethical IT use that threaten security, 
such as hacking, spoofing, and phishing, fall within the scope of this definition. This definition is 
also consistent with deontological and consequentialist perspectives. 
It should be noted here that our conception of unethical IT use is informed by the above 
ethical notions in philosophy. Within this view, an act is unethical if it is in violation of the 
consequentialist and/or the deontological perspective, and does not consider the individual’s 
subjective perspective. As an example, a person may feel justified pirating a piece of software in 
order to meet an important project deadline, but the fact that his/her behavior violates the 
consequentialist and/or the deontological perspective implies that s/he is still using IT in an 
unethical manner from the perspective of these theories. 
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Building on prior literature, we now formulate an exploratory model of unethical IT use. 
Note that the variable of focus, Intention to Use IT Unethically, is not actual unethical IT use. 
Intention has often been a regarded as a surrogate variable for behavior in past IS research (e.g., 
[94]). Given the nature of study and the difficulty of observing and measuring actual 
ethical/unethical behavior, concentrating on the factors that may (directly or indirectly) be 
related to intention to use IT unethically was our goal. Overall, our model contends and explores 
whether Intention of Unethical IT Use is associated with the Attitude toward Unethical IT Use, 
Subjective Norms toward Unethical IT Use, and Perceived Behavioral Control of Unethical IT 
Use. It also explores whether these factors, in turn, are related to other ethical, social, economic 
and technological factors. The following section develops this exploratory model in the form of 
research questions which guide the future empirical exploration. Each research question is 
developed based on arguments that point to a meaningful association between the variables 
captured in the research question. 
Developing the Exploratory Model 
Attitude toward Unethical IT Use 
Fishbein and Ajzen [37] define attitude toward an act as the degree to which a person is 
favorable or unfavorable about the act. In our case, attitude toward unethical IT use is defined as 
the degree of favorableness toward the violation of PAPA (Privacy, Accuracy, Property, and 
Access) for any individual, group, or organization. According to the Theory of Planned Behavior 
[1], attitude is strongly associated with intention, and we can argue that a strong attitude in favor 
of unethical use of IT would be associated with a stronger intention toward unethical use of IT. 
Thus, we propose our first research question: 
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RQ1. What is the relationship between attitude toward unethical IT use and intention 
toward unethical IT use under the conditions in this study? 
Beliefs about Information Technology 
According to the TPB, attitudes are related to beliefs. Investigating attitude toward unethical 
IT use naturally points to the need to uncover ethical beliefs that could be argued to be related to 
such (un)ethical attitudes. Given our focus on unethical IT use, two kinds of (ethical) beliefs 
appear particularly relevant; one pertaining to a general understanding of technology and the 
second pertaining to the nature of the act. We discuss the salience of ethical beliefs pertaining to 
a general understanding about technology in this sub-section. This is followed by an examination 
of the ethical beliefs about the nature of the act. 
Moor [85] argues that in order to develop a theoretical treatment of ethical issues related to 
Information Technology (IT), there is a need to consider both the deontological and 
consequentialist perspectives of ethics, a view that has also received support from others [119]. 
Building on this perspective, we examine two technology-related ethical beliefs that can be 
viewed from each of these ethical perspectives: technological idealism and technological 
relativism. Both these beliefs build upon two concepts (idealism and relativism) widely used in 
prior ethics research. 
Forsyth [41] argues that ethical beliefs are of two distinct types that are essentially 
orthogonal to each other (as discussed by Forsyth), namely, idealism and relativism. Drawing 
from the consequentialist perspective of ethics, the concept of technological idealism builds upon 
Forsyth’s [41] general concept of idealism, which informs an individual’s ethical belief 
regarding any moral issue. Idealism is defined as the belief that one should not harm others [41]. 
Adapting this notion, we define technological idealism as an individual’s belief that technology 
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should not be used to harm anyone. Inherently, as is evident in its definition, technological 
idealism draws upon a consequential perspective about technology, and is informed by the notion 
that any technology-related action should maximize the (good) consequences. 
Typically, using IT unethically increases the likelihood of causing harm to others. As a case 
in point, unethical behaviors such as digital piracy result in harm by decreasing an organization’s 
revenues. Hence, an individual who subscribes to the belief that technology should not be used to 
harm others, would find digital piracy less favorable (attitude). Hence, we can argue that 
individuals having a high level of technological idealism would tend to have a negative attitude 
toward unethical use of IT. Thus we explore: 
RQ2. Is technological idealism negatively associated with attitude toward unethical IT 
use? 
Orthogonal to idealism, relativism, is the notion that individuals will not conform to a 
uniform code of conduct when developing a moral attitude toward an ethical action. As such, 
technological relativism reflects an individual’s position that using technology should not 
necessarily conform to any codes or rules, and that ethical attitudes should be based on the 
situational context [99]. For example, studies have found that the ethical acceptability of the 
same act differs across cultures (e.g., [58]).  
The concept of relativism is associated with the deontological view because individuals who 
are low on relativism are essentially deontologists who believe that technology should be used in 
a way that conforms to various rules in place [68]. For example, a staunch deontologist would 
argue that the norms of behavior for IT use (e.g., the ACM Code of Ethics) should be strictly 
followed, irrespective of the situation [68]. On the other hand, individuals who are not staunch 
deontologists (i.e., who are high on technological relativism, and thus understand if an act is 
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unethical based on the surrounding context), are much more likely to have a less negative (or a 
more positive attitude) toward using IT in ways that may be seen as unethical by deontologists. 
Hence, we explore:  
RQ3. Is technological relativism positively associated with attitude toward unethical IT 
use? 
Moral Intensity 
Beliefs about how technology should be used are not the only factors related to attitude 
formation. Another ethical belief that is relevant is the nature of the act itself. Existing literature 
has considered this belief as the moral intensity of an act, which is an extremely important factor 
in ethical decision-making, and reflects how the context is related to ethical decision making 
processes [61]. If the moral intensity of a situation is perceived as low, individuals will be less 
likely to view the situation as having ethical implications [111].  
Moral intensity of an act reflects an inherent consequentialist perspective, where the extent of 
harm the proposed action will bring about is paramount. For example, erroneously changing an 
individual’s medical dosage electronically would likely be of greater moral intensity than 
copying pirated software from a peer. In other words, a situation of unethical IT use with a 
relatively high moral intensity would be associated with lower degree of favorableness toward 
this act. This logic follows along the same line of reasoning as technological idealism, where we 
contend that individuals’ beliefs that technology should not be used for resulting harm, would be 
associated with lower attitudes toward unethical use of IT. Similarly, individual beliefs that the 
act itself would result in a greater harm (i.e., the moral intensity is high), should arguably be 
associated with lower attitude toward unethical use of IT. Hence, we explore: 
RQ4. Is moral intensity negatively associated with attitude toward unethical IT use? 
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Lack of Punishment Severity 
Unethically using IT (in order to serve one’s own interests) relates to opportunism [106]. 
Opportunistic behavior positively correlates to the benefits from the behavior [103] and is 
negatively associated with any related sanctions [44]. Such sanctions could potentially assume 
different forms, including financial penalties or jail time [94]. In other words, the overall gain 
perception from committing an act is positively related to the perceived lack of repercussions 
(e.g., punishment) for committing the act. Consequently, the overall gain of committing any act 
can be understood to be a cost-benefit tradeoff. Thus, the overall gain perceptions are positively 
associated with an individual’s perceptions of lesser punishment for an act (i.e., lower costs). 
This suggests the following relationship to explore: 
RQ5. Is perceived lack of punishment severity for unethical IT use positively associated 
with perceived overall gain from unethical IT use? 
Overall Gain 
As argued earlier, unethical use of IT is often a case of opportunism and hence the 
consideration of the gain from committing an act is important. Likewise, criminal behavior has 
often been studied from a rational angle which factors in how much of overall gain individuals 
perceive from a certain behavior [80]. Opportunism assumes that human beings are essentially 
geared toward maximizing their self-interest [109]. In other words, human beings are essentially 
rationalists, inherently trying to maximize their personal gain. Consequently, prior research has 
found that perceptions of overall rewards encourage individuals to engage in unethical behavior 
[108]. 
According to TCE and Williamson’s [129] conception of unethical behavior, we can 
therefore argue that opportunistic behavior is more likely to be associated with higher overall 
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(perceived) gain from the behavior (for whatever reasons, e.g., due to the existence of low 
sanctions). Specifically, higher levels of overall gain perceptions are associated with higher 
intentions of behaving unethically. Drawing on this, we explore: 
RQ6a. Is perceived overall gain from unethical IT use positively associated with intention 
toward unethical IT use? 
It should be noted that this perceived overall gain by individuals will not only be associated 
with their intentions, but also their attitudes toward unethical IT use. Specifically in the case of 
software piracy, Moores and Chang [88] argue that attitudes are associated not only with 
behavioral beliefs (i.e., idealism, relativism, and moral intensity in our model), but also outcome 
expectations. In the context of our study, outcome expectations refer to the overall gain that the 
individual may perceive from the unethical use of IT. After all, it seems logical that the extent of 
positive outcomes from an act can be argued to be associated with the degree of favorableness 
(attitude) toward that act [94]. Hence, we explore: 
RQ6b. Is perceived overall gain from unethical IT use positively associated with attitude 
toward unethical IT use? 
Subjective Norms 
Kuo and Hsu [67, p. 304] define subjective norms as the “desire to conform to others: 
confirm what others do, do what others do.” Subjective norms therefore refer to the social 
evaluation of the behavior an individual engages in. According to the TPB, subjective norms are 
strong predictors of an individual’s intention to act. While attitudes are primarily predispositions 
[135], subjective norms vary by the reference group and represent the social understanding of 
ethicality. Subjective norms can therefore be understood to be the acceptability of an individual’s 
act by people surrounding the individual (e.g., peers, friends, authorities, etc.). Thus, an 
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individual moving from one social context to another would likely find different subjective 
norms. Given that subjective norms have been found to be strongly associated with behavioral 
intention, we explore: 
RQ7. Are Subjective norms toward unethical IT use positively associated with intention 
toward unethical IT use? 
Perceived Behavioral Control 
TPB argues that the perceived behavioral control is an important consideration when 
predicting behavior [1], reflecting an individual’s perception about the ability to carry out an act 
[1]. TPB posits that in order to intend and carry out an act, an individual should also perceive 
that s/he has the capability to do so. In the context of unethical IT use, it implies that the 
individual perceives that s/he has the capability to use IT unethically. Empirically, perceived 
behavioral control of performing software piracy (a typical unethical IT use) has been found to 
be positively correlated to intention to engage in software piracy [94]. Hence, we explore: 
RQ8. Is perceived behavioral control of unethical IT use positively associated with 
intention toward unethical IT use? 
Relation between Technology and Unethical Behavior 
Technology is often viewed as a double edged-sword, introducing both benefits and 
challenges; such challenges include unethical behavior [77]. For example, technology can 
facilitate unethical acts [18]. Likewise, Zhou et al. [134] contend that computer-mediated 
communication brings with it newer possibilities of deceptive and other undesirable behaviors. 
For instance, researchers have observed that socially unacceptable behaviors (such as flaming) 
may often occur more frequently in computer-mediated groups due to the anonymity provided by 
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technology [100]. Consequently, it can be argued that technology can facilitate unethical (e.g., 
deceptive) behavior due to its unique properties [75]. 
Taylor and Todd [118] proposed three key factors in perceived behavioral control of any 
action, namely resource facilitation, technology facilitation, and computer self-efficacy. These 
factors are directly relevant to our conceptualization of how technology can be associated with 
unethical behavior and are examined next.  
Resource Facilitation: Non-Traceability 
Traceability refers to the tracking of an individual’s use of technology through the use of 
audit trails, session logs, or other technologies. The lack of traceability is thus closely linked to 
anonymity, which has been argued to be an important implication of technology use [60, 124]. 
Anonymity reflects an inability to understand the true identity of an individual, possibly leading 
to “personal denial of responsibility” [52, p. 257]. Such lack of traceability breeds the threat of 
opportunism [33], and the deindividuation literature [35, 135] portrays anonymity to be a key 
factor of unethical and antisocial behavior. This suggests that an individual who inherently 
perceives that the technology provides non-traceability of his/her act, will also perceive more 
behavioral control in carrying out the act due to the diminished likelihood of future 
repercussions. Thus, we explore: 
RQ9a. Is perceived non-traceability provided by technology positively associated with 
perceived behavioral control of unethical IT use? 
We contend that, apart from being an antecedent of perceived behavioral control, the 
construct of non-traceability acquires additional significance in our theorization. Traceability, in 
our context, can be compared to the concept of punishment certainty that has been discussed in 
prior IS literature, especially with respect to software piracy [54, 94]. Based on Peace et al. [94], 
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we can conceptualize punishment certainty as the likelihood of being identified and caught for 
any unethical behavior using IT. Conversely, non-traceability offered by the technology can be 
conceptualized as the diminished likelihood of identification and punishment, since the 
technology itself does not promote such identifying mechanisms. Also, punishment certainty 
(interpreted in our context as traceability) significantly correlates with the expected outcome of 
an act [94]; i.e., on the perceived overall gain from unethical IT use. Hence, we explore: 
RQ9b. Is perceived non-traceability provided by technology positively associated with 
perceived overall gain from unethical IT use? 
Technological Facilitation 
Arguably, the inherent interconnected nature of modern IT provides increased opportunities 
for unethical behavior. For instance, whether it is copying or distributing illegal software [24], 
the proliferation of viruses [56], or an attack by worms [6], the interconnectedness of the 
technology facilitates many forms of unethical behavior. Likewise, individuals perceptions that 
the technology provides such facilitating attributes for carrying out an unethical action would 
also be associated with their increased behavioral control regarding the use of the technology (for 
the unethical act). Thus we explore: 
RQ10: Is perceived technological facilitation for unethical IT use positively associated 
with perceived behavioral control of unethical IT use? 
Computer Self-Efficacy 
In general, computer self-efficacy reflects how individuals perceive their ability to use 
computers [72]. Prior literature has observed that such efficacy is salient in ethical contexts 
[106]. Thus, if individuals perceive a greater amount of self-efficacy in handling computers, then 
the perceived behavioral control of their unethical IT use would also likely increase. Unethical 
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acts using IT typically require some level of IT skills. Consequently, a novice in computer 
technology, without sufficient confidence regarding his/her skills, is less likely to intend to carry 
out an unethical act using IT, and vice versa. Thus: 
RQ11: Is computer self-efficacy positively associated with perceived behavioral control of 
unethical IT use? 
Role of Past Behavior 
 Prior researchers have argued that prior behavior is associated with our current 
judgments. For example, Gerber et al. [43, p. 540] note that “one's pattern of behavior itself has 
an independent effect on subsequent conduct.” With respect to ethical issues, it is probably more 
pertinent. In fact, as Gerber et al. [43] note, Aristotle, in his conception of ethics, noted that past 
behavior paved the way for subsequent ethical judgment and intentions. This view has especially 
been supported in the case of software piracy where many researchers have argued that the habit 
of software piracy contributes to continued software piracy [71, 87]. In fact, in a recent study of 
digital piracy, it was noted that past behavior was the most important factor associated with 
digital piracy intention [26]. In sum, past behavior strongly correlates to future intentions [25]. 
Hence we explore: 
RQ12: Does extent of past behavior (experience) with respect to unethical IT use associate 
with intention toward unethical IT use? 
Research Methodology 
Research Approach 
Given the inherent difficulty of studying actual ethical behavior (e.g., due to issues such as 
violation of privacy and social desirability), a scenario-based study was used to explore our 
research questions. In such studies, an ethical scenario is distributed to participants who are 
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asked to “role-play” and “behave as if he [or she] were a particular person in a particular 
situation” [4, p. 26]. Following that, the participants answer the questionnaire administered to 
them. The scenario-based approach has been used in prior studies dealing with ethical issues 
related to IT [7, 119], allowing “researchers to present concrete decision-making situations that 
approximate real-life situations” [8, p. 473]. One specific advantage of scenario-based 
approaches is that the problems of social desirability bias are lessened. This is because subjects 
are not often “fully attentive to the manipulation” [125, p. 506]; consequently, prior research has 
often used the scenario-based approach to investigate socially unacceptable behavior [59, 73]. 
Similar to a majority of the previous related studies, we too utilized undergraduate student 
participants (for an extended list of such studies, see [71]). Notably students (within the context 
of an educational institution) serve as an ideal starting point for our exploration of unethical IT 
use because of the following reasons. Majority of the security breaches since 2005 occurred in 
educational institutions [5]; similarly from February '05 to March 2006, Privacy Rights 
Clearinghouse assessed that almost half of the security violations reported were related to higher 
education institutions [92]. Also, students who are familiar with computers commit significantly 
more abuse [11, 28]. Given the high technological efficacy of today’s undergraduate students, 
they seem to be a relevant sample to explore the factors related to unethical IT use. 
It was also deemed that the use of undergraduate student participants in this particular 
context is justifiable because they are future organizational members, and future developers or 
users of IT. Also, the ethical scenarios for this investigation were developed to be highly relevant 
to this population (e.g., [74], Pew Internet and American Life Project). 
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Ethical Scenario Cases  
Two base scenarios were utilized that reflected two distinct unethical behaviors using IT: 1) 
an incident of illegal downloading of music, adapted from Sarker et al. [106] and, 2) an incident 
of unauthorized grade changing in a professor’s online grade book. These two scenarios were 
chosen because of their immediate relevance to the study’s sample population.6 In addition to 
relevance, these case scenarios were designed to exemplify a strong manipulation of the moral 
intensity construct, with downloading reflecting a lower moral intensity situation and grade 
changing a higher moral intensity situation. Both base scenarios were modified to further 
manipulate the exogenous variables of non-traceability and lack of punishment severity on two 
levels (HI vs. LO) (see Appendix B), thereby resulting in 8 case versions. Thus, a 2 X 2 X 2 
between subjects design, utilizing 493 usable questionnaires, was used to explore the RQs.  
Procedure and Instrument 
The study was conducted in a computer lab and each subject had access to a computer. 
Participants were given a handout with instructions and the specific case description assigned to 
them, based on random assignment.
7
 Subjects were instructed to go to a specified URL and 
carefully read the study overview, the IRB statement, and the consent statement before engaging 
in the study. The study administrator also briefed them and answered any questions they had; 
subjects were assured of complete anonymity. Subjects then read their assigned case, answered 
the questionnaire, and were released. 
                                                 
6 Consistent with the literature (e.g., [116]), illegal and unethical are synonymous within the context of this 
study. However, we acknowledge that there may be cases where the two are not necessarily identical.  
7
 Note that in order to reduce possibilities of order effects and fatigue, and sensitization by repeated exposure to 
the instrument within a single study session, each subject was assigned only one case version (out of the 8 possible 
versions) 
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Measures in this study used a 7-point Likert scale, strongly disagree (1) - strongly agree (7), 
which were adapted from literature and subjected to pilot testing. Technological idealism and 
relativism were adapted from the work of Forsyth [41]; moral intensity from [110, 111]; 
subjective norms from [94]; non-traceability from [96]; attitude, intention, and lack of 
punishment severity from [94]; perceived behavioral control from [118]; and computer self-
efficacy from [76]. Finally, the items for technological facilitation were developed for this study. 
Please see Appendix A, Table A1 for the items.
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Empirical Analysis 
Measurement Model 
Three variables were manipulated through the various case scenarios: moral intensity, non-
traceability afforded by the technology, and the lack of punishment severity as the repercussion 
for the act. Manipulation checks were conducted to ensure successful manipulations. 
Warp PLS software version 3.0 was used for analyzing the data, especially due to its ability 
to handle both linear and nonlinear relationships [50]. We use PLS because it is focused on 
exploratory, theory-building exercises rather than assessing the appropriateness or fit of any 
overarching theoretical framework (e.g., as with traditional CB-SEM). 
In PLS, the measurement model involves analyzing reliability, convergent validity, and 
discriminant validity [40]. In our study, the composite reliabilities (ranging from 0.879 to 0.974) 
were all higher than the recommended threshold, thus ensuring that our instrument was reliable 
[90]. Convergent validity “is shown when t-values of the Outer Model Loadings are above 1.96” 
[42, p. 97]. This was satisfied by all items, thereby demonstrating adequate convergent validity. 
                                                 
8
 It should be noted that other than technological idealism and relativism, and computer self-efficacy (which are 
independent of the case scenario context), each subject was asked to answer all the items with reference to the 
specific case scenario variation that the subject was assigned to. 
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Discriminant validity was assessed by: 1) confirming that the loadings of the items on their 
respective theoretical constructs were much higher that their (items’) loadings on the other 
theoretical constructs and, 2) confirming that the square root of the AVE for each construct was 
much greater than the correlation between any pair of latent constructs [42]. The loadings of 
items on their respective constructs were much higher than their loadings on other constructs and 
satisfy the usually recommended value of 0.7 [90]. For the second condition, we examined the 
square root of the AVE for each construct and compared it to the correlation between any two 
constructs and noted that the former was much greater than the latter. Also, from Table A2 in 
Appendix A, the AVE scores for all constructs were higher than the recommended value of 0.5 
[40]. Thus, both conditions for discriminant validity was also met. 
Structural Model, Results, and Discussion 
 
Figure 1. The Structural Model 
We explore the structural model in two ways - one by investigating linear relationships 
between the variables (see Figure 1) and two, by investigating nonlinear relationships between 
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the variables (Appendix C). Recall that we proposed theory-driven research questions in the 
spirit of exploratory research, and do not explicitly theorize about the nature of the relationships 
(i.e., linear or nonlinear). We emphasize that, true to the spirit of exploratory research, the 
directional arrows in Figure 1 should not be construed as causal predictions but rather tendencies 
that are useful in explaining data, “but are not wholly predictive for future situations” [126, p. 
79]. In other words, the directions of arrows do not necessarily mean that one construct acts as a 
causal determinant of another; rather it should be inferred that one construct can be enabled in 
the presence of another, and this enabling may be contingent upon other factors [115].     
The exploratory paradigm allows us the freedom to explore both linear and nonlinear 
relationships, and consequently gain a more nuanced view of the phenomenon of unethical IT 
use. The reason for offering both types of relationships is that while nonlinear relationships 
provide more interesting insights, linear analyses are still often preferred especially when the 
theory does not specifically predict a nonlinear relationship [66]. So, we still offer the linear 
insights apart from nonlinear ones. 
Linear Relationships 
We briefly summarize and discuss the linear associations here (see Table 1). Technological 
idealism had a weak relation with attitude (p=0.07). We found that ethical beliefs about the act 
(moral intensity) are associated with attitude toward unethical IT use. Perceptions of overall gain 
also strongly correlate with attitude toward unethical IT use. Likewise, attitude toward unethical 
IT use, subjective norms, perceived behavioral control, and overall gain perceived from 
committing the act, are all strongly associated with intention toward unethical IT use. 
Furthermore, overall perceptions of gain were strongly correlated to perceptions of punishment 
and non-traceability of the act. Perceived behavioral control is associated with the technological 
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facilitation of the unethical act, the general computer self-efficacy of the individual, and the lack 
of traceability provided by the technology. Finally, past behavior was associated with the 
intention toward unethical IT use. 
RQ # Linear Association Significance 
1 Attitude in favor of unethical IT use WITH Intention in favor of 
unethical IT use (+) 
p<0.001 
2 Technological Idealism WITH Attitude in favor of unethical IT use (-) Weakly significant 
(p=0.07) 
3 Technological Relativism WITH Attitude in favor of unethical IT use (+) Non-significant 
4 Moral Intensity WITH Attitude in favor of unethical IT use (-) p<0.005 
5 Lack of Punishment Severity WITH Overall Gain (+) p<0.001 
6a Overall Gain WITH Intention in favor of unethical IT use (+) p<0.001 
6b Overall Gain WITH Attitude in favor of unethical IT use (+) p<0.001 
7 Subjective Norms WITH Intention in favor of unethical IT use (+) p<0.001 
8 Perceived Behavioral Control WITH Intention in favor of unethical IT 
use (+) 
p<0.001 
9a Non-traceability WITH Perceived Behavioral Control (+) p<0.001 
9b Non-traceability WITH Overall gain (+) P<0.001 
10 Technological facilitation WITH Perceived Behavioral Control (+) p<0.001 
11 Computer Self efficacy WITH Perceived Behavioral Control (+) p<0.001 
12 Past Behavior WITH  Intention in favor of unethical IT use (+) P<0.001 
Table 1. Linear Association results 
Starting with the ethical beliefs, we discuss the implications of each of the (linear) results 
below. Technological idealism is the view that one should use technology so as to maximize the 
good consequences and reduce the harmful consequences from using it. Our results show that 
such consequences of technology use were of low concern to our subjects when they were 
interacting with technology. This is also possibly due to de-individuation and de-humanization 
effects of technology, a notion alluded to in prior research [97, 98]. 
We note that technological relativism has no relationship with attitude toward unethical IT 
use. Technological relativists are ones who do not believe in standard rules or codes for using 
technology. A deontologist (one who scores low on the technological relativism scale), on the 
other hand, is one who believes in such standard rules or codes. Therefore, if deontologists had 
strong inhibitions against unethical IT use, it would have been reflected in a strong relation 
between technological relativism and attitude toward unethical IT use.  
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The nature of the act itself (i.e., the moral intensity) has strong salience with the ethical 
attitude regarding the act. We contend that while considering the moral intensity of the act, 
individuals are forced to contemplate the gravity (and thus, the immediate harm) of their act. 
As expected, attitude toward unethical IT use, perceived behavioral control, and subjective 
norms, were significantly related to intention toward unethical IT use. However, subjective 
norms had a weaker relation with intention than both behavioral control and attitude. This result 
implies that unethical use of IT was viewed as more of an individualist act, possibly due to the 
lower social presence and anonymity that IT often induces [101]. 
We also found that the lack of punishment severity and lack of traceability were strongly 
related to overall gain, and, overall gain is strongly linked to intention of unethical IT use. This 
implies that economic concerns were of utmost importance in considerations of unethical IT use 
in our study. It also reiterates the notion that human beings are probably, by nature, opportunistic 
(a notion forwarded by many noted economists such as [129]). In our case scenarios, for 
example, the punishment and traceability perceptions were manipulated (e.g., a warning vs. the 
expulsion from the university, and the existence vs. non-existence of log and audit files, 
respectively), and our results show that individuals were more inclined to commit an unethical 
act (i.e., are opportunistic) if there were little or no repercussions (e.g., only a warning), or if 
there were little or no possibility of being detected (e.g., no audit files for traceability purposes). 
Our results also indicate that perceived behavioral control is salient to intention toward 
unethical IT use. Further, perceived behavioral control is itself influenced by the individual’s 
perceptions about their ability to use and manipulate IT. This cautions us that greater proficiency 
in IT not only leads to benefits, but can also be associated with unethical use of IT. 
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Technological factors (e.g., non-traceability) were found to be significantly related to 
perceived behavioral control of unethical IT use. The results show that individuals perceive 
greater control over unethical IT use when the traceability is low. Again, our results show that 
individuals who believe technology facilitates unethical use of IT, report greater perceived 
behavioral control of the unethical act. Both these observations indicate that technology itself can 
act as an important factor in unethical IT use, one of the foundational premises of this research. 
Finally, prior behavior was significantly related to unethical IT use. This reinforces the 
notion that our past unethical IT use patterns form a habit which relates to our future intentions 
to act in a similar manner. This is consistent with prior research such as Limayem et al. [71].  
Nonlinear relationships 
It is interesting to note that all the relationships, barring the one between SN (subjective 
norms) and intent, were nonlinear, as shown in the Figures C1-C14 (Appendix C). First, we see 
that the relationship between attitude and intention is linear for most parts, as also significant at 
all best-fitting curve segments, but tends to be asymptotic at the ends. This implies that except in 
extreme situations (“the ends”), intentions and attitude toward unethical IT use share a strong, 
linear, positive correlation. This linear relationship is somewhat expected, and is consistent with 
TPB. However, the nonlinearity of the relationship when attitudes/intentions are strong or weak 
implies that very strong or weak attitudes do not necessarily relate to equally strong or weak 
intentions. This can be partly understood in terms of a new concept called attitudinal 
ambivalence [3], which is the simultaneous exhibition of both positive and negative attitude 
toward the attitude object, and extends the conception of attitude as a one-dimensional construct 
(ibid). In our context, this would translate to a simultaneous positive and negative attitude toward 
unethical IT use. We believe the nonlinear relationship between attitude and intention could be 
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due to the fact that one of the positive or negative attitudes dominates in extreme cases. 
However, this obviously needs to be investigated further by future studies. 
The negative relationship between idealism and attitude is also asymptotic toward the ends. 
At the edges, the idealism has a strong significant relationship with attitude. However, in the 
middle, attitude does not change with increasing idealism. In other words, idealism is related to 
attitude only when the idealism perceptions are either very strong or very weak. This probably 
explains why idealism did not have a strong linear relationship with attitude. Most likely, the 
relationship of technological idealism with attitude is at least partially explained by the difficulty 
of determining, a-priori, the consequence of engaging in a particular act using IT, thus rendering 
consequentialism less robust for predicting ethical decision making [20], especially in the middle 
part of the graph where idealism or attitude are not strong enough. 
Relativism also has a linear relationship with attitude toward unethical IT use, but only when 
the relativism is small. However, at high levels of relativism, the link between relativism and 
attitude becomes tenuous and non-significant. This is possibly because highly relativist 
individuals may potentially consider other contingent factors and not rely only on their ethical 
beliefs regarding technology. The lack of this effect may imply that low deontological norms 
become irrelevant in the context of unethical IT use, due to the fact that IT often introduces 
“moral vacuum” [112, p. 280]. Indeed, our results are partly supported by prior observations on 
the limitations of deontology to address ethical issues related to IT [39, 112]. 
 Moral Intensity and attitude toward unethical IT use have a strong, consistently negative 
curvilinear relationship; this becomes more prominent at the edges where moral intensity is high 
or low. In other words, it shows that moral intensity is an important factor associated with 
attitude. In our case scenarios, for example, individuals were more favorable toward the illegal 
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download of music (lower moral intensity) as compared to an unauthorized change to a 
professor’s online gradebook (higher moral intensity). High moral intensity almost always acts 
as a strong deterrent, while low moral intensity almost certainly acts as a strong promoter of 
positive attitude toward unethical use of IT. 
The relation between punishment severity and overall gain also follows a similar pattern, 
with gain perceptions become even more prominent when punishments are either very high, or 
negligibly low.  Overall gain also has a nearly linear relationship with intention when it is low. 
But the relationship becomes weaker as perceptions of gain increase. This is a surprising finding, 
which tells us that high perceptions of overall gain, while being a significant factor, may not 
always be the salient issue related to unethical intentions. A very similar pattern is also observed 
for the relationship between overall gain and attitude. In other words, economic gains are not 
always the significant motivating cause behind unethical behavior. These findings are counter-
intuitive, especially because financial and other gains have been considered strong influencers of 
unethical behavior in prior research [55]. One possible explanation for this is that unethical 
behavior may not always be pre-planned and could be impulsive, sometimes resulting from a 
lack of self-control [46]. In impulsive behavior, purely rational calculations (which are well-
thought out) may often be absent [105]. 
Subjective norms and intention have a linear relationship, which means that considerations of 
referent others remains consistently salient in unethical behavior. The relationship between 
perceived behavioral control (PBC) and intention gets a little weaker as PBC increases; this 
might imply that unethical behavior is not solely related to control perceptions -- unethical use of 
IT requires some control, but beyond a certain level, increase of control perceptions start to 
matter relatively less. 
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Non-traceability has an interesting relationship with PBC. The relationship is very weak at 
low levels of non-traceability. But at high levels of non-traceability (or very low traceability), 
PBC increases dramatically and significantly. The relationship between non-traceability and 
overall gain is always strong; however, it again increases dramatically as non-traceability 
increases. In other words, expectations of gain are associated with strong perceptions that the 
technology does not provide traceability for unethical behavior. 
The role of technology was captured because in our case scenarios, we manipulated the 
traceability offered by technology. Subject responses to both these manipulations indicate that 
technology can be a salient factor in unethical IT use, one of the premises of this research. PBC 
largely increases linearly with technological facilitation; however, at very high levels of 
technology facilitation, PBC increases quite dramatically. Efficacy does not matter at low levels 
(low efficacy would make PBC irrelevant), but after that PBC increases linearly with efficacy.  
Finally, past behavior is correlated with current intentions, though the effect is somewhat 
more pronounced if the individual has had less experience with such behaviors. This is 
surprising, as habit has an important role to play in software piracy behavior [71]. One possible 
explanation is that unethical behavior is linked to creativity and novelty [45]. We contend that 
unethical behavior is more attractive if it presents a novel way to benefit in a particular situation; 
especially as creativity and self-esteem have been found to be positively correlated [47]. With 
repeated engagement in such unethical behavior, this perception of novelty likely wears off. 
Based on the results discussed above, we believe that our nonlinear analyses of the 
relationships between the variables often illuminate interesting patterns, often very different from 
what linear analyses may reveal. Indeed, the results provide fertile ground for future 
confirmatory research, and we urge our academic colleagues to take up this exercise. 
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Regardless of the type of analyses (linear/nonlinear), our findings highlight two overall 
implications regarding unethical IT use. To reduce unethical IT use, technological controls such 
as surveillance and audit of IT use need to be implemented. However, greater surveillance has 
other ethical ramifications (e.g., loss of privacy), and consequently, administrators and policy 
makers need to be aware of this tension and strike a fine balance.  
The second implication stems from the fact that even such controls and procedures may not 
still be sufficient to stop the unethical use of IT. IT can always be appropriated in a manner not 
consistent with its spirit or purpose [34] as it is “logically malleable” [84, 86]. So, another 
important implication is the development of ethically-conscious human beings, who would not 
be inclined to use IT unethically, irrespective of the existing controls, punishment, or even their 
own computer efficacy. Sound moral education and greater awareness of unethical IT use thus 
needs to be imparted early, probably as a part of primary and secondary socialization. This is 
appropriate because among college students (our sample), the propensity toward intention of 
unethical behavior (as indicated by their intention) was quite high. 
Contribution 
This research contributes to existing IS literature in a number of ways. It is one of the first 
attempts to develop a relatively comprehensive, theoretical understanding of unethical IT use 
based on an exploratory examination of a wide range of factors: individual, philosophical, social, 
economic, and technological. Following Weber’s [127] call, the study seeks to balance both 
richness and parsimony by concentrating on the focal constructs associated with unethical IT use. 
We believe that the study makes an important contribution to the literature on IS ethics by 
incorporating factors drawn from multiple traditions within one unifying model.  It also 
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illuminates interesting nuances (e.g., nonlinear relationships) in the relationships between the 
variables under consideration. 
The second contribution is that it informs the arena of IS security. Instances of such unethical 
use of IT have become a major security concern [51]. Often, little research has investigated this 
phenomenon from the lens of ethical theory [113]. In order to address this existing gap, our 
research, grounded in the philosophical theories of ethics, explores a general understanding of 
unethical IT use. Such insights inform not only training, but also the design of organizational 
acceptable use policies. 
Third, one of the features of our study is its engagement with nonlinear analyses. While 
linear analyses are more prevalent, researchers have argued that nonlinear analyses “can also 
generate richer models due to the broader interpretation of theory” [66, p. 823]. The findings 
from our nonlinear analyses thus provide richer insights into our focal phenomenon. 
 Finally, the study implies that technology plays a role in unethical behavior. In doing so, this 
research adds to the literature on IS ethics by trying to understand the moral implications of 
technology. While technology may inherently be amoral, the study suggests that there are certain 
technological characteristics that may be appropriated to aid unethical behavior. 
Limitations of the Study 
While case scenarios may be criticized for being unrealistic, a sizeable number of the 
respondents acknowledged to having undertaken an unethical act similar to the ones described in 
the case scenarios, indicating that they are indeed realistic. For example, 21.7% of the 
respondents (who were assigned the case of illegal downloading of music) responded that they 
had undertaken this action one or more times prior to this study. Social response bias is also a 
possible concern, but we followed guidelines to test for it [122] and found that it was not a 
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concern. Also, we empirically studied two instances of unethical IT use and our work may not be 
generalizable to other cases of unethical IT use. So we call for future research to subject our 
conceptual model to empirical testing in the context of other unethical uses of IT. Related to this 
issue of generalizability, the subjects were from a North American B-School context. Thus, the 
results of this study might mainly reflect perceptions of B-School students from North America. 
We therefore call upon future research to conduct more confirmatory work - especially because 
ours in an exploratory study - across other countries and population samples (particularly adult 
population) to increase the external validity of these results. 
Future Research and Practice Implications 
As with all exploratory research, the relationships discovered and reported under the 
conditions of this study may have different relationships in other contexts; so further research is 
warranted to reinforce (or invalidate) these findings. Future research can apply the findings to 
different forms of unethical IT use. Prior research has also argued that culture has a strong 
relation to ethical perceptions and decision-making [104]. So, it would be enlightening to 
empirically examine the relation between different facets of culture and unethical IT use. 
Second, ours was a primarily quantitative study, and we did not capture qualitative data 
related to the constructs in the study. However, qualitative research often reveals additional 
nuances especially in the form of tensions and dialectics [120]. Therefore, undertaking a 
qualitative exploration of this phenomenon would be beneficial. 
Finally, we feel the need for investigating unethical IT beyond just individual users. For 
example, Sarker et al. [106] investigate group ethical-decision making. Likewise, investigations 
of unethical IT use could include those by collectives such as governments and organizations. 
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Drawing from our discussion above, we now briefly enumerate the practical implications of 
this study.
9
 The first implication is sensitization to ethical IT use. For example, many individuals 
may not be aware that downloading information goods (e.g., music, software, movies, etc.) from 
the web can be deemed as unethical acts. Some of our respondents acknowledged (in their 
comments) that they had done so before, but would not do it any further. Likewise, plagiarism 
from the internet (another instance of unethical IT use) may not be seriously viewed by some 
individuals as unethical due to lack of explicit awareness. In general, the infusion of IT often 
requires a reinterpretation of existing notions of (un)ethical behavior [117]. So, as a first step, 
organizations should clearly delineate what constitutes unethical IT use. Second, noting that 
unethical IT use has a strong opportunistic flavor, organizations should implement technological 
controls/sanctions in order to deter opportunities of unethical IT use.  
Conclusion 
To conclude, we hope that this study provides serious impetus to the continuing research on 
understanding the behavioral root to IS Security. Ethical challenges in IS have grabbed the 
attention of IS researchers [83]. There have been passionate calls to investigate ethical problems 
in IS phenomena [15] which particularly gain prominence in light of the multiple large-scale 
security breaches, such as those in TJ Max and Home Depot. This study uncovers interesting 
insights, and potentially has important implications to organizations, society, and the general 
economy as they all try to wrestle with the ethical challenges of the information age. 
                                                 
9
 These findings are correlative, not causal, and so should be used carefully. These findings will become more 
dependable as a cumulative body of work reports similar findings. 
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Appendix A. Instrument and Analysis 
Construct Variable  Measures for each construct  
 
Technological 
Idealism 
(IDEAL) 
IDEAL1 IT should never be used to psychologically or physically harm another person 
IDEAL2 IT should never be used to threaten the dignity and welfare of another individual 
IDEAL3 
Whenever I use IT, I should be concerned about whether the way I use it maintains the 
dignity and concern of the society. 
IDEAL4 When I use IT, I should make certain my use does not sacrifice the welfare of others. 
IDEAL5 Moral actions using technology should match the ideals of the most "perfect" action. 
Technological 
Relativism 
(RELA) 
RELA1 
Questions of what IT use is ethical for everyone can never be resolved since what is moral 
or immoral is up to the individual. 
RELA2  
Morality of any IT use should be judged only on personal standards, and should not be 
applied to others. 
RELA3  
Ethical considerations in using IT are so complex, that individuals should be allowed to 
formulate their own individual codes. 
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Attitude toward 
unethical IT use 
(ATT) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
ATT1  Carrying out the action would be good.  
ATT2  Carrying out the action would be valuable.  
ATT3  Carrying out the action would be useful.  
ATT4 Carrying out the action would be wise 
ATT5 Carrying out the action would be attractive. 
ATT6 Carrying out the action would be pleasant. 
Moral Intensity 
(MI) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
MI1  I believe that if I undertake this action, the overall harm to others will be high.  
MI2  I believe that if I undertake this action, the likelihood of general harm to others is high.  
MI3  I believe that if I undertake this action, it would harm others in the immediate future.  
MI4  I believe that if I undertake this action, I would harm people close to me  
MI5  I believe that if I undertake this action, others would feel the negative effects very quickly.  
Intention of 
unethical IT use 
(INTENT) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
INTENT1  If I were to carry out this action, it makes sense for me to do it.  
INTENT2  Depending on the situation, I could carry out this action.  
INTENT3  If I had the opportunity, I would carry out this action  
INTENT4 All things considered, it is likely that I might carry out this action in the future 
INTENT5 All things considered, I expect to carry out this action in the future 
INTENT6 I intend to carry out this action in the future. 
Subjective 
norms (SN) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
SN1  I would have the support of my fellow students if I were to carry out this action  
SN2  My fellow students would want me to carry out this action.  
SN3  My fellow students would prefer me carry out this action  
SN4  
My fellow students would themselves have carried out this action if they had been in my 
place.  
SN5  I would have been able to take help from my friends for carrying out this action.  
Perceived 
Behavioral Control 
(PBC) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
PBC1  I would feel comfortable doing the act  
PBC2  If I want, I could easily carry out the act  
PBC3  I would be able to carry out the act even if there was no one to show me.  
Technological 
Facilitation 
(TECHFAC) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
TECHFAC1  I believe that technology enables me to carry out this action  
TECHFAC2  I believe that technology makes it easy for me to carry out this action.  
TECHFAC3  I believe that technology helps me to carry out this action.  
General 
Computer Self 
Efficacy 
(GCSE) 
GCSE1  I believe I have the ability to remove information from a computer that I no longer need  
GCSE2  
I believe that I have the ability to understand common operational problems with a 
computer  
GCSE3  
I believe that I have the ability to use a computer to display or present information in a 
desired manner  
Non-
Traceability 
(TRACE) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
TRACE1  
If I carried out this action, I believe that the computer system could not be used to 
detect my actions  
TRACE2  
If I carried out this action, I believe it would not be possible to identify me using 
the computer system.  
  
45 
 
TRACE3  
If I carried out this action, I believe that the computer system could not help 
ascertain that I did the action.  
Lack of 
Punishment Severity 
(PUNSEV) 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
PUNSEV1  
If I were caught after committing the action, the punishment would probably not 
be severe.  
PUNSEV2  
If I were caught after committing the action, chances are that the punishment 
would not be severe  
PUNSEV3  
If I were caught after committing the action, the punishment would most likely 
not be severe  
Overall Gain 
 
(OGAIN) 
 
 
Note: Each subject was asked to respond to the following items only with reference to the specific case 
scenario assigned to him/her. 
OGAIN1 Overall, if I committed this action, I would gain from this behavior 
OGAIN2 
Overall, if I committed this action, I would benefit rather than lose from this 
behavior 
OGAIN3 
Overall, if I committed this action, I would incur more gain than loss from this 
behavior 
OGAIN4 
Overall, if I committed this action, I would profit significantly and suffer little 
damage from this behavior 
Past Unethical 
IT use 
PASTBEHAVIO
R 
If you have acted in a similar way (as described in the case scenario) before, how 
many times have you done so? (0, 1-5, 5-10, 10-20, >20)* 
Table A1. The Instrument for the study 
Psychometric Details 
 Appendix B. Case scenarios  
(Note: each scenario represents HI/LO manipulations of the following exogenous variables: moral intensity, 
lack of punishment severity, and non-traceability. Thus we have a total of 2 X 2 X 2 or 8 case scenarios. The 
manipulations pertaining to a particular case are also noted beside the case number in parentheses.) 
Case 1 (Moral Intensity: HI; Punishment Severity: HI; Traceability: LO) 
Imagine that you are in your senior year at your university. You have been doing poorly in one of the key courses of your major you 
are currently taking. You are afraid that your GPA and future prospects will be affected by a bad grade in this course. One day, while you 
are visiting the office of the course instructor, you accidentally gain access to the password to his website. This website contains the 
 
IDEAL RELA MI ATT INTENT PBC TRACE GCSE TECHFAC PUNSEV OGAIN SN 
IDEAL 0.807            
RELA -0.054 0.841           
MI 0.163 0.059 0.915          
ATT -0.121 0.137 -0.341 0.825         
INTENT -0.138 0.179 -0.412 0.667 0.875        
PBC -0.101 0.043 -0.319 0.265 0.55 0.902       
TRACE -0.123 0.191 -0.119 0.384 0.417 0.128 0.962      
GCSE -0.066 0.014 -0.187 0.095 0.201 0.489 0.006 0.908     
TECHFAC -0.002 -0.057 -0.278 0.202 0.368 0.51 0.045 0.375 0.941    
PUNSEV -0.059 0.071 -0.175 0.459 0.446 0.225 0.342 0.041 0.233 0.945   
OGAIN -0.069 0.172 -0.376 0.668 0.61 0.322 0.417 0.164 0.243 0.455 0.955  
SN -0.078 0.097 -0.416 0.59 0.648 0.343 0.368 0.104 0.322 0.43 0.477 0.924 
Table A2. Average Variance Extracted 
(The diagonal shows square root of AVE; other entries show the correlation between the latent constructs) 
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database that stores all the grades for this particular course.  
As the semester is drawing to a close, you realize that you are heading toward a very low grade in the course. With companies 
(intending to hire from your major) scheduled to visit the campus next month, you want to be among the strongest candidates in your class 
(in terms of the grades). Unfortunately, you know that with your current performance in this course, you will not be perceived by employers 
as a strong candidate compared to your peers. 
A possibility strikes you. Since you know the password to the professor’s website, you can log in to his website (using your personal 
laptop from home), access the grade database, and actually increase your grades substantially. This will make you a more attractive 
candidate as compared to the more deserving students from your major. You know that the instructor is hardly concerned of security issues 
and would never imagine that somebody might act in this way. Thus, if you were to commit this action, you would most likely not be 
caught. However, you remember that there was a similar occurrence of unauthorized grade change by a student some years ago (for a 
course taught by a different professor). The student was caught, and he was dismissed from the university. 
Case 2 (Moral Intensity: HI; Punishment Severity: HI; Traceability: HI) 
Imagine that you are in your senior year at your university. You have been doing poorly in one of the key courses of your major you 
are currently taking. You are afraid that your GPA and future prospects will be affected by a bad grade in this course. One day, while you 
are visiting the office of the course instructor, you accidentally gain access to the password to his website. This website contains the 
database that stores all the grades for this particular course.  
As the semester is drawing to a close, you realize that you are heading toward a very low grade in the course. With companies 
(intending to hire from your major) scheduled to visit the campus next month, you want to be among the strongest candidates in your class 
(in terms of the grades). Unfortunately, you know that with your current performance in this course, you will not be perceived by employers 
as a strong candidate compared to your peers. 
A possibility strikes you. Since you know the password to the professor’s website, you can log in to his website (using your personal 
laptop from home), access the grade database, and actually increase your grades substantially. This will make you a more attractive 
candidate as compared to the more deserving students from your major. However, you know that the professor is very concerned about 
security issues and has extensive technological controls (e.g. log and audit files) in place to know of all the accesses to his website and his 
database. You also know that his TA checks the log and audit files once a week in order to verify whether there has been any unauthorized 
access of the professor’s website and the course grade database. Thus, if you were to commit this action, you would most likely be caught. 
Furthermore, you remember that there was a similar occurrence of unauthorized grade change by a student some years ago (for the same 
course taught by the same professor). The student was caught, and he was dismissed from the university. 
Case 3 (Moral Intensity: HI; Punishment Severity: LO; Traceability: LO) 
Imagine that you are in your senior year at your university. You have been doing poorly in one of the key courses of your major you 
are currently taking. You are afraid that your GPA and future prospects will be affected by a bad grade in this course. One day, while you 
are visiting the office of the course instructor, you accidentally gain access to the password to his website. This website contains the 
database that stores all the grades for this particular course.  
As the semester is drawing to a close, you realize that you are heading toward a very low grade in the course. With companies 
(intending to hire from your major) scheduled to visit the campus next month, you want to be among the strongest candidates in your class 
(in terms of the grades). Unfortunately, you know that with your current performance in this course, you will not be perceived by employers 
as a strong candidate compared to your peers. 
A possibility strikes you. Since you know the password to the professor’s website, you can log in to his website (using your personal 
laptop from home), access the grade database, and actually increase your grades substantially. This will make you a more attractive 
candidate as compared to the more deserving students from your major. You know that the instructor is hardly concerned of security issues 
and would never imagine that somebody might have acted as you did. Thus, if you were to commit this action, you would most likely not 
be caught. Furthermore, you remember that there was a similar occurrence of unauthorized grade change by a student some years ago (for a 
course taught by a different professor). Though the student was caught, he was let off only with a warning. 
Case 4 (Moral Intensity: HI; Punishment Severity: LO; Traceability: HI) 
Imagine that you are in your senior year at your university. You have been doing poorly in one of the key courses of your major you 
are currently taking. You are afraid that your GPA and future prospects will be affected by a bad grade in this course. One day, while you 
are visiting the office of the course instructor, you accidentally gain access to the password to his website. This website contains the 
database that stores all the grades for this particular course.  
As the semester is drawing to a close, you realize that you are heading toward a very low grade in the course. With companies 
(intending to hire from your major) scheduled to visit the campus next month, you want to be among the strongest candidates in your class 
(in terms of the grades). Unfortunately, you know that with your current performance in this course, you will not be perceived by employers 
as a strong candidate compared to your peers. 
A possibility strikes you. Since you know the password to the professor’s website, you can log in to his website (using your personal 
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laptop from home), access the grade database, and actually increase your grades substantially. This will make you a more attractive 
candidate as compared to the more deserving students from your major. However, you know that the professor is very concerned about 
security issues and has extensive technological controls (e.g. log and audit files) in place to know of all the accesses to his website and his 
database. You also know that his TA checks the log and audit files once a week in order to verify whether there has been any unauthorized 
access of the professor’s website and the course grade database. Thus, if you were to commit this action, you would most likely be caught. 
However, you remember that there was a similar occurrence of unauthorized grade change by a student some years ago (for a course taught 
by a different professor). Though the student was caught, he was let off only with a warning. 
Case 5 (Moral Intensity: LO; Punishment Severity: HI; Traceability: LO) 
Assume that you currently live in the university dorm. You have an avid interest in music and closely follow the new music albums 
being released by a certain artist. One of the albums that you want to possess has just been released. However, it is very expensive and 
given your limited budget as a student, you do not wish to pay for it. However, you realize it is possible to download the songs of the album 
from an illegal website onto your personal laptop using the Internet. 
The dorm you stay in has hi speed wireless network. You can connect to the wireless network from your laptop. You know that the 
technical group in charge of the wireless network does not maintain extensive technological controls (e.g. log and audit files) to keep track 
of all the websites the users (who are connected to the wireless network) are visiting. Neither are there any log or audit files to monitor 
downloading activities of the users. Thus, if you were to download the songs over the Internet, you would most likely not be caught. 
However, you know that students who were previously caught downloading music from illegal websites onto their personal computers were 
severely punished by the university authorities. They were expelled from the dorm and also the university. 
Case 6 (Moral Intensity: LO; Punishment Severity: HI; Traceability: HI) 
Assume that you currently live in the university dorm. You have an avid interest in music and closely follow the new music albums 
being released by a certain artist. One of the albums that you want to possess has just been released. However, it is very expensive and 
given your limited budget as a student, you do not wish to pay for it. However, you realize it is possible to download the songs of the album 
from an illegal website onto your personal laptop using the Internet. 
The dorm you stay in has hi speed wireless network. You can connect to the wireless network from your laptop. However, you know 
that the technical group in charge of the wireless network maintains extensive technological controls (e.g. log and audit files) that keep 
track of all the websites the users (who are connected to the wireless network) are visiting. Furthermore, the log and audit files also keep 
track of the size of the downloads for each user. Since the music files are large, they may easily attract attention of any person monitoring 
the log files. Thus, if you downloaded the songs over the Internet you would most likely be caught. Furthermore, you know that students 
who were previously caught downloading music from illegal websites onto their personal computers were severely punished by the 
university authorities. They were expelled from the dorm and also the university. 
Case 7 (Moral Intensity: LO; Punishment Severity: LO; Traceability: LO) 
Assume that you currently live in the university dorm. You have an avid interest in music and closely follow the new music albums 
being released by a certain artist. One of the albums that you want to possess has just been released. However, it is very expensive and 
given your limited budget as a student, you do not wish to pay for it. However, you realize it is possible to download the songs of the album 
from an illegal website onto your personal laptop using the Internet. 
The dorm you stay in has hi speed wireless network. You can connect to the wireless network from your laptop. You know that the 
technical group in charge of the wireless network does not maintain any extensive technological controls (e.g. log and audit files) to keep 
track of all the websites the users (who are connected to the wireless network) are visiting. Neither are there any log or audit files to 
monitor downloading activities of the users. Thus, if you were to download the songs from the Internet, you would most likely not be 
caught. Furthermore, you know that students who were previously caught downloading music from illegal websites onto their personal 
computers were let off only with a warning. 
Case 8 (Moral Intensity: LO; Punishment Severity: LO; Traceability: HI) 
Assume that you currently live in the university dorm. You have an avid interest in music and closely follow the new music albums 
being released by a certain artist. One of the albums that you want to possess has just been released. However, it is very expensive and 
given your limited budget as a student, you do not wish to pay for it. However, you realize it is possible to download the songs of the album 
from an illegal website onto your personal laptop using the Internet. 
The dorm you stay in has hi speed wireless network. You can connect to the wireless network from your laptop. However, you know 
that the technical group in charge of the wireless network maintains extensive technological controls (e.g. log and audit files) that keep 
track of all the websites the users (who are connected to the wireless network) are visiting. Furthermore, the log and audit files also keep 
track of the size of downloads for each user. Since the music files are large, they may easily attract attention of any person monitoring the 
log files. Thus, if you downloaded the songs from the Internet you would most likely be caught. However, you know that students who 
were previously caught downloading music from illegal websites onto their personal computers were let off only with a warning. 
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Appendix C. Results of Non-linear Analysis 
 
Figure C1. Attitude vs Intention Figure C2. Technological Idealism vs. Attitude 
Figure C3. Technological Relativism vs. Attitude toward 
Unethical IT use 
Figure C4. Moral Intensity vs. Attitude toward unethical IT 
use 
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Figure C5. Punishment Severity vs. Overall Gain  Figure C6. Overall gain vs. Intention 
Figure C7. Overall gain vs. attitude Figure C8. Subjective norms vs. Intention 
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Figure C9. Perceived Behavioral control (PBC) vs. Intention 
Figure C10. Non-traceability vs. PBC 
 
Figure C11. Non-traceability vs. Overall gain Figure C12. Technological Facilitation vs. PBC 
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Figure C13. Computer efficacy vs. PBC 
 
Figure C14. Past Behavior vs. Intention  
