Abstract.
Introduction
Visualization in information retrieval (IR) is a rapidly emerging area in which human-computer interaction (HCI) is adapted to the design of interfaces for IR systems. Dillon defines HCI as 'the interdisciplinary study of the design and use of information technology which aims to support the development and implementation of more humanly acceptable technology' [32, p. 965] . In addition, application of some HCI principles coming from cognitive science, such as design space analysis and the notion of secondary notations to the design of the IR interface, can provide new perspectives for the design of IR systems. In this paper, the HCI field of visualization is considered. Visualization can be defined as a computer-aided means of helping human beings to form a mental image of a domain space [107] . Using this general definition, visualization can be applied to various research domains for different purposes. In research fields such as information science, library science and computer science, where information is a central interest, visualization is understood as the visual representation of a domain space using graphics, images and animated sequences, as well as sound augmentation, to present data and the structure of large and complex data sets that represent systems, events, processes and objects [109] .
The traditional approach to IR system design was not based sufficiently on the studies of who uses the IR systems and how they perform with the systems. This approach has been criticized and an alternative usercentred IR system design has been proposed. A usercentred approach to IR is now growing steadily, which is a change from only a few years ago, when IR systems were thought of as 'black boxes' from an evaluation perspective. However, the evaluation methods of IR systems from a user-centred perspective are still under investigation. Researchers interested in using visualization for designing IR systems now assume that the IR systems assisted by visualization are more usable than text-only versions, solving some of the problems experienced by users in interacting with the traditional IR systems.
Most of the systems of visualization in IR that are designed are based on this assumption. However, we must look carefully at systems in an IR context and from the users' perspective to see if this assumption can be substantiated. If there is a significant impact of visual representations on the usability of IR systems, then questions on the impact and how it can be measured must also be answered.
This paper intends to classify the works of visualization for IR system design in a systematic way, by providing a mosaic view of this emerging area. This paper proposes a three-level approach to analyzing visualization in IR system design: (i) component level analysis, (ii) technique level analysis and (iii) interaction level analysis. This three-level approach helps us to understand the state of visualization for the design of IR systems in multiple ways.
First, this approach makes it possible for us to identify the following critical issues for visualization to successfully apply to the IR domain: (1) What kind of components in IR systems can be subjected to visualization? Why are these components amenable to visualization? (2) How can textual data be converted to numeric for visualization? What visualization techniques are used? Are there any advantages or disadvantages of the various techniques? (3) How can a visualization system facilitate user interaction with the system? What kind of user information tasks does it support? Second, the three-level approach also enables us to investigate this emerging field further by allowing us to look at different layers of visualization in IR that have both technical and theoretical concerns.
Using this three-level approach, it will be argued that this emerging research area suffers from both a serious deficiency of theoretical justification that grounds visualization in IR system design and a lack of evaluation methods concerning the effectiveness of visual representations for IR systems.
Conceptual framework
The effective design and analysis of visualization in IR systems must be dependent upon a thorough understanding of both IR system design and users' cognitive processes in information-seeking sessions. The synthesis of theoretical and technical knowledge in the design of visual representations for IR systems is likely to result in more usable system designs. A system with intuitively designed but untested visual representation is, at best, a display of the designer's skill, which may be useless from the user's point of view. Although there have been several attempts to conceptualize visualization in IR system design [16, 59, 68, 92] , these conceptualizations have been limited to either theoretical or technical concerns, but never both. Shneiderman's [92] visual scheme, for instance, is framed by six tasks and seven data types: overview, zoom, detail-on-demand, relate, history and extract; and one-dimensional, twodimensional, three-dimensional, temporal, multidimensional, tree and network.
Although this taxonomy is at the frontier of visualization for information systems, with this approach it is hard to see why a certain technique is better suited for some tasks than others. In addition, since visualization in IR system design was initially spawned from technology-oriented communities like computer science, conceptualization still tends to focus on the system view level.
Whereas the taxonomies proposed by the above authors are limited, a three-level approach tackles the issue of the limited scope of the current conceptual framework by considering both technical and theoretical aspects (Fig. 1) .
At the first two encoding levels, the component level and the technique level, the focus is on components subjected to visualization and visualization techniques that are appropriate. 'Encoding' refers here to any concern or operation from the system's view, such as which components are considered to be visualized and which techniques, such as algorithms and data models, are used. Investigation into these two levels gives us an opportunity to identify which particular techniques are useful for which components.
At the last decoding level, the interaction level, focus is on tasks supported by visual representations and how these representations reflect users' cognitive demands. A successful 'decoding' of visual representations relies on how well users interpret those representations for their tasks [24] . Woods [115] also mentions decoding as a design challenge when creating effective representations, i.e. domain data may be cleverly encoded into the attributes of a visual form, but, unless users can effectively decode the representation to extract relevant information under the conditions of actual task performance, the representation will fail to support the users. This paper emphasizes how visualization can assist IR users in accomplishing information tasks.
Component level analysis
An IR system is composed of a set of components or modules. The type and number of components are determined by the intended purpose of the system. Each component plays its own critical role in helping users to interact with the system and accomplish search tasks. A typology of IR features was developed by Tague-Sutcliffe [98] and includes: In this typology, users are considered an important factor affecting IR.
Another IR typology was proposed by Fidel and Soergel [37] . As variables of significance in IR, they chose elements of the retrieval process and the interaction among them: the setting, the user, the request, the database, the search system and the searcher. Although a traditional approach to typology of IR does not include users [48, 63, 78] , users have begun to be recognized as an important part of IR typology by some IR theorists [47, 106] . In order to provide a comprehensive typology that incorporates every component related to visualization, the following typologies were synthesized: q user data module -user profile, session history; These modules are involved in a series of tasks associated with various 'information workers', such as database producers, indexers, system designers, and users. Each module will be examined by looking at how visualization plays a role in designing a module.
(1) The user data module is associated with user information, including user profile, classification of users sharing common characteristics, and session history. Visualization of user data has not been rigorously studied to date, because this type of data tends to be sustained at an administrative level. However, visualization may provide users with useful information, such as previous session histories of users with similar information needs and reference interviews. Virtual collaboration supported by allowing users to interact with an intermediary can help them to become more effective in learning and using systems [9] . An attempt has been made to facilitate collaboration in IR by visualization of an interaction history in an 'Ariadne' interface by Twidale and Nicholas [102] . Ariadne records a visualization of the search process that can be reflected on, shared and discussed by interested parties.
(2) The database selection module is associated with criteria and strategies in selecting appropriate database(s). With thousands of databases and tens of millions of Web pages publicly available online, inexperienced users need help in selecting those appropriate to their needs. Visualizing these databases with tree displays or network displays of subjects can help users to choose an appropriate database for their needs. Major bibliographic database providers such as DIALOG and ISI support visual displays of multiple databases. (3) The dataset module is associated with a set of data existing within a database. In a traditional IR system, there is no way to display the interrelationships among documents, terms and queries visually, and only a set of retrieved documents is provided for interaction with users, in linear order. However, visualization, under the notion of 'information exploration', enables users to see the relationships among documents, terms and queries at various levels before they start interacting with the systems. This visualized document space makes it possible for the user to navigate the space and query the system at the point where querying is a more efficient tool for finding information than are browsing and navigating. There are several studies on visualization for this module [1, 19, 44, 67, 90] . (4) The query module is a place where the user's input is used to carry out the search. Querying is an important but difficult task, particularly in the networked environment. [79, 96] . (5) The database descriptors module comes into play as a finding-aid for users. This module involves a controlled vocabulary of predetermined terms which represent the subject matter of documents. Such a vocabulary might be a list of subject headings, a classification scheme, a thesaurus or simply be a list of approved keywords or phrases. Visualizing classification schemes can help users to select a specific term relevant to their information needs, because the visualized overall scheme gives users an idea of what terms they must use in this particular system [50] . (6) The interaction with the system module aims mainly at maximizing the user's effectiveness in searching. The user's control over the parameter of the system is maximized in this subsystem. Visualization can play a critical role in maximizing search efforts. For example, visual aids for relevance feedback can increase the user's control by sorting results in terms of ranking. The 'Tking' system, designed by Veerasamy and Navathe [103] , provides drag-and-drop interactivity that enables users to move relevant documents to a marked 'relevance' area and irrelevant documents to a marked 'non-relevance' area. (7) The displaying search output module is a mechanism for retrieving a set of documents in terms of retrieval models to which each IR system is adapted. The retrieval models are classified into two models: exact match and ranked retrieval [11] . Exact match models are those that require the request model be contained, precisely as represented in the query formulation within the text representation. Implemented as Boolean, full text or string-matching, this is the retrieval model currently in use in large operational IR systems. The ranked retrieval model includes the probabilistic, vector-space and fuzzy-set models. Models in this category are used to compare documents represented as sets of features or index terms. Depending on the retrieval techniques used in an IR system, the strategy of designing visual representations is different. In the case of exact matching, query formulation is a highly valued task, because producing a satisfying set of search results relies solely on effective query formulation. The object of visualization for the exact match system is related to both the query itself and to the Boolean logic operator. So far, IR system components have been examined in the context of visualization. To understand the utilization of visualization in IR system design, however, requires further knowledge of converting textual information to vector representations as raw data for visualization, and selecting techniques best suited for visualization in IR. The next section will investigate these issues.
Technique level analysis
The aim of technique level analysis is to identify the types of visualization techniques applied to the design of IR systems. Since these are determined by data models, algorithms and purpose, it is critical to synthesize the current visual IR systems by considering these aspects [109] .
To analyze visualization techniques in a systematic manner, two aspects are considered: data types and representations. These aspects aim at analyzing IR systems built with the help of visualization by identifying the nature and limitations of mapping visualization supports. There have been several attempts to classify visualization in IR according to data types [67, 92] ; Lin [67] suggested that there are four types -hierarchical, network, scatterplot and maps, whereas Shneiderman [92] suggested seven data types -temporal, one-dimensional, two-dimensional (2D), threedimensional (3D), multidimensional, hierarchical, network and workspaces. With these suggestions in mind, representation of data is also considered at this level of analysis. As data visualized in IR is complex, abstract and multidimensional, a prerequisite for designers is to select an appropriate and relevant representation. An important issue related to representation of data is dimensionality of textual data. The projection of data from multidimensional space to a 2D or 3D display is not easily accomplished. In the process of dimensional reduction, the data is easily lost and the outcome can give a false representation to users.
Techniques for point data
Techniques for point data cover the major area of multivariate data visualization applied in IR, where each element of data is considered as a point in multidimensional space. IR systems designed with these techniques can map out multidimensional data onto 2D or 3D space. This dimensional reduction is automatically generated by mapping algorithms. Because the mapping is usually driven by an error-minimum process or by the principle of finding a display configuration the overall layout of which most closely matches the structure of the given data, mapping creates a spatial orientation that reflects an overview of underlying data. In a sense, these techniques are particularly useful in revealing relationships among the data.
Whether the mapping of the multidimensional data is onto 2D or 3D space, the visualization techniques for point data are classified into a 2D scatterplot or a 3D scatterplot. A 2D scatterplot is applied to 2D point sets, which, basic elements in the techniques being graphic formats (mainly dot display), represent the mapping data [1, 82] . Multidimensional data can also be mapped to a 3D scatterplot [20, 30] . Because a 3D scatterplot usually projects the third dimension onto a 2D plane, disorientation can be a problem if the user's point of view is inside the cluster of points. A serious problem with both techniques is distortion when projecting the data from multidimensional space to the 2D or 3D viewing surface (especially if close points are represented as larger).
Technique for vector entities
The data in the technique for vector entities consist of vector values at the geometric data points. The typical technique applied in IR is 2D vector field topology plots. In the field of scientific visualization, 2D vector field topology plots were originally used in fluid flow visualization [15] . The technique for vector entities identifies the critical points of the field by analysis of the Jacobian matrix of the vector with respect to position. The result is typically a very simple and uncrowded plot. The technique's strength is that users can infer the entire vector field. Examples of visualization for vector fields are provided by the Institute for Computer Applications in Science and Engineering (see [118] ). 2D vector field topology shares underlying ideas with Kohonen's 'semantic feature map' [58] . IR systems using a technique for vector entities need neural network algorithms to reduce the highdimensional data to lower-dimensional data like 2D or 3D [12, 66] . Similarly, with techniques for point data, this technique has a problem with displaying vector data on 2D space and it also needs additional contexts such as textual cue, hue and lightness.
Techniques for scalar entities
Among the scalar types of visualization techniques applied in the design of visual representations for IR systems, the bar-chart technique is the most widely used [22, 43, 49, 105] . The entity of a bar-chart display is usually defined over an enumerated set. Given values of items in a set, a bar chart depicts these values by the length of bars drawn horizontally or vertically. Because placing bars in close physical proximity to each other can facilitate global perception of the image where emergent features are visible, these bar-chart techniques give the user a novel way of exploring information [49] . In addition, because such global perception of data is not possible with textual displays that emphasize the parts instead of the whole, the design of this type of visual representation can provide the users with a facility for analyzing the retrieved documents in a synthetic way. Another major type of visualization technique for scalar entities is the Venn diagram technique. In most cases, the Venn diagram technique is applied to Boolean query combinations. Examples falling into this category are InfoCrystal [96] , Michard's work [79] and Young and Shneiderman's work [116] .
Tree/Hierarchical
Tree or hierarchical visualization techniques are used to visualize collections of items, with each item having a link to one parent item (except the root). This technique is used to simplify complex data structures by branching out data into levels. Items and the links between parent and child can have multiple attributes, providing both global and local views of data and directing users' attention to a particular level within the hierarchy. Visual representations in the forms of tree/hierarchy can use an outline style of indented labels that is commonly used in tables of contents [23] , a node and link diagram [60] , a treemap [55, 94, 100] or a cone tree [87] , in which child items are rectangles nested inside parent rectangles. The weakness of the technique is that it tends to oversimplify overall information space, especially large complex data sets, and it burdens viewers with more cognitive loads.
Network
The network technique attempts to graphically display the conceptual structures or concept network, using a spatial metaphor. Craven [28] has argued that the information structure of a database system can be understood by the network metaphor. This technique shows associative structures of information gluts and allows viewers to track down links to browse objects represented by the nodes. The network technique is often based on network representational models such as semantic nets [85] and hypertext [26] . A semantic network represents knowledge by means of nodes and links: nodes representing objects, things, concepts, facts, etc; links representing relationships among them.
The network technique has advantages over hierarchical techniques for the data whose relationships among data are hardly captured with a tree structure. This technique is also appropriate to visualizing the data linked to an arbitrary number of other items [5, 33, 38, 89] . However, sometimes, the huge amounts of information, which are more than users can immediately comprehend, makes it difficult for them to identify the item that they want to focus on. Thus, an important issue of this technique is how to simplify the display without losing the useful structures. As a solution to this problem, 'shrinking' has been proposed by Beard and Walker [8] . The weakness of this technique, however, is that the complex structures visualized by the technique could confuse the viewers in their understanding of overall information space [67] .
Map
On geographical maps, the x-and y-axes are almost exclusively related to (although not necessarily aligned with) the earth's longitude and latitude coordinates. The phenomenon visualized on maps is thereby related to geography and the way it looks is compared to the way locations look on the map. The purpose of projecting data of a phenomenon onto a map can simply be to show from which places it originates, without trying to explain the data by the geographical features on the map. An idea of applying such a map metaphor to IR systems was initially proposed by Doyle [34] . He argued that 'semantic road maps' are needed to design an effective IR system. To construct such a map, he realized that the analysis of frequencies and distributions of words plays a critical role in characterizing and organizing information. In a sense, according to Doyle [34] , a map-like display can help users to interact with the system from their perspective [35] . The difficulty in mapping conceptual space in comparison with mapping physical space is that the document space is much less 'clearly defined in terms of its measurement, its dimensionality, and its semantic relationships', all of which largely depend on the selected indexing process [67] . Since no perceived spatial organization of the document space is prespecified, the perceived document space can only be possible through mapping the document space to 2D space. Another difficulty in implementing a map display lies in revealing the true representation of the document space as a geographical map does for physical space. The former problem is tackled by dimensionality reduction methods such as multidimensional scaling (MDS). The systems adapting these dimensionality reduction methods include 'Cluster, Analyzer & Visualizer' [44] and WEBSOM [99] . For the latter problem, various spatial and visual cues, such as distances, links, clusters, areas and neighbourhoods, are used to show contents and semantic relationships. Systems using these various visual cues include Dynamic HomeFinder [110] , Interactive Data Exploration System [42] , WING [76] , BiblioMapper [95] and GeoSpace [70] .
Bibliometric mapping techniques
Bibliometric mapping technique is a way of mapping the structure of scientific research, based on the citations given by authors in their publications. This technique is accomplished by creating landscape maps. Persson [84] perceived the intellectual structure of science as a cognitive network. This intellectual structure can be mapped by visualizing the relationships among the nodes of networks, where each node represents scientists and their writings. The input for the maps is bibliographic data. By applying clustering techniques and MDS to content-describing elements, sets of publications are structured.
Bibliometric analysis makes it possible to count how many times a given pair of scientists has written papers together (co-author analysis), cited the same kind of literature (citation based on bibliographic coupling) or co-occurred in the reference lists of scientific articles
(co-citation analysis). Visualization techniques such as maps are commonly used for evaluative bibliometric studies [108] . By labelling the authors to publications, it is also possible to visualize and characterize the activity of the authors within the field [7. 93] .
Interaction level analysis
At the interaction process level, visualization is analyzed by looking at information-seeking processes of users in the course of system interaction. In the IR context, the interaction between users and visual representations takes place during a user's information-seeking activities. This leads to a serious consideration of the design of visual representations for IR systems, because a poorly conceived representation could not only burden the user more, but also disturb the user's information-seeking process. As pointed out by Robertson [87] , visual representations should reflect the contexts in which the user's cognitive process is occurring.
The common assumption of the IR models is that users are active [47] . This commonality underlying the IR models should be taken into account when designing an effective IR system. In this context, the focus of designing visual representations for IR systems must also be on enabling the users to accomplish search tasks from their own point of view.
At this level, an approach suggested by Veerasamy [105] is the first attempt to look at visualization in an IR context. His framework however, is relatively incomplete and narrow, making it somewhat difficult to explain work done in this problem area. In order to assess specifically how visualization can facilitate users' information-seeking behaviours in the course of system interaction, four essential interaction processes are identified: goal-setting, querying, browsing and evaluating (see Fig. 2) . Each process is then analyzed regarding three aspects: the nature of the process, the difficulty experienced by users during the process of system interaction and the potential role of visualization in attacking the problem. Fig. 2 also corresponds to the theory of visual information-seeking proposed by Shneiderman [92] . Shneiderman's proposition of a 'Visual Information Seeking Mantra' illustrates a starting point for designing advanced graphical user interfaces. In summarizing the basic principles needed for visual design, he identifies four information-seeking strategies in the visual environment: overview first, zoom, filter and details-on-demand. The overview strategy may assist users in the goal-setting interaction process by allowing users to gain an overview of the entire collection. The zooming strategy enables users interested in some smaller portion of a collection to control the zoom focus and the zoom factor. The zooming strategy plays a critical role for users, by browsing the relevant items and identifying information related to their tasks. The filtering strategy is associated with filtering out irrelevant items, accomplished by allowing users to control the content of the display. This strategy corresponds to query formulation in the traditional IR context. The detail-on-demand strategy is to select an item (or group of items) and to get details when needed which correspond to the process of 'evaluating'.
Goal-setting interaction process
Once users recognize an information problem that is motivated either internally (e.g. curiosity about the details of immediate thought) or externally (e.g. a teacher asking questions or making an assignment), users begin to interact with a system. In this process, some users find it difficult to express the information problem in the form of a query. In particular, without being given any informative cues as a starting point, novice users have difficulty using an IR system that requires them to formulate a query accurately.
In such situations, the design of a usable system depends on how easily users can explore what is available on the system, by visually displaying documents and allowing them to view the document according to their interests. As an initial step, a collection of the documents needs to be organized so that it can be easily incorporated with a visual display.
One common technique is to classify the documents into a hierarchy, such as that used by Yahoo! [119]. Once documents are organized hierarchically visualization techniques can be utilized that have been proposed for this purpose, such as ConTrees [88] , Camtrees [17] , Hyperbolic trees [62] , Treemaps [91] , 3D hierarchies [21] or PDQ-Trees [60] . Other common techniques are associated with positioning documents in the forms of a scatter plot or map, according to either similarity or distance measures. Most of the techniques that automatically cluster documents use some form of statistical methods such as multidimensional scaling. Kohonen's maps [58] determine the position of documents by using neural network techniques to evaluate document similarity. The documents with topical relevance are clustered close to one another. Some systems using this approach and multidimensional scaling technique are Bead [19] , Lin's works [66, 67] , WEBSOM [99] , NETCLUST [117] , DEPICT [90] and Galaxies [114] .
Since most of these visual representations were not combined with querying, the power of exploring IR systems in this way is hard to fully estimate. The recent reports of users' performance on WEBSOM confirm that its visual representation does not support querying and is thus suitable for browsing searches rather than analyzing searches [83] . Only a few studies attempt to develop an integrated information access system by combining both querying and exploration in a novel way [51, 72, 89] . In such systems, as users are exploring information, systems implicitly formulate a query.
The querying interaction process: query formulation
According to Belkin and Croft [11] , the query being formulated is governed by an IR algorithm. For instance, some IR systems based on a Boolean model retrieve an unordered set of documents in response to the user's report. Since these Boolean systems, in general, require the users to know the syntactical query structure of the systems, it would be inappropriate for users who lack knowledge of the query syntax. The insufficient syntactic knowledge of the query language results in unsatisfactory retrieval of documents [29] . In addition, usage of non-distinctive words (i.e. terms with low discrimination value) as queries brings about low precision and recall [31, 54] .
Syntax aside, many have noted the difficulty of formulating semantically correct Boolean queries that convey exactly what is meant by users [13, 27, 45, 46] . In some instances, what is meant by the copula 'AND' in natural-language English must be expressed as the 'OR' Boolean logic operator. For example, users who need information about 'information storage and retrieval' actually mean 'information storage' OR 'information retrieval' in Boolean terms. Similarly, in English, 'Susan wants to go to either Harvard or MIT' implies that Susan can go to one of these and not both at a time. In English, 'OR' is often used as an exclusive 'OR', whereas, in Boolean logic, operator 'OR' is inclusive. This ambiguity should be taken into account in a way with which users do not have to be concerned. Cooper [27] has argued the necessity of concealing Boolean logic operators from users, making them focus on their searches.
There have been a few attempts to tackle the problem of formulating Boolean queries by providing some form of visual feedback to users. Some systems that allow users to construct queries visually and display results graphically include Venn diagrams [79] , AI-STARS [4] , filter flow [116] and InfoCrystal [96] .
The querying interaction process: query reformulation
The most typical task of query reformulation is associated with managing the size of output retrieved by the systems. Once users find out that their search results are unsatisfactory, they reformulate the previous query to increase or decrease the outputs. A number of findings show that users have difficulty in managing the size of output by either increasing or decreasing the results. Matthew [77] indicated that 46% of users had a problem with increasing the retrieval results, the highest ranked of all problems, and refers to his previous work and others [3, 56, 64, 77] . Reducing the results seems equally challenging. Hildreth [52] indicated that 17% of users who changed from online catalogue use to card catalogue use switched because they had retrieved too many hits online. Users' frustration from failure in reducing results was also reported by others [40, 71, 75] .
Furthermore, a lack of understanding of the retrieval process results in poor performance on query reformulation tasks. Hildreth [52] indicated that users of a keyword Boolean online public access catalogue (OPAC) searched more often by keyword than any other type of search, that keyword searches failed more often than not and that a majority of users did not understand how the system processed their keyword searches.
Furthermore, a lack of understanding of the retrieval process results in poor performance on query reformation tasks. This is made especially difficult for the user when the rules for ordering and ranking are not well understood. Current ranked output IR systems pay relatively little attention to these issues [106] . Making retrieval process transparent to the users can be helpful in effective query reformulation.
Visualization tools such as VIBE [82] , GUIDO [81] and the relevance spheres of LyberWorld [51] also attempt to address this lack of transparency of the retrieval mechanism by graphically displaying how a set of query terms influences the positioning of documents in a document space.
Over all, there has been a lack of rigorous user testing of the above-mentioned tools to validate their usability in real-world situations. Veerasamy and Belkin [104] addressed the issue of transparency in the retrieval mechanism while maintaining the free-form query capability. The system, developed by Veerasamy and Belkin, facilitates the user's active control over the system, supporting effective query reformulation according to the diagnosis of the search results retrieved by certain query terms.
The evaluating interaction process
The effective display of retrieved documents is a critical issue in the design of the IR system. Since Bates [6] argued that the fallacy of the 'perfect thirty-item' output lies in gearing the search to the size of the output desired instead of to the topic to be searched, the determination of the size of retrieved documents has become an issue in IR system design. Especially in situations where the volume of data stored in IR systems has increased, this issue is more seriously considered.
Concerns with the size of retrieval sets led to the investigation of whether the size of retrieval sets affects relevance judgement [57] . The findings from Kinnucan's study indicated that the size of retrieval sets affects relevance judgement in a complex way. In this study, high precision was not as highly valued when there were larger numbers of documents in the retrieval set, indicating that the size of retrieval sets has more influence on precision-oriented tasks than on recalloriented tasks.
IR systems often present the retrieved documents in two stages. In the first stage, a predetermined set of document surrogates, such as title or author, are displayed. These surrogates are meant to provide a concise picture of what a document is about. Based on these surrogates, the user may request more detailed information about particular documents which look promising. In the second stage more complete and informative document elements are displayed. Displaying a great deal of information about retrieved documents at the first stage of surrogate display could be a useful device for judging the relevance of the document. The advantage is that when the user requests the second-stage display, it is more likely that the document will be relevant to the user than if there were less information in the first stage. The disadvantage to this strategy of displaying more information about documents in the first stage is the lack of screen space.
A possible means of tackling this contradictory issue is to display information about the document in the first stage in some form that does not require as much 'perusal time and screen space as text'. Graphical displays of the characteristics of documents which are significant in supporting the decision to peruse or not (visualizations) could support 'set-at-a-time perusal' of documents, rather than 'document-at-a-time perusal' of text displays [105] .
Graphic View Window of the Envision IR system was designed with this assumption. In Envision, the visual display of search results is to encourage users to make the decision while perusing at the perceptual level [39] . TileBars by Hearst [49] is a visualization tool that graphically displays document surrogates. From a TileBars display, one can quickly infer the distribution of query concepts within a long document and select those TextTiles that have the important query concepts. Since TileBars provides information that is not available in titles, it might improve the accuracy of relevance judgement. However, TileBars does not seem to facilitate set-at-a-time perusal of documents, since overall trends about query-term distribution in a set of documents does not emerge from the display.
The browsing interaction process
Users' browsing activity takes place in various contexts. The advent of window-based IR systems has facilitated these activities. Marchionini [73] posited that search strategies can be categorized in two ways: analytical searching strategies and browsing strategies.
There exist today many large online text collections to which category labels have been assigned. The Association for Computing Machinery (ACM) has developed a hierarchy of approximately 1,200 category (keyword) labels [120] . MEDLINE, a huge collection of biomedical articles, has associated with it Medical Subject Headings (MeSH), consisting of approximately 16,000 categories [69] . Yahoo! [119], one of the most popular search sites on the Internet, organizes Web pages into a hierarchy consisting of thousands of category labels. In addition, traditional online bibliographic systems have for decades assigned subject headings to books and other documents [97] .
Markey et al. [74] reported in their findings that freetext search formulations have higher recall and that controlled vocabulary formulations have higher precision. These two ways of representing and retrieving information have obvious advantages and disadvantages over one another. Because most of these works were done in a bibliographic context and did not employ modern user interface technology, the proposition of whether the combination of catalogue labels with free-text searching enhances the usability of IR systems still remains to be investigated.
Even though the category labels are intended to help in organizing the documents and aid in query specification, users of online bibliographic catalogues rarely use the available subject headings [36] . These and other authors put much of the blame on poor (command-linebased) user interfaces which are of little aid in selecting subject labels and force users to scroll through long alphabetical lists [18, 25, 53] .
There have been a few attempts to look at this problem in a visual environment. Cat-a-Cone, designed by Hearst and Karadi [50] , is a new visual interface that integrates searching and browsing of very large category hierarchies with their associated text collections. Cat-aCone visualizes large hierarchical category sets (for this study, MEDLINE) by viewing an entire hierarchy in one window. This system aims to aid in the understanding of the meanings of unfamiliar terms and to help in removing ambiguity from terms that occur in several places.
Summary
Visual representations for IR system design have been conceptualized with an approach using three levels: component level, technique level and interaction level. With this three-level approach, each visual representation has been analyzed from both the user's viewpoint and the system's viewpoint. Whereas the main concern of designing visual representations from the system's perspective is at either the component level or the technique level, the design concerns from the user's perspective is at the interaction level.
At the component level, objects of IR systems subjected to visualization are identified from various points of view. The analysis of these visual representations shows that visualization gives IR researchers new opportunities for thinking about what functions IR systems should perform for users. With the belief that users are 'active' information seekers, the need for assisting users in interacting with IR systems can be satisfied with the provision of visual representations. Each component of IR systems plays its own role in providing a searching aid for users. Because IR systems, in a traditional sense, are understood as 'black boxes', components of IR systems are thought of as systemcontrolled modules with low interactivity. By enabling the content of information to be visually communicated to users, visualization-based interaction with these components now opens the door to new possibilities in designing IR systems. In addition, the analysis at this level shows that visualization can create a new situation where users can synchronously interact with others. By sharing interaction history with other interested parties, such as searchers performing the same tasks as librarians, visualization contributes to elimination of the communication barriers among information seekers.
At the technique level, various methods of processing textual information for visualization and various visualization techniques are examined in the IR context. Throughout the examination of techniques and methods applied for visualization, it is recognized in this paper that an understanding of visualization in IR must be preceded by both knowledge of textual analysis and data conversion and it has been identified that the decision in choosing a visualization technique must be made on the basis of understanding data types and data representations.
At the interaction level, by examining the interaction processes involved in an IR session, visual representations are classified. To this end, previous IR models were synthesized and the related visual representations that help users at different stages of an IR session were examined. Along with the synthesis of these models, the previous works on information-seeking processes and user studies were investigated in order to identify various interaction processes.
Discussion
The three-level approach proposed in this paper raises some issues and concerns associated with visualization in IR from three different dimensions: technical, theoretical and methodological.
Technical issues
In visualized IR systems, scalability is an important issue in the context where most visualized IR systems are prototypes. In general, converting textual information into numeric forms (e.g. vector form) takes data processing time. Slow processing is exacerbated in the conversion of gigantic amounts of data. The worst scenario is the application of visualization to an inter-active networked environment. Because frequent data insertion and deletion and real-time processing take place simultaneously in this situation, efficiency of visualization may be reduced.
Similarly, the issue of system scalability has been addressed by Laliberte and Braverman [61] . They argued that a solution that works well for a small problem set turns out to be impractical for the same problem when scaled up to a large size. Because the user experiences the scalability of a system by how fast and how accurately the system responds to actions, the response should be received in an acceptable time without any errors, which can be measured via system response time, availability and reliability. The problem of ensuring an adequate system response time when the user directly manipulates displays of large databases is also addressed in the design of visualized IR systems [109] . Williams et al. [109] argued that new incremental data structures and algorithms must be developed to achieve assurance of an adequate system response time.
Most visualized IR systems were designed in 2D space, where these prototype systems work well. However, in some systems adapting network visualization techniques, displays are easily overwhelmed, becoming cluttered and visually confusing when they display too much information. To overcome the problem of display clutter, 3D systems were proposed. The advantage of 3D is that none of the links intersects and therefore the display is perceived to be less cluttered. The issue of clutter can be approached from a different perspective. In the case of 3D visualization techniques, an extra dimension of elevation can be added to the data mapped onto a data sphere with visual cues like shading and shadowing.
In designing 3D space, however, designers must be aware of the controversial findings by some cognitive psychologists [68, 113] . Loshe et al. [68] argued that the 3D representations convey more information only to people with an appropriate graph schema for processing information from a novel display format. Winn [113] examined eye movements of perceptual strategies used by subjects viewing normal diagrams and diagrams with unanticipated formats. Winn [113] showed that the absence of an accurate diagram schema for displays with unanticipated formats delayed information processing and caused more information processing errors.
The findings of this paper show that designing visualization tools of IR systems focuses on the dataset module. The major contribution of visualization, done in the dataset module, was to reveal the relationships among documents and terms. Whereas visualizing document space may intensify the assertion of IR as navigation [80] , the works of visualization tools in this line were not further investigated from a theoretical perspective. More attention in the application of visualization must also be paid to various other IR modules. Study of relatively less explored IR modules, such as user data and database selection, could provide us with different ways of looking at IR.
Theoretical issues
The findings of this paper show that a significant disconnection lies between the design of visualized IR systems and user studies. In IR systems, visualization can be understood as a front-end of an IR system, where the basic mode of display from the system will be graphic, providing a visual structure of the search, a visualization of object relationship and a visualization of the history of the session. Because these visualizations are constructed on the basis of initial input and are intended for direct manipulation, modification and selection by users, it is critical to know what users are doing in IR systems and how they interact with systems. The results of studies on how users apply IR systems to information-seeking problems advocate the general theory of user-centred information seeking that focuses on highly active users with a broad range of information problems [14, 73] .
The findings of this paper also show that there exists an extreme insufficiency of theoretical justifications that grounds the design of visualization. The major focus of the current visualisation in IR systems was on the efficiency of the visualization tools rather than the effectiveness of the tools. This assertion is based on the observation that most proposals for visualized IR systems were drawn from the necessity of managing information overflow or enabling information exploration. In spite of these solid reasons, the properties inherited in visual cognition and perception must also be reflected in the design of visualization. Although there is a number of studies on human factors, such as sensory, perceptual and cognitive, involved in display design (e.g. [24, 101, 111, 112] ), these studies have not been appreciated in visualization for IR systems. Goettl et al. [41] argued that knowledge of the task structure is influenced by the display type. This assertion is based on the findings that when selective attention was required, knowledge of the task was superior with separable displays (i.e. scatterplot display) than with integral displays (i.e. bar display). However, these findings are not examined in the context of visualization in IR system design. 
Methodological issues
Among visualization systems reviewed here, there are just a few visual representations evaluated empirically. The insufficient system evaluations highlight the effectiveness issue of systems. Without any evidence of superiority of visualized IR systems, it will be hard for systems designed in the laboratory setting to be operationalized to the real users.
Another issue associated with evaluation of visualized IR systems is the struggle of measuring system effectiveness. The traditional IR measures seem to be inappropriate for capturing the interaction that pervades advanced IR interfaces such as visualization tools. We need to be engaged rigorously in investigating new approaches or sources of guidance for development of evaluation strategies and metrics. In parallel with this engagement, we also need to test these new approaches to gain empirical validation.
Suggestions

Designing visualization environments
The drive in visualization has primarily been in designing clever techniques for various information structures, such as tables, document sets, hierarchies, etc. This drive has primarily been based on utilizing new possibilities in interactive computer graphics and high-resolution display devices. Many clever designs have been devised, including treemaps, cone trees, perspective walls, starfields, Cat-a-Cone, etc. While these designs have taken the area of visualization a long way and created much attention from the research community and elsewhere, some issues, such as integration of information workspace are addressed [2, 86] . Rao et al. [86] have argued for attempts to increase the bandwidth and quality of the interactions between users and information. This proposal for designing visualization environments rather than techniques, which can be used to share information among users and others, must be considered in various situations in the design of visualized IR systems.
Bridging the gaps between theory and design
The findings from human factors research must be applied to the design of visual representations to make them more usable. The analysis of visual representations, with the three-level approach presented here, leads to the conclusion that effective design of visual representations depends on the tasks being performed by the users. This assertion is supported by the findings of Goettl et al. [41] , demonstrating that the most effective way to represent graphical data depends on the tasks being performed. An understanding of tasks being performed by the users is a prerequisite, since visual representations can have different meanings in different contexts, and these meanings can enhance or interfere with comprehension of the displays.
It is also argued in this paper that ways of tailoring visualizations to tightly incorporate them into users' information tasks must be further investigated. While many displayed designs are quite clever, several new and very challenging issues arise when visualization tools are intended to be part of IR systems. Seemingly trivial matters, such as competition for screen space with other applications, complicate matters more than one may initially think. The task analysis of the user's information-seeking as a prerequisite is necessary.
Understanding visualization in IR in the context of the interaction process
In a broad context, this paper was concerned with making IR more effective. The problem has been addressed in general in this paper through greater support of effective, interactive information-seeking. One specific approach to the issue is based on the observation that users engage in multiple informationseeking behaviours within the course of performance of a single task and, in particular, within the course of a single information-seeking episode. Given that the different strategies occur in single episodes, having separate IR systems for support of each strategy is an inappropriate course. On the other hand, forcing users to use only one kind of IR system to support all kinds of information-seeking strategies will lead to mediocre performance in most of them. The solution to this problem is to design IR systems which incorporate a variety of IR techniques to adaptively support a variety of information-seeking strategies (and, in general, a variety of types of interactions with information), within the course of a single informationseeking episode [10] . Any IR system can be constructed as a combination of specific techniques which are instantiations of the following processes: comparison, representation, navigation, presentation and visualization. These processes are all intended to support the user's interaction with information. It is argued that particular combinations of specific techniques will be more appropriate for supporting some information-seeking strategies than others (i.e. interactions with information). In this broad context, visualization alone is not sufficient to support users' informationseeking. Juxtaposing visualization with other IR techniques in the design of IR systems needs to be considered.
Conclusion
This paper calls for our attention as IR researchers to this emerging trend of information visualization in information science in general and information retrieval in particular. The paper attempts to identify and address issues and research trends of visualization in association with IR. Within a three-level framework proposed in this paper, it is the hope of this author that the paper successfully analyzes and synthesizes work being done in this field.
Furthermore, the author believes that visualization can help us to design IR systems that present information to the users in a way that is informative and meaningful, yet intuitive and effortless. Unfortunately, however, research on visualization in IR has not yet provided any substantial amount of evidence to support this assumption. We need to put much effort into investigating how the low-level human visual system analyses images, in an effort to build visualization tools which allow rapid, accurate and relatively effortless visual exploration. In addition, in order to design effective visualization systems for IR, we have to gain better understanding of the IR users by examining the following research questions: why do they come to the systems? What do they expect to get? How do they interact with the systems? How do they evaluate the systems and information provided by the systems?
There is a strong argument, suggested above, that further research on the role of visualization in IR will lead to enhanced understanding among researchers in two distinct camps -IR and HCI -and ultimately to more collaboration in designing and evaluating IR systems.
