In the cutting stock problem (CSP) a given order for smaller pieces has to be cut from larger stock material in such a way that the number of stock material needed is minimal. Based on the classical integer linear programming model the common solution technique consists of solving the corresponding continuous relaxation problem followed by several heuristics which construct integer solutions.
Introduction
The classical cutting stock problem (CSP) can be formulated as follows. Smaller pieces with a given order demand have to be cut from larger stock material. The objective is to minimize the amount of stock material needed to produce the ordered pieces. The CSP occurs in many variants and has a wide range of applications. In many practical situations, additional restrictions have to be regarded when dealing with CSPs. For work connected with problems of cutting and packing we refer to [3] where about 700 publications are classified, and to [4] where an overview is given of the work done especially in the last decade.
The classical solution approach of Gilmore/Gomory [6] is based on an integer linear programming model which is essentially orientated on the definition of so-called cutting patterns. The corresponding continuous relaxation is solved via column generation and then, applying suitable rounding techniques an integer solution is constructed which is not necessary optimal.
But, extensive computational tests and practical experience have shown an only small difference between the value of the integer solution and the lower bound which results from the continuous relaxation. These observations have initiated a number of theoretical investigations (e.g. [7] , [8] , [9] , [2] , [14] , [17] , [16] , [19] ).
Especially in case of the one-dimensional cutting stock problem (1CSP) these investigations have led to the conjecture that this difference is always smaller than 2. Moreover, if an instance E of the 1CSP has the so-called integer round-up property (IRUP, i.e. the optimal value z(E) of the CSP equals the continuous relaxation bound z c (E) rounded up [8] ) then the verification of an integer solution to be optimal is done by means of the continuous relaxation bound. But it is known that there exist instances which do not possess the IRUP ( [9] , [5] , [14] , [11] ) and hence, this strategy fails, and there arises the need of tighter bounds.
Not only from the mathematical point of view, this situation is non-satisfactory but also for a practitioner who wants to save material costs. For instance, if his order demands require 10 units of stock material in an optimal solution but his solution procedure ends with 11 units, he has 10 percent additional material costs.
In order to overcome this non-satisfactory situation and to verify the optimality of solutions in a wider range, a non-linear model of the CSP is considered in this paper which allows the derivation of tighter linear programming relaxations in comparison to the standard continuous relaxation.
The paper is organized as follows. After introducing the new model for the 1CSP in Section 2 some definitions and statements are given with respect to the continuous relaxation in Section 3 followed by some basic results (Section 4). Then, in Section 5, a first tighter relaxation is considered. This relaxation is based on the usage of proper patterns and is therefore called proper relaxation. The proper relaxation is especially helpful in case of so-called residual instances. It will be shown that the bound obtained from the proper relaxation equals the optimal value also in such cases when the instance does not have the IRUP but is minimal in some sense. In Section 6 the so-called upper bound relaxation is introduced which is a generalization of the proper relaxation suitable also for non-residual instances. Finally, results of numerical tests are presented in Section 7 and concluding remarks are given.. T , that is, one-dimensional material objects (e.g. paper reels, wooden lengths, iron slabs) of a given length L have to be divided into smaller pieces of desired length 1 , . . . , m in order to fulfill the order demands b 1 , . . . , b m . Without loss of generality we may assume
Note, the CSPs considered differ from the well-known Bin Packing Problem since here a number of pieces of relatively few different types (m) have to be cut whereas in the latter problem all pieces may have a different type. Moreover, in comparison to the Knapsack Problem where a single optimal cutting pattern has to be computed, in the CSP a minimal number of (not-necessarily optimal) patterns is looked for which fulfill the order demands.
Modeling
The modeling of 1CSP is essentially oriented on the definition of cutting patterns. Let E = (m, , b, L) be an instance of the 1CSP. A non-negative integer vector a = (a 1 , . . . , a m )
The cutting pattern a is said to be proper with respect to b if a ≤ b, i.e. a i ≤ b i , i = 1, . . . , m. Hence, a proper pattern a can be cut without over-supply. Furthermore, let n be the number of cutting patterns, and let x j denote the number of times the cutting pattern a j is used (j = 1, . . . , n). Then,
gives the standard integer linear programming model of the 1CSP as introduced in [6] . The model (1) can be written in an appropriate matrix formulation as
In order to solve model (2) it is sufficient to consider the model
because for any feasible solution of (2) there exists a feasible solution of (3) . Besides the in general huge number n of patterns the integrality condition is a source for computational difficulties when solving 1CSP. For that reason a further model of the 1CSP is considered in which the integrality constraint is replaced by non-linear restrictions:
where x denotes the least integer not smaller than x. The constraints
guarantee that only such combinations of patterns are considered which do not exceed the order demand.
The constraints (5) ensure especially the integrality of a feasible solution
is fractional for at least one j 0 ; i.e. x * j 0
, and let i 0 be such that a i 0 j 0 > 0. Then Ax * = b, since x * is feasible, and using J = {1, . . . , n}
follows which is a contradiction.
The linearization of some of the constraints (5) can be used successfully to get stronger relaxations of the 1CSP in comparison to the (standard) continuous relaxation as will be seen below.
Continuous relaxation
A common way to solve 1CSP approximately is the following (proposed in [6] ): The continuous relaxation corresponding to (3),
is solved with the revised simplex method and column generation (cf. e.g. [6] , [18] ) and then, using a suitable rounding technique an integer solution of (3) is constructed from the in general non-integer solution of (6) . Many computational tests ( [15] , [20] ) and practical experience show that there is in any case only a small difference between the optimal values z(E) of (3) and z c (E) of (6) . In order to investigate this aspect in more detail, the following definitions are helpful.
For the instance E = (m, , b, L) of the 1CSP the gap ∆(E) is defined as follows:
According to [1] and [16] , the instance E possesses the integer round-up property (IRUP) if ∆(E) < 1, and E possesses the modified integer round-up property (MIRUP) if ∆(E) < 2. Let M * and M denote the sets of all instances of the 1CSP which have IRUP and MIRUP, respectively.
Computational experiments have suggested that there does not exist any instance E of the 1CSP with E / ∈ M. This conjecture was investigated in a couple of papers and MIRUP is proven for a lot of instances (e.g. in [14] , [20] , [13] ).
If E ∈ M
* then an optimal solution can be found generally in medium time using a reduction technique ( [15] ):
This definition corresponds to the definition of residual instances of type 1 given in [17] .
by rounding down an optimal solution x c of (6) and setting b := b − A x c . ( x denotes the greatest integer not greater than x, component-wise.) It is shown in [17] 
While the verification of an optimal solution x * of an instance E(b) with E(b) ∈ M * is rather easy, since z(E(b)) = z c (E(b)) holds, the continuous relaxation is not successful if E ∈ M \ M * . In order to prove the optimality of a solution obtained e.g. by a heuristic, a branch-and-bound approach is used in [15] .
Another way to overcome this problematic situation consists of considering tighter relaxations as described in the following.
Basic results
First, minimal instances are defined with respect to the set of instances not belonging to M * .
Definition 2 The instance
For abbreviation, z 0 := z c (b) is used in the following. 
Hence there exist z 0 − 1 cutting patterns a j (notnecessarily distinct) with
This leads to a contradiction to E / ∈ M * because an integer solution is found for b with z 0 cutting patterns.
The following proposition states that any minimal instance (hence, not possessing the IRUP) has the MIRUP.
Proof: Since E(b) is minimal we have E(b − a) ∈ M * for any proper pattern a. Hence,
The set of instances considered in the next definition is of large importance for the investigations with respect to IRUP and MIRUP.
Definition 3
The instance E = (m, , b, L) belongs to the divisible case, for short:
It is known [7] , [14] , that D ⊂ M. Considering the divisible case the previous proposition may be reformulated.
Then there does not exists any proper pattern a with
Proof: Because of Proposition 1 we have
Hence, there does not exist any proper pattern a with
The reduction technique which leads to the consideration of residual instances can be viewed more generally.
there exists a proper pattern a with
This definition corresponds to the definition of residual instances of type 3 given in [17] . It is obvious, because of definition, if E / ∈ M * is minimal then E / ∈ R. On the other hand, we have Proposition 4 Let E ∈ M * . Then E ∈ R, i.e. E is reducible.
Proof: Since E ∈ M * , there exist z 0 cutting patterns a 1 , . . . , a z 0 (not-necessarily distinct). Let
Note, a reduction does not lead in general to an optimal solution as the following example shows. Let E(b) = (m, , b, L) =(4; 132, 99, 44, 36; 2, 3, 9, 6; 396). Then z(b) = 3 and
In the divisible case, the non-reducibility of an instance can be characterized by its input data. Note,
Proper relaxation
In this section, especially residual instances are investigated, whereas arbitrary instances are considered in the next section. Let E = (m, , b, L). A possibility to strengthen the continuous relaxation consists of regarding some of the constraints in (5) . If all the constraints are chosen which are determined by an index set J with card(J) = 1, then it is possible to formulate stronger linear programming relaxation. This relaxation was implicitly used in the branch-and-bound algorithm proposed in [15] .
The relaxation
In accordance to model (4), let J = {r} with r ∈ {1, . . . , n}. Then
is valid if and only if x r ≤ u r , where
Neglecting all cutting patterns having u j = 0 a more appropriate relaxation for the 1CSP is obtained. (The explicit usage of the upper bounds u j will be considered in the next section.) Since u j > 0 if and only if a j is proper, the following problem is called the proper relaxation of the 1CSP:
(10) is in fact a linear programming problem if only the proper patterns are considered. Therefore, (10) can be solved also via column generation technique regarding that only proper patterns will be generated. Let z p (b) denote the optimal value of (10). Obviously, it holds that
for any instance, and z c (b) = z p (b), if all cutting patterns are proper. Because of the latter, especially residual instances are investigated here. For E = (m, , b, L), let λ denote the minimal waste with respect to the proper patterns, i.e.
and let a * be a proper pattern with λ = L − T a * . Furthermore, let x p be an optimal solution of (10), i.e. z p (b) = e T x p .
Theorem 1 Let E be an instance of the 1CSP with
Hence, if the assumptions of Theorem 1 are fulfilled, then the proper relaxation yields an essentially stronger bound in comparison to the continuous relaxation.
Proof: Because of assumption, we have
Since x p is feasible,
holds. Hence,
Corollary: Let E = (m, l, b, L) be a residual instance with m = 3 not belonging to
> L for any proper pattern. Hence, z p (E) = z(E) for any residual instance of the 1CSP with m = 3 piece types.
Divisible case
Theorem 1 can be strengthened in the divisible case.
Proof: Because of Proposition 5 there does not exist any proper pattern a with
On the other hand, since E ∈ D, we have also E ∈ M, i.e. z(b) ≤ z c (b) +1.
As a consequence of Theorem 2 we have, if E is a minimal instance (i.e. E does not belong to M * ) then the proper relaxation yields a tight bound.
The range of validity of Theorem 2 can be extended as follows. Let E(b) ∈ D be a minimal instance with z 0 = z c (b) . Then for any b ≥ b such that z c (b ) ≤ z 0 it follows E(b ) ∈ R, and hence z p (b ) > z 0 .
In the divisible case, there is a useful criterion to decide whether the instance is reducible.
Proof: Since λ = 0 there exists a proper pattern a * with T a * = L. Furthermore, since E ∈ D we have
Hence, E is reducible.
As a consequence of Proposition 6 we have, if
In the following a generalization of Theorem 1 is considered for the divisible case. Let us assume E ∈ D \ M * and E ∈ R. Then we have z(b) = z 0 + 1 and there exists a proper pattern a 1 with
where
∈ R then we set r * := 1. In the other case a further reduction is possible, say with pattern a 2 where
Furthermore, we have
Let x p be an optimal solution to (10), then
It follows,
Summarizing, the following theorem can be stated.
If in the reduction process described above
Hence, also for instances which are not minimal but fulfil the assumptions of Theorem 3, a tighter bound is obtained by means of the proper relaxation.
Proof: Because of (13) we have
Corollary: If E ∈ D \ R and z 0 = 2 then r * = 0 and hence, z p (b) > 2.
Upper bound relaxation
In the previous section especially residual instances were investigated. The reduction from
c and x c is an optimal solution to (6), is of advantage if E(b ) ∈ M * . As the example given above shows this reduction technique may not lead to an optimal solution if E ∈ M * and E(b ) ∈ M * . For that reason an even more tighter relaxation of the 1CSP is considered which again results from model (4).
Let us again consider only these constraints determined by an index set J with card(J) = 1. Any such constraint implies an upper bound according to (9) . Thus we have
Using (14) the upper bound relaxation of the 1CSP is defined:
(15) is a linear programming problem with upper bounds. Again column generation can be applied. The upper bounds can be handled separately in an appropriate simplex method (cf. e.g. [10] ).. Let z u (E) denote the optimal value of (15) of instance E. Then we have
At least for the divisible case, the advantage of the upper-bound relaxation in comparison to the proper relaxation can be proved.
Theorem 4
Let E ∈ D \ M * and let x u denote an optimal solution of (15). Furthermore,
Proof: In case, E / ∈ R then z p (E) > z 0 (because of Theorem 2) and hence, z u (E) > z 0 .
In order to illustrate the upper bound relaxation the instance E = (3; 15, 10, 6; 1, 2, 4; 30) is considered. Here we have
The modified instance E(b ) with b = (3, 5, 9)
T yields
On the other hand, there remain instances E ∈ M * for which also the upper bound relaxation cannot prove the optimality. Such an instance is E = (4; 150, 100, 60, 1; 3, 5, 9, 3; 302) where z u (E) < 5 and z(E) = 6.
Numerical results
In order to illustrate the theoretical results presented, some instances from the literature are analyzed which do not possess the IRUP. Furthermore, results of numerical experiments are reported.
At first, instances of the divisible case subproblem of the 1CSP are considered. In the divisible case an instance of the 1CSP can be characterized in a better way by the values k 1 , . . . , k m (cf. (8)) and the order demands b 1 , . . . , b m . Table 1 contains the eight divisible case examples with the largest gaps known so far. Example 4 is the Fieldhouse example [5] . This was the first published example with a gap greater than one. Example 1 was published in [14] . Next, the four instances not belonging to the divisible case are analyzed which have the largest gaps known so far (found by Gau [20] and Nitsche [12] , Table 2 ). For any of the four instances, the proper relaxation leads to a tighter bound which equals the optimal value. (Compare ∆(E) and ∆ p (E) = z(E) − z p (E).) In any of the above instances, z u (E) = z p (E) is valid. Computational experiments with many further test instances show the same behaviour. By means of the proper relaxation tighter bounds can be obtained which are equal to the optimal values especially for residual instances.
Furthermore, the upper bound relaxation was tested in a series of individual examples. Of course, in any case z u (E) ≥ z c (E) holds, but this gives only a vague information about the advantages of this relaxation in finding an integer solution. In order to examine the differences between both relaxations a set of 200.000 randomly generated instances (m, , b, L) was solved. The input data are chosen randomly from a uniform distribution over the given ranges:
Since it seems to be more likely to obtain a non-IRUP instance we have considered only these relatively small instances.
Although z c (E) ≤ z u (E) for all instances E we have in the most cases (about 88%) z c (E) = z u (E) (row 1) since residual instances belonging to M * were generated. Using optimal solutions x c and x u of the continuous and upper bound relaxation, residual instances
The results are summarized in Table 3 .
A remarkable part of the generated instances were immediately solvable since either the solution x c or x u was already integer, or the remaining pieces fit in one pattern, or rounding up a continuous solution gives an optimal integer solution. In fact, for 15.911 instances the continuous relaxation leads to an immediately solvable residual instance but not the upper bound relaxation. For other 33.577 instances we got the reverse situation. And for 32.638 instances, both relaxations lead to such a residual instance (row 2). Hence, a "better" residual instance is more often obtained with the upper bound relaxation.
According to the values z c (E c ) and z u (E u ) := z u (E)−e T x u , the residual problems resulting from the upper bound relaxation are often smaller (row 3), even if the "immediately solvable" instances are not considered (row 4).
The implemented program calculated also optimal integer solutionsx c andx u for the residual instances E c and E u . If e Txc = z c (E c ) then IRUP is proven for instance E. Furthermore, if e Txu = z u (E) − e T x u , then an optimal solution for E is found. For 137 instances (row 5) the continuous relaxation did not prove the optimality of the obtained integer solution for E but the upper bound relaxation does. Moreover, 66 of the 137 instances did not belong to M * . For the remaining 71 instances, the reduction leads from E ∈ M * to E c ∈ M * . For other 12 instances, the residual instances E u did not lead to an optimal solution of E (because E u ∈ M * and E ∈ M * ).
Finally, in 45 cases, whether the continuous relaxation nor the upper bound relaxation lead to residual instances belonging to M * and therefore, the integer solutions found for E could not be proven to be optimal. Table 3 shows significant advantages of the upper bound relaxation over the continuous relaxation: there remain less problems without proven optimal solution, the residual problems are frequently smaller or immediately solvable. But this is measurable only in larger sets of test examples and there exist even some problems, where the continuous relaxation leads to better results.
Concluding remarks
In this paper two tighter relaxations for the 1CSP are considered. Theoretical investigations and numerical tests show their advantages. But some questions remain unsolved: (e.g.) How can the optimality be proven of a certain integer solution for an instance E not belonging to M * and with z u (E) ≤ z(E) − 1? Even more tighter relaxations may be helpful but this will be part of future research.
From the practical point of view, a combined application of the continuous relaxation and of the upper bound relaxation may be suitable. If the common solution approach (based on the continuous relaxation) does not lead to a proved optimal solution then the tighter relaxation may be used either to get a better solution or to verify the optimality.
Most of the statements given above can be translated also to higher-dimensional CSPs and the effects may be even larger. But a serious problem arises with respect to an implementation, namely, how to compute efficiently optimal patterns (in the column generation) regarding upper bounds? Also in this aspect, further investigations are required.
