We address the problem of estimating the uncertainty of optical flow algorithm results. Our method estimates the error magnitude at all points in the image. It can be used as a confidence measure. It is based on bootstrap resampling, which is a computational statistical inference technique based on repeating the optical flow calculation several times for different randomly chosen subsets of pixel contributions. As few as 10 repetitions are enough to obtain useful estimates of geometrical and angular errors. We use the combined local global optical flow method (CLG) which generalizes both Lucas-Kanade and Horn-Schunck type methods. However, the bootstrap method is very general and can be applied to almost any optical flow algorithm that can be formulated as a minimization problem. We show experimentally on synthetic as well as real video sequences with known ground truth that the bootstrap method performs better than all other confidence measures tested.
Introduction
Recovering optical flow from an image sequence is one of the fundamental algorithms in computer vision [16, 15, 8] , a crucial step in motion analysis which is important in a variety of application domains including scene interpretation, video compression and medical imaging. The problem is difficult, ill-posed, and inherently ambiguous because of appearance and illumination changes, imaging system imperfection, noise, lack of texture, and the aperture effect. Consequently, optical flow can only be recovered approximately and the error is spatially varying. However, standard optical flow algorithms do not provide any estimate of the error.
The aim of this work is to provide an algorithm estimating the uncertainty of the calculated optical flow. It does not require any a priori knowledge or any other input besides the images being registered. The method is applicable to sequences, although for simplicity we consider here only the two-image case.
We shall evaluate our method in the context of confidence measures-this is where most of the prior art is. A confidence measure is a number attributed to each pixel assessing the reliability of the optical flow estimate at this point. Since some of these measures are nonlinear and not bounded, it is difficult to compare the quality of different confidence measures directly. Hence, one often reverts to only comparing the relative order of pixels as indicated by the confidence measure [7, 22] . In contrast, our uncertainty measure is also meaningful on its own, in its absolute value given in pixels or degrees (for geometrical and angular error, respectively).
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The main application of confidence measures is to identify and weed our unreliable flow vectors which could hamper the subsequent processing steps [21, 22] . Corrupted flow vectors can also be repaired by inpainting [20, 5] .
Problem definition
Given two images g(x, y,t) with t ∈ {0, 1}, an optical flow algorithm calculates a flow field [u v](x, y), such that g(x + u, y + v,t + 1) ≈ g(x, y,t).
(
At each pixel location i with given ground truth flow, we evaluate two error measures. First, the geometric error (also known as the warping index [35] or endpoint error [3] )
where [u i v i ] is the estimated flow and [u * i v * i ] the true motion field. Second, we calculate the angular error [4, 3] 
with
Our aim is to estimate ε i and φ i for all pixels i, solely from the knowledge of the input g and the optical flow algorithm. A less ambitious objective is to find an uncertainty measure ψ i such that the relative ordering of ψ i is as similar as possible to the ordering of ε i or φ i . Equivalently, −ψ i is a confidence measure as normally defined in the literature; higher value corresponds to high confidence and low expected error.
Proposed method
Our uncertainty measure is based on bootstrap resampling [11] . The basic idea is as follows: If we had multiple realizations of the given optical flow estimation problem, such as multiple recordings of the same sequence, we could solve all instances and compare the solutions to estimate the variability of the results. As we are only given one instance of the input data, we will use bootstrap resampling to derive a number of similar but slightly perturbed optical flow estimation problems and proceed as before. Our bootstrap resampling works at a pixel level, the generated problems use different randomly chosen subsets of pixel contributions. A detailed explanation is given in Section 3.1.
Related work
There have been many attempts to derive useful confidence measures for optical flow methods [2, 13] . Perhaps the simplest one is to use the magnitude of the image gradient ∇g [4] , justified by the fact that we expect a higher accuracy on edges than in flat regions. Another common approach based on evaluating the suitability of the input images is to linearize the problem and study the conditioning of the resulting linear system, which is closely related to the aperture problem [6, 33] , the eigenvalues of 3 Bootstrap resampling Bootstrap resampling [10, 11, 40, 41, 42, 17] is a computationally based statistical inference technique. The idea is to create B derived datasets by sampling with replacement from the original dataset, apply the algorithm under test to each derived dataset and analyze the B results using the desired statistics.
More formally, in bootstrap resampling we take N i.i.d. samples X = {x 1 , . . . , x N } of a random variable X. Let θ = ϕ(X) be some function of interest, e.g. the sample mean of X which approximates the true mean of the random variable X. The task is to find some statistics of θ , denoted Φ(θ ), e.g. its variance. The bootstrap approach is to create B multisets 1 X (b) , b = 1 . . . B, each containing N elements from X chosen randomly with replacement. We calculate θ (b) = ϕ(X (b) ) for all b and estimate Φ(θ ) from the set {θ (b) }. We refer the reader to a specialized literature for technical conditions of bootstrap convergence [11, 23] . We remark here only that as long as ϕ(X) is a "reasonable" estimator of some statistics of X which depends continuously on the probability density of X, the bootstrap can be expected to work. However, it turns out that so far only relatively simple cases have been analysed theoretically, such as bootstrap estimators of the mean, variance, and confidence intervals. Our case is much more involved (see below) as for us the samples x i are functions (pixel contributions of the criterion with respect to position changes) and our operation of interest ϕ involves a functional minimization. As far as we know, this case has not yet been theoretically studied, so we shall only present an empirical validation.
Application to optical flow
In our earlier work [26, 25] we have shown that bootstrap resampling can be applied to estimate the image registration accuracy in the case of block matching. Here we show how to extend it to the optical flow case. The main idea is to use the individual pixel contributions e D (i) to the data part of the criterion E (6) as the data set X = e D (i); i ∈ Ω . The function ϕ is defined by the minimization X → (û,v) from (7) and Φ is the desired uncertainty measure, such as the geometrical error ε. In practical terms, we 1 A multiset is a generalization of a set, which can contain each element several times. 
using CLG with β , eq. (9,10) 7 7 Calculate ψ BOOTG (i), ψ BOOTA (i) using eq. (14, 16) . 8 create B bootstrap energy functions E (b) and for each of them find the flow estimate (û,v) (b) as a solution of (7) through (8) .
For each X (b) , the corresponding energy function is
where β i ∈ Z + 0 is a multiplicity function 2 , representing the number of times a pixel i appears in the multiset X (b) . Multiplicity functions are generated randomly (see Algorithm 1). The bootstrap energy functions are obtained by replacing contributions from some pixels by others. At the optimum (û,v) (b) the pixel contribution changes correspond to measurement noise. It is a reasonable assumption that the measurement noise is i.i.d. and hence the bootstrap assumptions are approximately valid. There are approaches for dealing with correlated data at the expense of higher variance and less robustness, such as the block bootstrap. However, we have found experimentally [25] that on typical image data the block bootstrap does not bring any improvement, so that is why only standard bootstrap is considered here. Note also, that the bootstrap process is applied only to the data part of the criterion e D , not the smoothing part e S , because only the data (image) part is stochastic and causes the variability. The smoothing part e S is taken to be fixed.
The modified bootstrap energy (9) is minimized by solving the following system of linear equations, which is a simple modification of (8)
Error estimation calculation
The system (10) is solved B times for randomly generated multisets X (b) (represented by multiplicity functions β i ), yielding B solutions 3 u (b) v (b) . We calculate the direc-2 a generalization of an indicator function 3 For notational simplicity, we denote the partial bootstrap results as
5 tional variances at all positions:
with the bootstrap estimates of the flow
The variances σ 2 u , σ 2 v can be calculated using a numerically stable single-pass algorithm [18, 38] , so that the individual bootstrap results u (b) v (b) do not have to be stored, making the memory consumption independent of B. The total standard deviation at each pixel
is a scalar quantity which estimates the geometrical error ε (2) and can be used as an uncertainty measure. This method is denoted BOOTG and it corresponds to a mean squared error. Alternatively, we can calculate the mean geometric error
which yields very similar results to BOOTG. As in this case a single-pass algorithm cannot be used, increasing memory consumption, we have opted to use only BOOTG in the experiments. Bootstrap can also estimate the angular error φ (3)
Alternatively, at the expense of some robustness, we can use the results ûv of a normal run of the optical flow algorithm without any resampling instead of the bootstrap mean [u ( * ) v ( * ) ] in (16, 14) , which avoids the need to store all B calculated flow fields. This is how we evaluate (16).
Implementation
The system given by equations (10) is solved by the successive overrelaxation (SOR) method [8, 30] . We attempted to estimate the optimum relaxation parameter ω of the SOR method by the power method [31] but the estimates turned out to be overly conservative. Choosing a fixed ω = 1.95 worked better in almost all cases. Iteration is stopped after a fixed number of iterations (typically 100 ∼ 1000), when the 2 norm of the difference between [u v] in two subsequent iterations is smaller than a given threshold (10 −3 ), or when the 2 norm of the residual for (10) is smaller than another threshold (10 −2 ).
The CLG optical flow method is applied in a multiresolution fashion, as described in [8] . A multiresolution pyramid consisting of images with progressively decreasing Algorithm 2: Multiresolution optical flow estimation. The reduce operation stands for reducing an image size by half, reducing its resolution, expand is the inverse operation.
Input: Images g(x, y,t), t = {0, 1}, multiplicities β i , parameters α, σ , ρ.
if images are small enough then 3 Calculate flow [u v] from g using the CLG algorithm, eq. (17)
size is created recursively from the input images by filtering and downsampling, as long as the images are bigger than a predefined minimum size (32 × 32 pixels). The CLG algorithm is first applied on the coarsest level and the resulting motion field is used to warp the images at the next finer level. This is repeated recursively until the finest level is reached. The final motion field is obtained as a sum of the partial motion fields at all levels of the pyramid. The regularization part of the criterion e S (i) is calculated always on the total motion field. The set of equations (10) is modified as follows:
where [u − v − ] is the total accumulated flow from previous resolution levels and [u v] is the motion field increment being calculated at the current level. Bootstrap estimation is incorporated into the multiresolution framework. The coefficients β i are generated once at the finest level and subsequently reduced along with the images. Algorithm 2 summarizes the multiresolution procedure for finding the motion field. It is called from Algorithm 1, line 7, to obtain multiresolution bootstrap estimates.
All experiments were run with a very low number of bootstrap repetitions, B = 10. This is enough to approximately calculate a variance-type statistics [11, 25] . While a higher B improves the results slightly, the improvement does not outweigh the increased computation time.
Alternative uncertainty and confidence measures
Several alternative uncertainty measures were implemented and used in the experiments for comparison with the bootstrap method. Some of the measures could be simplified by an equivalent monotonous transformation; however, we have preferred to keep the original form as found in the literature, except for changing the sign to convert a confidence measure into an uncertainty measure.
Fast registration accuracy estimation (FRAE)
Fast registration accuracy estimation (FRAE) [24, 25] is a simple and fast method based on well known quadratic sensitivity analysis ideas, which we have modified for the CLG optical flow method (see Section 2 for details and notation). First we estimate the variance of the criterion contributions E i for each pixel. Since only one pair of images is given, we use the spatially smoothed version of E i as an approximation of its mean:
where K ρ is a discretized and normalized version of an isotropic Gaussian spatial filter with standard deviation ρ and E i is a contribution of pixel i to the cost function E. Second, we calculate the diagonal elements of the Hessian of E with respect to u i , v i :
where |N i | is the number of neighbors of each pixel (normally |N i | = 4). For computational tractability, we assume that off-diagonal elements can be neglected. The FRAE estimate of the variances of u and v are then
where λ is a constant depending weakly on the approximations in the chosen FRAE variant and its parameters, such as a confidence level [24, 25] . We have used λ = 2. It has no effect on the experimental evaluation since only relative values are used. The uncertainty measure is
FRAE can also be used to estimate the uncertainty with respect to the angular measure φ (3) using a well-known formula
. Expanding with 8 respect to both u and v yields
Compliance with a learned motion model (PcaPVal)
The measure PcaPVal was proposed by Kondermann et al. in [19] . It is generally applicable, which means that it can be used to estimate the reliability of flow vectors computed by an arbitrary optical flow method. Unlike other methods it directly examines the computed flow vector [u i v i ] at location i. The basic idea is to estimate a local model of optical flow field patches based on training data. The derived model consists of the first and second order moments of the flow field patch distribution conditioned on the central vector. To obtain a confidence value for each flow vector a hypothesis test is carried out based on a suitable test statistic d M ([u i v i ]). In order to avoid choosing a significance level and to obtain continuous values within [0, 1], we convert d M into a corresponding p-value, obtaining the following uncertainty measure:
where G : R + → [0, 1] is the empirical cumulative distribution function and G −1 : [0, 1] → R + the empirical quantile function computed from training data.
Smallest eigenvalue of the structure tensor (StrEv3)
Let λ 1 ≥ λ 2 ≥ λ 3 stand for the three eigenvalues of the structure tensor [12] of G(x, y,t) at a particular pixel. The measure StrEv3 [14] is based on the following concept: The smaller the λ 3 , the more likely g(x, y,t) is locally flat in some direction. This is the case if movement at constant speed (or zero speed) takes place, in case of an aperture problem or within homogeneous regions. The uncertainty measure is
Structure tensor total coherence (StrCt)
StrCt stands for the total coherence measure of the structure tensor. It is based on the same idea as StrEv3 [14] . The uncertainty function can be defined as
The advantage of this measure compared to the StrEv3 measure is that it is able to distinguish between temporal directed structures due to motion and spatial directed structures due to homogeneous regions. However, StrCt is not able to distinguish motion from edge aperture problems, since in both cases λ 1 λ 3 . The measure is minimal if λ 1 λ 3 and maximal if λ 1 = λ 3 in case of noise or homogeneous regions.
Structure tensor spatial coherence (StrCs)
StrCs stands for the spatial coherence measure of the structure tensor [14] . If we have an aperture problem and assume the brightness constancy equation holds, then there are two locally flat directions: the temporal direction and the direction along the object that causes the aperture problem. Therefore, the two smallest eigenvalues λ 2 ≥ λ 3 of the structure tensor are nearly zero. This property can be measured by the spatial coherency measure StrCs:
Structure tensor corner measure (StrCc)
StrCc stands for the corner measure of the structure tensor [14] . It is defined as the difference between the total coherence measure (StrCt) and the spatial coherence measure (StrCs). 
Gradient measure (Grad)
The idea behind the gradient measurement [4] is that the displacement field can be computed the more reliably the more texture is contained in the image. We use central differences to compute the image gradient ∇ 2 g = g x g y .
Cost function based confidence measure (BWS)
Bruhn et al. [8, 7] propose to use directly the pixel contributions E i from (6) at convergence as an uncertainty measures. This combines information from both image and the motion field. The reasoning is that when the energy after registration is still high, either the difference between the registered images is high or the deformation does not correspond to the smoothness assumption of the regularization term. In these cases the correspondence is likely to be wrong. This method will be denoted BWS,
Ideal uncertainty measures
For comparison, we evaluate our criteria also using the true geometrical and angular errors as uncertainty measures:
This represents the best achievable results for ε and φ , respectively.
Experiments
We have used 58 standard and freely available optical flow test sequences [27, 3] . The purpose of our experiments is to compare the confidence measures rather than to test the motion estimation algorithm itself. Figure 1 shows example results of the linear CLG method for the first two frames of the Office sequence [27] . The mean geometrical error isε = 0.1 pixels, mean angular errorφ = 5.5 • , errors occur because of aliasing (computer screen), shadows (on the table), occlusions (top of the chair) and in textureless regions with motion discontinuities (window). Note that the bootstrap method identifies the suspect regions very well, whereas the BWS (energy) method fails. The mean errors are evaluated over the whole imageε
Sparsification tests
A common approach for confidence measure evaluation is based on sparsification [8] , where pixelwise errors are ordered according to the confidence measure being tested and the mean error is calculated only using a given percentile of the best values. More formally, for the geometrical error ε we will create a function
where 0 < ξ ≤ 1 is the desired fraction of pixels to keep, ψ i is the confidence measure being tested, and the threshold η is chosen so that Ω(η) has ξ |Ω| elements confidence measure for the same ξ . Note that the error is most important for high ξ since confidence measures are usually applied to remove only a small number of incorrect flow vectors. Figure 2 shows results of the sparsification tests based on CLG flow fields for several synthetic test sequences with a similar structure and differing complexity [27] , Figures 3 and 4 add results on other more varied synthetic and real sequences [27, 3] . The middle and right columns show the results for the geometrical errorε(ξ ) and the angular errorφ (ξ ), respectively. We see that the bootstrap methods, BOOTA and BOOTG, are almost always the best methods, leading to the lowest error at any relative number of retained pixel ξ , surpassed only by the ideal confidence measures IDEALA and IDEALG (in green). The PcaPVal method is very good for sequences with 'realistic' motion fields. However, it is strongly influenced by the smoothness priors of the CLG method and the results depend on the CLG parameters chosen. Note also that sparsification using some methods can actually make the average error increase.
It is not possible to report the sparsification results here for all sequences, because of space limitations. Instead, we have ranked all confidence measures ψ for both angular and geometrical error, for each sequence, and for several chosen values of the fraction ξ of retained pixels. We are reporting the mean values over all sequences in Table 1 . We see that for the geometric error, the bootstrap method BOOTG is always the best performing one, not counting the "ideal" methods. With respect to the angular error (bottom part of Table 1 ), the BOOTA method also outperforms all other methods.
Average correctness
Another way of evaluating the performance of confidence measures is to calculate an average correctness, which evaluates the relative number of cases, in which the comparison ψ i < ψ j between uncertainty measures for two pixels i, j gives the same results as a comparison between the true errors ε i < ε j . More specifically, we calculate
where the bracket · converts a logical expression into values 0 or 1 and P ⊆ Ω contains 10 6 randomly chosen pixel pairs. The formulas for the angular error are analogous. The results in Tables 2 and 3 show that on the average, BOOTG and BOOTA are the most correct method for the geometrical and angular errors, respectively. Results for some of the synthetic sequences are not shown because of the lack of space but are included in the mean.
Conclusions
We have shown how to apply a bootstrap resampling method to estimate pixelwise the geometrical and angular error for optical flow algorithms. The method is applicable to any motion estimation technique that can be formulated in a variational setting, as a minimization of a criterion which can be decomposed as a set of pixel contributions. The only input to the method is the pair of images being registered and the registration algorithm itself.
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1.000 (1) 2.056 (2) 4.000 (3) 4.417 (4) 8.181 (6) 8.208 (7) 9.417 (10) 9.417 (10) 5.611 (5) 8.306 (8) 10.667 (13) 9.806 (11) 9.917 (12) 0.50 1.000 (1) 2.056 (2) 4.056 (3) 4.583 (4) 8.139 (7) 8.083 (6) 9.250 (9) 9.306 (10) 5.583 (5) 8.194 (8) 10.722 (13) 9.889 (11) 10.139 (12) 0.60 1.000 (1) 2.028 (2) 4.111 (3) 4.750 (4) 8.000 (6) 8.056 (7) 9.111 (9) 9.361 (10) 5.583 (5) 8.222 (8) 10.750 (13) 9.694 (11) 10.333 (12) 0.70 1.000 (1) 2.028 (2) 4.111 (3) 4.639 (4) 8.167 (7) 8.028 (6) 8.778 (9) 9.500 (10) 5.361 (5) 8.222 (8) 10.750 (13) 10.083 (11) 10.333 (12) 0.80 1.000 (1) 2.028 (2) 4.194 (3) 4.806 (5) 7.931 (6) 8.139 (7) 9.278 (9) 9.639 (10) 4.778 (4) 8.153 (8) 10.917 (13) Table 2: Average correctness for the geometrical error for all confidence measures and a large subset of tested sequences. The small numbers in parentheses are the ranks within each row. The last two rows give the mean correctness and the mean rank for each column. 1.000 (1) 0.631 (4) 0.668 (3) 0.509 (9) 0.509 (10) 0.507 (11) 0.512 (7) 0.464 (13) 0.521 (6) 0.510 (8) 0.524 (5) 0.495 (12) sphere 0.915 (2) 1.000 (1) 0.682 (4) 0.743 (3) 0.518 (7) 0.518 (8) 0.564 (6) 0.500 (9) 0.370 (13) 0.586 (5) 0.395 (11) 0.389 (12) 0.401 (10) street 0.963 (2) 1.000 (1) 0.784 (4) 0.792 (3) 0.498 (11) 0.498 (10) 0.477 (13) 0.490 (12) 0.720 (5) 0.598 (7) 0.538 (9) 0.659 (6) 0.552 (8) blocks 0.819 (2) 1.000 (1) 0.652 (3) 0.645 (4) 0.343 (12) 0.343 (11) 0.357 (10) 0.591 (5) 0.536 (7) 0.533 (8) 0.497 (9) 0.536 (6) 0.316 (13) grid 0.806 (2) 1.000 (1) 0.651 (3) 0.541 (7) 0.385 (11) 0.384 (12) 0.371 (13) 0.564 (4) 0.484 (9) 0.499 (8) 0.552 (6) 0.555 (5) 0.416 (10) vcbox 0.806 (2) 1.000 (1) 0.680 (4) 0.681 (3) 0.437 (11) 0.436 (12) 0.440 (10) 0.531 (6) 0.551 (5) 0.511 (9) 0.520 (7) 0.520 (8) 0.340 (13) dimetrodon 0.857 (2) 1.000 (1) 0.634 (3) 0.632 (4) 0.403 (12) 0.403 (11) 0.405 (10) 0.581 (5) 0.559 (6) 0.519 (9) 0.542 (8) 0.552 (7) 0.348 (13) rubberWhale 0.945 (2) 1.000 (1) 0.769 (3) 0.754 (4) 0.547 (6) 0.546 (7) 0.510 (10) 0.525 (8) 0.672 (5) 0.512 (9) 0.495 (12) 0.503 (11) 0.465 (13) yosemite 0.675 (2) 1.000 (1) 0.573 (8) 0.641 (3) 0.618 (4) 0.617 (5) 0.602 (7) 0.393 (13) 0.508 (11) 0.477 (12) 0.524 (9) 0.522 (10) 0.606 (6) medium medium simple 0.747 (2) 1.000 (1) 0.653 (4) 0.720 (3) 0.515 (8) 0.515 (9) 0.535 (7) 0.556 (6) 0.566 (5) 0.497 (10) 0.481 (11) 0.416 (12) 0.405 (13) complex complex complex 0.753 (2) 1.000 (1) 0.621 (4) 0.684 (3) 0.448 (10) 0.447 (11) 0.408 (12) 0.614 (5) 0.525 (7) 0.564 (6) 0.458 (9) 0.476 (8) 0.389 (13) complex complex medium 0.816 (2) 1.000 (1) 0.627 (4) 0.660 (3) 0.580 (7) 0.580 (6) 0.554 (9) 0.475 (13) 0.583 (5) 0.500 (12) 0.525 (11) 0.553 (10) 0.555 (8) simple complex complex 0.769 (2) 1.000 (1) 0.641 (4) 0.707 (3) 0.470 (8) 0.470 (9) 0.425 (12) 0.620 (5) 0.536 (7) 0.554 (6) 0.450 (11) 0.461 (10) 0.385 (13) complex complex simple 0.781 (2) 1.000 (1) 0.613 (4) 0.654 (3) 0.557 (7) 0.557 (6) 0.505 (12) 0.516 (10) 0.593 (5) 0.512 (11) 0.496 (13) 0.527 (9) 0.551 (8) medium simple complex 0.723 (3) 1.000 (1) 0.619 (5) 0.740 (2) 0.585 (7) 0.585 (8) 0.569 (9) 0.601 (6) 0.644 (4) 0.474 (12) 0.537 (10) 0.502 (11) 0.459 (13) simple complex medium 0.828 (2) 1.000 (1) 0.631 (4) 0.649 (3) 0.572 (7) 0.572 (6) 0.546 (8) 0.502 (12) 0.606 (5) 0.495 (13) 0.513 (11) 0.533 (9) 0.529 (10) complex medium complex 0.806 (2) 1.000 (1) 0.684 (3) 0.640 (4) 0.403 (10) 0.403 (11) 0.383 (12) 0.632 (5) 0.421 (9) 0.535 (6) 0.465 (8) 0.469 (7) 0.331 (13) medium simple medium 0.952 (2) 1.000 (1) 0.685 (5) 0.790 (3) 0.669 (6) 0.669 (7) 0.621 (8) 0.483 (12) 0.742 (4) 0.447 (13) 0.548 (9) 0.517 (11) 0.529 (10) simple complex simple 0.740 (2) 1.000 (1) 0.620 (4) 0.673 (3) 0.483 (10) 0.483 (11) 0.425 (13) 0.562 (6) 0.603 (5) 0.551 (7) 0.466 (12) 0.542 (8) 0.536 (9) complex medium medium 0.740 (3) 1.000 (1) 0.680 (4) 0.748 (2) 0.498 (9) 0.498 (10) 0.537 (6) 0.556 (5) 0.524 (7) 0.507 (8) 0.474 (11) 0.415 (12) 0.388 (13) medium simple simple 0.906 (2) 1.000 (1) 0.686 (7) 0.795 (3) 0.691 (5) 0.691 (6) 0.617 (8) 0.502 (10) 0.776 (4) 0.446 (13) 0.543 (9) 0.482 (12) 0.498 (11) simple medium complex 0.811 (2) 1.000 (1) 0.690 (3) 0.663 (4) 0.402 (10) 0.401 (11) 0.383 (12) 0.633 (5) 0.430 (9) 0.538 (6) 0.455 (8) 0.460 (7) 0.327 (13) complex medium simple 0.741 (2) 1.000 (1) 0.693 (4) 0.734 (3) 0.470 (10) 0.470 (11) 0.522 (7) 0.545 (5) 0.540 (6) 0.504 (8) 0.478 (9) 0.425 (12) 0.391 (13) simple medium medium 0.737 (3) 1.000 (1) 0.672 (4) 0.746 (2) 0.476 (10) 0.476 (9) 0.518 (7) 0.565 (5) 0.522 (6) 0.504 (8) 0.460 (11) 0.391 (12) 0.360 (13) simple medium simple 0.734 (3) 1.000 (1) 0.686 (4) 0.742 (2) 0.452 (11) 0.453 (10) 0.503 (8) 0.558 (5) 0.525 (6) 0.512 (7) 0.463 (9) 0.405 (12) 0.379 (13) complex simple complex 0.723 (3) 1.000 (1) 0.566 (8) 0.725 (2) 0.569 (6) 0.569 (7) 0.553 (9) 0.594 (5) 0.620 (4) 0.477 (12) 0.533 (10) 0.501 (11) 0.459 (13) complex simple medium 0.931 (2) 1.000 (1) 0.520 (10) 0.734 (3) 0.691 (6) 0.691 (5) 0.619 (7) 0.479 (12) 0.702 (4) 0.476 (13) 0.520 (9) 0.500 (11) 0.548 (8) simple simple complex 0.756 (2) 1.000 (1) 0.596 (8) 0.736 (3) 0.598 (6) 0.598 (7) 0.578 (9) 0.599 (5) 0.658 (4) 0.470 (12) 0.529 (10) 0.490 (11) 0.455 (13) complex simple simple 0.857 (2) 1.000 (1) 0.585 (8) 0.735 (3) 0.697 (5) 0.697 (4) 0.632 (7) 0.487 (11) 0.690 (6) 0.470 (12) 0.517 (10) 0.451 (13) 0.550 (9) simple simple medium 0.928 (2) 1.000 (1) 0.630 (7) 0.793 (3) 0.677 (5) 0.677 (6) 0.617 (8) 0.500 (12) 0.735 (4) 0.478 (13) 0.516 (10) 0.504 (11) 0.536 (9) simple simple simple 0.786 (3) 1.000 (1) 0.694 (5) 0.815 (2) 0.660 (7) 0.660 (6) 0.620 (8) 0.538 (11) 0.767 (4) 0.446 (13) 0.549 (10) 0.489 (12) 0.554 (9) medium complex complex 0.748 (2) 1.000 (1) 0.639 (4) 0.688 (3) 0.438 (10) 0.438 (11) 0.400 (12) 0.620 (5) 0.512 (7) 0.565 (6) 0.455 (9) 0.477 (8) 0.383 (13) medium complex medium 0.819 (2) 1.000 (1) 0.619 (4) 0.648 (3) 0.531 (8) 0.531 (9) 0.505 (11) 0.508 (10) 0.571 (5) 0.472 (13) 0.543 (6) 0.539 (7) 0.478 (12) medium complex simple 0.787 (2) 1.000 (1) 0.579 (5) 0.621 (3) 0.515 (10) 0.515 (9) 0.472 (12) 0.539 (6) 0.598 (4) 0.490 (11) 0.515 (8) 0.529 (7) 0.470 (13) medium medium complex 0.806 (2) 1.000 (1) 0.678 (3) 0.657 (4) 0.397 (10) 0.396 (11) 0.381 (12) 0.633 (5) 0.439 (9) 0.538 (6) 0.456 (8) 0.461 (7) 0.325 (13) medium medium medium 0.743 (2) 1.000 (1) 0.665 (4) 0.724 (3) 0.519 (8) 0.518 (9) 0.536 (7) 0.553 (6) 0.563 (5) 0.507 (10) 0.477 (11) 0.418 (12) 0.394 (13) mean 0.810 (2) 1.000 (1) 0.648 (4) 0.703 (3) 0.523 (7) 0.523 (8) 0.505 (10) 0.546 (6) 0.579 (5) 0.508 (9) 0.500 (11) 0.491 (12) 0.447 (13) mean rank 2.167 (2) 1.000 (1) 4.694 (4) 3.111 (3) 8.306 (7) 8.639 (8) 9.500 (11) 7.556 (6) 6.222 (5) 9.444 (9) 9.500 (11) 9.500 (11) 11.361 (13) 1.000 (1) 0.919 (2) 0.657 (4) 0.671 (3) 0.521 (6) 0.521 (7) 0.513 (10) 0.498 (13) 0.513 (9) 0.527 (5) 0.507 (12) 0.520 (8) 0.513 (11) sphere 1.000 (1) 0.915 (2) 0.707 (3) 0.702 (4) 0.448 (8) 0.448 (9) 0.496 (6) 0.479 (7) 0.373 (10) 0.653 (5) 0.328 (12) 0.328 (13) 0.345 (11) street 1.000 (1) 0.963 (2) 0.789 (3) 0.789 (4) 0.494 (11) 0.495 (10) 0.477 (13) 0.487 (12) 0.726 (5) 0.598 (7) 0.542 (9) 0.664 (6) 0.553 (8) blocks 1.000 (1) 0.819 (2) 0.656 (3) 0.612 (4) 0.342 (13) 0.342 (12) 0.358 (10) 0.570 (5) 0.561 (6) 0.516 (8) 0.514 (9) 0.536 (7) 0.351 (11) grid 1.000 (1) 0.806 (2) 0.686 (3) 0.550 (4) 0.421 (11) 0.421 (12) 0.389 (13) 0.538 (5) 0.511 (8) 0.506 (9) 0.527 (6) 0.527 (7) 0.443 (10) vcbox 1.000 (1) 0.806 (2) 0.702 (3) 0.620 (4) 0.444 (10) 0.443 (11) 0.435 (12) 0.515 (7) 0.614 (5) 0.478 (9) 0.525 (6) 0.501 (8) 0.395 (13) dimetrodon 1.000 (1) 0.857 (2) 0.659 (3) 0.596 (4) 0.357 (11) 0.357 (12) 0.369 (10) 0.581 (6) 0.589 (5) 0.521 (9) 0.569 (8) 0.578 (7) 0.333 (13) rubberWhale 1.000 (1) 0.945 (2) 0.776 (3) 0.747 (4) 0.542 (7) 0.542 (6) 0.499 (10) 0.533 (8) 0.680 (5) 0.512 (9) 0.491 (12) 0.497 (11) 0.451 (13) yosemite 1.000 (1) 0.675 (2) 0.664 (4) 0.492 (10) 0.427 (12) 0.427 (13) 0.435 (11) 0.534 (7) 0.666 (3) 0.507 (8) 0.503 (9) 0.554 (6) 0.579 (5) medium medium simple 1.000 (1) 0.747 (2) 0.675 (3) 0.637 (4) 0.555 (7) 0.555 (6) 0.552 (8) 0.527 (10) 0.574 (5) 0.538 (9) 0.450 (12) 0.431 (13) 0.484 (11) complex complex complex 1.000 (1) 0.753 (2) 0.623 (3) 0.587 (4) 0.484 (11) 0.484 (12) 0.471 (13) 0.518 (7) 0.544 (6) 0.546 (5) 0.490 (10) 0.514 (8) 0.505 (9) complex complex medium 1.000 (1) 0.816 (2) 0.619 (3) 0.553 (5) 0.522 (9) 0.522 (10) 0.500 (11) 0.489 (12) 0.596 (4) 0.547 (7) 0.469 (13) 0.534 (8) 0.552 (6) simple complex complex 1.000 (1) 0.769 (2) 0.639 (3) 0.626 (4) 0.498 (10) 0.498 (9) 0.480 (13) 0.533 (7) 0.538 (6) 0.543 (5) 0.482 (12) 0.500 (8) 0.493 (11) complex complex simple 1.000 (1) 0.781 (2) 0.587 (3) 0.534 (6) 0.516 (8) 0.516 (9) 0.502 (11) 0.493 (12) 0.552 (4) 0.542 (5) 0.455 (13) 0.514 (10) 0.522 (7) medium simple complex 1.000 (1) 0.723 (2) 0.594 (4) 0.596 (3) 0.544 (7) 0.545 (6) 0.527 (8) 0.523 (9) 0.560 (5) 0.507 (11) 0.510 (10) 0.507 (12) 0.504 (13) simple complex medium 1.000 (1) 0.828 (2) 0.599 (3) 0.531 (9) 0.531 (7) 0.531 (8) 0.506 (12) 0.514 (11) 0.571 (4) 0.541 (5) 0.457 (13) 0.515 (10) 0.535 (6) complex medium complex 1.000 (1) 0.806 (2) 0.698 (3) 0.571 (5) 0.411 (10) 0.411 (11) 0.392 (12) 0.614 (4) 0.432 (9) 0.527 (7) 0.522 (8) 0.531 (6) 0.375 (13) medium simple medium 1.000 (1) 0.952 (2) 0.657 (5) 0.755 (3) 0.632 (6) 0.632 (7) 0.584 (8) 0.509 (10) 0.706 (4) 0.476 (13) 0.517 (9) 0.488 (12) 0.496 (11) simple complex simple 1.000 (1) 0.740 (2) 0.554 (4) 0.503 (7) 0.489 (10) 0.489 (9) 0.469 (12) 0.511 (6) 0.518 (5) 0.557 (3) 0.438 (13) 0.489 (8) 0.479 (11) complex medium medium 1.000 (1) 0.741 (2) 0.684 (3) 0.637 (4) 0.538 (7) 0.538 (8) 0.555 (6) 0.517 (10) 0.560 (5) 0.534 (9) 0.468 (12) 0.452 (13) 0.478 (11) medium simple simple 1.000 (1) 0.906 (2) 0.632 (5) 0.717 (3) 0.623 (6) 0.623 (7) 0.552 (8) 0.518 (9) 0.701 (4) 0.499 (10) 0.485 (11) 0.445 (12) 0.426 (13) simple medium complex 1.000 (1) 0.811 (2) 0.718 (3) 0.620 (4) 0.431 (10) 0.431 (11) 0.410 (12) 0.606 (5) 0.460 (9) 0.534 (6) 0.515 (8) 0.530 (7) 0.388 (13) complex medium simple 1.000 (1) 0.741 (2) 0.683 (3) 0.616 (4) 0.518 (9) 0.518 (8) 0.533 (6) 0.510 (10) 0.563 (5) 0.532 (7) 0.472 (13) 0.479 (12) 0.498 (11) simple medium medium 1.000 (1) 0.737 (2) 0.677 (3) 0.638 (4) 0.546 (7) 0.546 (8) 0.558 (6) 0.518 (10) 0.569 (5) 0.537 (9) 0.453 (12) 0.429 (13) 0.467 (11) simple medium simple 1.000 (1) 0.734 (2) 0.698 (3) 0.625 (4) 0.531 (9) 0.531 (8) 0.547 (6) 0.519 (10) 0.566 (5) 0.539 (7) 0.453 (12) 0.439 (13) 0.493 (11) complex simple complex 1.000 (1) 0.723 (2) 0.607 (3) 0.594 (4) 0.524 (7) 0.525 (6) 0.512 (10) 0.515 (8) 0.550 (5) 0.514 (9) 0.507 (11) 0.506 (12) 0.502 (13) complex simple medium 1.000 (1) 0.931 (2) 0.485 (11) 0.676 (3) 0.640 (5) 0.640 (6) 0.567 (7) 0.513 (9) 0.654 (4) 0.518 (8) 0.476 (12) 0.457 (13) 0.500 (10) simple simple complex 1.000 (1) 0.756 (2) 0.609 (4) 0.627 (3) 0.551 (7) 0.551 (6) 0.538 (8) 0.535 (9) 0.573 (5) 0.494 (13) 0.520 (10) 0.503 (11) 0.500 (12) complex simple simple 1.000 (1) 0.857 (2) 0.552 (8) 0.625 (3) 0.619 (4) 0.619 (5) 0.553 (7) 0.471 (10) 0.597 (6) 0.537 (9) 0.444 (12) 0.411 (13) 0.447 (11) simple simple medium 1.000 (1) 0.928 (2) 0.597 (7) 0.738 (3) 0.615 (6) 0.616 (5) 0.556 (8) 0.543 (9) 0.678 (4) 0.525 (10) 0.465 (12) 0.453 (13) 0.479 (11) simple simple simple 1.000 (1) 0.786 (2) 0.599 (5) 0.653 (3) 0.583 (7) 0.583 (6) 0.534 (9) 0.500 (10) 0.622 (4) 0.561 (8) 0.414 (11) 0.372 (13) 0.388 (12) medium complex complex 1.000 (1) 0.748 (2) 0.620 (3) 0.595 (4) 0.496 (11) 0.496 (10) 0.481 (13) 0.518 (8) 0.537 (5) 0.534 (6) 0.496 (12) 0.524 (7) 0.510 (9) medium complex medium 1.000 (1) 0.819 (2) 0.606 (3) 0.539 (6) 0.497 (11) 0.498 (10) 0.468 (13) 0.503 (9) 0.557 (4) 0.521 (7) 0.497 (12) 0.552 (5) 0.509 (8) medium complex simple 1.000 (1) 0.787 (2) 0.537 (4) 0.473 (8) 0.465 (10) 0.465 (9) 0.450 (13) 0.526 (6) 0.551 (3) 0.533 (5) 0.464 (12) 0.526 (7) 0.465 (11) medium medium complex 1.000 (1) 0.806 (2) 0.702 (3) 0.607 (5) 0.423 (10) 0.423 (11) 0.404 (12) 0.608 (4) 0.460 (9) 0.531 (6) 0.512 (8) 0.528 (7) 0.384 (13) medium medium medium 1.000 (1) 0.743 (2) 0.659 (3) 0.620 (4) 0.559 (7) 0.559 (6) 0.549 (9) 0.517 (10) 0.581 (5) 0.549 (8) 0.450 (12) 0.450 (13) 0.486 (11) mean 1.000 (1) 0.810 (2) 0.645 (3) 0.619 (4) 0.509 (8) 0.509 (9) 0.492 (11) 0.525 (7) 0.572 (5) 0.531 (6) 0.483 (12) 0.494 (10) 0.467 (13) mean rank 1.000 (1) 2.000 (2) 3.806 (3) 4.444 (4) 8.528 (8) 8.583 (9) 9.889 (11) 8.444 (7) 5.417 (5) 7.667 (6) 10.778 (13) 9.778 (10) 10.667 (12) 19 predictions correlate better with the true error than for the other tested methods. The computational complexity increase should be soon compensated by the ever increasing available processing speed.
