In this paper, we construct a monoid R from shrinking braid graphs which includes the braid group B∞. The shrinking braid graphs are natural generalizations of braids. At last, we endow a subset of R with a LD monoid structure. And we extend the Dehornoy order on B∞ to an order on R.
Introduction
Left distributive system(LD system) emerges in the study of knots and groups and shows many interesting properties. The free monogenerated left distributive system was studied in [1] , [2] , [3] and many results such as the linearity of Laver order were proved. The study of the free LD system is combined with a universal larger structure called the LD monoid on which there is another operation •.
Dehornoy [1] proved that there is a left distributive composition on B ∞ , the braid group. And the monogenerated LD system by the identity is actually free. This leads to the discover of the Dehornoy order on B ∞ .
After a while, R. Fenn, M.T. Greene, D. Rolfsen, C. Rourke and B. Wiest [5] found another way to Dehornoy order by considering representing B n as mapping class group of D n , the n − th puncture disk.
In section 2, we consider a part of the two dimensional cobordisms in Ê 3 which will be called the shrinking braids. The limit of these cobordisms naturally extends the braid group to a large monoid which will be denoted as R. In section 5, we define a composition • on R such that a subset of R turns out to be a free monogenerated LD monoid.
In section 4, the representation of these shrinking braids as embeddings between D m and D n are considered. Especially the representation of R will be used to construct a left invariant order on it such that this order extends the Dehornoy order on B ∞ . This is settled in section 7.
Shrinking braid graph
Given n, m ∈ AE, consider the cylinder D × I where D is the unit disk, pick n points in D × {1} and m points in D × {0}.
A multi-braid graph or a shrinking braid graph is n lines starting from the n points above to m points below such that the lines have no intersection and each line is strictly decreasing in height. In this way, each point above has a unique end point below. i.e. Each multi-braid corresponds to a function from n to m.
For example, if n = m and each point below is an end point of some line then the multi-braid is simply a braid and the correspondent function is a permutation of n. We denote all the multi-braids from n to m by MB n,m .
Definition 1. A multi-braid is called surjective if the correspondent function
is a surjective function from n to m. In this case, we must have n m. We denote all the surjective multi-braids by SMB m,n . Now, we consider the limit of surjective SMB n,m , denoted by MB. It consists of surjective multi-braids from AE to AE such that there exists r, s, for any k > r the line starting from k is straight down to k − s.
The multi-braid x i ∈ MB is defined as follow: for k i there are straight lines from p k × {1} to p k × {0}. And there is a straight line from p i+j × {1} to p i+j−1 × {0} for any j 1.
The i − th braid s i is the usual braid between the i − th and i + 1 − th points. We require the following properties for determining the composition of multibraids:
The first two relations are called pants relations. If one views the x i to be the pant-like cobordism between two upper circles and a lower circle and s i to be the the braid-like cobordism from two upper circles to two lower circles then (1) and (2) holds in the relative homotopic sense.
The third and forth relations are called the cross relations, it represents that the three degree point in the multi-braid graph can be moved down crossing the line. It is also natural when viewing in the 2 dimensional cobordism context. The (5) relation is the Thompson relation and the last two are braid relations. The monoid generated by x i , s i , s
under relations (1) ∼ (7) is denoted by R and R + denotes the submonoid generated by x i , s i in R.
Basic properties of R
There is a shift map sh on R sending s i , x i to s i+1 , x i+1 which will be used later. We first investigate the submonoid of R generated by
, and f (m + 1) = f (m) + 1 for large m}. Where p(x i ) is the function maps j to j when j i and maps j to j − 1 when j > i. One can check that p is surjective and thus F is a quotient of X ∞ . By using the relation, any element y in X ∞ can be written as a canonical form y = x i1 x i2 . . . x im where i 1 i 2 . . . i m . Let n j = #{k|i k = j}. Then y corresponds to a sequence S(y) = (n 1 , n 2 , . . .) where the components eventually equal to 1. Define
. Then we have L(y) = m is the length of y.This is well-defined, since n i = #{k|p(y)(k) = i}. Theorem 1. The canonical form is unique for any y ∈ X ∞ . And p is an isometry.
Proof. n i is determined by p(y), and {i k } is determined by {n i }.
For any two sequences m and n with components eventually equal to 1. We define
Proof. Consider the explicit expression of multiplication in Y.
Now, we consider a quotient of R by the relation s 2 i = e. Call the result monoid R ′ . A natural representation of R ′ is SF = {f : AE → AE|f is surjective and f (n + 1) = f (n) + 1 for large n}. Where s i is mapped to the function commuting i and i + 1. This proves that X ∞ is embedded in R.
Proof. If x, y ∈< s i |i = 1, 2 . . . > and they are equivalent in R, then there is a process from x to y in which each time s subword of x is changed by the rules (1) ∼ (7) plus the rule s i s
Observe that the rules (1) ∼ (5) never show up since the words on both sides of the rule contain elements in X ∞ . This means from x to y we can only use (6), (7) and the rule s i s
For an element y ∈ R, we write y = sx where s ∈ B ∞ , x ∈ X ∞ . This is done by using rules (3) ∼ (5) to move x i s to the tail of the word form.
Let S(x) = (n 1 , n 2 , . . .) and J m = [n 1 + . . . + n m−1 + 1, n 1 + . . . + n m ] the interval for each m. Consider the braid graph Γ of s, denote the strand with ending point k the strand l k . If there are crossing points between two strands with ending points in the same J m , then there is k ∈ J m \{n 1 +. . . n m } such that the strands l k and l k+1 have crossing points. Now, if C(Γ) denotes the total crossing points between strands of Γ, then we can move the lowest crossing point down without changing C(Γ). The resulting braid graph Γ ′ corresponds to a word form of s = s ′ s k where s ′ has a braid graph representing with total crossing number C(Γ) − 1. Now y = sx = s ′ s k x = s ′ x by the rule (1). Iterate the argument above finite many steps, we can write y = s 0 x such that there is a braid graph representing of s 0 without any crossing between l k and l j whenever k, j ∈ J m for some m. Proposition 1. Any element y in R can be written as y = sx in the following manner: 
Realization of shrinking braids
Denote MB the category in which the objects are {n points |n = 1, 2, . . .} and the morphisms between n, m are all surjective multi-braids between n, m points i.e. Hom(n, m) = SMB n,m .
Definition 2. A realization of MB is a functor T from MB to another category such that T is a bijection between the objects of MB and the other category.
A natural realization is to the category F of all finite generated free groups. The natural number n corresponds to F n and each surjective multi-braid in SMB n,m induces a morphism from F m to F n . This inducing is from the braid coloring: write the ordered generators of F n on p n respectively, the lines in the multi-braid graph is colored by elements in F n in the following way. If there is a braid crossing s i and the upper colors are g on the left and h on the right, then the lower two colors are ghg −1 and g from left to right. At the bottom of the graph, if the lines with colors g 1 , g 2 , . . . , g n ends with the same point q m , then on q m we write g 1 g 2 . . . g n . Then the morphism is given by mapping e i to the element writing on q i . One can check that this is indeed a realization of MB with a contravariant functor.
Note that, this realization can factor through a functor(fundamental group) from D to F where D is the category with objects D n the n-point-puncture disk with base point 1 and morphisms from D n to D m the continuous maps which are identity on the boundary of the disk. From MB to D, the morphism s i corresponds to a "twist" between the i − th and i + 1 − th punctures. And the morphism x i is mapped to the embedding from D n to D n+1 which "enlarges" the i − th puncture to enclose the i − th and i + 1 − th punctures in D n+1 .
Enveloping LD monoid
A left-distributive monoid(LD monoid) is a set with two compositions • and · such that they satisfy the laws:
and the associative law of • . From the three laws above can we imply the left distributed law of · :
A set with a single · composition satisfying law (1) is called a left-distributive system (LD system).
Now we start to consider a general LD system (A, ·), we will construct a LD monoid F generated by A which is universal in the sense that for any LD monoid G and any homomorphism f : A → G, there is a unique homomorphism of LD monoid g : F → G such that f = g • i where i is the canonical embedding of A into F .
Let F be the free associative monoid generated by the elements of A, then
Then the laws (2) and (4) are satisfied. Now define an equivalent relation on F by the law (3) after which the quotient algebra F can be proved to be well defined and satisfies the law (3). Now, A •n is constituted by the length n sequences of A, say a 1 • a 2 • . . . • a n where a i ∈ A. The relation given be (3) is equivalent to the following argument:
Consider the positive braid monoid B + n , define an action of it on A •n by
The well-definedness is deduced by the left distributive law of A. Now define A •n to be the orbit space of A •n under the positive braid actions. And F = ∞ i=0 A •i . Also it can be seen that F is the orbit space of F under the action of B + ∞ . The composition · on F is given explicitly the same as on F. One can check the well-definedness of this composition and F is a LD monoid. 
Proof. By the construction of F .
The LD monoid in R
In this chapter, we construct a subset of R and endow it with the LD monoid structure.
From now on, R is denoted the monoid defined in chapter one with 7 relations and B ∞ is embedded in R.
On the braid group B ∞ , a self-distributive composition · has been constructed [1] :
Denote the subset of B ∞ generated by the identity under composition · by A e . It is proved that A e is a free monogenerated LD system [1] .
An important result about the free monogenerated LD monoid is the existence of the Laver order [1] , [3] : [3] ) Let F be the free monogenerated LD monoid, let p, q ∈F , define p < q if and only if there are
This order when restricting on the monogenerated LD system A has a braid group ordering counterpart [ 1 , a 2 , . . . , a n ), we define s i (a 1 , a 2 , . . . , a i , a i+1 , . . . , a n ) = (a 1 , . . . , a i · a i+1 , a i , . . . , a n ) when i < n. a = (a 1 , a 2 , . . . , a n ), denote sh( a) = a 1 sh(a 2 ) . . . sh n−1 (a n ). Then we have sh(g( a)) = sh( a)g for any g ∈ B We now construct an associative composition • on R such that when a, b, c ∈ B ∞ , we have
Lemma 1. ([1]) For a sequence of braids
If this is done, we simply extend · to elements in R with form a 1 • a 2 • . . . • a n where a i ∈ B ∞ by (a 1 • a 2 • . . . • a n ) · b = a 1 · (a 2 · (. . . (a n · b) . . .) and law (2) . Now, the composition • is explicitly given by
One may check that • is associative and (1), (2) hold for a, b, c ∈ B ∞ .
We now explain this definition from the geometry of relations. In fact this is from the realization of R.
Denote F the monogenerated free LD monoid, consider all the finite sequence of elements in F denote it by SF . The R is realized as partial actions in SF by the following: (1)s i (a 1 , a 2 , . . . , a i , a i+1 , . . .) = (a 1 , a 2 
Denote the generator of F by j, then a characteristic term for some h ∈ F is a partial action h which maps (j, j . . . , j) (n terms) to (h, j, . . . j) for large enough n, the last sequence has (n − k)j in the sequence where h = h 1 • h 2 • . . . • h k and h i are in the LD system.
The characteristic terms are defined by induction that
One can check that right hand side maps (j, j . . . , j) (n terms) to (g · h, j, . . . j).
One may also check that g • h = g sh h x 1 will give the right definition for the characteristic term of g • h. One may refer to [2] for more details on this method. Now, the composition · can be extended to a 1 • a 2 • . . . • a n where a i ∈ B ∞ by the above argument.
We denote {a 1 • a 2 • . . . • a n |a i ∈ A e } by F e where A e is the LD system generated by e.
We already know that A e is a free monogenerated LD system. We now prove that the composition is well defined and F e is a free monogenerated LD monoid. Proof. Consider the graph representation of R.
Theorem 6. The composition · is well defined on a 1 •a 2 •. . .•a n where a i ∈ B ∞ by the equation
Since g ∈ B n , we have g sh n (c) = sh n (c)g and gs n . . .
). This finishes the proof.
Note that, B = {a 1 • . . . • a n |a i ∈ B ∞ } contains exactly all multi-braids of form y = ax m 1 where a is a braid. Thus theorem says there is a LD monoid structure on B. The explicit calculation is given by:
Theorem 7. The resulting LD monoid F e generated by the identity is the free monogenerated LD monoid.
. The power of x 1 on both sides are n and m respectively, if two graphs are isotopic then the degrees of the first lower point in two graphs must coincide.
By proposition 3, we only need to prove that for any
Where the action of positive braids is given by s i (a 1 , a 2 
where
7 The order < L on R One can check that each element x in R + can be represented by x = a 1 sh(a 2 ) . . . sh n−1 (a n ) where a i ∈ F e (note that sh(ã)g = sh(g( a)) for any g ∈ B + ∞ ). Generally, for any a, b each with components in F e , we define a < b if and only if either there exists n such that a i = b i for i < n and a n < b n in Laver order or a is a prefix of b.
In section 4, we defined a realization of R as maps between D n s which preserve the boundary. One way to define the Dehornoy order on B ∞ is considering B ∞ 's action on curves in D n or the corresponding automorphisms of F ∞ , the free group with countable generators.
There is a linear order ⊳ on F n (not left-multiplication invariant) which is naturally defined by curves on D n .
From now on we consider D n to be {z ∈ ||z| < 1}\ a i = −1 + k n+1 |k = 1, 2, . . . , n . Let I i = [a i , a i+1 ] where i = 1, 2, . . . n and a n+1 = 1. i.e. I i is the interval between a i and a i+1 .
Given a curve γ in D n from −1 to 1 which is transversal with all the I j s, we now encode it by a word of e ±1 i in F n . Walking along γ, if we first cross I k1 from below to above(or above to below), we write e k1 (or e −1 k1 ) as the first letter. Then write down e ±1 ki respectively if γ crosses I ki in the corresponded direction as the i − th crossed segment. Thus each curve is encoded by a unique word in F n , and if two curves are homotopic in D n then they are encoded by the same element in F n . Conversely, for any element in F n we have a curve on D n which corresponds to this element.
Consider the universal covering of D n (n 2) and take it to be H, the upper plane. We also require the base point inH the infinity whose image is −1 under the covering map. Now, a curve starting from −1 on D n can be lifted to be a curve in H which starts at the infinity point and ends on the real line with a real number. For two curves ρ 1 , ρ 2 , we define ρ 1 < ρ 2 if the corresponding real numbers have the same relation in (Ê, <).
Since each curve is encoded by an element in F n , this will induce a linear order on F n which is formally stated below: For more details on encoding a curve one can refer to [4] . We now can translate all the information related to curves to information related to F n . In particular, the B n action on D n induces an action on F n as outer automorphism. This approach to order B n can be found details in [5] and [6] . This action coincides with the action on curves by considering the effect of an element of B n twisting a curve which crosses an interval. Now, since B n action on D n is orientation preserving, we have: Proposition 6. The action given by proposition 5 is ⊳ − preserving.
Evidently, the embedding F n−1 to F n is order preserving since there is a natural embedding from D n−1 to D n . This enables us to consider the order on the limit F ∞ of F n . And B ∞ has an order preserving action on F ∞ which is defined similarly to proposition 5.
Using this representation, it is proved in [5] that Corollary 1. Any σ − positive element is not the identity.
Now for monoid R we still have an order induced by action on F ∞ . The difference is that R is realized as injective morphisms of F ∞ .
Proposition 7.
There is an action of R as injective morphisms of (F n , ⊳) into itself given by:
i e i+1 where i = 1, 2, . . . n and denote e 0 = e. s i (e j ) = e j where i = j.
And x i (e j ) = e j+1 for j i, x i (e j ) = e j for j < i.
In the curve language, x i serves to enlarge the i th puncture such that it contains i th and i + 1 th punctures. Now we prove that < L is an order or equivalently it satisfies the irreflexivity and the representation of R in proposition 21 is faithful.
Any element in R + can be written as a 1 sh(a 2 ) . . . sh n−1 (a n ) where a i∈ F e . This gives another ordering by considering (a 1 , . . . , a n ) where a i ∈ F e and F e has the Laver order. Comparing these two order's defination we conclude: Theorem 8. For a i , b j ∈ F e , a 1 sh(a 2 ) . . . sh n−1 (a n ) < L b 1 sh(b 2 ) . . . sh m−1 (b m ) if and only if either there is an k > 0, a k < b k in F e and a i = b i for i < k or n < m and (a 1 , . . . a n ) is a prefix of (b 1 , . . . b m ). In particular, the representation y = sh( a) = a 1 sh(a 2 ) . . . sh n−1 (a n ), a i ∈ F e is unique.
Proof. We only need to prove a · b > L a and a • b > L a. In fact, a −1 (a · b)(e 1 ) = sh(b)s 1 (e 1 ) ⊲ e 1 and a −1 (a • b)(e 1 ) = sh(b)(e 2 ) = sh(b(e 1 )) ⊲ e 2 ⊲ e 1 . The second inequality comes from induction that for any y ∈ F e , y > L e.
Since any element in R + can be written as sh( a) for some a i ∈ F e , we have: Corollary 2. < L restricting on R + is a linear order.
Now we consider the order restricting on X ∞ =< x i |i = 1, 2, . . . >. In section 2, we defined S(y) for some element y ∈ X ∞ . For two sequences of natural numbers, a natural order is the Lex order and it actually coincides with < L . As for the order on R, since by rules of R any element y in R can be written as y = sx where s ∈ B ∞ and x ∈ X ∞ (Use law (3) ∼ (5) to move x i to the tail of the word form). And s = s ∞ . Then z < L y is equivalent to t 2 z 0 < L t 1 y 0 . Since both sides are elements in R + , by corollary 2 we have proved the irreflexivity of < L .
Theorem 9. The quasi-order < L on R is an order and the morphism defined in proposition 21 from R to Hom(F ∞ , F ∞ ) is injective.
