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選択肢つき穴埋め問題の基本特性
椎 名 乾 平
ABSTRACT
A test format in which an examinee is required to fill blanks in a sentence with
items provided by examiner is often used in Japan（cloze test with alternatives）. For-
mally, this test format is equivalent to the ordering of n items picked up from m al-
ternatives, which violates the conditional independence assumption because a wrong
response affects the probability of other responses. Fundamental characteristics of
such test format are studied and probability function, mean, and variance of correct
scores are derived.
問題
わが国の各種試験では，「選択肢つき穴埋
め問題」や「テスト項目と選択肢の対応づけ
問題」がしばしば用いられる。例えば５個の
テスト項目（穴）に対して，１５語からなる語
群が与えられ，受験者は語群から一つの単語
を選択して穴を埋める出題形式がこれに相当
する。この出題形式は選択肢集合から正しい
選択肢を選び出し，その選択肢を正しい順序
で並べることを要求する問題であると定式化
することができよう。
テストを特性測定のための測定装置と考え
た場合，諸テスト形式にはさまざまな基本特
性がある。「選択肢つき穴埋め問題」におい
てテスト項目数（穴の数）がn，選択肢数（穴
に入れるべき項目）がｍであり（ただしｍ
≧ｎ），受験者がまったくランダムに解答し
た場合，正答数（まぐれ当たり数）Ｊの確
率分布，その平均Ｅ（Ｊ）や分散Ｖ（Ｊ）は
どのようになるのだろうか？ この問いは，
「選択肢つき穴埋め問題」の基本特性にかか
わるものだが，解答の独立性が不成立であり
（一つの問題を間違えたら，他の問題を間違
える確率が増加するから），独立性を仮定す
る確率モデル（二項分布やそれに類する多く
のIRTモデル）が使用不能なためあまり研究
されていない。
潜在特性測定を目的とするテスト理論の観
点からは「選択肢つき穴埋め問題」に対する
ランダム解答者の正答数確率分布やその平
均・分散を求めるのはまったく無意味かもし
れない。にもかかわらず，このような試みに
は実際的・実務的な効用があると考える。な
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ぜなら，この出題形式が広く使用されてお
り，１）その基本特性を理解するのが重要で
あり，２）簡単な仮説検定を行うことがで
き，３）まぐれ当たりや誤出題の際の補正方
針を与え，４）解答者の解答戦略を考える際
の基本資料になるからである。詳細は基本的
結果を提示した後，考察の項で述べたい。
正答数の確率分布，平均，分散の導出
テスト項目数（穴の数）をｎ，選択肢数
（穴に入れるべき項目）をｍとし，ｎ≦ｍ
（選択肢数はテスト項目数と同じかより多い）
とする。また各テスト項目に対して正答選択
肢はただ一つであり，またある選択肢が複数
のテスト項目の正答となることはないとす
る。この状況ではm選択肢の内nは正答とな
る可能性のある選択肢（記憶研究の用語を借
りてtargetと呼ぶことにする）だが，残りの
ｍ −ｎ選択肢は必ず誤答を導くことになる
（distractorと呼ぶことにする）。
ランダム解答者の解答プロセスを以下のよ
うにモデル化する。まずｍ選択肢からn選択
肢（テスト項目数に相当）をランダムに選ぶ。
この選択肢集合を解答候補集合と命名する。
次に解答候補集合内の選択肢をランダムに並
べ替えテスト項目に対応づけ解答を行うもの
とする。言うまでもなくｎ＝ｍの場合は，
すべての選択肢が解答候補集合に含まれるこ
とになる。
以上の設定下で正答数Jの確率分布Pmn（J）
とその平均，分散を導出する。このプロセス
モデルは特殊な解答プロセスを記述したもの
ではなく一般性のあるものである。例えばｍ
選択肢をランダムに並べ，最初のｎ個をそ
の順番で解答する解答法も以下の導出とまっ
たく同じ結果を与える（池田，１９７７，p．６９
参照）。
尚，以下の導出は池田（１９７７）の結果の別
解ではあるが，解答プロセスを組み込んでい
る点で将来のIRTモデル構築に示唆を与える
ものである。
正答数jの確率分布Pmn（j）の導出
解答候補集合内のｎ選択肢中にｔ個の
targetが含まれるとする。ｔは確率変数で
あるので，同時分布Pmn（j，t）をまず求めて，
その周辺分布からPmn（j）を導出する方針をと
る。
解答候補集合内のｎ選択肢の中にｔ個の
targetが含まれる確率 Pmn（t）は，ｍ選択肢か
らｎ選択肢をランダムに選び，その中にち
ょうどｔ個のtargetが含まれる確率なので
Pmn（t）＝（nCt×m−nCn−t）/mCn （１）
（超幾何分布）で与えられる。
さてa選択肢の中にｔ個の target が含ま
れる条件下でランダムな並べ替えを行った場
合に，一つも正答がない順列数F（a，t）を考
える。一つ以上の正答がある順列の数は和積
の原理（inclusion and exclusion principle，
例えばKnuth，１９７３，訳書p．１８６）を用いて
tC１（a−１）！−tC２（a−２）！＋tC３（a−３）！−…± tCt（a−t）！
となるので（複号はtが奇数の時プラス），求
める順列数は
F（a，t）
＝a！−tC１（a−1）！＋tC２（a−2）！−tC３（a−3）！＋…
± tCt（a−t）！
＝
t

k＝０
tCk（a−k）！（−1）k
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で与えられる（複号はtが偶数の時プラス）。
（ちなみに，a 選択肢の中に t 個のtargetが
含まれる条件下でランダムな並べ替えを行い
一つも正答がない確率は
1
a !
t

k＝０
tCk（a−k）！（−1）k＝
t

k＝０
tCk
（a−k）！
a！ （−1）
k
＝
t

k＝０
tCk
aPk
（−1）k
で与えられる。）
以上の結果を用いて，解答候補集合内のｎ
選択肢の中にｔ個の target が含まれる条件
下でちょうどｊ項目が正解になる条件付確
率Pmn（j|t）（ただしt≧j）を求める。まず，ｔ
個の target の中からちょうどｊ項目が正答
となり，残りの n−j 項目がすべて不正解と
なる順列数は tCj・F（n−j，t−j）となる。ここ
で F（n−j，t−j）は n−j 選択肢中に t−j 個の tar-
get が含まれる状況でランダムな並べ替えを
行ないすべて不正解になる順列数である。求
める確率は tCj・F（n−j，t−j）をすべての可能
な順列数 n！で割ったもの，すなわち
Pmn（j|t）＝
tCjF（n−j , t−j）
n！
（２）
となる。
（１）（２）を用い，さらに条件付確率の定
義Pmn（j，t）＝Pmn（j|t）Pmn（t）を考慮すると t と j
の同時分布
Pmn（ j，t）＝（nCt×m‐nCn‐t）/mCn×
tCjF（n−j,t−j）
n!
（３）
を得る。（ただし n ≧ t ≧０かつ t ≧ j かつ
ｔ≧ n－（m−n）＝２n−m）。t ≧ n－（m−n）＝
２n−mでなければならない理由は，distractor
数 m−n が小さい場合いくつかのターゲット
が必ず解答候補集合に含まれなければならな
くなるわけだが，その数が n−（m−n）＝２n−m
となるからである。
（３）より，目的とするjの分布は周辺分布
Pmn（j）＝
n

t＝max（2n−m，j）
Pmn（j，t）
＝
n

t＝max（2n−m，j）
（nCt×m‐nCn‐t）/mCn×
tCjF（n−j,t−j）
n!
（４）
によって与えられる。この分布の形状を図１
に示す。
尚，（４）を変形すると池田（１９７７）の表
現
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Pmn（j）＝
nCj
mPj
n−j

k＝0
n−jCk
m−jPk
（−1）k
を得ることができる（証明略）。
項目反応理論作成の展望
将来の課題として（４）を用いた尺度化モ
デルの構成が考えられる。本稿ではランダム
選択を仮定しているので Pmn（t）が超幾何分布
となっているが，例えば被験者の能力 θ と
Pmn（t）を関係づけて
Pmn（t）＝nCt
1
1＋exp（−θ）


t
1−
1
1＋exp（−θ）


n−t
のように仮定し，測定モデルを構成するよう
な方向性が考えられる。
平均値・分散の導出
定義より直接計算するのは困難なので，確
率母関数を用いる（付録 証明１参照）。結
果として
E（J）＝nm （５）
V（J）＝
n（m 2−2m+n）
m 2（m−1）
（６）
を得る。
無効なテスト項目あるいは全員正答のテス
ト項目がある場合
出題の誤り等で正答を与える選択肢がない
テスト項目が存在する場合はどうなるだろう
か？ テスト項目数（穴の数）を n ，選択
肢数（穴に入れるべき項目）を m とし，正
答のないテスト項目数を l（無効項目と呼ぶ
ことにする）とする。この場合 target 数は n
−l，distractor の数は m−n＋l となり，受験
者の取りうる最大の正答数は n−l となる。
結果を述べると，m，n，l が与えられた時
の正答数の確率関数 Pmnl（j）は周辺分
Pmnl（j）＝
n−l

t＝max（２n−２l−m，j）
Pmnl（j，t）
＝
n−l

t＝max（２n−２l−m，j）
n−lCt×m−n＋lCn−t /mCn×
tCjF（n−j，t−j）
n！
で与えられる（ただし n−l ≧ t ≧０かつ t ≧
j かつ t ≧２n−２l−m でなければならない）。
その平均と分散は
E（J）＝ n−lm （７）
V（J）＝
（n−l）（m 2−2m+n−l）
m 2（m−1）
（８）
となる（付録 証明２参照）。この結果より
無効項目は存在しないものと見なして（５）
（６）式を用いてかまわないことがわかる。
全員不正解の項目があった場合これを無効項
目のように見なして（７）（８）を使用するの
は可であるが，このためには項目内容につい
ての検討が必要である。
同様の議論によって，全員正答のテスト項
目がl’個ある場合は
E（J）＝ l’+
n−l’
m−l’
（９）
V（J）＝
（n−l’）｛（m−l’）2−2（m−l’）+n−l’）｝
（m−l’）2（m−l’−1）
（１０）
また無効項目がl，全員正解項目がl’個の場
合は
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E（J）＝l’+
n−l−l’
m−l−l’
（１１）
V（J）＝
（n−l−l’）（（m−l’）2−2（m−l’）+n−l−l’）
（m−l’）2（m−l’−1）
（１２）
となる。両者の場合も項目内容についての検
討が必要である。
選択肢にカテゴリーが存在する場合
例えば日本史の問題でテスト項目が人名，
年号，歴史的事件等のカテゴリーに分かれて
おり，テスト問題の文脈よりカテゴリー間の
混同が起こらないと仮定できる場合があるか
もしれない。各カテゴリー間の混同は起こら
ないという仮定をおけば，カテゴリー数をC，
カテゴリーc内のテスト項目数をnc，対応す
る選択肢数をmc（ただしnc≦mc）として
n＝
C

c＝1
nc m＝
C

c＝1
mc
となり
E（J）＝
C

c＝1
nc
mc
V（J）＝
C

c＝1
nc（mc2−2mc+nc）
m 2c（mc−1）
を得る。無効項目や全員正解の項目の扱いは
カテゴリーごとに（９）～（１２）式の結果を
考慮すればよい。
考察
以上が「選択肢つき穴埋め問題」の基本特
性である。「選択肢つき穴埋め問題」形式を
採用するテスト作成者は，最小限（５）（６）
の性質を理解しているべきであろう。例えば
（５）によりこのテスト形式は事実上 n／m 点
の「ゲタ」を履かせることになるのを知るべ
きである。
仮説検定 解答者はランダムに解答している
という帰無仮説を検定するためには（４）式
を直接評価して正答数がいくつ以上あれば，
棄却域に入るかを計算すればよい。正答数は
０以上の整数値をとるので m，n が与えられ
た時の臨界値 Jmnを表１に示す。
その他の性質は n＝m か n≠m でかなり異
なるので別々に議論する。
n ＝ m の場合
この場合は，Montmort の出会い問題（problme
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des rencontres）と呼ばれる古典的確率問題
（Feller，１９６８，Pp．１００－１０９；Rosen，１９９９，
p．１１２）に一致し，
Pmn（j）＝
１
j！
n− j

k＝0
（−1）k
k！
となり，n が大きい時はこの式は Pmm（j）＝
e－１／j！で近似できる（この分布はポワソン
分布に類似している）。また驚くべきことに
n の大きさにかかわらず E（J）＝１，V（J）＝
１となる。すなわちランダム回答者の平均得
点，分散はテスト項目数にかかわらず１とな
る。従って，ある受験者の総得点から１を引
いたものを「実力で答えた」補正得点とみな
すことができる。また，受験者が n 項目の
内 n’項目を「実力」で正解し n−n’項目をラ
ンダムに答えた場合も総得点から１を減じて
「実力で答えた」補正得点を得る。n’は未知
でもかまわない。尚補正について池田（１９７７）
は最尤推定量についての考察から特に必要な
いという結論を得ている。
解答者の戦略 「選択肢つき穴埋め問題」で
解答できないテスト項目があるとき解答者が
よく用いる方略はそのようなテスト項目に同
一の選択肢を入れるというものであろう。そ
こで「解答できない穴に同じ選択肢を入れて
手堅く１点を獲得する」という戦略（以下，
同一戦略と呼ぶ）と「解答できない穴にラン
ダムに選択肢を入れる」という戦略（以下ラ
ンダム戦略と呼ぶ）を比較してみる（多肢選
択問題での回答戦略についてはBereby‐
Meyer，Meyer，& Flascher（２００２），Bereby‐
Meyer，Meyer，& Budescu（２００３）の 研 究
がある）。（５）（６）でわかるように，期待値
は１で同じ，分散は前者は０後者は１となる
（表２）。前者はローリスク，後者はハイリス
クな戦略と言えようが，期待値は同じである
ので，出題者の立場から言えば，同じ選択肢
を複数使用する戦略を禁止する強い理由はな
いと考えられよう。
m ≧ n の場合
（５）（６）より m が大きくなるにつれて正
答数の平均値，分散とも０に収束することが
わかる。すなわち distractor が増えて m が
表２ 二 つ の 戦 略 と ， 平 均 ， 分 散 ， 範 囲
n＝m m>_n
同一戦略 平均 １ n／m
分散 ０ nm２（m-n）小
範囲 １ ０から１
ランダム戦略 平均 １ n／m
分散 １ n（m
２－２m+n）
m２（m－１） 大
範囲 ０からn ０からn
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大きくなるにつれて，まぐれ当たりが減少し，
また分散も減ることになる。当然の結果とも
言えようが，まぐれ当たり数とdistractor 数
の厳密な関係を与える点で意味ある知見であ
ろう。
n＝ m の場合と同様に，受験者の総得点か
ら n/m を引いたものを「実力で答えた」補
正得点とみなすことができる（ただし池田
（１９７７）の議論も参照されたい）。また，受験
者が n 項目の内 n’項目を「実力」で正解し
n−n’項目をランダムに答えた場合は総得点
から（n−n’）/（m−n’）を減じて「実力で答え
た」補正得点を得ることが出来る。もちろん
n’は通常未知であるから，n＝m の場合と異
なりこの補正には使用上の限界がある。
解答者の戦略 同一戦略（同じ選択肢をすべ
てのテスト項目に入れる）のときの得点期待
値を J’とすると
E（J’）＝1×n/m+0×（m−n）/m＝n/m
V（J’）＝n/m×（1−n/m）2+（m−n）/m
×（0−n/m）2＝
n
m 2
（m−n）
（１３）
となる。（６）と上記の分散との比を取ると
V（J’）/V（J）＝｛
n
m 2
（m−n）｝/｛
n（m 2−2m+n）
m２（m−１）
｝
＝1+
m（1−n）
m 2−2m+n
<1
となるので，V（J’）の方が小さいことがわか
る。従って同一戦略とランダム戦略の比較を
すると，n＝m の場合と同様に前者はローリ
スク，後者はハイリスクな戦略と言えるだろ
う（ちなみに n＝m の場合この比は０にな
る）。期待値は両戦略とも同じなので，出題
者の立場から言えば，n＝m の場合と同様に
同一選択肢を複数使用する戦略を禁止する強
い理由はないと考えられよう。
n ＝ m と m ≧ n での戦略の比較
他の条件がすべて同じ場合，m ≧ n の場
合のほうが n ＝ m の場合より，ランダム戦
略をとる被験者が相対的に多くなると予想さ
れる。二つの理由が挙げられる。
第一の理由は確実性効果である。確実性効
果（Kahneman and Tversky，１９７９）とは，
期待値が同じであってもより確実な結果をも
たらす選択肢を被験者は選好するという現象
である。
n ＝ m の場合は同一戦略は必ず１点を獲
得し，ランダム戦略の得点は０から n まで
分布する（ n－１点は除く）。ただし両者の
得点期待値は１となり同一である。一方，m
≧ n の場合は，両戦略の得点期待値はやは
り共に n／m だが，同一戦略の得点が０にな
る可能性がある（表２参照）。従って確実性
効果を信じるならば，確実な１点が保障され
るn＝mの場合の同一戦略選択者は，m ≧ n
の場合の同一戦略選択者より多くなると予想
できる。言いかえると，m ≧ n の場合のほ
うがランダム戦略選択者が増加することにな
るであろう。
第二の理由は，得点の範囲と分散の関係か
ら見て取れるように，ランダム戦略選択者に
は最高得点獲得の可能性が存在するのに対し
て，同一戦略選択者には最高１点の可能性し
かないことである。このために高リスク愛好
者はもとより低リスク愛好者も，ランダム戦
略を選択する可能性が高まると思われる。
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もちろんどのような戦略を用いるかは，被
験者が確実に正解したと信じる項目数（被験
者の自己評価による正答数）によっても変化
することになる。
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付録
証明１
Pmn（j）＝
n

t＝max（２n−m，j）
Pmn（j ,t）＝
n

t＝max（２n−m，j）
（nCt×m−nCn−t）/mCn×
tCjF（n−j，t−j）
n！
であるとき
E（J）＝nm， V（J）＝
n（m2−2m+n）
m2（m−1）
を証明する。正答数 jについての確率母関数Gmn（x）は
Gmn（x）＝
n

j＝０
xj
n

t＝max（２n−m，j）
Pmn（j ,t）＝
n

t＝max（２n−m，0）
t

j＝０
xjPmn（j , t）
と書ける。すると
Gmn（x）＝
n

t＝max（２n−m，0）
nCt m−nCn−t
mCn
t

j＝０
xj
1
n！
tCj×F（n− j，t−j）
＝
n

t＝max（２n−m，0）
nCt m−nCn−t
mCn
t

j＝０
xj
1
n！
tCj×



t−j

k＝０
t−jCk（n−j−k）！（−1）k



＝
n

t＝max（２n−m，0）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
t

j＝０



t−j

k＝０
xj（n−j−k）！（−1）k
（t−j−k）！j！k！



となる。ここで
t

j＝０



t−j

k＝０
xj（n−j−k）！（−1）k
（t−j−k）！j！k！



の部分を簡略化する。
t

j＝０
t−j

k＝０
xj（n−j−k）！（−1）k
（t−j−k）！j！k！
＝
x0（n−0−0）！（−1）0
（t−0−0）！0！0！
+
x0（n−0−1）！（−1）1
（t−0−1）！0！1！
+
x0（n−0−2）！（−1）２
（t−0−2）！0！2！
+
x0（n−0−3）！（−1）3
（t−0−3）！0！3！
+ … +
x0（n−0−t）！（−1）t
（t−0−t）！0！t！
+
x1（n−1−0）！（−1）0
（t−1−0）！1！0！
+
x1（n−1−1）！（−1）1
（t−1−1）！1！1！
+
x1（n−1−2）！（−1）2
（t−1−2）！1！2！
+
x1（n−1−3）！（−1）３
（t−1−3）！1！3！
+ … +
x１（n−1−（t−1））！（−1）（t−1）
（t−1−（t−1））！1！（t−1）！
+
x２（n−2−0）！（−1）０
（t−2−0）！2！0！
+
x２（n−2−1）！（−1）１
（t−2−1）！2！1！
+
x２（n−2−2）！（−1）２
（t−2−2）！2！2！
+
x２（n−2−3）！（−1）３
（t−2−3）！2！3！
+ … +
x２（n−2−（t−2））！（−1）（t−２）
（t−2−（t−2））！2！（t−2）！
…
+
xt−２｛n−（t−2）−0｝！（−1）０
｛t−（t−2）−0｝！（t−2）！0！
+
xt−２｛n−（t−2）−1｝！（−1）１
｛t−（t−2）−1｝！（t−2）！1！
+
xt−２｛n−（t−2）−2｝！（−1）２
｛t−（t−2）−2｝！（t−2）！2！
+
xt−１｛n−（t−1）−0｝！（−1）０
｛t−（t−1）−0｝！（t−1）！0！
+
xt−１｛n−（t−1）−1｝！（−1）１
｛t−（t−1）−1｝！（t−1）！1！
+
xt（n−t−0）！（−1）０
（t−t−0）！t！0！
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左下がりの斜め方向に注目して並べ替えると
＝
x０（n−0−0）！（−1）０
（t−0−0）！0！0！
+
x０（n−0−1）！（−1）１
（t−0−1）！0！1！
+
x１（n−1−0）！（−1）０
（t−1−0）！1！0！
+
x０（n−0−2）！（−1）２
（t−0−2）！0！2！
+
x１（n−1−1）！（−1）１
（t−1−1）！1！1！
+
x２（n−2−0）！（−1）０
（t−2−0）！2！0！
…
+
x０（n−0−t）！（−1）t
（t−0−t）！0！t！
+
x１（n−1−（t−1））！（−1）（t−1）
（t−1−（t−1））！1！（t−1）！
+…+
x t−2｛n−（t−2）−2｝！（−1）２
（t−（t−2）−2｝！（t−2）！2！
+
x t−１｛n−（t−1）−1｝！（−1）１
（t−（t−1）−1｝！（t−1）！1！
+
x t（n−t−0）！（−1）０
（t−t−0）！t！0！
＝
（n−0）！
（t−0）！0！
x０（−1）0 0C0
+
（n−1）！
（t−1）！1！
｛x０（−1）１１C0+x１（−1）０１C１｝
+
（n−2）！
（t−2）！2！
｛x０（−1）２２C0+x１（−1）１２C１+x２（−1）０２C２｝
…
+
（n−t）！
（t−t）！t！
｛x０（−1）t tC0+x１（−1）t−１ tC１+…+x t−２（−1）２ tCt−２+x t−１（−1）１ tCt−１+x t（−1）０ tCt｝
＝
t

j＝０
（n−j）！
（t−j）！
（x−1）j
j！
を得る。この結果を元の式に代入すると
Gmn（x）＝
n

t＝max（２n−m，0）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
t

j＝０
（n−j）！
（t−j）！
（x−1）j
j！
を得る。これを一回微分すると
G’mn（x）＝
n

t＝max（２n−m，0）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
t

j＝０
（n−j）！
（t−j）！
j（x−1）j−1
j！
x＝１とすると
E（J）＝
n

t＝max（２n−m，1）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
（n−１）！
（t−１）！
＝
1
mCn
n

t＝max（２n−m，1）
n−1Ct−1×m−nCn−t＝
1
mCn
n

t＝max（２n−m，1）
n−1Ct−1×m−nC（n−1）−（t−1）
一般に
k
rCk sCn−k＝r+sCn なので（Knuth，１９７３，訳書 p．５９，２１式。ただし kの変域は組み合わせ公式が定義可能な範囲と
する。ちなみに本導出の場合 n－１≧t－１≧０∧m−n≧n−t≧０が満たされなければならないので，n≧t∧t≧１∧t≧２n−m
となり，総和の変域が説明できる），
＝
１
mCn
m−１Cn−１＝
（m−n）！n！
m！
（m−1）！
（m−n）！（n−1）！
＝
n
m
を得る。
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二回微分すると
G''mn（x）＝
n

t=max（2n−m，2）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
t

j＝０
（n−j）！
（t−j）！
j（j−1）（x−1）j−2
j！
x＝１を代入すると
E（J（J−1））＝
n

t＝max（2n−m，2）
n！
m！
｛（m−n）！｝2
｛（n−t）！｝2（m−2n+t）！
（n−2）！
（t−2）！
（tは２以上）
＝
１
mCn
n

t＝max（2n−m，2）
n−２Ct−２×m−nCn−t＝
１
mCn
n

t＝max（2n−m，2）
n−２Ct−２×m−nC（n−２）−（t−２）
一般に
k
rCk sCn−k＝r+sCn なので
＝
１
mCn
m−２Cn−２＝
（m−n）！n！
m！
（m−2）！
（m−n）！（n−2）！
＝
n（n−1）
m（m−1）
を得る。以上の結果より
E（J）＝
n
m
E（J（J−1））＝E（J 2）−E（J）＝
n（n−1）
m（m−1）
であるから
V（J）＝E（J 2）−E（J）2＝ n（m
2−2m+n）
m2（m−1）
を得る。
証明２
テスト項目数 n，選択肢数 m，無効項目数lという条件下で，解答候補集合内の n 選択肢の中に t 個のtargetが含まれる確
率 Pmnl（t）は，ランダムに選ばれた n 選択肢の中に，n−l 個の target 選択肢の中から選ばれたちょうど t 個のtargetが含まれ
る確率なので（n−lCt×m−n＋lCn−t）／mCnで与えら
れる。
解答候補集合内の n 選択肢の中に t 個のtarget が含まれる条件下でちょうど j 項目が正解になる条件付確率Pmnl（j|t）（ただ
しt≧j）を求める。まず，t 個の target の中からちょうど j 項目が正答となり，残りのn−j項目がすべて不正解となる順列数
は tCj F（n−j，t−j）となる。ここで F（n−j，t−j）は n−j 選択肢中にt−j 個の target が含まれる状況でランダムな並べ替えを行な
いすべて不正解になる順列数である。求める確率は tCj F（n−j，t−j）をすべての可能な順列数 n！で割ったもの，すなわち
Pmnl（j|t）＝
tCjF（n−j，t−j）
n！
となる。以上より Pmnl（j|t）Pmnl（t）＝Pmnl（j，t）を用いて同時分布
Pmnl（j，t）＝（n−lCt×m−n+lCn−t）／mCn×
tCjF（n−j，t−j）
n！
を得る。ただし n−l≧t≧０かつ t≧j かつ t≧２n−２l−m でなければならない）
t≧２n−２l−m でなければならない理由は，distractor数 m−n＋l が小さい場合いくつかのターゲットが必ず解答候補集合に
含まれなければならないわけだが，その数が n−l−（m−（n−l））＝２n−２l−m となるからである。
周辺分布は
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Pmnl（j）＝
n−l

t＝max（2n−2l−m，j）
Pmnl（j，t）
で与えられる。正答数jについての確率母関数Gmnl（x）は
Gmnl（x）＝
n−l

j＝0
xj
n−l

t＝max（2n−2l−m，j）
Pmnl（j，t）＝
n−l

t＝max（2n−2l−m，0）
t

j＝0
xj Pmnl（j，t）
となる。N＝n−lとおけば明らかに
Gmnl（x）＝
N

t＝max（2N−m，0）
t

j＝0
xj Pmnl（j，t）＝GmN（x）
であるから，証明１の結果を用いて
E（J）＝
N
m
＝
n−l
m
V（J）＝E（（J）−E（J））2）＝
N（m2−2m+N）
m2（m−1）
＝
（n−l）（m2−2m+n−l）
m2（m−1）
を得る。
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