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Introduction
At the present time, there is a particularly attractive research area in approximation theory, namely, the theory and practice of wavelet decomposition of signals and functions. They are highly relevant to the foundations of numerical analysis, as one of the basic instruments for state-of-the-art numerical methods [9] , [16] , [13] , for example.
Their applications include the numerical solution of partial differential equations (PDEs), especially when Galerkin approaches are used [9] , [16] . In this application, bivariate splines, that is, finite elements in the language of PDE solvers, are important as well as particular properties of the generating functions, namely, small, compact support. In this paper we propose spline prewavelets of small support that can be useful for such practical use. The small support is closely related to the sparsity in the stiffness or mass matrices which come up in PDE applications.
We remark already at this point that there is a host of constructions of univariate prewavelets and wavelets which may be generalized in a simple way by tensor production methods to multiple dimensions. We avoid this approach because it usually leads to much larger support sizes than required (in some highly complicated situations, however, such as wavelets on irregular bounded domains, local tensor product constructions of continuous wavelets are very suitable, see, e.g., [9] ). After all, we are aiming at small supports in this work. This is true both for spline constructions and, for example, for Daubechies wavelets [13] ; in this paper we focus on spline (pre)wavelets.
Apart from the aforementioned univariate constructions, there are several multivariate spline constructions. Especially for continuous wavelets on nonuniform meshes, there are many papers for one and more dimensional constructions [3] , [12] , [17] , [27] . There are also very general approaches to prewavelets in [1] , for instance, or see the related paper [24] , while we wish to get very explicit constructions in this paper. Nonetheless, our construction is based on the basic ideas for generating prewavelets as in [1] .
Several other quite explicit constructions in the literature use C 1 hierarchical bases [11] , [15] , [25] , and there are other constructions of splines and hierarchical bases either on the four-directional mesh [7] , [8] , [19] or on the so-called Fraeijs de Veubeke-Sander (FVS) triangulations [5] , [18] , [20] , [26] . By contrast, continuously differentiable spline-based prewavelets on R d for more than one dimension (d ≥ 2) are available only as tensor product or box spline constructions. The box spline constructions suffer from the problem that the stable constructions generate a spline space which does not contain all polynomials of corresponding degree in two dimensions (see, e.g., [2] ) and that box splines on the four-directional mesh are no longer stable (see, e.g., [10] , [7] ). By contrast, our subsequent construction is based on stable piecewise cubic bases which generate all cubic bivariate polynomials. Therefore, they give prewavelets orthogonal to all cubic polynomials and possess so-called vanishing moments [12] of component degree at most three. Also, they are on the four-directional mesh which provides more symmetry than Cubic Spline Prewavelets on the Four-Directional Mesh OF3 the three-directional mesh which has an undesirable bias. This is the reason why, for instance, the famous Zwart-Powell element [22] , [28] , that is a quadratic piecewise polynomial on the four-directional mesh, is so popular. To remind the reader of the concepts of three-and four-directional meshes, we recall that the latter is the triangulation of R 2 generated by the four families of parallel lines
, while the former comes from leaving out the x 1 + x 2 = k lines in the construction.
In order to introduce prewavelets formally in this paper, we have to recall the definition of a multiresolution analysis (MRA).This is always an infinite nested sequence of closed subspaces
that satisfy the following three fundamental properties:
(but see [1] for conditions under which (ii) is redundant); and (iii) there is a Riesz basis {ϕ i : i ∈ I } of V 0 , i.e.,
where I is a countable index set, the coefficients of the spanning functions are always square-summable as indicated by the subscript, and there exist positive and finite constants K 1 > 0 and K 2 < ∞ such that, for all c ∈ 2 (I ),
Here we use the notation c = (c i ) i∈I ; the 2-norms conveniently denote the Euclidean norm on 2 
as is appropriate from the context. The above Riesz basis property is of particular importance with respect to the stability of the computations of the coefficients of an expansion. Unless this property is provided, instabilities can occur through cancellations of coefficients of a function's expansion in the infinite basis.
It is usually advantageous to use the so-called shift-invariant spaces V j so long as this is possible; the spaces generated in the above MRA are usually called shiftinvariant as soon as, if an element f is contained in them, then any shift by an integer times 2 − j , depending on the index of V j , is as well. If the space originates from just one function that is translated, i.e., for instance, V 0 is spanned by ϕ and its multi-integer shifts, then it is called a principal shift-invariant (PSI) space. If several (finitely many) functions are used and translated to span the space, then the latter is called a finitely generated shift-invariant (FSI) space. de Boor, DeVore, and Ron have analyzed PSI and FSI spaces in a series of papers, not only in the wavelet or prewavelet context, of which [1] is just one. Throughout this paper, we shall be dealing with FSI spaces. (See, however, Remark 4.5.) To begin with, our construction relies on a very explicit computation of the generators of the FSI spaces V 0 and V 1 which will be the theme of the next section.
Before we begin with this, however, we observe that the properties (i)-(iii) of MRA have many fundamental consequences. One of them is that we can find a collection of square-integrable functions named prewavelets in V 1 \{0}, which are orthogonal to V 0 , call the set of prewavelets , whose translates span a space W = V 1 V 0 . In other words, V 1 is the direct and orthogonal sum of V 0 and the space W , for which W = V 1 V 0 is a short notation. In principle, all functions of W and, indeed, the aforementioned spanning set, can be found by computing the error of a least-squares projection of all elements from V 1 onto V 0 , i.e., the element of V 1 minus its projection onto V 0 , and this is how we find our spanning set for W . Indeed, the whole construction relies on finding a suitable set of generating functions (in the event, they are differentiable cubic splines of small support) in V 1 whose projection is then computed to form the prewavelets. Given that V 1 and V 0 are FSI spaces in our context (their generators are specified later on), W will be an FSI space too.
The most important consequence of the properties of MRA and the properties of W is that we obtain the infinite decomposition
Here W j denotes W with the functions scaled by 2 j , see, for instance, [16] , [1] , or many other standard works on wavelets or prewavelets.
In summary, we have the desired decomposition of the whole of L 2 (R d ), because the W j are mutually orthogonal which follows from a standard argument, using the fact that the prewavelets ψ are orthogonal to V 0 and from (i). The prewavelets are called wavelets if their translates on the same scale are also mutually orthonormal. We will not perform the final orthogonalization step in this paper here and rely on prewavelets instead, because compact support for spline prewavelets is usually lost when they are orthogonalized to become wavelets. A general construction of prewavelets from shift-invariant spaces is to be found in [1] .
The goal is to obtain an explicit construction of prewavelets spanned by a finite linear combination of splines from V 0 and V 1 with rational coefficients which enables us to get prewavelets with small support. Moreover, we will use piecewise cubic splines and construct prewavelets as opposed to wavelets. We note that not all piecewise polynomial spaces in more than one dimension are able to provide MRA and are indeed refinable. The construction in this paper provides this property, as does, for example, the construction of splines in two dimensions with the famous Powell-Sabin split [23] .
The discovery of biorthogonal dual functions with especially small support is very relevant to our construction because it facilitates the computation of the aforementioned projections (see a similar approach to computing continuous prewavelets in [27] , [12] ), as is a general finite-element basis for the four-directional mesh with which we shall begin. To start with, we have a notation for the mesh generated by the four directions and for the spline space thereon: Let denote the four-directional mesh as defined in the Introduction above, and let S 1 3 ( ) be the space of all square integrable C 1 cubic splines with respect to ,
where 3 denotes the space of bivariate polynomials of total degree at most three. This is our V 0 in the notation for MRA above. Both V 0 and V 1 will play the dominant rôles in our construction, because they are needed to find the prewavelets, while all other V j and W j are found trivially by dilation.
Bases for S
1 3 ( )
Finite-Element Basis
Since is a special case of the FVS triangulation (quadrangulation with both diagonals added to each quadrilateral), we start by describing the classical finiteelement basis for it [18] , [26] (see also [5] , [19] ). To this end, consider the set of nodal functionals on
where D x 1 , D x 2 denote the derivatives in x 1 and x 2 , respectively. The finite-element basis functions s i,k ∈ S 1 3 ( ), i = 1,...,5, k ∈ Z 2 , are required to give the duality condition
By the well-posedness of the corresponding finite-element interpolation scheme, it follows that The uniformity and symmetry of the triangulation imply that all basis functions are integer translates of the five functions s i := s i,0 , i = 1,...,5,
Moreover, it is easy to see that
, and the functions s 1 , s 2 , s 4 possess the following symmetries:
Let us denote the set of all functions s i,k by B FE ,
By using the explicit dual basis (2.1) and the locality of the supports of s i,k (2.2), it is easy to show (see, e.g., Lemma 6.2 in [14] ) that B FE is a Riesz basis for S 1 3 ( ), i.e., for any square summable coefficient vector c, it is true that
where K 1 , K 2 > 0 are some finite absolute constants. In fact, this holds for all L p . Another important feature of the finite-element basis B FE is that it is locally linearly independent (LLI) with respect to the partition
i.e., for each k ∈ Z 2 , the set
is a basis for S 
Cubic Spline Prewavelets on the Four-Directional Mesh In what follows we will use the Bernstein-Bézier representations of the basis splines for S 1 3 ( ) introduced in [19] . Using the notation of [19] , we have the following relations:
s 4 . Figures 1 and 2 in [19] can be used to compute the Bernstein-Bézier coefficients of the finite element basis splines we will refer to in some calculations.
Modified Basis
We set
Using the Bernstein-Bézier representations of the functions s 1 ,...,s 5 , it is easy to see that the function
has a smaller support than s 2 , namely,
Similarly, the function
has a smaller support than s 3 , viz.,
and we have
Therefore, we want to construct a new Riesz basis for S 
, and
It is easy to see that the functions t 1 , t 2 , t ± 4 possess the following symmetries:
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the transformation from B FE to B and back can be done with the help of multiplication by band matrices, which implies that B is also a Riesz basis for S 1 3 ( ). It is easy to see that B is LLI and hence has the aforementioned support property with respect to the partition
Biorthogonal Dual Functions
Let the triangulation 1 2 be the refined four-directional mesh generated by the parallel lines
Obviously, the space S ) of C 1 cubics with respect to 1 2 contains all elements of S 1 3 ( ),
By scaling we obtain a finite-element Riesz basis for the space S 
),
which is LLI with respect to the partition
and has the support property with respect to it. We now want to construct a setB ⊂ S ) of biorthogonal dual functions (with respect to B), that we call
where
However, condition (3.1) does not determine the setB uniquely since the space S ) is much richer than S 1 3 ( ). Therefore, we assume thatt i,k have the same support and symmetry properties as t i,k to take up the extra degrees of freedom, i.e., 
3) In addition, to remove the still remaining degrees of freedom, we require that Theorem 3.1. There is a unique set of biorthogonal dual functionsB ={t i,k :
Proof. It is sufficient to establish the existence and uniqueness of the functions t 1 ,t 2 ,t 2 . Moreover, by symmetry (3.5), we conclude thatt 1 has the following form: s 1,(1,0) + s 1,(0,1) + s 1,(−1,0) + s 1,(0,−1) ) s 1,(1,1) + s 1,(−1,1) + s 1,(1,−1 with some real coefficients a 1 ,...,a 7 . Due to the symmetry oft 1 , (3.1) is equivalent to the following six conditions:
We note that the symmetry ensures that all other orthogonality conditions are satisfied, e.g., t 1 , t 4 =0, since the integrand is odd in x 1 . By considering the Bernstein-Bézier coefficients of the finite-element basis functions s i,k it is not difficult to see thatt 1 satisfies (3.6) if and only if a 3 /4 + a 5 /24 + a 7 /6 = 0. This gives us a total of seven equations to determine the seven coefficients a 1 ,..., a 7 . Using Matlab we find that this system of linear equations has a unique solution
Similarly, we have by symmetry assumptions and the support property of 1) ).
By considering the Bernstein-Bézier coefficients of the basis functions s i,k ,wesee thatt 2 satisfies (3.2) if and only if
Nontrivial biorthogonality conditions are
Again, a computation with Matlab finds that the resulting system of ten equations with ten unknowns is nonsingular, and the b i 's are given by 
Similar considerations show thatt
) with the property supps 4 ⊆ supp s 4 such thats 4 satisfy the biorthogonality conditions with respect to a basis for S 
is a Riesz basis for the space S ).
Proof. In view of the transformation formulas between B and B FE (see Subsection 2.2), it suffices to show that
is a Riesz basis for S ). Let
We have 
(3.10)
We now replace some of these basis functions with splines inB and consider the following set of splines of the same cardinality 115,
(3.11)
We claim that this set is also a basis for S where I n denotes the n × n identity matrix, O is a zero matrix, B i sa3 9× 76 matrix, and 2 + m, m ∈ 2Z 2 , we get the inequality
where C 1 , C 2 > 0 are the Riesz constants of the (finite) basis (3.11). (Obviously, C 1 and C 2 are independent of m.) Thus,
and the proof is complete.
Prewavelets
Let, for all i = 1,...,5, k ∈ Z 2 \Z i ,
Note that, due to the local support of the functions t i,k andt j, , the above sums have only a finite number (at most 39, in fact) of nonzero terms. Consequently, the support of each function ψ i,k is contained in a square of sidelength four. By using the biorthogonality conditions it is easy to see that the functions ψ i,k are orthogonal to the basis splines of B and, therefore, they lie in the prewavelet space
Moreover,
), by Theorem 3.3 there exists a unique representation with square summable coefficients. Since the basis functions have local support, we compute the scalar products s, t j, =0 termwise and get
which implies
Lemma 4.1. The functions (4.1) form a Riesz basis for W 1 .
By Theorem 3.3 we immediately get the lower estimate
where C 1 > 0 is the absolute constant from (3.12). On the other hand, since at most 115 scalar products t i,k (2·), t j, are nonzero for fixed j, , and at most 39 of them are nonzero for fixed i, k, we have, by a standard argument, Finally, we note that our prewavelets ψ i,k can be obtained as translates of a finite subset of them. Indeed, by (2.6), it is easy to see that We note, however, that (4.1) is the closed form (where everything is known once the inner products are computed) to be used in practical applications due to its simplicity (and the inner products are computed once and for all).
Remark 4.3. Stability in Sobolev spaces H s : It can be shown by a standard argument (see, e.g., [12] ) that the prewavelets (4.2) form a stable basis of the Sobolev spaces H s for all − Remark 4.4. Prewavelets on bounded domains in R 2 : The above construction can be employed to construct prewavelets on bounded domains due to their own local support and the explicit construction we use. This is also not possible when box spline constructions are used where always the whole domain R 2 has to be incorporated.
