Abstract-This paper proposes a distributed discrete-time algorithm to solve an additive cost optimization problem over undirected deterministic or time-varying graphs. Different from most previous methods that require to exchange exact states between nodes, each node in our algorithm needs only the sign of the relative state between its neighbors, which is clearly one bit of information. Our analysis is based on optimization theory rather than Lyapunov theory or algebraic graph theory. The latter is commonly used in existing literature, especially in the continuous-time algorithm design, and is difficult to apply in our case. Besides, an optimization-theory-based analysis may make our results more extendible. In particular, our convergence proofs are based on the convergences of the subgradient method and the stochastic subgradient method. Moreover, the convergence rate of our algorithm can vary from O(1/ ln(k)) to O(1/ √ k), depending on the choice of the stepsize. A quantile regression problem is included to illustrate the performance of our algorithm using simulations.
I. INTRODUCTION
In recent years, there has been an increasing interest in distributed optimization problems for multi-agent systems. Distributed optimization requires all agents to cooperatively minimize a sum of local objective functions over a graph. Each agent only knows its local objective function and thus must exchange information with its neighbors to eventually compute the optimal value. Among the motivating examples for distributed computation are the AUV formation control [1] , large scale machine learning [2] , and the distributed quantile regression over sensor networks [3] .
Many existing algorithms (see [3] - [7] and the references therein) to solve this problem are generally comprised of two parts. One is to drive all agents to consensus, the other is to push the consensus value to an optimal point of the original optimization problem. For the latter part, subgradient-based algorithms have been widely used. For the former consensus part, most methods require each agent to access the state values of its neighbors at each time, either exactly [6] , [7] or in a quantized form [5] . However, in some situations an agent may only roughly know relative state measurements between its neighbors. For example, consider the case of several robots working in a horizontal line, when each one can only tell whether a neighbor is on its left or right *This work was supported by the National Natural Science Foundation of China (61722308), and Tsinghua University Initiative Scientific Research Program.
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by sonar but not a neighbor's accurate position. Thus, the information accessible is one of only one bit. Note that this is different from the quantized setting in [5] , which studied the effects of exchanging a quantized rather than an exact state between neighbors. Therefore, most algorithms available in the literature, particularly the ones in the references cited above, cannot handle the case of one bit information.
Designing an algorithm using one bit of information often involves nonlinear systems analysis, which is essentially different from the commonly applied graph Laplacian theory in the aforementioned works. There are, however, some exceptions [8] - [10] . In [8] the author designed a consensus algorithm using only sign information of the relative state. A similar algorithm was also proposed in [9] to compute a sample median. The algorithm in [10] is the closest to the one in this paper (Protocol (P1)) except that it is a continuoustime algorithm, which adopts a completely different analysis method than ours. We will return to this point, and discuss more extensively later.
In fact, all the aforementioned works that use one bit of information focused on continuous-time algorithms. However, a discrete-time algorithm is worth studying, because many distributed optimization applications involve communication between agents and control of agents, which are typically discrete in nature. Besides, a discrete-time algorithm is easier to implement. What is more, a continuous-time algorithm cannot be extended to the discrete-time case that easily, since the method used to analyze a continuous-time algorithm in the above works is often the Lyapunov theory. We know that some general stepsize rules (e.g. constant, diminishing) in discrete-time gradient-based algorithms cannot guarantee the nonincreasingness of a latent Lyapunov function, and some special stepsize rules (e.g. line minimization rule) often fail to meet the requirement of distributed computation, which renders the Lyapunov analysis difficult to extend to the discrete-time case. Therefore, an alternative method is urgently needed, which is what this paper does.
More precisely, we propose in this paper a distributed optimization algorithm using only one bit of information (see Protocol (P1)). Different from most of the previous works, our analysis is based on optimization theory rather than algebraic graph theory or Lyapunov theory. There are two underlying advantages of this. First, compared to many existing approaches which first propose an algorithm then find a Lyapunov function to prove its convergence, the intuition behind our algorithm appears to be more natural and reasonable, as it aims to minimizing an augmented objective function. Second, a wealth of research in convex optimization theory ensures our algorithm more easily extensible to more general cases. For example, our algorithm over time-varying random graphs is a direct extension of that over deterministic graphs.
The rest of the paper is organized as follows. Section II provides some preliminaries and introduces the distributed optimization problem. In Section III, we present our discretetime distributed optimization algorithm using one bit of information. Section IV includes our main results on convergence and convergence rate of the algorithm. We then propose a modified algorithm to solve the problem over a gossip-like time-varying graph in Section V. Finally, in section VI, we introduce the distributed quantile regression problem, and run several simulations to solve it using our methods.
Notation: We use a, a, A and A to denote a scalar, vector, matrix and set, respectively. a T and A T denote the transposes of a and A, respectively. R denotes the set of real numbers and R n denotes the set of all n-dimensional real vectors. 1 denotes the vector with all ones, the dimension of which depends on the context. We define
Almost all superscripts are used to represent sequence indices, i.e., x k means the value of x at time k.
II. PROBLEM FORMULATION This section introduces some basic graph-theoretic notions, and presents the distributed optimization problem addressed in this paper.
A. Graph Theory
A graph can be represented as G = (V, E), where V = {1, ..., n} is the set of nodes and E ⊆ V × V is the set of edges. We call the set N i = {j ∈ V|(i, j) ∈ E} as the set of neighbors of node i.
Let A = [a ij ] be the weighted adjacency matrix of G with nonnegative elements a ij . We have a ij > 0 if and only if there exists an edge connecting nodes i and j. If a ij = a ji for all i, j ∈ V, we call the graph undirected. This paper focuses only on undirected graphs.
A path in a graph is a sequence of consecutive edges. We say a graph is connected if there exists a path between any pair of nodes. We now introduce an important concept called k-connected graph.
Definition 1 (k-connected graph): A connected graph is k-connected (k ≥ 1) if it remains connected whenever fewer than k edges are removed.
Clearly each node of a k-connected graph has at least k neighbors.
B. Distributed Optimization Problem
We are interested in solving the following problem over a network in a distributed manner:
where for each i, f i (x) is continuously convex but not necessarily differentiable, and is only known by node i. We use f to denote the optimal value inf x∈R f (x) and let X = arg inf x∈R f (x) be the set of optimal points. In this paper we only consider the case of x being a scalar for convenience, but all our results easily extend to the vector case. We will show this in Example 2 in Section VI.
We first make a common assumption. Assumption 1: The optimal points set X of problem (1) is not empty.
III. DISTRIBUTED OPTIMIZATION ALGORITHM

A. Distributed Optimization Protocol
Our distributed protocol to solve (1) over a deterministic network is given as follows. For all i ∈ V,
where x k i is the state of node i at time k, λ is a positive scalar, ρ k is the stepsize at iteration k, and N i is the set of neighbors of node i. With a slight abuse of notation,
If
is precisely the gradient. We will discuss how to choose λ and ρ k later, and study the convergence performance in the next section.
Our protocol is similar to the continuous-time algorithm in [10] . However, its extension to the discrete-time case is far from being straightforward as clarified in Section I. In fact, the discrete-time case requires a completely different analysis method from that of [10] .
Compared with the well-known decentralized gradient descent algorithm
in [4] and [11] , our protocol differs mainly in using sgn(
One possible benefit is that here each node needs only one bit of information, which is efficient when the capability of the communication channel is limited. Moreover, sometimes the sgn(x k j −x k i ) is the only available information at each time as described in Section I, and therefore algorithm (3) would not be applicable in such cases.
Remark 1: Protocol (P1) can also work with little modification when x is a vector. In fact, we just need to apply sgn(·) to x k j − x k i element-wise, and all our results will still hold with only some minor changes.
In many situations the graph may be time-varying. For example, the well-known gossip protocol can be modeled as a time-varying graph where at each time only a pair of nodes can communicate. In multi-agent networks, whether there is communication between two agents or not may depend on the distance between them, and hence is also timevarying. The distributed optimization protocol over timevarying graphs will be discussed in Section V.
B. Penalty Method Interpretation of the Protocol (P1)
Before we formally prove the convergence of our protocol in the next section, we explain in this subsection its validity via the penalty method.
Notice that problem (1) can be equally reformulated as the following form:
T . It is easy to see that the optimal value of problem (4) is also f , and the optimal points set is {x 1|x ∈ X }.
To solve (4) distributedly over a multi-agent network, we first model the network as a graph G. More specifically, we regard each agent as a node, and two nodes are joined by an edge if and only if these two agents can communicate with each other. Then, we will show that Protocol (P1) is exactly the iteration of the subgradient method to solve the following unconstrained convex optimization problem:
where
and a ij is the weight of edge (i, j). This problem can be viewed as a penalized version of problem (4) . If the graph is connected, then the penalty function h(x) attains its minimum 0 if and only if the constraints of problem (4) are satisfied. Now we show that Protocol (P1) is just the subgradient iteration of problem (5) . Recall that sgn(x) is a subgradient of |x| for any x ∈ R. Therefore, it follows from (6) that a subgradient ∇h(
Similarly, a subgradient ∇g(
is given element-wise by
Hence, we get a subgradient off λ (x), i.e., ∇f λ (x) = [∇f λ (x) 1 , ..., ∇f λ (x) n ] and
Thus, the subgradient method for iterative solving (5) is
For each node, the update rule is just Protocol (P1).
From [12] , we know that the subgradient method will converge to an optimal point of problem (5) if ρ k satisfies some conditions. Generally speaking, the optimal points and value of problem (5) may not be the same as those of problem (1). However, we find that with an appropriately chosen finite λ, these two problems become equivalent. We will provide this result.
To this end, we make our second assumption. Assumption 2: ∇f i (x) is uniformly bounded for all i and x, i.e., there exists ac > 0 such that
(11) This assumption is often made to guarantee the convergence of a subgradient method, and will hold if {x k } can be restricted to a compact set [12] .
Under Assumption 2, ∇f λ (x) ∞ is also bounded for all x. Actually, it follows from (9) that
Now we are ready to present our main result of this subsection, showing that problems (1) and (5) are equivalent if λ is larger than some finite value, which does not depend on the specific form of the objective function.
Theorem 1: Let Assumptions 1 and 2 hold, and assume further that the graph of the n-agent network is k-connected and λ > λ = nc
wherec is given in Assumption 2 and a
min is the sum of the k smallest edges' weights. Then the optimal points set and optimal value of the penalized problem (5) arẽ X = {x 1|x ∈ X } and f respectively, where X = arg min x∈R f (x) and f = inf x∈R f (x).
Proof: See Theorem 1 in [13] . Theorem 1 provides a sufficient condition for the equivalence between problem (1) and (5). We can then focus only on problem (5) . Notice that this result is nontrivial even though the penalty method has been widely studied (c.f. [12] ). In fact, most research on it was restricted to obtain qualitative results or quantitative results of general optimization problems. For example, a well-known qualitative result is that the gap between the optimal value of the penalized problem and that of the original problem gets smaller as λ becomes larger, which indicates that λ may need to be infinity to eliminate the gap. Nonetheless, a too large λ may have a negative effect on the transient performance of the multi-agent system, which will be illustrated in Example 1 of Section VI. Furthermore, Proposition 1.5.2 in [12] states that if the penalty function h(x) is the distance from x to the optimal points set, then the equivalence between the original problem and the penalized problem is guaranteed when λ is greater than a finite value. This is not applicable in our problem since our penalty function h(x) does not have that form. Our result, however, gives an explicit lower bound of λ, which is tighter than similar bounds in [9] and [10] . What is more, our lower bound can in some cases be the greatest lower bound. For example, consider a ring-shaped graph with 4 nodes, where each node i has its local objective function f i (x) = |x − s i | and [s 1 , ..., s 4 ] = [10, 20, 30, 40] . Then from Theorem 1 we know the lower bound of λ is λ = 1. Meanwhile, one can find that consensus cannot be achieved under Protocol (P1) for any λ < 1, showing that λ is a tight lower bound. Another example will be shown in Example 1 of section VI.
A penalty method interpretation for algorithm (3) is also presented in [11] , where the penalty function turns out to be
and L is the graph Laplacian matrix. In contrast to our result, when using such a penalty function, a lower or upper bound for λ cannot be found to guarantee the equivalence between the two problems. Thus there may always exist a gap between the original problem and the penalized problem for any finite λ.
IV. CONVERGENCE AND CONVERGENCE RATE ANALYSIS
In this section we study the convergence performance of Protocol (P1) in Theorems 2 and 3. Particularly, Theorem 2 shows that if ρ k is diminishing, then all agents converge to the optimal point of the original problem under Protocol (P1). Theorem 3 then evaluates the convergence rate. We also mention some convergence behavior for a constant stepsize.
The following inequality is crucial in this section. Assume {x k } is generated by (10) . Then
where c is given in (12) . See [12] for a proof.
The following theorem proves the convergence of Protocol (P1) for a diminishing stepsize rule.
Theorem 2: Let the assumptions in Theorem 1 hold, and assume {x k } is generated by Protocol (P1). If ρ k satisfies
then for some x ∈ X ,
Proof: Recall that Protocol (P1) is the same as the iteration of the subgradient method of problem (5) . It follows from Proposition 3.2.6 in [12] that {x k } will finally converge to some optimal point of problem (5) . We have shown in Theorem 1 that the optimal points set of problem (5) is {x 1|x ∈ X }, and thus the result follows immediately.
The diminishing stepsize can guarantee the convergence of our protocol, but may lead to a slow convergence rate. Our next theorem evaluates the convergence rate when
To this end, we first define
Theorem 3: Let Assumptions 1 and 2 hold, and assume that λ >cn/a min and that {x k } is generated by Protocol (P1). If
wherec is defined in Assumption 2, x 0 is the initial point,
k is the mean of the elements of x k , a min is the smallest edge's weight,
, and
ln(k), α = 1. Proof: See Theorem 4 in [13] . The first inequality in (17) demonstrates the decreasing rate of the gap between f (x) at the mean of all agents' states and the optimal value f , while the second inequality illustrates that the 'variance' of all agents' states are reduced at a comparable rate. Thus, Theorem 3 reveals that the convergence rate for a diminishing stepsize varies from
, depending on the choice of ρ k . In some applications, a constant stepsize is more preferable, which guarantees a O(1/ √ k) convergence rate. Unfortunately, a constant stepsize can only make the agents converge to a neighborhood of the optimal point. See the arXiv paper [13] for more discussions on this point.
V. DISTRIBUTED OPTIMIZATION OVER TIME-VARYING GRAPHS
This section studies the distributed optimization problem over a time-varying graph. In particular, we focus on the behavior of the analogue of Protocol (P1) over the randomly activated graph, which is defined as follows:
Definition 2 (Randomly Activated Graph): A graph G k with an adjacency matrix A k ∈ R n×n is a randomly activated graph if for all i, j ∈ V, {a k ij } is an i.i.d. Bernoulli process with P(a
where P(X ) denotes the probability of an event X and 0 ≤ p ij ≤ 1, ∀i, j ∈ V. We call the matrix P = [p ij ] the probability matrix of G k . The randomly activated graph can model many network applications such as the gossip protocol in social networks and the random packet loss in communication networks. Note that this graph is different from the commonly used timevarying graph that assumes any two nodes are connected in any finite time interval (e.g. [6] , [7] ).
If the multi-agent network is randomly activated, a gossiplike protocol which is similar to Protocol (P1) is given:
Compared with (P1), this protocol differs in N k i and a k ij ,
i.e., the neighbors of each node change over time, and the weight of each edge is binary. As with Protocol (P1), Protocol (P2) is just the stochastic subgradient iteration of the following problem:
whereĥ
To see this, letting E(x) denote the expected value of a random variable x, we have E(a k ij ) = p ij , and thus a stochastic subgradient
is given element-wise by:
(21) which immediately leads to the result.
Since E{∇ sĥ (x)} = j p ij sgn(x i − x j ) is a subgradient ofĥ(x), it then follows from the following lemma that all agents can converge to an optimal point of problem (19) under Protocol (P2).
Lemma 1 (Convergence of Stochastic Subgradient Method): Consider the following problem
where w is a random variable and F (x, w) : R n × R → R is continuous and convex with respect to x for any w. Let X be its optimal points set and assume that X is not empty. If we use the following iterative method to solve this problem:
where g(x k , w k ) is bounded and satisfies the condition that
then, we have lim k→∞ x k = x for some x ∈ X almost surely.
Proof: See [14] with some minor modifications. The following theorem now captures the discussion and analysis above.
Theorem 4: Let Assumptions 1 and 2 hold, and let {x k } be generated by Protocol (P2). Assume that the graph of the n-agent network is k-connected, the sequence {ρ k } satisfies
and that λ > nc
where p
min denotes the sum of the k smallest nonzero elements of P defined in Definition 2. Then lim k→∞ x k = x 1 for some x ∈ X almost surely, where X is the optimal points set of problem (1) . Proof: We know from Theorem 1 that problem (19) has the same optimal points and optimal value as problem (1) . Moreover, Lemma 1 states that Protocol (P2) converges to an optimal point of problem (19) almost surely. Combining these two results completes the proof of the theorem.
Although the convergence under Protocol (P2) is guaranteed, the convergence rate may be slower than its analogue deterministic case. Besides, one may also observe a greater fluctuation in the transient stage, which is illustrated in Example 2 of Section VI.
VI. SIMULATIONS
In this section we will apply our algorithm to solve the quantile regression problem. Quantile regression is widely used in statistics and econometrics [3] , [15] . Suppose we observed n sample points (y 1 , s 1 ) , ..., (y n , s n ) where y i , s i ∈ R for all i ∈ {1, ..., n} (we only consider the scalar case here for convenience). Our objective is to find the α-th linear quantile regression estimator y = x α s. It is known from [15] that this problem can be formulated as the following convex optimization problem where its optimal point is the gain x α ∈ R:
where Q α (x) is defined by
Hence, a subgradient of f i (x) is
It is not difficult to see that this problem satisfies our Assumptions 1 and 2 withc = max i {αs i , (1 − α)s i }, and thus we can use our Protocols (P1) and (P2) to solve it. Now we will present two specific examples on this class of problems to demonstrate the effectiveness of our distributed algorithm and verify our previous conclusions.
A. Example 1: The Effect of λ.
The first example will show that our lower bound of λ in Theorem 1 can be tight in some situations. For simplicity, we assume s i = 1 for all i, and then problem (27) becomes finding the α-th quantile of {y 1 , ..., y n }. Here we set α = 0.5 (the median) and let {y 1 , ..., y n } = {4.45, 14.99, 24.28, 26.21, 44.24, 58.61, 68.78, 75.49}. Consider the 2-connected graph of Fig. 1(a) with 8 nodes and all weights of the edges 1. From Theorem 1 we know that λ must be greater than λ = nc 2·2 = 1 to make our Protocol (P1) converge to the median of the sample points. Now we set λ to be 0.95, 1.05 and 10 in three simulations, respectively, to see their different performances under Protocol (P1). We choose the stepsize in both simulations to be ρ k = 100 k+10 . The trajectories of all agents are shown in Fig. 1(b) . Fig 1(b) , all nodes cannot achieve consensus when λ is slightly smaller than λ (the above subgraph), while converge to the median when λ is larger than λ (the middle and the below subgraphs). Furthermore, we find that a larger λ results in a larger fluctuation of the transient stage. It then follows that we would better choose a smaller λ as long as it satisfies the condition of Theorem 1 (hence one closer to the lower bound).
B. Example 2: Linear Quantile Regression
In this example we run two simulations over a deterministic graph and a random activated graph. Both simulations calculate the 0.1-th, 0.5-th and 0.9-th quantile regression estimators simultaneously using 20 random generated sample points. The graph is ring-shaped (c.f. Fig. 1(a) ) with 20 nodes. The stepsize is diminishing. We choose some a i ∈ (0, 1] to be the weight of edge i of the deterministic graph for all i ∈ {1, ..., 20}, which is also the activation probability of edge i of the random activated graph. Fig. 2(a) illustrates the trajectories of the agents in the two simulations. We can see that all agents converge to the three quantile regression estimators (the black dash line) simultaneously in both experiments, indicating that our protocols could work with little modification when x is a vector. Besides, we find that the random activated graph case fluctuates slightly more heavily and have a slower convergence rate. Fig. 2(b) plots our 20 sample points and the three linear estimators with x α obtained in Fig. 2(a) for α = 0.1, 0.5 and 0.9, respectively, which shows that our protocol converges to the correct points.
VII. CONCLUSIONS
In this paper, we have proposed a distributed optimization algorithm using only one bit of information to solve the additive cost problem over a multi-agent network. The network is allowed to be deterministic or time-varying. For the former case, we first gave a penalty method interpretation of our algorithm, and then proved its convergence using optimization theory. Further, we showed that the convergence rate varies from O(1/ ln(k)) to O(1/ √ k) depending on the choice of the stepsize. For the latter case, we studied the performance of our algorithm over the so-called random activated graph, the convergence of which is also guaranteed. Finally, we applied our algorithm to solve a quantile regression problem, showing its effectiveness.
