連立線型方程式に対する定常反復解法の並列計算に関する一考察 (数値解析学の最前線 : 理論・方法・応用) by 藤原, 宏志
Title連立線型方程式に対する定常反復解法の並列計算に関する一考察 (数値解析学の最前線 : 理論・方法・応用)
Author(s)藤原, 宏志


























ためには,アルゴリズム (漸化式) のフロー依存の解析により結果の変化を招  \langle 並列化を禁止した
り,競合状態を生じないように排他制御や同期が必要となる場合があり,計算速度の低下を招き得
る.しかしながら科学技術数値計算として本来要求されるのは,結果の一貫性よりも,高速かつ
(理論に基  \langle )信頼性の高い計算結果である.
物理や工学現象に端を発する連立一次方程式を例にすると,その係数行列が狭義優対角や正定値
対称であることが多  \langle , この場合,例えば Gauss‐Seidel 法が収束する.これはメモリを効率的に
利用するスキームで大規模問題に適することはよ  \langle 知られているものの,計算順序が厳密に決めら
れており,逐次計算で収束する問題設定であってもその単純な並列化が収束するとは限らない.従
来は Gaussi‐Seidel 法の並列化のためにブロック Gauss‐Seidel 法,加速法を併用した非同期逐次
緩和 (asynchronous SOR) や,計算順の変更の検出と補正法等が研究されているが,従来の逐次計
算の理論と異なり,収束のための決定的な指針は著者の知る限り与えられていない.
そこで本研究では,競合状態を防ぐのではな  \langle , 動的な負荷分散での競合状態下の計算の信頼性
を論ずるための数理モデルを示す.ただし簡単のため,データ競合は生じないと仮定する1.
1 .並列処理において,共有リツースへのアクセスを含む処理が複数のタスク (スレッ ドやプロセス) で同時に実行され
ると,結果はそれらの実行I順序に依存して実行のたびに異なり,非決定的となる.これを競今状態 (race condition) とい
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を考える.ただし対角成分  a_{ii} はすべて Û でな  \langle , かつ解  ( 」 x_{*_{\dot{i}}}y_{*}, z_{*}) がただひとつ存在すると仮
定する.このとき Gauss‐Seidel 法は,初期値  (x_{0}, y_{0_{i}}z_{0}) を与えて
 x_{k+1}=(b_{1}-a_{12}y_{k}-a_{13}z_{k})/a_{11} , (2.1a)
 y_{k+1}=(b_{2}-a_{21}x_{k+1-}a_{23\sim k}\sim)/a_{22} , (2.1b)
 \sim\prime k+1\sim=(b_{3}-a_{31}x_{k+1-}a_{32}yk+1)/a_{33} (2.1c)
で列  \{\sim\} を生成するもので,適当な条件のもとで   karrow\infty のとき  (x_{*}, y_{*}, 2_{*}) に収束す
る.以下,本論文を通じて,添字んは反復の回数を表すものとする.
Gauss‐Sidel 法(2.1) は(2.1a), (2.1b), (2.1c) の順で実行するが,  (x_{k}, y_{k}, z_{k}) と  (X_{k+1,y_{k+1}} ,\tilde{z}k+1)
の出現を考えるとこれらを同時に保持する必要はな  \langle , 後者の各成分が求まるたびに前者の対応す
るメモリ領域 (変数) に上書きしてよい.したがってメモリを節約することができ,Jacobi 法など
に比べて大規模計算において大きな利点となる.  b の値を  a に代入することを記号  aarrow b で表す
ことにすると,(2.1) の実装としては次が自然である.
 xarrow(b_{1}-a_{12}y-a_{13}z)/a_{11} , (2.2a)
 yarrow(b_{2}-a_{21}x-a_{23}z)/a_{22} , (2.2b)
 zarrow(b_{3}-a_{31}x-a_{32}y)/a_{33} . (2.2c)
ただし (2.2a) , (2.2b) , (2.2c) はフロー依存をもっため,この順で実行しなければならない.
2.2 共有メモリ並列計算の実行過程
プログラム (2.2) を,メモリを共有する2つのスレッ ド Tl,  \Gamma 1^{J}2 で計算することを考える.ただ
し簡単のため,以下の条件での処理を考える.
 \bullet (2.2a), (2.2b) はそれぞれ Tl, T2で実行される.
 \bullet (2.2c) も  \Gamma I^{\ovalbox{\tt\small REJECT}}1 と T2のいずれか一方のみで実行される.
. 反復ごとに Tl, T2は同期する,すなわち (2.2c) の処理が終了してから次の反復の (2.2a) の
処理を始める.
これらの条件のもとでプログラム (2.2) が並列に実行される過程を調べる.以下,  Tl> T2などの
不等号は,メモリアクセスも含めたスレッドの処理速度の比較とする.
 -J方,複数のスレッドから,ある共有データに対するメモリアクセスが同時に発生し,かつ少な  \langle ともひとっが書き込
みであるとき,データ競合 (data race) が生じ得る [2]. 例えば,あるスレッドがある共有変数を更新中に,他のスレッド
がその変数を読み唱す場合が考えられる.データ競合の結果の状態は未定義と定められることが多い.
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並列計算過程1  (Tl=T2) . Tl, T2が同じ速度ならば,(2.2a) , (2.2b) は次の過程で処理される.
(1) Tl が  y(=y_{k}) を読み込む.
(2) T2が  x(=x_{k}) を読み込む.
(3) Tl が  \tilde{\sim\ovalbox{\tt\small REJECT}}(=\tilde{\sim\ovalbox{\tt\small REJECT}}
k) を読み込む.
(4) T2が  z(=z_{k}) を読み込む.
(5) Tl が(2.2a) の右辺を計算し,結果  (=x_{k+1}) を  x に書き込む.
(6)  \Gamma 7^{r}2 が(2.2b) の右辺を計算し,結果  (=y_{k+1}) を  y に書き込む.
残る (2.2c) が「 l'1 で計算されるならば,続けて次が実行される.
(7) Tl が  x(=x_{k+1}) を読み込む.
(8)  \Gamma 1^{-}1 が  y(=y_{l_{i_{-}}+1}) を読み込む.
(9) Tl が(2.2c) の右辺を計算し,結果 (  = 毎  +1 ) を  z に書き込む.
このうち (2) は,Gauss‐Seidel 法では反復で更新された  x_{k+1} をもちいる.一方ここでは,  x_{k+1}
を求める Tl における処理 (5) に先立って (2) が実行されることを想定しており,(2) では更新前
の  x_{k} をもちいることになる.したがってこの過程は Gauss‐Seidel 法と異なるものであり,(2.2c)
が同様のタイミングで T2で実行される場合も含めて次の漸化式で表される.
 \prime l1 :  x_{k+1}=(b_{1}-a_{12y_{k}-}a_{13}z_{k})/a_{11} ,
 r1' 2 :  yk+1=(b_{2}-a_{21}Xk-a_{23}z_{k})/a_{22},
 \prime J1 or T2 :  z_{k+1}=(b_{3}-a_{31}x_{k+1}-a_{33}y_{k+1})/a_{33}.
この過程を次の図で表す.ただし横軸に計算時刻の経過を,  \uparrow,  \downarrow は各スレッドのメモリアクセス
(読み込みもし  \langle は書き込み) を表すものとする.
さて並列計算過程を表す漸化式の右辺における  x_{k},  x_{k.+1} などの出現を考えると,上述の条件の
ものとで起り得るのは過程1に加えて以下の8つの場合である.
並列計算過程2  (Tl>T2).
 T ı :  x_{k\cdot+1}=  (b_{1} -- a_{12y_{k}} - a_{13\sim k}^{\sim})/a_{11},
 \prime 1^{1}2 :  yk+{\imath}=(b_{2}-a_{21}x_{k}-a_{23\sim k}\sim)fa_{22},




並列計算過程3 (Tl  >\Gamma I' 2 ).
Tl :  x_{k+1}=(b_{1}-a_{12}y_{k}-a_{13}z_{k})/a_{11},
T2 :  y_{k+1}=(b_{2}-a_{21}x_{k+1}-a_{23\sim k}\sim)/a_{22},
 \ulcorner I' 1 :  z_{k+1}=(b_{3}-a_{31}x_{k+1}-a_{33}y_{k+1})/a_{33}.
これは T2における  x の読み込みが遅れた場合などで,例えば次の図が実現例である.
並列計算過程4 (Tl  \gg T2 ).
 Tl :  x_{k+1}=(b_{1}-a_{12}y_{k-}-a_{13\sim k}\prime\sim)/a_{11},
 \prime 12 :  y_{k+1}=(b_{2}-a_{21}x_{k+1}-a_{23}z_{k})/a_{22},
Tl :  z_{k+1}=(b_{3}-a_{31}x_{k+1}-a_{33}y_{k})/a_{33}.
これは過程3で,T2における (2.2b) の脈  +1 の書き込みよりも Tl での班の読み込みが速い場
合で,例えば次の実行を表す.
  \ulcorner l^{\ovalbox{\tt\small REJECT}}1\frac{y_{k\tilde{z}k\wedge}x_{k\cdot+
1}x_{k+1}y_{k}z_{k\cdot+1}}
{\uparrow\uparrow\downarrow\uparrow\uparrow\downarrow}
  \ulcorner J' 2\frac{\downarrow\downarrow\uparrow}{x_{k+1\sim k^{\wedge}}\prime
\sim y_{k+1ti_{1}}}11e
並列計算過程5  (Tl\gg>T2) .
 \prime l^{\urcorner}1 :  x_{k\cdot+1}= (  b_{1}-a_{12}y_{k} —a13  \approxk)/aı1,
 \Gamma 1' 2 :  y_{k+1}=(b_{2}-a_{21}x_{k+1}-a_{23\sim k\cdot+1}\sim)/a_{22},
 \Gamma 1' 1 :  z_{k+1}=(b_{3}-a_{31}x_{k+1}-a_{33}y_{k})/a_{33}.
これは,過程4よりもさらに Tl が高速な場合であり,次の時系列が対応する.
 Tl   \frac{y_{K}\cdot y_{k\sim k\cdot+1}\sim}{\uparrow\uparrow\downarrow\uparrow 
t\downarrow}
  \ulcorner I^{\urcorner}2\frac{\downarrow\downarrow\uparrow}{x_{k+1k\cdot+
{\imath}}\tilde{\mathcal{L}}y_{k-+1ti}}me
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また Tl と T2の,メモリアクセスも含めた処理速度が逆になった場合,上の過程2から5に
対応して,次の4つの過程が考えられる.
並列計算過程6 ( Tl< T2).
 Tl :  x_{k+1}=(b_{1}-a_{12}y_{k}-a_{13}z_{k})/a_{11},
 J ’2 :  y_{k+1}=(b_{2}-a_{21}x_{k}-a_{23}z_{k})/a_{22},
 T2 :  z_{k+1}=(b_{2}-a_{31}x_{k}-a_{33}y_{k+1})/a_{33}.
並列計算過程7  (Tl<\Gamma 1' 2) .
 \Gamma 1^{1}1 :  x_{k+1}=(b_{1}-a_{12}y_{k+1-}a_{13\sim k}\prime\sim)/a_{11},
 T 2 :  y_{k+1}=(b_{2}-a_{21}x_{k}-a_{23\sim k}\prime\sim)/a_{22},
 T2 :  \sim k+1\sim=(b_{2}-a_{31}x_{k+1-}a_{33}y_{k+1})/a_{33}.
並列計算過程8  (Tl\ll T2) .
 Tl :  x_{k+1}=  (b Ì  -a_{12}yk+1-a_{13}\sim\prime k\sim)/a_{11},
 \Gamma L^{L}2 :  yk+1=(b_{2}-a_{21}x_{k}-a_{23}\sim\prime k\sim)/a_{22},
 T2 :  Zk+1=(b_{2}-a_{31}Xk-a_{33}yk+1)/a_{33}.
並列計算過程9 (Tl  \ll T2 ).
Tl :  x_{k+1}=(b_{1}-a_{12}y_{k+1}-a_{13\sim k+1}\sim)/a_{11},
 \prime 72 :  y_{k\cdot+1}=(b_{2}-a_{21}x_{k-}a_{23^{\sim}k}\wedge)
/a_{22_{\dot{\ovalbox{\tt\small REJECT}}}}
 \Gamma J2 :  z_{h\cdot+1}=(b_{2}-a_{31}x_{k-}a_{33}y_{k+1})/a_{33}.
注意.形式的には上記以外に,例えば




Gauss‐Seidel 法の逐次計算を想定した実装 (2.2) に対する並列計算の過程としては以上で示す9
個が考えられる.このうち  Ga_{\ovalbox{\tt\small REJECT}}uss‐Seidel 法に一致するのは過程3のみである.また,Gauss‐Seidel
法が収束する場合でも他の計算過程が収束性をもっとは限らない.
例1 (Gauss‐Seidel 法が収束し,並列計算が収束しない例).  A=  (\begin{array}{lll}
3   -2   -2
-2   2   1
-2   1   2
\end{array}) とし,連立方






\end{array})  =  (\begin{array}{lll}
3   0   0
0   2   0
0   1   2





0   2   2
2   0   -1









3   0   0
0   2   0
0   1   2
\end{array})(\begin{array}{lll}
0   2   2
2   0   -l
2   0   0
\end{array})  =  (\begin{array}{lll}
0   \frac{2}{3}   \frac{2}{3}
{\imath}   0   -\frac{1}{2}
\frac{1}{2}   0   \frac{1}{4}








 A=(a_{ij}) ,  a_{i_{j}}\in \mathbb{C} を対角要素がすべて  0 でない  N 次正則行列とし,
 A=D-P-S
を考える.ただし  D=diag(a_{11}, \ldots, a_{NN}) は  A の対角成分からなる対角行列で,  P=(p_{ij}) ,
 S=  (s_{?j}) はすべての  i で pii  =61=0 であって,  a_{?}\cdot j=0(i\neq j) のときは pij  =s_{ij}=0,








この  A=D-P-S を  A の加法的分解という.さらに添字の集合を  P_{i}=\{j ; j\neq i, p_{ij}\neq 0\},
 S_{i}=\{j_{:}\cdot j\neq i, s_{ij}\neq 0\} で定めると,   P_{i}\cap S_{i}=\emptyset かつ  P_{i}\cup S_{i}=\{j; 1\leq j\leq N, j\neq i, a_{ij}\neq 0\}
である.
さて  Ax=b に対する  Ga_{\not\supset}uss‐Seidel 法をた 反復して得られる  \mathbb{C}^{N} の元を  x^{(k)}=(x_{1}^{(k)} , , x_{N}^{(k)})
とする.本研究の主張は,並列計算の過程を表す次の数理モデルである.
定理2. Gauss‐seiáel 法の実装に対し,データ競合が生じず,反復ごとに同期すると仮定する.この
並列計算過程は次で表される : 反復  k ごとに添字の集合  P_{{\imath}}^{(A:)} , ,  P_{N}^{(k\cdot)} (したがって  S_{1}^{(k)} ,  S^{(k)} )
がただひとつ存在して,
餌鯉)  = \frac{1}{a_{2.\dot{i}}}(b_{i}-\sum_{j\in s_{-}^{(\Lambda)}}.a_{ij}x_{j}^{(k+
1)}-\sum_{j\in P_{\dot{r}}^{(A)}}a_{?j}x_{\dot{j}}^{(k)})
すなわち,並列計算過程に列  \{P^{(1)}, P^{(2)}, \} (したがって  \{S (Î),  S^{(2)},  \ldots\} ) が対応する.ま
たこれは反復んごとに加法的分解  A=D-P^{(l_{\vee}\cdot)}-S^{(k\cdot)} がただひとつ定まり,
 x^{(k+1)}=(D-S^{(k)})^{-1}(b+P^{(k)}x^{(k)}) . (3.1)
と表されることと同値である.
注意.このモデルは形式的に君  =\emptyset も含まれるが,  A=D の自明な場合を除き,これに対応する
過程は実際には生じない.
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例3.  A の対角成分を含まない下三角成分,上三角成分をそれぞれ  L,  U とする.簡単のため  aij\neq 0
とする.
(1) Jacobi 法は任意のんに対して  S_{i}^{(k)}=\emptyset,  P_{i}^{(k)}=\{1,2, . . . , N\}\backslash \{i\} , すなわち  S^{(k)} は零行列,
 P^{(k)}=L+U である.
(2) Gauss‐Seidel 法は任意の  k に対して  S_{i}^{(k)}=\{j ; j<i\},  P_{i}^{(k)}=\{j ; j>i\} , すなわち
 S^{(k)}=L,  P^{(k)}=U である.
4 収束の充分条件
本節では並列計算の信頼性のために,(3.1) で列  \{x^{(k)}\} が定ま  \ovalbox{\tt\small REJECT}_{)} , かっ収束する充分条件を論
じる.
まず正方行列  A に対して次を考える.
 \mathcal{M}_{A}= {  (D-S)^{-1}P;A=D-P-S は加法的分解で,  D-S が正則なもの}.
ただし計算過程が存在すれば  D-S は正則であるが,逆は成立しないなど,  \mathcal{M}_{A} のすべての元に
計算過程が対応するわけではないことに注意する.
さてこの  \mathcal{M}衛は有限集合であり,  \lambda^{*}=   \max\rho(M) が存在する.ただし  \rho(]).I ) は ])  \cdot I のスペク -\mathfrak{h}.:I\in \mathcal{M}_{A}
 \vdash ル半径とする.また任意の正方行列  \Lambda.l と正数  \epsilon に対し,subordina.te な行列ノルム  \Vert\cdot\Vert が存在
して  \Vert_{1}1I\Vert\leq\rho(I_{\dagger}I)+\epsilon とできる [4].
補題4.  A が狭義優対角とする.任意の  M\in \mathcal{M}_{A} に対して  \rho(M)<1 である.
PToof.  (D-S)^{-1}P の固有値のひとつを  \lambda , それに属する固有ベクトルを  v\neq 0 とし,  |v_{1}| , ,  |v_{N}|
の最大値を  |\iota_{i}^{\ovalbox{\tt\small REJECT}}| とする.  (D-S)^{-1}Pv=\lambda v , すなわち  Pv=\lambda(D-S)v であり,その  i 行は
  \sum_{j\in P}-a_{?\dot{j}}:v_{j}=\lambda\{a_{ii}v_{i}+\sum_{\dot{j}\in S_{j}}
a_{ij^{T)}\dot{フ}}\}.
ここで  |\lambda|\geq 1 と仮定すると,  |vj|\leq|v_{?}\cdot|,  v_{i}\neq 0 より
 |a_{ii}| \leq\frac{1}{|\lambda|}\sum_{\in jP_{i}}|a_{t}:_{j}\cdot|+\sum_{j\in 
S,}|a_{ij}|\leq\sum_{\neq\dot{j}i}|a_{ij}|.
これは  A の狭義優対角性に反する.したがって  |\lambda|<1 が従う.  \square 
これより  \lambda^{*}+\epsilon<1 となる正数  \epsilon が存在する.このとき任意の  M\in \mathcal{M}_{A} に対して適当な
subordinate norm  \Vert\cdot\Vert によって  \Vert I1I\Vert\leq\lambda^{*}+\epsilon<1 とでき,(3.1) の収束の充分条件として次が得
られる.
定理5.  A が狭義優対角とする.計算過程  \{(P(\kappa\cdot),  S^{(k)})\} が  k に依存しないならば,(3.1) で得ら
れる  \mathbb{C}^{N} の列  \{x^{(k)}\} は,任意の初期値に対して解に収束する.
Proof.  P=P^{(k^{\backslash })},  S=S^{(ん)} として,(3.1) は
 x^{(k+1)}=(D-S)^{-1} ó  +  (D-S)^{-1}Px^{(k\cdot)},
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と書ける.さらに解  x^{*}=A^{-1}b も
 x^{*}=(D-S)^{-} Î  b+(D-S)^{-1}Px^{*}
をみたすので,
 x^{(k+1)}-x^{*}=(D-S)^{-1}P(x^{(k)}-x^{*}) .
 l1\cdot I=(D-S)^{-1}P とすると,適当な subordinate norm  \Vert\cdot\Vert により  \Vert M\Vert<1 であり,対応する
 \mathbb{C}^{N} のノルム  \Vert\cdot\Vert によって
 \Vert x^{(k)}-x^{x}\Vert=\Vert i\Lambda\prime I(x^{(k-1)}-x^{*})\Vert
行列ノルムが Subordinate であることから
 \leq\Vert\Lambda\prime I\Vert\Vert x^{(k-1)}-x^{*}\Vert\leq\Vert 11,l\Vert^{k}
\Vert x^{(0)}-x^{*}\Vert.







本研究では Gauss‐Seidel 法に対する並列計算の解析のため数理モデル (3. 1) を示し,それをも
ちいた収束解析の例を示した.一般にこの反復 (3.1) に対しては
 x^{(k.)}-x^{*}=l1,I_{k\cdot-1}\cdots\Lambda\cdot:l_{0}(x^{(k\cdot)}-x^{*}) , 
I1:I_{i}\in \mathcal{M}_{A}
であり,収束性を保証するためには積  M_{k-1}\cdots M_{0} の性質を調べる必要がある.また,実際の数
値計算では,ひとつの式を複数のスレッ ドやプロセスで計算する場合もあり,それを表す数理モデ
ルについても研究が必要である.
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