Abstract-This paper presents a novel synchronization technique which can identify the grid voltage frequency and phase angle under unbalanced grid voltage conditions. The method combines the features of two different energy operator (EO) schemes: the basic one for estimating the frequency of the grid voltages and the cross-EO for phase tracking. Using a moving data window of five samples, the algorithm can track the fundamental frequency and phase angle quickly and accurately. This paper discusses the fundamental principles of the method, highlights its features and filter requirements in implementation. An experimental implementation of this method is presented, which validates its performance for practical operation. The ability of the proposed method to enable a static compensator (STATCOM) riding-through unbalanced grid voltage condition is verified by the results from a power network simulation study.
I. INTRODUCTION
G RID synchronization, involving detection of three-phase utility voltage frequency and phase angle, is of great importance to the power converters connected to the grid for the control of distributed generation, energy storage systems, power line conditioners, and renewable energy sourced generators. In these applications, grid voltage imbalance may occur caused by asymmetrical transient faults [1] - [3] and this makes it challenging to synchronise the converters to the grid. It is, however, expected that under such conditions, a chosen synchronization scheme that is able to accurately identify and quickly lock on to the frequency and phase angle changes is used [4] - [7] .
Grid synchronization techniques can be broadly categorized as closed-loop and open-loop types, and for the former, the most widely accepted scheme is the synchronous reference frame phase-locked loop (SRF-PLL). This assumes perfectly balanced three-phase voltage, with equal amplitude, frequency, and relative phase. Hence, its equivalent rotating vector can be transformed into synchronously rotating reference form V d and V q . By the feedback control of either of these two components, named also as loop filter, the phase angle can be identified. This method can be fast and accurate but cannot work for nonideal conditions. For unbalanced voltage conditions [8] , various schemes mostly modified from SRF-PLL The authors are with the Electrical Engineering Department, University of Leeds, Leeds LS29JT, U.K. (e-mail: el08cjn@leeds.ac.uk; el14amn@leeds.ac.uk; l.zhang@leeds.ac.uk).
Digital Object Identifier 10.1109/JESTPE.2017.2704022 method have been proposed. One of these applies additional filtering to remove the harmonic components from the d-q vectors [9] - [13] . Another approach extracts the fundamental positive sequence components initially using the Fortescue theorem [14] - [16] ; it performs particularly well under unbalanced conditions, and hence has been the preferred method as it incurs the least time delays. Well-known schemes that use this method are the double SRF-PLL (DDSRF-PLL) and cascaded delay signal cancellation (CDSC-PLL) [15] , [16] .
Open-loop methods, on the other hand, directly estimate the amplitude and phase of the grid voltage/current fundamental component through filtering the instantaneous samples of the measured voltage. Various methods identified in the literature include the space vector filter [17] ; Kalman filtering methods [18] - [21] and least-squares estimation methods which have a fast response time and works well with frequency variations [20] , [22] - [25] . The one regarded as the most stable open-loop method is based on the discrete Fourier transform (DFT) [24] , [26] , due to its extended data window length. The accuracy of all these methods can be affected by frequency variations and they are computationally intensive. Other approaches using interpolation and recursive adaptive windows [recursive DFT (RDFT)] have been suggested and improve the computational efficiency [24] , [26] . This paper proposes a different open-loop-based technique; the energy operator synchronisation (EO-S), which can track the grid voltage fundamental frequency and phase angle variations under unbalanced conditions from only a few online samples of measured grid voltages. The rationale of the method, analogous to estimating the energy in a mechanical oscillator, is that the energy of a sinusoidal signal expressed by the product of amplitude and frequency squared can be estimated via a few consecutive samples. It provides a very fast estimate when the ratio of signal to additive noise is high, and does not require an extended data window length. Originated by Teager and Teager [27] and expounded by Kaiser et al. [28] , this technique has been applied widely and successfully in signal processing for the demodulation of speech signals [29] . In power applications, interest in it has grown over the years. Most available literature investigates the EO for voltage flicker and amplitude change detection [26] , [30] - [33] . More recent papers have proposed to use the technique for fault diagnosis of induction motors through demodulating the stator current before applying the FFT analysis [34] . It has also been applied for online symmetrical component decoupling from three-phase voltages in combination with the Fortescue theorem [35] . The method has been tried recently for identification of real and reactive power changes, e.g., for measuring the power factor [36] . Application to estimating single-phase grid frequency has also been reported [26] , [37] . Hitherto, to the authors' knowledge, no literature has explored the application of the EO technique for power grid synchronization under unbalanced voltage conditions.
The proposed method combines two related EO schemes: the basic one for estimating the frequency of the grid phase voltages [28] and the cross-EO for relative phase angle identification [38] - [40] . Like the other open-loop methods, the technique is sensitive to noise. However, this paper will show that with suitably chosen sampling frequency and carefully designed filters, the proposed EO algorithm is fast and accurate in tracking the grid voltage, and performs well. To validate its performance advantages an experimental test of the technique has been performed and will be presented in this paper. The time responses of the method under transient disturbances will be compared with two well-known PLL methods that also deal with unbalanced voltage due to grid faults. Moreover, the ability of the method to enable static compensator (STATCOM) devices to ride through unbalanced voltages will be demonstrated via a simulation study of a power network using a STATCOM for combined reactive power and harmonic compensation.
II. REVIEW OF ENERGY OPERATOR
The Teager EO (TEO) [28] concept, introduced by Teager and Kaiser [36] to calculate the energy needed to generate speech signals, can be applied as a basis for the determination of frequencies, phases and amplitudes of sinusoidal signals. TEO synchronization in power systems is a timedomain technique that uses consecutive samples to efficiently track the instantaneous frequency and phase of waveforms such as line voltages and currents, without the need for adjusting controller parameters.
Teager's algorithm is used to estimate the energy in a time varying signal using adjacent samples [28] . The principle is derived from Newton's laws of motion applied to a conceptual undamped mechanical oscillator described by mẍ(t) + kx = 0, where the displacement is x(t) = A cos(ωt + φ x ) and the stored energy of the oscillator can be expressed as
where m = inertial mass, Aand ω are the amplitude and angular frequency of the sinusoid. Energy is interchanged between kinetic and potential forms but its total is time independent, and for any steady oscillation is proportional to the squared product of amplitude and frequency. Applying this concept to the grid sinusoidal voltage of a power system with constant frequency and amplitude given as
The energy can be represented as
The significance of expression (3) is that the amplitudefrequency product of a sinusoid can be found from timelocalized estimates of the voltage and its first two time derivatives, with the result being independent of the instant at which the estimates are made. Extensions of the operator allow amplitude and frequency to be separated, and estimation of relative phase.
It is interesting that the term in (3) corresponding to potential energy is expressed in the form −v x (t)v x (t) rather than as ω 2 v 2 x (t). Although these forms are numerically equal for a sinusoid, only the first of them can be estimated directly from the measured waveform without prior knowledge of ω.
In practice, the instantaneous energy of a time varying voltage signal v x must be estimated by using a discretized version of (3). This is derived from three equally spaced samples of the signal, assuming the general sample is given by
where
is the discrete angle per sample, f is the signal frequency, and f s is the sampling frequency; hence, the sample period T s = 1/ f s and x = T S ω. For high enough sampling frequency the discretized EO algorithm can be expressed as
Equation (5) shows that with just three sample shifts of the original voltage signal, its instantaneous energy can be resolved. Thus for a high sampling frequency, the instantaneous energy can be estimated in a time interval of 3T S .
III. FREQUENCY ESTIMATION
Expression (3) only yields an estimate of the amplitudefrequency product. The terms can be separated by applying the same operator to the derivative of the sinusoidal phase voltage v x (t). This will clearly yield an energy estimate of ω 4 v 2 x , and then by eliminating v x an estimator for the instantaneous angular frequency of v x (t) can be derived [29] . In discrete time, the discrete energy separation algorithm [29] based on the weighted average of energies of each sample will be employed. In this method the derivative of v x (n) defined by (4) can be approximated as the average of two finite differences that iṡ
Substituting (4) into (6) giveṡ
which can be simplified using trigonometric identities tȯ
Applying (5) for energy in discrete time signals the energy E[v x (n)] can be shown to be
This can also be written in form of a three sample symmetrical derivate as
Equation (9) shows that to estimate the energy of the derivate, and a total number of five samples is required. This differs from the energy estimation in Section II which required three samples.
With further application of trigonometric identities using (5) and (8), this expression for the energy of the three sample symmetrical derivative can be simplified to be
Similar to the continuous time form an expression for the discrete angular frequency x can be deduced by taking the ratio of the energy of the discrete time voltage signal in (5) E[v x (n)] and energy of the voltage difference signals by (10) , this gives
The frequency of the grid voltage can thus be determined with only five consecutive samples of the signal. A higher sampling frequency will thus enable better tracking of the frequency value, however, memory and computational requirements for the hardware involved should be put into consideration. Also, detection of frequency is dependent not on the peak magnitude of voltage but on the samples within the data window. This method estimates the frequency by using one single-phase voltage signal. The sensitivity to noise introduced by the differential operator can be improved by using two-phase voltage signals with an alternate form of the EO [41] .
IV. PHASE ESTIMATION
Grid synchronization requires accurate and rapid estimation of phase difference as well as frequency. The TEO algorithm can also be used to determine the relative phase between two signals v x and v y . This is achieved by using energy cross products [36] , which for signals in discrete time form are given as
Since v x is defined by (4) and the second signal is taken as
Equation (12) can be expressed as
Applying trigonometric identities, this can be reduced to
The alternate expression obtained by interchanging variables is
It may be expected that the symmetrical expression obtained by averaging (16) and (17) will give lower noise errors in practice as it uses all six samples of the original signals, and it also leads to a simpler expression. With further trigonometric manipulation, the sum of both voltage discrete energies (16) and (17) can be simplified as
Using expression (18) combined with the product of discrete energies E[v x (n)] and E[v y (n)], respectively, from (5), one form of an expression can be derived which represents the phase angle difference θ xy = θ y − θ y between both voltages
This expression shows how the phase angle between the voltages, which may be two-phase voltages of a three-phase grid system, can be estimated. This simple formula requires only three samples at the sampling frequency f s .
V. ENERGY OPERATOR SYNCHRONIZATION ALGORITHM
Applying the solutions expressed in (11) and (19) above the EO-S algorithm is derived, with the implementation procedure as shown in Fig. 1 . 
A. EO-S Implementation Procedure
1) The samples of the measured three-phase voltages V a (t), V b (t), and V c (t) are placed in a moving data window, of five samples per phase (the minimum number of samples needed) in a first-in and first-out order, and processed using a chosen digital filter. 2) The filtered three-phase data are Clarke transformed into their equivalent α-β components v α (n) and v β (n) in a stationary reference frame. The α-β stationary reference frame makes it possible to track the arbitrary grid location. This serves as a reference to track the phase angled deviation between V α and V β under unbalance conditions, as shown in Fig. 2 . 3) Using one of the three-phase voltages, say V a (n), and setting it as the reference V y (n). Evaluating the energies of V y (n) and v α (n), and their energy cross product, hence obtaining (5), (12) , and (13). 4) Applying the results above to (11) and (19) , hence evaluating the frequency f α and the phase difference θ αy (in this case θ αa ). 5) Similarly, steps (3) and (4) can be done for V b (n) (phase B) and V c (n) (phase C) and setting them in turn as the reference V y (n) to get θ αb and θ αc . 6) Finally, updating with the corresponding phase angles from steps (4) and (5) give the phases θ a , θ b , and θ c , then integrating with the estimated frequency f α creates a synchronized signal for each phase. Fig. 2 shows a graphical illustration of how the phase angles are estimated on an αβ stationary reference frame. The key feature of the technique lies in its ability for unbalanced voltage detection via concurrent evaluations of three-phase voltages for frequency and their relative phase angles. Under unbalanced conditions, the angular difference of 90°between V α and V β no longer holds, neither V α is in phase with V a as shown. Consequently the phase angle differences between V α and V abc vectors, θ αa , θ αb , θ αc , deviate from the values at balanced conditions as shown in Fig. 2(b) . The EO-S algorithm evaluates these phase differences promptly using procedure (3) and (4) above and readjusts the phases at the final stage to align to the V abc vectors.
B. Features of the EO-S Scheme
This approach is not dependent on the voltage amplitude and would not require positive sequence extraction. In addition, as an open-loop-based algorithm the EO-S is computationally efficient and faster in responding to grid frequency variation than other closed-loop approaches. Furthermore, this individual phase angle-based approach enables tracking of each single phase. This is particularly beneficial to the threephase distribution systems where faults may occur at different phases.
C. Filtering Requirement for EO-S
Being a sample-based technique, the EO-S is sensitive to noise or harmonics, especially high-frequency noise in the measured voltage signals [28] ; thus it is necessary to process the samples using a suitable filter before performing the above described procedures. A compromise between fast response speed and high accuracy is the key design issue for digital filters, and often a trial and error approach is required.
For measured grid voltage samples a bandpass filter centered at the nominal grid frequency is appropriate. Literature includes the use of moving average filters (MAFs) [36] , and other digital filters including low order infinite-impulse response and finite-impulse response types. In this paper, recursive RDFT and its inverse version (IRDFT) are used. This method assumes a nominal grid frequency f g and extracts frequency components of the grid voltage samples. The DFT of the grid voltage at the(n-1)th and nth samples are used based on equations given by
where v(i ) are the voltage samples and N is the number of samples in one fundamental cycle. By subtracting (20) from (21), a recursive relationship can be obtained and the RDFT expressed as
The time-domain voltage value for the frequency equal f g , which is the filtered grid voltage at the nth sample, can be obtained by taking inverse transformation, i.e., the IRDFT, of
Cascading the RDFT of (22) and the IRDFT given by (23) implements a bandpass filter for extracting f g element in the grid voltage. Error may occur when N times the sample period is not equal to 1/f g since the assumed f g may not be exact. In this paper f g is set to 50 Hz. The computational burden of this filtering method is small compared with the standard DFT because it is recursive and only one frequency component is calculated. However, it will cause slower transient response when variations of input signal occur as they require at least one fundamental cycle window length to track the changes. This prefiltering approach is good for achieving results with high accuracy under high harmonic distortion and can be used at higher sampling frequencies above 2 kHz. A simpler approach using an MAF with less precision is discussed in Section VII.
VI. SIMULATION STUDIES

A. Comparison With Two PLL Schemes Under Unbalanced Voltage Grid Fault Conditions
The proposed EO-S scheme is now compared with DDSRF-PLL and CDSC-PLL in terms of response time, accuracy and computational efficiency. This comparison is based on ideal voltage conditions with no harmonic distortion.
Specimen voltage sags [42] , [43] are based on the recent IEEE guidelines. The IEEE Std C37.242-2013 [42] , with respect to previous clauses in the IEEE Std C37.118.1-2011 and the IEC 61850-90-5 [42] - [44] , details some requirements for phase monitoring units for unbalanced signals. A similar test approach is used here to compare response times of the three schemes.
Two network faults are investigated, the single phase grid fault (type B) resulting in a voltage sag of −20% at Phase A, and a phase to phase grid fault (type C) producing a voltage sag of −20% at both Phases B and C at a rated frequency of 50 Hz. The phasor diagrams for both cases are shown in Fig. 3 . The proportional and integral gains of the P + I controllers in the DDSRF-PLL and CDSC-PLL are set to have the same bandwidth of 300 Hz. All grid voltage measurements are normalized with respect to the base voltage. The sampling frequency for the EO-S is at 2 kHz. The RDFT is not used here.
1) Simulation Results-Type B Fault:
Figs. 4 and 5 illustrate the results obtained for the three schemes to synchronize to the grid voltages under this fault condition. At time 0.2 s, the grid fault occurs with a frequency variation of 0.1 Hz. As expected there is a 20% voltage drop in Phase A to 0.8 pu. The DDSRF-PLL scheme is shown to settle down to steady state after three cycles (0.06 s) whilst the CDSC-PLL settles within 2 cycles (0.04 s). The CDSC-PLL is noisy mainly due the design stages of the delayed signal cancellation DSC n operators (n = 2, 8, and 16). The resolution at each nth harmonic elimination stage takes place in the αβ domain which affects the stability of the SRF-PLL. The EO-S is shown to be a better scheme, since it shows the fastest response in tracking the frequency after 2.5 ms (5 × T s ) and phase change of the This depends also on the sampling frequency as a high frequency may induce higher spikes. Hence, the EO-S is good for less dynamic frequency events such as such step changes over periods of times. The closed-loop schemes would perform better in more dynamic frequency events such as in a nonlinear system.
B. Performance With Voltage Harmonic Distortion
The RDFT in Section V is used to investigate the EO-S in terms of response time and accuracy with voltage harmonics. The harmonic distortions injected on these voltages were based on the IEC 61000-3-6 compatibility level standards for low and medium voltage networks [45] . The data sampling frequency is fixed at 5 kHz. Fig. 6 shows an example of unbalanced three-phase voltages and their corresponding waveforms after being processed by the RDFT filter. At time 0.06 s, step changes in magnitudes of −20% and −50% are imposed on Phases B and C voltages, respectively. As can be seen in Fig. 6 (c) after a time delay of 0.021 s (one fundamental cycle +5 × T s ), the frequency estimation is completed, and in Fig. 6 (e)-(g) , estimations of three-phase angles are converged within a duration of 0.0206 s (one fundamental cycle +3 × T s ). These results highlight the fact that the time required for implementing EO-S algorithm is significantly shorter than that of RDFT. The total response time for this algorithm is mainly due to the duration of the RDFT window.
1) Computational Complexity:
Based on the implementation of the SIMULINK models used in the above investigations, the complexity of each scheme is summarized in Table I . In terms of simple arithmetic calculations EO-S has a higher number of operations than that of DDSRF, but is significantly less than CDSC. It uses least number of trigonometric calculations; consequently, the response time for the EO-S is also significantly faster compared to both DDSRF and CDSC schemes. The DDSRF and CDSC are closed-loop systems and the response time depends mainly on the bandwidth of the P + I controllers in the PLL. In the case of the EO-S, this is an open-loop system and the response time is the width of moving data window (5 × T s ) plus the delay time added by the filter.
C. Control of STATCOM Under Unbalanced Grid Voltages
The effectiveness of the EO-S is tested by applying it to a STATCOM which uses voltage source converter that simultaneously supplies the reactive power and eliminate current harmonics as shown in Fig. 7 . The parameters for the STATCOM device are f s = 5 kHz, V DC = 800 V with a 1.8 , 5mH RL filter at the ac side and the thyristor firing angle is set at to 30°. The test verifies the STATCOM performance under two conditions unbalanced voltages at the PCC in the network and reactive power compensation whilst in active filtering mode under balanced voltage conditions. A deadbeat predictive current control scheme with an additional control to extract reactive and harmonic current including negative sequence components due to unbalanced voltage from measured load current as depicted as a block diagram in Fig. 8 . This is the most important part of the control scheme which relies on EO-S to identify the grid voltage phase angle θ . The EO-S acts as the angle generator that converts three three-phase measurements to their d-q elements in SRF. The harmonic current reference and reactive current reference are calculated by subtracting the difference with pre and post filtering stages of the d-q elements i ld , i lq and i ld , i lq respectively. These extracted current components i hd i hq and i fq are subsequently transformed back to their equivalent three-phase quantities and set as references for harmonic and reactive current control. For reactive current control, the total reference current is a combination of the q elements (i hq + i fq ).
Clearly the performance of the above scheme is dependent on the accurate tracking of the grid voltage vector by the EO-S and the optimal tuning of the LPF parameters. The LPF considered should ensure a balance between good attenuation characteristics to ensure better accuracy and fast time response with low overshoot. A second-order Butterworth filter was implemented.
The level of system abnormality is set by assuming that the three-phase voltage at the PCC is unbalanced at the level of 75% with positive sequence voltage V + = 0.2 − 25°and negative V − = 0.15 35°introduced in the system at 0.3 s. Such a disturbance could arise from a single-phase fault in a remote network sharing a bus with the PCC. The performance of the STATCOM compensation characteristic under this case with the EO-S (Fig. 9) is compared with that when SRF-PLL (Fig. 10) is employed. Fig. 9 shows unbalanced supply voltages culminating in the flow of unbalanced currents for a short time period. In this case, active power filtering control ensures compensation of both the positive and negative sequence harmonics, however, does not provide for the compensation of the unbalanced PCC currents or voltage.
With the similar conditions applied to the system with STATCOM using the conventional SRF-PLL for synchronization, the supply currents, Fig. 9(b) , are observed to be highly degraded with a THD level of 9.4% which exceeds the recommended IEEE 519 standard [46] . In both cases, however, a high dc ripple is observed. In [47] , it was noted that the flow of unbalanced compensating currents due to the presence of negative sequence fundamental components, causes a second-order harmonic to arise on the dc link of the converter. This harmonic in turn leads to a thirdorder harmonic in the supply currents if uncompensated. Fig. 11(a) -(e) shows the performance under transient changes in firing angle from 30°to 60°of the thyristor bridge at 0.8 s illustrating both harmonic mitigation and reactive power compensation. In this scenario, synchronization is achieved promptly enabling unity power factor compensation.
VII. EXPERIMENTAL STUDY
The performance of the EO-S synchronization technique has been verified experimentally using a practical setup, as shown in Fig. 12 . This consists of a 96-MHz mbed NXP LPC1768 microcontroller as an ac voltage generator for the 50-Hz 3-phase voltage signals, and a 120-MHz EA NXP LPC4088 microcontroller acting as the control unit and is able to provide high enough resolution and sample rate for the internal A2D converters. In this paper, phase estimation is validated by the phase deviation caused between the α − β voltage vectors and frequency estimation using the v α voltage vector.
The ability of the EO-S scheme is investigated under both balanced and unbalanced voltages. In this paper, the data sampling frequency is fixed at 1 kHz and an MAF at ten sample instants is used at the digital filtering stage to reduce the noise to achieve more accurate results. This introduces a delay response of at least 10 ms under transient changes.
A. Voltage Generator
The LPC1768 microcontroller was programmed to generate variable three-phase voltages to introduce grid conditions of frequency and phase change, and voltage imbalance. This imitates the same response you will expect from the voltage output (±5 V) of transducers measuring the voltages changes of a practical three-phase network. This is done by generating a 20-kHz pulse width modulation signal via the 5 V analog output pins. In other to see the actual voltage signal, a RC LPF is constructed at a cutoff frequency of 60 Hz with component values chosen as R = 8 k , C = 0.33 μF. By changing the modulation index and frequency using interrupts and a sine lookup table, this emulates the characteristics of the ac grid voltage required under fault conditions. 
B. Filtering Requirements
The RDFT as discussed earlier in Section V has been successfully implemented as filter and shown to handle high sampling frequency estimations with EO. This is mainly because it can be used as a selective bandpass filter with a narrow frequency bandwidth. Although this works well at high frequencies, there is still an imminent one cycle delay (20 ms). Alternatively, a simple MAF can achieve less precision but acceptable results at much lower sampling frequencies provided the voltage are not distorted.
In this experiment, a simple MAF is used and programmed within the mbed LPC 4088 control platform at a low sample frequency. This averages the calculated frequency and phase estimations over a number of sample steps. For best performance in this operation, a sampling frequency of 1 or 2 kHz is recommended. This frequency is able to provide sufficient results for this analysis. The accuracy can be improved by extending the MAF to average more samples at the expense of increased time delays. Fig. 13 shows the frequency and phase angle estimated by the EO-S algorithm. Fig. 13(a) shows a 10 s representation of the estimated frequency at which at time 19.98 s there is a step change from 50 to 55 Hz. This is reflected in four cycle representation of the three-phase voltages in Fig. 13(d) . At the time intervals 19.94 < t < 19.98, the voltages are balanced and the EO-S algorithm responds to track the frequency of 50 Hz. At time instant t = 19.98 s, the frequency of the three-phase voltages is raised from 50 to 55 Hz, the EO-S algorithm responds and the frequency converges quickly to the correct value as shown in Fig. 13(b) . Though there is a ripple of ±1 Hz observed due to the noise remaining in the voltage signal even with the use of the MAF. The phase angle estimation gives the angle between Phase A (V α ) and V β vectors derived from α-β transformation of the 3-phase voltage waveforms. As can be seen in Fig. 13(c) , the angular difference is kept to be 1.57 rads (90°) since the threephase voltages are well balanced. The small phase ripples of approximately ±0.03 rads can be noticed and is also due to the noise in the measured data. The settling time of approximately 10 ms is observed which is faster compared to the RDFT method used in Section V. Detected result for 50% and 80% reduction in phase B and phase C, respectively (no MAF): (a) and (b) estimated frequency, (c) (d) and (e) estimated phase, (f) and (g) Generated three-phase voltage at step change.
C. Performance With Balanced Three-Phase Voltages
D. Performance With Unbalanced Three-Phase Voltages
To investigate the EO-S's capability of tracking unbalanced grid voltage, the generated three-phase voltages were varied with a 50% and 80% magnitude reductions, respectively, in Phase B and Phase C voltages at 50.08 s as shown in Fig. 15(f) and back to the balanced case at 60.08 s as shown in Fig. 15(g) . The technique is seen to accurately track the frequency and phase in each case. As the voltage is unbalanced and phase unsymmetrical, the measured phase value changes from the ideal 1.57 to 1.8 rads as shown in Fig. 15(c) . The result converges quickly to the correct phase value within 10 ms [ Fig. 15(d) and (e)]. The phase and frequency ripple observed are the same as that of previous case with a frequency and phase ripple of ±1 Hz and ±0.03 rads, respectively. Fig. 16 shows the same results but with no MAF. Compared to Fig. 15 , the waveforms are shown have more noise and the frequency ripple is at ±5 Hz and the phase ripple is larger at ±0.1 rads. This is reflected in both the frequency and phase estimation.
VIII. CONCLUSION
A novel EO-S technique has been presented and its principle and implementation procedures were explained. This open-loop synchronization scheme combines two different EO operations and has been shown to achieve fast and accurate detection of frequency and phase angle when combined with an appropriate filter. Comparative studies of this technique with two other well-known closed-loop PLL schemes have been performed under two unbalanced voltage conditions. Results have shown that the EO-S outperformed the others in terms of fast response speed and accuracy in tracking. Further validation of this technique has been carried out by applying it to a STATCOM for current control under unbalanced voltage operations. The results obtained were shown to be better than the conventional SRF-PLL. Finally, a hardware implementation of this EO-S has also been reported in this paper, showing the simplicity of the method.
