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Abstract
Generalized cross validation (GCV) is one of the most important approaches used to estimate parameters in the context of inverse problems
and regularization techniques. A notable example is the determination of the smoothness parameter in splines. When the data are generated
by a state space model, like in the spline case, efficient algorithms are available to evaluate the GCV score with complexity that scales
linearly in the data set size. However, these methods are not amenable to on-line applications since they rely on forward and backward
recursions. Hence, if the objective has been evaluated at time t−1 and new data arrive at time t, then O(t) operations are needed to update
the GCV score. In this paper we instead show that the update cost is O(1), thus paving the way to the on-line use of GCV. This result is
obtained by deriving the novel GCV filter which extends the classical Kalman filter equations to efficiently propagate the GCV score over
time. We also illustrate applications of the new filter in the context of state estimation and on-line regularized linear system identification.
Key words: Kalman filtering; generalized cross-validation; on-line system identification; inverse problems; regularization; smoothness
parameter; splines
1 Introduction
Linear state space models assume the form
xk+1 = Akxk +ωk
yk =Ckxk + ek
where xk is the state at instant k, yk is the output, while ωk
and ek are random noises. The matrices Ak and Ck regulate
the state transition and the observation model at instant k.
This kind of models plays a central role in the analysis and
design of discrete-time systems [17]. Applications abound
and include tracking, navigation and biomedicine.
In on-line state estimation, the problem is the reconstruction
of the values of xk from measurements of yk collected over
time. When the matrices Ak and Ck and the noises covari-
ances are known, the optimal linear estimates are efficiently
returned by the classical Kalman filter [1]. However, in
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many circumstances there can be unknown model param-
eters that also need to be inferred from data in an on-line
manner, e.g. variance components or entries of the transi-
tion/observation matrices. One can interpret such parame-
ters as additional states. Then, the extended Kalman filter
[16] or more sophysticated stochastic techniques, such as
particle filters and Markov chain Monte Carlo [10,22,3,9],
can be used to track the filtered posterior. Another tech-
nique consists of propagating the marginal likelihood of the
unknown parameters via a bank of filters [1, Ch. 10]. In this
paper, we will show that another viable alternative is the
use of an approach known in the literature as generalized
cross validation (GCV) [12].
In the literature of statistics and inverse problems, GCV is
widely used in off-line contexts to estimate unknown pa-
rameters entering regularized estimators [5,37,40]. This ap-
proach was initially used to tune the smoothness parameter
in ridge regression and smoothing splines [14,12,33]. GCV
is now also popular in machine learning, used to improve
the generalization capability of regularized kernel-based ap-
proaches [34,8], such as regularization networks, which con-
tain spline regression as special case [31,11].
To introduce GCV in our state space context, we first re-
call that smoothing splines are closely linked to state space
models of m-fold integrated Wiener processes [25]; then it
appears natural to extend GCV to general state space mod-
els. To this end, assume that measurements yk have been
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collected up to instant t and stacked in the vector Yt . Denote
with Yˆt the vector containing the optimal linear output esti-
mate 1 and use Ht to denote the influence matrix satisfying
Yˆt = HtYt .
Then, the parameter estimates achieved by GCV minimize
GCVt =
St
t(1−δt/t)2 , (2)
where St is the sum of squared residuals, i.e.
St = ‖Yˆt −Yt‖2,
and δt are the degrees of freedom given by the trace of Ht ,
i.e.
δt = Tr(Ht).
In the objective (2), the term St accounts for the goodness
of fit while δt assumes values on [0, t] and measures model
complexity. In fact, in nonparametric regularized estimation,
the degrees of freedom δt can be seen as the counterpart
of the number of parameters entering a parametric model
[20,13,26].
GCV is supported by important asymptotic results. Also, for
finite data set size it turns often out a good approximation of
the output mean squared error [7]. It is worth stressing that
such properties have been derived without postulating the
correctness of the prior models describing the output data
[38,39]. In control, this means that GCV can compensate
for possible modeling mismatch affecting the state space
description.
Despite these nice features, the use of GCV within the con-
trol community appears limited, in particular in on-line con-
texts. One important reason is the following one. For state
space models, there exist efficient algorithms which, for a
given parameter vector, return its GCV score with O(t) op-
erations [18,4], see also [15,35,21] for procedures dedicated
to smoothing splines. But all of these techniques are not
suited to on-line computations since they involve forward
and backward recursions. Hence, if GCVt−1 is available and
new data arrive at time t, other O(t) operations are needed
to achieve GCVt . In this paper, we will instead show that
the update cost is O(1), thus paving the way to a more per-
vasive on-line use of GCV. This result is obtained by deriv-
ing the novel GCV filter which consists of an extension of
the classical Kalman equations. Thanks to it, one can run a
bank of filters (possibly in parallel) to efficiently propagate
GCV over a grid of parameter values. This makes the pro-
posed GCV filter particularly suitable for applications where
a measurement model admits a state space description with
dynamics depending on few parameters, see e.g. the next
section for an application in numerical differentiation. In
1 The components of Yˆt are thus given by Cxˆk|t , where the
smoothed state xˆk|t can be obtained for any t with O(t) operations
by a fixed-interval Kalman smoothing filter [32,19].
this framework, an implementation of the GCV filter via a
bank of parallel filters turns out computationally attractive.
The paper is organized as follows. In Section 2, first some
additional notation is introduced. Then, the GCV filter is
presented. Its asymptotic properties are then discussed in
Section 3. In Section 4 we illustrate some applications, in-
cluding also smoothing splines and on-line regularized lin-
ear system identification with the stable spline kernel used
as stochastic model for the impulse response [28,29]. Con-
clusions end the paper while the correctness of the GCV
filter is shown in Appendix.
2 The GCV filter
2.1 State space model
First, we provide full details about our measurements model.
We use x ∼ (a,b) to denote a random vector x with mean
a and covariance matrix b. Then, our state space model is
defined by
xk+1 = Akxk +ωk (3a)
yk =Ckxk + ek, k = 1,2, . . . (3b)
x1 ∼ (µ,P0) (3c)
ωk ∼ (0,Qk) (3d)
ek ∼ (0,γ) (3e)
where the initial condition x1 and all the nosies {ωk,ek}k=1,2,...
are mutually uncorrelated. We do not specify any partic-
ular distribution for these variables, since the GCV score
does not depend on the particular noise distribution 2 . If
x1, ωk, ek are Gaussian, then the Kalman filter provides
the optimal state estimate in the mean-square sense. In the
other cases, the Kalman filter corresponds to the best linear
state estimator [1]. In addition, just to simplify notation the
measurements yk are assumed scalar, so that γ represents
the noise variance.
We assume that some of the parameters in (3) may be un-
known, or could enter Ak,Bk,Qk and P0; however, we do
not stress this possible dependence to make the formulas
more readable. The matrix P0 is assumed to be independent
of γ . Such parameter is typically unknown, being connected
to the ratio between the measurement noise variance and
the variance of the driving noise. It corresponds to the
regularization parameter in the smoothing-splines context
described in the example below.
Example 1 (Smoothing splines [30]) Function estimation
and numerical differentiation are often required in various
applications. These include also input reconstruction in non-
linear dynamic systems as described e.g. in [30]. Assume
2 Of course, GCV may result not effective if the noises are highly
non-Gaussian. Different approaches, like particle filters, should
instead be used if linear estimators perform poorly due e.g. to
multimodal noise distributions.
2
that one is interested in determining the first m derivatives of
a continuous-time signal measured with non-uniform sam-
pling periods Tk. Modeling the signal as an m-th fold inte-
grated Wiener process one obtains the stochastic interpreta-
tion of the m-th order smoothing splines [40]. In particular,
one can use (3) to represent the signal dynamics as follows
Ak =

1 0 0 . . . 0
Tk 1 0 . . . 0
T 2k
2 Tk
. . .
. . .
...
...
...
. . .
. . .
...
T mk
m!
T m−1k
(m−1)! . . . Tk 1

, Ck =

0
0
...
1

T
,
[Qk]i j =
T i+ j−1k
(i−1)!( j−1)!(i+ j−1) .
Such model depends on the measurement noise variance γ ,
making this application particularly suited for the GCV filter.
2.2 The GCV filter
The GCV filter equations are now reported. Below, xˆk de-
notes the optimal linear one-step ahead state prediction hav-
ing covariance Pk. Its dynamics are regulated by the classical
Kalman filter via (5a), (5c) and the Riccati equation (5e).
GCV filter
Initialization
xˆ1 = µ, ζˆ1 = 0 (4a)
P1 = P0, Σ1 = 0 (4b)
δ1 = 1− γ(C1P0CT1 + γ)−1 (4c)
S1 = γ2
(y1−C1µ)2
(C1P0CT1 + γ)2
(4d)
GCV1 =
S1
(1−δ1)2 (4e)
Update
Kk = AkPkCTk (CkPkC
T
k + γ)
−1 (5a)
Gk =
AkΣkATk −Kk(CkΣkCTk +1)
CkPkCTk + γ
(5b)
xˆk+1 = Akxˆk +Kk(yk−Ckxˆk) (5c)
ζˆk+1 = (Ak−KkCk)ζˆk +Gk(yk−Ckxˆk) (5d)
Pk+1 = (Ak−KkCk)Pk(Ak−KkCk)T + γKkKTk +Qk
(5e)
Σk+1 = (Ak−KkCk)Σk(Ak−KkCk)T +KkKTk (5f)
δk+1 = δk +1− γ
Ck+1Σk+1CTk+1+1
Ck+1Pk+1CTk+1+ γ
(5g)
z−1
-
+
+
+
+
+
z−1
Update
Kk = APkCT (CPkCT + g) 1 (5a)
Gk =
ASkAT  Kk(CSkCT +1)
CPkCT + g
(5b)
xˆk+1 = Axˆk+Kk(yk Cxˆk) (5c)
zˆk+1 = (A KkC)zˆk+Gk(yk Cxˆk) (5d)
Pk+1 = (A KkC)Pk(A KkC)T + gKkKTk +Q (5e)
Sk+1 = (A KkC)Sk(A KkC)T +KkKTk (5f)
Do fk+1 = Do fk+1  gCSk+1C
T +1
CPk+1CT + g
(5g)
Ssrk+1 = Ssrk (5h)
+ g2
CSk+1CT +1
(CPk+1CT + g)2
(yk+1 Cxˆk+1)2
+2g2Czˆk+1
yk+1 Cxˆk+1
CPk+1CT + g
Gcvk+1 = (k+1)
Ssrk+1
(k+1 Do fk+1)2 (5i)
It is apparent that the difference w.r.t the classical Kalman
filter is the presence of the additional state zˆk (of the same
dimension of xˆk ). Its dynamics are regulated by (5d). Note
that this equation is piloted by the innovation yk Cxˆk, but
the Kalman gain Kk in (5b) is replaced by Gk as defined by
(5b). In turn, such gain depends by Sk which is propagated
over time through a modified version of the Riccati equation
given by (5f).
2.3 Asymptotic behavior of the GCV filter
3 Numerical Examples
4 Conclusions
5 Appendix
Without loss of generality, we set the initial system condition
to zero, i.e. µ = 0. We also use Xt ,Yt and Et to denote the
column vectors containing the states, the outputs and the
measurements noises up to instant t, i.e.
Xt = [xT1 . . .x
T
t ]
T , Yt = [yT1 . . .y
T
t ]
T
Et = [eT1 . . .e
T
t ]
T .
Then, it holds that
Yt = HtXt +Et ,
where Ht = [BT . . .BT ]T is the regression matrix built using
t blocks B. We also use St and Vt to denote the state and
output covariance matrix, i.e.
St :=Var(Xt) (6)
Vt :=Var(Yt) = HtStHTt + gIt , (7)
where It is the t⇥t identity matrix. Note that, using the above
notation, the smoothed estimate of Yt , already encountered
in Section 1, is
Yˆt = HtStHTt V
 1
t Yt , (8)
so that the degrees of freedom at instant t turn out
Do ft = Tr(HtStHTt V
 1
t ), (9)
where Tr is the trace operator.
The following simple lemma is useful for our future devel-
opments.
Lemma 1 One has
Do ft = t  g ∂ logdetVt∂g (10)
Ssrt = g2 ∂YtV
 1
t Yt
∂g
(11)
Proof: In view of (7), we start noticing that
gV 1t = It  HtStHTt V 1t . (12)
Then, (10) is obtained from the following equalities
g
∂ logdetVt
∂g
= gTr
✓
V 1t
∂Vt
∂g
◆
= gTr(V 1t )
= Tr(It  HtStHTT V 1t )
= t Do ft , (13)
where the last two passages exploit (12) and (9), respectively.
Eq. 11 is instead proved as follows
 g2 ∂YtV
 1
t Yt
∂g
= g2YTt V
 2
t Yt
=YTt (It  HtStHTt V 1t )T (It  HtStHTt V 1t )Yt
= kYt   Yˆtk2
= Ssrt
where the second and third equality exploit (12) and (8),
respectively.
⌅
3
Update
K = APkCT (CPkCT + g) 1 (5a)
Gk =
ASkAT  Kk(CSkCT +1)
CPkCT + g
(5b)
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Pk+1 = (A KkC)Pk(A KkC)T + gKkKTk +Q (5e)
Sk+1 = (A KkC)Sk(A KkC)T +KkKTk (5f)
Do fk+1 = Do fk+1  g Sk 1C
T +1
Pk 1CT + g
(5g)
Ssrk+1 = Ssrk (5h)
+ g2
Sk+1CT +1
( Pk+1CT + g)2
(yk+1 Cxˆk+1)2
+2g2Czˆk+1
yk+1 Cxˆk+1
Pk 1CT + g
Gcvk+1 = (k+1)
Ssrk+1
(k+1 Do fk+1)2 (5i)
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dimension of xˆk ). Its dynamics are regulated by (5d). Note
that this equation is piloted by the innovation yk Cxˆk, but
the Kalman gain Kk in (5b) is replaced by Gk as defined by
(5b). In turn, such gain depends by Sk which is propa ated
over time through modified v r ion of the Riccati equation
given by (5f).
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Without loss of generality, we set the initial system condition
to zero, i.e. µ = 0. We also use Xt ,Yt and Et to denote the
column vectors containing the states, the outputs and the
measurements noises up to instant t, i.e.
Xt = [xT1 . . .x
T
t ]
T , Yt = [yT1 . . .y
T
t ]
T
Et = [eT1 . . .e
T
t ]
T .
Then, it holds that
Yt = HtXt +Et ,
where Ht = [BT . . .BT ]T is the regression matrix built using
t blocks B. We also use St and Vt to denote the state and
output covariance matrix, i.e.
St :=Var(Xt) (6)
Vt :=Var(Yt) = HtStHTt + gIt , (7)
where It is the t⇥t identity matrix. Note that, using the above
notation, the smoothed estimate of Yt , already encountered
in Section 1, is
Yˆt = HtStHTt V
 1
t Yt , (8)
so that the degrees f freedom at inst nt t turn out
Do ft = Tr(HtStHTt V
 1
t ), (9)
where Tr is the trace operator.
The following simple lemma is useful for our future devel-
opments.
Lemma 1 One has
Do ft = t  g ∂ logdetVt∂g (10)
Ssrt = g2 ∂YtV
 1
t Yt
∂g
(11)
Proof: In view of (7), we start noticing that
gV 1t = It  HtStHTt V 1t . (12)
Then, (10) is obtained from the following equalities
g
∂ logdetVt
∂g
= gTr
✓
V 1t
∂Vt
∂g
◆
= gTr V 1t )
= Tr(It  HtStHTT V 1t )
= t Do ft , (13)
where the last two passages exploit (12) and (9), respectively.
Eq. 11 is instead proved as follows
 g2 ∂YtV
 1
t Yt
∂g
= g2YTt V
 2
t Yt
=YTt (It  HtStHTt V 1t )T (It  HtStHTt V 1t )Yt
= kYt   Yˆtk2
= Ssrt
where the second and third equality exploit (12) and (8),
respectively.
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the influence matrix satisfying
Yˆt = HYt .
Then, the parameter estimates achieved by GCV minimize
Gcvt =
Ssrt
t(1 Do ft/t)2 , (2)
where Ssrt is the sum of squared residuals, i.e.
Ssrt = kYˆt  HtYtk2,
and Do ft are the degrees of freedom given by the trace of
Ht , i. .
Do ft = Tr(Ht).
In the objective (2), the term Ssrt accounts for the good-
ness of fit while Do ft assumes values on [0, t] and measures
model complexity. In fact, in nonparametric regularized es-
timation, the degrees of freedom Do ft can be seen as the
counterpart of the number of parameters entering a paramet-
ric model [17,10,21].
GCV is supported by important asymptotic results and, when
data set size is finite, it turns often out a good approximator
of the output mean squared error [4]. It is worth stressing
that such properties have been derived without postulating
the correctness of the prior models describing the output data
[30,31]. In control, this means that GCV can contrast pos-
sible undermodelling affecting the state space description.
Despite these nice features, GCV does not appear to be much
used w thin the control community, in particular in on-line
contexts. One important reason is the following one. For
state space models, there exist efficient algorithms which,
for given parameter vector, return its GCV score w th O(t)
operations [15], see also [12,28,18] for proce ures ded cated
to smoothing splines. But all of these techniques are not
suited to on-line computations since they involve forward
and backward recursions. Hence, if Gcvt 1 is available a d
new data arrive at time t, other O(t) operati ns a e ne ded
to achieve Gcvt . In this paper, we will instead show that
the update cost is O(1), thus paving the way to a more
pervasive use of GCV for on-line applications. This result
is obtained by deriving the novel GCV filter which consists
of an extension of the classical Kalman equations. Thanks
to it, one can run a bank of filters (possibly in parallel) to
efficiently propagate GCV over a grid of parameter values.
The paper is organized as follows. In Section 2, after setting
up some additional notation. the GCV filter is presented,
also discussing its asymptotic properties. In Section 3, we
illustrate two applications. The first one deals with a a DC
motor model taken from [20]. The second one is related
to on-line regularized linear system identification, using the
stable spline kernel as stochastic model f r the impulse re-
sponse [22,23]. Conclusions end the paper while the proof
of the correctness of the GCV filter is reported in Appendix.
2 The GCV filter
2.1 State space model
First, we need to provide full details about our measurements
model. We use x⇠ (a,b) to denote a random vector x with
mean a and covariance b. Then, our state space model is
defined by
xk+1 = Axk+wk (3a)
yk =Cxk+ vk, k = 1,2, . . . (3b)
x1 ⇠ (x0,P0) (3c)
wk ⇠ (0,Q) (3d)
vk ⇠ (0,g) (3e)
where the initial condition x1 and all the nosies {wk,vk}k=1,2,...
are mutually uncorrelated. In addition, the measurements yk
are assumed scalar, so that g represents the noise variance.
his allows to simplify notation but all the formulas derived
in the sequel can be easily extended to the multiple out-
put case. Beyond g , other unknown parameters could enter
P0,A,B and Q but we omit to stress this possible depen-
dence again to simplify notation. The matrix P0 is assumed
not to depend on g .
2.2 The GCV filter
f (·)
g(·)
The equations of the GCV filter are now reported. Below,
xˆk denotes the optimal linear state prediction of covariance
Pk. Its dynamics are regulated by the classical Kalman filter
via (5a), (5c) and the Riccati equation (5e).
GCV filter
Initiali ation
xˆ1 = µ, zˆ1 = 0 (4a)
P1 = P0, S1 = 0 (4b)
Do f1 = 1  g(CP0CT + g) 1 (4c)
Ssr1 = g2
(y1 Cµ)2
(CP0CT + g)2
(4d)
Gcv1 =
Ssr1
(1 Do f1)2 (4e)
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Fig. 1. GCV filter: in the bottom the nonlin ar blocks f and g re
defined, respectively, by (5h) and (5i) while δk+1 n be recursively
computed by (5g).
Sk+1 = Sk + γ2
Ck+1Σk+1CTk+1+1
(Ck+1Pk+1CTk+1+ γ)2
(yk+1−Ck+1xˆk+1)2
(5h)
+2γ2Ck+1ζˆk+1
yk+1−Ck+1xˆk+1
Ck+1Pk+1CTk+1+ γ
GCVk+1 = (k+1)
Sk+1
(k+1−δk+1)2 (5i)
It is apparent that the difference w.r.t t clas ical Kalman
filter is the presence of the additional state ζˆk of the same
dimension of xˆk. Comparing (5c) and (5d), one can see that
Ak is replaced by Ak−KkCk. In addition, the dynamics of ζˆk
are still driv n by the innovation yk−Ckxˆk, but the Kalman
gain Kk given by (5a) is substituted by the Gk defined by
(5b). In turn, such gain depends on Σk which is propagated
over time through a modified version of the Riccati equation
given by (5f). The GCV filter is graphically depic ed in Fig.
1.
3 Asymptotic behavior and he smoothing ratio
3.1 Asymptotic behavior of the GCV filter
We first consider the case where the state-space model (3) is
time-invariant, i.e. the matrices Ak, Ck, and Qk are constant
in k. The structure of the equations governing the GCV filter
3
permits to easily understand its asymptotic behaviour. In
particular, exploiting well known properties of the Kalman
filter [1], the following result is obtained (see the Appendix
for a proof).
Proposition 1 Assume that the system (3) is time-invariant,
stabilizable and detectable. Then, for any P0 we have
lim
k→∞
Pk = P¯ and lim
k→∞
Σk = Σ¯
where P¯ and Σ¯ are the unique symmetric and semidefinite
positive matrices solving, respectively, the algebraic Riccati
equation
P¯ = AP¯AT +Q−AP¯CT (CP¯CT + γ)−1CP¯AT (6)
and the Lyapunov equation
Σ¯= (A− K¯C)Σ¯(A− K¯C)T + K¯K¯T (7)
where K¯ = AP¯CT (CP¯CT + γ)−1. In addition, all the roots
of the matrix A− K¯C are inside the unit circle so that the
(asymptotic) GCV filter is asymptotically stable.
Properties of the GCV filter can be also characterized in the
time-varying case. In particular, following Section 2 of [2],
one can first replace stabilizability and detectability with
the assumptions of uniform stabilizability and detectability.
Then, following the same reasonings contained in the proof
of Proposition 1, Theorem 5.3 in [2] ensures the uniform
exponential stability of the GCV filter.
3.2 Fast regularization parameter tuning and the smooth-
ing ratio
Proposition 1 leads also to a new computationally appeal-
ing approach to tune the regularization parameter γ e.g. in
smoothing splines. In particular, consider the scenario de-
scribed in [21] where an unknown function has to be re-
constructed by spline regression from equally spaced noisy
samples. When assumptions in Proposition 1 hold true, it is
possible to compute off-line the gains
K¯ = AP¯CT (CP¯CT + γ)−1, G¯ =
AΣ¯AT − K¯(CΣ¯CT +1)
CP¯CT + γ
.
Then, one can exploit the asymptotic (suboptimal) GCV fil-
ter, with the guarantee that the objective values will con-
verge to the exact GCV scores as k increases. Moreover, in
off-line contexts this approach appears computationally ap-
pealing even when compared to the many GCV-based spline
algorithms developed in the last decades [41,40,18,15,35].
Furthermore, [21] defined the asymptotic smoothing ratio as
lim
k→∞
δk
k
,
also providing an interesting closed-form expression for the
cubic splines case useful to further speed up the tuning of γ .
For the general case, we notice that Proposition 1 gives also
a numerical procedure to compute the asymptotic smoothing
ratio (for different values of γ). In fact, if (3) is stabilizable
and detectable, combining (5g) and Proposition 1 we obtain
lim
k→∞
δk
k
= 1− γCΣ¯C
T +1
CP¯CT + γ
with Σ¯ and P¯ defined, respectively, in (6) and (7).
4 Numerical Examples
4.1 Spline example
We consider the reconstruction of the function exp(sin8t)
taken from [29] from samples collected at 400 instants ti
randomly generated from a uniform distribution on [0,1].
The measurement noise is Gaussian with standard deviation
equal to 0.3. We model f as the two-fold integral of white
noise setting m = 2 in the time-varying state space model
reported in Example 1. This corresponds to reconstructing
f using cubic smoothing splines [40].
We use Zt to denote the vector containing the noiseless out-
puts (corresponding to the second entries of {xk}tk=1). We
denote the average of Zt by the scalar quantity Z¯t . Then, the
performance measure is the percentage fit
Ft = 100%
(
1− ‖Zt − Zˆt‖‖Zt −11Z¯t‖
)
, (8)
where Zˆt is the estimate of Zt obtained through the Kalman
smoother [1], and 11 a column vector with all entries equal
to 1. The following two different estimators Zˆt are tested:
• GCV: this approach estimates γ exploiting the GCV filter.
More specifically, the GCV score is propagated over a
grid containing 100 values of γ logarithmically spaced on
the interval [10−2,104]. Then, at any t the estimate Zˆt is
computed by a Kalman smoothing filter which exploits
the γt that minimizes GCVt .
• Oracle: the same as GCV except that γt maximizes the
fit Ft . Note that this approach is not implementable in
practice since it uses an oracle that knows the noiseless
(unavailable) output Zt .
The left panel of Fig. 2 displays the noiseless output (solid
line), the measurements (◦) and the function estimate re-
turned by GCV (dashed line) which turns out close to f . The
right panel also shows that the GCV filter is able to track
well and in an on-line manner the time-course of γ returned
by Oracle.
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Fig. 2. Cubic spline example - Section 4.1. Left: noiseless output (solid line), measurements (◦) and cubic spline estimate obtained by
GCV (dashed line). Right: Estimated regularization parameter γt , as a function of time, obtained by Oracle maximizing the fit Ft in eq.
8 (solid line) and by GCV minimizing the score GCVt computed by eq. 5i (dashed line).
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Fig. 3. Model mismatch example - Section 4.2. Left: noiseless output (solid line), measurements (◦) and smoothed output obtained by
GCV (dashed line). Right: Estimated noise variance γt , as a function of time, obtained by Oracle (solid line) and by GCV (dashed line).
4.2 GCV capability to compensate for model mismatch
We consider the following discrete-time model (see also [23,
Section 6]):
xk+1 =
(
0.7 0
0.1 1
)
xk +ωk (9a)
yk =
(
0 1
)
xk + ek (9b)
with zero-mean Gaussian noises of covariances
Q =
(
11.81
0.625
)(
11.81 0.625
)
, γ = 30.
We will use data generated by this model to test the capabil-
ity of the GCV filter to compensate for mismatches between
the true system and the model used to track the data by tun-
ing γ in an on-line manner. As in the previous example Zt is
the vector containing the first t noiseless outputs (which are
the second entries of {xk}tk=1) and the performance measure
is (8). The following three different estimators Zˆt are tested:
• GCV: this approach uses a wrong transition covariance
given by
Q˜ = Q+
(
0 0
0 100
)
,
and then estimates γ exploiting the GCV filter over a grid
with 100 values logarithmically spaced on [10−2,104].
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Fig. 4. Model mismatch example - Section 4.2. Boxplots of the
100 fits F200, as defined in eq. 8, obtained after a Monte Carlo
study by the estimators Oracle, GCV and Nominal.
Then, at any t the estimate Zˆt is computed by a Kalman
smoothing filter which exploits the γt minimizing GCVt .
• Oracle: the same as GCV except that γt maximizes the fit
Ft in (8).
• Nominal: the estimate Zˆt is returned by a Kalman smooth-
ing filter defined by the nominal wrong covariance Q˜ and
γ = 30. Thus, this approach does not try to compensate
for model mismatch since it does not tune γ from data.
The left panel of Fig. 3 displays the noiseless output (solid
line), the measurements (◦) and the smoothed output ob-
tained by GCV (dashed line) which appears close to truth.
In the right panel, one can also see the trajectory in time of
the γt returned by Oracle and by GCV. One can appreciate
the capability of the GCV filter to compensate the modelling
mismatch by tracking a regularization parameter leading to
a high fit Ft .
To further support these findings, we have also performed a
Monte Carlo study of 100 runs. During each run, 200 out-
put measurements are generated using (9) and Zt is recon-
structed by GCV, Oracle and Nominal. From the MATLAB
boxplots of the 100 fits (8) reported in Fig. 4, the robust-
ness of GCV emerges clearly. Its performance is in fact very
close to that of the oracle-based procedure.
4.3 On-line regularized linear system identification
Now, we consider a linear system identification problem
where the aim is to estimate an unknown impulse response
from input-output measurements. Assuming a high order
FIR, the model describing the outputs collected up to instant
t, and stacked in the (column) vector Yt , is
Yt =Φtg+Et , (10)
where g denotes the m-dimensional vector whose compo-
nents are the impulse response coefficients, the regression
matrix Φt is defined by the input samples and Et is the mea-
surement noise vector, which we assume white and Gaus-
sian.
To solve this problem, we use the kernel-based approach
originally proposed in [28,27,6]. The impulse response es-
timate is given by
argmin
g∈Rm
‖Yt −Φtg‖2+ γgT P−10 g. (11)
It makes use of the regularization matrix P0 induced by the
so called first-order spline kernel, i.e. its (i, j) entry is
[P0]i j = αmax(i, j), 0≤ α < 1,
where α is an hyperparameter which regulates the rate of
decay to zero of the components of g. We refer the reader
also to [29] for further details on advantages of (11) over
classical parametric approaches.
In real applications, both γ and α are unknown. Since we
consider a situation where g has to be estimated on-line,
we will estimate these two hyperparameters by the GCV
filter. To do that, we first notice that (11) corresponds to
the maximum a posteriori (MAP) estimator of g and, under
the stated Gaussian assumptions, also to its minimum mean-
square estimator (MMSE). The estimate of g can then be
computed using the Kalman filter. In fact the state space
model is
xk+1 = xk
yk =Ckxk + ek, k = 1,2, . . . (12)
x1 ∼ (0, P0)
ek ∼ (0, γ)
where the state vector is the stochastic model for g (with
xk = g for any k), yk and ek are the k-th entries of Yt and Et ,
respectively, and Ck is the k-th row of Φt .
We define a grid in the plane (γ, α) taking the points such
that α is in the set {0.5, 0.6, . . . , 0.9, 0.95, 0.99}, while γ
assumes values in a logarithmically spaced grid of 20 point
between 10−2 and 103. In this way, the grid consists of 140
points. We run 140 GCV filters in parallel, each correspond-
ing to one of the points; when a new measure yk (and Ck)
is available, we update the GCV score of each pair (γ, α),
selecting the one giving the minimum score.
We test the obtained GCV filter for on-line regularized sys-
tem identification on a set of 100 Monte Carlo runs. At any
run, a random impulse response of length m = 200 is gen-
erated using the same mechanism described in [24, Section
7.4]. The generated system is fed with a with noise sequence
of unit variance. Note that this type of input is persistently
exciting and guarantees the observability of the system (12)
(see e.g. [2]), avoiding the covariance windup phenomenon
[36]. The standard deviation of the measurement noise is
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that of the 200 noiseless outputs divided by 10. We assume
the system is at rest (the input is equal to zero) prior to the
data collection. The performance of the estimator is evalu-
ated by means of the fit (as a function of time)
Ft = 100%
(
1− ‖g
i− gˆit‖
‖gi−11g¯i‖
)
, (13)
where gi is the impulse response generated at the i-th Monte
Carlo run, g¯i its mean, and gˆit its estimate (the impulse re-
sponse estimate is function of the time instant t).
An example of one of the Monte Carlo runs is given in Fig.
5, which shows the evolution in time of the impulse response
estimate and its fit. It suffices 50 measurements to the GCV
filter to achieve an appreciable fit. The overall results of the
Monte Carlo experiment are summarized in Fig. 6, which
depicts the average fit of the impulse responses as a function
of time. It can be seen that, after a short transient phase,
the fit increases monotonically and achieves a high average
value.
5 Conclusions
The novel filter here presented allows to propagate efficiently
the GCV score over time. Hence, unknown parameters en-
tering a state space model can now be estimated in an on-line
manner resorting to one of the most important techniques
used for parameter estimation. The asymptotic properties of
the GCV filter provide also a new very efficient way to esti-
mate the regularization parameter e.g. in smoothing splines.
Applications of the new filter have been illustrated using ar-
tificial data regarding a function estimation and on-line reg-
ularized linear system identification.
A Matlab implementation of the GCV filter is available at
the web page http://www.dei.unipd.it/ giapi/.
6 Appendix
6.1 Derivation of the GCV filter
Without loss of generality, we set the initial system condition
to zero, i.e. µ = 0. We also use Xt ,Yt and Et to denote the
column vectors containing the states, the outputs and the
measurements noises up to instant t, i.e.
Xt = [xT1 . . .x
T
t ]
T , Yt = [y1 . . .yt ]T , Et = [e1 . . .et ]T .
Then, it holds that
Yt = OtXt +Et ,
where Ot = diag{C1, . . . ,Ct} is the regression matrix built
using the measurement matrices Ck, k= 1, . . . , t. We also use
Wt and Vt to denote the state and output covariance matrix,
i.e.
Wt :=Var(Xt) (14)
Vt :=Var(Yt) = OtWtOTt + γIt , (15)
where It is the t×t identity matrix. Note that, using the above
notation, the smoothed estimate of Yt , already encountered
in Section 1, is
Yˆt = OtWtOTt V
−1
t Yt , (16)
so that the degrees of freedom at instant t turn out
δt = Tr(OtWtOTt V
−1
t ). (17)
The following simple lemma is useful for our future devel-
opments.
Lemma 2 One has
δt = t− γ ∂ logdetVt∂γ , (18)
St =−γ2 ∂YtV
−1
t Yt
∂γ
. (19)
Proof: In view of (15), we start noticing that
γV−1t = It −OtWtOTt V−1t . (20)
Then, (18) is obtained from the following equalities
γ
∂ logdetVt
∂γ
= γTr
(
V−1t
∂Vt
∂γ
)
= γTr(V−1t )
= Tr(It −OtWtOTt V−1t )
= t−δt , (21)
where the last two passages exploit (20) and (17), respec-
tively.
Eq. 19 is instead proved as follows
−γ2 ∂YtV
−1
t Yt
∂γ
= γ2Y Tt V
−2
t Yt
=Y Tt (It −OtWtOTt V−1t )T (It −OtWtOTt V−1t )Yt
= ‖Yt − Yˆt‖2 = St
where the second and third equality exploit (20) and (16),
respectively.

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Fig. 5. On-line system identification - Section 4.3. Left: true impulse response (solid line) and GCV estimates obtained at time instants
k = 10,50,200. Right: Fit obtained by GCV as a function of time.
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Fig. 6. On-line system identification - Section 4.3. Average of
the GCV fits (solid line) ± one standard deviation (dashed line),
as a function of time, obtained after a Monte Carlo study. At any
of the 100 runs a new impulse response was randomly generated
as detailed in [24, Section 7.4].
The dynamics of the matrix Pk in the GCV filter are regulated
by the discrete-time algebraic Riccati equation (DARE),
which can be also rewritten as
Pk+1 = AkPkATk +Qk−AkPkCTk (CkPkCTk + γ)−1CkPkATk .
It is now easy to see that the matrix Σk entering the GCV filter
is the partial derivative of Pk w.r.t. γ . In fact, differentiating
the DRE, and adopting the notation Σk := ∂Pk∂γ , one has
Σk+1 = AkΣkATk −AkΣkCTk (CkPkCTk + γ)−1CkPkATk
− AkPkCTk (CkPkCTk + γ)−1CkΣkATk
+ AkPkCTk (CkPkC
T
k + γ)
−2CkPkATk (CkΣkC
T
k +1).
Exploiting the definition of Kk and rearraging the terms, the
recursive formula (5f) is obtained.
Now, consider the dynamics of the predicted state
xˆk+1 = Akxˆk +AkPkCTk (CkPkC
T
k + γ)
−1(yk−Ckxˆk).
We now show that ζˆk is the partial derivative of xˆk w.r.t. γ .
In fact, differentating the above equation using the corre-
spondence ζˆk := ∂ xˆk∂γ , one obtains
ζˆk+1 = Akζˆk +AkΣkCTk (CkPkC
T
k + γ)
−1(yk−Ckxˆk)
− AkΣkCTk (CkΣkCTk +1)(CkPkCTk + γ)−2(yk−Ckxˆk)
− AkPkCTk (CkPkCTk + γ)−1Ckζˆk.
This, combined with the definition of Kk, leads to the recur-
sive formula (5d).
Now, exploiting well known properties of the innovations
sequence {yk−Ckxˆk}tk=1, whose variances are {CkPkCTk +
γ}tk=1, and recalling that Σk := ∂Pk∂γ , we have
∂ logdetVt
∂γ
=
t
∑
k=1
∂ log(CkPkCTk + γ)
∂γ
=
t
∑
k=1
CkΣkCTk +1
CkPkCTk + γ
.
Then, the recursive formula (5g) for the degrees of freedom
δk is obtained combining the above equation and (18).
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Still using properties of the innovations sequence, and re-
calling that ζˆk := ∂ xˆk∂γ , one also has
−∂YtV
−1
t Yt
∂γ
=−
t
∑
k=1
∂ (yk−Ckxˆk)2(CkPkCTk + γ)−1
∂γ
=
t
∑
k=1
CkΣkCTk +1
(CkPkCTk + γ)2
(yk−Ckxˆk)2
+ 2Cζˆk
yk−Ckxˆk
CkPkCTk + γ
.
This equation, in combination with (19), proves the correct-
ness of the update rule (5h) for the sum of squared residuals
Sk and completes the derivation.
6.2 Proof of Proposition 1
If the system (3) is stabilizable and detectable, then standard
properties of the algebraic Riccati equation (6) ensure that P¯
is symmetric and positive semidefinite and that the Kalman
filter, corresponding to (5a), (5c) and (5e), is asymptotically
stable (see [1, p. 77]). Because the Kalman filter is asymp-
totically stable, the matrix (A− K¯C) has all the eigenvalues
inside the unit circle, ensuring that (7) admits a unique posi-
tive semidefinite solution [1, p. 67]. The filter state transition
matrix which regulates the dynamics of xˆk and ζˆk is(
A−KkC 0
−GkC A−KkC
)
and so it also has all eigenvalues inside the unit circle at
least for sufficiently large k.
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