There is a well-studied correspondence by Jaclyn Anderson between partitions that avoid hooks of length s or t and certain binary strings of length s + t. Using this map, we prove that the total size of a random partition of this kind converges in law to Watson's U 2 distribution, as conjectured by Doron Zeilberger.
A partition is a finite set of square boxes stacked in the upper left corner. For example, is a 14-box partition, denoted also by its row sizes: 6 5 3. Every box in a partition has a hook, the set of boxes directly to its right or below it. In the above partition, for example, the hook of the third box in the first row is , of size 6. A partition is called p-core if no hook has exactly p boxes. Such partitions arise in the context of p-modular representations of the symmetric group, and go back to Nakayama [JK81, Nak40] .
There are infinitely many p-core partitions for every p ≥ 2. However, if s and t are coprime then only finitely many partitions are simultaneously score and t-core, or for short (s, t)-core. See [GM14, GMV14, AHJ14, Thi16, TW17] for algebraic structures related to simultaneous core partitions.
A wonderful bijection by Anderson relates (s, t)-core partitions to s/tballot words [And02] . An s/t-ballot word is an (s + t)-long string of S and T , such that the proportion of occurrences #S/#T in any prefix of the string is at least its overall proportion s/t. The so-called rational Catalan number 1 s+t s+t s
gives the count of such words, and hence, the number of (s, t) core partitions.
A conjecture by Armstrong [AHJ14, §2], that (s, t) core partitions have 1 24 (s + t + 1)(s − 1)(t − 1) boxes on average, has been proven by several methods in several works [SZ15, Agg15a, Joh18a, Wan16, EZ15]. It has also been shown that the variance is 1 1440 (s + t + 1)(s + t)s(s − 1)t(t − 1), and higher moments have been similarly computed by efficient algorithms [TW17, EZ15] . Based on their leading terms and an online search, a precise limit distribution for large s and t has been conjectured by Zeilberger [EZ15, ZZ17a] . The following theorem meets this challenge.
Theorem 0.1. Let X st be the total size of a uniformly random (s, t) core partition for coprime s and t. Then
where all Z k andZ k are mutually independent standard normal random variables.
We note that the limiting expectation is E[U 2 ] = 1/12 in accordance with Armstrong's conjecture, and the variance is V [U 2 ] = 1/360. The tail probability P [U 2 > t] is given by 2 ∞ m=1 (−1) m−1 exp(−2m 2 π 2 t). This asymptotic distribution originates in Watson's U 2 test for goodness of fit on a circle [Wat61] , and its two-sample variant [Wat62] . The proof will show that especially the latter is closely related to X st , even for finite s and t.
Remark. Theorem 0.1 addresses the first challenge in [EZ15] , without the assumption that s − t is fixed. It applies, for example, to (s, 2s + 1) core partitions, or (s, s s + 1) core partitions.
The main ingredients in the proof of Theorem 0.1 are a new formula for the number of boxes in an (s, t) core partition, and a similar formula due to Persson for Watson's statistic [Per79] . The new formula, in Proposition 0.2 below, relates the partition's size to the occurrences of ST ST and T ST S in the corresponding s/t ballot word.
Remark. Proposition 0.2 also provides a new argument why all the moments of the partition's size are polynomials in s and t, in less than two pages. This is the second challenge in [EZ15] .
Since these challenges were posed, much attention has been paid to restricted families of core partitions. These include partitions into distinct parts, that are (s, s + 1) core [Amd15, Str16, Zal17, Par18, Joh18b, Xio18a], or (s, s + 2) core [YQJZ17, ZZ17a, BNY18, Par18], or (s, ds ± 1) core [Agg15a, Str16, NS17, Zal19, Xio18b, XZ19], and similarly partitions into odd parts [ZZ17b, Joh18b] . Also self-conjugate (s, t) core partitions have been studied [FMS09, CHW16, Wan16, WWY18], and further restricted families that avoid more hook lengths, such as (s, s + 1, s + 2) core partitions [AS15, Agg15b, Amd15, YZZ15, Xio16, BNY19].
The enumeration of restricted partitions has been established in various cases, as well as their maximum and average size, and some higher moments. Remarkably, the size distribution of (s, s + 1) core partitions into distinct parts has been shown to be asymptotically normal [KST18] . While Theorem 0.1 settles the asymptotics of the fundamental case of general (s, t)-core partitions, the formula in Proposition 0.2 is applicable also to restricted cases, such as those mentioned above.
Before the proof, we describe Anderson's bijection between (s, t) core partitions and s/t ballot words [And02] . An (s, t) core partition can be reconstructed from the set A ⊂ N of hook sizes of its first-column boxes. Indeed, walk along the rim of the partition, rotated by 45 degrees as on the left hand side of Figure 1 . If the first right turn is taken at step 0, then A is the exactly the set of up-left rim steps.
The avoidance of s-hooks and t-hooks amounts to the requirement that a ∈ A if a+s ∈ A or a+t ∈ A. In other words, A is a downset with respect to Figure 1 . A demonstration of Anderson's two-step bijection between a (7, 10) core partition and a 7/10 ballot word. Here the downset A = {1, 2, 4, 5, 9, 11, 12}. the partial order of N generated by a ≺ a + t and a ≺ a + s, such that 0 ∈ A. A downset in a poset is a downward-closed subset, also known as an ideal. Since s and t are coprime and A ⊆ N \ (sN + tN), the number of (s, t) core partitions is finite. The right hand side of Figure 1 shows the Hasse diagram of elements below st in this partial order, for (s, t) = (7, 10). Clearly, the Hasse diagram would have such a triangular shape with square-grid texture for general coprime s and t.
The elements immediately above A form a closed path through 0 in the Hasse diagram, with s steps up and t steps down. We record this path by a word w with s times S and t times T . Every such word uniquely describes a downset A ∋ 0, as long as #S(p) · t − #T (p) · s is non-negative for every prefix p of w. That is, w may be any s/t ballot word. Now we are ready to state the relation between the size of an (s, t) core partition and the corresponding s/t ballot word. Here and below, #u(w) denotes the number of occurrences of the word u as a subsequence in the word w, not necessarily as consecutive characters. The following expression for ∆ now follows from the previous one. ∆ = #S(p) · t − (#T (p) + 1) · s + #T S(w) − 1 2 (s − 1)(t − 1) This has a meaningful interpretation in terms of the Hasse diagram in Anderson's bijection. Let A be the downset below the path of w, and let A ′ be the downset of w ′ . Since w and w ′ differ in one T S → ST transposition, A ′ = A ∪ {a} for some a ∈ A. The prefix pT of w provides a path from 0 to a in the diagram. The steps along this path add up to a = #S(p) · (+t) + (#T (p) + 1) · (−s)
We also express the size of A in terms of w. In the case w = SS...ST T...T , the downset A comprises all elements below the multiples of s and t. There are 1 2 (s − 1)(t − 1) such elements, the "area" of the triangle as in Figure 1 . For other w, we pop one element from A at each swap ST → T S, hence
In conclusion, the reduction w → w ′ adds ∆ = a − |A| to the formula in the proposition, where A and A ∪ {a} are the first-column hook sizes in the partitions corresponding to w and w ′ . We show that ∆ is also the size difference between the partitions. Indeed, every box in the partition has a hook that starts at some rim step b ∈ A and ends at some rim step a ∈ A. Hence the number of boxes is
This quantity increases by a − |A| upon insertion of a new element a to A. This completes the induction step between w and w ′ in the proof of the proposition.
It is left to determine a global additive shift that only depends on s and t, which should be given by the first term in the proposition. Since for w = SS...ST T...T the second term vanishes, this must be the size of the partition that corresponds to A = N \ (sN + tN). This extreme case was solved by Olsson and Stanton who proved that the number of boxes is (s 2 − 1)(t 2 − 1)/24 [OS07] , cf. [Tri09, Joh18a] .
Proof of Theorem 0.1. We first observe that the statistic #ST ST +#T ST S on s/t ballot words is distributed the same as on all the s+t s words with #S = s and #T = t. Indeed, this statistic is invariant under cyclic rotation of words, and since s and t are coprime every orbit of this Z s+t action has s + t different words, exactly one of which is s/t ballot. To see that, consider the path as on the right hand side of Figure 1 , and note that any nontrivial rotation takes its unique minimum from 0 to a negative number, violating the s/t ballot condition. This is a classical argument for the enumeration of s/t ballot words by the rational Catalan number 1 s+t s+t s . Watson's U 2 test in [Wat62] compares two samples of s and t independent points on the circle. The null hypothesis asserts that they follow the same continuous distribution, and the test is consistent against all alternatives of distinct continuous distributions for the two samples. It is a nonparametric test, that only relies on the ordering of the points around the circle. This is encoded by a word w with #S(w) = s and #T (w) = t, up to rotations. Under the null hypothesis, each such word is equally likely.
Watson's tests were originally motivated and stated in the form of integrals [Wat61, Wat62] . Later, Persson [Per79] observed that the two-sample test statistic U 2 st has the following elegant expression in terms of the abovementioned circular word w. st(s + t) 2 U 2 st = st(st + 2) 24 − #ST ST (w) + #T ST S(w) 2 Note that the right hand side is the same as in Proposition 0.2, except for a deterministic difference of ((s + t) 2 − 1)/24, of smaller order than the factor on the left. Therefore also X st / 1 2 st(s + t), the normalized size of a uniformly random (s, t) core partition, converges to the same limit law as the null distribution of U 2 st . The limit U 2 st → U 2 was established by Watson [Wat61, Wat62] under the assumption s/t → λ > 0. Janson [Jan84] showed that this limit actually holds without any restrictions on the relation between s and t, as long as they both tend to ∞.
