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SUMÃI\10 
Neste trabalho ê apresentado um mêtodo robusto de ajuste d~ 
regressoes, denominado regressão h i ponderada. Para ·a sua apresentação 
foi necessârio introduzir alguns conceitos utilizados em estimação robus-
ta. São os conceitos de resistência e robustez. curvas de influência, ·e.!!! 
parelhadores e·sintonizadores e o conceito de valores aberrantes· ou dis-
crepantes. AlEm disso apresenta-Se um.estimador robusto para parâmetros 
de locação, denominado estimador biponderado. 
O mêtodo apresentado ê comparado com o mêtodo dos 
quadrados e com um outro método robusto de ajuste de regressões 
. . 
m1n1mos 
atravês 
de dois exemplos. São mostradas as razões da preferência da regressão bi 
ponderada sobre os outros dois rnêtodos. 
No fi.nal se apresenta um programa para computadores que pos-
sibilita a obtenção das estimativas dos parâmetros por minimos quadrados, 
pelo método biponderado ou pela regressão passoponderada - uma versao sim 
plificada do método apresentado. 
i v 
SUMMARY 
In this work a robust method tor regression is presented, 
the biweight. For the únderstanding of the method it was necessary to 
present some basic concepts ;n robust estimation: resis.tance, robustneSs, 
influence curves~ matchers, catchers and outlying values ar outliers. A 
robust estimator of location is also presented - the biweight. 
The biweight regression is then co~pared with least-squares 
anç:l another robust method· for regr.ession, us·ing two examples. The reasonS 
for the preterence of the biweight against the others are presented. 
Finally a computer program is present. This program computes 
the estimated parameters by least-squares. the biweight estimates ar the 
stepweight estimates -a simplified version of the former method. 
v 
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I - INTRODUÇJ!.O 
A idêia de robustez não ê ·tão nova como se pensa. Os pri-
meiros informes datam do século XIX e são de autoria de Legendre, -Lapla-
ce, Gauss e outros, conforme consta em STIGLER (1973). Entretanto, até 
pOuco tempo atrãs, não se deu mui1;a -ênfase a estas· idêias." Sõ mais re-
centemente ê que se iniciou o trato mais sistemãtico deste assunto, jã-
então com o nome robustez, proposto por Box em 1953. HUBER (1964), pode-
se dizer que pela primeira vez, apresenta os estimadores robustos para 
parâmetros de locação. Outro trabalho importante deste inlciO ê o de 
HAMPEL (1968). Com o desenvolvimento natural desta ideia, iniciou-se 
a busca de estimadores robustos para parâmetros de escala e mais recen--
temente a idéia foi extendida a métodos robustos de ajustes de regres-
sao. O mais importante trabalho sobre estimação robusta de parâmetros 
de locãção se deve a ANDREWS e outros (1972), onde nao somente apresen-
tam cerca de 80 estimadores robustos para parâmetros de locação, como 
tambêm apresentam estimadores robustos para parâmetros ~e escala, utili-
zados pelos estimadores de parâmetros de locação, mas tambêm comentam a 
• 
2 
não inclusão de extensões, aparentemente lÕgicas, como e o caso da ex-
tensão aos problemas de regressão. 
No caso de regressão robusta pode-se citar FORSYTE(l972), 
JAECKEL (1972), HUBER (1973), ANDREWS (1974 e 1975), BEATON e TUKEY 
(1974), HINICH e TALWAR (1975), TUKEY (1975), HILL e HOLLAND (1977), MO.?_ 
TELLER e TUKEY (1977), TUKEY (1977), BICKEL (1978), DACHS (1978),, MORI-
NEAU ( 1978) e muitos outros. Como se pode perceber hã mui to pouco tem-
po 'ê que se começou a tratar mais seriamente deste problema. Dos traba- · 
lhos acima citados, serão c;onsiderndos aqui com mais. destaque os de An-
drews ·e os de Tukey. 
Apresenta.r-se-ã então um estimador ro9usto para parame-
tros de locação e a sua extensão a problemas de regr~ssao. Foi escolhi-
do um estimador·proposto por Tukey, denominado Estimador Biponderado 
(Biweight, em inglês). Produz resultados muito bons, tanto sob a pres-
suposição de normalidade como quando isto não se verifica. São basi-
camente duas as razões desta escolha. A primeira ê a qualidade dos re-
sultados obtidos e a segunda e a facilidade {computacional) na obtenção 
das estimativas. Hã muitos outros estimadores robustos propostos para o 
problema de regressão, mas são muito mais dificeis de se obter (compu-
tacionalmente). Como exemplo disto pode-se citar o M-estimador baseado 
na função seno, apresentado por Andrews, em ANDREWS e outros (1972) (se-
ra apresentado neste trabalho no apêndice ao cap. IV), que fornece resu! 
tados bastante semelhantes, mas é de obtenção muito mais dificil. Requer 
um programa de otimização não-linear. 
3 
-Outras razoes para a escolha do estimador biponderado e 
sua extensão a problemas de regressão, substituindo o método clãssico -
o me todo dos mini mos quadrados - podem ser vistos em TUKEY (1975) .· Den-
tre elas pode-se citar a fragilidade do mêtodo clãssicó frente a dadoS 
com distribuição longe da normal ou frente a presença de valores discre-
pantes (ou. outliers) ou mesmo frente ã problemas de heterocedasticia e 
correlação entre as variãveis independentes. ANDREHS (1974), BEATON e 
TUKEY (1974), MOSTELLER e TUKEY (1977) e muitos outros reafirmam estas 
deficiências do método dos mínimos quadrados (alêm de outras) e comentam· 
a insensibilidade dos métodos robustos a estes problemas·; isto ê, mesmo 
face a eles, os resultados que se obtem são bons. ANDREWS (1975) ainda 
comenta que não hã mais _ra,zão em apoiar o método cta·s mínimos quadrados 
em virtude das facilidades computacionais que apresel")ta. Com o advento 
da modernização'dos computadores isto não mais se justifica. 
Procurou-se apresentar um trabalho onde cada novo concei-
to, ou cada nova idéia a ser apresentada estivesse fundamentada quase 
inteiramente nos conceitos anteriormente apresentados. Deste modo, no 
capitulo IJ se apresentam vãrios conceitos, uns jã bem conhecidos, ou-
tros menos, que serão utilizados quando da introdução do estimador bi-
ponderado e de sua extensão a problemas de regressao. Se apresenta 
conceitos não muito conhecidos como por exemplo as Curvas de Influência 
(sec. 11.2) e os Emparelhadores (matchers em inglês, sec. 11.4) e ou-
tros jã bastante conhecidos como os Valores Aberrantes. 
No capitulo 111, apresenta-se dois estimadores robustos 
para parâmetros de locação, o estimador biponderado e o passoponderado, 
4 
que apesar de utilizarem medidas robustas de escala; sao apresentados 
antes delas, simplesmente porque esta ê a seqliência jã encarada como 
clãssica; isto ê~ primeiro se apresenta est'imadores para parâmetro~ de 
locação e depois estimadores para· parâmetros de escala .. 
No capitulo IV se apresenta os mêtodos de regressao ro-
busta, desenvolvidos a partir dos estimadores de locaç·ão. apresentados no 
capítulo IÍI. No final do capitulo IV se apresenta, apenas com o 1ntui 
to .de informação, o M-estimador ·seno, para parâmetros de locação e sua 
extensão a problemas de regressão. A razão disto 8 a comparação que se-
rã feita no exemplo 2, do capitulo V, entre o desempenho do estimador 
biponderado e o M-estimador seno, mostrando a proximi.dade dos res1,1ltados· 
obtidos, ratificando assim a idêia inicial de apresentar um método que 
apresente bons.resultados e seja de fãcil obtenÇão. 
No capitulo V se apresentarã dois exemplos ilustrando o 
desempenho do estimador biponderado, utilizado para ajustar regressões. 
O primeiro serã processado utilizando o SPSS (Statistical Package for 
the Social Sciences), de uma maneira que sera explicada no capitulo VII; 
o segundo exemplo serã processado com um programa em FORTRAN, cuja lis-
tagem e 11manual do usuãrio 11 , estarão no capitulo VII. 
No capitulo VI apresentar-se-ã as conclusões, nao somen-
te baseadas nos exemplos, mas também nos trabalhos que jã foram feitos 
com o estimador biponderado. 
5 
No capltulo VII se apresentarã. os programas para compu-
tador e o modo de util i.zã-1 os, não somente para obter regressão bi ponde-
rada como também regressão-. passoponderada. 
Nunca se pretendeu fazer um trabalho que cobrisse todos 
os ânguloS do assunto. Deste modo continuam alguns problemas em aberto, 
que podem vir a ser objeto ·de estudos futuros. Um destes assuntos e a 
pY.ova form.al da ocorrência da -cpnvergéncia na obtenção dos parâmetros da 
regressao a ser ajustad.a~ que deVe ser um problema de difici1 solução. 
Mas p_ot outro lado. partindo de uma boa estimativa inicial, não hã por-
que desconfiar da não convergência do método. Outro problema que apenas 
foi mencionado, no exemplo 3.1.1 e verificar o que ocorre ao se mudar 
a medida robusta de esçala. Para este problema, MOSTELLER e TUKEY(l977) 
afirmam que não deve ocorrer grandes modifi_caçÕes~ desde q~e se utilize 
boas medidas robustas de escala. Também não se verificou o comportamen-
to das estimadores apresentados ao variar o valor da constante de esca-
lonamento,c-(sec. III.l.l). Escolheu-se, para processar os exemplos do 
capítulo V, c=4, por ser um valor intermediãrio dentre os 
vãrias publicações. 
sugeridos em 
Hã também restrições quanto ao programa em FORTRAN a ser 
apresentado no capítulo VII, no que se refere ã precisão das estimativas 
obtidas quando a matriz dos coeficientes do sistema (x•p9x, sec.IV.2)for 
mal posta (mal comportada). Mas, estã perfeitamente claro, no capítulo 
VII, o que deve ser feito para trocar esta parte do programa, por um pr_Q_ 
cedimento que apresente melhores resultados . 
• 
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I! ·- NOMENCLATURA e DEFINIÇDES 
Neste capitulo ~erão apresentados a nomenClatura e o sig-
-nificado de termos a serem utilizados neste trabalho. Alguns destes con 
ceitos jã são bem conhecidos, como ê o caso dos valo_res aberrantes. Ou-
tros s~o pouco conhecidos, como por exemplo as curva~ de influência. Se-
rão apresentadoS com bastante simplicidade, com a intenção de apenas 
fornecer uma idéia inicial, não se provando nenhum resultado. 
11.1 - Resistência e Robustez 
Não se tem a intenção de dar definições formais destes 
conceitos. O propÕsito ê apresentar uma idêia geral de seus significa-
dos. HAMPEL (1968) apresenta duas definições, bastante relacionadas, de 
robustez, para uma sequência de estimadores, e diz serem quase que uni-
versalmente aplicãveis. 
MOSTELLER e TUKEY (1977) dão uma boa idéia do que seja 
resistência; e uma propriedade bastante desejãvel para um estimador. Su-
ponha que se altere uma parte dos dados, possivelmente de modo drãstico. 
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Esta alteração pode afetar. substancialmente o esti~ador.que se estã usan 
âo. N~ste caso diz-se que este estimador não _ê resistente. Por outro 
lado, se uma altéração em uma pequena parte dos dados não altera substan 
cialmente os resultados de um estimado~. ele ê dito ser resistente. A"mê 
dia aritmética e um protOtipo de estimador não resistente. Se em 
1+2+2+3+ + 23 
= 9,58 101 
.troca-se o segundo valor, 2, po~ 101002, a.mêdia irã mudar para: 
1 + 101002 + 2 + 3 + ... + 23 
101 
= 1009,58 
Alterando-se menos de 1% dos dados, a média foi bastante modificada. A 
mediana e um protâtipo, dos mais simples, de estimador resistente. Se no 
·exemplo anterior, com 101 valores, houvesse: 
50 valores {1; 2; 2; 3; ... ; 8, 9} 
1 valor {9} 
50 valores {9,5; 10; ... ; 23} 
onde a mediana ê 9, fazendo-se a mesma alteração anterior; isto ê, de 2 
para 101002, a mediana mudaria de -9 para 9,5, não havendo praticamente 
grandes alterações. 
BREIMAN {1973) apresenta uma boa idéia do sentido de ro-
bustez. Assuma que se estã trabalhando com dados de uma 11 pequena" famí-
lia de possíveis distrióuições {P8}, e E e e se esta procurando estima-
dores com um desempenho, ou eficiência, relativamente alta, não sendo 
8 
muito sensiveis a pequenos desvios da familia:de distrib11ições assumidas 
' 
' 
como verdadeira. Esta é a idéia da estimação robusta. 
HAMPEL (1973) comenta sobre os objetivos principais da es 
t·;·mação robusta. t a construção de salvaguardas ·contra grandes quanti-
da_des de erros grosseiros nos dados, co 1 ceando um 1 imite na influência 
de- contDminações escondidas e valore·s d~screpantes (seção.II.5)~ isolan-
do estes valores aberrantes·· pa~a tratam~nto em separado (se de_sejado), 
mantendo nos modelos p~ramétricos um comportamento bastante bom. 
STIGLER (1973) praticamente resume as duas ideias ante-
riores ao afirmar: 
-
11 0s cien.tlsta:s têm-se preoc~pado com o que poderlamos chamar - robus-
tez- insensividade dos procedimentos a ·desvios das pressuposições, par-
ticularmente da pressuposição de normalidade ... 11 • 
Deve-se também sempre ter em mente que a eficiência e uma 
propriedade bastante desejável. MOSTELLER e TUKEY (1977) falam sobre 
Robustez em Eficiência; isto ê, deseja-se grande eficiência em uma varie 
dade de situações em vez dP. em uma particular situação. Deve-se pres-
tar atenção ã menor eficiência que se pode obter em um conjunto -razoa-
vel de situações. Se esta menor eficiência for alta, pode-se dizer que 
se tem um bom estimador. 
Do que jã foi dito, tem-se então: Um estimador ê resisten 
te se for pouco afetado pela presença de uma parcela de yalores aberran-
tes e ê robusto se sua eficiência ê limitada inferiormente por um valor 
• 
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que nao e muito menor do que o da eficiEincia do 11melhor 11 estimador sob 
as condições supostas (usualmente de independência, normalidade, homo-
cedasticia, etc.). 
Il.2- Curvas de Influência 
HAMPEL (1968) apresenta a definição do que denominou Cur-
va de I nfl uênci a. ANDREWS e outros ( 1972) se ut i1 i zam destas curvas no 
estudo que fazem sobre estimadores robustos de parâmetros de locação., 
MOSTELLER e TUKEY (1977) também as utilizam. 
Estas curvas podem ser utilizadas como uma ferramenta pa~ 
ra- o estudo dos estimadores. São formas limites a p,"'rtir das quais as 
propriedades assintõticas podérii ser detenninadas. 
HAMPEL (1974) diz que podem ser utilizadas nao somente p~ 
ra determinar variâncias assintõticas dos estimadores, mas também para 
estudar propriedades locais de robustez que são definidas e intuitivamen 
te interpretadas. O estudo destas curvas serve para aprofundar a com-
preensão dos estimadorP.s e de seu comportamento. Servem também para de-
senvo 1 ver novos es timadores com propriedades robustas prê'-especi fi cadas. 
Dar-se-â Clgora alguns exemplos de Curvas de Influência 
Estilizadas~ no sentido apresentado por ANDRE\1.'5 e outros (1972), por se-
~em obtidas com base em uma amostra finita de valores. Para a obtenção 
__ destas curvas procede-se do seguinte modo: 
- tem-se .!! observações x1, x2 •...• xn. 
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- acrescenta-se uma observação aos. dadOS, x · 1 , e Se verifica o compor-. n+ 
tamento do estimadOr em cjuest&o, fazendo esta-(iH1}-esima observação a$-. 
sumir todos os possiveis valores do seu campo de variação. Além disso 
suponha tambêm ·que estes valores da amostra ppdem· assumir quálquer valor-
rea 1. 
.11.2.1 -Curva de Influência para Média 
Suponha que se tem uma amostra x1, x2 , •.. ,xn e qae -a me-
dia seja Xn •. Como se comportarã a mê~ia, ao se acrescentar uma nova ob-
servaçao, xn+l a amostra? Sabe-se que: 
Obviamente 
n 1 
= ntT 'n + ntT 'n+l 
que nada mais e que a equaçao de uma reta, com coeficiente angular igual 
a 1/(n+l) e intersecção com o eixo das ordenadas em nXn/(n+l). A figura 
2. 2. l apresenta esta curva. 
Apenas como curiosidade serâ apresentada a Curva de In-
fluência para a média, como consta em HAMPEL (1974). Suponha que X seja 
uma variãvel aleatõria com distribuição F. A mêdia 
T = JxdF(x) 
e definida para todas as medidas de probabilidade onde exista primeiro 
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momento. Suponha que X tenha mêdia ~. conhecida. 
Figura 2.2.1 - Curva de Influência (estilizada) para a Mêdia Aritmêtica. 
- Então a curva de influência deTê definida em F e ê dada por: 
CIT,F(x) " lim ((l-c) ~ + xc-~J /c= x-~. x e R 
"""' 
Com base na curva de influência estilizada apresentada na 
figura 2.2.1 pode-se obter as propriedades da mêdia. Nota-se que é ba~ 
tante sensível a valores extremos; isto ê, se lxn+l 1~ oo, então !Xn+l ]400. 
Isto caracteriza a extrema falta de resistência da mêdia. Além disto., 
ve-se que a dependência de xn+l de xn+l e linear; isto ê; xn+l varia li-
nearmente com xn+l' .. 
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!!.2.2 - Curva de Influência para s2 
Tem-se que 
2 n 2 
Sn = ." (xi-~) /n .· 
. 1 = 1 . . 
Para ma·iar simplicidade suponha que E(X}=11=0, e en"tão s2 se reduzirá a: 
n 
E 
i=l 
2 
xi /n 
Como ê afetada S~ , por uma simples observação xn+l' acrescida aos dados? 
Tem-s~ que: 
= 
2 + 2 
nSn xn+l 
n+l 
1 2 
= - xn+l 
n+l 
+ _n_. s2 
n+i n 
que e uma equaçao do segundo grau da forma ax2 + bx + c, com a=l/(n+l), 
b=o e c=nS~/(n+l). A figura 2.2.2 apresenta esta curva. 
Figura 2.2.2 - Curva de Influência (estilizada) para 
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HAMPEL (1974) tambêm apresenta, a curva de influência para 
s2. Além das suposições feitas no caso da média~ suponha também que a 
vari3vel X tenha variância a2 _(conhecida), dada por: 
e a curva de influência, e então:: 
= lim 
. e:+O 
Com base na curva apresentada na figura 2.2.2 pode-se ob-
ter as propriedades de s2. Nota-se que este estimador ê bastante sensl-
1 . I I - 2 I I ve a valor2s extremos, po1s se xn+l 400 entao Sn+l + oo. Se xn < Sn 
então 52 . < s2 · isto. e a variãncia estimada decresce, no mãximo atê 
n+ 1 n' 
·2 
nS·nf(n+l) quando Jxn+ll-+ o-. A curva ê ilimitada nos extremos. apresen-
tando a caracteristica da não-resiStência de s2. Pode-se afinnar também 
que a dependência de s~+l 
draticamente com xn+l' 
de xn+l ê quadr"âtica; isto ê, 
11.2.3 - Curva de Influência para a Mediana 
varia qua-
Suponha agora que se tenha uma amostra~ jâ ordenada, is-
to e, x(l) .$ x(2) .$ ••• $ x(n)' suponha tambêm, sem perda de generalida-
de, que..!! ê um nUmero par*. Qual serã o comportamento da mediana,!:_' ,ao 
se acrescentar uma nova observação~ xn+l ~ onde xn+l não estã ordenada? 
Sabe-se que, como n e par: 
* o raciocínio e anãlogo para n Ímpar e a forma da curva de influência 
• (estilizada) e a mesma. 
1 
x' --n 2 x(")+xn ,l 
2 (z •11 
ao se acrescentar xn+l obtém-se: 
x( ~se ~1 2 
xn+1 se 
x >x( ,l 
n+l ~ +~ 
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A figura 2.2.3 mostra a curva de inf_luência que se obtém~ 
Figura ·2.2.3- Curva de Influência (estilizada) para ·a Mediana 
.Obs .- a Curva de Influência para a mediana, no caso de x(-!:J <xn+l .:S 
e uma reta com coeficiente angular igUal a 1. ~ 
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Através da figura 2.2.3 pode-se concluir que a mediana e 
insenslvel a valores extremos, caracterizando assim a sua resistência. 
Por outro lado, na porção central dos dados, reage linearmente aos valo-
res da {n+l )-é'sima observação, assim como a mêdia._ 
ANOREWS e outros (1972) apresentam Curvas de Influência 
( esti 1 i zadas} para diversos es ~ima·dores apresentados no seu estado de es 
timadores robustos pi;ira parâmetros de locação. 
Nas secções I I I. 1.1 e !I 1.1. 2 e também no apêndice ao 
caplt!Jlo IV, serao apresentada.s Curvas de Influência '(estilizadas) par_a, 
Tespectivamente, o estimador biponderado, o estimador passopondera-do e 
o N-estimador seno. 
II.3 - Variãveis e Suportes 
Em regressão se dispõe de um vetor de respostas, ou Vetor 
das observações que contém os valores de uma variãvel denominada dependen 
te e de uma lista de valores correspondentes a uma ou mais variãveis, de-
nominadas independentes. Por exemplo 
y = 
e o vetor de respostas e x1, x2, ... ,Xk sao as variãveis independentes.P~ 
de-se tentar, por exemplo, ajustar uma regressao de Y nas variãveis 
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xl ' x2' •. o '\' da fonna: 
i=l ,2, ... ,n (2.3.1) 
No caso onde houver apenas uma variãvel independente, X, 
e se quis-er ajustar: 
i=l,2, .... ,n 
1 2 3 k nao se pode chamar X , X , X , ... ,X de variãveis, po.is na realidade 
sO hâ uma variãvel independente, a variãvel X-. O mesmo vale para: 
y. = bl '1 i + bz '2i + b3 (xli"'2i) + i=1,2, ... ,n 1 
-Em casos cOmo estes surge a neces~id~de de se dar um novo 
nome as nvariãveis 11 x2, 3 k x -p···x, (Xr Xz), ... . BEATON e TUKEY (1974)' 
MOSTELLER e TUKEY (1977), dentre outros, sugerem o nome Suportes (car-
riers}. Com esta denominação pode-se falar da regressão da variâvel de 
1 2 k pendente Y nos suportes X, X , ... ,X e tambêm da regressao de Y nos su-
Em (2.3.1) tanto se pode falar das variã-
veis como dos suportes x1, x2, ... ,xk. 
Deste ponto em diante somente se usara o termo suporte, 
significando tanto uma lista de variãveis simples como também uma lista 
onde as 11 Variâveis 11 podem ser funções de uma ou mais variãveis simples. 
II.4- Emparelhadores e Sintonizadores 
Estes dois termos foram introduzidos por Tukey. Em inglês 
sao, respectivamente, 11matcher 11 e 11 catcher11 • Não se tentou dar uma 
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tradução exata a estes dois nomes. O que se fez foi associar a cada um 
deles uma palavra que melhor indicasse seus significados. 
11.4.1 - Empare1hadores 
TUKEY (1975) e MOSTELLER e TUKEY (1977) apresentam este 
conceito. 
Suponha que se deseje ajustar uma regressão de Y nos su-
portes x 1 ~ x2, ... ,Xk. Suponha ainda que se deseja ajustar: 
i=l ,2, ... ,n (2.4.1.1) 
e que se obtêm b1• b2,. ·: ,bk como estimativas dos parâmetros. 
Então: 
; i=l,2, •.. ,n (2.4.1.2) 
e o ajuste obtido. 
Se houver um conjunto de coeficientes H={h(i); i=l,2, ... ,n}, 
vai-se chamar a este conjunto de Emparelhador se e somente se: 
n n _ 
E h(i) yi " E h(i) Yi 
i"l l=l 
(2.4.1.3) 
onde Y; e Y;; i=l,2, ... ,n são dados, respectivamente, por (2.4.1.1) e 
(2.4.1.2). Todo e qualquer conjunto que satisfizer (2.4.1.3) serã um 
emparelhador para o ajuste. 
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Por exemplo, ao se ajustar y'= a+bx~ por· mínimos quadra-
dos, H;= {1,1, ... ,1} ê Um emparelhador, poi.s·exigir que: 
n 
E 
i=1 
1. Yi = 
.e o mesmo que exigir que: 
n 
E 
i=1 
n y = n (â+5 x) 
Também H2 = {x1 ,x2, ..• ,xn} e um emparelhador, pois exigir que: 
n 
E 
i= 1 
e o mesmo que ex i g'i r que: 
n 
E 
i= 1 
-
n n 
E 
i= 1 
x. Y· 1 1 = a E i= 1 
-
X· + b 1 
(2.4.1.4) 
(2,4.1.5) 
e (2.4.1.4) e (2.4.1.5) podem ser reconhecidas como as equaçoes que for-
mam o chamado Sistema de Equações Normais, que resolvido cta a solução de 
mínimos quadrados: 
â=y-5x 
como pode ser encontrado em vãtios textos clãssicos como por exemplo ORA 
PER e SMITH (1966), cap. 1; SEARLE (1971), cap. 3 dentre outros. 
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Ao se ajustar uma re9ressao lin~~ar múltipla, na forma ma-
tricial, através de minimos quadrados, tem-se que a fT!Btriz X', a matriz 
transposta da matriz de delineamento X, é um emparelhador, pois exigir 
que: · 
-X'Y = X'Y 
e o mesmo que exigir: 
X'Y =X' X S -s = (X'X)-l X'Y 
se (X' X) for de post_o cdmp·let:l. Este resultado ·e bem conhecido e e a so 
1ução, de mínimos quadrados, como pode ser vista em DRAPER e SMITH(1966), 
cap. 2; SEARLE (1971), cap. 3 dentre outros. 
MOSTElLER e TUKEY (1977) afirmam que 
vem em 11 feixes 11 • Se H== {h{i); i"'l,2, .•. ,n} e K = ·{k(i); i=l,2, ... ,n} 
são ambos emparelhadores, então: 
onde ch e ck são constantes arbitrãrias, também ê um emparelhador. Em 
outras palavras, todas as somas ponderadas ou combinações lineares de em 
parelhadores também são emparelhc.dores. 
Por exemplo, ao se ajustar, por mínimos quadrados, uma r! 
gressao linear múltipla, ponderada pela inversa da matriz de variâncias 
e covariâncias~ V~ tew-se que x·v-1 ê um emparelhador, pois exigir que: 
e o mesmo que: 
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-1 -
se (X 1 V X) for de posto completo, e B pode ser reconhecido como a solu-
ção de minimos quadrados, como pode ser visto em SEARLE (1971), cap. 3., 
dentre outros. 
!!.4.2 - Sintonizadores 
Serã apresentado ago.ra, ·apenas com o intuito de ,informa-
çao, um conjunto especial de emparelhadores, que podem tornar mais fâcil 
a obtenção dos b•s e qUe contenham toda a infonnação sobre B. A apre-
sentação serã feita de acordo com MOSTELLER e TUKEY (1977). 
Suponha que se quer um ajuste da forma de (2.4.1.1), atr~ 
vês de um processo que p.ode ser descrito por emparel hadores. Quanto so-
bre b 1 ~ por exe~plo, pode ser-coletado por um único emparelhador? Se for 
possível achar úm emparelhador H =· {h(i); i=l ,2, ... ,n} tal que: 
n n 
o = I h(i) x2i = I h(i) x3i = i=1 i=1 
de modo que: 
n 
I h(i) Yi 
i=1 
então: 
n 
= I h(i) Yi 
i= 1 
- n 
n 
= I 
i= 1 
= b1 I h(i) x1i i= 1 
h(i) yi 
n 
I 
- i=1 b1= =n'----
n 
I 
i= 1 
h(i) x1i f O 
I 
i= 1 
h(i)x1i 
n 
= I h(i) xk. 
. 1 1 1= 
(2.4.2.1) 
= 
(2.4.2.2) 
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-Pode-se dizer que H.estâ. 11 sin·tanizado 11 a b1 , pois, 
b2 ,- 53,-... ,bk não aparecem em {2.4.2.2). Se ê poss1ve1 11 dessintonizar- 11 
-todos os b's, menos um, pode-se facilmente resolver a equaçao para este .• 
Por exemplo, ao se ajustar y = 1.1 + b(x-X), x-X estã sin .... 
tonizado a b e dessintoniza ~· como se pode ver a seguir. Seja então o 
conjunto 
Este conjunto.ê um emparelhador, pois exigir que 
e o mesmo que: 
n 
E 
i= 1 
h(i) yi = 
n 
E 
i= 1 
n 
E 
i=1 
h(l)yi= 
n 
E 
i= 1 
h(i) yi 
= x.-x)+b E r
o _n 
1 i= 1 
que pode ser reescrito como: 
n 
E (xi-X) y. 
i= 1 1 b = n 
(xi-x) 2 E 
i= 1 
que pode ser reconhecido como a estimativa obtida por mínimos quadrados, 
conforme consta em vãrios textos clãssicos. 
Um exemplo mais complexo é o seguinte: Suponha que 
x1:::1, x2::x e x3::x
2
, onde x assume os valores 1,2,3, ... ,10. Deseja-se a-
justar: 
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y = b1x1 + b2x2 + b3x3 
Então k(22-llx·+ x2), onde k é uma constailte, -estã sintonizado a b3• Pe.-. 
ra verificar basta -ver se a condição (2.4.2.1) e satisfeita·; isto ê-, se: 
1e~brando que: 
e 
lO 
O = E (22-11x + x2) 
i=1 
n 
E 
i=1 
n 
E 
i o 1 
1 = n 
_ ~(n+1) i - 2 
i2 = n(n+1 )(n+2) 
6 
i3 o ~n(n;l)r 
v e ri fi ca-se rapidamente que: 
10 
· 1 = E (22-11x + x2) 
i=1 
• X 
10 
l: (22-llx + i) 
1 
= 220- 11.10.11 
2 
10.11.12 o 
+ 6 o 
e 
10 
l: (22-11x + x2) • x = 
1 
22'. 10.11 
2 
e portanto k (22-11x + x2) estã sintonizado a b3. 
Se hã emparelhadores em nUmero suficiente para garantir 
uma solução Unica, pode-se mostrar que sempre haverã um emparelhador 
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sintonizado com cada b;, i=::l ,2, ... ,k. Sejam· hl' h2·, .. ~ ~hk' k emparelha-
dores Unearmen.te independentes, então tudo o que ê necessãria· e achar 
um conjunto de d'"s; ct1 , ct 2 ,~ .. ,dk que.satisfaçam as k-1 equações: 
que .são equivalentes ã condição (2.4.2.1) pois dessintonizam todos . os 
-b's menos bw e tambêin devem satisfazer: 
* E (dlhl + dzhz + ... + dkhk) XMi = 1 
i 
r necessãrio que este conjunto de k eouações((k-1} + 1} 
nos d 1 s tenham determinante diferente de zero para .que haja solução 'úni-
ca. Mais explicitamente: 
' o 
Seja então 
o emparelhador CM não é somtnte um emparelhador, sintonizado ã bM' assim 
* na realidade este somatõrio pode valer qualquer constante~ diferente 
de zero. Prefere-se a unidade apenas por facilidade de cãlculos. 
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como qualquer de seus múltiplos poderia ser, e.le e mais do que isto; -e 
um Sintonizador para bM·. Ao se associar y e Y utilizando este empare-
lhador se obtem: 
I I. 5-- Valores discrepantes ou aberra.ntes 
AFIF! e AZEN (1974) afirmam que os valores aberrantes nao 
sao erros, mas sim observações que diferem, em magnitude, das restantes 
e devem ser tomadas como provenientes de uma população, que não a em es-
tudo (nem todos concordam com a ultima parte desta afirmação). 
DANIEL e WOOD (1971) afirmam que grandes conjuntos de da-· 
dos; e ocasionalmente tambêm os pequenos, ãs vezes contêm uma pequena 
quantidade de pontos discrepantes (wild points), algumas vezes chamados 
11mavericksn ou "outliers 11 , por isto deve-se examinar os dados para enco.!! 
trar estes ocasionais valores aberrantes. Ao tentar ajustar uma regres-
sao linear simples (Y ~ a+ bx), dependendo da localização destes valo-
res discrepa.ntes, estes podem afetar as estimativas tanto do ponto de in 
tersecção da r~ta com o eixo y, â, como também a ~nclinação, b. A figu-
ra 2.5.1 apresenta um exemplo (hipotético) de como uma 11mâ 11 observação, 
-pode afetar a inclinação da reta; isto e, afetar a estimativa b. 
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Figura 2.5.1 -Dados hipotéticos exemplificando como um valor aberrante 
pode afetar a inclinação de uma reta (Y =a+ bx), que·se 
pretende ajustar. 
' y 
X 
(X) 
X X 
X 
k------------------------· 
X 
(x) valor aberrante 
Nesté caso deve-se tomar cuidado pois pode ser que nao se tenha, na rea-
lidade, um valor aberrante, e, em vez disto, a verdadeira equaçao e que 
pode ser uma curva. A figura 2.5.2. apresenta um exemplo (hipotético) 
com uma 11 ffiã 11 observação no centro dos dados. Esta observação pouco in-
flui na inclinação da reta, mas afetarã bastante a estimativa â. 
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~igura 2.5.2- Dados hipotêticos exempilficándo como um· valor aberrante 
.pode afetar a e::stimativa de a, -ao se ajustar y = a + bx, 
y 
X 
(X) X X .· 
X 
X 
X X 
X 
L-----------------~----~'· X 
(x) valor aberrante. 
DRAPER e SMITH (1966) fazem uma colocação mais comenta-
da. Uma dada observação, em um conjunto de dados, pode ser considerada 
um valor aberrante se estiver muito distante das restantes, talvez 3 ou 
4 desvios padrões distante da média, por exemplo. Alêm desta tentativa 
de quantificar o que pode ou não ser considerado valor aberrante, comen-
tam sobre o tratõmento que se deve dar ã estas observações. Um valor 
discrepante tem peculiaridades que o diferenciam do restante dos dados. 
Então deve-se submetê-los a um exame bastante cuidadoso para verificar 
' 
as razões destas peculiaridades. 
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A utilização do desvio-padrão para a rejeição e/ou detec-
-çao de valores discrepantes deve ser evitada. Isto porque, para- o seu 
cãlculo se utiliza a mêdia amostral, que, cOmo jâ foi visto anterformen-
te, ê bastante sensível a valores aberrantes, e tambêm- o prÓpriO desvio 
padrão não ê uma medida robus.ta.de escal~. Ao se calcular o .desvio pa-
drão em um conjunto de dados onde hâ a presença de valores discrepantes, 
obtém-se um valor 11 inflacionado 11 • Quan_do se utiliza do desvio Padrão P.Q 
de-se considerar um valor aberrante como nao sendo valor aberrante, pois 
na presença destes valores o desvio padrão cresce muito, como pode ser. 
visto na seção 1!.2.2. Ao invés disto, deve-se usa"r. uma me-dida robus-
ta de escala, como por exemplo as que serão apresentadas na secção 111.2. 
As medidas robustas de escala são pouco ou quase nad.~ afetadas pela pre-
sença de valores aberrantes e, .. então, observações que na realidade sao 
aberrantes e nao foram detectadas pelo desvio padrão seriam detectadas. 
Resumindo, nao se deve utilizar procedimentos põra a detecção e/ou rejei 
ção de valores discrepantes que sejam afetados por estes, e sim procedi-
mentos baseados em medidas robustas, que não são afetados pelos valores 
aberrantes. 
Jâ foram propostas muitas regras para a rejeição de valo-
res aberrantes. A rejeição automâtica destes dados nem sempre e um bom 
procedimento. Muitas vezes eles podem estar fornecendo informações que 
as outras observações não podem prestar, devido ao fato de talvez serem 
resultantes de uma combinação não usual das circunstâncias, que podem 
ser de interesse vital, e, portanto, requerem investigações posteriores 
em vez de rejeição. Como uma regra geral, deve-se rejeitar valores 
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d_iscrepan.tes somente se forem provenientes de erras· de marcaçao ou medi-
da -dos .dados, o.u erro na inonta';:)'efil e/ou funcionamento dos aparelhos de me 
diçãO. Caso contrârin deve-se proceder ã uma cuidadosa investigação so.-
bre as possíveis causas de seu aparecimento. ANSêOMBE (1960)", apresenta-
maiores detalhes sobre· a rejeição de valores aberrantes. 
Os métodos ~e regressão a serem apresentadOs no capltulo 
.I V, de um certo modo, tanto detectam como rejeitam os v a 1 ores aberrantes . 
. 
Nos exemplos, do capltulo V, percebe-se claramente este fato. 
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I li - ESTIMADORES ROBUSTOS DE LOCAÇAD E DE ESCALA 
Hã vãrios tipos de estimadores robustos para parâmetros de 
.1 ocação, como por exemp 1 o os L -estima dores, os R-es timadores e os M-esti-
madores. Neste trabalho somente serão tratados os ·M::estimadores. Serão 
apresentados dois estimadores-robustos ·para parâmetros de locação, o esti 
mador biponderaOo e o passoponderado, obtidos como uma aproximação dos 
M-estimadores. 
Se apresentarã também três estimadores robustos para parâ-
metros de escala, utilizados para a obtenção dos estimadores robustos pa-
ra parâmetros de locação. 
JII.l- M-, m-e w-estimadores 
Considere duas funções W(~) e w(~) relacionadas por: 
W(~) ~ ~ • w(~) 
onde ~ ê uma função impar e w uma função par, em ~· 
ANDREWS e outros (1972) definem T, o M-estimador de loca-
çao, como a solução de: 
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~ ~ ( xrT ·) = O 
j = 1 s . 
onde S,_ uma medida robusta de escala-, é estimada t.anto simultânea como 
independentemente de urna equação da forma: 
~· X I XJS··-T) =o 
J=l \ 
Por exemplo, Huber, em ANDREWS e outros (1972) propoe uma 
familia de estimadores caracterizada pela funçãu ~da forma: 
·e pela função 
onde 
~ (x; k) 
-- [ -. kkx 
o 
X < k 
-k < X < k 
X > k 
x (x) = ~· (x; k) - B(k) 
B(k) = J~(x; k) 2 ó (dx) 
(a) 
(b) 
e w e a distribuição de uma variavel aleatõria normal com mêdia igua 1 
a zero e variância um. As equações (a) e (b) são então resolvidas simul 
taneamente para S e T. São resolvidas iterativamente, iniciando, por e-
xemplo com a mediana para Te 
5 = amplitude interquartis 1 ,35 
Outros exemplos de M-estimadores podem ser encontrados em 
ANDREWS e outros (1972), onde nao somente são apresentados como tambem 
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estudados comparativamente com outros estimadores robustos de locação. 
BEATON e TUKEY (1974} definem o M-estimador de locação T, 
como as soluções tanto de: 
n (x--T~ Eo/J =0 
. 1 cs J= 
(3.1.1} 
como de · 
n 
E W = o (3.1.2} 
5=1 
onde c· e uma constante· de escalo11amento. 
ANDREWS e outros (19J2.} definem os M-estimadores de um 
passo (one step M-estimators). São a primeira apr?ximação de Gauss-Newton 
para os M-estimadores. BEATON e TUKEY (1974} apresentam as soluções de 
(3".1.1} e (3.1.2) obtidas pelo método de Newton-Raphson. No caso de 
(3.1. l} obtem-se: 
onde o/' (~} = oo/(~)/8~. Chamam a esta solução de m-estimador (m1-est.l 
mador) ou M-estimador de um passo. 
Para (3. 1.2) se obtem, por Newton-Raphson: 
e denominam esta solução w-estimador (w1-estimador). 
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Quando somente um (ou poucos) passos são tomados com ~~ 
no denominador, BEATON e TUKEY (1974) se referem aos m1-(m 2-,m3-,, .. ) 
estirnadores. Analogamente, no caso de (3.1.2), se referem aos 
w1-(w2-,w3-, ... ) estimadores. 
ANDREWS e outros (1972), BEATON e TUKEY (1974) e HAMPEL 
(1974) afirmam que: 
- os M-estimadores podem ser muito bons 
- os m-estimadores, tomando um passo a. partir da mediana são de qual ida--
de f11UÍ to prõxima aos M-es tim_adores. Onde não somente ê importante 
ter ~(~) ~ ~ quando ~ ~O, como tambem P(~) ser 
P(~) +O se ~~~ e grande. 
limitado e tambem 
Alem disso, BEATON e TUKEY (1974), afirmam que os w-esti-
madores de locação, tomando um passo a partir da mediana, são de qualid~ 
de mui to pareci das com os r~- e os m- es timadores. 
* 111.1.1 -O estimador Biponderado (biweight) 
BEATON e TUKEY (1974) e MOSTELLER e TUKEY (1977) apresen-
tam o seguinte w-estimador, denominado biponderado: 
* Biweight - abreviação de bisquared weighted. 
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iool,2, •.. ,n 
. 
, i=l ,2, ... ,n 
onde ~· a constante de escalonamento, ê escolhida adequadamente. Por e-
xemplo, MOSTELLER e TUKEY (1977), para distribuições·aproximadamente nor 
mais, tomando-se S como sendo: 
S = ~ x amplitude interquartis 
tem-se que: 
s = 4 " 
e então, c = 6, farã com que: 
cS = 4cr 
isto e, dar-se-ã peso zero a desvios (x;-X) maiores que 4cr. 
Como X depende de~ e ~ depende de X hâ a necessidade de 
se proceder a um câlculo iterativo para obter a solução. Para se ini-
ciar as iterações hã a necessidade de se conhecer uma estimativa inicial 
de X e S (com S não hâ iteração, apesar de mudar em cada passo}. Estas 
estimativas iniciais podem ser: 
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So 1 ""Z X amplitude interquartls de· {x1 ,x2 , ... ,xn} 
MOSTELLER e TUKEY (1977), no cap. 10, fazem algumas con-
sid~rações sobre Resistência e Robustez em Eficiência, comparando a me-
di.a aritmética, a media-na e o estlmadOr biponderado. Apresentam o se-
guinte quadro: 
Quadro 3.1.1 - Resistêncfa E. Robustez em Eficiência de alguns estimado-
res de locação 
Tamanho da Eficiência Robustez em Es timador amostra Resistente com dados Eficiência gausianos 
-
Media Pequeno Não 100% Pobre 
Ar i tmêtica Grande Não 100% Mui to pobre 
Pequeno Sim Alta Alta 
Mediana 
Grande Sim 62% Moderada 
Estimador Pequeno Razoãvel Al tissima Altissima 
Biponderado Grande Sim >90% Alta 
Concluem que, exceto para amostras muito pequenas o esti-
mador biponderado tem todas as propriedades desejâveis. Para amostras 
pequenas. de 3, 4 ou 5 e 1 ementos, faz-se me 1 hor ao se es co 1 her a medi a na. 
Na prática, então, tende-se a usar: 
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- a mediana em exploração, e em outras circunstâncias onde é suficiente 
uma eficiência moderada numa grande variedade de situaçõ~s. 
o estimador biponderado, ou algum outro similar, quando é ne·cessârio-
um desempenho muito bom. 
a média somente apõs um estudo cuidadoso. Quando a tràdição ou o sig-
nificado no campo da aplicação requisitar, quando o custo computacio-
nal fOr exorbitante, quando for necessãri o 1 i neari da de ou quando os da 
dos possuírem caudas curtas e nenhum· valor discrepante. 
GROSS (1976) inclui em seu estudo sobre Intervalos de Con 
fiança para estimadores robustos o estimador biponderado, chamando-o de 
estimador biqUadrado e iden.tificando-o com as siglas BS74, BS82 e 
BS90. Define o ·seguinte: 
pi = (xi - mediana)/(c.MDA)* 
e também 
2 2 
= p(l-p ) 
~· (P) = (1-i)(l-sl) 
~ (p) = ~· (p) = o 
Então a solução é: 
2 
ll .$ 1 
2 ' l p • 
* MDA- medida robusta de dispersão, a ser apresentada na secção III.2.2. 
T = mediana + (c.MDA) 
com variância 
E~ (~) . 
E~'(~) 
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onde c= 7~4; 8,2 e 9~0, caracterizando BS74, BS82 e BS90~ respectivam.e_!! 
te. 
BEATON e TUKEY (1974) utilizam c=2, que significa dar pe-
so zero ã obsêrvações distantes mais de 2,7a da mediana (no caso gausi~ 
no). Afirmam também que talvez tivessem feito melhor se escolhessem c 
como sendo 3,4 ou mesmo 5. TUKEY (1975) diz que a co'nstante c deVe ser 
um valor entre 4 e 9. 
MOSTELLER e TUKEY (1977) apresentam um intervalo de con-
fiança para os estimador2s biponderados baseado no trabalho de GROSS 
(1976). Seja t* o a/2 quantil de uma distribuição t-Student com O,Z(n-1) 
graus de liberdade. Então o intervalo de confiança de 100(1-a)% para 
os estimadores biponderados, X, ê; 
onde 
ê a variância assintõtica para os estimadores biponderados, E' indica a 
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soma para todo i; i=l ,2, ... ,n tal 
Afirmam que tem um bom desempenho para n ~ 8. 
No estudo que faz sobre intervalos de confiança, GROSS 
' (1976) afirma que os estimadores biponderados sao muito bons, especial-
mehte o 8582 e o 8590, com maiores elogios ao primeiro. 
Exemplo 3.1.1 - O segui-nt~ exé~plo mimêrico ilustra o desempenho- do es-
timador. bi ponderado. 
Os dados a serem utilizados foram apr~sentados por MOS-
TELLER e TUKEY (1977), no caphulo 14. Tem-se o seguinte: Suponha que 
se tem uma amostra de 10 v_alores, de uma certa variãvel em estudo. Os 
v~lores, jã ordenados, são os seguintes: 
10, 7, 3, 3, 3, -2, -5, -5, -6, -8 
-Nota-se que a soma e, convenientemente, igual a zero. Vai-se comparar 
o comportamento da mêdia, da mediana e da estimador biponderado ao se 
acrescentar uma nova observação aos dados originais, Esta dêcima-prime! 
ra observ&ção, x, poderã assumir qualquer valor real. Este exemplo~ ap~ 
sar de ser numérico, servirã também para ilustrar o formato geral da cur 
va de influência para o estimador biponderado. Também se apresentarâ as 
curvas de influência para a média e para a mediana. De acordo com o 
descrito na secção II.2, ter-se-ã curvas de influência estilizadas, por 
terem sido obtidas de um conjunto finito de dados. 
A constante de escalonamento, c, foi escolhida, por MOS-
TELLER e TUKEY (1977) como sendo igual a 6. A medida robusta de escala, 
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s., serã a metade da distância entre X e· as ObservaÇões tom valor igual a 
3. · Esta medida de escala' nao aparecera na secção III.2. r uma aproxim~. 
çao da medida de escala a ser apresentada na secçao 11!.2.l. 
a média~ ::Z:- como à soma das dez observações originais ê igual a ?era·,· 
a soma das onze observações serã igual ao valor da decima-primeira ob.ser 
vaçao; ~sto ê, serâ igual a x. Consequenteme.nte: 
-
x = x/ll 
A figura 3.l.l.a apresenta uma reta com inclinação .l/11, 
passando pel~ origem, que mostra como X responde ã mudanças em x. 
Figura 3.l.l.a- Curva de Influência (estilizada) para a media X •. 
' x 
2 
1 
----:==:::;r==_~z~~-~1=--+--~1==~z~~3:::::::_ __ xx'· 
-1 
-2 
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a mediana, X' - como o tamanho da amostra (incluindo x) ê um numero im-
par (11), a mediana serã: a observação do 11meio 11 nos dados ordenados, nes. 
te caso, serã a sexta observação. Então: 
-2 se x :; -2 
X' = x se -2 < x < 3 
3 se 3 ~, x 
A figura 3.l.l.b mostra o comportamento da ·mediana, 
de acordo com os valores que x assume. 
Figura 3.l.l.b- Curva de Influência (estilizada) para a mediana X'. 
x' 
3 
-2 
X' 
' 
o estimador biponderado, X - tem-se que: 
2 ·. 2 (1-~;) se ~i~ l 
x.-x 
1 ll; ::; --· 
cS 
o 
sendo c=6 e S como abaixo: 
se -· 00 < 
se - 6 < 
se - 5<:; 
se 3 < 
se 7 ~ 
Então 
X ~ -6 I = 
X < -5 I = 
X~ 3 I = 
X < 7 I = 
X < ~ I = 
11 
E w(~·)X· 
' 1 1 1 1= 
X = -"'lril---
E W (~i) 
i=1 
2 
se 1-l; > 1 
3-(-6) = 9 
3-x ; 4 < s < 4,5 
3-(-5) - 8 
x-(-5) 4 < s < 
7-(-5) 
6 
. 
• 
;·:=1,2, ... ,11 
i=l,2, ... ,11 
s = 4,5 
s = (3-x)/2 
s = 4 
S = (x+5)/2 
s = 6 
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(3.1.1.1) 
MOSTELLER e TUKEY (1977) tomam uma iteração, a partir da 
mediana e S como acima e constroem a curva de influência (estilizada)que. 
ê apresentada na figura 3.1.1.c. Nota-se um comportamento bastante de-
sejãvel. Quando x assume valores muito negativos ou muito positivos, 
sua influência no cãlculo de X tende a zero e se obtêm uma estimativa ba 
seada quase que totalmente nas outras dez observações. Aproximadamente, 
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pode-se dizer que x tem influência zero quando x < -27 ou x > 36 e e ela 
ro, quando x tende a zero. 
Figura 3.1.1.c- Curva de Influência (estilizada) para o estimador bipo.!'_ 
derado, X, (apresentada por MOSTELLER e TUKEY 
cap. 14, Se dado por(3.l.l.1)). 
A 
x 
2 
(1977), 
--~~--~~~~--~~-~~~ 
-30 -20 -10 10 20 30 40 X 
-1 
-2 
Para mostrar a influência da medida robusta de escala, 
S, utilizada pelo estimador biponderado, ~IOSTELLER e TUKEY (1977) apre-
sentam a curva de influência {estilizada) para este estimador, utilizan-
do S=MDA, a ser apresentado na secção 111.2.2, em vez de S dado por 
(3.1. 1.1). Esta curva sera apresentada na figura 3.l.l.d. Nota-se que 
não hã, praticamente, nenhuma diferença entre as curvas apresentadas 
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pelas figuras 3.l.l.c e 3.1.l.d, evidenciando o fato de que uma boa es-
colha de S não afeta o desempenho do estimador biponderado. Na sec.çao 
III.2 serão apresentadas três possíveis {boéÍs) maneiras de se obter S. 
Figura 3.1.l.d - Curva de Influência (estilizada) para o estimador bipo.!! 
-30 
derado, X (apresentada por MOSTELLER e TUKEY 
cap. 14, S=MDA) 
' . X 
2 
1 
-20 -10 10 20 30 
-1 
-2 
(1977), 
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O quadro 3.l.l.e apresenta os valores para a média, medi~ 
na e para o estimador biponderado, que se obtêm ao variar x. As estima-
tivas dadas pelo estimador biponderado são obtidas pela primeira itera-
çao a partir da mediana, S dado por (3.1.1.1) e c=6. 
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Quadro 3.l.l.e - "Va'lores de X, x· e X Pàra varias Valores de X 
X X X' x 
-35.000 -3.1818182 -2.000 -0.4821151 
-30.000 -2.7272727 -2.000 -0.4821151 
-25.000 -2.2727273 -2.000 -0.6844982 
-20.000 -1.8181818 -2.000 -1.1262822 
-15.000 -l. 3636364 -2.000 -1.3714335 
-10.000 -0.9090909 -2.000 -l. 2841345 
- 5.000 -0.4545455 -2.000 -1.0439496 
0.000 0.0000000 0.000 -0.1319272 
5.000 0.4545455 3.000 o. 8089473 
10.000 0.9090909 3.000 1.1201979 
15.000 l. 3636364 3.000 1. 3904087 
20.000 1.8181818 3.000 1.4387364 
25.000 2. 2727273 3.000 1.2383007 
30.000 2.7272727 3.000 0.8385566 
35.000 3.1818182 3.000 0.4055475 
40.000 3.6363636 3.000 0.2429425 
45.000 4.0909091 3.000 0.2429425 
Como se pode notar no quadro acima, quando x tende a valo 
res muito longe de zer~, tanto positivos como negativos, X e cada vez 
menos influenciado por ele. Para valores de x entre -15 e 15, x ex tem 
. um comportamento parecido, e assumem valores relativamente prõximos. Os 
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resultados obtidos neste exemplo vem ratifica~ o bom desempenho do esti-
mador biponderado, principalmente. no que diz respeito ã robustez. Tam-
bêm mostram a caracteristica deste estimador no que se refere ao contro-
1~ dos valores aberrantes. Quando !xl cresce muito sua influência vai 
decrescendo atê se tornar nula. 
. * III.1.2 - O estímador Passoponderado (stepwe1ght) 
Este est·imador estã sendo incluído neste estudo com o in-
tuito de oferecer uma alternativa que demande menor quantidade de cã:l-
culos.. O estimador passoponderado ê bastante semelhante, em comporta-
mento, ao estimador biponderado, necessitando uma quantidade de cãlculos 
bastante inferior a este. Na impossibilidade de acesso a ~m computador, 
ou mesmo a maquinas de calcular este estimador poderã vir a ser de gran-
de utilidade. 
A forma deste w-estimador e a seguinte: 
k1 l~;l~a 1 
k2 a1 < I~; k a2 
a m-1 
O , am < I~; I 
í=1,2, ... ,n (3.1.2.1) 
* stepweight - abreviaç~o para ponderação passo a passo ou ponderação em 
sa 1 tos 
onde k1 > 
nheci das. 
• • • > 
x.-x 
= _1_ ~i cS 
w(~· )x. 
1 . 1 
n 
E 
i= 1 X = -'-;;:-'----
n 
E w(~ . .) 
. 1 1 1= 
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< .• o. 
, 
< am sao constantes co 
i==l ,2, •.• ,n 
Como no caso do estimador bipànderado a solução e obtida 
itera ti vamente, par ti ndo ·de v a 1 ores inicia i s par a X e S como por exemplo 
a mediana para X e metade da amplitude interquartis para S. A constante 
c deve ser escolhida adequadamente. como para o estimador biponderado, 
ma.s tambêm se deve levar·em conta uma escolha como. c=S, para facilitar os 
câlculos, e, talvez usar o divisor da amplitude interquartis, caso se 
opte por esta medida de dispersão, como sendo um nUmero de fâcil divisão. 
MOSTELLER e TUKEY (1977) sugerem o uso do estimador pass<J_ 
ponderado com a seguinte ponderação: 
4 ; I~; I { o. 2 
3 0,2 < l~;k 0,4 
w(~;) = 2 0,4 < I~; I~ 0,6 i=1,2, ... ,n (3.1.2.2) 
1 0,6 < I~; k 0,8 
o 0,8 < I~; I 
Exemplo 3.1.2- Como na secçao anterior, se apresentarã agora um exemplo 
numêrico ilustrando o desempenho do estimador pas-
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soponderado. Serão uti 1 i zados os mesmos dados do ex em-
plo 3.l.l. e se associará- os pesos de acordo com(3.1.2.2)_ 
A medida robusta de escala, S, serã dada por (3.1.1.1) .e 
a constante de escalonamento, c, Serã igual a 6. As cur. 
vas de influência (estilizadas} para a mêdia, X e para 
.a mediana x•. são as mesmas do exemplo 3.1.1 e estão 
nas figuras 3.l.l.a e 3.1. i.b, respectivamente. ft. fig."_ 
ra 3.1.2.a. mostra a curva de influência estilizada para 
o estimador passoponderado. 
Figura 3.1.2,a- Curva de Influência (estilizada), para o estimador pas· 
soponderado, X 
' . X 
2 
1 
-25 -20 -15 -10 -6 
-1 
-2 
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Como no exemplo anterior, apesar do exemplO ser numérico, 
a curva da figura 3.1.2.a. representa bem a forma geral da curv.a de -in-
fluência para o estimador passoponderado. Pode-se notar que qtJanctO a dê 
cima-primeira observação, x, assume valores muito negativos ou muito po-
sitivos, sua influência cai a zero, e, e -claro-, quando x tende a zero 
tambêm. Pode-se dizer, examinando as ~iguras- 3.l.l.c (também 3.1.1.d) e 
3.1.2.a, que os estimadores biponderado e passoponderado tem um compor-· 
tam_ento parecido. Então o estimador passoponderado pode ser utilizado 
como um substituto do estimador biponderado, caso não se disponha de um· 
compu~ador ou mesmo de uma mâq~ina de calcular, Neste caso, como jâ se 
-afinnou anteriormente, convêm também tomar c e S de modo a facilitar ain 
da mais os cãlculos. 
Q quadro 3.1.2.b apresenta os valores para a média, medi~ 
na e para o estimador passoponderado, que se obtém ao variar x {a decima 
primeira observação). As estimativas sao obtidas pela primeira itera-
ção, tomada a partir da mediana, se dado por 3.1 .1.1 e c~6. 
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Quadro 3.1.2.b- Valores d~ X, X' e X pa-ra vãrios valores de x 
X X X' X 
-35.000. -3.1818182 -2.000 -o. 5277778 . 
-30.000 -2.7272727 -2.000 -0.5277778 
-25.000 -2.2727273 -2.000 -o. 5277778 
-20.000 -1.8181818 -2.000 -1.0540541 
-15.000 -1.3636364 -2.000 -1.2894737 
-10.000 -0.9090909 -2.000 -1.2564103 
- 5.000 -0.4545455 -2.000 -i. 2972973 
0.000 0.0000000 0.000 -0.0810811 
5.000 0.4545455 3.000 0.8717949 
10.000 0.9090909 3.000 1.6000000 
15.000 1. 3636364 3.000 l. 7692308 
20.000 1.8181818 3.000 1.6842105 
25.000 2.2727273 3.000 1.3243243 
30.000 2. 7272727 3.000 1.4594595 
35.000 3.1818182 3.000 0.6666667 
40.000 3.6363636 3.000 0.6666667 
45.000 4.0909091 3.000 0.6666667 
111.2- Alguns estimadores robustos de escala 
Nesta sec.ção serão apresentados alguns estimadores que P..Q. 
derão ser utilizados para a obtenção da medida de escala S, citada na 
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secçao anterior. Dar-se-ã' mais ênfase ao primeiro, que s·erã o utiliza-
do nos exemplos, por ser o de mais fãcil obtenção. 
!!!.2.1- Amplitude Interquartfs 
Na realidade não se vai usar pura e· simplesmente a ampli-
tude interquartis como uma medida de dispersão. - -O que· se usara .sera es-
ta amplitude dividid~ por um nUmero, por exemplo pelo seu valor esperado 
no 'caso de se trabalhar sob a pressuposição de normalidade (1,35), como 
e sugerido em ANDREWS e outros (1972). Obviamente esta não e a Ünica 
escolha, apesar de parecer ser· a mais razoãvel. Como jã se citou, MOS-
TELLER e TUKEY (1977), em um exemplo com o estimador biponderado utili• 
zam o nUmero 2 .como divisor, apesar de.desejarem fac1 I idades computacio-
nais-
ANDREWS e outros (1972) apresentam urna maneira pela qual 
se pode calcular a amplitude interquartis, em um conjunto contendo n 
observações. t obtida atravês da seguinte diferença: 
onde h1 e h2 sao como se segue: 
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X([~ l) se n nao e múltiplo de 4 
n e mültiplo de 4 
se n nao ê múltiplo ~e 4 
n ~ multiplo de 4 
ande x(j) ê o J:-êsimo menor dos x•s e [a] ê o maior Lteiro contido em a, 
por exemplo [3,5] = 3. TUKEY (1977) dão nome "hinge" a h1 e h2 , DACHS 
{1978) traduz hinge como junta. Neste trabalho serão normalmente reteren-
ci a do como: 
h1 = primeiro quartil 
h2 = terceiro quartil 
ou como, juntas. 
como: 
t interessante lembrar que o segundo quartil ê a mediana. 
Finalmente pode-se definir S, a medida robusta de escala, 
onde k sera usualmente igual a 1,35 que, como já" foi dito, ê o valores-
perado da amplitude interquartls sob a suposição de normalidacte(N(O,l)), 
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como se pode observar de qualquer tabela da distribuição normal. Se X 
ê uma variãvel aleatória com distribuição N(O,l), então: 
P [X> k] = P (X< -k] = 0,25 =l>k ~ 0,675 
e portanto o valor esperado da amplitude interquartis e: 
AI= k-(-k) = 2k ~2x0,675 = 1,35 
Portanto, usualmente, se usara: 
AI s =-- = 
1 , 35 
. * 111.2.2- Mediana dos Desvios Absolutos- MDA 
.. 
MOSTELLER e TUKEY (1977) apresentam esta medida robusta de 
dispersão, denominada MOA. t a seguinte: 
MDA =mediana llxi-x'll 
onde x' e um estimador robusto de locação. 
ANDREWS e outros (1972), ANDREWS (1974), dentre outros 
utilizam vãrias vezes x' como a mediana do conjunto de dados em estudo. 
Esta escolha e a mais comum. Sempre que houver referência ã esta medida, 
estarâ se supondo x' como sendo a mediana. Caso se use outra medida de 
locação que não a mediana, se farã a observação correspondente. 
* MAD na abreviação em inglês 
52 
HAMPEL (1974) õfirma que ·este· e o ma·is robusto estimador 
da dispersão. Analogamente ao desvio padrão e- desvio médio, ele o de-. 
nomina Desvio Mediano (median deviation). 
III.2.3 - Uma alternativa 
I~OSTELLER e TUKEY (1977) apresentam outro estimador ro-
busto de dispersão, sugerido por DaVid Lax (1975) em: 11 An ínterim report 
of a Monte Carla study of robust estimators of Widht 11 , Tecnical Report 
No. 93. Department of Statistcs, Princeton University. r uma medida 
de escala que· demand~ .uma.maior quantidade de cãlculos que as duas ante-
riores. Seja 
x.-x' 
1 V; " ~-'----
9(MDA) 
, i=l ,2, ... ,n 
Então Lax usa uma medida de escala derivada da variância assintOtica dos 
w-estimadores biponderados; 
2 2 4 
nl:'(x;-x') (1-~;) 
[ 2 2 J 2 l:'(l-~i)(l-5ui) 
(3.2.3.1) 
onde i:' indica a soma para todo i tal que v?$ 1; i=1.2, ... ,n. Quando 
- 1 
n 
os llf são pequenos, o denominador Se reduz a aproximadamente E l=n e a 
i=l 
expressao (3.2.3.1) se reduz a 
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que parece ser um estimador razoãvel para a variância. 
ijTia modificação que pode ser reduzida a 
2 E (x.-x')
2 
s = 1 
n-1 
e e ti da como um pouco melhor ê: 
4 . 
2 2 - - -Note que (1-l-1;). "'w (J..l;) da secçao III.l.l. Se e usado x, o estimador 
biponderado, em vez da mediana X 1 , não h'â grande difetença nos resulta,... 
dos. 
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IV - REGRESS~O ROBUSTA 
Neste capitulo serao apresentados mecanismos de ajust~ de 
regressao que resultarão em ajustes de ;ninimos quac!rados ponderados," 
obtidos iterativamente. Serão apresentados os mêtodos de ajuste de re-
gressão usando os estimadores biponderado e pasSoponderado, apresentados 
nas secçoes III.l.l e 111.1.2, respectivamente. Apenas para efeito de 
informação, se apresentarâ também um mêtodo, baseado no t-1-estimador seno, 
apresentado por ANDREWS (1974). Este método serã apresentado no final 
deste capitulo, no apêndice. No capltulo V se apresentarã um exemplo n~ 
m'érico onde serão comparados os resultados obtidos através do método 
baseado no estimador biponderado e do método baseado no M-estimador seno. 
Os mêtodos a serem apresentados resultarão em estimativas 
mais resistentes/robustas ã presença de valores discrepantes do que o m~ 
todo dos mlnimos quadrados. Mesmo quando se estiver trabalhando com da-
dos distribuidos normalmente se obterã resultados muito bons. 
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IV. 1 - Notação 
Irã se trabalhar usando notação matri.cial, como, por exem 
p1o·, e feito em SEARLE (1971), dentre outros .. 
Suponha que se tem uma matriz X (nxk), denominada matriz 
de delineamento ou matriz dos suportes. Seja: 
xll ... 
X = 
·onde xji e a i-'êsima observação do suporte Xj; i=1,2, ... ,n e j=l,2, ... ,k. 
Cada suporte poderã se constituir de uma variãvel simples ou de uma fun 
ção de uma ou mais variãveis simples, como jâ se afirmou na secção II.3. 
Geralmente se tomarã x1 ~1. I-sto resultara em uma equação de regressao 
que não passa pela orige~. 
Além da matriz X, suponha que se tem dois vetores, Y e B. 
O primeiro um vetor n-dimens i o na 1, denominado vetor das observaçõ-es ou 
vetor das respostas: 
Y= Yz 
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-O segundo e um vetor k-dimensional, denominado vetor dos parâmetros: 
B = 
Nos casos em que x1:n, b1 sera o tenno constante na equaç.ao de regressão 
obtida. 
Suponha que· se deseje ajustar: 
i=l,2, ... ,n 
que escrito na forma matricia}. e: 
Y = XB (4.1.1) 
-Seja B a estimativa obtida: 
-B = 
o ajuste obtido e então; 
- -Y = XB 
-A estimativa do vetor dos parâmetros, B, serã obtida atra 
ves de emparelhadores, como descrito na. secção II.4. Seja Puma matriz 
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{_nxn) que_ serã denominada matriz de pan·deraç'iio. A ·priori esta matriz p~ 
derã ser qualquer tipo cte· matriz. Entretanto -no caso particular dos m~­
todos em estudo, esta matriz de ponderação serã sempre uma matriz diago~ 
na 1 : 
o o 
o Pzz o 
p = 
o o ... 
De modo anâlogo a secção II.4, tem-se .que X1 P e um empa-
relhador pois exigir que: 
X'PY = X'PY 
e o mesmo que: 
X'PY = X'PXB 
e se (X'PX) for de posto completo obtem-se a solução: 
B = (X'PX)-l X'PY (4.1.2) 
Passar-se-ã agora a apresentação dos mêtodos de regressao 
que resultarão em estimativas mais resistentes/robustas ã presença de v~ 
lares discrepantes. Como sera visto~ o que mudarã de um para outro mé-
todo serâ apenas a matriz P. 
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No caso de P=I (I ê a matriz identidade de ordem n), obter 
. -
se-ã o ajuste de mlnimos quadrados como usualmente .ê feito. caso p::;y-l, 
onde Vê a matriz de variâncias e covariâncias dos y 1s, obter-se-ã o a-
juste de mínimos quadrados ponderados, como jã sé viu na secção TI.4. 
IV.2- Regressão Rob.usta -usandO o estimador Biponderado 
Este método é apresentado em BEATON e TUKEY (1974) e MOS-
TELLER e TUKEY (1977). Não e muito influenciado por utn pequeno numero 
de valores aberrantes e também apresenta um razoãvel. desempenho com da-
dos gausianos. 
A idéia ê associar pesos maiores a observações com resi-
duas pequenos e ir paulatinamente-diminuindo a ponderação a medida que 
-os residuos vão crescendo, em valor absoluto, chegando mesmo a se dar p_g_ 
so zero ã observações com grandes residuos (maiores que cS, como jã foi 
visto na secção III.l.l). Deste modo tem-se uma maneira de 11 controlar 11 
os valores discrepantes. O tenno 11 Controlar 11 se refere a dar maior im-
portância aos dados da porção central e menor importância aos dados mais 
extremos. 
Alêm disto, com este expediente se consegue "detectar 11 os 
valores discrepantes. Basta observar quais as observações que apresen-
tam os maiores residuos (em valor absoluto), facilitando deste modo um 
estudo mais acurado sobre estes valores, se desejado. 
Seja então: 
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i=1,2, ... ,n 
' 
i=1,2, ... ,n 
Pode-se agora explicitar a matriz de ponderação, a matriz 
diagonal P, de dimensão (nxn), com: 
p(~;l 
' 
i=j 
P(i ,j) = i,j=l,2, ... ,n· 
o ilj 
onde P(i,j) representa o i-êsimo elemento da j-êsima coluna. A constan~ 
te de escalonamento,~ e a medida robusta de escala,~' são escolhidas 
adequadamente, de acordo com o mencionado nas secções III.l.l e III.1.2 
respectivamente. No desenvolvimento dos exemplos do capítulo V e no prQ 
grama para computadores serã utilizado: 
amplitude interquartis 
5=-------= 
1,35 
com h1 e h2 sendo as juntas (DACHS (1978)) como definidas na secçao 
III.2.1 e 
c=4 
Como no caso do estimador biponderado, para parâmetros de 
locação, a solução ê obtida iterativamente. Deve-se portanto partir de 
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uma estimativa inicial dos.parâmetros~ 8
0 
Esta estimativa inicial pode, 
por exemplo, ser a obtida por ;iínimos quadrados. DRAPER e SMITH (1966)., 
no cap. 10 comentam sobre os problemas-de uma mâ escolha de 8
0 
{no caso 
de M1nimos Quadrados não lineares). ANDREWS (1974) sugere que 60 obtido. 
através do método de regressão pelas medianas poderã ser uma.melhor es-
colh.a que o obt;.do por mini mos quadrados. mas nao se trata rã disto neste 
trabalhO .. No caso de uma regressão linear simples, y=atbx, pode-se mes-
.mo utilizar ã e b obtidos 11 visualmente 11 de .um grãfico de.Y versus x. O 
programa para computadores admite duas opções: 
1 8
0 
obtido pelo método dos mlnimos quadrados 
-2 - 80 e lido de cartões {de algum modo jã se calculou B0 anteriormente 
e se deseja economizar tempo de mãquina) 
Suponha então que jã se conheça uma estimativa 
dos parâmetros~ B0. A pnrtir dela pode-se ca1cular P0 e então: 
ini"cial 
se (X 1 P0X) for de posto completo. Prosseguindo-se desta maneira obtém-
se, de um modo geral: 
(X'P X)-l X'P Y g g 
se (X 1 P;X); i=l,2, ... ,g forem de posto completo. Pode-se reescrever a 
expressao acima como: 
e se e definido: 
R = y -g 
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como sendo o vetor (n-dimensional·) dos reslduos, na g-ésima iteração,te.!!! 
se finalmente: 
onde 
e 
iteração. 
= amplitude 
sg 
o 
X'P R· g g 
• 
• 
i nterquarti s 
1 ,35 
i=j 
i ,j=l ,2, ... ,n 
i ;'j 
dos elementos do vetor R9 
- (g) -Y; e a estimativa de Y;; i=1,2p .. ,n obtida na g-esima 
Como em todo processo iterativo, deve-se definir um cri-
têrio de parada. Pode-se tanto parar o processo apõs um nUmero mãximo 
pré-fixado de passos como também quando se julga haver obtido uma preci-
são desejada. Na secção IV.4 serã discutido este assunto. 
No programa para computadores, a subrotina BIPON,constrõi 
a matriz P como definida anteriormente. Na secção VIT.3 hã maiores deta 
lhes quanto a esta subrotina . 
• 
IV.3 - Regressão Robusta usando o estimador Passoponcterado 
MOSTELLER e TUKEY (1977) apresentam este método, 
que a matriz de ponderação P ê construída com base em (3.1.2.2) .. 
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. sendo 
As vantagens deste método,. as·sim como o seu comportamen-
to semelhante ao biponderado jã foram discutidas na secção 1!1.1.2. Alem 
do que jã foi comentado, pode-sé usar a-regressão passoponderada como um 
est!JdO preliminar do qt,~e se vai obter com o estimador biponderado, ou 
outro estimador semelhante (como o M-estimador seno, a ser apresentado· 
no ap~ndice). Este mêtodo pod~ mesmo vir a dar uma idêia da boa ou mã 
escolha da estimativa inicial dos parâmetros, 80 , o~ mesmo da quantida-
de- de passos necessária para se obter boa precisão.' 
Pode-se pensar num método geral para atribuir a pondera-
çao passoponderada e construir a matriz, diagonal, de ponderação, P. Is-
to serã feito abaixo, e também é o mêtodo usado pela subrotina STPON, da 
secção VII.3. Consiste no seguinte: 
-
-suponha que se quer atribuir pesos de acordo com (3.1.2.1); isto e, 
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kl .1~; I ~_a1 
k .. ., < I~; I < a 2 ' ~ 2 
" 
k3 I~; I 
)c . 
' 
a2 < ~ a3 l=l,2, ... ,n 
.w (~;) = 
km . a < I~· I <i a 
' m-1 1 m 
o am < I~; I 
-faça a1=1/{m+l) e aj=j/{m+l) "j-a1; j=t,3, •• .,m 
- escolha um numero k1 e faça kj=k1· (m-j+l )/m; j=2,3, ..• ,m e km+l=O 
Portanto escolhendo apenas~ e ~l, pode-se construir· a função que atri-
bue os pesos e então construir a matriz P; 
e 
e 
. { p(~;l 
P(i ,j) = 
o 
; i =j 
ifj 
i,j=l,2, ... ,n 
, i=1,2, ... ,n 
Por exemplo ao se escolher k1=4 e m=4 obtêm-se 
al = 1/5 = 0,2 
a2 = 2.a1 = 0,4 
a3 = 3.a1 = 0,6 
a4 = 4.a1 = 0,8 
64 
k1 = 4 
k2 = 4.(4-2+1)/4 = 4.3/4 = 3 
k3 = 4.(4-3+1)/4 = 4.2/4 = 2 
k4 = 4.(4-4+1)/4 = 4.1/4 = 1 
que e o mesmo que (3.1.2.2). 
-Obviamente quanto maior for~· maior sera a semelhança en 
tre os· resultados obtidos pelo estimador biponderado e o passoponderado. 
Mas, como a intenção deste método e diminUir a quantidade de cãlculos, 
nao convém %Colher um· valor muito grande para m. 
-De modo anãlogO ã secção anterior, a partir_ de um B 0 ~ ob·· 
têm-se P 0 e 50 . Então · 
B = B + (X'P X)-1x•p R 1 o o o o 
se (X 1 P0 X) for de posto completo. Continuando-se com o processo: 
B = B + (X'P xf1X'P R g+l g g g g 
se (X 1 P;X) for de posto completo; i=1,2, ..• ,g. Prossegue-se com as it! 
rações atê obter a precisão desejada ou atê completar um nUmero mâximo, 
pré-fixado, de passos, como serã visto na secção IV.4 • 
• 
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IV.4- Critério de Parada 
Nesta secção se apresentarã uma pequena dis-cussão sobre a 
ocorrência (ou não) da convergência das estimativas para os parâmetros 
da regressão múltipla, ponderada, obtida através dOs métodos descritos 
nas secções IV.2 e IV.3. 
Apresenta-se também alguns critérios para a verificação 
da .convergência, e, finalmente, o critério adotado e implementado no pr~ 
grama para computador. 
IV.4.l -r certa a convergencia1 
Vai-se discutir critérios para a verificação da converge_!! 
cia dos mêtodos·de ajuste propostos sem se provar formalmente a ocorren-
cia desta convergência. No mêtodo proposto e utilizado por ANDREWS 
(1974) (a ser apresentado como um apêndice a este capítulo) a convergên-
cia e certa, se o valor inicial estiver suficientemente prOximo da solu-
çao. Como diz Andrews, a solução sã depende de um mêtodo iterativo pa-
ra se achar um ponto de mãximo para a função cosseno, neste caso parti-
cular. Maiores detalhes podem ser obtidos na citada referência. 
Com base na convergência acima citada e também na seme~ 
lhança dos resultados que se obtém com o estimador biponderado, com o 
passoponderado e com a M-estimador· seno, não hã, aparentemente, porque 
desconfiar da não-convergência dos mêtodos apresentados nas secções IV.2 
e IV.3. Além dista hã a evidência apresentada nos exemplos numêricos.Por 
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mais fraca que seja- esta evidência, ela· vem ·ratifiCar a '~certeza 11 da con 
- . * vergenc1a • 
A prova formal desta -convergência nao estã no propÕsito 
deste trabalho. PÓderã vir a ser objeto de estudos futuros. Por ora 
adotar-se-ã como certa a cOnvergência. 
IV. 4. 2 - A 1 gu ns cri tê ri o's para a determinação da convergê'nci a 
Deseja-se fazer um ajuste da forma descrita em (4.1~1); 
isto e, 
Y = XB 
que pode ser escrito alternativamente como: 
' 
i=1,2, ... ,n 
que e uma· regressão múltipla nos suportes x1• x2, ... ,Xk. Suponha tam-
bém que o ajuste vai ser obtido através de um método iterativo, como por 
exemplo, um dcs dois descritos anteriormente. 
AFIF! e AZEN (1974) afirmam que a maioria dos programas 
{e 11 pacotes 11 ) utilizam o seguinte critério (em Min. Quad. não lineares): 
b(j-l) 
1 
< ô (4.4.2.1) 
onde bp) ; i=1,2, ... ~k e j=l,2p•• e a estimativa do parâmetro b; na 
j-êsima iteração e ó é Um nUmero arbitrãrio (tomado tão pequeno quanto 
* A prova da convergência 
te comp 1 ex o. 
e um problema em aberto, provavelmente bastan·· 
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se queira), por exemplo, O= 10-6, como e sugerido em DRAPER e SMITH 
(1966). Alem deste criterio, outro que ê muito utilizado (segundo AFIF! 
e AZEN. (1974)) e verificar quando a soma de quadrado dos residuos conver-
ge; isto e, verificar quando 
I S.Q.Res. (j) c S.Q.Res. (j-l) < o
1 
oride ôl e similar a o anteriormente citado. 
Maiores detalre> podem ser obtidos em DRAPER e SM!TH(l966) 
ou em RALSTON e WILF (1960). 
IV.4.3 - Critêrio adotado 
Este critério nada mais é que uma pequena modificação do 
critério (4.4.2.1) apresentado na secção anterior. Lã, quando lb\j-l)l, 
para pelo menos um i; i~1,2, ... ,k, no denominador, ê muito pequeno, ao 
se dividir lb(j)_b(j-l)l por este denominador pode ocorrer que: 
1 1 
para um particular indice l· pelo menos. Neste caso pode inclusive jã 
ter ocorrido a convergência, ou então uma boa precisão, e eln vez de pa ... 
rar, o processo iria continuar com as iterações. O critêrio adotado 
corrige este problema. Foi sugerido por ZAGO (1978) e e.o criterio que 
serã utilizado no progr~ma para computadores. Consiste do seguinte: 
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1 - se lblj-1) I < E, então o teste é: lblj)_blj-1) I < ô 
i=l,2, ... ,k 
2- se lb(j-l)l 
b(j)_b(H) 
~ E, então o teste 1 . 1 < ô e: b(j-1) ( 4.4.3.1) 1 
1 
onde ô . é o mesmo descrito anteriormente e e também e um numero arbritã-
rici (tão pequeno quanto se queira, ·e além disso E:> o (possivelmente 
E>>ó)). 
Por exemplo poder-se-h utilizar E= 10-2 ~ ô = 10-6 . Ca-
so um (ou mais) dos b; 's não obedeça (4.4.3.1), não. se obteve ainda a 
convergência e procede-se então a mais um passo no processo 
até que se obtenha a convergência. 
IV.4.4- Uma observação 
iterativo, 
No programa para computadores, a ser apresentado adiante, 
hâ dois critérios que determinam o fim do processo iterativo: 
-o criterio dado por (4.4.3.1) 
- caso nao ocorra a convergência em um numero maximo, prê-fixado, de it! 
raçoes (NITER) o programa para e imprime o resultado dos dois ultimas 
passos ( NITER-1 e NITER). 
A razão disto e que se o processo estiver convergindo mui 
to lentamente, não se desejarã chegar a um numero absurdo de iterações. 
Pode estar ocorrendo que a estimativa inicial dos parâmetros~ B ~ não te 
o -
-
nha sido adequada. Esta parada, apõs no m5ximo NITER iterações, permite 
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tomar conhecimento do que pode estar havendo e também obriga ã realiza-
ção de ·um estudo mais acurado dos dados que sê tem em mãos, antes de se -
passar a nova tentativa de ajuste, talvez concluindo pela retirada e/ou 
inclusão de algum(s) suporte(s), ou pela alteração de B
0
. Outra poss1-· 
vel razão da lenta convergência pode ser devido ã uma escolha muita· se-
·vera de E: e ó. · 
IV.4.5 - Como escolher c e ó? 
· Esta es co 1 h a depende basicamente de dois fatores : 
- a precisão da medid~ dos dados 
-o nUmero de casas decimais (corretas) com que se mede os dados· 
Não se pode ser muito severo na escolha de e: e ô ..(severo 
se refere a nUmeras muito pequenos) quando não hoUver certeza da preci-
são com qUe se mediu os dados. Pode-se mesmo, neste caso, oqter uma ra-
pida convergência das estimativas, mas não hã razões que justifiquem es-
ta escolha severa. Ser severo, neste caso, não garante boa qualidade ao 
ajuste~ visto os dados nã.o serem precisos. 
Por outro lado, a escolha deve ser feita de acordo com a 
quantidade de casas decimais dos dados. Por exemplo~ se os dados têm pr~ 
cisão de duas casas decimais, não se deve escolher O = 10-lS e E= 10-2 
que resultariam em "precisãon de 15 casas decimais para os parâmetros.Ne~ 
te caso, dependendo da confiabilidáde dos dados, seria mais 1Õgico~ tal-
-2 -3 -4 
vez, escolher. c = lO e o = 10 ou ó = 10 . 
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Concluindo, pode-se dizer que <;; escolha de ~;:: e O estã qu2_ 
se que inteiramente baseada no 11bom senso 11 , auxiliado pela confiabilida-
de dos. dados em questão. 
capitulo V, 
No- programa utilizado para a construção dos exemplos 
utilizou-se e:= 10-2 e_ õ = 10-5• Esta parece ser uma 
do 
esco-
lha ba~tante razoãvel para 'a maioria dos casos, possivelmente ó = 10-6 
tambêm seria uma boa esi::o1ha. · 
• 
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Apêndice ao capitulo IV - Regressão Robusta usando o M-estimador seno 
Apresenta-se este apêndice com o intuito apenas de i-nfor-
mar, visto que irâ se comparar, num exemplo, o desempenho deste ·estima-
dor com o estimador biponderado. 
Este estimador foi desenvolvidO por Andrews e baseado nos 
bons resultados obtidos por ANDREWS e outros (1972), ANDREWS (1974) o 
extende ã problemas de regressao. Como estimador de parâmetros de loca-
çao apresenta uma alta eficiência com dados Gausianos e bastante robus-
tez sob desvios extremos da pressuposição de normalidáde. Ao se exten-
der este estimador para construir um método de ajuste, obtêm-se um méto-. 
-do bastante resistente a·presença de valores discrepa~tes~ 
A.l- O M-estimador Seno, para parâmetros de locação. 
Andrews, seguindo sugestões de Jaeckel~ Hampel e outros, 
desenvolveu o seguinte M-estimador, baseado na função seno, apresentado 
em ANDREWS e outros (1972). Seja~ uma função como na secção !!!.1. En-
tão: 
seno (z/c) lzl <c. " 
~(z) = (A.l.1) 
o lzl >.-c." 
A solução, T, ê obtida resolvendo-se 
(A.l. 2) 
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onde S ê uma medida de escala robusta. ·uriginalmente se optou por c=2~1 
e S=MDA-. O estimador foi 'iden~ificado com a sigla AMT. 
A Curva de Influência (estilizada) para este estimador 
também ê apresentada por ANDREWS e outros (1972). Esta curva estã na 
figura seguinte. 
* Figura a.l c Curva de Influência (estilizada) para o M-estimador Seno 
• 
4.0 nT!xl 
2.0 
o.o-k----,1'---'-
-2,0 
-~0 > 
-s.o -J,o -1.o 1.0 3.o s,o x 
A curva de influência acima foi obtida com uma amostra de 
20 valores (19 valores fixos e 1 valor mõvel) com distribuição normal. O 
grâfico representa nT(x) como uma funçtio de x, onde x ê a observação mo-
vel e T{x) a solução, para cada x, dada pelo M-estimador seno. 
Cabe aqui ressaltar a grande semelhança da curva da figu-
ra a.l com a curva de influência para o estimador biponderado, das figu-
ras 3. l.l.c e 3.1.l.d, apesar de terem sido obtidas através de diferen-
tes amostras. Em ambas nota-se que para observações mais afastadas (va-
lares aberrantes) se associa peso zero. Conforme as observações caminham 
* ANDREWS e outros (1972), pag. 98. 
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para a porçao central dos dados a C.I. vai aumentando, chegando a um va-
lor mãximo, a partir do qual os valores vão diminuindo novamente até ze-
ro, quando as observações assumem valores prÕximos de zero. Com base 
nisto não e de se estranhar que estes dois estimadores tenham comporta-
. menta parecido e apresentem resultados bastante semelhantes. 
ANDREWS e outros (1972) e ANDREWS (1974) apresentam a va-
riância assintõtica para o M-estimador seno. Pode ser obtlda sem maio-
res dificuldades, para uma variãvel com densidade f, s·imêtrica com res-
peito· a um ponto~ e com amplitude interquartis a, pela fÕnnula: 
-
Var (T) 
onde w'(z) - d'!'(z) 
dz 
= o2 J '1'2 (7)f(x) dx 
[J '!'' (7) f (x)dxr 
A exPressão {*) ê bastante parecida com a 
(*) 
expres-
são da variância, para a estimador biponderado, obtida por GROSS (1976), 
apresentada na secção III.l.l. A variância acima, (*), tambêm depende 
da constante~· A medi.da que~ cresce o estimador e suas propriedades 
tendem aos estimadores de mlnimos quadrados. ANDREWS (1974) recomenda, 
para trabalhos exploratõrios, c=1,5 ou 1~8, que resultarão em estimado-
res mais resistentes. Segundo ele. na maioria dos casos o M-estimador 
seno requer apenas uma iteração, partindo de um ponto inicial T0 , a me-
diana dos x;, jâ que a expansão de Taylor de primeira ordem~ pode serre 
solvida. em forma abreviada por: 
tan !(f-T0)jcS} = 
• 
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se o conjunto dos x1 satisfazendo lx1-T0 ! ~ .i::S e o mesmo conjunto que 
satisfaz lx;-Tk cS (ambos os somatõrios são sobre estes conjuntos). 
A,2- Extensão ao problema da regressao 
Os M-estimadores de locação são definidos como sendo as 
soluções de (A.1.2), ondeS pode ser determinado tanto conjunta como in-
dependentemente. Isto .e eqUivqlente a achar um mãximo local da função: 
( x.-T) 
"'i\{-
onde. 'l'(z) = _ d.P(z) dz · Nesta segunda forma podem ser extendidos aos mo-
delas de regressão~ desde que os (.x;- T) possam _ser· vistos como os resl-
du_os, r 1 , e S como uma medida de escala. A estimativa € definida como 
·as valores dos parâmetros para os quais: 
atinge um mãximo local. Seja então B um vetor k-dimensional. Os 
duas: 
r.(B)=y.-X~B 
1 1 1 
podem ser formados. A medida robusta de escala pode ser (MDA): 
S(B) =mediana llri(B)Il 
• res1-
Os parâmetros, no vetor B, podem ser estimados pela localização de um mã 
ximo local da função: 
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El/! (r;(B)/S(B)) 
onde-lji ê a integral de (A.l.l), e e dada por: 
1 + cos ( z/ c) . c 
• lzl <i c" 
1jJ (z) = 
o lzl >c" 
Um mãximo local particular pode ser obtido através de um 
-programa iterativo de otimização que dependerã de um valor inicial 8
0 
e 
do procedimento numérico de maximização utilizado, 
ANDREWS (1974) tece comentãrios sobre a importância· do 
ponto inicial B
0
• No exemplo apresentado no artigo l'"':iliza uma estimati 
va inicial obtida pelo Método ·da Regressão pelas Medianas. Além disso 
trabalha com c=l,5 e S=MDA. Os resultados deste exemplo serão apresen-
tados no capítulo V, onde serão comparados aos resultados obtidos pelo 
estimador biponderado (exemplo 2- cap. V). 
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V - EXEMPLOS 
~· -Neste cap1tulo serao apresentados dois exemplos utilizan-
do o ajuste Obtido através do estimador biponderado - a regressa{) bipo_!2 
derada- apresentada na. secção IV.2. 
O primeiro eXemplo foi processado -utilizando o SPSS 
(Statistical Package for the Social Sciences), existente na UNICAMP. O 
modo de obter regressão biponderada atravês do SPSS serã explicado na 
secção VII.5. Neste exemplo se apresentarã um conjunto de dados que por 
não apresentar grandes desvios da pressuposição de normalidade. nem pro-
blemas de heterocedasticia, resulta num ajuste de mínimos quad-rados mui-
to bom, como poderã ser observado na secção V.l.l. Com base nestes re-
sultados irã se alterar os dados; isto e, os dados serão perturbados ar-
tificialmente somando-se valores 5, 10, 20, 50 e 100 a um dos v a 1 ores 
observados da variãve1 dependente. Y, escolhido aleatoriamente. Serã mos 
trado que com os dados alterados (e mesmo sem alteração) se obtêm, com a 
regressao biponderada, resultados muito prõximos aos obtidos pelo mêtodo 
dos minimos quadrados para os dados originais. 
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O segundo exemplo apresentarã uma comparaçao entre os re-
sultados obtidos por mlnimos quadrados, pelo M-estimador seno e pelo es-
timador bi ponderado. V a i -se mostrar que os resulta dos obtidos pe 1 os dois 
métodos robustos estão muito prõximos e são bem melhores que o· resulta.-
do obtido por minimos quadrados. Este exemplo serã processàdo com · um 
programa em FORTRAN, que serã apresentado no capítulo VII. 
V.l- Exemplo 1 
Os dados para este exemplo foram obtidos em DRAPER e 
SMITH (1966}, apêndice B, pãgina 366. São tambêm apresentados por HALO 
.(1952} e foram originalmente apresentados por WOODS, STEINOUR e STARKE 
(1932). São referentes ao calor desenvolvido duran~~ o endurecimento de 
cimento, de acOrdo com sua composição química • 
. Tem-se um conjunto de cinco variáveis; a variãvel depen-
dente V, .as quatro variãveis independentes, x1 , x2 , x3 e x4 e um total 
de 13 observações. As variãveis sao as seguintes: 
V - calor desenvolvido por grama de cimento, medido em calorias 
x1 - quantidade de 3Ca0 Al 2o3 (aluminato de tricãlcio} 
x2 - quantidade de 3Ca0 Si02 (silicato de tricãlcio) 
x3 - quantidade de 4Ca0 Al 2o3 Fe2o3 (aluminoferrite tetracãlcio} 
x4 - quantidade de 2Ca0 Si02 (silicato de dicãlcio) 
x1, x2, x3 e x4 são medidas como porcentagem do peso do cimento. 
_ Os dados estão no quadro 5.1.1. 
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Quadro 5.1.1- Dados para o Exemplo 1 
v xl x2 x3 x4 
78,5 7 26 6 60 
74,3 1 29 15 52 
104,3" 11 56 8 20 
87,6 11 31 8 47 
95,9 7 52 6 33 
109;2 n 55 9 22 
102,7 3 71 17 6 
72,5 1 31 22 44 
93,1 2 54 18 22 
1.15,9 21 47 4 26 
83,8 1 40 23 34 
113,3 11 66 9 12 
109,4 lO 68 8 12 
Não se trabrtlharã com todas as variãveis independentes, 
Escolher-se-ã um conjunto com duas ou menos variáveis para prosseguir 
com o exemplo. DRAPER e SMITH (1966), ao analizarem estes dados, no ca-
pitulo 6~ concluem que as duas melhores regressões que se pode 
com duas ou menos variãveis são: 
Y = fl (Xl'Xz) 
y = f2 (Xl,X4) 
• 
obter, 
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A primeira é a que se obtem por vãrios procedimentos,tais 
como regressao para atrãs * (backward regression), regressão vai e vem* 
(stepwise regression) e também a que produz maior R2 (dentre os· ajlis"' 
tes com duas ou menos variãveis). Por outro lado, Y=f2(Xl'X4) · apresen-
ta um R2 pouco (muito pouco) menor, mas em compensação inclui a variã-
vel independente que isoladamente melhor 11 explica 11 -a variãvel Y (X4).Com 
base nesses resultados ·optou-se, neste exemplo, pela segunda fo~a; is-
to e, vai-se ajustar: 
- . -
ou seja, deseja-se b0 , b1 e b4_tais que 
,-
V.l.l- Ajuste obtido por Minimos Quadrados 
Com os dados do quadro 5.1.1 se obtêm, por minimos qua-
drados: 
6
0 
= 103,09738 
bl = 1,43996 
b4 = -0,61395 
-O quadro 5.1.1.1 apresenta os valores de Y, Y (Y ajusta-
do), R (resíduos) e RO (res1ctuos ordenados), para este ajuste. 
* Tradução segundo DACHS (1978). 
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Quadro 5.1.1.1- Valores de Y, Y, R e RO para o ajuste: 
v = 103.,09738 + 1,43996 x, -o ,61395 x4 
N y y R . RO .Dbs.corresp. 
1 78,5 76,34095 2,15905 3,76967 6 
2 74,3 72,61268 1,68732 2,98279 5 
3 104,3 . 106,65821 -2,35821 2,15905 1 
4 87,6 90,08194 -2,48194 1,73031 . 12 
5 95,9 92,91721 2,98279 1,68732 2 
6 109,2 105,43033 3,76967 0,62929 9 
7 102,7 103.73364 -1,03364 0,13648 11 
8 72,5 77,52418 -5,02418 -0,72973 13 
9 93,1. 92,47071 0,62929 -1,03364 7 
10 115,9 117,37417 -1,47417 -1,47417 10 
11 83,8 83,66352 0,13648 -2,35821 3 
12 113,3 lll ,56969 1 • 73031 -2,48194 4 
13 109,4 110,12973 -0,72973 -5,02418 8 
Como se pode notar do quadro acima, não hã residuos muito 
grandes, indicando a primeira vista que não deve haver valores aberran-
tes. Ao realizar uma rãpida anãlise, através do que DACHS (1978) denomi 
na Esquema de Cinco NUmeras, se obtêm: 
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* -5,02418 
j -1,47417 
M 0,13648 
j 1 , 73031 
* 3,76967 
dj - 1, 73031 - ( -1 ,47417) = 3,20448 
-1,47417- (3/2) dj = -6,28089 
-1,47417- dj =-4,67865 
1,73031 + (3/2) dj = 6,53703 
1,73031 + dj = 4,93479 
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Toda observação que apresentar um resíduo menor que 
-6,28089 ou maior que 6,53703 serã um Ponto Solto ou valor aberrante, 
como se pode observar não hã este caso no quadro 5.1.1.1. Todo residuo 
que estiver entre -4,67865 e -6,28089 ou entre 4,93479 e 6,53703 sera 
correspondente a um Ponto Externo, e nesse caso somente hâ um valor, 
-5,02418, correspondente ã oitava observação. 
Alêm disso tem-se: 
R2 = 0,97247 
que e um valor bastante elevado. 
Nas figuras 5.1.1.2. e 5.1.1.3 tem-se, respectivamente, o 
grãfi co da di s tri bui,ção acumula da dos res 1 duas e o grâfi co dos res í duas 
versus Y ajuStados. 
Figura 5.1.1.2- Grâfico da Distribuição Acumulada dos Residuos. 
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Figura 5.1.1.3- Grãfico de Resíduos vs. Y ajustados 
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Das figuras 5.1.1.2 e 5.1.1.3 pode-se dizer que se tem um 
bom ajuste por m1nimos quadrados. A figura 5.1.1.2 mostra que nao hã 
grandes desvios da suposição de nonnalidade,· enquanto a figura 5:1.1.3 
indica que o modelo ajustado (Y = b0+b1X1+b4X4) ê adequado, também nao 
apresentando problemas aparentes. de heterocedasticia. Isso aliado as 
conclusões anteriores permite que se afirme que o ajuste_ obtido e muito 
bom. Então, deve-se esperar, que qualquer outro bom método de ajuste 
quando ~plicado aos dados do quadro 5.1.1 (para o mesmo modelo), produza 
resultados bastante prÔximos aos de minimos quadrados. Isto 'é o que· i rã-
ser mostrado na secção V. L2 utilizando a regressão biponderada, que co-
mo jã se afirmou ê um mêtodo que produz resultados muito bons. 
V.1.2 - Ajustes: obtidos pela Regressão Biponderada 
Foi escolhida, aleatoriamente, a nona observação da variâ 
vel dependente, Y, para ser artificialmente perturbada. Vai-se realizar 
os ajustes, segundo a regressão biponderada, em seis diferentes situa~ 
ções; isto e, vai-se alterar os dados de seis modos diferentes. o qua-
dro 5.1.2.1 apresenta estas alterações. 
Deve-se observar que a primeira 11 alteração 11 na realidade 
corresponde aos dados originais inalterados. Proceder-se-ã então ao aju~ 
te atravês de regressão biponderada com os dados do quadro 5.1. 1, trocan 
* do-se Yg por v9 do quadro 5.1.2.1. 
Quadro 5.1.2.1 c Valores de Y9 devido as seis alterações provocadas 
y 
9 
93,1 
93,1 
93 '1 
93,1 
93,1 
93 '1 
alteração 
+ o 
+ 5 
+ 10 
+ 20 
+ 50 
+100 
93 '1 
98,1 
103 '1 
113,1 
143 '1 
193' 1 
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O quadro 5.1.2,2 apresenta os resultados obtidos em ca-
da caso, tanto. com o método dos mínimos quadrados como tamb'êm com a re-
gressao biponderada, onde foi utilizado: 
c • 4 
S =amplitude interquart]s/1,35 
ô = 10-5 
estimativa inicial - mínimos quadrados 
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Quadro 5.1.2.2- Estimativas de b0 , b1 e b4 obtidas por m1nimos quadra-
dos e pela regressão biponderada nos diferentes conju~ 
tos de dàdos 
- -Regressão . Dados bo bl b4 
. 
Originafs 103,09738 1,43996 -0,61395 
. 
* Y9=Y9+5 . 104,63104 1,36114 -0,63265 
* 106,16470 1,28231 -o ,65135 Mini mos· Y9=Y9+10 
• 109,23203 1,12467 -0,68874 Quadrados Y9=Y9+20 
Yg=Y9+50 118,43399 0,65173 -0,80092 
* Y9=Y9+100 133,77061 -0,13650 -0,98789 
. Originais 103,16659 1,41356 -0,60695 
Yg=Y9+5 104,49670 1,34505 -0,62199 
* Y9=Y9+10 103,39689 1,40191 -0,60962 
Biponderada 
* Y9=Y9+20 102,96635 1,42469 -0,60499 
* Y9=Y9+50 102,96639 1 ,42469 -0,60499 
* Y9=Y9+100 102,96638 1 ,42469 -0,60499 
Ao examinar o quadro 5.1.2.2 nota-se que: 
- as estimativas~ obtidas por mínimos quadrados~ para os tres parlimetros~ 
variam bastante ao mudar o conjunto de dados. Observa-se que a esti~ 
tiva de b0 cresce com o aumento do valor de Yg~ a estimativa de bl de-
cresce, chegando mesmo a mudar de sinal e a estimativá de b4 tambêm 
cresce. 
87 
- no caso da regressao biponderada obS.erva:..se que· praticamente. nao hã 
variações ao aumentar· o valor de v9 . ·com os dados originais e com. 
as alterações de- 20, 50 e 100 hã diferenças mlnimas entre as estimati 
v as, _não di ferindo mui to das estimativas obtidas por mini mOs quadrados 
com os dados originais. Com a alteração de 5 em v9 as estimativas ob-
tidas ·com a regressão biponderada diferem um pouco mais das obtldas 
por minimos quadrados com os dados originais, mas não diferem muito· 
das estimativas obtidas por m,inimos quadrados com a a]teração de 5 em 
v9 . Isso era de se esperar pois mesmo com e_sta alteração. ainda s·e 
obtêm um bom ajuste de mínimos quadrados. A alteração de lO em v9. fi-
ca numa posição intermediãria. Difere um pouco mais do obtido por mi-
nimos quadrados com os dados originais que no caso das alterações de 
20, 50 e 100, mas difere menos que no caso da alteração de 5 em Y9. 
De um modo geral pode-se dizer que a regressao biponde· 
rada se mostrou insensível aos erros artificialmente produzidos, enquan-
to que o método dos mínimos quadrados se mostrou bastante sensível. Mes-
mo com as alterações a regressão biponderada produziu õtimos resultados, 
bastante prõximos aos obtidos por mínimos quadrados com os dados origi-
nais. 
Esses fatos sao confirmados pelo quadro 5.1.2.3, que a-
presenta a variação percentual entre as estimativas obtidas com a regre! 
sao biponderada para todos os conjuntos de dados e as estimativas obti-
das por mÍnimos quadrados com os dados originais. 
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Quadro 5.1.2.3 - Variação percentual entre as estimativas obtidas pela 
Dados 
Originais 
y* 
9 = y9 + 5 
y* 
9 = Yg + 10 
y* -9 - y9 + 20 
* y9 = y9 + 50 
* y9 = y9 + 100 
, 
regressão biponderada e as estimativas obtidas por 
nimos quadrados com os dados originais 
< 
m1-
Variaç~o porcentual 
- -
bo bl b4 
0,067. 1,833 1 '140 
1,357 6,591 1 ,310 
0,291 2,642 o ,706 
o' 127 1 ,060 1,459 
o' 127 1,060 ·1,459 
O, 127 1 ,060. 1 ,459 
Do quadro 5.1.2.3 pode-se- notar que: 
- os resultados obtidos por minimos quadrados e pela regressao biponde-
rada com os dados originais estão bem prõximos. A maior variação por-
centual foi de 1,833%, para b1 e e bastante pequena. 
- no caso das alterações de 20, 50 e 100 em v9 a maior variação porcen-
-tual ocorrida com b4, foi de 1,459% e pode ser considerada quase que 
desprezivel. Isso ilustra a resistência da regressão biponderada. Ilu~ 
tra também o 11 isolamento 11 e 11 controle 11 de valores aberrantes. 
- com a alteração de 5 em v9 ocorreram as maiores variações percentuais. 
No entanto ao se verificar a variação percentual entre as estimativas 
• 
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obtidas por rni nimos quadrados com os dados a l'terados de 5 nota-se que a 
maior variação ê inferior a 2%. 
Hã ainda um Ultimo fato a destacar. Estã relacionado com 
o numero de iterações necessãrias para se obter a convergência. O qua-
dro 5.1.2.4 apresenta o nUmero necessãrio de iterações para se obter a 
converg.ênci_ a. 
Quadro 5.1.2 .. 4 - Quantidade de iterações necessãrias para se obter con-
vergência com a regressao biponderada, para os vãrios 
conjuntos de dados 
Dados Iterações 
Originais 7 
* v9 " Y9 + 5 7 
y* -9 - y9 + lO 14 
* Yg = Yg + 20 6 
y* -9 - v9 + 50 6 
y* 
9 = Yg + 100 7 
A não ser no caso da alteração de 10 em v9, o nUmero ne-
cessãrio de iterações foi 6 ou 7, apesar da grande 11 precisão 11 exigida· 
(o= 10-5). Isso ilustra um fato jã esperado. Quando uma observação 
ocupa uma posição crítica; isto é~ estã perto do limite entre ser ou nao 
um valor aberrante, deve-se tomar bastante cuidado ao considerã-la ou ao 
afastã-la da amostra. A regressão biponderada faz isso 11 automaticamente" s 
90 
como se percebe através do nUmero de iterações necessãrias para a con~ 
vergência no caso da alteração de 10 em v9. 
A figura 5.1.2.6 ilustra, de modo a não deixar dUvidas, 
esses fatos. t construi da com base no apresentado por DACHS (1978), lã 
denominado Desenho Esquemãtico. Este deseriho· ê feito com o auxilio de 
um esquema, denominado Esquema de Cinco Numeras (DACHS (1978)), como o 
apresentado logo apõs o quadro 5.1.1.1, Tem-se então os dois extremos~ 
. as duas juntas (quartis), a mediana e a quantidade de obs·ervações. Com 
esses dados calcula-se a distânc'ia entre juntas, dj, e então passa-se aó 
desenho. A figura 5.1.2.5 mostra como se deve proceder. 
Figura 5.1.2.5- Representação de um Desenho Esquemãtico com os pontOs 
e as regiões correspondentes (DACHo (1978), pãg. 14) 
• 
• pontos soltos 
• 
o 1 112 d; pontos externos 
' ' • 
' I ' dj ' 
' 
' J ô ' I M I dj J ' I • 
' I ' dj ' ' ' I I 
1112 d j 
' 
pontos e'Xternos 
pontos soltos 
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Os pontos soltos sao tomados como valores aberrantes. A 
regra de tomar dj e (3/2)dj como limites para a determinação de pontos 
externos e de pontos soltos nao e fixa. Admite certas mudanças, como 
por exemplo tomar (3/2)dj e 2dj (TUKEY (1977)) ou mesmo dj e 2dj como 
sendo os limites·. 
• 
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Figura 5.1.2.6- Desenho Esquemãtico para os residuos obtidos ao se fa 
zer ajustes de minimos quadrados e segundo a regressão 
biponderada no Caso dos dados orig-inais e dos dados al-
terados 
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De imediato nota-se dois. fatos: 
os pontos externos e os pontos soltos aparecem com maior destaque com 
a regressao biponderada do que com o método dos mínimos quadrados, pa-
ra todas as alterações. Isso ilustra a ndetec'ção 11 dos válores aber-. 
rantes. No caso da alteração de 10 em Yg o metodo dos minimos quadra-
dÇls apresenta· pontos .externos, enquanto que a regressão biponderadá a- · 
presenta. pontos s.oltos (valores aberrantes). 
a distância entre juntas (amplitude interquartls} vai·crescen~o bas-
tante com o aumento da alteração em v9, para o método dos mínimos qua~ 
drados enquanto qUe para a regressão biponderada praticamente não , va-
ria. No caso da alteração de 5 em v9 ocorre a mai?r distância entre 
juntas com a regressão biponderada, mas ainda assim é menor que para o 
metodo dos minimos quadrados (com a alteração de 5 no valor de Y9), 
Outro fato de destaque e a variação que ocorre com o va-
lar da mediana dos resíduos, no caso do mêtodo dos minimos quadrados. 
Parece haver !.lma tenctencia da mediana a ir diminuindo com o aumento da 
alteração na nona observação. Com a regressão biponderada não se nota 
nenhuma tendência. 
De um modo geral, a figura 5. 1.2.6 ilustra a fragilidade 
do mêtodo dos minimos quadrados quando hã valores aberrantes nos dados, 
destacando o bom desempenho da regressão biponderada com esses dados. Ou 
tro ponto que se destaca e o bom desempenho do mêtodo robusto, a regres-
sao biponderada, com dados sem valores discrepantes e/ou mesmo sem gran-
des desvios da pressuposição de normalidade. 
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V.2.- Exemplo 2 
DANIEL e WOOD (1971), no capitulo 5, consideram com bas-
tante detalhes um exemplo com 21 observações e 3 variãveis i ndependen-
tes. Estes dados tambem são apresentados por BROWNLEE (1965), DRAPER 
e SMITH (1966) e ANDREWS (1974). São referentes ã transformação de amo-
ni"a em ãcido nítrico, .realizada numa pJanta química. Tem-se então 4 va-
riãveis; a variável dependente·Y, as variáveis independentes x1, x2 e Xj 
e 21 observações, correspondendo ao to ta 1 de di as em que ·se mediu a ope-
ração da p 1 anta. 
A variãvel Y e·medida como sendo lO veZes a porcentagem 
de amônia que ê perdida como õxido nítrico não absorvido; ê uma ·medida 
indireta da q~antidade de amÔnia que ê transformada· 1ID ãcido nÍtrico. As 
. 
variãveis independentes são as seguintes: 
x1 - corrente de ar para a planta 
x2 - temperatura de entrada da âgua de resfriamento na torre de absorção 
de Õxido nltrico 
x3 - concentração de ãcido nítrico no lÍquido de absorção (codificado pa 
ra facilidades de cãlculo subtraindo-se 50 e então multiplicando o 
resultado por 10). 
Os dados estão no quadro 5,2.1 
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Quadro 5.2.1 - Dados referentes a 21 dias de operação de uma planta, co_!! 
vertendo .amônia em ãcido r)itrico 
v x, x2 x3 
42 80 27 89 
37 80 27 88 
37 75 25 90 
28 62 24 87 
18 62 22 87 
18 62 23 87 
19 62 24 93 
20 62 24 87 
15 58 23 87 
14 58 18 80 
14 58 18 89 
13 58 17 88 
11 58 18 82 
12 58 19 93 
8 50 18 89 
7 50 18 86 
8 50 19 72 
8 50 19 79 
9 50 20 80 
15 56 20 82 
15 70 20 91 
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DRAPER e SM!TH (1966) apresentam esses ·dados no exemplo 
D do c~pitulo 6. Ao apresentarem as Resp.ostas aos Exercicios ãpresentam 
o modelo ajustado que lhes pareceu mel.hor: 
v= -50,35884 + o,67ll5·x1 + 1,29535 x2 (5.2.l.lY 
Comentam que o modelo ajustado e menos satisfatório em (X1, x2, x3) =. 
( 70 ~ 20, 91 ) , corres pendente a 21 a. observação. Dizem que se poderia re 
lutar em utilizar a equação (5.2.1,1) nas vizinhanças deste ponto. 
DANIEL e WOOD (1971) ajustam o modelo: 
-v. -39,9197 + o,71564 x1 + 1,29529 x2 -0,15213 x3 (5.2.1.2) 
e observam de um grãfico da distribuição acumulada dos residuos, que a 
observação de nUmero 21 tem um residuo anormalmente grande. Esta obser-
vaçao pode ter alterado substancialmente os coeficientes do modelo ajus-
tado. Apõs muito trabalho cuidadoso retiram esta observação e mais ou-
tras tres; as de nUmeras 1, 3 e 4, apresentando explicações para o com-
portamento não usual destes pontos. Com base nas 17 observações restan-
tes obtêm: 
v " -37,65245 + 0,79769 x1 + o,57734 x2 -0,06706 x3 (5.2.1.3) 
dizendo não haver agora maiores problemas com valores aberrantes. 
ANDREWS (1974) ajusta estes dados (com as 21 observações) 
atravês do mêtodo robusto de ajuste apresentado no apêndice do capitulo 
I~. com c=1~5 e S=MDA (mediana dos desvios absolutos da mediana). obten-
do: 
v = -37,2 + o,82 x1 + o,52 x2 -o,o7 x3 (5.2,1.4) 
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chegando aos mesmos coefi ~i entes, prati-camente, da- equaçao ( 5. 2 .1.3) 
obtida. por DAI'II EL e WOOD ( 1971 ) , sem as observações 1 , 3, 4 e 21 : Isso 
ilustra a não in-fluência de uma certa _quantidade (nesse caso quase 25%) 
de valores aberrantes no desempenho do. metodo. Para confirmar ANDREW~ 
(1974) faz um novo ajuste, agora sem as observações consideradas aber-
rantes e: obtêm _novamente a equação (5,2.1.4}, reafirmando a não influên- · 
cia de-valores discrepantes no mêtodo de ajuste baseado no M-estimador 
seno. 
O quadro 5.2.2 apresenta os res.iduos obtidos com as equa.., 
çoes (5.2.1.2), (5.2.1.3) e (5.2.1.4) 
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Quadro 5.2.2- Residuos obtidos com as equaçoes (5.2.1.2)' (5.2.1.3) e 
(5.2.1.4) com os dados do quadro 5. 2. 1 
equaçao equaçao equação 
y (5.2.1.2) (5.2.1.3) (5.2.1.4) 
42 3,24 6,08 6 '11 
. 
37 -1,92 1 '15 1,04 
37 4,56 6,44 6,31 
28 5,70 8,18 8,24 
18 
-1 '71 -0,67 -1,24 
18 -3,01 -1,25 -0,71 
19 -2,39 -0,42 -0,33 
20 -1,39 o,s8 0,67 
15 -3,14 -1 ,06 . -0,97 
f4 1,27 0,35 o ,14 
14 2,64 0,96 0,79 
13 2,78 . 0,47 o' 24 
11 -1,43 -2,51 -2,71 
12 -0,05 -1,34 c 1,44 
8 2,36 1,34 1,33 
7 0,91 O, 14 o ,11 
8 -1,52 -0,37 -0,42 
8 -0,46 O, lO 0,08 
9 -0,60 0,59 0,63 
15 1 '41 1,93 1 ,87 
15 -7,24 -8 63 _,_ -8,91 
Os resíduos sublinhados com um traço são referentes ãs ob 
servaçoes que não entraram no tãlculo das estimativas. 
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V.2.1- Regressão Biponderada 
Devido ã pequena quantidade de digitas apresentada por 
ANDREWS (1974), apenas 3, na equação (5.2.1:4), não ê necessãr_io ·reali-
zar iterações atê se atingir a convergência utilizando um ô muito peque~ 
no. 
DeSte modo escolheu-se.: 
e alêm disso tomou-se: 
c = 4 
e 
S =amplitude interquart1s/1,35 
Realizado o ajuste obteve-se: 
-v = -37,314 + o,s11 x1 + o ,540 x2 -o ,071 x3 (5.2.1.5) 
Estes resultados não diferem muito dos obtidos por DANIEL e WDOD (1971) 
na equaçao (5.2.1.3) nem dos obtidos por ANDREWS (1974) na equaçao 
(5.2.1.4). A variação porcentual entre as estimativas obtidas pela re-
gressao biponderada e as obtidas por mínimos quadrados (com 17 observa-
ções) e entre as estimativas obtidas pelos dois mêtodos robustos estão 
no quadro 5.2.3. 
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Quadro 5.2.3 - Variação porcentual entre os parâmetros das equaçoes 
(5.2.1.5)· e (5.2.1.3) e entre .os parâmetros das equaçoes 
(5.2.1.5) e (5.2.1.4) 
Variação Porcentual 
Parâmetros (5.2.1.3)-(5.2.1.5) (5.2.1.4)-(5.2.1.5) 
(5.2.1.5) (5.2.1.5) 
bo 0,907 0,306 
bl l ,641 l '110 
b2 6,915 3,704 
b3 5,549 .1,408 
No quadro 5.2.3 nota~se que realmente quase não hã dif~ 
renças entre as estimativas obtidas pelos mêtodos robustos de ajuste,ba~ 
tando citar o fato da maior variação percentual ser inferior a 4%. Jâ en 
tre a regressão biponderada e o mêtodo dos minimos quadrados (com 17 ob-
servações) as variações são pouco maiores, sem chegar a serem exagera-
-das. A maior ocorre com b2 e é igual a 6,915%. 
-O quadro 5.2.4 apresenta os valores de Y, Y (Y ajustados) 
e dos residuos, R, para o ajuste dado pela equaçao (5.2.1.5), para os 
dados do quadro 5.2.1. 
UNICAMP 
BIBliOTECA CENTRAl 
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Quadro 5.2.4- Valores de Y, V e R para o ajuSte: 
v = -37,31424 + 0,81089 x1 + o,s4oos x2 -0,0706D x3 
-y y R 
. 
42 35,85477 6,14523 
37 35 '92537 1 ,07463 
37 30,64965 6,35035 
28 19,77988 8,22012 
18. 18,69979 -0,69979 
18 19,23983 -1 ,23983 
19 19,35630 -0,35630 
20 19,35630 0,64370 
15 15,99629 -0,99629 
14 13,79024 o ,20976 
14 13,15486 0,84514 
13 12,68542 o ,31458 
11 13,64904 -2,64904 
12 13,41252 -1,41252 
8 6,66777 1,33223 
7 6,87956 0,12044 
8. 8,40797 -0,40797 
8 7,91379 o ,08621 
9 8,38324 0,61676 
15 13,10736 1,89264 
15 23,82439 -8,82439 
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A seguir apresenta-se um Esquema de Cinco NUmeras para os 
res1duos do quadro 5.2.4: 
21 
* -8,82439 
j -0,69979 
M 0,20976 
j 1 ,07463 . 
* 8,22012 
. dj = 1,07463 -(-0,69979) = 1,7742 
Os limit~s para a detecção de possíveis valores discre-
pantes sao: 
-0,69979 - dj = -2,47421 e -0,69979 -(3/2) dj = -3,36142 
e 
1,07463 + dj = 2,84905 e 1,07463 + (3/2) dj = 3,73626 
Com base nesses limites tem-se: 
- o ponto de nUmero 13, com residuo -2,64904, e um ponto externo 
-os pontos de nUmeras 1, 3, 4 e 21, com resíduos, respectivamente, 
6,14523; 6,35035; 8,22012 e -8,82439, são pontos soltos ou valores 
aberrantes. 
O Desenho Esquemãtico da figura 5.2.5 ilustra melhor a 
esses fatos: 
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Figura 5.2.5- Desenho esquemãtico para os resíduos dO quadro 5,2.4 
As figuras 5.2.6 e 5.2.7 apresentam, respectivamente, o 
gráfico da Distribuição Acumulada dos Resíduos e o grãfico dos Resíduos 
vs. Y ajustados. 
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Na figura ?-2.6 nota-se·-4 pontos di-stantes dos demais.São 
os pontos referentes ãs observações de nümeros 1, 3, 4 e 21. Hã. ainda 
o residuo referente a 13a. observação, um pouco mais longe da maiorja 
dos residuos, mas nao tão longe quanto_ o reslduo ·das observações discre-:-
pantes. 
·Na _figura 5.2.7 nota-·se a distância dos pontos referentes 
as observações 1, 3, 4 e 21 dos demais e também se destaca a presença do· 
ponto referente ã observação de_ numero 2. O que ocorre- com as observa-
ções 1, 3, 4 e 21 jã e bem sabido. Para verificar o que ocorre com a oh 
servação de nUmero 2 volta-se ao quadro 5.2.1 e observa-se que os valo-
res de (X1, x2, X3), para esta observação são dos mais altos, causando 
então um valor de Y mais alto que os demais. Logo não hã nenhum proble-
ma aparente com a observaçã-o de nUmero 2. 
Alêm destes fatos aS figuras 5.2.6 e 5.2.7 não apresentam 
problemas aparentes de grandes desvios da pressuposição de normalidade 
e nem problemas de heterocedasticia ou inadequação do modelo. 
A regressão biponderada, assim como o mêtodo robusto de 
ajuste de ANDREWS (1974), de imediato, apresentam os resultados que DA-
NIEL e WOOD (1971) tiveram bastante trabalho para obter com o metodo dos 
mlnimos quadrados. Os resultados finais, nos tres casos. na o di ferem 
quase nada, indicando que os tres mêtodos tem desempenho semelhante, No 
entanto a quantidade de trabalho com o mêtodo dos minimos quadrados ê 
exorbitantemente maior,_ tornando-o contra-indicado. Por outro lado o 
metodo proposto por ANDREWS (1974), mesmo dando menos trabalho e de ob-
tenção diflcil. Deste modo parece licito propor a regressão biponderada 
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como melhor alternativa, pois poupa trabalho ~m relação ao método dos ml 
' 
nimos quadrados, e ê de fâcil ob~enção. 
Como curiosidade se realizou o ajuste, com a regressao bi 
ponderada, retirando-se as observações 1, 3 ,. 4 e 21, obtendo-se: 
v = -37,075 + o,s2o x1 + o,514 x2 -0,073 x3 
estimativas .estas que prati-camente nao diferem nada das obtidas com a 
regressão biponderada para as 21 observações. Isso ta.mbêin ilustra a T}ao 
influência de alguns valores aberrantes no d'esempenho da regressão biJ)o_!! 
dera da. Caso houvesse uma porcentagem ma i o r de obse-rvações di screJ)antes 
provavelmente o desempenho seria inferior. 
Na secção VII.4 se apresentarã a -listagem completa dos 
-resultados obtidos no computador para o ajuste com a regressao bipondér~ 
da para as 17 observações. Estes resultados virão logo apõs a listagem 
do programa, exemplificando a saida deste • 
• 
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VI· - RESUMO E CONCLUSOES 
Foram apresentados procedimentos robUstos para a estima-
çao de parâmetros de locação e suas extensões aos problemas de regres-
sao. Indiretamente tambêm foram apresentados estima_dores robustos para 
parâmetros de escala. Foi dada maior ênfase para o ajuste de regressoes. 
Isso tem uma explicação; ANDREWS e outros (1972) praticamente esgotaram 
o assunto sobre estimadores robustos para parâmetros de locação. 
Deu-se grande atenção ao que foi denominado regressão bi-
ponderada, mas assim mesmo permanecem muitas dUvidas para serem sanadas 
no futuro, como e o caso do valor da constante de escalonamer.to, c e da 
medida robusta de escala, S. 
Todas as qualidades do ajuste através da regressao bipon-
derada, colocadas quando de sua apresentação, no capitulo IV, 
ser verificadas, facilmente, nos exemplos do capitulo V. Foi 
puderam 
possivel 
perceber, sem grandes problemas, a 11 detecção 11 e o 11 controle 11 de valores 
aberrantes, sendo a detecção melhor ilustrada no exemplo 2 do capitulo V, 
e o controle no exemplo 1, no caso, principalmente, da alteração de 10 
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~m Y9• Ainda no exemplo 1_, caril os_ dados originais; fo"i muito bem ilus-
trado o bom desempenho da regressão biponderada no caso de não haver va-
1 ores aberrantes· e grandes desvios da supos i'ção de norma li da de. Tanto 
no exemplo 1 como no exemplo 2 pe-rcebe-se facilmente que a regressão bi-_ 
ponderada e praticamente insensível ã presença de uns poucos valores a..-
berrantes nos dados. Npte que no caso do exemplo 2 havia quase que ·25% 
dos dados çom problemas de discrepância e, ainda assim, se obteve um bom 
desempenho. 
O exemplo 2 serviu tambêm para ilustrar a comparaçao en-
tre o desempenho do.ajuste através da regressão bipo~derada, do ajyste 
através do método dos mínimos quadrados e do ajuste atravês do mêtodo· 
proposto por ANDREWS (1974). Como foi dito no capitulo V, parece bastan 
te vãlido considerar a regressão biponderada como melhor alternativa. e-
vitando o enorme tt·abalho com o método dos mlnimos quadrados e as maio-
res complicações de obtenção do método de Andrews. 
No entanto ainda restam problemas a serem resolvidos. To-
das as qualidades apresentadas e ilustradas atravês dos exemplos para a 
regressão biponderada não permitem, pelo menos de imediato, verificar a 
v a 1 i da de do mo de 1 o suposto como V~?rdadeií·o. O bom desempenho sã vem a 
ser obtido no caso do modelo ajustado estar suficientemente prÕximo do 
modelo verdadeiro. Portanto somente se propõe o ajuste atravês da re-
gressão biponderada apõs ter certeza de que o modelo a ser ajustado ê, 
pelo menos, prõximo do modelo verdadeiro. 
O problema da convergência foi pouco citado além de no 
capitulo IV. Nos exemplos, partindo da estimativa inicial de mínimos 
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quadrados, nao houve problemas, ratificando a~sim a certeza desta conver 
gência, mesmo nao se apresentandq uma prova formal. 
Quanto ã constante de escalonamento, c, quanto menor for 
seu valor, mais robusto se torna o método de ajuste através da regressão 
bi_ponderada. Por outro lado, quanto maior o valor de c, partindo de uma 
estimativa inicial de mini~oS quadrados, maior sera a semelhança entre 
os resultados obtidos com a· regressão biponderada e com o .método dos mí-
nimos quadrados. Quando c-+ oo, para S > O, tem-se que., em uma iteração 
o método converge e as estimativas obtidas são exatamente as mesmas ob-
tidas por mínimos quadrados; i'sto e, desde que a estímativa inicial se-
ja a obtida por mínimos quadrados. 
Com a medida robusta de escala, S-, praticamente nao se 
desenvolveu nada. Mas, como foi dito, segundo MOSTrLLER e TUKEY (Í977) 
não deve haver muitas diferenças caso se utilize dois bons estimadores 
robustos para parãmett·os de escala~ Isso estã ilustrado no exemplo da 
secção III.l.l, inclusive com o auxílio das curvas de influência. No en 
tanto não se apresenta nenhuma prova deste fato. 
Finalmente pode-se dizer que este trabalho deve ser enca-
rado apenas como introdutõrio, restando vãrios problemas a serem resolvi 
dos ou pelo menos estudados com maiores detalhes. Assim mesmo não hã ra 
zões para desconfiar das vantagens apresentadas e ilustradas. Parece ha-
ver evidências de que o que falta a ser pesquisado (que e muito) exerce 
pequena influência nos resultados que se obtém, não invalidando o que 
foi colocado como qualidade do ajuste atravês da regress·ão biponderada 
e mesmo do estimador biponderado, para parâmetros de locação. 
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VII - CONSTRUÇÃO DO PROGRAMA PARA COMPUTADORES 
O propOsito· deste capitulo não ê somente fornecer um ma-
nual para a utilização, sem grandes problemas, do programa para ajustes 
de regressão robustas, como também providenciar info_rmações necess3rias 
para aqueles que desejarem modificar e/ou complementar o programa. Com 
esta intenção s-e apresentarã na secção· VIT.l o que foi denominado fluxo-
grama ilustrativo do programa. Na secção VII.3, dividida em vãrias sub-
secções serão apresentados os subprogramas componentes do programa prin-
cipal, assim como tambêm uma espêcie de 11 Guia do Usuãrio 11 , para cada sub 
programa. Na secção VII.2 se apresentarã o modo correto para a coloca-
ção dos dados. No final do capltulo se apresentara a listagem completa_ 
do programa, incluindo os subprogramas e também o modo de se obter re-
gressao biponderada através do SPSS. 
O programa apresenta as seguintes caracterlsticas: 
- impressão opcional dos dados 
- opçao por uma regressão passando ou nao pela origem 
- possibilidade de definição de novos suportes 
112 
-
opçao na escolha. das estimativas iniciais. (8
0
) 
- imPr.essão opcional das. estimativas inicfais_ 
- opção para ajuste de regressões rob1,1stas usando um dos dois métodos a-
presentados no capitulo IV (regressão biponderada ou passoponderada) _ 
- impressão opcional dos resultados de cada iteração 
parad~ das i t_erações _gover·nada por dois critérios; convergência, de · 
acordo com a secção IV.4.3 ou nUmero mãximo de iterações (,NITER) 
.- impressão de dois grãficos, com as estimativas finais, o grâfico da 
Distribuição Acumulada dos Residuos e o grãfico de Residuos vs. Y aju~ 
ta dos 
- opçao quanto ã medida robusta de escala a ser utilizada pelo me todo 
de ajuste. 
O programa estã dimensionado para um mãximo de 200 obser-
vações e 30 suportes. Caso haja necessidade pode-se·alterar as instru-
ções DIMENSION e os valores de NMAX e NVARX na instrução DATA. 
Hâ certas restrições quanto ã precisão no câlculo das es-
timativas. Isto se deve ao fato de se estar utilizando um procedimento 
para a resolução do sistema AX=B, onde A ê uma matriz (KxK) e X e B são 
vetores K-dimensionais, baseado no processo de diagonalização de Gauss-
Jordan. r sabido que este processo não produz bons resultados, quando 
a matriz A é mal comportada. No entanto é bastante fãcil substituir es-
te processo por outro que produza resultados melhores. Na listagem do 
programa este processo ~parece duas vezes. A primeira na parte referen-
te ã obtenção das estimativas iniciais, por minimos quadrados, inician-
do na instrução: 
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C RESOLUÇAO DO SISTEMA XLX*B=XLY 
e findando na instrução: 
C FIM DA RESOLUÇAO DO SISTEMA 
o' segundo aparecimento e no processo iterativo, iniciando na instrução: 
C RESOLUÇJ\0 DO SISTEMA XLX*BMcXLY 
e findando ·na instrução: 
C FIM DA RESOLUÇAO DO SISTEMA 
Portarito basta redrar as instruções contidas entre esses limites e subs 
tituir pelo processo de resolução de sistemas que se deseja. Pode-se u-
tilizar quãlquer numero de comando entre 4000 e 4990 e tambem entre 8000 
e 8990. 
A sub rotina de impressão dos grâficos (sub rotina PLOT) 
foi construida para apresentar grãficos como os de DANIEL e WOOD (1971). 
Foi desenvolvida a partir da sub rotina que faz os grãficos no programa 
apresentado por WOOD (1976). 
VII.l - Fluxograma ilustrativo do programa 
Apenas com o intuito de facilitar o entendimento do pro-
grama, assim como também para facilitar alguma possivel modificação, a-
presenta-se o fluxograma seguinte: 
o 
l 
i Nlio-s~ -;m l 
1 FRimE OS 1 
I DADOS I 
c INICIO ) 
J; 
!PON,IrliD,IJD, 
I CDNST,I OD,IIP, 
I RP. _ 
(Sec.çao VII.2.?} 
K, N~NI TER 
(Secçao VII.2.3) 
[Y : X) ~· (Secçao VII.2.4} 
JOD 
1 fflPRESSAO 
DOS DADOS 
L - -l. ___ _j ___ _,.. ____ --" 
AJUSTA UrliA 
REGRESSÃO 
SEm PASSAR 
PELA ORIGEm 
!CONST 1 
AJUSTA UfiiA 
REGRESS1tO 
PASSANDO PE 
LA OiliGEfil -
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ESTimATIVA 
INICIAL,~ , 
OBTIDA 0 
roR·m!Nimns 
QUADi1ADOS. 
~ 
RESOLUÇ~O DO 
SISTEmA: 
XLX*B=XL Y 
LOCAL PARA A COLCCAÇ~O 
DAS TRANSFORmAÇÕES DE 
VARIÁVEIS E/OU DEFINI~ 
Ç~O DE NOVOS SUPORTES 
QUANDO DESEJADO. 
2 
IID' 
o .l JIP 
I 
115 
l 
a 
o 
(Secção VII.2.5)' 
IIPRiffiE ~ ,Y,9 .~ 
o o a 
NA ORDEm DE ENTRA-
DA DOS DADOS E OR-
DENADOS PELOS RESf 
ouos. -
l 
: I NfCI O DO CÁL-
, CULO ITERATIVO 
AfllPL!TUDE 
INTE:R-QUAR 
TIS -
.~EGRESS.~O 
BIPOIWERl!. 
DA 
.1. 
.. qJ 
I TEAA=l, NI TER 
~ 
~ 
1 ESCOLH•~ DA 
·• 1 mEDIDA R0-
1 84STA DE 
I ESCALA 
ESCOLHA DO 
m~TODO RO-
BUSTO DE A 
JUSTE -
RESOLUÇltO 
DO 
SISTEmA 
XLX*Bffi=XLY 
2 
I:TDI ANA DOS 
DESVIOS ABSO 
LUTOS DA li,[':" 
DIANA 
REGRESS~O 
PASSOPON'-
DERADA 
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o 
1 
~i'IO lffiPRrmEl . IffiPRH1E OS 
tOS RESULTA-: RESULTADOS 
IDOS DE CADA1 DE CADA I-
:r TER AÇÃO .' TERAÇi'l 
~--T- ~ l 
'~--------~----------~ 
/'.. 
TESTE 
/ DE s 
<coNVEilGEN >-"---->~ 
CIA 
.1 
IRP 
o 
IffiPRESSi'IO 
DOS RESUL 
TADOS FI:' 
NAI S 
GR~FICOS 
c Fim ) 
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VTJ.2 - Colocação dos dados 
Nesta secçao se apresentarã o modo para colocar os dados 
para o processamento do programa. 
VIJ.2.l - Instruções DATA· 
Nestas ·instruções estão os valOres que comument~ nao se-
rao modificados todaS as vezes que se processar o programa. As instru-
çoes são as seguintes: 
DATA DELTA, EPSON, TOL, CUT, EAI/.lE-5,.lE-l,,lE-6,4,,1.35/ 
. onde, 
DEL T Jl. e EPSON - preci sã~ par a a convergência 
CUT - constante de escalonamento, utilizada para o cãlculo dos estimado-
res robustos (secções III.l.l, 111.1.2, IV.2 e JV.3) 
TOL - tolerância para os 11 zeros 11 , na resolução do sistema. Se houver 
uma substituição do processo utilizado, provavelmente se tornarã des-
necessâria. 
EAI - esperança da amplitude interquartís. O valor 1,35 é o que se ob-
tém no caso de distribuição N(O,l), como ja foi dito na secção III.2.1. 
A outra instrução DATA ê referente ao nUmero mãximo de 
observações no conjunto de dados, NMAX e ao nUmero mãximo de suportes 
(ou variãveis, caso nao haja transformações), NVARX. Foi colocada sepa-
radamente porque talvez seja mais vezes modificada, por problemas de 
dimensionamento no programa. A instrução é a seguinte: 
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DATA NMAX, NVARX/200,31/ 
Note que Para ctumentar a capacidade do programa no que se. 
refere a um nUmero maior cte observações ejou suportes, não basta alterar 
a instrução DATA acima. Hã a necessidade de se alterar tambem as ins-
truções DIMENSJON. 
VIJ.2.2 - Dados referentes as opçoes 
Os primeiros valores a serem lidos serao os referentes ãs 
opçoes oferecidas pelo programa. O cartão que os contém deverâ ser o 
primeiro a ser lido. Na instrução READ correspondente tem-se: 
READ (2, 10) IPON, IMO, JJD, JCONST, JOD, JJP, IRP 
lO FORMAT(7!) 
No cartão deve-se então colocar sete valores inteiros, separados entre si 
por um ou mais espaços em branco. Os valores a serem colocados dependen-
do das opções escolhidas, poderão ser os seguintes: 
IPON- seleciona o mêtodo de ajuste a ser utilizado. Pode assumir os va-
lores 1 ou 2. Se: 
IPON = 1 - Regressão Biponderada 
IPON = 2 - Regressão Passoponderada 
IMO - seleciona qual a medida robusta de escala que sera utilizada. Hã 
duas opçoes, refere·nci a das pe 1 os nümeros 1 e 2. Se: 
IMD = 1 - Amplitude interquartis dividida por EAJ 
IMD = 2 - Mediana dos desvios absolutos (da mediana) - MDA 
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IID - seleciona o modo de .se obter a estimativa inicial dos parâmetros da 
-
regressao (B0 ). Hã dua' opções: 
IID ~ 1 - B e obtido através do método dos mlnimos quadrados 
o 
-IID = 2- B
0 
e lido de cartões. tendo sido ·obtido anteriormen_te ·a;.· 
través de meio externo ao programa. O modo de leitura 
-de B0 e a posição do(s) cartão(ões) que o contem se-
rão explicados na secção Vll.2.5. 
ICONST - seleciona uma equação de regressão~ a ser ajustada. passando ou 
não. pela ori9em. Se: 
ICONST = O - passa pela origem 
ICONST = 1 - não passa pela origem (XLol) 
As opções seguintes governam as impressões que o programa 
pode ou nao vir ã realizar 
IOD- governa a impressão dos dados; isto ê, do vetor de respostas e da 
matriz de delineamento. Ressalta-se que a matriz que serã impres-
sa e a matriz lida e não a matriz resultante das transformações pa-
ra a obtenção de novos suportes. A matriz dos suportes, caso se 
construa, não é impressa pelo programa. Caso se deseje sua impre~ 
são deve-se provi.denciar as instruções necessãrias, logo apos a 
definição dos novos suportes. Se: 
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IOD = O - não imprime os dados 
IOD = 1 - imprime os dados. 
IIP- governa a impressão das estimativas iniciais. Se: 
-IIP =O- nao imp_rime B
0
, Y0 e R0 
- -I IP = 1 - imprime 8
0 
·e tambêm Y, Y 0 e R0 tanto na ordem de en-
trada dos dados como tamb'êm ordenados pe 1 os res i duas •. Im 
prime tambêm o vetor que dã as posições dos elementos do 
vetor dos residuos ordenados, no vetOr dos residuos nao 
ordenados (o vetor KO). 
IRP- governa a impressão ·dos resultados de cada iteração. Se: 
IRP = O - nao imprime os resultados de cada iteração 
IRP = 1 - imprime os resultados de cada 
- -
-iteração, 8. 
1 
e também Y, 
v. e R. tanto na ordem de entrada dos dados, como tam-
1 1 
bêm ordenados pelos residuos. Imprime tambêm o vetor 
KO, anteriormente citado. 
VII.2.3 - Dados de dimensionamento 
Devem ser colocados no segundo cartão de dados a ser li-
do. A instrução de leitura correspondente ê: 
• 
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READ (2,20) N, K, NITER 
20 FORt~AT(3I) 
Deve-se colocar então tres va-lores inteiroS, separados entre si por pelo 
. 
menos um espaço em branco. Tem-se que: 
N - num~ro de observações (N <; NMAX) 
K- quantidade de variãveis independentes (K <; NVARX) 
NITER - nUmero mãximo çle passos para o processo i terat'ivo. 
VII.2.4- Leitura do vetor de constantes e da matriz de de-
lineamento 
Esta leitura é feita conjuntamente. A perfuração destes 
dados e mais facilmente compreendida através de um exemplo. Suponha que 
se tem N observações e K variãveis independentes. Tem-se então a segui~ 
te matriz, de dimensão (Nx(K+l)): 
Yz 
• 
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Se K + 1 ~ 10, ter-se-ã N cartões, cada um com K+l valo-
res (reais), sendo o primeiro valor de cada cartão referente ã variãvel 
Y e os K restantes ãs variãveis X;; i=l,2, •• , ,K. 
Se 11 ~ K+l ~ 20, ter-se-ã N+N=2N cartões, os primeiros 
N contendo 10 valores reais, sendo o primeiro valor de cada cartão refe-
rente ã. variãvel Y e os- 9 restantes .. referentes ãs variãveis x1 ,x2, ... ,x9. 
Os outros (ultimas) N cartões conterão, cada um, (K+l)-lO=K-9 
reais, re~erentes ãs variãveis x10 ,x11 , ••• ,XK' K ~ 19,_ 
valores 
Se 21 ~ K+l ~ 30, ter-se-ã 3N cartões· e assim por diante; 
isto e, se lOJ+l $ K+l ~ lO(J+l), ter-se-ã JxN cartões de. dados, como 
descritos acima. 
O formato em que estes dados devem estar nos cartões ê o 
fOrmato livre, formato F, havendo apenas a necessidade de se colocar um 
(ou mais) espaços em branco para separâ-los uns dos outros. 
-VII.2.5 - Leitura de B0 (IID=2) 
Caso se faça essa opção, o(s) cartão(ões) referente(s) a 
estes valores deve(m) ser colocado(s) logo apõs os dados referentes aos 
valores de Y e X;; i=1~2, ... ,K. A instrução de leitura ê a seguinte: 
210 READ (2,270) (B(!), l=l,K) 
270 FORMAT(31F) 
e os valores Bl' B2, ... ,BK (K~ 31) devem ser colocados em formato F, se 
parados por um (ou mais) espaços em branco entre si . 
• 
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VI I. 3 - Sub programas 
Esta secçao se destina a apresentar, de uma maneira bas-
tante informal, a finalidade e o modo de utilização das diversas sub .ro-
tinas que fazem parte do programa. A 1 i s tagem de .cada uma de 1 as es tã 
junto com o programa, na secção VII.4. 
VII.3.1 - Sub rotina ORD!:M 
Ordena ·as elementos de um vetor, V, em ordem crescente ou. 
decrescente (ICRES =O ou 1), em valor absoluto ou nao (IVABS = 1 ou 2}; 
dados o vetor V, N-dimensional. Na saida tem-se o vetor ordenado VO,não 
se perdendo o vetor original. r utilizada, direta ou indiretamente pe-
las sub rotinas AMPIQ, CMDN, XMAD, BIPON, STPON e PLOT, que serao apre· 
sentadas mais adiante. t utilizada da· seguinte modo: 
CALL ORDEM (N,V,VO,IVABS,ICRES,VOD) 
VOD ê um vetor N-dimensional, de utilidade interna ã sub-
rotina, nao devendo ser modificado no CALL ORDEM. 
VII.3.2 - Sub rotina ORRES 
Ordena os elementos do vetor R, em ordem decrescente, fo! 
mando o vetor RO. Constrõi o vetor KO, que dâ as posições dos elementos 
do vetor RO no vetor R. Ordena o vetor XB, formando o vetor XBO, segun-
do a ordenação de R em RO. O vetor YY é obtido fazendo: 
YY = RO - XBO 
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Todos esses vetores são N-dimensionais. Na saicta tem-se os vetores 
R, XB •. KO, RO, XBO e YY. Esta sub rotina e chamada do seguinte modo: 
CALL ORRES (N, R, XB, KD, RO, XBO, YY) 
r utilizada para a obtenção dos residuos, y ajustados e 
Y observados ordenados pelos residuos (RO, XBO e YY). t utilizada,. in-· 
diretamente pela sub rotina PLOT, através do vetor LSORT, que e uma reor 
. ·- . 
. denação do vetor KO. Portanto cas'o se queira .extrair do programa, para 
colocar em outro, a construção dos grâficos, haverã a necessidade de se 
extráir também esta. sub rotina. 
VII.3.3 - Sub rotina AMPIQ (IMD = 1)_ 
t utilizada para se o~ter a medida robusta de escala de~ 
finida na secçao 111.2.1: 
5 ~ amplitude interquartis (dos residuos) 
EAI 
Dados o vetor V (vetor dos residuos), N-dimensional, tem-se S~DIS. Uti-
liza as sub rotinas ORDEM e CMDN. t chamada como abaixo: 
CALL AMPIQ (N, V, DIS, VO, EAI) 
VO é um vetor utilizado internamente, não devendo ter sua denominação m~ 
dada no CALL AMPIQ. ê utilizada, indiretamente, pelas sub rotinas BIPON 
e STPON. 
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VII.3.4 - Sub rotina CMDN 
Ca 1 cu 1 a a medi a na, XMDN, em um conjunto de dados na for-
ma de um vetor ordenado (em ordem crescente ou decresçente), VO, N-dime~ 
sional. Como estã no programa somente pode ser utilizada apõs uma cha-
mada previa da sub rotina ORDEM (ou ORRES). r utilizada do seguinte mo-
do: 
CALL CMON (N, VO, XMDN) 
r utilizada, direta ou indiretamente, pelas sub rotinas 
AMPIQ, XMAD, BIPON e STPON. 
VII.3.5 c Sub rotina XMAD (IMO= 2) 
Ca 1 cu 1 a a medi da r·abus ta de esca 1 a, MOA, defi_nida na se c-
çao III.2.2: 
MOA = mediana { lx .-x' I 1 . i"' 1,2, .. .,n} 
com x' =mediana {x;} 
Dados o vetor V e sua dimensão N, na saida tem-se 
MOA = OIS. Utiliza as sub rotinas ORDEM e CMDN. f utilizada como se 
segue: 
CALL XMAO (N, V, OIS, O, VO) 
D e VO são vetores utilizados internamente, não devendo ter suas denomi-
naçoes mudadas no CALL XMAD. t utilizada pelas sub rotinas BIPON e 
STPON. 
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VII.3.6- Sub rotina BIPON (IPON = 1) 
Constroi um vetor W que associa pesos de acordo com o es 
timador biponderado. Este vetor e tomado pelo programa como se· fosse a 
matriz diagonal P, do capitulo IV. Utiliza-se de um vetor, em vez de 
uma matriz apenas para economizar espaço de mãquina. V ê um vetor, o ve 
to r dos res i duas, CUT ê a cons t;ante de esc a 1 onamento e. OIS ê a medida. 
robusta de escala. Ambos os vetores, W e V, são N-dimensionais. Esta 
sub rotina ê chamada como abaixo:_ 
. CALL BIPON (N, W, V, CUT, OIS, U) 
O vetor U ê de uso interno. Não deve sofrer mudanças na sua denominaçã-o 
no CALL BIPON. · Esta sub roti!1a utiliza, direta ou indiretamente- as sub 
rotinas ORDEM, AMPIQ, CMDN e XMAD. 
VIJ.3.7- Sub rotina STPON (JPON • 2) 
Constrâi um vetor W que associa pesos segundo o estimador 
passoponderado. Este vetor faz o papel da matriz P do capítulo IV. Vê 
o vetor dos resíduos. Todos os vetores são N-dimensionais. LQP ê opa~ 
râmetro que indica o número de ki 15 que se deseja; corresponde ao numero 
m+l, da secção IV.3. T e a maior ponderação que se deseja associar; 
corresponde a k1 da secção IV.3. CUT ê a constante de escalonamento e 
DIS ê a medida robusta de escala. O modo de utilização ê o seguinte: 
CALL STPON (N, W, V, LQP, T, CUT, OIS, A, SS, U) 
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Os vetores A, SS e U são d_e uso interno· ã sub rotina, ·~ão devendo sofrer 
mudançQ.s em sua denominação nr- CALL STPON. Esta sub rotina utili"za, di-
reta ou indiretamente, as sub rotinas ORDEM, AMPIQ, CMDN e XMAD. 
VII.3.8 - Sub rotinas para a construção dos grãficas. 
Os grâffcos são construidos pelas sub rotinas GRID, PACK 
e PLOT, que foram adaptadas a partir do existente em WOOD (1976). Estas 
tres sub rotinas possibilitam a construção· do gráfico dà distribuiçãa a-
cumulada dos reslduos e do grâfico de residuos· vs. Y ajustados. A. fun .. 
ção de cada uma delas e a seguinte: 
GRID - faz a 11bordadura 11 dos grãficos 
PACK - coloca o caracter C no bit N da palavra X, onde X ê uma palavra 
simulada do IBM 360, com os bites numerados da esquerda, 
PLOT - chama as sub rotinas GRID e PACK. ~lonta e imprime os grãficos. 
As sub rotinas PACK e GRID são chamadas internamente pe· 
la sub rotina PLOT, não necessitando de maiores explicações. Para cha-
mar a sub rotina PLOT precisa-se do seguinte: 
N · dimensão dos vetores YYCC (o vetor XB; Y ajustados), DELTA (vetor 
dos resíduos), e 
LSORT -uma reordenação do vetor KO 
YCMIN - menor elemento do vetor XB 
YCMAX - maior elemento do vetor XB 
GRIDA e GRIDB - contém os grã"ficos e a 11 bordadura 11 
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A sub rotina PLOTe chamada do seguinte modo: 
CALL PLOT (N, YYCC, DELTA, LSORT, YCMIN, YCMAX, LSORT (NMAX.+ 1), 
LSORT (NMAX + 1379)) 
A construção dos gráficos. necessita ainda, -direta ou in--
diretamente das sub rotinas ORDEM e ORRES. Como Ultima_ observação cita-
se a necessidade da existência de um compilador FORTRAN extendido (FlO) 
para que seja possível a utilização destas tres sub rotinas que cons-
troem os grãficos. Na secção VII.4 hã: a maneira correta de executar o 
programa de modo a obter sem problemas não somente as estimativas dos p~ 
râmetros, como tambêm os grãfi cos. 
·VII .4 - Programa para ajustes de regressao robusta 
As instruções que serao dadas a seguir servirão para que 
seja possivel uma utilização sem contratempos do programa de ajustes de 
regressão robusta, cuja listagem completa serã apresentada a seguir. As 
instruções são as adequadas para o sistema implantado na UNICAMP, poden-
do sofrer modificações quando se desejar processar o programa em outros 
centros. Como jã foi mencionado anteriormente hã a necessidade de se 
ter nas instalações onde se pretender processar o programa um compilador 
FORTRAN extendido. As instruções serão dadas supondo que o usuãrio te-
nha acesso aos terminais ligados ao DEC-10 da UNICAMP. 
Suponha que jã se tenha q programa gravado na area do u-
suãrio, com o nome REGRO.FlO. Basta então gravar um arquivo de dados, 
contendo não somente os valores de Y, x1, ... ,Xk, como também os valores 
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que selecionam as opçoes. ·de acordo coffi o qUe foi apres-entado na secçao 
VII.2.' Hã apenas duas restrições com relação· a este arquivo: 
- o nome principal de ter no mãxima· 3 caracteres,. sendo o pr_imeiro obri-
gatoriamente um caracter alfabêtico (letra entre A e Z) 
- a extensão de ser COR 
Deste modo·, um possível nome poderia ser, por exemplo: 
DAD. CDR 
outro poderia ser: 
EXl.CDR 
Com o arquivo de dados e programa jâ gravados pode-se pr~ 
cessar o programa fazendo: 
SET CDR DAD.CRR 
EXEC/FlO REGRO.FlO 
no caso do arquivo de dados ser denominado DAD.CDR. 
A seguir apresenta-se a listagem completa do programa 
REGRO.FlO, utilizado para obter r-egressão robusta. 
Em seguida apresenta-se a saida do computador com os da-
dos do exemplo 2, no caso onde hã 17 observações. 
' . 
. 
j 
' I 
• 
• 
' • 
' 
' l 
; 
' ' 
I 
! 
i 
l 
li 
I 
1 
c ..... 
c 
c 
c 
c 
c 
c 
c ...... 
c 
c 
c 
.C 
c 
c 
c 
c ...... 
C' 
c· 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
C· 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c - .... 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
---c 
SCAFT,~I.A.n.(t•l79) - PRJGnA;.III PhRl\ .~.JUsnR REGR!.::SSAo· RO .. 
fiUST;. ... F!1 : lH~',;!lt::S:lllU BIPIJn•)EJHdJ!i .. 1_!\-1 '-1ETtJfhJ .POiJ\J.31'0 DE 
~J~JT2. OIG~fRf~C'~O !JE :IY~TtlAD~ A S.~R ~PRES~~JiADA AO DE-
PhR]',\;-li<:;ITO Df F3T.~TI.ST.lC_A, y1·1ECC-Ur"'lCA~IP. 
rAZ ,,,JUJTES TJ,!lTO .S1;:GUNDO 11 n~.GPI<~SS/\0 !HPONOERAD~ 
CQI~U 1'f1:11H~:~ :j~'\-:.JNon {'. R!::G!Ws:'>P.O PA.S.:;nPnnDERAD/1.. 
UVr~l~EC't: -'Jidi(j\S fJPCJi:'S ,JlJAIITtl A f'<Pf/F:5S,W, GfJVERilld)i\S 
PSL,\S V;,PI/IJr:rs IOD,JIP, THP. OfFFlj;;Ct: ntJ'fRt\5 O<'CGFS bE A'" 
CUHU(J CUM AS VnHI~VEI~ lPJN,IMD,liO E ICO~ST. 
lf'O:I - UP.-Ci\0 Jllf: ;";ELECJONíl lJ .1-!ETrJDO iH)f~I_ISTO DE: ~JUSTE: . A 
SFH UTtr-IZADO. 
;:;1 P2Gtl"=SS110 BlPJ\lJ)EnADA 
=2 ~iG~~~SAO PASS!JPJ~OtRADA 
IND ~ tlPCAO QU~ DFitAMI~A l ~Eorn~ !IOBUSTA DE f5CALA A 
~;~p !J'l'ILfZIIJJA. 
:1 (h~PLTTllDE I:IT~~J!l~~T!S)/EAI 
:2 (lílA pJS\Jii\:UI. {)~J~; Dt;S'IJOS .~:lS. 0./1. 11~!)!!\tiA) 
tiO • Oi'C!1D P~n~ ~ ~SiJ;ltC[vA tiiiCl~L ons -P~PA~ETHUS. 
=t. FSTI·•~IIVA INICIAL OOfliJA POR M~ I!MUG QUADRADOS 
~2. L~ ~O EM C~~·rJES . 
ICOilS'f l1•Jll$'fà RcGHF'SSdE:> p;ô85Ar~D0 OU ta,O PELI< OiUGE:H. 
~t, :1-íl PA~Sl PEL~ ORIGEM 
:0, P~3Sn PFLA ORfGEM 
·roo=1 DU o ll·'.pnii~r: •JH u:..o ns or.oos. 
l!P=l OJ O IMl>AI!!E DU N~O ~5 ~3TI~A?IV~S Inrcr~rs. 
IHP:::t QIJ O I<~Pf!r:'-~;:; íJIJ Nr~IJ O:; kESilL 'CdJllS DE C,\:JA ITt;RACAO. 
O PHUGR,'li-\A T:.iP!U,,H: St:'·l?PS US R,:[)!J[/fADDS F'Iill\15 (DE3 .. 
Dt: uur: fJ SIST[I~;\ A 5fH HE3ilt.VIDí1 TE lilll S!lLUCAOl • 
IHPRT~~ t~.IREM Ç1l~FIC0 D~ RE5IJUOS V3. Y ~Jll51ADDS E 
G!1AfTCO nA uiST~lUUIC~U ACUNULAU~ OJS BESIUU05. 
DIM~~$IUU Y(200)ri(20~,3l),Jl(200J,Xj(7nOl,~(l1) 
Dll~::;rl;:; TfJN x.n c l1, 20·:>~, v o r 2001, so c 31 J .n·~ n 1 l. nu c 20Q) 
ni~~~SIQN K0(200l,LSORT(2J~J•~(lOO),X~0(~00),YY(200) 
Dl~~t:rlSJ()N X1'(Jt,2oú).C(31,.i~J.XL-({3L31)~XLY(Jl) 
OATA OfLTA,SPS•l~•TOL.CUT,8~JI.1~~2,.1~-I •• lE .. 6,1.,1.35/ 
D~LTA ~ FPSU!I • PWFC15A0 2A~A A CoN~CHGE~ClA 
TdL .. fUl.CHt1iiCiii :10 c;,LCULtl Dll Sü[,U'::Atl DO SIST~J.IA 
CUT - CONSTA!ITF' Dii ;.;SC:hJ.i!)!líi:J(:;N1'0 
~~l1l - ESPI::R.;tlCA DA M1Pr,lTUUt·~ I~,~tEgQ:!..'.IUIS 
DATA HMAi,NVA~X 1200,31/ 
tWAX - tJUI·líO:!!n .'I.'IXLI(J DE: Oflsf;HVACoE';;; 
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lh'AHX .. NU'-'L.:i'<lJ ;!lt;.:I:\0 DS VAHIAVEIS lilf)~;pE1lOt.rl'fF.~, OU 5UPOr:n.:s 
-~*********A4~-~~*** 
LCIT!IR/1 0/,S OPCU'E:~ 
R~AU(l 1 10)TPO;I,tMo,IID,iCU~51,IO~,IIP,I~P 
to 
2'J3~ 
2o4S 
2u5S 
2!1-65 
207~ 
208~ 
210'0 
c c ... __ 
c 
c 
c 
c 
c 
2,0 
20 
c ...... 
c 
c 
c 
30. 
40 
60 
50 
c 
c ....... 
70 
300 o 
3020 
3010 
3040 
305 o 
)(160 
90 
FDP!>!AT{7T) 
If((!l'Oil.t:r.1)·.o~.(H'(l!I.C:T."}.)) (;n lJ 2030 
lf((TMO.I•T.l}'.fli!.(I'JIJ.Gl.2l) Gn TtJ 2040 
If((!lll.f,T.l).ll~.(!LU.Gr.2)} GO TU 2050 
Tf{(TCO.;.c;T.LT.o).Uli.(IC!JNG'f.GI.lJ\ SO TO 2060 
Jf{(IOD.T.1'.U).Oli.(I:m.r.:1'.1l) GO TI) 2070 
Jf((TII'.I,1.0l.rln.CiiP.GT.l)] Gil TJ 20~0 
Ir({HP.Lr.•n.nH.(I~lP.ÇC.1)} Go TQ 209Ó 
H'(LFRRO.t::'ll 0 0) GO 1'0 2100 
.r.u 1'0 20 o 
cawru~uE 
~·~*··~·~**~*•***~·~ 
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Lê1TUHA DUS Pi11<AMETLW3 Dt: OI~·ti:.NSilJ:"!,\I·IEi'l':'O f. IJ!.l'-1EJ.l0 ~IAXT.•W DE ITE:IU&. 
cm:s 
N • NUM~PU Ui nBSERVACO~S 
K • NU0LPQ uF v~niAVEIS lHDcP~tJDENlES 
NITE:P .. rlU?~i:~D :·IAXI!Hl Dr.; l'rEfU\CUES 
RE.AD(2,:i!·J)N,~~~IITE.l · 
F'UP~JJ',:;"{ 3J) . 
If((N.Gí.Hr•~X)~úR.(K.GE.NVARX)) GO 70 2010 
*'~~··~-~-~**•~**1*' 
L~ITURA DUS DAnOS 
Y .. V~1'0P nc ((f:.::iPO.Sl';IJ OU VETUH Ot:: CONS'IAiiTES. 
X • ~ATIIJZ DE nELINCh:l~IITO 
NINc=l 
NVA-H=9 
If(K.LT.!lV~U) H7An~K 
OU 30 !""1,N 
REA~(2, ;O)Y(I).(X(!,J),J~~INCtHVAR) 
FlJRl-1A7(10Fl 
NH~ST =K .. l·JV.~H 
If{HHES! ;LE .• O) GO tt) 70 
NINC:::NV.'<ll-tl 
li V .\H:=;!Il f> R+ 1:) 
If(K.LT.NVAR) NVAN=K 
oo so r:::1,N 
Rt:AtH<:, :i O) (A( I.J) ,J:::!U1i;.:!,NV;t!~) 
GU TO 6•) 
F'IM DA ~VITURA DOS UAJOS 
·~·*·~~·~--~·-·~·~-~ 
ICOJJS I=l(iJê!ST +1 
IUO:::JODt1 
IIP::;!lPtl 
IHP::IRP-tt 
IFlUTTE~.LE.O) IPQN;3 
If(ICON~T.FJ.il IP0!1:1 
GO 70 (J~QDf30tO,JOSO,JOJO),IPON 
WRI-r'E{J, 3:1".20) 
f•.OH~li\I{JOX 1 10(i-~t Í) 1 'i(E'lFC:SSl',O !qpOIDERAD!, 1,10(1-li- 1},//J) 
(;U TO 3030 
wr;IT~"(3,l'J·10l . 
FOH~ATC2RX,10('* i),iB2GHSSsA0 P~sSJPONO~P~DA 1 ,10( 1 * 1 ),///) 
l.O TO 3030 
Y.'l-liTE( }, _1060) 
FOR~AT(l~X.lO(~* '),'n~GRSSS~O ATJIAVES DO 0fT8D0 OOS ~I!li~OS OU~DR 
l~DUS 1 •10( 1 * ')•///) 
CU~HlNllr: 
GO TO (B0,9JJ,t0D 
Wi-I!TF'(1, flJO) 
8•)0 FUfUl!H(lX 1 l1'3(i ... r)} 
wHrn:c 3,•Jtr11 
SlO F"i.Jt-ftlt-T(t,iJX.,sr'll 'J,'D r. o os· •,st•• '>l 
~Yiti'rF(3,112:'l) 
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8,20- f; .. JH:·i;~.T(/1,1}.,t~·I 1 ,)X,'VAR. \)t;P. 1 ,1JX,tVAPIAif~IS !tJ[)i::!-'2~!f'lE:NTES' 1 l,t"X. 
lr '·-· 1 ,7X,9{t- 1 ),4X,10[1X,g( 1 ~1))} 
tu O 
e 3o 
12o' 
a :c>s 
110 
85 
ao 
140 
150 
170 
1&0 
130 
c 
c -- ... 
c ...... 
c 
c 
c 
c 
c 
c 
c ....... 
c 
c 
Nlrlc=l 
NVAft::;!O 
lf(K.LT.UVa]t) NVAR~K 
OU 1V:J l=t,r~ 
wk!TE{ 3,f1J,)J (, Y{I') 1 (X(I,J),.J:;:N'[NC,N'/Mq 
· FOf-lji.'.'o'( IX, IJ.-J.X,F'). h IX, t0f-1X,~"J • .J.)) 
Nh23T ;;;j\ .. rJ 'J AH 
~r(ri~Esr.LE.O) ~O TU- 95 
N!Nc::·iV!\Il tl 
N V Al{=:-lV :,p -t- t 1 
If(K.LT~llV~!ll H?AR~K 
WH11E(3,~25) 
F Ulhl A 1'( I/, ],{, i~~ ! , 4 7 X, I V AR I AV ~;I S I :J D Sp E{/.ll E ~lT E:S 1 t I, 1 ;(, ,I --- 1 , SX t 11 ( t X, 
1,9(''"'))) 
DO 1"10 !:::1 1 [1 
WRIT~(l,RlP)I,(X(J,J),J~NINC,NVAR) 
GiJ TO 120 . 
WfliTf(3,fl'JO) 
Gü TO (130,14(,)1,ICO'IST 
K=K+l . 
00 150 I>!l,.'.l 
"cr, KJ::l. 
[.,:::!( 
DO 160 J::q,;:; 
oo í70 I=t,~ 
AUX=XClhl) 
·-<c I, ,J) :;XC r, rO 
X(I,K)=h.t/X 
I,=L•t 
If(L.Lt.2) G~ TO 130 
CiJN fH/IJE: 
COWrHJJS 
**•*···~·*·~·*····~· 
****•*~w~~*~***•*~~* 
auntQU~R TR~'lSfO~M~CAO D8 VAni~VftG S/JU n~FINIC~0 DE Sll20R 
TE:S Ot:Vi:: ;.;r:H cnLO(:/lD-~ !ll:.:.S'H; PO:-JTn.~ IL\0 r:.';O:JE'CER DE: F"J\Zl'~~: 
K = NU~SPO 1 EXITDi UF SUPO~Tf5 R~SULTANTES 
X = 1 EXhTA~i;~TE' A ri01A MaTRIZ DOs SÚPOR'rES 
*~*****~·•*****~···* 
*~4~~*~~4~~*··~~~*~~ 
If(K.GT.~VAHil GC TJ 2020 
1f(J.,t'iWU.GE 9 1) iJO TO 5000 
DO lHO J!::l,il 
DO 180 J:.c:t,K . 
Xl'(J, !):::X(I~J) 
1ao XXT(Jtr>=xcr,Jl 
C ****~***U**~*****~** 
C INlCJA[,!ZACAO "üS P~PAHCTROS 
GO TO (200.2i0l,IIO 
200 WRITE{3,790) ' 
790 
c ---
122-b 
1210 
c 
. c· ••• 
C. 
c . 
c· 
c 
c ...... 
4ü10 
4020 
405\) 
404(1 
4060 
4070 
4090 
4()90 
41011 
4030 
4110 
FOR~~ll.T(1X,/J//) 
.,..HITE( "3t ~'~00) 
VHCI"CAO PllH r-HNIIJ.US i)UAD~AUOS 
Wi<ITF(l,fl1J) 
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FoR:l•T(/,21i,SC'*'l 1 ' PAnA~~tRoS UE INICIALIZACAO OBTIOQS POR M!III 
1;-!'u..-; ou;llt!1fiUOG '•5f'*'bll 
ou 1110 r._t~l,K 
XLY{Ll);;O. 
DO 1220 Ll::t•K 
XLX(!,l,LL)::O. 
OiJ 1220 J.::::t,N · 
. XLX ( Ll-; L2 J :_.(! (1.1 1 I) li' X (I, t.:ÜtXLJi:(T~l 'I..2) 
(JIJ 1210 1=1~14 
. XJ..Y(~ll=X"!'.(L1, f)•l(lJtXL'l-(Lt) 
§~-~~-+~~~~-~•*>~*~*· 
B~50LUCAO llU SISTEMA XLX•B:xLY 
~OAPThnA A l'~ATIR DO LXIRTE;IT~ EM: 
PhCITTI,T.(197?) • fO!ITl:~:I-~O~ITDR ?RINCIPIUS - AO LIVRO TECNI-
. c;J ... KIU DE .J,".!l!::l!iU .. S~GUtio_A f;DICA~J 
-~***·~~·~~k§~-~~~*i 
IIX;::;~..,l 
~[:{=:t~+l 
OU 1i010 1::1 ,K 
Oi.J •lO lO ,r::t, K 
C(I~,J):::XJ..X(I,Jl 
00 4020 l.;;t.X 
C( I ,:J'f)::XJ,Y( T)· 
NJ •to3o. J.,:;;l,HX 
r.x~L+ 1 
D0 r}U40 T>=T•X•l' 
lfC~!15{C(L,Ll)•ABS(CCirLlll4050,104j,4040 
(lU ·1010 ~lX::l,,;J'/ 
T:::C([,.,JXl 
C (T,, ,JX )c::oC C T ,d;O 
c c I, .co :::.r 
CJI~TIJ-<"U2 
PIV.~C(L.J,) 
Dü 10ó0 ,JY,:o:t;,lr/ 
C(!,,JX):C(!,~JXl/PIV 
i)O t030 I=LXoK 
~J:;;(j 
lllVJp:C{l,L} 
no -4030 ,J:::J,,NY 
C(f,,Jl=CfloJl-niVt~C(L,Jl 
Jf{JootJ).") 4()1;), 10<JO, 4080 
rrc~~sccrr,Jll·TOL140l0,4DJo,4090 
~I:;; t 
G·:J TO 4030 
Il"(t1)4100,1!00,4030 
Tf(A~&CCCI,J))-TOL]1JJG,413o,41~0 
CU iH PJUE 
C(K 1 i!Yl=CCY,~il/C{K,K) 
C{K,Ioí).::L . 
DJ 1110 J:::1,~1X 
{.'{::{+1 
OU .;.110 t,:::IXrK 
OIUb!:'C(l'úl 
l1ü ·H 1 o ,J;:;[,, ;ly 
CLI,J):::.Cfi,Jl•'JI1lB*C(L,Jl 
412u 
41 3 J 
41"3':1 
IHI ·fi:IO T::::t,K 
I:I(I):C( I.N'{) 
f,t:RRO~O 
GO Tfl 41SO 
..JíHT[U,·\135) 
~O~-UAT{S"X 1 5('*i),i :iOLIJÇ/10 r~mt-:tF;rt,'>llNAO~ ',5('* 1 )) 
WHIH:( J, nu o) 
Lt:KfW=l 
GJ 1'0 4150 
-\oJlHif'<1,H45) 
FJI=UOIT(~'(,'j(i*i),i ,)tlLUCAO p!PlJS5IVSr, ~~5( 1 ..:~-_Í)) 
i'iíU'l'!;:( 3, 'JI)il) 
LC~HO::l 
Ci}Nfii'lUE: 
PIW D! lcv:;0LilClJ 6ó ~ISTEMA 
*~~-~*~~~**~·~~~·~·· 
THL!:'i~~o.~;r.IJ'l c;o_ to sooo 
,DJ 2?5 L.t.:O:t,~ 
XlH:..1 p:O. 
DJ 22::> I=l•K 
225 X~(Ll)~XfLl,I)~b(I)tXB(Ll) 
D0 310 r~t.rl · 
.330 q([):Y(Il~XdCil 
GO TO (215,2lOl,IIP 
2~5 w~rr~cJ.BJOl 
r:o TíJ 22ü 
~Jo w~rr~cJ,8SOl 
·8-'::>0 FJ8.l~T(5X,'5(ilfi),• ;::"STI>ll\TI'J!IS l"i!Cl!IIS i,S('*'l-, 
GO TO [l9J,)0Q),tCtl:JST . 
300 Wf;ITF"{J,O:)J)I.\{1) 
950 f.JF:·!:\T(5X, 1 ÇtJ:JsT~;;Tt:::í,ft4-.g) · 
no 310 I:;;2•K 
JJ::I ... l 
310 WklTE(3,~GO)JJ,B(I) 
Gü ro 3:Lo 
290 DO 240 I=l,K 
240 WH1Tf(J,R60)J,R(I) 
GGO FUR~aT(5X, 1 G[i,l2,')= •,3X~~t4.9) 
c +t+t+++t+t+t++•+t~+t+t+tt++t+~t 
320 CALL ü~R~sr~.~.Xp,K,,~n,XoO,YYl 
c +t+t+++t++tt+tt++t+t+++tt+tt++t 
dl-ill'F(),970) 
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870 F"UR;1!'Tf/,tX,20C 1 - 1 ) 1 '0fWf1·1 of; Frll'f311:111 1 ,?0( 1 - 1 ) 1 ó~,tb( 1 - 1 ) 1 '0H!J~~NAD 
t QS p ::_: (.'"_) ,S ll/.;S In JOS I 1 1 ;,) ( I - I ) , /, J X , I 0 'JS , t 1 il X, I Y () P, $ 1 , l 2 "j 1 1 Y F" ,S T I , 1 4 ;( 1 I 
2fH:s r L; u us • , a x, ; ue;:; _. 1 , J x-, 1 y m;.'i ' , 1 2 x, ' Y t" s r I , 1 1- x, • tu::s HJ u o:=; I 1 
D8 2~0 1:;:1,:-õ 
250 ~HITE[3,RJ0)I,Y{l),Xn(!},ACT)IKU(J),YY(I],Xtid(I),R0{1) 
8 & Q f'U k ~j !I f{ .)X , "[---:,, 2 ( 1 X , F) , J X, F, 11 X, 1 ·1 , 2 ( 1 X, F"} , 3 X, n 
wnrn:u. roo1 
c ....... 
"" 270 
Go 1'(~ no 
L~ 80, C~Srl SEJA ESTA A DPCADt D~ CARTOFS DE DADOS 
R~AUr2,27j)(l\(Jl.1=1,~) 
fUR~Ú Tf J 11") 
GU TO C27Q,2l51,IIP 
235 WltirF(J,7~0} 
1-Ji;l"f!:'( 3, 0Uij) 
WP.ITE(31>l'51) 
851 ~·or~:li4Jr/,JSA,5t•)ll),' Pl!.RJI.METI-tQS DE IrJICT,\LtZt.CAO LilloS F:M C~RTO€S 
1 ,,S(Ít.-•),/} 
···' 
c 
c---. 
c 
2/_0 
c 
c 
c 
c 
970 
430 
980 
·l40 
1060 
4\0 
420 
c-........ 
c 
5!0 
c 
c 
c 
520 
c 
530 
535 
1740 
1230 
c 
c ...... 
c 
c 
801 v 
Sü2ü 
a::_, rn 41SO 
FHl DA ltJICÚI,Jl1iU.O :.)(JtJ P11HMlE"rflOS.: 
*k***~·~·~*·~··~·~·· 
· Cí.HITT!1Ut: 
TF(UJTEB.CO.Q) GO TO 1500 
-~··~-·~·*~~·*··~~·· IuiCIU Dn PkU(FCSO ITERATIVO 
ll·lt lHII'-ll- ~*lo"",. "'**·lt** ll-ll-
\•l!Cl Tt:() 1 7')0) 
\oJ!;I}'f(),Q70) 
F'i...IR:·1Pt(///r~?.X.10( 1 1:f i)','P~LlCE'SSIJ ITEí-lli.TIVO 1,10( 1* 1)1 
1f(!~0-1l51J00,1J0,440 
Wi' I TF-{3, '18 (l) C lH, E;. I ,·D:::::r;rA 
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f',WN ~ 1' lI. 1 X, 'cn:JST !I :iT L DF.: E',sCi\I,ClNA 'Crl'fO I 1 SX 1 F, I 1 'X, I !>H;:DID!I íH)iWS1' A 
t Of ~SCAL~'r6tr 1 A~PLITUDC rNTEROuA:f'riS/ 1 ,F,/,1X, 1 PR~CISAO Pli.R~ A. 
?c;O.JVSPGF!JC!A -,,F) 
'"O rq to7o 
. #/~I l'i'( 3, I J6U1C_l!~rDELT.~ 
nJH:j.C. 1' (I, 1 X 1 'C(t;iST -~,fi' E UE EsC/• LOfl,',:.•.:::wro' , SX, F', I, 1 X, '~1!-.:D IO h llOBUST [\ 
I U2 lS~~L~',~X, '~EDI~i~~ D!JS OESVIO$ ~B~OL 1JT03 DA M~DI~qA 1 ,/,lX, 1 ? 
2t~'t"CI0.1o~O p.;,f~A :I -CUN'iEBGSl<ClA I ,f') 
C(]N';:'l ,'itJE 
DO 500 ITER~~t.NIIER 
GJ ·;o ('~UiHHíll,IMD 
ChLL A~I'TQ(JI 1 1!,DI5,VU,Ehl) 
(::O 1'(1 420 
C~L[J XI~AO(N,F,ni5 1 D 1 VO) 
CD TO (510,b2~l,IPO:I· 
!-!~:r;!< f' .S S M! f\.J I' O I! ~E F 1\ !)!> ( fJI';; SI GH1') 
++~~+++++++++•+~+++++~+++~+ 
c;,i-r.. :3 Ji·OiJ c~~,,;, ,t, cu-r, n-r.s, u l 
+t+t+++++++++~~~·••++++++++ 
GU 1'0 .530 
P[GRESSAO PhSSOPO~D~RJDA (ST~PWEIGilT) 
+t+++t+++++t+t+·~···~·••++++t+++t+t+++ 
CJ,I,L :;rPOri C,;,'\"}. H. 4, '}., CUT 1 DfS, A, :;G, U) 
+t+t+t+++++t+t+t+t+++++t+t+t+++++t++t 
DU 5)5 I~l.K 
DO 5JS J;:l,il 
XXT(J,J)~XT(I,.l)~~{J) 
IJU lí'JO I·t::::ltK 
Xi_.i(l.l)~O. 
l>.J tno r,z:q,J\ 
)'L.X:([.t,L?);:O. 
DJ 12·10 T:::t,rt 
XLX ( f.l • L'l) :o:XXT (L 1, I )-~t:O; (I, L2) +XI, X(!, 1, fJ2) 
ou 1230 J::;;t~tl 
x~Y(L!l~XXT(~l.il•YCl)tXLYCLl) 
··~···~··*4··~·*~••* R~SUI.UCAn O(J GJ~TEM~ XL~*8~;XLJ 
~~~~*~·*~~·~~~*~~*** 
O;J <1010 J-:::1, K 
DO 9n1o ,J:::t,"K 
Cti,d)::J.:f..X{I,Jl 
DO i:lC'l20 J:d.K 
C(I,Wil;:;XI)Y(I) 
Jq1;Kt1 
9ti6 {) 
807) 
309) 
a.;ih 
8 lo,-; 
8 (• )lf 
8110 
81 5 t> 
c 
c ..... 
c 
71j0 
00 G03CI L:::t.NX 
r.X=l.•l 
no UO-Hl T::LX.t\ : 
Tf'{~H~{C(L,L))~~BS(CCioL))}9050,ij010,B040 
fl[) LI04ú ,J.X=l.ulH 
'J'.;;C(f.,,JXl 
c (,,,·-'X 1 =r c I, ,J;o 
crr ,,JX)=<r 
Cüfl'l' r!WE 
Plll;;:C{t.,U 
DO ~jl)t,(J .lt::::lHilY 
CCL,,JXJ=rcL.J~l/PI~ 
l'lU 8030 T:.LX•K 
M:.:O 
D·I V li';::C (I, L) 
Dü ,.GDJO J=r~, tly 
C[J,Jl=~rz,Jl-niV~*C(L,J) 
Jf-CJ•;iY)Ro7u.oo~o,Acao 
If'{~RS(CCI,Jll-IOLJBOJri,ooio,eo9o 
H.::t 
GO 1'0 fl030 
H'(~!} iJ liJ{l ,'fi 1 •lO, 8U30 
IY(AH~(ÇrJ,J))-T0LlOIJO,B13Q,9140 
CiJCl'l'Tt;di:.: 
C{~.~y):C(K,liYl/C(K,K) 
C-(K,K)=14 
fJJ 8110 t:l,t~.X 
L<:;:;I+i 
DJ 8110 t.:=IX,K 
DlUbo:C(:i'(J) 
DU BllD ,J:JJ,NY 
(' (I, ,J) :::C i I, ,1) -!I IUH :..C(L-,J) 
-IHJ b120 T:l,K 
~<:1(I)'"-C(!,N:O 
Tú::H!!O=O 
GC TO B150 
WfiiTE(3 1 Ht35li?EPA ~'.JIJl!~_'i'(')X~5( 1 *i),i I'l.'ERACiHI NU,'~ER!l I,J4,1X,S{i.:. 1 )) 
:>~!<!1'FlJ,4135) 
\õlliTF(3,fl00) 
GQ ·ro i:l15o 
ivt:rrn 3, e 1 35 l r rt;Nri 
i4HIT~'t3~4t45) 
WiUTI-''{ 3,ü()fJ) 
J,J:;Hpn;;:t 
CUil-rlilrJt: 
fi~ !I~ I:FSOLUC~U DO SISTrliA 
*·~-~~~~···~·~-~~-·~ 
II'CLfHRO.G'J'.O) GO "tO 5000 
ü;J 540 Ll=:t,!l 
Xl:i(Lt )::::04 
DO 5'1:.l 1::1 d( . 
YH(L1)=XCLlri)•Jl~{J)+X8(L1) 
Oú 7"0 Ll=t,ll 
fi(LlJ.:;YtJ 1) .. XIHL1) 
GU TO CS~n.56QJ,IRP 
wnn·( 3, 7-JO) 
~llirn~(.J,BQO) 
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138 
~HITF(l,9~0)Ir~RA 
Sç,O FU!i.!-1H(/,5X,5(i""•),i ITt:HACAO NU!·iE~J ',13,1X,5( 1 ·1t')) 
GU TO (700'7l~lriCO:lST . 
7t0 ~RITE(J,q50lRMfll 
7 20 
700 
570 
731J 
c 
c 
580 
5:':0 
c ...... 
60,0 
6!0 
590 
630 
óõO 
6:;0 
61l o 
suo 
c 
c 
c 
c 
900 
9!0 
750 
900 
760 
HO 
670 
9,0 
c 
Du 720 1:2,K 
J.J:;J-1 
WHITf(3,A60}JJ,UM(I) 
G(J TO 730 
Dü '570 l=t,K 
W~I?E(3,R60)f,RH(Il 
illHI1'f( ), BHl) 
++++++++++++~+++~++++++++++++++ 
CJ,J,L OI" R~-:j ( ,j • H;. XD--, YO, ;(D, XtJJ, YY.). 
++++++++t++++t+++t+++++++t+t++t 
00 SRO l:t,N . -
o~;i->ITF ( 1, ll!$0) I 1 V( I), ;{B (I) ,H {I) ,-KO(! }_, YYf I}, XOO.( I), rio( I)_ 
WkiTEC3t800). . . 
c~:niNU&: 
T~SIE DC COHVEiiGEUCIA 
. \1U 590 I:.:t,K 
If(sc.o.r.r.:::r.sri:IJ Co Hl 600 
CO~V=~RGf(B;I(J)-8([))/P(l)) 
GO ro 610 · 
CJHV=A~~fBM(I)-0{1)) 
If(CO:<V .. C.T .. >Jft,·U.) GO TU 62"0 
C.JNUiJLTE: 
GJ TO 1Co0 
N Ir:;~Hl'r;R ... I 'ri!'~ A 
IF(.Hl'4::.;o.~~ GO 'fU 63'0"-
GJ W 6·10 
OJ 651) "!:::'!, K 
SO(!)=B.'I{J) 
DO Ufl(l 1::1 1 1\ 
?.{ ():::G~'(I) 
CJH f Pl!Jl'; 
·~~ .. ~~·*·~·*~~·*~*· 
F1 'I ()U !'f>JC:::S,::;n I'i'F!U!'l'IVO 
*"**~~*~~~~~~***~~4* 
GQ TO (b65,11~0).IRP 
WKITE(3,790) 
\~!llTl\( ), BOJ) 
~~ITE(3,qOO)iliT~~ 
~·.J~!lAT(/,1A,~i(i*'),6X,':J PHuCf:SSU In--:PATIVO 1-l,\0 CCJ!<'/13"HGitl Pl 1 ,!2' 1 
J' I1'r:HJ;CQf:5. V."t-:,f L-1Pi\Tj,1lf1 O RES~ILf!IOQ \)_~,:; 1)!1,\.S lJL\P!l\.S !1'1-:RAC 
1UF3 1 ,tX,~f 1 ••l,l) 
?HT;:;IlTffl ... t 
~~1IE(3,910)~!f,NITER 
V:W:ÜT{lt;.;.2(7XI 111'l:;P;1Cil0 i.I:2)) 
G0 TO C740,750),JÇO:IST 
!l'id r::-: t 3. 'ft.,1)~'n r 1) 'I] ( 1) 
Flhl!~.!d' ( SX, 1 C•l:J:.>1'All'ff;:::'', f t·i 4 a, 4X, F 11. 8) 
i);j 76•J 1'-2,1\ 
JJ::r-1 
~k[IF(3,920J.IJ,SO(r),D(I) 
GJ TO 77() 
00 ~?O I::t.,K 
wr;ITf ( 3, 'l20 lI, ~0( J) 1 8( I) 
fJH'!Aif5J,'U(i,I2,'): ' 1 3X,pt4.B,1X,F14.9) 
·········~·••++ttt+++t+t+++t+++ 
.. ' 
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770 Cf\"J,i.. URl{F~(iid!,AP 1 i<Q,I:O,Xi.lO,YY) 
c +t++++••·~·~··~··••+•t+++t+~+++ 
k'li!Tf{ 3, il70) 
!JJ bSry l:J,II . . 
6{.6 Wrt!."!'F ( ], íl~J~J t, 'I (I)~ ;(í.q I), r;c I), KU( T), Y'i ( T), XÜO( I)~ RO(T) 
wRIJ~(J,RUO) . . 
G0 Tn lJOO 
>~PITl-'(3,7·J0) 
WHIT~· ( :J, flúO} 
WhiT~'-" ( .l, 'lJCI)!II1'ER· 
93.0 ~·:JP~iJ11'{/,1X,.20(- 1 1tt),5X,'O Pr<DCE:&So ITFRII'l'IVll -UI\0 CO>JVF:RGIU Et~ t,J2_ 
1,' ITJ-:1~./..COLSi,SX~?.Q(t*'h/) 
. 1 o Oí, 
1 () 1 o 
102( 
104J 
1"/j 3 0 
680 
i. os o 
c 
c 
690 
U9U 
15 ()(l 
c 
c 
c 
c 
c 
c ---
c 
c 
1 70 [' 
c 
c 
c 
c ...... 
c 
c - ..... 
WHITFC~,fqr)) . 
GU ';.'0 1500 
WfH'i'~:(1,79fJ) . 
"i-< !"r>:: C 3, P()O) 
_WKITFC~,9JO)IT~PA. 
HiHIJ.4T(/,1X,20('~t'),SX','U PHnCF.SSQ .r'r~;RJ:11'IVO CONVCt<GIU E1~',13 1 '.l 
1TERJCU2~•.~X,20('*'l) 
GO TO ft'J10,14')0),IHP 
GQ J'O (1t1J!l 1 10?0l,ICO:iST 
~~I1P(3,q50)8MC1) 
nu lO·iO T:;:2,K 
JJ:::I .. l 
I;. i{ !'f F ( 3, lqjtl )·1J • B~ (I) 
Gú Tfl 105rJ 
Dd u~O I::t,K 
wf:ITf(),Afi0)1 1 BM(I) 
Wf.!I1'F'(:~,H70) 
+++t+~+++++++++ttt+t+t+++++t~t+ 
CALb ORH~~(J~R~X~,KJ~IlD,XHO,YY) 
+t+t•~+++•++++t++t+t+++t+++t+++ 
DJ 6':J0 l=l,ii 
wRIT~(J,RBQ)J,y(f)~X4(I),H(I},XO(f) 1 YY(J},XDO(I),R0(1) 
Jr.it!TE( J,BOO) 
CDW.l'!NllE: 
*•*••~**•*·~~~~·*•** 
+++·t+++t++•++t+++t+t+++++•+ 
CALL ORU~:J(,J,Xn,V~,z,l,YOU) 
+++t+t++~t+++t+t+++t+~+ttt+ 
YCI·IIr1:::YiH 1} 
YC:-t~);;;ViJC!iJ 
Ni=tl+l 
Dd 17U0 r;,:n,:rJ 
IC=;;J-.Th 
.JC:::KCICICl 
I-SOH7(I?·.).:::JC 
t++t+++t+t+++t~++++t+++++++t+++•+t+++++++++t+t++tt+++++++++++~+++t 
C /,LL P r.,lJT c;< 1 Xó, H, Li>CJ!!".l' 1 ",lClll H, yc~o~ t,X, !J:WR'r ( ;, ·~:•. X+ 1), L:•';tJPT { ii~AX+ 1 J 7 9)) 
+++t+++++t+t+t++++++•++++++tt++t+t+r++t•+++++t++t+++++++++++++tt+t 
GO TO 500(} 
*~·-~~~·-~·~*•»•*~** 
I.'·:Pl<fi"~·,s,\0 Dü·'; F:HPUS. 
·~-·~-~~~-~·******+~. 
2o2:·, 
2('1:i 
2 C'3 o 
2031 
. 205 'J. 
2i.!Sl 
2G6t1 
2·J61 
207 o 
'll' 7 1 
2u8 (; 
2.J8 I 
2í!90 
2091 
5 •1 o(_; 
c  ,.. __ 
c 
c ..... 
c 
c 
c 
c 
c 
c 
c 
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WfU 'r~: ( .l, 7005) 
~-~Jt·~~lll'f1X,71J(tll- 1 ·),'E"fl:l0 1 ,20{'*i),/,lX,ifl,, !.11\.TS i)f.: 1~\IIX OB3E!~V,,CQF.:S. 
1 UU r'HS n~:: :lV.,)ilX '/l.iHr.V..:tt; HHiEpE_,o·ttl'fF'S·~ l\LT~lli:: U UI~\F.~~S!fJ'J, Nl~ 
u.x I'' tPi f.q~X I, I .·i-H I li- i)) 
GfJ -rn 5•)00 
l•d-i1Tf(_1,70t'Sl 
fUf'rll•TflX,20(ÍJt'},'SFIImi,20( 1 ~'- 1 ),/,!.X:,iAP0S ,\ fll:Fir<IC/10 OE llO'IAS 
tVJ.HTr.Vi-.:H; C/Oil ;;uPUPTES, F[CDLI ... St: ::nM \~US DC fi\'f,l<X S!JP!l~TES .. ALT. 
lU~C Ü un~t::t:>rnll E ;JV;,RX',I,tX,4•1('*1)) 
-Go ·w soao 
wj:l1'F(3,7031) 
FUP.!:'.TC1)1',5{'-•i),i ERRU I,S(I*i),i H-'fl!J ,<;0 PODE' SE'R 1 OU 2') 
Lt:fl RO. ·=rJF.HRíH 1 
cu -:o 2035 
WfilT-F(3 1 70Jl) 
FÓP.dU(p<,SC'•iJ,i ERRÕ ~,s{il'-i),t l'-iD SQ PODE: 5EH 1 OU 2') 
[,L:Rf\0 -::LPHHO+ 1 
GO ·;n 2,"J4S 
wnr·:.·r(:i,7.051) 
FUk.':J\'l'(lX,~(·'*i),i 8RF!O i,sc~+i),i Ifl) SO Po08 .SEI~ 1 OU 2 1 ) 
Vt:!i 1~1.1 :o r,f:P R o t 1 
GO.ro 2tJ5S. 
;..;pJn:c3,2o6t> 
FUI<:'H(Ii<,5t',~~-Í),i C:HBO i,sc'*"i),O lCONST SO POi)_E: SLA Q OU t 1 ) 
LE P Po::: T.,t: P no t 1 
GU 1'0 <HJ65 
W[dTF ( 3, 7'J11) 
F(liltf,H(lX,S('*i),i l':RRO ',5(''~ 1 ),• IOD 50 PODE Sr·:H O :JU 1') 
LSRi<O =LE;<RQ+1 
GU ;:rt· 7.015 
-.,~•.tn·( J,?•Jllil 
F'(IR"~f·.1'(1X,5( 1 -Jti),i Ef!RO -~,5(1~-,i,i liP SO P008 Sf:f~ 0 UH 1') 
· Lf.f?kf.i,;::l,r:FiROt-1 
·c.J l'fl 20PS 
w~nnc3,2091J 
F'UR;•!.t.'l'(lX,S('-~-i),i ERRO i,5él* 1 ),1 :;:m) SO PODE: SEP <)OU 1') 
Li:Pf<fl;;;J~SRíHl+ 1 
cu '_((I 2100 
c UN'l' rr;ug 
Sl'OP 
E!iD 
OIIDE~lA U.'.i F:LE:~E!i"f•J$ Dt:.: IJ~ V:;TPR, V, F:>l <Jf<Df:!l CIU;.SCf:rlTf; 
OU UF'Cn2SCF~T~ ( ICRES ~ O OU 1 ), EM VALOR ~U50I.U1'0 (JU NAO 
( IVM;S: 1 l)iJ 2 ). !J.'IUDS O Vf;Tfl;:t V F: :")iJrl UI'lf';!{;,\0 1 ti. til\ 
sJ,I·v:. ·rt:•A .. 5t: iJ VEtOR I)H!JJ::;J/,ur'l VO, li:,o SE Pt:HD~~~JJO ll VETOR 0 .. 
RlGI:!i.r,. 
Sü8J1(1UT HH: URDi'::! ( :1, V, '/0, I V AO~ 1 ICnE.S 1 VIJO) 
DI~CtiS!UN V(~l~VO(~),VUDC'l) 
!(::-0 
GV 10 (60,70l,rVABS 
6U DJ 10 I=t,H 
lU VJ(J):h~S(V(I)l 
GV TD ·10 
70 DO 0~ I~1,N 
8() VJ! ll;;;V(T) 
40 Y=Ktl 
7.:ovur t,) 
!JJ 20 I::K,i/ 
Tf"(Z.LT.VO{l)) GO TJ 20 
7.='./~.H I) 
n:=I 
20 CONTfUIIE 
~='J<J( ;O 
VO(Kl=Z 
Vll{KiO=A 
Jf(t\.LT.Il) GO TJ 40 
Iff ICRF:3.r~rl.1.) HE"fUR!~ 
Kt;í\::N 
nü sn r=t ,N 
V;JD{n;K)::::VO(l) 
50 ~KK=KKK•1 
DJ 91 I::1,rl 
90 VOCI)::VUn(!) 
Rt:1'ÍJ~fl 
F.'tlD 
c 
c ~~·~··*-~*·5~~··-~**" 
C SlJH ;:?JT H1!1 ORHf.'S 
. C "'"'-J-J~.*l;.-11"11-_,.*1'1'!<-~~o.*'""--11-IHic$ 
c 
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C. l1f\Di;-;N:,. U~ r.::Lfl,IE:ITdS DO VWrOrt I< Fõ.! _CliW!::H rn,.;CRE.5C:I::tiTF., 
C fOHiJi.;;DiJ U Vf7:Jf< l-lO 
c . CO'ISTTiili o ·ip_ron r;n, ·Q:JE DI\ AS pn::;IC112-S . .oos E[ .. ~~~~í:,:lloo 
C TJS l_l(J '!f"Tf)H !l,J .'lU 'f;:_'TOR H. OPDE;U\ O n:TLJ<~ xg, ,JR'-1/\';J)O Q 
C Vt:1'CIR x:)(l 1 s~-:c;n;J'J;J .i 01-i;i~~.l<'>CAO DF; tl R.'-1 Qf). CONST~OI O VF.:'rOFI 
c YY=~a-x~o. 
c 
SUBRhUTI~S OR8FG(J,RrXU,~iloRO,XHO,Yi) 
nl~C~SIOtl ~(~).XR(~l.KO(N),X80(~J,Y~CN1,R0(~) 
Dü 1\J P'1, N 
RQ(l)::R(f) 
4U Xóil(I);XB(I) 
!(::0 
3(1 K:::Ktl 
Z,:;l{J(!\} 
Dd 1{1 I;:K,N 
If(Z.G?.RJ(I}) GO TO 10 
z.~Rar ll 
KK=I 
10 Cürl1'1NU~ 
7o.:::Rao .. l 
!IJ( K) :;:Z 
I'<J(KK)=A 
F;,:Xilfl{l() 
X t>iJ ( 1\)::: li• O ( V.Y.) 
XbO(KK);:;.p. 
H'{K~L1'.1!) (;IJ 1'Q jO 
DO 'J(J I;;1 1 N 
so .Vi(Il~~orrl+Xlln(l) 
nu 60 r=1,:J 
[)(.} 7<J .J:::t,tl 
IH r~n c r J .. R r J)) 7J. ao, 10 
7:) C(.lllfLiiJ~; 
80 KtHIJ::=,J 
&0 
c 
c 
---
c 
c 
---
c 
c 
c 
c 
c 
c 
c 
c 
c.Litl7 r r; m; 
'~=tETü~N 
r:·:·IO 
. ·~4*·····-··l··~··*•• SJfl I<OTltlt\. .FIPT'J 
~~-~····~•**;•»··~** 
C'ALCilLfl A A.lPLITU:)I-~ Itin:•UUARTIS DS ú.~ CíE/.ItJ:·lTO I?S 
llADJ-5 liA r•J,l:~i\ .úE- iJ:l ','ETO~l, V. Cdio'~.t A.S ::;;)LI !'HlT!N~3 O~DE:.j 
F C:ÚH~ .. 
i\POô Ci\l .. cJL,·,R .a !I:,~P-~I'rüüE liJ'rF:H:J!l~FTIS, r. I • OIVIn~>S~: r::STA 
i\:iP!..IT!IDf PJil .F.AJ, .)11;~ f.: J .::;r;U VALO\'. F.sor:R.A:)•J SJR AS SUPO."". 
S!COE:-5. IO:l C:'!;>-:i P:.RriCULAR f)E ?H0.1l, r.:J\.!=1,3~• 
SiJfHHJUT 1 r~;:: .~ 'lp U (·N, •{, :J ~ S, 'JO, E: A I) 
DI!-!C)lSIDn V(;l).VO(Nl 
c;,LL ORO~~;I(,J,v.VO,?,l,VOO) 
Mí--=tU4 
·'ll=-1•~14 
Jf(J!.EO~~l GO TO 10 
I-11=VD{1-1·lJ 
'·1 :f:=(~Jt3)/1-
l.l_.!::fl+l .. :~M 
JLG :='/O ( .'.!.'·! l 
Gtl 'l'O 20 . 
1'0 /-1_L:.::14t1 
4l:(V0(~4)t10(M21)!2• 
'-'J=.:J-+ 1•-'H 
.~s=J.-.n1 
~2=(VUC~3-)+V0(~5))12. 
20 A lO::(J2-oHl 
llJ.S-=.li.I/E,,I 
R!!:TURN 
c 
c --.. 
c 
c .. _,. 
E i-lO 
~~**~*~*•*•~~4~~•v~~ 
3Ul-l ~Ql'l!L:\ C'~tHi 
-~·~···~~-~···~·444* 
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c 
c 
c 
c 
c 
C.HCLIL-\ A ,>.!~DIA:HI, x:~D·-l DrJS E:f>Et>'F;:JT(JS 
ORO~~AOJ~ ~0~C~TE PIJDE S~R uTILIZADA APOS U'1A 
Ol-1 SUB f<OT[,i-\ 0!1DE<-1,. 
DE U'4 VETOR, VO 
CHA~li\.n;, PR!::VlA 
lO 
20 
JO 
c 
c 
---
c 
c 
SUa~OUTl~E C~D~(N,VOoXMDN) 
I>IfoiC-I.::>EH~ ',.'J(;O 
ul-=H/2 
!J2;;fjoo('2•H{l} 
JI-'CN2)3'J,tü,20 
N3::t/1 t-1 
X~Oi:(VQ(~t)+VO(N3))12. 
GJ TO 30 
r;J-=(~t1l12 
~,>:~DJ=VO 013) 
RCTüiHl 
ENO 
·~~····~-~~~·-······ SJB POTI•JA ;('.~AO 
····*~·~l··~·~···~··· 
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c 
·c CILCULA. A MEOII"I OoS OESV!JS JASJLUTUS DI ·~DIINA, 
C UT!LIZ~D~ CO~O ~EOIDA D~ ~ScALA. C~A~A AS SUB ROTINAS OR•, 
C l)t;.'.\ E' CA!lN • 
c 
SUBnnUTlU! t~AD(N,V,DIS,O,VQ) 
DP1t::•.sro~• v c·•) .of:n ,vJY:n 
.CU•L OH:.JFI(;/,'J,V0,2,t,VU0)_ 
CkLL c~u~c~,va.x~oN) 
r.u 10 I===t,;.J 
10 O{I);V(lJRX~DN 
c 
·C ---
.c 
c ---
c 
·C 
c 
c 
c 
c 
c 
50 
lU 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
---
- C,\LL ORJF:1(;J,Q,'/0,1,1,VOD) · 
C~LL t~DN(N,VQ,X~) 
DIS::X;~ 
fiETUPN 
E: NO" 
-~··*··~~······~***• SUB ROTINA UlPO!l . 
* ,_ .J!.-li-_'* l l! l> ~-ll-4 11>-IH~ 1!o *••·)!. .. 
CALCUL' UM· VETOR W, UTILILAOO cn~O_SE FO~SE UMA MA~RIZ 
DIA.GO:•ALt OUE li.:;SQCIA l?CSJS Sl::G!J'IIJO O f.STI'•1;,fJfHl F;IPiJtl~1f:lU.D0, 
V f .i] VL1';JP ti:JS HSSrDtlOSo D.t: DF'E';IS:\U iH:.:L~:. C!J1' 8 O 
PJNTO D?~ CO!lTL DEFH<IDd QU;,t.n'.,O Se; Z..PP~SOl't~ O t:sTlJ.!l,[•O.fc 8IPotl 
D~MhDU (CUT ~ CONSTANTE DE ~SCALU~A'iE~TO). 
SU&kOUTlU~ OIPO~(~ELE,J,V,C~T~DlS,U) 
D :;:~\t:.'l S JOlJ V { ~ll'!,S J, W ( iJ2'LS), U C tJE.LE) 
CSK='CU'J'•HI.[.S 
Dü l'l I:::t,:Jt:LE 
IJ(T)=V(J~/CSl< 
-A"J:;j.J.f~S(U(I)) 
I~'fhli.GT.I.l GO To 50 
ilill) :::( 1 •'" (!.1 (I )·IHi-2) )·ll"liZ 
GU ';'O 10 
í·l(l):::O. 
coriTil~us 
Rl~TUf<N 
FND 
·~·ll·~~~**4*~·~**~** 
SlJB POTll-lA JTPOH 
·~·*~*~**~~~~-*~*~** 
U~J;Jl't, il~\ Vf.TOR, W, USl.rJO ('0 !O !;E FnsSE U1·1i\ t·'ATRIZ DIA"' 
GUIJI)I_., ~lHE ;;0;JlClJI PFSUS ;,Fc;U!<!!O D :::::S'fl'•,U,Uí~ P.;s:;OPO!JI)EPl\DO. 
v r; U lfi:TOP [JQS R~:> fL'U05 r; E OJ 1-lFll~t.ú H. 
rUT r; A CUfi;jT!\i-iTf fiE C,SC!;{,Od;v·F.~·Tf_l ()tl PCHITO L'E CORTE. 
l.r,lP t: il P,:.!-1;·,.~![-:;Ti-W (J[JF: INfliC.', () NliHf:'Pn l)]ó: KI 1 .S QUI:: SE 
D~S~Jh A55I:i~l.~R ( ~~CCáO 1].6~2 ], LqP.~~.2: 
T ~ A I~AIOR PUNDEP~cAD QU~ ~E OVSEJh ASSINALARCT=K1)~ 
<'üHHPU'J' 1 rJC il TtJ.r}l) (;l, .. 1, '/, LQP, T • C\JT. úlS, À • SS, U) 
OIH~N3I0~ ~(:l).j{~}.~(LJP),GSlLQP}IU(N) 
.11( 1 }"'f'I~D.A'i'(I..i)p) 
A(l)=t.lil.(l) 
DU lil t~?,L\lP 
10 ~(fJ=fLOATCI)4ft(1) 
H~LQP .. t . 
SS(l);:t 
00 21J I=1 1 fA 
X:fLOAT(~·l+l)ffLOAT{~) 
2u S~(I)'=X•T 
SS(L(H'):oO. 
C.S!\=CUT"'OIS 
oa (,o r=t,N 
lJ{J FV(l')/C.SK 
O~J "3\l K=1.t~JP 
IY(AAS~UC!)).GT.A(K)} G~ TO 80 
~tlJ:::SS(K) 
r.a ro ~:>O 
B0. cu~rr~uE 
6~ co~riNU8 
c 
c ...... 
c 
c ---
c 
PSTURN 
~~··~·*•******·~~**~ 
_SUfl !i.J r !NA -ORII) 
* ~ '11-11- ~ ~ l><f ... ****:ll' "'<t*····· 
C ÇDLOC~ ~ ~BOPOAUUHA~ NOS GPlriCnS. 
c mrrrlJ,, ;::M: 
C WOOO,f.do(lJJGl - HQNL!j~AH LEAST .. SJU~~~S CURV8 FITTIUG 
C Pi<O-~:llM·I .. ni:;cus PJ..lOGI-IA~I L!imAi<Y. 
c 
s~~~~o~rl~C GR[n(G8IDA,GR!DB.Ll) 
n r--1::: 1,.:; r~m Gn r v., c '3J, 26), -.;niJ):.1 c 53, 25), GP;)J\ c 7l, GRI"Úl.C 1 l 
D!1 1' li Gt;í) (lI~ ;-i 1 .. .., .. , ..) H ..o!~. ...... , ·11! ... ..,.;,.-, ·111 ~-··li- 1 4H----, 2 '1-lli.._, 2 ti--/ 
Di.-1'i. GP:)f'l/•HI ,2tl I,.n1 ... - .. ,2:J-I/_ 
fJ~-oTt, 81>:\tJK/l,il /,DLINK/•lil .I 
D] 2 rtt;;i ,s· 
[lJ '2 IB-::1,5" 
r;::::cr;i-1>~;5-ti3 
Gt.:T J/• C t, TC) =•Jil').\ ( IB) 
~RIU~(SJ.IC)=G?ill~IB) 
2 CJ·'rTI~•E 
Gi\IO ~ ( 1, 26) ::G~H>."d O) 
~~[)~(53.2~l=C~JA(6l 
Gi<Li:' ( 1, 1) =GilJi\ ( t) 
GHlDq(\ 1 ?)=G~D'{3) 
t;f~ l:Jil ( 1, 3) ;:;GHLJ.~ {5) 
GRIJ~(t,4)~~~D,(l) 
G~lJ~(1 1 5)3Gil 1J~(2) 
G,:J.f:;.'l( t ,t.)=,:;il:L~( 2) 
GRlu·~(1 1 7)=G4D~(4) 
C!;I0 1 1(1,Q)=I:~ilA(5) 
G~ID~{1,9)=~~0l(1) 
~~tJl(1,10)::G,zn~{3l 
GHlu1[1,1ll=~r;n~(1) 
G~I,J4(1,12l=GRD~(1) 
GJ::l).'l{ 1, I JJ;;;'.il<l);)(4l 
Gl• ru~-~ ( 1, 1 •I) ;::;r<ru c 4) 
Gl~ I;) !:i { 1, 15} ;;;']i'IIH( u 
Çj, I.!" C l, I 6) .::Gil i),'\ ( 5) 
G:n ;),_\c 11 11 J=•-'íl'):, c 1 > 
<;«IV~ ( 1 1 l g) ;:;t;H;:L\ ( 3) 
Gt-Hu;• ( t 1 1 •J) :Gf?i).\ ( U 
GBI~Q(t,?~):G:jo\(5) 
GKI.!)i< (tI'} 1 )::Grl•H_( n 
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, 40 
6 
B 
Grll~B(l,/2l=GROd(2) 
Giclj~(t 1 ?3l;~J0A(1) 
Gii l;Jf{{ 1, 7 ~ J :::Gnn:\(5 > · 
GH1J~(l,2Sl=GPryA(1l 
·Gf:IU~(l,2o):GRD~(71 
OJ }0 IA;1,2~ . . 
GRIUR(SJ~I~l=GR108{1,JA). 
CUNHNUt: 
fJO .!1 U.:7,52-
fJJ O. IB:.z, 25 
GRIDl(IA 1 !4};S~ANK 
G!<I ü~ (IA, Ifl) :::;Br.A.NK. 
CiJ~J·7JNUF~ . 
GRI~~(!A,13)?SLINK 
C·JN!IrWE 
0:) lCI U:::'l7.,52 
GRIUA{I~rll=G!40a(l). 
G~ID~(IA,2fil=GR0B(?) 
GkiUR(IA,t):GROS(:) 
GRIU~(!A,2~);GPD8(2) 
10 CO!~rnwc:: 
DO 12 I:\:2,25 
G~ID~(L1riA)=GRJA(5) 
Gl'I l>H (L 1, I!l) :.:GnD·A ( 5) 
12 CDNUN!Jt: 
c 
c 
c 
c - ...... 
Gli!Uh(Ll;l)=GUDG(J) 
Ç~JuA(Ll,26)=GRb~C4) 
.Gf'.l Ji< (I, 1, 26 J "=GP.DB ( 4') 
G~IUP(L1,1):::;~NDd(J) 
Ht:TURN 
EllD 
~~*~~*~****~~··*·~** 
Slifl nOTHlA Pt•CK 
~~·~···~~*·*·•~***~* 
. • .. •
c 
c 
c 
c 
c 
c 
c 
c 
CCJLJCA O CAA~CTCR "c" NO oYTE "N~ D~ PALhVHh "X~, 
O~UE X E U~A PALAV~A 3I~ULADA DO IA: 360, CO~ 05 SYTfS NU 
~lt;R,;oU.'S DA t:Su!lt;;llOI'I. 
f1l! fi DA EM: 
:~UOU,F' • .'">.(1')7~1 .. l\IUtlLII!E:\R LEI\ST-.S ... JtJflRE:S CURVE F'I'I'TIJJG 
Pi10GRhM • DCCUS PHOGR~M LlBRARY 
SU~PnUTlN~ PACK(X,N,C) 
f)l,•1t;~JSIU"l n;'C(?.) 
JI"(!l.t0.1) GO TO 10 
tlC:;Y•ND 
t· ;'iCJ["J!;.: ( 1 o. 2' F'il1') IlD I !lC 
2 Füi-<:·Jr..Tf:!ll(,1,fj.:lH 1 Al,H,l1 1 1!-fl) 
E~CUD~(5of~T,XlXoCoX 
GD 'i.'O 20 
1 n F:;iCJ!Jt: C 5. t, ,{)ç • X 
C->t1 FUP!-1A1'(At,ll·ll 
1 fD~J4AT(A!,R9) 
20 Pt:T'JlH/ 
t~liO 
c 
c ~'**lt****"'"*""*j$******* C SUH ROTIN~ PLU? 
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c ---
c 
c 
c 
c 
c 
c 
c 
MON'I'!l OS GP?~FICüS Or: D!S'~'!~L~\IJCAO.liCWI!lLADA OUS RESIDUOS 
E HSSIDUn.:; vs. 'i AJUSTll::.os. CIIA!·',.\ A:J :-;o~ Ro-;r;~~S GR!D· R P,,CK. 
~DAPTAOA A P~BTIH Do ~XISTE lT~ EN: 
-~~J,1;),F.G.(197ol .. N:J!I LPli:AH Lf.'!t.'iT".:.~-:w;,nr.S CtllWE FITTIUG 
Pi: 1.JG~A!·l '"' Dl:CUS PllfJGRl\:~ LHIRARY 
SU~;-<OUT HJE PLUT ( i'lQOJSV, 'iYCC, DFT, Tl"l, L.:lOFT 1 YCM I ti, YC •1;, X, GH I D/'1, Gi1 IOB) 
ni~~~~IU~ YiCCfl),DSLTA(.lloLSURT{t) -
Dl~t::~J~IJN GH ru/1 (5 ], ;~6), CR lOi3(5.3, 25)., 1lfG( B), ['05 f S l ,PHAX (51) 
Dl~~~sro~ ~~~IDC9J · 
!)!,T:'• iU;STD/1!1R.li-IE,1ll~ 1 1HiotHL1,1H:J,lHP,tHS,l!l I 
c 
·C 
nt,r,;_ PUS/1HP·,)<itJ,lH.:>,!Hl,lHT,Hii,-fH'.'tlHO/ . 
DJn.r.· m:G/tl"lil,l >--~::::, tH(;, Hl;~, 1 1-11' ,1i!r, til\', 1 Ho1 
DH7!-\ lPLHS/·lH +-/ 
L\A'fA IPL1JSI1ilt/. 
DaT~ PAAt/~000733, ·.000302 1 .000310, 
1 .00JA16, .untnJs; 
2 .60lS55 1 .UQ3167, 
·3 .u:J7t13, ·.oon&~D • 
4 .J17q6-4, .o?.tl7'J • 
s· · .tH~w59, .I) -Hd 79, 
6 .080757, ~69175), 
7 .146P59, .161543~ 
~ .2~1Q64, .2&~347, 
Q .Jfi311i<l." .3J9j]9, 
11 .5~0000/ 
.Oo13ob, 
.Vo39o7, 
• CII04H, 
• 0255tJIJ, 
.05369<;1, 
.lOJt\35, 
.lfiHJ1, 
• 287'7-JI}, 
•. 4168)4, 
.ono501 11 
.ootb4t, 
.oo-1797, 
.012515, 
.029)79, 
.o••t780, 
.11702), 
.2tHHS4, 
.31_2067, 
• 444331), 
IL>E;JTIF'!C!IC,\0 !U jqL;\ ·nc !1-lpllES!;I'qJ .. K'ruv 
KTIJV:::3· . 
:.;,-iP:;:NOrJBSV 
JJC::.l:S(Jl<.T ( 1JOCI8S'/) 
. 0\-:LP ~OELT ;', ( J-JC l 
IJ:C:::::I,Si'JHT( t) 
Yl~=C1.D05~U~LI1 -DELrACIIC))/51. 
xr~~(l.oos~~c~n~·iC~ti~)/101. 
DJ "1 H=t,NUOti.<;V 
,_t,;C::;J.,Sü!-l1'( Ii\'l 
I~{D~LT~C.JAC).t,T.Q) GJ TO 2 
Ll=r~t((DEL~-DVL!A(J~C))/XIW)+Z 
GU TO 4 
2 CU~TIUUE 
4 ChLL GRIO(G~IDA,GRIOB,Lll 
DJ JO l~=lt~OOBSV 
,lAC:::r.Sfli{T( f;\.) 
T,lN~=IN7((D~LP-~ELT~CJACJ}/y[N)+2 
IFCLI~F.T.?.2.JR.LI~~.GT.51) GO Tn la 
J,iJC.í,l W"l.'IT ( (l' I' CC {J ;1C) -):CTLl) ;XI~~)+ t 
JP(LflCXl.LT.1.n2.LOCXl.J1.10l) GO TJ lO 
rn:..ocx1.<:~J.1) r..ocX1;;:l 
!_,J-.:' .< '}:::t,'JCX 1 + 1 
LC•f~H:::~0D{LÜCX2r4) 
I• .-i UH I)= J,UC X 2/4 
1r(LCtlf•R)lJ,6tll 
6 LC~h~=4 
L,;QHD;L;mnD .. 1 
8 CALL PA:K(G~!D~(LINSrL~QPD),LCHAR,I,LUS} 
lO PriLOC:{I3-.5)/X'iP 
IF(P~Ln:-.5)12.12,19 
1~ DO i4 IB:t,~l 
.ooob41~ 
.002052-, 
.oos·ÇJ6R, 
.til 'jl}03, 
.rLH3[l0 1 
• OB781, 
.1.31JS7, 
.2?1)650, 
.3372-D, . 
• -í72097, 
lf(?~LOC-PR~X(Td))16,16,11 
H co:-nr:~ut: 
tú:::st 
ló t:JCP1 =IO 
GJ 'l'fl 24 
18 D~ 20 TB=t,51 
!C='J?.-IB 
If(?PLDC+PHAX{TC)~1.)22,22,20 
20 CJ-~rrNUE 
22 ·LiiCP1=18+50 
2~ LOCP'l=~O~Pt+4 
L(!l~P=~8D([,QCPl,4) · 
L.iGH D:::LQ('p?/1 
TF(~C~i~Rl28,2G.2B 
'2:(1 {,Ç:l:tP=4 · • 
f_.,·IO;~D:::t,;·lOHI')-1 
CALu P~C~(GRIO~(LlNS,LriU~~l~LCHAH,IPLUS) 
CJ:Iri1iUS . 
·.;~:;r rq'{rnv, 3·11 
l ' '~·J;~_t:.r(IHl,/1/.SqX',tor:;TRIHUICAO ACJ'~Ur,.a,DI' DOS_ !IF:SIOUOS
1 l_ 
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~HfTE(K[OY,]6) . 
FJJi.lf!T{lH ,17X,10tH.n002 .:)01 .005 .01 .02 .OS .l -.i 
t .~ .s .6 .1 .a· .9 .9s .9a ,.99 .995 .999J 
W~ITflKTOV,3~)f(GRIDB(IAoJZ)•JZ=l,20},t-=1,3J. 
f'.Ú~.11tf{lt\_,1'J,c,25;.4 1 A2) . 
:.;;:;: J-:;'~ ( i<TOV, -~!I) cPfl:; ( IA-3), ( G;~ID8 (lt. ,Ji.) _.JZ= 1, 26}, 111=1, 1 t) 
i<.(;;HI•T(ll-l t11f;.,,\J,1X_t25.'\1,,'12) 
Oi) 'l6 IA=12, 22 
IHJ:.il.EG.bt) (;<"~TO 42 _,-
"'"r f~~ { r.:T0'/,-.33) f GlliDbC I ."1 1 JZ) ,JZ=1, 2f>) 
GG TO 'ló 
~2 ~~ffF(K!OV,~-l)CCR10BCIA,JZ),JZ~1,26) 
·\-1 F'Ut~-!.~T(l!! ,17X.1~0.1X,ZS!d,A2l 
4t> CC.li-ITidUE 
ou ~4 U=23,J1 
rrcr~.~O.Lll cn Toso 
~ktf~(KTOV 1 1))4CSID(IA•22),(GRIDB(TA,JZJ,JZ;1 1 26) 
1~ FJ~4~T(l~ .ll~.~1,SX,25A4,AZ) 
GV ro 51 
5J W~lr~C~IOV,52l RE3IDCIA•22J,CGRIDaCr~.JZJ,JZ=t,26) 
52 fJR'-!;1TClH 1 l3X,A1,3X,1H0,l-~,25A1,A.2) 
5'1 CO-'ll'l'W.t: 
OU ·:J8 I t.=32, -12 
I2(l~.EU.Lt) G0 TO 56 
~PlfF(KTOV,)J]rJ?IDBC!A,JZ),JZ=l,16) 
G.:.l TO 5B 
56 Wki~f(KTQYti4)(GRIDBC!A,JZJ,JZ:1,26) 
Sti CJW('j~ilJé: 
~~IfP(KfnV,~JJC!l~GCI4·4~),(GRlCB(IA,Jl),JZ=t,2h),IA=43,50) 
4~I!2(KTnV,3~)({GIIIDP[Ih,,JZ),JZ:1,2~l.IA=S1,53) 
~P,Trf;(KTOVt36) 
WH.T:'~·:(f<TOV,QO) 
6J FJS:l~I-(11-1 r5U.,'tliSTfiiBUI,;Ao ACtH--'ULf,Qf>., )fi',Lllfl NOH:iAL 1 ) 
Wkl !'é'(Kl'(l"/,67) 
6/ f<'(tiqAl'(ltli,/1/.GlXo'RE:SIDJIJS Vs. Y /,J'ISTA00Sf) 
Y2hVG=CYC~'X•iCNf~l/2. 
~~Iff(KTVV,~1)YC~IN,YCAiG,Yc~AX 
6,~ FiJ<J:I!Il'(l~ ,l.JA.i-'1().),2(~0i,fl0.3)) 
t<!i!ITiT ( KTrp;, j~ J f (Gi-<IiJH {I ,-,JZ) r Jz= 1,.2 'J) • I n=l, 3) 
~r: r-r~~ c KTn\'. tO} r i" Os c IA .. 3), {G~-~rDA{ L~. JZ 1. ,Jz:o:t, 251, t.\=4, 11 J 
.3 
6ó 
6il . 
10. 
12. 
14 
7'6 
7B 
no· 611 r.~;;:t2,12. 
If{l~.E1.~li GO To 66 .. 
',IJ: I 1T{ KTíl v I j'•J) (_SI-! Ill,'. {li\, JZ) ,JZ.:: 1, 261 
GJ- 'W &a 
WK11E(KroV,.IJ)tG?rnACXA,JZliJZ~1,16) 
CJUTINUE . 
Ou 12 H=-23 1 3t 
rrnr..t:.'.I.Lt) Gn· To 11 
~!:IT~(KTOV,1d)~ESID(IA-2?),~GRTÓA(IA,JZ),JZ=1-a6l 
l.8T07'1 . -w~Iif(KToV 1 52)~E~ID((~·22),iGRIDA(lh,JZJ,iZ~1~2b)­
C;JNTJtiUE 
OJ 76 IA:::J2,42 
If(!A,e:·J.Li) GO TO 1.1 
~RIT~(f'rnV,iB}fGPJO~CIA 1 JZ),JZ=1;26) 
GJ tri 76 . . .
W~l~E(K7nV,41)CGRIOA(~A,JZ),JZ=1,26) 
CJ'HifW8 
~niT~{KtnV,10)iNEG(IA•12l,CGRlo~(IA,J~),JZ=t,2&),!A=4J,50) 
WRIT~(KTOV.39J((G~IUA(I\~JZloJz;;:t,2~),IA=51,53) 
'~H I TE ( !(JPV, ti 1 J YC1~ I r1, \'Ç1\ VGt Yc:~AX 
W!{!Tf{K1'i_1V,78) 
FUR~aT(lH .,~7Xo 1 Y AJU~T~ooi) 
pç.;l'URN 
E:~D 
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li • li • * • ft ~ li * ~!%RESSi,O .BlPülltlEkADA * * * " * * .* " * * 
.......... ,;. .................................................................................................................................................................................................................. .. 
• 
I 
2 
3 
' 5 
' 7 
' 
' 10
" 
" 
" 
" 
" ,, ,., 
v~~- DE? • 
---------31.00JO 
I 9. V OI)~ 
1 "· ~0)(1 
1 'J. ~O'J~ 
20.00\)Q 
!S.OúVO 
\ 4. Jfl,)'} 
1·~.~0·)0 
13.1í<li)O 
11.0~·}0 
t:I.OO•)O 
s.~o;,o 
7.ü()JO 
& • ;,1).)1) 
rl. J {j :J:J 
9.~0..J0 
I S,.OIJOI) 
~Q.\)LlQO 
fj2. ü(lQ Q 
62.000~ 
62.,}000 
62.0000 
Sii.ilD.;G 
'.i i!. (101)0 
S!l. ';0~0 
sa.Jooo 
5<J. JO,JO 
·5S.00:Jü 
so.V<'OO 
so. \)•1;)~ 
so.:l'1un 
so.oooo 
-s,-,_ ')!)Q') 
5t.~OOOO 
n .onuo 
2l:.JOQO 
'23.0()~0 
21.00<)0 
24. ')000 
13 .iJ::OO~ 
l'd.JOoO 
~~. \10(10 
n.vooo 
B.JOOO 
1:1. •JQoo 
1\l. ·~0()0 
~3.~0(10 
1 'J. (10()1) 
l·),Q~JuO 
20.Vúo~ 
~O.'lOoO 
* * * * li D A D O S * • * * * 
sa .:.~ooo 
!37 o•LI)()I} 
S7. )I) OO 
9).J0011 
9),1)0011 
~1. '!:l1J(I 
Bo.J,:~~o 
B~.~Ot•O 
B8, •!OilO 
a:z.·H'Ion 
<J 3, 0')00 
H·~. ~001'1 
H(>.·J0Ll0 
72. 'JOQO 
7•).c'000 
HQ.·)O(•O 
67. ·jOOQ 
V:AHIAVF:IS lhOt:PCiii)E!fiES 
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VII.5- Regressão Biponderada através do SPSS 
Serã apresentado agora o modo de obter regressão biponde-
rada através do SPSS (Statistical Package for the Social Sciences). Hã 
a necessidade de se preparar tres programas; dois para o SPSS e um em 
FORTRAN. Alem dos programas deve-se preparar também um arquivo com os 
dados; os valores de Y,. Xp .x2, ... ,~k· Para maior facilidade vai-se ex-
plicar o procedimento atra~ês de um exemplo. Suponha que se queira rea-
lizar um ajuste com os dados do exemplo 1, do capitulo V. Os dados es-
tão no quadro 5.1.1, mas cor.;o jã foi visto vai se utilizar somente duas 
variBveis independentes, as variãveis x1 e x4. A d~nominação deste ar-
quivo deve cumprir: 
- ter extensão COR 
-:o nome principal não pode ter niais de tres caracteres, sendo o primei--
ro obrigatoriamente alfabético. 
Deste modo vai-se eScolher o nome DAD.CDR. Este arquivo deverã ser gra~ 
vado com o formato livre; FREEF!ELD no SPSS e formato F no FORTRAN. 
Os programas do SPSS serão denominados ESTIN.SPS e BIPON. 
SPS. O primeiro darã as estimativas iniciais, obtidas por minimos qua-
drados, e o segundo darâ as estimativas obtidas oela regressão biponder~ 
da. 
• 
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A listagem do primeiro; ESTIN.SPS e a seguinte: 
RUN N~f-1f~ 
f'ILt·. IJA!~E 
V.Z.R lAr~ LE LIST 
I!.P~j1' FUF~·lAT 
liJPUT Mt:DlU~l 
N or cAsr.s 
REC'r.E~;S Illl-l 
OPT lfi~~S 
STA1'I,sTIC5 
Rt:Ai.1 JNPHT DAIA 
SAVL. FILE 
l"IN!Si! 
AJUSTE: POR ~HN. CI!)Aí); - PHC. ·oos Pi\FAMETROS. 
D;;DOS2 
Y,XltX1 
f"BECFIELD 
Fx!.COR 
!J 
VAR!A3LE5= YrXl,X4 
REGíH-:JSIO;l= 'i •HTH XlrX4(2)/ 
PESio=o.o 
9,13 ' 
1,2,3,4,6 
Este programa além de calcular a estimativa inicial dos 
parâmetros, grava, na ãrea do usuãrio, o arquivo DADDS2, que serã utili-
zado pelo programa BIPON.SPS e que nada mais e que o arquivo de dados, 
DAD.CDR, compilado pelo SPSS. 
O programa BIPON.SPS necessita, além dos dados, de um 
arquivo contendo os residuos. Este arquivo .serâ providenciado pelo pro-
grama em FORTRAN, que sera denominado RESID.F40. Este segundo programa 
em SPSS necessita ainda do valor da amplitude interquartls do conjunto 
dos residuos, que tambêm serã providenciado pelo programa em FORTRAN. 
Este valor deverã ser colocado no lugar de XXX na expressao: 
COMPUTE SK = (4.* XXX )/1.35 
A listagem do programa BIPON.SPS e. a seguinte: 
flUN N,Volê 
Gt"T FTLP. 
ADD VA.HIABLES 
r;;p!JT FCJRHAT 
INPI_J'f !-1t:rHUJ1 
CQMPU1'E 
cmwu·rF. 
I f 
IF 
.COMP!JTf~ 
COMPUTE 
COMPUTE 
COMPUTE 
Rt.Gt,EsSION · 
OPT Hl~JS 
STATlsTICS 
flEA!Y Il~PUI DATA 
FlNlSH 
A instrução: 
!NPUT MEDIUM 
PEGHESS~O B!PONDERADA 
DAD8S2 
p 
FRKSflELD 
fOF22.Dl1T 
SK=(4.• XXX 111.35 
U:(fUSi<)*~2 
(U •::iL 1.):-i=O 
CU LT I.H~!.·U 
,X o::;: l'j ' 
X!:=.HX! 
X4=-"i*X4 
VARI~SL:S~Y,XIl,Xt,X4/ 
REG~ESSIOiJ=Y WITH X.l,Xt,Xl(2) 
RESIO=O.O . 
8,13,16 
1,2,3,·4,6 
FOR22.DAT 
indica que os resíduos, R, estarão gravados num arquivo com o nome 
FOR22.DAT, criado pelo programa em FORTRAN. 
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-O programa em FORTRAN, RESID.F40, com os valores b0,b1 eb4 
calculados ou pelo programa ESTJN.SPS ou pelo programa BIPON.SPS, calcula 
os res i duas : 
- -R = Y - Y = Y-XB 
Grava estes residuos no arquivo FOR22.0AT e ainda calcula a amplitude i~ 
terquartis dos elementos do vetor dos resíduos, R. A listagem deste pro 
grama estã logo a seguir. Nela não estão presentes as listagens da~ 
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sub rotinas ORDEM, ORRES e AMPIQ, mas podem ser obtidas junto a lista-
gem do programa REGRO.FlO, na secção VII.4. 
DIMENSION YY(iJ),VQ(Nl 
Dl~SNSION X(~,K),y(~),XB(!ll,KO(N),X30(N),R(U) 1 RO(N) 
N=NUMERO DE OBSERJACDES 
K•~U•ERQ U! V~R!IVEIS I~DEP~NDENTES 
WHITE(3r1) 
l · FUHMAT(5X, 1 ITE~ACAO XXX 1 ,/) 
BO:VALOH DE 00 (CONSTANTE) 
Bl=V>LOR DE H! 
• 
• 
• 
bK=VALOH D~ BK 
READC2r5l((Y(ll 1 (X(I,J),J:l,k)),I=1 1 N) 
5 FUH~AT(K * f) 
WRIIEl3,5)B0iB1, ••• ,BK 
S F0R•ATIK • FI 
no to I=1,N 
XB(l):K0+Rt*i(I,1}+ ••• +BK~X(IrK) 
10 P(li=Ylll•XG{!J 
CALL ORRFS(!i,R,XB,KO,BO,XBO,YY) 
DO 20 1:1,~ 
20 WKITEC3t30)J,YCil,XB(Il,F(I),YY(l),!IO(!lrKO(I) 
30 FOB~IAT(1X,!3,3(3X,F),10Xr2(3Xrflri1) 
CALL ~MPIQ(~,R.~ISrVO,l~35) 
AI=OIS•l.35 
WHITE[J,4UlAl 
40 fü~•oiifl 
CALL EXIT 
END 
Os vetores Y, XB, R, YV, RO e KO, que aparecem na lista-
gem do programa acima são, respectivamente: 
- o vetor das observações {variãvel dependente) 
- o vetor dos V ajustados 
- o vetor dos resíduos~ 
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-Estes tres vetores sao impressos na ordem em que se gravou os dados; ou 
seja, na ordem de entrada dos dados. Os tres vetores seguintes, YY, RO 
e KO sao: 
RO - vetor dos resíduos ordenados (ordem decrescente) 
KO - dã a posição dos elementos do vetor RO no vetor R 
YY - vetor que contém 95 valores do vetor Y, ordenados segundo a ordena- . 
çao de R em RO 
A partir deste ponto serâ apresentado um processo, dividi 
do em Passos, que possibilitarã a obtenção da regressão bi~onderada atr~ 
v"ês do SPSS. Supõe-se que o usuãrio tenha acesso aos terminais da UNJ.CAMP 
ligados ao POP-10. 
Passo 1 - gravar o arquivo de dados; DAD.CDR 
gravar os programas do SPSS; ESTIN.SPS e BIPON.SPS 
gravar o programa em FORTRAN; RESID.F40 
Passo 2 - obtenção das estimativas iniciais 
RUN NEW: SPSS 
LPT:=ESTIN.SPS 
Passo 3 - obtenção dos residuos e da sua amplitude interquart1s com os 
- - -
valores b0 , b1 e b4 obtidos no Passo 2 (ou Passo 4). Antes de 
processar o programa coloque esses valores no lugar apropriado 
(ver listagem) do programa RESID.F40. Apos isso: 
SET COR DAD.CDR 
EXEC RESIO.F40 
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Passo 4 obtenção das estimativas dos··parâmetros,. pela regressao bipon-
derada. Coloque o ••alor de AI (amplitude interquartis) no lu-
gar de. XXX como anteriormente explicado e então faça: 
RUN NEW:SPSS 
LPT: = BIPON.SPS 
Nesta Ültima instrução _pode-se trocar LPT por TTY. De posse dos novos v~· 
lares dos parâmetros e também de posse dos vala·res anteriores, verifique. 
·a convergência, por exemplo, através do apresentado na ~ecçao IV.4.3. Se 
jã se obteve a convergência vã para o Passo 5, caso cantrãrio volte ao 
Passo 2. 
Passo 5 - execute pela Ültima vez o programa em FORTRAN para obter a lis 
tagem dos residuos- e dos resíduos ordenados e estã tenninado o 
processo. Para executar o programa 
S ET COR DAO. CDR 
EXEC RESID.F40 
Maiores informações sobre, por exemplo, quais sao as 
opçoes e estatísticas que se poderia utilizar no SPSS podem ser obtidas 
em DOZZI (1977), KLECKA (1975) e NIE (1975). 
De modo algum retire a opção~ do programa BIPON.SPS, 
que nao existe nas referências acima e que especifica regressão pela or~ 
gem. Sem ela se obteria resultados completamente absurdos. Hã ainda 
mais uma referência que pode ser consultada caso se queira maiores in-
fonmações sobre o SPSS. t disponivel a todos que têm acesso ao PDP~lO. 
r obtida, em um terminal, fazendo: 
PRINT NEW:SPSS.OOC/PAGES:25 
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