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ABSTRACT:	 Across	 many	 different	 educational	 settings,	 course	 discussion	 forums	 allow	
students	 to	 learn	 from	 one	 another	 and	 connect	 socially	with	 their	 peers	 and	 instructors.	
Content	analysis	of	the	messages	that	are	exchanged	has	been	used	to	model	engagement	
using	 two	 well-established	 theoretical	 frameworks,	 Community	 of	 Inquiry	 and	 ICAP.	
However,	manual	 content	analysis	 is	 slow	and	expensive,	and	prior	work	on	automation	 is	
limited.	In	addition,	these	two	theoretical	frameworks	developed	out	of	different	disciplines,	
and	little	work	has	been	done	to	bring	them	together.	To	address	these	issues,	I	will	evaluate	
the	 use	 of	 advanced	methods	 from	 natural	 language	 processing	 to	 automate	 the	 content	
analysis,	considering	both	frameworks	 individually	and	together,	and	comparing	the	results	
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1 INTRODUCTION 
Course	discussion	forums	are	 increasingly	used	to	support	 large	face-to-face	classes,	 in	addition	to	
their	on-going	key	 role	 in	online	and	distance	 learning	courses.	However,	 the	volume	of	messages	
exchanged	is	often	so	great	that	instructors	can	struggle	to	read	them	all	in	a	timely	manner,	or	to	




and	 quality	 of	 messages	 using	 labels	 from	 an	 educational	 framework,	 in	 order	 to	 identify	
conversation	threads	that	are	developing	appropriately	and	those	that	have	stalled	or	are	off-task.	




collaborative	 learning	 (Wang,	 Yang,	 Wen,	 Koedinger,	 &	 Rosé,	 2015).	 By	 automating	 the	 content	
analysis,	 the	 results	 can	be	used	while	 a	 course	 is	 still	 running.	 For	 example,	 instructors	 could	 be	
notified	about	conversation	threads	where	they	might	want	to	 intervene	(although	the	specifics	of	
that	intervention	are	out	of	scope	for	this	research	project).	Automation	also	allows	research	to	be	









on	 the	 labelling	 schemes	 provided	 by	 the	 two	 frameworks.	 My	 goal	 is	 to	 improve	 the	 way	 we	
identify	and	model	the	depth	and	quality	of	student	participation	using	discussion	forum	data.	I	aim	
to	develop	methods	that	handle	input	text	more	flexibly,	while	producing	outputs	that	are	at	least	as	
accurate	 and	 informative	 as	 previous	 work.	 My	 work	 will	 also	 contribute	 to	 a	 better	 conceptual	
understanding	of	engagement	through	analysis	of	the	relationship	between	the	frameworks.	
2 BACKGROUND 
2.1 Theoretical frameworks for modelling student engagement 
2.1.1 Community of Inquiry (CoI) 
The	Community	of	Inquiry	(CoI)	framework	for	online	education	is	a	powerful	tool	for	analysing	and	
developing	 effective	 learning	 experiences	 (Garrison,	 Anderson,	 &	 Archer,	 1999).	 The	 framework	
identifies	 three	 main	 elements	 (‘presences’)	 that	 are	 important	 for	 a	 successful	 educational	
experience:	i)	a	social	environment	conducive	to	learning	(social	presence);	ii)	a	well-designed	course	
with	on-going	facilitation	(teaching	presence);	and	iii)	the	student’s	own	cognitive	engagement	with	
the	 subject	matter	 (cognitive	 presence).	 CoI	 has	 been	widely	 used	 to	 analyse	 student	 learning	 in	
online	courses	(Gašević,	Adesope,	Joksimović,	&	Kovanović,	2015),	and	predictive	models	have	been	





readability	 scores.	 These	 were	 derived	 from	 the	 messages	 using	 the	 text	 analysis	 tools	 LIWC	
(Linguistic	 Inquiry	 and	 Word	 Count)	 (Tausczik	 &	 Pennebaker,	 2010)	 and	 Coh-Metrix	 (McNamara,	
Graesser,	 McCarthy,	 &	 Cai,	 2014).	 The	 features	 were	 chosen	 because	 they	 have	 potential	
explanatory	 power,	 and	 the	 studies	 explored	which	 of	 them	were	most	 predictive.	 However,	 the	
value	of	the	feature	analysis	is	called	into	question	by	doubts	surrounding	the	validity	of	the	models	
themselves.	A	replication	study	(Farrow,	Moore,	&	Gašević,	2019)	showed	that	data	contamination	








alone.	 The	 framework	 looks	 at	 individual	 learning	 activities	 and	 how	 they	 relate	 to	 students’	
cognitive	engagement	with	the	learning	materials.	Four	 ‘modes’	of	engagement	are	 identified,	and	







not	simply	a	bigger	change.	Passive	engagement	corresponds	 to	 the	 least	 taxing	on-task	activities;	
for	example,	 listening	 to	a	 lecture.	Active	engagement	covers	activities	 that	demand	the	student’s	









2.1.3 Comparing the frameworks 
While	 both	 frameworks	 address	 engagement,	 they	 do	 so	 from	 different	 perspectives.	 They	 were	
developed	independently	and	with	different	goals	in	mind.	CoI	was	developed	specifically	in	order	to	
understand	 the	 benefit	 of	 online	 education	 and	 to	 explain	 how	 students	 are	 able	 to	 learn	 and	
develop	 ideas	 through	 discussion.	 ICAP	 has	 a	 broader	 scope	 and	 has	 been	 demonstrated	 to	 be	
effective	in	predicting	the	educational	value	of	several	different	interventions,	in	a	classroom	setting	
as	well	as	online.	Little	prior	work	has	been	done	to	compare	the	frameworks,	either	conceptually	or	
through	experimentation.	 If	 the	 labels	 they	assign	 to	messages	are	 found	to	be	closely	correlated,	
then	results	derived	using	each	of	them	in	previous	studies	can	be	expected	to	be	applicable	to	work	
using	the	other.	If,	instead,	they	are	completely	distinct,	then	using	them	together	in	future	studies	
will	 give	 a	 richer	 picture	 of	 engagement.	 A	 triangulation	 study	 involving	 both	 conceptual	 and	
empirical	comparisons	of	the	frameworks	would	thus	offer	a	useful	contribution	to	the	theoretical	
understanding	of	online	learning,	critical	discourse,	and	learning	through	discussion.	
2.2 Neural network models and advanced NLP methods 
In	recent	years,	the	field	of	natural	language	processing	has	increasingly	embraced	the	use	of	neural	
network	 methods	 to	 classify	 text	 automatically.	 State-of-the-art	 neural	 networks	 can	 be	 used	 to	
produce	accurate	outputs	for	many	application	domains	using	only	text	as	input,	without	the	need	
for	extensive	 feature	engineering	 (Goodfellow,	Bengio,	&	Courville,	2016).	Many	 such	applications	







is	often	described	as	allowing	 researchers	 to	 ‘see	 inside’	what	 is	otherwise	a	black-box	 technique.	
After	transforming	each	of	the	input	words	into	a	vector	and	processing	those	vectors	through	the	
early	 layers	 of	 the	 network,	 the	 attention	 layer	 combines	 the	 results	 in	 a	 weighted	 sum	 before	







Work	 on	multi-task	 and	 transfer	 learning	 (Collobert	 &	Weston,	 2008)	 has	 shown	 that	 training	 a	
single	 neural	 network	 to	 learn	 to	 generate	multiple	 target	 outputs	 at	 the	 same	 time	 can	 help	 to	
avoid	over-fitting	to	the	training	data	and	produce	better	models	overall.	This	suggests	that	learning	
the	labels	for	both	CoI	and	ICAP	together	could	work	better	than	using	either	framework	alone.	





NLP	 methods	 to	 automate	 the	 labelling	 process	 on	 new	 data.	 Specifically,	 I	 will	 investigate	 the	
performance	of	models	that	use	techniques	including	word	embeddings,	attention	layers,	and	multi-
task	and	transfer	learning.	This	work	aims	to	answer	four	specific	research	questions.	
RQ1:	What	 is	 the	association	between	the	phases	of	cognitive	presence	 in	 the	CoI	 framework	and	
the	modes	of	engagement	in	the	ICAP	framework?	
RQ2:	 If	 pre-trained	 language	 models	 such	 as	 word	 embeddings	 are	 used	 to	 automate	 message	




RQ4:	 Does	 model	 performance	 improve	 when	 labels	 from	 CoI	 and	 ICAP	 are	 learned	 together,	
compared	to	the	performance	of	models	using	each	framework	separately?	
4 METHODOLOGY 
My	 research	 combines	 methodological	 work	 with	 quantitative	 modelling	 and	 qualitative	 content	
analysis.	My	current	 study	 (target	date	 for	completion:	early	2020)	will	 compare	 the	CoI	and	 ICAP	
frameworks	 by	 looking	 at	 co-occurrences	 of	 ICAP	 modes	 with	 phases	 of	 cognitive	 presence	 in	 a	
manually	 labelled	 data	 set.	 This	 is	 anonymised	 data	 that	 was	 collected	 in	 a	 previous	 study	 and	
ethical	 approval	has	already	been	obtained.	 Specifically,	 I	will	 approach	 this	 task	quantitatively	by	
looking	at	confusion	matrices	between	labels	from	the	two	frameworks	and	visualising	them	using	
Epistemic	 Network	 Analysis	 (ENA)	 (Shaffer,	 Collier,	 &	 Ruis,	 2016),	 as	 well	 as	 comparing	 the	
frameworks	 theoretically	 and	 conceptually	 (RQ1).	My	expectation	 is	 that	 the	 two	 frameworks	 are	




layer	 (target	date	 for	completion:	April	2020)	and	compare	the	performance	of	 these	models	with	
simpler	 predictive	 models	 such	 as	 random	 forests	 –	 both	 quantitatively,	 in	 terms	 of	 model	
performance	 (RQ2),	 and	 also	 qualitatively,	 in	 terms	 of	 potential	 explanatory	 power	 (RQ3).	 By	






to	be	 just	as	powerful	 as	using	 linguistically	motivated	model	 features,	while	adding	 flexibility.	An	
attention	 layer	could	 indicate	which	words	and	phrases	best	characterise	 the	depth	and	quality	of	
participation	 according	 to	 each	 of	 the	 theoretical	 frameworks.	 These	 results	 can	 be	 validated	
qualitatively	 by	 comparison	with	 prior	 work	 on	 factors	 contributing	 to	 student	 engagement.	 One	
potential	 future	 application	 of	 this	 aspect	 of	 the	 research	 could	 perhaps	 be	 the	 automatic	
generation	of	hints	for	students	about	how	to	improve	their	own	discussion	contributions.	Finally,	I	
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