This paper is concerned with time-stepping numerical methods for computing sti semi-discrete systems of ordinary di erential equations for transient hypersonic ows with thermo-chemical nonequilibrium. The sti ness of the equations is mainly caused by the viscous ux terms across the boundary layers and by the source terms modeling nite-rate thermo-chemical processes. Implicit methods are needed to treat the sti terms while more e cient explicit methods can still be used for the nonsti terms in the equations. For additively split autonomous di erential equations in the form of u 0 = f(u) + g(u), three di erent semiimplicit Runge-Kutta methods have been derived and tested in previous papers, where f is treated by explicit Runge-Kutta methods and g is simultaneously treated by three implicit Runge-Kutta methods. The coe cients of up to third-order accuracy have been derived such that the methods are both high-order accurate and strongly A-stable for the implicit terms. However, these semi-implicit Runge-Kutta methods for the autonomous systems cannot be extended to nonautonomous systems of u 0 = f(t; u) + g(t; u) because of the coupling between the f and g terms in the split Runge-Kutta methods. In this paper, we derive and test three di erent semi-implicit Runge-Kutta schemes of up to third-order accuracy for the non-autonomous di erential equations using the A-stability and accuracy conditions with four stages. The new schemes have been tested in computations of unsteady reactive ows with explicit time-dependent terms.
Introduction
This paper is concerned with numerical methods for computing sti equations for transient hypersonic ows with thermo-chemical nonequilibrium. This work is Visiting Scholar, Member AIAA y Assistant Professor, Mechanical and Aerospace Engineering Department, Member AIAA Copyright c 1996 by American Institute of Aeronautics and Astronautics, Inc. All rights reserved. motivated by our research in the direct numerical simulation of on the stability and transition of hypersonic boundary layers involving shock interactions and real gas e ects 1, 2] . In addition to the e ects of viscosity, heat-conduction, and di usion, hypersonic ows often contain nonequilibrium processes of thermal excitations and chemical reactions because of high gas temperature and high speeds. One of the major diculties in computing such ows is the sti ness of the governing equations in temporal integrations.
The sti ness is mainly caused by the viscous stress and heat ux terms in the boundary layers and by the source terms modeling nite-rate thermo-chemical processes. The viscous terms across the boundary layer are sti because ne-grid spacing is used in the direction normal to the wall. Finite di erence approximation to the viscous equations with these small-size grids lead to sti systems of ordinary di erential equations. The source terms are sti because the chemical and thermal nonequilibrium processes have a wide range of time scales, some of which are much smaller than the transient ow ones. As a result, if explicit methods are used to integrate the sti governing equations, the computations will become very ine cient because the time-step sizes dictated by the stability requirements are much smaller than those required by the accuracy considerations.
In order to remove the stability restriction on the explicit methods, implicit methods need to be used. For computing multi-dimensional reactive ow, global implicit methods are seldom used because it takes a prohibitively large amount of computer time and large memory to convert full implicit equations. Practical implicit methods for multi-dimensional reactive ow calculations include the fractional step method (or time-splitting method) and the additive semi-implicit method.
This paper is concerned with the additive semiimplicit methods, which additively split the ordinary di erential equations into sti and nonsti terms. The sti terms are treated implicitly while the nonsti terms are treated explicitly. The semi-implicit methods are more e cient than the full implicit methods for reactive ow computations because the sti terms can be easily separated from the rest of the equations. The standard semi-implicit method for direct numerical simulation of incompressible turbulence is to use the implicit Crank-Nicolson method for the viscous terms normal to the wall and the explicit AdamsBashford method for the rest of terms 3, 4, 5, 6, 7] (ABCN method). For compressible reactive ow, a semi-implicit MacCormack method 8, 9, 10, 11] has been used to compute the chemical source terms implicitly while the uid terms are computed explicitly.
The temporal accuracy of these two methods, however, is usually second-order accurate at most. To obtain simultaneously high-order accuracy and good stability properties, the simultaneous coupling between the explicit and implicit terms need to be considered. This can be accomplished by the additive semi-implicit Runge-Kutta methods. The derivation of an additive semi-implicit method with both high accuracy and good stability is di cult because of the coupling between the explicit and implicit terms. The rst additive Runge-Kutta methods for sti ordinary di erential equations were studied by Cooper and Sayfy 12, 13] . They derived additive Runge-Kutta methods to solve a system of di erential equations in a form of x 0 = J(t)x+g(t; x), where the linear term on the right hand side of the equation was sti .
In previous papers, Zhong 14, 15] derived and analyzed three di erent sets of additive semi-implicit Runge-Kutta methods for additively split ordinary differential equations in the form of u 0 = f(u) + g(u), where the nonsti term f is treated by explicit RungeKutta methods, and the sti term g is simultaneously treated by three implicit Runge-Kutta methods. The three implicit methods for g are a diagonally implicit Runge-Kutta method and two Rosenbrock linearized Runge-Kutta methods 16] with di erent ways of evaluating Jacobian matrices. The semi-implicit RungeKutta methods are derived and analyzed based on the general form of implicit Runge-Kutta formulas. The fully implicitand Rosenbrock semi-implicit RungeKutta methods are both high-order and strongly Astable for the implicit terms. The strongly A-stable methods are needed for numerical results to reach correct asymptotic values for very sti problems. These new schemes have been tested in model equations and in reactive hypersonic ow computations 15] .
These additive semi-implicit Runge-Kutta methods, however, cannot be applied to non-autonomous systems relating to unsteady reactive ows with explicit time terms in the equation of u 0 = f(t; u) + g(t; u) due to the coupling between the f and g terms. An example of such ow is the unsteady reactive ow with time-dependent perturbations or boundary conditions. The objective of this paper is to extend the previous work of semi-implicit Runge-Kutta methods for the autonomous systems to the non-autonomous systems, where the nonsti f(t; u) term is treated by explicit Runge-Kutta methods, and the sti term g(t; u) is simultaneously treated by three implicit Runge-Kutta methods. The three implicit methods for g(t; u) are a diagonally implicit Runge-Kutta method and two Rosenbrock linearized Runge-Kutta methods 16] with di erent ways of evaluating Jacobian matrices. The coe cients are derived such that the new methods are simultaneously high-order accurate and A-stable for the implicit term. We found that the semi-implicit Runge Kutta method for non-autonomous di erential equations requires four stages to obtain third-order accuracy due to the strong coupling among the coecients of 18 accuracy and stability conditions. The new schemes are tested in the computations of unsteady reactive ows with explicit time-dependent terms.
Semi-Implicit RK Methods
General Formulas of Semi-Implicit RK Methods for Non-Autonomous Systems 
where U is the conservation variables, F j is the ux terms, and W is the source term due to nite-rate reactions. In the semi-discretization approach, the spatial derivatives in the governing partial di erential equations are rst approximated by spatial discretization methods. The spatial discretization leads to a system of rst-order ordinary di erential equations. For systems of unsteady ow with time-dependent forcing terms or boundary conditions, the semi-implicit di erential equations are non-autonomous, i.e., du dt = f(t; u) + g(t; u) (2) where u is the vector of discretized ow eld variables.
The right hand side of the di erential equation above is additively split into two terms, g and f, where g is the vector resulting from the spatial discretization of the sti terms, and f is the vector resulting from the spatial discretization of the rest of the nonsti ow equations.
In general, the splitting of f and g terms is not unique.
The multiple time scales in the ow equations and the di culty in computing fully implicit multidimensional ow equations for reactive ow calculations require that the sti term g to be computed implicitly and the non-sti term f to be computed explicitly. Because of the coupling between f and g, however, a straight-forward combination of an explicit and an implicit time-stepping method will not maintain the original accuracy of the individual methods. Therefore, the derivation of high-order semi-implicit methods needs to simultaneously consider the coupling between the implicit and explicit terms in both stability and accuracy analysis. The stability conditions in the semi-implicit method should be limited by the explicit terms only, i.e., the coupled method should be A-stable for the implicit terms when the explicit terms satis es the CFL condition (or similar conditions). Therefore, we use semi-implicit Runge-Kutta methods to achieve simultaneous high-order accuracy and good stability.
The Runge-Kutta methods are one-step methods involving intermediate stages to achieve high-order accuracy 17, 18] . A general r-stage additive semiimplicit Runge-Kutta method integrates Eq. (2) by simultaneously treating f explicitly and g implicitly: (5) and (6) is similar to the implicit methods used in computational uid dynamics and is much more e cient than the diagonally implicit version given by Eqs. (3) and (4). But, for some strongly nonlinear problems, the nonlinear diagonally semi-implicit method given by Eqs. (3) and (4) is necessary because it is more stable than the Rosenbrock additive semi-implicit Runge-Kutta method for nonlinear problems.
Therefore, three versions of the additive semiimplicit Runge-Kutta methods are derived to be both high-order accurate and strongly A-stable for the implicit terms, i.e., Method C: Rosenbrock additive semi-implicit RungeKutta method given by Eqs. (5) and (6), and q i = s i , and d ij = c ij .
The rth-stage additive semi-implicit Runge-Kutta methods are termed ASIRK-rA methods, ASIRK-rB methods, and ASIRK-rC methods for Methods A, B, and C respectively.
Linear Stability Conditions
The parameters of the additive semi-implicit RungeKutta methods are chosen based on both stability and accuracy requirements with simultaneous coupling between the explicit and implicit terms. The use of an implicit method for the sti term g permits a larger time step than that allowed by a fully explicit method.
Unlike the explicit Runge-Kutta methods, whose stability conditions are the same for di erent choices of parameters as long as they have the same stages and accuracy, the stability properties of the additive semiimplicit Runge-Kutta methods of the same stages are di erent for di erent choices of parameters because of the coupling between the f and g terms.
For simplicity, only a linear stability analysis is conducted in this paper for a special kind of test functions. The stability condition for an additive semi-implicit time-stepping scheme is analyzed by considering a simpli ed linear model equation: Substituting Eq. (7) into any of the three additive semi-implicit Runge-Kutta methods leads to the same equation for the characteristic root as follows:
where = fh f ; h g g is a function of h f and h g .
An A( ) stability region of a semi-implicit method in the complex plane of h f is de ned as the region where j fh f ; h g gj 1 (10) for h f within the region and for all h g within a wedge bounded by ? ; + ] in the complex plane. When = =2, the semi-implicit method is A-stable for h g .
In order to obtain a correct asymptotic decay for sti terms, it is desirable to have a strong A-stability (Lstability) condition for the semi-implicit schemes, i.e., The strong A-stability for the implicit term assures that the numerical solutions approach the correct solutions as step sizes increase. For the three additive semi-implicit Runge-Kutta methods, the strongly Astable condition can be obtained from Eqs. (8), (9), and (11) as follows: 
Accuracy Conditions
Additive semi-implicit Runge-Kutta schemes are derived to be high-order accurate with the simultaneous coupling between the explicit and implicit terms. Taylor series expansions lead to the following accuracy conditions if four steps are kept as a general case: 1st order:
2nd order: 
For up to second-order accuracy, direct combination of an explicit and an implicit Runge-Kutta methods will result in an additive semi-implicit Runge-Kutta method with the same order of accuracy as long as the two schemes have the same set of ! i . However, for accuracy equal to or higher than third order, the direct combination of an explicit and an implicit methods will likely be only second-order accurate because of the coupling between the explicit and implicit terms.
We search for the optimal parameters in the additive semi-implicit Runge-Kutta schemes by simultaneously imposing the stability and accuracy conditions discussed above. To be consistent with the explicit Runge-Kutta methods, the coe cients for the t terms are set to be The di erence between the set of accuracy equations derived for conventional explicit Runge-Kutta scheme and for the explicit part of the semi-implicit scheme di ers only in the additional equations generated by the third-order cross terms as a result of the coupling between the explicit and implicit terms. And similarly the accuracy equations for implicit part of the semiimplicit method is same as the conventional implicit method for rst-and second-order schemes only, excluding third-order schemes.
Since it is di cult to obtain close form solution of the accuracy and stability equations for a coupled semiimplicit scheme, a numerical searching method is used to nd the optimal parameters. A computer program were developed to conduct extensive search for the optimal parameters numerically. The computational search makes it possible to locate the optimal parameters to satisfy both the stability and accuracy conditions for the methods.
First-Order Additive Semi-Implicit RungeKutta Methods
The expressions for the rst-order methods are ASIRK-1A Method: k 1 = hff(t n ; u n ) + g(t n + s 1 h; u n + a 1 k 1 )g u n+1 = u n + ! 1 k 1 (41) ASIRK-1B and ASIRK-1C Methods:
I ? ha 1 J(t n ; u n )]k 1 = hff(t n ; u n ) + g(t n ; u n )g u n+1 = u n + ! 1 
The coe cients are the same for Methods A, B, C for the rst-order case. The stability condition for the rst-order additive semi-implicit Runge-Kutta methods is the same as rst-order explicit Runge-Kutta methods for h f and is strongly A-stable for h g .
Second-Order Additive Semi-Implicit RungeKutta Methods I ? ha 1 J(t n ; u n )] k 1 = hff(t n ; u n ) + g(t n ; u n )g I ? ha 2 J(t n ; u n )] k 2 = hff(t n + r 2 h; u n + b 21 k 1 ) +g(t n + s 2 h; u n + c 21 k 1 )g u n+1 = u n + ! 1 k 1 + ! 2 I ? ha 1 J(t n ; u n )] k 1 = hff(t n ; u n ) + g(t n ; u n )g I ? ha 2 J(t n + s 2 h; u n + c 21 k 1 )] k 2 = hff(t n + r 2 h; u n + b 21 k 1 ) + g(t n + s 2 h; u n + c 21 k 1 )g u n+1 = u n + ! 1 k 1 + ! 2 k 2 (46) Similar to the rst-order case, the coe cients for the second-order methods are the same as the corresponding coe cients for a autonomous systems, and the coe cients are the same for all three methods. Ref I ? ha 1 J(t n ; u n )]k 1 = hff(t n ; u n ) + g(t n ; u n )g I ? ha 2 J(t n ; u n )]k 2 = hff(t n + r 2 h; u n + b 21 k 1 ) +g(t n + s 2 h; u n + c 21 k 1 )g I ? ha 3 J(t n ; u n )]k 3 = hff(t n + r 3 h; u n + b 31 k 1 +b 32 k 2 ) + g(t n + s 3 h; u n + c 31 k 1 + c 32 k 2 )g I ? ha 4 J(t n ; u n )]k 4 I ? ha 1 J(t n ; u n )]k 1 = hff(t n ; u n ) + g(t n ; u n )g I ? ha 2 J(t n + s 2 h; u n + c 21 k 1 )] k 2 = hff(t n + r 2 h; u n + b 21 k 1 ) + g(t n + s 2 h; u n + c 21 k 1 )g I ? ha 3 We use four stages in ASIRK-3 to get third-order accuracy. In fact, if three-stage ASIRK schemes were used, there would be 18 undetermined parameters for the third-order method. After satisfying the accuracy and strong A-stability conditions, there were only two free parameters for the ASIRK-3 methods. If ! 1 and ! 2 were chosen as free parameters, then the third-order accuracy equations and one stability equations would be solved exactly. We searched ! 1 and ! 2 from 0 to 1 and found that no solution satis es all a i > 0. For a given set of ! 1 and ! 2 , the accuracy conditions lead to either a 1 or a 3 to be zero. This is not an acceptable solution because the resulting ASIRK-3 schemes do not satisfy stability condition (12) . That means if a three-stage additive semi-implicit Rungge-Kutta scheme was used to obtain third-order accuracy for non-autonomous differential equations, one stage whould be a full explicit scheme. In order to get the solutions that satisfy the third-order accuracy and stability conditions, meanwhile all a i are positive, four-stage semi-implicit RK schemes are needed to add more parameters to get the third-order accuracy scheme.
The (22), (23), (28) and (29) are solved for a 1 , a 2 , a 3 and a 4 with c 32 , c 42 and c 43 as free parameters. Finally, the solutions are checked by stability Equation (10) and (14) . If the solutions do not satisfy those conditions, the parameters are changed to repeat the procedure until all a i > 0. The searching range for free parameters of ! i and s 4 is from 0 to 1. The range for b ij and c ij is from -2 to 2.
The parameters for the explicit and implicit terms are di erent for the three versions of ASIRK3 methods because the explicit/implicit coupling. The parameters with longer signi cant digits can be obtained from the authors. The methods using the coe cients above are third-order accurate and strongly A-stable for the implicit term h g .
Test Cases Systems of Ordinary Di erential Equations
In order to check the temporal accuracy of semiimplicit Runge-Kutta method derived in this paper, two cases of systems of ordinary di erential equations are tested. Table 1 shows the results of the grid re nement study. The results of 2nd-order and 3rd-order additive semi-implicit Runge-Kutta scheme (ASIRK-2A and ASIRK-3A) using the same time steps are given in this table. As a comparison, the results of conventional third-order explicit Runge-Kutta method(RK-3) are also listed in the table. Because this case is a non-sti system of ordinary di erential equations, the right hand part of the equations are treated as the part g in equation (2) . In another word, r i and b ij in Eq.(47) are set to zero, the equations are calculated with implicit method. Therefore there are some difference between the 3rd-order explicit RK method and semi-implicit RK method. Just as predicted by equation (53), the value of R p gives out the temporal accuracy of the schemes. Table 1 shows that the ASIRK-2A is second-order accuracy and the ASIRK-3A using four steps is third-order temporal accuracy.
Case II Systems of ODE with Sti Terms
Then we tested the scheme of ASIRK-3C for systems of ordinary di erential equations with sti terms given by du dt = A(t)u + f 1 (t) + 1 B(t)u + f 2 where is a small parameter chosen to be 0.01. The results of ASIRK-2C and ASIRK-3C are listed in Table  2 . The exact solution u ex used in equation (52) in this case is obtained from the Richardson extrapolated solution at the smallest time step. The results show that the ASIRK-3C method is third-order accuracy. 
Two-Dimensional Viscous Reactive Flows
After validating the accuracy of the present ASIRK-3 method, we apply these schemes to a two-dimensional viscous ows over a circular cylinder with thermochemical nonequilibrium. There are two features of viscous reactive ows that are sti for time integration, one is the stretched grid in the viscous boundary layer near the wall, and another is the source terms due to the nite rate thermal and chemical processes. To resolve the viscous boundary layer on the wall, the grids are stretched in the direction normal to the wall. The total number of grid points used in numerical calculations is 42 142. Fig.1 shows the structured grids used in the calculation. The Navier-Stoke equations are solved by nite volume method. A secondorder TVD scheme is used for the descretization of spatial uxes and the 4-stage semi-implicit Runge-Kutta (ASIRK-3C) method is used to integrate the equations in time. The source terms due to thermo-chemical nonequilibrium, as well as the uxes in the direction normal to the wall, are treated implicitly. Fig. 2 shows the pressure contours of the mixture gas. Fig.3 and Fig.4 are the distributions of pressure along the stagnation line and along the wall, respectively. Fig.3 shows that the pressure in the shock layer increases about two order-of-magnitude as compared with the freestream conditionis. The change of pressure indicates that the thickness of the shock front is about two grids spatial distance. Fig.4 shows that the highest pressure region on the wall is near the stagnation line. Figs.5-8 are the species concentrations of N 2 and N. Fig.5 is the distributions of mass fractions along the stagnation line and Fig.6 is along the wall. The gure shows that N 2 is dissociated behind the bow shock due to high temperature, but it recombines in the boundary layer because of the low wall temperature. Fig. 7 and Fig. 8 are contours of N 2 and N mass fractions. The calculations show that the new method is robust and accurate.
Conclusions
The additive semi-implicit Runge-Kutta methods of up to third-order accuracy for non-autonomous di erential equations have been derived and tested in this paper. Unlike the methods for autonomous di erential equations, four steps are required to get third-order temporal accuracy and every step is implicit for the sti terms. The temporal order of accuracy of the four-stage additive semi-implicit Runge-Kutta methods have been validated by the re nement study of time steps. The application of the third-order ASIRK method to two dimensional thermo-chemical reactive ow shows that the semi-implicit methods are e cient and robust for the sti di erential equations. 
