In this work the optimization of the local model network structure and predictive control that utilize the local model network to predict the future response of a plant is studied. The main idea is based on development of the local linear models for the whole operating range of the controlled process. The local models are identified from measured data using clustering and local least squares method. The nonlinear plant is then approximated by a set of locally valid sub-models, which are smoothly connected using the validity function. The manipulated variable adjustments are computed through optimization at each sampling interval. The parameters of the plant at each sampling point are derived from the linearization of local model network. The proposed identification and control method is illustrated by the simulation study on the nonlinear process.
INTRODUCTION
The requirement for improved efficiency and safety induce the need for sophisticated control systems. Model predictive control (MPC) (Maciejowski, 2002; Rossiter, 2003) represents such control method which makes explicit use of a model of the process to obtain the control signal. Until recently, industrial applications of MPC have relied on linear dynamic models even though most chemical and biochemical processes are nonlinear. The extension of MPC to nonlinear processes is straightforward however there are many difficulties derived from the use of nonlinear method. The optimization problem is nonconvex and its resolution is more difficult than the quadratic programming problem. The increase of the optimization time constrains the use for slow processes. An alternate approach that can solve such problems is to decompose the nonlinear dynamics into multiple linear models and switch or interpolate them based on the current operating conditions. Local linear models allow the transfer of many methods from the linear control theory to the nonlinear systems.
The model architecture of local model networks (LMN) represents an excellent approach as it enables easy integration of a priori knowledge and good interpretability of interpolated local models which are valid in different operating regions. The use of multiple models necessitates mean of switching or interpolation among the available models to the one that best describes the current operating environment. Motter (2000) developed a strategy by extension of self-organizing map (SOM) to identify the best model for control. Narendra et al. (2003) used the switching criterion based on the estimation error of each model to determine which model best fits the plant at any instant.
Interpolation or blending between models or controllers has the purpose of reducing the number of linearizations and the number of models or controllers. It also has the benefit that it effectively smoothens the overall control signal and enables bumpless transfer. Rao et al. (2003) used Bayes theorem to compute the conditional probability that one of the models in the bank is true model of the plant. Multiple model predictive control strategy in Aufderheide et al. (2001) relies on the use of a bank of linear models to describe the dynamic behaviour over a wide operating range. A recursive Bayesian scheme assigns weights to each model. The combined-weighted model is then used for the design of the controller. Robust Multiple-Model Adaptive Control strategy proposed by Athans (2005) uses a bank of Kalman Filters and bank of local robust compensators and relies on stochastic processes that provide sufficient excitation for identification.
In this paper the position and orientation of local models is obtained via clustering algorithm as the design uses only measurement data and no priori information. The number of local model is then reduced based on the similarity between the clusters. The modelling and control strategy is showed on the model of a nonlinear SISO process.
LOCAL MODEL NETWORKS
The local model networks (Murray-Smith and Johansen, 1997) are hybrid models with the ability to model complex system from measurement data and easy application of a priori knowledge. The local models can be of different structure but in most cases are linear and of the same structure. Thus the extension of linear control theory to applications for nonlinear complex processes can be achieved. The LMN structure also gives transparent and simple representation of the nonlinear system. In the LMN given in Fig. 1 the overall network output is defined as: 
where matrix A is defined using fuzzy covariance matrix F of the cluster using equation:
The eigenvalues and eigenvectors of the cluster covariance matrix F provide information about the shape and orientation of clusters. The validity functions are normalized to provide partition of unity. The output of each local model can be expressed as:
( 1) ( )
where Θ is vector of parameter estimates and ( ) k Φ is the regression vector that contains current inputs and outputs.
LEARNING FROM MEASUREMENT DATA
Optimization of local model networks structure from the input-output data structure presents a challenging problem. The objective of the modelling process is to find the parameters of the validity function, parameters of the local models and also the number of local models. The modelling performance can be obtained by computation the following criterion:
where N is the number of samples.
Several approaches related to optimization of the local model structure can be found in literature. Method developed by Johansen and Foss (1995) and Nelles (1997) starts with a single model and hierarchically partition operating space and iteratively increase the number of models and thus preventing from over-fitting. In Galan et al. (2003) the gap metric concept is used for selecting the set of models that can represent the nonlinear system. The strategy by Li et al. (2001) uses method called fuzzy satisfactory clustering to determine the proper number of clusters that provide satisfactory modelling performance. Clustering of data-set enables division of the complex nonlinear regions into simpler subspaces. Here the Gustafson and Kessel (1975) algorithm is implemented which extends the standard fuzzy c-means algorithm by employing an adaptive distance norm, in order to detect clusters of different geometrical shapes in one data set. This algorithm has the advantage of looking for ellipsoids of variable size and orientation. Gustafson-Kessel algorithm finds clusters by minimizing the following function:
where U is a set of membership degrees μ , V is a set of cluster centres c, m is fuzziness factor (usually a value close to 2), X is a set of N samples x, and 
The distance 2 i A D of a data point to the cluster centre is induced by matrix i A as:
The centres of the clusters are calculated as the weighted mean value of all membership degrees:
Equation (5) represents a non-linear optimization problem, which is solved in an iterative manner. The cluster algorithm stops when a predetermined stopping criterion is fulfilled. The set of membership degrees is initialized randomly and then the following steps are repeated:
Step 1. Compute cluster prototypes using (7) Step 2. Compute distance to cluster prototype (8) Step 3. Update the partition matrix U The Steps 1-3 are repeated until the following condition holds:
If we fix the parameters of the validity function the only free parameters are those in the linear regression equations. The advantage of such a treatment is that the parameter identification problem is reduced to a simple linear optimization problem and, thus, can be solved using efficient linear learning algorithms. Simultaneous optimization of parameters of all local models yields the best results in the sense of the prediction error. Alternatively, local estimation approach, which is more computationally efficient, can be used. The parameters of each of local model are identified independently to guarantee individual local models to be local approximations of the underlying system. The local least squares cost function for the i-th model can be written as follows:
The local cost function can be rewritten into a matrix form:
where Y is the output vector and regression matrix Ψ is given as:
(1) (2) ( )
The clustering algorithm is started with a large number of clusters which results in a local network with imitates the behaviour of the nonlinear system accurately. Since the clustering of the dynamic data can result in clusters with similar or same local model parameters, the structure can be reduced in order to obtain simpler controller. Therefore strategy for model reduction using prediction error and gap metric developed in Gugaliya and Gudi (2010) is adopted. The distance between each pair of cluster centres is computed
and the pair (i,j) with minimal distance is found. 
where , i j W W are the numbers of data points inside the cluster. Merging of two clusters is plotted in Fig. 2 .
The prediction error of the original set of models without merging orig J and the prediction error of the reduced set reduced J is computed using the following prediction performance criterion: To quantify the similarity between two systems a gap metric (Georgiou and Smith, 1990 ) is used. The gap metric is much more suitable to measure the distance between two linear systems than a metric based on norms. The gap metric between the local models , The gap metric for two SISO dynamic models 1 2 , M M is defined as:
where 0≤ δ ≤ 1, 1 ( ) M jω and 2 ( ) M jω represent the frequency responses of the system 1 M and 2 M respectively. Two models have similar behaviour in close-loop if the value of δ is close to 0 and behave differently for value of δ close to 1. Merging of models with gap metric δ close to 1 can result in closed loop instability. If the following condition holds: 
MODELLING THE PROCESS
The system chosen for this study is a pH neutralization process. The process was modelled using a nonlinear firstprinciples model, which was computationally too demanding for MPC computations. Therefore it was a good example to apply the local model networks to the system modelling as described in Sections 3. A schematic diagram of the pH neutralization process is shown in Fig. 3 . The neutralization process represents a highly nonlinear process whose dynamic model has been developed in Henson and Seborg (1994) . The process is aimed at controlling the pH value of the outlet stream by varying the inlet base stream Q 3 . The nonlinear analytical model of the process is used to generate inputoutput data for the identification of a local model network structure. Generalized multi level noise (Zhu, 2001 ) is used as a test signal for the identification. The output of the system was corrupted with an additive Gaussian white noise with zero mean and standard deviation σ = 0.001 to simulate the measurement noise. The input-output data has 2000 samples with a sampling period of 15 s. The first 1000 samples are used for identification of the model and the rest of 1000 samples for validation purpose. The input-output data are plotted in Fig. 4 . The initial number of local models was set to 30. The Gustafson-Kessel algorithm as described in Section 3 was used for initial position and orientation of these clusters. All the local models were assumed to be of the 1-order and have the following structure:
The modelling performance of the LMN with 30 local models is 0.05 J = and the response of the model is compared with the validation data in Fig. 5 . The structure of the local model is further optimized using the strategy described in Section 3. The prediction error threshold and the gap metric threshold were set to 0.001 and 0.2, respectively. With the model reduction algorithm the number of models is reduced from 30 to 15 while the value of prediction performance increased only from 0.10 to 0.12. The position and orientation of the clusters was extracted from the covariance matrix F and shown in Fig. 6 . 
where ( ) y k j k + is a j steps ahead prediction of the system, ( ) w k j + is a future reference trajectory and , Q R are the positive definite weighting matrices. In the single-step linearization, a single linear model M(k) is used over the entire prediction horizon at the time k. The optimal control signal can be found by means of quadratic programming. For multiple-step-ahead control, however, the linear model may significantly deteriorate from the nonlinear process and therefore negatively influence the controller performance. To reduce the computational complexity of the nonlinear optimisation linearization along the trajectory (Mollov et al. 1998) or MPC algorithm with Nonlinear Prediction and Linearisation (MPC-NPL) described in Tatjewski (2007) can be used. Both algorithms use a numerically reliable quadratic programming procedure thus the necessity of repeating full nonlinear optimisation at each sampling instant is avoided.
The procedure of multistep linearization along nominal trajectory is executed as follows:
Step 1. Using the current scheduling vector ( ( 1), ( )) u k y k − validity functions for each of the local models are computed
Step 2. The local model network is linearized to obtain linear model ( ) M k of the plant
Step 3. The obtained linear model is ( ) M k is used to compute the control signal u(k) over the entire prediction horizon
Step 4. Using u(k) compute ( 1) y k + and linearize the network at the point ( ( ), ( 1)) u k y k + to obtain model ( 1) M k +
Step 5. Using ( ) M k and ( 1) M k + , compute new control sequence u over the entire prediction horizon.
Steps 4 and 5 are repeated for 1, ,
is then used in the quadratic programming problem as follows: 
Saturation constraints in the manipulated variables are imposed to take into account the minimum/maximum aperture of the valve regulating the base flow rate. A lower limit of 0ml/s and an upper limit of 30 ml/s are chosen for this variable. The prediction horizon was set to 8 samples as a result of using different values and comparing control performances. A control horizon of 4 samples was selected since further increase did not add significant improvement in terms of performance. The weighting matrix Q associated with the error from set point was set two times greater than matrix R associated control signal changes.
,
The model predictive control algorithm described in Section 5 was implemented using the "quadprog" function in MATLAB's Optimization Toolbox to minimize the cost function. To reduce the on-line computational load, the control sequence computed at the step k − 1 was shifted backwards and used as an initial guess for the computation of the future controller output at time k. To compare the performance of the proposed controller a linear system was identified using the identification data from Fig. 4 and used in the conventional linear MPC scheme. Simulation results show that, for the considered application, the LMN MPC with linearization along the future trajectory performs slightly better than the MPC based on linear model or MPC where linearized model is used for the whole prediction horizon.
CONCLUSIONS
Optimization of local model network structure using Gustafson-Kessel and local least-squares method is presented in the paper. The operation of the process is decomposed into a set of operating regimes using fuzzy clustering and simple local models are developed for each regime via least-squares method. The structure of the LMN is optimized using gap metric and prediction error. The control problem is solved using a generalized predictive controller that used parameters obtained from linearization of the local model network at each sampling interval. The control tests executed on the simulation model gave satisfactory results. It was proved that the examined method can be implemented and used successfully to control such nonlinear processes.
