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Abstract
An automata network is a network of entities, each holding a state from a finite set and evolving
according to a local update rule which depends only on its neighbors in the network’s graph. It is
freezing if there is an order on states such that the state evolution of any node is non-decreasing
in any orbit. They are commonly used to model epidemic propagation, diffusion phenomena like
bootstrap percolation or cristal growth. In this paper we establish how treewidth and maximum
degree of the underlying graph are key parameters which influence the overall computational com-
plexity of finite freezing automata networks. First, we define a general model checking formalism
that captures many classical decision problems: prediction, nilpotency, predecessor, asynchronous
reachability. Then, on one hand, we present an effcient parallel algorithm that solves the general
model checking problem in NC for any graph with bounded degree and bounded treewidth. On the
other hand, we show that these problems are hard in their respective classes when restricted to fam-
ilies of graph with polynomially growing treewidth. For prediction, predecessor and asynchronous
reachability, we establish the hardness result with a fixed set-defiend update rule that is universally
hard on any input graph of such families.
2012 ACM Subject Classification Theory of computation → Problems, reductions and complete-
ness; Mathematics of computing → Discrete mathematics
Keywords and phrases Freezing automata networks, treewidth, fast parallel algorithm, model check-
ing, prediction, nilpotency, asynchronous reachability, predecessors
1 Introduction
An automata network is a network of n entities, each holding a state from a finite set Q
and evolving according to a local update rule which depends only on its neighbors in the
network’s graph. More concisely, it can be seen as a dynamical system (deterministic or
not) acting on the set Qn. The model can be seen as a non-uniform generalization of (finite)
cellular automata. Automata networks have been used as modelization tools in many areas
[24] and they can also be considered as a distributed computational model with various
specialized definitions like in [46, 47].
An automata network is freezing if there is an order on states such that the state evol-
ution of any node is non-decreasing in any orbit. Several models that received a lot of
attention in the literature are actually freezing automata networks, for instance: bootstrap
percolation which has been studied on various graphs [1, 5, 4, 30], epidemic [16] or forest
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fire [3] propagation models 1, cristal growth models [43, 26] and more recently self-assembly
tilings [45]. On the other hand, their complexity as computational models has been stud-
ied from various point of view: as language recognizers where they corrsepond to bounded
change or bounded communication models [44, 36, 10], for their computational universality
[37, 20, 6], as well as for various associated decision problems [21, 23, 25, 22].
A major topic of interest in automata networks theory is to determine how the network
graph affects dynamical or computational properties [17, 25]. In the freezing case, it was
for instance established that one-dimensional freezing cellular automata, while being Turing
universal via Minsky machine simulation, have striking computational limitations when com-
pared to bi-dimensional ones: they are NL-predictable (instead of P-complete) [37, 29, 44],
can only produce computable limit fixed points starting from computable initial configura-
tions (instead of non-computable ones starting from finite configurations) [37], and have a
polynomial time decidable nilpotency problem (instead of uncomputable) [37].
The present paper aims at understanding what are the key graph parameters which
influence the overall computational complexity of finite freezing automata networks. The
results mentioned earlier show a gap between paths or rings and bi-dimensional grids. Since
Courcelle’s theorem on MSO properties [12], graph parameters like treewidth [41] are often
used in parameterized complexity [14]. Paths or rings have constant treewidth and it is
known that the treewidth of a graph is polynomially related to the size of its largest grid
minor [11]. Therefore treewidth is a natural parameter for our study. However, the situation
is not the same as for MSO model checking since some properties that we are interested in
like nilpotency are actually coNP-hard on trees of unbounded degree (see Remark 11 below).
We thus focus on the maximum degree of graphs as a second parameter. Finally, thanks to
the freezing condition, the alphabet size gives a bound on the maximum number of state
change per node in any orbit: it shall be seen as a third parameter in our problems. Our
contributions are as follows.
Model checking formalism and classical dynamical problems. We first introduce a logical
formalism to express many dynamical properties of our model. It consists in first order for-
mulas where variables represent nodes of the network associated to localized trace predicates
that represent sets of possible orbits projected on a subset of nodes. From there we define
a general model checking problem, that asks whether a given formula is satisfied by a given
freezing automata networks. It takes advantage of the sparse orbits of freezing automata
networks (a bounded number of changes per node in any orbit) which allow to express prop-
erties in the temporal dimension in an efficient way. We show thanks to a kind pumping
lemma on orbits (Lemma 5) that it captures many standard problems in automata network
theory, among which we consider four ones: prediction [21, 20, 29], nilpotency [40, 18, 32],
predecessor [33, 28] and asynchronous reachability [13]. Note that since Boolean circuits
are easily embedded into freezing automata networks, our framework also includes classical
problems on circuit: circuit value problem is a sub-problem of our prediction problem (see
Theorem 25) and SAT is a sub-problem of our nilpotency problem (see Remark 11 and
Theorem 23).
Fast parallel algorithm. We then present a NC algorithm that solves our general model
checking problem on any graph with bounded degree and bounded treewidth (Theorem 19).
It solves in particular the four canonical problems above in NC for such graphs, as well
as circuit value problem and SAT (see [42, 8] for better known results for these specific
1 They are discrete counterparts of the family of spatial SIR/SEIR models [34] (or other variants) which
are sadly famous amid the actual COVID-19 pandemic.
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problems). Note that our algorithm is uniform in the sense that, besides the graph, both
the automata network rule and the formula to test are part of the input and not hidden in
an expensive pre-processing step. As suggested above, temporal traces of the evolution of
a bounded set of nodes have a space efficient representation. However, it is generally hard
to distinguish real orbits projected on a set of nodes from locally valid sequences of states
that respect the transition rule for these nodes. Our algorithm exploits bounded treewidth
and bounded degree to solve this problem via dynamic programming for any finite set of
nodes. In the deterministic case, our algorithm can completely reconstruct the orbit from
the initial configuration.
Hardness results. On the other hand, we prove that our four problems above are complete
in there respective class (NP, coNP, P) when we restrict the input graphs to a constructible
family of polynomial treewidth (Theorems 23, 24 and 25). To do so, we rely on an effi-
cient algorithm to embed arbitrary (but polynomially smaller) digraph into our input graph
(Lemma 22), which relies on polynomial perfect brambles that can be efficiently found in
graphs with polynomially large treewidth [35]. This embedding allows to simulate a pre-
cise dynamics on the desired digraph inside the input graph and essentially lifts us from
the graph family constraint as soon as the treewidth is large enough. Moreover, for prob-
lems prediction (Theorem 25), predecessor and asynchronous reachability (Theorem 24) we
achieve the hardness result with a fixed uniform set-defined rule (i.e. a rule that change
the state of each node depending only on the set of states seen in the neighborhood) which
is not part of the input. This shows that there is a uniform isotropic universally hard rule
for these problems, which makes sense for applications like bootstrap percolation, epidemic
propagation or cristal growth where models are generally isotropic and spatially uniform.
2 Preliminaries
Given a graph G = (V,E) and a vertex v we will call N(v) to the neighborhood of v
and δv to the degree of v. In addition, we define the closed neighborhood of v as the set
N [v] = N(v) ∪ {v} and we use the following notation ∆(G) = max
v∈V
δv for the maximum
degree of G. We will use the letter n to denote the order of G, i.e. n = |V |. Also, if G is a
graph and the set of vertices and edges is not specified we use the notation V (G) and E(G)
for the set of vertices and the set of edges of G respectively. In addition, we will assume
that if G = (V,E) is a graph then, there exist an ordering of the vertices in V from 1 to n.
During the rest of the text, every graph G will be assumed to be connected and undirected.
We define a class or a family of graphs as a set G = {Gn}n≥1 such that Gn = (Vn, En) is a
graph and |Vn| = n.
Non-deterministic freezing automata networks. Let Q be a finite set that we will call
an alphabet. We define a non-deterministic automata network in the alphabet Q as a tuple
(G = (V,E),F = {Fv : QN(v) → P(Q)|v ∈ V })) where P(Q) is the power set of Q. To every
non-deterministic automata network we can associate a non-deterministic dynamics given
by the global function F : Qn → P(Qn) defined by F (x) = {x ∈ Qn|xv ∈ F (x)v}.
◮ Definition 1. Given a a non-deterministic automata network (G,F) we define an orbit of
a configuration x ∈ Qn at time t as a sequence (xs)0≤s≤t such that x0 = x and xs ∈ F (xs−1).
In addition, we call the set of all possible orbits at time t for a configuration x as O(x, t).
Finally, we also define the set of all possible orbits at time t as O(A, t) =
⋃
x∈Qn
O(x, t)
We say that a non-deterministic automata network (G,F) defined in the alphabet Q satisfies
the freezing property or simply that it is freezing if there exists a partial order ≤ in Q such
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that for every t ∈ N and for every orbit y = (xs)0≤s≤t ∈ O(A, t) we have that xis ≤ x
i
s+1
for every 0 ≤ s ≤ t and for every 0 ≤ i ≤ n. Let y = (xs)0≤s≤t be an orbit for a non-
deterministic automata network (G,F) and S ⊆ V we define the restriction of y to S as the
sequence z ∈ (Qt)|S| such that xvs = z
v
s for every v ∈ V .
◮ Definition 2. Given a a non-deterministic automata network (G,F) and a set S ⊆ V , we
define the set of S-restricted orbits as the set T (S, t) = {z = (xs)s≤t ∈ Q|S| | ∃y ∈ O(t) :
y|S = z}. When S = {v} we simply write T (v, t) for T ({v}, t).
During the rest of the text and we use the notation z = x|S . Finally, if A = (G,F) is a
non-deterministic freezing automata network such that for every v ∈ V (G), Fv ∈ F is such
that |Fv(x)| = 1, for all x ∈ QN(v) then, we say that A is deterministic and view local rules
as maps Fv : Q
N(v) → Q to simplify notations.
Tree decompositions and treewidth. Let G = (V,E) be a connected graph. A subgraph
P of G is said to be a path if V (P ) = {v1, . . . , vk} where every vi is different and E(P ) =
{v1v2, v2v3 . . . , vk−1vk}. We define the lenght of a path P in G as the number of edges of
P . Given two vertices u, v ∈ V (G) we say that P is a v-u path if v1 = v and vk = u We say
that P is a cycle if k ≥ 3 and vk = v1. We say that G is a tree-graph or simply a tree if
it does not have cycles as subgraphs. Usually, we will distinguish certain node in r ∈ V (G)
that we will call the root of G. Whenever G is a tree and there is a fixed vertex r ∈ V (G)
we will call G a rooted tree-graph. In addition, we will say that v ∈ V (G) is a leaf if δv = 1.
Straightforwardly the choice of r induces a partial order in the vertices of G given by the
distance (length of the unique path) between a node v ∈ V (G) and the root r. We define
the height of G (and we write it as h(G)) as the longest path between a leaf and r. We say
that a node v is in the (h(G) − k)-th level of a tree-graph G if the distance between v and
r is k and we write v ∈ Lh(G)−k. We will call the children of a node v ∈ Lk to all w ∈ N(v)
such that w is in level k − 1.
◮ Definition 3. Given a graph G = (V,E) a tree decomposition is pair D = (T,Λ) such that
T is a tree graph and Λ is a family of subsets of nodes Λ = {Xt ⊆ V | t ∈ V (T )}, called bags,
such that:
Every node in G is in some Xt, i.e:
⋃
t∈V (T )
Xt = V
For every e = uv ∈ E there exists t ∈ V (T ) such that u, v ∈ Xt
For every u, v ∈ V (T ) if w ∈ V (T ) is in the v-y path in T , then Xu ∩Xv ⊆ Xw
We define the width of a tree decompostion D as the amount width(D) = max
t∈V (T )
|Xt| − 1.
Given a graph G = (V,E), we define its treewidth as the parameter tr(G) = min
D
width(D).
In other words, the treewidth is the minimum width of a tree decomposition of G. Note that,
if G is a connected graph such that |E(G)| ≥ 2 then, G is a tree if and only if tw(G) = 1.
It is well known that, given an arbitrary graph G, and k ∈ N, the problem of deciding if
tw(G) ≤ k is NP-complete [2]. Nevertheless, if k is fixed, that is to say, it is not part of the
input of the problem then, there exist efficient algorithms that allow us to compute a tree-
decomposition of G. More precisely, it is shown that for every constant k ∈ N and a graph G
such that tw(G) ≤ k, there exist a log-space algorithm that computes a tree-decomposition
of G [15]. In addition, in Lemma 2.2 of [7] it is shown that given any tree decomposition of
a graph G, there exist a fast parallel algorithm that computes a slightly bigger width binary
tree decomposition of G. More precisely, given a tree decomposition of width k, the latter
algorithm computes a binary tree decomposition of width at most 3k + 2. We outline these
results in the following proposition:
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◮ Proposition 4. Let n ≥ 2, k ≥ 1 and let G = (V,E) with |V | = n be a graph such that
tw(G) ≤ k . There exists a CREW PRAM algorithm using O(log2 n) time, nO(1) processors
and O(n) space that computes a binary treewidth decomposition of width at most 3k + 2 for
G.
3 Localized Trace Properties and Model Checking
In this section we formalize the general model checking problem we consider on our dy-
namical systems. Freezing automata network have temporally sparse orbits, however the
set of possible configurations is still exponential. Our formalism takes this into account by
considering properties that are spatially localized but without restriction in their temporal
expressive power. We will consider first order formulae where variables represent nodes of
the network equipped with any predicate on orbits restricted to these nodes.
Syntax. Given a set X of variables, an ordered alphabet (Q,≤) and an integer t, a
(X,Q, t)-sequence is a collection of ≤-increasing sequences of elements of Q of length t,
indexed by X : formally it is an element of (Qt)X . We call (X,Q, t)-specification any set
of (X,Q, t)-sequences. Then, a (X,Q, t)-formula with set of free variables X is defined
inductively as one of the following:
a predicate of the form T (X, t) ⊆ S where S is a (X,Q, t)-specification,
a Boolean combination of (X ′, Q, t)-formulae each such that X ′ ⊆ X ,
a formula of the form ∃y, φ where φ is a (X ∪ {y}, Q, t)-formula and y 6∈ X ,
a formula of the form ∀y, φ where φ is a (X ∪ {y}, Q, t)-formula and y 6∈ X .
A (X,Q, t)-formula is in normal form with k quantifiers if it is in the form of a prefix of
k quantifiers on variables y1, . . . , yk followed by a (X ∪ {y1, . . . , yk}, Q, t)-formula without
quantifiers where X ∩ {y1, . . . , yk} = ∅. A (Q, t)-formula is just a closed formula, i.e. a
(X,Q, t)-formula with X = ∅.
Semantics. The semantics of our formulae follows from the interpretation of variables as
network nodes and corresponds to the intuition that all considered orbits have the desired
property when restricted to the interpreted nodes. Formally, a set of orbits O ⊆ (Qt)V for
a set of nodes V satisfies a (X,Q, t)-formula φ under interpretation ι : X → V when O is
not empty and:
or φ = T (X, t) ⊆ S where S is a (X,Q, t)-specification and any ι(X)-restricted orbit
τ ∈ (Qt)ι(X) ∩ O verifies ∀x ∈ X, τ(ι(x)) = τ ′(x) for some τ ′ ∈ S;
or φ is a Boolean combination of (X,Q, t)-formulae and the Boolean combination of
satisfaction of each formula is true;
or φ is of the form ∃y, φ where φ is a (X ∪ {y}, Q, t)-formula and y 6∈ X , and there exists
a node v ∈ V such that A satisfies φ under the interpretation ι ∪ y 7→ v;
or φ is of the form ∀y, φ where φ is a (X ∪ {y}, Q, t)-formula and y 6∈ X , and for any
node v ∈ V it holds that A satisfies φ under the interpretation ι ∪ y 7→ v.
Note that the interpretation of variables as nodes in this formalism is common to all
orbits. We cannot express properties like if the initial configuration contains state q0 then
state q0 is still present somewhere in the network after t steps. We will often make a slight
abuse of notation below using (S,Q, t)-specifications for S a subset of vertices, to actually
represent both a specification and a canonical interpretation of variables as the identity map
ι : S → S. It is straightforward to check that any formula can be turned into normal form.
Pumping lemma on orbits. The following lemma shows that for all freezing automata
networks the set of orbits of any length restricted to a set of nodes is determined by the
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set of orbits of fixed (polynomial) length restricted to these nodes. Moreover, if the set of
considered nodes is finite, then the fixed length can be chosen linear.
◮ Lemma 5. Let Q be an alphabet, V a set of nodes with |V | = n and U ⊆ V . Let L =
|U ||Q|(|Q|n + 1). Then if two non-deterministic freezing automata have the same set of
orbits restricted to U of length L then they have the same set of orbits restricted to U of any
length.
Model checking problem. As detailed below, this lemma allows to restrict all orbits in our
problems to a polynomial length in the size n of the considered graph without loss of gener-
ality. In the sequel, the number of possible (X,Q, t)-sequences will always be polynomial in
n (with an exponent depending on |X |) and tehrefore a (X,Q, t)-specification can be repres-
ented in polynomial space (as a Boolean vector indicating the allowed (X,Q, t)-sequences).
Also, in the absence of explicit mention, all the considered graphs will have bounded degree
∆ by default, so a freezing automata network rule can be represented as bounded size (
|Q||Q|
∆
) local update rules for each node.
◮ Definition 6. Let t ∈ N. We say that a (V,Q, t)-specification I is parallelizable if it is of
the form I = {s ∈ (Qt)V : sv ∈ Iv, ∀v} where Iv are ({v}, Q, t)-specifications.
The general model checking problem we consider asks whether a given freezing automata
network verifies a given localized trace property on the set of orbits whose restriction on
each node adheres to a given parallelizable specification.
⊲ Problem 7 (General model checking problem).
Parameters: alphabet Q, family of graphs G of max degree ∆, number of quantifiers k.
Input:
1. a non-deterministic freezing automata network A = (G,F ) on alphabet Q, with set
of nodes V and G ∈ G;
2. a parallelizable (V,Q, t)-specification I, which specifies a set of orbits O = O(A, t) ∩ I;
3. a (Q, t)-formula φ in normal form with at most k quantifiers.
Question: does O satisfy φ?
Among the various special cases of the general model checking problem above we would
like to put forward the following ones which appeared in the literature.
Four canonical problems. When studying a dynamical system, one is often interested
in determining properties of the future state of the system given its initial state. Various
prediction problems have been studied in the literature where we ask for a property of the
evolution at a given node.
⊲ Problem 8 (Prediction problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
Input:
1. a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V with n = |V | and G ∈ G;
2. an initial configuration c ∈ QV
3. a node v ∈ V and a ({v}, Q, t)-specification Sv of length t ∈ N
Question: does the orbit of c restricted to v satisfies specification Sv?
We can always suppose t ∈ O(n) by Lemma 5, and since an initial configuration can be
specified as a ({v}, Q, t)-specification for each node v, this prediction problem is clearly a
subproblem of the general model checking problem. Note that a specification at a fixed node
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allows to ask various questions considered in the literature: what will be the state of the
node at a given time [20, 29], will the node change its state during the evolution [21, 23, 22],
or, thanks to Lemma 5, what will be state of the node once a fixed point is reached [37,
section 5]. Note that the classical circuit value problem for Boolean circuits easily reduces
to the prediction problem above when we take G to be the DAG of the Boolean circuit and
choose local rules at each node that implement circuit gates. Theorem 25 below gives a
much stronger result using such a reduction where the graph and the rule are independent
of the circuit.
We now turn to the classical problem of finding predecessors back in time to a given
configuration [33, 27].
⊲ Problem 9 (Predecessor Problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
Input:
1. a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V with n = |V | and G ∈ G ;
2. a configuration c ∈ QV
3. a time t ∈ N
Question: ∃y ∈ QV : F t(y) = c?
Again, the configuration in the input can be given through the ({v}, Q, t)-specification at
each node v, so this is a subproblem of our general model checking problem.
Deterministic automata networks have ultimately periodic orbits. When they are freez-
ing, any configuration reaches a fixed point. Nilpotency asks whether their is a unique fixed
point whose basin of attraction is the set of all configurations. It is a fundamental problem
in finite automata networks theory [40, 18] as well as in cellular automata theory where the
problem is undecidable for any space dimension [32], but whose decidability depends on the
space dimension in the freezing case [37].
⊲ Problem 10 (Nilpotency problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
Input: a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V and G ∈ G;
Question: is there t ≥ 1 such that F t(QV ) is a singleton?
To see this problem as a particular case of our general model checking problem, one first
uses Lemma 5 to fix t = λ(n) where λ(n) is an apropriate polynomial and then express that
Fλ(n)(QV ) is a singleton as the following (Q, λ(n))-formula: ∀v,
∨
q0∈Q
T (v, λ(n)) ⊆ Q∗q0.
It is straightforward to reduce coloring problems (does the graph admit a proper coloring
with colors in Q) and more generally tilings problems to nilpotency using an error state that
spread across the network when a local condition is not satisfied (note that tiling problem
are known to be tightly related to nilpotency in cellular automata [32]). Using the same
idea one can reduce SAT to nilpotency by choosing G to be the DAG of a circuit computing
the given SAT formula (see Theorem 23 below for a stronger reduction that works on any
family of graphs with polynomial treewidth).
◮ Remark 11. If we allow the input automata network to be associated to a graph of un-
bounded degree (the local rule is then given as a circuit), it is possible to reduce any state
instance to an automata network on a star graph with alphabet Q = {0, 1, ǫ} where the
central node simply checks that the Boolean values on leafs represent a satisfying instance
of the SAT formula and produces a ǫ state that spreads over the network if it is not the case.
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The circuit representing the update rule of each node is NC in this case, and the automata
network is nilpotent if and only if the formula is not satisfiable.
Given a deterministic freezing automata network of global rule F : QV → QV , we define
the associated non-deterministic global rule F ∗ where each node can at each step to apply
F or to stay unchanged, formally: F ∗v (c) = {Fv(c), cv}. It represents the system F under
totally asynchronous update mode.
⊲ Problem 12 (Asynchronous reachability Problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
Input:
1. a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V with n = |V | and G ∈ G;
2. an initial configuration c0 ∈ QV
3. a final configuration c1 ∈ QV
Question: can c1 is reached starting from c0 under F
∗?
Note that no bound is given in the problem for the time needed to reach the target config-
uration. However, Lemma 5 ensures that c1 can be reached from c0 if and only if it can
be reach in a polynomial number of steps (in n). Thus this problem can again be seen
as a sub-problem of our general model checking problem. This bound on the maximum
time needed to reach the target ensures that the problem is NP (a witness of reachability
is an orbit of polynomial length). Note that the problem is PSPACE-complete for general
automata networks: in fact it is PSPACE-complete even when the networks considered are
one-dimensional (network is a ring) cellular automata (same local rule everywhere) [13].
4 A fast-parallel algorithm for the General Model Checking Problem
In this section we present a fast-parallel algorithm for solving General model checking problem
when the input graph is restricted to the family of graphs with bounded degree and treewidth.
More precisely, we show that the problem can be solved by a CREW PRAM that runs in the
time O(log2(n)) where n is the amount of nodes of the network. Thus, restricted to graphs of
bounded degree and bounded treewidth, General model checking problem belongs to the class
NC. Roughly speaking, in order to achieve this aim, our main strategy consists in expressing
certain instance of the latter problem as a boolean combination of a polynomial amount of
sub-instances of certain problem, that is, in some way, easier to study. Generally speaking,
this decision problem consists in answering if given a parallel specification and a specification
related to a fixed constant size set of vertices, the automata network is capable of exhibiting
orbits satisfying both specifications or not. More precisely, it is the case in which we consider
General model checking problem with φ as a (S,Q, t)-specification with S ⊆ V is a constant
size set of vertices. We call this problem Specification Checking problem. Note also that it is
possible to think in Specification Checking problem as a generalized non-deterministic version
of Prediction problem. In general terms, the parallelizable specification I plays the role of
the initial condition and the specification E plays the role of the verification on the final
state of certain vertex v at time t. In addition, it is easy to check that in the case in which
A is a deterministic freezing automata network, we can, given a configuration x, define an
specification I(x) such that the problem with E being simply the elements of (Qt)v such
that its final state is not given by xv, correspond to Prediction problem with x as a initial
condition.
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To explain how our main algorithm solve the latter problem, we will divide it in a number
of sub-routines, that can be executed efficiently in parallel. Then, we will present an NC
algorithm for Specification Checking problem as a combination of this sub-routines. Finally,
we present our algorithm for solving General model checking problem in terms of these latter
results. We begin fixing sets Q, G, and natural numbers ∆ and k. Let A = (G,F), t, I,
S and E be an instance of the Specification Checking Problem, that we consider for the
following definitions.
◮ Definition 13. A locally-valid trace of a node v ∈ V is a (N [v], Q, t)-sequence α : N [v]→
Qt such that:
1. α(v)s+1 ∈ Fv((α(u)s)u∈N [v]) for all 0 ≤ s < t,
2. α(v) belongs to Iv.
We call the set of all locally-valid traces of v as LV T (v)
Roughly speaking, a locally-valid trace of a vertex v is a sequence of state-transitions of
all the vertices in N [v] which are consistent with local rule of v, but not necessarily consistent
with the local-rules of the vertices in N(v). We also ask that the state-transitions of v satisfy
the ({v}, Q, t)-specification Iv.
Given two finite sets A,B, and a function f : A→ B. We define the restriction function
of f to a subset A′ ⊆ A as the function f |′A : A
′ → B such that, for all v ∈ A′ we have that
f |′A(v) = f(v).
◮ Definition 14. Let U ⊆ V be such that S ⊆ U . A partially-valid trace of a set of nodes
U ⊆ V is a (N [U ], Q, t)-sequence β : N [U ]→ Qt such that:
1. β|N [v] belongs to LV T (v) for each v ∈ U ,
2. β|S belongs to E.
We call the set of all partially-valid traces of U as PV T (U)
Roughly, a partially-valid trace for a set U containing S, is a sequence of state-transition
of all the vertices in N [U ], which are consistent with the local rules of all vertices in U , but
not necessarily consistent with the local-rules of the vertices in N(U). We also ask that the
state-transitions of the vertices in S satisfy the (S,Q, t)-specification E .
Let (W,F, {Uw : w ∈ W}) be a rooted binary-tree-decomposition of graph G with root r,
that we assume that has width at most (3 tw(G)+2). Call now T = (W,F, {Xw∪S : w ∈W})
the binary-tree-decomposition of width (3 tw(G)+ 2+ k), where we include on each bag the
set S. For w ∈ W let us call Xw = Uw ∪ S the bag associated to w. We call Tw the set of
all the descendants of w, including w.
Our algorithm consists in a dynamic programming scheme over the bags of the tree.
First, we assume that PV T (Xw) is nonempty for all bags w ∈ W , otherwise the answer of
the Specification Checking problem is false. For each bag w ∈ T and βw ∈ PV T (Xw) we call
Solw(β
w) the partial answer of the problem on the vertices contained bags in Tw, when the
locally-valid traces of the vertices in Xw are induced by β
w. We say that Solw(β
w) = accept
when it is possible to extend βw into a partially-valid trace of all the vertices in bags of Tw,
and reject otherwise. More precisely, if w is a leaf of T , we define Solw(β
w) = accept
for all βw ∈ PV T (Xw). For the other bags, Solw(βw) = accept if and only if exists a
β ∈ PV T (
⋃
z∈Tw
Xz) such that β(u) = β
w(u), for all u ∈ Xw. Observe that the instance of
the Specification Checking problem is accepted when there exists a βr ∈ PV T (Xr) such that
Solr(β
r) = accept. The following lemma is the core of our dynamic programming scheme:
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◮ Lemma 15. Let w be a bag of T that is not a leaf and βw ∈ PV T (Xw). Then Solw(βw) =
accept and only if for each child v of w in Tw there exists a β
v ∈ PV T (Xv) such that
1. βw(u) = βv(u) for all u ∈ N [Xw] ∩N [Xv],
2. Solv(β
v) = accept
In order to solve our problem efficiently in parallel, we define a data structure that
allows us efficiently encode locally-valid traces and a partially-valid traces. More precisely,
in N [v] there are at most |Q|∆ possible state transitions. Therefore, when t is comparable
to n, most of the time the vertices in N [v] remain in the same state. Then, in order to
efficiently encode a trace, it is enough to keep track only of the time-steps on which some
state-transition occurs. We are now ready to give our algorithm solving the Specification
Checking problem.
◮ Lemma 16. Specification Checking problem can be solved by an CREW PRAM algorithm
running in time O(log2 n) and using nO(1) processors on graphs of bounded treewidth.
◮ Remark 17. Note that latter lemma not only computes the answer of Specification Checking
problem but it also gives the coding of the S-restricted orbits satisfying specifications I and
E simultaneously.
Now that we have an algorithm for the Specification Checking problem, we are ready to
tackle the General model checking problem. First, consider the following technical lemma,
which essentially states that General model checking problem can be reduced to a polynomial
number of instances of the Specification Checking problem.
◮ Lemma 18. Let k ∈ N and A a freezing non-deterministic automata network. For each
(Q, t)-formula φ with k quantifiers there exist r = nO(k), a boolean combination ψ = ψ(φ) :
{0, 1}r → {0, 1}, a collection of sub sets S1, . . . , Sr such that |Si| = O(k) and a sequence of
(Si, Q, t)-specifications Ei for i = 1 . . . , r such that A satisfies φ if and only if A satisfies the
boolean combination ψ of every satisfability value in each specification E1 . . .Er. Moreover,
there is an CREW PRAM algorithm that given φ computes the sets S1, . . . , Sr and Ei using
nO(1) processors and time O(log n).
Now we are ready to give the main result of this section. Roughly, as a direct consequence of
the latter lemma, we will show that decide General model checking problem can be done by
deciding a polynomial amount of sub-instances of Specification Checking problem and thus,
we show that there exist a NC-Turing reduction.
◮ Theorem 19. Restricted to graphs of bounded treewidth, we have that
General model checking problem ≤NC
2
T Specification Checking problem
◮ Corollary 20. Restricted to graphs of bounded treewidth, General model checking problem
is decidable in NC.
◮ Remark 21. We would like to remark that in the case in which the freezing automata
network A = (G,F) is deterministic, we can say a lot more using latter algorithms. Giving
t and an initial condition x ∈ Qn, we are actually capable of testing any global dynamic
property in NC provided that this property has F t(x) as input and it is decidable in NC.
In fact, note that given an initial condition x ∈ Qn, there is only one possible orbit for each
node v ∈ V (G). Therefore, as a consequence of Remark 17 we are able to calculate the
global evolution of the system in time t starting from x.
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5 Hardness results for polynomial treewidth networks
We say a family of graphs G has polynomial treewidth if there is a polynomial map pG
such that for any G = (V,E) ∈ G it holds tw(G) ≥ pG(|V |). Moreover, we say the family is
constructible if there is a polynomial time algorithm that given n produces a connex graph
Gn ∈ G with n nodes. The following lemma is based on a polynomial time algorithm to
find large perfect brambles in graphs [35]. This structure allows to embed any digraph in an
input graph with sufficiently large treewidth via path routing while controlling the maximum
number of intersections per node of the set of paths.
◮ Lemma 22 (Subgraph routing lemma). For any family G of graphs with polynomial treewidth,
there is a polynomial map p and a deterministic polynomial time algorithm that, given any
graph G = (V,E) ∈ G and any digraph D = (V ′, E′) of maximum (in/out) degree ∆ and size
at most p(|V |), outputs:
a mapping µ : V ′ → V such that, for each v ∈ V , µ−1(v) contains at most two elements,
a collection C = (pe′ )e′∈E′ of paths connecting µ(v′1) to µ(v
′
2) for each (v
′
1, v
′
2) ∈ E
′, and
such that any node in V belongs to at most 4∆ paths from C.
◮ Theorem 23. For any family G of constructible graphs of polynomial treewidth, the problem
nilpotency is coNP-complete.
When giving an automata network as input, the description of the local functions depends
on the underlying graph (and in particular the degree of each node). However, some local
functions are completely isotropic and blind to the number of neighbors and therefore can be
described once for all graphs. This is the case of local functions that only depends on the set
of states present in the neighborhood. Indeed, given a map ρ : Q× 2Q → Q and any graph
G = (V,E), we define the automata network on G with local functions Fv : Q
N(v) → Q
such that Fv(c) = ρ
(
c(v), {c(v1), . . . , c(vk)}
)
where N(v) = {v1, . . . , vk} is the neighborhood
of v which includes v. We then say that the automata network is set defined by ρ. We
will prove the next two hardness results with a fixed set defined rule, showing that there
is a uniform and universally hard rule on graphs of polynomial treewidth for predecessor
and asynchronous reachability problems. The proof below uses again Lemma 22 to embed
arbitrary circuits like in theorems above, but the difference here is that the circuit embedding
is written in the configuration and is not hardwired into the local rule. Moreover, the
reduction also uses L(1, 1) graph coloring [9] to deal with communication routing in a set
defined rule in a similar way as in a radio network.
◮ Theorem 24. There exists a map ρ : Q× 2Q → Q such that for any family G of con-
structible graphs of polynomial treewidth and bounded degree, the problems predecessor and
asynchronous reachability are both NP-complete when restricted to G and automata networks
set-defined by ρ.
In the remaining of this section, we focus on the prediction problem for families of graphs
with polynomial treewidth. In particular, we are interested in deriving an analogous of
Theorem 24 for prediction problem. Nevertheless, as a log-space or a NC reduction of some
P-complete problem is required, most of the latter results that worked for Theorem 24 are not
necessarily valid in this context as we only know that there exist polynomial time algorithms
that compute certain needed structures. In order to face this task, our approach is based in
slightly modifying the input of our prediction problem and then show that we can efficiently
compute paths in a polynomial treewidth graph G. The latter will allow us to show that we
have an analogous of subgraph routing lemma (Lemma 22). In particular, as it is not clear
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if the perfect bramble structures used in order to obtain Lemma 22 are calculable in NC or
in log-space, we need to modify the problem in order to show that there exists a log-space
reduction or an NC reduction of circuit value problem (CVP) in this particular variation
of prediction, and thus that it is P-complete. More precisely, we add a perfect bramble of
polynomial size to the input of Prediction problem. We call this modified version of prediction
Routed Prediction problem. Now, having this latter problem in mind, we slightly modify the
definition of a constructible familly of graphs G of polynomial treewidth introduced at the
begining of this section: we define a routed collection of graphs of polynomial treewidth to
the set G = {(Gn,Bn)}n∈N such that Gn is an undirected connected graph of order n and
treewidth tw(Gn) ≥ p(n) and Bn is a perfect bramble such that |Bn| ≥ p′(n) where p and p′
are polynomials. We say a that a routed collection of graphs of polynomial treewidth G is log-
constructible if there is a log-space algorithm that given n produce the tuple (Gn,Bn) ∈ G.
As we will be working with a log-constructible collection of routed graphs, we would like
to say that we could have the result of Lemma 22 in order to show the main result of this
section. Nevertheless, in order to do that, we need to have a log-space or a NC algorithm
computing the paths that we will be using for the proof of the main result. More precisely, we
need to compute the function µ and the collection of paths C. Fortunately, in [39, Theorem
5.3] it is shown that there exist a log-space algorithm that accomplish this task. Finally, as
in the proof of Theorem 24, we need a proper coloring of the square graph G2 in order to
broadcast information through the paths in the collection C without encountering problems
in the nodes that are in different paths at the same time. Fortunatly, we can do this in
NC as it is stated in [19, Theorem 3]. We are now in condition of showing our main result
concerning routed prediction problem:
◮ Theorem 25. There exists a map ρ : Q× 2Q → Q such that Routed Prediction problem
is P-complete restricted to any family G of log-constructible routed collection of graphs of
polynomial treewidth.
6 Discussion
In this paper, we established the key role of treewidth and maximum degree in the com-
putational complexity of freezing automata networks. We believe that our results can be
extended in several ways.
First, our algorithm for the general model checking problem is not as efficient as known
algorithms for specific sub-problems [8] and it would be interesting to establish hardness
results in the NC hierarchy to make this gap more precise. In the same vein, our algorithm
doesn’t yield fixed parameter tractability results for any of the parameters (treewidth, de-
gree, alphabet), and we believe that hardness results in the framework of parameterized
complexity [14] could be established here to clarify the situation. We could also consider in-
termediate treewidth classes (non-constant but sub-polynomial). Concerning these complex-
ity questions, we think that considering other (more restrictive) parameters like pathwidth
could definitely help to obtain better bounds.
Besides, one might wonder whether the set of dynamical properties that are efficiently
decidable on graphs of bounded degree and treewidth could be in fact much larger than
what gives our model checking formalism. This question remains largely open, but we can
already add ingredients in our formalism (for instance, a relational predicate representing
the input graph structure). We however conjecture that there are NP-hard properties for
freezing automata network on trees of bounded degree that can be expressed in the following
language: first order quantification on configurations together with a reachability predicate
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(configuration y can be reached from x in the system).
Finally, we think that we can push our algorithm further and partly release the constraint
on maximum degree (for instance allowing a bounded number of nodes of unbounded degree).
This can however not work in the general model checking setting as shown in Remark 11.
References
1 Hamed Amini and Nikolaos Fountoulakis. Bootstrap percolation in power-law random graphs.
Journal of Statistical Physics, 155(1):72–92, feb 2014. doi:10.1007/s10955-014-0946-6.
2 Stefan Arnborg, Derek G. Corneil, and Andrzej Proskurowski. Complexity of finding embed-
dings in a k-tree. SIAM Journal on Algebraic Discrete Methods, 8(2):277–284, April 1987.
URL: https://doi.org/10.1137/0608024, doi:10.1137/0608024.
3 Per Bak, Kan Chen, and Chao Tang. A forest-fire model and some thoughts on turbulence.
Physics Letters A, 147(5):297 – 300, 1990. doi:10.1016/0375-9601(90)90451-S.
4 József Balogh and Béla Bollobás. Bootstrap percolation on the hypercube. Probability Theory
and Related Fields, 134(4):624–648, jul 2005. doi:10.1007/s00440-005-0451-6.
5 József Balogh, Béla Bollobás, Hugo Duminil-Copin, and Robert Morris. The sharp threshold
for bootstrap percolation in all dimensions. Transactions of the American Mathematical
Society, 364(5):2667–2701, may 2012. doi:10.1090/s0002-9947-2011-05552-2.
6 Florent Becker, Diego Maldonado, Nicolas Ollinger, and Guillaume Theyssier. Universality in
freezing cellular automata. In Sailing Routes in the World of Computation - 14th Conference
on Computability in Europe, CiE 2018, Kiel, Germany, July 30 - August 3, 2018, Proceedings,
pages 50–59, 2018. doi:10.1007/978-3-319-94418-0_5.
7 Hans L. Bodlaender and Torben Hagerup. Parallel algorithms with optimal speedup for
bounded treewidth. SIAM Journal on Computing, 27(6):1725–1746, December 1998. URL:
https://doi.org/10.1137/s0097539795289859, doi:10.1137/s0097539795289859.
8 S. R. Buss. The boolean formula value problem is in ALOGTIME. In Proceedings of the
nineteenth annual ACM conference on Theory of computing - STOC '87. ACM Press, 1987.
doi:10.1145/28395.28409.
9 T. Calamoneri. The l(h,k)-labelling problem: A survey and annotated bibliography. The
Computer Journal, 49(5):585–608, February 2006. doi:10.1093/comjnl/bxl018.
10 Olivier Carton, Bruno Guillon, and Fabian Reiter. Counter machines and distributed auto-
mata. In Cellular Automata and Discrete Complex Systems, pages 13–28. Springer Interna-
tional Publishing, 2018. doi:10.1007/978-3-319-92675-9_2.
11 Chandra Chekuri and Julia Chuzhoy. Polynomial bounds for the grid-minor theorem. Journal
of the ACM, 63(5):1–65, dec 2016. doi:10.1145/2820609.
12 Bruno Courcelle. The monadic second-order logic of graphs. i. recognizable sets of finite graphs.
Information and Computation, 85(1):12–75, mar 1990. doi:10.1016/0890-5401(90)90043-h.
13 Alberto Dennunzio, Enrico Formenti, Luca Manzoni, Giancarlo Mauri, and Antonio E. Por-
reca. Computational complexity of finite asynchronous cellular automata. Theoretical Com-
puter Science, 664:131–143, February 2017. doi:10.1016/j.tcs.2015.12.003.
14 Rodney G. Downey and Michael R. Fellows. Fundamentals of Parameterized Complexity.
Springer London, 2013. doi:10.1007/978-1-4471-5559-1.
15 Michael Elberfeld, Andreas Jakoby, and Till Tantau. Logspace versions of the theorems
of bodlaender and courcelle. In 2010 IEEE 51st Annual Symposium on Foundations of
Computer Science. IEEE, October 2010. URL: https://doi.org/10.1109/focs.2010.21,
doi:10.1109/focs.2010.21.
16 M.A. Fuentes and M.N. Kuperman. Cellular automata and epidemiological models with
spatial dependence. Physica A: Statistical Mechanics and its Applications, 267(3–4):471 –
486, 1999.
17 Maximilien Gadouleau. On the influence of the interaction graph on a finite dynamical system.
Natural Computing, to appear. URL: https://arxiv.org/abs/1805.12247.
14 On the impact of treewidth in the computational complexity of freezing dynamics
18 Maximilien Gadouleau and Adrien Richard. Simple dynamics on graphs. Theoretical Com-
puter Science, 628:62–77, may 2016. doi:10.1016/j.tcs.2016.03.013.
19 Andrew Goldberg, Serge Plotkin, and Gregory Shannon. Parallel symmetry-breaking in sparse
graphs. In Proceedings of the nineteenth annual ACM symposium on Theory of computing,
pages 315–324, 1987.
20 E. Goles, N. Ollinger, and G. Theyssier. Introducing freezing cellular automata. In Exploratory
Papers of Cellular Automata and Discrete Complex Systems (AUTOMATA 2015), pages 65–
73, 2015.
21 Eric Goles, Diego Maldonado, Pedro Montealegre, and Nicolas Ollinger. On the computational
complexity of the freezing non-strict majority automata. In Cellular Automata and Discrete
Complex Systems - 23rd IFIP WG 1.5 International Workshop, AUTOMATA 2017, Milan,
Italy, June 7-9, 2017, Proceedings, pages 109–119, 2017. doi:10.1007/978-3-319-58631-1_9.
22 Eric Goles, Diego Maldonado, Pedro Montealegre, and Martín Ríos-Wilson. On the complexity
of asynchronous freezing cellular automata, 2019. arXiv:1910.10882.
23 Eric Goles, Diego Maldonado, Pedro Montealegre-Barba, and Nicolas Ollinger. Fast-parallel
algorithms for freezing totalistic asynchronous cellular automata. In Cellular Automata -
13th International Conference on Cellular Automata for Research and Industry, ACRI 2018,
Como, Italy, September 17-21, 2018, Proceedings, volume 11115 of Lecture Notes in Computer
Science, pages 406–415. Springer, 2018. doi:10.1007/978-3-319-99813-8_37.
24 Eric Goles and Servet Martínez. Neural and Automata Networks: Dynamical Behavior and
Applications. Kluwer Academic Publishers, Norwell, MA, USA, 1990.
25 Eric Goles, Pedro Montealegre-Barba, and Ioan Todinca. The complexity of the bootstrap-
ing percolation and other problems. Theoretical Computer Science, 504:73–82, sep 2013.
doi:10.1016/j.tcs.2012.08.001.
26 Janko Gravner and David Griffeath. Cellular automaton growth on z2: Theorems, examples,
and problems. Advances in Applied Mathematics, 21(2):241 – 304, 1998.
27 Frederic Green. NP-complete problems in cellular automata. Complex Systems, 1, 01 1987.
28 Raymond Greenlaw, H James Hoover, Walter L Ruzzo, et al. Limits to parallel computation:
P-completeness theory. Oxford University Press on Demand, 1995.
29 D. Griffeath and C. Moore. Life without death is P-complete. Complex Systems, 10, 1996.
30 Alexander E. Holroyd. Sharp metastability threshold for two-dimensional bootstrap percola-
tion. Probability Theory and Related Fields, 125(2):195–224, 2003.
31 Joseph JáJá. An Introduction to Parallel Algorithms. Addison Wesley Longman Publishing
Co., Inc., USA, 1992.
32 J. Kari. The Nilpotency Problem of One-dimensional Cellular Automata. SIAM Journal on
Computing, 21:571–586, 1992.
33 Akinori Kawachi, Mitsunori Ogihara, and Kei Uchizawa. Generalized predecessor existence
problems for boolean finite dynamical systems on directed graphs. Theoretical Computer
Science, 762:25–40, March 2019. doi:10.1016/j.tcs.2018.08.026.
34 William Ogilvy Kermack and A. G. McKendrick. A contribution to the mathematical theory of
epidemics. Proceedings of the Royal Society of London. Series A, Containing Papers of a Math-
ematical and Physical Character, 115(772):700–721, aug 1927. doi:10.1098/rspa.1927.0118.
35 Stephan Kreutzer and Siamak Tazari. On brambles, grid-like minors, and parameterized
intractability of monadic second-order logic. In Proceedings of the Twenty-First Annual ACM-
SIAM Symposium on Discrete Algorithms, SODA 2010, Austin, Texas, USA, January 17-19,
2010, pages 354–364. SIAM, 2010. doi:10.1137/1.9781611973075.30.
36 Martin Kutrib and Andreas Malcher. Cellular automata with sparse communication. Theor.
Comput. Sci., 411(38-39):3516–3526, 2010. doi:10.1016/j.tcs.2010.05.024.
37 Nicolas Ollinger and Guillaume Theyssier. Freezing, bounded-change and convergent cellular
automata. CoRR, abs/1908.06751, 2019. arXiv:1908.06751.
38 Vijaya Ramachandran et al. Parallel algorithms for shared-memory machines. In Algorithms
and Complexity, pages 869–941. Elsevier, 1990.
E. Goles, P. Montealegre, M. Ríos-Wilson, G. Theyssier 15
39 Omer Reingold. Undirected connectivity in log-space. Journal of the ACM, 55(4):1–24,
September 2008. doi:10.1145/1391289.1391291.
40 Adrien Richard. Nilpotent dynamics on signed interaction graphs and weak con-
verses of thomas’ rules. Discrete Applied Mathematics, 267:160–175, aug 2019.
doi:10.1016/j.dam.2019.04.025.
41 Neil Robertson and P.D Seymour. Graph minors. v. excluding a planar graph. Journal of Com-
binatorial Theory, Series B, 41(1):92–114, aug 1986. doi:10.1016/0095-8956(86)90030-4.
42 Stefan Szeider. On fixed-parameter tractable parameterizations of SAT. In Theory and
Applications of Satisfiability Testing, pages 188–202. Springer Berlin Heidelberg, 2004.
doi:10.1007/978-3-540-24605-3_15.
43 S. M. Ulam. On some mathematical problems connected with patterns of growth of figures.
In A. W. Bukrs, editor, Essays on Cellular Automata, pages 219–231. U. of Illinois Press,
1970.
44 R. Vollmar. On cellular automata with a finite number of state changes. In Paral-
lel Processes and Related Automata / Parallele Prozesse und damit zusammenhängende
Automaten, volume 3 of Computing Supplementum, pages 181–191. Springer Vienna, 1981.
doi:10.1007/978-3-7091-8596-4_13.
45 Andrew Winslow. A brief tour of theoretical tile self-assembly. In Cellular Automata
and Discrete Complex Systems - 22nd IFIP WG 1.5 International Workshop, AUTO-
MATA 2016, Zurich, Switzerland, June 15-17, 2016, Proceedings, pages 26–31, 2016.
doi:10.1007/978-3-319-39300-1_3.
46 Angela Wu and Azriel Rosenfeld. Cellular graph automata. i. basic concepts, graph prop-
erty measurement, closure properties. Information and Control, 42(3):305 – 329, 1979.
doi:10.1016/S0019-9958(79)90288-2.
47 Angela Wu and Azriel Rosenfeld. Cellular graph automata. ii. graph and subgraph iso-
morphism, graph structure recognition. Information and Control, 42:330–353, 09 1979.
doi:10.1016/S0019-9958(79)90296-1.
A Auxiliary decision problems
⊲ Problem 26 (Specification Checking problem).
Parameters: alphabet Q, family of graphs G of max degree ∆, a natural number k.
Input:
1. a non-deterministic freezing automata network A = (G,F ) on alphabet Q, with set
of nodes
2. a natural number t;
3. a parallelizable (V,Q, t)-specification I, which specifies a set of orbits
O = {o ∈ O(A, t) : ∀v, ov ∈ Iv};
4. a k-vertex set S and a (S,Q, t)-specification E .
Question: does there exist o ∈ O such that o|S ∈ E?
⊲ Problem 27 (Routed prediction problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
Input:
1. a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V with n = |V | and G ∈ G;
2. an initial configuration c ∈ QV
3. a node v ∈ V and a ({v}, Q, t)-specification Sv of length t ∈ N
4. A perfect bramble B = (B1, . . . , Bp) in with p = nO(1) in G
Question: does the orbit of c restricted to v satisfies specification Sv?
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B Fast-parallel sub-routines
◮ Proposition 28 (Prefix-sum algorithm, [31]). Then the following problem can be solved by a
CREW PRAM machine with p = O(n) processors in time O(logn): Given A = {x1, . . . , xn}
be a finite set, k ≤ n and ⊕ be a binary associative operation in A, compute ⊕ki=1xi
◮ Proposition 29 ([39, Theorem 5.3]). Let n ∈ N. The following problem can be solved in
space O(logn): given an undirected graph G = (V,E) with |V | = n, s, t ∈ V find a path
from s to t and if there exists such a path, return the path as an output.
◮ Proposition 30 ([19, Theorem 3]). Let ∆ ∈ N. The following problem can be solved in time
O(∆ log(∆ + log∗ n)) by an EREW PRAM: given a graph G = (V,E) such that ∆(G) ≤ ∆
finding a ∆+ 1 coloring of G.
C Proofs of main results
C.1 Localized Trace Properties and Model Checking
Lemma 5. Let Q be an alphabet, V a set of nodes with |V | = n and U ⊆ V . Let
L = |U ||Q|(|Q|n + 1). Then if two non-deterministic freezing automata have the same set
of orbits restricted to U of length L then they have the same set of orbits restricted to U of
any length.
Proof. Any orbit restricted to U of any length can be seen as a sequence of elements of QU
and, since the considered automata network is freezing, there are at most |U ||Q| changes
in this sequence so that it can be written pt11 p
t2
2 · · · p
tm
m with m ≤ |U ||Q|, pi ∈ Q
U and
ti ∈ N. The key observation is that p
t1
1 p
t2
2 · · · p
ti−1
i−1 p
|Q|n+1
i p
ti+1
i+1 · · · p
tm
m is a valid restricted or-
bit if and only if pt11 p
t2
2 · · · p
ti−1
i−1 p
T
i p
ti+1
i+1 · · · p
tm
m is a valid restricted orbit for all T ≥ |Q|n+ 1:
this is because any sequence of |Q|n+ 1 configurations in any orbit must contain two con-
secutive identical configurations since |Q|n is the maximal total number of possible state
changes. From this we deduce that it is sufficient to know all the restricted orbits of the
form pt11 p
t2
2 · · · p
tm
m with ti ≤ |Q|n+ 1 and m ≤ |U ||Q| to know all restricted orbits of any
length. The lemma follows. ◭
D A fast-parallel algorithm for the General Model Checking Problem
Lemma 15. Let w be a bag of T that is not a leaf and βw ∈ PV T (Xw). Then Solw(βw) =
accept and only if for each child v of w in Tw there exists a β
v ∈ PV T (Xv) such that
1. βw(u) = βv(u) for all u ∈ N [Xw] ∩N [Xv],
2. Solv(β
v) = accept
Proof. First, let us assume that Solw(β
w) = True and let v be on of the children of w in
Tw. This implies that there exists a partially-valid trace β ∈ PV T (
⋃
z∈Tw
Xz) such that
β(u) = βw(u), for all u ∈ Xw. Observe that N [∪z∈TvXz] ⊆ N [(
⋃
z∈Tw
Xz]. Since β is
defined over N [(
⋃
z∈Tw
Xz], we can define β
v and βTv as the restrictions of β to the sets
N [Xv] and N [∪z∈TvXz], respectively. Observe that β
v satisfies the condition (1) and (2)
because, by definition, βv(u) and βw(u) are both equal to β(u) for all u ∈ N [Xw] ∩N [Xv].
Moreover, SolwL(β
v) = accept because βTv is a partially-valid trace of
⋃
z∈Tv
Xz such that
βv(u) = β(u) = βTv (u) for each u ∈ Xv.
Conversely, suppose that we have that conditions (1), (2) for each child of w. If w is a leaf
the proposition is trivially true. Suppose then that w is not a leaf. For each child v of w, let
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βv be the partially-valid trace of Xv satisfying that Solv(β
v) = accept and βv(u) = βw(u)
for each u ∈ N [Xw] ∩ N [Xv]. Since Solv(βv) = accept we know that βv can be extended
into a partially-valid trace of ∪z∈TvXz, that we call β
Tv . Let us call v1 and v2 the children
of w. We define then the function β : N [∪z∈TwXz]→ Q
t.
β(u) =


βw(u) if u ∈ N [Xw]
βTv1 (u) if u ∈ N [
⋃
z∈Tv1
Xz]
βTv2 (u) if u ∈ N [
⋃
z∈Tv2
Xz]
We claim that there is no ambiguity in the definition of β. First, we claim thatN [
⋃
z∈Tv1
Xv]∩
N [
⋃
z∈Tv2
Xv] is contained inN [Xu]. Indeed, let u be a vertex inN [
⋃
z∈Tv1
Xz]∩N [
⋃
z∈Tv2
Xz].
There are three possibilities:
u belongs to a bag in Tv1 and to another bag in Tv2 . In this case necessarily u ∈ Xw,
because otherwise the bags containing u would not induce a (connected) subtree of T .
u is not contained in a bag of Tv1 . Since u belongs to N [
⋃
z∈Tv1
Xz], there exists a
vertex u˜ adjacent to u and contained in a bag of Tv1 . Note that Xw contains u˜, because
otherwise all the bags containing u˜ would be in Tv1 . Then, no bag would contain both u
and u˜. That contradicts the property of a tree-decomposition that states that for each
edge of the graph G, there must exist a bag containing both endpoints. We deduce u˜ is
contained in Xw and then u is contained in N [Xw].
u is not contained in a bag of Tv2 . This case is analogous to the previous one.
Following an analogous argument, we deduce that N [
⋃
z∈Tv1
Xz] ∩ N [Xw] is contained in
N [Xv1 ] and that N [
⋃
z∈Tv2
Xz] ∩N [Xw] is contained in N [Xv2 ]. We deduce that β is well
defined. Moreover, β is a partially-valid trace of
⋃
z∈Tw
Xz which restricted to N [Xw] equals
βw. We conclude that Solw(β
w) = accept. ◭
Let U be a set of vertices of G, and consider a (U,Q, t)-sequence S. Remember that S
is a function S : U → Qt such that the sequence S(u) is increasing, for all u ∈ U . For each
0 ≤ s ≤ t let us call Ss the sequence (S(u)s)u∈U ∈ |Q||U|. Let Times(S) = (t0, t1, . . . , tℓ) be
the increasing sequence of maximum length satisfying that Sti = Ss for each ti ≤ s < ti+1
and each 0 ≤ i < ℓ. Observe that t0 = 0 and ℓ = ℓ(S) ≤ |Q||U|. For a natural numbers m
and ℓ, let us call 〈m〉ℓ the binary representation of m using ℓ bits, padded with ℓ− ⌈logm⌉
zeros when ℓ > ⌈logm⌉.
◮ Definition 31. Let S be a (U,Q, t)-sequence. A succinct representation of S, that we call
ǫ(S) is a pair (Times(S),States(S)) such that:
Times(S) is a list of elements of {0, 1}⌈log(t+1)⌉ of length |Q||U|, such that
Times(S)i =
{
〈ti〉⌈log(t+1)⌉ if i ≤ ℓ(S)
〈t〉⌈log(t+1)⌉ if i > ℓ(S)
States(S) is a matrix of elements of {0, 1}⌈log |Q|⌉ of dimensions |Q||U|× |U |, such that,
if we call u1, . . . , u|U| the vertices of U sorted by their labels, then:
States(S)i,j =
{
〈S(uj)ti〉⌈log |Q|⌉ if i ≤ ℓ(S)
〈S(uj)t〉⌈log |Q|⌉ if i > ℓ(S)
.
We also call #(U, t) = |Q||U|⌈log(t+ 1)⌉+ |U ||Q||U|⌈log |Q|⌉
Observe that ǫ(S) can be written using exactly N = #(U, t) bits. In other words, all
succinct representations of (U,Q, t)-sequences can be stored in the same number of bits,
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which is O(|U | log t). Therefore, there are at most 2N = tg(|U|) possible (U,Q, t)-sequences,
for some function g exponential in |U |. Moreover, we identify the succinct representation of
(U,Q, t)-sequence S with a number x ∈ {0 . . . , 2N}, such that ǫ(S) = 〈x〉N .
◮ Definition 32. Let U be a set of vertices an let us call N = #(U, t). A succinct rep-
resentation of a (U,Q, t)-specification X is a Boolean vector ǫ(X ) of length 2N such that
ǫ(X )i = True when i represents the succinct representation of a (U,Q, t)-sequence contained
in X .
Remember that we are assuming that all specifications have polynomial size in the size of
the input graph n and therefore can be stored in polynomial space. Next lemma states
that the succint representation of a (U,Q, t)-specification can be computed by fast parallel
algorithm.
◮ Lemma 33. For each set of vertices U , there are CREW PRAM algorithms performing
the following tasks in time O(|Q||U| logn) using nO(1) processors:
Given a (U,Q, t)-sequence S as a t× |U | table of states in Q, compute ǫ(S)
Given a (U,Q, t)-specification X as a list of (U,Q, t)-sequences, compute ǫ(X )
Proof.
The algorithm first computes Times(S). Then, it constructs the list Times(S) and the
matrix States(S) copying the lines of S given in Times(S).
The algorithm starts reserving N = #(U, t) bits of memory for in the list Times and the
matrix States, and t + 1 bits of memory represented in a vector indices. The vector
indicess sores the time-steps on which that belong to Times(S).
For each i ∈ {1, . . . , t} the algorithm initializes a processor Pi and assigns the i-th bit of
indices to it. Processor Pi looks at the i-th and i − 1-th lines of S. If Si 6= Si−1 then
processor writes a 1 in indicesi. Otherwise, the processor writes a 0 in indicesi. Then
Pi stops. All this process can be done in time O(|U | log |Q|+ log t) per processor.
Then, the algorithm computes the vector p of length t such that pj =
∑i
j=1 indicesj , for
each j ∈ {1, . . . , t}. This process can be done in time O(log t) using O(t) processors using
the prefix sum algorithm given by [31] (Proposition 28). Observe that if indicesi = 1
for some index i, then i = Times(S)pi . Moreover, pt = ℓ(S).
Once every processor (Pi)0<i≤t stops, the algorithms reinitialize them. For each 0 < i ≤ t,
each processor Pi looks at indicesi. If pi < pt and indicesi = 0 then processor Pi stops.
If pi = pi−1 = pt the processor stops. If pi 6= pt and indicesi = 1, then the al-
gorithm writes 〈i〉⌈log(t+1)⌉ in Timespi , and for each u ∈ {1, . . . , |U |} writes 〈Si,u〉⌈log |Q|⌉
in Statespi,u. If pi = pt and pi−1 6= pi, then the processor Pi writes 〈t〉⌈log(t+1)⌉ in
Timesj and writes 〈St,u〉⌈log |Q|⌉ in Statesj,u for each pi ≤ j ≤ |Q|
|U| and for each
u ∈ {1, . . . , |U |}. The algorithm writes Times0 = 〈0〉⌈log(t+1)⌉ and writes 〈S0,u〉⌈log |Q|⌉
in Statesj,u for each u ∈ {1, . . . , |U |}. All this process can be done in time O(|Q||U| log t)
per processor.
The algorithm returns ǫ(S) = (Times,States). The whole process takes timeO(|Q||U| log t)
and O(t) processors.
The algorithm initializes ǫ(X ) as 2N bits of memory bits, initially all in 0. Then, it assigns
one processor PS to each (U,Q, t)-sequence S in X . For each S ∈ X , processor PS uses
the previous algorithm to compute y = ǫ(S). Then processor PS writes ǫ(S)y = 1. Once
every processor has finished, the algorithm returns ǫ(X ). The whole process takes time
O(log |X ||Q||U| log t) and uses |X |tO(1) processors. As we are consider only specifications
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of polynomial in the size of the input graph n, we deduce that the algorithm runs in time
O(|Q||U| logn) using processors nO(1).
◭
Let U be a set containing S. Observe that if β is a partially-valid trace of U , then in
particular β is a (N [U ], Q, t)-sequence. Therefore, there exists x ≤ 2N with N = #(N [U ], t),
such that ǫ(β) = x. In the following lemma we show how to characterize the values on
x ≤ 2N that are the encoding of some partially-valid trace of U . We need the following
definition. Let U be a set of vertices and let x ∈ {0, . . . , 2N}, with N = #(U, t). Then we
call Times(x) and States(x) the vector and matrix such that x = (Times(x),States(x)).
More precisely:
Times(x) are the first |Q||U| bits of x interpreted as sequence of elements of {0, 1}⌈log(t+1)⌉
of length |Q||U|.
States(x) are the rest of the bits of x interpreted as the matrix of elements of {0, 1}⌈log |Q|⌉
of dimensions |Q||U| × |U |.
◮ Lemma 34. There is a sequential algorithm which given a succinct representation ǫ(S) of
a (U,Q, t)-sequence and a set Z ⊆ U , computes ǫ(S|Z) in time linear in the size of ǫ(S).
Proof. Let κ = |Q|. The computes algorithm ǫ(S|Z) checking each pair of lines of States
and verifying if the columns of Z differ on any coordinate, keeping only the lines on which
some of the vertices in Z switches states for the first time. More precisely, let u1, . . . , uκ be
the set U ordered by their labels. Let J ∈ {j1, . . . , j|Z|} be the set of indices of vertices of Z
(i.e., ujq ∈ Z for all q ∈ {1, . . . , |Z|}). The algorithm computes the set L of indices i ≤ |Q|
κ
such that i ∈ L if and only if there exists q ∈ J such that Statesi,jq 6= Statesi−1,jq . Let
{i1, . . . , i|L|} the indices in L. Observe that |L| ≤ |Q|
|Z|. Then for each p ≤ |Q||Z| and
q ∈ |Z|,
Times[Z]p =
{
Timesip if p ≤ |L|
〈t〉⌈log(t+1)⌉ if i > |L|
States[Z]p,q =
{
Statesip,jq if p ≤ |L|
Statest,jq if p > |L|
.
The algorithm returns (Times[Z],States[Z]). ◭
◮ Lemma 35. Let U be a set of vertices containing S, and let N = #(N [U ], t). There is a
sequential algorithm which given x ≥ 0, ǫ(E) and ǫ(Iu) for each u ∈ V (G), decides in time
f(|U |) logn whether x is a succinct representation of a partially-valid trace of U , where f is
an exponential function.
Proof. Let U be a set of vertices containing S and let x ∈ {0, . . . , 2N}, with N = #(N [U ], t).
Let κ = |N [U ]|. Let {u1, . . . , uκ} be the vertices of N [U ] ordered by label. The algorithm
first verifies that x ≤ 2N and rejects otherwise. Then, the algorithm verifies that the
pair (Times,States) = (Times(x),States(x)) satisfies Times0 = 0 and that Times and
each column of States are increasing. Otherwise, the algorithm rejects because x is not
a succinct representation of a (N [U ], Q, t)-sequence. If the algorithm passes this test we
assume that x = ǫ(S) for some (N [U ], Q, t)-sequence S. For a subset of vertices Z, let us
call (Times[Z],States[Z]) = ǫ(S|Z). Consider now the following conditions:
1. Statesi,j ∈ Fuj (States[N [uj ])]i) for each i ∈ {0, . . . , |Q|
κ} and j ∈ {1, . . . , κ} such that
uj ∈ U .
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2. (Times[{u}],States[{u}]) belongs to Iuj for each u ∈ U .
3. (Times[S],States[S]) belongs to E .
When this conditions are satisfied, we can deduce that x = ǫ(β) for some partially-valid
trace β of U . Indeed, as x represents a succinct representation of S, then the vertices in
N [U ] only have state-transitions of the time-steps given in Times in S. Therefore, condition
(1.) and (2.) imply that S|N [u] is a locally-valid trace of u. On the other hand, condition
(3.) implies that S|S is in E .
To verify condition (1.) - (3.) we use the algorithm of Lemma 34 to States[Z] for a given
set of vertices Z ⊆ N [U ]. Observe that the algorithm computes Times[Z] and States[Z] in
time O(κ|Q|κ logn). The algorithm computes ǫ(S|S) = (Times[S],States[S]) and verifies
whether S|S belongs to E by looking at the ǫ(S|S)-element of the table ǫ(E). Similarly, the
algorithm verifies (2.) computing ǫ(S(u)) = (Times[{u}],States[{u}]) verifiying whether
S(u) belongs to Iu for each u ∈ U . Finally, the algorithm checks (1.) by looking at each
row of States[N [u]) and the column corresponding to vertex u, and the table of Fu given
in the input. All these processes take time O(|U |κ|Q|κ logn). Overall the whole algorithm
takes time O(|U |κ|Q|κ logn) = f(|U |) logn. ◭
Lemma 16. Restricted to graphs of bounded treewidth, Specification Checking problem
can be solved by an CREW PRAM algorithm running in time O(log2 n) and using nO(1)
processors.
Proof. Our algorithm consists in an implementation of the dynamic programming scheme
explained at the beginning of this section. Our algorithm starts computing a rooted binary-
tree decomposition (W,F, {Uw : w ∈ W} of the input graph using the logarithmic-space
algorithm given by Proposition 4. Then, in parallel for each w ∈ W we put the set S
on each bag of the tree-decomposition, obtaining a tree decomposition T = (W,F, {Xw :
w ∈ W}, with Xw = Uw ∪ S for every w ∈ W . The algorithm also computes the succinct
representations of E and Iv for each v ∈ V using Lemma 33.
Then, the algorithm preforms the dynamic programming scheme over T . Let r be the
root of T . The for a bag w ∈ W , we define the level of w denoted by Level(w), as the
distance between w and the root r. There is a fast-parallel algorithm computing the level of
each vertex of a tree by a EREW PRAM running in time O(logn) and using O(n) processors
[31]. Using a prefix-sum algorithm we can compute the maximum levelM of a vertex, which
correspond to the leafs of the binary-tree T . For each i ∈ {0, . . . ,M}, let Li the set of bags
w such that Level(w) =M − i.
For each w ∈ W , we represent the values of the function Solw as a table S
w indexed
as a table of size 2N , with N = O(|Q|∆(3 tw(G)+2+k) logn) greater that #(N [Xw], t) for all
w ∈W . Each x ∈ {0, . . . , 2N} is interpreted as a potentially succinct encoding of a partial-
valid trace β. Initially Sw = 02
N
, which meaning that a priori we reject all x ∈ {0, . . . , 2N}.
Then, our algorithm iterates in a reverse order over the levels of the tree, starting from L0
until reaching the the root r ∈ LM . In the i-th iteration, we compute for each bag w ∈ Li
the set of all x ∈ {0, . . . , 2N} that represent partially-valid traces βw ∈ PV T (Xw) such that
Solw(β
w) = accept. To do so, the algorithm uses the calculations done on the bags in Li−1,
and use Lemma 15. The algorithm saves the answer of each partial solution in a variable
out consisting in |W | bits, such that, and the end of the algorithm out = 1|W | if and only
the instance of the Specification Checking problem is accepted.
At the first iteration, for each w ∈ L0 the algorithm sets in parallel Swx = 1 for all
x representing a partially-valid trace of w, because Solw(β
w) is defined to accept for all
partially-valid trace of a leaf of T . Therefore, in parallel for all bag w ∈ L0, the algorithm
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runs 2N parallel instances of the algorithm of Lemma 35, one for each x ∈ {0, . . . , 2N}, and
for each one that is accepted, the algorithm writes Swx = 1. Once every parallel verification
finishes, the algorithm sets outw = 1. We now detail the algorithm on the i-th iteration,
assuming that we have computed Sw for all bag w ∈ Li−1.
Let w be a vertex in Li and let us call wL and wR the children of w, which belong to
Li−1. Roughly, as we know the partial solutions restricted to the subtrees rooted at w1 and
w2, the algorithm will try to extend it to a partial solution of w according to the gluing
procedure given by Lemma 15, testing all possible combinations. More precisely, we initialize
a set |Li| processors {Pw}w∈Li, one assigned each bag in Li. Each processor P
w verifies if
outwL = outwR = 1, or stops and writes outw = 0. Otherwise, processor P
w initializes a set
of 2N processors, that we call {Pwz }z∈{1,...,2N}, and reserves 2
N bits of memory Sw ∈ {0, 1}2
N
.
For each z ∈ 2N , processor Pwz verifies if z is a succinct representation of a partially-valid
trace of Xw using Lemma 35. If its not the case then P
w
z stops and writes a 0 in S
w
z .
Otherwise, processor Pwz initializes (2
N )2 processors {Pwz,zR,zL : zR, zL ∈ {1, . . . , 2
N}} and
reserves 2N × 2N bits of memory (S˜wz ) ∈ {0, 1}
N × {0, 1}N .
If SwLzL = 0 or S
wR
zR
= 0 the processor Pwz,zR,zL stops and writes a 0 in S˜
w
z,zR,zL
. Otherwise,
the processor Pwz,zR,zL interprets z, zR and zL as ǫ(β
w
z ), ǫ(β
w
zL
) and ǫ(βwzR), for partially-valid
traces βz, βwL and βwR of Xw, XwL and XwR , respectively. Which means that β
w
z belongs
to PV T (Xw) and SolwL(βzL) = SolwL(βzL) = accept. Therefore βz is a partially-valid
trace of Xw and βzL and βzR verify the condition (2) of Lemma 15. Up to this point, all
verifications can be done in time O(N) = O(|Q|∆(3 tw(G)+2+k) logn) because we are just
looking at the coordinates in the given tables.
Then, the processor Pwz,zL,zR computes sets YL = N [Xw] ∩ N [XwL ] and using the al-
gorithm of Lemma 34 computes ǫ(βw |YL) and ǫ(β
wL |YL). If ǫ(β
w|YL) = ǫ(β
wL |YL) the
processor deduces that βw(u) = βwL(u), for all u ∈ N [Xw] ∩ N [XwL ]. Then P
w
z,zL,zR
com-
putes sets YR = N [Xw]∩N [XwR ] and using the algorithm of Lemma 34 computes ǫ(β
w|YR)
and ǫ(βwR |YR). Then, if ǫ(β
w|YR) = ǫ(β
wR |YR) the processor deduces that β
w(u) = βwR(u),
for all u ∈ N [Xw]∩N [XwR ]. If both verifications are satisfied, processor P
w
z,zR,zL
stops and
writes a 1 in S˜wz,zR,zL . Otherwise, the processor P
w
z,zR,zL
stops and writes a 0 in S˜wz,zR,zL . All
of these verifications can be executed by Pwz,zL,zR in time O(N).
Once that all processors in {Pwz,z1,z2 : zL, zR ∈ {1, . . . 2
N}} finished, processor Pwz runs
a prefix-sum algorithm in S˜wz , simply summing the elements of the vector to verify if some
instance was accepted. If the result is different than 0, processor Pwz writes a 1 in S
w
z , and
writes a 0 otherwise. When every processor (Pwz )z∈{1,...,2N} finishes, we obtain that S
w is
the table representing function Solw. Then processor P
w runs a prefix-sum algorithm on
Sw to verify that there exists a partial solution for bag Xw. If the result of the prefix sum
equals zero, processor Pw stops and writes a outw = 0. Otherwise, it writes outw = 1 and
stops.
After all processors (Pw)w∈Li have finished, the algorithm continues with the next level.
When the last level is reached, before halting processor P r decides if outw = 1 for all w ∈W
using a prefix-sum algorithm. If the answer is affirmative the algorithm accepts the input,
and otherwise rejects. On each level, the algorithm takes time O(∆|Q|2∆(3 tw(G)+2+k) logn)
and uses nO(|Q|
∆(3 tw(G)+2+k)) processors. Proposition 4 provides a construction of a binary-
tree-decomposition T of depth O(logn). This means that M = O(log n), and implies that
the whole takes time O(∆|Q|2∆(3 tw(G)+2+k) log2 n) = O(log2 n) and nO(|Q|
∆(3 tw(G)+2+k)) =
nO(1) processors. The correctness of the algorithm is given by Lemmas 15, 33, 34 and 35. ◭
Lemma 18. Let k ∈ N and A a freezing non-deterministic automata network. For each
(Q, t)-formula φ with k quantifiers there exist r = nO(k), a boolean combination ψ = ψ(φ) :
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{0, 1}r → {0, 1}, a collection of sub sets S1, . . . , Sr such that |Si| = O(k) and a sequence of
(Si, Q, t)-specifications Ei for i = 1 . . . , r such that A satisfies φ if and only if A satisfies the
boolean combination ψ of every satisfability value in each specification E1 . . . Er. Moreover,
there is an CREW PRAM algorithm that given φ computes the sets S1, . . . , Sr and E〉 using
nO(1) processors and time O(log n).
Proof. Without loose of generality, we can write φ = Qφ′ where Q is a sequence of quan-
tifiers and φ′ is a boolean formula without quantifiers. There is a polynomial number r of
assignment ι : (x1, . . . , xk) ∈ X → (v1, . . . , vk) ∈ V for φ since the amount of quantifiers is
k. We enumerate all the possible choices for ι as {ι1, . . . , ιr}. For each such assignment ιi
we define Ei as the (Si, Q, t)-specification made of all traces that satisfy φ
′ for vertices in
Si = ιi(X). Then it is sufficient to take ψ the boolean combination of depth k with r inputs
indexed by the choice of ι and defined according to the sequence of quantifiers of φ in the
following way: to each ∃ on variable xj we associate a ∨ operation that tests all possible
choices for ι(xj) and to each ∀ we associate an ∧ operation in the same way. For instance,
if φ = ∃x1∀x2φ′, we get the formula
ψ(y1, . . . , yr) =
∨
v1∈V
∧
v2∈V
yi with i such that ιi(x1) = v1 and ιi(x2) = v2.
Additionally we identify for each 1 ≤ i ≤ r the specification Ei, with a {0, 1} variable that
takes the value 0 if the specification Ei is empty and 1 in the complementary case. It is clear
that A satisfies φ if and only if ψ(E1, . . . , Er) = 1. We conclude that the previous lemma
holds.
Now we explain how to compute the corresponding (Si, Q, t)-specifications Ei, for each
i ∈ {1, . . . , r}. Each set Si is represented by a constant length list of vertices. Then, we use
Lemma 34 in order to compute in parallel PV T (Si). Note that we thus obtain for every
β ∈ PV T (Si) a succinct representation ǫ(β). Now we use the fact that Boolean formula value
problem is decidable in log-space (see for example [8] in which they show that the problem
is even decidable in ALOGTIME). We initialize for each β ∈ PV T (Si) a processor P
Si
β
that decides in parallel logarithmic time if β satisfies φ′ and writes a bit in memory cell
MSiβ . Let ǫi(φ
′) be a boolean vector of length 2Ni where Ni = #(Si, t) and is such that
ǫi(φ
′)ℓ(β) = M
Si
β where ℓ(β) ∈ {0, . . . , 2
Ni − 1} represents β. Because of the latter checks
computed by the algorithm we have that, for every 1 ≤ i ≤ r, the vector ǫi(φ) is the succinct
representation of a certain (Si, Q, t)-specification that we call Ei representing all the possible
valid traces of Si satisfying φ
′. Summarizing the time resources used in order to perform
these tasks, latter algorithm runs in a CREW PRAM in time O(log) and nO(1) processors
and thus, the result holds. ◭
Theorem 19. Restricted to graphs of bounded treewidth, we have that
General model checking problem ≤NC
2
T Specification Checking problem
Proof. First, note that a CREW PRAM algorithm with nO(1) processors and time O(logk n)
can be decided in NCk+1 (see [38] for more details). By Lemma 18 there exist a boolean
combination ψ = ψ(φ) and set of specifications E1 . . . , Er with r = nO(k) such that, A satisfies
φ if and only if the evaluation by ψ of the values of satisfiability of each specification Ei for
i = 1, . . . , r is 1. More over it provides a CREW algorithm that computes the sets Si and
the specifications Ei for i = 1, . . . , r in O(log n). Thus, by the last observation regarding the
class NC and the PRAM model, this task can be computed by a uniform family of circuits
α′n such that deph(α
′
n) = O(log
2 n) and size(α′n) = n
O(1). Using these latter observations,
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we claim that there exist a Specification Checking problem-oracle uniform circuit {αn}n≥1
familly deciding General model checking problem such that deph(αn) = O(log
2 n). In fact,
for fixed instance of General model checking problem and corresponding n , αn computes
first computes the output of α′n in its first deph(α
′
n) = O(log n) layers. Then, we define a
layer of r oracle gates computing solutions for Specification Checking problem for the sub-
instances given by specifications (I, Ei). Subsequently, a third part of the circuit is given by
O(log n) layers that compute ψ for the outputs of the oracle gates. Finally, given an instance
z ∈ {0, 1}n of General model checking problem, by Lemma 18, we have that αn(z) = 1 if
and only if z is a yes-instance of General model checking problem. We conclude that {αn}n
is a Specification Checking problem-oracle uniform circuit {αn}n≥1 familly with deph(αn) =
O(log2 n) and size(αn) = nO(1) that decides General model checking problem. Therefore, the
NC2-Turing reduction holds. ◭
E Hardness results for polynomial treewidth networks
Lemma 22 [Subgraph routing lemma] 22 For any family G of graphs with polynomial
treewidth, there is a polynomial map p and a deterministic polynomial time algorithm that,
given any graph G = (V,E) ∈ G and any digraph D = (V ′, E′) of maximum (in/out) degree
∆ and size at most p(|V |), outputs:
a mapping µ : V ′ → V such that, for each v ∈ V , µ−1(v) contains at most two elements,
a collection C = (pe′)e′∈E′ of paths connecting µ(v′1) to µ(v
′
2) for each (v
′
1, v
′
2) ∈ E
′, and
such that any node in V belongs to at most 4∆ paths from C.
Proof. By [35, Theorem 5.3] there exists a polynomial map p1 and a polynomial time
algorithm that given a graph G = (V,E) ∈ G finds a perfect bramble B = (B1, . . . , Bk) with
k ≥ p1(pG(|V |)), i.e. a list of connected subgraphs Bi ⊆ V such that:
1. Bi ∩Bj 6= ∅ for all i and j,
2. for all v ∈ V there are at most two elements of B that contain v.
We set the polynomial map of the lemma to be p = p1 ◦ pG and consider any digraph
D = (V ′, E′) of maximum (in/out) degree ∆ and size at most p(|V |). We suppose k = |V ′|
(by forgetting some elements of B) and reindex the element of B by V ′. The map µ : V ′ → V
is constructed by picking some element µ(v′) ∈ Bv′ for all v′ ∈ V ′. The fact that any vertex
v ∈ V is contained in at most two elements of the bramble B ensures the first condition
of the lemma on µ. Now, for each (v′1, v
′
2) ∈ E
′ we define a path from µ(v′1) to µ(v
′
2) as
follows: let v ∈ Bv′1 ∩Bv′2 (first property of perfect brambles) then choose a path from µ(v
′
1)
to v inside Bv′1 (which is connected) followed by a path from v to µ(v
′
2) inside Bv′2 . The
collection of paths C thus defined is such that there are at most 2∆ paths that start or end
in µ(v′) for any v′ ∈ E. Moreover, for any v ∈ V , there are at most two elements of B that
contain v, let’s say Bv′1 and Bv′2 . Then the only paths from C that can go through v are
those starting or ending at either µ(v′1) or µ(v
′
2), so they are at most 4∆ in total. ◭
Theorem 23. For any family G of constructible graphs of polynomial treewidth, the
problem nilpotency is coNP-complete.
Proof. First, by Lemma 5, a freezing automata networks with n nodes is nilpotent if and
only if Fλ(n) is constant where λ(n) ∈ O(n) is the concrete computable bound from the
lemma. The nilpotency problem is therefore clearly coNP.
We now describe a reduction from problem SAT. Given a formula with n variables seen
as a Boolean circuit of maximum input/output degree 2 (of size polynomial in n), we first
construct G = (V,E) ∈ G such that the DAG G′ = (V ′, E′) associated to the circuit is of
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size at most p(|V |) where p is the polynomial map of Lemma 22. Then, using Lemma 22, we
have a map µ : V ′ → V and a collection C of paths in G that represent an embedding of G′
inside G. The lemma gives a bound 8 on the number of paths visiting a given node v ∈ V .
Then each node will hold 8 Boolean values, each one corresponding either a node v′ ∈ V ′ of
the Boolean circuit or an intermediate node of a path from the collection C. The alphabet
is then Q = {0, 1}8 ∪ {⊥} where ⊥ is a special error state. In any configuration c ∈ QV , a
node can be either in error state ⊥, or it holds 8 Boolean components. We then construct
the local rule at each node v ∈ V that give a precise fixed role to each such component: it
either represent a node v′ ∈ V ′ such that µ(v′) = v, or an intermediate node in one of the
paths from C, or is unused (because not all vertices of V have 8 paths from C visiting them).
The local rule at v ∈ V is as follows:
if in state ⊥ or if some neighbors is in state ⊥, it stays in or changes to ⊥;
it then make the following checks and let the state unchanged if they all succeed or
changes to ⊥ if at least one test fails:
1. check for any component corresponding to a node v′ ∈ V ′ that it holds the Boolean
value g(x, y) where g is the Boolean gate associated to v′ in the the circuit and x and
y are the Boolean values of the components corresponding to the vertex just before v
in the two paths ρe1 and ρe2 in C that arrive at µ(v
′) = v. In the case where g is a
’not’ gate, there is only one input and in the case where v′ is an input of the circuit,
there is no input and nothing is checked;
2. moreover, if the gate corresponding to v′ is the output gate of the circuit, check that
its Boolean value is 1;
3. check for any component corresponding to an intermediate node in some path from C
that the Boolean value it holds is the same as that of the component corresponding
to the predecessor in the path.
We claim that F is not nilpotent if and only if the formula represented by the Boolean
circuit is satisfiable. Indeed the configuration everywhere equal to ⊥ is always a fixed
point. It should be clear that if the formula is satisfiable then one can build a configuration
corresponding to a valid computation of the circuit on a valid input which is a fixed point
not containing state ⊥. In this case we have two distinct fixed points and the automata
network is not nilpotent. Conversely, suppose the the automata network is not nilpotent.
Then it must possess a fixed point c distinct from the all ⊥ one. Indeed, all configurations
of X = F t(QV ) are fixed points for t large enough (by the freezing condition) and if F t is
not a constant map then X must contain at least two elements. Moreover, the fixed point
c do not contain state ⊥, because otherwise it would contain a state from Q \ {⊥} at some
node which has a neighbor in state ⊥, which would contradict the fact that it is a fixed
point according to the local rule. Then c is a configuration where all checks made by the
local rules are correct: said differently, c contains the simulation of a valid computation of
the Boolean circuit that outputs 1. Therefore the Boolean formula is satisfiable and the
reduction follows. ◭
Theorem 24 There exists a map ρ : Q× 2Q → Q such that for any family G of con-
structible graphs of polynomial treewidth and bounded degree, the problems predecessor
and asynchronous reachability are both NP-complete when restricted to G and automata
networks set-defined by ρ.
Proof. These problems are clearly NP. For clarity of exposition we will construct a distinct
map ρ for each of the two problems. Then, by taking the disjoint union of the alphabets and
merging the two rules with the additional condition that any node that sees both alphabets
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is left unchanged, we obtain a single map ρ that is hard for both problems. Indeed, using
the first alphabet only for predecessor problem inputs, we have the guarantee that the only
possible pre-images must only use the first alphabet, hence the hardness follows for the
combined rule. The same is true for asynchronous reachability using the second alphabet.
Let’s now describe ρ1 : Q1 × 2Q1 → Q1 that set defines automata networks which have
a NP-complete predecessor problem when restricted to G. We describe it while showing the
polynomial time reduction from SAT to the predecessor problem. Given a formula with n
variables seen as a Boolean circuit of maximum input/output degree 2 (of size polynomial
in n), we first construct G = (V,E) ∈ G such that the DAG G′ = (V ′, E′) associated to the
circuit is of size at most p(|V |) where p is the polynomial map of Lemma 22. Then, using
Lemma 22, we have a map µ : V ′ → V and a collection C of paths in G that represent an
embedding of G′ inside G. The lemma gives a bound 8 on the number of paths visiting a
given node v ∈ V . Let’s compute a vertex coloring χ : V → {1, . . . , k} of the square of G
with k ≤ deg(G)2 + 1 colors, i.e. a vertex coloring of G such that no pair of neighbors of a
given node has the same color (this can be done in polynomial time by a greedy algorithm).
To implement the routing of information along paths of C and the circuit simulation by
ρ1, the alphabet Q1 holds 8k state components, and we will use configurations where each
node v ∈ V uses only components 8χ(v) to 8χ(v) + 7. These components can be seen
as communication channels. Indeed, in such configurations, a node can distinguish the
information going through up to 8 distinct paths coming from each neighbor individually
just by looking at the set of states present in the neighborhood (because no pair of neighbors
can use the same channel). Apart from the routing of information through paths, the rule
ρ1 implements each gate v
′ ∈ V ′ of the Boolean circuits inside node µ(v′) of G. We think
of paths from C as being part of the circuit with nodes that implement the identity map.
For that purpose each state component in a node is associated to a descriptor that gives the
type of gate to implement (input, identity, not, or, and, output) and the component numbers
corresponding to input(s) of the gate (gates of type ’input’ have no input). Formally, a
state component is given by S1 = {0, 1, ok, off} where 0 and 1 are Boolean values, off means
that the component is unused and ok is a special transitory state used to check correctness
of computations (see below). A descriptor component is given by D1, a finite set used to
code any possible combination of gate type and input component numbers (|D1| = 6(8k)2
is enough). Then the state set of ρ1 is Q1 = (S1 ×D1)8k. In a given configuration, we say
that a given node v ∈ V reads value x ∈ {0, 1} on channel i if there is a unique state in
the neighborhood with a state component i which is not off, and if this state component
contains value x. In any other case, the value read on channel i is undefined. The rule ρ1
does the following:
the D1 component are never changed;
state components in off stay unchanged;
any state component in ok becomes off;
any state component in state x ∈ {0, 1} checks that x is the correct output value of its
gate type applied to the values read on the input channels given by its corresponding
descriptor (in particular these input values must be defined). If it is the case, it becomes
ok, otherwise off. The only exception to this rule is the case of the gate of type “output”
where we only change state to ok if x = 1 and the computation check is correct, and
change to off in any other case.
We then build configuration c ∈ QV1 for the predecessor problem as follows:
input component numbers and gate types in D components are set according to the
Boolean circuit and the path collection C;
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all unused state components are marked as off;
all used state components are marked ok.
We claim that c has a predecessor in one step (i.e. Fρ1(y) = c for some y ∈ Q
V
1 ) if and only if
the SAT formula represented by the Boolean circuit is satisfiable. Indeed, the only possible
predecessor configurations of c are such that all used state component hold a Boolean value
equal to the output value of the gate they code applied to their corresponding input Boolean
values, and that the output gate holds value 1.
We now describe ρ2 : Q2 × 2Q2 → Q2 that set defines automata networks which have a
NP-complete asynchronous reachability problem when restricted to G. The construction is
almost identical to ρ1 and the reduction is again from SAT problems, but with the following
modifications:
the state component is now S2 = {?, 0, 1, ok, off} where the new state ? represents a
pre-update standby state; in each state component, the possible state sequences are
subsequences of either ?→ {0, 1} → ok → off or ?→ {0, 1} → off ;
to each input gate of the Boolean circuit is attached a pre-input gate that serve as
non-deterministic choice for input gates using asynchronous updates; the set D2 is a
modification of D1 taking into account this new type of gates; the alphabet is then
Q2 = (S2 ×D2)8k;
the behavior of each state component depending on its type is as follows:
pre-input components become ok if previously in state ? and off in any other case;
input components in state ? become either 0 or 1 depending on whether there corres-
ponding pre-input component is in state ? or not;
any other state component in state ? become x ∈ {0, 1} the output value of its gate
type applied to the values read on the input channels given by its corresponding
descriptor (in particular these input values must be defined). If in a state from {0, 1},
it becomes ok, and in any other case it becomes off. The only exception to this rule
is the case of gates of type “output” where we only change state to ok if the current
value is 1, and change to off if the current value is 0.
When then define source configuration c0 and destination configuration c1 for the asyn-
chronous reachability problem as follows. They both use the same circuit embedding
like in c above but with a pre-input attached to each input. In c0 all unused compon-
ents are in state off and all used state components (including pre-inputs) are in state
?. In c1 all unused components are in state off and all used state components are in
state ok. It should be clear that c1 can be reached from c0 if the formula associated
to the Boolean circuit is satisfiable since either 0 or 1 can be produced at each input
depending on whether the associated pre-input is update before the input update or not.
Suppose now that c1 can be reached from c0 with some asynchronous update. First, all
used state components except pre-inputs must follow either the sequence ?→ 0→ ok
or ?→ 1→ ok. Therefore we can associate to each such component a unique Boolean
value (0 or 1 respectively) and the rule ρ2 ensures that the Boolean value of each such
component is the output value of its corresponding circuit gate applied on the Boolean
value of its corresponding inputs. Moreover the output gate must have Boolean value 1
so we deduce that the simulated circuit outputs 1 on the particular choice of Boolean
values of inputs. The reduction from SAT follows.
◭
⊲ Problem 36 (Routed prediction problem).
Parameters: alphabet Q, family of graphs G of max degree ∆
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Input:
1. a deterministic freezing automata network A = (G,F ) on alphabet Q, with set of
nodes V with n = |V | and G ∈ G;
2. an initial configuration c ∈ QV
3. a node v ∈ V and a ({v}, Q, t)-specification Sv of length t ∈ N
4. A perfect bramble B = (B1, . . . , Bp) in with p = nO(1) in G
Question: does the orbit of c restricted to v satisfies specification Sv?
Proposition 29. [39, Theorem 5.3] Let n ∈ N. The following problem can be solved in
space O(log n): given an undirected graph G = (V,E) with |V | = n, s, t ∈ V find a path
from s to t and if there exists such a path, return the path as an output.
Proposition 30. [19, Theorem 3] Let ∆ ∈ N. The following problem can be solved
in time O(∆ log(∆ + log∗ n)) by an EREW PRAM: given a graph G = (V,E) such that
∆(G) ≤ ∆ finding a ∆+ 1 coloring of G.
Theorem 25 There exists a map ρ : Q× 2Q → Q such that routed prediction problem
is P-complete restricted to any family G of log-constructible routed collection of graphs of
polynomial treewidth.
Proof. We start by observing that prediction problem is in P. We also recall that in order
to show the P-hardness of prediction problem, it suffices to show that there exist a NC
reduction for the alternating monotone 2 fan-in 2 fan-out circuit value problem (AM2CVP),
more precisely AM2CVP ≤NC
2
m PREDG (see [28] Theorem 4.2.2 and Lemma 6.1.2). Let
n, l ∈ N, C : {0, 1}n → {0, 1}l a monotone alternating 2 fan in 2 fan out circuit, x ∈ {0, 1}n
and o ∈ {0, . . . , l − 1} a fixed output of C. We call C′ = (V ′, E′) to the underlying DAG
defining C and we fix G ∈ G where G is a log-constructible family of graphs with polynomial
treewidth. We note that, by definition we can compute G and a perfect bramble of size
p = nO(1) in log-space and thus we can do the latter computations in NC2. Now, we use
B and Proposition 29 in order to compute a mapping µ : V ′ → V and a collection of paths
C as in Lemma 22. As we did in Theorem 24, we use Proposition 30 in order to compute a
k-proper coloring χ : V → {1, . . . , k} of G2 in NC2 with k = ∆2 + 1 for ∆ ∈ N such that
∆(G) = ∆. From here we construct ρ analogously as we did for ρ1 and ρ2 in the proof of
Theorem 24 but observing that now we have only 5 type of gates as the circuit is monotone.
We also consider state component S = {0, 1,wait,off}. Remember that the descriptor
component assures that there won’t be overlappings of the channels during broadcasting.
We map x into a configuration y ∈ Q = {S ×D}8k in the following way:
The D component is assigned according to the structure of C′.
For every input we assign a boolean value given by x.
For every unused node we assign the state off.
For every other node we assign the state wait.
The rule ρ is defined in the following way:
Every node in state off, 0 or 1 is fixed and does not change its state.
Every node in state wait reads the information of its neighbors and do the following
depending on its type of gate:
identity will take the value of its input
AND will read its inputs: if both inputs are in 1 it will change to 1 and it will change
to 0 if it reads one neighbor in 0. In any other case it will remain in wait
OR will read its inputs: if both inputs are in 0 it will change to 0 and it will change
to 1 if it reads one neighbor in 1. In any other case it will remain in wait
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In order to show the desired result, it will suffices to show the following simulation
property: there exists t ∈ N, t = nO(1) such that for every output o ∈ V ′ we have C(x)o =
(F t(y)µ(o))|S where y ∈ Q
V is the configuration computed from x as explained above. In
fact, if we have the latter property, for some fixed output o, we define v = µ(o) and Sv be a
({v}, Q, t)-specification such that Sv = {z ∈ {0, 1} : z 6= yv and (Fρ(y)t|v)|S = z} and then
we can answer if the orbit of y in time t given by F tρ(y) satisfies Sv if and only if we can answer
if C(x)o = 1 (and thus AM2CVP ≤NC
2
m PRED). We now show that the latter simulation
property holds. In order to do that, we inductively check, that eventually, the orbit of y will
evaluate every layer of the circuit. We start by the input. Note that in one time step all the
information is broadcasted through the different channels and through the paths given by C.
In a maximum of L = nO(1) time steps (given by the longest path of C′) the last signal will
arrive to a gate in the first layer. Note that, with the gates described above, signals arriving
at different times do not change its output value as gates have a monotone behaviors on
states with order wait ≤ 0 ≤ 1. Iteratively, we have maximum arriving times for signals
of L time steps for each layer and then, defining t = L × deph(C) = nO(1) and observing
that output nodes will will remain constant once they have done a computation (when they
change to a boolean value), we get the desire result. Therefore, AM2CVP ≤NC
2
m PRED
holds and then, PREDG is P-complete.
◭
