The MiViPoRo framework offers a general systematization of knowledge in domains where work involves the interaction of processes in both the physical domain and the information infrastructure. For the domain of engineering and manufacturing the framework assumes a division into two sub-domains and four activity-layers. The sub-domains are the cybernetic domain and the physical domain. The activity layers cover observations and operations (manufacturing), and improvements and innovations (engineering).
INTRODUCTION
Frameworks are created with a certain problem domain in mind. They rarely are static, but evolve in the course of their lifetime, for instance in response to changes in the problem domain or its environment, or in response to their practical application. As an example, consider recent developments in the area of business processes made possible by advances in the field of communication and information technologies. These processes no longer are confined to a single production site, but they often span several companies thus creating extended or virtual enterprises. This development has led to the emergence of (parts of) business processes which are completely virtual, i.e. they don't have a physical counterpart, such as standard manufacturing processes do which have a physical existence supported by information processes.
Evolution of frameworks can be done in a number of ways. One way is to extend the framework to encompass new areas of interest. Another way is to merge complementary frameworks to create a more general one. In this paper we take the second approach and explore the possible merger of two frameworks: the MiViPoRo framework and the Mobile Agent Framework (Dalmeijer, 1998 , Hammer, 1998 . The MiViPoRo framework has been introduced as a mean to connect work (engineering, manufacturing) to an information infrastructure in (Goossenaerts, 1997a) . MiViPoRo conformant system specifications have a socalled proxy possible flow semantics (PPFS): proxies -unique representations of physical objects or entities -flow through an information infrastructure -resident on a network of model execution engines-, in "reflection" of the represented physical objects flowing through the physical domain (see Figure 1 ) (Goossenaerts 1997b) . The Mobile Agent Framework (Dalmeijer, 1998 , Hammer, 1998 has been introduced to provide an infrastructure for flexible communication and coordination services in loosely coupled distributed systems.
Whereas in MiViPoRo the mobility of proxies in the information infrastructure strictly mirrors the mobility of the physical entities in the physical domain -where the manufacturing processes are being carried out -mobile software agents do not have such a constraint. In fact, the freedom of mobile agents from the physical constraints of place (in the information infrastructure) is akin to two other values that the cybernetic domain adds to the physical domain. These values are the possibility to store data on past events (performance) in support of reporting (memory), and the possibility to work with expected future system states, events or their abstractions in support of planning and scheduling (simulation). Software Figure 1 The relation between the physical and cybernetic domains in
MiViPoRo.
However, the mobile agent framework of (Dalmeijer, 1998 , Hammer, 1998 so far has been focussed on providing an infrastructure for agents to move in. It does not provide a systematic framework for capturing knowledge about agents and the objects they act on. Such a framework is provided by MiViPoRo. The MiViPoRo and Mobile Agent frameworks appear to be complementary, and their merging appears to be an attractive option. In this paper we will explore how the two frameworks can be merged and why it is advantageous to do so.
Overview
The MiViPoRo framework and the mobile agent architecture will be presented respectively in sections 2 and 3. In section 4 we will examine the two alternative architectures by looking into the following issues: 1. Interaction model for mobile software agents and proxies; 2. Migration protocols for software agents and proxies; 3. Directory and trading services; 
The PC order process case
To illustrate the application of the MiViPoRo and mobile software agent models we present a case called the 'PC order process ' (van Stiphout, 1998) , featuring the assembly to order of PCs. The 'PC order process' consists of the following process steps (Figure 2 ):
1. An order for a PC is entered into the system. The order specifies what CPU, memory and hard disk the customer wants. 2. After the order has been received, the PC is assembled. 3. Parallel to the assembly the customer is sent a bill. 4. When the payment of the bill is received, this is registered. 5. After the PC has been assembled and payment has been received, the PC is shipped.
If we look at the 'assemble PC' activity we see that it in turn consists of a number of smaller activities:
1. Insert CPU. 2. Insert memory. 3. Insert hard disk. The process consists of two streams: the production stream dealing with the actual assembly and shipping of the PC, and the administrative stream dealing with the financial aspects of the ordering process. (Goossenaerts, 1997a) divides the problem domain of enterprise integration into two sub-domains and four activity layers (Figure 3 ). The sub-domains are: the physical domain comprising the physical space, time and matter, with artifacts, goods, agents, and cells (spatial units) having their lives in it; and the cybernetic domain which adds memory, communication, monitoring (including knowledge-capture) and control (computations) services to the physical domain. The activity layers cover observations, operations (manufacturing), improvements and innovations (engineering).
Physical and cybernetic domain and their interflow
On the physical side, the term 'entity' refers to an artifact, agent (person, machine) or place that has a definite physical existence in itself. At any point in time, an entity is present at exactly one place. It is characterized by an existence in matter and a facility to move in space (with the possible exception of immobile places such as assembly stations). A (physical) agent has powers that determine the actions it can execute. Entities are grouped in classes on the basis of similarities in their time, space and matter situated possible lives (the PC as a specification, the PC in various states of assembly, the PC in its box on the way to the customer). At a point in time, the place (cell, organization unit) where an entity is located, will accommodate certain possible or required life phases of the entity. This set of possible life phases may change as the entity progresses from one place to another and determines the events in which the entity may involve next. An entity has a life span, a succession of space-time situated events in which other entities may be involved as well (e.g. when the PC is assembled, the tools at the assembly station are involved in its life span).
In the example (see Figures 1 and 2 ) artifacts are, for example, PC's being assembled, or the (paper) bill sent to the customer. Examples of agents are technicians doing the assembly and sales representatives entering the order, billing the customer, or registering the payment. There are also cells (places) such as the desk where the order is entered, and the assembly stations, where the PC's are assembled from parts. In the cybernetic domain the agents are represented by actors (agent proxy) in the form of, for example, user profiles with authorization to use various applications for supporting order entry and billing, or for checking out (and locking) the work order for the PC to be assembled next. An artifact is represented by a prop (artifact proxy) such as the bill of material for the custom made PC and its assembly status. The possible life phases of an artifact are situated at cells or organization units. The requirements phase for the PC (the custom order) is supported by the sales department, the production phase (assembly) is situated in the manufacturing department and the transportation Information Infrastructure Systems for Manufacturing II. John Mills and Fumihiko Kimura, Editors © 1998 IFIP. Published by Chapman & Hall phase is supported by the shipping department (the PC is being shipped). Each step in Figure 2 coincides (in this case) with a life cycle phase.
The modeling primitives on the cybernetic side are modules. Modules are created and transformed in the innovation layer. One module typically captures time-space-matter independent aspects (knowledge) on one possible or required phase of the life span of a class of entities. For example a module may specify a generic bill of material for a PC, detailing which type of components are present in a certain (commercial) model. Modules are combined into a possible lives model or enterprise formula (EF) (Goossenaerts 1997b) .
Artifact possible lives models (APLM) model the possible life cycles of products. An APLM is a set of modules -each of which describes a possible life phase of the artifact. The modules in an APLM describe concurrent, successive, alternative or mutually exclusive phases in the possible lives of entities, as illustrated in the PC order case. One can view an APLM as a product centered workflow specification, with each module comprising the specification of a range of activities in which the product may or must be involved.
An enterprise formula (EF) (Goossenaerts 1993 ) offers a modular description of the enterprise processes. It comprehensively specifies the operational roles and the coordination of persons, machines, parts and products making up an enterprise. Obviously, when a hard disk is inserted in the PC, this has to be communicated to its cybernetic counterpart in order to keep the physical and cybernetic states synchronized. The concept of a computational process covers the transformation and storage of digital representations by computer programs. Models of artifacts and enterprises exist in the cybernetic domain.
The four activity layers
The four activity layers span the two sub-domains and cover observations, operations, improvements and innovations. The discussion of the example case so far has been set at the operation layer. At this layer, the model execution engine connects repetitive work -action in the physical domain -to computations and communications in the cybernetic domain.
At the improvement layer the version manager supports the evolution of versions of modules and the corresponding life phases. For instance, in the PC order process, the transformation of the enter-order pr ocess into one that also accepts orders sent by email.
At the innovation layer the innovation coach supports the conception of entirely new entity life phases (through the development of new modules and artifact possible lives models). For instance, in the PC order process, the introduction of laptop assembly, or multi-processor PC assembly. There is an assumption that design in the cybernetic domain precedes realization in the physical domain.
At the observation layer the browser and report generators are used to create views of entities based on the records of their proxies.
After their creation, modules and possible lives models can be employed in the operation layer and observation layer. Versions of modules and possible lives models capture modifications as they are performed in the improvement layer. At this level, for example, minor variations with respect to the generic module may be specified, such as various options on hard disks, CPU's and memory -major variations, such as laptop and desktop models, correspond to innovations and are dealt with at the generic level. At the operation layer, a proxy exists as a unique representative of a physical entity. It captures knowledge on the entity and the modules (each belonging to the possible lives model of the class of the entity) for which it has been earmarked. At this layer a particular PC's components are set. For observation purposes, a record of a proxy is created in memory of the proxy's past or current flow through a network of cells. This flow reflects the time-spacematter situated life span of the corresponding entity. Records are recorded during operation layer processes.
MiViPoRo thus allows us to systematically capture knowledge about manufacturing systems, products and their representations in an information infrastructure. At present it has an emphasis on synchronizing between the real world system and the information system supporting and controlling it. This
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MOBILE AGENT ARCHITECTURE
The MiViPoRo framework is well suited for describing processes with hard physical constraints such as manufacturing processes, where physical objects (raw materials) are transformed into products by the components (milling machines, lathes, measuring devices) of the production system. In such systems, static agents are sometimes used (Zwegers 1997) to provide the flexibility needed to deal with disruptions of the process by unpredictable delays and other unanticipated events. These agents provide the intelligence for solving problems, but are immobile since they encapsulate the fixed components of the production system.
In mobile agent architectures (Dalmeijer 1998a , Hammer 1998 , the agents can move through the distributed system. Mobile agents are software components that perform a task for a client, which may be a human, or another software component. An example of such a task is the execution of a workflow, such as the PC order process. The agent receives a specification of the task to be performed, detailing the subtasks and their dependencies. The agent then deals with each eligible subtask in its turn, by locating the nodes in the network, where the services and other resources are provided that are needed for the subtask, selecting an appropriate one and then migrating there to have the work done. In some cases the task specification may involve subtasks that can be carried out in parallel such as the billing and registering tasks that can be done in parallel to the assembly task, and the agent then may generate clones for each subtask. These clones will, after carrying out their subtask, merge again if the task specification requires such, as Figure 2 illustrates at the point where the customer has paid the bill and the PC has been assembled and shipping can be started.
As already suggested in the previous paragraph, mobile agents operate in a distributed environment, consisting of nodes, connected by a communication network. Such environments may have various topologies. For instance, a number of nodes may be connected by a very reliable and fast local area network. Such a collection of nodes is called a site. Sites may participate in a wide area network, in which the communication links between sites are much less reliable and fast than in a local area network. One can imagine that in a large company, the sales department is located in one place, the assembly facilities in another and the financial services in yet another place, each place corresponding to a site in a wide area network. Mobile agents are able to move reliably through such a distributed environment. In particular, migration is failure atomic: it either succeeds or the agent stays at its current place (Dalmeijer, 1998b; Hammer, 1998 or mobile computers. A mobile agent also is able to wait for instance for a resource or service to come up again or for the connection to the site it wants to migrate to, to become available again. It in addition has the ability to look for alternative sites, where it can carry out its task. For instance, when an agent is assigned the task of fulfilling a certain order, it must find a place where the PC can be assembled. When all technicians are busy, the agent must wait until a technician becomes available and then migrate to the place (assembly station) of this technician.
Agents that can accept and execute tasks on the basis of a specification can communicate at a high semantic or knowledge level and thus are very flexible. Such agents generally use an Agent Communication Language (ACL) such as the Knowledge and Query Manipulation Language KQML that was developed in the context of the ARPA Knowledge Sharing Effort (Genesereth 1994) . KQML is a container language for more domain specific languages such as KIF (Finin 1993) or SQL. KIF stands for Knowledge Interchange Format and is based on first order predicate logic. Agents that can operate at a semantic level require considerable intelligence. However, it is not necessary to put all this intelligence inside the agent. This would make the agents very large indeed, whereas the attractiveness of mobile agents stems for a large part from the fact that they can be kept small (by programming them at a high level of abstraction) and therefore do not pose a big burden on the communication infrastructure. Instead, the necessary functionality should be made available by static (immobile) services.
In each node of the network services are offered to the agents. Every node should offer an interface that agents can use to communicate with the system components present at the node. Such an interface is often called a dock. One of its functions is to encapsulate the local components to hide their heterogeneity and make them accessible to the agents using the ACL. Docks may also support the security of the system, by providing authentication services, and support agent migration by providing reliable, secure transportation services to the agents. The system should also offer generic services, such as directory services, needed to locate agents and components, and trading services needed for an agent to find the nodes where a particular services is offered. The latter services may vary from node to node. One node could offer access to a particular database, another access to a CAD/CAM system or other applications. A third node might, e.g., offer an inference service that an agent could use to make a choice between a number of options, such as which particular service to select given a budget, costs, timing, and other constraints.
Mobile agents provide a generic approach for the integration of heterogeneous distributed systems. They create an infrastructure for doing work in distributed systems and thus for building virtual or extended enterprises. For this to succeed semantic integration of the component systems has to be supported. 
MERGING MiViPoRo AND MOBILE AGENTS
Deployment of mobile agents in a MiViPoRo conformant system can be done in several ways of which we will present two extreme cases. In an actual system both extremes and any variant in between may occur. The first example considers a lean mobile agent that fully relies on its operating environment. It may act on behalf of or even completely replace a physical agent. Another example is a fat agent that can operate with only a minimal support from the environment it works in First, consider a lean mobile agent that operates in a completely open and homogeneous infrastructure. The software agent then can rely on the required resources (such as knowledge and functionality) needed to execute its task being available locally. It needs to contain only the specific knowledge to carry out its task, such as the proxy of the physical agent it represents, and any modules needed to maintain global knowledge about the task that it is carrying out. This agent would make use of the model execution engines in the cells it visits to execute the transformations that go with the task it has to do. The application of such agents could result in a more flexible production process, when the agent would for example be able to find its own route through the cells. Think for example of an agent that could detect the load on assembly stations and adjust its route accordingly. In our example, it could propose to first have memory inserted and then the CPU into the PC. In such an infrastructure, the mobile software agent is an alternative to having the system components communicate with each other in order to coordinate the creation of a particular product. The agent would provide the (mobile) control and pass the necessary information (such as production parameters) to the system components involved at the right time. Note that a physical agent can start off any number of software agents to perform tasks. These software agents all act on behalf of the physical agent and thus have to carry (a copy of) the proxy of this agent with them to have access rights to information and services at the nodes. Such a parallel execution of tasks can only happen in the cybernetic domain.
Software agents may also be used to perform activities that have no direct counterpart in the physical domain, such as exploring possible future or past activities to come up with a new plan or solution in the case of a disruption of the systems operations. Such a plan, if adopted by the physical agent, may have an effect on the physical world. These applications provide an enrichment of the MiViPoRo framework.
Next consider a fat mobile software agent, that is a software agent that has all required functionality on board. In terms of the MiViPoRo framework, such a mobile software agent can be thought of as a compound entity, comprising modules, certain proxies (e.g., of money or information products), and the model Information Infrastructure Systems for Manufacturing II. John Mills and Fumihiko Kimura, Editors © 1998 IFIP. Published by Chapman & Hall execution engine(s) needed to transform proxies of its own, and in the environment. Such an agent will not depend too much on the presence of model execution engines at the cells it visits or local knowledge to carry out its task. In fact, it would be possible for such an agent to carry out its task with only the minimal amount of interaction with the modules and proxies in the cells it has to visit. This would make it possible for the agent to flow through an infrastructure consisting of systems offering only limited interfaces for communication and limited support for functionality. An example of such an infrastructure is that of an extended or virtual enterprise, where only a limited extension of the local infrastructure can be afforded. It then is the agent's task to coordinate the collaboration between the autonomous companies involved and to constitute the integrating factor. Communication in such a situation would have to be at a high semantic level to bridge all the syntactic and semantic differences present in such a heterogeneous system.
Interaction model for mobile software agents and proxies
In all cases communication between the software agent and the proxies of the cell the agent is visiting is necessary. Since the proxies in a cell are under the control of the local model execution engine, that is, the model execution engine present in the cell, communication between a mobile software agent and a local proxy would involve this model execution engine. In case the mobile agent carries its own model execution engine, this would have to communicate with the one in the cell. Model execution engines posses this property, since it is also needed when a particular proxy flows from one cell to the next and the model execution engine of the cell the proxy is leaving hands control over to the model execution engine of the cell it is flowing to.
Migration Protocols
In the framework of Dalmeijer ( Dalmeijer 1998a ( Dalmeijer , 1998b , each node an agent can visit contains a generic piece of infrastructure (sometimes called a dock) that provides the necessary services for migrating agents, and also for creating or destroying agents on the basis of well defined protocols and criteria (such as budgets being available). These services are also relevant for migration of proxies and should be made a generic part of the local model execution engines present in each cell.
Other Services
Other services that need to be part of an infrastructure supporting mobile agents are directory and trading services that tell an agent where a particular entity (cell, agent) may be found and what services are available respectively. Optional services include inference services that an agent needs when it want to find the quickest route through a network of cells or the fastest way to rush a particular order through the production network. 
CONCLUSION AND FURTHER WORK
Knowledge systematisation for engineering and manufacturing, and coordination, communication and computation in a heterogeneous network are two different dimensions of an information infrastructure. By examining MiViPoRo and the mobile software agent architecture, we found that the ability of software agents to autonomously perform various tasks on behalf of their creators (ultimately physical agents) can be exploited in at least two ways. Software agents can travel between various machines of a distributed system; and they can explore alternative future courses of activities (simulation, scheduling) for the interflow processes. MiViPoRo offers a systematisation of knowledge on interflow processes (interaction of physical agents and cybernetic domain processes). The mobile software agent architecture adds to this support for pure cybernetic domain processes with no necessary involvement of physical agents, and hence a freedom of the space-time-matter constraints that restrict interflow processes. Moreover, an architecture based on mobile agents makes the cybernetic domain system adaptable and easily extendable.
The discussion in the previous section has touched on a number of possible scenarios for merging the MiViPoRo framework and mobile agent architectures. A mobile agent architecture heavily relies on the availability of this knowledge to enable the autonomous execution of tasks in a distributed environment. Since they operate in the cybernetic domain, mobile agents can be used to carry out information production processes, in analogy with physical production process already described in MiViPoRo. Further research on how the MiViPoRo framework and the mobile agent architecture merge has to focus on applications to non-trivial practical cases: 1. illustration of proxy flows and mobile agents in situations where multiple companies are involved such as in a virtual enterprise 2. illustration of improved flexibility in the physical system as enabled by the extendable functionality of the agent architectures Other research will also address other questions that need to be answered such as when it is more effective or efficient to use a mobile agent or a proxy, in case both options are available.
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