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NONCOMMUTATIVE CHOQUET SIMPLICES
MATTHEW KENNEDY AND ELI SHAMOVICH
Abstract. We introduce a notion of noncommutative Choquet
simplex, or briefly an nc simplex, that generalizes the classical
notion of a simplex. While every simplex is an nc simplex, there
are many more nc simplices. They arise naturally from C*-algebras
and in noncommutative dynamics. We characterize nc simplices in
terms of their geometry and in terms of structural properties of
their corresponding operator systems.
There is a natural definition of nc Bauer simplex that general-
izes the classical definition of a Bauer simplex. We show that a
compact nc convex set is an nc Bauer simplex if and only if it is
affinely homeomorphic to the nc state space of a unital C*-algebra,
generalizing a classical result of Bauer for unital commutative C*-
algebras.
We obtain several applications to noncommutative dynamics.
We show that the set of nc states of a C*-algebra that are invariant
with respect to the action of a discrete group is an nc simplex. From
this, we obtain a noncommutative ergodic decomposition theorem
with uniqueness.
Finally, we establish a new characterization of discrete groups
with Kazhdan’s property (T) that extends a result of Glasner and
Weiss. Specifically, we show that a discrete group has property (T)
if and only if for every action of the group on a unital C*-algebra,
the set of invariant states is affinely homeomorphic to the state
space of a unital C*-algebra.
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1. Introduction
A Choquet simplex, or more briefly a simplex, is a special kind of
convex set that plays an important role in the theory of convexity.
The key property of a simplex is that every point can be uniquely
represented as the barycenter of a probability measure supported on the
extreme boundary of the simplex. This fact underlies many important
decomposition results in classical analysis.
An important example of a simplex is the set of tracial states of a
unital C*-algebra. If the C*-algebra is commutative, then this simplex
is the entire state space, and the extreme points are precisely the char-
acters. A classical result of Bauer (see e.g. [1, Theorem II.4.3]) asserts
that a compact convex set is affinely homeomorphic to the space of
probability measures on a compact space, and hence to the state space
of a unital commutative C*-algebra, if and only if it is a Bauer simplex,
meaning that it is a simplex with closed extreme boundary.
Another important example of a simplex due to Feldman [17] is the
set of probability measures invariant with respect to the action of a
locally compact group on a compact space. The extreme points of this
simplex are the ergodic measures, and so this fact, combined with the
Choquet-Bishop-de Leeuw integral representation theorem, implies the
ergodic decomposition theorem, i.e. that every invariant probability
measure can be uniquely represented as the barycenter of a probability
measure supported on the ergodic measures (see e.g. [39, Chapter 12]).
Glasner and Weiss [18] obtained a remarkable dynamical character-
ization of groups with Kazhdan’s property (T) that refines Feldman’s
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result. Specifically, they proved that a locally compact group has prop-
erty (T) if and only if every simplex arising in this way from an action
of the group on a compact space is a Bauer simplex.
Recently, Davidson and the first author [13] introduced a theory of
noncommutative convexity, along with a corresponding noncommuta-
tive Choquet theory, for the study of “higher-order” convex structure
that occurs in noncommutative mathematics. This theory has its roots
in Arveson’s boundary theory for operator algebras [3,4,11], where ex-
amples of higher-order convex structure are explicitly identified for the
first time, and in Wittstock’s theory of matrix convexity [16, 44, 45].
In this paper, we will work within the framework of noncommutative
convexity and introduce a special kind of noncommutative convex set
that we call a noncommutative Choquet simplex, or more briefly an nc
simplex, since it generalizes the classical notion of a simplex. We will
demonstrate the utility of this notion by establishing noncommutative
generalizations of the classical results mentioned at the beginning of
this introduction.
The central objects of interest in noncommutative convexity are the
nc convex sets. A fundamental result is the duality theorem from [13,
Section 3], which asserts that every compact nc convex set is affinely
homeomorphic to the nc state space of an operator system, which is a
closed unital self-adjoint subspace of a C*-algebra. Many interesting
examples arise in this way. However, interesting examples of compact
nc convex sets have recently been found to arise geometrically from the
theory of linear matrix inequalities (see e.g. [20,23]) and the theory of
noncommutative real algebraic geometry (see e.g. [10, 21, 22]).
An nc convex set over an operator space E is a graded set K =
∐
Kn,
where each graded component Kn consists of n × n matrices over E,
and the graded components are related by requiring that K is closed
under taking direct sums and compressions by isometries. The union
is taken over all n ≤ κ for a sufficiently large infinite cardinal number
κ. In the separable setting, it typically suffices to take κ = ℵ0.
If E is a dual operator space, then there is a natural topology on
each graded component Kn, and K is an nc convex set if and only if it
is closed under nc convex combinations, meaning that
∑
α∗ixiαi ∈ Kn
for every bounded family {xi ∈ Kni} and every family {αi ∈ Mni,n},
such that
∑
α∗iαi = 1n. Here, Mni,n denotes the set of ni × n scalar
matrices with uniformly bounded finite submatrices. In this case, K is
said to be compact if each Kn is compact.
The duality between compact nc convex sets and operator systems is
implemented by the functor that maps a compact nc convex set K to
the operator system A(K) of continuous affine nc functions on K. The
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inverse functor maps an operator system S to its nc state space K =∐
Kn, where Kn is the set of unital complete order homomorphisms
from S into the space Mn of n × n scalar matrices with uniformly
bounded finite submatrices.
A large portion of [13] relates to the development of a noncommuta-
tive Choquet theory that generalizes much of classical Choquet theory.
A key idea is the notion of a representing map for a point in a compact
nc convex set, which is a noncommutative analogue of a representing
probability measure for a point in a compact convex set. There is a
partial order on the family of representing maps called the nc Choquet
order, which is a noncommutative analogue of the Choquet order on
the family of representing probability measures. A compact convex
set is said to be a simplex if there is a unique representing probability
measure that is maximal in the Choquet order. Motivated by this def-
inition, a compact nc convex set is said to be an nc simplex if every
point in the set has a unique representing map that is maximal in the
nc Choquet order.
Every simplex is an nc simplex, but we will see that there are many
more nc simplices than there are simplices. In addition to establishing
their basic structural properties, we will give several characterizations
of nc simplices in terms of the structure of the corresponding operator
system of continuous affine nc functions.
As mentioned above, we will apply our results to obtain noncommu-
tative generalizations of the classical results mentioned at the begin-
ning of this introduction. In each case, we will see that it is essential
to consider the noncommutative convex structure of the objects un-
der consideration, since considering only the convex structure leads to
unsatisfactory results.
For example, in contrast to Bauer’s characterization of state spaces
of unital commutative C*-algebras, the state space of a unital non-
commutative C*-algebra is never a simplex. While a characterization
of state spaces of arbitrary C*-algebras was obtained in deep work of
Alfsen and Shultz [2], their result has a much different flavour than
Bauer’s.
It turns out that there is a natural definition of an nc Bauer simplex
that generalizes the classical definition of a Bauer simplex. By working
with the nc state space of a C*-algebra instead of the state space, we
obtain a very natural noncommutative generalization of Bauer’s result.
Theorem 1.1. Let K be a compact nc convex set. Then K is affinely
homeomorphic to the nc state space of a unital C*-algebra if and only
if K is an nc Bauer simplex.
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Feldman’s result that the set of probability measures invariant with
respect to the action of a group on a compact space is a simplex is a
key result in ergodic theory. It is equivalent to the assertion that the
set of states invariant with respect to the action of a group on a unital
commutative C*-algebra is a simplex.
In contrast, the set of states invariant with respect to the action
of a group on a unital noncommutative C*-algebra is generally not a
simplex. As a result, there is no general ergodic decomposition-type
theorem with uniqueness over the set of invariant states (see e.g. [29]).
This is an issue that has received a great deal of attention in, for exam-
ple, the C*-algebraic approach to statistical mechanics and quantum
field theory (see e.g. [6, Chapter 1] and [42, Chapter 6]).
By once again working with the nc state space of a C*-algebra instead
of the state space, we obtain a very natural generalization of Feldman’s
result about invariant probability measures.
Theorem 1.2. Let Γ be a discrete group acting on a unital C*-algebra
A with nc state space K. Then the set KΓ of invariant nc states is an
nc simplex.
An invariant state is said to be ergodic if it is an extreme point of
the set of invariant nc states. As a consequence of the above theorem
and the noncommutative Choquet-Bishop-de Leeuw theorem from [13,
Theorem 9.2.3], we obtain a noncommutative ergodic decomposition
theorem with uniqueness.
Theorem 1.3 (Noncommutative ergodic decomposition).
Let Γ be a discrete group acting on a C*-algebra A with nc state space
K. For an invariant nc state µ ∈ KΓ, there is a unique nc state ν :
C(KΓ)→Mn that is maximal in the nc Choquet order and represents
µ. Moreover, ν is supported on the set ∂(KΓ) of ergodic nc states.
In the separable case, as a consequence of the integral representation
theorem from [13, Theorem 10.3.11], we obtain a noncommutative inte-
gral decomposition theorem for invariant nc states in terms of ergodic
nc states that more closely resembles the classical ergodic decomposi-
tion theorem. We refer to Section 13 for the definition of integration
against an admissible nc probability measure.
Theorem 1.4. Let Γ be a discrete group acting on a separable C*-
algebra A with nc state space K. For an invariant nc state µ ∈ KΓ
there is an admissible nc probability measure λ on K that represents µ
and is supported on the set ∂(KΓ) of ergodic nc states, meaning that
µ(a) =
∫
K
a dλ, for a ∈ A.
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Finally, the result of Glasner and Weiss characterizing groups with
Kazhdan’s property (T) is equivalent to the assertion that a group has
property (T) if and only if for every action of the group on a unital
commutative C*-algebra, the set of invariant states is affinely homeo-
morphic to the state space of a unital commutative C*-algebra. We
obtain a noncommutative extension of this result for discrete groups.
Theorem 1.5. A discrete group Γ has Kazhdan’s property (T) if and
only if for every action of Γ on a unital C*-algebra, the set of invariant
states is affinely homeomorphic to the state space of a unital C*-algebra.
Acknowledgements
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2. Classical Choquet simplices
In this section, we will briefly review the definition of a classical Cho-
quet simplex, or briefly a simplex, as well as the requisite background
in Choquet theory. For references on Choquet theory and simplices,
we direct the reader to the books [1], [30] and [39].
A simplex can be viewed as a higher-dimensional generalization of
the notion of a triangle. The definition is motivated by the basic fact
from convex geometry that a compact convex subset C ⊆ R2 is a
triangle if and only if every point x ∈ C can be expressed uniquely
as a (finite) convex combination of points in the extreme boundary
∂C of C, i.e. the set of extreme points of C. Before recalling the
definition of a simplex, we briefly recall the Choquet order and the
integral representation theorem of Choquet-Bishop-de Leeuw.
Let V be a locally convex vector space over the real or complex
numbers and let C ⊆ V be a compact convex subset. For probability
measures µ and ν on C, ν is said to dominate µ in the Choquet order,
written µ ≺ ν, if µ(f) ≤ ν(f) for every convex function f ∈ C(C).
Here we have written µ(f) for the integral
∫
C
f dµ of f against µ. The
Choquet order is a partial order on the space of probability measures
on C. Heuristically, if µ ≺ ν, then the support of µ is further than the
support of ν to the extreme boundary ∂C.
If C is metrizable, then the extreme boundary ∂C is Borel, and the
maximality of µ in the Choquet order implies that µ is supported on
∂C in the usual sense that µ(C \ ∂C) = 0. On the other hand, if
C is non-metrizable, then ∂C is not necessarily Borel. However, the
maximality of µ in the Choquet order still implies that µ is supported
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on ∂C in an appropriate sense. Specifically, it implies that µ(X) = 0
for every Baire set X ⊆ C \ ∂C.
The integral representation theorem of Choquet-Bishop-de Leeuw as-
serts that every point x ∈ C is the barycenter of a probability measure
µ on C that is maximal in the Choquet order. From above, this im-
plies that µ is supported on the extreme boundary ∂C in an appropriate
sense.
Definition 2.1. A compact convex set C is a simplex, if for every point
x ∈ C there is a unique probability measure µ on C that is maximal
in the Choquet order.
If C is metrizable, then a probability measure µ on C is maximal
in the Choquet order if and only if it is supported on the extreme
boundary ∂C. However, if C is non-metrizable, then this is no longer
true. In fact, pathological examples exist of non-metrizable compact
convex sets that should, by every right, be called simplices, with the
property that there are multiple probability measures supported on the
extreme boundary with the same barycenter (see e.g. [39, Section 10]).
For this reason, simplices are defined in terms of the Choquet order.
For a compact convex set C, let A(C) denote the space of contin-
uous affine functions on C. Then A(C) is a function system, i.e. a
unital self-adjoint subspace of the commutative C*-algebra C(C). In
fact, the functor mapping C to A(C) implements the dual equivalence
between the category of compact convex sets with morphisms consist-
ing of continuous affine maps and the category of function systems with
morphisms consisting of unital order homomorphisms (see [13, Section
3.1]).
3. Noncommutative convexity and noncommutative
Choquet theory
3.1. Noncommutative convex sets. Throughout this paper, we will
work within the framework of noncommutative convexity introduced in
[13]. In this section, we briefly review some of the relevant material.
For a reference on operator spaces and operator systems, we direct the
reader to the books [36] and [40].
For an operator space E and nonzero cardinal numbers m and n, let
Mm,n(E) denote the operator space consisting ofm×n matrices over E
with uniformly bounded submatrices. For the special case when E = C,
let Mm,n =Mm,n(C). Let Mn(E) =Mn,n(E) and Mn =Mn(C).
For each nonzero cardinal number n, we fix a Hilbert space Hn of
dimension n and identify Mm,n with the space B(Hn, Hm) of bounded
operators from Hn to Hm.
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Let m,n, p be nonzero cardinal numbers. For x ∈Mn(E) and scalar
matrices α ∈Mm,n and β ∈Mn,p, the product αxβ ∈Mm,p(E) can be
defined as compositions under appropriate operator space embeddings.
For a fixed (sufficiently large) nonzero cardinal number κ, letM(E) =∐
Mn(E), where the disjoint union is taken over all nonzero cardinal
numbers n ≤ κ. As above, for the special case E = C, let M =M(C).
The choice of κ will depend on the setting. For example, if we are
considering separable operator spaces, then it will typically suffice to
take κ = ℵ0. We will work with the understanding that κ exists and
simply write e.g. “for all n” instead of “for all n ≤ κ.”
If E is a dual operator space with a distinguished predual E∗, then
we identifyMn(E) with the space CB(E∗,Mn) of completely bounded
maps from E∗ to Mn under the natural operator space isomorphism.
We equip Mn(E) with the corresponding point-weak* topology. For
Mn, this is the usual weak* topology.
The next definition is [13, Definition 2.2.1].
Definition 3.1. An nc convex set over an operator space E is a graded
subset K =
∐
Kn ⊆ M(E) that is closed under direct sums and
compressions, meaning that
(1)
∑
αixiα
∗
i ∈ Kn for every family {xi ∈ Kni} and every family of
isometries {αi ∈Mn,ni} satisfying
∑
αiα
∗
i = 1n,
(2) β∗xβ ∈ Km for every x ∈ Kn and every isometry β ∈ Mn,m.
The set K is said to be compact if E is a dual operator space and each
Kn is compact in the topology on Mn(E).
It is often convenient to work with the heuristic that a set is an
nc convex set if it contains all noncommutative convex combinations
of its elements. This can be made precise for nc convex sets over dual
operator spaces. We require the following definition from [13, Definition
2.2.7].
Definition 3.2. Let K be an nc convex set. An nc convex combination
of elements inK is an expression of the form
∑
α∗ixiαi for n, a bounded
family {xi ∈ Kni} and a family {αi ∈Mni,n} satisfying
∑
α∗iαi = 1n.
The next result is [13, Proposition 2.2.8].
Proposition 3.3. Let E be a dual operator space. A subset K ⊆
M(E) is an nc convex set if and only if it is closed under nc convex
combinations.
Example 3.4. Let S be an operator system. An nc state on S is a
unital completely positive map of the form ϕ : S → Mn for some n.
We let UCP(S,Mn) denote the collection of all nc states with range in
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Mn. The nc state space of S is the nc convex set K =
∐
Kn defined
by
Kn = UCP(S,Mn).
Identifying each Kn = UCP(S,Mn) with a subspace ofMn(S
∗), we see
that K is an nc convex set over the dual operator space S∗. Moreover,
each Kn is compact in the corresponding point-weak* topology, so K is
compact. We will see shortly that every compact nc convex set arises
in this way as the nc state space of an operator system.
We will require the notion of a dilation of a point in a compact nc
convex set, as well as the corresponding notion of a maximal point.
The next definition is [13, Definition 5.1.1].
Definition 3.5. Let K be a compact nc convex set. A point x ∈ Km
is dilated by a point y ∈ Kn if there is an isometry α ∈ Mn,m such
that x = α∗yα. If y ≃ x⊕ z for some z ∈ K, where the decomposition
is taken with respect to α, then the dilation is said to be trivial. The
point x is said to be maximal if it has no non-trivial dilations.
It was shown in [13] that there are appropriate noncommutative ana-
logues of classical results like the Krein-Milman theorem and Milman’s
partial converse to the Krein-Milman theorem for extreme points in a
compact convex set. We will require the notion of an extreme point of
a compact nc convex set. The next definition is [13, Definition 6.1.1].
Definition 3.6. Let K be a compact nc convex set. A point x ∈ Kn
is extreme if whenever x is written as a finite nc convex combination
x =
∑
α∗ixiαi for {xi ∈ Kni} and {αi ∈Mni,n} satisfying
∑
α∗iαi = 1n,
then each α∗ixiαi is a scalar multiple of x and each xi decomposes with
respect to the range of αi as a direct sum xi = yi⊕zi for yi, zi ∈ K with
yi unitarily equivalent to x. The extreme boundary ∂K =
∐
(∂K)n of
K is the set of all extreme points.
3.2. Noncommutative functions. The next definition is Definition
[13, Definition 4.2.1].
Definition 3.7. Let K be a compact nc convex set. A function
f : K →M is an nc function if it is graded, respects direct sums and
is unitarily equivariant, meaning that
(1) f(Kn) ⊆ Kn for all n,
(2) f(
∑
αixiα
∗
i ) =
∑
αif(xi)α
∗
i for every family {xi ∈ Kni} and
every family of isometries {αi ∈Mni,n} satisfying
∑
αiα
∗
i = 1n,
(3) f(β∗xβ) = βf(x)β∗ for every x ∈ Kn and every unitary β ∈
Mn.
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The function f is an affine nc function if it is an nc function that is, in
addition, equivariant with respect to isometries, meaning that
(3’) f(γ∗xγ) = γ∗f(x)γ for every x ∈ Km and every isometry γ ∈
Mm,n.
An nc function f is bounded if ‖f‖∞ < ∞, where ‖f‖∞ denotes the
uniform norm
‖f‖∞ = sup
x∈K
‖f(x)‖.
Finally, an nc function f is continuous if for every n, the restriction
f |Kn : Kn →Mn is continuous.
Let A(K) denote the operator system of continuous affine nc func-
tions on K, let C(K) denote the space of continuous nc functions on K
and let B(K) denote the space of bounded nc functions onK. Note that
A(K) ⊆ C(K) ⊆ B(K). For f ∈ B(K) the adjoint f ∗ is a bounded
nc function defined by f ∗(x) = f(x)∗ for x ∈ K. The spaces C(K)
and B(K) are C*-algebras with respect to the adjoint, the pointwise
product and the uniform norm.
It follows from [13, Theorem 4.4.3] and [13, Theorem 4.4.4] that
C(K) is generated as a C*-algebra by A(K) and the bidual C(K)∗∗
is isomorphic to B(K). Moreover, for every point x ∈ Kn, there is a
unique *-homomorphism δx : C(K)→Mn satisfying δx|A(K) = x.
Definition 3.8. LetK be a compact nc convex set. For a point x ∈ Kn,
the corresponding point evaluation δx : C(K) → Mn is the unique *-
homomorphism satisfying δx|A(K) = x.
3.3. Categorical duality. The noncommutative Kadison representa-
tion theorem from [13, Theorem 3.2.3] asserts that every operator sys-
tem is unitally completely order isomorphic to the space of continuous
affine nc functions on a compact nc convex set. More generally, the cat-
egory of compact nc convex sets is dually equivalent to the category of
closed operator systems. To make this precise, we require the following
definition from [13, Definition 2.5.1].
Definition 3.9. Let K and L be compact nc convex sets. A map
θ : K → L is an affine nc map if it is graded, respects direct sums and
is equivariant with respect to isometries, meaning that
(1) θ(Kn) ⊆ Ln for all n,
(2) θ(
∑
αixiα
∗
i ) =
∑
α∗i θ(xi)αi for every family {xi ∈ Kni} and
every family of isometries {αi ∈Mni,n} satisfying
∑
αiα
∗
i = 1n,
(3) θ(β∗yβ) = β∗θ(y)β for every y ∈ Km and every isometry β ∈
Mm,n.
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An affine nc map θ is continuous if the restriction θ|Kn is continuous
for every n. We say that θ is a homeomorphism and that K and L are
affinely homeomorphic if θ has a continuous inverse.
Specifically, let NCConv denote the category of compact nc convex
sets with continuous affine nc maps as morphisms and let OpSys de-
note the category of norm closed operator systems with unital complete
order homomorphisms as morphisms. There is a contravariant functor
A: NCConv → OpSys sending a compact nc convex set K to the oper-
ator system A(K) of continuous affine nc functions on K. The inverse
of the functor A is the contravariant functor A−1 : OpSys → NCConv
sends an operator system S to the nc state space of S.
The next result is [13, Theorem 3.2.5].
Theorem 3.10. The contravariant functors A : A: NCConv → OpSys
and A−1 : OpSys→ NCConv are inverses. In particular, the categories
NCConv and OpSys are dually equivalent.
The next result is [13, Corollary 3.2.6].
Corollary 3.11. Let K and L be compact nc convex sets. The operator
systems A(K) and A(L) are isomorphic if and only if K and L are
affinely homeomorphic.
3.4. Convex noncommutative functions. Let K be a compact nc
convex set. An element f = (fij) ∈Mn(B(K)) can be viewed as an nc
function f : K →Mn(M) defined by f(x) = (fij(x)) for x ∈ K. Note
that f is graded, respects direct sums and is unitarily equivariant in
an appropriate sense. Note that f is also bounded in an appropriate
sense. We say that f is continuous if f ∈Mn(C(K)), and we say that
f is self-adjoint if f(x) ∈ Mn(Mk)sa for all k and all x ∈ Kk. For an
nc state µ : C(K)→Mk, µ(f) = (µ(fij)).
The next definition is inspired by the characterization of classical
convex functions in terms of their epigraph. It is [13, Definition 7.2.1].
Definition 3.12. Let K be a compact nc convex set and let f ∈
Mn(B(K)) be a bounded self-adjoint nc function. The epigraph of f
is the subset Epi(f) ⊆
∐
mKm ×Mn(Mm) defined by
Epim(f) = {(x, α) ∈ Km ×Mn(Mm) : x ∈ Km and α ≥ f(x)}.
A bounded self-adjoint nc function f is convex if Epi(f) is an nc convex
set.
It was observed in [13, Remark 7.2.2] that a bounded self-adjoint nc
function f ∈Mn(B(K)) is convex if and only if
f(α∗xα) ≤ (1n ⊗ α
∗)f(x)(1n ⊗ α)
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for every l and m, every x ∈ Km and every isometry α ∈ Mm,l.
3.5. Representing maps and partial orders.
Definition 3.13. Let K be a compact nc convex set and let µ :
C(K) →Mn be an nc state. The barycenter of µ is the unique point
x ∈ Kn satisfying x = µ|A(K). The nc state µ is said to represent x.
Every point x ∈ Kn has at least one representing map, namely the
point evaluation δx : C(K) → Mn from Definition 3.8. The fact that
there may be other nc states representing x is a key part of the theory.
The next result combines [13, Theorem 5.2.3] and [13, Theorem 6.1.6].
Theorem 3.14. Let K be a compact nc convex set. A point x ∈ Kn is
maximal if and only if the corresponding point evaluation δx : C(K)→
Mn is the unique representing map for x. The point x is extreme if
and only if it is maximal and δx is irreducible.
Definition 3.15. Let µ : C(K) → Mm be an nc state. We say that
a pair (x, α) ∈ Kn ×Mn,m is a representation of µ if α is an isometry
and µ = α∗δxα. The representation (x, α) is minimal if C(K)(x)αHm
is dense in Hn.
For a compact nc convex set K, there is an order on the set of nc
states on C(K) that is analogous to the Choquet order on the set of
probability measures on a compact convex set. The next definition is
[13, Definition 8.2.1].
Definition 3.16. Let K be a compact nc convex set and let µ, ν :
C(K)→Mm be nc states. We say that µ is dominated by ν in the nc
Choquet order and write µ ≺c ν if µ(f) ≤ ν(f) for every n and every
convex nc function f ∈Mn(C(K)).
For each n, the nc Choquet order is a partial order on the set ofMn-
valued nc states on C(K) [13, Proposition 8.2.4]. It is important to
note that if µ ≺c ν, then µ and ν have the same barycenter [13, Lemma
8.3.3].
In this paper, we will be particularly interested in representing maps
that are maximal with respect to the nc Choquet order. However,
there is another order on the set of nc states on C(K), inspired by the
dilation order on probability measures introduced in [12], that is often
more convenient to work with. The next definition is [13, Definition
8.3.1].
Definition 3.17. Let K be a compact nc convex set and let µ, ν :
C(K) → Ml be nc states. We say that µ is dominated by ν in the
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dilation order and write µ ≺d ν if there are representations (x, α) ∈
Km×Mm,l for µ and (y, β) ∈ Kn×Mn,l for ν along with an isometry
γ ∈Mm,n, such that β = γα and x = γ
∗yγ.
A key result from [13, Theorem 8.5.1] is that the nc Choquet order
and the dilation order coincide.
Theorem 3.18. Let K be a compact nc convex set and let µ, ν :
C(K)→Mn be nc states. Then µ ≺c ν if and only if µ ≺d ν.
By [13, Corollary 8.3.8] every point x ∈ K admits a representing
map that is maximal in the nc Choquet order (or equivalently, in the
dilation order). These states will play an important role in what follows.
The next result is [13, Theorem 8.3.7].
Theorem 3.19. Let µ : C(K) → Mm be an nc state with representa-
tion (x, α) ∈ Kn ×Mn,m. If µ is maximal in the nc Choquet order
and the representation (x, α) is minimal, then x is a maximal point.
Conversely, if x is a maximal point, then µ is maximal.
3.6. Minimal C*-algebra. The minimal C*-algebra associated to the
operator system of continuous affine nc functions on a compact nc
convex set will play an important role in this paper.
For a compact nc convex set K, the minimal C*-algebra C∗min(A(K))
of the operator system A(K) is a C*-algebra that is uniquely deter-
mined up to isomorphism by the universal property that there is a
unital complete order embedding ι : A(K) → C∗min(A(K)) such that
C∗min(A(K)) = C
∗(ι(A(K))) and for any unital C*-algebra B and unital
complete order embedding ϕ : A(K)→ B satisfying B = C∗(ϕ(A(K))),
there is a a surjective homomorphism π : B → C∗min(A(K)) satisfying
π ◦ ϕ = ι.
B = C∗(ϕ(A(K)))
A(K) C∗min(A(K))
pi
ι
ϕ
It was observed in [13, Section 6.5] that the extreme boundary ∂K
can be identified with a (potentially proper) subset of the irreducible
representations of C∗min(A(K)). The next result is [13, Theorem 6.5.1].
Theorem 3.20. Let K be a compact nc convex set and let L denote the
nc state space of the minimal C*-algebra C∗min(A(K)), identified with
the set of nc states on C(K) that factor through C∗min(A(K)). Then L is
the closed nc convex hull of the set of point evaluations {δx : x ∈ ∂K}.
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4. Noncommutative Choquet simplices
In this section, we will introduce the definition of an nc Choquet
simplex, or briefly an nc simplex, and prove some basic results. At the
end of this section we will give some examples. In particular, we will
show that every simplex can be naturally identified with an nc simplex.
Definition 4.1. Let K be a compact nc convex set. We will say that
K is an nc simplex if every point in K has a unique representing map
on C(K) that is maximal in the nc Choquet order.
Proposition 4.2. Let K be a compact nc convex set and let M denote
the set of nc states on C(K) that are maximal in the nc Choquet order.
Then M is an nc convex set.
Remark 4.3. Note that we do not claim the nc convex setM is closed.
Proof. We first show that M is closed under direct sums. For a family
{µi ∈ Mmi} of nc states that are maximal in the nc Choquet order
and a family {αi ∈ Mm,mi} of isometries satisfying
∑
αiα
∗
i = 1m, let
µ : C(K) → Mm denote the nc state defined by µ =
∑
αiµiα
∗
i . Let
{(xi, ξi) ∈ Kni×Mni,mi} be a family such that each (xi, ξi) is a minimal
representation of µi. Let βi ∈Mn,ni be isometries satisfying
∑
βiβ
∗
i =
1n, let x =
∑
βixiβ
∗
i ∈ Kn and let ξ =
∑
βiξiα
∗
i ∈Mn,m. Then (x, ξ) is
a representation for µ. By [13, Theorem 8.3.7], the maximality of each
map µi along with the minimality of the corresponding representation
(xi, ξi) implies that each point xi is maximal. Since direct sums of
maximal points are maximal, x is a maximal point. Applying [13,
Theorem 8.3.7] again, we conclude that µ is maximal in the nc Choquet
order.
Next, we show that M is closed under compressions. For a maximal
nc state ν ∈Mm that is maximal in the nc Choquet order and an isom-
etry β ∈ Mm,l, let λ = β
∗νβ. Let (y, η) ∈ Kn ×Mn,m be a minimal
representation for ν. Then (y, ηβ) is a (not necessarily minimal) repre-
sentation for ν. By [13, Theorem 8.3.7], the maximality of ν and the
minimality of the corresponding representation (y, η) implies that the
point y is maximal. Applying [13, Theorem 8.3.7] again, we conclude
that λ is maximal in the nc Choquet order. 
The next result implies that in order to verify that a compact nc
convex set K is an nc simplex, it suffices to look at the points in K1.
Proposition 4.4. Let K be a compact nc convex set. Then K is an
nc simplex if and only if every point in K1 has a unique representing
map on C(K) that is maximal in the nc Choquet order.
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Proof. If K is an nc simplex, then it follows immediately that every
point in K1 has a unique nc Choquet maximal representing map on
C(K).
Conversely, suppose that every point in K1 has a unique nc Choquet
maximal representing map on C(K) and let y ∈ Kn be an arbitrary
point. Let ν, ν ′ : C(K) → Mn be nc Choquet maximal representing
maps for y. Let α ∈ Mn,1 be an isometry and let x = α
∗yα. Then
x ∈ K1, so by assumption it has a unique representing map that is
maximal in the nc Choquet order.
Let µ = α∗να and µ′ = α∗ν ′α. Then µ and µ′ are representing
maps for x. Furthermore, it follows from Proposition 4.2 that they are
maximal in the nc Choquet order since ν and ν ′ are. Hence µ = µ′.
Since α was arbitrary, it follows that ν = ν ′. Hence y has a unique nc
Choquet maximal representing maps. Since y was arbitrary, K is an
nc simplex. 
Proposition 4.5. Let K be an nc simplex and let M denote the set
of maximal nc states on C(K). For x ∈ Kn, let µx ∈ Mn denote the
unique nc Choquet maximal representing maps for x. Then the map
θ : K →M defined by θ(x) = µx is an affine nc map.
Remark 4.6. Let L denote the nc state space of C(K). The map θ is
a section of the barycenter map which maps µ ∈ L to the restriction
µ|A(K) ∈ K. However, θ is not necessarily continuous.
Proof. It is clear that θ(Kn) ⊆Mn for each n.
For a family of points {xi ∈ Kni} and a family of isometries {αi ∈
Mni,n} satisfying
∑
αiα
∗
i = 1n, the map
∑
αiµxiα
∗
i has barycenter∑
αixiα
∗
i . Furthermore, since each µi is maximal, it follows from
Proposition 4.2 that
∑
αiµxiα
∗
i is maximal in the nc Choquet order.
By uniqueness, θ(
∑
αixiα
∗
i ) =
∑
αiµxiα
∗
i =
∑
αiθ(xi)α
∗
i .
Similarly, for y ∈ Kn and an isometry β ∈ Mm,n, the map β
∗µyβ
has barycenter β∗yβ, and it follows from Proposition 4.2 that β∗µyβ is
maximal. Hence by uniqueness, θ(β∗xβ) = β∗µxβ = β
∗θ(x)β. 
The existence of the map provided by the next result is the key
technical property satisfied by nc simplices.
Theorem 4.7. Let K be a compact nc convex set. Then K is an
nc simplex if and only if there is a unital completely positive map ϕ :
C(K)→ A(K)∗∗ such that ϕ|A(K) = idA(K), meaning that the following
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diagram commutes:
C(K) A(K)∗∗
A(K)
ϕ
If the map ϕ exists, then it is unique and factors through C∗min(A(K)).
Moreover, ϕ extends to a normal conditional expectation ϕ∗∗ : C(K)∗∗ →
A(K)∗∗ with range A(K)∗∗
Proof. Suppose K is an nc Choquet simplex. For n ∈ N and f ∈
Mn(C(K)), define a function ϕ(f) : K →Mn(M) by ϕ(f)(x) = µx(f)
for x ∈ Kk, where µx : C(K) → Mk denotes the unique nc Choquet
maximal representing map for x. Then it follows from Proposition 4.5
that ϕ(f) is a bounded affine nc function. For f ≥ 0, it is clear that
ϕ(f) ≥ 0. Moreover, it is also clear that ϕ(a) = a for a ∈ A(K). Hence
ϕ : C(K)→ A(K)∗∗ defines a unital completely positive map satisfying
ϕ|A(K) = idA(K).
For x ∈ Kk, let (y, α) ∈ Km ×Mm,k be a minimal representation
for µx, so that µx = α
∗δyα. Since µx is maximal, [13, Theorem 8.3.7]
implies that y is a maximal point. By [13, Proposition 5.2.4], δy factors
through C∗min(A(K)). Hence µx factors through C
∗
min(A(K)). It follows
that ϕ factors through C∗min(A(K)).
Conversely, let ϕ : C(K) → A(K)∗∗ be a unital completely positive
map such that ϕ|A(K) = idA(K). Then for y ∈ Km, the map y
∗∗ ◦ ϕ has
barycenter y. If y is a maximal point, then it has a unique representing
map δy : C(K) → Mm, so in this case y
∗∗ ◦ ϕ = δy. For arbitrary
x ∈ Kk, let µ : C(K) → Mk be a representing map for x that is
maximal in the nc Choquet order and let (y, α) ∈ Km ×Mm,k be a
minimal representation for µ. Then [13, Theorem 8.3.7] implies that y
is a maximal point, so from above,
µ = α∗δyα = α
∗(y∗∗ ◦ ϕ)α = (α∗yα) ◦ ϕ = x∗∗ ◦ ϕ.
In particular, µ is unique. Hence K is an nc Choquet simplex. Note
that this argument also implies the uniqueness of the map ϕ.
Finally, since A(K)∗∗ is a dual operator system, we obtain a unique
extension of ϕ to a normal unital completely positive map ϕ∗∗ : C(K)∗∗ →
A(K)∗∗. It follows from above that ϕ∗∗|A(K)∗∗ = idA(K)∗∗ . Hence ϕ
∗∗ is
a conditional expectation. 
The next result describes the unique nc Choquet maximal represent-
ing maps for points in an nc simplex. It follows immediately from the
proof of Theorem 4.7.
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Corollary 4.8. Let K be an nc simplex and let ϕ : C(K) → A(K)∗∗
denote the unital completely positive map from Theorem 4.7. For x ∈
Kn, let µx : C(K) → Mn denote the unique nc Choquet maximal
representing map for x. Then µx = x
∗∗ ◦ ϕ.
5. Basic examples
In this section we will give the first examples of nc simplices by
applying the characterization from Theorem 6.2. In particular, we will
show that every simplex can naturally be identified with an nc simplex.
An operator system S is said to have the weak expectation property
if there is an injective operator system T such that S ⊆ T ⊆ S∗∗ .
This definition, introduced by Kavruk [24, Section 3.2] in a slightly
different form, is a generalization of Lance’s weak expectation property
for C*-algebras (see [7, Chapter 13]).
Theorem 5.1. The nc state space of an operator system with the weak
expectation property is an nc simplex.
Proof. Let S be an operator system with the weak expectation property
and letK denote the nc state space of S, so that S is unitally completely
order isomorphic to A(K). Let T be an injective operator system with
A(K) ⊆ T ⊆ A(K)∗∗. By the injectivity of T , the identity map on
A(K) extends to a unital completely positive map ψ : C(K)→ A(K)∗∗.
The result now follows from Theorem 6.2. 
An operator system S is said to be nuclear if S ⊗min T = S ⊗max T
for every operator system T . Here, S ⊗min T and S ⊗max T denote
the minimal and maximal tensor products respectively of S and T (see
Section 7). By [19, Theorem 3.5], S is nuclear if and only if the bidual
S∗∗ is unitally completely order isomorphic to an injective C*-algebra.
In particular, if S is nuclear, then it has the weak expectation property.
The next result follows immediately from this observation and Theorem
5.1.
Corollary 5.2. The nc state space of a nuclear operator system is an
nc simplex.
It follows from Theorem 5.1 that the nc state space of a unital C*-
algebra with the weak expectation property is an nc simplex. However,
we will establish a much stronger result in Section 10. In the next
example, we apply Corollary 5.2 to give an example of an nc simplex
that is not affinely homeomorphic to the nc state space of a C*-algebra.
Example 5.3. Han and Paulsen [19, Theorem 4.2] constructed the
following example of a nuclear operator system that is not completely
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order isomorphic to a C*-algebra. Let S ⊆ B(ℓ2(N)) denote the norm
closure of
span{1, eij : (i, j) ∈ N
2 \ {(1, 1)}},
where {eij}i,j∈N is the family of standard matrix units in B(ℓ
2(N)).
Then S is a closed operator subsystem of B(ℓ2(N)) that not unitally
completely order isomorphic to a C*-algebra. However, by [19, The-
orem 4.3], the bidual S∗∗ is unitally completely order isomorphic to
the injective C*-algebra B(ℓ2(N)). Hence by [19, Theorem 3.5], S is
nuclear.
Letting K denote the nc state space of S so that S is unitally com-
pletely order isomorphic to A(K), it follows from Corollary 5.2 that K
is an nc simplex.
For a compact convex set C let max(C) denote the largest compact
nc convex set with max(C)1 = C. Equivalently, max(C) is the nc state
space of the function system A(C) of continuous affine functions on
C when it is equipped with its minimal operator system structure (cf.
[37]), i.e. when it is viewed as an operator subsystem of the C*-algebra
C(C) of continuous functions on C.
Lemma 5.4. Let K be a compact nc convex set. The following are
equivalent:
(1) K = max(K1)
(2) ∂K = ∂K1
(3) C∗min(A(K)) = C(∂K1)
Proof. By the duality between the category of compact nc convex sets
and operator systems, K = max(K1) if and only if A(K) = A(max(K1)).
Since A(max(K1)) is the operator system obtained by equipping the
function system A(K1) with its minimal operator system structure,
i.e. with the operator system structure obtained from the inclusion
A(K1) ⊆ C(K1), it follows that A(K) = A(max(K1)) if and only if
the canonical map from A(K) into C(∂K1) is a unital complete order
embedding, which is equivalent to the statement that C∗min(A(K)) is a
quotient of C(∂K1).
By [11, Theorem 2.4], every point in ∂K1 can be dilated to an ex-
treme point of K. It follows from [11, Theorem 3.4], that C∗min(A(K))
is a quotient of C(∂K1) if and only if C
∗
min(A(K)) = C(∂K1), and that
this is equivalent to ∂K = ∂K1. 
The next result shows that every simplex can be naturally identified
with an nc simplex.
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Theorem 5.5. Let K be a compact nc convex set. Then K is an
nc simplex with ∂K = ∂K1 if and only if K1 is a simplex and K =
max(K1).
Proof. Suppose that K is an nc simplex with ∂K = ∂K1. Then by
Lemma 5.4, K = max(K1) and C
∗
min(A(K)) = C(∂K1). In particular,
C∗min(A(K)) is a commutative C*-algebra. Let ϕ : C(K)→ A(K)
∗∗ de-
note the map from Theorem 4.7. Since ϕ factors through C∗min(A(K)),
the normal conditional expectation ϕ∗∗ : C(K)∗∗ → A(K)∗∗ gives rise
to a conditional expectation C(∂K1)
∗∗ → A(K1)
∗∗. Since C(∂K1)
∗∗ is
a commutative von Neumann algebra, it is injective. It follows that
A(K1)
∗∗ is injective, and hence by [19, Theorem 3.5], A(K1) is nuclear.
Therefore, by [35, Theorem 1.4], K1 is a simplex.
Conversely, suppose that K1 is a simplex and K = max(K1). Since
K1 is a simplex, [15, Theorem 7.4] implies that the bidual A(K1)
∗∗ is
an injective function system, and hence is unitally order isomorphic to
a commutative von Neumann algebra. Therefore, A(K)∗∗ is unitally
completely order isomorphic to a commutative von Neumann algebra,
and in particular is injective as an operator system. By [19, Theorem
3.5], A(K) is nuclear, so it follows from Corollary 5.2 that K is an nc
simplex. 
6. C*-systems
Recall that the category of compact nc convex sets with morphisms
consisting of continuous affine nc maps is dual to the category of closed
operator systems with morphisms consisting of unital complete order
homomorphisms (see [13, Section 3]). This duality is implemented by
the functor mapping a compact nc convex set K to the operator system
A(K) of continuous affine nc functions on K.
In this section we will characterize nc simplices in terms of their cor-
responding operator systems of continuous affine nc functions. Specif-
ically, we will show that a compact nc convex set is an nc simplex if
and only if it is dual to a special kind of operator system introduced
by Kirchberg and Wasserman [28] called a C*-system.
Definition 6.1 (C*-system). An operator system S is said to be a
C*-system if its bidual S∗∗ is unitally completely order isomorphic to a
von Neumann algebra.
Theorem 6.2. Let K be a compact nc convex set. Then K is an
nc simplex if and only if the corresponding operator system A(K) of
continuous affine nc functions on K is a C*-system.
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Proof. Suppose K is an nc simplex and let ϕ∗∗ : C(K)∗∗ → A(K)∗∗
denote the normal conditional expectation from Theorem 4.7. The
range A(K)∗∗ of ϕ∗∗ is a C*-algebra with respect to the corresponding
Choi-Effros product [9, Theorem 3.1]. Since A(K)∗∗ is weak*-closed, it
follows from Sakai’s characterization of von Neumann algebras as C*-
algebras with preduals that this C*-algebra is a von Neumann algebra.
Conversely, suppose that A(K) is a C*-system. Then there is a
von Neumann algebra M and a unital complete order isomorphism
ψ : A(K)∗∗ → M . Let B = C∗(ψ(A(K))). By the universal property
of C(K), there is a surjective homomorphism π : C(K)→ B such that
π|A(K) = ψ|A(K). Let ϕ = ψ
−1 ◦ π. Then ϕ : C(K) → A(K)∗∗ is a
unital completely positive map satisfying ϕ|A(K) = idA(K). Hence by
Theorem 4.7, K is an nc simplex. 
The next example is due to Kirchberg and Wassermann [28].
Example 6.3 (Kirchberg-Wassermann). Let A be a unital C*-algebra
and let L be a closed left ideal in A. Then L+L∗ is a closed subspace
of A and there is a natural operator system structure on the quotient
A/(L+L∗) obtained from the canonical isometric embedding of A/(L+
L∗) into the operator system (1− p)A∗∗(1− p), where p ∈ A∗∗ denotes
the support projection of L. Furthermore, (A/(L + L∗))∗∗ is unitally
completely order isomorphic to the C*-algebra (1−p)A∗∗(1−p). Hence
A/(L + L∗) is a C*-system. Kirchberg and Wassermann showed that
every separable C*-system is of this form [28, Proposition 5], and that
every non-separable C*-system is an inductive limit of separable C*-
systems.
Corollary 6.4. Let K be an nc simplex and let ϕ : C(K) → A(K)∗∗
denote the unital completely positive map from Theorem 4.7. Then ϕ
is a homomorphism with respect to the von Neumann algebra structure
on A(K)∗∗ from Theorem 6.2.
Proof. If K is an nc simplex, then arguing as in the proof of Theorem
6.2, there is a von Neumann algebra M and a unital complete order
isomorphism ψ : A(K)∗∗ → M . Let B = C∗(ψ(A(K))). By the
universal property of C(K), there is a surjective homomorphism π :
C(K) → B such that π|A(K) = ψ|A(K). The unital completely positive
map ϕ′ : C(K) → A(K)∗∗ defined by ϕ′ = ψ−1 ◦ π satisfies ϕ′|A(K) =
idA(K). Hence by Theorem 4.7, ϕ
′ = ϕ. 
It follows immediately from Theorem 6.2 that the nc state space of
a unital C*-algebra is an nc simplex. In Section 10, we will completely
characterize nc simplices that arise in this way.
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Corollary 6.5. The nc state space of a unital C*-algebra is an nc
simplex.
For n ≥ 1, a compact convex set C is an n-simplex if and only if
the function system A(C) is unitally order isomorphic to ℓ∞n , which is
a finite-dimensional C*-algebra. The next result is a noncommutative
generalization of this fact.
Corollary 6.6. Let K be compact nc convex set such that A(K) is
finite dimensional. Then K is an nc simplex if and only if A(K) is
unitally completely order isomorphic to a unital C*-algebra.
Proof. The result follows immediately from Corollary 6.5 and the fact
that A(K)∗∗ = A(K) if A(K) is finite dimensional. 
7. Tensor products
Namioka and Phelps [35] characterized simplices in terms of tensor
products. Specifically, they proved that a compact convex set C is
a simplex if and only if the corresponding function system A(C) of
continuous affine functions on C is nuclear, meaning that A(C) ⊗min
F = A(C) ⊗max F for every function system F . Here, A(C) ⊗min F
and A(C) ⊗max F denote the minimal and maximal tensor products
respectively of the function systems A(C) and F in the category of
function systems (see e.g. [8, 35]).
In this section, we will establish an analogous characterization of
nc simplices in terms of tensor products. We will utilize the theory
of tensor products of operator systems developed by Kavruk, Paulsen,
Todorov and Tomforde [26].
For operator systems S and T , an operator system tensor product is
an operator system structure on the algebraic tensor product S⊗T , i.e.
a sequence of positive cones {Cn ⊆Mn(S⊗T )}n∈N. If R is an operator
system containing the algebraic tensor product S ⊗ T , then we obtain
an operator system structure on S ⊗ T by taking Cn = Mn(R)
+ for
n ∈ N.
Definition 7.1. Let S and T be operator systems with nc state spaces
K and L respectively.
(1) The minimal tensor product S ⊗min T is the operator system
with positive cones {Cminn ⊆Mn(S ⊗ T )}n∈N defined by
Cminn = {a ∈ Mn(S ⊗ T ) : a(x⊗ y) ≥ 0 for all x ∈ K, y ∈ L}.
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(2) The commuting tensor product S ⊗c T is the operator system
with positive cones {Ccn ⊆Mn(S ⊗ T )}n∈N defined by
Ccn = {a ∈Mn(S ⊗ T ) : a(x⊗ y) ≥ 0 for all x ∈ K, y ∈ L
such that S(x) and T (y) commute}.
(3) The maximal tensor product S ⊗min T is the operator system
with positive cones {Cmaxn ⊆Mn(S ⊗ T )}n∈N defined by
Cmaxn = {α(s⊗ t)α
∗ : s ∈Ml(S)
+, t ∈Mm(T )
+,
α ∈Mn,km, l, m ∈ N}.
The following tensor product characterization of C*-systems was es-
tablished by Kavruk [25, Theorem 2.3].
Theorem 7.2 (Kavruk). An operator system S is a C*-system if and
only if it is (c,max)-nuclear, meaning that S⊗c T = S⊗max T for every
operator system T . Equivalently, if and only if C∗max(S)⊗maxC
∗
max(T ) =
C∗max(S ⊗max T ) for every operator system T .
The next corollary follows immediately from Theorem 6.2 and The-
orem 7.2.
Corollary 7.3. Let K be a compact nc convex set. Then K is an nc
simplex if and only if the operator system A(K) is (c,max)-nuclear,
meaning that A(K) ⊗c A(L) = A(K) ⊗max A(L) for every compact
nc convex set L. Equivalently, if and only if C(K) ⊗max C(L) =
C∗max(A(K)⊗max A(L)) for every compact nc convex set L.
The next result can be seen as a noncommutative analogue of [35,
Theorem 1.2].
Theorem 7.4. Let K be an nc Choquet simplex and let L be a compact
nc convex set. Let M denote the nc state space of the maximal tensor
product A(K) ⊗max A(L). For an extreme point z ∈ (∂M)n, there
are maximal points x ∈ Kn and y ∈ Ln such that z = x ⊗ y and
the corresponding representations δx : C(K) → Mn and δy : C(L) →
Mn are commuting factor representations. If either of the C*-algebras
C∗min(A(K)) or C
∗
min(A(L)) are of type I, then x ∈ ∂K and y ∈ ∂L.
Proof. Let z ∈ (∂M)n be an extreme point. By Corollary 7.3, C(K)⊗max
C(L) = C(A(K) ⊗max A(L)). Hence there are points x ∈ Kn and
y ∈ Ln such that the corresponding representations δx : C(K) →Mn
and δy : C(L)→Mn have commuting ranges and δz = δx× δy (see e.g.
[7, Theorem 3.2.6]).
Let µx : C(K)→Mn denote the unique nc Choquet maximal repre-
senting map for x and let ν : C(K)→Mn be an nc Choquet maximal
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representing map for y. Then there is a unital completely positive
map λ = µx ⊗ ν : C(K)⊗max C(L) → Mn such that λ|C(K) = µx and
λ|C(L) = ν (see e.g. [7, Theorem 3.5.3]). In particular, since µx has
barycenter x and ν has barycenter y, λ has barycenter z, i.e. λ is a
representing map for z. Hence by [13, Proposition 8.3.6], δz ≺c λ.
Since z is an extreme point, [13, Proposition 5.2.3] implies that δz
is the unique representing map for z. Hence λ = δz, implying µx = δx
and ν = δy. Hence δz = δx × δy and z = x× y. Furthermore, applying
[13, Proposition 5.2.3] again implies that x and y are maximal points.
Since z is extreme, δz is irreducible. It is a standard fact that in this
case δx and δy are factor representations. Since x and y are maximal
points, [13, Proposition 5.2.4] implies that the representations δx and
δy factor through C
∗
min(A(K)) and C
∗
min(A(L)) respectively.
If either of C∗min(A(K)) or C
∗
min(A(L)) are of type I, then δx and δy
are both irreducible, so in this case [13, Theorem 6.1.6] implies x ∈ ∂K
and y ∈ ∂L. 
Example 7.5. The points x ∈ Kn and y ∈ Ln in the factorization z =
x× y are not necessarily extreme points. For example, let F2 = 〈u, v〉
denote the free group on two generators. Let K denote the nc state
space of C∗(F2), so that C
∗(F2) is unitally completely order isomorphic
to A(K).
Let λ : C∗(F2) → B(ℓ
2(F2)) and ρ : C
∗(F2) → B(ℓ
2(F2)) denote the
extensions to C∗(F2) of the left and right regular representations of F2
respectively. By the universal property of the maximal tensor product
(see e.g. [7, Proposition 3.3.7]), we obtain the biregular representation
λ× ρ : C∗(F2)⊗maxC
∗(F2)→ B(ℓ
2(F2)). Since F2 has the infinite con-
jugacy class property, meaning that every non-trivial conjugacy class
is infinite, λ and ρ are factor representations and λ× ρ is irreducible.
Let x, y ∈ K denote the points corresponding to λ and ρ respectively.
Let L be the nc state space of C∗(F2)⊗maxC
∗(F2) and let z ∈ L denote
the point corresponding to λ×ρ. Then z = x×y. Moreover, since λ×ρ
is irreducible, [13] implies that z ∈ ∂L. However, the representations
λ and ρ are not irreducible, so x /∈ ∂K and y /∈ ∂K.
8. Universal measurability
In this section, we will prove a key technical result about the map
from Theorem 4.7. Specifically, we will show that if K is an nc simplex
and ϕ : C(K) → A(K)∗∗ is the unital completely positive map from
Theorem 4.7, then ϕ maps convex functions to universally measurable
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elements in C∗min(A(K))
∗∗. We will require this result in our character-
ization of compact nc convex sets that are affinely homeomorphic to
the nc state space of a C*-algebra in Section 10.
Lemma 8.1. Let K be an nc Choquet simplex. For x ∈ K1, let µx :
C(K) → C denote the unique nc Choquet maximal representing state
for x. Let f ∈ C(K) be a self-adjoint continuous nc function, such that
−f is convex. Then the function f˘ : K1 → C defined by
f˘(x) = µx(f), for x ∈ K1
is lower semicontinuous and affine.
Proof. The fact that f˘ is affine follows from Proposition 4.5. Therefore,
it remains to show that f˘ is lower semicontinuous, i.e. that for a point
x ∈ K1 and a net {xi} in K1 such that lim xi = x, lim inf f˘(xi) ≥ f˘(x).
Since −f is convex and µx is the unique representing state for x that
is maximal in the nc Choquet order, it follows from the definition of
the nc Choquet order that for x ∈ K1,
f˘(x) = µx(f) = inf
ν
ν(f),
where the infimum is taken over all states ν on C(K) with barycenter
x.
Fix x ∈ K1 and let {xi} be a net in K1 such that lim xi = x. For
ǫ > 0, [13, Theorem 8.4.1] implies that for each i there is a state νi on
C(K) with barycenter xi such that νi(f) < f˘(xi) + ǫ. If {νj} is any
subnet and ν is a state on C(K) with lim νj = ν, then the continuity
of the barycenter map implies that ν has barycenter x. Hence from
above,
f˘(x) ≤ ν(f) = lim νj(f) ≤ lim inf f˘(xj) + ǫ.
Since ǫ was arbitrary, we conclude that f˘ is lower semicontinuous. 
Let A be a C*-algebra. A self-adjoint element a ∈ A∗∗ is said to
be universally measurable in A∗∗ if for every state ϕ on A and every
ǫ > 0, there are self-adjoint elements b, c ∈ A∗∗ such that b ≤ a ≤ c and
ϕ(c− b) < ǫ (cf. [38, 4.3.11]). In Section 10, we will require the result
that the atomic representation of A is faithful on the set of universally
measurable elements in A∗∗ (see e.g. [38, 4.3.15]).
Lemma 8.2. Let K be an nc Choquet simplex. Let ϕ : C(K) →
A(K)∗∗ denote the unital completely positive map from Theorem 4.7.
Let ι : A(K)→ C∗min(A(K)) denote the canonical unital complete order
embedding and let ι∗∗ : A(K)∗∗ → C∗min(A(K))
∗∗ denote the unique
normal extension of ι. Let S ⊂ C(K) be the norm closure of the
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subspace spanned by the convex self-adjoint elements. Then (ι∗∗ ◦ ϕ(S)
is contained in the universally measurable elements of C∗min(A(K))
∗∗.
Proof. Let f ∈ C(K) be a self-adjoint continuous nc function with the
property that −f is convex. Note that by [13, Corollary 4.4.4] A(K)∗∗
can be identified with bounded affine nc functions on K. In particular,
ϕ(f)(x) = x∗∗(ϕ(f)). By Corollary 4.8, ϕ(f)(x) = µx(f) for x ∈ K1.
Hence ϕ(f)|K1 = f˘ , where f˘ : K1 → C is the lower semicontinuous
affine function from Lemma 8.1.
Consider the element b = ϕ(f) ∈ A(K)∗∗ ⊂ C∗min(A(K))
∗∗. Let L1
denote the state space of C∗min(A(K)). By [38, 3.11.8] b belongs to the
monotone closure of C∗min(A(K)) in C
∗
min(A(K))
∗∗ if and only if the
function on L1 defined by bˆ(µ) = µ
∗∗(b) is lower semi-continuous. Let
η : L1 → K1 denote the dual of the complete embedding of A(K) in
C∗min(A(K)). This is a continuous affine map. Since b ∈ A(K)
∗∗ for
every µ ∈ L1, bˆ(µ) = (µ◦ι)
∗∗(ϕ(f)) = f˘(η(µ)). Applying Lemma 8.1 we
conclude that bˆ is lower semicontinuous. By [38, 4.3.13] the monotone
closure of the self-adjoint elements of C∗min(A(K)) is contained in the
norm closed subspace of the universally measurable elements. Thus
ι∗∗ ◦ ϕ(S) consists of measurable elements. 
Remark 8.3. We do not know whether the span of the convex function
in C(K) is dense (see [13, Section 7.2]), and so we do not know whether
the image of C(K) under the map ι∗∗ ◦ ϕ is contained in the set of
universally measurable elements. However, the above result is sufficient
for our purposes.
9. Irreducible points and the spectral topology
In this section, we will introduce a notion of irreducible point in a
compact nc convex set K. The set Irr(K) of irreducible points in K
contains the extreme boundary ∂K, and points in Irr(K) correspond
to irreducible representations of the C*-algebra C(K) of continuous nc
functions on K. There is a natural topology on the set of irreducible
points of K obtained as a pullback of the topology on the C*-algebraic
spectrum of C(K). We will see that the closure of ∂K in Irr(K) is a
noncommutative analog of the classical Shilov boundary of a classical
compact convex set.
Definition 9.1. Let K be a compact nc convex set. We will say that
a point x ∈ K is reducible if it is unitarily equivalent to a direct sum
x ≃ y ⊕ z for some y, z ∈ K. We will say that x is irreducible if it is
not reducible. We let Irr(K) denote the set of irreducible points in K.
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Remark 9.2. A point x ∈ Kn is irreducible if and only if the corre-
sponding representation δx : C(K)→Mn is irreducible.
Let K be a compact nc convex set. Let Rep(C(K)) denote the
set of unitary equivalence classes of non-degenerate representations of
C(K) and let Irrep(C(K)) ⊆ Rep(C(K)) denote the subset of unitary
equivalence classes of irreducible representations. Then Irrep(C(K)) is
the usual C*-algebraic spectrum of C(K). For x ∈ Kn, let [δx] denote
the unitary equivalence class of the corresponding representation δx :
C(K) →Mn. Then the map K → Rep(C(K)) : x→ [δx] is surjective
and the image of Irr(K) under this map is Irrep(C(K)).
Definition 9.3. Let K be a compact nc convex set. We define the
spectral topology on Irr(K) to be the pullback of the hull-kernel topology
on the set Irrep(C(K)) of unitary equivalence classes of irreducible
representations of C(K) (see e.g. [14, Chapter 3]). Specifically, a subset
of Irr(K) is open in the spectral topology if it is the preimage of a set
in Irrep(C(K)) that is open in the hull-kernel topology.
For a classical compact convex set C, the irreducible representations
of the C*-algebra C(C) of continuous functions on C are precisely the
point evaluations δx : C(C) → C corresponding to points x ∈ C. The
classical Shilov boundary for C is the closure ∂C of the extreme bound-
ary ∂C in C, and the C*-algebra C(∂C) is the minimal commutative
C*-algebra generated by a unital order embedding of the function sys-
tem A(C) (see [13, Section 4.1]). In particular, for x ∈ C, the cor-
responding point evaluation δx factors through C(∂C) if and only if
x ∈ ∂K.
The next result justifies the assertion that for a compact nc convex
set K, the closure of ∂K in Irr(K) with respect to the spectral topology
is a noncommutative analog of the classical Shilov boundary.
Proposition 9.4. Let K be a compact nc compact set. A point x ∈
Irr(K)n belongs to the closure of ∂K in the spectral topology if and
only if the corresponding representation δx : C(K) → Mn factors
through C∗min(A(K)). Hence ∂K is closed in Irr(K) with respect to
the spectral topology if and only if whenever x ∈ Irr(K)n is an irre-
ducible point with the property that the corresponding representation
δx : C(K) → Mn factors through C
∗
min(A(K)), then x ∈ ∂K. Sim-
ilarly, ∂K is dense in Irr(K) with respect to the spectral topology if
and only if for every irreducible point x ∈ Irr(K)n the corresponding
representation δx : C(K)→Mn factors through C
∗
min(A(K)).
Proof. Let π : C(K)→ C∗min(A(K)) denote the canonical quotient map.
Then as in the proof of [13, Theorem 6.5.1], ker π = ∩y∈∂K ker δy.
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If x ∈ Irr(K) is a point that belongs to the closure of ∂K in the
spectral topology, then from above the corresponding representation
δx satisfies ker δx ⊇ π, so δx factors through C
∗
min(A(K)).
Conversely, if x ∈ Irr(K) has the property that δx factors through
C∗min(A(K)), then ker δx ⊇ π, so from above x belongs to the closure
of ∂K in the spectral topology. 
Proposition 9.5. Let K be a compact nc convex set such that ∂K is
not closed in Irr(K) with respect to the spectral topology. Then there is
n, a net {zi ∈ Kn} of maximal points and a non-maximal point z ∈ Kn
such that lim δzi = δz in the point-strong topology.
Proof. If ∂K is not closed in Irr(K) with respect to the spectral topol-
ogy, then there is x ∈ Irr(K) such that x belongs to the closure of ∂K
with respect to the spectral topology but x /∈ ∂K. By [13, Theorem
6.1.6], x is not a maximal point.
Let z = ⊕y∈∂Ky. Choose cardinals l and m such that the amplifica-
tions u = x(l) and v = z(m) satisfy u, v ∈ Kn for an infinite cardinal n.
Since x is not a maximal point, u is not a maximal point. On the other
hand, since points in ∂K are maximal and direct sums of maximal
points are maximal, v is maximal.
By the definition of the spectral topology in terms of the hull-kernel
topology,
ker δu = ker δx ⊇ ∩y∈∂Kδy = ker δz = ker δv.
Hence δu is weakly contained in δv. By [14, 3.9.8], there is a net {wi ∈
Kn} of finite direct sums of points unitarily equivalent to v such that
δu = lim δwi in the point-strong topology. It follows that u = lim vi ∈
K. 
Remark 9.6. Let K be a compact nc convex set and n be a nonzero
cardinal. The map from Irr(K)n to the spectrum of C(K) sending a
point x ∈ Irr(K)n to the unitary equivalence class [δx] is surjective.
Moreover, it follows from [14, Theorem 3.5.8] that the map is open
with respect to the relative point-weak* topology on Irr(K)n. Thus
the relative spectral topology on Irr(K)n is coarser than the relative
point-weak* topology on Irr(K)n.
The preimage of the unitary equivalence class [δx] in Irr(K)n is the
set of unitary conjugates of x. In particular, a unitarily invariant set
in Irr(K)n is open in the relative spectral topology if and only if it is
open in the relative point-weak* topology.
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10. Noncommutative Bauer simplices
A simplex C is said to be a Bauer simplex if the extreme boundary
∂C is closed. Bauer showed that C is a classical Bauer simplex if and
only if it is affinely homeomorphic to the space P(X) of probability
measures on a compact Hausdorff space X equipped with the weak*
topology. Equivalently, C is a classical Bauer simplex if and only if it
is affinely homeomorphic to the state space of the unital commutative
C*-algebra C(X) of continuous functions on X .
In this section, we will introduce a noncommutative generalization of
the notion of a classical Bauer simplex. We will show that a compact
nc convex set K is an nc Bauer simplex if and only if it is affinely
homeomorphic to the nc state space of a unital C*-algebra.
Definition 10.1. A compact nc convex set K is a nc Bauer simplex if
it is an nc Choquet simplex and the extreme boundary ∂K is a closed
subset of the set Irr(K) of irreducible points in K with respect to the
spectral topology.
Proposition 9.4 immediately implies the following characterization
of nc Bauer simplices.
Theorem 10.2. An nc simplex K is an nc Bauer simplex if and only if
the barycenter of every irreducible representation of C(K) that factors
through C∗min(A(K)) belongs to the extreme boundary ∂K.
Proposition 10.3. Let K be an nc Bauer simplex. Let ι : A(K) →
C∗min(A(K)) denote the canonical unital complete order embedding and
let ι∗∗ : A(K)∗∗ → C∗min(A(K))
∗∗ denote the unique normal extension
of ι. Let π : C(K) → C∗min(A(K)) denote the canonical surjective
homomorphism satisfying π|A(K) = ι, and let ϕ : C(K) → A(K)
∗∗
denote the unital completely positive map from Theorem 4.7. Then
π = ι∗∗ ◦ ϕ, and hence the following diagram commutes:
C(K) C∗min(A(K))
A(K)∗∗ C∗min(A(K))
∗∗
ϕ
pi
id
ι∗∗
Proof. Let x ∈ (∂K)n be an extreme point. Since x is maximal,
[13, Proposition 5.2.4] implies that δx factors through C
∗
min(A(K)).
Hence letting δx : C
∗
min(A(K)) → Mn denote the corresponding in-
duced map and let δx
∗∗
: C∗min(A(K))
∗∗ →Mn denote the unique nor-
mal extension. Then δx
∗∗
◦ ι∗∗ ◦ϕ is a representing map for x. However,
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since x is extreme, [13, Theorem 6.1.6] implies that the representa-
tion δx : C(K) → Mn is the unique representing map for x. Hence
δx = δx
∗∗
◦ ι∗∗ ◦ ϕ.
It follows from Theorem 10.2 that every irreducible representation of
C∗min(A(K)) is equivalent to a representation of the form δx : C
∗
min(A(K))→
Mn for an extreme point x ∈ (∂K)n. Therefore, we can identify
the atomic representation of C∗min(A(K)) with the representation πa :
C∗min(A(K))→ B(Ha) with πa = ⊕x∈∂Kδx.
Let H = ⊕n⊕x∈(∂K)n Hn and let σ : C(K)→ B(H) denote the repre-
sentation defined by σ = ⊕x∈∂Kδx. Then letting πa : C
∗
min(A(K))
∗∗ →
B(Ha) denote the unique normal extension of πa, it follows from above
that
σ = πa ◦ j ◦ π = π
∗∗
a ◦ ι
∗∗ ◦ ϕ.
Hence the diagram commutes if we compose with πa.
Fix a self-adjoint element a ∈ A(K) and let f = a2. Every element in
C∗min(A(K)) is universally measurable in the sense of Section 8, and by
Lemma 8.2 ι∗∗(ϕ(a2)) is universally measurable, as well. By [38, Theo-
rem 4.3.15], the atomic representation πa is faithful on the universally
measurable elements of C∗min(A(K))
∗∗, so we conclude that
j(π(a))2 = j(π(a2)) = ι∗∗(ϕ(a2))
. Since j ◦π|A(K)) = ι
∗∗ ◦ϕ|A(K) we conclude that a is in the multiplica-
tive domain of ι∗∗ ◦ϕ. Since j ◦π is a *-homomorphism we obtain that
j ◦ π = ι∗∗ ◦ ϕ, as desired. 
Corollary 10.4. Let K be an nc Bauer simplex. An nc state µ :
C(K) →Mn factors through C
∗
min(A(K)) if and only if it is maximal
in the nc Choquet order.
Proof. Let µ : C(K)→Mm be an nc state and let (x, α) ∈ Kn×Mn,m
be a minimal representation for µ.
If µ is maximal in the nc Choquet order, then by [13, Theorem
8.3.7], x is a maximal point. Hence by [13, Proposition 5.2.4], the
representation δx : C(K) → Mn factors through C
∗
min(A(K)), and it
follows that µ factors through C∗min(A(K)).
Conversely, if µ factors through C∗min(A(K)), then by applying Stine-
spring’s dilation theorem to the induced map µ : C∗min(A(K)) →Mm,
we obtain a minimal representation of µ that factors through C∗min(A(K)).
By the uniqueness of minimal representations (see [13, Remark 5.2.2]),
it follows that the representation δx factors through C
∗
min(A(K)).
Let δx : C
∗
min(A(K)) → Mn denote the induced representation and
let δx
∗∗
: C∗min(A(K))
∗∗ → Mn denote the unique normal extension.
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Then by Proposition 10.3,
δx = δx ◦ π = δx
∗∗
◦ ι∗∗ ◦ ϕ = x∗∗ ◦ ϕ.
Hence by Corollary 4.8, δx is nc Choquet maximal. It follows from
[13, Proposition 8.3.6] and [13, Proposition 5.2.3] that x is maximal.
Therefore, by [13, Theorem 8.3.7], µ is maximal in the nc Choquet
order. 
Theorem 10.5. Let K be a compact nc convex set. Then K is an nc
Bauer simplex if and only if A(K) is unitally completely order isomor-
phic to a unital C*-algebra, namely C∗min(A(K)).
Proof. Suppose that A(K) is unitally completely order isomorphic to
a unital C*-algebra A. Then C∗min(A(K)) = A and by [13, Example
6.1.5], the extreme boundary ∂K is precisely the set of irreducible rep-
resentations of A. Hence by Theorem 10.2, K is an nc Bauer simplex.
Conversely, suppose that K is an nc Bauer simplex. Let L denote
the nc state space of C∗min(A(K)). We will show that K and L are
affinely homeomorphic. The result will then follow by [13, Corollary
3.2.6].
For x ∈ Kn, let µx : C(K) → Mn denote the unique nc Choquet
maximal representing map for x. By Corollary 10.4, µx factors through
C∗min(A(K)). Let µx : C
∗
min(A(K)) →Mn denote the induced map. It
follows as in the proof of Proposition 4.5 that the map θ : K → L
defined by θ(x) = µx is affine.
By Corollary 10.4, for a map µ ∈ Ln, the nc state µ : C(K) →Mn
defined by µ = µ◦π is maximal in the nc Choquet order. Hence µ = µx
and µ = µx, where x ∈ Kn is the barycenter of µ. Hence by the unique-
ness of the nc Choquet maximal representing maps, θ is a bijection.
The inverse of θ is the restriction map corresponding to the inclusion
ι(A(K)) ⊆ C∗min(A(K)), where ι : A(K) → C
∗
min(A(K)) denote the
canonical unital complete order embedding. Since the restriction map
is continuous and each Kn is compact, it follows that θ is an affine
homeomorphism. 
11. Noncommutative Poulsen simplices
Poulsen [41] constructed an example of a metrizable simplex P , now
referred to as the Poulsen simplex, with dense extreme boundary, i.e.
such that C(∂P ) = C(P ). Lindenstrauss, Olsen and Sternfeld [31]
showed that P is the unique metrizable simplex with this property. In
this section we will consider noncommutative analogues of the Poulsen
simplex.
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Kirchberg and Wassermann [28, Theorem 17] constructed a separa-
ble nuclear C*-system X with the property that C∗min(X) = C
∗
max(X),
which is a noncommutative analogue of the property characterizing the
classical Poulsen simplex. Subsequently, Lupini [34, Theorem 1.4] (see
also [32, 33]) showed that X is the unique nuclear separable operator
system satisfying this property. Since the Kirchberg-Wassermann op-
erator system X is a C*-system, Theorem 6.2 implies that the nc state
space of X is an nc simplex.
Definition 11.1. A compact nc convex set K is an nc Poulsen simplex
if it is an nc simplex and the extreme boundary ∂K is a dense subset
of the set Irr(K) of irreducible points in K with respect to the spectral
topology.
Proposition 11.2. Let K be a compact nc convex set. Then the equal-
ity C∗min(A(K)) = C(K) holds if and only if the extreme boundary ∂K
is dense in the set Irr(K) of irreducible points in K with respect to the
spectral topology.
Proof. Let π : C(K) → C∗min(A(K)) denote the canonical surjective
homomorphism. Then by [13], ker π = ∩y∈∂K ker δy.
Suppose that C(K) = C∗min(A(K)). Then ker π = 0, so for an irre-
ducible point x ∈ Irr(K), the corresponding representation δx satisfies
ker δx ⊇ ker π = ∩y∈∂K ker δy. Then by the definition of the spectral
topology in terms of the hull-kernel topology on the spectrum of C(K),
x belongs to the closure of ∂K with respect to the spectral topology.
Hence ∂K is dense in Irr(K) with respect to the spectral topology.
Conversely, suppose that ∂K is a dense subset of Irr(K) with respect
to the spectral topology. Then it follows from the definition of the spec-
tral topology in terms of the hull-kernel topology on the spectrum of
C(K) that for every point x ∈ Irr(K), the corresponding representa-
tion δx satisfies ker δx ⊇ ∩y∈∂K ker δy = ker π. Hence δx factors through
C∗min(A(K)), and so every irreducible representation of C(K) factors
through C∗min(A(K)), implying C
∗
min(A(K)) = C(K). 
The next result follows immediately from Definition 11.1 and Propo-
sition 11.2.
Theorem 11.3. An nc simplex K is an nc Poulsen simplex if and only
if C∗min(A(K)) = C(K).
The next result follows immediately from Theorem 11.3 and the
uniqueness of the Kirchberg-Wassermann operator system from [34,
Theorem 1.4].
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Corollary 11.4. Let P denote the nc state space of the Kirchberg-
Wassermann operator system. Then P is the unique nc Poulsen simplex
with the property that A(P) is separable and nuclear.
Based on the uniqueness of the classical Poulsen simplex, one might
suspect that there is a unique nc Poulsen simplex in the separable case.
Corollary 11.4 shows that this is true under the additional assumption
that the corresponding operator system is nuclear. However, we will
see that this is false in general.
Kirchberg and Wassermann show in [28, Proposition 16] that every
operator system S embeds into a C*-system X satisfying C∗min(X) =
C∗max(X). Moreover, if S is separable, then X can be chosen to be
separable. The next result is a restatement of this result using the the
dual equivalence between operator systems and compact nc convex sets
(see [13, Section 3]).
Proposition 11.5. Let K be a compact nc convex set. Then there is
an nc Poulsen simplex L and a surjective affine nc map θ : L→ K. If
A(K) is separable, then L can be chosen so that A(L) is separable.
Example 11.6. Let A be a separable non-exact C*-algebra. For exam-
ple, we can take A = C∗(F2), the full C*-algebra of the free group (see
e.g. [7, Corollary 3.7.11]). By [28, Proposition 16], A embeds into a
separable C*-system X satisfying C∗min(X) = C
∗
max(X). Let K denote
the nc state space of X . Then by Theorem 11.3, K is an nc Poulsen
simplex. Since A is non-exact, X is non-nuclear. In particular, X is
not the Kirchberg-Wassermann operator system. Hence there are mul-
tiple nc Poulsen simplices with corresponding operator systems that
are separable.
12. Noncommutative dynamics
In this section we consider a notion of affine dynamical system over
a compact nc convex set. We will show that if the compact nc convex
set is an nc simplex, then the set of invariant points is an nc simplex.
Definition 12.1. An nc dynamical system is a triple (S,Γ, σ) consist-
ing of an operator system S, a discrete group Γ and a group homo-
morphism σ : Γ → Aut(S), where Aut(S) denotes the group of unital
complete order isomorphisms of S. In the special case when S is a
C*-algebra, say S = A, then we will refer to the nc dynamical sys-
tem (A,Γ, σ) as a C*-dynamical system. We will typically write (S,Γ)
instead of (S,Γ, σ) and sf instead of σs(f) for s ∈ Γ and f ∈ S.
By the nc Kadison duality, the category of operator systems is dually
equivalent to the category of compact nc convex sets. Applying this
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duality to an nc dynamical system results in an affine nc dynamical
system. A similar notion was considered in [27] within the setting of
matrix convexity.
Definition 12.2. An affine nc dynamical system is a triple (K,Γ, κ)
consisting of a compact nc convex set K, a discrete group Γ and a
group homomorphism κ : Γ → Homeo(K), where Homeo(K) denotes
the group of affine self homeomorphisms of K in the sense of Definition
3.7. We write KΓ for the fixed point set KΓ = {x ∈ K : κs(x) =
x for all s ∈ Γ}. We will typically write (K,Γ) instead of (K,Γ, κ)
and sx instead of κs(x) for s ∈ Γ and x ∈ K.
For an nc dynamical system of the form (A(K),Γ) for a compact nc
convex set K, the corresponding affine nc dynamical system (K,Γ) is
determined by
a(sx) = (s−1a)(x), for s ∈ Γ, a ∈ A(K), x ∈ K.
Conversely, for an affine nc dynamical system (K,Γ), the corresponding
nc dynamical system (A(K),Γ) is determined by
(sa)(x) = a(s−1x), for s ∈ Γ, a ∈ A(K), x ∈ K.
The next result is an equivariant version of [13, Theorem 3.2.5].
Proposition 12.3. For a fixed group Γ, the category of nc dynam-
ical systems over Γ with morphisms consisting of equivariant unital
complete order homomorphisms is dual to the category of affine nc dy-
namical systems with morphisms consisting of equivariant continuous
affine nc maps.
Let K be a compact nc convex set and let (A(K),Γ, σ) be an nc
dynamical system. The universal property of C(K) implies that for
s ∈ Γ, the unital complete order isomorphism σs has a unique extension
to a unital complete order isomorphism of C(K) that we continue to
denote by σs. Thus we obtain a C*-dynamical system (C(K),Γ, σ). As
above we will typically write this as (C(K),Γ), and write sf instead of
σs(f) for s ∈ Γ and f ∈ C(K).
Lemma 12.4. Let (K,Γ) be an affine nc dynamical system. Then the
fixed point set KΓ is a compact nc convex set.
The following characterization of the extreme points in the set of
invariant points in an affine nc dynamical system follows from [13, The-
orem 6.1.6].
Proposition 12.5. Let (K,Γ) be an affine nc dynamical system. An
invariant point x ∈ KΓ is an extreme point in KΓ if and only if x is
both irreducible and maximal in KΓ.
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Let A be a C*-algebra and let ϕ : A→ B(H) be a unital completely
positive map. A minimal Stinespring representation of ϕ is a triple
(π, v, R) consisting of a Hilbert space R, a representation π : A→ B(R)
and an isometry v : H → R such that ϕ = v∗πv and π(A)vH = R.
The next result is probably well known. It is a straightforward gen-
eralization of a result of Segal [43, Theorem 5.3] for invariant states of
a C*-dynamical system.
Lemma 12.6. Let (A,Γ) be a C*-dynamical system, let µ : A →
B(H) be an invariant unital completely positive map and let (π, v, R)
be a minimal Stinespring representation for µ. Then there is a unitary
representation ρ : Γ→ U(R), such that every vector in vH is invariant
for ρ and the the pair (π, ρ) is a covariant representation for (A,Γ),
meaning that
ρ(s)π(a)ρ(s)∗ = π(sa), for s ∈ Γ, a ∈ A.
If (π′, v′, R′) is another minimal Stinespring representation for µ with
corresponding unitary representation ρ′ : Γ → U(R′), then there is a
unitary u : R→ R′ such that uπu∗ = π′ and uρu∗ = ρ′.
Proof. For s ∈ Γ, define ρ(s) on π(A)vH by
ρ(s)π(a)vξ = π(sa)vξ, for a ∈ A, ξ ∈ H.
The minimality of the Stinespring representation (π, v,H) and the in-
variance of µ implies that ρ(s) is well defined and extends to a unitary
on R. It is easy to check that the map ρ : Γ → U(H) is a unitary
representation of Γ and the pair (π, ρ) is a covariant representation for
(A,Γ).
Let p ∈ B(R) denote the projection onto the subspace of invariant
vectors for ρ. The fact that p is in the strong operator closed convex
hull of the set {ρ(s) : s ∈ Γ} is a consequence of the ergodic theorem.
Let (π′, v′, H ′) be another minimal Stinespring representation for µ
with corresponding unitary representation ρ′ : Γ → U(H ′). Define
u : π(A)vH → π′(A)v′H by
uπ(a)vξ = π′(a)v′ξ, for a ∈ A, ξ ∈ H.
Then the minimality of (π, ρ,H) and (π′, ρ′, H ′) implies that u extends
to a unitary u : H → H ′ satisfying uπµu
∗ = π′ and uρu∗ = ρ′. 
The next result is a special case of [29, Theorem 2.3].
Lemma 12.7. Let (A,Γ) be a commutative C*-dynamical system, let
µ : A → B(H) be an invariant unital completely positive map and
let (π, v, R) be a minimal Stinespring representation for µ. Let ρ :
Γ→ U(R) denote the unitary representation as in Lemma 12.6 and let
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p ∈ B(R) denote the projection onto the subspace of invariant vectors
for ρ. Then the elements in pπ(A)p commute.
Lemma 12.8. Let (K,Γ) be an affine nc dynamical system such that
K is an nc Choquet simplex. For x ∈ Km, let µx : C(K)→Mm denote
the unique nc Choquet maximal representing map for x. Then for s ∈ Γ,
sµx = µsx. In particular, if x is invariant then µx is invariant.
Proof. Let (y, α) ∈ Kn × Mn,m be a minimal representation for µx.
Since µx is maximal, it follows from [13] that y is a maximal point. For
s ∈ Γ, if z ∈ Kp is a dilation of sy, then s
−1z is a dilation of y, and
it is clear that z is a non-trivial dilation of sy if and only if s−1z is a
non-trivial dilation of y. Since y is a maximal point, it follows that sy
is also a maximal point.
Since (y, α) is a minimal representation of µx, the pair (sy, α) is a
minimal representation of the map sµx. Since sy is a maximal point,
[13] implies that sµx is maximal. Furthermore, for a ∈ A(K),
sµx(a) = µx(s
−1a) = (s−1a)(x) = a(sx).
Hence sµx has barycenter sx. it now follows from the uniqueness of
µsx that µsx = sµx. 
Let (K,Γ) be an affine nc dynamical system such that K is an nc
Choquet simplex and x ∈ KΓ be an invariant point. The next result
describes the nc Choquet maximal representing maps for x on C(KΓ).
It is the key technical result in this section.
Proposition 12.9. Let (K,Γ, h) be an affine nc dynamical system,
such that K is an nc simplex. For an invariant point x ∈ (KΓ)k, let µx :
C(K)→Mk denote the unique nc Choquet maximal representing map
for x on C(K). Let (y, α) ∈ Kn×Kn,k be a minimal representation for
µx and let ρ : Γ→ Un denote the unitary representation corresponding
to δy as in Lemma 12.6. Let ξ ∈ Mn,m be an isometry with range
equal to the subspace of invariant vectors for ρ. Let νx : C(K
Γ)→Mk
be an nc Choquet maximal representing map for x on C(KΓ). Then
νx = (ξ
∗α)∗δξ∗yξ(ξ
∗α), meaning that (ξ∗yξ, ξ∗α) is a representation for
νx.
Remark 12.10. Note that while Proposition 12.9 asserts that the
pair (ξ∗yξ, ξ∗α) is a representation for λ, it does not assert that this
representation is minimal.
Proof. Note that Lemma 12.8 implies µx is invariant, so the unitary
representation ρ from Lemma 12.6 is well defined.
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Let (z, β) ∈ KΓl × Ml,k be a minimal representation for νx. Let
µz : C(K)→Ml denote the unique nc Choquet maximal representing
map for z on C(K). Since z is invariant, Lemma 12.8 implies that µz
is invariant.
Let (w, γ) ∈ Kq ×Mq,l be a minimal representation for µz and let
σ : Γ→Mq denote the unitary representation corresponding to δw as
in Lemma 12.6. Let η ∈ Mq,p be an isometry with range equal to the
subspace of invariant vectors for σ.
The point η∗wη ∈ Kp is invariant, i.e. η
∗wη ∈ KΓp . Furthermore,
since ran(η) ⊇ ran(γ),
γ∗ηη∗wηη∗γ = γ∗wγ = z.
In other words, the point η∗wη is a dilation of z, so by [13, Theorem
8.5.1], the map ν ′z : C(K
Γ)→Ml defined by
ν ′z = β
∗γ∗ηδη∗wηη
∗γβ
satisfies νz ≺c ν
′
z. Since νz is maximal in the nc Choquet order, it
follows that ν ′z = νz.
From above, β∗γ∗wγβ = x. Hence the map µ′x : C(K)→Mk defined
by µ′x = (γβ)
∗δw(γβ) has barycenter x and (w, γβ) is a representation
of µ′x. Since w is a maximal point, [13, Theorem 8.3.7] implies that µ
′
x
is maximal in the nc Choquet order. Hence by uniqueness, µ′x = µx.
It follows that there is an isometry ζ ∈ Mq,n, such that ζ
∗δwζ = δy,
ζ∗σζ = ρ and ζα = γβ. Note that ηη∗ζ = ζξξ∗. Hence
νx = β
∗γ∗ηδη∗wηη
∗γβ = α∗ξδξ∗yξξ
∗α.

The next result gives a more useful description of the extreme points
in the set of invariant points in an affine nc dynamical system.
Proposition 12.11. Let (K,Γ) be an affine nc dynamical system such
that K is an nc simplex. Let x ∈ KΓk be invariant and let µx : C(K)→
Mk denote the unique nc Choquet maximal representing map for x. Let
(y, α) ∈ Kn ×Mn,k be a minimal representation for µx on C(K) and
let σ : Γ →Mn denote the unitary representation corresponding to δy
as in Lemma 12.6. Let ξ ∈ Mm,k be an isometry with range equal to
the subspace of invariant vectors for σ. Then x is maximal if and only
if ran(α) = ran(ξ). Thus, x ∈ ∂(KΓ) if and only if x is irreducible and
ran(α) = ran(ξ).
Proof. Suppose x ∈ ∂(KΓ). Then by [13, Theorem 6.1.6], x is irre-
ducible and maximal in KΓ. Hence if we know that x is maximal if
and only if ran(α) = ran(ξ) we are done with the second claim.
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Assume x is maximal. Since ran(α) ⊆ ran(ξ), the point ξ∗yξ ∈ KΓm
dilates x. By the maximality of x, this dilation must be trivial, meaning
that ξ∗yξ ≃ x⊕ x′ for some x′ ∈ KΓ, where the decomposition is with
respect to ran(α). In particular, this implies that
A(K)∗∗(y)αHk ⊥ ran(ξ)⊖ ran(α).
Since µx is nc Choquet maximal, y is a maximal point in K. By
[13, Theorem 6.1.6], δy is nc Choquet maximal and hence by Corollary
4.8, δy = y
∗∗ ◦ ϕ, where ϕ : C(K) → A(K)∗∗ denotes the map from
Theorem 4.7.
Since (y, α) is a minimal representation, the set C(K)(y)αHk is dense
in Hn. But since δy = y
∗∗ ◦ ϕ,
C(K)(y)αHk ⊆ A(K)
∗∗(y)αHk,
and from above the latter set is orthogonal to ran(ξ)⊖ran(α). It follows
that ran(ξ) = ran(α).
Conversely, suppose that ran(α) = ran(ξ). Then we can take ξ = α.
Let νx : C(K
Γ) → Mm be an nc Choquet maximal representing map
for x on C(KΓ). By Proposition 12.9, νx = (α
∗ξ)δξ∗yξ(ξ
∗α) = δx. Hence
x is maximal. 
Theorem 12.12. Let (K,Γ, h) be an affine nc dynamical system such
that K is an nc simplex. Then the set
KΓ = {x ∈ K : sx = x for all s ∈ Γ}
of invariant points is an nc simplex.
Proof. Lemma 12.4 implies that KΓ is a compact nc convex set and
Proposition 12.9 implies that for an invariant point x ∈ KΓ, there is a
uniquely determined nc Choquet maximal representing map for x on
C(KΓ). 
Let (X,Γ) be a topological dynamical system such that X is a com-
pact Hausdorff space. We have already mentioned the classical fact
that the space P(X)Γ of invariant probability measures is a simplex.
This is equivalent to the assertion that for an affine dynamical system
(C,Γ) such that C is a Bauer simplex, the compact convex set CΓ of
invariant points is a simplex. The next result shows that this remains
true if C is replaced by an arbitrary simplex. This fact may already be
known, however we have been unable to find it in the literature.
Corollary 12.13. Let (C,Γ) be an affine dynamical system, such that
C is a simplex. Then the set CΓ of invariant points is a simplex.
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Proof. Let K = max(C), where max(C) is defined as in Section 5.
Since C is a simplex, Theorem 5.5 implies that K is an nc simplex.
Hence by Theorem 12.12, KΓ is an nc simplex. In order to show that
CΓ is a simplex, it suffices to show that ∂(KΓ) ⊆ KΓ1 . Indeed, since
KΓ1 = C
Γ, the result will follow from Theorem 5.5.
Fix x ∈ ∂(KΓ)k. Let µx : C(K) → Mk denote the unique nc
Choquet maximal representing map for x on C(K). Let (y, α) ∈ Kn ×
Mn,k be a minimal representation for µx and let ρ : Γ→ Un denote the
unitary representation corresponding to δy as in Lemma 12.6. Since x
is an extreme point in KΓ, Proposition 12.11 implies that the subspace
of invariant vectors for ρ is precisely the range of α.
Since µx is nc Choquet maximal on C(K), [13, Theorem 8.3.7] im-
plies that y is maximal in K. Hence by [13, Proposition 5.2.4], δy
factors through C∗min(A(K)) = C(∂C). In particular, the range of δy
is a commutative C*-algebra. Hence by Lemma 12.7, the elements in
α∗C(K)(y)α commute. Since
A(KΓ)(x) = α∗A(K)(x)α ⊆ α∗C(K)(y)α,
it follows that the elements in A(KΓ)(x) commute. Since x is irre-
ducible, we conclude that x ∈ KΓ1 . 
13. Noncommutative ergodic decomposition theorem
Let (X,Γ) be a topological dynamical system where X is a com-
pact Hausdorff space. The classical ergodic decomposition theorem
is a consequence of the Choquet-Bishop-de Leeuw integral representa-
tion theorem, which asserts that for an invariant probability measure
µ ∈ P(X)Γ, there is a unique probability measure ν ∈ P(P(X)Γ) with
barycenter µ that is maximal in the Choquet order. In particular, µ is
supported on the set ∂(P(X)Γ) of ergodic probability measures and
µ =
∫
P(X)Γ
λ dν(λ).
In this section we will apply the results in Section 12 to C*-dynamical
systems. We will introduce a notion of ergodic nc state and and ob-
tain a noncommutative analogue of the classical ergodic decomposition
theorem.
Definition 13.1. Let (A,Γ) be a C*-dynamical system and let K
denote the nc state space of A. We will say that an nc state µ ∈ K is
ergodic if it is an extreme point of KΓ.
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Since we will be primarily interested in C*-dynamical systems in
Section 13 and Section 14, we now take the time to discuss how the
results in Section 12 specialize to that setting.
Let A be a C*-algebra with nc state space K so that A is unitally
completely order isomorphic to A(K). Let µ : A→Mm be an nc state
and let µˆ : C(K) → Mm denote the nc state on C(K) obtained via
composition with the canonical surjective homomorphism from C(K)
onto C∗min(A(K)) = A.
Let (π, v,H) be a minimal Stinespring representation for µ. We can
assume that H = Hn so that π corresponds to a point x ∈ Kn and
v = α for an isometry α ∈ Mn,m. By [13, Example 6.1.5], the point x
is maximal, so by [13, Proposition 5.2.3], δx is the unique representing
map for x.
As above, let πˆ : C(K) → Mn denote the representation of C(K)
obtained via composition with the canonical surjective homomorphism
from C(K) onto A. Then πˆ is a representing map for x, so from above
πˆ = δx. In particular, this implies that the pair (x, α) ∈ Kn ×Mn,m is
a representation for µˆ.
By the minimality of the Stinespring representation (π, α,H), the
pair (x, α) is a minimal representation for µˆ. Therefore, by the unique-
ness of minimal representations (see [13, Remark 5.2.2]), we see that
there is a bijective correspondence between minimal Stinespring repre-
sentations of µ and minimal representations of µ on C(K).
The following characterization of the ergodic nc states in a C*-dynamical
system follows from the above discussion and Proposition 12.11.
Proposition 13.2. Let (A,Γ) be a C*-dynamical system. Let µ : A→
Mn be an invariant nc state and let (π, v,H) be a minimal Stinespring
representation for µ. Let σ : Γ → U(H) denote the unitary repre-
sentation corresponding to π as in Lemma 12.6. Then µ is ergodic if
and only if it is irreducible and ran(v) is precisely the set of invariant
vectors for σ.
Remark 13.3. Let (X,Γ) be a topological dynamical system where
X is a compact Hausdorff space and consider the corresponding C*-
dynamical system (C(X),Γ). By the Riesz-Markov-Kakutani represen-
tation theorem, we can identify an invariant probability measure µ on
X with an invariant state on C(X).
Let π : C(X) → B(L2(X, µ)) denote the representation defined by
πµ(f) = Mf for f ∈ C(X), where Mf ∈ B(L
2(X, µ)) denotes the mul-
tiplication operator corresponding to f . Then (π, 1X ,L
2(X, µ)) is the
GNS representation for µ. The corresponding unitary representation
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σ : Γ → U(L2(X, µ)) is defined by σ(s)h = h ◦ s−1 for s ∈ Γ and
h ∈ L2(X, µ).
Proposition 12.5 asserts that the probability measure µ is ergodic if
and only if the only functions in L2(X, µ) that are invariant for σ are the
constant functions. This is equivalent to the classical characterization
of ergodic probability measures on X .
For a compact nc convex set K, B∞(K) denotes the C*-algebra of
bounded Baire nc functions on K [13, Definition 9.2.1]. This is the
Baire-Pedersen envelope of the C*-algebra C(K), i.e. the C*-algebra
obtained as the monotone sequential closure of C(K) in its universal
representation. Since C(K) ⊆ B∞(K) ⊆ C(K)∗∗, elements in B∞(K)
are, in particular, bounded nc functions.
An nc state µ : C(K) →Mn is supported on the extreme boundary
∂K, if µ(f) = 0 for every bounded Baire nc function f ∈ B∞(K)
satisfying f(x) = 0, for every x ∈ ∂K.
The next result is a noncommutative ergodic decomposition theorem
with uniqueness. Note that the C*-dynamical system is not required
to be separable.
Theorem 13.4 (Noncommutative ergodic decomposition).
Let (A,Γ) be a C*-dynamical system and let K denote the nc state
space of A. For an invariant nc state µ ∈ KΓ, there is a unique nc
state ν : C(KΓ) → Mn, that is maximal in the nc Choquet order and
represents µ. Moreover, ν is supported on the space ∂(KΓ) of ergodic
nc states.
Proof. The existence of an nc Choquet maximal representing map ν :
C(K) → Mn that is supported on ∂(K
Γ) follows from the noncom-
mutative Choquet-Bishop-de Leeuw theorem [13, Theorem 9.2.3]. By
Theorem 12.12, KΓ is an nc simplex, and hence ν is unique. 
In the separable case, we obtain an integral decomposition of invari-
ant nc states in terms of ergodic nc states that more closely resembles
the classical ergodic decomposition theorem. Before stating the result,
we will briefly review the notion of integration against a noncommuta-
tive probability measure introduced in [13, Section 10].
Let K be a compact nc convex set such that A(K) is separable.
For n ≤ ℵ0, an Mn-valued finite nc measure on K is a sequence λ =
(λm)m≤ℵ0 such that each λm is a CPnor(Mm,Mn)-valued Borel measure
and the sum ∑
m≤ℵ0
λm(Km)(1m) ∈Mn
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is weak*-convergent. For E ∈ Bor(K), the value λ(E) is defined by
λ(E) =
∑
m≤ℵ0
λm(Em).
If λ(K) = 1, then λ is said to be anMn-valued nc probability measure.
Since each component Km of K is metrizable, it follows from [13,
Lemma 10.3.1] that each component (∂K)m of the extreme boundary
∂K is Borel. We say λ is supported on ∂K if
λm(Km \ (∂K)m) = 0Mm,Mn, for m ≤ ℵ0.
In order to make sense of the integral of an nc function in B∞(K)
against λ, we require λ to be admissible, meaning that each λm is
absolutely continuous with respect to a scalar-valued measure on Km.
For f ∈ B∞(K), the restriction f |Km : Km → Mm is a bounded
and measurable Mm-valued function on Km. Since Mm is metrizable,
the relative weak* topology on a bounded subset of Mm containing
the range of f |Km is metrizable. It was shown in [13, Section 10.2]
that f |Km can be approximated uniformly with respect to this metric
by simple functions, for which integration against λm is defined in the
obvious way. The fact that λm is absolutely continuous with respect to
a scalar-valued measure on Km ensures that the integral of f |Km can
be defined as the limit of integrals of approximating simple functions.
For f ∈ B∞(K), the integral of f with respect to λ is defined by∫
K
f dλ :=
∑
m≤ℵ0
∫
Km
f dλm.
Combining [13, Theorem 10.3.10] with Theorem 13.4, we obtain the
following integral representation theorem.
Theorem 13.5. Let (A,Γ) be a separable C*-dynamical system and let
K denote the nc state space of A. For an invariant nc state µ ∈ KΓ
there is an admissible nc probability measure λ on K that represents µ
and is supported on the set ∂(KΓ) of ergodic nc states on A, meaning
that
µ(a) =
∫
K
a dλ, for a ∈ A.
14. Kazhdan’s property (T)
Glasner and Weiss [18, Theorem 1] proved an important dynamical
characterization of property (T). Specifically, they proved that a locally
compact second countable group G has property (T) if and only if
for every topological dynamical system (X,G), the space P(X)G of
invariant probability measures on X is a Bauer simplex. In this section
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we will establish a noncommutative extension of their result for discrete
groups.
For a discrete group Γ, a unitary representation ρ : Γ→ U(H) is said
to have almost invariant vectors if there is a sequence of unit vectors
{ξi ∈ H} such that lim ‖ρ(s)ξi − ξi‖ = 0 for all s ∈ Γ.
Definition 14.1 (Kazhdan’s property (T)). A discrete group Γ is said
to have Kazhdan’s property (T), or briefly property (T), if every uni-
tary representation of Γ with almost invariant vectors has a nonzero
invariant vector.
The next theorem is a noncommutative extension of [18, Theorem
1].
Theorem 14.2. Let (A,Γ) be a C*-dynamical system with nc state
space K. If Γ has Kazhdan’s property (T), then the set KΓ of invariant
nc states in K is an nc Bauer simplex.
Proof. Suppose that Γ has property (T) and suppose for the sake of
contradiction that KΓ is not an nc Bauer simplex. By Proposition 9.5,
there is a net of maximal nc states {µi ∈ K
Γ
m} and a non-maximal nc
state µ ∈ KΓm such that limµi = µ in the point-strong topology.
Let (πi, βi) ∈ Kni ×Mni,m be a minimal representation for each µi
and let σi : Γ → Uni denote the corresponding unitary representation
as in Lemma 12.6. Similarly, let (π, β) ∈ Kn ×Mn,m be a minimal
representation for µ and let σ : Γ → Un denote the corresponding
unitary representation, as in Lemma 12.6.
By the discussion at the beginning of Section 13, each (πi, βi, Hni) is
a minimal Stinespring representation for µi and (π, β,Hn) is a minimal
Stinespring representation for µ.
Since µi is maximal in K
Γ, Proposition 12.11 implies that the sub-
space of invariant vectors for σi is precisely ran(βi). Hence σi ≃
1ran(βi) ⊕ σ
′
i for a unitary representation σ
′
i : Γ → ran(βi)
⊥ that has
no nonzero invariant vectors, where the decomposition is taken with
respect to ran(βi).
Let H = ⊕ ran(βi)
⊥ and consider the unitary representation ρ : Γ→
U(H) defined by ρ = ⊕σ′i. Since each σ
′
i has no nonzero invariant
vectors, ρ has no nonzero invariant vectors. We will show that ρ has
almost invariant vectors. Since Γ has property (T), this will imply
that ρ has an invariant unit vector, giving a contradiction. It suffices
to show that for every ǫ > 0 there is a unit vector ω ∈ H such that
‖ρ(s)ω − ω‖ < ǫ for all s ∈ Γ.
Fix ǫ > 0 and choose ǫ0 ∈ (0, 1) such that 3ǫ0(1− ǫ
2
0)
−1/2 < ǫ. Since
µ is not maximal in KΓ, there is a unit vector ζ ∈ ran(β)⊥ that is
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invariant for σ. Also, since the representation (π, β) is minimal, there
is ξ ∈ Hm and a ∈ A such that ‖π(a)βξ‖ = 1 and ‖π(a)βξ− ζ‖ < ǫ0/2.
Then the invariance of ζ for σ implies that for s ∈ Γ,
‖σ(s)π(a)βξ − π(a)βξ‖
≤ ‖σ(s)π(a)βξ − σ(s)ζ‖+ ‖σ(s)ζ − π(a)βξ‖
= 2‖π(a)βξ − ζ‖
< ǫ0.
Since limµi = µ in the point-strong topology,
lim ‖πi(a)βiξ‖
2 = lim〈µi(a
∗a)ξ, ξ〉 = 〈µ(a∗a)ξ, ξ〉 = ‖π(a)βξ‖ = 1
and
lim‖β∗i πi(a)βiξ‖ = lim ‖µi(a)ξ‖ = ‖µ(a)ξ‖ = ‖β
∗π(a)βξ‖
= ‖β∗π(a)βξ − β∗ζ‖ ≤ ‖π(a)βξ − ζ‖ < ǫ0.
Hence 1− ǫ20 < lim ‖(1−βiβ
∗
i )πi(a)βiξ‖
2 ≤ 1. Similarly, it follows from
the construction of the unitaries in Lemma 12.6 that for s ∈ Γ,
lim ‖σi(s)πi(a)βiξ − πi(a)βiξ‖
2 = 2− 2 limRe〈σi(s)πi(a)βiξ, πi(a)βiξ〉
= 2− 2 limRe〈µi(a
∗(sa))ξ, ξ〉
= 2− 2Re〈µ(a∗(sa))ξ, ξ〉
= 2− 2Re〈σ(s)π(a)βξ, π(a)βξ〉
< ǫ20.
For each i, let
ωi =
1
‖(1− βiβ∗i )πi(a)βiξ‖
(1− βiβ
∗
i )πi(a)βiξ ∈ ran(βi)
⊥.
Then ωi is a unit vector and it follows from the above inequalities that
lim ‖σi(s)ωi − ωi‖
≤ lim
1
‖(1− βiβ∗i )πi(a)βiξ‖
‖σi(s)πi(a)βiξ − πi(a)βiξ‖
+ lim
2
‖(1− βiβ∗i )πi(a)βiξ‖
‖β∗i πi(a)βiξ‖
<
3ǫ0√
1− ǫ20
< ǫ
Therefore, identifying each ωi with a vector in H , we conclude that for
sufficiently large i, ‖ρ(s)ωi − ωi‖ < ǫ. 
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By Bauer’s theorem, a compact convex set is a Bauer simplex if and
only if it is affinely homeomorphic to the state space of a commuta-
tive C*-algebra. Hence the result of Glasner and Weiss, specialized to
discrete groups, is equivalent to the assertion that a discrete group Γ
has property (T) if and only if for every commutative C*-dynamical
system (C(X),Γ) with state space K1, the space K
Γ
1 of invariant states
is the state space of a unital commutative C*-algebra. The following
corollary is a noncommutative extension of this result.
Corollary 14.3. A discrete group Γ has Kazhdan’s property (T) if and
only if for every C*-dynamical system (A,Γ) with state space K1, the
space KΓ1 of invariant states is affinely homeomorphic to the state space
of a C*-algebra.
Proof. Let K denote the nc state space of K. If Γ has property (T),
then Theorem 14.2 implies that KΓ is an nc Bauer simplex. It follows
from Theorem 10.5 that K1 is affinely homeomorphic to the state space
of a C*-algebra.
Conversely, if Γ does not have property (T), then by [18, Theorem 2],
for the Bernoulli shift {{0, 1}Γ,Γ}, the space P({0, 1}Γ)Γ of invariant
probability measures is a Poulsen simplex. The result now follows from
the fact that the state space of a unital commutative C*-algebra is a
Bauer simplex and the fact that the state space of a unital noncommu-
tative C*-algebra is never a simplex. 
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