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The extension of the master stability function (MSF) to analyze stability of generalized synchro-
nization for coupled nearly identical oscillators is discussed. The nearly identical nature of the
coupled oscillators comes from some parameter mismatch while the dynamical equations are the
same for all the oscillators. From the stability criteria of the MSF, we construct optimal networks
with better synchronization property, i. e. the synchronization is stable for widest possible range of
coupling parameter. In the optimized networks the nodes with parameter value at one extreme are
selected as hubs. The pair of nodes with larger parameter difference are preferred to create links in
the optimized networks. And the optimized networks are found to be disassortative in nature, i. e.
the nodes with high degree tend to connect with nodes with low degree.
I. INTRODUCTION
Synchronization processes of locally interacting dy-
namical systems has been the focus of intense research
in physical, biological, chemical, technological and so-
cial sciences [1–5]. The simplest and the most studied
form of synchronization is the complete synchronization
(CS) which is observed when identical dynamical sys-
tems are coupled and their state variables become equal
as time goes to infinity. As a result of this equality of the
state variables the motion of the coupled systems col-
lapses onto a subspace of the overall phase space. This
subspace is known as synchronization manifold and the
remaining directions in the phase space define the trans-
verse manifold. The complete synchronization is stable
when all perturbations in the transverse direction decay
with time.
One very important tool for the study of stability of
complete synchronization of coupled identical oscillators
is the Master Stability Function (MSF), introduced by
Pecora and Carroll [4]. The MSF is defined as the largest
Lyapunove exponent, calculated from a set of equations
known as Master Stability Equation (MSE). The MSF
simplifies the study of stability for complete synchro-
nization by separating the effect of the network struc-
ture from that of the dynamics of individual systems.
The MSF also facilitates the stability analysis of com-
plete synchronization for coupled identical oscillators by
constructing a single function which can be used to com-
pare synchronizability of different networks.
In practical world, most of the interacting dynamical
systems are nonidentical in nature and being nonidentical
they cannot exhibit complete synchronization; instead
they undergo generalized synchronization [6, 7]. Thus,
to better understand synchronization processes of natu-
ral systems it is important to construct a master stabil-
ity function for generalized synchronization. Motivated
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by this problem, we have extended the formalism of the
master stability function to the generalized synchroniza-
tion of coupled nearly identical oscillators [8–10].
During the last two decades, the theory of complex
network has evolved tremendously [11]. Many real world
complex systems can be modelled as complex networks
of interacting dynamical oscillators. Recently, the effect
of structure of complex network on the synchronization
dynamics of coupled oscillators has been investigated [12–
15]. In an earlier work, it is shown that the small world
scheme enhances synchronizability for a network of cou-
pled identical systems [13]. A general argument under-
lying this phenomenon is that the communication be-
tween the coupled systems is more efficient because of
the smaller average network distance. In Ref [14] it is
shown that having smaller network distance is not suf-
ficient for performing best synchronizability properties,
it is also required to have homogeneous degree distribu-
tion among the coupled dynamical systems. In Ref. [15],
the authors introduced a new family of graphs, namely
the entangled networks, which optimizes synchronizabil-
ity for many dynamical systems. These entangled net-
works are interwoven and has an extremely homogeneous
structures, i.e. the degree distributions are very narrow.
All of the above mentioned results are for networks with
identical dynamical oscillators.
The study of finding optimal topology of networks
which exhibit better synchronizability has been a sub-
ject of paramount interest. Recently, the edge rewiring
method has been used vastly for finding optimal topolo-
gies of networks for better synchronizability [15–17]. The
optimal networks obtained in this way are mostly homo-
geneous networks, i.e. the degree distributions of these
networks are very narrow.
We use the stability criteria provided by the master
stability function to construct optimal networks which
shows better synchronizability for nearly identical sys-
tems. In the optimized networks the nodes with param-
eter value at one extreme are selected as hubs. The pair
of nodes with larger parameter difference are preferred
to create links in the optimized networks. And the opti-
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FIG. 1. The colormap of the MSF for coupled nearly iden-
tical Ro¨ssler systems with the frequency ωi as the NDP, is
shown on the α-νω plane. Here, we take the coupling matrix
to be symmetric so that α and νω are real. The zero values of
the MSF are shown by the two curves. We can see that the
stability of MSF increases as νω increases. The other Ro¨ssler
parameters are a = b = 0.2, c = 7.0.
mized networks are found to be disassortative in nature,
i. e. the nodes with high degree tend to connect with
nodes with low degree.
II. MASTER STABILITY FUNCTION FOR
NEARLY IDENTICAL OSCILLATORS
We consider a network of N coupled nearly identi-
cal chaotic oscillators. The dynamics of i-th oscillator
is given by
x˙i = f(xi, ri) + ε
N∑
j=1
gijh(x
j), i = 1, . . . , N (1)
where, x ∈ Rm is m dimensional state variable and
f : Rm → Rm provides the dynamics of the isolated oscil-
lator, ε is scalar coupling strength. G = [gij ] is coupling
matrix; if systems i and j interact then gij = 1, i 6= j,
otherwise gij = 0 and the diagonal elements of G are
gii = −
∑N
j=1;j 6=i gij . Thus the elements of G satisfy∑
j gij = 0. h : R
m → Rm is a linear coupling function.
ri is some parameter of the dynamics that depends on
oscillator i. Let ri = r˜+ δri, where r˜ is a typical value of
the parameter r and δri is a small parameter mismatch.
We call the parameter ri as a Node Dependent Parameter
(NDP).
When δri = 0; ∀i, the coupled oscillators will be iden-
tical and for suitable coupling function h and coupling
parameter ε the coupled oscillators will undergo complete
synchronization, i.e. xi = s(t); ∀i.
Now, we consider the case where δri 6= 0 and in this
case the synchronization between the coupled oscillators
will be of generalized type, i.e. there will be a functional
relationship between the variables, φ(x1, . . . , xN ) = 0.
To determine the stability of generalized synchroniza-
tion, we do linear stability analysis. Throughout this
paper we consider δri to be small, i.e.
δri
ri
 1; ∀i. Due
to this condition the attractors of the coupled oscillators
are not very different from each other. This enable us to
expand Eq. (1) in Taylor series about the solution x˜ of
an isolated oscillator with NDP r˜.
The exponential nature of solution of a linear differ-
ential equation is dominated by the homogeneous term
of that differential equation. The effect of the NDP ap-
pears first in the homogeneous part from the quadratic
terms in Taylor series expansion of the function f(xi, ri).
We retains terms up-to second order in zi = xi − x˜ and
δri = ri − r˜. The dynamics of deviation is given by
z˙i = Dxf(x˜, r˜)z
i + ε
N∑
j=1
gijDxh(x˜)z
j +Drf(x˜, r˜)δri
+
1
2
D2xf(x˜, r˜)(z
i)2 +DrDxf(x˜, r˜)z
iδri +
1
2
D2rf(x˜, r˜)δr
2
i(2)
As an equation for zi, the RHS of Eq. (2) contains both
homogeneous and inhomogeneous terms. To a first ap-
proximation, the inhomogeneity of a linear ordinary dif-
ferential equations does affect the Lyapunov exponents
or the exponential rate of convergence or divergence of
the solutions though it can shift the solutions [8]. In non-
linear systems, in addition to the shift the attractor may
also deform which can lead to a change in the exponent.
This is the case in the desynchronized state. However,
in the synchronized state attractors of the coupled os-
cillators are in generalized synchrony and are related to
each other, i.e. φ(x1, . . . , xj) = 0. Hence it is reasonable
to conjecture that in the synchronized state the shifted
solution preserves the nature of the attractor so that the
average expansion and contraction rates are not signifi-
cantly affected [8].
Hence, to calculate Lyapunov exponent from Eq. (2)
we consider the homogeneous equation obtained from
Eq. (2)
z˙i = Dxf(x˜, r˜)z
i + ε
N∑
j=1
gijDxh(x˜)z
j +DrDxf(x˜, r˜)z
iδri(3)
In matrix for Eq. (3) can be written as
Z˙ = Dxf Z + εDxh Z G
T +DrDxf Z R. (4)
where GT is the transpose of the coupling matrix G and
R = diag(δr1, . . . , δrN ) is N × N is a diagonal matrix
with the diagonal entries as the mismatch in NDP. We
can see from Eq. (4) that it is necessary to include the
quadratic terms in zi = xi−s and δri in the Taylor series
expansion as the effect of the NDP is not present in the
linear terms.
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FIG. 2. (a) The interval lε of the coupling parameter for stable synchronization is plotted as a function of Monte Carlo
iterations. (b) The figure plots the correlation coefficient ρωk as a function of the Monte Carlo iterations. We see that ρωk
increase and saturate to a positive values. (c) The figure plots the correlation coefficient ρωA as a function of the Monte Carlo
iterations. We see that ρωA increase and saturate to positive values. In these simulations, we have 32 coupled nearly identical
Ro¨ssler oscillators with the number of edges as 174. The NDP is ω. All numerical results are averaged over 100 runs.
Let γk be the k-th eigenvalue and e
R
k be the corre-
sponding right eigenvector of GT . Define an m dimen-
sion vector ηk = Ze
R
k . The dynamics of the vector ηk is
given by
η˙k = [Dxf + εγkDxu]ηk +DrDxf Z R e
R
k , k = 1, . . . , N.(5)
In general, eRk are not eigenvectors of R and hence Eq. (5)
is not easy to solve. To solve Eq. (5) we use first order
perturbation theory [18] and write Eq. (5) as
η˙k = [Dxf + εγkDxu+ νkDrDxf ]ηk (6)
where νk = (e
L
k )
TReRk is the first order correction and e
R
k
and eLk are the right and left eigenvectors of G
T corre-
sponding to the eigenvalue γk.
Since both γk and νk can be complex, treating them
as complex parameters α = εγk and ν = νk respectively,
we can construct the master stability equation as
η˙ = [Dxf + αDxh+ νDrDxf ]η. (7)
We call α as network parameter and ν as mismatch pa-
rameter.
The master stability function (MSF) is defined as the
largest Lyapunov exponent calculated from Eq. (7). The
stability of the synchronization is given by the negativ-
ity of the MSF. For coupled identical systems, the above
equation reduces to the master stability equation given
by Pecora and Carroll [4] by setting the mismatch pa-
rameter ν = 0.
Here we note that the eigenvalue γ1 = 0 of the coupling
matrix GT corresponds to the synchronization manifold
and the remaining eigenvalues γk; k = 2, . . . , N corre-
spond to the transverse manifold. For a given network
the synchronization is stable when all Lyapunov expo-
nents corresponding to the eigenvalues γk; k = 2, . . . , N
of GT are negative, i.e. they fall in the region where the
MSF is negative.
For many chaotic oscillators it is observed that the
MSF is negative in a finite interval of the network pa-
rameter α. Let, the interval be (αl, αh) for identical os-
cillators and (α′l, α
′
h) for nearly identical oscillators. We
can write the condition for stable synchronization of a
given network of coupled nearly identical oscillators as
α′l < εγ2 ≤ . . . ≤ εγN < α′h (8)
The above condition can also be written as
γN
γ2
<
α′h
α′l
(9)
A. Stable interval in coupling parameter lε
When the variations in the NDP are small the master
stability function can be approximated as a linear func-
tion near the bifurcation points αl and αh and thus one
can write
α′l = αl + blνl
α′h = αh + bhνh
where, νl and νh are the mismatch parameters corre-
sponding to the eigenvalues γ2 and γN of the coupling
matrix GT and 1/bl and 1/bh are the slopes of master
stability function near the points αl and αh respectively.
The interval of the coupling parameter lε where the
synchronization is stable then can be written as
lε = | α
′
h
γN
− α
′
l
γ2
|= l0ε+ |
bhνh
γN
− blνl
γ2
| (10)
where, l0ε is the stable interval for coupled identical oscil-
lators. We choose lε as the order parameter to construct
optimized networks with better synchronizability.
Finally, we consider an example of x component cou-
pled nearly identical Ro¨ssler oscillators. The dynamical
equations are give as
x˙i = −ωiyi − zi + ε
N∑
j
gijx
j
y˙i = ωix
i + ayi
z˙i = b+ zi(xi − c)
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FIG. 3. (a) One sample of initial network of 32 vertices and 174 edges is shown. (b) The optimal network obtained from the
initial network of (a) is shown. The nearly identical nature is introduced through the NDP ω and ω is chose randomly in the
interval (0.9, 1.1). The node size is proportional to frequency parameter ω, i.e. the node with larger ω has bigger size.
where, the frequency parameter ω is the NDP and a, b
and c are the other Ro¨ssler parameters. The MSF for
nearly identical Ro¨ssler oscillators is shown in Fig. 1.
From Fig. 1, we can see that the negative region of the
MSF increases as the mismatch parameter νω increases.
III. SYNCHRONIZATION OPTIMIZED
NETWORKS
In this section we discuss the construction of optimized
networks with better synchronizability for coupled nearly
identical oscillators. By better synchronizability we mean
that the synchronization is stable for the widest possible
interval of the coupling parameter ε, i.e. lε is maximum
for the optimal networks. We construct the optimized
networks with two constraints. The number of vertices
and the number of edges of the network are fixed and
there are no multiple edges and self loops in the networks.
By rewiring the network using Metropolis algorithm we
obtain the optimal network. Now, we briefly discuss the
Metropolis algorithm for construction of optimized net-
works with better synchronizability.
Let us start with a connected network of N coupled
nearly identical oscillators and E edges and the coupling
matrix be Gold. Let the stable interval of the coupling
parameter for this initial network be loldε where the value
of lε is determined using Eq. (10). Now we randomly
delete one existing edge and create one new edge at an
edge vacancy. Thus, we avoid creating multiple edges
and self loops. We reject the resultant network if it is
disconnected. Otherwise the stable interval lnewε for the
resultant network is determined. We accept the resul-
tant network if lnewε − loldε > 0, otherwise we accept the
resultant network with a probability e(l
new
ε −loldε )β , where
β = 1/T and T is a temperature-like parameter. This
rewiring procedure which defines a Monte Carlo step, is
repeated several times. We start with a high value of
T (= 1). T is kept fixed for 1000 Monte Carlo steps
or 10 accepted ones, whichever occurs first. Then T is
reduced by a certain factor (Tfactor < 1) so that stimu-
lated annealing or slow cooling occurs [19–21]. We keep
on repeating this process until there are no more changes
during five successive temperature steps.
IV. STRUCTURAL ANALYSIS OF OPTIMIZED
NETWORKS
For our numerical simulation we consider an undi-
rected and unweighted network of coupled nearly iden-
tical Ro¨ssler oscillators with N = 32 and the total num-
ber of links M = 174. The non-identity nature of the
coupled Ro¨ssler oscillators is introduced by considering
the frequency parameter ω as NDP. The frequency pa-
rameter ω is chosen randomly from an interval (0.9, 1.1).
In Fig. 2(a), the order parameter lε is plotted as a func-
tion of the Monte Carlo iterations. The stable interval lε
increases and saturates to a higher value.
In Figs. 3(a), a sample of initial network of 32 cou-
pled nearly identical Ro¨ssler oscillators with 174 edges is
shown. The vertex size is proportional to frequency pa-
rameter ω, i.e. the vertex with larger ω has bigger size.
In Fig. 3(b), the optimal network obtained from the net-
work of Fig. 3(a) is shown. In Fig. 3(b) we can see that
in the optimal network the nodes with higher values of
frequencies (ω), have more connections.
In the optimized network we investigate the structural
properties of the network. First, we study the vertices
which have more connections than other nodes, i.e. the
nodes which are selected as hubs. In Fig. 4, we plot
the degrees of the vertices as a function of the NDP ω
for the initial network (blue squares) and the optimal
network (red circles). For the initial network all vertices
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FIG. 4. (a)The degree k of the verices of the initial network (blue squares) and optimized network (red circles) are plotted as
a function of the NDP ω for 32 coupled Ro¨ssler oscillators. The nodes with higher ω value have higher degree. (b)The degree
distribution P (k) of the initial network ( blue dotted line) and the optimal network (red solid line) are shown as a function of
k. For the degree distribution of optimal network a very small peak at higher degree value is seen. These results are averaged
over 100 runs.
have almost similar degree, but in the optimal network
the vertices with larger ω has higher degree than other
nodes.
To quantify this effect, we define the Pearson correla-
tion coefficient between the parameter and degree of a
node as,
ρrk =
< (ki− < ki >)(ri− < ri >) >√
< (ki− < ki >)2 >< (ri− < ri >)2 >
(11)
where, ki = −gii is the degree of i-the node.
Fig. 2(b) shows ρωk (solid line) as a function of Monte
Carlo steps. For the random network ρωk = 0. We
find that ρωk increases and saturates to a positive value.
Thus, in the synchronized optimized network the nodes
which have larger frequencies have more connections and
are preferred as hubs. The reason for this is the “V”
shape of the stability region in Fig. 1, i.e. the stability
range increases as νω increases.
The degree distribution P (k) gives the probability that
a randomly chosen node will have degree k. In Fig. 4(b),
the degree distribution P (k) of the initial network (blue
dotted line) and the optimal network (red solid line) are
shown. The degree distribution of the initial network is
Gaussian and has one peak while the degree distribution
of the optimal network has a smaller peak at higher de-
gree. The reason for this is the presence of some hubs in
the optimal network.
To investigate the question of which edges are pre-
ferred, we define the correlation coefficient between the
absolute parameter differences between two nodes and
the edges as,
ρωA =
< (Aij− < Aij >)(|ri − rj |− < |ri − rj | >) >√
< (Aij− < Aij >)2 >< (|ri − rj |− < |ri − rj | >)2 >
(12)
where, Aij = 1 if nodes i and j are connected and 0
otherwise.
Fig. 2(c) shows ρωA as a function of Monte Carlo it-
erations. We find that ρωA increases from 0 (the value
for the random network) and saturates. Thus, in the
synchronized optimized network the pair of nodes which
have a larger relative frequency mismatch are preferred
as edges for the optimized network. Again, the reason
for this preference of edges is probably the conical shape
of the stability region in Fig. 1. The edges are to be cho-
sen so that the parameter νω increases and the stability
region increases.
The clustering coefficient is another important param-
eter which quantifies the possibility that two neighbors
of a common node are also neighbors. The clustering
coefficient ci of vertex i is defined as
ci =
2ei
ki(ki − 1) (13)
where, ei is the number of edges that exist among the
neighbors of vertex i and ki is the degree of vertex i. The
clustering coefficient C of the entire network is defined
as
C =
1
N
∑
i
ci. (14)
In Fig. 5(a) the clustering coefficient C of the network
is plotted as a function of the Monte Carlo iterations.
From Fig. 5 we can see that the clustering coefficient
of the network increases and saturates to a higher posi-
tive value. Thus, the optimized network has more local
structure than the random network, i.e. there are more
triangles than the random network. The result is intu-
itively easy to understand. Forming a loop will enhance
the stability of synchronization due to a faster feedback
and smaller the size of the loop better will be the result.
We note that the behavior is similar to that for cou-
pled identical oscillators where it has been noticed that
networks with larger value of clustering coefficient have
better stability of synchronization [15].
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FIG. 5. (a) The average clustering coefficient C is plotted as a function of Monte Carlo iterations. The average clustering
coefficient increases for the optimal networks. (b) The degree mixing coefficient ρ is plotted as a function of Monte Carlo
iterations.
Assortative mixing in networks [22, 23] gives the ten-
dency of vertices to be connected with vertices of com-
parable degrees. Let the degrees of verices at the ends
of the ith edge connecting vertices j and l be (kj)i and
(kl)i. Following Ref [22] the degree mixing coefficient ρ
can be calculated as
ρ =
1
M
∑
i(kj)i(kl)i −
[
1
2M
∑
i((kj)i + (kl)i)
]2
1
2M
∑
i((kj)
2
i + (kl)
2
i )−
[
1
2M
∑
i((kj)i + (kl)i)
]2 ,
(15)
where, M is the total number of edges in the network
and the sums are over the edges. When comparable de-
gree nodes get connected the correlation coefficient ρ is
positive and the network is called assortative network.
The network is called disassortative network when the
coefficient r is negative. This happen when high degree
vertices get connected with low degree vertices. For net-
works which show no assortative mixing the correlation
coefficient ρ is zero. The random networks of Erdo˝s and
Re´nyi and the scale free network model of Baraba´si and
Albert shows no assortative mixing. It has been observed
that many naturally evolving networks, such as internet,
WWW, protein interaction, neural networks, etc. shows
disarrortative mixing of degree [22, 24–26].
In Fig. 5(b) the degree mixing correlation coefficient ρ
is shown as a function of Monte Carlo iterations. The de-
gree mixing coefficient ρ decreases and becomes negative.
Thus the optimized network is disassortative in nature.
This behavior is consistent with that of coupled identical
oscillators..
V. CONCLUSION
To conclude we have extended the MSF formalism to
analyze stability of generalized synchronization for nearly
identical oscillators. Using the stability criteria given by
the MSF we construct optimal networks with better syn-
chronizability by using Metropolis algorithm. We find
the hubs of the optimal networks are nodes with larger
frequency. The optimal network is disassortative in na-
ture, i.e. nodes with higher degree tend to connect with
node with lower degree.
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