This paper develops weak exponential schemes for the numerical solution of stochastic differential equations (SDEs) with additive noise. In particular, this work provides first and second-order methods which use at each iteration the product of the exponential of the Jacobian of the drift term with a vector. The article also addresses the rate of convergence of the new schemes. Moreover, numerical experiments illustrate that the numerical methods introduced here are a good alternative to the standard integrators for the long time integration of SDEs whose solutions by the common explicit schemes exhibit instabilities.
Introduction
The primary objective of this paper is to develop exponential schemes for the computation of E f (X t ), where f is a smooth real function and X satisfies the following Itô stochastic differential equation (SDE) with additive noise,
(1.1)
Here X t takes values in R d , a and b are smooth functions, T is a positive real number, (Ω, F, (F t ) t 0 , P) is the underlying filtered probability space satisfying the usual hypotheses and W is an m-dimensional (F t )-Brownian motion. Our main motivation came from the numerical simulation of 'stiff' SDEs, i.e. SDEs whose numerical solution by the standard explicit schemes exhibits numerical instabilities (see e.g. Milstein, 1995; Kloeden & Platen, 1992; Talay, 2002; Milstein et al., 2002; Mattingly et al., 2002; Milstein & Tretyakov, 2003) . In particular, we are interested in situations where the eigenvalues of (∂ j x a i ) d i, j=1 have non-positive real parts and large sizes. Such SDEs arise in applications such as the numerical simulation of random Hamiltonian systems (see e.g. Talay, 2002; Milstein et al., 2002; Mattingly et al., 2002; Milstein & Tretyakov, 2003) .
In the context of the numerical solution of SDEs, exponential-type schemes have been developed for the pathwise approximation of solutions of both 1D SDEs and SDEs with additive noise. To derive this class of numerical methods the so called Local Linearization Method (LLM) has been used. The LLM consists, essentially, in approximating the stochastic process under consideration on small time subintervals by explicit solutions of suitable linear SDEs driven by Brownian motions. In the case where the SDE is scalar, Biscay et al. (1996) replaced the drift and diffusion terms by their local linear approximations to obtain a linear SDE that approximates the original equation at each iteration. In the additive e A Tn (t−r ) dS r,T n .
(1.2)
By approximating the integral appearing in (1.2), we now derive numerical methods. More precisely, we can modify the procedure used to obtain weak schemes based on truncated Itô-Taylor expansions of X in order to replace the right-hand side of (1.2) by random vectors with similar moment properties. This paper is organized into seven sections. Section 2 sets up notation and terminology. Section 3 derives a weak first-order scheme of exponential type. Moreover, Section 3.1 looks more closely at (1.2). Section 4 deals with the rate of convergence of the new scheme in the case that a and b have good behaviour. Section 5 is concerned with extrapolation methods. Section 6 develops a scheme based on a high-order approximation. Finally, Section 7 reports numerical experiments.
Notation
Let A ∈ R l,q . Then, we will denote by A the transpose of A. Moreover, the symbol A k, j will stand for the (k, j)th component of A and
For any x ∈ R d and p ∈ P l := {1, . . . , d} l , with l ∈ N, we define
We also use the notation ∂ 0 , resp. P 0 , for the identity operator, resp. the set {0}. 
If there is no danger of misunderstanding is possible, then the explicit dependence of the mathematical object, e.g. T M n , on M will be suppressed except where we wish to emphasize the role of M. In the sequel, we write E t for the conditional expectation with respect to F t . Moreover, we will use the same symbol K (·) (resp. K and q) for different positive increasing functions (resp. positive real numbers) having the common property to be independent of the discretization step T /M. It is always assumed that q is greater than or equal to 2 unless it is explicitly stated otherwise.
We say that a family of functions ( f θ :
Associated with (1.1) we consider the operators
Euler-exponential scheme for SDEs with additive noise
This section develops a weak exponential scheme of order 1. First, we introduce a representation of type (1.2). Second, we present a naive deduction of the main numerical method of this paper.
Local exponential representation of X
From now on, we assume that (1.1) has a unique strong solution (see e.g. Arnold, 1974; Protter, 1990 
Proof. It follows from Itô's formula (see e.g. Ethier & Kurtz, 1986 ) that
By applying Itô's formula to each ∂ j x a, with j = 1, . . . , d, we obtain that X satisfies the following SDE,
where
with W 0 u := u. This gives (3.1) since S ·,T n is a continuous semimartingale (see e.g. Protter, 1990) .
Weak Euler-exponential scheme
In order to obtain an approximation of X t for t ∈ [T n , T n+1 ], we replace ξ byX T n , withX T n ≈ X T n , in (3.1). Then, we neglect the terms of the last line of (3.1) because they involve the computation of multiple integrals. It follows that
, where for any
This motivates the following recursive approximation.
Since Approximation 1 was obtained by neglecting multiple integrals, we may expect that E achieves the weak order of convergence 1. Therefore, we replace the right-hand side of (3.2) by another random variable with similar first three moments as in the construction of versions of the weak Euler scheme (see e.g. Milstein, 1995; Kloeden & Platen, 1992; Talay, 1995) . To this end, we can use a classical second-order method to approximate the deterministic integral appearing in (3.2), e.g. the rectangle rule leads to
In order to simulate the stochastic integrals, we consider independent and identically distributed (i. 
is the approximation of
given by an interpolatory quadrature rule of at least order 2. If we again choose the rectangle rule, then we have
Combining (3.3) with (3.4) yields SCHEME 1 (Euler-exponential)
REMARK 3.2 To the best of our knowledge, Scheme 1 has not been proposed before even for the case whereW n = W T n+1 − W T n . Nevertheless, this scheme could be deduced heuristically by neglecting some terms in the approximation introduced in Biscay et al. (1996) .
REMARK 3.3 If a is a linear function of its second variable, then
REMARK 3.4 The matrix exponential times a vector can be computed efficiently. To this end, as in Hochbruck et al. (1998) and Hochbruck & Lubich (1999) we can use Krylov approximations with Lanczos process. This procedure provides an efficient approach to compute e Aτ v, where Hochbruck & Lubich (1997) proved that Krylov approximations converge substantially faster than those for the solution of linear systems (I − τ A)x = v, at least when a good preconditioner is available. Furthermore, Chebyshev approximation and Strang splitting (see e.g. Hochbruck & Lubich, 1999) are alternative methods which are adequate for certain situations. If a is linear and d is not too large we can compute e Aτ simply using a scaling and squaring method (see e.g. Moler & Van Loan, 1978) .
REMARK 3.5 Let the eigenvalues of the Jacobian of a have a non-positive real part. Since
Scheme 1 leads to the following version of the implicit Euler scheme which avoids the solution of non-linear systems of equations. SCHEME 2
REMARK 3.6 Combining the midpoint rule and the procedure given in this section, we obtain the following numerical method. SCHEME 3
REMARK 3.7 The ideas introduced in this section can be adapted to treat SDEs with non-additive noise. In fact, during the refereeing process Mora (2004b) modified the procedure used here in order to derive an efficient scheme for solving finite-dimensional stochastic Schödinger equations. As we can see, e.g. in Percival (1998) and Mora (2002 Mora ( , 2004a , this problem arises in the simulation of quantum phenomena. Talay (1984 Talay ( , 1986 and Milshtein (1985) developed a general methodology for studying the weak convergence order of the Itô-Taylor schemes. Using this technique, we now obtain the rate of convergence of V .
Rate of convergence of the Euler-exponential scheme
THEOREM 4.1 Assume that for any q 1, E X 0 q < +∞ . Let a, b be continuous functions. In addition, suppose that for β = j = 1 we have HYPOTHESIS 1 ∂ p x a is a bounded continuous function provided that p ∈ P l , with l = 1, . . . , 2β + 2, HYPOTHESIS 2
∂t j a are continuous functions such that
, there exists q and K such that
Throughout the proof of Theorem 4.1, we consider the probability space arising from the completion of the product measure space induced by (Ω, F, P), V 0 and the random vectorsW 0 , . . . ,W M−1 . Combining the completion of (
with a limit procedure, we obtain a filtration that satisfies the usual hypotheses (see e.g. IV 48 of Dellacherie & Meyer, 1978) . By abuse of notation, we denote it by (Ω, F, (F t ) t 0 , P). Note that X 0 , V M 0 are F 0 -measurable andW n is F T n+1 -measurable and independent of F T n for any n = 0, . . . , M − 1. Furthermore, W is a Brownian motion with respect to the new filtration.
We begin by recalling the following well-know result. It can be deduced using Itô's formula and the existence of a smooth version of stochastic flows (see e.g. Talay, 1996) . LEMMA 4.2 Suppose that a, b are continuous functions. Let Hypothesis 1 hold for 2β ∈ N∪{0}. Assume that the family (g θ : 
In addition, for all F T n -random variable ξ taking values in R d we have
where n = 0, . . . , M − 1. Furthermore, 
with n = 1, . . . , M.
On the other hand, for any n = 0, . . . , M − 1,
(4.5) together with the Hölder inequality yields
By the discrete time Gronwall-Bellman Lemma, we have
This gives (4.2). Applying the Burkholder-Davis-Gundy inequalities, we obtain that for any B ∈ F T n ,
. Thus (4.3) follows from the Hölder inequality. Finally, Hölder's inequality yields (4.4). We now state the Itô formula for Y . 6) provided that all of the derivatives of g appearing in (4.6) exist. Here 
Then, we obtain (4.6) using Itô's formula.
Proof of Theorem
. Therefore, Hypothesis 4 and Lemma 4.2 yield
Applying the deterministic Taylor formula to u, we obtain
) is bounded from above by
Lemma 4.2 and (4.3) yield
Similarly, Lemma 4.2 and (4.4) lead to
It follows from the construction of V n that
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Thus, combining Lemma 4.2 with 
, Lemmas 4.2 and 4.4 lead to
Combining (4.3) with Lemma 4.2, we get
It follows from (4.2), (4.8) and (4.10) that
Extrapolation methods
In this section we apply extrapolation techniques to obtain a second-order exponential approximation.
To improve the weak convergence order of the Euler scheme, Talay & Tubaro (1990) generalized Romberg extrapolation methods to the context of SDEs. To this end, they established global error expansion for the Euler scheme. Inspired by this work, the next theorem develops a weak second-order exponential scheme.
THEOREM 5.1 Let V j 0 have the same distribution as X 0 for any j ∈ N. Suppose that the conditions of Theorem 4.1 hold for β = 7/2 and j = 1, 2. Then
Proof. Returning to (4.7) in the proof of Theorem 4.1, we now apply the deterministic Taylor formula to u in order to obtain
HereṼ n−1 = e J a(T n−1 ,Z n−1 )T /M V n−1 and
with Θ p,n d × d diagonal matrix whose components belong to [0, 1]. We can verify that for any p ∈ P l , with l = 1, . . . , 5, there exist q and functions c p in C 4 p (R d , R) such that for any n = 1, . . . , M,
Therefore, proceeding similarly to the proof of (4.8), we obtain
Thus, the Mean Value Theorem and Lemma 4.2 leads to
To estimate H n 2 , applying Lemmas 4.2 and 4.4 to (4.9) we have that
Lemma 4.2 and (4.3) yield
. Therefore, proceeding similarly to the proof of Theorem 4.1 we obtain that for any k = 0, . . . , M,
Combining Itô's formula, (4.2), (5.1), (5.2) and (5.3) we have
giving the desired result.
Second-order methods based on the computation of L(a)
Since a long computation leads to R(T n−1 , U n−1 , T n−1 , U n−1 ) = 0, by applying (6.1) to R(T n−1 ,
which completes the proof.
REMARK 6.3 We may construct practical codes from Scheme 4 in situations where it is possible to compute efficiently the second derivatives of a, e.g. Examples 7.1 and 7.2. In spite of the extrapolation methodÛ M involving the simulation of 2m random variables at each iteration, due to the difficulties arising in the evaluations of L (a),Û M tends to be more efficient than Scheme 4.
REMARK 6.4 It is possible to derive schemes of Runge-Kutta type from Scheme 4 but, for the sake of brevity, we will not develop this point here.
Numerical experiments
The primary objective of this section is to test the weak exponential schemes. Section 7.1 studies the performance of V by means of the solution of a non-linear 'stiff' SDE. Section 7.2 discusses the numerical simulation of a Hamiltonian system.
A non-linear SDE
In order to illustrate the long-time behaviour of Scheme 1, we couple a 2D linear system of SDEs with a non-linear 1D SDE using a linear transformation. From this procedure, which is similar to that in Section 4 of Milstein et al. (1998) , we obtain the following SDE whose drift term is fully non-linear. and y = A −1 x. In addition, set
Applying Theorem 4.1 we see that Scheme 1 approximates with order 1 the quantity Eg(X t ). Moreover, the eigenvalues of J a(x) are −1000(1 + cos(y 3 )), where y = A −1 x and ±i. Then, the real parts of the eigenvalues of the Jacobian of a are non-positive and have very different sizes. From this we may conclude that the SDE given in Example 7.1 is 'stiff'. On the other hand, since g(x) = (y 1 ) 2 + (y 2 ) 2 , with y = A −1 x, an easy computation shows that
This allows us to compare the numerical results with the true values. Figure 1 shows the numerical estimation of Eg(X t ), with t = 0, . . . , 100, obtained with the Eulerexponential scheme V , the versionV of the implicit Euler method and the explicit Euler scheme E M. More precisely, Fig. 1 presents the quantities g (χ) 800,10 5 , where for any scheme χ we define
Here and subsequently, numerical simulations are carried out using MATLAB. In addition, in all codes the random variablesW Table 1 looks at the dependence of the errors
on the time step size T /M, with M = 100, 200, 400. This table also gives estimates of the corresponding 99% confidence intervals. In addition, Table 2 presents the errors
and the maximum length ∆(V, M,ñ) of the 99% confidence intervals taken over the times {0, 1, . . . , 100}. In both tablesñ = 10 6 and the confidence intervals have been estimated by the batch method (see e.g. Kloeden & Platen, 1992; Jiménez et al., 1999) . It can be seen from Fig. 1 and Tables 1 and 2 that the performance of the Euler-exponential scheme is excellent in this numerical experiment. In fact, Scheme 1 is able to attain good accuracy using large step sizes. Note that the errors corresponding to the sample estimation of Eg(X t ) in this experiment are greater than the errors arising in the discretization procedure. Finally, it is worth pointing out that the unsatisfactory behaviour of the Euler method is due to blow-up of its trajectories. More precisely, this drawback implies that for t = 19, . . . , 100, g(E M) 800,10 6 (t) = +∞.
Moreover, the round-off errors associated with this blow-up yield for t = 2, . . . , 18, g(E M) 800,10 6 (t) = 0.
A Hamiltonian system
This section deals with the numerical solution of the following linear stochastic oscillator. 
where t ∈ [0, T ], k 1 = k 3 = 0.9, k 2 = 0.1 and m 1 = m 2 = m. Moreover, define
Example 7.2 models the dynamics of e.g. a vertical coupled spring-mass system. To see this, we suppose that an object of mass m 1 is attached to an elastic spring with spring constant k 1 that is suspended from a rigid support. Furthermore, we assume that a mass m 2 is attached to the end of a spring having constant k 2 . We now attach the second spring to the base of mass m 1 . Finally, we include a third spring with Hooke's constant k 3 between the base of the mass m 2 and a lower support. Then, the displacement of the masses with respect to the equilibrium position is given by the Hamiltonian
where the i-th mass has position q i and momentum p i . If we apply the random external forces 3 dW 1 t and 2 dW 2 t to the masses m 1 and m 2 , respectively, then the Langevin SDE (7.2) describes the dynamics of our physical system.
Note that (7.2) is linear, so thatV reduces to the usual implicit Euler scheme and the computational cost of U is similar to that of the Euler-exponential scheme since L(a) = 0. Moreover, the linearity of (7.2) leads us to 'vectorize' the computation of all sample paths in order to increase the efficiency of MATLAB programs as in Higham (2001) .
Let the mass m be small. Then (7.2) is an example of a 'stiff' problem whose Jacobian of the drift term has large imaginary eigenvalues, because the eigenvalues of ⎛ are equal to ±0.1i √ 110/m and ±0.3i √ 10/m. In case 1/m = 100 and T = 1, Table 3 compares the results from the Euler-exponential scheme V , the second-order methodÛ based on the extrapolation of V , the second-order scheme U , the implicit Euler schemeV and the Euler-Maruyama scheme (E M for short). In fact, Table 3 looks at the dependence of
on the step size T /M. Here g(χ) is given by (7.1) and ∆(χ, M,ñ) is the maximum length of the 99% confidence intervals taken over the times {0, 0.1, . . . , 1}. From Table 3 we may see that the errors induced by U approximately follow a straight line. Furthermore, (Û , M, 10 8 ) and (U, M, 10 8 ) have approximately quadratic behaviours. This is in good agreement with Theorems 4.1, 5.1 and 6.2. Furthermore, Table 3 indicates that in this case the errors induced by the exponential methods are substantially smaller than those of the implicit Euler scheme and the Euler-Maruyama scheme.
In order to illustrate the behaviour of the exponential methods in the transition from a non-'stiff' to a 'stiff' problem, Tables 4 and 5 show the dependence of the global errors of V ,Û , U ,V and E M on 1/m when M = 20 and T = 1. To help to understand the size of these errors Table 6 gives estimations of the supremum norm over [0, 1] of Eg(X t ). For 1/m equal to 0.1 and 1, the accuracy of all numerical methods is good. In this situation, X t does not exhibit oscillations in the interval [0, 1] . If 1/m takes the values 100 and 1000, then we consider that (7.2) is a highly oscillatory problem. Tables 4, 5 and 6 illustrate that in this last situation the exponential schemes are able to solve our problem reasonably well without severe time step restrictions. For the implicit Euler scheme and the Euler-Maruyama scheme this is no longer true.
Our next goal is to illustrate the long time integration of (7.2) using the Euler-exponential scheme. To this end, Fig. 2 shows numerical simulations of Eg(X t ) when k = 1, T = 100 and T /M = 1/20. Figure 2(a) indicates that the Euler-exponential scheme exhibits excellent accuracy in this example. In fact, the global error of the Euler-exponential method in this simulation is 0.16107, with ∆(V, 2000, 10 8 )/2 = 0.1532. In contrast with the short time integration of (7.2) with k = 1 and Table 4 T /M = 1/20, the implicit Euler scheme and the Euler-Maruyama scheme have certain drawbacks in this case. In particular, the trajectories of E M blow-up and Eg(V 2000 n ) tends erroneously to 0 as n → +∞.
Conclusion
This paper introduces new weak schemes for SDEs with additive noise which use matrix-vector multiplication with the exponential of the Jacobian of the drift term a of the SDE. In particular, this article develops the Euler-exponential scheme, which is a first-order method. A numerical approximation of second-order is established by applying an extrapolation procedure to the Euler-exponential scheme. The Euler-exponential scheme is competitive for the integration of an SDE whose eigenvalues of (∂ have imaginary eigenvalues with large sizes. Furthermore, we have illustrated that the Euler-exponential scheme shows great promise for the long time integration of SDEs whose numerical solutions by standard explicit methods exhibit instabilities.
We have also constructed a second-order scheme based on a local exponential approximation of weak order 2. The practical implementation of this method depends on the efficient computation of the second derivatives of a.
