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Abstract
We study random walk with unbounded jumps in random environ-
ment. The environment is stationary and ergodic, uniformly elliptic
and decays polynomially with speed Dj−(3+ε0) for some small ε0 > 0
and proper D > 0. We prove a law of large number with positive
velocity under the condition that the annealed mean of the hitting
time of the positive half lattice is finite. Secondly, we consider birth
and death process with bounded jumps in stationary and ergodic
environment. Under the uniformly elliptic condition, we prove a
law of large number and give the explicit formula of its velocity.
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1 Introduction
Our prime concern is to prove the Law of Large Number (LLN hereafter)
for Birth and Death Process in Random Environment (BDPRE hereafter)
with bounded jumps , say {Nt}t≥0. We assume that at each discontinuity, the
particle jumps at most a distance R to the right or at most a distance L to
the left. For the nearest neighbour setting L = R = 1, if one defines Tn the
hitting time of n, then NTn = n and {Tn − Tn−1}n≥1 forms a stationary and
mixing sequence under the annealed probability whenever the environment is
i.i.d.. Therefore the LLN of {Nt}t≥0 follows from that of {Tn}n≥0. For details,
∗Supported by National Nature Science Foundation of China (Grant No. 11226199) and
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see Ritter [20]. For bounded-jump setting, the above approach does not work.
Similarly, define the ladder times T0 = 0 and Tn = inf{t > Tn−1 : NTn >
NTn−1}, n ≥ 1. Two problems arise: (1) It is hard to tell the exact value
of NTn , though we know that n ≤ NTn ≤ nR; (2) {Tn − Tn−1}n≥1 is not a
stationary sequence under the annealed probability even if the environment is
i.i.d..
We turn to consider the h-skeleton process {Nnh}n≥0, h > 0 of {Nt}t≥0. If
the LLN of the h-skeleton process is proved, then the LLN of {Nt}t≥0 follows
from some standard procedures. However, {Nnh}n≥0 is indeed a discrete time
random walk in random environment with unbounded jumps, since theoretically
speaking, {Nt}t≥0 may have many jumps in a time interval of length h.
Although the developments of Random Walk in Random Environment
(RWRE hereafter) with bounded jumps were almost satisfying, RWRE with
unbounded jumps was very seldom considered. Andjel [3] proved the 0-1 law.
Comets and Popov [7] proved an LLN. In [7], two main conditions were re-
quired essentially: a) the jumping probabilities of the walk have an exponential
tail; b) “ the random walk is ‘uniformly’ transient to the right (i.e., there are
no ‘traps’)”. We mention also that in Gallesco and Popov [10, 11], the author
studied the central limit theorem of random walks with unbounded jumps
among random conductances.
The BDPRE with bounded jumps considered in this paper is the continuous
time analogue of RWRE with bounded jumps. The situation of RWRE with
bounded jumps on Z is almost satisfying. We review here only the known re-
sults closely related to the transient RWRE. For the nearest neighbour setting,
the 0-1 law and the LLN with explicit velocity in the case of i.i.d. environ-
ment were studied in Solomon [22]; the extension to stationary and ergodic
environment was given in Alili [1]. The RWRE with bounded jumps (jumps
are non-nearest neighbor) was introduced in Key [15], where the middle Lya-
punov exponents of a sequence of positive random matrices were used to give
the recurrence criteria. Letchikov [18] simplified the recurrence criteria and
proved a log2 n law for the recurrent case as Sinai’s walk. The regime where
the LLN holds with a positive velocity was characterized in Bre´mont [5, 6] by
“the environment viewed from particle”, but no explicit formula is available
any longer. In [12, 13, 14], the authors set up the branching structure for
RWRE with bounded jumps and gave the explicit formulae for the velocities
of LLNs. At last we point out that Bolthausen and Goldsheid [4] studied the
recurrence and transience of RWRE on a strip, which is a generalization of
RWRE with bounded jumps. The LLN for RWRE on a strip could be found
in Roitershtein [21].
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In this paper, firstly we prove an LLN for RWRE with unbounded jumps.
In our setup, we only need to require that the jumping probabilities have
an polynomial tail. Moreover we do not need the condition “ the random
walk is ‘uniformly’ transient to the right” used in [7]. Our approach is based
on “the environment viewed from particle” which dates back to Kozlov [16].
But in Kozlov [16] and some later literatures, this approach is only used to
treat the bounded-jump setting. We use the large deviation for martingales
(with unbounded martingale differences) derived in Lesigne and Volny´ [17] to
estimate the tail of a martingale related to RWRE with unbounded jumps.
By constructing an invariant measure for the auxiliary Markov chain of the
environment viewed from particle, we could show the LLN for the summation
of the local drift of RWRE with unbounded jumps. In this way, we prove the
LLN for RWRE with unbounded jumps. Secondly, using the LLN of RWRE
with unbounded jumps, we prove the LLN of BDPRE with bounded jumps.
We assume a uniform ellipticity condition on the environment, which is crucial
for our development. Under such ellipticity condition, we could show that
the tail probability of the jumps for the h-skeleton process is exponentially
bounded. Therefore we could use the LLN for RWRE with unbounded jumps
to get the LLN for the h-skeleton process. Then the LLN for BDPRE with
bounded jumps follows by some standard procedures.
The paper is organized as follows. In Section 2, we define strictly the models
and state the main results. The LLN for RWRE with unbounded jumps is
proved in Section 3 while the LLNs for the h-skeleton process {Nnh}n≥0 and
{Nt} are proved in Section 4. We devote Section 5 to give the explicit formula
of the velocity v
P˜
for the case L = R = 2 by using the branching structure in
the embedded process constructed in [13]. An appendix section is also given
at the end of the paper to discuss the existence of the process {Nt}.
2 The models and results
2.1 RWRE with unbounded jumps
Let Ω be the collection of ω = (ωx)x∈Z where for x ∈ Z, ωx = (ωxy)y∈Z is a
probability measure on Z, that is, ωxy ≥ 0 for all y ∈ Z and
∑
y∈Z ωxy = 1. Let
θ be the shift operator on Ω defined by (θω)x := ωx+1. Equip Ω with Borel σ-
algebra F and let P be a probability measure on (Ω,F). For a typical realization
of ω, we consider a Markov chain {Sn}n≥0 with transitional probabilities
P x0ω (Sn+1 = x+ y
∣∣Sn = x) = ωxy for all n ≥ 0, P x0ω (S0 = x0) = 1,
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so that P x0ω is the quenched law of the Markov chain starting from x0 in the
environment ω. Define a new probability measure P x0 by
P x0(·) =
∫
P x0ω (·)P(dω),
which is called the annealed probability. We use Ex0ω , E
x0 and E to denote the
expectation operator for P x0ω , P
x0 and P respectively. The superscript x0 will
be omitted whenever it is 0.
Condition B
(B1) (Ω,F ,P, θ) forms a stationary and ergodic system.
(B2) There exists ε > 0 such that P(ω01 > ε) = 1.
(B3) There exist small ε0 > 0 and proper D > 0, such that P-a.s.,
ω0j < D|j|−(3+ε0).
Define T = inf{n > 0 : Sn > 0}, which is the time {Sn}n≥0 hits [1,∞) and
let
Uk = #{0 ≤ n < T : Sn = k}.
Here and throughout, “#{ }” denotes the number of elements in set { }. We
have the following ballistic LLN for {Sn}n≥0.
Theorem 1. Suppose that condition B holds and E(T ) <∞. Then
P -a.s., lim
n→∞
Sn
n
= vP > 0
where
vP =
E
(∑∞
i=1
∑
k≤0Eθ−kω
(
Uk|ST=i
)∑
j∈Z jω0j
)
∑∞
i=1E
(
T |ST = i
) .
Remark 1. (1) Our proof is based on an approach known as “the environ-
ment viewed from particle” introduced in Kozlov [16]. In [16] and the later
literatures, this approach was only used to treat the bounded-jump setting.
In our setup, we construct an invariant measure Q which is equivalent to P.
Under Q, ω(n) := θSnω, n ≥ 0 form a stationary and ergodic sequence. Let
d(x, ω) = Exω(S1 − S0) be the local drift and set
Mn = Sn − S0 −
n−1∑
k=0
d(Sn, ω).
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{Mn}n≥0 is a martingale with unbounded differences. But under (B3), we could
use the large deviation for martingale to estimate the tail of Mn. Therefore,
using the auxiliary Markov chain {ω(n)}n≥0 we prove the LLN of {Sn}n≥0.
(2) For RWRE with bounded jumps. The velocity of the LLN could be
written in terms of the environment ω explicitly because one could calculate
the quenched mean Eω(T ) by using the branching structure constructed from
the path of the random walk. See [13] for details. However for unbounded-
jump setting, we do not know how to calculate the quenched mean Eω(T ).
Therefore, the condition “E(T ) <∞” looks not so satisfying and consequently
the velocity could not be given explicitly. For some special case, we could give
the explicit formula for the velocity vP. See the discussion below.
If P(ω0j = 0, j ≥ 2) = 1, define
Φ =


0 1 0 0 0 0 · · ·
ω0,1 ω0,0 ω0,−1 ω0,−2 ω0,−3 ω0,−4 · · ·
0 ω−1,1 ω−1,0 ω−1,−1 ω−1,−2 ω−1,−3 · · ·
0 0 ω−2,1 ω−2,0 ω−2,−1 ω−2,−2 · · ·
0 0 0 ω−3,1 ω−3,0 ω−3,−1 · · ·
0 0 0 0 ω−4,1 ω−4,0 · · ·
...
...
...
...
...
...
. . .


.
Let pi = (pi1, pi0, pi−1, pi−2, ...) be a solution of the equation
piΦ = pi,
with pi1 = 1. If E(
∑
i≤0 pii) < ∞, then it follows from the classical ergodic
theory for Markov chain that P -a.s., T < ∞ and Eω(T ) =
∑
i≤0 pii. We have
the following corollary of Theorem 1.
Corollary 1. Suppose that condition B holds and E(
∑
i≤0 pii) <∞. Then
P -a.s., lim
n→∞
Sn
n
=
1
E
(∑
i≤0 pii
) .
2.2 BDPRE with bounded jumps
Next we define the birth and death process in random environment with
bounded jumps. To construct the environment, fix 1 ≤ L,R ∈ Z and let
Ω˜ be the collection of ω˜ = (ω˜i)i∈Z = (µ
L
i , ..., µ
1
i , λ
1
i , ..., λ
R
i )i∈Z, where µ
l
i, λ
r
i ≥ 0
for all i ∈ Z, l = 1, .., L and r = 1, ..., R. Equip Ω˜ with the Borel σ-algebra F˜
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and let P˜ be a probability measure on (Ω˜, F˜). Then the so-called random envi-
ronment ω˜ is a random element of Ω˜ chosen according to P˜. Given a realization
of ω˜, let {Nt}t≥0 be a continuous time Markov chain, which waits at a state
n an exponentially distributed time with parameter
∑L
l=1 µ
l
n +
∑R
r=1 λ
r
n and
then jumps to n − i with probability µin/(
∑L
l=1 µ
l
n +
∑R
r=1 λ
r
n), i = 1, ..., L or
to n+ j with probability λjn/(
∑L
l=1 µ
l
n +
∑R
r=1 λ
r
n), j = 1, ..., R. In this paper,
we always assume that the paths of {Nt} are right continuous. We call the
process {Nt}t≥0 a birth and death process in random environment with bounded
jumps.
For a typical realization of ω˜, P˜ xω˜ denotes the law induced by the process
{Nt} starting from x. The measure P˜ xω˜ is usually related as the quenched prob-
ability. Define the annealed probability measure P˜ x by P˜ x(·) = ∫
Ω
P˜ xω˜ (·)P˜(dω˜).
The notations E˜xω˜, E˜
x and E˜ will be used to denote the expectation operators
for P˜ xω˜ , P˜
x and P˜ respectively. The superscript x will be omitted if it is 0. Let
operator θ be the canonical shift on Ω˜ defined by (θω˜)i = ω˜i+1.
Condition C
(C1) (Ω˜, F˜ , P˜, θ) forms a stationary and ergodic system.
(C2) the measure P˜ is uniformly elliptic, that is,
P˜
(
ε < µl0, λ
r
0 < M, 1 ≤ l ≤ L, 1 ≤ r ≤ R
)
= 1
for some small ε > 0 and large M > 0.
Under condition (C2), the process {Nt} exists for P˜-a.a. ω˜. For details, see
the appendix section below.
Given ω˜, define for i ∈ Z,
bi(k) =


∑R
j=R−k+1 λ
j
i
µLi
if 1 ≤ k ≤ R,
−
∑L
j=k−R µ
j
i
µLi
if R + 1 ≤ k ≤ R + L− 1,
and let
Ai =


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
bi(1) bi(2) · · · bi(L+R− 1)


be an (L+R− 1)× (L+R− 1) matrix.
Since Ai depends only on ω˜i, {Ai}i∈Z is an ergodic sequence of random
matrices under P˜.Moreover, under condition (C2), E˜| ln ‖A−10 ‖|+E˜| ln ‖A0‖| <
6
∞. Hence one could use Oseledec’s multiplicative ergodic theorem (see [19])
to the sequence {Ai}i∈Z. Consequently, we get the Lyapunov exponents of the
sequence {Ai}i∈Z which we write in increasing order as
−∞ < γ1 ≤ γ2 ≤ ... ≤ γR+L−1 <∞.
Proposition 1 (Recurrence/transience criteria). Suppose that condition C
holds. Let γ1 ≤ γ2 ≤ ... ≤ γR+L−1 be the Lyapunov exponents of the sequence
{Ai}i∈Z under the probability measure P˜. Then
(1) γR > 0⇒ P˜ (limt→∞Nt =∞) = 1;
(2) γR = 0⇒ P˜ (−∞ = lim inft→∞Nt < lim supt→∞Nt =∞) = 1;
(3) γR < 0⇒ P˜ (limt→∞Nt = −∞) = 1.
Proof. Since the recurrence criteria for {Nt} is the same as the embedded
process {χn} defined below. Proposition 1 is just a corollary of Theorem A in
Letchikov [18]. 
Let τ0 = 0, and for n ≥ 1 define τn = inf{t > τn−1 : Nt 6= Nτn−1}. Since
the process {Nt} exists, P˜ -a.s., τn <∞ for all n. Note that τn, n ≥ 0 are the
consecutive discontinuities of {Nt}. Let χn = Nτn , n ≥ 0. Then {χn} is called
the embedded process of {Nt}. Next we study the LLN of {Nt}. Let T0 = 0 and
for n ≥ 1, define recursively
Tn = inf{t > Tn−1 : Nt > NTn−1}.
We call Tn, n ≥ 0 the ladder times of the process {Nt}. Define
v
P˜
=
E˜
(∑R
r=1
∑
k≤0 E˜θ−kω˜
(∑Uk
j=1 ξkj|NT1 = r
)(∑L
l=1(−l)µl0 +
∑R
r=1 rλ
r
0
))
∑R
r=1 E˜(T1|NT1 = r)
(1)
where
Uk := #{n : Nτn = k, τn < T1}
is the number of times the embedded process {χn} has ever visited k be-
fore it hits [1,∞), and given ω˜, ξkj, k ≤ 0, j ≥ 0 are independent ran-
dom variables which are also all independent of Uk such that P˜ω(ξkj > t) =
e−(
∑L
l=1 µ
l
k
+
∑R
r=1 λ
r
k
)t, t ≥ 0.
Theorem 2 (LLN of {Nt}). Suppose that Condition C holds and γR ≥ 0.
Then
(a) E˜T1 <∞⇒ limt→∞ Ntt = vP˜ > 0, P˜ -a.s.;
(b) E˜T1 =∞⇒ limt→∞ Ntt = 0, P˜ -a.s..
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Remark 2. (i) E˜T1 and the velocity vP˜ of LLN is not given directly in terms of
ω˜. They could be calculated by using the branching structure constructed in
[13]. Therefore the formulae of both of E˜T1 and vP˜ could be given explicitly.
We treat the case L = R = 2 to explain the idea in Section 5. See Theorem 4
below. The special case R = 1, L > 1 is discussed in Wang [24].
(ii). The case γR ≤ 0 could be treated in a similar way. We omit this part in
this paper.
(iii). In the proof of part (a) of Theorem 2, we only use the condition “(C2’) for
some small κ > 0 and large K > 0, P˜(λ10 > κ,
∑L
l=1 µ
l
0 +
∑R
r=1 λ
r
0 < K) = 1.”
Under condition (C2’), P˜(λr0, µ
l
0 = 0 for certain 1 ≤ r ≤ R, 1 ≤ l ≤ L) > 0 is
permitted. So (C2’) is weaker than (C2). When proving part (b) of Theorem
2 we borrow some results from [5] where the uniform ellipticity in (C2) is used.
To prove Theorem 2, we need to prove the LLN of the h-skeleton process
of {Nt}. Fix a number h > 0, which will be assumed to be small enough. For
n ≥ 0, define Xn = Nnh. Then {Xn} is a discrete time RWRE with unbounded
jumps, which is called the h-skeleton process of {Nt}n≥0. For i, j ∈ Z let
pω˜(h, i, j) := P˜ω˜(Nh = i+ j|N0 = i)
be the transition probabilities of {Xn}. Define T h1 = inf{k : Xk > 0}, and let
Uhk = #{0 ≤ n < T h1 : Xn = k}.
Theorem 3 (LLN of skeleton process). Suppose that condition C holds. Then
P˜ -a.s., {Xn} is transient to the right, recurrent or transient to the left accord-
ing as γR ≥ 0, γR = 0 or γR ≤ 0. Moreover, if γR ≥ 0, then
E˜T h1 =∞⇒ P˜ -a.s., limn→∞ Xnn = 0;
E˜T h1 <∞⇒ P˜ -a.s., limn→∞ Xnn = vhP˜ > 0,
where vh
P˜
=
E˜
(∑∞
i=1
∑
k≤0 E˜θ−kω˜
(
Uh
k
|X
Th
1
=i
)∑
j∈Z jpω˜(h,0,j)
)
∑∞
i=1 E˜
(
Th
1
|X
Th
1
=i
) .
Remark 3. (i) The h-skeleton process {Xn} is an RWRE with unbounded jumps.
Under (C2), we could show that, for some proper constants c0, c1 > 0, P˜-a.s.,
pω˜(h, i, j) < e
c0he−c1|j|.
Hence, the positive regime of the LLN in Theorem 3 follows from Theorem 1.
(ii) One sees easily from Theorem 2 that vh
P˜
is indeed independent of h and
vh
P˜
= v
P˜
. For details, see the proof of Theorem 2 below.
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3 LLN for RWRE -Proof of Theorem 1
For n ≥ 0, define ω(n) = θSnω. {ω(n)}n≥0 is an ΩN-valued process. It is usually
called “the environment viewed from particle”. Let
K(ω, dω′) =
∑
j∈Z
ω0jδω′=θjω.
Lemma 1. Under either P or Pω, {ω(n)}n≥0 is a Markov chain with transition
kernel K(ω, ω′).
Proof. For test functions f1, ..., fn, fn+1 we have that
Eω
( n+1∏
k=1
fk(ω(k))
)
= Eω
( n∏
k=1
fk(ω(k))E
Sn
ω fn+1(θ
S1ω)
)
= Eω
( n∏
k=1
fk(ω(k))
∑
j∈Z
ωSnjfn+1(θ
Sn+jω)
)
= Eω
( n∏
k=1
fk(ω(k))
∑
j∈Z
Kfn+1(ω(n))
)
.
Consequently, {ω(n)}n≥0 is a Markov chain under Pω. Taking expectation, the
above equations also yield the Markov property of {ω(n)}n≥0 under P. 
Whenever E(T ) <∞, define the measures
Q(dω) := E
(∑
i≥1
1ST=i
Pω(ST = i)
T−1∑
k=0
1ω(k)∈dω
)
, Q(dω) =
Q(dω)
E(T )
.
Lemma 2. Suppose that Condition C holds and E(T ) < ∞. Then Q is in-
variant under the kernel K, that is
Q(B) =
∫∫
1ω′∈BK(ω, dω
′)Q(dω).
Moreover, Q ∼ P and
dQ
dP
=
∑
k≤0
∑
i≥1
Eθ−kω(Uk|ST = i) =: pi(ω),
where Uk = #{n ≤ T : Sn = k}.
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Proof. By the definition of Q, we have that∫∫
1ω′∈BK(ω, dω
′)Q(dω) =
∫
Pω(θ
S1ω ∈ B)Q(dω)
= E
(∑
i≥1
1ST=i
Pω(ST = i)
T−1∑
k=0
Pω(k)(θ
S1ω(k) ∈ B)
)
= E
(∑
i≥1
1ST=i
Pω(ST = i)
T−1∑
k=0
Pω(k)(ω(k + 1) ∈ B)
)
= E
(∑
i≥1
∑
k≥0
Pω
(
T ≥ k + 1, ω(k + 1) ∈ B∣∣ST = i) )
= E
(∑
i≥1
∑
k≥1
Pω
(
T > k, ω(k) ∈ B∣∣ST = i) )
+E
(∑
i≥1
Pω
(
T <∞, θiω ∈ B∣∣ST = i) ).
Since E(T ) < ∞, then P (T < ∞) = P (T > 0) = 1. This fact together with
the stationarity implies that the right-most hand of the last equations equals
to
E
(∑
i≥1
∑
k≥1
Pω
(
T > k, ω(k) ∈ B∣∣ST = i) )
+E
(∑
i≥1
Pω
(
T > 0, ω(0) ∈ B∣∣ST = i) )
= E
(∑
i≥0
∑
k≥0
Pω
(
T > k, ω(k) ∈ B∣∣ST = i) ) = Q(B).
The first part of the lemma follows. To prove the second part, for testing
function f(ω), we have that
∫
fdQ = E
(∑
i≥1
1ST=i
Pω(ST = i)
T−1∑
k=0
f(ω(k))
)
= E
(∑
i≥1
1ST=i
Pω(ST = i)
T−1∑
k=0
f(θSkω)
)
= E
(∑
i≥1
1ST=i
Pω(ST = i)
∑
k≤0
Ukf(θ
kω)
)
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= E
(∑
i≥1
Eω
(∑
k≤0
Ukf(θ
kω)
∣∣ST = i))
= E
(
f(ω)
∑
i≥1
∑
k≤0
Eθ−kω
(
Uk
∣∣ST = i)). (2)
By stationarity, we have that
E
(∑
i≥1
∑
k≤0
Eθ−kω
(
Uk
∣∣ST = i)) =∑
i≥1
∑
k≤0
E
(
Uk
∣∣ST = i) ≤ E(T ) <∞.
Then it follows from (2) that Q ∼ P and
dQ
dP
=
∑
k≤0
∑
i≥1
Eθ−kω(Uk|ST = i).

Lemma 3. Under the conditions of Lemma 2, {ω(n)} is stationary and ergodic
under the probability measure Q× Pω.
With Lemma 2 in hand, Lemma 3 follows similarly as Sznitman [23], The-
orem 1.2 or Zeitouni [25], Corollary 2.1.25.
Define the local drift d(x, ω) = Exω(S1 − S0) and set
Mn = Sn − S0 −
n−1∑
k=0
d(Sn, ω).
Lemma 4. Under Pω, {Mn} is a martingale and P -a.s., limn→∞ Mnn = 0.
Proof. Note that
Eω(Mn −Mn−1|Mn−1, ...,M0)
= Eω(Sn − Sn−1 − d(Sn−1, ω)|Sn−1, ..., S0) = 0.
Then {Mn} is a martingale under Pω. By (B3), there exist some constants
c2 > 0 and 0 < ε1 < ε0 such that Eω(|Mn−Mn−1|2+ε1) < c2. Then one follows
from Theorem 3.2 in [17] that there exists constant c3 > 0 such that for λ > 0,
and n large enough,
P (|Mn| >
√
nλ) ≤ c3
λ2+ε1
. (3)
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Choosing 0 < ε2 <
1
2
properly, we have (2 + ε1)ε2 > 1. Setting λ = n
ε2 in (3),
it follows that
P (|Mn| > n 12+ε2) ≤ c3n−(2+ε1)ε2 .
An application of Borel-Cantelli’s lemma yields that
P -a.s., lim
n→∞
Mn
n
= 0.

Proof of Theorem 1: By Lemma 3, {ω(n)} is a stationary and ergodic sequence
under the measure Q×Pω. Using Birkhoff’s ergodic theorem, we have that for
Q-a.a. or P-a.a. ω, Pω-a.s.,
lim
n→∞
1
n
n−1∑
k=0
d(Sk, ω) = lim
n→∞
1
n
n−1∑
k=0
d(0, ω(k)) =
∫
d(0, ω)dQ. (4)
We conclude from Lemma 4 and (4) that P -a.s.,
lim
n→∞
Sn
n
=
∫
d(0, ω)dQ =: vP.
It follows from Lemma 2 that
vP =
∫
d(0, ω)dQ =
E
(∑∞
i=1
∑
k≤0Eθ−kω(Uk|ST=i)
∑
j∈Z jω0j
)
∑∞
i=1E(T |ST = i)
.
Theorem 1 is proved. 
4 LLN for BDPRE with bounded jumps
4.1 LLN for the h-skeleton process-Proof of Theorem 3
The recurrence criteria for {Xn} in Theorem 3 follows directly from Proposition
1. The zero speed regime of the LLN for {Xn} follows from the counterpart of
Theorem 2. Next we prove the non-zero speed regime of the LLN in Theorem
3. To begin with, we estimate the tail probability of the transition probability
pω˜(h, i, j) := P˜ω˜(Nh = i+ j|N0 = i) of {Xn}. The following lemma shows that
for fixed i ∈ Z, P˜-a.s., pω˜(h, i, j) decays exponentially to 0 as |j| → ∞.
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Lemma 5. Suppose that Condition (C2) is satisfied. Then for P˜-a.a. ω˜, there
exist 0 < c0 < ∞ and 0 < c1 < ∞, which are independent of h and ω˜, such
that for |j| > max{L,R},
pω˜(h, i, j) < e
c0he−c1|j|, (5)
where c1 could be made arbitrarily large by adjusting the value of c0.
Proof. We prove only the case j > max{L,R}. The case j < −max{L,R}
follows similarly. Let m = [ j
R
]. Since at each discontinuity, the process {Nt}
jumps at most a distance R to the right, then starting from i, in order to reach
i + j, {Nt} has at least m discontinuities in a time period of length h. Let
ηk, k = 1, ..., m be these discontinuities and τk be the waiting time after ηk
until the process {Nt} leaves Nηk . Then we have that
pω˜(h, i, j) = P˜ω˜(Nh = i+ j|N0 = i) ≤ P˜ iω˜(τ1 + ... + τm ≤ h). (6)
Note that P˜ iω˜(τk > t|Nηk = ik) = e−skt for t > 0 where sk =
(∑L
l=1 µ
l
ik
+∑R
r=1 λ
r
ik
)
. Moreover under P˜ iω˜, τk, k = 1, ..., m are mutually independent.
Then by Chebycheff’s bound, it follows that for λ < 0, K = (L + R)M,
κ = (L+R)ε,
P˜ iω˜(τ1 + ... + τm ≤ h)
=
∑
i1,...,ik
P˜ iω˜
( m∑
k=1
τk ≤ h
∣∣∣Nηk = ik, 1 ≤ k ≤ m)P˜ iω˜(Nηk = ik, 1 ≤ k ≤ m)
≤
∑
i1,...,ik
e−λhE˜iω˜
(
eλ
∑m
k=1 τk
∣∣∣Nηk = ik, 1 ≤ k ≤ m)
×P˜ iω˜(Nηk = ik, 1 ≤ k ≤ m)
= e−λh
∑
i1,...,ik
m∏
k=1
sk
sk − λP˜
i
ω˜(Nηk = ik, 1 ≤ k ≤ m)
≤ e−λh
( K
κ− λ
)m
, P˜-a.s.,
where the last inequality follows from condition (C2). Substituting the above
estimation to (6), we have that P-a.s.,
pω˜(h, i, j) ≤ e−λh
( K
κ− λ
)m
≤ e−λhe jR (logK−log(κ−λ)).
By choosing λ < 0 properly and letting c0 = −λ, c1 = (log(κ−λ)− logK)/R,
(5) is proved. Of course, we could make c1 arbitrarily large by adjusting the
value of λ. 
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Lemma 6. Under the measure P˜, {pω˜(h, i, j)}i∈Z is a stationary and ergodic
sequence.
For the proof of the lemma, refer to Durrett [9]. 
One follows from condition (C2) that for some small constant c4 > 0
pω˜(h, 0, 1) ≥ c4. (7)
Taking Lemma 5, Lemma 6 and (7) together, we could use Theorem 1 to
conclude that
E˜(T h1 ) <∞⇒ P˜ -a.s., lim
n→∞
Xn
n
= vh
P˜
.
We complete the proof of Theorem 3. 
4.2 The LLN of {Nt}-Proof of Theorem 2
In this subsection, using the LLN (nonzero speed regime) of the h-skeleton
process proved in Subsection 4.1, we prove the LLN of the process {Nt}. Firstly,
we show that for h small enough, E˜(T h1 ) <∞ whenever E˜(T1) <∞. Therefore,
under the condition of part (a) of Theorem 2, the condition of the nonzero
speed regime of LLN in Theorem 3 is also satisfied for h small enough.
Lemma 7. Fix s > 1. Suppose that condition (C2) holds. Then, for n large
enough, P˜ -a.s., T
1
ns
1
1
ns
≤ T1 + 1ns . Consequently, we have that for n large, if
E˜(T1) <∞, then E˜
(
T
1
ns
1
)
<∞ and P˜ -a.s., limn→∞ T
1
ns
1
1
ns
= T1.
Proof. Given ω˜, we have that
P˜ω˜
(
T
1
ns
1
1
ns
> T1 +
1
ns
)
≤ P˜ω˜
(
{Nt} has at least one jump in [T1, T1 + 1
ns
)
)
≤ P˜ω˜
(
{Nt} leaves NT1 within time
1
ns
)
=
R∑
r=1
P˜ω˜(NT1 = r)P˜ω˜
(
νr <
1
ns
∣∣NT1 = r) (8)
where νr is the waiting time at state r until the next jump of {Nt} happens.
Since νr is exponentially distributed with parameter ζr :=
∑L
l=1 µ
l
r+
∑R
k=1 λ
k
r .
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Using condition (C2), withK = (L+R)M, it follows that P˜-a.s., the right-most
hand of (8) equals to
R∑
r=1
P˜ω˜(NT1 = r)(1− e−ζr
1
ns ) ≤ 1− e−K 1ns .
Noting that s > 1, then we have that
∞∑
n=1
P˜
(
T
1
ns
1
1
ns
> T1 +
1
ns
)
<∞.
An application of Borel Cantelli’s lemma yields that for n large, P˜ -a.s.,
T
1
ns
1
1
ns
≤ T1 + 1
ns
. (9)
Since P˜ -a.s., T h1 h > T1, then one follows from (9) that P˜ -a.s., limn→∞ T
1
ns
1
1
ns
=
T1. 
Proof of Theorem 2: We prove part (a) first. Suppose γR ≥ 0 and E˜(T1) <∞.
Fix h > 0 small enough. For any t > 0, there is a unique number nt such that
nth ≤ t < (nt+1)h. Let Jt be the number of jumps of {Nt} in the time interval
[nth, (nt + 1)h). Then, under condition (C2), a similar argument as the proof
of Lemma 5 yields that there exist some positive constants c5 and c6 such that
P˜ (Jt > n) ≤ ec5he−nc6. (10)
Note that the bound in (10) is independent of t. Applying Borel-Cantelli
lemma, we have that P˜ -a.s.,
lim
n→∞
Jt
n
= 0 (11)
uniformly in t. Since at each discontinuity, {Nt} jumps at most a distance L
to the left or at most a distance R to the right, we have that
Nnth − JtL
(nt + 1)h
≤ Nt
t
≤ Nnth + JtR
nth
. (12)
For h small enough, by Lemma 7, E˜(T h1 ) <∞. Then we have from the nonzero
speed regime of LLN in Theorem 3, (11) and (12) that P˜ -a.s.,
lim
t→∞
Nt
t
=
vh
P˜
h
. (13)
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To finish the proof of part (a) in Theorem 2, it suffices to show that, for all
h > 0,
vh
P˜
h
= v
P˜
. (14)
Indeed, since Nt
t
is independent of h and the limit in (13) exists, then
vh
P˜
h
is
independent of h. Therefore we have that
vh
P˜
h
= lim
h→0
vh
P˜
h
= lim
h→0
E˜
(∑∞
i=1
∑
k≤0 E˜θ−kω˜(U
h
k |XTh1 =i)
∑
j∈Z jpω˜(h, 0, j)
)
h
∑∞
i=1 E˜(T
h
1 |XTh1 = i)
= lim
h→0
E˜
(∑∞
i=1
∑
k≤0 E˜θ−kω˜(hU
h
k |NhTh1 =i)
∑
j∈Z j
pω˜(h,0,j)
h
)
∑∞
i=1 E˜(hT
h
1 |NhTh1 = i)
. (15)
Note that by Lemma 5, under condition (C2), P˜ -a.s.,
∑
j∈Z j
pω˜(h,0,j)
h
is uni-
formly bounded from above. Moreover, by Lemma 7, P˜ -a.s., hT h1 is bounded
by T1 + h for h small, and by stationarity
E˜
( ∞∑
i=1
∑
k≤0
E˜θ−kω˜(hU
h
k |NhTh1 =i)
)
=
∞∑
i=1
∑
k≤0
E˜
(
E˜θ−kω˜(hU
h
k |NhTh1 =i)
)
=
∞∑
i=1
∑
k≤0
E˜
(
hUhk |NhTh1 =i
)
=
∞∑
i=1
E˜
(
hT h1 |NhTh1 =i
)
.
Since P˜ -a.s., limh→∞0 hT
h
1 = T1, then by the above discussion, the condition
of dominated convergence theorem is satisfied. Note also that P˜ -a.s.,
lim
h→0
hUhk = lim
h→0
Th1 −1∑
j=0
h1Njh=k =
∫ T1
0
1Nt=kdt
D
=
Uk∑
i=1
ξki, (16)
where “A
D
= B” means that A equals to B in P˜ω˜ distribution. Since P˜ -a.s.,
limh→0 hT
h
1 = T1, hT
h
1 ≥ T1, and the paths of {Nt} are right continuous, then
by dominated convergence, it follows from (15) and (16) that
vh
P˜
h
= lim
h→0
E˜
(∑∞
i=1
∑
k≤0 E˜θ−kω˜(hU
h
k |NhTh1 =i)
∑
j∈Z j
pω˜(h,0,j)
h
)
∑∞
i=1 E˜(hT
h
1 |NhTh1 = i)
=
E˜
(∑R
r=1
∑
k≤0 E˜θ−kω˜
(∑Uk
j=1 ξkj|NT1 = r
)(∑L
l=1(−l)µl0 +
∑R
r=1 rλ
r
0
))
∑R
r=1 E˜(T1|NT1 = r)
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= v
P˜
> 0,
where in the second equality, we use the facts P˜ (NT1 = r) = 0 for r > R and
lim
h→0
pω˜(h, 0, j)
h
=


λj0 if j = 1, ..., R,
µj0 if j = 1, ..., L,
0 if j < −L and j > R.
Consequently, (14) is proved and part (a) of Theorem 2 follows.
Next, we turn to prove part (b) of Theorem 2. Suppose γR ≥ 0 and
E˜(T1) = ∞. Recall that τn, n ≥ 0 are the consecutive discontinuities of {Nt}
and {χn} = {Nτn} is the embedded process. Let T 1 := inf{k : χk > 0}. As
the first step, we show that
E˜(T 1) =∞. (17)
For this purpose, for k ≤ 0 let Uk = #{n < T 1 : χn = k}. Then Wald’s
equation implies that,
E˜ω˜(T1) =
∑
k≤0
E˜ω˜
( Uk∑
i=1
ξki
)
=
∑
k≤0
E˜ω˜(Uk)E˜ω˜(ξk1).
But condition (C2) implies that P˜-a.s.,
1
K
< E˜ω˜(ξk1) =
1∑L
l=1 µ
l
k +
∑R
r=1 λ
r
k
<
1
κ
with K = (L+R)M and κ = (L+R)ε. Then it follows that P˜-a.s.,
1
K
∑
k≤0
E˜ω˜(Uk) ≤ E˜ω˜(T1) ≤ 1
κ
∑
k≤0
E˜ω˜(Uk).
Taking expectation, we have that
E˜(T 1)
K
≤ E˜(T1) ≤ E˜(T 1)
κ
.
Therefore (17) follows. Then it follows from Bre´mont [5] (See, Proposition 9.1,
Theorem 9.2 and Corollary 9.3 therein.) that P˜ -a.s.,
lim
n→∞
χn
n
= lim
n→∞
Nτn
n
= 0. (18)
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As the second step, we show that for h > 0 small enough and n large enough
P˜ -a.s.,
τn
n
> h. (19)
For k ≥ 1, let νk = τk − τk−1. Then under P˜ω˜, νk, k ≥ 1 are mutually inde-
pendent and all exponentially distributed. By Chebycheff’s bound, it follows
that for λ < 0,
P˜ω˜(τn ≤ nh) ≤ e−λnhE˜ω˜(eλ
∑n
k=1 νk) = e−λnh
n∏
k=1
E˜ω˜(e
λνk)
≤ e−n(λh−logK+log(κ−λ))
with κ = (L+R)ε and K = (L+R)M. Choosing properly λ < 0 and h small
enough, we could make c(h) := λh − logK + log(κ − λ) a strictly positive
number. Consequently we have
∑∞
n=1 P˜ω˜(τn ≤ nh) < ∞. By applying Borel-
Cantelli lemma, we have (19).
Finally, (18) and (19) imply that P˜ -a.s.,
lim
n→∞
Nτn
τn
= 0. (20)
For t > 0, there is a unique random number nt such that τnt ≤ t < τnt+1. Since
at each discontinuity, {Nt} jumps at most a distance L to the left or at most
a distance R to the right, we have
Nτnt − L
τnt+1
≤ Nt
t
≤ Nτnt +R
τnt
(21)
It follows from (20) and (21) that P˜ -a.s.,
lim
t→∞
Nt
t
= 0.
Part (b) of Theorem 2 is proved. 
5 Discussion of the velocity v
P˜
In this section, we let R = L = 2 and discuss the asymptotic velocity v
P˜
. We
have
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Theorem 4. Let pi(ω˜) and D(ω˜) be as in (25) and (26) below. Suppose L =
R = 2 and E˜(pi(ω˜)) <∞. Then P˜ -a.s.,
lim
t→∞
Nt
t
=
E˜ (pi(ω˜)(2λ20 + λ
1
0 − µ10 − 2µ20))
E˜(D(ω˜))
.
Proof. Theorem 4 is just a special case of Theorem 2. We need only to
calculate v
P˜
. Recall that T 1 = inf{n ≥ 0 : χn > 0} is the first ladder time of
the embedded process. Define
Uk = #{n ≤ T 1 : χn = k}
which is the occupation time at state k of the embedded process before T 1.
In [13], the authors show that Uk could be written as the functional of a
multitype branching process {Zn}n≤1 whose offspring matrices are the function
of the environment ω˜. To introduce those results, we need to introduce some
notations.
Fix a < b. Let ∂+[a, b] = {b, b + 1} and ∂−[a, b] = {a, a − 1} be the
positive and negative boundaries of [a, b] correspondingly. For k ∈ (a, b),
ζ ∈ ∂+[a, b] ∪ ∂−[a, b], define
Pk(a, b, ζ) = P˜ kω˜ ({χn} exits the interval [a + 1, b− 1] at ζ).
For j = 1, 2 let pji =
λ
j
i
µ1i+µ
2
i+λ
1
i+λ
2
i
and qji =
µ
j
i
µ1i+µ
2
i+λ
1
i+λ
2
i
.
Writing Pk(a, b, ζ) as Pk(ζ) temporarily, one follows from Markov property
that
Pk(ζ) = p2kPk+2(ζ) + p1kPk+1(ζ) + q1kPk−1(ζ) + q2kPk−2(ζ),
which leads to the following matrix form
Vk(ζ) = MkVk+1(ζ)
where
Vk(ζ) :=

 (Pk−1 − Pk−2)(ζ)(Pk − Pk−1)(ζ)
(Pk+1 −Pk)(ζ)

 ,Mk =

 −
µ1
k
+µ2
k
µ2
k
λ1
k
+λ2
k
µ2
k
λ2
k
µ2
k
1 0 0
0 1 0

 .
Then Pk(a, b, b) and Pk(a, b, b+1) follow from some standard procedure. They
could be expressed in terms of {Mi}i∈Z. For k ≤ i, let
fk(i, i+ 1) = Pk(−∞, i+ 1, i+ 1) and fk(i, i+ 2) = Pk(−∞, i+ 1, i+ 2).
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For i ∈ Z, let
αi,1 =
q1i p
1
i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
αi,3 =
q1i p
2
i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
βi,1 =
q2i fi−2(i− 2, i− 1)p1i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
βi,3 =
q2i fi−2(i− 2, i− 1)p2i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
γi,1 =
q2i+1p
1
i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
γi,3 =
q2i+1p
2
i−1
1− q1i−1fi−2(i− 2, i− 1)− q2i−1fi−3(i− 2, i− 1)
,
αi,2 := q
1
i − αi,1 − αi,3; βi,2 := q2i − βi,1 − βi,3; γi,2 := q2i+1 − γi,1 − γi,3.
Set
u1 :=
(
α1,1
α1,1 + α1,2 + α1,3
,
α1,2
α1,1 + α1,2 + α1,3
,
α1,3
α1,1 + α1,2 + α1,3
, 0, ..., 0
)
∈ R9,
(22)
and for i ≤ 0 define xi = αi,11−αi,1−αi,2−βi,1−βi,2 , yi =
αi,2
1−αi,1−αi,2−βi,1−βi,2
, zi =
βi,1
1−αi,1−αi,2−βi,1−βi,2
, wi =
βi,2
1−αi,1−αi,2−βi,1−βi,2
, 1 − vi = γi,3βi+1,2 , si =
αi,3
αi,3+βi,3
and
ti =
γi,1
γi,1+γi,2
. Define also the matrices
Qi =


xi yi 0 zi wi 0 0 0 0
xi yi si zi wi 1− si 0 0 0
xi yi 0 zi wi 0 0 0 0
xi yi 0 zi wi 0 ti 1− ti 0
xivi yivi sivi zivi wivi (1− si)vi tivi (1− ti)vi 1− vi
xi yi 0 zi wi 0 ti 1− ti 0
xi yi 0 zi wi 0 0 0 0
xi yi si zi wi 1− si 0 0 0
xi yi 0 zi wi 0 0 0 0


.
(23)
We have the following proposition which could be found in [13].
Proposition 2. Suppose that γR ≥ 0. For P˜-a.a. ω˜, there exists a 9-type
branching process {Zn}, whose mean offspring matrices are as in (23) and
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initial distribution mean is u1 defined in (22), such that in P˜ω˜-distribution,
with v1 = (1, 1, 1, 0, 0, 0, 1, 1, 1)
T and v2 = (1, 1, 0, 1, 1, 0, 1, 1, 0)
T ,
Uk = Zk+1v1 + Zkv2, k ≤ 0.
Moreover, with the empty product being identity,
E˜ω˜(Uk|χT1 = 2) + E˜ω˜(Uk|χT 1 = 1)
=
( α1,1
α1,1 + α1,2
,
α1,2
α1,1 + α1,2
, 1, 0, ..., 0
)
(Q0Q−1 · · ·Qk+1v1 +Q0Q−1 · · ·Qkv2).
(24)
Since after the ith visit of state k, {Nt} will wait here an exponentially
distributed time ξki with parameter µ
1
i + µ
2
i + λ
1
i + λ
2
i , then given ω˜, in P˜ω˜
distribution,
T1 =
∑
k≤0
Uk∑
i=1
ξki.
Hence by Ward’s equation, it follows from (24) that
2∑
r=1
E˜ω˜(T1|NT1 = r) =
2∑
r=1
∑
k≤0
E˜ω˜(Uk|NT1 = r)E˜ω˜(ξk1)
=
∑
k≤0
1
µ1k + µ
2
k + λ
1
k + λ
2
k
×
( α1,1
α1,1 + α1,2
,
α1,2
α1,1 + α1,2
, 1, 0, ..., 0
)
·(Q0Q−1 · · ·Qk+1v1 +Q0Q−1 · · ·Qkv2)
=: D(ω˜) (25)
and
2∑
r=1
∑
k≤0
E˜θ−kω˜
( Uk∑
j=1
ξkj|NT1 = r
)
=
∞∑
k=0
1
µ10 + µ
2
0 + λ
1
0 + λ
2
0
×
( αk+1,1
αk+1,1 + αk+1,2
,
αk+1,2
αk+1,1 + αk+1,2
, 1, 0, ..., 0
)
· (QkQk−1 · · ·Q1v1 +QkQk−1 · · ·Q0v2)
=: pi(ω˜).
(26)
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Substituting (25) and (26) to (1), we conclude that
v
P˜
=
E˜
(∑2
r=1
∑
k≤0 E˜θ−kω˜
(∑Uk
j=1 ξkj|NT1 = r
)
(2λ20 + λ
1
0 − µ10 − 2µ20)
)
∑R
r=1 E˜(T1|NT1 = r)
=
E˜ (pi(ω˜)(2λ20 + λ
1
0 − µ10 − 2µ20))
E˜(D(ω˜))
.

Appendix: On the existence of {Nt}
Given ω˜, let Q = (qij) be a matrix with
qij =


λri , if j = i+ r, r = 1, ..., R;
µli, if j = i− l, l = 1, ..., L;
−(∑Li=1 µli +∑Rr=1 λri ), if j = i;
0, else.
Then Q is obviously a conservative Q-matrix. Note that under (C2), Q is
bounded from above. Hence the process {Nt} exists (See for example Anderson
[2], Proposition 2.9, Chapter 2.). Next we give a condition which implies the
existence of {Nt} but is weaker than (C2). We have from classical argument
that there exists at least one transition matrix (pω˜(t, i, j)) such that
lim
t→0
pω˜(t, i, j)− δij
t
= qij , i, j ∈ Z. (27)
Let (pω˜(h, i, j)) be a standard transition matrix satisfying (27). Let {Nt}
be a continuous time Markov chain with transition matrix (pω˜(h, i, j)). Let
τ0 = 0 and define τn := inf{t > τn−1 : Nt 6= Nτn−1} recursively for n ≥ 1. Then
τn, n ≥ 0 are the consecutive discontinuities of the process {Nt}. If
P˜
( L∑
l=1
µl0 +
R∑
r=1
λr0 > 0
)
= 1,
then P˜ -a.s., τn < ∞, n ≥ 0. Let χn = Nτn , for n ≥ 0. The process {χn}n≥0 is
known as the embedded process of {Nt}.
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Proposition 3. Suppose that P˜
(∑L
l=1 µ
l
0 +
∑R
r=1 λ
r
0 > 0
)
= 1 and
P˜
( ∞∑
n=1
(
max
1≤k≤R
{ R∑
r=1
λrnR−k +
L∑
l=1
µlnR−k
})−1
=∞
)
= 1,
P˜
( 0∑
n=−∞
(
max
1≤k≤L
{ R∑
r=1
λrnL−k +
L∑
l=1
µlnL−k
})−1
=∞
)
= 1.
Then for P˜-a.a. ω˜, there is a unique transition matrix (pω˜(h, i, j)) which sat-
isfies (27).
Proof. Considering the above defined {Nt}, since P˜
(∑L
l=1 µ
l
0+
∑R
r=1 λ
r
0 > 0
)
=
1, we have P˜ -a.s., τn <∞, n ≥ 1. By the classical argument of the uniqueness
of the Q-process, if
P˜ ( lim
n→∞
τn =∞) = 1,
then the minimal solution pω˜(t, i, j) is the unique Q-transition matrix. Let
qi = −qii, i ∈ Z. If
P˜
( ∞∑
n=0
q−1χn =∞
)
= 1, (28)
then we have (see Chung [8], Theorem 1 in II.19) that P˜ (limn→∞ τn =∞) = 1.
Next we show (28). In fact, if the process {χn}n≥0 is recurrent or transient
to the right, it must visit at least one state of each of the sets Bn := {nR −
k}Rk=1, n = 1, 2, .... Then P˜ -a.s.,
∞∑
n=0
q−1χn ≥
∞∑
n=1
(
max
1≤k≤R
{ R∑
r=1
λrnR−k +
L∑
l=1
µlnR−k
})−1
=∞.
Else if the process {χn}n≥0 is transient to the left, it must visit at least one
state of each of the sets An := {nL − k}Lk=1, n = 0,−1,−2, .... It follows that
P -a.s.,
∞∑
n=0
q−1χn ≥
0∑
n=−∞
(
max
1≤k≤L
{ R∑
r=1
λrnL−k +
L∑
l=1
µlnL−k
})−1
=∞.
Consequently (28) follows. 
Acknowledgements: The author would like to thank Professor Wen-
ming Hong for his useful comments on the paper.
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