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Measuring accuracy of locations obtained from radiotelemetry systems has been studied intensively (e.g., White and Garrott 1990). However, nonrandom spatial variation in observation rate is a potentially more serious problem of radiotelemetry that has received comparatively little attention. This error occurs when observation rates are higher in some locations or habitats and, if uncorrected, can result in models of animal use biased toward habitats with higher observation rates (Rempel et al. 1995) . Spatial differences in observation rate have largely been ignored in wildlife studies that use conventional and some satellite radiotelemetry systems, but differences in observation rate have been correlated with canopy cover and habitat type with ATS based on a global positioning system (GPS;
Rempel et al. 1995, Moen et al. 1996, Rodgers et al. 1996, Rumble and Lindzey 1997).
An ATS uses electronic characteristics such as signal strength, signal-to-noise ratios, and geometric dilution of precision (GDOP) to label locations as acceptable. To spatially map the observation rate and thereby remove this potential bias by correcting the radiotelemetry data, we demonstrate use of semivariograms to determine if nonrandom (hence, autocorrelated) spatial differences in observation rate occur in data collected with an ATS.
We define observation rate as the percentage of acceptable locations obtained to total locations attempted. If observation rates are autocorrelated, data collected at close distances will be less variable than measurements at further distances, and at some distance, defined as the range (Ao), variation will be random and equal 958 the variation of randomly selected independent points defined as the sill [structural variance (C) + nugget variance (Co)]. When a semivariogram is calculated, variation is estimated from all points at set distances or lag intervals. At the smallest lag interval, autocorrelation should be highest, and variance consequently will be lowest. The semivariogram is obtained by plotting the variance for each lag interval and then fitting spherical, exponential, gaussian, linear-tosill, or linear models to the points. Ideally, the curve should intercept the Y-axis at zero. When the Y-intercept is >0, the variation or Co represents measurement error or autocorrelation at a smaller scale than the smallest lag interval (Isaaks and Srivastava 1989) . Once the semivariogram is calculated, it is used to aid in interpolating values between measured points and specific points (punctual kriging) or units of land (block kriging; Robertson 1987 
METHODS

Spatial Pattern in Observation Rate
We used information from animals that moved relatively short distances within a time period as a surrogate for placing radiocollars at stationary sites. We therefore characterized observation rate via radiotelemetry location attempts (n = 907,156) of collared animals from 1992 to 1995. We divided the day into 4 6-hr time periods (TP). We calculated mean position (UTM coordinates) for each TP, using acceptable locations only from the 4-8 location attempts typically obtained for an animal during 1 TP. All location attempts for a radiocollar in a TP were deleted from the analysis if >1 location deviated from the mean position by >200 m. We used an arithmetic mean, and we restricted movements to <200 m because we wanted locations only from animals exhibiting little movement during the 6-hr TP. Radiocollars that performed marginally (<50 acceptable locations/month) were also omitted from analysis. We used the mean position for the TP to (Table 1) , and unbiased predictions (Fig. 1) . Parameter estimates for the nugget, sill, and range derived from the KRIG180 (Fig. 1 ) and REML models (Co = 74, Co + C = 189, and A0 = 665 m) were relatively similar. By contrast, all 5 models performed poorly as predictors of 1994 and 1995 data. For 1994 data, models accounted for -6% of variation in observation rates (Table 1) and consistently underpredicted observation rates (Fig. 1) . Predicted observation rates for 1995 data showed consistently high MEs (>20% ; Table 1) , and all models overpredicted probabilities of high value and underpredicted probabilities of low value (Fig. 1) . Observation rates for 1994 were only weakly correlated with rates for 1992-93 and 1995 (Table 2) , which further explained poor performance of models with 1994 data. Weak correlations between observation rates for 1995 with 1992-93 data (Table 2) also agreed with the reduced performance of the models with 1995 data.
Thus, these results indicated separate correction models were needed for the 1994 and 1995 datasets. In general, the KRIG180 model built with 1992-93 data had higher or equal r2 values and lower MEs compared to other models (Table 1, Fig. 1 ) and required the fewest parameters to make predictions. Hence, the KRIG180 modeling procedure was applied to 1994 and 1995 data to obtain a correction for these periods (Fig. 2) . Development of separate models for 1994 and 1995 increased r2 values from 0.03 to 0.54 for 1994, and from 0.09 to 0.57 for 1995 (using a minimum of 20 location attempts/pixel). The ME also declined from 12.39 to <6% for 1994, and from 19.93 to <8% for 1995. Most importantly, the new KRIG180 models neither under-nor overpredicted the probability of obtaining an acceptable location for the 1994 and 1995 data (Fig. 2) .
Predicted observation rates from the KRIG180 model illustrate spatial correlations within the project area (Figs. 3A-C The magnitude of spatial bias in the observation rate determines how well predictive models must perform to correct the bias. In our example, application of the correction changed the ratios of habitat use/availability, but the overall effect was relatively small. Most variation in the probability of obtaining a good location in the Starkey ATS was random. We believe this variation explains why our models had high MEs and accounted for 545% of the variation in the probability of obtaining an acceptable location based on the semivariograms.
Model performance was reduced due to the need to pool data across animals, TP, and years (1992, 1993 ) to obtain a sufficient number (>18) of location attempts per pixel. Also, the 90% confidence interval for location error of the telemetry system was approximately the same size as the 180-m pixel used in the final model corrections. Location error may have resulted in some TP being deleted from analysis because of our screening criteria of <200-m movement from the mean locations. Consequently, variation in observation rate due to these factors was diluted or eliminated to obtain sufficient sample sizes to estimate observation rates. Thus, even with ATS, small sample size can be problematic. Moreover, given the topographic and vegetation diversity at Starkey, the logistics of monitoring a sufficient number of stationary radiocollars to build robust predictive models becomes infeasible. In more homogeneous habitats or where observation rate is strongly correlated with a single variable (e.g., canopy cover) such as with GPS-based ATS (Rumble and Lindzey 1997), use of stationary radiocollars may be a satisfactory method to evaluate spatial variation in observation rate. However, Rempel et al. (1995) recognized the difficulty in applying observation rates calculated from fixed sites to habitat selection analysis of free-ranging animals, and Moen et al. (1996) found that radiocollar orientation due to animal behavior affected observation rate. At Starkey, inclusion of environmental variables as covariates in the analysis (REML models) did not improve model performance, as indicated by the similar MEs of the REML and KRIG180 models, because the observation rates we observed were not consistently related to environmental variables throughout the project area. Lack of improvement between the REML and KRIG180 models is not surprising, because reception and transmission of radio signals are a complex phenomena affected by local topography and perhaps forest vegetation.
Differences in observation rate among periods (years), as shown here, also demonstrate the need to monitor temporal changes in observation rate. We believe observation rate differed by period because of small changes that potentially occurred in hardware in our ATS following lightning damage in early 1994, and adjustments made in hardware configuration and software to improve performance in early 1995. If we did not monitor observation rate before and after these events, apparent changes in observation rate may not have been detected.
We know of only a few other studies ( In conclusion, detection and correction of observation rate bias must be attempted before automated and conventional telemetry systems are used to assess habitat selection. Methods of detection and correction should be spatially explicit and include construction and validation of a series of competing models that provide an appropriate level of correction. A perfect correction is not likely, and most corrections will be conservative. Methods outlined here provide 1 example of an approach to build a reliable correction model for an ATS.
