Second-order duality for the variational problems  by Chen, Xiuhong
J. Math. Anal. Appl. 286 (2003) 261–270
www.elsevier.com/locate/jmaa
Second-order duality for the variational problems ✩
Xiuhong Chen
Department of Mathematics, Huaiyin Teachers’ College, Jiangsu 223001, PR China
Received 25 September 2002
Submitted by M. Noor
Abstract
A dual problem associated with a class of variational problems is formulated that involves second
derivatives of the functions. Under the invexity assumptions on the functions that compose the pri-
mal problems, second-order duality results (weak duality, strong duality and converse duality) are
derived for this pair of problems.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Second-order duality in mathematical programming has been widely researched in
recent years. Mangasarian [3] formulated a class of second-order dual problems of non-
linear programming, and gave the duality results under some conditions which none of
these conditions imposed convexity requirements on all the functions. Hanson [5] defined
second-order invexity for differentiable function and discussed the duality in mathematical
programming. Mishra [7] extended second-order invexity to second-order pseudo-type I
and second-order quasi-type I, and also gave the duality.
Duality for continuous problems has been studied by many researchers. Mond and Has-
son [8] have considered a class of constrained variational problems, and dealt with duality
aspects of such problem, where the dual problem was the first second dual. Later, a num-
ber of duality theorems for different forms of continuous programming or control problems
have appeared in the literatures, such as Abrham and Buie [1], Reiland [9], Reiland and
Hanson [10], Chen [3,4], and other references.
✩ This research is supported in part by the Natural Science Foundation of Jiangsu High-School and Education
Office (03KJB110012, 00KJD110001, 01KJD110005) and Post-Doctoral Foundation of Nanjing University
(0203003022).
E-mail address: xiuhongc@263.net.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00481-5
262 X. Chen / J. Math. Anal. Appl. 286 (2003) 261–270In this paper, we first consider a class of constrained variational problems, where the
objective and constraint functions considered are f (t, x(t), x˙(t)) with x(t) ∈ Rn. Then, its
second-order dual problem is formulated. The approach chosen is to express the problem,
similar to the second-order dual problem introduced by Mangasarian, as a mathematical
programming problem. Under the invexity assumptions on the functions that compose the
primal problems, second-order duality results (weak duality, strong duality and converse
duality) are derived for this pair of problems. These results generalize the results of [5–7].
2. Notations and expression of the problems
Let I = [a, b] be a real interval, f : I × Rn × Rn → R and g : I × Rn × Rn → Rm
be twice continuously differentiable functions. In order to consider f (t, x(t), x˙(t)), where
x : I → Rn is differentiable with derivative x˙, denote by fx and fx˙ the first partial deriva-
tives of f with respect to x(t) and x˙(t), respectively, that is,
fx =


∂f
∂x1
∂f
∂x2
...
∂f
∂xn

 , fx˙ =


∂f
∂x˙1
∂f
∂x˙2
...
∂f
∂x˙n

 ;
denote by fxx the Hessian matrix of f with respect to x(t), that is,
fxx =


∂2f
∂x1∂x1
∂2f
∂x1∂x2
. . .
∂2f
∂x1∂xn
∂2f
∂x2∂x1
∂2f
∂x2∂x2
. . .
∂2f
∂x2∂xn
...
...
. . .
...
∂2f
∂xn∂x1
∂2f
∂xn∂x2
. . .
∂2f
∂xn∂xn


n×n
.
It is obvious that fxx is a symmetric n×n matrix. Denote by gx the m×n Jacobian matrix
with respect to x , that is,
gx =


∂g1
∂x1
∂g1
∂x2
. . .
∂g1
∂xn
∂g2
∂x1
∂g2
∂x2
. . .
∂g2
∂xn
...
...
. . .
...
∂gm
∂x1
∂gm
∂x2
. . .
∂gm
∂xn


m×n
.
Similarly, fx˙ , fx˙x , fxx˙ and gx˙ are also defined.
Denote by X the space of piecewise smooth function x : I → Rn, with the norm ‖x‖ =
‖x‖∞ + ‖Dx‖∞, where the differentiation operator D is given by
u=Dx ⇔ x(t)= α +
t∫
a
u(s) ds,
where α is a given boundary value; thus d =D except at discontinuities.
dt
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Definition 1. If there exists a vector function η(t, x(t), x˙(t)) ∈ Rn with η= 0 at t = a and
t = b, such that for the scalar function h(t, x(t), x˙(t)) the functional
H(x, x˙)=
b∫
a
h
(
t, x(t), x˙(t)
)
dt
satisfies
H(x, x˙)−H(y, y˙)
b∫
a
{
ηT hx
(
t, y(t), y˙(t)
)+ (Dη)T hx˙(t, y(t), y˙(t))}dt,
then H(x, x˙) is said to be invex in x and x˙ on I with respect to η.
If H satisfies
b∫
a
{
ηT hx
(
t, y(t), y˙(t)
)+ (Dη)T hx˙(t, y(t), y˙(t))}dt  0 ⇒
H(x, x˙)H(y, y˙),
then H is said to be pseudo-invex in x and x˙ on I with respect to η.
If H satisfies
H(x, x˙)H(y, y˙) ⇒
b∫
a
{
ηT hx
(
t, y(t), y˙(t)
)+ (Dη)T hx˙(t, y(t), y˙(t))}dt  0,
then H is said to be quasi-invex in x and x˙ on I with respect to η.
Remark 1. If h does not depend explicitly on t , then the definition reduces the type I,
pseudo-type I and quasi-type I [4,5].
Consider the following constrained variational problem
(VP) minimize
b∫
a
f
(
t, x(t), x˙(t)
)
dt
subject to x(a)= 0= x(b), x˙(a)= 0= x˙(b), (1)
g
(
t, x(t), x˙(t)
)
 0, t ∈ I, (2)
where f and g are twice continuously differentiable functions from I × Rn × Rn into R
and Rm, respectively.
Lemma 1. If (VP) attains a local (or global) minimum at x = x ∈ X, then there exist
Lagrange multiplier τ ∈R and piecewise smooth λ : I →Rm such that
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(
t, x(t), x˙(t)
)+ gx(t, x(t), x˙(t))T λ(t)
=D[τfx˙(t, x(t), x˙(t))+ gx˙(t, x(t), x˙(t))T λ(t)], t ∈ I,
λ(t)T g
(
t, x(t), x˙(t)
)= 0, t ∈ I,(
τ,λ(t)T
)
 0, t ∈ I.
Proof. From Theorem 1 in [2], we immediately obtain the conclusion. ✷
Remark 2. The conclusions in Lemma 1 are said to be the Fritz–John necessary conditions
for (VP), and they become the Kuhn–Tucker conditions if τ = 1. It suffices for τ = 1 that
the following slater condition holds:
g
(
t, x(t), x˙(t)
)+ gx(t, x(t), x˙(t))v(t)+ gx˙(t, x(t), x˙(t))v˙(t) > 0,
v(t) ∈X and all t ∈ I. (3)
3. Second-order duality theorems
It is similar to the second-order dual problem introduced by Mangasarian for nonlinear
program (P), we consider the following second-order dual problem for (VP)
maximize
b∫
a
{
f
(
t, y(t), y˙(t)
)+ α(t)T g(t, y(t), y˙(t))
− 1
2
β(t)T
[
fxx
(
t, y(t), y˙(t)
)+ (gx(t, y(t), y˙(t))T α(t))x
− 2D(fxx˙(t, y(t), y˙(t))+ (gx(t, y(t), y˙(t))T α(t))x˙)
+D2(fx˙x˙(t, y(t), y˙(t))+ (gx˙(t, y(t), y˙(t))T α(t))x˙)]β(t)
}
dt
subject to y(a)= 0= y(b), y˙(a)= 0= y˙(b), (4)
fx
(
t, y(t), y˙(t)
)+ gx(t, y(t), y˙(t))T α(t)
−D[fx˙(t, y(t), y˙(t))+ gx˙(t, y(t), y˙(t))T α(t)]
−
[
fxx
(
t, y(t), y˙(t)
)+ (gx(t, y(t), y˙(t))T α(t))x
− 2D(fxx˙(t, y(t), y˙(t))+ (gx(t, y(t), y˙(t))T α(t))x˙)
+D2(fx˙x˙(t, y(t), y˙(t))+ (gx˙(t, y(t), y˙(t))T α(t))x˙)]β(t)= 0,
t ∈ I, (5)
α(t) ∈ Rm+, β(t) ∈ Rn, t ∈ I. (6)
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H
(
t, y(t), y˙(t), α(t)
) = fxx(t, y(t), y˙(t))+ (gx(t, y(t), y˙(t))T α(t))x
− 2D[fxx˙(t, y(t), y˙(t))+ (gx(t, y(t), y˙(t))T α(t))x˙]
+D2[fx˙x˙(t, y(t), y˙(t))+ (gx˙(t, y(t), y˙(t))T α(t))x˙],
then H is a n× n symmetric matrix, and the above dual problem also can be expressed as
the following form:
(VD) maximize
b∫
a
{
f
(
t, y(t), y˙(t)
)+ α(t)T g(t, y(t), y˙(t))
− 1
2
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t)
}
dt
subject to y(a)= 0= y(b), y˙(a)= 0= y˙(b), (7)
fx
(
t, y(t), y˙(t)
)+ gx(t, y(t), y˙(t))T α(t)
−D[fx˙(t, y(t), y˙(t))+ gx˙(t, y(t), y˙(t))T α(t)]
+H (t, y(t), y˙(t), α(t))β(t)= 0, t ∈ I, (8)
α(t) ∈ Rm+, β(t) ∈ Rn, t ∈ I. (9)
Remark 3. If f and g do not depend explicitly on t , then H(t, y(t), y˙(t), α(t)) becomes
∇2f (y)+∇2(αT g(y)), and (VD) will reduce to the second-order dual problem (D2) in-
troduced by Mangasarian [3].
Theorem 1 (Weak duality). Let x(t) ∈ X be a primal feasible solution of (VP) and
(y(t), α(t), β(t)) be a dual feasible solution of (VD). If ∫ ba f (t, · , ·) dt and ∫ ba α(t)T ×
g(t, · , ·) dt are invex in x and x˙ on I with respect to the same η : I × Rn × Rn →
Rn satisfying η = 0 at t = 1 and t = b, and there exist k(t, y(t), y˙(t), α(t)) > 0 and
K(t, y(t), y˙(t), α(t)) > 0 such that the following conditions hold:
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) k
(
t, y(t), y˙(t), α(t)
)∥∥β(t)∥∥2, t ∈ I, (10)∥∥H (t, y(t), y˙(t), α(t))∥∥K(t, y(t), y˙(t), α(t)), t ∈ I, (11)
1
2
∥∥β(t)∥∥ ∥∥η(t, y(t), y˙(t))∥∥K(t, y(t), y˙(t), α(t))
k(t, y(t), y˙(t), α(t))
, t ∈ I, (12)
then the following inequality holds between the primal (VP) and dual (VD) objective func-
tions:
b∫
a
f
(
t, x(t), x˙(t)
)
dt 
b∫
a
[
f
(
t, y(t), y˙(t)
)+ α(t)T g(t, y(t), y˙(t))
− 1
2
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t)
]
dt.
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β(t)) of (VD),
b∫
a
f
(
t, x(t), x˙(t)
)
dt −
b∫
a
[
f
(
t, y(t), y˙(t)
)+ α(t)T g(t, y(t), y˙(t))
− 1
2
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t)
]
dt

[ b∫
a
f
(
t, x(t), x˙(t)
)
dt −
b∫
a
f
(
t, y(t), y˙(t)
)
dt
]
+
[ b∫
a
α(t)T g
(
t, x(t), x˙(t)
)
dt −
b∫
a
α(t)T g
(
t, y(t), y˙(t)
)
dt
]
+ 1
2
b∫
a
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) dt
(
by (2) and (9))

b∫
a
[
ηT fx
(
t, y(t), y˙(y)
)+ (Dη)T fx˙(t, y(t), y˙(t))]dt
+
b∫
a
{
ηT
[
gx
(
t, y(t), y˙(y)
)T
α(t)
]+ [Dη]T [gx˙(t, y(t), y˙(t))T α(t)]}dt
+ 1
2
b∫
a
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) dt
(
by the invexity of
∫ b
a
f (t, · , ·) dt and ∫ b
a
α(t)T g(t, · , ·) dt)
=
b∫
a
ηT
[
fx
(
t, y(t), y˙(y)
)−Dfx˙(t, y(t), y˙(t))]dt
+
b∫
a
ηT
{
gx
(
t, y(t), y˙(y)
)T
α(t)−D[gx˙(t, y(t), y˙(t))T α(t)]}dt
+ 1
2
b∫
a
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) dt
(by integrating by parts and η= 0 at t = a and t = b)
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b∫
a
ηT
{
fx
(
t, y(t), y˙(y)
)−Dfx˙(t, y(t), y˙(t))+ gx(t, y(t), y˙(t))T α(t)
−D[gx˙(t, y(t), y˙(t))T α(t)]}dt + 12β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) dt
=
b∫
a
[−ηT H (t, y(t), y˙(t), α(t))β(t)]dt
+ 1
2
b∫
a
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t) dt
(
by (8))

b∫
a
−‖η‖K(t, y(t), y˙(t), α(t))∥∥β(t)∥∥dt + 1
2
b∫
a
k
(
t, y(t), y˙(t), α(t)
)∥∥β(t)∥∥2 dt
(
by Swarci inequality, (10) and (11))
=
b∫
a
1
2
∥∥β(t)∥∥[k(t, y(t), y˙(t), α(t))∥∥β(t)∥∥− 2‖η‖K(t, y(t), y˙(t), α(t))]dt
 0
(
by k
(
t, y(t), y˙(t), α(t)
)
> 0 and (12)).
This completes the proof. ✷
Theorem 2 (Strong duality). If x(t) ∈ X is a local (or global) optimal solution of (VP),
and for some piecewise smooth function v : I → Rn the Slater condition (3) holds, then
there exists a piecewise smooth α : I → Rn such that (x(t), α(t), β(t) = 0) is a feasible
solution of (VD), and the two objective values are equal. Furthermore, if the invexity
conditions in Theorem 1 hold, and for every feasible solution (y(t), α(t), β(t)) of (VD),
the conditions (10)–(12) in Theorem 1 also hold, then (x(t), α(t), β(t)= 0) is an optimal
solution of (VD).
Proof. From Lemma 1, there exists a piecewise smooth function α : I →Rm satisfying
fx
(
t, x(t), x˙(t)
)+ gx(t, x(t), x˙(t))T α(t)
−D[fx˙(t, x(t), x˙(t))+ gx˙(t, x(t), x˙(t))T α(t)]= 0, t ∈ I,
α(t)T g
(
t, x(t), x˙(t)
)= 0, t ∈ I,
α(t) 0, t ∈ I.
Hence, (x(t), α(t), β(t)= 0) satisfies the constraints of (VD), and the two objective values
are equal. Furthermore, for every feasible solution (y(t), α(t), β(t)) of (VD), from the
conditions we get
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a
[
f
(
t, x(t), x˙(t)
)+ α(t)T g(t, x(t), x˙(t))− 1
2
β(t)T H
(
t, x(t), x˙(t), α(t)
)
β(t)
]
dt
=
b∫
a
f
(
t, x(t), x˙(t)
)
dt
(
by α(t)T g
(
t, x(t), x˙(t)
)= 0 and β(t)= 0)

b∫
a
[
f
(
t, y(t), y˙(t)
)+ α(t)T g(t, y(t), y˙(t))
− 1
2
β(t)T H
(
t, y(t), y˙(t), α(t)
)
β(t)
]
dt.
So, (x(t), α(t), β(t)= 0) is also an optimal solution of (VD). ✷
Theorem 3 (Converse duality). Suppose that f and g are third continuously differentiable.
Let (y(t), α(t), β(t)) be a local (or global) optimal solution of (VD). If the following
conditions hold:
(i) H is nonsingular at (y(t), α(t), β(t));
(ii) [r(t)T H(t,y(t), y˙(t), α(t))r(t)]x −D[r(t)T H(t,y(t), y˙(t), α(t))r(t)]x˙ = 0
⇒ r(t)= 0, for all r(t) ∈X, t ∈ I,
then y(t) is a feasible solution of (VP), α(t)T g(t, y(t), y˙(t)) = 0, and the two objective
functions are equal. In addition, if the conditions in Theorem 1, then y(t) is an optimal
solution of (VP).
Proof. Since (y(t), α(t), β(t)) is a local (or global) optimal solution of (VD), by Lemma 1,
there exist Lagrange multiplier τ ∈R, and piecewise smooth λ : I → Rn and µ : I → Rm
such that the following Fritz–John conditions hold at (y(t), α(t), β(t)):
τ
{
fx + gTx α(t)−
1
2
[
β(t)T Hβ(t)
]
x
−D
[
fx˙ + gTx˙ α(t)−
1
2
(
β(t)T Hβ(t)
)
x˙
]}
+
{
fxx +
(
gTx α(t)
)
x
−D[fx˙x + (gTx˙ α(t))x]+ (Hβ(t))x −D[fxx˙ + (gTx α(t))x˙
−D(fx˙x˙ + (gTx˙ α(t))x˙)+ (Hβ(t))x˙]}λ(t)= 0, t ∈ I, (13)
−τHβ(t)+Hλ(t)= 0, t ∈ I, (14)
τ
[
gj − 12β(t)
T gjxxβ(t)
]
+ {gjx −Dgjx˙ + [gjxx − 2Dgjxx˙ +D2gjx˙x˙]β(t)}λ(t)
+µj(t)= 0, t ∈ I, j = 1,2, . . . ,m, (15)
µ(t)
T α(t)= 0, t ∈ I, (16)
fx + gTx α(t)−D
[
fx˙ + gTx˙ α(t)
]+Hβ(t)= 0, t ∈ I, (17)(
τ,µ(t)
)
 0,
(
τ,λ(t),µ(t)
) = 0, t ∈ I. (18)
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λ(t)= τβ(t), t ∈ I. (19)
If τ = 0, then λ(t) = 0 by (19), and so µ(t) = 0 by (15). This contradicts (18). Hence
τ > 0.
From (19) and τ > 0, (13) becomes
fx + gTx α(t)−
1
2
[
β(t)T Hβ(t)
]
x
−D
[
fx˙ + gTx˙ α(t)−
1
2
(
β(t)T Hβ(t)
)
x˙
]
+
{
fxx +
(
gTx α(t)
)
x
−D[fx˙x + (gTx˙ α(t))x]+ (Hβ(t))x
−D[fxx˙ + (gTx α(t))x˙ −D(fx˙x˙ + (gTx˙ α(t))x˙)+ (Hβ(t))x˙]}λ(t)= 0,
t ∈ I. (20)
By the definition of H and (17), (20) yields[
β(t)T Hβ(t)
]
x
−D[β(t)Hβ(t)]
x˙
= 0, t ∈ I.
From the condition (ii), this implies
β(t)= 0, t ∈ I. (21)
By (19), we have
λ(t)= 0, t ∈ I. (22)
Substituting of (21) and (22) in (15), we get
τgj +µj(t)= 0, t ∈ I, j = 1,2, . . . ,m. (23)
Using τ > 0 and (18), we obtain
g
(
t, y(t), y˙(t)
)
 0, t ∈ I,
that is, y(t) is a feasible solution of (VP).
Furthermore, from τ > 0 and (16), (23) yields
α(t)T g
(
t, y(t), y˙(t)
)= 0, t ∈ I. (24)
From (21) and (24), it is easy to get that the two objective values are equal.
In addition, if the conditions in Theorem 1, then y(t) is an optimal solution of (VP). ✷
In the above,we discuss a class of variational dual problems and formulate its second-
order variational dual problems, which is similar to the second-order dual problem intro-
duced by Mangasarian for nonlinear programming problem. When the functions involved
do not depend explicitly on t , our problems reduce to the Mangasarian second-order dual
problem. Under the invexity assumptions, we give the weak, strong and converse duality
results. So, our results generalize the results in [5–7].
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