This paper provides an overview of the design of transmit and receive beamformers and transmit power allocation for MIMO relays. Soft and hard methods for interference cancelation are presented, which play a critical role for all MIMO relays whether they are full-duplex or half-duplex, regenerative or non-regenerative, one-way relay or two-way relay. A perspective of MIMO relays in a network of many hops is illustrated. A distinction is made between feedback loop of energy and feedback loop of noise. Subspace computation and a generalized water-filling (GWF) algorithm are shown as important building blocks for the design.
INTRODUCTION
MIMO relays are an emerging technology important for both civilian and military communications. A MIMO relay has multiple transmit and receive antennas that provide highly valuable spatial diversity. Such spatial diversity can translate to increased spectral efficiency, increased reliability, reduced power consumption, reduced interference to the environment, and other benefits. MIMO relays are particularly important for environments with severe path loss and rich scattering due to woods, buildings, low elevation of antennas, etc. MIMO relays can be mounted on soldiers, vehicles or many other types of platforms for long distance multihop communication in cities, remote or isolated areas.
In this paper, we present a number of strategies for beamforming and power allocation for MIMO relays. A MIMO relay can be regenerative or non-regenerative, full-duplex or half-duplex, one-way or two-way. A regenerative relay decodes its received information and then re-encodes it for transmission, which can cause a long processing delay but stop the propagation of noise. A non-regenerative relay performs amplify-and-forward, which has a much shorter delay but at the expense of noise propagation. A full-duplex relay transmits and receives in the same time and same frequency, which is spectrally efficient but causes a problem of self-interference. A half-duplex relay transmits and receives separately in two orthogonal channels in either time or frequency, which is easy to implement but not spectrally the most efficient. A one-way relay relays information in a single direction in a single time and single frequency, which is good for most situations where traffics are not symmetric. A two-way relay relays information in two directions in a single time and single frequency, which can improve the spectral efficiency of a half-duplex relay.
There are eight possible strategies for classifying relay systems: regenerative vs non-regenerative, full-duplex vs half-duplex, and one-way vs two-way. For easy reference, we will use the following notations: R-regenerative, N-non-regenerative; F-full-duplex, H-half-duplex; 1-oneway, 2-two-way. For example, RF1 denotes regenerative, full-duplex and one-way relays. For each of the eight combinations, beamforming and power allocation are important issues, which we will discuss next in detail. Our goal of beamforming and power allocation is to reduce or eliminate interferences and increase the end-to-end data rate of relays subject to power constraints. Interference at a relay can be weak or strong, from another node or its own, in an open loop or closed loop. We will point out these properties and their implications. For all schemes shown in this paper, the knowledge of channel matrices but not signal waveforms is needed.
RH1 MIMO RELAYS
A RH1 MIMO relay system consists of three or more nodes cascaded with one another. These nodes can be indexed sequentially as 0, 1, 2, · · · , L. The nodes 0 and L are respectively source and destination nodes, and all other nodes in between are half-duplex regenerative MIMO relays. For the purpose of multihop long distance communications, we can assume that the (average) channel gain from node i ± j to node i is negligible compared to that from node i ± 1 to node i for all i and j ≥ 2. In other words, we assume that the channel gain over a distance of two or more hops is negligible compared to that over a one-hop distance. This assumption is valid for strong path loss environment where the path loss exponent could range from 4 to 5 or even higher (possibly due to shadowing). The residue interference over a distance of two or more hops can be treated as noise. Then, node i can transmit to node i +1 at the same time and same frequency as node i + j to node i + j + 1 for j ≥ 3, without mutual interference. For large L, the end-to-end (ETE) spectral efficiency of the relay system in terms of bits per channel use (i.e., bits per sec-ond per Hertz) is given by
where C i+1,i is the capacity from node i to node i+1 and 1/3 is a penalty factor due to three time slots needed to isolate any three adjacent links. See Fig. 1 . When L = 2, the penalty factor is 1/2. The ETE delay of this relay system is proportional to L − 1, i.e., D RH1 = α RH1 (L−1). For regenerative relays, the delay at each relay, α RH1 , is lower bounded by the time needed for digital decoding and re-encoding. At high SNR, robust decoding and re-encoding can be done symbol by symbol, and in this case α RH1 is in the order of a symbol interval. At low SNR, robust decoding and re-encoding need to be done across multiple symbols, and in this case α RH1 is increased accordingly.
Fig
The beamforming and power allocation problem for the RH1 MIMO relay system can be done by treating each link separately. Let the channel from node i to node i + 1 be modeled as
where x i is the output from node i, y i+1 the input to node i+1, w i+1 the noise-plus-interference received by node i+1, and H i+1,i the channel matrix from node i to node i + 1. This channel model holds for any narrow enough subband (i.e., the bandwidth of the subband is significantly smaller than the inverse of the channel delay spread). With known H i+1,i , we can compute the singular value decomposition (SVD):
with
Assuming Gaussian w i+1 with E{w i+1 w H i+1 } = I, the optimal transmit beamforming (or precoding) matrix at node i is given by Q (t) i = V i+1,i , and the optimal power allocation (diagonal) matrix D i at the node i is given by the waterfilling algorithm (e.g., see [1] i . Then, the optimal x i to be transmitted from node i is If the node i is not allowed to interfere with any of its neighboring nodes (not belonging to the relay system) and the channel matrixH k,i from the node i to each of these neighboring nodes (k = 1, · · · , K) is known, then the transmit beamforming matrix Q (t) i at node i must satisfỹ
The case of K = 1 is illustrated in Fig. 1 . If the number of transmit antennas at node i, denoted by n
where
, and the corresponding optimal power allocation matrix, D i , can be found in the same way as shown previously but with H i+1,i replaced by
If the node i is allowed to cause a small (rather than zero) amount of interference to its neighboring nodes, then we have a much different problem of beamforming and power allocation. In this case, we should impose soft constraints on interference such as
with k = 1, · · · , K, and k,i is the upper limit of the allowed average power of the interference from node i to node k. In addition to the total power constraint: T r(D i ) ≤ P i , we have K +1 inequality constraints to determine the optimal transmit beamforming matrix and the optimal power allocation matrix for node i. This is not a conventional problem. However, as shown in [2] , the maximization of the capacity from node i to node i + 1 subject to these constraints, with respect to Q (t)
i and D i , is a convex optimization problem and can be solved by a generalized water-filling (GWF) algorithm. The soft constraint (4) is more general and allows a higher capacity than the hard constraint (3).
Given the transmit beamformer Q (t) i and the transmit power allocation D i at relay i, the input to relay i + 1 is
i,mi s i + w i+1 and the minimum mean square error (MMSE) estimateŝ i of s i is standard, i.e.,
i,mi . The optimal receive beamformer at relay i + 1 is embedded in G i+1 . In the absence of any interference constraint on the transmit beamformer, we have
where U H i+1,i can be viewed as the optimal receive beamformer since all other matrices are diagonal.
If node i + 1, in its receive mode, is strongly interfered by sources of known subspace, then we can
i+1 is orthonormal and chosen to be orthogonal to the interference subspace in y i+1 . The optimal design of Q (t) i , D i and G i+1 follows the previous procedure but with H i+1,i replaced by
In the rest of this paper, we will assume (unless mentioned otherwise for self-interference) that all channel matrices H i+1,i are effective channel matrices after the hard interference constraints are already implemented at the transmitting and receiving nodes and the residue noise-plus-interference at receiving nodes is already whitened.
NH1 MIMO RELAYS
We now consider a NH1 MIMO relay system, which is similar to the RH1 MIMO relay system discussed earlier, except that all relays are non-regenerative. See Fig. 1 . A nonregenerative half-duplex relay does not perform digital decoding and re-encoding, and its half-duplex mode can be realized by using two frequency channels (instead of two time slots). Analog circuitry can be designed to perform RF-to-baseband conversion, baseband algorithmic operations (addition, subtraction, multiplication and division), baseband-to-RF conversion, and amplification. Hence, the delay at each relay, α NH1 , is much smaller than a symbol interval. The ETE delay of the system is
Because of the non-regenerative nature, the noise received at each relay is propagated to its next node. Non-regenerative relays are suitable only for high SNR scenarios. The number of non-regenerative hops should be limited to prevent the accumulated noise from becoming too large. Assuming a large L, the ETE spectral efficiency of the NH1 relay system in terms of bits/s/Hz is C NH1 = 1 3C L,0 . Here,C L,0 is the capacity of the analog channel from node 0 to node L without counting the three different frequency channels needed for isolating any three adjacent links. When L = 2, the penalty factor is 1/2. If the number of antennas at each node is large and all elements in all channel matrices of adjacent links are i.i.d. Gaussian, then the distribution of the singular values of each channel matrix "hardens" to a quarter circle law, and in this case we expect C NH1 < C RH1 .
The beamforming and power allocation problem for the NH1 MIMO relay system can be treated as follows. Relay i can use a receive beamforming matrix Q L . The choices of these beamforming matrices and power allocation matrices affect significantly the capacityC L,0 of the system. However, if all noises at the relays are white (or whitened by using known covariances) and if for each i the channel matrix H i+1,i (see (2) ) from node i to node i + 1 is known (for example, to these two nodes), then the optimal choice of Q (t) i and Q (r) i+1 , can be shown as in [3] to be
The optimality of this beamforming structure holds for a class of Schur-convex or Schur-concave objectives, which include the maximization ofC L,0 , subject to the transmit power constraints at all nodes:
The optimal power allocation matrices D i for all i can be found by a cyclic water-filling algorithm [3] . In other words, for each i = 0, · · · , L − 1, we fix D j , j = i, at their previous values, and determine D i using the water-filling algorithm. We repeat the process until convergence. For L = 2, the optimality of (5) and the cyclic water-filling algorithm were first shown in [5] , which uses a key result from [6] , and later generalized in [4] . This result is further generalized for any integer L in [3] . Upon convergence of the cyclic water-filling algorithm, the number of nonzero diagonal entries in each of D i can be denoted by m, which is independent of i. Then, the optimal symbol vector to be transmitted from node 0 is If there is any hard interference constraint like (3) for transmit beamformers, the above optimal solution for beamforming and power allocation can be modified easily. But if a soft interference constraint like (4) is required, there is currently no known optimal solution for the NH1 relay system.
RF1 MIMO RELAYS
In a RF1 MIMO relay system, each relay is full-duplex which transmits and receives at the same time and same frequency. However, since each relay is regenerative, the symbols a relay transmits at one time and one frequency are different from those received by the relay at the same time and same frequency. Furthermore, there is no feedback loop of energy within a regenerative relay because of the digital decoding and re-encoding operations. However, there is potentially a feedback loop of noise within each relay because its transmitted signal is an interference to its received signal. The self-interference is generally of very high power, much higher (e.g., 100 dB) than that of a signal received from another node. Therefore, any method for self-interference cancelation should aim to cancel the interference completely, or otherwise the power of the residue interference in practice could be still significant compared to the power of the received signal.
Fig. 2. A RF1 (regenerative, full-duplex, one-way) relay system where interferences from relay i are highlighted. This illustration also applies to NF1 (non-regenerative, full-duplex, one-way).
The purpose of using full-duplex relays is to improve spectral efficiency. For a linear network of relays, as described previously, we would ideally expect all relays to receive and transmit at the same time and same frequency so that the ETE capacity in bits/s/Hz is simply C RF 1 = min i=0,··· ,L−1 C i+1,i where there is no penalty factor (such as 1/3 or 1/2) at all. But the signal transmitted from node i not only interferes its own input signal but also the input signal at node i − 1 which is the adjacent upper-stream node of node i.
We assume that node i uses an n (r) i -antenna array for receive and an n (t) i -antenna array for transmit. The separation of receive antennas from transmit antennas for a full-duplex relay should make the circuit design easy especially when considering the large power ratio between the output and input signals. The antennas could stick up high in air, and in this case the self-interference channel matrix
from transmit antennas to receive antennas for node i should have a low rank (e.g., rank one) property which is useful for interference cancelation. But the antennas could also be embedded inside a more complex medium (such as hidden inside a vehicle), and in this case H i,i may not have a low rank property. For a general treatment, we will not rely on any low rank assumption of H i,i . However, we have r i,i .
In order for the received signal at node i to be not affected at all by self-interference, we can design the transmit beamformer Q (t) i at relay i using two layers, i.e., Q
which is similar to (3) . In fact, once we have the QR de- 
which is a generalization of (6). Here, Q . The solution space of (7) is large in general because for any Q
has a rank less than n
Furthermore, in practice, we may need to ensure that the power of the residue interference y
i s i is not so large to saturate the input circuitry of node i.
A 2 × 2 special case of (7) was shown in [7] for a full duplex repeater. Using self-interference cancelation for fullduplex MIMO relay was also addressed recently in [8] , [9] , [10] and [11] .
Let the SVD of
be written as two parts:
where the first term is orthogonal to the second term. Then, a solution to (7) is
, the total number of the possible partitions like (8) is
If we choose that all diagonal entries of Σ
are larger than those of Σ
cancels the residual interference, then the total number of possible choices for Q
is r i,i . If we want the number of the input streams, n (r) i − r i,i +r i,i , to be the same as that of the output streams, n
As an alternative to (6) and (7), we can allow a small amount of residue interference from the transmit beamformer Q (t) i and design the entire receiver G i at relay i based on MMSE. Note that for any given time slot (for either symbol or packet) the information transmitted by regenerative relay i − 1 can be treated as independent of the information transmitted by regenerative relay i. Hence, the residue interference y (i) i is independent of the signal transmitted from node i − 1. Also, the covariance matrix of y (i) i is known to node i. The tolerance of a small interference leakage at relay i allows a larger number of data streams received by and/or transmitted from node i. In general, the degrees of freedom in the receive beamformer is the best exploited via MMSE estimation, and zero-forcing does not utilize the freedom optimally.
As mentioned earlier, node i − 1 is also interfered by the transmitted signal from node i. To handle this interference, we need to design the second-layer transmit beamformer for node i, denoted by Q (t,2) i . The power of this interference is generally much smaller than that of the self-interference within a single node. While the hard interference cancelation is still possible with a high cost of the freedom in Q (t,2) i , a better strategy should be based on a soft interference constraint like (4) . Once the first-layer transmit beamformer Q (t,1) i is determined as discussed before, the second-layer transmit beamformer Q The ETE delay of the RF1 system is the same as that of the RH1 system although the spectral efficiency of the former is higher.
NF1 MIMO RELAYS
The illustration in Fig. 2 also applies to a NF1 MIMO relay system where each relay is now non-regenerative. As in Section 3, the matrix
governs the input and output of the non-regenerative MIMO relay i, i.e., x i = F i y i . But unlike the NH1 system, we now have fullduplexity and the signal x i transmitted from relay i can be strongly present in the signal y i received by relay i and also in the signal y i−1 received by relay i − 1. To cancel the selfinterference within relay i, we can let 
L+1 (see Section 3), can be done similarly as in [3] . To be more specific, we can write F
. Similar to (2), we can write the
i+1,i . Then, it can be shown [3] that the following is optimal:
i+1,i . The optimal design of D i follows the same cyclic water-filling.
The ETE spectral efficiency of the NF1 system does not have the penalty factor (such as 1/3 or 1/2) as for the NH1 system. The ETE delay of the NF1 system is the same as that of the NH1 system.
If Q (t,1) i and Q (r,1) i do not meet (7) exactly, there will be a feedback loop of energy which can cause instability of the non-regenerative relay. The overall open-loop transfer matrix of relay i (with respect to the signal to be amplified by D . This problem does not exist for the RF1 system because the input energy of a regenerative relay does not affect its output energy.
TWO-WAY MIMO RELAYS
In this section, we discuss two-way MIMO relays: the NH2, RH2, RF2 and NF2 systems. We first discuss the NH2 MIMO relay system as shown in Fig. 3 . Here, nodes 1 and 3 exchange information with help from node 2 -the relay. The relay is half-duplex, which receives a combined signal y 2 from nodes 1 and 3 in frequency band 1, and broadcasts a signal x 2 = F 2 y 2 back to nodes 1 and 2 in frequency band 2. The matrix F 2 ∈ C In frequency band 2, the signals received at nodes 1 and 3 are y i = H i,2 x 2 + w i = H i,2 F 2 y 2 + w i , i = 1, 3. Here, w i , i=1,2,3, are noise. Since x i , i = 1, 3, are known to nodes 1 and 3, respectively, with some additional knowledge of channel matrices, the self-interference term H i,2 F 2 H 2,i x i can be subtracted from y i at node i. This self-interference subtraction is practically feasible. (It is very different from the subtraction of H i,i x i from y i at a full-duplex relay where y i is the input, x i the output, and the power of interference is much higher than that of desired signal.) Therefore, after the interference subtractions, we can replace y 1 and y 3 by y 1 = H 1,2 F 2 H 2,3 x 3 + H 1,2 F 2 w 2 + w 1 (10) y 3 = H 3,2 F 2 H 2,1 x 1 + H 3,2 F 2 w 2 + w 3 (11) 
