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Abstract:  The farmer requires detailed information on crop stress conditions in order to manage 
the crop growth. This information may be acquired by low granular satellite images to coarsely 
identify areas of interest within the field followed by ground measurements carried out by 
robotic surveying platforms for plant identification and segmentation. A novel concept for 
creating rational behaviors of surveying agents within agricultural row crops is outlined. Global 
and local adaptive planning strategies combined with structural knowledge are used to focus on 
the automated generation of internodes, edges, and bi-directed edge costs. Furthermore, path 
bands are introduced as part of the task and motion planning. Copyright © IFAC 
  
 
 
 
1. INTRODUCTION
 
 
Monitoring chlorophyll concentrations per m
2 of soil 
surface of agricultural crops provides valuable 
information about crop stress conditions and thereby 
helps effectively manage and optimize the crop 
growth. Satellite and aerial imaging are typically 
used for this type of application, but the relatively 
low spatial granularity often results in the wrong 
conclusions about the cause of stress (also known as 
faulty syllogism) (Price, 1994 and Jørgensen, 2002). 
To improve accuracy, the spectral information must 
be combined with spatial information at the sub-leaf 
scale in order to potentially discriminate for example 
nitrogen, phosphor, and potassium stress 
(Christensen and Jørgensen, 2003). In order to 
acquire such spatial information a two-step approach 
is proposed. First, satellite images with low 
granularity are used to find regions of interest within 
the field. Second, this information is used to plan 
measurements at ground-based sampling points. The 
ground measurements are then obtained using a 
robotic surveying platform or situated agent carrying 
a sensor suite for detection, identification, and 
segmentation of plants (Andersen et al., 2000 and 
Marchant,  et al., 2001), estimation of canopy 
characteristics (Thomsen, 2003), and spectral 
monitoring on leaf parts (Christensen and Jørgensen, 
2003).  
The point measurements collected by the 
surveying agent, combined with multiscale 
algorithms (Hay et al., 2002), are expected to provide 
detailed information about the leaf optical properties 
(e.g. chlorophyll), the leaf area index, and the canopy 
structure at any location in the field. This will 
provide significant benefits for the producer and the 
agro-industry, as fertilizers may be applied in a site-
specific and precisely-dosed manner, targeting an 
optimal uptake of several different nutrients 
simultaneously. The situated agent will carry out the 
task of visiting the planned sampling points using the 
concept of rational agency, whereby the agent will 
incrementally adapt to the field and crop 
environment in order to minimize overall action utilities in terms of crop damage and other surveying 
costs. 
 
2. BACKGROUND 
 
Pedersen  et. al. (2002) describe an autonomous 
vehicle for weed and crop monitoring, that is well-
suited for use as a surveying agent in the agricultural 
domain. The agent will navigate within row crops 
using information from localization systems such as 
RTK GPS, odometry, and computer vision. At the 
vehicle control level, Marchant, et al. (1997)  and 
Southall, et al. (1999) demonstrated the feasibility of 
vision-aided outdoor navigation of an autonomous 
horticultural vehicle by using a model of the crop 
planting pattern to derive vehicle position and 
orientation. At the mission control level, Pedersen, 
et. al. (2002), Nielsen, et. al. (2002), and Sørensen, 
et. al. (2002) describe the autonomous agent 
approach for weed and crop surveying. According to 
Sørensen,  et. al. (2002), the sampling route is 
devised on the basis of the overall task goal of the 
agent to visit all the planned sampling points, while 
complying with traditional scheduling objectives, 
such as minimized idle time, minimized overall 
completion time, minimized traveling distance, etc. 
The sampling planning framework includes the 
following activities:  
 
-  A fixed spatial grid is generated on the basis 
of a priori knowledge of weed densities and 
distribution in the field 
-  A route plan is generated for the fixed grid 
by providing a list of positions that have to 
be visited, either as input points where the 
weed density is determined by use of 
computer vision, or as way point which 
should be visited as part of the driving 
pattern in the field (turning on headland, 
obstacle avoidance, etc.)   
 
Similar to a number of other authors, (e.g. Lacroix, et 
al., 2002 and Stentz and Hebert, 1995), a spatial and 
uniformly fixed grid is the basis for a non-directed 
visibility graph with edge costs equal to distance. 
Hence, the grid structure and cost estimates do not 
adapt to known field structures such as crop rows, 
headlands, and tramlines. As a result, most 
conventional planners introduce visibility graphs, 
which are often inadequate in terms of capturing and 
representing the dynamics as well as the inherent 
structures of the field and crop environment 
including crop damages.   
 
3. APPROACH 
 
As part of modern farming practice, information on 
inner and outer field borders, soil conductivity, 
topography, and log files of the drilling paths and 
tramlines are available for relatively low cost. This 
means that a comprehensive base of terrain data is 
available as driving parameters for motion planning. 
With this information available a priori, global pre-
planning allow us to generate paths for the surveying 
agent that are near optimal in terms of safety, time 
and energy. If the planning was solely local and 
reactive the agents would be susceptible to local 
minima and provide solutions far from the optimum 
(e.g. Dean and Wellmann, 1991 and Oliver, et al., 
2000).  
Cost is assigned using the a priori 
information such that e.g. the cost of following a row 
is low compared to that of crossing crop rows and 
wheel tracks. However, terrain features like texture, 
wetness, and topography also affect the cost. To 
account for phenomena such as hills it is natural to 
introduce bi-directed edge cost (cost of going up a 
hill is higher than down). In Gray (2001) some of 
these issues were addressed by constructing a global 
terrain map containing knowledge of how to traverse 
through terrain objects within orchard fields. 
Features such as where and how to enter and exit the 
terrain objects were constructed manually for each 
field, which is fine for perennials. For regular field 
operation, however, automated generation of 
adaptive and manipulative visibility graphs, 
supplemented with bi-directed edge costs, are 
essential in terms of farmer adoption and 
implementation.    
While global planning is natural in terms of 
the overall plan, there are benefits from combining it 
with local strategies that allow the agent to react to 
structural elements in the field. This simplifies the 
planning problem, and the requirements to a priori 
knowledge can be lowered. An example is an agent 
moving between two parallel tramlines or tracks 
using a locally controlled vision-aided row guidance 
system. Depending on the desired accuracy it is not 
efficient to plan globally what exact row the agent 
must follow. A better strategy is to let the global 
planning deal with an abstraction in terms of an edge 
(representing multiple rows) connecting two nodes in 
a graph and allow the agent to follow any row on a 
band described by the abstract edge.  
This paper will describe a novel concept for 
creating the basis for rational behavior of surveying 
agents within agricultural row crops. Global and 
local adaptive planning strategies combined with 
structural knowledge situated in a semi-structured 
environment will be used to focus on the automated 
generation of nodes, edges, bi-directed edge costs 
and introduction of path bands for creating a 
visibility graph. This is the central part for generating 
the initial global task and path plan for field 
surveying agents within agricultural row crops. 
 
3.1. Procedure 
 
Global pre-planning for a surveying agent involves a 
number of tasks ranging from mission definition, 
analyzing the field structure, estimating the costs of 
travel in the field and the final route plan generation. 
Each task comprises a number of specific elements, 
which are described below. 
 
Information basis building visibility graphs. The 
semi-structured environment, in which the surveying 
agent has to operate, is a field with agricultural crops 
like cereals, rape, sugar beet, etc. This environment 
has to be described in terms of permanent and 
transient attributes:  
 -  Inner and outer field boundaries 
-  Soil conductivity and texture 
-  Topography 
-  Sowing log 
-  Sampling points 
 
The inner and outer field boundaries may be 
retrieved from centralised databases like Fieldstar 
Open Office
®  (AGCO, 2001) and Danish Field 
Database
® (DAC, 2004).  
Soil conductivity meters (such as EM38) 
provide the means for mapping the textual 
characteristics of the soil, such as clay or humus 
content and wetness index. The soil conductivity 
mapping procedure also generally produces a 
topographical map of the field when combined with 
the positional log data. A log file from the sowing 
operation giving the position of the center of the 
tractor as well as the tramlines is also available. 
A number of sampling locations are 
allocated to the field based on surveying target zones 
derived from remote sensing (satellite or aerial 
photography) or determined from historical 
knowledge of field variability. An external reasoning 
algorithm is used to locate the exact sampling points 
to be measured by the sensing implements. 
  
 
Building the visibility graph. The next two steps in 
the procedure are to place nodes and connect these in 
a rational way based on the a priori information 
given above. The node generation is separated into 
three methods: headland, slope, and sample point 
generation.  
The node generation is influenced by the 
desired granularity of the visibility graph, or 
equivalently by the desired accuracy of the global 
planning. In the following we let the granularity be 
determined by the tramline separation, i.e. we simply 
assume that the local planning employs row 
following control on any row between two 
neighboring tramlines. As a result the headland 
nodes may be placed at the end of the rows in the 
center between two neighboring tramlines. The slope 
node generation is triggered by an angle dependent 
threshold in the direction of the neighboring tramline 
centerline. If, for example, following an edge the 
absolute angle between the path and horizontal 
exceeds a threshold value a node is placed a preset 
distance prior to the event. Continuing along the path 
an additional node is placed a preset distance after 
the absolute angle between horizontal and the path 
reaches below the threshold value. Hence nodes are 
place at the bottom and top of hills moving along the 
tramlines.  
Sample point nodes are projected orthogonal onto the 
centerline between tramlines. If sampling points are 
placed very close a minimum distance threshold 
ensures that sample point nodes are not placed too 
dense. After placing the sampling notes the sampling 
points are associated with nearest node point within 
the path-band defined as the area between the two 
adjacent tramlines on both sides of the current node. 
After placing nodes they are connected with 
edges. The edge generation consists of four context 
dependent methods: headland, path band, slope, and 
sample point edge generation.  
The headland nodes next to each other are 
connected with straight edges. The path band edge 
method connects headland nodes following the 
centerline between tramlines. A path band is 
illustrated in Fig. 1A. The slope nodes are used to 
clip the path band at slopes exceeding the inclination 
threshold as explained earlier. These slope sections 
 
Fig. 1. Illustration of a visibility graph based on structural crop information ensuring rational route plans. 
The white points are nodes. The black lines are allowed edges connecting the nodes. The white X are 
sampling points to visit. A: example of a path band. B: Additional nodes and bidirected edges 
introduced within a slope area. C1: Nodes added close to sample points. C2: Similar to C1 but nodes 
from neighboring path bands are connected.  are later applied with bi-directed edge costs (Fig. 
1B). The sample point edge method clips path such 
that sample point nodes become nodes of the graph 
(Fig. 1C1). Sample point node pairs crossing only 
one tramline are connected with straight edges if 
within a specified distance as illustrated in Fig. 1C2. 
This allows the agent to visit several sample points in 
an area without having to travel to the end of a path 
band and reverse. There may, however, be a cost 
associated with traversing the tramlines. 
 
Edge cost estimation. As the means of finding a 
minimum cost path a cost generation procedure must 
be invoked (Latombe, 1991). This procedure must 
quantify the individual costs from moving from one 
node to another (edge cost). 
  The cost functions transform terrain data 
into a form, which express the estimated costs of 
traversing a physical path segment. The edge cost is 
function of the soil conditions derived maps based on 
soil conductivity, wetness, aspect, slope, etc. 
determining the traversability of the field. As an 
illustration, the wetness of the soil greatly influences 
the time and energy needed to move from one point 
to another. Bi-directed costs reflect hills and allow 
alternative (more optimal) routing that avoids 
traversing valleys or hills.  
In summary, the path segment costs are a 
function of: 
 
-  Topography 
-  Soil conductivity 
-  Predetermined tracks and headlines 
-  Obstacles 
-  Agent observations 
 
Initially, it may be assumed that the cost estimation 
is deterministic. However, more likely the situation 
will be that the conditions of the terrain are only 
partial known. Potentially observations by the agent 
could be used to adjust the edge cost. E.g. the soil 
conditions experienced by the agent during execution 
and determined through e.g. wheel torque could be 
fed back into the cost generation to allow global 
replanning and update of individual or series of path 
segments. Also, the model depicting the relationship 
between the multiple variables describing the terrain 
(soil moisture, slope, etc.) may have some 
uncertainty attached to it. In this case, the cost 
measure has to be treated as a random variable 
(Chatila, 1995). Assuming that the uncertainty about 
the edge costs is represented by a probability 
distribution, the agent may update its belief in the 
cost measure by updating the probability distribution 
as a result of new information stemming from 
observation in the field (Grunwald & Halpern, 2003).  
The evaluation of the cost functions may 
also depend on weather forecasts. Knowledge about 
future rain periods may generate a certain strategy to 
be imposed on the evaluation of the cost measures. In 
this way the terrain navigation interact with the 
traditional higher-level scheduling (e.g. Sørensen, 
1999). An example would be that the agent should 
cover clay areas first to ensure traversability, as the 
clay soil turns sticky compared to more sandy soils  
in case of rain.  
 
Global route plan generation. The visibility graph is 
searched for the minimum cost path between an 
initial node and a goal node using standard search 
methods building on dynamic vehicle routing (e.g. 
Larsen, 2001) and specific graph search algorithms 
(e.g. Stentz, 1994). In this context, the main efforts is 
directed towards establishing the basic edge cost 
estimates.  
 
Mission fulfillment by the situated agent. The latter 
global route plan should be considered as a rough 
guideline containing a sequence of sub-missions or 
tasks to fulfill. A typical task could be to move to the 
opposite headland within a path band between a pair 
of tramlines, by following the crop rows while 
minimizing crop damage. Hence, during the task of 
reaching an arbitrarily distant goal like the opposite 
headland, the precise path is not predefined or given 
to the situated agent but handled by the local reactive 
control.  
Deliberative reasoning, like the global route plan 
presented here, provides the ability to achieve high 
level goals, while reactive responses, based on 
behaviors, enables the agent to adapt and respond to 
the dynamic world in real-time. The behaviors 
belong to a behavior pool similar to the Hughes 
architecture described by D. W. Payton (1986). In 
this context the specific behaviors could be:  
 
-  Avoid obstacle 
-  Seek goal 
-  Avoid tip-over 
-  Follow crop rows 
-  Avoid crop damage 
-  Move along tramline or track 
-  Crossing track 
-  Move to sampling point without affecting 
the crop to measure 
-  Select steering algorithm 
 
An event-driven higher module then enables and 
disables groups of behaviors according to the 
appropriate mode of operation allowing several 
behaviors to operate at once. The DAMN approach 
described by Rosenblatt (1997) is an example of 
applying this approach.  
As an example when the agent reaches a 
node with several associated sampling points a mode 
manager invokes a dedicated planning module. 
Based on the perceived environment the module 
generates a local plan for visiting the associated point 
in an optimized manner. The principles for this local 
plan are similar to the global plan earlier described.     
 
 
4. CONCLUSION 
 
A novel concept for controlling an autonomous agent 
in an agricultural field has been developed. It 
incorporates structural information like tramlines and 
crop rows by building an abstraction in terms of a 
graph with edges and nodes. Nodes are assigned 
according to a specific procedure that respects the 
semi-structural field environment as well as the 
mission. By assigning row following to local motion control, only a limited number of edges need to be 
constructed, thereby significantly limiting the search 
space of the global planning. The local motion 
control allows an situated agent to follow crop rows 
within certain path bands determined by e.g. 
tramlines. Bi-directed costs are assigned to the edges 
based on a priori information about the field, and 
potential updated with data from field operations. 
The procedure allows automated optimal path 
generation building on a priori information about the 
field, something which is essential in terms of farmer 
adoption and implementation.  
Future work includes automated generation 
of the visibility graph and the adaptive cost function. 
The cost function should include the uncertainty 
about the future field conditions as related to weather 
forecasts and the predicted risk not being able to 
drive an edge between two nodes. For example, a 
hollow area with high organic matter content is a 
risky area to drive in wet conditions compared to a 
sandy area. Consequently, the high risk area is 
attributed a high cost until the situated agent might 
reject the concern that the planning module induced 
based on the initial uncertain expectations.   
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