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INTRODUCTION 
It Is often the case that new research with wide ranging 
theoretical Import is generated not in areas that are clearly 
identified as belonging exclusively to one discipline but in 
the ill defined border regions that typify the overlapping 
joint interests of two or more disciplines. Psycholinguistics 
is just such an area, representing the joint interest of psy­
chologists and linguists in language description and behavior. 
Within this hybrid discipline the theoretical rationale under­
lying the present dissertation was first synthesized and ex­
plicitly stated. 
This dissertation was concerned with a new concept in 
psycholinguisticsJ suprasentential organization in naturally 
occurring (free) speech, that is, organization beyond the 
scope of single utterances. There is little or no directly 
relevant research, for the specific theory upon which this 
study was based is very recent. The introduction which follows 
has been written in a manner intended to touch upon relevant 
backgrounds which Influenced the development of this theory. 
Brief Linguistic Background 
Until recently, historical description of language has 
been the principal activity of linguists, a tradition dating 
back to ancient Greek studies, some as early as the fifth 
century B.C. (reported in Bloomfield, 1933, p. 1-6). In the 
last two centuries, and particularly within the last 50 years. 
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the emphasis has shifted from historical description of 
languages, which endeavored to link elements of modern lanr 
guages with their chronological predecessors by discovering 
commonalities between samples of chronologically adjacent 
languages, to structural description of languages, which 
involved positing concisely and completely the uniformities 
that exist among elements of the language in question. A 
structural description is of a particular language at a 
particular point^in time. The above conception of structural 
linguistics is not intended to imply that linguistic descrip­
tion occurs at one particular level or that there is only one 
level of structure in language. Indeed not. Underlying this 
dissertation is an attempt to make a strong case for the 
alternative conception, that language is organized at many 
different levels. 
Modern American structural linguistics, in its most well 
known form, has been associated with the work of a single 
linguist, Leonard Bloomfield. His book. Language (1933)j 
outlined the basic methods of studying languages, presented 
a taxonomy for categorizing language units, and collated a 
significant amount of data. Much of what he presented is 
being used, without significant alteration, by contemporary 
linguists. Specifically, the set of linguistic units which 
Bloomfield outlined remains in general issue today. 
At the most basic level of linguistic organization, that 
of the speech signal, investigation has been focused upon the 
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Identification of distinct, discriminable sound classes. 
These classes have been labeled phonemes, and roughly corre­
spond to elements of the alphabet of a language. Unlike other 
aspects of language which will be discussed shortly, phonemes 
have no meaning associated with them and are relatively few 
in number, varying between about twelve and eighty-five for 
a given language. Many languages share large subsets of their 
phonemes with one another. One explanation of phonological 
structure has dealt with the analysis of phonemes into sets 
of distinctive features, each comprised of a binary distinction 
on some articulatory dimension, for example vocal cords vibrat­
ing or not, the voiced-voiceless feature (Jakobson and Halle, 
1956). 
At a second level of organization, investigation has been 
centered upon the clustering of phonemes into units of meaning 
called morphemes. Morphemes are not coincidental with words, 
though many words consist of only a single morpheme. Examples 
of single morpheme words are; a, the, this, if, then, and, 
but, since, dog, cat, fish, swim, dive, be. Examples of 
multimorpheme words are slowly, consisting of the morphemes 
slow and -ly, and disagree, consisting of the morphemes dis-, 
and agree. Consideration of multimorphemic words such as these 
has lead to related issues. As stated, a morpheme is a 
phonemic cluster that has some meaning associated with it. 
Clearly the segment slow meets this criterion. However, the 
segment -ly less clearly meets the criterion, indeed it 
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apparently derives most of its meaning from the morpheme with 
which it is joined, although it may be argued that a meaning of 
verbal modification is associated with -ly. Morphemes, such 
as -ly, which are dependent upon other morphemes for their 
occurrence are called bound morphemes, those which are not 
dependent are called free morphemes. The morpheme agree is 
different from the other examples given, in that it is multi­
syllabic and monomorphemic, and raises the point of where does 
the analysis of words into morphemes reach its limit. Generally 
analysis continues until the root morpheme cannot be further 
subdivided without loss of meaning. Thus the separation of 
agree into a- and -gree or into ag- and -ree causes a loss of 
meaning. The study of meaning at the word or morphemic level 
is called semantics. 
A third level of organization, grammar, has dealt with 
examination of the relationships and constraints between 
classes of morphemes. Grammar consists of morphology, the 
study of the structure of words, and syntax, the,study of the 
structure of phrases, clauses and sentences. As will be 
elaborated later, it has been in the area of syntax that the 
interaction of linguists and psychologists has been greatest. 
Bloomfield's approach to the study of syntax was to collect 
a corpus, a sample of speech of native speakers of the language, 
and classify all the different syntactic units. With the aid 
of bilingual native speakers the linguist determines which 
groups of words can occur (syntactically correct) and which 
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cannot (syntactically incorrect) and which syntactically 
correct groups can occur alone (primarily sentences) and which 
are dependent upon the presence of other groups for their own 
occurrence (primarily clauses and phrases). 
Although the Bloomfieldian tradition has been strong and 
continues to have substantial support among linguists today 
(Hockett, 1958; Pike, 1967) within the last 15 years some 
grammarians have made substantial departures from the taxonomic 
conception of syntax. Particularly, the work of Chomsky (1957j 
1963, 1965) has been instrumental in leading to a réévaluation 
of the function of syntax. The tradition had been to classify 
the various syntactic structures that occur in a corpus, and 
to extend the scope of syntax by extending the size of the 
corpus. Chomsky, influenced by certain mathematical concep­
tions of finite automata, reinterpreted the function of syntax, 
proposing that it be capable of generating all of the gram­
matical sequences. A fundamental distinction between a 
generative grammar and a taxonomic grammar is that a genera­
tive grammar has definite predictions to make about what other 
sentences occur in the language, as well as having some psycho­
logical implications. 
To illustrate generative grammar, the syntax in Figure 1 
has been created. By looking at Figure 1 we notice that syntax 
is divided into two separate major components, the phrase 
structure (PS) rules and the transformational rules. 
A. Phrase Structure rules 
S "•¥ NP + VP 
NP—» M + N 
VP—^ V + NP 
Lexicon 
M b e a u t i f u l ,  #  
N —> men, women 
V —$» love + PRESENT 
B. Transformation rules 
PRESENT -» love 
PRESENT do + not 
Sample Sentences 
Men love women. 
Men love men. 
Men love beautiful women. 
Men love beautiful men. 
Men do not love women. 
Men do not love men. 
Men do hot love beautiful women. 
Men do not love beautiful men. 
Women love women. 
Women love men.. 
Women love beautiful women. 
Women love beautiful men. 
Women do not love women. 
Women do not love men. 
Women do not love beautiful women. 
Women do not love beautiful men. 
Figure 1. Sample Syntax 
Beau iful men love+ m N 
PRESENT I I 
# Women 
o\ 
Beautiful men love women. 
Beautiful men love men. 
Beautiful men love beautiful women. 
Beautiful men love beautiful men. 
Beautiful men do not love women. 
Beautiful men do not love men. 
Beautiful men do not love beautiful women. 
Beautiful men do not love beautiful men. 
Beautiful women love women. 
Beautiful women love men. 
Beautiful women love beautiful women. 
Beautiful women love beautiful men. 
Beautiful women do not love women. 
Beautiful women do not love men. 
Beautiful women do not love beautiful women, 
Beautiful women do not love beautiful men. 
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The PS rules represent a schematic description of the 
structure of sentences, shown here in two alternative forms 
on the left as rewrite rules, and on the right as a tree 
diagram. Both forms have their usefulness, the rewrite rules 
most concise for the enumeration of all the PS rules within a 
given grammar, and the tree diagram most informative for the 
description of the PS history of a particular sentence. This 
second consideration is not so important in the syntax pre­
sented, but would be important if the syntax were to describe 
significantly larger sets of the language. The symbols S, 
NP, VP, M, N, V respectively stand for sentence, noun phrase, 
modifier, noun, verb and the symbol—^ stands for the opera­
tion 'is rewritten as'. Grouped with these PS rules is the 
lexicon or dictionary, which is composed of words grouped by 
PS category. Selection of a lexical item from a PS category 
has been characterized as a mutually exclusive event. For 
instance, within the category 'modifier'j, selection would be 
restricted to either beautiful or #, not both, where the 
symbol # stands for a null modifier. Given this sample 
syntax, a noun in a derived sentence is either modified by 
the lexical item 'beautiful' or it is not modified by any 
lexical item. The final line of the tree, will always yield 
the sequential order of the selected items. The final line 
of the tree is commonly called the base string. 
Only two alternative transformations are allowed in this 
sample syntax, and one or the other of them must be applied to 
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the string of lexical Items derived from the PS rules. Trans­
formations may be thought of as rules which are applied to 
the base string. These rules are varied, but their general 
function is to transform the base string into a surface string, 
which is a string in the form that a speaker of the language 
would generate. Some common transformations are the passive, 
negative, question, and wh- question. In this sample syntax 
the first transformation is a subject-verb agreement opera­
tion, causing the lexical verb element PRESENT to be dropped 
from the surface sentence and no modification of the verb form, 
which creates an active sentence. The second is a negative 
operation, causing the same element to be transformed into the 
sequence do + not in the surface string, which creates an 
active negative sentence. When all the PS rules, lexical 
selections, and transformations have been applied, a sentence 
is In final derived form, as would be spoken by an ideal 
speaker of the language. All of the derived sentences that 
are described by the sample syntax are given in Figure 1. It 
is informative to note that the addition of a single lexical 
item would double the number of sentences described. Similarly 
the addition of a transformation, which could be applied in­
dependently of those already given, also increases the number 
of described sentences by a factor of two. It follows then, 
that a relatively sophisticated generative syntax with many 
PS and transformation rules would describe a large number of 
sentences. If some of the rules of the grammars were allowed 
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to behave recursively, the number of sentences described be­
comes Infinite. For example, if the PS rule NP—^ M + N 
were changed to NP—^ M + N(S) , where (S) means that another 
sentence may be optionally derived Instead of selecting a 
terminal lexical N item, then it becomes theoretically possible 
for the syntax to generate an infinite number of sentences. 
In the present example modifications of the sample syntax 
would be necessary, of course, in order to develop these 
optional S units Into appropriate clause strings. 
Since Chomsky's inception of the transformational approach 
to syntax, other linguists have devised alternative generative 
syntaxes. White (1969) described the stratiflcatlonal grammar 
of Lamb as a process model, and Reich (I969) has indicated 
that with stratiflcatlonal grammar computer formulation of its 
relational networks is a useful tool. These relational net­
works specify the various types of concatenation of strings of 
lexical items that can occur. 
Yngve (i960) has described a sentence parsing model that 
is very much dependent upon the psychological notion of im­
mediate memory span (Miller, 1956). This model differs from 
Chomsky's in one important respect. It makes an explicit 
assumption about the language user, that in decoding a sentence 
a person makes memory commitments. To Illustrate, Figure 2 
gives the PS tree diagram for two different English sentences. 
Sentence one has a simple structure and, according to Yngve, 
would Involve a maximum of two memory commitments for the 
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A. Sentence one: The cat eats young mice, 
eats M 
young mice 
I 0 
B. Sentence two: The cat that the rat hates eats young mice, 
The 
3 
CLAUSE 
iMr CLAUSE / \ / \ 
M N RP ; 
mice young 
cat that 
rat hates 
Figure 2. Sample of two sentences of different Yngve 
depth 
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person who heard it. Since all of the downward branches are 
binary in form he has made the following assumption; whenever 
we are in the left hand node of a branch we must have made one 
memory commitment, that of remembering the lefthand node until 
the corresponding righthand node is presented. Additionally, 
he has assumed that a memory commitment for a lefthand node 
is resolved by entering the respective righthand node. By 
assigning ones and zeros as done in Figure 2 we quantify the 
number of commitments. Tracing a path down any set of nodes 
to a lexical item would require the number of memory commit­
ments that the sum of the paths taken yield (called depth). 
Thus, in sentence one, taking all lefthand branches results 
in a depth of two, the maximum for this sentence. Taking all 
righthand branches yields a sum of zero commitments. Having 
heard the last lexical there are no constraints on memory, 
in terms of processing the sentence. Analysis of sentence 
two is more complex but follows from the same procedure. In 
this sentence maximum depth is three, reached in two different 
paths. As in index of sentence complexity Yngve devised the 
Yngve number, which is simply the sum of the path depths 
divided by the number of paths. Sentence one has an Yngve 
number of 1.00, and sentence two has a number 1.78. More comr-
plex sentences require more memory commitments and Yngve has 
hypothesized, consistent with Miller's (1956) conception of 
immediate memory, that seven is the limit on the number of 
commitments a listener can make in sentence decoding, thus 
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behaviorally limiting the complexity of sentences. ' 
The foregoing discussion has not been intended to revie" 
all of the significant developments in contemporary linguistics, 
or to describe all of the competing linguistic descriptive 
systems. It has been intended to convey some background in­
formation about the structure of language and to indicate the 
degree of complexity that is invôlved in linguistic description. 
A specific goal has been to impart the idea that language is 
multistructured and that each of the levels of linguistic 
description is intimately related with the others. 
As a rule linguists have not conducted experimental 
tests of their linguistic descriptions; instead they have 
relied upon the use of naturalistic types of observation, 
their own intuitions, and the intuitions and reports of 
native language speakers. Concomitantly, they have not been 
concerned with the behavioral implications of their theories, 
having made the distinction between language as performance 
and language as system (see Chomsky, 1965, p. 3-9), always 
concentrating on the latter objective. Yngve represents a 
rare exception with his incorporation of Immediate memory 
phenomena. Psychologists have substantive reasons for taking 
up this task. Among them are the ubiquity of language be­
havior in humans and the implications that linguistic descrip­
tions have for other psychological phenomena such as perception, 
learning, and cognition. 
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Some Psychological Studies of Language 
Earlier in the introduction it was indicated that the 
broad area of this dissertation was psycholinguistics, that, 
concerned with language behavior. However, before proceeding 
with a selected review of the literature one further point 
must be introduced. The present interest of psychologists in 
language behavior and language related behavior developed 
from distinct backgrounds. On the one hand are psychologists 
concerned with testing the psychological reality of various 
linguistic formulations. Their concentration of effort has 
been in devising behavioral investigations of such things as 
the effects of PS rules on perception and the role of syntax 
and semantics in learning. It might also be added that their 
general outlook seems to be very cognitively oriented, based 
upon broad assumptions about the information processing 
capabilities of humans. On the other hand are psychologists 
whose orientation reflects the traditional functional study of 
memory for connected discourse. The breadth of discussion of-
each of these groups reflect the author's conclusion that the 
theoretical bases of this dissertation derive to a considerably 
greater extent from the linguistic orientation than from the 
more traditional orientation. 
Henderson C1903), in reaction to the work of Ebbinghaus 
with nonsense syllables, was probably the first to introduce 
the concept of idea or meaning of the material was the im­
portant dimension of retention. He had groups of S^s learn 
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different prose passages and tested their retention by com­
paring recall protocols with the original passage. Verbatim 
comparisons, word to word correspondences, were more dele­
terious ly affected over the retention interval than were idea 
comparisons. However, idea groups were not tested for re­
liability, and the results must be weighed accordingly. 
In an early review of the studies of retention of sub­
stantive elements (ideas) in meaningful verbal materials, 
Welborn and English (1937) came to several conclusions. 
(1) Retention of connected material was easier than retention 
of unconnected, or rote, material. Connected material was 
also referred to as prose or connected discourse. (2) Re­
tention of ideas was easier than retention of specific words, 
although, as with Henderson, the studies they reviewed did 
not measure the reliability of their idea categories. (3) In 
general there was a loss of details over time. (4) For ideas 
the effects of serial position were equivocal, with only a 
very slight advantage of the initial position. (5) Again, 
for ideas the effects of repetition were also equivocal. 
Gofer (1941) studied the verbatim and idea learning of 
varying length passages of prose, scoring the data by means 
of three word and three idea grouping methods. He found that 
learning of ideas took fewer trials than verbatim learning, 
and that as length of passage increased the number of trials 
for verbatim learning increased more rapidly than for idea 
learning. The length of time required to learn verbatim was 
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found to be greater than that required to learn ideas. Gofer 
did not report any measures of reliability on his idea measures, 
and is similarly sketchy on exactly what his idea measures were. 
As best determined by the present author they seemed to corres­
pond to minimal units of ideas (words.and very short phrases), 
slightly larger units (large phrases, clauses) and very broad 
units (clauses, sentences, and perhaps groups of sentences). 
Levitt (1956) found in a methodological investigation 
of quantifying idea groups for retention tasks that Ss 
varied considerably in their groupings, both between Ss and 
for themselves across time. He suggested that previous methods 
of dividing connected materials be discarded in favor of 
division into grammatical categories, with the subject, predi­
cate, phrases, and clauses regarded as idea group entities. 
Lachman and his associates (Pompi and Lachman, 1967; 
Lachman and Dooling, I968) have found that recognition and 
recall of words were significantly greater for connected 
.passages of thematically related material with low interitem 
associations than for the same material randomly arranged. 
In addition, false positive recognition responses to themati­
cally related distractors were given significantly more often 
for connected passages than for random ones. When a list of 
items thematically related to the passage was interpolated 
between presentation of the passage it was found that per­
formance of the random and connected presentation groups 
did not differ, whereas in noninterpolated conditions the 
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connected presentation group did significantly better. In 
related studies other investigators (Rosenberg, 1967i 1968; 
Shima, I969) have examined the effects on recall of interitem 
associations within short passages of connected material. 
Rosenberg found that high interitem associations facilitated 
recall and also found that the mean number of items recalled 
correctly in contiguous positions, that is in chunks, was 
greater for the high than the low associate passages. Shima's 
results contradicted those of Rosenberg. He found no facili­
tation with high interitem associations. A possible source 
for this difference was that Rosenberg studied children and 
Shima adults. 
Taken as a whole these studies suggest that people are 
able to process information better when there is some degree 
of relationship or organization within the presented materials. 
They are also consistent with the idea that information pre­
sented for retention may be recoded or "chunked" at a higher 
level (Miller, 1956). That mean chunk length in Rosenberg's 
studies was longer for high associate passages than for low, 
that ideas are retained better than specific words (Welborn 
and English, 1937), and that Lachman and his associates found 
disruptive effects of thematic distractors and interpolated 
items for connected materials and not for random arrangements 
of the same materials all suggest the people used the structure 
of the input in order to simplify or amplify retention. 
In an early review article of psycholinguistics Rubenstein 
and Aborn (I96O) also reflected a very strong influence of 
the functionalist approach to memory. The concept of stimulus 
response hierarchy was dominant, and the studies reviewed 
were concerned with word associations, redundancy of informa­
tion, response class size, speech recognition, and labeling. 
There was little or no mention of the relationship between 
grammatical categories and behavior. 
In the discussion that follows there has been no mention 
made of studies of the relationship of the phonological system 
to behavior. If interested the reader is referred to Liberman 
(1961) for an excellent review of such studies, and to 
Liberman ^  (1957) and Miller and Nicely (1955) for ex­
amples of two sound pieces of research in the area, the first 
an examination of perception of phoneme boundaries and the 
second an investigation of perceptual confusions among 
consonants. Neither is this discussion concerned with meaning 
and its relation to behavior, except where it has been investi­
gated simultaneously with syntactic variables. For a discus­
sion of meaning the reader is referred to Noble (1963) and 
Katz and Fodor (1964). 
Perhaps the article which has been pivotal in effecting 
a significant interest in behavioral studies of syntactic 
variables was that of Miller (I962). In it he introduced the 
ideas of Chomsky's transformational generative grammar to a 
wide audience of psychologists. At the time he set the tone 
for much of the research that has been done subsequently. By 
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having S_s match two sets of sentences at a time, and by vary­
ing the types of sentences that were in each set, he was able 
to derive average reaction times between different types of 
sentences. For example, one set contained all,passive sentences 
of the type The small boy was liked by Joe and the second set 
contained all active sentences of the type Joe liked the small 
boy. It was the subject's task to match the corresponding 
active and passive sentences. By doing this for sets of all 
possible pairwise combinations of the types active, passive, 
negative, and passive negatives, and with some matching con­
trol conditions he was able to derive estimates of the time 
it took to transform one sentence type into another. He 
assumed that transformations were applied independently, in 
accordance with transformational grammar, and had predicted 
that it would take longer for matching active with passive 
negative sentences than for either active with negatives or 
actives with passives. His results confirmed his prediction. 
He had also assumed that the memory trace of a sentence is the 
active form, so that a variant of the active form was stored 
in memory as the active plus some code indicating the approf 
priate transformation(s) to be applied upon output. This 
assumption led to predictions about the differences in the 
time between the other pairwise matches, and in general these 
predictions were also confirmed. 
Mehler (I963) found that subjects were more apt to make 
syntactic confusions than semantic confusions when they were 
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asked to recall sentences which varied in syntactic form. He 
used seven different types of transformation; question (Q), 
passive (P), negative (N), NQ, PQ, NP and NPQ, and found that 
most syntactic errors were in the direction of the active 
form of the sentence, that is sentences tended to become 
grammatically simpler in form. Most semantic errors were 
errors of omission. Mehler and Miller (1964) studied the 
effects of interpolated learning on semantic and syntactic 
aspects of original learning. Semantic interference was less 
disruptive than was syntactic Interference. The data also 
suggested that semantic components were learned first and 
syntactic components later. These studies were interpreted 
as being consistent with Miller's (1962) original hypothesis 
that memory for sentences is of the form active plus codes. 
In a study designed to test Miller's hypothesis Savin and 
Perchonock (I965) studied how much additional information could 
be retained with various types of transformed sentences. They 
found the number of extra words recalled decreased as both 
type and number of transformations Increased. These changes 
were consistent with predictions derived from transformational 
grammar and Miller's hypothesis. They did acknowledge that 
length offered a possible alternative explanation, since in 
general the length of the sentence to be retained also in­
creased with changes in type and number of transformations. 
However, they maintained that since some of the transformations 
did not change sentence length (one actually decreased sentence 
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length) and still exhibited decrements in the number of 
additional Items recalled the length hypothesis was less 
satisfactory than the grammatical hypothesis . 
Not all studies have confirmed the hypotheses derived ' 
from a transformational outlook. Salzlnger and Eckerman (1967) 
found that when length of sentence was controlled the differ­
ence In favor of learning an active as opposed to a PNQ 
sentence was small, and that most of the errors for the PNQ 
sentence occurred very early In learning, which suggested 
that this difference might be due to Ss unfamlllarlty with 
PNQ sentences. In another Investigation which controlled 
the length of sentences, Martin and Roberts (1966) found that 
an Yngve number associated with the sentence predicted correct 
recall whereas type of transformatlonCs) Involved did not. In 
their Investigation Martin and Roberts found recall and Yngve 
number to be inversely related, the larger the Yngve number the 
lower recall. These authors also proposed that the idea of 
sentence complexity, as related to Yngve depth, could account 
for most research presently interpreted as support for a 
transformational grammar concept of sentence processing. 
Turner and Rommetvelt (I968) showed that voice of sent­
ence at time of recall was affected by pictorial cues given 
at time of recall. Picture cues depicting the actor or total 
action of the sentence were effective in eliciting correct 
recall of active sentences, while passive sentences were 
likely to be transformed into active sentences. Picture cues 
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which depicted the acted upon element in the sentence were 
effective in eliciting correct recall of passive sentences, 
while active sentences were likely to be transformed into 
passive sentences upon recall. Over all, reporting passives as 
actives occurred more frequently than actives as passives. 
Slobin (1968) suggested modification of Miller's (1962) 
hypothesis, and indicated that the hypothesis should account 
for possible effects of semantic content of the input. When 
Slobin manipulated the type of passive sentence in a set of 
connected discourse he found differences in S_s tendency to 
retell the story in the active voice. Those S_s whose original 
story was composed of full passives (actor of sentence pre­
sented, as in John was hit by Mary) retold the story with 
significantly more active sentences than did S_s whose original 
story was composed of truncated passives (actor not present, 
as in John was hit). This effect was found much more often 
in older children. In another study of retention of material 
from connected discourse, this time involving a recognition 
procedure, Sachs (I967) used semantic and syntactic variants 
of presented sentences as distractors. S_s were required to 
differentiate identical and altered forms, and if altered, to 
indicate the type of change. After short retention intervals 
(no interpolated material) recognition of all types of test 
sentences was high, while for longer retention intervals (80 
and 160 syllables of interpolated material) recognition of 
syntactic variations fell off much more than semantic 
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variations. It was hypothesized that syntactic information is 
only retained until the sentence is comprehended, and that 
the final storage form was semantic in nature. 
Several studies have found that semantic and syntactic 
constraints result in facilitation of learning of verbal strings 
(Epstein, 1961, 1962, 1963; Marks and Miller, 1964). Epstein 
found a facilitating effect of syntactic markers on the learn­
ing of strings of nonsense syllables. . Marks and Miller derived 
four different sets of strings using the same total set of 
words. There was a set of meaningful grammatical sentences 
(ex., Rapid flashes augur violent storms), a set of anamalous 
sentences (ex.. Rapid bouquets deter sudden neighbors), a set 
of scrambled grammatical sentences (ex.. Rapid augur violent 
flashes storms), and a set of scrambled anamalous sentences 
(ex., Rapid deter sudden bouquets neighbors), Normal sen­
tences were recalled best and scrambled anamalous sentences 
worst. Anamalous sentences and scrambled normal sentences 
were recalled about the same, with anamalous sentences better 
when percent of complete strings was the dependent measure 
and scrambled normal sentences better when percent of total 
correct words was the dependent measure. Marks and Miller 
concluded that both semantic and syntactic constraints were 
facilitory in effect on recall, and that syntactic constraints 
facilitated chunking. 
Gladney and Krulee (1967) found that the introduction of 
errors in sentences presented for immediate recall significantly 
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Increased the viewing time of S_Sj, as well as the number of 
errors produced upon recall. They replaced either the sub­
ject, verb or object with either an adverb or adjective to 
create errors. Errors in the verb position were most dis­
ruptive, followed by errors in the object and subject position 
respectively. In a study that varied word order inversions 
within and across phrase structure boundaries in three types 
of sentences, Marks (1967) found that the time it took Ss 
to match the inverted sentence with its original was signifi­
cantly greater for sentences with across phrase boundary 
inversions than for sentences with within phrase boundary 
inversion. He also found that serial position of the inver­
sion was important. Inversions that came early in the 
sentence were on the whole more disruptive than later inver­
sions, data which were consistent with the idea of left-to-
right processing of sentences. There was also evidence of 
an interaction between left-to-right order and phrase structure 
boundaries, indicating that, though processing was from left 
to right, there were definite hierarchical commitments. 
These commitments might be thought of in terms of Yngve's 
model of sentence processing or in terms of the importance 
of phrase structure boundaries in constraining alternatives 
as a sentence is processed into memory. 
Other evidence that supported the notion of the hierarch­
ical arrangement of linguistic rules was produced by Downey 
and Hakes (1968). According to Chomsky (I965) linguistic 
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rules can be ordered in terms of their generality. Three 
types of rules of decreasing generality were considered, 
phrase structure rules, subcategorization rules, and selec­
tion rules. Below each type of violation has been illustrated 
for the sentence The woman may endure grief. The PS rule 
violation resulted in a sentence of the type The woman ly 
petty grief, whereas an adjective has replaced the verb. 
Subcategorization rule violation resulted in a sentence of the 
type. The woman may arrive grief, where the intransitive verb 
arrive has replaced the transitive verb endure. Finally, the 
selection rule violation resulted in a sentence of the type. 
The woman may escort grief, where the inappropriate transitive 
verb escort has replaced endure (all examples from Downey and 
Hakes). They found S_s rated sentences as grammatically 
"acceptable" in a perfect inverse relationship to the amount 
of generality of the rule violated, the more general the rule 
the less acceptable. In a learning task the relationship was 
not quite so perfect; sentences with phrase structure viola­
tion took the longest, as expected, but sentences with selec­
tion violation were harder than those with subcategorization 
violation. 
A number of studies have investigated the relationship 
of phrase structure rules to perception and the learning of 
sentences (Bever, Lackner, and Kirk, 1969; Fodor and Bever, 
1965; Johnson, 1965; Van Horn, Davis, and Stock, I969). The 
Bever studies used sentences with a single click sound 
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superimposed over a word or interword space in each sentence, 
varying the location of the click between sentences. They 
found that S^s tended to displace the click toward the nearest 
underlying phrase boundary when asked to recall the sentence 
and position of click. In a replication Van Horn, Davis, and 
Stock found that the displacement of the click was generally 
toward the major NP-VP boundary, and that this effect was 
much stronger in a memory situation like the Bever studies 
than In a listening situation where S only had to check the 
placement of the click on a dittoed sheet which listed the 
sentences. In a paired associate learning paradigm Johnson 
had Ss learn sentences with either two or three major phrases 
in a word by word fashion.- He found that the word to word 
transitional error probability decreased within phrases, but 
was greatest when the word to word transition crossed a phrase 
boundary. As in the Marks (1967) study there was an inter­
action of serial position and phrase boundaries, once again 
indicating that in spite of the fact that sentences were 
learned in a left-to-right sequential fashion there were 
other processing commitments made also. These other commit­
ments were best characterized by the hierarchical structure 
that is exhibited in a tree diagram of the phrase structure 
history of the sentences. An example of one of these trees 
was given in Figure 1. 
There have been several studies which have studied 
organization in language at the speech signal level, by 
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examining such phenomena as breathing and pauses, hesitations, 
and slips of the tongue (Boomer and Dlttmann, 1962; Boomer, 
1965; Boomer and Laver, 1968; Henderson, Goldman-Els1er, and 
Skarbek, 1965; Lleberman, I967). Henderson ^  al., Boomer, 
and Boomer and Dlttman all found significant relationships 
between the occurrence of hesitation pauses and grammatical 
boundaries, such as those between major and minor phrase 
structure boundaries. There was a significantly greater 
number of hesitations at such boundaries than there was be­
tween such boundaries. Henderson e^ a^. found this effect to 
be even stronger for reading than for spontaneous speech, 
indicating that in spontaneous speech there are perhaps other 
factors which affect the occurrence of pauses. These authors 
indicated that most nonboundary pauses occurred at times 
when the subject was generating nonfluent or halting spon­
taneous speech. Bommer and Laver investigated slips of the 
tongue and reported that most slips of the tongue involved 
the primary stress syllable in the phonemic clause. Either a 
sound from the primary stress syllable replaced an earlier 
sound or an earlier sound was intruded into the primary 
stress syllable. A phonemic clause is a speech signal that 
occurs within an intonation pattern that usually contains a 
syllable with primary stress near the end of the signal. It 
was also found that transpositions almost invariably occurred 
within phonemic clause boundaries. Exceptions to this find­
ing consistently Involved switches between primary stress 
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syllables of adjacent phonemic clauses. Lleberman investigated 
breadth groups and Intonation patterns in speech and found 
that they correspond well but not precisely with grammatical 
utterances. They have been significantly related to several 
linguistic structures, among them, long phrases, clauses, 
and sentences. Lieberman's interpretation was that these 
breadth groups were the behavioral manifestation of underly­
ing thought markers. 
Some conclusions can be reached on the basis of the fore­
going discussion. In studies of the relationship of syntax 
to behavior it has generally been the case that either the 
sentence ôr some subordinate part of the sentence has been 
considered the most likely linguistic device with which to 
implement behavioral research. Taken as a whole the studies 
reported support the notion that language is hierarchically 
arranged. Thus variables affecting the sentence as a whole 
are more influential on performance than variables which 
effect only a subsection of the sentence. It has been shown 
that various linguistic elements have consistent effects on 
performance when manipulated as independent variables, and that 
these effects are manifest in a number of different behavioral 
measures. 
Though the concept of language as a hierarchical arrange^ 
ment of units has been about for some time (e.g., see Osgood, 
p. 71-73: in Osgood and Sebeck, I965), there have been relative­
ly few attempts to extend linguistic description to account 
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for possible units of organization whose scope Is beyond that 
of a single sentence, Chomsky (1965) rejected the possibility 
of Incorporating Into linguistic description factors that 
operated in the speaker-listener's performance to determine 
suprasententlal organization. However, there seem to be some 
bases for the Intuitive feeling (which at least the present 
author has) that there are factors operating in free speech, 
connected discourse, reading, and lecturing which may be 
studied systematically and which will reveal information as 
to how the contiguity of thought is maintained across sentence 
boundaries. 
Suprasententlal Organization 
Pike (1964) has been one of the few linguists to express 
the opinion that linguistic description could be extended to 
account for suprasententlal organization. When he made this 
statement he was considering the written paragraph, and dis­
cussed such an extension as an examination of the styllstics 
in written rhetoric. Becker (1965) followed up Pike's sugges­
tion and postulated two basic forms of expository paragraph 
structure. The first involved three functional slots, an 
initial topic slot (T), a subsequent restriction slot (R), 
and a final illustration slot (I). The term slot was inter­
preted as meaning position. Thus the initial slot serves to 
Introduce the general topic of the paragraph, the restriction 
slot reintroduces the topic in a qualified or slightly less 
general form and the illustration slot modifies and specifies 
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exactly the scope of the topic. There are variations of this 
TRI paragraph, including the IRT paragraph, a reverse of the 
TRI, and chains of TRI-TRI when the subject and/or depth of the 
paragraph is complicated. The second type of paragraph he 
discussed was of the form, problem slot (Prl followed by 
solution slot CS), A principal variation of the PrS paragraph 
was considered to be of the form PrTRI, where a TRI paragraph 
was embedded in the S slot. One explicit point was that these 
slots did not necessarily involve single sentences, i.e. more 
than a single sentence could occupy a given slot within a 
paragraph, and usually did. Becker found that naive Ss, when 
asked to break paragraphs into parts that were meaningful to 
them, were remarkably consistent with his analysis of the 
same paragraphs according to the schema outlined above. A 
somewhat more detailed study by Koen, Becker, and Young C1969) 
supported Becker's earlier work. 
Harris (1952) developed a method of listing connected 
discourse which showed the relationships between sentences. 
He created a two way matrix for each connected discourse that 
he studied. Elements across the top of the matrix correspond 
to the lexical items in the sentences. Elements of the rows 
of the matrix were the sentences of the discourse in sequential 
order. By placing each lexical element of each sentence in the 
column that the element corresponded to, he derived a matrix 
which graphically indicated the relationships between sentences. 
Reading down the matrix indicated the changing focus of 
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attention of the discourse. Harris indicated several other 
steps to be taken in the analysis which simplify the form of 
the matrix and also account for second order relationships. 
A second order relationship was presented as the functional 
equivalence of two different lexical elements which stand in 
exactly the same relationship to a third element at some point 
in the discourse. 
In comparing the work of Harris with that of Koen ej^ a3^. 
it should be noted that Harris' technique seems much more 
adaptable to free speech. The concepts of Koen ejt sd. seem 
very highly restricted to written materials, whereas the 
classification scheme that Harris has developed may prove use­
ful when applied to free speech, though with larger samples of 
discourse the physical size of the matrix may prove unwieldy. 
Laffal (Laffal and Feldman, 1963; Laffal, 1967; and Laffal, 
1968) has worked with free speech, naturally occurring spon­
taneous speech in clinical and experimental situations. His 
studies have been with two or more persons interacting, a 
significant change from previous studies discussed. It would 
seem that to be adequate, linguistic description of suprasen-
tential organization would have to involve the examination of 
interpersonal communication, since when using language as a 
means of communication people talk most frequently with other 
people. In his investigations, Laffal analyzed verbal inter­
actions between two and sometimes three people in terms of 
the classes of content words that they used. Factor analysis 
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of the category profiles Indicated there were related dimensions 
along which speech was organized. In an experimental situation 
the factor clusters were significantly related to attributes 
of the topic of conversation. While these data were interest­
ing, the method was cumbersome and content dependent. As a 
concise description of a possible suprasentential unit it 
failed. Indeed it has not been promulgated as a linguistic 
unit, but rather as a diagnostic tool and an index of overall 
organization. 
Each of the measures discussed has limitations, and seem 
not to be concerned with defining a linguistic or psycho-
linguistic unit that has suprasentential scope. Reconsider 
an idea which was introduced briefly with reference to Yngve's 
work, specifically the idea that immediate memory is severely 
limited and persons must resort to various strategies or 'plans' 
(Miller, Galanter and Pribram, 1960) in order to overcome this 
limitation. Miller (1956) Indicated one plan that facilitated 
recall in immediate memory was recoding. If the memory task 
involved remembering series of zeros and ones, grouping the 
string into sets of three and recoding these sets as octal 
digits improved memory, i.e. people were able to recall more 
elements of the original string. Miller, Galanter, and Pribram 
Incorporated recoding strategies into their schema of ^plans'. 
They also insisted that plans are hierarchically arranged, 
thus one is not limited to only one recoding operation. The 
recoded information may itself be recoded at another, higher. 
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and more efficient level. Perhaps the best example of 
hierarchical recoding occurs in language. Phonemes are finite 
abstractions from a continuous speech spectrum. They are 
grouped and recoded into morphemes, which in turn are recoded 
into phrase structures and sentences. If one examined a 
naturally occurring language situation, two people talking, 
it could be interpreted as an immediate memory task. Rapid 
presentation by each speaker to each listener of unique 
relatively nonrepeating strings of linguistic material with 
which the listener is expected to maintain some memory of 
in order to continue talking is an immediate memory task of 
some magnitude. It seems to make sense that if people were to 
remember information presented in these situations, they would 
have to recode incoming information into more efficient memory 
units, for instance into units whose scope was beyond a single 
sentence string. 
Blasdell (Blasdell, 1969; Blasdell and Pagan, 1970) has 
extended the concept of linguistic organization with his re­
search on organizing paragraphs in free speech. The basic 
notion of Blasdell's model is rather straightforward. Given 
some level of organization of the speech signal (such as 
intonation contours that mark an utterance), and a correspond­
ing unit in language (the 'sentence')? there is an intervening 
psycholinguistic system that maps each into the other. Actu­
ally there are many levels of organization of a single speech 
signal, so that not only are speech signals and language 
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structures mapped into each other, but it also follows that 
a linguistic and/or speech unit may be recoded at a higher or 
lower level. He introduced a psycholinguistic concept, called 
'theme', that corresponds to organizing paragraphs in free 
speech. 
'Theme' should probably be described in Blasdell's 
research paradigm. He reduced the interpersonal communication 
system to dialogs, speech between two persons, each of whom 
acted as an encoder and decoder, and found that dialog tran­
scriptions have two components, thematic paragraphs, where 
the encoder is elaborating a single theme, and drift, where 
the encoder was introducing a new Cor reintroducing old) topics 
as possible themes. As implied, thematic paragraphs appeared 
to be organizing units in speech while drift utterances ap­
peared to be unconnected utterances. 
In order to talk about thematic and drift utterances 
more specifically the additional concept of topic must be de­
fined. Some utterances contain content nouns, which are 
typically a class of high meaning words. Th.ese content nouns 
may or may not be modified by adjectives and they may or may 
not appear in conjunction with other content nouns. Personal 
references by the encoder about himself have not been regarded 
as content nouns. It was assumed that the content noun or 
noun phrase represents the topic of the utterance in which it 
occurs. There are other types of utterances such as those 
that contain pronomial references to topics introduced in 
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previous utterances. These utterances, do not introduce new 
topics; rather they modify an old one in some manner. When 
a topic utterance occurs (introduced by either or both encoders) 
and is followed by one or more modifying pronomial utterances 
Cintroduced by either or both encoders), the topic utterance 
(lead in) and the modifying utterances have been considered 
thematic. Such a group of related utterances is called a 
thematic paragraph. When topic utterances are not followed 
by modifying utterances, the topic utterances are labeled drift. 
Some utterances are neither thematic nor drift as outlined 
above but are nonetheless classified as drift. Examples of 
these types are broken sentences, exclamations, simple affirma-^ 
tions and negations, etc. Briefly then, th.eme is pronomial 
modification of a foregoing topic, while drift is the lack 
of subsequent pronomial modification of a topic. 
In summary, a principal assumption underlying this 
dissertation is that language is hierarchically organized, so 
that a given speech signal may be organized at several differ­
ent levels, either separately or simultaneously. To date 
most interest has been centered on three linguistic levels 
(and their physical and psychological correlates). The first, 
the phonemic level, also involves such, factors as intonation, 
stress, and duration. The second, the semantic level is con­
cerned with integral units of meaning. The third, the syn­
tactic level, is concerned with the sentential characteristics 
of speech. Blasdell (1969) has extended this hierarchy beyond 
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the syntactic level with his investigations of thematic para­
graphs in free speech dialogs. Simply stated, these paragraphs 
may be viewed as groups of sentential utterances whose semantic 
content elaborates a single topic and as an organizational unit 
of language whose scope is beyond that of the sentence. 
Purpose and General Method 
The general purpose of this dissertation was to investi­
gate the 'psychological reality' of thematic organization in 
free speech dialogs. Thematic organization represents a pos­
sible extension of contemporary psycholinguistic theory, with 
implications for organization of information in other areas 
where the principal mode of communication is language, examples 
of which are public speaking and teaching. Specifically this 
study was designed to investigate the relative effects of theme 
and drift utterances on recognition memory. 
The overall design may be regarded as ten replications 
of the same set of factors, so to describe the basic plan it 
is only necessary to discuss the factors in terms of a single 
replication. Basic to a replication was the collection of a 
free speech dialog, which consisted of having two people 
[called speakers) who were unfamiliar with each other talk to 
one another for one half hour in a controlled setting» How­
ever, there were no constraints on the bounds of the conversa­
tion that could take place between the two. Using two person 
conversations as the basic communication setting has been 
selected for many reasons. First, it is the smallest 
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meaningful interpersonal linguistic situation, and probably 
accounts for most of our linguistic interactions with other 
people, teaching, lecturing and mass communication not excepted. 
Second, it is methodologically simple to collect recordings of 
two person interactions. Third, it has been selected for 
interpretive simplicity. This is not to say that the principles 
underlying two person interaction cannot be extended to larger 
groups, but merely that it is simpler to describe these prin­
ciples within the two person situation and then extend them 
to larger groups, especially since description and manipulation 
of these principles is in such a newly formed state. 
Two recognition memory tests comprised of th.eme, drift, 
and distractor utterances were constructed and presented to 
the speakers one and two weeks after the collection of the 
dialog. One test was designed to test memory for the utter­
ances of one of the speakers and the other test was designed to 
test memory for the utterances of remaining speaker. Each 
test was constructed of theme and drift utterances of the 
appropriate speaker plus distractors drawn from other dialogs. 
Target utterances were drawn by time sampling, a procedure 
which obtained a sample that was expected to reflect the 
proportion of theme and drift utterances in the dialog. Target 
utterances were classed theme and drift by three judges, the 
majority classification being used. 
Yoked with each set of speakers were three additional 
groups of two subjects, called respectively listener I, 
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listener II, and control. The listeners groups heard the en­
tire tape recording of the dialog of the speaker group, while 
the control heard a portion of the tape which contained no 
target utterances. Listener I groups were tested after one 
and two weeks, the same as the speakers, while listener II 
groups were tested after only two weeks. Control groups were 
tested once immediately after listening. By having other 
people listen to recordings of dialogs and testing them on 
recognition performance some valuable comparisons with original 
speakers might be gained. In addition, testing recognition 
performance at two different times should yield some informa­
tion about the effects of theme versus drift over time, The 
performance of the controls should indicate the degree to 
which linguistic habits of the speakers, independent of specific 
content of utterances, affects recognition performance. 
This dissertation has been designed as a first attempt 
to manipulate experimentally the theoretical notions of Blas-
dell concerning suprasententlai organization. Perforce, de­
tailed predictions have not been outlined and In general the 
null hypothesis has been assumed. There are however, some 
results that may be interpreted as support for the notion of 
suprasententlai organization. As just discussed, the superior 
recognition of thematic utterances could certainly be inter­
preted as such support, as could a smaller loss of retention 
over time for theme than for drift utterances. 
There has been little if any experimental analysis of the 
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information transmitting capabilities of tfieraatic utterances. 
If these utterances are responsible for the transmission of 
information between speakers in a dialog, then a speaker's 
retention of material *talked about' in the dialog should be 
higher for thematic utterances than for drift utterances. 
This was a fundamental hypothesis of the present study and 
was incorporated in one of the expected results, that recog­
nition performance will be greater for utterances judged to 
be thematic than for utterances judged to be drift. It would 
also follow that theme utterances would be more resistent to 
losses over time. 
An additional assumption is apparent and involves the use 
of utterances as units to which the speaker and listener can 
ascribe meaning. It would be considerably easier to assume 
that, after engaging in free speech, or, as in this study, free 
speech in dialogs, persons remember ideas and not utterances. 
Indeed, Koen, Becker, and Young Cl969i have indicated that they 
believe the sentence not to be the most important linguistic 
unit inx-informâtion transmission in free speech and Sachs 
(1967) had presented some data that supports this contention. 
However, work with the recall of ideas from verbal materials 
with suprasentential scope (e.g., paragraphs, stories) has 
been very complicated and less than satisfactory in terms 
of reliably defining an idea unit (Henderson, 1903j Gofer, 
1941; Levitt, 1956; Welborn and English, 1937). 
Even considering that these techniques could be used on free 
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speech samples, the length of dialogs C15-2Q. pages of tran­
scribed material) would make judging, scoring, and analyzing 
prohibitive. Thus, since thematic utterances are considered 
as relatively more important for information transmission in 
free speech than drift utterances, they are therefore assumed 
to be more easily recognized. This assumption might also be 
reasoned as follows. The semantic content of thematic utter­
ances cues the corresponding thematic paragraph, thereby cue­
ing recognition. Since it has already been hypothesized that 
thematic paragraphs are linguistic or memory organizing units, 
cueing these units would be expected to increase recognition 
performance higher than the level one would expect for utter­
ances which did not cue these units. Either interpretation 
allows for a simplification of the experimental procedure, i.e. 
using a recognition instead of a recall procedure. Addition­
ally, a straightforward method of deriving reliability measures 
(phi coefficients) is also available, since the theme-drift 
distinction is merely a two way classification. 
Other results are also not unanticipated. A general loss 
of retention over time is consistent with a large background 
of data from verbal learning. Speakers are expected to per­
form significantly better on the recognition tasks than the 
listeners, who In turn are expected to perform better than 
the controls, who are expected to perform at a chance level. 
4o 
METHOD 
Subjects 
The Ss were 80 male undergraduates from Iowa State Uni­
versity (ISU), who participated in order to receive extra 
credit for a course in general psychology. The Ss in the 
speaker conditions were unfamiliar with one another. 
Judges 
The judges included the experimenter CWS), a female ISU 
graduate with a modern languages major CSS), and an ISU under­
graduate with an English major (SA). 
Dialogs 
Ten 30 minute dialogs were tape-recorded using a Wollen-
sak (model 5730) stereo recorder and a literal typewritten 
transcription obtained. To obtain a single dialog two Ss 
(speakers) were seated at a table opposite each other in a 
quiet room. The tape recorder was in view, and a high quality 
microphone was in front of each S_. Examination of previous 
pilot dialogs gathered by Stock and Blasdell has shown that 
the relative occurrence of thematic paragraphs is about the 
1 
same whether the tape recorder was hidden or in view. The 
length of thematic paragraphs dropped slightly, but otherwise 
the transcriptions appeared comparable. The instructions in 
Appendix A were read to the S_s . For each dialog, two recog^ 
nitlon memory tests were constructed to test for retention of 
' J 
Personal communication with Richard Blasdell, Fall, 1969. 
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utterances spoken by the two speakers. 
Groups 
One and two weeks after the dialogs were recorded the 
speakers returned to be tested for recognition of utterances 
of both speakers within the dialog. A speaker was separately 
tested for utterances that he emitted and for utterances 
emitted by the person with whom he spoke. The order of pre­
sentation of these recognition tests was randomized at each 
time of testing. At the time of testing the instructions in 
Appendix C were read to Ss. , 
Ten additional groups (n = 2), called listener I (LI), 
served as third person tests. A single listener I group, 
consisting of two Ss, listened via Koss Pro-4 stereo head­
phones to one of the dialogs (instructions to Ss in Appendix B) 
and then were tested in the same manner as their respective 
speaker group. Appendix D contains the instructions read to 
the LI groups for the recognition tasks. 
A third set of ten groups (n = 2), called listener II 
(LII), served as controls for practice effects on the recog­
nition tasks. A single LII group, consisting of two Ss, 
listened (instructions to Ss in Appendix B) to one of the 
dialogs as did the LI groups and then were tested after two 
weeks only. Appendix E contains the instructions read to the 
LII groups for the recognition tasks. 
A final set of ten groups (n = 2), called controls (C), 
was used. Unlike the listener groups, two Ss listened to 
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only.a portion of one of the dialogs (,a portion that contained 
no target utterances) so that they became familiar with the 
speech characteristics of the speakers (Instructions to Ss In 
Appendix B). They were then tested Immediately on the recog­
nition tasks (instructions to Ss in Appendix P) in order to 
determine whether some type of sampling bias occurred, i.e., 
Ss might not have recognized utterances correctly because of 
the thematic-drift distinction or on the basis of informational 
content, but rather because of idiosyncratic linguistic char­
acteristics of the speaker. If that were the case Ss in these 
conditions should perform significantly better than chance on 
the recognition tasks. 
Recognition Tasks 
Construction 
Prom the literal transcription of each dialog two sets 
of 50 utterances were taken, one set from the utterances of 
each speaker of the dialog. These utterances were obtained 
by time sampling, i.e., while listening to the tape recording, 
every 20 seconds E marked the utterance a speaker was emitting 
(this procedure was completed separately for each, speaker). 
If a speaker was not emitting an utterance at the sampled 
time the first subsequent utterance was selected and the tim­
ing reset from the point of the selected utterance. Utterances 
were selected from the first 20 minutes of dialog. Prom the 
approximately 60 (three per minute times 20 minutes) utter­
ances time sampled in this manner, 50 were drawn at random and 
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used as target utterances for the recognition tasks. These 
50 utterances excluded the following speech forms; all grunts, 
filled pauses, single word affirmations and negations (e.g., 
"yeah" and "no"), single word utterances, broken sentences, 
exclamations, and utterances which E was unable to transcribe 
(garbled utterances). In addition, if one or more false starts 
occurred, they were deleted from the utterance in which they 
occurred. For each set of 50 utterances an additional 100 
utterances were drawn from a population of utterances (taken 
from previously recorded dialogs) and used as distractors. 
These 150 utterances were randomly arranged and dittoed for 
ease of presentation. In all there were 20 sets (two per 
dialog times ten dialogs) of 150 utterances. A recognition 
task was arbitrarily labeled the left channel if it tested 
the utterances of the speaker recorded in the left channel 
of the tape recorder, and right channel if it tested those 
utterances of the speaker recorded in the right channel. 
Table 1 presents the number of theme and drift utterances 
contained in the recognition tests for both channels of each 
dialog. The number of theme utterances varied between 19 
and 31, while the number of drift utterances varied between 
18 and 31- Over all dialogs there were 480 thematic utter­
ances and 516 drift utterances. In constructing the recog­
nition tasks four errors of omission were made, that is four 
target utterances were not Included in their respective 
recognition test, one each test, one each in the right and 
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left channel for dialog A, and two in the left channel for 
dialog E. 
Table 1. Number of theme and drift utterances in both 
channels of each dialog 
left channel right channel 
dialog theme drift theme drift 
A 31 18 21 28 
B 22 28 25 25 
C 24 26 26 24 
D 30 20 23 27 
E 26 22 21 29 
F 22 28 28 22 
G 25 25 21 • 29 
H 27 23 23 27 
I 20 30 21 29 
J 25 25 19 31 
Total 252 245 228 271 
Reliability 
Three judges were used to decide which of the target 
utterances were thematic and which were drift. They made 
these judgements independently of each other. [Instructions 
to judges are given in Appendix G). Phi coefficients of 
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correlation were computed for all pairs of Judges for each set 
of target utterances within each dialog. Thus, there were 
six interjudge measures of reliability within a dialog, three 
for each set of utterances. In a pilot study using the in­
structions in Appendix G a phi coefficient of correlation of 
.74 was obtained. In the present study a modification of 
the instructions included several examples and a practice 
judging session was used in an attempt to improve upon this 
value. In order to have each target utterance uniquely clas­
sified, whenever the judges did not unanimously agree on the 
classification of an utterance, the classification which a 
majority of the judges chose was used. 
Table 2 contains the values of the phi coefficients among 
all pairs of judges for judgements of theme-drift for both 
channels of each dialog. These values range from .30 to 
1.00. The column on the right contains the average interjudge 
reliability for separate channels of each dialog. It may be 
seen that these values range from .53 to .80, with an overall 
mean of .71. The average reliability of a pair of judges 
across all dialogs is at the bottom of the column for each 
pair. These values range from .60 to .88, however since no 
studies of a similar nature have reported reliability measures 
it is difficult to evaluate these figures. Laffal C1968) re­
ported reliabilities in the nineties, but these values were 
for content classifications in a word by word manner. Con­
sidering that this dissertation represents a first attempt to 
46 
validate a conceptual extension of psychollnguistic theory, 
the overall value was considered of acceptable magnitude. 
Table 2. Values of the phi coefficients among all pairs of 
judges estimating the reliability of judgements of 
theme and drift for both channels of each dialog 
dialog 
Pairs of Judges 
channel SS vs. WS SS vs. SA • WS vs. SA mean 
L Cleft) .70 .78 .92 .80 
R (right) .68 
00 00 
.79 .78 
L .56 .51 .81 .63 
R .56 .76 .81 .71 
L .68 .76 .92 .78 
R .61 .65 .96 .74 
L .65 .65 .92 .74 
R .61 .68 .92 .74 
L .72 .76 .87 
00 
R .54 .58 .73 .62 
L .45 .59 .85 .63 
R .79 .73 .85 .79 
L .61 .77 .84 .74 
R .59 .67 .84 .70 
L .50 . .50 1.00 .67 
R .49 .49 ,96 .65 
L .42 .30 .88 .53 
R .67 .67 .92 .75 
A 
' B 
D 
F 
H 
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Table 2. Ccontinued) 
dialog channel SS vs . 
Pairs of Judges 
WS SS vs, SA • ¥S vs. SA mean 
L .52 .67 
CO CO 
.69 
J 
R .55 .63 .96 
1—1 
1 
Mean . 60 .65 
0
0
 0
0
 
1 
.71 
Instructions 
The S_s in the speaker conditions were instructed to re­
spond in a yes-no fashion to the individual utterances of the 
two sets for their respective dialog. For the set that cor­
responded to themselves a yes meant that they thought they 
did emit the utterance while a meant th.ey thought they did 
not emit the utterance. For the set that corresponded to the 
other speaker of the dialog a yes meant S_ felt the other 
speaker did emit that utterance while a. ^  meant ^  felt the 
other speaker did not emit the utterance. 
The Ss in the listener groups were instructed to answer 
in a yes-no fashion also, but for them the task entailed 
identifying utterances as belonging to the speaker in the 
right channel or not and to the speaker in the left channel 
or not. The controls were instructed in a fashion similar to 
the listeners. 
When listening to the dialogs the ^s in the listener and 
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and control groups were asked to separate, or distinguish 
the two speakers on the tape by channel. This was accom­
plished fairly readily because each speaker in the recording 
dominated a particular channel in the headphones, due to 
using the stereo tape recorder and separate input microphones 
when the recording was made. 
All Ss were asked to rate their degree of confidence in 
each of their yes-no responses. A five point scale, 1-very 
low to 5-very high, was used for this purpose. 
Scoring 
A S_'s score was the percentage of correct recognitions 
for each sentence type (thematic or drift). For ease of 
analysis these percentages were multipled by 100. A frequency 
value was not used because the number of thematic and drift 
utterances varied between dialogs and this variation might 
spuriously affect the analyses. In all there were eight 
dependent measures on each S_ in the speaker and LI groups, 
two measures (theme and drift) for each recognition test at 
two different times. There were only four measures (one time) 
for the LII and C groups. 
Data Analyses 
Three separate main analyses were planned. Each of these 
analyses compared some portion of the speaker group's per­
formance with portions of the performance of the listener and 
control groups. Each analysis was carried out considering 
each dialog an independent replication of the basic design. 
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These replications were then pooled. 
The first analysis included all of the data from the 
speaker and listener I groups, and orthogonal comparisons 
were made by means of linear regression. One between S_s 
comparison. Groups (speaker vs. LI), was made, as well as the 
following within S_s comparisons; CD Channel Cleft vs. right), 
corresponding to recognition test of the utterances of speaker 
one and two of each dialog, C2) Time Cone vs. two), (3) Mate^ 
rial Ctheme vs. drift performance), C4) all of the two and 
three level interactions of the within Ss comparisons, and 
C5) the interaction of each of the within S_5 main effects and 
interaction comparisons with the between Ss comparison. It 
was also considered important to determine if speakers 
recognized their own utterances better than the utterances 
of the persons they spoke with, and whether ..this potential 
difference interacted with Time, Material, or both.. Thus, 
within speakers only, four additional comparisons were made; 
(1) Own-Other (the speaker by Channel interaction), specific 
cally speaker's own speech recognition vs. other speech 
recognition, C2) the Own-Other by Time comparison, (3) the 
Own-Other by Material comparison, and (4) the Own-Other by 
Time by Material comparison. 
The results of this analysis were combined using a 
procedure outlined by Winer (1962, p. 44). This procedure 
Involves combining several one degree of freedom (df) com­
parisons. This test was used so that the t's were one 
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directional, and Insensitive to differences that are not 
consistently in a single direction. The probability (p) value 
associated with each t was found, negative t's having high 
p values (greater than .50) and positive t's having low p 
values (less than .50), and converted to a natural logarithm. 
To combine across replications these logarithmic values were 
added together and multipled by two. The resulting value 
is distributed as chi-square with 2k df, where k is the number 
of replications. In order to be sensitive to which direction 
the alternative hypothesis deviated, from null conditions, the 
chi-square test was two tailed (the. formula for combining is 
2 
X = -2 In p , where p is probability associated with t , 
2k i i i 
the t value of the ith dialog). In a two tailed chi-square 
test small values of chi-square can also be significant and 
indicate that the alternative hypothesis is in the opposite 
direction of the alternative hypothesis associated with large 
chi-square values. 
Analysis two used the data from time two testing for the 
speaker and LI groups and all of the data from the LII groups. 
Two between Ss comparisons were made; Groups (speaker vs. 
both LI and LII) and LI vs. LII. Within Ss the following 
comparisons were madeChannel, Material, the Channel by 
Material interaction, and the interaction of all three within 
Ss comparisons with each of the between Ss comparisons. The 
second analysis was performed in'the same manner as used for 
the first analysis. 
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The third analysis used,the data from Time one testing 
for the speaker and LI groups and all of the data, from the C 
groups. Two between Ss comparisons were made; Groups (speakers 
vs. both LI and C) and LI vs. C. The same within Ss compari­
sons were performed in the third analysis as in the second 
analysis, and all analytic procedures were the same as those 
used in the first analysis. 
All chi-square values in the combined analyses which 
exceeded the critical value with a p less than .05 were con­
sidered significant for the purposes of this investigation. 
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RESULTS 
The combined results, of the first analysis are summarized 
in Table 3. A complete, table of results for all dialogs for 
this analysis is given in Appendix H. 
Table 3 : Values of chi-square for combined results of 
analysis one, each chi-square having 20 df 
chi'-square 
Between Subjects UP J 
Groups (Gj 35.341* 
Within Subjects 
Own-Other 48,771* 
Channel CC) 21.874 
G X G 21.606 
Time (T) I6.7IO 
T X G 24,277 
Material CM} ,979** 
M X G 14,103. 
0 X T 12.155 
0 X M 14,613 
0 X T X M 17.321 
G X T 12.970 
C X T X G 16.662 
C X M 27.735 
G X M X G 19.779 
G X T X M 17,704 
G X T X M X G 13,147 
T X M 17,238 
T X M X G 16.662 
> ^ .05. 
.01. 
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There were three significant effects in this analysis. 
The between ^s comparison, Groups, was significant. Over all, 
the mean proportion of correctly recognized utterances was 
greater for speakers than for listeners, the mean being .829 
and .669 respectively. Table 4 lists the means for this com­
parison for each dialog. It can be seen in this table that 
the difference in proportion correctly recognized is consist-
ently in favor of the speaker groups. 
Table 4. Means for each dialog for the Groups comparison 
in the first analysis 
Speakers LI • 
Dialog 
.655 1 .711 
2 .841 .720 
3 .809 .626 
4 .831 .596 
5 .752 . 5 9 6  
6 .909 .778 
7 . 8 8 9  .544 
8 . 8 6 2  .658 
9 . 8 3 9  . 165  
10 . 8 4 8  .70.3 
Mean . 8 2 9  . 6 6 9  
Within S_s there were two significant comparisons. First, 
the Own^Other comparison was significant. The overall means 
(,857 vs. .801) for this comparison indicated that speakers 
recognized their own utterances better than the utterance of 
the person with whom they talked. In Table 5 the means for 
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this comparison for each dialog are given and it can be seen 
that in dialogs seven and eight the difference is in the 
opposite direction of the main effect. It should be pointed 
out that magnitude of the difference of these reversals was 
generally smaller than the magnitude of the difference be­
tween the other eight pairs. None of the Own-Other inter­
actions with Time, with Material, or with Time and Material 
were significant. 
Table 5. Means for each dialog for the Own-Other comparison 
in the first analysis 
Own Other 
Dialog 
.691 1 .730 
2 .895 .786 
3 . 8 6 4  .755 
4 . 866 .796 
5 .760 .745 
6 .955 ,864 
7 .875 ,904 
8 . 8 5 5  . 8 6 8  
9 .895 ,784 
10 .876 ,819 
Mean .857 ,801 
The second significant within Ss comparison was the 
Material contrast. The mean performance .of S_s on the utter­
ances judged thematic was ,700 while for utterances Judged 
drift the mean was .789, Table 6 lists the means for this 
comparison for each dialog and shows that this effect was 
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consistent across all dialogs. It Is, therefore, clear that 
drift utterances are uniformly better recognized than theme 
utterances. The interaction of Material with Groups was 
insignificant as was the Material with Own-Other which has 
already been mentioned, indicating that the theme-drift 
difference was consistent whether it was speakers or listeners 
that were doing the recognizing or whether it was the indi­
vidual speakers recognizing their own or the other speaker's 
utterances. The two nonsignificant contrasts of Time.and 
Channel indicated that these factors did not have any con­
sistent effect upon performance. 
Table 6. Means for each dialog for the Material comparison 
in the first analysis 
Theme Drift 
Dialog 
1 .578 .788 
2 .742 .818 
3 . 6 7 9  .756 
4 . 6 8 9  .790 
5 . 636 .713 
6 . 8 2 8  .860 
7 .699 .735 
8 .697 .823 
9 .763 .841 
10 ,690 .861 
Mean .700 .798 
Table 7 contains a summary of combined results of the 
second analysis. A complete table of results for all dialogs 
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may be found in Appendix I, The between S_s comparison. Groups, 
was significant. Mean performance for the speaker groups 
being .83% and mean performance for the LI and LII groups 
being .684. Table 8 contains the means for this comparison for 
each dialog and shows that this result is consistent across 
all dialogs. Thus as in the first analysis, participants in 
the dialogs scored significantly better than persons who just 
listened to the dialogs. 
Table 7. Values of chi-square for combined results of 
Analysis 2, each chi-square having 20 df 
chi-square 
Between Subjects 
Groups CGj a 34.641* 
LI vs. LII CLL) 18.871 
Within Subjects 
Channel CC) 15.858 
C X G 17.386 
C X LL 19.173 
Material CM) 1.919** 
M X G 16,030 
M X LL 15.657 
C X M 18.856 
C X M X G 16.935 
C X M X LL. 18.008 
• * • p< »'Q5 . 
** p< .01. 
a 
There were three reversals in this contrast, that is 
seven dialogs favored LI and three dialogs favored LII. In 
order to take direction into account the probability associated 
with the t for each dialog for this contrast was used. Since 
t =V P" with the number of df associated with the error mean 
square, these values were readily attainable. Appendix I shows 
which dialogs were reversed from the others. 
57 
Table 8. Means for each dialog for the Groups comparison in 
the second analysis 
Speaker LI and LII 
Dialog 
.672 1  . 7 3 9  ,  
2 ,868 . 7 5 4  
3 . 8 2 3  .686 
4 ,831 .603 
5 . 7 2 3  .664 
6 , 8 7 9  . 7 7 1  
7  , 9 0 9  .616 
8 , 8 8 9  . 6 4 9  
9 .829. . 7 4 9  
10 . 8 5 8  .682 
Mean 
1 1 L Ï i. ^
 
i 
0
0
 
1 f 
.685 
Within ^ s only one contrast was significant, that of 
Material. Mean proportion of correctly recognized theme utter­
ances was .687 while mean proportion of correctly recognized 
drift utterances was .782, Table 9 lists the means for this 
comparison for each dialog and it can be seen that the differ­
ence in performance consistently favors the drift utterances. 
As in the first analysis the interactions of Material with 
the between Ss contrasts were insignificant. 
Table 9- Means for each dialog for the LI vs. LII comparison 
in the second analysis 
Theme Drift 
Dialog 
1 .603 .786 
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Table 9. (Continued) 
Theme Drift 
Dialog 
.838 2 .746 
3 .685 .781 
4 .613 .745 
5 .650 .718 
6 .807 .807 
7 .707 .721 
8 .654 .803 
9 .750 .802 
10 .656 .825 
Mean .687 CO
 
00
 
The combined results of the third analysis are summarized 
in Table 10. A complete table of results for each dialog is 
given in Appendix J. The data in Table 10 indicate that the 
between Ss comparison. Groups, was significant. Table 11 
Table 10. Values of chi-square for combined results of analy­
sis three, each chi-square having 20 df 
chi-square 
48.953** 
3 9 . 2 9 7 *  
14.570 
20.700 
29.675 
* p^ .05. 
** p< .01. 
Between Subj ects 
Groups (G) 
• LI vs. C CLC) 
Within Subjects 
Channel (0) 
C X G 
C X LG 
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Table 10. (Continued) 
chi-square 
Material (M) 2.732** 
M X G 5.791** 
M X LC 7.509* 
C X M 23.497 
C X M X G 15.361 
C X M X LC 28.757 
contains the pairs of means for each dialog for this contrast 
and shows that for each dialog the speaker group mean was 
higher than the LI and C combined mean. Across dialogs mean 
performance for the speaker groups was .824 while for the 
combined LI and C it was .507- The between Ss comparison of 
LI vs C groups was also significant and Table 12 contains the 
pairs of means for each dialog for this contrast. Once again 
the effect is consistent across all dialogs with LI groups 
having higher correct recognition performance than Controls, 
overall mean proportion correct being .651 and .362 respec­
tively. 
Table 11. Means for each dialog for the Groups comparison 
in the third analysis 
Speakers LI and C 
Dialog 
1 .681 .507 
2 .819 .409 
3 .796 .333 
60 
Table 11. (Continued) 
Speakers ' LT arid G 
Dialog 
.831 4 .622 
5 .783 .564 
6 .943 .599 
7 .870 .524 
8 .835 .506 
9 .850 .519 
10 .838 .488 
Mean .825 .507 
Table 12. Means for each, dialog for the LI vs. C comparison 
in the third analysis 
L I  c  
Dialog 
. 4 9 0  1 . 5 1 9  
2 .650 .169 
3  .651 . 1 5 0  
4  . 6 8 9  . 5 5 5  
5  .609 .520 
6 . 7 4 8  .451 
7  . 5 9 9  .449 
8  .613 . 4 0 0  
9  . 7 3 9  . 3 0 0  
10 . 6 9 9  .276 
Mean .651 . 3 6 3  
Within S_s there was one significant main effect compari­
son, Material, and Table 13 lists the pairs of means for each 
dialog for this comparison. This table shows that drift 
utterances are correctly recognized more often than theme 
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utterances In each of the dialogs, the overall means being 
.645 and .581 respectively. Unlike the first two analyses. 
Material did significantly interact with the two between Ss 
comparisons in the third analysis. 
Table 13. Means for each dialog for the Material comparison 
in the third analysis 
Theme Drift 
Dialog 
.498 . 6 3 3  1 
2 .528 .564 
3 . 4 6 9  .506 
4 .672 .712 
5 .590 .684 
6 .686 .742 
7 .615 .663 
8 .598 . 6 3 4  
9 . 606 .653 
10 .553 ,656 
Mean .581 .645 
The first interaction to consider is the Material by LI 
vs. C interaction. Table l4 contains the appropriate means 
for each dialog for this comparison» For LI groups drift 
utterances are consistently recognized better than theme 
utterances. For C groups drift utterances were recognized 
better than theme utterances in four dialogs and theme better 
than drift in the other six dialogs. Figure 3 shows that the 
interaction was due to the larger difference in magnitude of 
the difference between theme and drift utterances for the LI 
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Table 14. Means for each, dialog for the Material by LI vs. C 
interaction comparison in the third analysis 
listener-theme listener-drift coh'trol-theme control-drift 
Dialog 
.405 .632 . 4 6 8  1 .512 
2 .606 .694 .176 .161 
3 .635 .668 .200 .100 
4 .646 .732 .558 .552 
5 .576 .641 .459 .581 
6 . 6 9 4  .801 .449 .454 
7 .548 .649 .451 .447 
8 .560 .665 .415 .385 
9 .716 .762 .276 .324 
10 .571 .827 .301 .252 
Mean .596 .707 .357 .368 
Proportion 
correctly 
recognized 
1.0 
• 9 
. 8  
.7 
• 6 
.5 
.4 
.3 
. 2  
% 
LI 
Figure 3. Proportion of theme and drift utterances 
correctly recognized for LI and C groups 
63 
groups than for the C groups. An analysis of the means for 
Control theme and Control drift showed that neither value, 
•357 or .368, differed significantly from a chance recogni­
tion value of .333 (z. values of O.I58 were obtained respective­
ly for the theme vs. chance and drift vs. chance tests, both 
p's >^.05) . 
Table 15 lists the means for each dialog which reflect 
the significant Material by Groups interaction. Drift utter­
ances are recognized better than theme utterances within speaker 
groups of all dialogs, while within LI and C groups theme was 
recognized better than drift in two dialogs and drift was re­
cognized better than theme in the other eight. Figure 4 shows 
Table 15. Means for each dialog for the Material by Groups 
interaction comparison in the third analysis 
speaker-theme 
1 
speaker-drift cont. 
& 
-theme cont 
1 & 
.--drift 
Dialog 
.808 .469 1 .550 .545 
2 . 7 7 8  .860 .403 .326 
3 .728 .865 .340 .326 
4 . 7 9 3  .870 .611 . 6 3 3  
• 5 .728 .838 .521 .608 
6 .902 . 9 8 3  .578 .621 
7 .813 .928 .516 . 5 3 1  
8 ,768 . 9 0 1  .513 .500 
9 .791 .908 .513 .526 
10 .771 . 9 0 3  .443 . 5 3 3  
Me an . 7 6 3  . 8 8 6  .491 .524 
that the difference in magnitude between the means for theme 
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and drift utterances was greater for the speaker groups than 
for the LI and C groups. It should be pointed out that the 
means for the C groups in the Material by LI vs. C interaction 
did not differ significantly from chance, and that the per­
formance which led to this interaction is also contained in 
the Material by Groups interaction. 
Proportion 
correctly 
recognized 
1.0 
.9 
. 8  
.7 
. 6 
.5 
.4 
3-
. 2  
Speaker & LI 
Figure 4. Proportion of theme and drift utterances 
correctly recognized for the speaker and LI and C groups 
To summarize the results of the three analyses, original 
participants of the dialogs perform better on the recognition 
memory tasks than do listener and control Ss. Also partici­
pants recognize their own utterances better than the utter­
ances of the participant they were paired with in the dialog, 
and this effect does not interact with time or theme. Finally, 
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with the exception of control Ss, all subjects score con­
sistently better on recognition of drift utterances than they 
do for theme utterances. The performance of the Controls was 
shown not to differ significantly from chance. 
Some corroborating evidence for the results of the fore­
going analysis may be seen in Table l6 in which the overall 
mean confidence levels are listed for various conditions. 
Table l6. Mean confidence ratings 
Theme Drift 
Correct incorrect correct incorrect X 
3.76 
3.24 
2.95 
2.81 
4.41 
4.42 
3.44 
2.97 
3.65 
3.36 
speakers time one 
speakers time two 
3.27 
3.12 
2.47 
2.31 
3.75 
3.58 
2.92 
2.93 
3.10 
2.98 
LI time one. 
LI time two 
3.54 2.57 3.80 3.02 3.23 LII 
2.74 3.39 2.97 3.49 3.14 C 
X 3.28 2.75 3.82 3.13 
X (theme) 3.01 X [drift) 3.47 
Speakers have higher mean confidence levels than LI, LII, and 
C S_Sj and overall theme utterances are recognized with less 
confidence than are drift utterances. In addition, correctly 
recognized utterances have a higher mean confidence level 
than incorrectly recognized utterances. One point should be 
noted about the mean confidence judgments for the controls. 
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Inspection of the response protocols showed that several of 
the C Ss responded to the confidence portion of the task by 
placing fives as their estimation of confidence for nearly all 
utterances 3 which would inflate the mean confidence value. 
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DISCUSSION 
The finding that original speaker 8s had the highest 
recognition memory scores is not surprising. First, speakers 
were involved in generating the dialog, and therefore the 
topics of conversation would presumably he topics which they 
were familiar with, and which they were interested in enough 
to discuss. A related point is that at some point speakers 
were motivated to introduce the particular topics that they 
did, a motivation that might not be shared by listeners. 
Second, speakers need only be involved in processing the in­
formation being presented by the other participants in the 
dialog, since the utterances which they were generating pre­
sumably reflected their own internal state and were thereby 
already in some processed state. Listeners on the other hand 
had no such advantage and would have to process the utterances 
of both speakers in the dialog under this interpretation. 
Third, speakers were actively or overtly engaged in emission 
of their own utterances and only passively or covertly engaged 
in processing the utterances of the other speaker. Listeners, 
on the other hand, must have covertly practiced or rehearsed 
the utterances of both speakers of the dialog. 
There was no significant facilitory effect of having two 
as opposed to one test session. The LI Ss^ time two recogni­
tion performance did not differ from LII Ss' performance 
across all dialogs. Even though this comparison was 
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statistically nonsignificant it should be mentioned that in 
seven dialogs the mean performance for LI Ss was greater than 
LII Ssj while the reverse was true in only three dialogs. 
However, no firm conclusions are placed upon these data. The 
lack of significant difference between the two sets of 
listener groups is regarded as support for interpreting the 
LII S^s ' performance as a partial replication of LI S s ' per­
formance, thus augmenting the conclusions drawn from LI Ss' 
data. 
Linguistic information, independent of specific semantic 
content of the dialog, was ineffective in facilitating recog­
nition performance. The C Ss scored significantly lower than 
speakers and LI S_s and their performance was shown to be not 
statistically different from chance for both theme and drift 
material. Examples of linguistic information that might 
possibly have facilitated performance are particular words 
or phrases, such as you know, or th.e predominance of a single 
type of sentence, such as passive or short declarative. Al­
though the chance performance of C Ss could be due to a number 
of reasons, the procedure for constructing the recognition 
tasks effectively masked the possible facilitory effects of 
linguistic information. 
Since the recognition tasks were in a written format, 
all cues that might have been derived from speech phenomena 
were excluded [e.g., intonation, stress, and pitch of the 
originally emitted utterance, as well as other speech 
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characteristics of the speaker's voice). It is also possible 
that speech phenomena do not contribute to the recognition of 
utterances. The principle conclusion based upon the results 
of C S_s is that the in the other groups [speakers and 
listeners) based their Judgements of recognition upon the 
content of the utterances. This does not preclude the pos­
sibility that speakers and listeners used speech phenomena, 
since they did have more experience with the tapes than did 
the C S^s. 
It has been anticipated that there would be a significant 
loss of material over time. Generally this is the case in 
verbal learning studies. In their review of retention of 
meaningful verbal material, Welborn and English found that 
studies consistently reported a loss of material over time. 
It might be argued that speaker and LI Ss might have offset 
losses by the facilitory effects of practice on the recogni­
tion tasks at time one. However, this interpretation is 
inconsistent with the finding that LI S_s and LII Ss did not 
differ in recognition performance. 
The lack of a loss over time might have reflected a 
ceiling effect. That is, performance was high enough at 
time one testing that subsequent losses would not be reflected 
in performance at time two testing. This interpretation must 
be rejected for two reasons. First, listeners scored signifi­
cantly lower than speakers, and therefore, could not be said 
to have separate ceilings. It follows that at least listener 
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S^5 could demonstrate some loss. Second, the ceiling interpre­
tation is rejected since no listener groups and only the 
speakers in one dialog [six), scored above a .9 proportion 
level. 
The lack of significance of the channel contrast in all 
analyses is easily interpretable. The left-right distinction 
is a control for the possibility that S_s were paying more 
attention to one speaker in the dialog or that one speaker was 
inherently more interesting. While within a given dialog this 
might have indeed occurred, there is no reason to expect that 
this effect would consistently be occurring in the left or 
right channel across dialogs. 
Concerning the channel effect, the Own-Other comparison 
was actually a speaker by channel interaction and it was 
found that the Own-Other comparison was significant. Table 
5 listed the means for this significant comparison for each 
dialog, and in all but two dialogs speaker recognition of his 
own speech utterances was superior to recognition of the speech 
utterances of the speaker with whom he was paired. The speaker 
by channel interaction is consistent with the previously dis­
cussed interpretations of the speaker-listener difference. 
This is so because each speaker in the Own-Other comparison 
may be regarded as a speaker when he is emitting his own 
utterances and a listener when he is listening to the other 
speaker's utterances. Speakers may be more motivated or 
interested in their own utterances because they have a 
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background of experiences with the topics of. their own utter­
ances, an event not as likely to occur for all of the topics 
of the utterances of the other speaker. Or It may be that 
speakers do not have to process utterances which they emit 
since these utterances are verbal manifestations of an al­
ready existing internal state, an interpretation considered 
applicable to the Own-Other effect. The overt-covert re­
hearsal argument In fact would specifically predict a Speaker 
by Channel interaction since speakers would be expected to 
perform better on the channel they actively rehearsed (their 
own channel) than the channel they passively rehearsed (the 
other speaker's channel). 
The Material comparison was significant but in the oppo­
site direction to what was initially expected. Drift recog­
nition was consistently superior to theme recognition. 
In recognition studies it is the case that performance 
is not only dependent upon the S_s sensitivity to the signals, 
here the target utterances, but also upon his tendency to say 
yes to a signal that has been presented, that is, his bias 
in favor or away from saying yes. This bias may in fact be 
Independent of the characteristics of the stimulus. In the 
present study such characteristics are utterance content and 
form. In recent psychophysical recognition studies there 
have been procedures outlined which separate the two factors 
of recognition performance CSwets, Tanner and Blrdsall, I96I). 
These procedures fall under the rubric of signal detection 
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(3D) analysis. Recognition memory tasks are amenable to SD 
analysis. A SD paradigm usually involves the presentation of 
one of two events, Cby any of the possible modalities) either 
noise alone or noise plus a signal. It is ^s task to discrimi­
nate when a signal has been presented. Basically a SD analysis 
derives two measures, from a S_'s performance, a response bias 
measure, which suggests the degree to which the S_ responds 
signal present or absent independent of the nature of the 
stimulus, and a sensitivity measure Cd') which indicates the 
degree to which the S_ can discriminate the signal from noise, 
independent of bias factors. 
In the present investigation it appears that SD analysis 
might have been applied to the results since on the surface 
dlstractor utterances may be assumed to be noise and target 
utterances assumed to be signals. However, there are actually 
two signals, theme and drift utterances, and Luce (1963, 
p. 110-112) has indicated that the procedures associated with 
a binary alternative (signal plus noise or noise) are so 
readily generalized to cases involving more than one signal. 
Thus, at the time this experiment was constructed and the 
data collected the author was under the assumption that such 
1 
an analysis was not appropriate. However, Ge.lfand subse­
quently argued that the experiment could be analyzed by means 
of signal detection if one assumed that the noise distribution 
r 
Personal communication with Harold Gelfand, Summer, 1970. 
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for the theme target utterances Included only theme distractor 
utterances and the noise distribution for the drift target 
included only the drift distractor utterances. 
Emmerich found that, d' values for recognition of two 
signals presented in the same experiment were substantially 
the same as d' values derived from separate single signal 
experiments using the same signal intensities. This empirical 
result dovetails nicely with the assumption introduced by 
Gelfand. 
Given that the experiment was not initially designed for 
SD analysis, but also given that it has been demonstrated, 
both theoretically and empirically, that SD analysis may be 
applied to investigations involving multiple signals, if the 
additional assumption discussed above is made, it was decided 
that at least a partial SD analysis could be undertaken to 
assess possible alterations that might occur because of bias 
factors. For example, Ss may tend to say yes to drift utter­
ances more than they tend, to say yes-to. theme utterances, but 
not because they are more sensitive to drift utterances. 
Circumstances which mitigated against a complete, SD 
analysis included the fact that all distractor utterances 
would have to have been judged. Since these utterances were 
drawn at random from other dialogs, their specific location 
was difficult to ascertain; thus judges would have been unable 
to judge the distractors in context, as was done with the 
target utterances. Secondly, one judge (SA) used in the 
74 
ranking of theme and drift target utterances was not available 
for the ranking of distractors. Therefore, only the data 
from one randomly chosen dialog, number four, were analyzed, a 
and the distractors were rated by E alone. Table 17 contains 
the values of d' for the speakers and listeners of this dialog. 
The larger the value of d' the more sensitive S_ was to that 
signal. The table shows that in five instances (LI S_1 and 
S^2 at both time one and two for the left channel, and LI S2 
at time one for the right channel) sensitivity of S_s is 
actually greater for theme than for drift. Across both chan­
nels the values of t Cl4 df) for time one was .873 Cp .20) a 
and for time two the t (22 df) was 2.075 Cp ^ .025). The 
data in Table 17 also show that mean sensitivity for both 
theme and drift is higher at time two than at time one. S_s 
were more sensitive to target utterances at the second presen­
tation of the recognition tasks, a result which may have been 
due to learning on the first presentation for the speaker and 
LI S_s . These results are mixed. They have been interpreted 
by the author as indicating that in subsequent dialog investi­
gations, provisions should be made for SD analysis, since 
reversals did occur for the Material comparison. However, it 
is questionable whether the SD analysis should be extended in 
the present investigation, given that it was not constructed 
for such an analysis, and also given that generally the 
results are still in the same direction, and the author 
decided against such an extension. 
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Table 17. The. values, of d' for speaker and listeners' Ss 
of one randomly selected dialog [number fouF) 
Time 1 Time 2 
Left Channel Theme Drift Theme Drift 
Speaker SI 1.3796 1.5319 .5495 1.2265 
Speaker S2 .9097 1.2265 .6182 1,0866 
Listener One SI . 8966 .7722 1.8525 1.8780 
Listener One S2 0.000 
-.3734 .8037 .6903 
Listener Two 82 .5931 1.3178 
Right Channel 
Speaker SI .6635 1.2000 1,3216 1.6192 
Speaker S2 1.0295 1.6401 1.3318 1.6449 
Listener One 81 .0258 1.1306 ,4576 1.2815 
Listener One 82 .0526 .0269 1.2050 1.6584 
Listener Two 81 .2426 1.1575 
Listener Two 82 .3807 .8812 
X 
Standard error of 
the difference 
t (14 df) 
t (22 df) 
,6192 .8944 .8935 1.2695 
.3152 .1812 
.873 (P< .20) 
2.075 Cp<1.025) 
Having described this ancillary analysis in some detail, 
we can return to a discussion of possible causes of the 
direction of the Material contrast. 
One plausible argument is that drift utterances as a 
group represent topics which speakers do not wish to talk 
about because drift topics are more emotional. That is, 
speakers are consistently motivated not to talk about drift 
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topics. If tills motivation is related to recognition memory, 
then it might be anticipated that drift .utterances would be 
recognized better than theme utterances. One, flaw in this 
argument is illustrated by the data of the listeners and con­
trols. If topics which 8s are motivated not to discuss are 
specific to individuals, then under this argument there is 
no reason to expect listener S_s to perform differentially 
on theme and drift. If on the other hand these topics are 
general to the population, there is reason to expect controls 
to perform differentially (which they did not) on theme and 
drift when presented these topics in the recognition tasks. 
Another explanation that would leave the theory intact 
but still possibly explain the differential performance in 
favor of drift is that disruption of organization may have 
developed in verbal learning. Earhard CI969) found that when 
S_s were initially given free recall instructions for lists of 
unrelated items, and subsequently tested for recall by alpha­
betical order, the recall performance was significantly lower 
than previously attained levels for the same lists under the 
original free recall instructions. She also found that the. 
decrement was greater the more practice S_s had with the free 
recall instructions and that giving Ss the alphabetic instruc­
tions before a trial rather than immediately after a trial 
resulted in a significantly smaller decrement in performance. 
These results were replicated when serial recall instructions 
were substituted for free recall instructions. These results 
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support the hypothesis, that if information is stored in a 
particular manner attempts to retrieve information in an 
alternative manner may actually disrupt performance, that is, 
lead to a decrement in performance when compared to previously 
attained performance levels using the original storage plan. 
Suci C1967) has presented evidence that corroborates 
this hypothesis. While attempting to assess the validity of 
pauses as indicators of organization he. demonstrated that Ss 
perform significantly poorer on nonpause mutilations of short 
passages than they do on pause mutilations. The pause 
mutilations were derived from original learning sessions from 
S_sJ ten subdivisions created on the basis of the nine longest 
mean pause points. These subdivisions were randomly arranged 
for relearning. Nonpause mutilations were arranged so as 
to disregard the pause boundaries. He replicated his results 
with pairs of S^s yoked, so that pause mutilations for one S_ 
was nonpause mutilation for the yoked S_. 
Finally, Tulving C1966) has shown that prior repetition 
of individual items has no effect upon free recall learning 
of the same items when presented in lists. He has also shown 
that learning of part of a list is actually inhibitory to the 
learning of th.e whole list at a later time, Initially Ss 
performed better than controls who did not learn a partial list 
presumably because they knew some of the items from part list 
learning. By the last half of the trials however, the con­
trols performed significantly better than the experimental Ss. 
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These results suggested that prior organization may have 
inhibitory effects on subsequent organization using the same 
materials. 
In the present study the organization argument could he 
applied. Assume that thematic utterances are recoded or 
organized at some higher level, say into units we will call 
paragraphs. And also assume that much of the information 
unique to specific utterances is lost. If one argued that the 
presentation of thematic utterances for recognition required 
S_s to retrieve Information in a fashion other than that in 
which they originally stored it, then some decrement in per­
formance could be expected. One control condition that is 
appropriate for a comparison to determine if such a decrement 
has taken place is to have ^s that are informed of the recog­
nition task and the specific nature of the test. This condi­
tion is lacking in the present study. Lacking a control be­
tween ^ s, one might argue that drift provides something of a 
control since by hypothesis it Is material that is not organ­
ized. This argument is factuous and circular however, and the 
author is left with the conclusion that while disruption of 
organization may have taken place, it remains for another 
study to determine it. 
An explanation related to the foregoing argument of the 
Material comparison is. that Ss do not remember specific 
utterances but rather reconstruct whether they could have 
uttered (in the case of the speakers) or heard (in the case of 
79 
the listeners) the specific utterances on the basis of the 
content of the utterance. If this vrere th.e case th.e results 
are quite consistent since by definition theme utterances 
contain less information. In Appendix H the instructions to 
judges indicate that the principle distinction between a 
theme and a drift utterance lies in the fact that theme 
utterances have their primary reference in another sentence, 
specifically in a content noun phrase, whereas a drift utter­
ance's primary reference lies within the same drift utterance. 
A would therefore find more specific information within a 
single drift utterance than within a single, theme utterance, 
thereby 'explaining' the consistent superior effect of drift 
utterances in terms of performance. One means of examining 
the content issue is to present the referent of the theme 
utterance simultaneously with the theme utterance. The S_ 
would then know the specific topic of the theme utterance, 
without having to reconstruct it from the information in the 
utterance. 
Finally, it may be the case that the Blasdell's theory 
of suprasentential organization is wrong. The present author 
would like to have his results replicated using alterations 
in method that have been suggested in this section, and also 
using recall rather than recognition procedures if the diffi­
culties of recall procedures can be overcome. Since the 
present study is the first experimental investigation of 
thematic organization, it would be hasty to invalidate the 
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theory on the basis of, these data alone. If subsequent in­
vestigations using alternative procedures also fail to support 
the theory, and if it could be shown that disruption of organi­
zation was not a viable explanation of th.e inferior performance 
on the thematic material, then the theory could be rejected 
with a good deal more confidence. 
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APPENDIX A 
Initial Instructions to Speakers 
This part of the experiment involves Just one activity. 
For this part you only have to talk to each other for one 
half hour. The experimenter does not care what you talk about, 
because it is not the content of your talking that concerns 
him, but rather the form. You should be advised that in an­
other part of this same experiment other people shall listen 
to this tape. At no time, however will the tape be played 
publicly. 
Remember the only requirement of this part of the experi­
ment is that you talk with each other for the next half hour. 
Finally please do not touch the recorder or the micro­
phone as that impairs the quality of the recording. 
Any question? 
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APPENDIX B 
Initial Instructions to Listeners I, 11^ and Controls 
This part of the experiment involves just one activity. 
You will listen to a tape of two people talking. You are to 
listen carefully to the tape and distinguish the two speakers. 
You will primarily hear one speaker in the left channel of 
the headphones and the second speaker primarily in the right 
channel of the headphones. 
Remember the only requirement of this part of the experi­
ment is to listen carefully to the tape, to what the speakers 
are talking about, and to distinguish the two speakers. 
Any questions? 
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APPENDIX C 
Instructions to Speakers for Recognition Task 
Last week you talked to another person and were recorded. 
At this time there are two tasks for you to complete. You 
will be given two sets of sentences, one set of sentences at 
a time. One set contains sentences spoken by you and the 
other set contains sentences spoken by the person that you 
talked to. The sentences that are from you to the person you 
talked to were written exactly as they were said. In each set 
there are many sentences that neither of you spoke. 
Your task is to try as accurately as possible, to dis­
tinguish sentences that were spoken by one of you from 
sentences that were not spoken by either of you, that is from 
sentences that other persons besides yourselves spoke. It is 
important that you attempt to be as accurate as possible. 
Here is how you should complete the tasks. 
You will be given a set of sentences. The experimenter 
will tell you if they contain your sentences or those of the 
person you spoke with. For each sentence in the set write 
YES in the first blank before the sentence if it was one of 
those that you think or know to have been spoken by you (for 
the set containing your sentences) or the person you spoke 
with (for the set containing his sentences). If you think or 
know that the sentence was spoken by someone else write a W 
in the first blank before the sentence. 
In the second blank before the sentence you are to place 
one of five numbers in order to rate your confidence in your 
yes or no choice. If you are very unconfident put a number 
one, if slightly unconfident place a two in the second blank, 
if you are average confident put a three in the blank, if 
confident more than average place a four in the blank, and if 
you are very confident place a five in the second blank. You 
must do this for every sentence. When you finish the first 
set of sentences you will be given a second set, complete 
these the same as you did the first set. 
Any questions? 
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APPENDIX D 
Instructions to Listeners I 
Last week you heard a sample of two different people 
talking to each other. Now there are two different tasks 
which you have to do at this time. You will be given two 
sets of sentences, one set at a time. One set contains 
sentences spoken by one of the two persons you heard speaking, 
and the second set contains sentences spoken by the other 
person you heard speaking. However, in each set of sentences 
there are many sentences that were spoken by neither of the 
two speakers that you heard. All sentences are written exactly 
as they were said. 
Your task is to try, as accurately as possible, to dis­
tinguish the sentences that were spoken by the persons you 
listened to from sentences that you did not hear spoken by 
the two persons you. listened to. It is important that you 
attempt to be as accurate as possible. 
Here is how you should complete the task. 
You will be given a set of sentences. The experimenter 
will tell you if they contain sentences spoken by thé person 
you heard in the left or right channel of the headphones. 
For each sentence in the set do the following: 
If you think or know that it was spoken by the person in 
that channel of the earphones, write YES in the first blank 
before the sentence. 
If you think or know that it was not spoken by the person 
in that channel of the earphones write N0_ in the first blank 
before the sentence. 
In the second blank before the sentence you are to place 
one of five numbers in order to rate your confidence in your 
yes or no choice. If you are very unconfident put a number 
one, if slightly unconfident put a two in the blank, if you 
are of average confidence place a three in the blank, if con­
fident more than average place a four in the blank, and if 
you are very confident then place a five in the second blank. 
You must do this for every sentence. 
When you finish the first set of sentences, the second 
set will be given to you, complete these the same way you did 
the first set. 
Any questions? 
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APPENDIX E 
Instructions to Listeners XI 
Two weeks ago you heard a sample of two different people 
talking to each other. Now there-are two different tasks 
which you have to. do at this time. You will be given two 
sets of sentences, one set at a time. One set contains 
sentences spoken by one of the two persons you heard speaking, 
and the second set contains sentences spoken by the other 
person you heard speaking. However, in each set of sentences 
there are many sentences that were spoken by neither of the 
two speakers that you heard. All sentences are written 
exactly as they were said. 
Your task is to try, .as accurately as possible, to 
distinguish the sentences that were spoken by the persons you 
listened to from sentences that you did not hear spoken by the 
two persons you listened to. It is important that you attempt 
to be as accurate as possible. 
Here is how you should complete the task. 
You will be giben a set of sentences. The experimenter 
will tell you if they contain sentences spoken by the person 
you,heard in the left or right channel of the headphones. 
For each sentence in the set do the following: 
If you think or know that it was spoken by the person 
in that channel of the earphones, write YES in the first 
blank before the sentence. 
If you think or know that it was not spoken by the person 
in that channel of the earphones write' in the first blank 
before the sentence. 
In the second blank before the sentence you are to place 
one of five numbers in order to rate your confidence in your 
yes or no choice. If you are very unconfident put a one, if 
slightly unconfident put a two in the blank, if you are of 
average confidence place a three in the blank, if confident 
more than average place a four in thé blank, and if you are 
very confident then place a five in the second blank. You 
must do this for every sentence. 
When you finish the first set of sentences, the second 
set will be given to you, complete these the same way you did 
the first set. 
Any questions? 
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APPENDIX F 
Instructions, to Controls. 
You have just heard a sample of two. different people 
talking to each other. Now there are two different tasks 
which you have to do at this time. You will be given two sets 
of sentences, one set at a time. One set Contains sentences 
spoken by one of the two persons you heard speaking, and the 
second set contains sentences spoken by the other person you 
heard speaking. However, in each set of sentences there are 
many sentences that were spoken by neither of the two speakers 
that you heard. All sentences are written exactly as they 
were said. 
In addition, you have not heard any of the sentences that 
are contained in either of these sets. You have only heard a 
sample of speech taken from a part of the tape that does not 
contain any of these actually spoken sentences. 
Your task is to distinguish, as accurately as possible, 
the sentences that might have been spoken by the persons you 
listened to from sentences that might not have been spoken by 
the persons you listened to. It is important that you attempt 
to be as accurate as possible. 
Here is how you should complete the task. 
You will be given a set of sentences. The experimenter 
will tell you if they contain sentences of the person you 
heard in the left or right channel of the headphones. 
For each sentence do the following: 
If you think it might have been said by the person you 
listened to in that channel write YES in the first blank be­
fore the sentence. 
If you think it might not have been said by the person 
you listened to in that channel write TO in the first blank 
before the sentence. 
In the second blank before the sentence you are to place 
one of five numbers in order to rate your confidence in your 
yes or no choice. If you are very unconfldent put a number 
one, if slightly unconfident put a two in the blank, if you 
are of average confidence place a three in the blank, if con­
fident more than average place a four in the blank, and if 
you are very confident then place a five in the second blank. 
You must do this for every sentence. 
Any questions? 
96 
APPENDIX G 
Instructions to Judges 
First I will describe what we shall call the topic of an 
utterance. Generally when I use the term utterance I am speak­
ing about what may be considered a sentence in its usual 
grammatical sense, but it will also be used to refer to 
sentence fragments, parataxic [run ons), and other speech 
phenomena. Some utterances will contain a content noun, 
that is a high meaning word, and the content noun may or may 
not be modified by accompanying adjectives. It may also be 
in conjunction with other content words within the same sen­
tence. For our purposes we will not consider personal refer­
ences within a sentence to be content nouns. So references 
made by the speaker of the utterance about himself are to 
generally be ignored, and indeed these references often or 
most times occur as pronouns. In addition, you are to 
generally ignore the verb that occurs in the utterance, or 
verbs, if there are more than one. Thus you will consider 
that the content noun or noun phrase is the topic in that 
utterance for the speaker who emitted that utterance. There 
are other types of utterances, for instance those that con­
tain references to previously introduced topics, that is they 
do not introduce a new topic, but instead modify an already 
introduced topic, A very strong clue that an utterance has 
been emitted principally to modify a topic that already been 
introduced is that instead of some new content noun there 
will be a prbnomial referent to the old topic. It is through 
these linking pronouns that topics are related from one utter-> 
ance to the next. These linking pronouns may occur as subjects 
or objects in subsequent utterances. 
Your task is to identify two types of utterances. 
Drift : 
The first you will label or score 0. These utterances 
contain a topic principally and not a pronoun referent to a 
previously emitted topic. What you will be looking for here 
then is a new content word within the context of the dialog. 
If successive utterances by the same speaker contain the same 
content noun mark both with a 0. Also include in this scoring 
class broken sentences, simple affirmations and negations, and 
one word exclamations. Also include all reintroductions of 
old topics. 
Theme : 
The second you will mark with a 1, These utterances 
include all those utterances which refer back to a previously 
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introduced topic, being very careful to make certain that in 
your opinion the pronbmial referent is indeed referring back 
to a previous topic. ' In order to classify a sentence in this 
class it is not necessary for the speaker that emits the 
utterance with the backward referent to have also emitted the 
original topic [content noun or noun phrase) utterance, either 
of the two speakers may have emitted the original topic utter­
ance, and either may emit a subsequent referent utterance. If 
in your opinion both a new content word or phrase and a 
pronomial referent occur in the same sentence, you must judge, 
on the basis of the context which is more important and to 
which class it belongs. 
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APPENDIX H 
Values of F or t, p, and In p for all comparisons, for each 
dialog. Between Ss comparisons have P values listed. Within 
Ss comparisons have t values listed. The, first entry on the 
top line is the p value. The entry on the second line is 
the In p value. 
Between Subjects 
Groups m 
Within Subjects 
Own-Other (0) 
Channel (C) 
C X G 
Time (,T) 
T X G 
Material (M) 
M X G 
0 X T 
0 X M 
0 X T X M 
C X T 
C X T X G 
DialoK 1 
1.051 .45 
.7985 
.77 .23 
1.4697 
1.70 .06 
2.8134 
.0101 
-1.66 .94 
.0619 
.09 .47 
.7550 
.0101 
- .65 .73 
.3147 
12 .45 
.7985 
.5447 
.12 .45 
.7985 
1.28 .39 
.9416 
Dialog 2 
4.192 .21 
1.5606 
2.26 .02 
3.9120 
.64 .27 
1.3093 
-2.58 .99 -1.12 .86 
.1508 
-2.84 .99 
.0101 
1.26 .12 
2.1203 
-5.91 .99 -2.26 .98 
. 0 2 0 2  
.09 .47 
.7550 
.38 .36 
1.0217 
- .22 .58 - .75 .76 
.2744 
.70 .25 
1.3863 
.64 .27 
1.3093 
~ .96 ,82 . - .53 .70 
.1985 .3567 
Dialog 3 
8.259 .11 
2.2073 
2.08 .03 
3.5066 
-3.04 .99 
.0101 
- .78 .77 
.2614 
.34 .37 
.9943 
-1.05 .84 
.1744 
-2.06 .97 
.0305 
- ,68 .74 
.3011 
- .31 .62 
.4780 
1.89 .04 
3.2189 
.64 .27 
1.3093 
- .74 .76 
.2744 
.30 .39 
.9416 
99 
Within Subjects 
C X M 
C X M X G 
C X T X M 
C X T X M X G 
T X M 
,T X M X G 
Between Subjeets 
Groups (_G) 
Within Subjects 
Own-Other (0) 
Channel (C) 
C X G 
Time CT) 
T X G 
Material(M) 
M X G 
0 X T 
0 X M 
• Dialog 1 
- *.51 
.6733 
.26 .40 
.9163 
.40 .35 
1.0498 
.47 .32 
1.1394 
• .02 .51 
. 6733  
• .58 .71 
.3425 
Dialog 4 
2.639 .25 
1 .3863  
1.57 .07 
2 .6593  
. 30  . 39  
.9416 
.65 .27 
1.3093 
1.29 .11 
2.2073 
-1.29 .89 
.1165 
-3.19 .99 
.0101 
.26 .40 
.9163 
. 2 8  . 3 9  
.9416 
.22 . .42 
.8675 
Dialog 2 
1- . 82 .78 
.2485 
1.52 .08 
2.5257 
- .31 .62 
.4780 
.42 .34 
1.0788 
- .06 .52 
.6539 
- .50 .69 
.3711 
Dialog 5 
.751 .49 
.7133 
.26 .40 
.9163 
~ .44 .67 
.4005 
-1.62 .93 
.0726 
1.04 .16 
1.8326 
.41 .35 
1.0498 
-1.86 .95 
.0513 
-1.59 .93 
.0726 
- .34 .63 
.4.620 
- .81 .78 
.2485 
Dialog 3 
.91 .19 
1.6607 
.41 .35 
1.0498 
- .30 .61 
.4943 
- .41 .65 
.4308 
.44 .33 
1.1087 
- 1.42 .91 
.0943 
Dialog 6 
1.046 .45 
.7985 
2.26 .02 
3.9120 
-2.41 .98 
. 0 2 0 2  
.18 .43 
.8440 
.09 .47 
.7550 
2.24 .02 
3.9120 
-1.14 .86 
.1508 
.57 .29 
1.2379 
-1.27 .88 
.1278 
- .59 .72 
.3285 
100 
Within Subjects 
0 X T X M 
C X T 
C X T X G 
C X M 
C X M X G 
C X T X M 
C X T X M X G 
T X M 
T X M X G 
Between Subjects 
Groups (G) 
Within Subjects 
Own-Other CO) 
Channel (C) 
C X G 
Time (T) 
T X G 
Material CM) 
Dialog 4 
.50 .31 
1.1712 
- .30 ,61 
,4943 
-1.05 .84 
.1744 
- .73 .76 
.2744 
1.84 .05 
2.9957 
- .30 .61 
.4943 
.06 .48 
.7340 
,89 .20 
1.6094 
- < 42 .66 
.4155 
Dialog 7 
23T¥92 rô4 
3.2189 
- .56 .71 
.3425 
-1.50 .92 
.0834 
.38 .36 
1.0217 
.96 .18 
1.7148 
-2.01 .96 
.0408 
- .99 .83 
.1863 
Dialog 5 
78Î r2"2 
1.5141 
.11 .46 
.7765 
- .47 .68 
.3857 
.50 .31 
1.1712 
- .17 .57 
.5621 
•77 .23 
1.4697 
- .47 .68 
.3857 
- .17 .57 
.5621 
.95 .18 
1.7148 
Dialog 8 
7.602 .12 
2.1203 
- .20 .52 
.6539 
-2.12 .97 
.0305 
3.10 .01 
4.6052 
-1.81 .95 
.0.513 
.46 .33 
1.1087 
-3.16 .99 
.0101 
Dialog 6 
- ,03 ,51 
.6733 
.31 .38 
.9676 
.70 ,25 
1.3863 
1.36 .10 
2.3026 
- .96 .82 
.1985 
- .83 .79 
.2357 
.44 .33 
1.1087 
-1,49 .92 
.0834 
1.01 .17 
1.7720 
Dialog 9 
8.023 .11 
2.2073 
2.73 .01 
4.6052 
.71 .25 
1.3863 
.37 .36 
1.0217 
- .54 .70 
.3567 
1.28 .11 
2.2073 
-2.71 .99 
.0101 
101 
Within Subjects 
M X G 
0 X T 
0 X M 
0 X T X M 
C X T 
C X T X G 
C X M 
C X M X G 
C X T X M 
C X T X M X G 
T X M 
T X M X G 
Between Subjects 
Groups CG) 
Within Subjects 
Own-Other (.0) 
Channel (0) 
C X G 
• Dialog 7 
-iTP 5^ 
. 0513  
.07 .47 
.7550 
- .80 .78 
.2485 
-1.13 .86 
.1508 
- .65 .73 
.3147 
.14 .45 
. 7985  
- .34 .63 
.4620 
-1.67 . 94  
.0619 
.38 .36 
1.0217 
- .68 .74 
.3011 
-1.50 .92 
.0834 
1.19 .13 
2.0402 
Dialog 10 
13.950 .07 
2.6593 
1.42 .09 
2.4079 
.28 .39 
.9416 
.85 .21 
1.5606 
Dialog 8 
- .20 ,52 
.6539 
.38 .36 
1.0217 
- .33 .63 
.4620 
.42 .34 
1.0788 
- .33 .63 
.4620 
1.37 .10 
2.3026 
2.59 .01 
4.6052 . 
-1.43 .91 
.0943 
.93 .19 
1.6607 
- .71 .75 
.2877 
.77 .23 
1.4697 
' Dialog 9 
T- 789 TEÔ 
.2231 
- .89 .80 
.2231 
- .64 .73 
.3147 • 
- .58 .71 
.3425 
- .93 .81 
.2107 
.71 .25 
1.3863 
.97 .18 
1.7148 
.54 .30 
1.2040 
.11 .46 
• .7765 
- .24 .59 
.5276 
.50 .31 
1.1712 
.80 .78 - .88 .80 
.2485 .2231 
Sum of the 
In p values Cchi-square) 
35.341 p < .05.. ~ 
48.771 P <.01 
15.874 
21.606 
102 
Within Subjects 
Time (_T) 
T X G 
Material (M) 
M X G 
0 X T 
0 X M 
0 X T X M 
C X T 
G X T X G 
C X M 
C X M X G 
C X T X M 
C X T X M X G 
T X M 
T X M X G 
• Dialog 10 
"30 
.3711 
--.20 .52 
. 6539  
-5 .95  .99 
.0101 
1.50 .08 
2.5257 
- .80 .78 
.2485 
.12 .45 
.7985 
- .86 .79 
.2357 
.20 .48 
.7340 
- .46 .67 
.4005 
.07 .47 
.7550 
- .76 .77 
.2614 
.50 .31 
1.1712 
- .15 .56 
. .5798 
.55 .30 
1.2040 
.46 .33 
1.1087 
Sum of the 
In p value Cch'i-square] 
16.710 
24.277 
.979 P < .01 
14.103 
12.155 
14.613 
17.321 
12.970 
16.662 
27.735 
19.779 
17.704 
13.147 
17.238 
16,662 
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APPENDIX I 
Values of F or t, p, and In p for all comparisons for each 
dialog. Between ^s comparisons have P values listed. Within 
Ss comparisons have t values listed. The first entry on the 
top line for each comparison is the F or t value. The second 
entry on the same line is the p value. The entry on the 
second line is the In p value. 
Between Subjects 
Groups CG) 
LI vs. LII CLL) 
Within Subjects 
Channel CC) 
C X G 
C X LL 
Material .(M) 
M X G 
M X LL 
C X M 
Dialog 1 
To 
.3567 
.16 .44 
.8210 
.02 .49 
.7133 
-  . 8 9  . 8 0  
.2231 
1.19 .14 
1.9661 
-5.33 .99 
.0101 
- .62 .72 
.3285 
- .95 .81 
.2107 
- .02 .51 
.6733 
Dialog 2 
2TÏÏÏÏ5 725 
1.3863 
.79 .24 
1.4271 
.62 .28 
1.2730 
.02 .49 
.7133 
1.00 .83 
.1863 
-2,74 .98 
. 0 2 0 2  
.79 .23 
1.4697 . 
.39 .65 
.4308 
-1.01 .83 
.1863 
Dialog 3 
4 .857  . 13  
2.0402 
-2.39 .95 
.0513 
.96 .81 
.2107 
-1.17 .86 
.1508 
- ,66 .74 
.3011 
-2,01 .96 
.0408 
.46 .33 
1.1087 
- .15 .56 
.5798 
. 8 2  . 2 2  
1.5141 
There were three reversals in the LI vs. LII contrast, 
that is seven dialogs favored LI and three dialogs favored 
LII. In order to take, direction into account the probability 
associated with the t for each dialog for this contrast was 
used. Since t = V B*, with the number of df associated with 
the error mean square, these values were readily attainable. 
A negative sign before the tabled t value indicates in which 
dialogs LII performance was favored. 
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Within Subjects 
C X M X G 
C X M X LL 
Between Subjects 
Groups CgI 
LI vs. Lir CLL) 
Within Subjects 
Channel (C) 
C X G 
C X LL 
Material (M) 
M X G 
M X LL 
C X M 
C X M X G 
C X M X LL 
Between Subjects 
Groups m 
LI vs . LU CLL) 
• Dialog 1 
- ,45 .67 
.400,5 
- .42 . .66 
,4155 
Dialog 4 
3.986 .17 
1.7720 
.07 .47 
.7550 
-  . 6 0  . 7 2  
. 3285  
2.61 .02 
3.9120 
.78 .23 
1.4697 
-5.64 .99 
.0101 
.75 .24 
1.4271 
- .17 .54 
.6162 
-1.03 .83 
.1863 
2.01 .04 
3.2189 
- .44 .66 
.4155 
Dialog 7 
50.676 .01 
4.6052 
-5.25 .99 
.0101 
Dialog 2 
lTT4 :F5 
.1625 
,15 .44 
.8210 
Dialog 5 
.183 .72 
. 3285  
-1.03 .81 
.2107 
-2.00 .96 
.0408 
- .67 .74 
.3011 
2.19 .03 
3.5066 
-2.84 .99 
.0101 
-3.20 .99 
.0101 
1.76 .06 
2.8134 
-2.77 . .98 
. 0 2 0 2  
.77 .23 
1,4697 
.56 .30 
1.20:40 
Dialog 8 
2,4079 
1.00 .20 
1.6094 
Dialog 3 
709 nT7 
.7550 
- .15 .56 
.5798 
Dialog 6 
.625 .49 
.7133 
.48 .33 
1.1087 
1.13 .86 
.1508 
.88 .80 
.2231 
- .97 .82 
.1985 
- .54 .70 
.3567 
.24 .41 
.8916 
1.08 .16 
1.8326 
1.40 .10 
2.3026 
- .66 .74 
.3011 
.75 .24 
1.4271 
Dialog 9 
1.740 .30 
1.2040 
1.20 .16 
1.8326 
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Within Subjects 
Channel (C) 
C X G 
C X LL 
Material CM) 
M X G 
M X LL 
C X M 
C X M X G 
C X M X LL 
Between Subjects 
Groups (G) 
LI vs. LU (LL) 
Within Subjects 
Channel (C) 
.. C X G 
C X LL 
Material (M) 
M X G 
• Dialog 7 
- iTTô 79T 
.0619 
.65 .27 
1 .3093  
, 78  .23 
1.4697 
- .49 .68 
.3857 
-1.91 .96 
.0408 
3.10 .99 
.0101 
-1.53 .81 
.2107 
- .45 .67 
.4005 
1.13 .14 
1.9611 
Dialog 10 
15.320 .03 
3.5066 
.99 .20 
1.6094 
1.19 .14 
1.9661 
- .08 .57 
.5621 
- 1.79 .94 
.0619 
- 4.57 .99 
.0101 
.84 .21 
1.5606 
Dialog 8 
. .46 .67 
.4005 
.29 .39 
.9416 
-1.99 .96 
.0408 
-3.30 .99 
.0101 
.26 ,40 
.9163 
- .41 .65 
.4308 
1.09 .15 
1.8971 
- .18 .57 
.5621 
.72 .25 
1.3863 
Sum of w. 
• D'lalop; 9 iTjl ^06 
2.8134 
- .58 .70 
.3567 
- .47 .68 
.3857 
-1.40 .90 
.1054 
- .78 .77 
.2614 
-1.36 .90 
.1054 
.95 .19 
1.6607 
.24 .41 
.8916 
- .58 .71 
.3425 
the In p values 
MÏ p < .05 
18.871 
15.858 
17.386 
19.173 
1.919 P < .01 
16.030 
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Within Subjects 
M X LL 
C X M 
C X M X G 
C X M X LL 
Dialog 10 
Tm TW 
.7985 
.11 .46 
. 7765  
.65 .73 
.3147 
.36 .64 
.4463 
Sum of th:e In p values 
15.657 
18.856 
16.953 
18.008 
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APPENDIX J 
Values of F or t, p, and In p for all comparisons for each 
dialog. Between S^s comparisons have F values listed. Within 
Ss comparisons have t values listed. The first entry on the 
top line for each comparison is the F or t value. The second 
entry on the same line is the p value. The entry on the 
second line is the In p value. 
Between Subjects 
Groups (G) 
LI vs. C CLC) 
Within Subjects 
Channel (C) 
C X G 
C X LC 
Material (M) 
M X G 
M X LC 
C X M 
C X M X G 
C X M X LC 
Between Subjects 
Groups CG) 
Dialog 1 Dialog 2 
.994 .50 45.934 .01 
.6931 4.6052 
1.339 .50 47.610 .01 
.6931 4.6052 
.13 .45 
.7985 
1.92 .05 
2.9957 
-.40 .65 -1.40 .90 
.4308 .1054 
3.76 .01 - .38 .64 
4.6052 .4463 
-2.64 .98 - .90 .80 
.0202 .2231 
-1.63 .92 - .80 .78 
.0834 .2485 
-1.46 .91 -1.03 .83 
.0943 .1863 
.68 .26 
1.3471 
.10 .46 
.7765 
.08 .47 
.7550 
.59 .28 
1.2730 
-.70 .75 -1.83 .95 
.2877 .0513 
Dialog 4 Dialog 5 
5.886 ,10 2.793 .25 
2.3026 1.3863 
Dialog 3 
45.559 .01 
4.6052 
64.491 .01 
4.6052 
- 2.65 .99 
.0101 
- 1.18 .86 
.1508 
- 1.26 .88 
.1278 
- 1.00 .83 
.1863 
- 1.95 .96 
.0408 
.08 .43 
.8440 
.50 .31 
1.1712 
- .50 .69 
.3711 
,48 .32 
1.1394 
Dialog 6 
13.050 .05 
2.9957 
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Between Subjects 
LI vs. C (LC) 
Within Subjects 
Channel (C) 
C X G 
C X LC 
Material (M) 
M X G 
M X LC 
C X M 
C X M X G 
C X M X LC 
Between Subjects 
Groups CG) 
LI vs. C (LC) 
Within Subjects 
Channel (C) 
C X G 
C X LC 
Material CM) 
• Dialog 4 • Dialog 5 
l.WQl .50 .347 ".75 
.6931 •.28.77 
^ .06 .52 
.6539 
- .12 .55 
.5978 
.17 .46 
.7765 
- .74 .76 
.2744 
- .49 .68 
.3857 
- .70 .75 
.2877 
- .56 .70 
.3567 
.15 .24 
1.4271 
- .51 .69 
.3711 
Dialog 7 
17TMB 7Q3 
3.5066 
2.512 .25 
1.3863 
-1.64 .93 
. 0726  
.27 .40 
.9163 
- .17 .54 
.6162 
-1.02 .83 
.1863 
- .59 .72 
.3285 
- .94 .81 
.2107 
1.08 .16 
1.8326 
-1.81 .94 
.0619 
- .22 .58 
.5447 
.45 .33 
1.1087 
.08 .47 
.7550 
- .26 .60 
.5108 
.37 ,36 
1.0217 
Dialog 8 
4.373 .25 
1.3863 
1.370 .50 
.6931 
-1.86 .95 
.0513 
3.28 .01 
4.6052 
-4.40 .01 
4.6052. 
—1.28 .88 
.1278 
Dialog 6 
7.300 .10 
2,3026 
-1,76 .94 
.0619 
.75 .24 
1.4271 
.47 .32 
1.1394 
-1.12 .85 
.1625 
.37 .36 
1.0217 
- .84 .79 
.2357 
- .55 .70 
.3567 
.39 .35 
1.0498 
1.17 .14 
1.0661 
Dialog 9 
2.780 .25 
1.3863 
3.671 .25 
1.3863 
..12 .35 
.7985 
.41 .35 
1.4098 
- .71 .75 
.2877 
-1.32 .89 
.1165 
109 
Wïthin Subjects 
M X G 
M X LC 
C X M 
C X M X G 
C X M X LC 
Between Subjects 
Groups (G) 
LI vs. C (LC) 
Within Subjects 
Channel (C) 
C X G 
C X LC 
Material (M) 
M X G 
M X LC 
C X M 
C X M X G 
C X M X LC 
' Dialog 7 
-  .99  . 82  
.1985 
- .90 .80 
.2231 
.46 .33 
1.1087 
-1.58 .92 
.0834 
.21 .42 
.8675 
• Dialog 10 
13.825 .05 
2.9957 . 
15.109 .05 
2.9957 
.81 .22 
1.5141 
.21 .42 
.8675 
- .45 .67 
.4005 
-4.58 .99 
.0101 
- .84 .79 
.2357 
-5.52 .99 
.0101 
- .15 .56 
.5798 
- .21 .58 
.5447 
1.54 .09 
2.4079 
Dialog 8 
-2.42 .9% 
,0202 
-1.92 .95 
.0513 
3.42 .01 
4.6052 
-1.07 .84 
.1744 
2.98 .01 
4.6052 
Dialog 9 
-1.32 .89 
.1165 
.03 .49 
.7133 
,02 ,49 
.7133 
.77 .23 
1.4697 
.94 .19 
1.6607 
Sum of In p values 
40.953 p < .01 
39.297 p < .05 
14.571 
20.700 
29.675 
2.732 p < .01 
5.791 p < .01 
7.509 p < .05 
23.497 
15.361 
28.757 
