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Using Boolean networks as prototypical examples, the role of symmetry in the dynamics of het-
erogeneous complex systems is explored. We show that symmetry of the dynamics, especially in
critical states, is a controlling feature that can be used both to greatly simplify analysis and to
characterize different types of dynamics. Symmetry in Boolean networks is found by determining
the frequency at which the various Boolean output functions occur. There are classes of functions
that consist of Boolean functions that behave similarly. These classes are orbits of the controlling
symmetry group. We find that the symmetry that controls the critical random Boolean networks is
expressed through the frequency by which output functions are utilized by nodes that remain active
on dynamical attractors. This symmetry preserves canalization, a form of network robustness. We
compare it to a different symmetry known to control the dynamics of an evolutionary process that
allows Boolean networks to organize into a critical state. Our results demonstrate the usefulness
and power of using the symmetry of the behavior of the nodes to characterize complex network
dynamics, and introduce a novel approach to the analysis of heterogeneous complex systems.
I. INTRODUCTION
The concept of symmetry has played a pivotal role in
the advancement of the twentieth century physics. Ac-
counting for symmetry can greatly simplify analysis and
provide powerful insights into the nature and behavior
of physical systems. Group theory is the mathematical
framework that translates symmetry into suitable math-
ematical relations. Symmetry and the theory of groups
have proven useful in many areas of physics. In particle
physics, symmetries have become an indispensable tool
of theory formation. It was the classification of hadrons
through representations of symmetry group SU(3) that
suggested common constituents for these particles and
led to the Standard Model [1]. Likewise, in traditional
condensed matter physics, symmetry is important for de-
termining the behavior and characteristics of systems,
from the structure of lattices to universal aspects of crit-
ical phenomena [2].
Recently, complex systems and more specifically com-
plex networks have received a lot of interest by physi-
cists [3–6]. Complex systems often differ from more tra-
ditional condensed matter systems because they consist
of heterogeneous components [7], which makes their anal-
ysis and achieving any sort of general understanding of
their behavior difficult. A question that naturally arises
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then is: Can symmetry in heterogeneous complex sys-
tems be exploited to simplify their analysis and obtain
fundamental insights into their dynamics? In order to
answer this question, it is essential to determine the role
that symmetry has in controlling the behavior of these
systems, and what it can tell us about their structure.
It is also important to know whether symmetry can be
used to distinguish systems with different dynamics.
Boolean networks are an ideal type of complex system
with which to answer these questions. This is because
Boolean networks, despite being relatively simple, have
essential features of complex systems, including heteroge-
neous structure and dynamics of their constituent parts,
and display non-trivial dynamics. Most notably, there
exists a continuous phase transition in their dynamical
behavior [8]. Boolean networks were introduced to model
the genetic regulatory systems of biological cellular or-
ganisms [9], and have been used to successfully model
essential features of the wild-type gene expression pat-
terns of the Drosophila melanogaster segment polarity
genes [10], the regulatory sequences of models of Ara-
bidopsis thaliana flowers [11, 12], and the cell-cycle net-
work of yeast (S. cerevisiae) [13]. They have also been
used extensively to model other biological systems, such
as neural networks [14, 15], as well as a wide range of
physical and social systems [16–18], including switching
circuits [19] and social groups within which consensus
emerges through peer interactions [20]. Boolean net-
works also count as paradigmatic examples of complex
systems [21].
In their original variant, which is also considered here,
Boolean networks consist of N nodes with binary output
2states, 0 or 1, that are connected by a directed graph
of in-degree K describing their interactions. The output
state of the nodes are updated synchronously and peri-
odically, according to the input each node receives from
the nodes it is connected to by its in-links, as follows.
The state of node i at time t, si(t), is the output state of
a fixed Boolean function, fi, assigned to node i,
si(t) = fi(si1(t− 1), si2(t− 1), . . . , siK (t− 1)),
where si1(t − 1), si2(t − 1), . . . , siK (t − 1) are the states
of the K nodes connected to node i by its in-links, at
time t − 1. Note that the Boolean function fi, in gen-
eral, varies for different nodes, which, along with the dif-
ferences in their respective connections in the directed
graph, gives them heterogeneous dynamics. In random
Boolean networks, each output function, fi, is assigned
randomly from the set of 22
K
possible Boolean functions
with K inputs, and the out-links of the directed interac-
tion graph are also chosen randomly.
Depending on the distribution of their Boolean func-
tions, ensemble-averaged random Boolean networks have
two distinct phases of dynamical behavior: chaotic and
frozen [8]. One of the features that distinguishes these
two phases is the distribution of network attractor peri-
ods [22]. Because time is discrete in the dynamics, and
the network’s state space is both discrete and finite, start-
ing from any initial set of node states, the network dy-
namics will always eventually settle, in finite time, onto
a periodic attractor. In the chaotic phase, the attractor
distribution is sharply peaked around an average period
that grows exponentially with the network size. In the
frozen phase, on the other hand, the distribution of at-
tractor periods is independent of the network size. Crit-
ical networks, at the boundary between the two phases,
have a broad, power law distribution of attractor peri-
ods [22, 23]. Power law distributions are scale free. Scale
free behavior is characteristic of all condensed matter sys-
tems at continuous phase transitions, at which there are
no characteristic lengths or time scales [24]. As a result,
the symmetry properties of the system are particularly
important at the critical state - unlike other phases of
dynamics where characteristic periods describe the be-
havior of the system.
Critical networks are of particular interest in appli-
cations, since, for example, they can store and transfer
more information than frozen networks with static out-
puts or chaotic networks with random outputs [25]. They
can be obtained either by choosing a critical distribution
of Boolean functions by construction, or by implementing
a process according to which the distribution of Boolean
functions evolves. A Boolean function is defined by its
output table, which lists its Boolean output value for each
of the 2K possible values of K distinct Boolean inputs.
It can be constructed with a bias towards homogeneous
output by independently choosing each of the elements in
its output table to be 1 with probability p, or 0 with prob-
ability 1 − p. If p=1/2, then all the different functions
are equally likely to be constructed, but if p 6= 1/2, there
is a bias in favor of constructing functions whose outputs
are more homogeneous. Critical random Boolean net-
works can be constructed by randomly choosing Boolean
functions with a critical bias, pc. The critical bias pc is
the value that satisfies the equation 1=2Kpc(1−pc) [26].
Critical Boolean networks can also be obtained, for exam-
ple, through an evolutionary game, played by the nodes,
that selects for diversity in their behavior [27].
In this paper, we explore the role of symmetry in the
dynamics of Boolean network models of complex sys-
tems. In particular, we consider symmetry in the behav-
ior of the nodes. This approach contrasts with studies
of complex networks that have considered symmetry in
the topological structure of the links, such as Ref. [28].
By analogy with other condensed matter systems, it is
expected that the importance of symmetry will be most
evident in critical networks, at the continuous transition,
“at the edge of chaos” [29]. We first find how symmetry
manifests itself in Boolean networks, and find a symme-
try of the critical state of constructed random Boolean
networks. For this, we look at the frequency distribution
of the heterogeneous Boolean functions of the nodes that
remain active on an attractor in critical networks, and
find the ratios that depict what fraction of nodes with a
particular Boolean function remain active on a dynamical
attractor. We show that there are classes of functions, re-
lated by symmetry, that occur with the same ratio. We
then determine the nature of this symmetry and show
that it is related to preserving a form of network robust-
ness known as canalization, which is of importance in de-
velopmental biology [30]. Canalization preserving sym-
metry is also compared and contrasted with that of the
dynamics of the evolutionary game mentioned above in
order to show how different dynamics at the critical state
correspond to different symmetries. Finally, we discuss
how our results demonstrate the usefulness and power of
using symmetry for characterizing complex network dy-
namics, and point to potential new approaches to the
analysis of complex systems.
II. SYMMETRY IN CRITICAL DYNAMICS
As stated earlier, heterogeneous composition is often a
feature of complex systems that distinguishes them from
more traditional condensed matter systems. This het-
erogeneity makes them complicated, but, as we will now
see, also allows for novel methods of analysis that can
provide a fundamental understanding of their behavior.
In particular, one can look for symmetry among the het-
erogeneous components of a complex system to find the
nature of its dynamics.
In Boolean networks, one aspect of their heterogeneity
is that nodes can behave differently for identical sets of
inputs. The responses of the nodes are dictated by their
output functions, which are heterogeneously distributed.
Moreover, various Boolean functions are generally uti-
lized with different frequencies, and nodes with different
3Boolean functions can play different roles in the dynam-
ics of a network. To look for a manifestation of symmetry
in the dynamics in the critical state of random Boolean
networks, consider the distribution of Boolean functions
utilized by the nodes.
We have simulated ensembles of networks constructed
to be critical, by randomly forming the function of each
node with critical bias while maintaining the parity be-
tween 0 and 1. This parity is achieved obtained by ran-
domly choosing to bias the output of each node’s function
toward a homogeneous output of either 0 or 1, with equal
probability. This form of bias toward homogeneity of the
output functions is used, for simplicity, to maintain an
overall symmetry between 0s and 1s in all aspects of the
networks’ structure and dynamics. Also, all networks
that we consider here have simple directed graphs de-
scribing the interactions of the nodes; that is, the nodes
have no self-interactions and receive at most one input
from any other node. Furthermore, our emphasis in this
article is on networks with K = 2 and K = 3, although
analogous observations and arguments, with similar re-
sults expected, can be made for networks of nodes with
any in-degree K.
Figures 1 and 2 show numerical results for networks of
105 nodes each with K =3 inputs, averaged over an en-
semble of 106 networks. There are 256 possible Boolean
functions with 3 inputs, each of which occurs with a cer-
tain frequency. In these figures, the functions are num-
bered from 0 to 255, in a manner that groups related
functions together [31]. The numbering of the functions
is the same in both figures.
The distribution of Boolean functions among all nodes
of the network is shown in Fig. 1. Five different frequen-
cies are possible due to the binomial distribution of the
fraction of 1s in functions’ output tables, and the imposed
symmetry of 0s and 1s in the network. The characteristic
of a function that determines its frequency in this case is
its internal homogeneity. Internal homogeneity, which is
a measure of how homogeneous the output of the func-
tion is, is defined as the fraction of the 2K outputs of a
function that are 0 or 1, whichever is larger [32]. Thus for
Boolean functions with 3 inputs, there are 23 =8 possi-
ble input sets, and the homogeneity of functions can take
five values: 1, 7/8, 6/8, 5/8, and 4/8. If the homogeneity of
a function is h, then its frequency is
Freq(h) =
1
2
(
8
8h
)[
p8hc (1− pc)
8−8h + p8−8hc (1− pc)
8h
]
.
Not all the nodes, however, have the same importance
for the dynamics of the network. Some nodes never
change their output states, either because they have com-
pletely homogeneous output functions, or because they
receive input from functions with homogeneous output
functions. These frozen nodes are irrelevent to the dy-
namics of the network [33–36]. This suggests that in
order to find symmetry in the dynamics of the network,
analysis should focus on the behavior of the non-frozen,
active nodes of the network and on their functions.
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FIG. 1. Ensemble-averaged frequency of the Boolean func-
tions used by all nodes of critical random Boolean networks
with in-degreeK=3. Functions that have the same frequency
have the same homogeneity value. Five different homogeneity
values h are possible, as shown. The frequencies are normal-
ized such that the sum of the frequencies of all of the functions
is unity.
Figure 2 shows the ratio of the number of Boolean
functions occurring on nodes that are active on dynami-
cal attractors to the number at which they occur on all
nodes. Investigating this ratio, rather than the frequency
of the Boolean functions on active nodes, allows the ef-
fect of the initial conditions to be eliminated, and the
functions to be properly compared. Remarkably, only 10
different ratios are realized. The functions that have the
same ratio form a class. With the function numbering
that has been chosen, all functions in a class are grouped
together, and the classes are ordered from the lowest to
the highest ratio. The inset of Fig. 2 shows analogous
results for critical random Boolean networks with K=2
inputs per node. In this case, 3 different function classes
occur.
Functions have the same ratio and are, therefore, in the
same class because they behave similarly. This indicates
that there is a symmetry between the functions in the
same class. Moreover, since the active nodes determine
the dynamics of the network, this symmetry must be a
characteristic of the dynamics of the network. Thus, the
10 classes of functions for networks with K=3, and the 3
classes for networks with in-degree 2 are exactly the man-
ifestations of the symmetry that we were looking for in
order to characterize the dynamics. In principle, different
dynamics can have different symmetries, and they can be
distinguished by the behavior of the heterogeneous parts
of the networks.
III. ANALYTIC DESCRIPTION OF THE
DYNAMICS
In order to analytically describe the numerical obser-
vations from the previous section, it is important to un-
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FIG. 2. Ratio of the ensemble-averaged number of the
Boolean functions used by nodes that are active on dynam-
ical attractors to that used by all nodes of critical random
Boolean networks with in-degree K =3. Ten distinct classes
of functions that occur with the same ratio can be recognized.
The inset shows analogous results for networks with in-degree
K=2, where 3 function classes are found. It should be noted
that the first class in both K = 2 and K = 3 cases consists
of the two constant Boolean functions, numbered 0 and 1.
Obviously the ratio is 0 for this class, since the nodes using
these functions are frozen from the beginning. The statistical
errors are small compared to the symbol size.
derstand how the active nodes were identified. This was
done using a pruning method [37]. In this method, the
frozen nodes are found starting from the ones that have
homogeneous output functions, which are by definition
frozen. Other frozen nodes are found given the fact that
nodes with frozen outputs can cause nodes that receive
inputs from them to freeze; even if those nodes have in-
homogeneous output functions, which, in turn, can cause
even more nodes to freeze. After finding all the frozen
nodes, the active nodes are identified as those that re-
main.
A stochastic model of this pruning process was used to
analytically calculate the scaling properties of the num-
ber of active nodes in the critical state of Boolean net-
works [37, 38]. Here we use a variant of this stochastic
pruning model. Unlike the original variant of the model,
which tracked only the number of active nodes through
the pruning process, we track the independent progress
of nodes with various output functions. This is essential
for our purposes because at the end, we want to deter-
mine the distribution of output functions of the active
nodes, and not merely the number of active nodes.
For the sake of clarity, we will explain the pruning
model for networks of nodes with K = 2 inputs. An
analogous calculation, however, can be applied to net-
works with nodes of any in-degree K. Before we define
the pruning process, however, let us first consider some
representations of Boolean functions. The Boolean func-
tions withK inputs can be ordered by taking their binary
outputs from the 2K possible sets of inputs as a single
binary number and then, by converting that number to a
decimal number, such as what is shown in Fig. 3. (This
is not the decimal numbering of functions used in Figs. 1
and 2.) They can also be represented geometrically asK-
dimensional Ising hypercubes [39]. In this representation,
each of the corners of a hypercube corresponds to a set of
binary inputs, and the color of the corner indicates the
corresponding output value. There is a one-to-one map-
ping from the set of Boolean functions with K inputs to
the colorings of the K dimensional Ising hypercube.
The Boolean functions with K=2 inputs, for instance,
can be numbered in this way from 0 to 15. As shown
in Fig. 5, they can also be represented geometrically as
colorings of the Ising square. In the geometric represen-
tation, assuming that each edge of the square is of unit
length, if the square is placed on an x− y plane with its
lower left corner at the origin, the coordinates of each
corner map to its corresponding input set. Thus, the
horizontal or x coordinate corresponds to the first input
value, while the vertical or y coordinate corresponds to
the second input value. White and red corner colorings
indicate outputs of 0 and 1, respectively.
We begin with a mean-field version of the pruning
model. This model assumes that each node has an as-
signed output function, but the network links are treated
probabilistically. Consider a collection of urns, each of
which contains nodes of a particular type. There is a sep-
arate urn for nodes with each different type of Boolean
function, which we call original urns, and an urn for
frozen nodes. There are also urns for partially pruned
nodes, which we call intermediate urns. Throughout the
pruning process, we track the number of nodes in each
urn, which is a continuous variable in the model. Be-
gin by placing every node in the urn corresponding to
the type of output function it has. Let Ni be the num-
ber of nodes in the original urn containing nodes of type
i. Initially, Ni is the total number of nodes that have
function i, and the total number of nodes in all urns
is N =
∑15
i=0 Ni, which is the total number of nodes of
the network. Then move all nodes with homogeneous
output functions, that is all nodes with functions 0 and
15, into the frozen urn; so that now N0 = N15 = 0 and
NF =N0 +N15.
The pruning process proceeds step by step by picking
a random node from the frozen urn and considering its
probabilistic influence on other nodes. That is, the prob-
ability that each remaining non-frozen node will have an
in-link from the chosen node, therefore receives frozen in-
put from it, is calculated. These probabilities are used to
change the population of nodes in the urns. Depending
on the output function of a node receiving a frozen in-
put, one of two things can happen: either the node itself
will become frozen, or it will remain active, but will effec-
tively have an output function with one less input. In the
latter case, the node becomes partially pruned. In either
case, the population of the original urn will decease, and
either the population of the frozen urn, or the population
of the appropriate intermediate urn, will increase. Thus
5in each time step of the pruning process, the probability
of the above events are calculated for all the nodes of the
network, the population of all urns are updated, and the
frozen node is discarded from the frozen urn.
The process continues either until the frozen urn is
empty, or until all the nodes of the network become
frozen. It should be noted that throughout the process,
the nodes’ functions do not actually transform to another
function, but they effectively behave as if they have been
transformed.
input 1 input 2 output
0 0 1
0 1 1
1 0 0
1 1 0
FIG. 3. Example of a Boolean function with K = 2 inputs.
This is function number 3 because the output has binary num-
ber 0011. Note that if the first input value is fixed to either 0
or 1, the output value is determined independent of the value
of the second input. Thus, both values of the first input are
canalizing.
Although one can construct a set of equations that
describes the dynamics of the populations of all the urns
listed above, the description can be simplified by account-
ing for the fact that the critical dynamics as constructed
here maintains a symmetry between the output values,
0 and 1. Therefore, all original and intermediate urns
containing functions related by parity behave identically.
The parity of a function is obtained by changing all the
output values of the function, that is, swapping every
value of 1 for 0 and vise versa. Because of this obser-
vation, functions related by parity can be placed in the
same urn, and so, instead of 16 original urns, a reduced
set of 8 original urns can be considered. This reduced
set of original urns contains functions within the pair-
ings {0,15}, {1,14}, {2, 13}, {3, 12}, {4,11}, {5, 10}, {6,
9}, and {7,8}. Furthermore, in this simplified descrip-
tion, because the only two non-constant Boolean func-
tions with K = 1 input are related by parity, there will
be only one function pairing, denoted by K1 in the in-
termediate urns labeling, that correspond to the effective
K=1 function behavior of partially pruned nodes. Fig-
ure 4 shows the geometric representation of all 4 possible
Boolean functions with in-degree K = 1. In what fol-
lows, urns will be designated by the primed number of
the lowest numbered Boolean function of the nodes they
contain.
Consider the changes that occur to the population of
the urns that contain nodes that have functions in the
pairing {3, 12}. There are three different urns that can
contain such nodes. First, the original urn that has a
population of N3′ . Second, the intermediate urn that
contains still-active, partially pruned nodes, with a pop-
ulation of N3′K1, that are now effectively utilizing func-
tions with K=1 input. Third, the frozen urn that has a
population of NF .
FIG. 4. Ising hypercube representation of the four Boolean
functions with in-degree K=1. There are two constant func-
tions (0 and 3), and two non-constant functions (1 and 2).
The non-constant functions are related by parity and make
the function pair K1.
The following equations describe the changes that oc-
cur to the population of these urns during one step of the
pruning process:
∆N3′ = −2
N3′
N
,
∆N3′K1 =
N3′
N
−
N3′K1
N
,
∆NF = . . .+
N3′
N
+
N3′K1
N
+ . . . .
(1)
The first of these equations describes the fact that a ran-
domly chosen frozen node will provide an input to one of
the nodes in the original urn containing nodes with either
function 3, or 12, with probability 2
N
, which causes them
to be removed from the urn at that rate. This is because
these functions have two possible in-links through which
to receive input from the frozen node. There are two
equally likely possible outcomes for the nodes that are
removed from this urn. The first possibility is that the
input from the frozen node is the first input of a node
with function 3 or 12, which is the x value in the geo-
metric representation. In this case, regardless of whether
the frozen input has value 0, or 1, the function becomes
frozen, because the other input is irrelevent to the out-
put, and so the node is transferred to the frozen urn. The
other possibility is that the input from the frozen node
is the second input, which corresponds to the y value
in the geometric representation. In this case, again re-
gardless of whether the frozen input has value 0, or 1,
the function does not become frozen. Instead, it remains
active with what is effectively a K =1 output function,
and so is transferred to the appropriate intermediate urn,
3′K1. Nodes with either function 3, or 12 that have al-
ready been partially pruned, and are in the intermediate
urn can also receive input from the chosen node through
their one remaining free in-link. This occurs with prob-
ability 1
N
, and when it does, it freezes the output of the
node, requiring the node to be transferred from the in-
termediate urn to the frozen urn.
A set of equations identical to Eqns. 1 describes the
changes in the population of urns that contain nodes that
have all of the other function pairings except function
pairings 0′ and 6′. The function pairing 0′ has no changes
because the nodes with those functions are frozen by def-
inition. The analogous set of equations that describe the
changes in the population of the urns that contain nodes
6with functions in the 6′ pairing is
∆N6′ = −2
N6′
N
,
∆N6′K1 = 2
N6′
N
−
N6′K1
N
,
∆NF = . . .+
N6′K1
N
+ . . . ,
(2)
where N6′ is the population of the original urn and N6′K1
is the population of the intermediate urn. These equa-
tions differ from those of functions 3 and 12, for instance,
because in this case, if either input becomes frozen, re-
gardless of its value, the output of the function remains
active, having then effectively a K = 1 output function.
Thus, all partially pruned nodes move from the original
urn to the intermediate urn, with a probability of 2
N
. No
node moves directly from the original urn to the frozen
urn. As before, partially pruned nodes become frozen
with a probability of 1
N
. Therefore, complete changes of
the population of the frozen urn, and of the total popu-
lation in all urns in one step is
∆NF = −1 +
∑
i∈{1′,2′,...,7′}\6′
Ni
N
+
∑
j∈{1′,2′,...,7′}
NjK1
N
,
∆N = −1.
(3)
The −1 is in both equations because, after each step, the
chosen frozen node is discarded, and so both the number
of frozen nodes and the total number of nodes still being
considered decreases by 1.
Dividing the equation of the dynamics of the popu-
lation of each urn by the last equation for ∆N , taking
the large N continuum limit, gives the following set of
mean-field deterministic differential equations:
dNi
dN
= 2
Ni
N
i ∈ {1′, 2′, . . . , 7′}
dNiK1
dN
=
NiK1
N
−
Ni
N
i ∈ {1′, 2′, . . . , 7′}\6′
dN6′K1
dN
= 2
N6′K1
N
−
N6′
N
(4)
dNF
dN
=
NF
N
−
N6′
N
.
This set of coupled equations can be solved analyti-
cally. The condition NF = 0 determines the end of the
pruning process. When this condition is met, the sum
of the populations of all urns gives the total number of
active nodes. However, more detailed information can
also be discerned. In particular, the number of the ac-
tive nodes with, say, function 3 can be found by sum-
ming the population of the original and the intermediate
urns for nodes with function pairing 3′ and dividing it
by 2, 1
2
(N3′ + N3′K1). Thus in this way, this variant of
the pruning model allows for two quantities to be calcu-
lated: population of active nodes with particular output
functions, and thereby the frequency of use of different
Boolean functions among active nodes.
Unfortunately, this mean-field model yields poor re-
sults when describing a critical network. This is because,
as is well known from condensed matter physics [40], fluc-
tuations are important in critical systems, but they are
ignored in the model. Therefore, in order to get more
accurate results, fluctuations must be taken into consid-
eration. This can be done by adding appropriate noise
terms to the differential equations, producing a stochas-
tic pruning model, as was done previously for the earlier
variant of the pruning model [37]. Following previous
work on that variant, a Fokker-Planck equation corre-
sponding to the stochastic dynamics can be derived and
solved numerically. This produces accurate predictions of
the active node ratio of the different functions, as shown
in Figs. 6 and 7 for networks with nodes with K=2 and
K=3, respectively. Note that the insets of these figures,
which show the difference between the mean-field and the
stochastic models, clearly demonstrate the importance of
including the effects of fluctuations. The results from the
stochastic model, though, accurately predict the simula-
tion results from the previous section.
It is important to note that although we have obtained
our numerical results, shown in Figs. 1 and 2, through an
implementation of the pruning process, one could simply
naively look for the active nodes of a network by fol-
lowing the output states of the nodes on the network’s
attractors. Critical random Boolean networks can have
multiple attractors [22, 34, 41–43]. The active nodes are
the ones whose output values change over the course of
some attractor. Hence in principle, one should exam-
ine the behavior of the nodes on all of the attractors to
find the active ones. If this is done, an identical num-
ber of function classes should be detected through such
a naive approach. On some attractors though, otherwise
active nodes may become frozen through dynamical pro-
cesses not associated with pruning [44], for example, by
forming so-called self-freezing loops [45]. Therefore, the
total number of active nodes found by using the naive ap-
proach may still be less than that found with a pruning
process. Under particular conditions concerning the ini-
tial distribution of Boolean functions among the nodes,
which are not met in the case we have considered here,
self-freezing loops can be an important contributor to the
frequency of active nodes. For all other initial function
distributions, the contribution from self-freezing loops
vanishes in the large network limit [38]. In this case,
the difference between using a pruning process and using
the naive approach is negligible, and the vast majority
of the frozen nodes are found by the iterative pruning
process.
IV. NATURE OF SYMMETRY OF THE
CRITICAL DYNAMICS
Both the simulation and the analytic results show that
there are classes of functions that produce equivalent,
symmetric behavior. Indeed, as we have seen in Eqns. 4,
7FIG. 5. Ising hypercube representation of the 16 Boolean
functions with in-degree K = 2. The decimal numbering of
each function is given inside its corresponding Ising square
representation. The canalization values, Pks, and the inter-
nal homogeneity, h, of the functions are also shown. In a
hypercube representation, Pk is the fraction of K−k dimen-
sional hypersurfaces of the hypercube that are homogeneously
colored. In this case, since K = 2, P0 is 1 if the function is
a frozen function, represented by a homogeneously colored
square, and is 0 otherwise. P1 is the fraction of the homo-
geneously colored edges in the representation of the function.
Functions with the same set of Pks and h are grouped to-
gether.
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FIG. 6. Comparison of the analytical calculations and simu-
lation results for networks consisting of nodes with in-degree
K =2. In the main figure, the black circles show simulation
results that were also shown in the inset of Fig. 2, and the
red line shows the results of analytical calculations described
in section III. The inset compares the analytical results with
(red solid line) and without (blue dashed line) including the
effect of fluctuations.
the equations for the urns that contain nodes with func-
tions that are in the same class are identical, making the
symmetry of the output functions explicit. Accounting
for this symmetry allows for the calculations described
in the previous section to become dramatically simpli-
fied. That is, it is not necessary to have separate urns
for nodes with each different function or even function
pairings. Instead, merely considering a collection of urns
containing all nodes that have functions in the same class
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FIG. 7. Comparison of the analytical calculations and simu-
lation results for networks consisting of nodes with in-degree
K = 3. In the main figure, the black circles show simula-
tion results that were also shown in Fig. 2, and the red line
shows the results of analytical calculations. The inset com-
pares the analytical results with (red solid line) and without
(blue dashed line) including the effect of fluctuations.
yields identical results. So what is the nature of the sym-
metry between functions in critical random Boolean net-
works that produces this identical behavior of functions
in a class?
From the description of the pruning process in critical
random Boolean networks one can see that functions are
in the same class, if they have the same probability of
becoming frozen at each stage of the pruning process. In
general, this is true when fixing up through K − 1 in-
puts for functions with K inputs. That is, if for Boolean
functions with K inputs the quantities Pk are defined for
k=0, 1, . . . ,K − 1 as the probability that the output of
the function is determined if k randomly chosen inputs
are fixed, but the other inputs are allowed to vary, then
functions with the same set of Pk values are in the same
class. The function classes of the critical dynamics are
uniquely determined by their set of Pk values. The num-
ber of such classes is 2, 3, 10, and 46 for functions of
K=1, 2, 3, and 4 inputs, respectively.
The ability of a Boolean function to have its output be-
come fully determined, so that it becomes frozen, when
only a subset of the input values are specified, is a prop-
erty known as canalization. Subsets of inputs that control
the output of a Boolean function in this way are called
canalizing inputs. Canalization is a form of network ro-
bustness, in which the dynamics of the network are insen-
sitive to changes in the non-canalizing inputs and their
connections. Long recognized as a property of develop-
mental biological systems [30], canalization is thought to
be important because it allows greater evolutionary vari-
ation, hidden behind canalized traits, without potentially
deleterious effects [46]. How canalizing a Boolean func-
tion is can be quantified by its set of Pk values. Figure 5
shows the canalization values of different functions with
8K=2 inputs.
The symmetry of the critical state of random Boolean
networks, then, is that which preserves canalization.
Having the same set of Pk values defines an equivalence
relation between Boolean functions with the same num-
ber of inputs, and a set of functions with the same set of
Pk values form an equivalence class. The group that de-
scribes the canalization preserving symmetry has these
equivalence classes. These equivalence classes are also
orbits of that symmetry group; the functions in a class
map into each other through symmetry transformations
that are elements of the group.
For Boolean functions with K=2 inputs, the smallest
symmetry group we have identified that has the correct
function classes has 48 symmetry operations. This group
can be generated by three symmetry operations that we
designate as R, N and P . These are shown in Fig. 8. R
is counterclockwise rotation by 90 degrees in the geomet-
rical representation of the functions, P is the parity op-
eration that maps output 0 into output 1 and vice versa,
and N is a pruning operation that maps functions onto
one another that have different internal homogeneity but
the the same canalization properties. The presentation
of the group generated by the relations between these
symmetry operations is
{R4 = N2 = P 2 = I, (RN)3 = I, RP = PR,NP = PN},
where I is the identity operation. The structure of this
group can be seen in the Cayley diagram shown in Fig. 9.
In this diagram, nodes represent the elements of the
group, and directed edges of the graph connecting them
represent the effects of the generators of the group. That
is, an edge, E, from element e1 to element e2 shows that
E · e1= e2. In this case, edges with different colors cor-
respond to the effects of the different generators of the
group. If only rotations are considered, which are indi-
cated by the red arrows, the diagram consists of 12 dis-
connected squares. Combining parity, shown by the black
arrows, with rotation pairs the 12 squares into 6 discon-
nected cubes. Finally, the cubes become interconnected
with the pruning operation, shown by blue arrows.
Function classes, or orbits, do not, however, uniquely
determine a symmetry group. Indeed, one can find more
than one symmetry group for each value of in-degree K
that preserves canalization. This is because the critical
state may have additional symmetries, which will be re-
flected in the complete symmetry group of the dynamics.
The actual symmetry of the critical dynamics of networks
with K = 2 may, thus, be larger than the minimal group
depicted in Fig. 8. Ideally, one would like to find the
smallest group that describes all symmetries of the crit-
ical dynamics of networks for each value of K. This re-
mains a difficult, open question. Nevertheless, the orbits
manifested by a dynamics can be used to distinguish it
from other dynamics.
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FIG. 8. Generators of the minimal canalization preserving
symmetry group for Boolean functions withK=2 inputs. The
identity operation and the three operations that generate the
group are indicated by their mapping of the set of 16 Boolean
functions with K = 2 inputs onto itself. The first column
depicts the unchanged Boolean functions, or equivalently the
identity operation I . The other columns show the effect of
the symmetry operations rotation R, pruning N , and parity
P on each of the functions, respectively. Functions are listed
in the first column consistent with the groupings in Fig. 3.
V. SYMMETRY IN OTHER DYNAMICS
The fact that the various Boolean functions behave
symmetrically and can be grouped together into classes
that characterize the symmetry is not restricted to criti-
cal random Boolean networks dynamics. The symmetries
of other types of dynamics of Boolean networks can be
manifested analogously, and a similar analysis to that de-
scribed above can be done to determine the symmetry in
those cases. Consider, for example, the adaptive dynam-
ics mentioned in the introduction, in which the nodes
compete in an evolutionary game that causes the net-
work to self-organize to a critical state [27]. This game
evolves the output functions used by the nodes through
an extremal process [47, 48] that uses negative reinforce-
ment [49] to select against majority behavior [50]. One
step of the process, which occurs on a long time scale
referred to as an epoch, starts with some random initial
state of the nodes, and finds the dynamical attractor.
It then targets a node for evolution by finding the one
whose output is most often aligned with the output of
9FIG. 9. Cayley diagram of the minimal canalization preserv-
ing symmetry group for Boolean functions with K=2 inputs.
The elements of the group are the nodes of the graph, shown
as gray dots. Directed edges of the graph indicate the effect
of combining one of the group generators with an element.
Arrows with different colors correspond to the effect of the 3
different generators of the group; rotation R, pruning N , and
parity P operations are shown as red dashed, blue dotted,
and black solid arrows, respectively.
the majority of nodes over the period of the attractor,
and replaces its output function with a randomly cho-
sen Boolean function. The process continues indefinitely,
evolving the output function of one node each epoch.
Over time, the set of output functions used by the nodes
evolve through the process to promote diversity among
their dynamics [51].
Through the evolutionary dynamics of the game it has
been shown that a network will evolve to a critical state,
evidenced by a power-law distribution of attractor peri-
ods [27]. The evolved state is a steady state, in the sense
that ensemble-averaged properties are time-independent.
For networks of nodes that each have K inputs, depend-
ing on the value of K, this occurs over a wide range of
bias p with which the new Boolean functions are ran-
domly chosen to replace those of the targeted nodes that
lose the game [52]. Networks with K=3 inputs per node
will self-organize to a critical steady state even when
the new Boolean functions are unbiasedly chosen, that
is, chosen with p = 1/2. Note that, as described ear-
lier, the game’s evolutionary process will alter only the
nodes’ output functions; it does not explicitly alter the
directed edges describing the regulatory interactions of
the nodes. Nevertheless, the process does effectively al-
ter the edges, making the process effectively an adaptive
one that co-evolves both node and edge dynamics [53].
This is because some inputs of the output functions can
FIG. 10. Ising hypercube representation of Boolean functions
with K=3 inputs. The representation of an example function
from each of the 14 Zyklenzeiger classes is shown. These
classes are labeled in accordance with Ref. [51].
be rendered effectively irrelevant through canalization.
This makes their corresponding input edges effectively
irrelevant, and thus, as the output functions evolve, so
will the directed graph that describes the effective regu-
latory interactions [39].
An analysis along similar lines to that described above
for finding symmetry in the critical state dynamics can
also be done to find symmetry in the adaptive dynamics
of the evolutionary game. In order to do so, however, the
distribution of output functions of all of the nodes should
be studied. This contrasts with our analysis of critical
state dynamics of random Boolean networks, where the
distribution of output functions of only a subset of the
nodes, active nodes, was studied. This difference is due
to the fact that the adaptive dynamics of the game di-
rectly affects the distribution of all the output functions,
whereas critical dynamics involves only a subset of nodes.
Indeed, if an analysis of the distribution of the output
functions of nodes that are active on attractors, similar
to what we have done for random Boolean networks con-
structed to be critical, is done on the networks evolved to
a critical state by the game, then canalization preserving
symmetry, not Zyklenzeiger symmetry, will be found.
For large networks of K = 3 inputs, it has previously
been shown that the ensemble-averaged distribution of
output functions used by all of the nodes in the evolved
steady state of the game has 14 different classes, not the
10 found for critical state dynamics [39]. Thus, the sym-
metry of the adaptive dynamics of the evolutionary game
differs from that of the critical state dynamics. In the
case of the game, the symmetry corresponds to that of
the K-dimensional Zyklenzeiger group, which consists of
octahedral symmetry operations combined with the par-
ity operation [39]. The 3-dimensional octahedral sym-
metry operations are 24 proper and 24 improper rota-
tions of the Ising hypercube [54], which together with
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parity operator, P , make the Zyklenzeiger group a group
of order 96 [55]. The orbits of this group correspond
to the 14 classes of Boolean functions. The functions
that are in the same class are mapped into each other
by the elements of the Zyklenzeiger group. The hyper-
cube representation of one representative function from
each class is shown in Fig. 10. All of the rest of the
256 functions can be obtained from these representative
functions through the Zyklenzeiger operations. These 14
Zyklenzeiger classes are labeled from A to J , according to
the canalization properties of the functions in the class.
Additionally, those functions labeled C, F , and H , form
multiple classes, designated with subscripts, to distin-
guish those with the same canalization properties but
different internal homogeneity and parity symmetry [51].
The 10 function classes of critical network dynamics re-
sult from combining the Zyklenzeiger classes designated
with subscripts. Thus, some of the canalization preserv-
ing classes split to make the Zyklenzeiger classes. This
suggests that the actual canalization preserving symme-
try is a higher symmetry than the Zyklenzeiger group,
and therefore that the critical dynamics of Boolean net-
works have a higher symmetry than does the adaptive
evolutionary game.
Still there are other dynamical symmetries for Boolean
networks. In the case of large networks of K = 2 in-
puts, it has been shown that the 2-dimensional Zyklen-
zeiger group has 4 orbits that correspond to the 4 classes
of output functions of the evolved steady state of the
game [39]. This behavior is different from that of the
critical state dynamics of random Boolean networks with
2 inputs that we saw earlier, which has 3 orbits, reflect-
ing the distinct dynamics of these systems. Also, if the
evolutionary game is played on finite size networks, the
Zyklenzeiger symmetry is broken, and the evolutionary
dynamics is controlled by the input-inversion subgroup
of the Zyklenzeiger group [31]. This is because finite size
effects force the nodes to co-operate differently, and hence
change the underlying dynamics. This subgroup has 46
classes for functions with K=3 inputs. Another example
of a different dynamics on Boolean networks is threshold
Boolean networks, for which the output values of nodes of
the network change depending on the comparison of the
sum of their input values and a threshold value. These
networks can be used to model genetic regulatory and
neural networks [56, 57]. Since threshold networks have
a different dynamics from the evolutionary game and the
random Boolean networks, one can expect to find a dif-
ferent symmetry that controls their dynamics, but the
number of orbits that results from this dynamics is not
yet known.
Here we see that different dynamics are controlled by
distinct symmetries of the critical state, and as a result
distinct symmetry groups. The characteristic features
of the functions that divide them into classes give in-
sight into the behavior and structure of the networks.
For instance, the fact that canalization properties are
the characteristic features that classify the functions of
critical random Boolean networks tells us how the active
nodes form a substructure of the network. Moreover, if
one knows the symmetry of the critical state a priori, it
makes the analytical description of the system much eas-
ier, because in such a description each class of functions
can be reduced to a single entity. This indeed shows that
using symmetry can be a powerful method for analysis
of the behavior of critical Boolean networks.
VI. SUMMARY AND DISCUSSION
In this paper, we have shown that symmetry can be
used to obtain fundamental insights into the dynamics of
heterogeneous complex systems. These systems consist
of components that can behave heterogeneously in the
system’s dynamics. When the dynamics has a symme-
try, that symmetry can be manifested in the way that
the heterogeneous components behave, causing classes of
different components to behave in a similar, symmetric
manner. By comparing the behavior of the various com-
ponents, characteristic features of the symmetry can be
discerned. Different types of dynamics can be manifested
differently, allowing them to be distinguished. Further-
more, the symmetric behavior of classes of the compo-
nents can be exploited to reduce the complexity of ana-
lytic models of their behavior.
To concretely demonstrate how symmetry is mani-
fested in and can be used to help understand the dy-
namics of heterogeneous complex systems, we have used
critical random Boolean networks as prototypical exam-
ples. Random Boolean networks are ideally suited for
this purpose because they are relatively simple models
that have heterogeneous structure and their constituent
parts have their own dynamics. This heterogeneity oc-
curs through the differing output functions of the nodes
and through the directed edges defining the regulatory
node interactions. Importantly, there is also a continu-
ous transition in the nature of the dynamics of random
Boolean networks. Like other condensed matter systems,
their critical states at the continuous transition are scale
invariant, making symmetry particularly important and
apparent. For this reason, we have chosen to focus on
the critical state properties of random Boolean networks
in order to be as clear as possible.
We have shown that the symmetry underlying the crit-
ical dynamics of random Boolean networks is revealed by
the ensemble-averaged likelihood that nodes with a given
output function remain active on the dynamical attrac-
tors. Using numerical simulations, we found that the ra-
tio of the number of nodes utilizing a particular Boolean
function that are active on dynamical attractors to the
number of all nodes utilizing that function depends solely
on the function’s canalization properties. Canalization
describes the ability of a function to have its output fully
determined by a subset of its inputs, thus rendering the
remaining inputs irrelevant. That is, all functions with
the same canalization properties have the same likelihood
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of being active. Thus, there is a symmetry between all
Boolean functions with the same canalization properties.
Using an analytic model of the critical dynamics involv-
ing a stochastic pruning process that is able to accurately
reproduce our numerical results, we showed that the sym-
metry between nodes that have output functions with the
same canalization properties becomes explicit.
Symmetry of Boolean networks was contrasted with
the symmetry underlying the adaptive networks dynam-
ics of a game that governs the evolution of the out-
put functions in a way that causes the network to self-
organize to a critical state. It was previously shown that
classes of functions exist for this evolved state. For large
networks, these classes are orbits of the Zyklenzeiger
symmetry group, which is distinct from the canalization
preserving symmetry group. For finite-size networks, a
breaking of the Zyklenzeiger symmetry is known to oc-
cur, which causes the function classes to split. Other
symmetries that may underlie other types of dynamics
of Boolean networks, such as threshold adaptive dynam-
ics, [58] could manifest themselves through similar meth-
ods of analysis that compare the frequency with which
the various heterogeneous output functions are utilized
by the nodes involved in the dynamics. Symmetries
of Boolean network dynamics that appear in this way
will always reflect point group symmetries, since Boolean
functions are discrete and finite. In more general types
of heterogeneous complex systems, however, symmetries
among the heterogeneous components can also be contin-
uous. That is, if instead of heterogenous Boolean func-
tions, heterogeneous continuous functions are assigned to
the nodes of the network, the underlying symmetry may
be reflected by continuous symmetry groups. It would
be interesting to extend the ideas and tools developed
in this paper to the more general cases of systems with
continuous symmetries.
Finally, we note that in the analysis of the critical dy-
namics of Boolean networks presented here, we appealed
to a prior understanding of the dynamical process in or-
der to explicitly see its symmetry. Such prior understand-
ing, however, is not required. In fact, our approach to
understanding heterogeneous complex systems through
analyzing the symmetry of the behavior of different com-
ponents may find its greatest benefit when used in em-
pirical analyses of the behavior of experimental complex
systems for which there is no understanding at the outset.
In these cases, as we discussed, a direct empirical study
of the behavior of the heterogeneous network components
on the various dynamical attractors can be made.
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