A theory of transport in spin and charge disordered media is developed, with a particular emphasis on dilute magnetic semiconductors. The approach is based on the equation of motion for the current-current response function and considers both spin and charge disorder and electron-electron interaction on an equal footing. The formalism is applied to the specific case of Ga 1−x Mn x As. Within the single parabolic band approximation it is shown that both spin (p-d exchange) and charge (Coulomb) scattering contributions to the resistivity are of the same order of magnitude and should be treated simultaneously. Positional correlations of charged impurities are shown to significantly increase the Coulomb scattering. In the magnetically ordered phase, the suppression of localized spin fluctuations leads to a sizable reduction of spin scattering, which may contribute to the experimentally observed drop in resistivity below the critical temperature. The developed model allows for a comprehensive treatment of electron-electron interaction, screening and correlation effects by means of time-dependent density-functional theory. It is shown that collective modes and a dynamical treatment of electron-electron interaction are essential for an accurate description of the infrared absorption spectrum.
Introduction
The idea of utilizing the carrier spins in new electronic devices provides the basis for the rapidly developing field of spintronics [1] . A unique combination of magnetic and semiconducting properties makes dilute magnetic semiconductors (DMSs) attractive for various spintronics applications [2] . One of the most remarkable features of these materials is the onset of carrier-mediated ferromagnetism, potentially allowing us to control the spin degree of freedom by means of externally applied electric fields. A lot of attention is drawn to Ga 1−x Mn x As since the discovery of its relatively high ferromagnetic transition temperature [2] , with a current record of T c = 159 K [3] .
It is generally believed [4] that the properties of the narrow-gap DMSs like In 1−x Mn x As are well described by models based on the band structure of the host material, while in wider-gap DMSs like Ga 1−x Mn x N and Ga 1−x Mn x P the itinerant carriers reside within narrow impurity bands, which drastically affects the electronic and transport properties of these systems.
Unlike other III-V DMSs, the nature of itinerant carriers in Ga 1−x Mn x As is still a subject of intense debate. The valence band picture has been widely used [5] , but recent experimental results [6, 7] suggest that the carriers might instead reside in an impurity band (for an alternative interpretation of these experimental results, see [8] ). Firstprinciples calculations [9, 10] have not been fully conclusive regarding the nature of the itinerant carriers. Therefore, a lot of attention is being paid to effective Hamiltonian models [11, 12] (whether based on the host band structures or impurity bands) or Monte Carlo simulations [13] and their abilities to adequately describe the experimental results.
Most studies of transport and optical conductivity within the host material valence band picture in Ga 1−x Mn x As treat the band structure in detail, while disorder and many-body effects are only accounted for using simple phenomenological relaxation time approximations and static screening models [14, 15] . On the other hand, the sensitivity of magnetic and transport properties of Ga 1−x Mn x As to details of the growth conditions [16] and post-growth annealing [17] [18] [19] points to the crucial role played by the defects and their configurations, and has stimulated intense research on the structure of defects and their influence on the various properties of the system [20] . It is essential, therefore, to develop a theory of electrical conductivity in DMSs with more emphasis given to disorder and electron-electron correlations.
Here we present a theory for the electron dynamics in DMSs, taking into account the electronic band structure of the semiconductor host material combined with firstprinciples descriptions of disorder and many-body effects. Our approach is based on the equation of motion for the paramagnetic current response function and has some similarities to models developed earlier using the so-called memory function formalism [21] [22] [23] . The advantage of our approach as compared to the memory function formalism [21] is the simplicity and transparency of the derivation and the straightforward possibility to include the spin degree of freedom. Our formalism not only goes beyond the simple relaxation time approximation for disorder scattering, but also allows us to consider key features of DMSs such as spin and charge disorder and electron-electron interaction on an equal footing. The approach is able to account for correlations between impurity positions and between fluctuations of localized spins. The many-body effects are treated via timedependent density-functional theory [24] , which enables us to capture dynamic screening and collective electronic excitations of the itinerant carriers in principle exactly.
A preliminary account of our approach has been recently given in [25] . In the following, we shall provide a detailed derivation of the main formalism and give some new results regarding the effects of magnetic ordering in DMSs on their transport properties. We shall limit ourselves here to describing the host semiconductor using a simplified model with a single parabolic band. While this model has obvious limitations, it has the advantage that the derivations are more transparent than in a multiband case, while the essential physics (for instance, the effects of impurity correlations, or of collective electronic modes) are captured at least qualitatively correctly. This paper is organized as follows. In section 2 we present the general theory of electronic transport in spin and charge disordered media. Then we apply our formalism to describe specific cases of interest in Ga 1−x Mn x As. In section 3 we consider magnetically ordered systems and estimate the effect of the suppression of the localized spin fluctuations on the conductivity. In section 4 we investigate the role of positional and orientational correlations of scattering centers on the transport properties of Ga 1−x Mn x As. Section 5 is devoted to the issue of dynamical screening and collective excitations in DMSs like Ga 1−x Mn x As and their importance for an adequate description of experimental results in the midinfrared absorption range.
General theory

Current-current response
Our goal is to calculate transport properties and optical response in spin and charge disordered materials. The Hamiltonian of such a system in an electromagnetic field can be schematically represented aŝ
where the potential U , discussed in more detail below, includes electron-electron interaction, charge disorder and localized magnetic impurities. The most general approach in spin-dependent systems is to work with spin-current matrices, which allows one to describe the spin-resolved response and perturbations coupling to spin. However, in the following we shall only consider situations where we apply a spin-independent perturbation and measure its effect on spin-independent quantities. In this case it is sufficient to consider the spin-independent total current, defined asĵ
where the summation is performed over all electrons andv i is the time-dependent electron velocity, whose components are given byv
The above expression is derived under the assumption that the potential energy in equation (1) does not depend on momentum. If it does (e.g. in the case of spin-orbit interaction), expression (3) should be modified. If U includes the crystal potential, then m would be the free-electron mass. If, however, the crystal potential is implicit in the band structure then m here stands for an effective mass. In this derivation it is also assumed that the effective mass is energy-independent, so equation (3) is valid only for parabolic dispersions. Otherwise, the effective mass becomes a function of momentum and thus does not commute with the position operator any more, which would require a more careful treatment.
Assuming that the external electromagnetic field is weak, the Hamiltonian (1) can be linearized and becomeŝ
where we include the usual adiabatic switching factor e ηt , and the vector potential A is coupled to the paramagnetic part of total current (2):
The unperturbed HamiltonianĤ is time-independent, but contains disorder. Within the linear response, the induced current averaged over the perturbed Hamiltonian (1) is given by
where α, β = x, y, z are Cartesian coordinates, n is the particle density and χ j pα j pβ (q, q , ω) is the Fourier transform of the paramagnetic current-current response function:
The disorder enters equation (7) implicitly through the time evolution of the paramagnetic current operators, which is governed by the full system HamiltonianĤ . To get this dependence explicitly we will use the equation of motion for the paramagnetic current response function. First, however, we need to establish the form of the full system HamiltonianĤ .
Hamiltonian and four-component vectors
We represent the unperturbed HamiltonianĤ from equation (4) as the sum of a 'clean' and a disordered part:
where the clean part of the Hamiltonian includes electron and magnetic subsystem contributions:
The electron partĤ e involves band operators while the magnetic ion partĤ m contains only localized spin operators, whereas the disorder HamiltonianĤ d contains both types of operators. Therefore,Ĥ e andĤ m commute with each other, but neither of them commute withĤ d . For spin-dependent disorder potentials we use the general expression
wheren(−q) andŝ(−q) are the charge-and spin-density operators of the band carriers, and the charge and spin disorder potentials are given by
andÛ
The index j in the spin-dependent potentialÛ j reflects the possibility of different values of this potential at different sites (orientational degree of freedom of localized spins). For Coulomb scatterers we assume identical potentials at all sites R j . Let us now introduce a four-component vector:
whose components are the band carriers charge-and spindensity operators. Using the Pauli matrices
the components of vector (13) can be expressed in a uniform way asρ
and the disorder Hamiltonian (10) takes on the compact form
Here, we have introduced a four-component (one for charge and three for spin) potential vectorˆ U , whose components are either c numbers or operators that are linear in the spin of the magnetic ions.
Equation of motion for the response function
In this section we highlight the main steps of the derivation of the equation of motion and discuss the various approximations involved.
The time derivative of the paramagnetic current response function (7) is given by
whereF α (q, τ ) is the αth component of the driving force:
which we split into its clean and fluctuating (disordered) parts. The fluctuating part of the driving force can be immediately calculated aŝ
The first approximation we use is the assumption that the main effect of disorder is due to the fluctuating part of the driving force, and in the time evolution of the clean part we can therefore approximateĤ ≈Ĥ c :
where the superscript 'c' means that the time evolution of the operator is due to the clean part of the Hamiltonian only. Under this approximation 1 the equation of motion can be presented in the form
1 Note that if the single-band clean system Hamiltonian is diagonal in the plane wave basisĤ c = k ε(k)â + kâ k , then a direct calculation shows that [ĵ pα (0),Ĥ c ] = 0 and in the long-wavelength limit q → 0 our approximation thus becomes exact.
Next, we assume our system to be macroscopically homogeneous. In clean homogeneous systems the response at point r depends only on the distance r − r to the perturbation and not on the particular choice of points r and r . Disorder obviously introduces nonhomogeneity in the system. If, however, the coherence length of the electrons is much shorter than the system size, summing over all electrons will leave us with an averaged effect of disorder that does not depend on the particular disorder configuration. For such macroscopically homogeneous systems the response function for operatorsÂ andB should also depend only on the distance r − r . In other words
The second term on the right-hand side of equation (21) vanishes for such homogeneous systems. The third term is the fluctuating force-force response function:
We now apply a decoupling procedure with the idea to separate the above expression into parts containing only band carrier operators and only magnetic ion operators. To do so we assume for the moment that the interaction HamiltonianĤ d in the time evolution exponent does not contain magnetic ion operators (they might be substituted, for example, by corresponding mean field values). As a result, the total Hamiltonian becomes a sum of two commuting parts:Ĥ m containing only localized spin operators andĤ e +Ĥ d which involves only electron operators. The time evolution ofˆ U (k, τ ) is thus governed bŷ H m and the time evolution ofˆ ρ(q − k, τ ) is due toĤ e +Ĥ d only. Then,ˆ U (k, τ ) andˆ ρ(q − k, τ ) commute with each other and the operator part of (23) becomes
Equation (23) can now be written as
where the first term originates from the first term on the righthand side of equation (24) and the additional term χ (3) A is due to the second term.
As a result of the decoupling procedure, we ignore all the effects of the band carriers on the magnetic ion subsystem, such as magnetic polaron formation or carriermediated interaction between localized moments. These effects, however, can be partially restored by introducing an interaction between localized spins withinĤ m , for instance with a phenomenological RKKY-type exchange constant. Note also that, while being a drastic approximation, the decoupling procedure concerns only the spin part of the formalism and has no effect whatsoever on the charge disorder treatment.
After decoupling, the time evolution of the localized spin operators is governed by the magnetic ion HamiltonianĤ m . For noninteracting spins this time evolution is trivial and in the following we neglect it completely.
In the last term in equation (21) we apply the linear response formalism with respect to the disorder Hamiltonian H d , and after some algebra one obtains
A , (26) where χ c ρ μ ρ ν (−k) are the static response functions and the additional term χ (4) A has the same origin as the χ ( 
3)
A term in equation (25).
Final expression
Inserting equations (25) and (26) into equation (21) and performing the time Fourier transform ∞ −∞ · · · e i(ω+iη)τ dτ , we obtain the final expression for the total current response function in the form χ
where the components of the second rank tensors χ and χ c are the Fourier transforms of spin-density response functions:
A stands for the sum of additional terms χ (3) A +χ (4) A that result from the noncommutativity of the components ofÛ μ . This term vanishes in paramagnetic systems and will be considered in more detail in section 3. Equation (27) relates the current response function of the disordered system to the set of charge-and spin-density response functions of the disordered system. This expression is exact in the sense that it is valid regardless of the strength of disorder and, strictly speaking, should be calculated selfconsistently. This approach was realized in [26] to study spinindependent systems close to the metal-insulator threshold. In our case, however, we assume that the disorder is weak enough so we can approximate equation (27) by expanding to second order in the disorder potentialÛ(k), and thus replace χ ρ μ ρ ν (k, ω) by its clean system counterpart χ c ρ μ ρ ν (k, ω) . In the following sections we apply our formalism to some specific situations in DMSs.
Multiband formalism
Before moving on, we briefly discuss a generalization of our model using a multiband treatment of the valence band hole states. The full system's current-current response is given by the general expression (27) , where the multiband nature of the valence band enters via the response functions on the righthand side of the equation. The current-current response of the clean system in the long-wavelength limit q → 0 is given by
where the indices n, n label different energy bands and B s (n, k) are the (complex) expansion coefficients corresponding to the sth basis function of the (n, k) eigenvector of the multiband Hamiltonian H k·p .
Similarly, the components of the spin-and charge-density response tensor for multiband systems are given by
where theσ μ are Pauli matrices (14) . Figure 1 shows the imaginary part of the long-wavelength limit of the currentcurrent response function (29) (proportional to the real part of the conductivity), obtained within the standard eight-band k ·p approach with the contribution of the remote bands taken into account up to second order in momentum. The sharp feature around 0.2 eV corresponds to the heavy-hole-light-hole intervalence band transitions. The higher energy feature represent transitions from the split-off band to the heavy-and light-hole bands. The red dashed line in figure 1 includes the damping parameter η → = 10 meV to simulate the effects of inhomogeneous broadening and phonon scattering.
This work is currently in progress. Results of the calculations as well as a detailed derivation of the formalism in the multiband case will be presented elsewhere [32] .
Effect of magnetic ordering
Magnetic ordering is known to have a strong effect on the transport properties of DMSs [27] . The resistivity of optimally annealed samples reveals a pronounced maximum at the ferromagnetic transition temperature T c and decreases significantly for temperatures below T c [28] . Lopez-Sancho and Brey [29] proposed to explain the resistivity change in terms of the variation of the Fermi surface and the transport scattering time when going from the paramagnetic to the ferromagnetic phase. Their model, however, completely neglects scattering off the fluctuations of localized spins. On the other hand, spin fluctuations are effectively suppressed in the ferromagnetic state. In the fully spin-polarized state scattering takes place only due to quantum fluctuations of the localized spins.
Before going into the calculations, however, we need to establish the explicit form of all expressions entering equation (27) . Let us start with the disorder potential. In this section we will assume that only one type of disorder is present, namely Mn 2+ ions randomly distributed in cation substitutional positions. The four-component vector of the disorder potential can then be written aŝ
where the summation is performed over all substitutional magnetic ions andŜ
Note that the mean field part of the p-d exchange interaction is absorbed in the electron part H e of the clean system Hamiltonian (9) and the spin part of the disorder potential consists of the fluctuations of localized spins around the mean field value. Specifically, the single-defect spin disorder operator in equation (12) is then
where we assumed a contact p-d interaction in the Heisenberg Hamiltonian, which results in a momentum-independent exchange constant J . In our calculations we use the value of V J = 55 meV nm 3 , which corresponds to the widely used DMS p-d exchange constant N 0 β = 1.2 eV [12] . In equation (31) and hereafter we choose the axis of quantization along the magnetization direction.
In principle, all effects of electron-electron interaction, including dynamic screening and collective excitations, are contained in equation (27) within the set of charge-and spindensity response functions of itinerant carriers χ ρ μ ρ ν . We will study these effects in more detail in section 5. Here, we assume for simplicity that the role of the electron-electron interaction is reduced to the static screening of the Coulomb disorder potential. We approximate thus:
where the static dielectric constant is [30] 
with x = q/2k F and q TF = 6π e 2 n K E F being the Thomas-Fermi wavevector. The charge component of the disorder vector (31) is now the bare acceptor potential (screened with the host material dielectric constant K ):
and the components of the spin-and charge-density response tensor χ ρ μ ρ ν (q, ω) are those for the noninteracting electron gas.
The derivation of the explicit form of the components of the response tensor is given in appendix A. Here we present the final expressions for the nonvanishing components of the tensor χ ρ μ ρ ν :
Here, is the momentum-independent spin splitting (A.3), and the real and imaginary parts of A σ (q, ω) are given by equations (A.7) and (A.8). The derivation was performed for a degenerate hole gas assuming a simple parabolic dispersion for holes.
For magnetically ordered systems equation (27) contains an additional term χ A that stems from the noncommutativity of the components of the disorder potential. This additional term is evaluated in appendix B and can be approximated as
For the clean system described by the single-band Hamiltonian (A.1) direct evaluation gives χ c j pα j pβ (q, ω) = 0. Combining the obtained results, the total current response function (27) for spin and charge disordered system in spinpolarized state is
where
are the contributions from the Coulomb and exchange scattering, respectively. We use a shorthand notation wherẽ Q indicates that the static part of a quantity Q is subtracted:
Spin and charge channels are separated in equation (39) . This is a consequence of our model, where spin disorder consists of the fluctuations of localized spins around their mean field value. The first-order effects of spin disorder thus average to zero and the term proportional to the mixed spin-chargedensity response χ s z n in equation (27) vanishes.
For optical response and conductivity we are mostly interested in the long-wavelength limit q → 0 of equation (39) . In this case the current response tensor is proportional to a scalar χ J αβ = χ J δ αβ . Although our approach is not a calculation of a relaxation time but rather is the evaluation of the full system current response, it is convenient to carry out the discussion in the familiar terms of energy-and momentumdependent charge and spin relaxation rates. Comparing with the Drude expression in the weak disorder limit ωτ 1,
we can express our results through charge and spin relaxation times τ n and τ s :
In figure 2 we present the temperature dependence of the total hole relaxation rate calculated according to equations (43) and (44) for Ga 0.95 Mn 0.05 As with T c = 150 K. In our calculations we used the standard mean field approach [31] to obtain the temperature dependence of the magnetization for the system with given critical temperature. Our calculations predict a 20-25% drop in resistivity in the ferromagnetic phase. This result is consistent with both experimental observations and the calculations of [29] . In our calculations, however, this result comes almost entirely from the spin relaxation (exchange scattering) channel. Suppression of localized spin fluctuations below T c leads to a significant reduction of the spin relaxation rate from τ = 20 ps −1 in the fully spin-polarized state. On the other hand, reference [29] completely neglects shortrange exchange scattering and finds the 20% reduction of the Coulomb scattering to be due to changes of the Fermi surface in the ferromagnetic phase. The corresponding effect in our model is insignificant, which is likely due to the fact that in our calculations we used a simple parabolic band and isotropic spin splitting. Nevertheless, it is clear that the exchange scattering is not negligible in Ga 1−x Mn x As. Further work that would consider both mechanisms including a comprehensive treatment of the valence band states [32] is required to adequately describe the experimentally observed drop in resistivity.
Correlations in impurity positions
The substitutional nature of Mn ions in the group III sublattices has been demonstrated by extended x-ray absorption fine structure (EXAFS) measurements of low-temperature MBEgrown samples [33, 34] . As for the spatial configuration of these defects, most theoretical models for transport in DMSs assume their random distribution. It was shown, however, both experimentally [35] and theoretically [36] that in samples with high Curie temperature the positions of substitutional magnetic ions are significantly correlated. These correlations originate from the interaction between magnetic impurities [37] and, in systems with strong compensation, are due to the presence of both positively and negatively charged defects. In the latter case, Timm et al [38] found in the limit of thermal equilibrium that, driven by Coulomb attraction, the defects tend to form clusters. The main effect of such a clustering is ionic screening of the disorder Coulomb potential, which has been shown to be necessary to correctly reproduce the bandgap, metal-insulator transition and shape of the magnetization curve [38] .
In this section, we apply our formalism to study the effect of the correlation of defect positions on electronic transport in DMSs. We show that the conductivity of Ga 1−x Mn x As is strongly modified through a momentumdependent impurity structure factor. We will concentrate on heavily compensated systems where impurity structure factor effects are accompanied by ionic screening of the disorder potential.
In this case, the disorder Hamiltonian (16) is generalized toĤ
where theˆ U i (q) describe different types of defects such as magnetic ions in cation substitutional positions (Mn Ga ), magnetic ions in interstitial positions (Mn I ) or arsenic antisite defects (As Ga ). For simplicity we will consider only two types of defects: magnetic ions in substitutional and interstitial positions. We will treat the latter as spinless double donors. The relation between the concentrations of acceptors and double donors is determined through the level of compensation p (number of holes per substitutional Mn ion). The product of the components of the disorder potential in equation (27) ,
has both diagonal (i = i ) and offdiagonal (i = i ) contributions. The product of the charge components of the off-diagonal donor-acceptor cross-term accounts for ionic screening in our model. We separate the product of two components of the disorder potential into contributions from the same defect and pairs of defects:
Note that the off-diagonal donor-acceptor cross-term with i = i does not contain the same-ion contribution. The summation over j and j in equation (46) in this case involves substantially different defects and only the pair term is present.
Charge scattering
For the charge components μ = ν = n, equation (46) is
where we have introduced a momentum-dependent impurity structure factor S ii (k). A detailed analysis of the structure factor is given in appendix C. The general expression has the form
where P ii (R) is the pair correlation function. Note that the off-diagonal structure factor S ii (k) with i = i vanishes for uncorrelated impurities. Therefore, the donor-acceptor crossterm, responsible for ionic screening of Coulomb disorder in our model, appears only if there are correlations in defect positions. Correlated impurity positions give rise to a set of impurity structure factors in equation (43) for the charge relaxation rate. The generalized expression now is
Spin scattering
It turns out that positional correlations alone are not sufficient to affect the exchange scattering. If any of the indices μ, ν in equation (46) is a spin index (μ = +, −, z) then one finds for noninteracting spins
and the pair term vanishes in the paramagnetic state, regardless of the possible spatial correlations. This is a characteristic feature of spin scattering: there are two sources of randomness-spatial and orientational. In terms of scattering magnetic impurities are correlated only if there are correlations in both spatial positioning and momentum orientations. Orientational correlations, however, do not imply that the system has to be magnetically ordered. What counts in the scattering is the short-range orientational correlations that can be present even in a macroscopically paramagnetic system. We shall now consider this situation more closely.
During the decoupling procedure (24) we ignored the influence of band carriers on the localized magnetic moments. Among other processes we have neglected thus the carriermediated interaction between localized spins. To some extent we can restore this effect by introducing the interaction within the magnetic subsystem through the Heisenberg Hamiltonian:
with some phenomenological exchange constants J j j . It should be emphasized, however, that the localized spins in this approach remain decoupled from the itinerant carriers. Since we have completely neglected the time evolution of localized spins, the approximation should be viewed as an adiabatic approach where itinerant holes move through the ensemble of frozen localized spins.
We calculate the thermal average of the product of interacting spins in equation (46) within the high-temperature expansion [31] . Since we have only one type of defect that carries localized spins, namely Mn Ga , there is only a diagonal term with i = i in the product of spin components, and in the following we drop this index for clarity. Details of the calculations and parameters used are presented in appendix D. The final expression for the product of spin components of disorder potential has the form
where the 'orientational correlation adjusted' structure factor S(k) is
The pair distribution function P(R) is given by equation (C.5) and the effective exchange constant in Heisenberg Hamiltonian
The modified expression for the spin scattering rate of the paramagnetic system with spatially correlated and interacting spins now is
Discussion
As for the Coulomb scattering, there are two competing effects associated with positional correlations of charge centers.
One is the appearance of the momentum-dependent impurity structure factor that results in the enhancement of the scattering rate. The other is ionic screening, when the positive charge of donor compensating defects tends to screen the Coulomb disorder potential of the acceptor centers. There is no such effect as ionic screening for exchange scattering in our model, so for interacting spins their positional correlations should result in the increase of spin relaxation rate.
In figure 3 we plot the static (ω = 0) relaxation rates (49) and (54) calculated as a function of the level of compensation for Ga 0.95 Mn 0.05 As. Thin lines correspond to randomly distributed defects. For heavily compensated systems (low number of holes per substitutional Mn ion) the Coulomb scattering dominates, while for cleaner systems due to the carrier screening of charge disorder the role of exchange scattering increases. Positional correlations in defects were modeled by clusters containing on average 10 Mn Ga with effective concentration of substitutional Mn ions x c = 0.1 within the cluster. The dashed line in figure 3 was obtained by neglecting the off-diagonal acceptor-donor cross-product term in equation (46) and thus represents the effect of the impurity structure factor by itself: a drastic increase of the charge relaxation rate. Once the acceptor-donor cross-product term is taken into account, the ionic screening of disorder potential results in a significant decrease of the charge relaxation rate. As expected, the most significant effect of ionic screening takes place for heavily compensated systems. Nevertheless, the combined effect of ionic screening and impurity structure factor results in a net increase of the charge relaxation rate for correlated impurities for the whole range of compensations. The increase is significant (up to 100%) and is sensitive to cluster configuration. The spin relaxation rates were calculated for interacting localized spins (with T c = 150 K) at room temperature. The positional correlation of localized spins also results in an increase of the spin relaxation rate. This increase, however, is smaller than for charge scattering.
Electron-electron interaction and collective modes
Most previous studies of (magneto)transport in DMS include electronic many-body effects only in the form of static Coulomb screening [14, 15, 40] . However, this simplification ignores the role of dynamical many-body effects such as the coupling to collective modes. A major advantage of our formalism is that it allows us to consider both disorder and electron-electron interaction on an equal footing. All carrier many-body effects in equation (27) including screening, correlations and collective excitations are absorbed in the set of density and spin-density response functions.
In sections 3 and 4, the effects of electron-electron interaction were reduced to simple static screening of the disorder potential (32) . In principle, however, all these effects can be accounted for exactly by means of time-dependent densityfunctional theory [24] . In the original work by Gross and Kohn [41] , the interacting density-density response function of a homogeneous system is shown to be representable as
where v(q) is the Coulomb interaction and f xc is the exchangecorrelation kernel.
Coupling to the charge plasmon mode already occurs at the level of dynamic RPA, corresponding to the first two terms on the right-hand side of equation (55). For multicomponent response functions the corresponding equation has the matrix form
where χ are the matrices of charge-and spin-density response functions and v is the interaction matrix. Its components v i j describe the interaction between i th and j th components of the multicomponent vector of observablesˆ ρ. Since at the RPA level only the Hartree part of the electron-electron interaction is taken into account, the matrix v has the simple form
the only nonvanishing element being the Coulomb interaction between the charges. The matrix of noninteracting response functions has the form
with components defined in equation (36), and we have used χ
The appearance of collective excitations is immediately seen in the charge response function in equation (59). Some technical details of dealing with the plasmon singularity are presented in appendix E. Let us make here a brief remark about the origin of collective excitations. In isotropic systems the longitudinal plasmons cannot be directly excited by a transversal electromagnetic field. Plasmon excitations here are coupled to the Coulomb impurity potential and are a direct consequence of the disorder in the system. As seen from equation (59), the random phase approximation does not affect the spin channel. To capture collective spin modes one has to go beyond RPA and include exchange and correlation contributions in equation (55). The generalized charge-spin exchange-correlation kernels are arranged as a symmetrical 4 × 4 matrix f . If the z axis is oriented along the average spin, then the ground-state transversal spin densities ρ + and ρ − vanish and the matrix f becomes block-diagonal:
The expressions for the components of the exchangecorrelation matrix for a partially spin-polarized electron gas in the local spin-density approximation were obtained in [42] . For simplicity, we here use only the exchange part of f xc . After matrix inversion we obtain the tensor of response functions featuring local field factors (LFF):
Results for the frequency dependence of charge and spin relaxation rates for ferromagnetic Ga 0.95 Mn 0.05 As are presented in figure 4 . Coupling to the plasmon modes that appear in dynamic RPA results in a strong enhancement of the charge relaxation rate since it provides an efficient channel to absorb the momentum from impurity scattering. Inclusion of the exchange interaction term in the local field factors approximation further slightly increases the charge relaxation rate.
The form of the energy denominators in the transverse spin response functions in equation (63) suggests the theoretical possibility of collective spin excitations. However, our single-band model does not produce any spin collective mode. In fact, the change from the spin relaxation rates calculated for noninteracting electron gas is barely noticeable. A different scenario might take place in a more realistic model with multiple valence bands [32] . In this model the long-wavelength spectrum of single-particle excitations is dominated by vertical inter-valence band spin transitions, which suggests the possibility that collective inter-valence band modes may play a role. This is currently work in progress [32] .
Conclusions
We have presented a general theory of electron transport in spin and charge disordered media, aimed at describing transport and optical properties of DMSs like Ga 1−x Mn x As with emphasis given to disorder. The approach is based on the equation of motion for the current response function and treats disorder effects and electron-electron interaction on an equal footing. Within this paper, calculations were performed in the weak disorder limit and using the simple model of a single parabolic valence band.
We have shown that, for typical material parameters, the Coulomb scattering off charged defects and exchange scattering off fluctuations of localized spin moments are of the same order of magnitude and should, therefore, be considered simultaneously. We have argued that the suppression of the localized spin fluctuations in the ferromagnetic phase causes a drastic reduction of the spin scattering. This should contribute to the experimentally observed drop in resistivity below critical temperature [27] . In systems with positional correlation of the defects, the combined effect of ionic screening and impurity structure factor results in a net increase of the relaxation rate.
A major advantage of our approach is the possibility to treat dynamical many-body effects in principle exactly using the time-dependent density-functional formalism. We have shown that the coupling to the charge plasmon mode substantially modifies the frequency dependence of the relaxation rate, which may be important for an accurate description of the infrared absorption spectrum of DMSs. We would like to point out that the coupling to collective electronic modes cannot be easily described with the basic textbook approach for impurity scattering using the relaxation time approximation [43] , where scattering rates are directly calculated with Fermi's Golden Rule.
While the single-band approximation used in this paper has obvious limitations, it has the advantage that the derivations are more transparent than in a multiband case, while the essential physics (for instance, the effects of impurity correlations, or of collective electronic modes) are captured at least qualitatively correctly. More comprehensive calculations based on an eight-band k·p model to describe the host material band structure are currently in progress.
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Appendix A. Spin-and charge-density response functions for a noninteracting spin-polarized electron gas
We write the electronic part of the clean system Hamiltonian (9) in the formĤ
which is diagonal in a plane wave basis and accounts for possible spin splitting, e.g. due to the mean field part of the p-d exchange interaction. Equation (28) can be directly evaluated, resulting in
where σ, σ = ↑, ↓ and f k,σ are the spin-dependent Fermi distribution. Direct analysis of equation (A.2) shows that the only nonvanishing elements of the tensor χ are
is the well-known spin-resolved Lindhard function and
is the off-diagonal spin response function. Assuming a momentum-independent spin splitting
these response functions can be expressed through a single quantity
in the following way:
and
Given the band structure dispersion, the real and imaginary parts of A σ can be directly evaluated. For a simple parabolic dispersion E q =h
, straightforward calculation gives
Both real and imaginary parts depend only on the magnitude of the wavevector q, as they should in an isotropic system. At low carrier temperature, when the distribution functions f kσ can be approximated as step functions, the above expressions are easily integrated to
Appendix B. Discussion of χ A in equation (27) χ A in equation (27) is the sum of two terms, χ A = χ (3) A + χ (4) A , where
In general, these terms arise from the noncommutativity of the components of the spin-dependent disorder potential (31) . It is found that in our model the corresponding commutators either vanish or are linear in the localized spin operators. We immediately conclude that in paramagnetic systems both additional terms would vanish after thermodynamical averaging.
If there is a finite magnetization of the localized spin subsystem, then direct calculation using equation (31) 
where n I (k) is the Fourier transform of the density of impurities,
and F c means that averaging is performed over the clean system HamiltonianĤ e .
In general, χ
A is a full system quantity and, as such, should be evaluated iteratively along with other full system response functions on the right-hand side of equation (27) . As mentioned above, however, for weak disorder we can substitute the full system quantities by their clean system counterparts. In that case, one finds
withq = k−q. Note that F vanishes if there is no spin splitting in the clean system, i.e. if ε k,↑ = ε k,↓ and, consequently, f k,↑ = f k,↓ . Therefore, the additional term χ A vanishes in the clean system approximation if there is no spin splitting in the electron liquid.
After carrying out the integrations we obtain
where n i is the impurity concentration, the quantities A σ are given by equations (A.7) and (A.8), and
B and χ (4) B are proportional to products of two distribution functions (for spin up and spin down), which means that these terms would vanish not only in the paramagnetic case, but at full spin polarization of the electron liquid as well. They would be nonzero only in the case of partial spin polarization. Even then, the product of two distribution functions with different arguments will be substantially smaller after integration over k as compared to terms containing only a single distribution function. Therefore, we neglect χ (3) B and χ (4) B , and we will take expression (38) for χ A in equation (27) .
Appendix C. Momentum-dependent impurity structure factor
Let us begin by considering the diagonal term in equation (47) with i = i (to simplify the notation we will drop all superand subscript i while dealing with the diagonal term):
where the impurity structure factor S(k) is given by
i.e. we substitute the sum over the real positions of magnetic ions by the sum of
2 random quantities cos(k · R) distributed with probability P(R). The structure factor is now a sum ofN random quantities, and forN → ∞ we can substitute the random quantity S(k) by its expectation value
We have
where the summation is performed over all possible distances R. The pair distribution function P(R) is the probability that the given pair of defects is separated by a distance R and is given by the general expression
where P 1 (R 1 ) is the probability for the first defect of the pair to sit at R 1 and P 2/1 (R, R 1 ) is the conditional probability for the second defect to sit at R 2 = R 1 + R, provided that the first defect is at R 1 . The general expression (C.5) allows us to describe nonhomogeneous distributions of impurities like digital alloy structures as well as macroscopically homogeneous systems with correlated impurities. In macroscopically homogeneous cases the probability distribution P 1 (R i ) is uniform, and from the normalization condition N 0 i=1 P 1 (R i ) = 1 we have P 1 (R 1 ) = 1/N 0 , where N 0 is the number of elementary cells. The conditional probability for macroscopically homogeneous systems should depend only on the distance from the first defect R, but not from its position R 1 : P 2/1 ≡ P 2/1 (R). Consequently, equation (C.5) becomes P(R) = and the pair distribution function equals the conditional probability P 2/1 (R). For uncorrelated impurities all distances R are equally probable and the conditional probability is uniform: P un 2/1 (R) = 1/N 0 . Therefore, for randomly distributed defects the structure factor (C.3) is
By introducing a convergence factor it can be shown that the sum on the right-hand side of equation (C.7) vanishes for nonzero k:
Therefore, for random impurity distributions the structure factor is S r (k) = 1.
If there are correlations in the impurity positions, then we write
and thus
The function P(R) must satisfy normalization, which implies
In our calculations we assumeP to be a piecewise continuous, spherically symmetrical function of the form
(C.9)
The first region describes a cluster of radius R 1 with effective impurity concentration x > x, where x = N i /N 0 is the average impurity concentration in the sample. Then follows a depletion layer up to R = R 2 with effective impurity concentration between 0 and x. Our calculations show that the particular choice of impurity concentration within the depletion layer has little effect on the final results, so we fixed it to the value x/2. The width of the depletion layer is determined by the condition R 2 = ( 2x −x x ) 1/3 R 1 . Two independent parameters remain to describe the cluster: the cluster radius R 1 and the effective impurity concentration within the cluster x . By fixing the average number N of impurities within the cluster we can relate them through 4π R 3 1 3 0 x = N, where 0 is the primitive cell volume. Throughout our calculations we use the average number N = 10 of Mn Ga defects within the cluster, which roughly corresponds to the results of the Monte Carlo simulations of [38] .
The diagonal term structure factor (C.3) thus has the form 10) and direct integration gives
The off-diagonal cross-products with i = i in equation (47) involve essentially different defects and thus have only the pair term: The pair distribution function is once again written in the form 12) whereP ii defines the acceptor-donor correlation function. We again use the form (C.9), additionally assuming that the double donor always sits near one of the acceptors, thus forming an interstitial substitutional pair. The off-diagonal cross-product structure factor is then
ii (R) cos(k · R) dR. (C.13) 
