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Figure 1. Reactive Video is a vision-based system which supports users when learning or practising physical activities using videos. At the core of the
system is adaptive video playback, which is used to control the video by tracking the user’s movement and adapting the play time accordingly.
ABSTRACT
Videos are a convenient platform to begin, maintain, or im-
prove a fitness program or physical activity. Traditional video
systems allow users to manipulate videos through specific user
interface actions such as button clicks or mouse drags, but
have no model of what the user is doing and are unable to
adapt in useful ways. We present adaptive video playback,
which seamlessly synchronises video playback with the user’s
movements, building upon the principle of direct manipulation
video navigation. We implement adaptive video playback in
Reactive Video, a vision-based system which supports users
learning or practising a physical skill. The use of pre-existing
videos removes the need to create bespoke content or spe-
cially authored videos, and the system can provide real-time
guidance and feedback to better support users when learning
new movements. Adaptive video playback using a discrete
Bayes and particle filter are evaluated on a data set collected
of participants performing tai chi and radio exercises. Results
show that both approaches can accurately adapt to the user’s
movements, however reversing playback can be problematic.
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INTRODUCTION
Technology enables users to readily practice and learn physical
activities such as fitness programs, dancing, martial arts, or
sports from the comfort of home. Since the 1980s, videos have
helped users stay active by offering a cheaper, more convenient
alternative to gym memberships, personal trainers, and expert
coaching. In the past decade, game consoles have emerged as
popular alternatives for fitness and dance programmes leverag-
ing tracking technologies such as the Microsoft Kinect [32] or
Wii Fit [36]. These provide entertaining, gamified experiences
which can adapt to the user, however they require bespoke con-
tent to be created which limits the choice of content offered.
In contrast, the proliferation of online video and streaming
services provides access to a wide variety of physical activities
offered by a diverse set of instructors.
Despite the abundance of videos available, video players offer
limited support to users when performing physical activities.
Unlike in-person instruction, a video can not provide feed-
back or adapt the pace and intensity of the physical movement
or exercise to an individual user. For example, performing
movements in slow motion is beneficial for learning by pro-
viding opportunities for self-analysis and developing timing
of various components. It has also been shown to result in less
physical strain for inexperienced users [8], and can increase
strength compared with regular exercise [57]. For some users,
keeping pace may be difficult due to physical constraints or
because they are unfamiliar with the movements. Standard
controls may be available to pause, replay, scrub, or set the
play speed to a pre-defined value, however interaction is lim-
ited and often involves reaching for the remote, or the device
itself, which breaks flow and immersion. Voice input offers
a compelling hands-free alternative, however in isolation can
only be used for issuance of explicit commands [7].
In this work, we present adaptive video playback which infers
the pace at which a user is performing a physical activity and
dynamically adjusts the play time so that the video reflects
their movement. We implement this concept in Reactive Video,
an interactive system which uses adaptive video playback to
provide a more immersive experience for users when using
videos for physical activities, and to better assist in learning
new movements, see Figure 1. Adapting the playback of
the video to the user is not straightforward because a user’s
internal intentions may not be accurately reflected in their
movements, and is compounded further by sensing inaccura-
cies. Due to this, we investigate two probabilistic tracking
approaches, a discrete Bayes and particle filter, which account
for the uncertainties in the process. Using tai chi and radio
exercises with varied tempos, we demonstrate how they can
successfully adapt the playback based on user intention.
Reactive Video is designed to work with videos, and does not
require bespoke content to be created. This also removes the
need for complex or laborious authoring of content, and opens
up the opportunity of using the wide variety of existing video
content with the system. We demonstrate how pre-existing
videos can be post-processed using state-of-the-art skeletal
trackers to extract the instructor’s poses for use with the system.
In addition to adaptive video playback, the system can leverage
the motion of the user and instructor to augment the video with
configurable graphical overlays to provide real-time guidance
and feedback to assist in learning new movements. Recording
and logging capabilities also allow a user or trainer to view an
activity with detailed feedback on both the user’s pose error
and tempo of the movements relative to the instructor.
We develop the contributions of this work as follows. First,
we describe the design and implementation of Reactive Video
and elaborate the different modes of the system, showing con-
sideration for how users can initiate interaction or decouple
from the adaptive playback, and how to offer guidance and
feedback. We then discuss the challenges and requirements
for adaptive video playback, and describe two probabilistic
approaches used to overcome these. A data collection of par-
ticipants performing different physical exercises is presented,
which demonstrates the efficacy of the proposed approaches
for accurately tracking user intentions. Finally, we discuss
the causality dilemma which arises with Reactive Video, and
directions for future work.
RELATED WORK
The concept of adapting playback to user movement was first
introduced by Watanabe et al. with Synchronized Video [56].
We extend this by discussing the requirements of adaptive
video playback in the context of learning new movements, ex-
plore probabilistic approaches which do not require prior train-
ing for individual videos, and demonstrate how pre-existing
videos can be post-processed using state-of-the-art computer
vision techniques without the need for fiducial markers. In ad-
dition to adaptive playback, Reactive Video augments videos
with feedback and guidance, and we consider how users can
activate or decouple from the adaptive playback element for
use in real-world applications. Our work also builds upon
previous research on technological tools for assisting users to
learn or practice a physical activity, direct manipulation video
navigation techniques, and motion correlation.
Technology-Based Exercise Tools
A range of work has explored how movements can be defined
by an expert with a commercial depth sensor, and appropriate
feedback presented to help correct user movements in real-
time for training [53], learning a new skill [1], and rehabili-
tation [11, 46]. Anderson et al. discuss design guidelines for
movement training systems based on previous literature which
include [1]: reducing visual complexity [51], motivating the
user [3], adapting guidance as the user learns [42], providing
summary feedback [59], and allowing users to progress at their
own pace [60]. They also propose to leverage domain knowl-
edge in the authoring system, however our approach contrasts
systems designed for specific physical activities, examples of
which include ballet [49], tai chi [19], and weight-lifting [29].
Feedforward techniques are used to guide users and illustrate
future movements. A seminal example of this is OctoPocus,
which introduced the concept of dynamic guides which show
motions paths of possible gestures [2]. These have inspired
similar trajectory-based guidance for physical activities, such
as cue ribbons in YouMove [1], or wedge visualisations in
Physio@Home [46]. In addition, feedback can be used to
indicate how well the user is performing a movement and
can help to correct for errors, enhancing motor learning [43].
Different approaches have been studied for supporting physi-
cal activities by providing feedback and guidance, including
multi-camera perspectives [46], augmented mirrors [1], light
projectors [45], low-latency multimodal feedback [12], aug-
mented reality headsets [9], and superimposed trainers in vir-
tual reality [61]. These provide compelling solutions but often
involve complex and/or expensive hardware setups and require
bespoke content to be created or authored for the system. We
contrast this in our approach by requiring basic hardware and
providing the capability to use pre-existing videos without
additional authoring.
Although the aforementioned approaches provide guidance
and feedback for the user to correct their pose or tempo, none
of them adapt the underlying content to the user in real-time.
In the area of physical rehabilitation, virtual reality has been
investigated as a means to provide self-adapting technolo-
gies to better support therapists and patients with different
requirements [52]. Kallmann et al. adapt the pace of a vir-
tual character performing physical movements in real-time
by parameterising modifiable properties of a movement, such
as the speed, amplitude, and duration of pauses [22]. In this
approach, the properties of the exercise are adapted based on
how well the user completed the previous repetition of the
movement. Our proposed approach to adapting the content
to the user is more generalizable, as not all motions can be
parameterised, and doesn’t rely on detecting repetitions which
can be non-trivial [33].
Video Navigation
The proposed concept of adaptive video playback is inspired
by direct manipulation video navigation (DMVN) techniques.
Traditional video navigation involves manipulating a seeker
bar which linearly controls the play time of the video. DMVN
applies the direct manipulation metaphor to enable users to
drag objects in the scene along their motion trajectories to
affect playback. CyberCoaster first introduced the concept
of DMVN [40], which later gained traction with automated
techniques for motion extraction using object recognition and
tracking, and optical flow-based methods [26, 13, 23, 16].
DMVN has also been adapted for touch-based mobile inter-
action [24, 35], navigation in 3D [34], manipulation of data
visualisations [28], and most recently for navigation in spatial
recordings [31]. In Empatheater, users must interact with the
system at pre-defined events to continue playing the video [30].
This used motion gestures and jumping, and can be seen as
a precursor to DMVN using full-body gestures. In this work
we demonstrate the first full body movement implementation
of DMVN, which focuses on adaptive playback as opposed to
seeking to specific play times.
Uncertainty and Motion Correlation
Our work also builds upon the notion of continuous uncertain
interaction [58] and synchrony, which has been used for inter-
action in HCI in the form of motion correlation [54]. Continu-
ous uncertain interaction takes into account ambiguity due to
sensing limitations and poor modelling of user behaviour [39,
58]. We adopt this approach of maintaining uncertainty in the
interface when estimating play times. Motion correlation uses
spatiotemporal matching of the user’s input with the device’s
output for interaction, and has been used for selection [54],
calibration [38], addressing gesture systems [15], and for boot-
strapping spatial interaction with touchless gestures [10]. We
use this as inspiration for seamlessly triggering the adaptive
playback component.
REACTIVE VIDEO SYSTEM
The novel aspect of Reactive Video is the ability to adapt the
video’s playback based on the user’s movements, such that the
video appears to mirror them. Control points are joints in the
body which are used to assess where in the video the system
believes the user is, and adapt the playback accordingly. By
default, we use both hands, however the control points can vary
depending on the type of exercise being performed (e.g. one
hand, hips and legs etc.). In the remainder of this section we
discuss the design of the system based on the novel adaptive
playback component (i.e. in learn or immerse mode).
User Modes
We developed four user modes to help better support users
when performing a physical exercise using a video:
• Watch: The user passively watches to familiarise themselves
with the movement, and can control the video using tradi-
tional or DMVN techniques using a mouse or touch input,
similar to previous work [26, 13, 23]. For DMVN, dragging
is limited to individual joints of the instructor in the video.
• Imitate: The user watches and tries to copy the movement.
In this mode, the system records the user’s movement and
provides feedback afterwards on pose errors to help the user
identify places in which they may have struggled, and areas
on which to focus.
• Learn: The user is trying to learn a physical exercise. The
system provides adaptive playback control, real-time feed-
forward to dynamically guide the users, and real-time feed-
back to help correct for pose errors.
• Immerse: The user is very familiar with the movement
and performing it. The video provides adaptive playback
control, but no feedback or feedforward mechanisms.
The first two modes correspond to how users may traditionally
interact with an exercise video, with additional feedback pro-
vided in the imitate mode which can be used for assessment.
The learn and immerse modes utilise the novel adaptive video
playback proposed in this paper. Guidance for users can be
helpful in the initial learning stages, however the guidance
hypothesis states that a user may become overly reliant on
the guidance given during the training phase, which in turn
hinders learning of the underlying process [41]. When using
the system to learn an exercise, we envisage that the user pro-
gresses through the user modes as they become more skilled,
and thus reduce the guidance. The utility of such a system can
be demonstrated with two scenarios.
Scenario 1: An elderly user would like to partake in their daily
physical exercises for which they use a video for guidance.
Due to their age they are unable to keep pace with the instructor
in the video and take regular breaks. The adaptive nature
of the playback using immerse mode means the video stays
synchronised with their movements, and they feel less pressure
to keep pace. Similarly, when they pause during a movement
to take a break, the adaptive playback recognises this and
pauses until they are ready to resume.
Scenario 2: A user recovering from a physical injury has
been given a set of exercise videos to help their rehabilitation,
however due to pain they find it hard to keep pace. As they
are unfamiliar with the exercise, they can use the watch mode
to familiarise themselves with the exercises. The learn mode
supports the user by providing real-time guidance in the form
of motion trails demonstrating how to perform the movement,
whilst the adaptive playback allows them to go at their own
pace and ensures the guidance relates to the most relevant part
of the video.
Instructor Pose Extraction
Reactive Video requires a video containing the poses of the in-
structor for adaptive playback, and feedback and feedforward
mechanisms. We developed two different approaches for this:
Bespoke recordings. The first method we implemented was to
record physical exercises using a depth sensor capable of skele-
tal pose tracking, e.g. Microsoft Kinect, similar to previous
work which used expert demonstrators to develop authoring
tools for their systems [53, 46, 1].
Pre-existing videos. The second method utilises Reactive
Video’s ability to work with existing videos, without placing
extra burden on content creators. We developed a program
to post-process any video and extract instructor poses using
OpenPose [5]. Post-processing existing videos also has the
advantage of extracting poses from videos with higher frame
rates and/or resolutions than are possible with most commer-
cial depth sensors. However, most current skeletal pose track-
ers extract the pose in 2D, and thus downstream algorithms
must cope with 2D data. The ability to extract 3D poses from
2D videos is an ongoing research topic with promising results
for future implementations (e.g. [37]).
With either approach, there may be scope for additional au-
thoring of the videos. In the presence of multiple people in a
video, the instructor is by default the one closest to the centre
of the screen. This may not always be the case, and users
or creators may wish to define the instructor when multiple
people are present. Trainers collaborating with a user may
also wish to define the default control points to be used for a
physical activity, annotate specific movements for later inspec-
tion, label repetitions, or select points at which adaptive video
playback should be disabled. However, it is important to note
additional authoring beyond pose extraction is not essential
because the user has full control over the adaptive playback,
and can switch it on and off as and when they require.
Intent to Interact
One of the main usability concerns of body movement-based
sensing systems is how to address the system to initiate inter-
action [4]. We developed two approaches for activating the
adaptive playback component in-situ:
Activation gestures are those which one would not expect the
user to perform accidentally, and are thus reserved for starting
an interaction [27, 20, 55]. These can be performed using
different modalities, such as a specific body pose or voice
command. Activation gestures can be invoked from anywhere
in the scene, however they must be designed to reduce the
risk of accidental activation. We found a simple body pose of
hands together above the head was sufficient to activate the
system reliably and afforded the user with explicit control.
Motion correlation involves signalling intent to interact by
mimicking movement displayed on a screen [15, 10]. Tradi-
tionally the on-screen movement is synthetically generated for
selection, however we utilise the instructor’s inherent move-
ment performing the physical exercise, and look for a corre-
lation between the user and instructor’s movements. Motion
correlation results in a seamless transition for the user, and
from a system perspective ensures they are following the move-
ment at the beginning of the interaction.
Adaptive Playback Decoupling
A user may wish to disengage the adaptive playback for a
temporary period, e.g. during rest between exercises in a
fitness class, or because they have finished using it. The nature
of the decoupling would ideally result in different behaviours
from the system. In the case of resting between exercises,
the video should continue to play at unit speed until the next
exercise is ready, whereas in the case of attending to something
else (e.g. a knock at the door) the system should pause and
wait for the user to resume. One way of approaching this is to
use simple voice commands, such as "pause" or "disconnect",
or to incorporate authored elements of the video, e.g. parts in
which adaptive playback is disengaged. We also consider how
body movement could be used to infer intent to decouple for
generic videos.
The pose error between the user and instructor can be used
to assess whether the system should be decoupled (i.e. have
they stopped following the exercise), based on a threshold of
euclidean distance between the control points over a given
time window. This is set generously to allow for errors in
the following of the movements themselves. By default, the
system resumes playback at unit play speed, unless the user
moves out of a specific zone (in our case the sensor’s field of
view) in which case it pauses the video. It is also important to
note that smaller, in-situ pauses are captured by the adaptive
video playback component, such as when a user holds a pose
temporarily to catch their breath (as they do not break the
disconnect threshold).
Feedforward and Feedback Mechanisms
The learning mode uses feedforward and feedback mecha-
nisms to help guide the user when performing a physical ac-
tivity. Feedforward mechanisms relate to where and how the
user should position themselves and can be used to help guide
them through movements they may be unfamiliar with, or
through complex sequences of motion. In contrast, feedback
mechanisms can be used to indicate to the user how well they
are performing the movements according to the video, and can
be either real-time or summary. Feedback may be provided
on both spatial (e.g. pose error) or temporal (e.g. play speed)
aspects of the video. These elements are generalisable across
videos as they focus on movements viewed as trajectories, and
can be tailored by the user (e.g. guidance with no feedback).
Visual Feedback
The movement guide (Figure 2) shows movement trails, user
skeleton, and control points. These are designed to be config-
urable such that the user can adapt the guidance to suit their
needs, allowing for users to reduce visual complexity as they
see fit [42, 51]. The user’s skeleton is overlaid in real-time
onto the instructor’s to provide feedback on their alignment,
and to help guide the user’s movement relative to the instruc-
tors. The type of alignment used will affect the nature of the
feedback. For example, one can align individual body parts
to the instructor’s skeleton to isolate and provide feedback on
individual limbs. Skeleton alignment is also used for playback
estimation, which we discuss in the next section, however the
feedback provided to the user is independent of this.
Figure 2. Visual feedback of Reactive Video showing (a) movement trails
to guide the user which adapt to the tempo of the movement, (b) over-
lay of the user’s skeleton, and (c) control points illustrating pose errors
through colour change.
Movement trails illustrate both the forward and backward
motion paths of the instructor in the video, and provides a
visual cue of the upcoming movements. By default, these are
configured to show movement two seconds in the future and
two seconds in the past. The arc length of the movement trails
indicates to the user the speed at which the movement takes
place (i.e. larger the trail the quicker the movement). The
movement trails originate from the control points, which also
illustrate to the user which parts of the movement they should
focus on. We use a colour gradient to indicate how close the
user’s control point is to the instructor’s.
Audio Feedback
Changing the play speed of the video playback changes the
audio too, which can be mitigated by techniques, such as time
stretching, which change the speed or duration of an audio
signal without affecting its pitch [14]. Auditory feedback
has also been shown to be beneficial for motor learning tasks
(see [43] for a review). We developed a complementary au-
ditory feedback mode which could be played instead of the
video’s original audio track. This provides musical feedback
to help the user correct pose alignment and speed of movement
using qualities of the music’s pitch and tempo respectively.
Summary Feedback
A user may record a session for later review, or to share with
an expert for feedback in accordance with the demonstrate,
perform, feedback cycle discussed in previous research [53, 1].
Upon completion of an exercise in recording mode, the post-
video guide (Figure 3) provides feedback using a line graph
which plots the pose error and play time of the video against
time. Scrubbing along the graph acts as a slider to control
both the user video and instructor video so that the user and/or
expert can see at which part of the exercise is being attended
to, and watch the user and expert movements side-by-side.
Figure 3. Summary feedback showing a line graph with the play time
(blue) and pose errors (red). The instructor (left) and user (right) videos
can be shown side-by-side and are controlled by scrubbing along the line
graph (user and instructor zoomed in for illustration purposes).
IMPLEMENTATION
We built Reactive Video using a NodeJS server and Javascript
client. One requirement was for a CPU-only implementation
that did not require expensive GPU-based acceleration. For
development we used the Microsoft Kinect v2 as a sensing
device, and also implemented a PoseNet1 version which only
required a standard webcam. We found the speed/accuracy
tradeoff of PoseNet made this approach only suitable for the
simplest of movements.
The Kinect interfaces with the NodeJS server which sends the
poses to the browser, whereas the browser directly accesses
the webcam for the PoseNet approach. In both cases, the
target videos are stored and accessed via the NodeJS server
which sends the video to the browser as images. We found
this approach more robust than seeking an HTML5 video in
the browser. A Python test framework was developed for algo-
rithm development which interfaced with the NodeJS server
over SocketIO to control the output. Algorithms for adaptive
playback could be implemented either directly in the browser,
or by using the framework to take advantage of the extensive
libraries available for Python.
For pose extraction we developed two programs for extracting
movement from video. The first was a simple recording pro-
gram which records from the Kinect and creates a JSON file
with the relevant data. We also developed a program which
takes any video as input and uses OpenPose to extract skele-
tal data to be used directly by Reactive Video. The program
filters the skeletal data using SciPy’s implementation of a
zero-lag Butterworth filter to remove high frequency noise,
the values of which we tailored depending on the video to be
post-processed (e.g. frame rate, speed of motion).
ADAPTIVE VIDEO PLAYBACK
The core component of Reactive Video is that it can adapt the
playback of a video to mimic the user’s movements. This is
achieved in three stages:
1. Registration: The user’s skeleton is spatially aligned to the
instructor’s.
2. Estimation: Based on the user’s movements we estimate
which play time in the video corresponds to their intentions.
3. Rendering: We may wish to vary what to show given our
estimation of where we believe the user is in the video.
We view the issue of determining where in the video the user
is, as similar to that of curvilinear dragging in DMVN inter-
faces. Several approaches have been proposed for estimating
the play time when the user controls video playback by drag-
ging objects along their visual trajectories [26, 13, 23]. In
essence, these approaches minimise a spatiotemporal distance
metric based on the position of the cursor relative to the target
trajectory, whilst accounting for temporal changes to minimise
discontinuous jumps. During initial development we found
these approaches did not work beyond the simplest of videos,
due to a number of additional challenges posed by matching
user movements to the video in the context of Reactive Video.
In this section, we describe the requirements for adaptive play-
back, reflect on the challenges of replacing a mouse or touch
input with body gestures in the proposed context, and intro-
duce probabilistic approaches aimed at addressing these issues.
We only consider the case of 2D matching due to the ability to




Dragicevic et al. postulate five basic requirements for “correct”
behaviour of curvilinear dragging [13]:
• Multi-scale: Both coarse- and fine-grained dragging should
be supported.
• Arc-length continuity: Continuity should be maintained for
self-intersecting trajectories, such that the play time does
not jump at the intersection.
• Directional continuity: Continuity should be maintained for
recurring movements and at cusps, where the forward and
backwards trajectory are similar.
• Proximity: The offset between cursor and target should be
minimal when the user stops dragging to minimise spatial
indirection.
• Responsiveness: There should be no noticeable delay be-
tween user movement and interface response to minimise
temporal indirection.
In addition to these requirements, using body movements to
control playback in the context of Reactive Video presents
several unique challenges:
• Continuous Playback: Curvilinear dragging is used for
seeking to a position in previous DMVN applications. In
contrast, adaptive video playback continuously updates the
play time of the video, and therefore the requirement to
reduce both small and large jumps in playback, and ensure
a smooth output, is important for the user experience.
• Temporal Ambiguities: Temporal ambiguities, e.g. a pro-
longed pause in the video, can cause erratic jumps or are
skipped altogether using previously proposed DMVN ap-
proaches. DragLocks addressed this for traditional DMVN
applications by expanding the spatial point using a loop, or
transitioning from spatial to time-based control around the
ambiguity [25]. However, modifying the trajectory is un-
suitable for Reactive Video because users should be able to
intuitively navigate pauses without breaking the immersion.
• User Errors: As one of the goals of Reactive Video is
to help users learn an exercise, there is increased chance
that they may not be able to accurately mimic the exercise
movements, creating uncertainty for play time estimation.
• Multiple Control Points: Previous approaches utilise a sin-
gle control point, e.g. a cursor position, for object dragging.
In Reactive Video, play time estimation may be based on
multiple control points corresponding to different joints
of the body. This exacerbates the issue of user error for
complex movements.
• Sensor Accuracy: Users are precise and accurate using a
mouse or with touch-based input, where mapping of input
device to output space is well-defined. Body movement sen-
sors do not have the same sensing capabilities, and mapping
user input to the video can be affected by sensor placement
and physiological differences between people.
Registration
Registering the user’s pose to the instructor compensates for
differences in camera perspectives between the input and
recording devices, and physiological variability between the
user and instructor. It is important for estimating the playback
correctly, and can also be used for providing accurate feed-
back to the user in the learning mode. Registration involves
a transformation using translation, scaling, and rotation, or a
subset of these, and can be applied to all joints globally, or
specific joints locally.
The type of registration affects how well the user needs to be
synchronised with the video to affect playback. For example,
consider comparing the hand position of two poses. If we
transform the user’s skeleton globally, the position of their
hand is based on the position of the torso and legs, and there-
fore the pose errors in other parts of the body propagate to the
hand. In contrast, if we transform the user’s arm to the origin
of the shoulder, then the movement can be isolated relative to
the rest of the body. The type of registration used for playback
estimation may differ to the alignment shown to the user as
feedback (as in Figure 2). As we consider 2D poses, accurate
detection of limb lengths, which has been used in previous
work [1, 46], is non-trivial. We therefore implemented two
different approaches for registration:
Transformation
The transformation registration applies a simple transforma-
tion of scale and translation globally to all joints of the body.
The system calculates scaling values for the x-axis, Sx, based
on distance between shoulders, and for the y-axis, Sy, based on
the difference between user and instructor trunks, defined as
the distance between the neck and the middle of the hips. The
trunk proved to be a more stable measurement than using the
legs, which we observed could be subject to tracking errors.
Translation, tx and ty, is calculated as the difference between
the mid-point of the shoulders. This requires the user to be
globally in sync with the instructor’s movement.
Anchored
We observed during development that most users found it
difficult to consider the positioning of multiple body parts at
once during compound movements involving both arm and
leg movement. Rather than applying a global transformation,
anchored registration anchors specific body parts to the torso
of the instructor. The arms are anchored to the shoulder joints,
the legs to the hips, and the head to the neck. Each limb
is individually transformed onto its respective anchor point.
This reduces the error that is propagated through the body
(e.g. hands are out of place because torso is), and is advanta-
geous for isolating the movement of control points. Scaling is
calculated in the same way as the transformation approach.
Probabilistic Play Time Estimation
Previous approaches for DMVN rely on a single “best guess”
of the play time and do not take into account uncertainties
in the system, making them sensitive to jumps in play time
estimation. In Reactive Video, uncertainty arises due to dif-
ferences in the user’s pose relative to the video as a result of
misalignment of poses in the registration phase, sensor noise,
or user error. Probabilistic approaches represent information
as probability distributions over a range of guesses whilst tak-
ing all evidence into account, and are typically more robust in
the face of uncertainties. We view the estimation of play time
as a position tracking problem, where we assume we know the
initial play time based on when the system was activated.
We propose two approaches, discrete Bayes and particle filter,
both of which are capable of tracking multiple hypotheses of
where we believe the user’s movement corresponds to. This
is important for directional continuity, where we may want
to keep track of two hypotheses to see how they evolve, e.g.
one representing the play speed going forward and one rep-
resenting the play speed in reverse. In this paper, we explore
simple probabilistic models with parameters not directly learnt
from the data. Our motivation for this is to develop generic
algorithms that work well across different videos because of
the potential for Reactive Video to work with a wide variety
of physical activities and exercise videos.
The instructor in the video is represented as a spatiotempo-
ral trajectory, Y, defined as a sequence of N poses: Y =
{y(t1),y(t2), ...,y(tn)}, where y(ti) is a set of M joints which
represent the control points at a given timestamp, ti: y(ti) =
{y1,y2, ...,ym}(ti), where yk corresponds to the kth joint where
1≤ k≤M, and represents the joint as a two-dimensional point
in the camera’s coordinate system. Given a user’s current
pose, z(t j), consisting of m joints, at time j, our goal is to
estimate which play time from the video best represents the
user’s intention.
Discrete Bayes Filter
A discrete Bayes filter recursively estimates a probability den-
sity function (PDF), p(xti |z,u), over a discrete latent state, x,
conditioned on the history of observations, z, and actions,
u [48]. The PDF is represented as a histogram across the latent
state space, x, where each state is a frame in the video (i.e.
discretised play time). The observations, z, are the user’s pose,
and the actions, u, represent a simplistic model of the user’s
intentions. To estimate which play time the user is in the video,





An initial prior probability represents our starting belief of
which frame the user is at. We then recursively estimate the
position of the play time in two stages: prediction and update.
Initialisation: We initialise our prior belief with a point mass
distribution that centres all probability mass on the initial play
time at which the system was activated, and assign zero proba-
bility elsewhere (practically we assign very small probability).
Prediction: We use a very simple process model to represent
how we anticipate the user will behave, in which we assume
at each time step they will proceed with unit play speed. The
uncertainty associated with this is represented with a Gaussian
kernel of length Np and variance σ2p . After applying unit play
speed (i.e. shifting the histogram right), we convolve our
new prior belief with this Gaussian kernel. We use this to
predict the prior probability for each state estimate, xti , using
the theorem of total probability:
p(xti) =∑
j
p(xti |ut ,xt−1j ).p(xt−1j ) (2)
Where p(xti |ut ,xt−1j ) represents our process model, which is
not focused on a single pose, but on a continuum of poses
centred around the expected outcome (of unit play speed).
Update: The update step takes into account measurements
from the user (i.e. their current pose) to update our state esti-
mation. For each state, we compute a likelihood value which
represents how likely it is that the user’s pose matches each
state. For this, we calculate the average Euclidean distance
between each of the control points between the user’s current
pose and the target poses. Uncertainty due to sensor or user
error is modelled using a Gaussian likelihood:




||(z j− y j)||;0,σ2L) (3)
Where P(z|xi) is the likelihood, N (x;µ,σ2) is a Gaussian
with mean, µ , and variance, σ2, M is the number of control
points, z j is the position of the jth control point from the
measurement, y j is the position of the jth control point from
the pose corresponding to state xi, and i is the frame index.
We use selective updating which only updates those frames
within a certain time distance, td of the currently estimated play
time to reduce computational complexity [48]. The likelihood
function is a simplification of the underlying measurement
probability, and we would expect a more complicated function
based on the complexity of the movements in the video, and
the skill of the user, to yield better results.
Estimation: After normalisation, the estimated play time can
be calculated from the posterior by taking the value with the
highest probability – the maximum a posterior (MAP) predic-




Where xi is the ith state and p(xi) is the corresponding esti-
mated probability.
Particle Filter
The second approach we developed was a particle filter (PF),
which uses a set of particles (or samples) to represent the
posterior distribution [21, 44]. Each particle has an associated
weight which corresponds to the probability that it represents
the true position of the video play time. PFs allow us to
extend our state estimation to two dimensions, with which we
can estimate both the play time and play speed, and model
our states as continuous variables which change smoothly
over time. In contrast to the discrete Bayes, in which the
pauses in the video are navigated at unit play speed due to
the process model, the play speed in the PF approach will be
dependent on the user’s behaviour prior to the pause due to the
incorporation of play speed into the model. The disadvantage
of PFs is the computational complexity required to track each
particle. There are five main stages involved in the approach:
initialisation, prediction, update, estimation, and resampling.
Initialisation: We first begin by initialising a set of Np parti-
cles around where we think the play time should start – the
play time at which the system was activated. We therefore
draw from a prior distribution, where the initial play time of
a particle, x0, is randomly sampled from a Gaussian centred
around the time at which the system was activated, t0:
N (x0; t0,σ2x0) (5)
Likewise, the initial play speed, x˙0, of a particle is drawn from
a Gaussian centred around unit play speed:
N (x˙0;1,σ2∆0) (6)
After the initialisation, we have no reason to favour one par-
ticle over another, therefore we assign a weight of 1N for all
particles, so that the sum of all weights equals one.
Prediction: The prediction stage incorporates the dynamics of
the system and associated uncertainties. We assume that the
play time is steady with some drift:
xt+1 = xt + x˙t +ax (7)
Where xt is the play time at time t, x˙t the play time velocity, and
ax is a random variable drawn from a Gaussian distribution,
N (ax;0,σ2x ). We also assume that the play time velocity can
also drift slowly, such that:
x˙t+1 = x˙t +ax˙ (8)
Where ax˙ is a random variable drawn from a Gaussian distri-
bution,N (ax;0,σ2∆).
Update: A weighting function is used to update the weights
of the particles based on how well they, and the associated
frames they represent, agree with the user’s pose. Those parti-
cles whose frames are closer to the user’s pose are weighted
more highly. We use the same Gaussian likelihood used in
equation 3 for the weighting function.
Estimation: We can calculate our estimate of the state based
on either the particle with the largest weight, or based on the
expected value of the particles once their weights have been
normalised (using equation 4).
Resampling: At each iteration, there will be particles with low
weights that are highly improbable. To avoid accumulating
lots of improbable particles, resampling replaces particles with
low probability with particles of higher probability. We use
low variance resampling [48], in addition to drawing from our
prior distribution as in the initialisation stage with an initial
time of our current state estimate.
Rendering
The rendering stage can be used to ensure that the rendered
frames appear smooth to the user. Real-time low-pass filtering
techniques, such as the Kalman or One Euro filters [6], can
reduce small fluctuations in play times due to user behaviour
(e.g. small corrections), sensor errors in either target video
or user, or erroneous estimates. The rendered frames need
not correspond to the estimated play time which represent the
user’s intention. For example, if the temporal synchronisation
with the video is important, the play time can be used to
encourage the user to speed up or slow down. Alternatively,
for learning movements an offset can be added to the play
time such to ensure the video is always ahead of the user’s
movement, provided the proximity requirement is satisfied
during pauses and slower movements.
EVALUATION
We undertook a controlled data collection to demonstrate the
feasibility of adaptive video playback and evaluate the pro-
posed probabilistic approaches. Participants were recorded
mimicking movements against six different exercise videos.
To assess the approaches’ ability to track different play speeds,
modified videos of each exercise were created to elicit con-
trolled changes in tempo from participants. The recordings
were then post-processed to assess the proposed approaches’
outputted play times against the ground truths.
Participants
We recruited eight participants (M: 25.5, SD: 2.45) to take part
in the data collection. Three participants were female, one of
whom had tried tai chi before but did not practice on a regular
basis. All participants were fit young adults who participated
in various activities including cardio, weights, meditation, and
dancing. None of the participants had knowledge of Reactive
Video prior to the data collection.
Exercise Videos
Figure 4 shows the six physical exercises selected: four tai
chi movements (A-D) and two Radio Exercises (E, F) – a
form of warm-up callisthenics popular in Japan. The tai chi
movements involved multiple repetitions of the same move-
ment, whereas the radio exercises involved multiple elements,
including arm stretching followed by the movements shown
in Fig. 4. These videos were specifically chosen to be simple
enough for inexperienced users to complete, whilst also con-
taining challenging elements for the approaches. Exercises C
and F contain movements which introduce directional ambi-
guity. Exercise D increases the likelihood of user error due
to the complexity of the movement which requires synchrony
between both arms. Exercise E increases sensor error which
involves crossed arms with high speed movement. Exercise A
involves subtle leg movements, and B is asymmetrical.
The exercise videos were filmed by two of the authors. Exer-
cises A and B were recorded using a video recorder at 60 fps,
with skeletons extracted using OpenPose and filtered with a
fifth order Butterworth filter with critical frequency of 0.025
half-cycles per second. These were filmed at a height of 1.7
m. The remaining four videos were recorded at 30 fps using
the Microsoft Kinect, recorded at a height of 1.8 m. Videos
A-D last for 60 seconds, whereas E and F run for 30 seconds.
In addition to unit play speed, we included three variants with
modified play speed to illicit different participant behaviour,
see Figure 5(a). Changes in play time were controlled to
provide a ground truth to assess the approaches, and were
designed to be gradual rather than abrupt. The modifications
to the instructor videos were presented in the following order
for each exercise: no change (unit play speed), fast-pause-slow
(FPS), slow-pause-fast (SPF), slow-reverse-fast (SRF).
Figure 4. Illustration of the exercises used to evaluate the feasibility of
the system: (a-d) Reciprocal tai chi movements, and (e-f) Radio exer-
cises.
Figure 5. (a) Modified videos were created of each exercise to elicit con-
trolled changes in tempo from the user: unit play speed (red), fast-pause-
slow (blue), slow-pause-fast (orange), and slow-reverse-fast (green). (b)
Example output for the slow-reverse-fast variant for P2 performing ex-
ercise B, showing the ground truth of the play times the participant was
following on-screen (red), and the estimated play time according to the
discrete Bayes filter (blue).
Apparatus
All participant exercises were recorded using a Microsoft
Kinect V2. Participants were positioned 2.6 m away from
the sensor in the centre of the optical axis. The Kinect was
positioned at a height of 1.8 m located directly above a 60"
smart TV. One participant performed the data collection in a
different setting in which a 50" smart TV was used instead.
Data Collection Procedure
Participants were first handed a consent form and information
sheet, prior to filling out demographic information. They
were then introduced to the Reactive Video system and were
told the purpose of the data collection was to record data of
physical exercises which would be used for analysis of the
proposed approaches. All participants were presented with
exercises A-F in ascending order. Participants first watched
the video to get an idea of the movements involved. Once they
were happy with the movement, they performed an activation
gesture which restarted the video and began the recording.
Participants then mimicked the movement on-screen. For
times when the target video paused, green text was displayed
and the user was instructed to pause in their current pose.
Algorithm Parameters
In search for an estimation approach that works well across the
different videos we varied the parameters for the probabilistic
approaches. The position noise for both approaches is defined
as a percentage of the instructor’s trunk length, measured from
the neck to the hips, to account for different scaling across
videos. We used the following parameters for the algorithms:
Discrete Bayes filter: The length of the Gaussian kernel, Np,
used for convolution of the prior with the system dynamics
was set to 5×σ2p . As these values are index based (rather than
time), the values were doubled for the 60 fps recordings. The
values used were: selective updating (td) [2.5 s, 5.0 s], prior
Gaussian kernel (σ2p ) [1, 3, 5, 7], position noise (σ2L ) [0.3, 0.4,
0.5], and both MAP and expected estimations of the posterior.
Particle filter: We used 1000 particles, and the Gaussian dis-
tributions used for the prior (σ2x0 , σ
2
∆0) were set to σ
2
x and σ2∆
respectively. We varied the prior resampling rate [0%, 10%],
play time noise (σ2x ) [0.1, 0.05, 0.01], velocity noise (σ2∆)
[0.01, 0.005, 0.001], and position noise (σ2L ) [0.3, 0.4, 0.5].
Table 1. Average play time difference (s) for the best parameters for the
discrete Bayes filter and particle filter algorithms with anchored regis-
tration for each video and manipulation, averaged across participants.
Video Algorithm None FPS SPF SRF Ave.
A Discrete Bayes 0.35 0.39 0.38 2.11 0.80Particle Filter 0.37 0.41 0.40 1.41 0.64
B Discrete Bayes 0.21 0.41 0.33 1.50 0.61Particle Filter 0.24 0.43 0.36 0.32 0.34
C Discrete Bayes 0.43 1.28 0.87 4.35 1.73Particle Filter 0.83 3.46 1.43 4.40 2.53
D Discrete Bayes 0.57 0.72 0.72 0.72 0.68Particle Filter 0.46 0.74 0.75 0.67 0.65
E Discrete Bayes 0.38 0.64 0.72 0.84 0.64Particle Filter 1.22 1.43 0.84 1.02 1.13
F Discrete Bayes 0.43 0.61 0.67 0.79 0.63Particle Filter 0.69 0.66 0.85 1.27 0.87
Data Analysis
The recordings of the participants were played through the
test framework as if they were a real-time data stream, where
each recorded video of a participant is played against its re-
spective original target video, see Fig. 5(b) for an example.
We used both hands as the control points to estimate play
time. The system does not activate until two seconds after
the activation gesture, to account for the user re-positioning
themselves, during which the target video is played at unit
play speed. For each recording, we have the ground truth of
the play times assuming the user perfectly followed the in-
structor in the videos. We define the best algorithm as the one
which minimises the absolute difference between estimated
play times and the ground truths. The participants may not be
in perfect synchrony with the target video, thus even with a
perfect algorithm we expect some leading or lagging.
Results
The discrete Bayes filter with anchored registration performed
the best across all videos, with an average time difference
between the estimated play times and ground truths of 0.85 s.
The anchored registration was also best for the particle fil-
ter, achieving an average difference of 1.03 s. In both cases,
anchored registration significantly outperformed the global
transformation registration method (DB: 1.44 s, PF: 1.37 s).
The best parameters for the discrete Bayes estimator were
td = 2.5s, σ2p = 3, σ2L = 0.5, with the expected value of the
posterior as the output. For the particle filter the best values
were σ2x = 0.1, σ2∆ = 0.005, σ
2
L = 0.5, with 10% of particles
resampled from the prior each iteration.
Analysis of the individual videos (Table 1) showed that the
approaches were able to successfully adapt their playback
across the videos, however the reverse variants were the most
problematic to accurately track. In particular, we observe large
differences with exercise C due to the high level of directional
ambiguity. It is ill-defined as to which direction the algorithm
should play when users reverse playback at the turning points,
and we observed that the differences in play time were due to
the tendency to play forward rather than reverse (by design).
We observed the Bayes filter performed better with directional
ambiguity when the intention was to play forward, however
this bias could hinder reverse playback. The particle filter
outperformed the discrete Bayes in some exercises (A, B,
D). It similarly struggled with the reverse playback variants,
although to a lesser extent than the discrete Bayes filter.
DISCUSSION
Our results demonstrate how adaptive video playback can suc-
cessfully track the user’s intentions across different physical
movements, and at different tempos. Reflecting on the chal-
lenges of adaptive video playback in the context of Reactive
Video, the probabilistic approaches provide continuous play
time estimations by taking into consideration the uncertainties
between user and instructor poses which arise due to sensor
inaccuracies and user error. They are able to gracefully cope
with temporal ambiguities due to the underlying models which
drive the video forward in the absence of any useful observa-
tions (i.e. no instructor movement), and their ability to track
multiple hypotheses ensures directional continuity is main-
tained in the majority of cases tested. Reverse playback posed
a difficulty for some videos, however we would not expect it to
be used often, or for prolonged periods. We have demonstrated
adaptive video playback based on the movement of both hands,
however this is easily extendable to multiple control points.
Reactive Video leverages adaptive video playback to provide
a highly deployable platform for enhancing the interactivity of
traditional videos. The use of state-of-the-art skeletal trackers
enables videos to be converted for use with Reactive Video,
presenting the opportunity to use the thousands of available
videos. Although we did not formally study the system in use,
during development we gained several valuable insights from
visitors to the research lab using the system:
• Users tend to mirror the instructor. We observed that most
users of the system, including the participants of the data col-
lection, naturally mirror the instructor’s movements. How-
ever, some users preferred non-mirrored interaction.
• Continuous feedback can enshroud learning of the under-
lying movements. Similar to previous findings [46], we
observed that even simple feedback offered to users on the
pose error could be distracting. Users had a tendency to
focus too much on aligning the dots on-screen, rather than
focusing on the underlying movements.
• Increasing the number of control points requires stricter
matching between user and instructor. When learning a
new movement, we observed it was easier for users to start
with fewer control points, before increasing them to learn
the finer intricacies of the movement. For some exercises,
some control points may be more important to a movement
than others, which could be reflected by weighting them
accordingly in the likelihood functions.
• Explicit intent to interact is more useful. Despite motion
correlation presenting a seamless alternative to activation
gestures, we found that it could be problematic if the user
wanted to copy the movements on-screen without activating
the system and was most suited for walk-up and use sce-
narios. However for prolonged use a more explicit form of
starting, and decoupling from, the adaptive playback proved
to be more useful. Using body movement for intent and de-
coupling can prove problematic because the system uses this
as input, which can result in accidental (de)activations [27].
Alternative modalities, such as voice recognition showed
promising results using Sphinx [50].
• Rendering provides further opportunities for filtering. The
probabilistic approaches output smooth movement but can
reflect the nuances in the way in which a user performs the
movements. For example, a user may mimic slow, smooth
tai chi movements in a more ballistic fashion. The use of
rendering stage filtering can suppress these intricacies, but
must be carefully tuned to avoid lag.
In traditional video, the user passively watches or copies the
video, but can never take the lead. In Reactive Video, the
user’s action can lead and the video can follow, making the
user the causal source. However, when users are learning a
new skill they mimic the instructor. With Reactive Video this
leads to a causality dilemma - a subtle circular feedback case
where it is not clear who is leading, but which can create an
immersive experience of connection with the teacher. The
evaluation presented in this paper focused on the system’s abil-
ity to track the user through the video, where the recordings
are representative of a user who knows the exercise and is not
relying on the instructor for cues. The unique capabilities of
Reactive Video begs the question to what extent synchrony be-
tween user and instructor increases immersion and feelings of
engagement, which have been shown in interpersonal settings
and virtual environments [18, 17, 47].
Adaptive video playback invites the exploration of how it can
be used to support users practice and learn movements beyond
the limited range of exercises used in the evaluation (e.g. high
speed movements involving occlusion), and to other contexts
such as how-to videos [7]. Other skeletal trackers, e.g. Open-
Pose, output confidence of the joints which can be used as
input for the approaches to reflect the sensor’s capabilities.
However, OpenPose is still computationally expensive, and
even with GPU-support can not run in real-time. Our cur-
rent implementation processes poses in 2D coordinate space,
limiting the ability to control the content of the video in the
z-dimension, and requiring the user’s perspective to match the
instructors. Although it is common for exercise videos to be
filmed as if the user is in front of a mirror, the ability to match
between different perspectives would enhance the capabilities
of the system.
CONCLUSION
Reactive Video enhances the utility of existing videos designed
for physical activities, requiring only minimal hardware. The
system can post-process existing videos to extract instructor
poses, opening up the opportunity to use thousands of existing
videos. At the core of the system is adaptive video playback,
which mirrors the user’s movements and enables intuitive,
immersive control of the video playback without breaking
flow. Inspired by direct manipulation video navigation, our
work demonstrates how the unique challenges posed by full
body movement matching can be overcome using probabilistic
approaches which take into account the uncertainties in the
system, ensuring smooth playback.
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