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Запропоновано метод прогнозування споживання електроенергії на основі апарату канонічних 
розкладань випадкових процесів. Метод повністю враховує особливості процесу споживання 
електроенергії (нестаціонарність, значна післядія, наявність нелінійних стохастичних зв’язків), 
що дозволяє підвищити якість вирішення задачі прогнозування. Результати чисельного експери-
менту на основі статистичних даних підтвердили високу ефективність запропонованого методу.  
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Вступ. Електроенергетична система − це складний технічний комплекс, що 
представляє собою сукупність з'єднаних між собою електричних мереж, електро-
станцій та приймачів електричної енергії, що функціонують у спільному режимі. 
Основною метою електроенергетичної системи є надійне електропостачання спожи-
вачів і при цьому ефективність її функціонування визначається якістю технічного та 
організаційного управління, яке повинно забезпечувати оптимальність режимів 
роботи системи. 
Особливістю електроенергетичних систем, що відрізняє їх від інших 
складних об'єктів контролю та управління, є неможливість зберігання виробленого 
ними продукту − електричної енергії. Це означає, що режим роботи 
електроенергетичної системи повинен вибиратися таким чином, щоб виробництво 
електроенергії в точності відповідало її споживанню (з урахуванням різного роду 
втрат). Порушення цього балансу в ту чи іншу сторону веде до зниження якості 
функціонування електроенергетичної системи. Так, при нестачі виробництва 
електроенергії деякі споживачі або не отримають її взагалі, або отримають з 
якістю нижче необхідного рівня, що спричинить штрафні санкції та фінансові 
збитки. У випадку надлишку виробництва електроенергії буде мати місце 
перевитрата використаного на її виробництво палива, що також є економічно не 
вигідним. Таким чином, для ефективної роботи електроенергетичної системи 
однією з найбільш важливих завдань є максимально точне прогнозування 
споживання електроенергії споживачами в майбутні моменти часу. 
Особливістю процесу зміни споживання електроенергії є стохастичний 
характер. Основними факторами, вплив яких обумовлює приналежність 
електроенергетичних систем до об'єктів з випадково змінними умовами 
функціонування, є наступні: тип дня тижня (робочий, вихідний, святковий); 
погодні умови (температура повітря, дощ, туман, сніг); залежність від часу доби; 
тривалість світлового дня. 
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Таким чином, враховуючи особливості функціонування електроенергетичних 
систем, для вирішення задачі прогнозування споживання електроенергії   
необхідно застосовувати методи теорії випадкових процесів. 
Відомо, що найбільш загальною екстраполяційною формою  для розв’язання  
задач прогнозування є математична модель у вигляді поліному Колмогорова–
Габора [1]. Така модель дозволяє враховувати довільне число вимірювань 
випадкового процесу та порядок степеневої нелінійності. Проте її практичне 
застосування обмежене істотними труднощами, пов’язаними з формуванням 
великої кількості рівнянь для визначення параметрів екстраполятора. Існуючі 
оптимальні методи, що використовуються для розв’язання прикладних задач, 
отримані для певних класів випадкових процесів (методи А.Н. Колмогорова [2]  і 
Н. Вінера [3]  – для стаціонарного процесу з  дискретним  аргументом, фільтр–
екстраполятор Калмана [4] – для марковських випадкових процесів, методи В.С. 
Пугачова [5], В.Д. Кудрицького [6] – для нестаціонарних гаусівських процесів та 
ін.), тому їх застосування дозволяє отримувати оптимальні результати тільки для 
процесів з певними апріорно  відомими характеристиками. 
Мета роботи. Метою статті є розробка методу прогнозування процесу 
споживання електроенергії, що не накладає жодних суттєвих обмежень на 
стохастичний процес, що досліджується. 
Метод прогнозування спожива електроенергії. Найбільш універсальною 
прогнозною моделлю з точки зори обмежень, що накладаються на процес, є 
поліноміальний степеневий екстраполятор [7-9]: 
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Параметрами алгоритму (1) є елементи канонічного розкладання [10,11]  
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Елементи ( )( ) ( ), hW  iλ λν νβ  представлення (2) процесу ( )X t  визначаються 
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Блок-схема алгоритму обчислення параметрів екстраполятора (1) 
представлена на рис. 1. 
 
Рис. 1 – Блок-схема алгоритму обчислення параметрів екстраполятора (1) 
 
Прогнозна модель (1) дозволяє врахувати довільну кількість точок 
дискретизації та нелінійні зв’язки між ними і є досить простою для реалізації, 
блок-схема функціонування моделі представлена на рис. 2.  
Змістом запропонованого методу прогнозування обсягу споживання 
електроенергії на основі поліноміальної степеневої моделі (1) є реалізація 
наступних етапів: 
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Етап 1. Збір статистичних даних про постачання електроенергії за фіксований 
період часу для визначеної електроенергетичної системи і обчислення на їх основі 
дискретизованих моментних функцій ( ) ( )hM X X iλ ν   ; 
 
 
Рис. 2 – Блок-схема алгоритму функціонування екстраполятора (1) 
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Етап 2. Формування канонічного розкладання (2) випадкового процесу, що 
досліджується; 
Етап 3. Визначення на основі відомої апостеріорної інформації за допомогою  
прогнозної моделі (1) 
майбутніх значень викорис-
тання електроенергії спожи-
вачами. Запропонований ме-
тод апробовано для 
вирішення задачі прогнозу-
вання споживання електро-
енергії для району «Вар-
варівка» м. Миколаїв (на рис. 
3 предтавлені графіки спо-
живання для періоду 7.04.14-
11.04.14 в залежності від 
часу доби). 
На основі статистичних 
даних (період 1.04.14-
31.05.14) виконано чисель-
ний експеримент з викорис-
танням лінійного методу, ме-
тоду Калмана третього 
порядку і запро-понованого 
методу на основі моделі (1) 
третього порядку нелінійних 
зв’яз-ків. На рис. 4 предс-
тавлені графіки залежностей 
відносної похибки прогно-
зування для різних моментів 
часу. 
Результати експери-
ментту вказують на високу 
точність прогнозування  на 
основі алгоритму (1) в порів-
нянні з лінійним методом за 
рахунок використання нелі-
нійних стохастичних зв’язків  
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Рис. 3 – Споживання електроенергії  для району 
«Варварівка» м. Миколаїв за період з 7.04.14 по 
11.04.14 
 прогнозна модель (1)
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Рис. 4 – Похибка прогнозування споживання 
електроенергії  для району «Варварівка»  
м. Миколаїв 
і в порівнянні з методом Калмана за рахунок суттєвого збільшення апостеріорної 
інформації, що використовується для прогнозування. 
 
Висновки. Запропоновано метод прогнозування майбутніх значень процесу 
споживання електроенергії, що не накладає жодних обмежень на його властивості 
(вимога лінійності, марковості, монотонності, стаціонарності і т.д.). Результати 
чисельного експерименту підтвердили високу ефективність методу, відносна 
похибка прогнозування споживання електроенергії складає 2-3 %. 
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