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UNSTABLE ENTROPIES AND DIMENSION THEORY OF
PARTIALLY HYPERBOLIC SYSTEMS
XUETING TIAN AND WEISHENG WU∗
Abstract. In this paper we define unstable topological entropy for any sub-
sets (not necessarily compact or invariant) in partially hyperbolic systems as a
Carathe´odory dimension characteristic, motivated by the work of Bowen and Pesin
etc. We then establish some basic results in dimension theory for Bowen unstable
topological entropy, including an entropy distribution principle and a variational
principle in general setting. As applications of this new concept, we study unstable
topological entropy of saturated sets and extend some results in [8, 30]. Our results
give new insights to the multifractal analysis for partially hyperbolic systems.
1. Introduction
The study of dimension theory (in particular, multifractal analysis) of hyperbolic
dynamical systems has drawn the attention of many researchers ([26, 4, 6, 37, 38] and
many others). The general concept of multifractal analysis is to decompose the phase
space into subsets of points which have a similar dynamical behavior and to describe
the size of these subsets from the geometrical or topological viewpoint. Sets with
similar dynamical behavior include the basin set of an invariant measure or general
saturated sets [8, 30], recurrent and dense sets [42, 9], non-dense sets [45, 13, 47, 48],
level sets and irregular sets of Birkhoff ergodic average [26, 27, 3, 4, 6, 5, 7, 38, 30, 23,
39, 19, 37], level sets and irregular sets of Lyapunov exponents [2, 28, 15, 41], which
have been studied a lot by using various measurements such as Hausdorff dimension,
topological entropy or pressure, Lebesgue measure and distributional chaos etc. Here
the topological entropy used was introduced by Bowen [8] to characterize the dynamical
complexity of arbitrary sets which are not necessarily compact nor invariant from the
perspective of “dimensional” nature. Pesin and Pitskel′ further developed Bowen’s
approach and proposed the notion of topological pressure of a general subset (cf. [27]).
In Pesin’s book [26], a general Caratheo´dory construction is presented, and the notion
of Caratheo´dory dimension is defined. Among Caratheo´dory dimensions are Hausdorff
dimension, q-dimension, topological pressure including topological entropy, etc.
The dimension theory of hyperbolic dynamical systems has been well-studied with
mature methods including thermodynamic formalism approach ([4, 1] etc.) and or-
bit gluing approach ([38, 30] etc.), for which the uniqueness of equilibrium states and
certain weak form of specification are essential, respectively. However, the dimension
theory of dynamical systems beyond uniform hyperbolicity is far away from being well-
studied. There are only few developments for nonuniformly hyperbolic or expanding
systems (without zero Lyapunov exponents) [23, 43]. Another important type of dy-
namical systems beyond uniform hyperbolicity is partially hyperbolic diffeomorphisms
which admit zero Lyapunov exponents. However, to the best of our knowledge, there
are no results on dimension theory of partially hyperbolic diffeomorphisms.
∗Corresponding author.
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The crucial techniques of thermodynamic formalism and orbit gluing approach in
hyperbolic case may not work in general partially hyperbolic systems. Either the
uniqueness of equilibrium states or weak forms of specification are very rare. For
instance, a partially hyperbolic (but not hyperbolic) system can not have specification
robustly since a system with specification robustly if and only if it is transitive Anosov
[34]. And a partial hyperbolic system with two saddles of different indexes can not
have specification [36]. Nevertheless, there are some progress in positive direction. For
example, some special partially hyperbolic systems including Man˜e´’s examples have
uniqueness of equilibrium states established in [12, 11]. This is mainly because such
systems satisfy non-uniform versions of specification and expansiveness. As for orbit
gluing approach, we notice that a quasi-shadowing property and a center specification
property are obtained in [18] and [46] which might be helpful.
Partial hyperbolicity includes the hyperbolic part and the center part. Since the
latter may have zero exponents, one can firstly consider dynamical complexity caused
by the hyperbolic part. In their seminal papers [21, 22], Ledrappier and Young gave
a characterization of the SRB measures, and more generally, established the so-called
dimension formula for all invariant measures. They introduced a hierarchy of metric
entropies hi = hi(f), each of which corresponds to different largest positive Lyapunov
exponents, and is regarded as the entropy caused by different levels of unstable man-
ifolds. A natural problem is then to study the topological entropy caused by different
hierarchy of unstable manifolds and its relationship with the metric entropy considered
by Ledrappier and Young. For C1-partially hyperbolic diffeomorphisms, Hu, Hua and
Wu recently introduced in [17] a concept called unstable topological entropy to char-
acterize dynamical complexity of the whole system caused by unstable manifolds and
established a variational principle relating the unstable topological entropy with the
unstable metric entropy. Another useful result is the upper semi-continuity of unstable
metric entropy (cf. [17, 49]).
Inspired by the work of Bowen and Pesin [8, 27, 26], in the present paper we propose
a concept called Bowen unstable topological entropy to study dynamical complexity of
general subsets in partially hyperbolic systems. In particular, the Bowen unstable
topological entropy of the whole space coincides with the unstable topological entropy
of the system in [17]. We then establish some basic results in dimension theory for
Bowen unstable topological entropy, including an entropy distribution principle, and
a variational principle for any compact (not necessarily invariant) subset between its
Bowen unstable topological entropy and unstable metric entropy of probability mea-
sures supported on this set. As applications of this new concept, we study Bowen
unstable topological entropy of saturated sets and extend some results in [8, 30] to the
context of unstable entropies. The main ingredient in our multifractal analysis is the
adapted orbit gluing approach for unstable entropies. The thermodynamic formalism
approach to multifractal analysis based on Bowen unstable pressure will appear in a
forthcoming paper [44].
1.1. Results. Through this paper we consider partially hyperbolic diffeomorphisms.
LetM be an n-dimensional smooth, connected, compact Riemannian manifold without
boundary and let f :M →M be a C1-diffeomorphism. f is called a partially hyperbolic
diffeomorphism (abbreviated as PHD) if there exists a nontrivialDf -invariant splitting
of the tangent bundle TM = Es ⊕ Ec ⊕ Eu into so-called stable, center, and unstable
distributions, such that all unit vectors vσ ∈ Eσ(x) (σ = s, c, u) with x ∈M satisfy
‖Dxfv
s‖ < ‖Dxfv
c‖ < ‖Dxfv
u‖,
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and
‖Dxf |Es(x)‖ < 1, and ‖Dxf
−1|Eu(x)‖ < 1,
for some suitable Riemannian metric on M . The distributions Es, Ec, Eu are Ho¨lder
continuous over M . The stable distribution Es and unstable distribution Eu are in-
tegrable: there exist so-called stable and unstable foliations W s and Wu respectively
such that TW s = Es and TWu = Eu. See for example [33] for the basic properties of
partially hyperbolic diffeomorphisms.
The first aim of this paper is to set up a theory for unstable entropies of general
subsets over PHDs in the framework of Caratheo´dory dimensions. We will define the
notions of Bowen unstable topological entropy and uppper capacity unstable topological
entropy for arbitrary subsets which are not necessarily compact or f -invariant. Usually
it is hard to compute Bowen unstable topological entropy directly. An effective way is
to estimate it through an entropy distribution principle. We define unstable metric en-
tropy for any Borel probability measure onM which is not necessarily f -invariant. See
Section 2 for the detailed definitions and notations. Denote by M(M) (Mf (M)) the
set of Borel probability measures (f -invariant Borel probability measures respectively)
on M . Our first result is the following Billingsley type theorem or entropy distribution
principle:
Theorem A. Let f :M →M be a C1-PHD, Z a Borel subset of M , µ ∈M(M), and
0 < s <∞.
(1) If huµ(f, x) ≤ s for every x ∈ Z, then h
u
B(f, Z) ≤ s.
(2) If huµ(f, x) ≥ s for every x ∈ Z and µ(Z) > 0, then h
u
B(f, Z) ≥ s.
As a corollary, we can generalize Theorem 1 in [8] for Bowen unstable entropy:
Corollary A.1. Let f : M → M be a C1-PHD. Then huB(f, Z) ≥ h
u
µ(f) for any
µ ∈M(M) with µ(Z) = 1.
The unstable topological entropy of f defined in [17] is the uppper capacity unstable
topological entropy ofM , which turns out to coincide with Bowen unstable topological
entropy of M , i.e., huUC(f,M) = h
u
B(f,M). More generally, we have:
Corollary A.2. Let f :M →M be a C1-PHD and Z ⊂M compact and f -invariant.
Then huB(f, Z) = h
u
UC(f, Z).
A variational principle relating unstable topological entropy of f and unstable metric
entropy of invariant measures is given in [17]. In [16], a variational principle is estab-
lished relating Bowen topological entropy of any compact subset and metric entropy
of Borel probability measures supported on it (see Theorem 3.4 below). We find our
new concept of Bowen unstable topological entropy of compact subsets also satisfies
a similar variational principle so that it is suitable to study dynamical complexity of
subsets in partial hyperbolicity.
Theorem B. Let f :M →M be a C1-PHD and K ⊂M a nonempty compact subset.
Then
huB(f,K) = sup{h
u
µ(f) : µ ∈M(M) and µ(K) = 1}.
Our second aim is to study Bowen unstable topological entropy of saturated sets.
Denote En(x) :=
1
n
∑n−1
i=0 δfi(x) where δy is the Dirac measure at y ∈ M . The limit-
point set of {En(x)}n is a compact connected subset Vf (x) ⊂ Mf (M). For K ⊆
Mf(M) which is nonempty, compact and connected, the set GK = {x : Vf (x) = K}
is called the saturated set of K. The existence of saturated sets was firstly found by
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Sigmund in [35] for hyperbolic systems (see [24] for nonuniformly hyperbolic case).
In order to compare the complexity of different saturated sets, Pfister and Sullivan
used topological entropy in [30] to estimate the complexity of a saturated set GK and
established some equalities by using the metric entropy of measures in K. Similar as
in [30] we can first consider
KG = {x : Vf (x) ∩K 6= ∅}
for general PHDs.
Theorem C. Let f : M →M be a C1-PHD, K ⊂Mf (M) a closed subset. Then
huB(f,
KG) ≤ sup{huµ(f) : µ ∈ K}.
Corollary C.1. Let f : M → M be a C1-PHD and Gµ := {x ∈ M : Vf (x) = µ}.
Then
huB(f,Gµ) ≤ h
u
µ(f) for any µ ∈ Mf (M).
Furthermore, if µ is ergodic, then huB(f,Gµ) = h
u
µ(f).
In particular, Corollary C.1 extends Bowen’s result on topological entropy of the set
of generic points with respect to an ergodic measure in [8] to the setting of unstable
entropy.
We obtain the following inequality for saturated set GK .
Corollary C.2. Let f : M → M be a C1-PHD and K ⊂ Mf (M) be non-empty,
connected and compact. Then
huB(f,GK) ≤ inf{h
u
µ(f) : µ ∈ K}.
Birkhoff Ergodic Theorem is a classical and basic way to study dynamical orbits by
describing asymptotic behavior from the probabilistic viewpoint of a given observable
function. Some concepts in the theory of multifractal analysis such as level sets of
Birkhoff ergodic average, derive from the Birkhoff Ergodic Theorem. It was established
a variational principle in [4] for level sets of hyperbolic systems (also see [38, 30] for
results obtained by using specification-like properties). Given a continuous function
ϕ :M → R, for any a ∈ R, consider the level set
Rϕ(a) :=
{
x ∈M : lim
n→∞
1
n
n−1∑
i=0
ϕ(f ix) = a
}
.
Corollary C.3. Let f : M →M be a C1-PHD and ϕ :M → R a continuous function.
Then for any a ∈ R,
huB(f,Rϕ(a)) ≤ sup
{
huµ(f) :
∫
ϕdµ = a, µ ∈Mf (M)
}
.
When the paper was being written we found that recently Ponce [31] used Bowen’s
original ideas [8] to define unstable topological entropy of subsets and get Corollaries
A.1, A.2, and the “furthermore” part of Corollary C.1 for C1+α-PHDs. Here we use the
methods of Caratheo´dory dimension to define unstable topological entropy of subsets
and develop more general results.
X. Tian and W. Wu 5
1.2. Questions. From above results, our Bowen unstable topological entropy seems
to be a suitable concept to study lots of things in partial hyperbolicity. And one can
define refined Bowen unstable topological entropy when the unstable direction can be
decomposed into several sub-directions. One natural question similar as the motivation
of [21, 22] on dimension formula is whether the (whole) unstable topological entropy
equals to the sum of Bowen unstable topological entropy on sub-unstable bundles.
However, we do not know the techniques of the present paper are enough or not.
It was proved in [30] that if the system has g-almost product property and uniform
separation property (see [30] for their detailed definitions), then for any nonempty,
weak∗-compact and connected set K ⊂Mf (M),
hB(f,GK) ≥ inf{hµ(f) : µ ∈ K},
where GK := {x ∈ M : Vf (x) = K}. These assumptions hold for topological mixing
locally maximal hyperbolic sets. For the unstable entropy considered in the present
paper, a natural question arises:
Question 1.1. Let f : M → M be a C1-PHD. Then for any non-empty, connected
and compact subset K ⊂Mf (M), do we have
huB(f,GK) ≥ inf{h
u
µ(f) : µ ∈ K}?
Remark 1.2. This question is important because the positive answer will imply that
the inequality in Corollary C.3 is an equality, by following the proof of Proposition
7.1 in [30]. The positive answer also implies that the irregular set has full unstable
topological entropy by following the way in [40]; see Corollary D.1 for a partial result
on the completely irregular set.
We give a partial answer for this question. Firstly, an unstable version of uniform
separation is naturally true for PHDs. The detailed definition of unstable uniform
separation property is given at the beginning of Section 5. Secondly, we give an estimate
of topological entropy on GK by unstable metric entropy from below. As we mentioned,
partial hyperbolicity has the quasi-shadowing property [18] and the center specification
[46], but the shadowing orbit may be not a true orbit so that one can not use them to
get nonempty saturated sets. Thus here we still assume g-almost product property.
Theorem D. Let f :M →M be a C1-PHD.
(1) Then f has unstable uniform separation property.
(2) If we assume further that f has g-almost product property, then for any non-
empty, connected and compact subset K ⊂Mf (M),
hB(f,GK) ≥ inf{h
u
µ(f) : µ ∈ K}.
Theorem D applies to the study of the irregular set in multifractal analysis. We
can also derive from Theorem D(1) a formula for the unstable metric entropy of an
ergodic measure, which extends the formula given by Pfister-Sullivan ([30]). These are
Corollaries D.1 and D.2 stated in the last section.
This paper is organized as follows. In Section 2 we define unstable topological
entropies using Caratheo´dory construction, and then obtain some basic properties of
them. In Section 3, we study the dimension theory of unstable entropies, proving
Theorem A and B and their corollaries. In Sections 4 and 5, we study the unstable
topological entropies of saturated sets, and prove Theorems C and D respectively.
Corollaries D.1 and D.2 are proved at the end of the paper.
6 Unstable entropies and dimension theory
2. Unstable entropies
2.1. Unstable topological entropies of subsets. We define the notions of Bowen
unstable topological entropy and uppper capacity unstable topological entropy of ar-
bitrary subsets in PHD. Our definitions and notations follow the Caratheo´dory con-
struction presented in [26].
Suppose that U is a finite open cover ofM . Denote diam(U) := max{diam(U) : U ∈
U}. For n ≥ 1, we denote by Wn(U) the collections of strings U = Ui0 · · ·Uin−1 with
Ui ∈ U . Given U ∈ Wn(U), denote by m(U) = n the length of U, and define
X(U) := {x ∈M : f j(x) ∈ Uij , j = 0, 1, · · · ,m(U)− 1}.
Let Z ⊂M be a nonempty set. For s ∈ R, define
MsN(U , Z) := inf
G
∑
U∈G
exp(−sm(U)),
where the infimum is taken over all G ⊂
⋃
j≥N Wj(U) that covers Z, i.e.,
⋃
U∈G X(U) ⊃
Z. Clearly MsN (U , ·) is a finite outer measure on M , and it determines a dimension-
like characteristic as follows. Since MsN(U , Z) increases as N increases, we can define
Ms(U , Z) = limN→∞MsN (U , Z) and
hB(f,U , Z) := inf{s :M
s(U , Z) = 0} = sup{s :Ms(U , Z) = +∞}.
Set hB(f, Z) = supU hB(f,U , Z) where U runs over all finite open covers of M .
Similarly, for s ∈ R, define
RsN (U , Z) := inf
G
∑
U∈G
exp(−sN),
where the infimum is taken over all G ⊂
⋃
j≥1Wj(U) that covers Z and m(U) = N .
We can define
Rs(U , Z) = lim sup
N→∞
RsN (U , Z)
and
hUC(f,U , Z) := inf{s : R
s(U , Z) = 0} = sup{s : Rs(U , Z) = +∞}.
Set hUC(f, Z) = supU hUC(f,U , Z) where U runs over all finite open covers of M .
We denote by du the metric induced by the Riemannian structure on the unstable
manifolds and let Wu(x, δ) be the open ball inside Wu(x) centered at x of radius δ
with respect to the metric du. Let d denote the metric induced by the Riemannian
structure on M . If δ is small enough, then du is equivalent to d restricted to Wu(x, δ).
Definition 2.1. The Bowen unstable topological entropy of Z with respect to f is
defined by
huB(f, Z) = lim
δ→0
sup
x∈M
hB(f,Wu(x, δ) ∩ Z),
The upper capacity unstable topological entropy of Z with respect to f is defined by
huUC(f, Z) = lim
δ→0
sup
x∈M
hUC(f,Wu(x, δ) ∩ Z).
Remark 2.2. Replacing the lim sup by lim inf in (2.1), one can define the lower ca-
pacity unstable topological entropy of Z with respect to f similarly. Readers interested
in lower capacity can follow Pesin’s book [26] to get corresponding results.
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The Bowen unstable topological entropy can be defined in an alternative way. If
y ∈ Wu(x), let dun(x, y) = max0≤j≤n−1 d
u(f j(x), f j(y)), and Bun(x, ǫ) = {y ∈ W
u(x) :
dun(y, x) ≤ ǫ} be the (n, ǫ) u-Bowen ball around x. For Z ⊂ W
u(x, δ), s ≥ 0, N ∈ N
and ǫ > 0, define
MsN,ǫ(Z) := inf
∑
i
exp(−sni),
where the infimum is taken over all finite or countable families {Buni(xi, ǫ)} such that
xi ∈ Wu(x, δ), ni ≥ N and
⋃
iB
u
ni(xi, ǫ) ⊃ Z. As M
s
N,ǫ(Z) increases as N increases,
we can define Msǫ(Z) = limN→∞M
s
N,ǫ(Z) and M
s(Z) = limǫ→0Msǫ(Z). Then define
h¯B(f, Z) := inf{s :M
s(Z) = 0} = sup{s :Ms(Z) = +∞}.
Proposition 2.3. h¯B(f, Y ) = hB(f, Y ) for any Y ⊂Wu(x, δ). Hence for any Z ⊂M ,
hB(f, Z) = lim
δ→0
sup
x∈M
h¯B(f,Wu(x, δ) ∩ Z).
Proof. We note that du is equivalent to d on Wu(x, δ). Then the first statement is
Proposition 5.2 in [10] and a detailed proof is given there. The second statement
follows immediately. 
As for upper capacity unstable topological entropy, there are two alternative ways
to define it. For ǫ > 0 and n ∈ N, a subset S ⊂ Wu(x, δ) ∩ Z is called an (n, ǫ)
u-separated set of Wu(x, δ) ∩Z if x, y ∈ S, x 6= y, then dun(x, y) > ǫ. A set E ⊂W
u(x)
is called an (n, ǫ) u-spanning set of Wu(x, δ)∩Z if Wu(x, δ)∩Z ⊂
⋃
y∈E B
u
n(y, ǫ). Let
Nu(Z, ǫ, n, x, δ) be the maximal cardinality of an (n, ǫ) u-separated set of Wu(x, δ)∩Z
and Su(Z, ǫ, n, x, δ) the minimal cardinality of an (n, ǫ) u-spanning set ofWu(x, δ)∩Z.
It is standard to verify that
Nu(Z, 2ǫ, n, x, δ) ≤ Su(Z, ǫ, n, x, δ) ≤ Nu(Z, ǫ, n, x, δ).
Then checking similarly as in Proposition 2.3, we have
Proposition 2.4.
hUC(f,Wu(x, δ) ∩ Z) = lim
ǫ→0
lim sup
n→∞
1
n
logNu(Z, ǫ, n, x, δ)
= lim
ǫ→0
lim sup
n→∞
1
n
logSu(Z, ǫ, n, x, δ).
The following lemma tells that in Definition 2.1 we do not have to let δ → 0. The
proof is an adaption of the one of Lemma 4.1 [17] to Bowen and upper capacity unstable
topological entropies.
Lemma 2.5. For Z ⊂M ,
huB(f, Z) = sup
x∈M
hB(f,Wu(x, δ) ∩ Z)
and
huUC(f, Z) = sup
x∈M
hUC(f,Wu(x, δ) ∩ Z)
for any δ > 0.
At last, we collect some basic properties of unstable topological entropies. One can
follow Theorems 11.2 and 11.3 in Pesin’s book [26] for a proof.
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Proposition 2.6. (1) hu
B
(f, Z1) ⊂ huB(f, Z2) and h
u
UC
(f, Z1) ⊂ huUC(f, Z2) if Z1 ⊂
Z2.
(2) (Countable stability) hu
B
(f,
⋃
i∈N Zi) = supi∈N h
u
B
(f, Zi).
(3) hu
UC
(f,
⋃
i∈N Zi) ≥ supi∈N h
u
UC
(f, Zi), h
u
UC
(f,
⋃n
i=1 Zi) = max
n
i=1 h
u
UC
(f, Zi).
(4) hu
B
(f, Z) = hu
B
(f, fZ) and hu
UC
(f, Z) = hu
UC
(f, fZ).
2.2. Unstable metric entropy of measures. In [17], the authors give a new defi-
nition for the unstable metric entropy huµ(f) which coincides with the one considered
by Ledrappier and Young [22], by using measurable partitions subordinate to unsta-
ble manifolds that can be obtained by refining a finite Borel partition into pieces of
unstable leaves. We recall this definition as follows.
For a partition α of M , let α(x) denote the element of α containing x. If α and β
are two partitions such that α(x) ⊂ β(x) for all x ∈M , we then write α ≥ β or β ≤ α.
The partition α ∨ β is defined by (α ∨ β)(x) = α(x) ∩ β(x) for any x ∈ M . For a
measurable partition β, we denote βnm = ∨
n
i=mf
−iβ. In particular, βn−10 = ∨
n−1
i=0 f
−iβ.
Take ǫ0 > 0 small. Let P = Pǫ0 denote the set of finite Borel partitions of M whose
elements have diameters smaller than or equal to ǫ0, that is, diamα := sup{diamA :
A ∈ α} ≤ ǫ0. For each β ∈ P we can define a finer partition η such that η(x) =
β(x) ∩Wuloc(x) for each x ∈ M , where W
u
loc(x) denotes the local unstable manifold at
x whose size is greater than the diameter ǫ0 of β. Clearly η is a measurable partition
satisfying η ≥ β. Let Pu = Puǫ0 denote the set of partitions η obtained this way.
A partition ξ ofM is said to be subordinate to unstable manifolds of f with respect to
a measure µ if for µ-almost every x, ξ(x) ⊂Wu(x) and contains an open neighborhood
of x in Wu(x). It is clear that if α ∈ P such that µ(∂α) = 0 where ∂α := ∪A∈α∂A,
then the corresponding η given by η(x) = α(x) ∩Wuloc(x) is a partition subordinate to
unstable manifolds of f .
Given a measure µ and measurable partitions α and η, let
Hµ(α|η) := −
∫
M
logµηx(α(x))dµ(x)
denote the conditional entropy of α given η with respect to µ, where {µηx : x ∈ M}
is a family of conditional measures of µ relative to η. See [32] for the discussion of
conditional measures.
Definition 2.7. The conditional entropy of f with respect to a measurable partition α
given η ∈ Pu is defined as
hµ(f, α|η) = lim sup
n→∞
1
n
Hµ(α
n−1
0 |η).
The conditional entropy of f given η ∈ Pu is defined as
hµ(f |η) = sup
α∈P
hµ(f, α|η).
and the unstable metric entropy of f is defined as
huµ(f) = sup
η∈Pu
hµ(f |η).
By Corollary A.2 and Theorem B in [17], we have
Proposition 2.8. If µ is ergodic, then for any α ∈ P, η ∈ Pu subordinate to unstable
manifolds and any ǫ > 0,
huµ(f) = hµ(f |η) = hµ(f, α|η) = lim
n→∞
−
1
n
logµηx(B
u
n(x, ǫ)) µ-a.e. x.
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It is natural to give a definition for unstable metric entropy of any Borel probability
measure on M as follows.
Definition 2.9. Let µ be a Borel probability measure on M , η ∈ Pu subordinate to
unstable manifolds and ǫ > 0 small enough. Define the unstable metric entropy of µ as
huµ(f) =
∫
M
huµ(f, x)dµ, h
u
µ(f) =
∫
M
h
u
µ(f, x)dµ,
where
huµ(f, x) = lim
ǫ→0
lim inf
n→∞
−
1
n
logµηx(B
u
n(x, ǫ)),
h
u
µ(f, x) = lim
ǫ→0
lim sup
n→∞
−
1
n
logµηx(B
u
n(x, ǫ)).
If µ is f -invariant and ergodic, it is proved in (9.2) and (9.3) in [22] that
huµ(f, x) = h
u
µ(f, x) = h
u
µ(f)
for µ-a.e. x and thus huµ(f) = h
u
µ(f) = h
u
µ(f).
If µ is f -invariant, we argue huµ(f) = h
u
µ(f) = h
u
µ(f) as follows. Let µ =
∫
Me
f
(M) νdτ(ν)
be the unique ergodic decomposition where τ is a probability measure supported on
Mef(M), the subspace of Mf (M) consisting of ergodic measures. Since µ 7→ h
u
µ(f) is
affine and upper semi-continuous by Propositions 2.14 and 2.15 in [17], then
(1) huµ(f) =
∫
Me
f
(M)
huν (f)dτ(ν)
by a classical result in convex analysis (cf. Fact A.2.10 on p. 356 in [14]). Let g
be the sub-σ-algebra consisting of all invariant subsets and let ζ be a measurable
partition such that g is equivalent mod zero to the σ-algebra generated by ζ. Let {µx}
be a family of conditional probability measures associated with ζ. Then there is an
invariant set N1 ⊂ M with µ(N1) = 1 such that for every x ∈ N1, µx is f -invariant
and ergodic. Moreover, (1) implies huµ(f) =
∫
M h
u
µx(f)dµ(x). Recall the crucial fact
that η refines ζ by arguing similarly to the proof of Proposition 2.6 in [20]. Then there
exists a measurable set N2 ⊂ N1 with µ(N2) = 1 such that for every x ∈ N2, {µ
η
y}
is a family of conditional probability measures associated with η in the space (N2 ∩
ζ(x), µx). Therefore h
u
µ(f, x) = h
u
µx(f, x) = h
u
µx(f) and h
u
µ(f, x) = h
u
µx(f, x) = h
u
µx(f)
for µ-a.e. x ∈ N2. Integrating it we have h
u
µ(f) = h
u
µ(f) =
∫
M h
u
µx(f)dµ(x) = h
u
µ(f).
Lemma 2.10. Both huµ(f, x) and h
u
µ(f, x) are independent of the choice of η ∈ P
u for
µ-a.e. x, hence so are huµ(f) and h
u
µ(f).
Proof. We only prove the result for huµ(f, x), and the result for h
u
µ(f, x) can be proved
similarly. Note that if η1, η2 ∈ Pu, then η1 ∨ η2 ∈ Pu. So without of generality, we
assume that η1 ≤ η2. For µ-a.e. x, if n is large enough, then B
u
n(x, ǫ) ⊂ η2(x) ⊂ η1(x).
Then µη1x (B
u
n(x, ǫ)) = µ
η1
x (η2(x)) · µ
η2
x (B
u
n(x, ǫ)). It is easy to see that
lim
ǫ→0
lim inf
n→∞
−
1
n
logµη1x (B
u
n(x, ǫ))
= lim
ǫ→0
lim inf
n→∞
−
1
n
log
(
µη1x (η2(x)) · µ
η2
x (B
u
n(x, ǫ))
)
= lim
ǫ→0
lim inf
n→∞
−
1
n
logµη2x (B
u
n(x, ǫ)).
So huµ(f, x) is independent of the choice of η ∈ P
u. 
10 Unstable entropies and dimension theory
It is not hard to extend the variational principle for unstable entropies in [17] to get
Theorem 2.11. Let f : M → M be a C1-PHD and Z ⊂ M an f -invariant and
compact subset. Then
huUC(f, Z) = sup{h
u
µ(f) : µ ∈Mf (M) with µ(Z) = 1}
= sup{huµ(f) : µ ∈M
e
f (M) with µ(Z) = 1}.
Adapting the method in the proof of the variational principle in [17], we have
Lemma 2.12. Let Sn ⊂Wu(x, δ) be a sequence of (n, ǫ) u-separated subsets and define
νn :=
1
n#Sn
∑
z∈Sn
n−1∑
i=0
δfi(z).
Assuming limn→∞ νn = µ, then
lim sup
n→∞
1
n
log#Sn ≤ h
u
µ(f),
where we denote by #Sn the cardinality of the set Sn.
3. Dimension theory for unstable entropies
3.1. Proof of Theorem A. We prove Theorem A, the entropy distribution principle
for Bowen unstable entropy. It is well known that the entropy distribution principle is
a basic result in dimension theory, which allows us to estimate topological entropy of
subsets through entropies of measures.
Proof of Theorem A(1). By Lemma 2.5,
huB(f, Z) = sup
x∈M
hB(f,Wu(x, δ) ∩ Z)
for any small δ > 0. Pick δ > 0 small enough. It is enough to prove that hB(f,Wu(x, δ)∩
Z) ≤ s for any x ∈ M . Fix x ∈ M . Take η ∈ Pu subordinate to unstable manifolds
such that Wu(x, δ) ⊂ η(x). Let ρ > 0 be sufficiently small. For each k ≥ 1, define
(2) Zk :=
{
y ∈ Z : lim inf
n→∞
− logµηy(B
u
n(y, ǫ))
n
≤ s+ ρ, for all ǫ ∈
(
0,
1
k
)}
.
Then Z =
⋃
k≥1 Zk. Now fix k ≥ 1 and 0 < ǫ <
1
3k . For each y ∈ Zk, there exists an
increasing sequence nj(y)→∞ such that
µηy(B
u
nj(y)
(y, ǫ)) ≥ e−nj(y)(s+ρ) for all j ≥ 1.
For any N ≥ 1, F = {Bunj(y)(y, ǫ) : y ∈ Zk ∩ W
u(x, δ), nj(y) ≥ N} is a cover of
Zk ∩Wu(x, δ). The following lemma is very similar to the Vitali Covering lemma. Its
proof is a slight modification of that of Lemma 1 in [25] and is omitted here.
Lemma 3.1. Let ǫ > 0, X ⊂ Wu(x, δ), and B(ǫ) = {Bun(y, ǫ) : y ∈ X,n = 1, 2, · · · }.
For any family F ⊂ B(ǫ), there exists a (not necessarily countable) subfamily G ⊂ F
consisting of disjoint balls such that⋃
B∈F
B ⊂
⋃
Bun(y,ǫ)∈G
Bun(y, 3ǫ).
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By Lemma 3.1, there exists a subfamily G = {Buni(yi, ǫ)}i∈I of F consisting of
disjoint balls such that
Zk ∩Wu(x, δ) ⊂
⋃
i∈I
Buni(yi, 3ǫ).
Note that yi ∈Wu(x, δ) ⊂ η(x). Then µηyi = µ
η
x. We have
µηx(B
u
ni(yi, ǫ)) ≥ e
−ni(s+ρ) for all i ∈ I.
The index set I is at most countable since µηx is a probability Borel measure and each
Buni(yi, ǫ) has positive µ
η
x-measure. It follows that
Ms+ρN,3ǫ(W
u(x, δ) ∩ Zk) ≤
∑
i∈I
e−ni(s+ρ) ≤
∑
i∈I
µηx(B
u
ni(yi, ǫ)) ≤ 1.
Letting N →∞ and then ǫ→ 0, we have
Ms+ρ(Wu(x, δ) ∩ Zk) ≤ 1.
Thus hB(f,Wu(x, δ) ∩ Zk) ≤ s+ ρ. Then
hB(f,Wu(x, δ) ∩ Z) = sup
k≥1
hB(f,Wu(x, δ) ∩ Zk) ≤ s+ ρ.
Since ρ is arbitrary,
hB(f,Wu(x, δ) ∩ Z) ≤ s
for all x ∈M as desired. 
Remark 3.2. Now let us assume h
u
µ(f, x) ≤ s for every x ∈ Z instead in Theorem
A(1). Then we have (2) with “lim inf” replaced by “lim sup”. A similar argument
proves that
lim
k→∞
huUC(f, Zk) ≤ s.
However, we can not conclude that huUC(f, Z) ≤ s as upper capacity unstable entropy
is not necessarily countably stable (see Proposition 2.6 (3)).
Proof of Theorem A(2). Fix ρ > 0. For each k ≥ 1, define
Zk :=
{
x ∈ Z : lim inf
n→∞
− logµηx(B
u
n(x, ǫ))
n
≥ s− ρ, for all ǫ ∈
(
0,
1
k
)}
.
Then Zk ⊂ Zk+1, and Z =
⋃∞
k=1 Zk since h
u
µ(f, x) ≥ s for every x ∈ Z. We fix some
k ≥ 1 such that µ(Zk) >
1
2µ(Z) > 0.
For each N ≥ 1, let
Zk,N :=
{
x ∈ Zk :
− logµηx(B
u
n(x, ǫ))
n
≥ s− ρ, for all n ≥ N and ǫ ∈
(
0,
1
k
)}
.
Then Zk,N ⊂ Zk,N+1 and Zk =
⋃∞
N=1 Zk,N . Then there exists N0 ∈ N such that
µ(Zk,N0) >
1
2µ(Zk) > 0. One has
µηx(B
u
n(x, ǫ)) ≤ e
−n(s−ρ) for all x ∈ Zk,N0 , n ≥ N0 and 0 < ǫ <
1
k
.
Hence, there exists x ∈ M such that µηx(Zk,N0) = µ
η
x(Zk,N0 ∩ η(x)) > 0. Fix such x.
Note that if y ∈ η(x), then µηy = µ
η
x. We have
µηx(B
u
n(y, ǫ)) ≤ e
−n(s−ρ) for all y ∈ Zk,N0 ∩ η(x), n ≥ N0 and 0 < ǫ <
1
k
.
12 Unstable entropies and dimension theory
Fix a sufficiently large N > N0. For any cover G = {Buni(xi, ǫ/2) : ni ≥ N, xi ∈
Wu(x)} of Zk,N0∩η(x), we assume without loss of generality that B
u
ni(xi, ǫ/2)∩Zk,N0∩
η(x) 6= ∅ for any i. Let yi be an arbitrary point in Buni(xi, ǫ/2) ∩ Zk,N0 ∩ η(x). By
triangle inequality, Buni(xi, ǫ/2) ⊂ B
u
ni(yi, ǫ). We have∑
i
e−ni(s−ρ) ≥
∑
i
µηx(B
u
ni(yi, ǫ)) ≥
∑
i
µηx(B
u
ni(xi, ǫ/2)) ≥ µ
η
x(Zk,N0) > 0.
Now we take δ > 0 such that Wu(x, δ) ⊃ η(x). It follows that
Ms−ρ(Wu(x, δ) ∩ Z) ≥Ms−ρN,ǫ/2(W
u(x, δ) ∩ Z)
≥Ms−ρN,ǫ/2(W
u(x, δ) ∩ Zk,N0) ≥M
s−ρ
N,ǫ/2(η(x) ∩ Zk,N0) ≥ µ
η
x(Zk,N0) > 0.
Thus hB(f,Wu(x, δ)∩Z) ≥ s− ρ. Letting ρ→ 0, hB(f,Wu(x, δ)∩Z) ≥ s. By Lemma
2.5,
huB(f, Z) = sup
x∈M
hB(f,Wu(x, δ) ∩ Z).
We have huB(f, Z) ≥ hB(f,W
u(x, δ) ∩ Z) ≥ s. 
Proof of Corollary A.1. Let Z ⊂M and µ ∈M(M) with µ(Z) = 1. Define
Zδ := {x ∈ Z : h
u
µ(f, x) ≥ h
u
µ(f)− δ}.
As huµ(f) =
∫
M h
u
µ(f, x)dµ, it follows that µ(Zδ) > 0 for any δ > 0. By Theorem A(2),
huB(f, Zδ) ≥ h
u
µ(f) − δ. Since Zδ ⊂ Z, h
u
B(f, Z) ≥ h
u
µ(f) − δ. Letting δ → 0, we get
huB(f, Z) ≥ h
u
µ(f) as desired. 
Remark 3.3. In fact, Theorem A(2) is equivalent to Corollary A.1. Indeed, the other
direction can be proved as follows. Assume that huµ(f, x) ≥ s for every x ∈ Z and
µ(Z) > 0. Let ν = µ|Z be the conditional measure of µ on Z. Then ν is a probability
measure on Z such that for ν-a.e. x ∈ Z,
huν (f, x) = lim
ǫ→0
lim inf
n→∞
−
1
n
log νηx(B
u
n(x, ǫ))
= lim
ǫ→0
lim inf
n→∞
−
1
n
(
logµηx(B
u
n(x, ǫ)) − logµ(Z)
)
= huµ(f, x) ≥ s.
It follows that huν (f) =
∫
M
huν (f, x)dν ≥ s. Using Corollary A.1, we know h
u
B(f, Z) ≥
huν (f) ≥ s as desired.
Proof of Corollary A.2. By definition, huB(f, Z) ≤ h
u
UC(f, Z) for any Z ⊂M . We only
need to prove the other direction. Now let Z ⊂ M be compact and f -invariant. By
Theorem 2.11,
huUC(f, Z) = sup{h
u
µ(f) : µ ∈ Mf(M) with µ(Z) = 1}.
On the other hand, by Theorem A(1), for any µ ∈ Mf (M) with µ(Z) = 1, huµ(f) ≤
huB(f, Z). It follows that h
u
UC(f, Z) ≤ h
u
B(f, Z), completing the proof of Corollary
A.2. 
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3.2. Variational principle for unstable entropies of subsets. In this subsection,
we prove theorem B, i.e., the variational principle for unstable entropies of subsets.
The proof is based on the variational principle for entropies of subsets established by
Feng-Huang (cf. [16]). Denote
hµ(f) =
∫
M
hµ(f, x)dµ
where
hµ(f, x) = lim
ǫ→0
lim inf
n→∞
−
1
n
logµ(Bn(x, ǫ)).
Theorem 3.4. (Cf. [16]) Let f : M → M be a continuous map on a compact metric
space M . For any nonempty compact subset K ⊂M , we have
hB(f,K) = sup{hµ(f) : µ ∈ M(M) and µ(K) = 1}.
Fix an arbitrarily small ρ > 0. For some δ > 0 small enough, by Lemma 2.5 we can
find a point x ∈M such that
(3) hB(f,K ∩Wu(x, δ)) ≥ h
u
B(f,K)− ρ/2.
By Theorem 3.4, there exists µ ∈ M(M) such that µ(K ∩Wu(x, δ)) = 1 and
(4) hµ(f) ≥ hB(f,K ∩W
u(x, δ))− ρ/2.
As δ is very small, we can choose a partition η ∈ Pu such thatWu(x, δ) ⊂ η(x). That
is, Wu(x, δ) is contained in a single element of η. Since supp(µ) ⊂ Wu(x, δ) ⊂ η(x),
η is a trivial partition with respect to µ. Therefore, µ = µηx. Comparing definitions of
hµ(f) and h
u
µ(f) and using Lemma 2.10, we have hµ(f) = h
u
µ(f). By (3) and (4),
huµ(f) ≥ h
u
B(f,K)− ρ.
As ρ is arbitrary, we know that hB(f,K) ≤ sup{h
u
µ(f) : µ ∈ M(M) and µ(K) = 1}.
For the other direction, let µ ∈ M(M) with µ(K) = 1. Then by Corollary A.1,
huB(f,K) ≥ h
u
µ(f). The proof of Theorem B is complete.
4. Unstable entropies of saturated sets for general PHDs
In this section, we mainly prove Theorem C. We recall some useful notions at first.
Two points y, z ∈Wu(x, δ) are called (ρ, n, ǫ) u-separated if
#{j ∈ N : du(f jy, f jz) > ǫ, 0 ≤ j ≤ n− 1} ≥ ρn.
A set S ⊂Wu(x, δ) is (ρ, n, ǫ) u-separated if any pair of distinct points of S are (ρ, n, ǫ)
u-separated. Let F ⊂M(M) be a neighborhood of ν ∈Mf (M). Denote
Mn,F := {x ∈M : En(x) ∈ F}
where En(x) :=
1
n
∑n−1
i=0 δfi(x).
In [30], the authors define N(F ; ǫ, n) to be the maximal cardinality of an (n, ǫ) sepa-
rated subset of Mn,F and N(F ; ǫ, n, ρ) to be the maximal cardinality of an (ρ, n, ǫ)
separated subset of Mn,F . To study unstable entropy, we define N
u(F ; ǫ, n, x, δ)
to be the maximal cardinality of an (n, ǫ) u-separated set of Wu(x, δ) ∩ Mn,F and
Nu(F ; ǫ, n, ρ, x, δ) to be the maximal cardinality of an (ρ, n, ǫ) u-separated set of
Wu(x, δ)∩Mn,F . It is easy to see that N(F ; ǫ, n) ≥ Nu(F ; ǫ, n, x, δ) and N(F ; ǫ, n, ρ) ≥
Nu(F ; ǫ, n, ρ, x, δ) for any x ∈M when δ is small enough.
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Definition 4.1. For ν ∈Mf (M), ǫ > 0, define
s(ν; ǫ, x, δ) : = inf
F∋ν
lim inf
n→∞
1
n
logNu(F ; ǫ, n, x, δ),
s(ν;x, δ) : = lim
ǫ→0
s(ν; ǫ, x, δ),
s(ν) : = sup
x∈M
s(ν;x, δ).
s(ν; ǫ, x, δ), s(ν;x, δ) and s(ν) are defined similarly.
It is standard to verify that s(ν) and s(ν) are independent of δ > 0 when δ is small
enough.
Proposition 4.2. For any µ ∈Mf (M), we have
s(µ) ≤ huµ(f).
Proof. Assume the contrary that s(µ) > huµ(f). By definition there exists x ∈M such
that
lim
ǫ→0
inf
F∋ν
lim sup
n→∞
1
n
logNu(F ; ǫ, n, x, δ) > huµ(f).
Then there exist ǫ0 > 0 and ρ > 0 such that for any 0 < ǫ < ǫ0,
inf
F∋ν
lim sup
n→∞
1
n
logNu(F ; ǫ, n, x, δ) ≥ huµ(f) + 2ρ.
Hence there exists a sequence of nested convex closed neighborhoods C1 ⊃ C2 ⊃ · · ·
such that
⋂
n Cn = {µ} and
(5) lim sup
n→∞
1
n
logNu(Cn; ǫ, n, x, δ) ≥ h
u
µ(f) + 2ρ.
Let Sn be an (n, ǫ) u-separated subset of Wu(x, δ) ∩Mn,Cn with maximal cardinality
and define
µn :=
1
#Sn
∑
z∈Sn
En(z).
Then limn→∞ µn = µ by the choice of Cn. By Lemma 2.12, we have
lim sup
n→∞
1
n
log#Sn = lim sup
n→∞
1
n
logNu(Cn; ǫ, n, x, δ) ≤ h
u
µ(f),
contradicting (5). 
Proof of Theorem C. Denote s = sup{huµ(f) : µ ∈ K}. Let s
′ − s = 2ρ > 0. Since
N(F ; ǫ, n, x, δ) is a non-increasing function of ǫ, by Proposition 4.2 we have
inf
F∋ν
lim sup
n→∞
1
n
logNu(F ; ǫ, n, x, δ) ≤ huµ(f)
for any x ∈ M, ǫ > 0. Fix x ∈ M . There exist a neighborhood of µ, F (µ, ǫ) and
N(F (µ, ǫ)) ∈ N such that
1
n
logNu(F (µ, ǫ); ǫ, n, x, δ) ≤ huµ(f) + ρ
for all n ≥ N(F (µ, ǫ)). As a maximal (n, ǫ) u-separated subset of a set A ⊂ Wu(x, δ)
is also (n, ǫ) u-spanning subset of A, we know for any n ≥ N(F (µ, ǫ)),
Ms
′
n,ǫ(W
u(x, δ) ∩Mn,F (µ,ǫ)) ≤ N
u(F (µ, ǫ); ǫ, n, x, δ)e−s
′n ≤ e−ρn.
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Since K is compact, there exists a finite open cover of K by sets F (µj , ǫ), j =
1, · · · ,mǫ, with µj ∈ K. Recall that
KG = {x : Vf (x) ∩K 6= ∅}. Then
KG ⊂
⋃
n≥N
mǫ⋃
j=1
Mn,F (µj ,ǫ)
for arbitrarily large enough N . Then for N > maxj N(F (µj , ǫ)),
Ms
′
N,ǫ(W
u(x, δ) ∩ KG) ≤ mǫ
∑
n≥N
e−ρn.
Since s′ > s is arbitrary, it follows that hB(f,Wu(x, δ) ∩
KG) ≤ sup{huµ(f) : µ ∈ K}
for any x ∈M . Thus huB(f,
KG) ≤ sup{huµ(f) : µ ∈ K}. 
Proof of Corollary C.1. If µ ∈Mf (M), then
huB(f,Gµ) ≤ h
u
B(f,
{µ}G) ≤ huµ(f)
by Theorem C. If µ is ergodic, then µ(Gµ) = 1 by Birkhoff ergodic theorem. So
huB(f,Gµ) ≥ h
u
µ(f) by Corollary A.1. Thus h
u
B(f,Gµ) = h
u
µ(f) whenever µ is ergodic.

Proof of Corollary C.2. Note that GK ⊂
{µ}G for any µ ∈ K. It follows that
huB(f,GK) ≤ inf{h
u
µ(f) : µ ∈ K}
by Theorem C. 
Proof of Corollary C.3. Denote K :=
{
µ ∈Mf (M) :
∫
ϕdµ = a
}
. Note that by the
definition of weak∗ topology, Rϕ(a) ⊂
KG. Thus by Theorem C we complete the
proof. 
5. Saturated sets for PHDs with g-almost product property
In this section, we prove Theorem D. Then we obtain a corollary on the topological
entropy of completely irregular sets, and a formula for the unstable metric entropy of
ergodic measures.
A PHD f : M → M has the unstable uniform separation property if the following
holds: For any κ > 0, there exist ρ∗ > 0 and ǫ∗ > 0 such that for any ergodic µ and
any neighborhood F ⊂M(M) of µ, there exists n∗F,µ,κ ∈ N such that for n ≥ n
∗
F,µ,κ,
ess sup
µ
Nu(F ; ǫ∗, n, ρ∗, x, δ) ≥ en(h
u
µ(f)−κ).
Proof of Theorem D. (1) By Theorem A in [17], if µ is an ergodic measure, then for
any α ∈ P , η ∈ Pu,
huµ(f) = hµ(f, α|η).
Let κ > 0. Choose ǫ > 0 small enough so that any finite Borel partition of M lies in
P whenever its diameter is smaller than ǫ. Fix a partition α = {A1, · · · , Ak} ofM with
diam(α) < ǫ. We choose 0 < κ′ < κ and a constant ρ∗ > 0 such that 2κ′ + ρ∗ < 1/2
and
(6) φ(ρ∗ + 2κ′) + (ρ∗ + 2κ′) log(2k − 1) < κ− κ′,
where φ(ρ) := −ρ log ρ− (1− ρ) log(1− ρ).
Let ν ∈ Mf (M). We will first construct a neighborhood of ν, Wν ⊂ M(M). It is
enough to prove the theorem for any ergodic µ ∈ Wν ∩Mf (M), since Mf (M) can be
covered by a finite number of neighborhoods Wνi ⊂M(M), i = 1, · · · , n.
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Since ν is regular, there exist compact subsets Vj ⊂ Aj , j = 1, · · · , k with
ν(Aj \ Vj) <
κ′
4k log(2k)
.
Choose ǫ∗ > 0 such that d(x, y) > 2ǫ∗ as long as x ∈ Vi, y ∈ Vj , and i 6= j. Let n∗1 ∈ N
such that
κ′
4 log k
≥
log 2
n log(2k)
for any n ≥ n∗1. Now let Ui ⊃ Vi, i = 1, · · · , k be k open sets such that diam(Ui) <
ǫ and d(x, y) > ǫ∗ whenever x ∈ Ui, y ∈ Uj, and i 6= j. Define a partition α¯ =
{U1, · · · , Uk, A1 \
⋃
j Uj, · · · , Ak \
⋃
j Uj}. We use 1, · · · , 2k to label the elements of α¯
in the order listed above. Then elements of α¯n−10 can be labeled by words w of length
n over the alphabet A = {1, · · · , 2k}. Define a map w :M → An by w(x)j := i if f j(x)
is in the element of α¯ labeled by i.
Denote K :=M \
⋃
j Uj and define
Wν :=
{
λ ∈ M(M) : λ(K) ≤ ν(K) +
κ′
4 log(2k)
}
,
which is a neighborhood of ν. We prove the theorem for an ergodic µ ∈Wν ∩Mf(M).
By the choice of ǫ, α¯ ∈ P , there exists n∗2 ∈ N such that if n ≥ n
∗
2 such that
(7) Hµ(α¯
n−1
0 |η) > n(h
u
µ(f)− κ
′/2).
By the definition of Wν ,
µ(K) ≤ ν(K) +
κ′
4 log(2k)
≤
k∑
j=1
ν(Aj \ Vj) +
κ′
4 log(2k)
<
κ′
2 log(2k)
.
Denote
Yn := {x ∈M : #{j ∈ N : w(x)j > k, 1 ≤ j ≤ n} ≤ nκ
′}.
Then limn→∞ µ(Yn) = 1 by Birkhoff ergodic theorem. Recall that limn→∞ µ(Mn,F ) =
1 if F is a neighborhood of µ. Denote Bn := Mn,F ∩ Yn. Then there exists n∗3 ∈ N
large enough such that
(8) µ(M \Bn) <
κ′
2 log(2k)
−
log 2
n log(2k)
for any n ≥ n∗3. Let n
∗ = max{n∗1, n
∗
2, n
∗
3}. Let A := {Bn,M \ Bn} be a partition of
M .
We claim that there exists C ⊂M with µ(C) > 0 such that for any x ∈ C, we have
Hµηx|Bn (α¯
n−1
0 ) ≥ n(h
u
µ(f)− κ
′).
Indeed, if we assume the contrary, then for µ-a.e. x ∈M , we have
(9) Hµηx|Bn (α¯
n−1
0 ) < n(h
u
µ(f)− κ
′).
By the definition of unstable metric entropy and conditional measures, we have
Hµ(α¯
n−1
0 |η) =
∫
M
Hµηx(α¯
n−1
0 )dµ(x)
≤
∫
M
Hµηx(α¯
n−1
0 |A) +Hµηx(A)dµ(x)
≤ log 2 +
∫
M
µηx(M \Bn)Hµηx|M\Bn (α¯
n−1
0 ) + µ
η
x(Bn)Hµηx|Bn (α¯
n−1
0 )dµ(x).
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Note that Hµηx|M\Bn (α¯
n−1
0 ) ≤ n log(2k). Using (7) and (9), we have
n(huµ(f)− κ
′/2) < Hµ(α¯
n−1
0 |η)
≤ log 2 + n log(2k)µ(M \Bn) + n(h
u
µ(f)− κ
′)µ(Bn)
Taking into account (8), we are arriving at a contradiction. This proves the claim.
For x ∈ C, denote Ξn(x) be the image of Bn ∩ η(x) under the map w. It follows
from the above claim that
#(Ξn(x)) ≥ e
n(huµ(f)−κ
′).
Recall that the Hamming distance dHn (w,w
′) of two words in An is the number of
different letters of w and w′. Let Ξ′n(x) ⊂ Ξn(x) be a subset of maximal cardinality
such that dHn (w,w
′) > n(2κ′ + ρ∗) for any distinct w,w′ ∈ Ξ′n(x). Picking exactly one
point from the preimage of each word in Ξ′n(x) under the map w, we get a set Γn(x).
Then it is easy to verify that Γn(x) ⊂ Mn,F ∩ η(x) is (ρ∗, n, ǫ∗)-separated. By the
maximal cardinality of Ξ′n(x), for each w ∈ Ξn(x), there exists w
′ ∈ Ξ′n(x) such that
dHn (w,w
′) ≤ n(2κ′ + ρ∗). On the other hand, for a given w ∈ An,
#{w′ ∈ An : dHn (w,w
′) ≤ n(2κ′ + ρ∗)} ≤ enφ(2κ
′+ρ∗)(#A − 1)n(2κ
′+ρ∗).
Combining with (6),we have
#Γn(x) = #Ξ
′
n(x) ≥
en(h
u
µ(f)−κ
′)
enφ(ρ∗+2κ′)(2k − 1)n(ρ∗+2κ′)
≥ en(h
u
µ(f)−κ).
Since we can choose η ∈ P and δ > 0 such that η(x) ⊂ Wu(x, δ) for any x ∈ M , it
follows from above that f has the unstable uniform separation property.
(2) We first introduce the following lemma. The definition of N(F ; ǫ∗, n, ρ∗) is given
at the beginning of Section 4.
Lemma 5.1. Let f : M → M be a C1-PHD and suppose that f has the g-almost
product property. Then for any κ > 0, there exist ρ∗ > 0 and ǫ∗ > 0 such that for any
µ ∈ Mf(M) and any neighborhood F ⊂ M(M) of µ, there exists n∗F,µ,κ such that for
any n ≥ n∗F,µ,κ,
N(F ; ǫ∗, n, ρ∗) ≥ en(h
u
µ(f)−κ).
Proof. Let κ > 0 and µ ∈ F. By item (1) for κ3 there exist ρ
∗ > 0 and ǫ∗ > 0 such that
the statement is true for the ergodic measures with κ3 instead of κ, 2ρ
∗ instead of ρ∗ and
2ǫ∗ instead of ǫ∗. Note that N(F ; ǫ, n, ρ) ≥ Nu(F ; ǫ, n, ρ, x, δ). If µ is not ergodic and
µ ∈ F, one can use the ergodic decomposition and the g-almost product property to
obtain this result by following the construction in [29] to prove entropy-dense property
(though we do not know whether unstable version of entropy-dense property is true).
More precisely, by the ergodic decomposition formula (1), there exist finite l numbers
of θi ∈ (0, 1) with
∑l
i=1 θl = 1 and ergodic measures µi such that ν :=
∑l
i=1 θiµi ∈ F
and huν (f) ≥ h
u
µ(f) −
1
3κ. For simplicity, we assume l = 2 and θ1 = θ2 =
1
2 . The
proof for the general case is very similar. Take two neighborhoods Fi of µi such that
1
2ν1 +
1
2ν2 ∈ F for any νi ∈ Fi (i = 1, 2). Since µi are ergodic, one can choose n0 large
enough and (2ρ∗, n0, 2ǫ
∗)-separated sets Γi ⊆ Mn0,Fi such that #Γi ≥ e
n0(h
u
µi
(f)−κ
3
).
Take ǫ < 14ǫ
∗ and we may assume that n0 satisfies
n0 > m(ǫ), ρ
∗n0 > 2g(n0) + 1 and
g(n0)
n0
≤ ǫ,
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where m(ǫ) and the function g are from the definition of the g-almost product property
(Definition 2.1 in [30]). Now we define the sequences {n′j}, {ǫ
′
j} and {Γ
′
j}, by setting
n′j := n0, ǫ
′
j := ǫ, Γ
′
j := Γj mod 2.
Let
Gk :=
k⋂
j=1

 ⋃
xj∈Γ′j
T−Mj−1Bn′j (g;xj , ǫ
′
j)

 with Mj := j∑
l=1
n′l.
Note that Gk is a non-empty closed set by the g-almost product property. We can
label each set obtained by developing this formula by the branches of a labeled tree
of height k. A branch is labeled by (x1, · · · , xk) with xj ∈ Γ′j. Let G :=
⋂
k≥1Gk.
Then by 2ǫ∗-separateness of Γ′j and ǫ <
1
4ǫ
∗, G is a closed set that is the disjoint
union of non-empty closed sets G(x1, x2, · · · ) labeled by (x1, x2, · · · ) with xj ∈ Γ′j .
Two different sequences label two different sets for which any two points in different
sets are (ρ∗, n, ǫ∗)-separated provided that ǫ is small enough and n > n0 large enough.
Moreover, one can verify that x ∈ Mn,F for any x ∈ G. Then, one can check that the
cardinality of maximal (ρ∗, n, ǫ∗)-separated sets of G is larger than
Π2ki=1#Γ
′
i ≥ (e
n0(h
u
µ1
(f)−κ
3
)en0(h
u
µ2
(f)−κ
3
))k ≥ e(n−2n0)(h
u
µ(f)−
2
3
κ)
where k = [ n2n0 ]. This separated set satisfies the conclusion if n is large enough. 
In view of Lemma 5.1, one can follow the proof of [30, Theorem 1.1] word by word to
obtain item (2), by replacing hµ(f) by h
u
µ(f). We omit the details here. This finishes the
proof of Theorem D. We emphasize that from u-uniform separation one can only obtain
uniform constants ρ∗ > 0 and ǫ∗ > 0 for the estimate N(F ; ǫ∗, n, ρ∗) ≥ en(h
u
µ(f)−κ) but
it is unknown for the estimate N(F ; ǫ∗, n, ρ∗) ≥ en(hµ(f)−κ). 
The irregular set of ergodic average is also an important topic in the study of mul-
tifractal analysis. For a continuous function ϕ on M , define the ϕ-irregular set as
Iϕ(f) :=
{
x ∈M : lim
n→∞
1
n
n−1∑
i=0
ϕ(f ix) diverges
}
.
It was proved in [39] that if the system has g-almost product property, then for
any continuous function ϕ, Iϕ either is empty or has full topological entropy. Let
C∗(M,R) denote the space of all continuous functions of ϕ with Iϕ 6= ∅ and define
CI =
⋂
ϕ∈C∗(M,R) Iϕ. The set CI is called the completely irregular set of f , see [40]. It
was proved in [40] that if the system has the g-almost product property and uniform
separation property, then CI has full topological entropy. Here for PHDs, we give an
estimate of topological entropy on CI, just provided that the systems has g-almost
product property.
Corollary D.1. Let f :M →M be a C1-PHD. If f has the g-almost product property,
then hB(f, CI) ≥ huB(f).
Proof. Fix ǫ > 0. By the variational principle of unstable entropy in [17], we can
take an invariant measure µ such that huµ(f) > h
u
B(f) − ǫ. Suppose that Iϕ 6= ∅.
Then there exist two invariant measures with different integrals of ϕ, that is, there
exists another invariant measure ωϕ such that
∫
ϕdµ 6=
∫
ϕdωϕ. For θ ∈ (0, 1), define
νϕ = θµ + (1 − θ)ωϕ. By Proposition 2.14 in [17], huνϕ(f) = θh
u
µ(f) + (1 − θ)h
u
νϕ(f).
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Take θ ∈ (0, 1) close to 1 such that huνϕ(f) > h
u
B(f) − ǫ. Note that
∫
ϕdµ 6=
∫
ϕdνϕ.
Let
K := convex({µ} ∪ {νϕ|ϕ ∈ C∗(M,R)}).
Note that K is compact and connected, and GK ⊂ CI. By Proposition 2.15 in [17],
the unstable entropy map ν 7→ huν (f) is upper semi-continuous. Then infν∈K h
u
ν (f) ≥
huB(f)− ǫ. Thus by Theorem D,
hB(f, CI) ≥ hB(f,GK) ≥ inf
ν∈K
huν (f) ≥ h
u
B(f)− ǫ.
Letting ǫ→ 0, we complete the proof. 
Recall that s(µ) and s(µ) are defined in Definition 4.1. The following extends the
formula given by Pfister-Sullivan ([30]) to the context of unstable metric entropy for
ergodic measures.
Corollary D.2. Let f :M →M be a C1-PHD and µ an ergodic measure. Then
huµ(f) = s(µ) = s(µ).
Proof. By Proposition 4.2, for any µ ∈ Mf (M), we have s(µ) ≤ h
u
µ(f). By Theorem
D, f has the u-uniform separation property, that is, for any κ > 0, there exist ρ∗ > 0
and ǫ∗ > 0 such that for any ergodic µ and any neighborhood F ⊂M(M) of µ, there
exists n∗F,µ,κ ∈ N such that for n ≥ n
∗
F,µ,κ
ess sup
µ
Nu(F ; ǫ∗, n, ρ∗, x, δ) ≥ en(h
u
µ(f)−κ).
It implies that s(µ) ≥ huµ(f). Thus we have h
u
µ(f) = s(µ) = s(µ) for any ergodic
measure µ. 
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