Abstract. This paper describes the procedure of determining the parameters of the approximating function of the surface using a distribution of special value. From a practical point of view, an important issue is to determine the covariance matrix of the estimated parameters. Interval estimation was carried out and a methodology to obtain an optimal equation of approximating surface was presented. The main emphasis was given to the elimination of these parameters functions that generate unnecessary disturbance. The results obtained using the approximate decomposition SVD were compared with those obtained by a classical method of least squares. They have been used a variety of software, including software written by author, also packages Matlab and Statistica. The main purpose of discussion is to solve sample tasks for better understanding and expand the use of decomposition SVD in geodetic issues.
Introduction
Approximation is a representation of the function   x f y  using simpler, belonging to a certain class of functions
. In surveying issues often known only finite (discrete) set of values of the function and purpose of approximation is forecasting value, including the assessment of the accuracy of the forecast. Function approximating (zooming) is looking mostly in a family functions, for example, among polynomials and exponential functions. Bringing one function by another always results in the appearance of inaccuracies approximation. Depending on the method of measuring inaccuracy of the approximation distinguishes:
-Uniform approximation -it is assumed that the functions   -non-negative, the actual weighting function.
-Medium-square discreet approximation -known function values can be represented by the table:
The accuracy of approximation is measured by:
The function approximating is selected most often in the form of generalized polynomial
are selected basis 'a priori' functions, , m + 1 dimensional linear space. In this case, the task of approximation is reduced to the determination of the In the case where approximation is performed to estimate (e.g., displacement values at the time), then it plays an important role reliability of forecast. The accuracy of predictions determined by the rules of propagation of covariance is usually highest in the case of the simplest functions approximating, unfortunately not always the reliability of such forecasts can be considered sufficient (Preweda 2013) . The essence undertaken subject is the application of discrete regularization to minimize the impact of noise occurring in the observations. Thanks to this operation, approximating functions can be made simpler to increase the credibility of forecasts. Application of SVD decomposition (Gloub, Reinsch 1970 ) is known primarily from solving poorly conditioned systems of equations or, for example, image compression. In this work demonstrates the possibility of using this distribution for the prediction based on the "noisy" data input. Of course, there are other mitigating "noise", such as estimation methods strong. In this case, we focus exclusively on the regularization of the task in terms of prediction, although the numerical point of view, these tasks can even be well conditioned.
Discrete regularization task of approximation using SVD
Approximation of curves and surfaces is reduced to solution of the problem of least squares, which can be stored in the known matrix form:
A -the coefficients matrix, L -the free words vector, P -matrix of weights,
x -vector of unknowns.
According to the method of least squares unknowns estimator x is determined from the relationship
Let there be a function   Table 1 ). -21,9 -12,2 -27,0 -31,3 -17,2 -17,6 -30,8 -43,2 -1,4 -15,9 -36,6 -74,3 -33,5 -35 -52,0 -64,0 0,5 -19,6 -61,7 -84,5 -9,2 -19,3 -70,1 -82,3 14,7 -33,7 -66,2 -98,9 For simplicity, suppose that the observations yi have equal accuracy (P=I ). We assume that we approximate quadratic surface:
The solution of the above system is burdened inaccuracy arising due to inaccuracy of observations and numerical calculations. In terms of forecast, it will also be subject to uncertainty arising from the adoption of a specific function approximating which is determined because of the preliminary analysis, but in practice it is never recognized until the end. Input errors have of importance in the approximate area of the second degree (Preweda 1993; Jasińska, Łacina, Preweda, Żygieło, P. 2003; Jasińska, Preweda 2004; Jasińska, Preweda 2012) . In other cases, relative small data deficits substantially affect estimated uncertainties vector, resulting in relatively large relative changes of the solution. This sensitivity sought solutions to changes in the parameters is referred to as a conditioning assignment. For the evaluation of the effect of disturbance data disorders solution using various numerical values hereinafter conditions indicators (Wilkinson 1965; Lawson, Hanson 1965 .) Based on years of the author's experience it may be said that the use of not one, but several basic indicators allow proper assessment of conditions of the task and take the appropriate decision on how to solve it. Another problem is the issue of the forecast based on the function approximating. In this case, too, you can be successfully applied regularization discreet, even despite the good conditions of the task, particularly when the forecast must be based on substantial extrapolation. In the analysis of the problem in terms of numerical indicators are helpful Turing For a well-conditioned matrix, appropriate indicators should be of the order:
Obtaining such indicators of conditions in practice almost impossible, and the possibility of comparison with "standard" is very valuable to take appropriate action in the search for optimal estimators. From a practical point of view, it should be noted that between indicators of conditions occur relationships: The standard deviations of the model parameters determined at a probability level of P = 0.68 and a probability level of P = 0.90 (based on interval estimation based on the distribution t-Student). Quadratic surface model is shown in Figure 1 . 
  
The purpose of discussion is a regularization of the task. The basis of regularization will be a discrete distribution coefficient matrix approximation equations singular value. Because of this distribution, we receive practically always a positive singular value the angle of the value may be near zero. The number of these almost zero singular value depends on the type, the accuracy of measurement and accuracy of calculation. Some parameters of the model can be very sensitive to the type of disorder input. The task can be solved correctly provided knowledge of the actual order of the matrix coefficients. Suppose that the matrix A is not a regular matrix. If the rank of this matrix is known a'priori and should be p, then the correct solution simply equate (n-p), the smallest singular value to zero. Matrix Table 2 summarizes the results of four prediction models. 
