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В статье приведены основные этапы синтеза параллельных 
времяпараметризованных процессов для кластерных вычисли­
тельных систем (ВС). Разработанная модель позволяет повысить 
эффективность вычислительного процесса, реализуемого на кла­
стерных ВС.
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В в е д е н и е
В современном мире для параллельных вычислений наиболее часто используют  
кластерные ВС, т.к. они характеризуются относительно невысокой стоимостью, 
возможностью реинжиниринга и масштабирования оборудования, простотой раз­
вертывания и пр. [1, 2, 8].
Общ епринятый подход к разработке параллельных алгоритмов задач состоит из 
следующ их основных этапов [1, 2].
1. Декомпозиция задач на подзадачи.
2. Распределение подзадач по процессам.
3. П ланирование коммуникаций.
4. Укрупнение.
5. Распределение ресурсов.
На данном этапе развития подхода к синтезу параллельных алгоритмов все вы ш е­
перечисленные этапы являются творческими и выполняются разработчиком. Таким об­
разом, эфф ективность получаемых параллельных алгоритмов напрямую зависит от сте­
пени мастерства и профессиональной подготовки разработчика. Более того, при не авто­
матизированном создании параллельных алгоритмов используется только метод совме­
щения независимых операций. В литературе [1, 2] отмечается, что человек не способен 
разработать эфф ективные параллельные алгоритмы для более чем 6  процессов. При этом 
количественные оценки показателей эфф ективности параллельных программ (которые 
могут, как удовлетворять, так и не удовлетворять выдвигаемым требованиям) разработ­
чик получает только после выполнения всех этапов разработки параллельного алгоритма 
и запуска параллельной программы на кластерной системе. Выходом из сложивш ейся 
ситуации является использование при синтезе параллельных программ для кластерных 
систем времяпараметризованных моделей параллельных процессов, содерж ащ их в явном 
виде конкретные оценки показателей эфф ективности [3,4] .
Постановка задачи.
Исходная информация:
-  Си -  программа реш аемой задачи;
-  класс параллельной ЭВМ  -  кластерные вычислительные системы;
-  известные методы параллельной обработки -  совмещ ение независимых опера­
ций, мультапараллельная смесь алгоритмов, кодово-матричная обработка, конвейерная 
обработка, декомпозионная обработка [3-6];
-  система требований и ограничений (время реш ения, ресурс средств).
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Требуется разработать обобщенную модель синтеза параллельных времяпарамет- 
ризованных процессов для кластерных ВС, удовлетворяю щ их заданным требованиям к 
показателям эффективности.
Этапы решения задачи
Обобщ енная модель синтеза параллельных времяпараметризованных процессов на 
кластерных ВС представлена на рис. 1.
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NM = NM+ 1
Рис. 1. Обобщенная модель синтеза параллельных 
времяпараметризованных процессов на кластерных ВС
Содержанием этапа 1 (блоки 1-3, рис. 1) является реш ение следующ их задач:
• синтез для исходной Си -  программы структур семантико-числовой специфи­
кации (СЧС) [4,5];
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• синтез, исходя из СЧС спецификации Си-программы, соответствующ его графи­
ческого представления в виде Си-графа [4];
• проверка корректности результатов синтеза СЧС спецификации (структур BF  и 
CF) исходной Си -  программы и соответствующ его Си-графа [4].
Этап 2 (блок 4, рис. 1). На данном этапе выполняется разделение структур СЧС 
спецификации исходной программы и Си-графа задачи на временные фрагменты для це­
лей их последующ ей параллельной реализации.
Этап 3 (блок 5, рис. 1) -  определение в кластере подмнож ества процессоров и их 
коммуникационных связей, выделяемых для реализации временных фрагментов парал­
лельного времяпараметризованного процесса [4].
Этап 4 (блок 6, рис. 1). На данном этапе происходит распределение данны х раз­
личны х временных фрагментов вычислений на «выделенные» процессоры.
Этап 5 (блок 7, рис. 1). Содержанием этапа является определение количества и со­
става межфрагментных обменов данными и ввод в структуры СЧС процессоров операто­
ров send, receive посылки/приема сообщений.
Содержанием этапа 6 (блок 8, рис. 1) является синтез временных параллельных 
моделей фрагментов для «выделенных» процессоров с учетом введенных операторов 
send, receive посылки/приема сообщ ений [7].
Этап 7 (блок 9, рис. 1). Задачей этапа является ввод операторов wait временной 
синхронизации в модели времяпараметризованных фрагментов «выделенных» процес­
соров на основе учета реальных связей между операторами и длительностей выполнения 
операторов каждого фрагмента.
Содержанием этапа 8 (блоки 10, 11, рис. 1) является проверка корректности синте­
зированны х СЧС спецификаций моделей параллельных процессов для «выделенных» 
процессоров и временная верификация обобщ енной времяпараметризованной парал­
лельной модели задачи [4].
На этапе 9 (блоки 12 -  14, рис. 1) обеспечивается оценка показателей эф ф ективно­
сти синтезированной обобщ енной времяпараметризованной параллельной модели про­
цесса [4].
Математическое ожидание времени реализации множества Р  операторов алгоритма
т(P) = , (с),
f=1
где w -  число ветвей в алгоритме, р^-  вероятность реализации f -й ветви.
Время реализации f -й ветви параллельного алгоритма
Tf = max ( j  + 1 ), ( с Х
* Р;еР(£)У J
где P(f)  -  множество операторов f -й ветви, t  ^ и tj -  момент начала и относительная вре­
менная глубина оператора р е P ( f) .
Дисперсия времени реализации Tk ветвей различной длительности параллельного 
алгоритма
D  = X  (Tf -  т(P ))2, (С2Х f =h  ..., w .
f
Среднее быстродействие при реализации параллельных алгоритмов
W Tf
W PfX H f (tH) ( , )
B( P) f=1 tH=1 (опер/с),
t p T
f= 1
где H f (tH ) -  количество операторов f  -й ветви алгоритма, реализация которых начина­
ется в момент времени tH.
Снижение временных затрат на выполнение алгоритмов за счет перехода к их па­
раллельной реализации
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DT = (Р) (раз),
Т (P)пар v '
где Тпос(Р) и Тпар(Р) -  среднее время соответственно последовательной и параллельной 
реализации алгоритма.
Среднее значение полного показателя загрузки всех компонентов, входящ их в со­
став параллельного устройства
Среднее значение показателя загрузки компонентов каждого типа 0 п е 0
W
X'  ' К п?' Р?)
S  (Pn)= ?=---------------, (Pаз),
1 п) V  T
где р  с  P -  подмножество операторов Pj е  P , имеющ их тип 0п,
П
К п? = X  К п? .
S=1
Важ ное прикладное значение имеет задача определения числа NM  процессоров, 
применение которых для параллельной реализации алгоритма обеспечивает достаточно 
больш ое снижение временных затрат (либо заданное снижение временных затрат) за счет 
параллельного выполнения алгоритма, с одной стороны, и возможно более высокое зна­
чение коэффициента использования оборудования (либо достижение заданного значения 
этого коэффициента), с другой. В  таких случаях можно в качестве производного показате­
ля использовать аддитивный показатель эффективности распараллеливания
r  р )  = В Т (Ш ) + (n m ),
N M  S
где К Т и K S являются весовыми коэффициентами, определяющими «пользовательскую» 
важность учета в эффективности распараллеливания величины сокращения времени реа­
лизации алгоритма (КТ <  1 ) и степени загрузки оборудования параллельным алгоритмом
(Ks <  1 ).
На этапе 10 (блок 15, рис. 1) обеспечивается организация управления взаимодей­
ствием «выделенного» ресурса кластера (процессоров и линий передачи данных) при вы­
полнении различных ветвей обобщ енной времяпараметризованной параллельной моде­
ли процесса кластерной ВС [9].
Выводы.
1. Ш ирокое применение кластерных систем в различных прикладных областях 
предъявляет высокие требования к эфф ективности их использования. И звестные систе­
мы параллельного программирования, основанные, в значительной степени, на субъек­
тивном опыте и творчестве специалистов, не могут обеспечить качественное реш ение 
этой проблемы.
2 . Одним из путей повыш ения эффективности кластерных ВС является использо­
вание времяпараметризованны х моделей параллельных процессов.
3. Применение моделей данного класса в сочетании с формализацией всех основ­
ных этапов их синтеза обеспечивает потенциальные возможности повыш ения эфф ектив­
ности кластерных ВС за счет совмещ ения учета специфики реш аемой задачи, архитек­
турны х особенностей ВС и временных характеристик процессов параллельной обработки 
данных.
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