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Gaussian states of quantum oscillators are fully characterized by the mean values and the covari-
ance matrix of their quadrature observables. We consider the dynamics of a system of oscillators
subject to interactions, damping, and continuous probing which maintain their Gaussian state prop-
erty. Such dynamics is found in many physical systems that can therefore be efficiently described by
the ensuing effective representation of the density matrix ρ(t). Our probabilistic knowledge about
the outcome of measurements on a quantum system at time t is not only governed by ρ(t) condi-
tioned on the evolution and measurement outcomes obtained until time t, but is also modified by
any information acquired after t. It was shown in [Phys. Rev. Lett. 111, 160401 (2013)] that
this information is represented by a supplementary matrix, E(t). We show here that the restriction
of the dynamics of ρ(t) to Gaussian states implies that the matrix E(t) is also fully characterized
by a vector of mean values and a covariance matrix. We derive the dynamical equations for these
quantities and we illustrate their use in the retrodiction of measurements on Gaussian systems.
I. INTRODUCTION
We describe the state of a quantum system by a wave
function ψ or, more generally for an open system, by a
density matrix ρ. If the system is subject to repeated
or continuous measurements, ρ(t) is evolved by a com-
bination of unitary and dissipative dynamics, and it is
subject to measurement back action that is dependent
on the random outcome of the quantum measurements
performed. While we commonly refer to ρ(t) as the state
of the system, we do not as physicists generally agree on
its precise physical meaning. We do agree, however, that
ρ(t) provides, and is also fully specified by, the probabili-
ties for the outcomes of all possible measurements on the
system at the time t.
In our daily lives, we often encounter situations where
we acquire information that refines or fundamentally
changes our knowledge about past events and what we
earlier held to be true. Similarly, in a quantum physics
experiment, we may ask ourselves what are the possible
and most likely outcomes of a past measurement, condi-
tioned on both our earlier and later observation of the
system. A pair of matrices ρ(t) and E(t) were shown in
[1] to yield the retrodicted probabilities for any measure-
ment at a past time t, and was hence labelled the past
quantum state, in analogy to the usual quantum state ρ(t)
which provides the probabilities for any measurement at
the present time t. The past quantum state formalism
has been used to retrodict the photon number distribu-
tion of a microwave cavity field subject to probing by
transmission of atoms [2], and its exploitation of the full
measurement record to retrodict the outcomes of past
measurements has been applied and tested in a series
of experiments on superconducting qubits [3–6]. Better
knowledge of the time evolution of a quantum system
may yield better estimates of unknown parameters [7–9],
and it may offer insight into the temporal correlations in
measurement records [10–14].
The past quantum state theory is derived from the
POVM formalism and the quantum theory of measure-
ments. It has been so far implemented in the form of
a stochastic master equation for the density operator ρ
and a corresponding adjoint equation evolving the effect
matrix E backwards in time [1]. However, for many con-
tinuous variable systems such as multi-mode light fields
[15, 16] optical and optomechanical systems [17, 18], cold
atomic ensembles [19], and Bose-Einstein condensates
[20], the most general density operator treatment is in-
convenient and may not be needed as the system dynam-
ics may be restricted to Gaussian states, i.e., states for
which the Wigner function is a Gaussian function of the
quadrature coordinates. Under conditions that are of-
ten fulfilled in experiments, the Gaussianity of such sys-
tems is preserved and, although they have infinite dimen-
sional Hilbert spaces, their dynamical evolution is fully
described by the evolution of the mean values and the
covariances of the quadrature observables.
In this article we develop a past quantum state theory
for Gaussian states in which both ρ and E allow an ef-
fective representation by mean values and covariances of
the quadrature observables. We derive and show how to
solve the equations of motion for the vectors of mean val-
ues and covariance matrices, and we demonstrate their
use in the retrodiction of past probability distributions
for measurements of quadrature observables.
In Sec. II we recall the general past quantum state for-
malism. In Sec. III we specialize to the case of Gaussian
states and measurements that preserve their Gaussian
character. In Sec. IV we discuss and illustrate the for-
malism and its applications to simple examples. Sec. V
concludes the work.
II. PAST QUANTUM STATE
Consider a quantum system that is described at time
t by the density operator ρ(t). A generalized measure-
ment is described by a POVM, i.e., by a set of operators
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2{Mˆm} which obeys the normalization
∑
m Mˆ
†
mMˆm = 1,
and gives the probability of measuring outcome m by the
generalized Born rule:
Pr(m, t) = Tr
(
Mˆmρ(t)Mˆ
†
m
)
. (1)
After a measurement has been performed, the state is
conditioned on the measurement outcome and is updated
according to ρ(t)→ Mˆmρ(t)Mˆ†m/Pr(m, t).
If after time t the system is further probed until some
final time T > t, more information is accumulated about
the system, and the probability of outcome m at time
t conditioned on the later measurements may generally
differ from Eq. (1). As shown in [1], the past probabil-
ity for the outcome m conditioned on previous and later
probing of the system can be written as
Prp(m, t) =
Tr
(
Mˆmρ(t)Mˆ
†
mE(t)
)
∑
m′ Tr
(
Mˆm′ρ(t)Mˆ
†
m′E(t)
) . (2)
Here, the density matrix ρ(t) represents the prior infor-
mation about the system while the so-called effect matrix
E(t) serves as a quantum generalization of Bayes’ rule
and updates the outcome probabilities in Eq. (1) by the
data retrieved between t and T . The density matrix ρ(t)
is generally found by solving a stochastic master equation
since it depends on the random measurement outcomes
obtained before time t. Similarly, E(t) is found by solv-
ing an adjoint master equation backward in time from
the final time condition E(T ) = 1 and it depends on
the measurements performed between time t and T . If
no measurement is performed on the system after time
t, the effect operator E(t) equals the identity operator,
and Eq. (2) coincides with the usual Born rule in Eq.
(1). Assuming T > t, we refer to the pair of matrices
(ρ(t), E(t)), conditioned on the full measurement record
from the time interval [0, T ], as the past quantum state.
III. MARKOVIAN EVOLUTION FOR A
GAUSSIAN STATE
Harmonic oscillators are continuous variable systems
with infinite dimensional Hilbert spaces and density ma-
trices, and characterization of their quantum state by
mean values and covariances hence represents a major
simplification. This simplification has been successfully
applied both to Gaussian states and operations where it
is exact and to physical systems where quantum fluctua-
tions are well approximated by Gaussian distributions.
We consider the density matrix evolution of a Gaus-
sian state subject to a Hamiltonian and to a Markovian
coupling to reservoir oscillators that are quadratic in the
system and reservoir quadrature observables. We include
also the decoherence and measurement back action im-
posed by continuous probing of either the system or reser-
voir quadrature degrees of freedom, see Fig. 1. This evo-
lution will maintain a Gaussian state of the oscillators
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Figure 1: An open system of oscillators is subject to
continuous weak probing or monitoring of its leakage of
excitation into surrounding bath degrees of freedom.
The measurements yield a stochastic measurement
record. The evolution of the density matrix ρ(t) and the
effect matrix E(t) is conditioned on the measurement
signal acquired in the time intervals [0, t) and (t, T ],
respectively.
and permits an effective description of the system evolu-
tion in terms of stochastically evolving mean values and
a deterministically evolving covariance matrix. In this
section we recall the derivation of this description for the
state ρ(t) and we derive the similar representation and
formalism to be applied to the effect matrix E(t).
A. Forward evolution of the quantum state
Let us consider a system consisting of n oscillator
modes described by the quadrature operators rᵀ =
(q1, p1, . . . , qn, pn) that obey the canonical commutation
relation [qj , pk] = iδjk (~ = 1), and let us for nota-
tional convenience define the symplectic matrix Ω with
elements iΩjk = [rj , rk]. We assume that the Hamil-
tonian is quadratic in the quadrature operators H =
1
2
∑
jk Rjkrjrk, where R is a real symmetric matrix. Fur-
thermore, the oscillators are in contact with a Markovian
bath and they may be subject to weak probing of observ-
ables {ch} (h = 1, . . . ,m) that are linear in the system
quadrature operators. The average behavior of the sys-
tem is then described by an unconditioned density ma-
trix, which solves the master equation
dρ = −i[H, ρ] dt+
∑
h
D[ch]ρ dt , (3)
where the dissipation superoperator D[c]ρ = cρc† −
1
2
{
c†c, ρ
}
is of the so-called Lindblad form. If c = √γa,
where a is an annihilation operator for an oscillator,
D[c]ρ describes damping with rate γ of that oscilla-
tor, while if c =
√
κ(a + a†), it describes the deco-
herence due to the dispersive interaction of the oscil-
lator quadrature q = a + a† with a quantum probe
of amplitude ∝ √κ. If a dissipation channel is mon-
itored through either homodyne or heterodyne detec-
tion, a measurement current is obtained and it can be
written as dY (t) = √ηTr(ρ(c+ c†)) dt + dW (t), where
0 ≤ η ≤ 1 denotes the measurement efficiency and W (t)
is a stochastic Wiener process. The back action due to
3the measurement is represented by adding a stochastic
term √η(cρ+ ρc†) dY (t) to the master equation for ρ(t)
given in Eq. (3). The detector efficiency η assumes the
value zero if a channel is left unmonitored. We can thus
represent dissipation and measurements on an equal foot-
ing, and we obtain a stochastic master equation for the
density matrix [21]
dρ = −i[H, ρ] dt+
∑
h
D[ch]ρ dt+
+
∑
h
√
ηh(chρ+ ρc
†
h) dYh (t).
(4)
A trace-preserving form of Eq. 4 can be written as [21]
dρ = −i[H, ρ] dt+
∑
h
D[ch]ρdt+
+
∑
h
√
ηhH[ch]ρdWh (t),
(5)
where the measurement superoperator H is defined as
H[c]ρ = cρ+ρc†−Tr(ρ(c+ c†)). We note that homodyne
detection of a quadrature of the radiation emitted from
an oscillator, c = √γa, has a different back action than
the probing of the hermitian oscillator quadrature a+a†.
Both, however, preserve Gaussian states.
For any operator, and in particular for the density op-
erator ρ, it is possible to associate a Wigner function
[22]Wρ(r) on the multi-dimensional position-momentum
phase space. The Wigner function is a quasiprobabil-
ity distribution that provides a description of the system
equivalent to the density operator formalism. One can
show [15] that the action of the quadrature operators on
the density matrix can be represented by multiplication
and first order derivatives with respect to the phase space
coordinates, namely
qjρ→
(
qj+
i
2
∂pj
)
Wρ(r), pjρ→
(
pj− i
2
∂qj
)
Wρ(r),
ρqj→
(
qj− i
2
∂pj
)
Wρ(r), ρpj→
(
pj+
i
2
∂qj
)
Wρ(r).
(6)
The stochastic master equation for ρ can thus be trans-
formed into a differential equation for Wρ(r).
If the Hamiltonian H is at most quadratic and if the
operators {ch} representing dissipation and monitoring
are linear in the quadrature observables, it is easy to see
that the stochastic master equation leads to a Fokker-
Planck equation of evolution for the Wigner function, in-
volving first and second order derivatives that maintain
the Gaussian form, i.e., the state of the system is at all
times represented by a Gaussian phase space function.
Therefore the dynamics of the density matrix is com-
pletely described by the evolution of the first and second
statistical moments of the quadrature coordinates. For
any finite number of oscillator modes, this yields a vast
reduction compared to the infinite dimension of the sys-
tem Hilbert space (see Fig. 2).
We define the vector of first moments, 〈r〉 ≡ Tr(rρ),
and the covariance matrix σ, σjk ≡ 〈{rj , rk}〉−2〈rj〉〈rk〉.
The evolution of the system is now completely character-
ized by the following equations, derived in the Appendix
:
d〈r〉 = A〈r〉dt+ (σBᵀ −Nᵀ)√η dW(t) , (7)
dσ
dt
= Aσ + σAᵀ +D − 2(σBᵀ −Nᵀ)η(σBᵀ −Nᵀ)ᵀ,
(8)
where we have defined the vector of Wiener increments
dWᵀ ≡ (dW1 , . . . ,dWm) and the diagonal matrix of ef-
ficiencies η ≡ diag(η1, . . . , ηm). The drift and diffusion
matrices A and D, defined in the Appendix , describe the
average evolution of the system independent of the mea-
surement record, while the matrices B and N represent
the back action due to the measurements. It is worth
noting that while the evolution of the first moments is
stochastic and depends on the outcomes of the measure-
ments through the Wiener noise dW, the evolution of
the covariance matrix of Gaussian states is deterministic
and is described by a non-linear Riccati matrix equation.
B. Backward evolution of the effect matrix
As shown in [1], the effect matrix E(t) is evolved back-
wards in time by the Hilbert-Schmidt adjoint of master
equation (4) for the density operator, namely
dE ≡ dE (t− dt)− dE (t) =
= i[H,E] dt+
∑
h
D†[ch]E dt+
+
∑
h
√
ηh(c
†
hE + Ech) dYh (t− dt),
(9)
where, if CX = LXR, the adjoint superoperator is
C†X = L†XR†. Eq. (9) does not preserve the trace of
the effect matrix. For direct numerical applications this
does not constitute a problem, since Eq. (2) for the retro-
dicted probabilities explicitly includes a renormalization
factor. In the present work, however, we are interested in
applying a phase space representation of the effect matrix
and its first and second moments can only be obtained
from a normalized phase space distribution. We therefore
convert Eq. (9) to the following, trace-preserving master
equation:
dE = i[H,E] dt+
∑
h
(
D†[ch]E −
(
chc
†
h − c†hch
)
E
)
dt+
+
∑
h
√
ηhH[c†h]E dsh (t− dt),
(10)
where we have defined the notation c ≡ Tr(cE). The ac-
tion of the adjoint of the dissipation superoperator D
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Figure 2: The phase space formalism allows a Gaussian
density operator to be simply described by the first and
second moments of its Wigner function. In general the
conditional evolution of a density operator ρ suggests a
corresponding backward evolution for the so-called
effect matrix E. The Wigner function associated with
the effect matrix E is also fully characterized by first
and second moments solving similar equations as the
moments for ρ.
is specified as D†[c]E = c†Ec − 12
{
c†c, E
}
, while the
measurement superoperator appears in the same form as
in the evolution of ρ, but with the adjoint argument,
H[c†]E = c†E + Ec − Tr(E(c† + c)). The stochastic
terms, incorporating the outcome dYh(t) of the measure-
ments, are defined as dsh (t) = dYh (t)−√ηh(c†h + ch) dt,
and we group them into the vector dsᵀ ≡ (ds1 , . . . ,dsm).
Note that ρ(t) can be determined without any knowledge
of E(t) and measurement outcomes after t. Similarly,
E(t) can be computed without knowledge of ρ(t) and
any measurement data before t.
In order to represent and study the evolution of E on
the position-momentum phase space it is sufficient to re-
call that, as for the Wigner function of the density matrix
ρ (see Eq. (6)), all superoperators acting on E corre-
spond to appropriate first and second order differential
operators acting on the Wigner function of E. We con-
clude that under the same conditions both the evolution
of ρ and E preserve the Gaussian character of their phase
space Wigner distributions, and they are thus both fully
characterized by their first and second moments.
Let r = Tr(rE) and γjk = {rj , rk} − 2rjrk denote the
vector of mean values and the covariance matrix of E
respectively. As shown in the Appendix , we obtain the
backward equations of evolution of these quantities:
dr ≡ r(t−dt)−r(t) = −Ardt+(γBᵀ+Nᵀ)√η ds , (11)
dγ
dt
≡ γ(t− dt)− γ(dt)
dt
=
= −Aγ − γAᵀ +D − 2(γBᵀ +Nᵀ)η(γBᵀ +Nᵀ)ᵀ.
(12)
Compared to the evolution of σ in Eq. (8), γ evolves
with the opposite drift matrix A and the same diffusion
matrix D. The case where all the detection mode oper-
ators ch are Hermitian is worth mentioning: in this case
N = 0, see Eq. (A.6) in the Appendix , and therefore
the measurement contribution to the evolution of γ given
in Eq. (12) becomes the same as for σ in Eq. (8). This
also follows from the original stochastic master equations,
where the superoperator H[c] acting on ρ coincides with
H[c†] acting on E, when c = c†.
Despite the symmetry and similarity between the mo-
ments (〈r〉, σ) associated to ρ and (r, γ) associated to E,
it is important to remember that the effect matrix has
a very different physical meaning compared to the den-
sity operator: E(t) represents a Bayesian update of our
prior probabilistic knowledge ρ(t), depending on the out-
comes of the later measurements. It does not in itself
yield a probability of measurement outcomes (unless ρ is
the identity matrix).
IV. APPLICATIONS
We have developed a complete theory of Gaussian past
quantum states, giving access to the first and second mo-
ments of the phase space distribution for the operators
ρ and E. We can, in principle, convert the information
represented by (〈r〉, σ) and (r, γ) to phase space Wigner
functions and, subsequently to, e.g., a Fock state matrix
representation of the operators. For most applications
this will not be necessary, and it is certainly not a practi-
cal approach to deal with the predictions by the theory.
If, for example, the measurement we want to retrodict
is a projective measurement on orthogonal states, Mˆ =
Mˆ† = |m〉〈m|, the past probability expression in Eq. (2)
yields
Prp(m) ∝ 〈m|ρ|m〉 〈m|E|m〉 . (13)
The important corrections to our predictions due to the
effect matrix E may be evaluated by treating the term
〈m|E|m〉 as if E is the density matrix of a Gaussian state,
and by calculating the matrix element in the same way
as with a density matrix ρ. For that purpose we may
use a wealth of results from quantum optics about the
outcome of measurements on Gaussian states. The Fock
state content of squeezed and displaced states are for
example available in the literature (see [23] and references
therein).
Working with Gaussian phase space distributions, it is
particularly easy to obtain the probability distributions
for the measurement of position and momentum degrees
of freedom and their linear combinations. Let us consider
a single oscillator, and indicate with |x, θ〉 the eigenvec-
tors of the quadrature operator xθ = q cos θ + p sin θ.
Then the past probability Eq. (2) of a measurement of
xθ reads
Prp(x, θ) =
〈x, θ|ρ|x, θ〉 〈x, θ|E|x, θ〉∫∞
−∞ dx
′ 〈x′, θ|ρ|x′, θ〉 〈x′, θ|E|x′, θ〉 . (14)
5Due to the Gaussian form of the Wigner functions
for ρ and E, the marginal distributions 〈x, θ|ρ|x, θ〉 and
〈x, θ|E|x, θ〉 are also Gaussian distributions, and so is
their product in the numerator of Eq. (14).
A single oscillator with a Gaussian density operator is
characterized by mean values 〈r〉ᵀ = (〈q〉, 〈p〉) and covari-
ance matrix σ =
( σqq σqp
σqp σpp
)
, while its Gaussian effect ma-
trix is characterized by r = (q, p)ᵀ and covariance matrix
γ =
( γqq γqp
γqp γpp
)
. The past probability for the measurement
of a generic quadrature xθ is then a Gaussian distribution
with average xθ,p and variance Var(xθ,p) = ∆(xθ,p)/2
given by
xθ,p =
(〈q〉 cos θ + 〈p〉 sin θ)γθ + (q cos θ + p sin θ)σθ
γθ + σθ
,
1
∆(xθ,p)
=
1
σθ
+
1
γθ
,
(15)
where we have defined σθ = σqq cos2 θ− 2σqp sin θ cos θ+
σpp sin
2 θ and analogously for γθ.
For the position quadrature measurement (θ = 0) the
past distribution is characterized by the position average
qp and variance Var(qp) = ∆(qp)/2, given by
qp =
〈q〉γqq + qσqq
σqq + γqq
,
1
∆(qp)
=
1
σqq
+
1
γqq
. (16)
The variance formula shows that the incorporation of any
information from measurements after time t, represented
by γqq, reduces the uncertainty on the retrodiction of the
value of q. Figure 3 shows Gaussian Wigner distributions
for ρ and E and their marginal q and p distributions
together with the retrodicted marginal distributions.
A. Decaying oscillator subject to homodyne
detection
As a simple application of the past quantum state anal-
ysis to a Gaussian system let us consider a single oscil-
lator mode with Hamiltonian H = Ωa†a, causing oscil-
lation at frequency Ω of the oscillator quadratures, and
interacting dissipatively with a zero temperature bath
leading to decay of the oscillator with rate Γ. This could
represent the case of a Gaussian state of light, leaking
out of a cavity, and we imagine that the emitted field is
subject to homodyne detection. For the initial state of
the system we assume a displaced thermal state.
The dynamics of the system can be solved using Eq.
(7) and (8) to obtain a full characterization of ρ(t) and
Eq. (11) and (12) for E(t). With the resulting (〈q〉, σqq)
and (q, γqq) one can then calculate the past estimation of
the position quadrature of the oscillator at any time in
the interval [0, T ] by equation (16). The results are shown
in Fig. 4, where we see how the oscillating quadrature q
has a mean value that is governed by the unitary evolu-
tion of the harmonic oscillator, the dissipation into the
〈q〉 q
〈p〉
p
Density matrix marginal distr.
Past probability distribution
Effect matrix marginal distr.
Position
distribution
Momentum
distribution
Pr(q)
Prp(q)
Pr(p)
Prp(p)
Wρ
WE
µE(q)
µE(p)
Phase space
distribution
Figure 3: A Gaussian past quantum state is represented
in phase space by the Wigner functions for the density
matrix ρ and the effect matrix E. Their covariance
matrix ellipses project onto Gaussian marginal
distributions of the separate quadratures and the
marginals of Wρ give exactly the probability
distribution for quadrature measurements. The product
of the marginal distributions yields the retrodicted
probability distributions, cf. Eq. (13), which are also
Gaussian functions with the mean and variance given in
Eq. (16).
environment, and also by the random measurement out-
come from the homodyne detection. The variance σqq, on
the other hand, decreases with time (upper panel). The
middle panel shows the similar stochastic and determin-
istic evolution of (q, γqq) for the effect matrix, while the
last panel shows our retrodicted knowledge about the po-
sition quadrature of the system. Compared to the usual
forward evolution given by ρ, by including in the analy-
sis the full past quantum state, the noise on our estimate
(represented by the shaded area) is smaller at all times.
B. Retrodiction beyond the Heisenberg
uncertainty relation
Heisenberg’s uncertainty relation states a fundamen-
tal limitation to how well one can predict the outcome
of the measurements of two non-commuting observables.
States may exist for which one measurement can be very
precisely predicted, but then the other observable will
be correspondingly less well predicted. The general un-
certainty relation applies to any pure or mixed state of
quantum systems but it is only concerned with the pre-
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Figure 4: Time evolution of: (a) forward first moment
〈q〉, (b) backward first moment q, (c) past estimation of
position operator qp. The shaded areas in the two
upper panels indicate the values given by √σqq and√
γqq respectively, while the corresponding uncertainty
on the retrodicted value is given by (σ−1qq + γ−1qq )−
1
2 (see
Eq. (16)). The harmonic oscillator has frequency Ω and
damping constant Γ where Ω/Γ = 6, while the efficiency
of the homodyne detection is η = 0.5. The initial state
is a thermal state with initial first moment
r(0)ᵀ = (5, 0) and covariance matrix σ(0) = 10× 1.
diction of future measurements, and it does not describe
our ability to retrodict what was the outcome of a mea-
surement on a system at a past time t, if we have access
to the system both before and after that measurement.
For any two observables Aˆ and Bˆ, we may thus prepare
an eigenstate of Aˆ before t, and we may perform a pro-
jective measurement of Bˆ right after t, and we can then
with certainty retrodict the outcome of the measurement
of any of the two observables, even when Aˆ and Bˆ do not
commute: Clearly, if Aˆ was measured, the result would
have to match the initially prepared state, while if Bˆ was
measured, the result must have been the same as what we
obtained with our subsequent measurement of the same
operator. Vaidman et al. [24] for example, proposed to
prepare a spin in a σx eigenstate and subsequently de-
tect σz. Therefore we can with certainty retrodict the
outcome of a measurement of both σx and σz performed
at an intermediate time.
Squeezed Gaussian states of a single harmonic oscil-
q
p
1√
2
θ
Standard deviation
for quadrature xθ
PQS retrodiction
ρ
E
Figure 5: Polar plot showing the standard deviation for
different quadrature directions in phase space. ρ is a
pure state squeezed along q while E is squeezed along p.
The retrodiction is squeezed in both the q and p
directions and is below the shot noise value of 1√
2
for
every quadrature.
lator can be prepared by non-linear Hamiltonians or by
monitoring of a specific quadrature by homodyne detec-
tion. If one quadrature is monitored until time t and
afterwards the conjugate quadrature is monitored, ρ and
E may provide good estimates of both of these non-
commuting observables of the system. The probability
distribution of any linear combination of the two quadra-
tures xθ = q cos θ+ p sin θ is a Gaussian and in the polar
plot in Fig. 5 we show the standard deviation of this
distribution as a function of the direction θ defining the
quadrature observables. We observe that the retrodicted
uncertainty is smaller in all directions than the predicted
uncertainty by the density matrix ρ alone, reflecting Eq.
(15). We observe a Heisenberg “butterfly”, reflecting the
fact that the uncertainty may have minima along both
the squeezed q and the squeezed p directions due to our
probing of these observables before and after time t re-
spectively.
C. Unobserved evolution until a final projective
measurement
We know from the backward master equation for the
effect matrix that if no measurement is made after t, E
is the identity matrix at all times, and our retrodiction
does not differ from the predictions by the usual quantum
mechanics formalism. If, however, a final measurement
is carried out at time T , E must be evolved backwards
in time from the boundary condition set by the last mea-
surement outcome.
In [25] the state of a superconducting qubit subject to
7a projective measurement at a final time T was shown to
differ appreciably from the usual exponential decay law,
with consequences for retrodicted measurements on the
system. Let us consider a similar example with a single
oscillator mode which at t = 0 occupies a coherent state
|α〉 and decays with rate Γ into the ground state.
The master equation of the system is
dρ = D[
√
Γa]ρ dt . (17)
The drift and the diffusion matrices can be calculated
to be respectively A = −Γ21 and D = Γ1 and thus the
evolution of the mean values and covariance matrix for ρ
is described by
d〈r〉
dt
= −Γ
2
〈r〉, dσ
dt
= Γ(1− σ). (18)
Since the initial state is the coherent state |α〉 =
|α1 + iα2〉, it is easy to show that the state of the
system is a coherent state decaying with mean values
〈r〉(t) = (α1, α2)ᵀ
√
2 exp
{−Γ2 t} and constant covariance
matrix, σ(t) = 1.
Suppose that at time T a projective measurement is
performed that projects the oscillator into the (Gaussian)
ground state. The mean values and covariance matrix
equations for E read
r(t− dt)− r(t)
dt
=
Γ
2
r,
γ(t− dt)− γ(t)
dt
= Γ(1+ γ).
(19)
The final projection onto the ground state sets the bound-
ary conditions for the effect matrix to r(T ) = (0, 0)ᵀ and
γ(T ) = 1. The solution of Eq. (19) yields [26]
r(t) =
(
0
0
)
, γ(t) = 1
(
2eΓ(T−t) − 1
)
. (20)
If at some intermediate time t the position quadrature
was measured, we know that the past probability distri-
bution is a Gaussian with the mean value qp and variance
Var(qp) = ∆(qp)/2 given by Eq. (16):
qp(t) =
√
2α1
(
e−
Γ
2 t − 1
2
e−Γ(T−
t
2 )
)
,
∆(qp, t) = 1− 1
2
e−Γ(T−t).
(21)
Compared with the forward prediction of a simple decay-
ing coherent state, the retrodicted average and variance
are lower the closer we are to the post-selection time T .
It is clear with this example that even without contin-
uously probing the system, but using only post-selection
by a final measurement, the past quantum state can
give a result significantly different from the conventional
quantum state. This difference was first analyzed for a
pre- and postselected system in [27], providing the so
called Aharonov-Bergmann-Lebowitz rule for the proba-
bilities of projective measurement results. The ABL rule
was used in [28, 29] to study counterintuitive statistics
for intermediate measurements and to define weak val-
ues. The past quantum state formalism in simple cases
reduces to the results of the ABL rule and to the weak
value formalism when applied to the pertaining pre- and
postselection scenarios [5, 6, 25].
V. CONCLUSION
We have in this article presented a Gaussian state for-
malism that accounts for our ability to retrodict the out-
come of measurements on a quantum system subject to
dynamical evolution and probing before and after those
measurements. We showed that the stochastic master
equation for the density matrix and its adjoint version
for an effect matrix E can both be replaced by simpler
equations for vectors of stochastically evolving first mo-
ments and matrices of deterministically evolving second
moments of the Gaussian phase space functions.
The retrodicted evolution of the properties of a physi-
cal system may offer insight and allows precision estima-
tion of external influences on both classical and quantum
systems [2, 3, 7–9, 30]. Given the many physical systems
that are exactly or approximately described by Gaussian
states, and the ability to incorporate a very large num-
ber of oscillator modes in the calculation at low cost, we
believe that our theory may find wide applications.
While the first and second moments of the ρ and
E phase space distributions do exhaust our knowledge
about the system, it is still a practical challenge to ex-
tract general information from our theory, such as the
retrodicted expectation value of observables that are not
first or second order in the quadrature coordinates. The
Wigner and related phase space functions allow calcula-
tion of expectation values of suitably symmetrized ob-
servables by simple integration of complex functions over
phase space. A practical recipe to evaluate the retrod-
icted mean values of suitably ordered functions of q and
p for Gaussian states constitutes an ambitious and inter-
esting goal for further studies.
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Appendix: Derivation of Gaussian evolution
equation
1. Forward evolution
Let us consider a system of n oscillators with canonical
quadrature operators rᵀ = (q1, p1, . . . , qn, pn) that under-
goes an evolution described by master equation (5), and
let us assume a quadratic Hamiltonian H = 12r
ᵀRr =
8∑
jk rjRjkrk where R is a real and symmetric matrix.
The m linear dissipation modes are grouped into a vec-
tor cᵀ = (c1, . . . , cm) that can be written as c = C˜r,
where C˜ is a m× n complex matrix.
Under such conditions an initially Gaussian state stays
Gaussian. In order to study the evolution of the system
we can then study only the first and second moments of
the state.
We can calculate the evolution of the first moment vec-
tor by d〈ri〉 = Tr(ri dρ), where dρ is given by Eq. (5).
There are three main parts in the master equation, a
Hamiltonian contribution, the dissipation terms and the
measurement terms. We will go through the parts and
summarize the calculations.
The Hamiltonian contribution is given by
−iTr([H, ρ]ri) = −iTr(ρ[ri, H]) =
= − i
2
∑
jk
Rjk〈[ri, rjrk]〉 =
= − i
2
∑
jk
Rjk (〈rj [ri, rk]〉+ 〈[ri, rj ]rk〉) =
= − i
2
∑
jk
Rjk Tr(iρ (rjΩik + rkΩij)) =
= −
∑
jk
ΩikRkj〈rj〉,
(A.1)
since R is symmetric and thus Rjk = Rjk.
For the dissipation part let us consider first a single
dissipation channel h. By looking at a single component
of the vector of dissipation modes c we can write
ch =
∑
k
C˜hkrk, c
†
h =
∑
l
C˜∗hlrl. (A.2)
The dissipion part for mode h can then be calculated to
be
Tr
((
chρc
†
h −
1
2
{
c†hch, ρ
})
ri
)
=
=
∑
kl
Tr
(
C˜hkC˜
∗
hl
(
rlrirk − 1
2
{ri, rlrk}
)
ρ
)
=
=
i
2
∑
kl
Ωil
(
C˜∗hkC˜hl − C˜hkC˜∗hl
)
〈rk〉,
(A.3)
where we have used the antisymmetric property of the
symplectic matrix Ω. Summing over all the dissipation
modes h we get∑
hkl
Ωil
1
2i
(
C˜∗hlC˜hk − C˜hlC˜∗hk
)
〈rk〉 =
=
∑
kl
Ωil
1
2i
(
[C˜†C˜]lk − [C˜ᵀC˜∗]lk
)
〈rk〉 =
=
∑
kl
Ωil
[
Im
{
C˜†C˜
}]
lk
〈rk〉,
(A.4)
since C˜∗hl = [C˜
†]lh and C˜hl = [C˜ᵀ]lh.
Finally for the measurement contribution let us define
ahk = Re
{
C˜hk
}
, bhk = Im
{
C˜hk
}
. Considering a single
measurement channel h:
Tr
(
(ch − 〈ch〉)ρri + ρ(c†h − 〈c†h〉)ri
)
=
=
∑
k
ahk (〈rirk〉+ 〈rkri〉 − 2〈ri〉〈rk〉) + ibhk (〈rirk〉 − 〈rkri〉) =
=
∑
k
ahkσik − bhkΩik = σik Re
{
C˜ᵀ
}
kh
− Ωik Im
{
C˜ᵀ
}
kh
.
(A.5)
Combining all the contributions one can see that the
evolution of the first moment is
d〈r〉 = A〈r〉dt+ (σBᵀ −Nᵀ)√η dW , (A.6)
where A = Ω(R + Im
{
C˜†C˜
}
), B = Re
{
C˜
}
, and N =
Ω Im
{
C˜
}
.
The derivation of the evolution for the covariance ma-
trix σ follows the same structure. Some attention must
be paid to the fact that, due to the stochastic term of
the evolution, second order differentials must be taken
into account in accordance with Itô calculus, therefore
for every component of the covariance matrix:
dσij = Tr(dρ (rirj + rjri))+
− 2 d〈ri〉 〈rj〉 − 2〈ri〉d〈rj〉 − 2 d〈ri〉d〈rj〉 . (A.7)
Explicit calculations shows that all stochastic contribu-
tions cancel when we assume that the Wigner function
is Gaussian and we apply Wick’s theorem to third order
moments as
〈rirjrk〉 = 〈ri〉〈rjrk〉 − 〈rirk〉〈rj〉+ 〈rirj〉〈rk〉. (A.8)
Let us consider the first term in Eq. (A.7) and study
only Tr(dρ rirj) since it is symmetric in i and j.
The Hamiltonian contribution is
− iTr([H, ρ]rirj) = − i
2
∑
kl
Rkl Tr(ρ[rirj , rkrl]) =
=
∑
kl
Rkl (〈rirk〉Ωjl + 〈rkrj〉Ωil) .
(A.9)
The dissipation term reads
Tr
((
chρc
†
h −
1
2
{
c†hch, ρ
})
rirj
)
=
=
i
2
∑
kl
C˜hkC˜
∗
hl(〈rirk〉Ωlj − 〈rjrk〉Ωil+
− 〈rlri〉Ωkj + 〈rlrj〉Ωik).
(A.10)
One has then to sum over all dissipation channels h
and the symmetric terms exchanging i↔ j to obtain the
complete Tr(dρ (rirj + rjri)).
9Considering the full variation given by Eq. (A.7), the
evolution for matrix σ can be written in the following
matricial form
dσ
dt
= Aσ + σAᵀ +D − 2 (γBᵀ −Nᵀ)η (γBᵀ −Nᵀ)ᵀ ,
(A.11)
where the diffusion matrix is defined as D =
−2Ω Re
{
C˜†C˜
}
Ω. The last non linear term comes from
the second order contribution −2 dri drj and the unmon-
itored evolution can be obtained by setting the efficiency
matrix η = 0 and recover a linear evolution for σ.
2. Backward evolution
The derivation of the backward evolution of a Gaus-
sian Wigner function of the effect matrix E has many
similarities with the derivation for the forward evolution
of 〈r〉 and σ.
The evolution of the first moment ri ≡ Tr(riE) is given
by dri = Tr(ri dE) where dE is given by the backward
master equation (10) which is to be compared with for-
ward master equation (5).
It is clear from the master equations that the Hamil-
tonian contribution differs only by a sign, therefore
iTr([H,E]ri) =
∑
jk
ΩikRkjrj . (A.12)
In the backward master equation the dissipation con-
tribution is given by the adjoint dissipation superopera-
tors. Making the master equation trace-preserving gives
in the end a term that is the same in the forward evolu-
tion case and differs only by a sign:
Tr
((
c†hEch −
1
2
Ec†hch − (chc†h − c†hch)E
)
ri
)
=
= − i
2
∑
kl
Ωil
(
C˜∗hkC˜hl − C˜hkC˜∗hl
)
rk.
(A.13)
Comparing the measurement terms between the for-
ward and backward equation, since the difference is an
exchange of ch ↔ c†h, the final result corresponds to
changing the sign for the bhk = Im
{
C˜hk
}
terms, in fact
Tr
((
c†h − c†h
)
Eri + E (ch − ch) ri
)
=
=
∑
k
ahkγik + bhkΩik = γik Re
{
C˜ᵀ
}
kh
+ Ωik Im
{
C˜ᵀ
}
kh
.
(A.14)
For the evolution of the first moments of the effect
matrix we have therefore
dr =−Ardt+ (γBᵀ +Nᵀ)√η ds , (A.15)
where the drift matrix A, B, and N are exactly the same
matrices defined for the forward evolution of 〈r〉 given in
Eq. (A.6).
As regards the covariance matrix γ, second order terms
must be again taken into account and dγij is calculated
via an equation similar to Eq. (A.7). The evolution
of γ is also deterministic in a similar way to σ, as the
stochastic terms of the evolution cancel.
The Hamiltonian term differs again only by a sign,
while the calculation of the effect of the adjoint dissi-
pation superoperators gives
Tr
((
c†hEch −
1
2
Ec†hch − (chc†h − c†hch)E
)
rirj
)
=
=
i
2
∑
kl
C˜hkC˜
∗
hl(−rkriΩlj + rkrjΩil+
+ rirlΩkj − rjrlΩik).
(A.16)
Finally the evolution of γ is given by
dγ
dt
=−Aγ − γAᵀ +D − 2 (γBᵀ +Nᵀ)η (γBᵀ +Nᵀ)ᵀ ,
(A.17)
where the diffusion matrix is the same defined for the
forward Riccati equation given in Eq. (A.11).
Some features of the γ Riccati equation can be intu-
itively derived from the differences in the evolution of the
first moments: γ evolves with opposite drift matrix A and
the only change in the measurement contribution is a sign
for the N = Ω Im
{
C˜ᵀ
}
term. As in the forward in time
case, it is the introduction of measurements that gener-
ates non-linear terms in the evolution of the covariance
matrix and we can also see that measuring the system
contributes by reducing the covariance matrix elements
of E backward in time.
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