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Abstract 
In this study, we analyze bag-snatching in Fushimi-ku and aim to improve the author’s previous study (Takizawa et 
al., 2010). The quantity of natural surveillance from a building is calculated by considering the wall as a unit. The 
number of pedestrians on the street is estimated by the random-walk method. Some new attributes are added, and 
discriminant analysis is performed by CAEP. We optimize the area of criminal occurrence class separately to 
improve the classification accuracy of CAEP. We use a method based on the concept of transductive clustering. We 
then propose a relationship between street crime and micro space. 
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1. Introduction 
The concept of crime prevention through environmental design (CPTED) was proposed in the United 
States in the 1960s [1,2] and since then, it has been practiced in many countries. Research on the 
relationship between crimes and space, such as hot spot analysis, has been carried out since the 
development of relevant databases and appropriate information science techniques, including GIS [3,4]. 
For example, space syntax [5], which is a famous space analysis method, has often been adopted in this 
area [6,7]. Given this background, we have analyzed the relationship between street crime and urban 
space for Kyoto, one of the main cities in Japan. We previously studied car-related street crime in the 
Nishikyo-ku area of Kyoto City [8] by carrying out a data mining analysis. We then investigated the 
relationship between bag-snatching and spatial attributes in the Fushimi-ku area of Kyoto City [9] by 
CAEP [10], which is a classification method based on emerging patterns [11].  
In this study, we continue the previous research on bag-snatching in Fushimi-ku and aim to improve 
the classification. Since bag-snatching in this area tends to occur in open spaces, we must take into 
consideration natural surveillance from both open space and buildings [12]. We take into account the wall 
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components such as windows and entrances as well as the use of the building. Furthermore, the number of 
pedestrians on the street is estimated by the random-walk method. In the previous research, the distance 
from a criminal occurrence point was set up uniformly, and the original data were divided into criminal 
occurrence and non-occurrence classes. However, since the similarity of different features depends on the 
place, it is not ideal to determine the range uniformly. Therefore, we optimize the criminal occurrence 
class separately to improve the classification accuracy. We use a method based on the concept of 
transductive clustering [13]. We then propose a relationship between street crime and micro space. 
2. Studied area and databases 
Figure 1 shows the studied area, which is located in the center of Fushimi-ku. Fushimi-ku is located in 
the suburbs of Kyoto City and is the southern half of the area considered in the previous study. There are 
many Japanese brewing companies in this area, and these are famous sightseeing spots.  
The area studied is a rectangle of about 0.8 km by 1 km and includes three train stations. We consider 
four more stations when the number of pedestrians is estimated by a random walk, as described in Section 
5. The seven stations are ݏݐ א{KFM (Keihan Fushimi-Momoyama Sta.), KCJ (Keihan Chushojima Sta.), 
CMG (Kintetsu Momoyamagoryomae Sta.), KTB (Keihan Tambabashi Sta.), CTB (Kintetsu Tambabashi 
Sta.), MY (JR Momoyama Sta.), KKG (Keihan Kangetsukyo Sta.} = ST. The gradation shown in orange 
represents the kernel density estimation of bag-snatching. The databases used in this study are as follows: 
Bag-snatching data in Fushimi-ku, Kyoto City, from January 2004 to December 2005 by Kyoto 
Prefectural Police (#1), Numerical map 2500 spatial data foundation, Kinki-I, 2004 by Geographical 
Survey Institute, Japan (#2). Numerical map 5000 land-use, Kinki, 2001 by Geographical Survey Institute, 
Japan (#3). Zmap Town II, Fushimi-ku, Kyoto, 2005 by Zenrin Corporation (#4). Small regional unit data 
of population census of Japan, Kyoto, 2005 by Ministry of Internal Affairs and Communications, Japan 
(#5). Small regional unit data of establishment and enterprise census, Kyoto, 2001 by Ministry of Internal 
Affairs and Communications, Japan (#6), and Location view 360° street image data, Kyoto, 2006 by Asia 
Air Survey Co., Ltd (#7). 343 incidents of bag-snatching were recorded in the Fushimi-ku area, 57 of 
which took place in the area studied. Five occurred in building areas and are omitted from our analysis. In 
addition, we measured the illuminance from 8 p.m. on September 9, 2008, to 3 a.m. on the following day. 
 
 
Fig. 1. The area studied in Fushimi-ku of Kyoto City included seven stations. The area is indicated by the dashed 
rectangle, and the studied roads are shown in gray. The orange gradation represents the kernel density estimation of 
bag-snatching occurrences in database #1 with a bandwidth of 100 m. 
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3. Attributes 
3.1. Natural surveillance from buildings to the street 
The visibility analysis proposed here investigates the openness of a two-dimensional plane and can be 
executed at any point outside building polygons. There are two methods for measuring space visibility: 
Isovista [14], which is a simple approximate method, and the visibility-graph-based method [15], which is 
more precise but rather complex. Since we consider the effect of wall components, we need a method that 
precisely detects the building walls (stored in database #4); see Figure 2. This is a simple visibility-graph-
based method that detects both endpoints of a line segment ݓ א ௩ܹ that indicates the surface of a wall 
within a radius of vr m from the viewpoint v. ௩ܹ represents the set of line segments visible from v, and 
the radius vr limits the visible range. We set vr = 40 m. When either of the corner points cannot be seen, 
the original line segment is divided according to the radius vr. After detecting a visible line segment w we 
calculate the Euclidean distance to the line segment ݀ሺݒǡ ݓሻ, the angle of spread of the line segment 
ߠሺݒǡ ݓሻ, and the length of the visible line segment ݈ሺݒǡ ݓሻ; see Figure 3.  
The natural surveillance that a wall provides for a viewpoint, not considering wall components, is 
given by ݊ݏሺݒǡ ݓሻ ൌ ߠሺݒǡ ݓሻȀߨ ή ሺݒݎ െ ݀ሺݒǡ ݓሻሻȀݒݎǤ  This formula returns a larger value when the 
distance from the viewpoint to the wall is smaller and the spread of the wall is larger. We now consider 
the effect of wall components. We consider seven components: ݓܿ א {dr (door), wn (normal window), 
wg (grilled window), wk (Kyoto-grilled window), ws (window with shutter), pn (piloti or non-wall 
façade), sh (shutter)}. The area of the components of all walls visible from the studied roads was 
measured manually using the 360° street image data of database #7 and the measurement function of the 
image-viewer software, LV Local Viewer. Since it was difficult to measure the wall components of 
higher floors, only those of the first floor were measured. The total area of each component wc in wall w 
is ܽܿሺݓǡݓܿሻ. 
In this study, the effect of a wall component on the natural surveillance is the ratio of the total area of 
the wall components to the area of the wall for the first floor. The height of the first floor for all walls is 
ݓ݄ . We set wh = 3.5 m. The natural surveillance ݊ݏܿሺݒǡ ݓǡ ݓܿሻ  that w gives to v given the wall 
component wc is ݊ݏܿሺݒǡ ݓǡ ݓܿሻ ൌ ܽܿሺݓǡݓܿሻȀሺ݈ሺݒǡ ݓሻ ή ݓ݄ሻ ή ݊ݏሺݒǡ ݓሻǤ  Two different building 
categories are defined in the house map (database #4). We call them Btype1 and Btype2 and use them to 
calculate the natural surveillance. The Btype1 buildings are ܾݐͳ א{gb (general building), tb (target 
building), nw (non-wall building)}. The Btype2 buildings are ܾݐʹ א{pb (public building), ab (apartment 
building), ih (individual house), bi (business institution), ob (other building)}. We now define some 
indices. The first is a simple one that is based on only the geometric features of walls:  
ݓ̴݈ܽሺݒሻ ൌ ෍ ݊ݏሺݒǡ ݓሻ
௪אௐೡ
Ǥ 
 
  
Fig. 2. Visual lines and visible area. Fig. 3. Basic geometric information on the viewpoint and visible wall. 
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The second is based on a specific building type. Let ௩ܹሺܾݐͳ݋ݎʹሻ ؿ ௩ܹ denote the set containing the line 
segments that are members of Btype1 or Btype2, respectively. Then, 
ݓ̴ܾݐͳ݋ݎʹሺݓሻ ൌ෍ ݊ݏሺݒǡ ݓሻ
௪אௐೡሺ௕௧ଵ௢௥ଶሻ
Ǥ 
The third is based on wall components:  
ݓ̴̴݈ܿܽݓܿሺݓሻ ൌ෍ ݊ݏܿሺݒǡ ݓǡ ݓܿሻ
௪אௐೡ
Ǥ 
The last is based on both building type and wall components:  
ݓ̴ܾܿݐͳ݋ݎʹ̴ݓܿሺݓሻ ൌ෍ ݊ݏܿሺݒǡ ݓǡ ݓܿሻ
௪אௐೡሺ௕௧ଵ௢௥ଶሻ
Ǥ 
We take into account not only the natural surveillance effect from walls but also the openness of the 
space. Let non_vis(w) denote the area invisible from viewpoint w within radius vr. As the patency of the 
visibility space decreases, this value becomes larger. In the later analysis, the notation (w) is removed 
from the above variables (e.g. w_al(w) is abbreviated as w_al). 
3.2. Number of pedestrians on the street 
Since most incidents of bag-snatching occur on the street, it is important to know the pedestrian flow. 
However, this is difficult to determine because several complicated factors affect pedestrian movements. 
Our previous study revealed that incidents of bag-snatching in Fushimi-ku often occurred on an 
individual’s way home from work. Since many people use the train for commuting, the paths from the 
station to their homes seem to be used more frequently than other paths. Thus, we previously estimated 
the number of pedestrians on a given street by summing the population passing through on the shortest 
path from their homes to the nearest station at night. However, this method limits the paths of pedestrians 
to a small proportion of the streets, and the randomness of path selection is not considered. Therefore, in 
this study, the pedestrian movement in the area surrounding each station is simulated by a random walk. 
The estimation process is described below. 
First, the central line of the road which runs the inside and outside of a research area is subdivided 
every rwp m to create a road network for the random-walk simulation in which the vertices are 
represented as ݎݒ א ܴܸ where ܴܸ denotes the set of vertices. The movement range from a station is set to 
ݎݓ݀݉ܽݔ km by the shortest distance of the network. The seven stations shown in Figure 1 that are within 
the movement range are considered as starting points for a pedestrian agent. We set rwp = 30 m and 
rwdmax = 1.2 km. Initially, a pedestrian agent is placed at one of the stations. Then, the agent is moved 
randomly to a new vertex connected to the current vertex. The random walk is repeated until the agent 
moves beyond the movement range of st, and this is one trial. Let rw_t_st(rv) denote the cumulative 
number of pedestrians reaching vertex rv from station st. Whenever an agent from st passes rv, 
rw_t_st(rv) is incremented. The trial is repeated rwtmax times, and the average rw_t_st(rv) of the trials is 
the estimated population of pedestrians reaching rv from st, which is denoted rw_st(rv). We set rwtmax = 
100,000. We also define the expected value of pedestrians at node n from the seven stations by 
considering the number of passengers using each station per day [17]. The expected value of passengers 
rw_TTL(rv) is given as the weighted sum of rw_st(rv): ݎݓ̴ܶܶܮሺݎݒሻ ൌ σ ݌ݏሺݏݐሻ ή ݎݓ̴ݏݐሺݎݒሻೞ೟אೄ೅ሺೝೡሻ Ǥ In 
this formula, ST(rv) denotes the set of stations whose minimum network distance from rv is not greater 
than rwdmax. Thus, we obtain the attributes of pedestrians on streets: rw_st and rw_TTL. 
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3.3. Other attributes 
The area north of Keihan Chushojima station has many restaurants and bars. Furthermore, there is a 
long shopping mall to the west of Kintetsu Momoyamagoryomae Station. Since many pedestrians use 
these streets, bag snatching might occur more frequently in the vicinity. Therefore, the density of stores 
and bars might be a good indicator of criminal activity. Using information from database #6, we divide 
the number of restaurants and stores and the number of clerks for every small area by the length of road 
that is included in or faces that area. These are expressed as sp_pr_rd and cl_pr_rd, respectively. Other 
attributes used for the analysis are as follows: the shortest network distance from the nearest station 
(dis_nst); the population density of the small area surrounding a point (pop_dns); the average illuminance 
of the three nearest measured points weighted in inverse proportion to the distance to the point (illum); 
and the nearest land-use excluding roads (lu_elu) where ݈݁ݑ א {va (vacant space), in (industrial site), hl 
(low-rise housing site), hd (dense-low-rise housing site), hm (mid-to-high-rise housing site), bu (business 
site), pa (park), pu (public facility site), ri (river), ot (others)}. 
4. Analysis method  
4.1. Definition of sampling points 
The unit of analysis is a point. Since pedestrians tend to walk on the edge of the road, the sampling 
points are placed 1 m inward from the boundary of the road (see Figure. 4). The interval of sampling 
points on the road is sp. We set sp = 10 m. At an intersection without a zebra crossing, sampling points 
are placed on the shortest path between the opposite roads (see Figure. 4). In this way, 2,769 sampling 
points are generated. A label of P or N representing occurrence or non-occurrence of bag-snatching, 
respectively, is assigned to each sampling point and to the 52 COPs. It is reasonable to assume that not 
only actual COPs but also their neighboring points should be labeled with a P. We thus need to define the 
neighboring points, and we propose the supervised point-clustering method described below. 
4.2. Transductive clustering of sampling points 
In this study, the label of sampling points near the COPs is not known in advance. We therefore 
consider the clustering problem that divides the sampling points into the two classes before classification. 
A simple approach is to give the label P to all sampling points within a certain radius of each COP. 
However, the homogeneity of the spatial attributes differs depending on the place. Transductive learning 
was proposed by Gammerman et al. [16]. The underlying motivation is that since preparing a training 
dataset with class labels is often expensive, it is desirable to have a good classifier that works well with a  
  
Fig. 4. Sampling points.    Fig. 5. Conceptual illustration of transductive clustering at c. 
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small labeled training dataset. This is a kind of semi-supervised learning [18]. 
We propose a transductive clustering method to find the cluster of COPs that maximizes the 
classification accuracy. Our motivation is not to propose a good classifier for a small labeled dataset, but 
to cope with ambiguities of space that make it difficult to give a class label in advance. Let us denote by 
ȁ ή ȁ the number of elements of a set. Let ܿ א ሼܿଵǡ ܿଶǡ ǥ ǡ ܿ௡௖ሽ ൌ ܥ denote the COPs where ݊ܿ ൌ ȁܥȁ and 
ݏ א ܵ denote the sampling points, Class label P is assigned to all the COPs, and either P or N is assigned 
to the sampling points. Sampling points that are visible from and less than ݐ݉ܽݔ̴݀݅ݏ m in Euclidean 
distance from ܿ are selected as candidate points for class P clustered by ܿ (constraint I). Sampling points 
that are at least tmin_dis m in Euclidean distance from ܿ are always labeled P (constraint II). Let ݏሺܿሻ א
ሼݏଵሺܿሻǡ ݏଶሺܿሻǡ ǥ ǡ ݏ௡௦௖ሺܿሻሽ ൌ ܵ௖ ؿ ܵ denote the candidate points for class P sorted in ascending order of 
Euclidean distance from ܿ where ݊ݏܿ ൌ ȁܵ௖ȁ. In ܵ௖, the candidate points from ݏଵሺܿሻ to ݏ௨௖ሺܿሻ are labeled 
P, where ݑܿ  represents the upper index of ݏሺܿሻ . The range of ݑܿ  is Ͳ أ ݑ݉݅݊ܿ أ ݑܿ أ ݊ݏܿ , where 
ݑ݉݅݊ܿ represents the minimal index of ݏሺܿሻ that satisfies constraint II. If the distance from the nearest 
sampling points is more than ݐ̴݉݅݊݀݅ݏ , ݑ݉݅݊ܿ ൌ Ͳ . We let the vector of upper indices be ݑ ൌ
ሺݑሺܿଵሻǡ ݑሺܿଶሻǡ ǥ ǡ ݑሺܿ௡௖ሻሻ. The original dataset ܦ is divided into two datasets as ܦሺݑሻ ൌ ܦ୔ሺݑሻ ׫ ܦ୒ሺݑሻ, 
where ܦ୔ሺݑሻ and ܦ୒ሺݑሻ represent the datasets of classes P and N divided by the upper indicesݑ. In 
addition, a sampling point that is clustered as P by more than two COPs is copied in each case to weight 
the record of the sampling point as a place of frequent criminal activity (see Figure 5).  
We now discuss the classification accuracy. Table 1 lists a confusion matrix of the two-class 
classification problem. Each cell gives the number of classified records according to the actual and 
predicted class. The “Not classified” column represents the number of records that are not classified into 
either class. In most general classifiers, every record is classified into one of the classes. However, we use 
CAEP, and occasionally, when no emerging pattern is found in any dataset, the record cannot be 
classified into any class. The general overall classification accuracy of dataset ܦሺݑሻ  is 
ܣܿܿݑݎܽܿݕሺܦሺݑሻሻ ൌ ሺܶܲ ൅ ܶܰሻȀȁܦሺݑሻȁ. However, this index is not appropriate for the smaller class if 
the datasets for the two classes are very different in size. Since criminal activity is limited to a relatively 
small area, it is preferable to consider the accuracies of the two classes separately. Let ܶܲݎܽݐ݁ሺܦሺݑሻሻ and 
ܶܰݎܽݐ݁ሺܦሺݑሻሻ  represent the accuracy of classes P and N of dataset ܦሺݑሻ , respectively: 
ܶܲݎܽݐ݁ሺܦሺݑሻሻ ൌ ܶܲȀȁܦ୔ሺݑሻȁ, ܶܰݎܽݐ݁ሺܦሺݑሻሻ ൌ ܶܰȀȁܦ୒ሺݑሻȁ. 
The tn-fold cross-validation is used to estimate the practical accuracy of a classifier. Here, multiple tn-
fold cross-validations with different combinations of training and test datasets are repeated tm times. This 
gives more realistic results than can be achieved by single tn-fold cross-validation. Let ܦሺݑǡ ݎሻ denote the 
datasets for the tn-fold cross-validation generated from ܦሺݑሻ  by a series of random numbers ݎ א
ሼݎଵǡ ݎଶǡ ǥ ǡ ݎ௧௠ሽ ൌ ܴ . The evaluation of the classification accuracy for ܦሺݑǡ ݎሻ  is ܽܿሺܦሺݑǡ ݎሻሻ ൌ
݉݅݊ሺܶܲݎܽݐ݁ሺܦሺݑǡ ݎሻሻǡ ܶܰݎܽݐ݁ሺܦሺݑǡ ݎሻሻሻǤ The final classification accuracy for all ݎ is ݂ܽܿሺܦሺݑǡ ݎሻሻ ൌ
݉݅݊ሺܽܿሺܦሺݑǡ ݎଵሻሻǡ ǥ ǡ ܽܿሺܦሺݑǡ ݎ௧௠ሻሻሻǤ  That is, the minimum ܽܿሺܦሺݑǡ ݎሻሻ  for every ݎ א ܴ  is the final 
classification accuracy. The transductive clustering problem to find the u that maximizes ݂ܽܿሺܦሺݑǡ ݎሻǡ ܴሻ 
is  
݉ܽݔ݅݉݅ݖ݁௨ ݂ܽܿሺܦሺݑǡ ݎሻǡ ܴሻǤሺͳሻ 
Table 1. Confusion matrix of two-class classification problem. 
 Classified into 
P N Not classified 
Actual class 
P TP FP NP 
N FN TN NN 
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4.3. Classifier  
In this study, we use CAEP as a classifier which internally uses Emerging Patterns for classification. 
The EP is defined as an itemset (i.e. pattern) whose support increases significantly from one dataset to 
another. The EP can capture emerging trends in data from many domains and can show useful contrasts 
between data classes. This feature of the EP makes it possible to find minor but important spatial patterns. 
CAEP uses a lot of EPs and classifies a database by aggregate and compares the contribution of EPs for 
each class. CAEP not only shows high precision in many problems but also outputs useful patterns for 
understanding the data as EPs. Because of the limitation of the space, we omit the detail of EPs and 
CAEP. If you want to know them deeply, please read the original articles or the author’s article [9] which 
applies CAEP for classification. In our CAEP implementation, an apriori algorithm [19] is used to extract 
itemsets whose support is at least min_sup, and the maximum number of items contained in an itemset is 
limited to max_dim. EPs whose growth rate is at least min_gr are extracted from these itemsets. Here, 
min_gr denotes the minimum growth-rate threshold, which determines whether or not an EP is used for 
classification. 
4.4. Optimization method 
Equation (1) is a combinatorial optimization problem: it is a clustering problem with a geographical 
constraint. It is difficult to find the exact solution in polynomial time since the computation time increases 
exponentially with the increase in sampling points. Therefore, we use meta-heuristics to approximately 
solve the problem. In particular, we use differential evolution (DE) [20]. DE is a simple evolutionary 
algorithm that performs well on many optimization problems. DE is intended for multidimensional real-
valued function optimization, but it can be used to solve discrete problems if the solution variables are 
rounded to integers. There are various forms of DE, and we use the Joker method [21] that can find 
precise solutions to a range of problems.  
5. Solving problem (1) 
5.1. Setup 
The parameter values for the transductive clustering are as follows: tmin_dis = 3 m, tmax_dis = 50 m, 
tn = 10, and tm = 3. To apply CAEP to the datasets, we discretize the values of the numeric attributes. We 
divide each attribute into three subintervals so that the number of records in each subinterval is almost the 
same. The discretized attribute is expressed as “attribute name = (-inf, value1], [value1, value2], [value3, 
inf)” in increasing order, where “inf” represents infinity. In the analysis, we sometimes describe the level 
of discretized attribute simply as “low”, “middle”, or “high”. The CAEP parameter values are as follows: 
minimum growth rate = 3, minimum support = 0.01, and maximum dimension of itemset = 2. A higher 
maximum dimension improves the classification accuracy. However, as the dimension increases, the 
calculation time increases exponentially, and we therefore set the maximum dimension to 2. The DE 
parameter values are as follows: convergence parameter F = 0.75, crossover rate CR = 0.9, population 
size = 500, and maximum generation = 40. 
5.2. Classification accuracy 
In the following analysis, we refer to the optimal u by DE as “opt_u”, and we analyze the result of 
dataset ܦሺ௢௣௧̴௨ሻ. We now compare the classification accuracy of opt_u with that of datasets derived by 
changing the value of each element of u uniformly rather than individually. That is, ݑଵ ൌ ݑଶ ൌ ڮ ൌ ݑ௡ ൌ
ݑ݀, where ݑ݀ is a distance parameter. We gradually increase ݑ݀ from 5 m to 50 m, as shown in Table 2.  
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Table 2. Classification accuracy for opt_u and each ud. 
Index opt_u ud=5 m 10 m 20 m 30 m 40 m 50 m 
TPrate 
TNrate 
Accuracy 
0.857 
0.857 
0.857 
0.534 
0.921  
0.905  
0.743 
0.858  
0.849  
0.767 
0.830  
0.821  
0.808 
0.813  
0.812  
0.820 
0.825  
0.824  
0.809 
0.829  
0.822  
 
Table 2 lists the classification accuracy of tn-fold cross-validation. Except for the opt_u result, the 
maximum dimension of the EPs in CAEP is 3. When ud is small, since the record for class P is so small, 
the accuracy of P is low. When ud increases to 40 m, all accuracies are high. However, we can see that 
opt_u has the best accuracy of all the results. 
5.3. Detailed analysis of the opt_u result 
We analyze the result of opt_u in detail. To simplify the analysis, we consider the classification result 
not of the tp (=10)-fold cross-validation but of all the training data. In this case, TPrate = 0.883, TNrate = 
0.879, and Accuracy = 0.879. Figure 6 shows the classification result for each sampling point and COP. A 
purple circle represents the area of the sampling points clustered as P for each COP. As we can see, the 
circles vary in size. The COPs with a small circle tend not to be classified correctly. This is due to the 
optimization result of u such that the upper limit of clustering area of a COP whose classification 
accuracy with clustered sampling points was not so high contracted as less as possible. The sampling 
points in larger circles are usually correctly classified into class P. The green circles that represent 
misclassification into class P are conspicuous in the central area where there are many COPs. Since the 
spatial feature of neighborhoods tends to alike, it is difficult to completely eliminate these 
misclassifications. Furthermore, the classification of several COPs located to the far west of Fushimi 
Momoyama Station was not completed. As explained later, in the area far away from a station, there are 
few pedestrians from that station, and hence, it is difficult to classify sampling points correctly. The 
objective function (1) is defined to achieve the maximum possible increase in the classification accuracy 
of each class. For the COPs, 36 out of 52 have been correctly classified. This means that 36 COPs can be 
classified using the attributes adopted in this article. Our method clearly distinguishes classifiable COPs 
from those that are not classifiable on the basis of the different circle sizes.  
CAEP found 1,452 EPs in class P and 2,015 EPs in class N. The EPs with the ten highest contributions 
are listed in Table 3. For class P, we see a combination of itemsets such as rw*** = (some value other 
than infinity - inf), which indicates a relatively large number of pedestrians, and wc_***, which indicates 
that the natural surveillance level from walls with various components is important. For class N, we see 
the itemset rw_KFM=(-inf-0.7111] (i.e. low) in all the EPs. In the case of class N, the influence of the 
number of pedestrians from a specific station is strong, whereas in the case of class P, both this number 
and the existence of certain wall components in the neighborhood seem to affect the criminal activity. In 
the case of class N, as expected, the pedestrian-related items have a noticeably strong influence. In 
particular, rw_KFM = low has a strong influence on non-occurrence of crimes. In comparison with 
rw_KFM, the other items such that “rw_TTL = low” and “dis_nst = high” have little influence on non-
occurrence of crimes. The item wc_ab_pn/wc_gb_pn = high, which indicates that the surveillance effect 
of walls of apartment buildings or individual houses with piloti is high, the item w_pb = medium, which 
indicates that the wall power of public buildings is medium, and the item wc_ih_ws = high, which 
indicates that the wall power of individual houses with shutters is high, also have some influence on 
criminal non-occurrence. For both classes, street illuminance is not an important factor. However, the 
maximum illuminance of the COPs is less than that of the non-occurrence points. 
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Fig. 6. Classification of incidents of bag-snatching by CAEP.  
Table 3. Class P: EPs with the ten highest contributions. 
Class P Class N  
Item 1 Contri- bution Item1 
Contri- 
bution 
rw_MY=(-inf-0.0500] and wc_nw=(0.0135-inf) 0.158  rw_KFM=(-inf-0.7111] and wc_nw_sh=(-inf-0.0] 0.316  
rw_MY=(0.5805-inf) and wc_bi_pn=(-inf-0.0] 0.155  rw_KFM=(-inf-0.7111] and wc_nw_dr=(-inf-0.0] 0.315  
rw_KTB=(-inf-0.1014] and wc_nw=(0.0135-inf) 0.154  rw_CMG=(-inf-0.1986] 0.311  
rw_KKG=(0.8180-inf) and rw_TTL=(36820-inf) 0.152  rw_KFM=(-inf-0.7111] 0.310  
rw_CTB=(-inf-0.1471] and wc_nw=(0.0135-inf) 0.152  rw_KTB=(-inf-0.1014] and rw_KFM=(-inf-0.7111] 0.309  
rw_KCJ=(2.2267-inf) and wc_gb_sh=(0.0332-inf) 0.152  rw_CTB=(-inf-0.1471] and rw_KFM=(-inf-0.7111] 0.309  
rw_KCJ=(2.2267-inf) and wc_al_sh=(0.0371-inf) 0.151  rw_KFM=(-inf-0.7111] and wc_ab_ws=(-inf-0.0] 0.309  
wc_nw=(0.0135-inf) and w_pb=(-inf-0.0] 0.151  rw_KFM=(-inf-0.7111] and wc_pb_ws=(-inf-0.0] 0.302  
wc_nw=(0.0135-inf) and wc_ob_pn=(-inf-0.0] 0.150  rw_KFM=(-inf-0.7111] and wc_tb_sh=(-inf-0.0] 0.302  
wc_tb=(-inf-0.0000] and wc_nw=(0.0135-inf) 0.149  rw_KFM=(-inf-0.7111] and wc_pb_sh=(-inf-0.0] 0.302  
6. Conclusion 
We have proposed transductive clustering and analyzed the relationship between bag-snatching and 
spatial attributes in the Fushimi-ku area of Kyoto City. Our conclusions are as follows. The transductive 
clustering had the highest overall classification accuracy. This shows the validity of this method, in which 
unlabeled data are used for classification. In addition, it is interesting that whether or not a COP and its 
neighbors can be classified is shown by the size of the clustering area. 
Criminal activity is more likely near non-wall buildings, where there are few people during the day, 
and near office buildings, where there are few people at night. Criminal activity is less likely when there 
Sampling point or actual COP (Actual/Predicted). 
P/P 
P/N 
N/P 
N/N 
Area of sampling points clustered as P for each COP. 
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are fewer pedestrians from stations and more residential houses or apartments with certain wall 
components. Therefore, in the area studied, a wall of residential buildings with certain components serves 
as protection against bag-snatching. However, since the wall components of public buildings appear in 
both classes, it is not clear how much protection public buildings offer against bag-snatching. Moreover, 
the index of the openness of the space (non_vis) was not one of the highest ranked items in either class. 
This shows that the natural surveillance of space against bag-snatching incidents should not be defined as 
a simple geometric property; rather, it should be defined on the basis of the quantity of wall components. 
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