Combinatorial t-designs have wide applications in coding theory, cryptography, communications and statistics. It is well known that the supports of all codewords with a fixed weight in a code may give a t-design. In this paper, we first determine the weight distribution of a class of linear codes derived from the dual of extended cyclic code with two non-zeros. We then obtain infinite families of 2-designs and explicitly compute their parameters from the supports of all the codewords with a fixed weight in the codes. By simple counting argument, we obtain exponentially many 2-designs.
Introduction
Let k, t and v are positive integers with 1 ≤ t ≤ k ≤ v. Let P be a set of v elements and B be a set of k-subsets of P. If every t-subset of P is contained in exactly λ elements of B, then we call the pair D = (P, B) a t-(v, k, λ) design, or simply t-design. The elements of P are called points, and those of B are referred to as blocks. We often define the number of blocks by b and a t-design is simple when there is no repeated blocks in B. A t-design is called symmetric if v = b and trivial if k = t or k = v. Hereafter we study only simple t-design with t < k < v. We call t-(v, k, λ) design a Steiner system when t ≥ 2 and λ = 1. It is well known that a t-(v, k, λ) design is also an i-(v, k, λ i ) design for any 0 ≤ i < t, where
Preliminaries
In this section, we present some standard notation and basic facts on affineinvariant codes and 2-designs.
Some notation
For convenience, we fix the following notation unless otherwise stated in this paper.
• p is an odd prime and p * = (−1)
• m ≥ 2, 1 ≤ l ≤ m − 1 are positive integers, q = p m , n = p m − 1 and gcd(m, l) = d > 1.
• ζ p = e 2πν/p is a primitive p-th root of unity, where ν = √ −1.
• F q denotes the finite field with q elements and F * q = F q \{0}.
• η and η ′ are the quadratic characters of F * q and F * p , respectively. We extend these quadratic characters by setting η(0) = 0 and η ′ (0) = 0.
The classical construction of t-designs from affine-invariant codes
Let p be an odd prime, m, l be positive integers and (m, l) = d > 1. Let F q denote the finite field with q = p m elements and
with minimum Hamming distance d, and is cyclic provided that any cyclic shift of a codeword is another codeword of C. Any cyclic code C can be expressed as C = g(x) , where g(x) is monic and has the least degree. The polynomial g(x) is called the generator polynomial and h(x) = (x n − 1)/g(x) is referred to as the parity check polynomial of C. If the generator polynomial g(x) (resp. the parity check polynomial h(x)) can be factored into a product of s irreducible polynomials over F q , then C is called a cyclic code with s zeros (resp. s non-zeros). The code with the generator polynomial x k h(x −1 )/h(0) is called the dual of C and denoted by C ⊥ , which is an [n, n − k] code. The extended code of C is defined by
For a codeword c ∈ C, the support of c is defined by
Let A i be the number of codewords with Hamming weight i in a code C. The weight enumerator of C is defined by
and the sequence (1, A 1 , . . . , A n ) is called the weight distribution of C. If |{1 ≤ i ≤ n : A i = 0}| = w, then we say C a w-weight code. Indexed the coordinates of a codeword in C by (0, 1, 2, . . . , n − 1), then for each i with A i = 0, we denote B i by the set of the supports of all codewords with weight i. Let P = {0, 1, . . . , n − 1}. The pair (P, B i ) could give a t-(n, i, λ) design for some positive λ [8] and the parameter λ can be determined explicitly by Eq.(1). Such codes were used to construct 2-designs and 3-designs in [1, 19, 20] . We conclude this section by introducing some known results on affine-invariant codes related to 2-designs.
The set of coordinate permutations that map a code C to itself forms a group, which is called the permutation automorphism group of C and denoted by P Aut(C). We define the affine group GA 1 (F q ) by the set of all permutations σ a,b : x → ax + b of F q , where a ∈ F * q and b ∈ F q . An affine-invariant code is an extended cyclic code C over F p satisfying GA 1 (F q ) ⊆ P Aut(C) [13] .
The p-adic expansion of each s ∈ P is given by
For any r = m−1 i=0 r i p i ∈ P, we call that r s if r i ≤ s i for all 0 ≤ i ≤ m − 1. For any integer 0 ≤ j ≤ n − 1, the p-cyclotomic coset of j modulo n is defined by
where ℓ j is the smallest positive integer such that j ≡ jp ℓ j (mod n). The smallest integer in C j is called the coset leader of C j . Let g(x) = j i∈C j (x − α i ), where j runs through some coset leaders of the p-cyclotomic cosets C j modulo n. The union of these p-cyclotomic cosets T = j C j is referred to as the defining set of C.
For certain applications, it is important to know whether a given extended primitive cyclic code C is affine-invariant or not. The following Lemma 1 presented by Kasami et al. [15] answered the questions by examining the defining set of the code. Lemma 2 proposed by Ding [7] in 2019 point out that one can get the new affineinvariant codes from the known ones.
Lemma 1 Let C be an extended cyclic code of length p m over F p with defining set T . The code C is affine-invariant if and only if whenever s ∈ T then r ∈ T for all r ∈ P with r s.
Lemma 2
The dual of an affine-invariant code C over F p of length n + 1 is also affine-invariant.
Lemma 2 and the following Theorem 1 given by Ding in [7] are very powerful tools in constructing 2-designs from linear codes. We will employ them to present our main results in this paper.
Theorem 1 For each i with A i = 0 in an affine-invariant code C, the supports of the codewords of weight i form a 2-design.
The following theorem presented by Ding in [7] reveals the relation of the codewords with the same support in a linear code C, which will be used together with Eq.(1) to calculate the parameters of 2-designs later.
Theorem 2 Let C be a linear code over F p with minimum weight d. Let w be the largest integer with w ≤ n satisfying
Let c 1 and c 2 be two codewords of weight i with d ≤ i ≤ w and Suppt(c 1 ) = Suppt(c 2 ). Then c 1 = ac 2 for some a ∈ F * p . 
The weight distribution of the codes and their
2-designs
In this section, we present the main results, including the weight distribution and the underlying 2-designs. The proofs of the main results will be provided in the following section. We begin this section by the definition of the code. Define
where C is the cyclic code of length n and parity check polynomial h 1 (x)h 2 (x) where h 1 (x), h 2 (x) are the minimal polynomials of α, α p l +1 over F p , respectively, and α is a primitive element of F q . In particular, if l = m 2 we have
Below, we consider only the case gcd(m, l) > 1 since the case for gcd(m, l) = 1 was discussed in [10] . The following Theorems 3-5 are the main results of this paper. Table 4 when m = 2d, respectively. And the dimension is dim(C ⊥ ⊥ ) = 
•
(2) if m is even and m/d is odd,
The following examples from Magma program confirm the main results in Theorems 3 and 5. 
Proofs of the main results
We begin this section by stating some notation and basic facts on exponential sums.
Exponential sums
An additive character of F q is a non-zero function χ from F q to the set of complex numbers of absolute value 1 such that χ(x + y) = χ(x)χ(y) for any pair (x, y) ∈ F 2 q . For each u ∈ F q , the function
denotes an additive character of F q . χ 0 is the trivial additive character of F q since χ 0 (v) = 1 for all v ∈ F q . We call χ 1 the canonical additive character of F q and we have χ u (x) = χ 1 (ux) for all u ∈ F q [16] .
To determine the parameters of the code C ⊥ ⊥ defined in Eq. (2), we introduce the following function.
if m = 2l, and otherwise
The following Lemmas 3-6 are essential to determine the values of Eq.(3). Proof. We will prove the conclusion with Lemma 1. The defining set T of the cyclic code C ⊥ is T = C 1 ∪ C p l +1 . Since 0 ∈ T , the defining set T of C ⊥ is given by T = C 1 ∪ C p l +1 ∪ {0}. Let s ∈ T and r ∈ P. Assume that r s. We need to prove that r ∈ T by Lemma 1. If r = 0, then obviously r ∈ T . Consider now the case r > 0. If s ∈ C 1 , then the Hamming weight wt(s) = 1. As r s, wt(r) = 1. Consequently, r ∈ C 1 ⊂ T . If s ∈ C p l +1 , then the Hamming weight wt(s) = 2. As r s, either wt(r) = 1 or r = s. In both cases, r ∈ T . The desired conclusion then follows from Lemma 1. Thus we complete the proof of the lemma. Now we are ready to prove Theorems 4 and 5.
Proof of Theorem 4. By Lemmas 7 and 2, we find that C ⊥ ⊥ is affine-invariant. Thus the supports of the codewords of weight i with A i = 0 in C ⊥ ⊥ give 2-designs from Theorem 1.
Proof of Theorem 5. By Theorem 2, one can prove that the number of supports of all codewords with weight i = 0 in the code C ⊥ ⊥ is equal to A i /(p − 1) for each i, where A i is given in Tables 1-4 . Then the desired conclusions follow from Theorem 4 and Eq.(1). Thus, we complete the proof.
Concluding remarks
In this paper, first we determined the weight distribution of a class of linear codes derived from the dual of extended cyclic codes with two non-zeros. Using the properties of affine-invariant codes, we then found that the code C ⊥ ⊥ holds 2-designs.
By computing certain exponential sums, we explicitly determined their parameters. The total number of the 2-designs we obtained is exponential in m.
