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a b s t r a c t
An explicit solution to the generalized Sylvester matrix equation AX − EXF = BY ,with the
matrix F being a companion matrix, is given. This solution is represented in terms of the
R-controllability matrix of (E, A, B), generalized symmetric operator and a Hankel matrix.
Moreover, several equivalent forms of this solution are presented. The obtained resultsmay
provide great convenience for many analysis and design problems. A numerical example is
used to illustrate the effectiveness of the proposed approach.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following generalized Sylvester matrix equation
AX − EXF = BY , (1)
where A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p are some given matrices. In this paper, we seek a general parametric form for
the matrices
X = [x1 x2 · · · xp] ∈ Rn×p (2)
and
Y = [y1 y2 · · · yp] ∈ Rr×p (3)
satisfying the matrix equation (1). This matrix equation is closely related to many problems in descriptor linear systems,
such as, eigenstructure assignment [1–3], observer design [4–6], etc. When E = I , the equation becomes
AX − XF = BY . (4)
Solution to this equation has also been extensively studied by many researchers since it plays a vital role in many problems
in conventional linear systems [7–9]. When the matrix F is in Jordan form, an analytical and restriction-free solution is
presented in [10]. To obtain this solution, one needs to carry out an orthogonal transformation, compute an inverse, and
solve a series of linear equation groups. Reference [8] proposes two solutions to the matrix equation, also for the case that
the matrix F is in Jordan form. The first one is in an iterative form, while the second is in an explicit parametric form. To
obtain the explicit solution proposed in [8], one needs to carry out a right coprime factorization of (sI − A)−1B (when the
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eigenvalues of the Jordan matrix F are undetermined) or a series of singular value decomposition (when the eigenvalues of
F are known). When F is in the following companion form
F =

0 · · · 0 −β0
1 · · · 0 −β1
. . .
...
...
1 −βp−1
 , (5)
a solution to the matrix equation (4) was given in [11] in terms of a symmetric operator, a Hankel matrix and the
controllability matrix of the matrix pair (A, B). For the solution of the matrix equation (1), when F is in Jordan form, two
approaches were developed in [1] and [15] by generalizing the approaches in [8]. Besides, many researchers have developed
numerical algorithm to solve (1)with F being in various forms [5]. In this paper,we consider the generalized Sylvestermatrix
equation (1)with thematrix F in the companion form as shown in (5).With the help of the Leverrier algorithm for descriptor
linear systems [12,13], in the present paper a general parametric solution is given. The obtained solution is expressed in
terms of the R-controllability matrix of the matrix triple (E, A, B), a generalized symmetric operator and a Hankel matrix.
Some equivalent forms of this solution are also provided. The proposed results are very convenient for many analysis and
design problems associated with the Eq. (1). This paper can be viewed as a generalization of [11].
Throughout this paper, the symbol ‘‘⊗’’ denotes the Kronecker product of two matrices. We use σ(A) to denote the set
of eigenvalues of matrix A. For square matrices E and A, we use σ(E, A) to denote the set of the finite eigenvalues of matrix
pair (E, A), that is, σ(E, A) = {s | det (sE − A) = 0, s finite}. For a matrix A ∈ Cm×n, vec(A) is defined as
vec(A) = [aT1 aT2 · · · aTn]T ,
where ai is the ith column of the matrix A.
2. Preliminaries
Let A, E ∈ Rn×n. The symbol 〈Ak, E l〉 denotes the sum of all (k+ lk ) = (k+l)!k!l! terms which consist of all possible products of
the matrices A and E appearing k and l times, respectively, i.e.,〈
Ak, E l
〉 = AkE l + Ak−1E lA+ · · · + E lAk. (6)
This operator was first introduced by Mertzios [12] for obtaining the Leverrier algorithm of descriptor linear systems. It is
difficult to compute
〈
Ak, E l
〉
if we directly apply the definition. The following lemma indicates that we can compute
〈
Ak, E l
〉
by recursion formulae.
Lemma 1. For any integers k ≥ 1 and l ≥ 1, the following relation holds:
〈
Ak, E0
〉 = A 〈Ak−1, E0〉〈
Ak, E l
〉 = A 〈Ak−1, E l〉+ E 〈Ak, E l−1〉〈
A0, E l
〉 = E 〈A0, E l−1〉 .
This lemma is easily obtained according to the definition (6), so the proof is omitted. The following lemma gives the
so-called Leverrier algorithm for descriptor linear systems.
Lemma 2 ([12,13]). For a given regular matrix pair (A, E) with A, E ∈ Rn×n, let
det(sE − A) = q(s) = qn(s)
= qnnsn + qn,n−1sn−1 + · · · + qn,1s1 + qn,0,
adj(sE − A) = Rn−1,n−1sn−1 + Rn−1,n−2sn−2 + · · · + Rn−1,1s+ Rn−1,0.
(7)
Then the constant coefficientmatrices Rn−1,k, k = 0, 1, . . . , n−1, and the constant coefficient qnk, k = 0, 1, . . . , n, are calculated
by the following recursions
Ri+1,k =
{−ERi,k−1 + qi+1,kIn if k = i+ 1
ARik − ERi,k−1 + qi+1,kIn if k = 1, 2, . . . , i
ARi0 + qi+1,0In if k = 0
(8)
qi+1,k =

1
i+ 1 tr(ERi,k−1) if k = i+ 1
− 1
i+ 1 tr(ARik − ERi,k−1) if k = 1, 2, . . . , i
− 1
i+ 1 tr(ARi0) if k = 0
(9)
with original value R00 = I.
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The following lemma provides a relation among the coefficients and coefficient matrices given by the recursive formulae
(8) and (9).
Lemma 3 ([13]). For Rn−1,k, k = 0, 1, . . . , n − 1, and qnk, k = 0, 1, . . . , n, given by the recursive formulae (8) and (9), the
following relation holds:{ERn−1,n−1 = qnnI
ERn−1,k = ARn−1,k+1 + qn,k+1I
ARn−1,0 = −qn,0I k = 0, 1, . . . , n− 2.
(10)
For given A, E ∈ Rn×n, B ∈ Rn×r , and C ∈ Rm×n,we need the following notations:
Qr =
[
qn,0Ir qn,1Ir · · · qn,nIr] , (11)
Qc(A, B) =
[
B AB · · · An−1B] , (12)
CR =
[
Rn−1,0B Rn−1,1B · · · Rn−1,n−1B] , (13)
Π kEAB =
[〈
Ak, E0
〉
B − 〈Ak−1, E1〉 B · · · (−1)k−1 〈A1, Ek−1〉 B (−1)k 〈A0, Ek〉 B ] , (14)
Qc(E, A, B) =
[
Π0EAB Π
1
EAB · · · Πn−1EAB
]
, (15)
Qo(A, C, k) =

C
CA
...
CAk−1
 ,
OR =
 CRn−1,0CRn−1,1· · ·
CRn−1,n−1
 , Ξ kEAC =

C
〈
Ak, E0
〉
−C 〈Ak−1, E1〉
· · ·
(−1)k−1C 〈A1, Ek−1〉
(−1)kC 〈A0, Ek〉
 , Qo(E, A, C) =

Ξ 1EAC
Ξ 2EAC· · ·
Ξ n−1EAC

Sr(qij) =

qn−1,0Ir qn−1,1Ir qn−1,2Ir · · · qn−1,n−2Ir qn−1,n−1Ir
qn−2,0Ir qn−2,1Ir qn−2,2Ir · · · qn−2,n−2Ir 0
0 qn−2,0Ir qn−2,1Ir · · · qn−2,n−3Ir qn−2,n−2Ir
· · · · · · · · · · · · · · ·
q1,0Ir q1,1Ir 0 · · · 0 0
0 q1,0Ir q1,1Ir · · · 0 0
· · · · · · · · · · · · · · ·
0 0 0 · · · q1,0Ir q1,1Ir
Ir 0 0 · · · 0 0
0 Ir 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 0 Ir

, (16)
∆r(F , qn(s)) =
[−qn,0Ir · · · −qn,n−p−1Ir (qnnβ0 − qn,n−p) Ir · · · (qnnβp−1 − qn,n−1) Ir ] .
In addition, let hi, i = 1, 2, . . . , n+ p− 1, be a set of real vectors with appropriate dimensions, we can define the following
generalized Hankel matrix:
H(n, p) =

h1 h2 · · · hp
h2 h3 · · · hp+1
...
...
...
hn hn+1 · · · hn+p−1
 . (17)
With the above notations, the following results can be found in [14].
Lemma 4. Let A, E ∈ Rn×n, B ∈ Rn×r , C ∈ Rm×n. Then the matrices CR,Qc(E, A, B),Qo(E, A, C) and Sr(qij) satisfy the following
relations:
CR = Qc(E, A, B)Sr(qij), OR = STr (qij)Qo(E, A, C). (18)
Moreover, the system (E, A, B) is R-controllable if and only if Qc(E, A, B) is full of row rank; the system (E, A, C) is R-observable
if and only if Qo(E, A, C) is of full column rank.
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In the light of the above results, in this paper the matrices Qc(E, A, B) and Qo(E, A, C) are called the R-controllability
matrix associated with (E, A, B) and the R-observability matrix associated with (E, A, C), respectively and the matrix Sr(qij)
is called the generalized symmetric operator.
Lemma 5. Let qn(s) and F be determined by (7) and (5), respectively, then when p = n, we have
qn(F) = −Qc(F ,∆T1(qn, F)).
Proof. Denote
qn(F) =
[
c1 c2 · · · cn] ,
then
ci = qn(F)ei, i = 1, 2, . . . , n.
Further, by use of the special structure of the matrix F , we have
Fei = ei+1, i = 1, 2, . . . , n− 1,
Fen = col(−β0,−β1, . . . ,−βn−1),
F ke1 = F k−1Fe1 = F k−1e2 = · · · = ek+1, k = 1, 2, . . . , n− 1,
and
F ne1 = Fen = · · · = col(−β0,−β1, . . . ,−βn−1).
Using the above relations, we have
c1 = qn(F)e1
= qn,0e1 + qn,1Fe1 + · · · + qn,n−1F n−1e1 + qn,nF ne1
= qn,0e1 + qn,1e2 + · · · + qn,n−1en + qn,ncol(−β0,−β1, . . . ,−βn−1)
= col(qn,0 − qn,nβ0, qn,1 − qn,nβ1, . . . , qn,n−1 − qn,nβn−1)
= −∆T1(F , qn(s)).
Therefore,
qn(F) =
[
c1 c2 · · · cn]
= [c1 F 1c1 · · · F n−1c1]
= −Qc(F ,−c1)
= −Qc(F ,∆T1(F , qn(s))).
The proof is thus completed. 
Lemma 6. Let E, A ∈ Rn×n, F being given by (5). Then σ(E, A) ∩ σ(F) = ∅ if and only if the matrix qn(F) is nonsingular.
Proof. Let λi ∈ σ(F), i = 1, 2, . . . , p, then it is easy to show that
qn(λi) ∈ σ(qn(F)), i = 1, 2, . . . , p.
Therefore,
det qn(F) =
p∏
i=1
qn(λi) 6= 0
⇐⇒ qn(λi) 6= 0, i = 1, 2, . . . , p,
⇐⇒ λi 6∈ σ(E, A) i = 1, 2, . . . , p. 
Lemma 7. Let E, A ∈ Rn, B ∈ Rn×r , F ∈ Rp×p and D ∈ Rn×p be known. Then, the matrix equation
AX − EXF = D (19)
has a unique solution X if and only if σ(E, A) ∩ σ(F) = ∅.
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Proof. The Eq. (19) is equivalent to
(I ⊗ A− F T ⊗ E)vec(X) = vec(D). (20)
Let the Jordan form of matrix F T be J which has the following structure
J = blockdiag(J1, J2, . . . , Jm),
Ji =

si 1
si
. . .
. . . 1
si
 ∈ Cpi×pi ,
p1 + p2 + · · · + pm = p.
Then there exists a nonsingular matrix P such that F T = PJP−1.Thus we have
Ip ⊗ A− F T ⊗ E = PP−1 ⊗ A− PJP−1 ⊗ E
= (P ⊗ Ip) [(I ⊗ A)− (J ⊗ E)] (P−1 ⊗ Ip)
= (P ⊗ Ip)blockdiag(Ψ1,Ψ2, . . . ,Ψm)(P−1 ⊗ Ip),
where
Ψi =

A− siE −E
A− siE . . .
. . . −E
A− siE
 ∈ Cnpi×npi .
In view of the nonsingularity of (P⊗ Ip) and (P−1⊗ Ip), the above relation reveals that (20) has a unique solution if and only
if si 6∈ σ(E, A), i = 1, 2, . . . ,m, that is, σ(E, A) ∩ σ(F) = ∅. The proof is completed. 
3. Main results
3.1. The basic solution
Regarding the solution to the generalized Sylvester matrix equation (1), we have the following result.
Theorem 1. Let A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p with F being in the form (5), and let matrices Rn−1,k, k = 0, 1, . . . , n− 1,
and the coefficients qnk, k = 0, 1, . . . , n, be given by the recursion formulae (8) and (9). Then:
(1) The matrices X ∈ Rn×p, Y ∈ Rr×p given by
xk =
n−1∑
i=0
Rn−1,iBhi+k
yk = −
n∑
i=0
qn,ihi+k
, k = 1, 2, . . . , p (21)
satisfy the matrix equation (1), where hi ∈ Rr , i = 1, 2, . . . , p are a group of arbitrary vectors, and the vectors hj ∈ Rr , j =
p+ 1, p+ 2, . . . , n+ p are determined iteratively by
hp+1 = −β0h1 − β1h2 − · · · − βp−1hp
hp+2 = −β0h2 − β1h3 − · · · − βp−1hp+1
· · ·
hn+p−1 = −β0hn−1 − β1hn − · · · − βp−1hn+p−2
hn+p = −β0hn − β1hn+1 − · · · − βp−1hn+p−1.
(22)
(2) When the matrix pair (A, E) and F do not have common eigenvalues, all the matrices X ∈ Rn×p and Y ∈ Rn×p satisfying the
matrix equation (1) can be parameterized as (21) with hi ∈ Rr , i = 1, 2, . . . , p, being a set of arbitrary real vectors which
represent the degrees of freedom in the solution, and the set of vectors hi ∈ Rr , i = p + 1, p + 2, . . . , p + n, determined
iteratively by (22).
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Proof. We firstly give the proof of the first item. Thematrix equation (1) can be equivalently written as the following vector
equation group:
Axi − Exi+1 = Byi, i = 1, 2, . . . , p− 1,
Axp + E
p−1∑
i=0
(βixi+1) = Byp. (23)
In view of the relation (10), we have, for k = 1, 2, . . . , p− 1,
Axk − Exk+1 = A
n−1∑
i=0
Rn−1,iBhi+k − E
n−1∑
i=0
Rn−1,iBhi+k+1
= ARn−1,0Bhk +
n−1∑
i=1
(ARn−1,i − ERn−1,i−1)Bhk+i − ERn−1,n−1Bhn+k
= −qn,0Bhk +
n−1∑
i=1
qn,iBhi+k − qn,nBhn+k
= −
n∑
i=0
qn,iBhk+i
= −Byk.
On the other hand, one has
Axp + E
p−1∑
i=0
(βixi+1) = A
n−1∑
i=0
Rn−1,iBhi+p + E
n−1∑
i=0
β0Rn−1,iBhi+1 + · · · + E
n−1∑
i=0
βp−1Rn−1,iBhi+p
= A
n−1∑
i=0
Rn−1,iBhi+p + ERn−1,0B
p−1∑
i=0
βihi+1 + · · · + ERn−1,n−1B
p−1∑
i=0
βihi+n
= A
n−1∑
i=0
Rn−1,iBhi+p − ERn−1,0Bhp+1 − · · · − ERn−1,n−1Bhp+n
= ARn−1,0Bhp +
n−1∑
i=1
(ARn−1,i − ERn−1,i−1)Bhi+p · · · − ERn−1,n−1Bhp+n
= −B
n∑
i=0
qn,ihp+i = Byp.
The above reveals that the matrices given by (21) are a solution to the matrix equation (1).
Nowweprove the second item. FromLemma7 it follows that thematrix equation (1) has a unique solutionX with respect
to an arbitrary fixed Y if and only if σ(E, A)∩σ(F) = ∅. Therefore, when (E, A) and F do not have common eigenvalues, the
degrees of freedom in the solution (X, Y ) to the matrix equation (1) is equal to the number of elements in the matrix Y , that
is, pr. Further, note that the free parameters in the solution (21) are given by the r-dimensional vectors hi, i = 1, 2, . . . , p,
thus the number of free parameters in the solution (21) is pr . Therefore, in the following we need only to show that all the
parameters hi, i = 1, 2, . . . , p, have contribution in the solution given by (21). To do this, it is sufficient to show that the
following mapping
(h1, h2, . . . , hp) −→ (X, Y ) (24)
determined by the relation (21) is an injective mapping. This is true because it follows from Theorem 4 that the following
mapping
(h1, h2, . . . , hp) −→ Y
determined by the second equation in (21) is given by the second equation in (27), which is one to one when (E, A) and F
do not have common eigenvalues. With this we complete the proof. 
Remark 1. The solution obtained in Theorem 1 allows the parameters βi, i = 1, 2, . . . , p, to be left unspecified. Such
property be very convenient and advantageous in some analysis and design problems in control systems theory. These
parameters can be utilized as the degrees of design freedom.
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Remark 2. Another feature of the solution given in Theorem 1 is that the free parameter vectors h1, h2, . . . , hp explicitly
appear in the expression. Such a property allows them to be optimized in some control systems design problems.
3.2. Equivalent forms
In this section, we give some equivalent forms of the obtained explicit solution in Theorem 1.
Theorem 2. Let A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p with F being in the form (5). Then the matrices X and Y given by (21)
have the following equivalent form{
X = CRH(n− 1, p) = Qc(E, A, B)Sr(qij)H(n− 1, p)
Y = −QrH(n, p), (25)
with hi ∈ Rr , i = 1, 2, . . . , p, being a set of arbitrary real vectors which represent the degrees of freedom in the solution, and the
set of vectors hi ∈ Rr , i = p+ 1, p+ 2, . . . , p+ n, determined iteratively by (22).
Proof. Notice that
xk =
n−1∑
i=0
Rn−1,iBhi+k =
[
Rn−1,0B Rn−1,1B · · · Rn−1,n−1B]

hk
h1+k
...
hn−1+k
 ,
and
yk =
n∑
i=0
pn,ihn+k =
[
pn,0Ir pn,1Ir · · · pn,nIr]

hk
h1+k
...
hn+k
 ,
the conclusion follows immediately. 
Lemma 8 ([11]). For the Hankel matrix H(n, p) determined by (22), let
Z = [h1 h2 · · · hp] .
Then the following relation holds
H(n, p) = Qo(F , Z, n+ 1).
Based on this lemma, we present another equivalent form of the solution in (21) which is directly expressed by an r× p-
dimensional free matrix.
Theorem 3. Let A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p with F being in the form (5). Then the matrices X and Y given by (21)
have the following equivalent forms{
X = CRQo(F , Z, n) = Qc(E, A, B)Sr(qij)Qo(F , Z, n)
Y = −QrQo(F , Z, n+ 1), (26)
where Z ∈ Rr×p is an arbitrarily chosen parameter matrix.
Theorem 4. Let A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p with F being in the form (5). Then the matrices X and Y given by (21)
have the following equivalent forms{
X = CRQo(F , Z, n) = Qc(E, A, B)Pr(E, A)Qo(F , Z, n)
Y = −Zqn(F), (27)
with Z ∈ Rr×p is a parameter matrix which can be arbitrarily chosen.
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Proof.
Y = −QrQo(F , Z, n+ 1)
= − [qn,0Ir qn,1Ir · · · qn,nIr]

Z
ZF
...
ZF n

= −Z(qn,0Ir + qn,1IrF + · · · + qn,nF n)
= −Zqn(F). 
(28)
Theorem 5. Let A, E ∈ Rn×n, B ∈ Rn×r and F ∈ Rp×p with F being in the form of (5). Then when p ≤ n, the matrix X ∈ Rn×p,
Y ∈ Rr×p given by (21) have the following forms:{
X = CRH(n− 1, p) = Qc(E, A, B)Sr(qij)H(n− 1, p)
Y = ∆r(F , qn(s))H(n− 1, p),
with hi ∈ Rr , i = 1, 2, . . . , p, being a set of arbitrary real vectors, and the set of vectors hi ∈ Rr , i = p + 1, p + 2, . . . , p + n,
be determined iteratively by (22), or equivalently{
X = CRQo(F , Z, n) = Qc(E, A, B)Sr(qij)Qo(F , Z, n)
Y = ∆r(F , qn(s))Qo(F , Z, n),
with Z ∈ Rp being an arbitrarily chosen parameter matrix. When p = n, the matrix Y can also be expressed as
Y = ZQc(F ,∆T1(F , qn(s))). (29)
Proof. It is suffices to show the expression of the matrix Y . Recall the well-known Cayley–Hamilton theorem, one has
β0Ip + β1F + · · · + βp−1F p−1 + F p = 0.
Multiplying both sides of the above equations by F n−p, gives
F n = −(β0F n−p + β1F n−p+1 + · · · + βp−1F n−1).
Combining this with (28), gives
Y = −Z(qn,0Ir + qn,1F + · · · + qn,nF n)
= −Z(qn,0Ir + qn,1F + · · · + qn,n−p−1F n−p−1)− Z(qn,n−pF n−p + qn,n−p+1F n−p+1 + qn,n−1F n−1)
+ qnnZ(β0F n−p + β1F n−p+1 + · · · + βp−1F n−1)
= −Z(qn,0Ir + qn,1F + · · · + qn,n−p−1F n−p−1)
+ Z [(qnnβ0 − qn,n−p)F n−p + (qnnβ1 − qn,n−p+1)F n−p+1 + · · · + (qnnβp−1 − qn,n−1)F n−1]
= ∆r(F , qn(s))Qo(F , Z, n)
= ∆r(F , qn(s))H(n− 1, p). (30)
When p = n, the expression of (29) is obtained from (27) and Lemma 5. 
The following equation
XA− F TXE = YC (31)
is obviously in the dual form of (1), and is called the Sylvester-observermatrix equation. By applying Theorem 4 to the trans-
posed form of Eq. (31), we can obtain the following corollary on the solution to this Sylvester-observermatrix equation (31).
Corollary 1. Let A ∈ Rn×n, C ∈ Rm×n, F ∈ Rp×p with F being in the form of (5). Then
• The matrices X ∈ Rp×n and Y ∈ Rp×m given by{
X = Qc(F T, Z, n)STm(qij)Qo(E, A, C)
Y = −Zqn(F T), (32)
satisfy the matrix equation (31) for arbitrary parametric matrix Z ∈ Rp×m.
• When the matrix pair (E, A) and the matrix F do not have common eigenvalues, all the matrices X ∈ Rp×n and Y ∈ Rp×m
satisfying the matrix equation (31) can be parameterized as in (32) with Z ∈ Rp×m be an arbitrarily chosen real parameter
matrix.
Remark 3. Some equivalent forms for the solution to the matrix equation (31), corresponding to Theorems 1–3 and 5, can
also be obtained.
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4. Numerical example
Consider a matrix equation in the form of (1) with the following parameters [14]:
E =
[1 0 0
0 0 0
0 0 1
]
, A =
[2 −1 0
0 1 1
1 −1 0
]
, B =
[1 0
0 1
1 1
]
.
In this example, n = 3. By the recursive algorithm given in Lemma 2 one has
R00 = I3, R10 =
[−1 −1 0
0 −2 1
1 −1 −3
]
, R11 =
[1 0 0
0 2 0
0 0 1
]
,
R20 =
[ 1 0 −1
1 0 −2
−1 1 2
]
, R21 =
[−1 −1 0
0 −2 1
0 −1 −1
]
, R22 =
[0 0 0
0 1 0
0 0 0
]
,
q10 = −3, q11 = 2,
q20 = 3, q21 = −4, q22 = 1,
q30 = −1, q31 = 3, q32 = −1, q33 = 0.
Thus it is obtained that
CR =
[ 0 −1 −1 −1 0 0
−1 −2 1 −1 0 1
1 3 −1 −2 0 0
]
,
q3(s) = −s2 + 3s− 1.
When we choose
F =
[
0 −1
1 −2
]
,
we have
q3(F) =
[
0 −5
5 −10
]
.
It can be easily verified that σ(A, E)∩ σ(F) = ∅, and thus by Theorem 4 all the solution to this matrix equation are param-
eterized by
X =
[ −z12 − z21 − z22 z11 + 2z12 + z21 + z22
−z11 + z12 − 3z21 − 3z22 −z11 − 3z12 + 3z21 + 3z22
z11 − z12 + 3z21 − 2z22 z11 + 3z12 + 2z21 + 7z22
]
,
Y =
[−5z12 5z11 + 10z12
−5z22 5z21 + 10z22
]
,
where
Z =
[
z11 z12
z21 z22
]
is a parameter matrix.
5. Conclusions
In this paper, some explicit expressions of the solutions to the matrix equation AX − EXF = BY with the matrix F being a
companionmatrix have been given by using the original coefficient matrices. A common feature of the obtained solutions is
that thematrix F and the free parameters explicitly appear in the expression. Such apropertymayprovidemuch convenience
in some applications.
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