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Tutkielmassa käsitellään sitoumuksien suojausta ja etenkin sijoitussidonnaisten henkivakuutusten
suojausta lokaalin riskin minimointiin perustuvalla menetelmällä diskreetissä ajassa. Sijoitussidon-
naisen henkivakuutuksen tapauksessa vakuutuksenottaja sitoutuu maksamaan yhtiölle vakuutus-
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hetkellä vakuutuksenottajalle korvauksen, jonka suuruus riippuu vakuutetun jäljellä olevasta elina-
jasta ja arvopaperimarkkinoiden kehityksestä. Markkinoilla oletetaan aina olevan yksi niin sanottu
riskitön arvopaperi, jonka hinta on positiivinen jokaisella hetkellä. Muita arvopapereita kutsutaan
riskillisiksi. Korvauksen määräämisperuste päätetään osapuolten välisessä sopimuksessa. Korvaus
voisi esimerkiksi olla jonkin tietyn arvopaperin hinta korvaushetkellä, jos vakuutettu on tällöin elos-
sa. Yhtiön tavoitteena on suojata tämä maksusitoumus sijoittamalla sopivasti markkinoilla oleviin
arvopapereihin, jotka voivat olla esimerkiksi osakkeita tai valuuttoja.
Tutkielmassa lähdetään tarkastelemaan sitoumuksen suojaamista lokaalin riskin minimointiin pe-
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läheinen menetelmä muodostaa optimaalinen strategia sitoumukselle. Kaikki esiteltävät menetel-
mät ovat niin sanottuja kvadraattisia eli neliöllisiä suojausmenetelmiä. Työn päälähteenä on Hans
Föllmerin ja Alexander Schiedin Stochastic Finance (2011), josta löytyy lisää tietoa kyseisistä me-
netelmistä ja sitoumuksien suojaamisesta.
Ensimmäisessä luvussa esitellään arvopaperimarkkinamalli ja käydään läpi kyseessä olevan mallin
oletukset sekä muutamia todennäköisyysteorian ja matriisilaskennan tietoja, joita tarvitaan myö-
hemmin toisessa luvussa, kun esitetään ja todistetaan lause, joka antaa samalla sekä riittävän että
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riskittömän arvopaperin hintaa.
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minimoiva strategia sijoitussidonnaiselle elämänvaravakuutukselle siinä tapauksessa, että markki-
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Sitoumuksien suojaaminen ja hinnoittelu arvopaperimarkkinoilla on yksi finanssimatema-
tiikan tutkituimmista aiheista. Kirjallisuudessa on kehitetty useita eri suojausmenetelmiä,
mutta yksimielisyyttä ei ole siitä, mikä menetelmistä olisi ylivoimaisesti paras. Tässä tut-
kielmassa tarkastellaan menetelmää, joka on yksi tunnetuimmista ja vanhimmista, niin
sanottu lokaalin riskin minimointi. Myös muita tähän läheisesti liittyviä suojausmenetel-
miä esitellään, mutta aiheen laajuuden vuoksi niistä esitetään määritelmien lisäksi vain
muutamia huomioita.
Tutkielmassa keskeisimpänä on lokaalin riskin minimoivan strategian löytäminen. Tätä
varten esitetään ja todistetaan lause, jonka avulla kyseinen strategia pystytään määrää-
mään melko helposti. Tämän jälkeen strategia muodostetaan sekä yksinkertaisessa yhden
riskillisen arvopaperin tapauksessa, että myös yleisessä monen riskillisen arvopaperin ta-
pauksessa. Molemmissa tapauksessa näytetään myös, millainen optimaalinen strategia on
silloin, kun sitoumus on sijoitussidonnainen henkivakuutus.
Määritelmissä nojaudutaan teokseen Föllmer ja Schied (2011) [4], joka on työn pää-
lähde. Jotkin keskeiset asiat määritellään eri tavalla eri lähteissä, joten saadut tulokset
voivat olla erilaisia kuin muussa kirjallisuudessa. Useasti muussa kirjallisuudessa tehdään
myös joitakin lisäoletuksia, jotka siten muuttavat käytössä olevaa mallia enemmänkin. Si-
ten käytössä olevan arvopaperimarkkinamallin huolellinen määritteleminen ja eri lähteissä
käytettävien mallien oletuksien huomioiminen on tärkeää.
Lokaalin riskin minimointia ovat tutkineet erityisesti Hans Föllmer, Dieter Sonder-
mann ja Martin Schweizer, joiden teokset Föllmer ja Sondermann (1986) [6], Schweizer
(1993) [10], Schweizer (1995) [11], Schweizer (2001) [13], Schweizer (2001) [12] ja Föllmer
ja Schweizer (1988) [5] antavat laajan kuvan sekä lokaalin riskin minimoinnista, että myös
muista niin sanotuista kvadraattisista suojausmenetelmistä. Henkivakuutuksen puolelle
siirryttäessä olen seurannut teosta Pesonen, Soininen ja Tuominen (2000) [9] ja luento-
monisteita Nyrhinen (2014) [7] ja Nyrhinen (2015) [8].
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1.1 Arvopaperimarkkinat
Oletetaan, että markkinoilla on d+1 kappaletta joitakin arvopapereita. Nämä arvopaperit
voivat olla esimerkiksi osakkeita, valuuttoja tai vakuutuksia, joista puhutaan enemmän
luvussa 3. Oletetaan, että markkinoilla toimitaan ajanhetkinä 0, 1, . . . , T , missä T ∈ N.
Oletetaan lisäksi, että hetkinä 0, . . . , T arvopaperimarkkinoilla voi ostaa ja myydä arvo-
papereita vapaasti, eli kaikkia arvopapereita voi ostaa ja myydä halutun määrän jokaise-
na hetkenä. Tällaisia arvopaperimarkkinoita kutsutaan tehokkaiksi. Oletetaan myös, että
hetkellä T salkku realisoidaan, eli myydään kaikki hallussa olevat arvopaperit.
Merkitään arvopaperin i, missä i = 0, . . . , d, hintaa hetkellä t, missä t = 0, . . . , T ,
ei-negatiivisella symbolilla Sit , joka mallinnetaan satunnaismuuttujaksi todennäköisyys-
kentällä (Ω,F ,P). Hetken t = 0 hinta pitää olla tiedossa, joten oletetaan, että Si0 on vakio
kaikilla i = 0, . . . , d. Ajatellaan alkiot ω ∈ Ω arvopaperimarkkinoiden mahdollisiksi tiloik-
si. Nämä tilat kuvaavat arvopapereiden mahdollisesti saamia arvoja Sit . Toisin sanoen jos
tila ω on tiedossa, tiedetään Sit kaikilla t = 0, . . . , T ja i = 0, . . . , d. Tiloja oletetaan ole-
van äärellinen määrä. Tarpeen mukaan voidaan kirjoittaa Sit(ω), jos tieto markkinoiden
tilasta täytyy ottaa huomioon.
Oletetaan, että
F0 = {φ,Ω}, FT = F ja F0 ⊆ · · · ⊆ FT . (1.1)
Näin määritellyillä F :n alisigma-algebroilla Ft voidaan kuvata hetkellä t käytössä ole-
vaa informaatiota arvopapereiden toteutuneista hinnoista ajanhetkillä 0, . . . , t. Alisigma-
algebra voi sisältää muutakin hetkellä t käytettävissä olevaa tietoa. Tähän palataan lu-
vussa 3.
Oletetaan, että ensimmäinen arvopaperi i = 0 on niin sanottu riskitön arvopaperi,
jonka arvo on aina positiivinen, siis
S0t > 0
kaikilla t = 0, . . . , T . Tällainen riskitön arvopaperi on esimerkiksi T periodin nollaku-
ponkibondi, jonka haltija saa suorituksen 1 hetkellä T . Loput d arvopaperia ovat niin
sanottuja riskillisiä arvopapereita.





hetkellä t = 1, . . . , T , missä ik ≥ 0 on korko välillä [k − 1, k) kaikilla k = 1, . . . , t. Tällöin
selvästi S0t > 0 kaikilla t = 0, . . . , T .
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Määritelmä 1.3. Jonoa alisigma-algebroita (Ft)t=0,...,T , jotka toteuttavat oletukset (1.1),
kutsutaan historiaksi. Tällöin kenttää
(Ω,F , (Ft)t=0,...,T ,P)
kutsutaan stokastiseksi kentäksi.
Määritelmä 1.4. Stokastinen prosessi on perhe satunnaismuuttujia todennäköisyysken-
tältä (Ω,F ,P) siten, että satunnaismuuttujat on indeksoitu parametrilla t.
Indeksiparametri t kuvaa tästä eteenpäin aikaa. Parametrin arvojoukko on joko
{0, . . . , T} tai {1, . . . , T} tilanteesta riippuen.
Määritelmä 1.5. Stokastista prosessia Y = (Yt)t=0,...,T todennäköisyyskentällä (Ω,F ,P)
sanotaan sopivaksi, jos Yt on Ft-mitallinen kaikilla t = 0, . . . , T .
Huomautus 1.6. Vektoriarvoista stokastista prosessia Y = (Yt)t=0,...,T , missä
Yt = (Y
0
t , . . . , Y
d
t ), sanotaan sopivaksi, jos sen kaikki komponentit ovat sopivia, eli Y it on




t , . . . , S
d
t ), S¯t = (S
0
t , St).
Oletetaan nyt, että hintaprosessi S¯ = (S¯t)t=0,...,T on sopiva, eli Sit on Ft-mitallinen kaikilla
t = 0, . . . , T ja i = 0, . . . , d. Tämä on luonnollinen oletus, sillä arvopaperin i hinta hetkellä
t tiedetään hetkellä t. Siis hetkellä t = 0, . . . , T sijoittaja tietää kaikkien arvopapereiden
hinnat ajanhetkinä 0, . . . , t.
Määritelmä 1.7. Stokastista prosessia X = (Xt)t=1,...,T todennäköisyyskentällä (Ω,F ,P)
sanotaan ennustettavaksi, jos Xt on Ft−1-mitallinen kaikilla t = 1, . . . , T .
Huomautus 1.8. Vektoriarvoista stokastista prosessia X = (Xt)t=1,...,T , missä
Xt = (X
0
t , . . . , X
d
t ), sanotaan ennustettavaksi, jos sen kaikki komponentit ovat ennustet-
tavia, eli X it on Ft−1-mitallinen kaikilla t = 1, . . . , T ja i = 0, . . . , d.
Määritelmä 1.9. Diskontattu hintaprosessi on vektoriarvoinen stokastinen prosessi X¯ =
(X0t , . . . , X
d




kaikilla t = 0, . . . , T, i = 0, . . . , d.
Tällöin selvästi X0t =
S0t
S0t
= 1 kaikilla t = 0, . . . , T ja Xt = (X1t , . . . , Xdt ) kertoo
riskillisten arvopapereiden hinnan suhteessa riskittömän arvopaperin hintaan.
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Määritelmä 1.10. Strategia on ennustettava vektoriarvoinen stokastinen prosessi
θ¯ = (θ0, θ) = (θ0t , . . . , θ
d
t )t=1,...,T .
Tässä θit tulkitaan arvopaperin i lukumääräksi salkussa hetkellä [t − 1, t) eli t:nnen
toimintaperiodin aikana. Nämä arvopaperit on hankittu hetkellä t− 1, joten salkun arvo
hetkellä t− 1 on






ja arvo hetkellä t on






On luonnollista olettaa, että θit on Ft−1-mitallinen kaikilla t = 1, . . . , T ja i = 0, . . . , d,
sillä nämä arvopaperit hankitaan hetkellä t− 1.
Määritelmä 1.11. Strategiaa θ¯ kutsutaan omavaraiseksi, jos salkun arvo hetkellä t on
V (t) = θ¯t · S¯t = θ¯t+1 · S¯t
kaikilla t = 1, . . . , T − 1.
Tällöin siis salkku muodostetaan jokaisen toimintaperiodin alussa käyttäen vain edelli-
sen periodin salkun varoja, ja ainoa sijoitus salkkuun tehdään hetkellä t = 0. Emme oleta
jatkossa, että strategia olisi omavarainen. Oletamme, että uuden salkun muodostukses-
sa, jokaisen periodin lopussa, voidaan riskittömään arvopaperiin sijoittaa myös muita
kuin edellisen periodin salkusta saatuja varoja. Tällöin salkkuun sijoitetaan alkusijoitus
hetkellä t = 0 kuten omavaraisen salkun tapauksessakin, mutta sijoituksia riskittömään
arvopaperiin voidaan tehdä myös hetkillä t = 1, . . . , T .
Määritelmä 1.12. Yleistetty strategia on pari stokastisia prosesseja
(θ0, θ),
missä prosessi θ0 = (θ0t )t=0,...,T on sopiva ja prosessi θ = (θt)t=1,...,T on ennustettava.
Tässä θ0t on riskittömän arvopaperin lukumäärä salkussa hetkellä t. Siis yleistetyssä
strategiassa prosessi θ0 on sopiva ja prosessi θ on ennustettava, eli θ0t on Ft-mitallinen kai-
killa t = 0, . . . , T ja θit on Ft−1-mitallinen kaikilla t = 1, . . . , T ja i = 1, . . . , d. Yleistetty
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strategia poikkeaa aiemmin määritellystä strategiasta siten, että riskittömän arvopaperin
i = 0 lukumäärät ovat Ft-mitallisia kaikilla hetkillä t = 0, . . . , T . Riskittömän arvopaperin
lukumäärä θ0t voidaan kiinnittää hetkellä t, jolloin tiedetään jo riskillisten arvopapereiden
hinnat. Siten riskittömän arvopaperin avulla voidaan salkun arvo pitää halutun suurui-
sena millä hetkellä tahansa. Tästä eteenpäin kutsumme yleistettyä strategiaa pelkästään
strategiaksi, sillä tarkastelemme vain tällä tavalla muodostettuja strategioita. Huomau-
tuksena todettakoon, että eri lähteissä strategia määritellään hieman eri tavoilla, minkä
seurauksena saadut tulokset voivat poiketa toisistaan eri lähteiden välillä.
Määritelmä 1.13. Strategian (θ0, θ) diskontattu arvoprosessi on stokastinen prosessi







t + θt ·Xt
kaikilla t = 1, . . . , T .
Vt tulkitaan salkun arvoksi riskittömän arvopaperin suhteen t:nnen toimintaperiodin
[t− 1, t) lopussa. Erityisesti V0 = θ00 on ensimmäinen sijoitus salkkuun.
Määritelmä 1.14. Strategian (θ0, θ) (kumulatiivinen) tuottoprosessi on stokastinen pro-






θk · (Xk −Xk−1)
kaikilla t = 1, . . . , T ja (kumulatiivinen) kustannusprosessi on stokastinen prosessi C =
(Ct)t=0,...,T , missä
Ct = Vt −Gt
kaikilla t = 0, . . . , T .
Määritelmät ovat luonnollisia. Hetkellä t = 0 aloitetaan toimiminen, joten tällöin
tuottoa ei ole vielä syntynyt. Hetkeen t > 0 mennessä riskillisten arvopaperien synnyttämä
tuotto on selvästi
∑t
k=1 θk · (Xk −Xk−1). Riskitön arvopaperi i = 0 ei tietenkään synnytä
tuottoa.
Esimerkki 1.15. Oletetaan, että markkinoilla on vain yksi riskillinen arvopaperi ja mark-































C0 = V0 −G0 = θ00 − 0 = θ00,























1 + θ1 ·X0,
eli (diskontattu) kumulatiivinen kustannus hetkeen t = 1 mennessä on summa riskittö-
män arvopapereiden lukumäärästä salkussa hetkellä t = 1 ja riskillisten arvopapereiden
diskontatusta arvosta hetkellä t = 0. Jos C0 = C1, eli θ00 = θ01 +θ1 ·X0, niin kumulatiivinen












1 = V0 − θ1 ·X0 + θ1 ·X1 = V0 + θ1(X1 −X0)
ja prosessi θ0 = (θ0t )t=1,...,T on ennustettava.
1.2 Ehdollinen odotusarvo
Määritelmä 1.16. Olkoon (Ω,F ,P) todennäköisyyskenttä. Tällöin sanotaan, että ta-
pahtuma A ∈ F tapahtuu P - melkein varmasti, jos P(A) = 1.
Oletetaan tässä luvussa, että X on mielivaltainen satunnaismuuttuja todennäköisyys-
kentällä (Ω,F ,P) siten, että E(|X|) < ∞, eli toisin sanoen X ∈ L1(Ω,F ,P). Oletetaan
myös, että H ⊆ F on F :n alisigma-algebra.
Määritelmä 1.17. Satunnaismuuttujan X ehdollinen odotusarvo ehdolla alisigma-
algebra H, E(X | H), on H-mitallinen funktio, jolle pätee
E(X1B) = E(E(X | H)1B)
kaikilla joukoilla B ∈ H.
Tämä tarkoittaa siis sitä, että ehdollinen odotusarvo E(X | H) on satunnaismuut-
tuja todennäköisyyskentällä (Ω,H,P). Satunnaismuuttujan olemassaolo voidaan todistaa
Radon-Nikodymin teoreeman avulla, kuten esimerkiksi lähteessä Feller (1966) [2] on tehty,
ja sen yksikäsitteisyys voidaan näyttää olevan P - melkein varmaa.
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Lause 1.18. Satunnaismuuttujan X ehdollinen odotusarvo ehdolla alisigma-algebra H on
yksikäsitteinen P - melkein varmasti.
Todistus. Oletetaan, että satunnaismuuttujat X1, X2 ∈ L1(Ω,F ,P). Tällöin E(X1 | H) ja
E(X2 | H) ovat H-mitallisia satunnaismuuttujia. Oletetaan nyt, että
E(E(X1 | H)1B) = E(E(X2 | H)1B)
kaikilla B ∈ H. Oletetaan myös, että ε > 0. Tällöin joukko B1 = {E(X1 | H) − E(X2 |
H) ≥ ε} ∈ H. Nyt
0 = E(E(X1 | H)1B1)− E(E(X2 | H)1B1)
= E([E(X1 | H)− E(X2 | H)]1B1)
≥ εP(B1).
Siten P(B1) = 0, joten täytyy päteä
E(X1 | H) ≤ E(X2 | H).
Symmetrisyyden perusteella valitsemalla B2 = {E(X2 | H)−E(X1 | H) ≥ ε} ∈ H saadaan
osoitettua
E(X1 | H) ≥ E(X2 | H).
Siten saadaan
E(X1 | H) = E(X2 | H)
P - melkein varmasti. Siis E(X | H) on yksikäsitteinen P - melkein varmasti.
Ehdollisella odotusarvolla on joitakin samankaltaisia ominaisuuksia kuin tavallisella
odotusarvolla, mutta myös joitakin sille tyypillisiä ominaisuuksia, joista osa esitellään
seuraavaksi. Ominaisuuksien todistukseen tarvitaan seuraava niin sanottu monotonisen
konvergenssin lause.
Lause 1.19. Olkoon (Xn) jono ei-negatiivisia satunnaismuuttujia siten, että Xn ↑ X
monotonisesti kun n→∞. Tällöin
E(Xn)→ E(X), kun n→∞.
Todistus. Todistus lauseelle löytyy esimerkiksi lähteestä Varadhan (2001) [15].
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Lause 1.20. Olkoon a, b ∈ R vakioita ja satunnaismuuttuja Y ∈ L1(Ω,F ,P). Ehdollisella
odotusarvolla on seuraavat ominaisuudet:
(i) E(a | H) = a
(ii) E(aX + bY | H) = aE(X | H) + bE(Y | H)
P - melkein varmasti.
Todistus. Olkoon a, b ∈ R vakioita ja satunnaismuuttuja Y ∈ L1(Ω,F ,P). Olkoon lisäksi
B ∈ H. Todistetaan kohdat käyttäen ehdollisen odotusarvon määritelmää.
(i) Määritelmän nojalla E(E(a | H)1B) = E(a1B), joten P - melkein varmasti pätee
E(a | H) = a.
(ii) Määritelmän nojalla E(E(aX + bY | H)1B) = E((aX + bY )1B). Nyt odotusarvon
ominaisuuksien nojalla
E([aE(X | H) + bE(Y | H)]1B) = E(aE(X | H)1B + bE(Y | H)1B)
= aE(E(X | H)1B) + bE(E(Y | H)1B)
= aE(X1B) + bE(Y 1B)
= E((aX + bY )1B),
joten P - melkein varmasti pätee E(aX + bY | H) = aE(X | H) + bE(Y | H).
Lause 1.21. Olkoon satunnaismuuttuja Y ∈ (Ω,F ,P) sellainen, että E(|XY |) < ∞.
Ehdollisella odotusarvolla on seuraavat ominaisuudet:
(i) E(Y X | H) = Y E(X | H) kun Y on H -mitallinen
(ii) E(X) = E(E(X | H))
(iii) E(X | H) = E(X) kun X on riippumaton alisigma-algebrasta H
P - melkein varmasti.
Todistus. Olkoon Y ∈ (Ω,F ,P) sellainen, että E(|XY |) < ∞. Olkoon lisäksi B ∈ H.
Todistetaan kohdat käyttäen ehdollisen odotusarvon määritelmää.
(i) Olkoon Y H -mitallinen. Halutaan siis näyttää, että
E(E(Y X | H)1B) = E(Y E(X | H)1B).
Määritelmän nojalla E(E(Y X | H)1B) = E(Y X1B). Jaetaan todistus neljään osaan.
1. Olkoon Y = 1A jollain A ∈ H. Tällöin
E(Y E(X | H)1B) = E(1AE(X | H)1B) = E(E(X | H)1A∩B) = E(X1A∩B) = E(1AX1B)
= E(Y X1B),
joten väite pätee kun Y = 1A jollain A ∈ H.
2. Olkoon Y =
∑n
i=1 yi1Ai , missä yi ∈ R ja Ai ∈ H kaikilla i = 1, . . . , n. Tällöin
E(Y E(X | H)1B) = E([
n∑
i=1















yi1Ai ]X1B) = E(Y X1B),
joten väite pätee kun Y on niin sanottu yksinkertainen satunnaismuuttuja. Tämä seuraa
tietenkin lineaarisuuden nojalla kohdasta 1.
3. Oletetaan, että X, Y ≥ 0. Tällöin on olemassa satunnaismuuttujajono (Yn)∞n=1, mis-
sä satunnaismuuttujat Yn ovat yksinkertaisia H-mitallisia satunnaismuuttujia siten, että
Yn ↑ Y . Tällöin kohdan 2. ja monotonisen konvergenssilauseen nojalla




E(YnE(X | H)1B) = E(Y E(X | H)1B).
4. Sallitaan nyt satunnaismuuttujien X ja Y olla myös negatiivisia. Tällöin satunnais-
muuttujat jaetaan positiiviseen ja negatiiviseen osaan, toisin sanoen X = X+ − X− ja
Y = Y + − Y −, missä
X+ = max(X, 0), X− = max(−X, 0)
ja vastaavasti
Y + = max(Y, 0), Y − = max(−Y, 0).
Tällöin väite seuraa kohdasta 3. lineaarisuuden nojalla.
(ii) Väite seuraa suoraan määritelmästä E(X1B) = E(E(X | H)1B), kun 1B = 1.
(iii) Määritelmän nojalla E(X1B) = E(E(X | H)1B). Oletetaan, että X on riippumaton
alisigma-algebrasta H. Tällöin X on riippumaton myös funktiosta 1B, sillä B ∈ H. Siten
E(X1B) = E(X)E(1B) = E(E(X)1B).
Siis P - melkein varmasti pätee E(X | H) = E(X) kun X on riippumaton alisigma-
algebrasta H.
1.3 Ehdollisesta varianssista ja kovarianssista
Määritelmä 1.22. Satunnaismuuttujan X ∈ L2(Ω,F ,P) ehdollinen varianssi ehdolla
alisigma-algebra H ⊆ F on H-mitallinen satunnaismuuttuja
var(X | H) = E([X − E(X | H)]2 | H).
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Lause 1.23. Olkoon X ∈ L2(Ω,F ,P) ja H ⊆ F on alisigma-algebra. Tällöin ehdollinen
varianssi toteuttaa varianssin tunnetun kaavan
var(X | H) = E(X2 | H)− [E(X | H)]2.
Todistus. Olkoon X ∈ L2(Ω,F ,P) ja H ⊆ F on alisigma-algebra. Tällöin ehdollisen
odotusarvon aiemmin esiteltyjen ominaisuuksien nojalla
var(X | H) = E([X − E(X | H)]2 | H)
= E(X2 − 2XE(X | H) + [E(X | H)]2 | H)
= E(X2 | H)− 2E(XE(X | H) | H) + E([E(X | H)]2 | H)
= E(X2 | H)− 2E(X | H)E(X | H) + [E(X | H)]2
= E(X2 | H)− [E(X | H)]2.
Lause 1.24. Olkoon X, Y ∈ L1(Ω,F ,P) satunnaismuuttujia siten, että satunnaismuut-
tuja Y on H -mitallinen. Tällöin
var(X + Y | H) = var(X | H).
Tätä kutsutaan ehdollisen varianssin invarianssiominaisuudeksi.
Todistus. Lause todistetaan helposti lauseen 1.23 ja ehdollisen odotusarvon ominaisuuk-
sien avulla. Olkoon X, Y ∈ L2(Ω,F ,P) satunnaismuuttujia siten, että satunnaismuuttuja
Y on H -mitallinen. Tällöin
var(X + Y | H) = E((X + Y )2 | H)− [E(X + Y | H)]2
= E(X2 + Y 2 + 2XY | H)− [E(X | H) + E(Y | H)]2
= E(X2 | H) + Y 2 + 2Y E(X | H)− [E(X | H) + Y ]2
= E(X2 | H)− E(X | H)2
= var(X | H).
Määritelmä 1.25. Olkoon X, Y ∈ L1(Ω,F ,P) satunnaismuuttujia siten, että E(| XY |
) < ∞. Tällöin X:n ja Y :n ehdollinen kovarianssi ehdolla alisigma-algebra H ⊆ F on
H-mitallinen satunnaismuuttuja
cov(X, Y | H) = E([X − E(X | H)][Y − E(Y | H)] | H).
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Lause 1.26. Olkoon X, Y ∈ L1(Ω,F ,P) satunnaismuuttujia siten, että E(| XY |) < ∞
ja H ⊆ F on alisigma-algebra. Tällöin ehdollinen kovarianssi toteuttaa yhtälön
cov(X, Y | H) = E(XY | H)− E(X | H)E(Y | H).
Todistus. Olkoon X, Y ∈ L1(Ω,F ,P) sellaisia, että E(| XY |) <∞ jaH ⊆ F on alisigma-
algebra. Tällöin ehdollisen odotusarvon aiemmin esiteltyjen ominaisuuksien nojalla
cov(X, Y | H) = E([X − E(X | H)][Y − E(Y | H)] | H)
= E(XY − E(X | H)Y −XE(Y | H) + E(X | H)E(Y | H) | H)
= E(XY | H)− E(X | H)E(Y | H)− E(X | H)E(Y | H)
+ E(X | H)E(Y | H)
= E(XY | H)− E(X | H)E(Y | H).
Esimerkki 1.27. Oletetaan, että X ∈ L1(Ω,F ,P) ja E(| X2 |) < ∞, toisin sanoen
X ∈ L2(Ω,F ,P). Oletetaan myös, että H ⊆ F on alisigma-algebra. Tällöin
cov(X,X | H) = E(XX | H)− E(X | H)E(X | H) = E(X2 | H)− [E(X | H)]2
= var(X | H).
Samalla tavalla voidaan näyttää myös, että jos satunnaismuuttuja Z ∈ L1(Ω,F ,P) on H
-mitallinen, niin
cov(X,ZY | H) = cov(ZX, Y | H) = Zcov(X, Y | H)
ja
cov(X + Y,W + V | H) = cov(X,W | H) + cov(X, V | H) + cov(Y,W | H)
+ cov(Y, V | H),
kun Y, Z,W, V ∈ L1(Ω,F ,P) ovat sellaisia, että ehdolliset kovarianssit ovat olemassa.
Todetaan vielä, että yllä esitetyt määritelmät ja lauseet ehdolliselle odotusarvolle, va-
rianssille ja kovarianssille pätevät ilmeisin muutoksin selvästi myös silloin, kun X ja Y
ovat satunnaisvektoreita. Seuraavaksi tarvitaan vielä lause, jonka avulla voidaan mini-
moida toisen asteen vektoriarvoinen yhtälö. Ennen sitä käydään läpi muutamia lauseessa
esiintyviä termejä.
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Määritelmä 1.28. Oletetaan, että satunnaisvektorit X = (X1, . . . , Xn) ja
Y = (Y1, . . . , Yk) ovat sellaisia, että Xi, Yj ∈ L1(Ω,F ,P) ja E(| XiYj |) < ∞ kaikilla
i = 1, . . . , n, j = 1, . . . , k. Tällöin satunnaisvektoreiden välinen kovarianssi on n × k
-matriisi
cov(X, Y ) = E[(X − E(X))(Y − E(Y ))′]
=

cov(X1, Y1) cov(X1, Y2) . . . cov(X1, Yk)
cov(X2, Y1) cov(X2, Y2) . . . cov(X2, Yk)
...
... . . .
...
cov(Xn, Y1) cov(Xn, Y2) . . . cov(Xn, Yk)
 ,
missä merkinnällä Z ′ tarkoitetaan vektorin Z transpoosia.
Huomautus 1.29. Sekä satunnaisvektoreiden X ja Y välistä kovarianssia cov(X, Y ), että
satunnaisvektorin X varianssia var(X) = cov(X,X) kutsutaan tässä kovarianssimatrii-
siksi. Asiayhteydestä tulee ilmi kumpaa matriisia tarkoitetaan.
Määritelmä 1.30. Oletetaan, että A on n × n -matriisi. Tällöin sanotaan, että A on
symmetrinen, jos A′ = A. Lisäksi sanotaan, että symmetrinen A on positiivisesti semide-
finiitti, jos x′Ax ≥ 0 kaikilla n× 1 -vektoreilla x ∈ Rn.
Esimerkki 1.31. Olkoon satunnaisvektori X = (X1, . . . , Xn) sellainen, että sen kova-
rianssimatriisi
var(X) = cov(X,X) = E[(X − E(X))(X − E(X))′]
=

cov(X1, X1) cov(X1, X2) . . . cov(X1, Xn)
cov(X2, X1) cov(X2, X2) . . . cov(X2, Xn)
...
... . . .
...
cov(Xn, X1) cov(Xn, X2) . . . cov(Xn, Xn)

on olemassa. Tällöin kovarianssimatriisi on selvästi symmetrinen. Oletetaan nyt, että y
on jokin n× 1 -vektori. Tällöin
y′var(X)y = y′E[(X − E(X))(X − E(X))′]y
= E[y′(X − E(X))(X − E(X))′y]
= E([y′(X − E(X))]2) ≥ 0.
Siten satunnaisvektorin X kovarianssimatriisi on symmetrinen ja positiivisesti semidefi-
niitti.
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Lause 1.32. Oletetaan, että n× n-matriisi A on symmetrinen ja positiivisesti semidefi-





minimikohta on se kohta, jossa pätee
Ax+ c = 0.
Todistus. Todistus lauseelle löytyy esimerkiksi lähteestä Freund (2004) [3].
1.4 Martingaali
Lopuksi tarvitsemme vielä martingaalin käsitteen. Martingaali on stokastinen prosessi,
jossa uusimman satunnaismuuttujan Xt odotusarvo vastaa viimeisimmän satunnaismuut-
tujan arvoa Xs, kun otetaan huomioon kaikki informaatio, joka on tiedossa hetkellä s ≤ t.
Diskreetissä ajassa tämä vastaa sitä, että satunnaismuuttujan Xt odotusarvo vastaa vii-
meisimmän satunnaismuuttujan arvoa Xt−1, kun otetaan huomioon kaikki informaatio,
joka on tiedossa hetkellä t− 1.
Määritelmä 1.33. Stokastista prosessia Y = (Yt)t=0,...,T stokastiselta kentältä
(Ω,F , (Ft)t=0,...,T ,P) kutsutaan P-martingaaliksi, jos
(i) Y on sopiva stokastinen prosessi
(ii) E(| Yt |) <∞ kaikilla t = 0, . . . , T
(iii) E(Yt | Ft−1) = Yt−1 kaikilla t = 1, . . . , T .
Esimerkki 1.34. Oletetaan, että stokastinen prosessi C on P-martingaali. Tällöin mar-
tingaalin määritelmän ja edellä esitettyjen ehdollisen odotusarvon ominaisuuksien nojalla
E(Ct+1 − Ct | Ft) = E(Ct+1 | Ft)− E(Ct | Ft) = Ct − Ct = 0
P - melkein varmasti.
Määritelmä 1.35. Olkoon tässä X jo määritelty diskontattu hintaprosessi. Oletetaan,
että Q on todennäköisyysmitta kentällä (Ω,F) siten, että pätee
EQ(| X it |) <∞
kaikilla t = 0, . . . , T, i = 1, . . . , d ja
EQ(X it | Ft−1) = X it−1
kaikilla t = 1, . . . , T, i = 1, . . . , d. Tällöin sanotaan, että Q on martingaalimitta tai
vaihtoehtoisesti riskineutraali todennäköisyysmitta.
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Huomautus 1.36. Tämä on yhtäpitävää sen kanssa, että prosessi X on d-ulotteinen Q -
martingaali, sillä kaikilla i = 1, . . . , d pätee, että X i on stokastinen prosessi stokastiselta
kentältä, (Ω,F , (Ft)t=0,...,T ,Q), jolle pätee
(i) X i on sopiva stokastinen prosessi
(ii) EQ(| X it |) <∞ kaikilla t = 0, . . . , T
(iii) EQ(X it | Ft−1) = X it−1 kaikilla t = 1, . . . , T .
Huomautus 1.37. Selvästi kyseiset ehdot pätevät myös riskittömälle arvopaperille i = 0,
sillä X0t = 1 kaikilla t = 0, . . . , T ja siten
EQ(| X0t |) = EQ(| 1 |) = 1 <∞
kaikilla t = 0, . . . , T ja
EQ(X0t | Ft−1) = EQ(1 | Ft−1) = 1 = X it−1
kaikilla t = 1, . . . , T .
Esimerkki 1.38. Oletetaan että arvopaperimarkkinoilla toimitaan vain kahtena perio-
dina, toisin sanoen T = 1 ja riskitön arvopaperi on esimerkin 1.2 mukainen. Oletetaan














= X i0 = EQ(X i1 | F0)






















Oletetaan, että Y on satunnaismuuttuja todennäköisyyskentällä (Ω,FT ,P) ja arvopaperi-
markkinat ovat kuten luvussa 1.1. Ajatellaan tätä satunnaismuuttujaa jonain sitoumuk-
sena. Y (ω) olkoon se rahamäärä, joka sijoittajan pitää maksaa hetkellä T , jos tila ω






Määritelmä 2.2. Satunnaismuuttuja Y on toistettavissa, jos on olemassa omavarainen
strategia θ¯ siten, että
Y = θ¯T · S¯T
P - melkein varmasti.
Tällöin siis salkun arvo hetkellä T vastaa sitä rahamäärää Y , joka sijoittajan pitää
maksaa. Jos Y on toistettavissa omavaraisella strategialla θ¯, niin diskontatulle satunnais-







= θ¯T · X¯T .
Sijoittajan, jonka pitää hetkellä T maksaa summa Y , kannattaa hetkellä t = 0 hankkia
itselleen strategia, joka toistaa sitoumuksen yllä määritellyllä tavalla. Toisin sanoen hän
haluaa suojata tämän sitoumuksen Y . Nyt emme kuitenkaan oleta, että toistava strategia
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olisi omavarainen, vaan haluamme, että diskontatulle sitoumukselle pätee P - melkein
varmasti
H = VT ,
missä VT = θ0T + θT · XT = θ¯T · X¯T on salkun diskontattu arvo hetkellä T . Siis salkun
lopullisen arvon pitää vastata sitoumuksen arvoa hetkellä T . Tavoitteena sitoumuksen
suojaamisessa on nyt minimoida strategiaan sijoittamiseen liittyvä riski, eli suojautua tu-
levilta tappioilta. Riski mitataan tässä tapauksessa sijoitusvirheen keskineliöpoikkeaman
avulla.
Jotta voimme käyttää luvussa 1 johdettuja ehdollisen odotusarvon, varianssin ja ko-
varianssin ominaisuuksia keskineliöpoikkeaman laskemisessa, oletetaan tästä lähtien, että
riskillisten arvopapereiden diskontattu hintaprosessi X = (X1t , . . . , Xdt )t=0,...,T ja diskon-
tattu sitoumus H ovat neliöintegroituvia satunnaismuuttujia todennäköisyyskentillään,
toisin sanoen
H ∈ L2(Ω,FT ,P)
ja
Xt ∈ L2(Ω,Ft,P)
kaikilla t = 0, . . . , T . Tässä Xt = (X1t , . . . , Xdt ) kuten edellä määriteltiin. Tarvitsemme
keskineliöpoikkeamaan perustuvaa menetelmää varten myös strategioille eräänlaisen in-
tegroituvuusehdon:
Määritelmä 2.3. L2-sopiva strategia sitoumukselle H on strategia (θ0, θ), jonka diskon-
tatulle arvoprosessille V = (Vt)t=0,...,T ja diskontatulle tuottoprosessille G = (Gt)t=0,...,T
pätee
VT = H
P - melkein varmasti ja
Vt, Gt ∈ L2(Ω,FT ,P)
kaikilla t = 0, . . . , T .
Esimerkki 2.4. L2-sopiva strategia sitoumukselle H on aina olemassa. Voimme esimer-
kiksi määritellä strategian siten, että
θ00 = 0, θ
0
t = 0, θ
0




kaikilla i = 1, . . . , d, t = 1, . . . , T . Tällöin
VT = θ
0




0 = 0, Vt = θ
0
t + θt ·Xt = 0, VT = H,
G0 = 0, Gt =
t∑
k=1
θk · (Xk −Xk−1) = 0, GT = 0
kaikilla t = 1, . . . , T − 1 ovat neliöintegroituvia. Tämän strategian voi tulkita niin, että
mitään ei tehdä kunnes täytyy maksaa diskontattu summa H.
Tällainen L2-sopiva strategia sitoumukselle H on lokaalin riskin minimoiva strategia,
jos se minimoi sijoitusvirheen keskineliöpoikkeaman. Sijoitusvirheenä käytetään toimin-
nassa syntynyttä kustannusta. Oletamme koko ajan, että sivukustannuksia kuten veroja
ja käsittelykustannuksia ei ole, tai ne ovat niin pieniä ettei niitä tarvitse ottaa huomioon.
Määritelmä 2.5. L2-sopivan strategian (θ0, θ) lokaali riskiprosessi on stokastinen prosessi
Rloc(θ0, θ) = (Rloct (θ
0, θ))t=0,...,T−1, missä
Rloct (θ
0, θ) = E[(Ct+1 − Ct)2 | Ft]
kaikilla t = 0, . . . , T − 1.
Lokaalin riskiprosessin käsitteen avulla voimme määritellä lokaalin riskin minimoivan
strategian. Nyt L2-sopiva strategia (θˆ0, θˆ) on lokaalin riskin minimoiva strategia, jos kai-
killa t = 0, . . . , T − 1 pätee P - melkein varmasti
Rloct (θˆ
0, θˆ) ≤ Rloct (θ0, θ)
kaikille L2-sopiville strategioille (θ0, θ), joiden arvoprosesseille V = (Vt)t=0,...,T pätee
Vt+1 = θˆ
0
t+1 + θˆt+1 ·Xt+1 = Vˆt+1.
Ehto Vˆt+1 = Vt+1 perustellaan sillä, että lokaalin riskin minimoiva strategia muodostetaan
rekursiivisesti aloittamalla hetkestä t = T ja lähtemällä tästä taaksepäin. Siis hetkellä
t = T määrätään θˆ0T−1, θˆ0T , θˆT−1 ja θˆT , jotka minimoivat lokaalin riskin
RlocT−1(θ
0, θ) = E[(CT − CT−1)2 | FT−1]





θk · (Xk −Xk−1)− VT−1 +
T−1∑
k=1
θk · (Xk −Xk−1))2 | FT−1]
= E[(VT − VT−1 − θT · (XT −XT−1))2 | FT−1],
sillä Vt = θ0t + θt ·Xt kaikilla t = 1, . . . , T . Yhtäpitävästi voidaan määrätä myös VˆT−1, VˆT
ja θˆT , jotka minimoivat yllä olevan lokaalin riskin. Näistä VˆT on kuitenkin jo ennalta mää-
rätty, sillä määritelmän 2.3 nojalla L2-sopivalle strategialle (θˆ0, θˆ) pätee VˆT = H. Siis yh-
täpitävästi täytyy määrätä vain VˆT−1 ja θˆT , jotka minimoivat lokaalin riskin. Huomataan,
että tällöin θˆ0T−1 ja θˆT−1 voidaan valita kaikista θ0T−1 ja θ0T−1, joille pätee VT−1 = VˆT−1.
Tämän jälkeen määrätään rekursiivisesti hetkellä t = T − 1 ne arvot VˆT−2 ja θˆT−1, jot-
ka minimoivat lokaalin riskin RlocT−2(θ0, θ), kun tiedetään että VT−1 = VˆT−1. Tässä lokaali
riski on nyt
RlocT−2(θ
0, θ) = E[(CT−1 − CT−2)2 | FT−2]
= E[(VT−1 − VT−2 − θT−1 · (XT−1 −XT−2))2 | FT−2]
= E[(VˆT−1 − VT−2 − θT−1 · (XT−1 −XT−2))2 | FT−2].
Hetkinä t = T − 3, . . . , 1 menetellään vastaavalla tavalla. Näin saadaan muodostettua
sitoumukselle H lokaalin riskin minimoiva strategia, joka siis minimoi sijoitusvirheen
keskineliöpoikkeaman. Muodostamme kyseisen strategian myöhemmin erikoistapauksessa
d = 1 ja myös yleisessä tapauksessa d ∈ N.
2.2 Suojausmenetelmän valinta
Yllä esitelty sijoitusvirheen keskineliöpoikkeaman minimointi ei ole ainoa tapa ratkaista
salkun valintaongelmaa, vaikka se onkin valittu tässä käyttöön. Erilaisia kriteereitä on
monia, mutta menetelmän valinnassa täytyy ensin tietää ovatko markkinat niin sanotusti
täydelliset vai epätäydelliset.
Määritelmä 2.6. Markkinat ovat täydelliset, jos jokainen satunnaismuuttuja todennä-
köisyyskentällä (Ω,F) on toistettavissa. Muussa tapauksessa markkinoita kutsutaan epä-
täydellisiksi.
Huomautus 2.7. Hyvin harvat markkinamallit ovat täydellisiä, varsinkin silloin kun toi-
mimme diskreetissä ajassa kuten nyt teemme.
Täydellisillä markkinoilla salkun valintaongelma on helppo. Jos markkinat ovat täy-
delliset, niin satunnaismuuttujalle H on olemassa omavarainen strategia θ¯ siten, että
H = θ¯T · X¯T
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P - melkein varmasti, kuten luvun alussa huomattiin. Nyt huomataan, että sijoitukseen
ei liity mitään riskiä, jos salkuksi valitaan satunnaismuuttujan H toistava salkku. Tällöin
salkun arvo hetkellä T ja sitoumuksen arvo hetkellä T kohtaavat, ja strategian omavarai-
suuden takia sijoitukseen ei liity riskiä.
Epätäydellisillä markkinoilla sitoumuksen H toistaminen ei ole usein mahdollista teh-
dä käyttäen jotain omavaraista strategiaa, joten sijoitukseen usein liittyy jonkinlainen ris-
ki. Tässä työssä käytämme kriteerinä sijoitusvirheen keskineliöpoikkeaman minimointia,
mutta on olemassa myös muita menetelmiä rakentaa sitoumuksen suojaava strategia.
Keskineliöpoikkeama on klassinen tapa mitata riskiä. Mietitään estimointiongelmaa,
jossa α on jokin tuntematon parametri, jota halutaan estimoida. Olkoon αˆ tämän para-
metrin estimaattori, toisin sanoen se on jokin annetusta aineistosta laskettu tunnusluku,
joka saattaisi olla hyvä arvio parametrille. Tällöin funktiota
L(α, αˆ) = (α− αˆ)2
sanotaan estimaattorin tappiofunktioksi ja funktiota
R(α, αˆ) = E[L(α, αˆ)] = E(α− αˆ)2
sanotaan riskifunktioksi tai estimaattorin αˆ riskiksi. Tämä on juurikin estimaattorin ja
parametrin todellisen arvon α välisen virheen keskineliöpoikkeama. Tappiofunktioksi voi
kuitenkin valita myös jonkin muun funktion. Esimerkiksi käytettäessä toista yleistä tap-
piofunktiota
L(α, αˆ) = |α− αˆ|
saadaan riskifunktioksi
R(α, αˆ) = E|α− αˆ|.
Näistä tappiofunktioista L(α, αˆ) = (α− αˆ)2 on kuitenkin tässä tapauksessa hyödyllisem-
pi. Käytettäessä tätä tappiofunktiota riskifunktio voidaan esittää varianssin ja harhan
summana seuraavalla tavalla:
R(α, αˆ) = E(α− αˆ)2
= E[(α− E(αˆ) + E(αˆ)− αˆ)2]
= E[(E(αˆ)− αˆ)2 + 2(E(αˆ)− αˆ)(α− E(αˆ)) + (α− E(αˆ))2]
= E(E(αˆ)− αˆ)2 + 2(α− E(αˆ))E(E(αˆ)− αˆ) + (α− E(αˆ))2
= E(αˆ− E(αˆ))2 + 2(α− E(αˆ))(E(αˆ)− E(αˆ)) + (E(αˆ)− α)2
= E(αˆ− E(αˆ))2 + (E(αˆ)− α)2
= Var(αˆ) + [b(α, αˆ)]2,
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missä b(α, αˆ) = E(αˆ)−α on estimaattorin αˆ harha. Vaikka estimaattori αˆ olisikin harha-
ton parametrin α estimaattori, toisin sanoen b(α, αˆ) = 0, niin estimaattorin saamat arvot
voivat poiketa todellisesta arvosta α suurellakin todennäköisyydellä. Tällöin kuitenkin
estimaattorin varianssi saa suuria arvoja. Siten kyseinen keskineliöpoikkeama on hyödyl-
linen tapa mitata estimaattorin tarkkuutta. Keskineliöpoikkeaman pienet arvot viittaavat
tarkkaan estimaattoriin ja siten pieneen riskiin.
Esimerkki 2.8. Oletetaan, että havainnot Z1, . . . , Zn noudattavat jakaumaa, jonka odo-

















missä Z¯ = 1
n
∑n
i=1 Zi on otoskeskiarvo, niin otoskeskiarvo on odotusarvon harhaton esti-
maattori. Valitaan estimaattoriksi αˆ = Z¯. Tällöin keskineliöpoikkeama on
R(α, αˆ) = Var(αˆ) + [b(α, αˆ)]2 = Var(αˆ).
Kuten aiemmin kerrottiin, epätäydellisillä markkinoilla sitoumuksen suojaamiseen voi
käyttää muitakin kriteereitä. Lokaalin riskin minimoimisen sijaan voitaisiin minimoida
esimerkiksi jäljelle jäävää ehdollista riskiä.
Määritelmä 2.9. L2-sopivan strategian (θ0, θ) jäljelle jäävä ehdollinen riskiprosessi on
stokastinen prosessi Rrem(θ0, θ) = (Rremt (θ0, θ))t=0,...,T , missä
Rremt (θ
0, θ) = E[(CT − Ct)2 | Ft]
kaikilla t = 0, . . . , T .
Nyt L2-sopiva strategia (θˆ0, θˆ) on jäljelle jäävän ehdollisen riskin minimoiva strategia,
jos kaikilla t = 0, . . . , T pätee P - melkein varmasti
Rremt (θˆ
0, θˆ) ≤ Rremt (θ0, θ)
kaikille L2-sopiville strategioille (θ0, θ), joille pätee θ0j = θˆ0j kaikille j < t ja θj = θˆj
kaikilla j ≤ t. Erityisesti lokaalin riskin minimoiva strategia on jäljelle jäävän ehdollisen
riskin minimoiva strategia, jos käyttämämme todennäköisyysmitta on martingaalimitta.
Todistus tälle löytyy lähteestä Föllmer ja Schied (2011) [4] tapauksessa d = 1.
Toinen yleinen tapa löytää jonkinlainen optimaalinen strategia on niin sanottu
odotusarvo-varianssi -suojaus, jota kutsutaan myös globaalin riskin minimoimiseksi. Poh-
justetaan tätä seuraavilla huomioilla. L2-sopivan strategian (θ0, θ) niin sanottu globaali
riski on




0, θ) = E[(CT − C0)2 | F0] = E[(CT − C0)2] = R(θ0, θ),
joten jäljelle jäävän ehdollisen riskiprosessin ensimmäinen arvo vastaa globaalia riskiä.
Globaali riski saadaan lopulta muotoon




θk · (Xk −Xk−1)− θ00)2] = E[(H − V˜T )2],
missä (θ˜0, θ˜) on omavarainen strategia siten, että V˜0 = θ˜00 = θ00.
Nyt voimme muotoilla odotusarvo-varianssi -suojauksen. Suurin ero tällä kriteerillä
edellä esiteltyihin verrattuna on se, ettei tässä oleteta strategian toteuttavan ehtoa VT =








θ | θ on ennustettava sekä omavarainen ja Gt(θ) ∈ L2(Ω,FT ,P)
kaikilla t = 1, . . . , T} .
Määritelmä 2.10. Pari (Vˆ0, θˆ), missä Vˆ0 ∈ R ja θˆ ∈ Θ, on odotusarvo-varianssi -kriteerin
suhteen optimaalinen strategia sitoumukselle H, jos
E[(H −GT (θˆ)− Vˆ0)2] ≤ E[(H −GT (θ)− V0)2]
kaikilla V0 ∈ R, θ ∈ Θ.
Nyt edellä olevien huomioiden avulla nähdään, että lokaalin riskin minimoiva stra-
tegia (ηˆ0, ηˆ) on myös odotusarvo-varianssi -kriteerin suhteen optimaalinen strategia, jos
käyttämämme todennäköisyysmitta on martingaalimitta. Tällöin (ηˆ0, ηˆ) = (Vˆ0, θˆ).
Odotusarvo-varianssi -kriteerin suhteen optimaalinen strategia on myös varianssin mi-
nimoiva strategia, toisin sanoen se minimoi varianssin
var(H −GT (θ))
yli kaikkien θ ∈ Θ.
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Lause 2.11. Oletetaan, että pari (Vˆ0, θˆ), missä Vˆ0 ∈ R ja θˆ ∈ Θ, on odotusarvo-varianssi
-kriteerin suhteen optimaalinen strategia sitoumukselle H. Tällöin
var(H −GT (θˆ)) ≤ var(H −GT (θ))
kaikilla θ ∈ Θ.
Todistus. Kaikille θ ∈ Θ pätee
var(H −GT (θ)) = E[(H −GT (θ)− E[H −GT (θ)])2] ≥ E[(H −GT (θ˜)− E[H −GT (θ)])2]
≥ E[(H −GT (θˆ)− Vˆ0)2] ≥ var(H −GT (θˆ)− Vˆ0) = var(H −GT (θˆ)),
missä θ˜ ∈ Θ on sellainen, että
E[(H −GT (θ˜)− E[H −GT (θ)])2] ≤ E[(H −GT (θ)− E[H −GT (θ)])2]
kaikilla θ ∈ Θ.
2.3 Riittävä ja välttämätön ehto sitoumuksen suojaa-
miselle
Määritelmä 2.12. L2 -sopivaa strategiaa (θ0, θ) kutsutaan odotusarvoltaan omavarai-
seksi, jos sen kustannusprosessi C = (Ct)t=0,...,T on P -martingaali. Toisin sanoen
E[Ct+1 − Ct | Ft] = 0
P - melkein varmasti kaikilla t = 0, . . . , T − 1 esimerkin 1.34 nojalla.
Huomautus 2.13. Lokaalin riskin minimoivat strategiat eivät yleensä ole omavaraisia, toi-
sin sanoen lokaalin riskin minimoivalle strategialle (θˆ0, θˆ) ei yleensä päde
Ct+1 = Ct
kaikilla t = 0, . . . , T − 1. Myöhemmin nähdään kuitenkin, että L2 -sopiva lokaalin riskin
minimoiva strategia on aina odotusarvoltaan omavarainen.
Määritelmä 2.14. Olkoot stokastiset prosessit U ja Y sopivia. U :n ja Y :n sanotaan
olevan vahvasti ortogonaalisia todennäköisyysmitan P suhteen, jos ehdolliset kovarianssit
cov(Ut+1 − Ut, Yt+1 − Yt | Ft), t = 0, . . . , T − 1,
ovat hyvin määriteltyjä ja
cov(Ut+1 − Ut, Yt+1 − Yt | Ft) = 0 kaikilla t = 0, . . . , T − 1
P - melkein varmasti.
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Esimerkki 2.15. Oletetaan, että U ja Y ovat vahvasti ortogonaalisia todennäköisyys-
mitan P suhteen, ja prosessi U on P-martingaali. Tällöin ehdollisen kovarianssin ominai-
suuksien ja esimerkin 1.34 nojalla
0 = cov(Ut+1 − Ut, Yt+1 − Yt | Ft)
= E[(Ut+1 − Ut)(Yt+1 − Yt) | Ft]− E(Ut+1 − Ut | Ft)E(Yt+1 − Yt | Ft)
= E[(Ut+1 − Ut)(Yt+1 − Yt) | Ft]− 0 · E(Yt+1 − Yt | Ft)
= E[(Ut+1 − Ut)(Yt+1 − Yt) | Ft].
Huomataan, että samaan vastaukseen päädytään jos oletetaan, että prosessi Y on P-
martingaali.
Seuraavaksi esitetään ja todistetaan lause, joka määrittelee samalla riittävän ja vält-
tämättömän ehdon L2 -sopivalle lokaalin riskin minimoivalle strategialle.
Lause 2.16. L2-sopiva strategia on lokaalin riskin minimoiva strategia jos ja vain jos se
on odotusarvoltaan omavarainen ja sen kustannusprosessi C on vahvasti ortogonaalinen
diskontatun hintaprosessin X kanssa.
Todistus. Lause pitää todistaa molempiin suuntiin. Tehdään nämä samaan aikaan. Ole-
tetaan aluksi, että (θ0, θ) on jokin L2-sopiva strategia. Muistetaan todistuksessa, että
Ct+1, Ct, Vt+1, Vt, Gt+1, Gt ovat satunnaismuuttujia, θt+1 on 1 × d -satunnaisvektori ja
Xt+1, Xt ovat d× 1 -satunnaisvektoreita. Tällöin lauseen 1.23 nojalla lokaali riskiprosessi
on
Rloct (θ
0, θ) = E[(Ct+1 − Ct)2 | Ft] = var(Ct+1 − Ct | Ft) + E(Ct+1 − Ct | Ft)2.
Seuraavaksi muistetaan, että kustannusprosessi on arvoprosessin ja tuottoprosessin erotus
Ct = Vt −Gt,
missä Gt =
∑t
k=1 θk · (Xk −Xk−1). Lisäksi Vt = θ0t + θt ·Xt on Ft -mitallinen muuttuja,
jolloin lauseen 1.24 nojalla ehdollinen varianssi saadaan muotoon
var(Ct+1 − Ct | Ft) = var(Vt+1 −Gt+1 − Vt +Gt | Ft)
= var(Vt+1 − Vt − θt+1 · (Xt+1 −Xt) | Ft)
= var(Vt+1 − θt+1 · (Xt+1 −Xt) | Ft).
Ehdollinen odotusarvo saa samalla tavalla muodon
E(Ct+1 − Ct | Ft)2 = E(Vt+1 −Gt+1 − Vt +Gt | Ft)2
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= E(Vt+1 − θt+1 · (Xt+1 −Xt)− Vt | Ft)2
= [E(Vt+1 | Ft)− E(θt+1 · (Xt+1 −Xt) | Ft)− E(Vt | Ft)]2
= [E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft)− Vt]2,
jolloin lokaali riskiprosessi on muotoa
Rloct (θ
0, θ) = var(Vt+1 − θt+1 · (Xt+1 −Xt) | Ft)
+ [E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft)− Vt]2.
Todistetaan lause taaksepäin induktiolla. Kiinnitetään ensiksi parametri t. Nyt halutaan
näyttää, että lokaalin riskiprosessin minimikohta on ainoa kohta, jossa strategia on odo-
tusarvoltaan omavarainen ja sen kustannusprosessi on vahvasti ortogonaalinen diskonta-
tun hintaprosessin kanssa, toisin sanoen
E[Ct+1 − Ct | Ft] = 0
ja
E[(Ct+1 − Ct)(Xt+1 −Xt) | Ft] = 0
P - melkein varmasti. Todistuksessa tullaan käyttämään luvussa 1 esiteltyjä ehdollisen
odotusarvon, varianssin ja kovarianssin ominaisuuksia. Kuten aiemmin jo sanottiin, lo-
kaalin riskiprosessin Rloct (θ0, θ) minimoimiseksi täytyy määrätä vain V˜t ja θ˜t+1, jotka mi-
nimoivat lokaalin riskin. Vt+1 on jo kiinnitetty tässä kohdassa. Huomattiin myös, että
tällöin θ˜0t ja θ˜t voidaan valita kaikista niiden mahdollisista arvoista θ0t ja θt, joille pätee
Vt = V˜t.
Lokaali riskiprosessi koostuu nyt kahdesta osasta. Haluamme minimoida funktion
Rloct (θ
0, θ) = var(Vt+1 − θt+1 · (Xt+1 −Xt) | Ft) (2.17)
+ [E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft)− Vt]2 (2.18)
muuttujien Vt ja θt+1 suhteen.
Koska 2.17 ei yllä olevien havaintojen nojalla riipu muuttujasta Vt, riittää että mini-
moimme osan 2.18 muuttujan Vt suhteen. 2.18 minimoituu toisena potenssina täsmälleen
silloin, kun
E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft)− Vt = 0⇔
Vt = E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft).
Huomataan, että tämä on se kohta, jossa pätee
E[Ct+1 − Ct | Ft] = E(Vt+1 | Ft)− θt+1 · E(Xt+1 −Xt | Ft)− Vt = 0. (2.19)
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Nyt voimme minimoida osan 2.17 muuttujan θt+1 suhteen. Huomataan ensin, että 2.17
voidaan kirjoittaa myös muodossa
var(Vt+1 − θt+1 · (Xt+1 −Xt) | Ft)
= cov(Vt+1 − θt+1 · (Xt+1 −Xt), Vt+1 − θt+1 · (Xt+1 −Xt) | Ft)
= var(Vt+1 | Ft)− 2cov(Vt+1, θt+1 · (Xt+1 −Xt) | Ft)
+ var(θt+1 · (Xt+1 −Xt) | Ft)
= var(Vt+1 | Ft)− 2cov(Vt+1, Xt+1 −Xt | Ft)θ′t+1 + θt+1var(Xt+1 −Xt | Ft)θ′t+1,
joka minimoituu toisen asteen yhtälönä täsmälleen silloin, kun
0 = 2var(Xt+1 −Xt | Ft)θ′t+1 − 2cov(Vt+1, Xt+1 −Xt | Ft)′ ⇔
0 = −var(Xt+1 −Xt | Ft)θ′t+1 + cov(Vt+1, Xt+1 −Xt | Ft)′ ⇔
0 = −θt+1var(Xt+1 −Xt | Ft)′ + cov(Vt+1, Xt+1 −Xt | Ft),
eli kun
0 = −θt+1var(Xt+1 −Xt | Ft) + cov(Vt+1, Xt+1 −Xt | Ft)
= −cov(θt+1(Xt+1 −Xt), Xt+1 −Xt | Ft) + cov(Vt+1, Xt+1 −Xt | Ft)
= cov(Vt+1 − θt+1 · (Xt+1 −Xt), Xt+1 −Xt | Ft)
= cov(Vt+1 − θt+1 · (Xt+1 −Xt), Xt+1 −Xt | Ft)− cov(Vt, Xt+1 −Xt | Ft)
= cov(Vt+1 − θt+1 · (Xt+1 −Xt)− Vt, Xt+1 −Xt | Ft)
= cov(Ct+1 − Ct, Xt+1 −Xt | Ft), (2.20)
sillä
cov(Vt, Xt+1 −Xt | Ft) = E[(Vt − E(Vt | Ft))(Xt+1 −Xt − E(Xt+1 −Xt | Ft))′ | Ft]
= E[(Vt − Vt)(Xt+1 −Xt − E(Xt+1 −Xt | Ft))′ | Ft]
= 0.
Tässä on käytetty tietoa, että kovarianssimatriisi on aina symmetrinen ja positiivisesti
semidefiniitti, mikä osoitettiin esimerkissä 1.31, jolloin voidaan soveltaa lausetta 1.32.
Nyt kun otetaan huomioon ehto 2.19, huomataan että 2.20 pätee täsmälleen silloin, kun
0 = E([Ct+1 − Ct][Xt+1 −Xt]′ | Ft),
eli kun
0 = E([Ct+1 − Ct][Xt+1 −Xt] | Ft).
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Siis nähtiin, että tämä minimikohta on on ainoa kohta, jossa pätevät ehdot
E[Ct+1 − Ct | Ft] = 0
ja
E[(Ct+1 − Ct)(Xt+1 −Xt) | Ft] = 0,
eli ainoa kohta, jossa strategia on odotusarvoltaan omavarainen ja sen kustannusprosessi
on vahvasti ortogonaalinen diskontatun hintaprosessin kanssa.
2.4 Todennäköisyysmitan vaihto
Eräs tärkeä huomio määrittelemässämme mallissa on, että todennäköisyysmittanamme
on koko ajan ollut alkuperäinen todennäköisyysmitta P. Mittana voitaisiin käyttää myös
jotain muuta todennäköisyysmittaa Q ∈ P , missä
P = {Q | dQ
dP
> 0 P -melkein varmasti ja Q on martingaalimitta}.
Tällöin hintaprosessi X olisi Q-martingaali, toisin sanoen
EQ(| X it |) <∞
kaikilla t = 0, . . . , T, i = 1, . . . , d ja
EQ(X it | Ft−1) = X it−1
kaikilla t = 1, . . . , T, i = 1, . . . , d. Joukko P on siis joukko martingaalimittoja, toisin
sanoen riskineutraaleja todennäköisyysmittoja, jotka ovat ekvivalentteja alkuperäisen to-
dennäköisyysmitan P kanssa. Tunnetusti markkinat ovat niin sanotusti arbitraasivapaat
jos ja vain jos P 6= ∅. Oletetaan nyt, että markkinat ovat arbitraasivapaat, toisin sanoen
on olemassa todennäköisyysmitta Q ∈ P , lokaali riskin minimoiva strategia on olemassa
ja d = 1. Tällöin EQ(Xt+1 | Ft) = Xt kaikilla t = 0, . . . , T − 1. Arvoprosessi on




ja tälle pätee kaikilla t = 1, . . . , T
EQ(Vt | Ft−1) = EQ(Ct +
t∑
k=1
θk(Xk −Xk−1) | Ft−1)
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= EQ(Ct | Ft−1) + EQ(
t∑
k=1




θk(Xk −Xk−1) + EQ(θkt(Xt −Xt−1) | Ft−1)
= Ct−1 +Gt−1 = Vt−1,
sillä kustannusprosessin C pitää olla nyt Q-martingaali. Siten arvoprosessi V on myös
Q-martingaali. Tällöin saadaan
Vt = EQ(Vt+1 | Ft) = EQ(EQ[Vt+2 | Ft+1] | Ft) = EQ(Vt+2 | Ft) = . . .
= EQ(VT | Ft) = EQ(H | Ft).
Huomataan myös, että EQ(H | FT ) = H = VT . Nyt optimaalinen strategia on





θˆ0t = Vˆt − θˆt ·Xt,
missä θHt saadaan yhtälöstä
H = θ00 +
T∑
k=1
θHk (Xk −Xk−1) + LHT ,
missä LHk , k = 0, . . . , T , on martingaali, jolle pätee
EQ[(LHk − LHk−1) · (Xk −Xk−1) | Fk−1] = 0.





Henkivakuutukset ovat sitoumuksia, joissa vakuutusyhtiön maksamat korvaukset riippu-
vat aina jotenkin vakuutuksenottajan jäljellä olevasta elinajasta. Merkitään satunnais-
muuttujalla T (x) x-ikäisen elossa olevan vakuutetun jäljellä olevaa elinaikaa. Erityisesti
satunnaismuuttuja T (0) on vastasyntyneen jäljellä oleva elinaika. Oletetaan, että satun-
naismuuttujan T (0) kertymäfunktio F on absoluuttisesti jatkuva, toisin sanoen




kaikilla t ≥ 0, missä funktio f on jakauman tiheysfunktio, jolle pätee f(t) = F ′(t) lu-
kuunottamatta mahdollisia tiheysfunktion epäjatkuvuuspisteitä, joita oletetaan olevan
korkeintaan äärellinen määrä. Nyt satunnaismuuttujan T (x) kertymäfunktio Fx voidaan
määritellä funktion F avulla seuraavasti:
Fx(t) = P(T (x) ≤ t) = P(T (0) ≤ x+ t | T (0) > x) = P(T (0) ≤ x+ t, T (0) > x)P(T (0) > x)
=
P(x < T (0) ≤ x+ t)
1− P(T (0) ≤ x) =
F (x+ t)− F (x)
1− F (x) , t > 0.
Tämä on todennäköisyys sille, että x-ikäinen henkilö kuolee t vuoden aikana. Kyseinen
todennäköisyys esiintyy melko usein henkivakuutusmatematiikassa, joten sille on annettu
myös merkintä tqx. Toinen usein käytetty todennäköisyys on tpx = 1−Fx(t), todennäköi-
syys että x-ikäinen henkilö elää vielä t vuoden kuluttua. Kolmas usein käytetty todennä-
köisyys on s|tqx = P(s < T (x) < s + t), todennäköisyys että x-ikäinen henkilö elää vielä
s vuotta, mutta kuolee tämän jälkeen t vuoden sisällä. Erityisesti merkitään vielä lisäksi
1qx = qx ja 1px = px.
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Esimerkki 3.1. Merkintä s|tqx voidaan esittää myös merkintöjen tqx ja tpx avulla. Huo-
mataan, että
s|tqx = P(s < T (x) < s+ t) = Fx(s+ t)− Fx(s) =s+t qx −s qx,
ja toisaalta myös
s|tqx = Fx(s+ t)− Fx(s) = [1− Fx(s)]Fx(s+ t)− Fx(s)
1− Fx(s)
= [1− Fx(s)]P(T (x) ≤ s+ t | T (x) > s) =s px tqx+s.
Erilaisia henkivakuutuksia ovat esimerkiksi elämänvaravakuutus, kuolemanvaravakuu-
tus ja eläkevakuutus. Oletetaan, että vakuutuksenottaja on x-ikäinen vakuutuskauden






missä Y on se korvaus, jonka vakuutusyhtiö mahdollisesti maksaa vakuutetulle tai tämän
omaisille riippuen vakuutetun jäljellä olevasta elinajasta.
Elämänvaravakuutuksessa yhtiö maksaa vakuutetulle korvauksen Y hetkellä T , jos
vakuutettu on tällöin elossa. Siis korvaus on tässä tapauksessa Y 1(T (x) > T ). Kuoleman-
varavakuutuksessa yhtiö maksaa vakuutetun omaisille korvauksen Y vakuutetun kuolin-
hetkellä tai hetkellä T , jos vakuutettu kuolee vakuutuskauden aikana. Siis korvaus on nyt






Usein kuitenkin T0 = T , eli mahdollinen korvaus maksetaan vakuutuskauden lopussa. Yk-
sinkertaisuuden vuoksi oletamme jatkossa, että mahdollinen korvaus maksetaan vakuu-
tuskauden lopussa, tosin maksuhetken voi muuttaa helposti merkinnöissä ja laskuissa.
Eläkevakuutuksessa korvaus Y maksetaan vakuutetulle esimerkiksi kerran vuodessa
niin kauan kuin vakuutettu on elossa, lähtien esimerkiksi vuodesta T . Tällöin vuonna k ≥
T, k ∈ N, maksetaan korvaus Y 1(T (x) > k). Eläkevakuutus voitaisiin määritellä myös
monella muulla tavalla, esimerkiksi maksamalla eläke 12 kertaa vuodessa johonkin tiettyyn
ikään asti. Muita henkivakuutuksia saadaan yhdistelemällä ja muokkaamalla näitä kolmea
henkivakuutustyyppiä. Henkivakuutukset ovat siis vakuutuksia, joissa maksettava korvaus
riippuu vakuutetun jäljellä olevasta elinajasta.
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Sijoitussidonnaisen henkivakuutuksen korvaus riippuu riskillisten arvopapereiden kurs-
sikehityksestä, toisin kuin perinteisessä henkivakuutuksessa, missä korvaus on determi-
nistinen, toisin sanoen korvaussumma Y on vakio eikä satunnaismuuttuja. Y voisi olla
esimerkiksi jonkin tietyn osakkeen hinta korvaushetkellä tai jonkinlainen kombinaatio joi-
denkin osakkeiden hinnoista korvaushetkellä. Oletetaan nyt, että vakuutuksenottaja on
x-ikäinen vakuutuskauden alussa t = 0, Y on satunnaismuuttuja, joka kuvaa vakuutetulle
korvattavaa rahamäärää ja vakuutuskauden pituus on T ∈ N. Satunnaismuuttuja τ kuvaa
vakuutuksenottajan jäljellä olevaa elinaikaa. Kun vakuutuksenottaja ottaa vakuutusyh-
tiöltä jonkin henkivakuutuksen, vakuutusyhtiö sitoutuu tällöin maksamaan vakuutetulle
jonkin diskontatun korvauksen H = Kξ, missä ξ on esimerkiksi 1(τ > T ) tai 1(τ ≤ T )
kuten aiemmin kerrottiin. Oletetaan, että satunnaismuuttuja ξ on riippumaton vekto-
rista (K,S11 , . . . , S1T , . . . , Sd1 , . . . , SdT ), toisin sanoen vakuutetun jäljellä oleva elinaika on
riippumaton riskillisten arvopapereiden kurssikehityksestä.
Vakuutettu puolestaan sitoutuu maksamaan vakuutusyhtiölle vakuutusmaksun, jo-
ka voidaan määrätä esimerkiksi odotusarvoperiaatteen tai varianssiperiaatteen mukaan.
Odotusarvoperiaatteen mukainen vakuutusmaksu P on
P = E(Y ξ) + αE(Y ξ)
= (1 + α)E(Y )E(ξ),
missä α on vakuutetusta riippumaton vakio ja osa αE(Y ξ) on varmuuslisä. Samalla tavalla
varianssiperiaatteen mukainen vakuutusmaksu P on
P = E(Y ξ) + βVar(Y ξ)
= E(Y )E(ξ) + βE(Y 2)E(ξ2)− β[E(Y )]2[E(ξ)]2,
missä β on vakuutetusta riippumaton vakio ja osa βVar(Y ξ) on varmuuslisä. Toinen ylei-
nen tapa määrätä vakuutusmaksu on ekvivalenssiperiaate: sopimuksen alussa hetkellä
t = 0 maksettavan vakuutusmaksun P täytyy olla yhtä suuri kuin hetkeen t = 0 dis-
kontattu korvauksen tai korvausten odotusarvo. Tällöin maksut ovat tietysti ekvivalentit
myös millä tahansa muulla ajanhetkellä kun korkoutuvuus maksuille ja korvauksille on
sama. Vakuutusmaksu maksetaan usein ennen korvauksen maksua, jolloin vakuutusyhtiö
voi sijoittaa maksun P finanssimarkkinoilla, jolloin yhtiölle kertyy sijoitustuottoja.
Tällaista kerralla maksettavaa vakuutusmaksua, johon ei ole otettu liikekuluja huo-
mioon, kutsutaan nettokertamaksuksi. Harvoja vakuutusmaksuja maksetaan kerralla var-
sinkin henkivakuutusten tapauksessa, jossa vakuutusmaksu maksetaan yleensä usean vuo-
den kuluessa. Tavallisesti maksu maksetaan saman suuruisena vuosittain ennalta määrät-
tyjen vuosien ajan, mutta korkeintaan niin kauan kuin vakuutettu on elossa. Vakuutus-
maksu voi olla myös jatkuva vakuutusmaksu, jota siis maksetaan jatkuvasti jonkin tietyn
ajan mutta tässäkin korkeintaan niin kauan kuin vakuutettu on elossa. Myös näissä ta-
pauksissa voidaan määrittää nettokertamaksu P ekvivalenssiperiaatteen mukaan.
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Esimerkki 3.2. Olkoon tilanne sama kuin yllä ja olkoon ξ = 1(τ > T ), toisin sanoen
kyseessä on klassinen elämänvaravakuutus. Oletetaan, että vakuutusmaksu P maksetaan
kerralla sopimuksen tekohetkellä t = 0. Oletetaan, että funktio δ on korkoutuvuus. Tällöin
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jos korvaus maksetaan vakuutuskauden lopussa. Oletetaan nyt, että ξ = 1(τ ≤ T ), ja
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on kuolevuus tai kuolevuusintensiteetti. Todistus tälle löytyy lähteestä Pesonen, Soininen
ja Tuominen (2000) [9].
3.2 Vakuutuksen suojaaminen kun markkinoilla
on vain yksi riskillinen arvopaperi
Suojataan nyt diskontattu sitoumus H minimoimalla sijoitusvirheen keskineliöpoikkea-
maa, kun H = Kξ, toisin sanoen kyseessä on yllä kuvailtu henkivakuutus. Oletetaan täs-
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säkin, että vakuutuksenottaja on x-ikäinen sopimuksen tekohetkellä t = 0, K on satun-
naismuuttuja, joka kuvaa vakuutetulle mahdollisesti korvattavaa diskontattua rahamää-
rää ja on jotenkin sidottu finanssimarkkinoiden arvokehitykseen, vakuutuskauden pituus
on T ∈ N, mahdollinen korvaus maksetaan vakuutuskauden lopussa ja vakuutuksenot-
tajan jäljellä olevaa elinaikaa kuvaava satunnaismuuttuja on τ . Tässä luvussa toimitaan
markkinoilla, joilla on vain yksi riskillinen arvopaperi, siis d = 1. Seuraavassa luvussa tut-
kitaan yleistä tilannetta, toisin sanoen markkinoilla on silloin d ∈ N riskillistä arvopaperia.
Oletetaan siis nyt, että satunnaismuuttuja ξ on riippumaton vektorista (K,S11 , . . . , S1T ).
Muistetaan myös merkinnät
kpx = 1− Fx(k) = P(τ > x+ k | τ > x)
ja
kqx = Fx(k) = P(τ ≤ x+ k | τ > x).
F :n alisigma-algebroilla Ft kuvataan hetkellä t käytössä olevaa informaatiota: informaa-
tiota arvopapereiden toteutuneista hinnoista ajanhetkillä 0, . . . , t, kuten luvussa 1 ker-
rottiin, informaatiota siitä, kuoliko vakuutettu välillä (0, t], ja mahdollisesti muutakin
informaatiota. Nyt siis voisi olla esimerkiksi
Ft = σ(S11 , . . . , S1t ,1(τ ∈ (0, 1]), . . . ,1(τ ∈ (t− 1, t])).
Olennaista on, että sigma-algebra Ft sisältää informaation arvopapereiden toteutuneista
hinnoista ja vakuutetun mahdollisesta kuolemisesta kyseisellä ajanjaksolla.
Luvussa 2 huomattiin jo, miten lokaalin riskin minimoiva strategia löydetään: oletetaan
Vt+1 annetuksi, siis Vt+1 = Vˆt+1. Tämän jälkeen minimoidaan lokaali riski
Rloct (θ
0, θ) = E[(Ct+1 − Ct)2 | Ft]
= E[(Vˆt+1 − Vt − θt+1 · (Xt+1 −Xt))2 | Ft]
muuttujien Vt ja θt+1 suhteen. Näytettiin myös, että tämä on yhtäpitävää sen kanssa, että
L2-sopiva strategia on odotusarvoltaan omavarainen ja sen kustannusprosessi on vahvasti
ortogonaalinen diskontatun hintaprosessin kanssa, toisin sanoen pitää päteä
E[Ct+1 − Ct | Ft] = 0
ja
E[(Ct+1 − Ct)(Xt+1 −Xt) | Ft] = 0.
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Selvitetään nyt, milloin nämä ehdot pätevät kyseisessä mallissamme. Selvästi
0 = E[Ct+1 − Ct | Ft]
= E(Vˆt+1 − Vt − θt+1 · (Xt+1 −Xt) | Ft)
= E(Vˆt+1 | Ft)− E(Vt | Ft)− θt+1E(Xt+1 −Xt | Ft)
= E(Vˆt+1 | Ft)− Vt − θt+1E(Xt+1 −Xt | Ft),
joten täytyy päteä
E(Vˆt+1 | Ft)− Vˆt − θˆt+1E(Xt+1 −Xt | Ft) = 0⇔
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft).
Lisäksi
0 = E[(Ct+1 − Ct)(Xt+1 −Xt) | Ft]
= E[[Vˆt+1 − Vt − θt+1 · (Xt+1 −Xt)](Xt+1 −Xt) | Ft]
= E[Vˆt+1(Xt+1 −Xt)− Vt(Xt+1 −Xt)− θt+1 · (Xt+1 −Xt)2 | Ft]
= E[Vˆt+1(Xt+1 −Xt) | Ft]− VtE[Xt+1 −Xt | Ft]− θt+1E[(Xt+1 −Xt)2 | Ft],
joten täytyy myös päteä
E[Vˆt+1(Xt+1 −Xt) | Ft]− VˆtE[Xt+1 −Xt | Ft]− θˆt+1E[(Xt+1 −Xt)2 | Ft] = 0.
Sijoittamalla tähän yhtälöön Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft) saadaan
0 = E[Vˆt+1(Xt+1 −Xt) | Ft]
− [E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft)]E[Xt+1 −Xt | Ft]− θˆt+1E[(Xt+1 −Xt)2 | Ft]
= E[Vˆt+1(Xt+1 −Xt) | Ft]− E(Vˆt+1 | Ft)E[Xt+1 −Xt | Ft]
+ θˆt+1E(Xt+1 −Xt | Ft)E[Xt+1 −Xt | Ft]− θˆt+1E[(Xt+1 −Xt)2 | Ft]
= E[Vˆt+1(Xt+1 −Xt) | Ft]− E(Vˆt+1 | Ft)E[Xt+1 −Xt | Ft]
+ θˆt+1E(Xt+1 −Xt | Ft)2 − θˆt+1E[(Xt+1 −Xt)2 | Ft]
= cov[Vˆt+1, Xt+1 −Xt | Ft]− θˆt+1var[Xt+1 −Xt | Ft],
joten pitää päteä myös
θˆt+1var[Xt+1 −Xt | Ft] = cov[Vˆt+1, Xt+1 −Xt | Ft].
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Siten riskin minimoivalle strategialle pätee
VˆT = Kξ,
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft),
θˆt+1 =
cov[Vˆt+1, Xt+1 −Xt | Ft]
var[Xt+1 −Xt | Ft] 1(var[Xt+1 −Xt | Ft] 6= 0).
Tällöin riskittömälle arvopaperille saadaan tietysti esitys
θˆ00 = Vˆ0,
θˆ0t = Vˆt − θˆt ·Xt
kaikilla t = 1, . . . , T . Kyseisen strategian pitää olla myös L2-sopiva, jotta se olisi haluttu
riskin minimoiva strategia. Jotta yllä määritelty strategia olisi L2-sopiva, sille pitää päteä
VˆT = H
ja
Vˆt, Gˆt ∈ L2(Ω,FT ,P)
kaikilla t = 0, . . . , T . Ensimmäinen ehto pätee selvästi löydetylle strategialle, silläH = Kξ,
mutta jälkimmäinen ehto ei ole yhtä yksinkertainen. Tähän ehtoon palataan luvussa 3.3.
Esimerkki 3.3. Oletetaan, että ξ = 1(τ > T ), toisin sanoen kyseessä on klassinen
elämänvaravakuutus. Oletetaan myös, että
Ft = σ(S11 , . . . , S1t ,1(τ ∈ (0, 1]), . . . ,1(τ ∈ (t− 1, t])),
ja merkitään
σ2t+1 = var[Xt+1 −Xt | Ft].
Tällöin
VˆT = Kξ = K1(τ > T ).
Optimaaliset arvopapereiden määrät hetkellä T ovat
θˆT =





θˆ0T = K1(τ > T )− θˆT ·XT .
Optimaalisen salkun arvoksi hetkellä T − 1 saadaan
VˆT−1 = E(K1(τ > T ) | FT−1)− θˆTE(XT −XT−1 | FT−1).
Lasketaan näitä vähän auki. Koska ξ on riippumaton vektorista (K,S11 , . . . , S1T ), niin
E(K1(τ > T ) | FT−1)
= E(K | FT−1)E(1(τ > T ) | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 2, T − 1])))
= E(K | FT−1)1(τ > T − 1)px+T−1,
sillä
E(1(τ > T ) | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 2, T − 1])))
= E(1(τ > T − 1)1(τ > T | τ > T − 1) | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 2, T − 1])))
= 1(τ > T − 1)E(1(τ > T | τ > T − 1) | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 2, T − 1])))
= 1(τ > T − 1)px+T−1.
Samalla tavalla
cov[K1(τ > T ), XT −XT−1 | FT−1]
= E(K1(τ > T )[XT −XT−1] | FT−1)− E(K1(τ > T ) | FT−1)E(XT −XT−1 | FT−1)
= 1(τ > T − 1)px+T−1E(K[XT −XT−1] | FT−1)
− E(K | FT−1)1(τ > T − 1)px+T−1E(XT −XT−1 | FT−1)
= 1(τ > T − 1)px+T−1cov[K,XT −XT−1 | FT−1].
Siten riskillisen arvopaperin optimaaliseksi määräksi hetkellä T saadaan
θˆT = 1(τ > T − 1)px+T−1 cov[K,XT −XT−1 | FT−1]
σ2T
1(σ2T 6= 0)
ja optimaalisen salkun arvoksi hetkellä T − 1 saadaan
VˆT−1 = E(K1(τ > T ) | FT−1)− θˆTE(XT −XT−1 | FT−1)
= 1(τ > T − 1)px+T−1·




Huomataan, että nämä ovat samanlaista muotoa; optimaalinen riskillisen arvopaperin
määrä, jos suojattavana on pelkästään K, kerrottuna termillä 1(τ > T − 1)px+T−1 ja vas-
taavasti optimaalisen salkun arvo, jos suojattavana on pelkästään K, kerrottuna termillä
1(τ > T − 1)px+T−1. Siis
θˆT = 1(τ > T − 1)px+T−1ηˆT ,
VˆT−1 = 1(τ > T − 1)px+T−1UˆT−1,
missä ηˆ on optimaalinen riskillisen arvopaperin määrä, jos suojattavana on pelkästään K
ja Uˆ on optimaalisen salkun arvo, jos suojattavana on pelkästään K. Katsotaan miltä
optimaaliset arvot näyttävät vielä näitä edeltävinä hetkinä. Tällöin
θˆT−1 =
cov[VˆT−1, XT−1 −XT−2 | FT−2]
σ2T−1
1(σ2T−1 6= 0),
θˆ0T−1 = VˆT−1 − θˆT−1 ·XT−1
ja
VˆT−2 = E(VˆT−1 | FT−2)− θˆT−1E(XT−1 −XT−2 | FT−2).
Toimitaan samoin kuin yllä. Koska ξ on riippumaton vektorista (K,S11 , . . . , S1T ), niin
E(VˆT−1 | FT−2)
= E(1(τ > T − 1)px+T−1UˆT−1 | FT−2)
= E(UˆT−1 | FT−2)E(1(τ > T − 1)px+T−1 | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 3, T − 2])))
= E(UˆT−1 | FT−2)1(τ > T − 2)2px+T−2,
sillä
E(1(τ > T − 1)px+T−1 | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 3, T − 2])))
= E(1(τ > T − 2)1(τ > T − 1 | τ > T − 2)·
px+T−1 | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 3, T − 2])))
= 1(τ > T − 2)px+T−1·
E(1(τ > T − 1 | τ > T − 2) | σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 3, T − 2])))
= 1(τ > T − 2)px+T−1px+T−2
= 1(τ > T − 2)2px+T−2.
Samalla tavalla lasketaan
cov[VˆT−1, XT−1 −XT−2 | FT−2]
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= cov[1(τ > T − 1)px+T−1UˆT−1, XT−1 −XT−2 | FT−2]
= E(1(τ > T − 1)px+T−1UˆT−1[XT−1 −XT−2] | FT−2)
− E(1(τ > T − 1)px+T−1UˆT−1 | FT−2)E(XT−1 −XT−2 | FT−2)
= 1(τ > T − 2)2px+T−2E(UˆT−1[XT−1 −XT−2] | FT−2)
− E(UˆT−1 | FT−2)1(τ > T − 2)2px+T−2E(XT −XT−1 | FT−2)
= 1(τ > T − 2)2px+T−2cov[UˆT−1, XT−1 −XT−2 | FT−2].
Saadaan siis arvot
θˆT−1 = 1(τ > T − 2)2px+T−2 cov[UˆT−1, XT−1 −XT−2 | FT−2]]
σ2T−1
1(σ2T−1 6= 0),
θˆ0T−1 = VˆT−1 − θˆT−1 ·XT−1
ja
VˆT−2 = E(VˆT−1 | FT−2)− θˆT−1E(XT−1 −XT−2 | FT−2)
= 1(τ > T − 2)2px+T−2·
[E(UˆT−1 | FT−2)− E(XT−1 −XT−2 | FT−2)cov[UˆT−1, XT−1 −XT−2 | FT−2]]
σ2T−1
1(σ2T−1 6= 0)].
Siten näille saadaan taas muodot
θˆT−1 = 1(τ > T − 2)2px+T−2ηˆT−1,
VˆT−2 = 1(τ > T − 2)2px+T−2UˆT−2.
Vastaava rakenne toistuu selvästikin kaikilla edellisilläkin ajanhetkillä. Siis
θˆt = 1(τ > t− 1)T−t+1px+t−1ηˆt
kaikilla t = 1, . . . , T ja
Vˆt = 1(τ > t)T−tpx+tUˆt.
kaikilla t = 0, . . . , T − 1. Lisäksi
θˆ00 = Vˆ0,
θˆ0t = Vˆt − θˆt ·Xt
kaikilla t = 1, . . . , T .
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3.3 Valinta odotusarvon ja varianssin väliltä
Lause 3.4. Olkoon d=1 ja merkitään σ2t = var[Xt − Xt−1 | Ft−1]. Oletetaan, että on
olemassa vakio C ∈ R siten, että
(E[Xt −Xt−1 | Ft−1])2 ≤ C · σ2t (3.5)
P - melkein varmasti kaikilla t = 1, . . . , T . Tällöin
VˆT = Kξ,
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft),
θˆt+1 =
cov[Vˆt+1, Xt+1 −Xt | Ft]
σ2t+1
1(σ2t+1 6= 0)
määrittelee lokaalin riskin minimoivan strategian (θˆ0, θˆ).
Todistus. Olkoon d=1 ja C ∈ R sellainen, että 3.5 pätee. Luvussa 3.2 näytettiin jo, että
VˆT = Kξ,
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft),
θˆt+1 =
cov[Vˆt+1, Xt+1 −Xt | Ft]
σ2t+1
1(σ2t+1 6= 0)
määrittelee lokaalin riskin minimoivan strategian, jos strategia on L2-sopiva. Jäljelle jäi
osoittaa, että
Vˆt, Gˆt ∈ L2(Ω,FT ,P)
kaikilla t = 0, . . . , T . Huomataan, että
E[(θˆt · (Xt −Xt−1))2]
= E[(
cov[Vˆt, Xt −Xt−1 | Ft−1]
σ2t
1(σ2t 6= 0) · (Xt −Xt−1))2]
= E[
cov[Vˆt, Xt −Xt−1 | Ft−1]2
σ4t
1(σ2t 6= 0) · (Xt −Xt−1)2]
= E(E[
cov[Vˆt, Xt −Xt−1 | Ft−1]2
σ4t
1(σ2t 6= 0) · (Xt −Xt−1)2 | Ft−1])
= E(
cov[Vˆt, Xt −Xt−1 | Ft−1]2
σ2t
1(σ2t 6= 0)





cov[Vˆt, Xt −Xt−1 | Ft−1]2
σ2t
1(σ2t 6= 0)[1 +
E[Xt −Xt−1 | Ft−1]2
σ2t
])




= (1 + C)E(
cov[Vˆt, Xt −Xt−1 | Ft−1]2
σ2t
)
≤ (1 + C)E(var[Vˆt | Ft−1]var[Xt −Xt−1 | Ft−1]
σ2t
)
= (1 + C)E(var[Vˆt | Ft−1]),
missä viimeinen epäyhtälö seuraa Cauchyn-Schwarzin epäyhtälöstä
cov(X, Y | F)2 ≤ var(X | F)var(Y | F).
Jos Vˆt ∈ L2(Ω,FT ,P), niin odotusarvo E(var[Vˆt | Ft−1]) on määritelty ja äärellinen.
Tällöin myös
θˆt · (Xt −Xt−1) ∈ L2(Ω,FT ,P)
ylemmän laskun nojalla. Siten
Vˆt−1 = E(Vˆt | Ft−1)− θˆtE(Xt −Xt−1 | Ft−1) ∈ L2(Ω,FT ,P).
Koska VˆT = H ∈ L2(Ω,FT ,P) määritelmän nojalla, niin induktion nojalla
Vˆt ∈ L2(Ω,FT ,P)






θˆk · (Xk −Xk−1)
kaikilla t = 1, . . . , T . Selvästi Gˆ0 ∈ L2(Ω,FT ,P), ja selvästi myös Gˆt ∈ L2(Ω,FT ,P)
kaikilla t = 1, . . . , T , sillä θˆt ·(Xt−Xt−1) ∈ L2(Ω,FT ,P) kuten yllä jo näytettiin. Siten yllä
määritelty strategia (θˆ0, θˆ) on L2-sopiva ja siten lokaalin riskin minimoiva strategia.
Huomautus 3.6. Mahdolliset muut lokaalin riskin minimoivat strategiat saadaan strate-
giasta (θˆ0, θˆ) muokkaamalla riskillisen arvopaperin määrää θˆt, jolle pätee σ2t = 0. Yllä
määritelty lokaalin riskin minimoiva strategia (θˆ0, θˆ) on yksikäsitteinen, jos σ2t 6= 0.
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[E(Xs −Xs−1 | Fs−1)]2
var(Xs −Xs−1 | Fs−1)
kaikilla t = 1, . . . , T , kutsutaan (diskontatun) hintaprosessin X odotusarvo-varianssi -
vaihtoprosessiksi.
Huomautus 3.8. Huomataan, että ehton 3.5 pätiessä on olemassa vakio C ∈ R siten, että
(E[Xt −Xt−1 | Ft−1])2 ≤ C · var[Xt −Xt−1 | Ft−1] (3.9)




[E(Xs −Xs−1 | Fs−1)]2




kaikilla t = 1, . . . , T . Tällöin prosessi β on siis rajoitettu. Termillä E(Xs−Xs−1 | Fs−1) ku-
vataan hinnanmuutoksen Xs −Xs−1 ennustetta, ja termillä σt =
√
var[Xt −Xt−1 | Ft−1]
kuvataan todellisen hinnanmuutoksen ja ennustetun hinnanmuutoksen välistä eroa, jo-
ka tässä ajatellaan kuvaavan ennustukseen liittyvän riskin suuruutta. Kuten luvussa 2
kerrottiin, riskiä voidaan kuvata ja siten mitata eri tavoilla riippuen asiayhteydestä. Jos
prosessi β on rajoitettu, niin strategian (ennustettu) tuottama hyöty on samaa suuruus-
luokkaa strategiaan sijoittamiseen liittyvän riskin kanssa.
Huomataan myös, että
(E[Xt −Xt−1 | Ft−1])2 ≤ C · var[Xt −Xt−1 | Ft−1]
⇔ (E[Xt −Xt−1 | Ft−1])2 ≤ C · [E[(Xt −Xt−1)2 | Ft−1]− (E[Xt −Xt−1 | Ft−1])2]
⇔ (E[Xt −Xt−1 | Ft−1])2 + C · (E[Xt −Xt−1 | Ft−1])2 ≤ C · E[(Xt −Xt−1)2 | Ft−1]
⇔ (E[Xt −Xt−1 | Ft−1])2 ≤ C
1 + C
· E[(Xt −Xt−1)2 | Ft−1],
joten ehto 3.5 on yhtäpitävää sen kanssa, että on olemassa vakio D < 1, D ∈ R siten,
että
(E[Xt −Xt−1 | Ft−1])2 ≤ D · E[(Xt −Xt−1)2 | Ft−1]
P - melkein varmasti kaikilla t = 1, . . . , T .
Odotusarvo-varianssi -vaihtoprosessi liittyy olennaisesti myös luvussa 2 esiteltyyn
odotusarvo-varianssi -kriteeriin. Kun prosessi on rajoitettu, niin odotusarvo-varianssi -
kriteerin suhteen optimaalinen strategia sitoumukselle H on olemassa kaikille alkusijoi-
tuksille V0 ∈ R, sillä GT (Θ) on suljettu kentällä L2(Ω,FT ,P) ja siten optimaalinen stra-
tegia on löydettävissä. Todistus tälle löytyy lähteestä Schweizer (1995) [11].
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Esimerkki 3.10. Oletetaan vieläkin, että d = 1. Olkoon riskitön arvopaperi esimerkin
1.2 mukainen, toisin sanoen
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kaikilla t = 1, . . . , T ja X0 = 1. Siten
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E[Xt −Xt−1 | Ft−1] = E[Xt−1(1 +Rt
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1 + it












kaikilla t = 2, . . . , T . Siis huomataan, että
E[Xt −Xt−1 | Ft−1] = Xt−1E(Rt | Ft−1)− it
1 + it
,






kaikilla t = 1, . . . , T . Nyt on olemassa vakio C ∈ R siten, että













var(Rt | Ft−1) = C · var[Xt −Xt−1 | Ft−1]
kaikilla t = 1, . . . , T , kun valitaan C ≥ (E(Rt|Ft−1)−it)2var(Rt|Ft−1) , jos var(Rt | Ft−1) 6= 0. Tällöin siis
3.5 pätee, eli lokaalin riskin minimoiva strategia on olemassa. Jos var(Rt | Ft−1) = 0, niin





0 = var(S1t | Ft−1).
S1t on siis Ft−1 -mitallinen, eli riskillisen arvopaperin hinta hetkellä t tiedetään hetkellä
t− 1. Jos oletetaan, että it = δ kaikilla t = 1, . . . , T , toisin sanoen korko on vakio, niin
S1t
S1t−1
= 1 + δ,
jolloin

























= C · var[Xt −Xt−1 | Ft−1]






4.1 Lokaalin riskin minimoiva strategia yleisessä
tapauksessa
Tehdään nyt sama kuin luvussa 3.2, mutta yleisessä muodossa. Nyt siis optimaalisen stra-
tegian muodostamisessa täytyy muistaa, että Ct+1, Ct, Vt+1, Vt, Gt+1 ja Gt ovat satunnais-
muuttujia, θt+1 on 1×d -satunnaisvektori ja Xt+1 sekä Xt ovat d×1 -satunnaisvektoreita.
Etsitään siis L2-sopiva strategia, joka on odotusarvoltaan omavarainen ja sen kustannus-
prosessi on vahvasti ortogonaalinen diskontatun hintaprosessin kanssa. Selvitetään taas,
milloin nämä ehdot pätevät kyseisessä mallissamme. Strategia muodostetaan hyvin sa-
malla tavalla kuin luvussa 3.2. Nähdään siis, että optimaaliselle strategialle täytyy päteä
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft) (4.1)
ja
0 = E[(Ct+1 − Ct)(Xt+1 −Xt) | Ft]⇔
0 = E[(Ct+1 − Ct)(Xt+1 −Xt)′ | Ft].
Jälkimmäinen ehto saa nyt muodon
0 = E[(Ct+1 − Ct)(Xt+1 −Xt)′ | Ft]
= E[[Vˆt+1 − Vt − θt+1 · (Xt+1 −Xt)](Xt+1 −Xt)′ | Ft]
= E[Vˆt+1(Xt+1 −Xt)′ − Vt(Xt+1 −Xt)′ − θt+1 · (Xt+1 −Xt)(Xt+1 −Xt)′ | Ft]
= E[Vˆt+1(Xt+1 −Xt)′ | Ft]− VtE[(Xt+1 −Xt)′ | Ft]
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− θt+1E[(Xt+1 −Xt)(Xt+1 −Xt)′ | Ft],
joten täytyy päteä
E[Vˆt+1(Xt+1 −Xt)′ | Ft]− VˆtE[(Xt+1 −Xt)′ | Ft]
− θˆt+1E[(Xt+1 −Xt)(Xt+1 −Xt)′ | Ft] = 0.
Sijoittamalla tähän ehto 4.1 saadaan
0 = E[Vˆt+1(Xt+1 −Xt)′ | Ft]− [E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft)]E[(Xt+1 −Xt)′ | Ft]
− θˆt+1E[(Xt+1 −Xt)(Xt+1 −Xt)′ | Ft]
= E[Vˆt+1(Xt+1 −Xt)′ | Ft]− E(Vˆt+1 | Ft)E[(Xt+1 −Xt)′ | Ft]
+ θˆt+1E(Xt+1 −Xt | Ft)E[(Xt+1 −Xt)′ | Ft]− θˆt+1E[(Xt+1 −Xt)(Xt+1 −Xt)′ | Ft]
= E[Vˆt+1(Xt+1 −Xt)′ | Ft]− E(Vˆt+1 | Ft)(E[Xt+1 −Xt | Ft])′
− θˆt+1[E[(Xt+1 −Xt)(Xt+1 −Xt)′ | Ft]− E(Xt+1 −Xt | Ft)(E[Xt+1 −Xt | Ft])′]
= cov[Vˆt+1, Xt+1 −Xt | Ft]− θˆt+1var[Xt+1 −Xt | Ft],
joten pitää päteä myös
θˆt+1var[Xt+1 −Xt | Ft] = cov[Vˆt+1, Xt+1 −Xt | Ft].
Huomataan, että tämä on samaa muotoa kuin luvussa 3.2, mutta nyt yhtälössä esiintyvät
varianssi ja kovarianssi ovat kovarianssimatriiseja. Tiedetään, että neliömatriisi on kään-
tyvä, jos sen determinantti poikkeaa nollasta. Kovarianssimatriisi var[Xt+1 −Xt | Ft] on
määritelmän nojalla neliömatriisi. Kyseinen matriisi ei ole kuitenkaan aina kääntyvä, sillä
sen determinantti voi olla nolla.
Oletetaan nyt, että kovarianssimatriisi var[Xt+1 − Xt | Ft] on kääntyvä, jolloin sillä
on käänteismatriisi (var[Xt+1 −Xt | Ft])−1. Mahdolliselle riskin minimoivalle strategialle
pätee tällöin
VˆT = H,
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft),
θˆt+1 = cov[Vˆt+1, Xt+1 −Xt | Ft](var[Xt+1 −Xt | Ft])−1,
θˆ00 = Vˆ0,
θˆ0t = Vˆt − θˆt ·Xt.
Kyseisen strategian pitää olla myös L2-sopiva, jotta se olisi haluttu riskin minimoiva




Vˆt, Gˆt ∈ L2(Ω,FT ,P)
kaikilla t = 0, . . . , T . Ensimmäinen ehto on taas triviaali. Jälkimmäinen ehto menee hyvin
samaan tapaan kuin luvussa 3.3. Oletetaan nyt, että on olemassa d × d-vakiomatriisi A
siten, että
E(Xt −Xt−1 | Ft−1)E(Xt −Xt−1 | Ft−1)′(var[Xt −Xt−1 | Ft−1])−1 ≤ A (4.2)
kaikilla t = 1, . . . , T . Olkoon Id d× d-identiteettimatriisi. Tällöin
E[(θˆt · (Xt −Xt−1))2]
= E[(θˆt · (Xt −Xt−1))(θˆt · (Xt −Xt−1))′]
= E[θˆt · (Xt −Xt−1)(Xt −Xt−1)′ · θˆ′t]
= E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · (Xt −Xt−1)(Xt −Xt−1)′
· ((var[Xt −Xt−1 | Ft−1])−1)′(cov[Vˆt, Xt −Xt−1 | Ft−1])′].
Koska kovarianssimatriisi var[Xt −Xt−1 | Ft−1] on symmetrinen ja kovarianssimatriisille
cov[Vˆt, Xt −Xt−1 | Ft−1] pätee
cov[Vˆt, Xt −Xt−1 | Ft−1]′ = cov[Xt −Xt−1, Vˆt | Ft−1],
niin ehdollisen odotusarvon ominaisuuksien avulla saadaan
E[(θˆt · (Xt −Xt−1))2]
= E(E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · (Xt −Xt−1)(Xt −Xt−1)′
· (var[Xt −Xt−1 | Ft−1])−1cov[Xt −Xt−1, Vˆt | Ft−1] | Ft−1])
= E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1E((Xt −Xt−1)(Xt −Xt−1)′ | Ft−1)
· (var[Xt −Xt−1 | Ft−1])−1cov[Xt −Xt−1, Vˆt | Ft−1]]
= E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1[var(Xt −Xt−1 | Ft−1)
+ E(Xt −Xt−1 | Ft−1)E(Xt −Xt−1 | Ft−1)′]
· (var[Xt −Xt−1 | Ft−1])−1cov[Xt −Xt−1, Vˆt | Ft−1]].
Nyt ottamalla huomioon ehto 4.2 saadaan
E[(θˆt · (Xt −Xt−1))2]
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≤ E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1[Id + A]
· cov[Xt −Xt−1, Vˆt | Ft−1]]
= E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · cov[Xt −Xt−1, Vˆt | Ft−1]
+ cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1A · cov[Xt −Xt−1, Vˆt | Ft−1]].
Tässä
cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1A · cov[Xt −Xt−1, Vˆt | Ft−1]
on yksiulotteinen satunnaismuuttuja ja A on d×d -vakiomatriisi, joten on olemassa vakio
b ∈ R siten, että
cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1A · cov[Xt −Xt−1, Vˆt | Ft−1]
= b · cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1cov[Xt −Xt−1, Vˆt | Ft−1].
Tällöin
E[(θˆt · (Xt −Xt−1))2]
≤ E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · cov[Xt −Xt−1, Vˆt | Ft−1]
+ b · cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · cov[Xt −Xt−1, Vˆt | Ft−1]]
= (1 + b)E[cov[Vˆt, Xt −Xt−1 | Ft−1](var[Xt −Xt−1 | Ft−1])−1 · cov[Xt −Xt−1, Vˆt | Ft−1]]
≤ (1 + b)E[var(Vˆt | Ft−1)].
Tässä viimeinen epäyhtälö seuraa Cauchyn-Schwarzin epäyhtälöstä matriiseille
var(Y ) ≥ cov(Y,X)var(X)−1cov(X, Y ).
Epäyhtälön todistus löytyy lähteestä Tripathi (1999) [14]. Loppu päättely on täsmälleen
sama kuin luvussa 3.3. Siten yllä määritelty strategia (θˆ0, θˆ) on tällöin L2-sopiva ja siten
lokaalin riskin minimoiva strategia.
Oletetaan nyt, että kovarianssimatriisi var[Xt+1−Xt | Ft] ei ole kääntyvä, toisin sanoen
ei ole d× d-matriisia U siten, että
U · var[Xt+1 −Xt | Ft] = var[Xt+1 −Xt | Ft] · U = Id.
Tällöin yhtälön
θˆt+1var[Xt+1 −Xt | Ft] = cov[Vˆt+1, Xt+1 −Xt | Ft]
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ratkaisu muuttujalle θˆt+1 voidaan laskea niin sanotun Moore-Penrose pseudokäänteismat-
riisin avulla, jos yhtälö on ratkaistavissa. Merkitään tässä V = var[Xt+1 −Xt | Ft], C =
cov[Vˆt+1, Xt+1−Xt | Ft] ja olkoon V + transpoosin V ′ Moore-Penrose pseudokäänteismat-
riisi, jolle määritelmän mukaan pätee
V ′V +V ′ = V ′,
V +V ′V + = V +,
(V ′V +)∗ = V ′V +,
(V +V ′)∗ = V +V ′,
missä ∗ merkitsee konjugaattitranspoosia. Näiden ehtojen avulla saadaan määriteltyä yk-
sikäsitteinen V +, joka on aina olemassa. Todistus tälle löytyy lähteestä Barata ja Hussein
(2012) [1]. Tällöin yhtälöstä saadaan
θˆt+1V = C ⇔
V ′θˆ′t+1 = C
′ ⇒
θˆ′t+1 = V
+C ′ + (Id − V +V ′)w ⇔
θˆt+1 = C(V
+)′ + w′(Id − V (V +)′),
missä w ∈ Rd. Jos matriiseille pätee
V ′V +C ′ = C ′, (4.3)
yhtälöllä on ainakin yksi ratkaisu ja vastaavasti jos ehto 4.3 ei päde niin ratkaisua ei ole
olemassa. Oletetaan nyt, että V ′V +C ′ = C ′ pätee, toisin sanoen C(V +)′V = C. Tällöin
θˆt+1V = C(V
+)′ · V + w′(Id − V (V +)′) · V
= C(V +)′ · V + w′(V − V (V +)′V )
= C + w′(V − V )
= C,
missä käytettiin tietoa, että V ′V +V ′ = V ′, toisin sanoen V (V +)′V = V . Huomautuksena
todettakoon, että tämä lasku on tehty yleisessä muodossa ottamatta huomioon sitä, että
matriisi V on kovarianssimatriisi ja siten symmetrinen, toisin sanoen V ′ = V .
4.2 Vakuutuksen suojaava strategia
Tarkastellaan nyt luvun 3 tilannetta yleisessä tapauksessa, toisin sanoen d ∈ N. Oletetaan
taas, että H = Kξ, missä ξ on esimerkiksi 1(τ > T ) tai 1(τ ≤ T ) kuten aiemmin, ja
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missä Y on se korvaus, jonka vakuutusyhtiö mahdollisesti maksaa vakuutetulle tai tämän
omaisille hetkellä T , eli vakuutuskauden lopussa. Muistetaan, että Y (ja siten myös K)
riippuu riskillisten arvopapereiden kurssikehityksestä. Toisin sanoen kyseessä on sijoitus-
sidonnainen henkivakuutus. Oletetaan lisäksi, että
Ft = σ(S11 , . . . , S1t , . . . , Sd1 , . . . , Sdt ,1(τ ∈ (0, 1]), . . . ,1(τ ∈ (t− 1, t])).
Ft voisi sisältää muutakin hetkellä t käytössä olevaa informaatiota, mutta sillä ei ole
merkitystä mallissamme. Oletetaan myös, että kovarianssimatriisi var[Xt+1 −Xt | Ft] on
kääntyvä. Tällöin lokaalin riskin minimoiva strategia on
VˆT = Kξ,
Vˆt = E(Vˆt+1 | Ft)− θˆt+1E(Xt+1 −Xt | Ft),
θˆt+1 = cov[Vˆt+1, Xt+1 −Xt | Ft](var[Xt+1 −Xt | Ft])−1,
θˆ00 = Vˆ0,
θˆ0t = Vˆt − θˆt ·Xt.
Optimaaliset arvopapereiden määrät hetkellä t = T ovat nyt
θˆT = cov[Kξ,XT −XT−1 | FT−1](var[XT −XT−1 | FT−1])−1
ja
θˆ0T = Kξ − θˆT ·XT
= Kξ − cov[Kξ,XT −XT−1 | FT−1](var[XT −XT−1 | FT−1])−1 ·XT .
Optimaalisen salkun arvo hetkellä T − 1 on
VˆT−1 = E(Kξ | FT−1)− θˆTE(XT −XT−1 | FT−1) = E(Kξ | FT−1)
− cov[Kξ,XT −XT−1 | FT−1](var[XT −XT−1 | FT−1])−1E(XT −XT−1 | FT−1).
Avataan näitä lausekkeita vähän. Merkitään selkeyden vuoksi
σ˜T = σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 1, T ])).
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Samalla tavalla kuin luvussa 3 saadaan
E(Kξ | FT−1) = E(K | FT−1)E(ξ | σ˜T−1).
Lisäksi
cov[Kξ,XT −XT−1 | FT−1]
= E(Kξ[XT −XT−1]′ | FT−1)− E(Kξ | FT−1)[E(XT −XT−1 | FT−1)]′
= E(ξ | σ˜T−1)E(K[XT −XT−1]′ | FT−1)
− E(K | FT−1)E(ξ | σ˜T−1)[E(XT −XT−1 | FT−1)]′
= E(ξ | σ˜T−1)cov[K,XT −XT−1 | FT−1].
Siten riskillisten arvopapereiden optimaalisiksi määriksi saadaan
θˆT = cov[Kξ,XT −XT−1 | FT−1](var[XT −XT−1 | FT−1])−1
= E(ξ | σ˜T−1)cov[K,XT −XT−1 | FT−1] · (var[XT −XT−1 | FT−1])−1
ja
VˆT−1 = E(Kξ | FT−1)− θˆTE(XT −XT−1 | FT−1)
= E(K | FT−1)E(ξ | σ˜T−1)− E(ξ | σ˜T−1)cov[K,XT −XT−1 | FT−1]
· (var[XT −XT−1 | FT−1])−1E(XT −XT−1 | FT−1)
= E(ξ | σ˜T−1)[E(K | FT−1)− cov[K,XT −XT−1 | FT−1]
· (var[XT −XT−1 | FT−1])−1E(XT −XT−1 | FT−1)].
Riskittömän arvopaperin optimaalinen määrä taas on
θˆ0T = Kξ − θˆT ·XT
= Kξ − E(ξ | σ˜T−1)cov[K,XT −XT−1 | FT−1] · (var[XT −XT−1 | FT−1])−1 ·XT .
Huomataan taas, että θˆT ja VˆT−1 ovat samanlaista muotoa; optimaalinen riskillisten ar-
vopapereiden määrä, jos suojattavana on pelkästään K, kerrottuna termillä E(ξ | σ˜T−1)
ja vastaavasti optimaalisen salkun arvo, jos suojattavana on pelkästään K, kerrottuna
termillä E(ξ | σ˜T−1). Siis
θˆT = E(ξ | σ˜T−1)ηˆT ,
VˆT−1 = E(ξ | σ˜T−1)UˆT−1
missä ηˆ on optimaalinen riskillisten arvopapereiden määrä, jos suojattavana on pelkästään
K ja Uˆ on optimaalisen salkun arvo, jos suojattavana on pelkästään K. Katsotaan vielä
50
miltä optimaaliset arvot näyttävät edeltävinä hetkinä, jolloin voidaan nähdä toistuuko
kyseinen rakenne. Selvästi
θˆT−1 = cov[VˆT−1, XT−1 −XtT−2 | FT−2](var[XT−1 −XT−2 | FT−2])−1,
θˆ0T−1 = VˆT−1 − θˆT−1 ·XT−1
ja
VˆT−2 = E(VˆT−1 | FT−2)− θˆT−1E(XT−1 −XT−2 | FT−2)
Toimitaan samoin kuin luvussa 3. Nyt saadaan
E(VˆT−1 | FT−2) = E(E(ξ | σ˜T−1)UˆT−1 | FT−2)
= E(E(ξ | σ˜T−1) | σ˜T−2)E(UˆT−1 | FT−2)
= E(ξ | σ˜T−2)E(UˆT−1 | FT−2),
sillä
σ˜T−2 = σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 3, T − 2]))
⊆ σ(1(τ ∈ (0, 1]), . . . ,1(τ ∈ (T − 2, T − 1])) = σ˜T−1.
Samalla tavalla lasketaan
cov[VˆT−1, XT−1 −XT−2 | FT−2]
= cov[(E(ξ | σ˜T−1)UˆT−1, XT−1 −XT−2 | FT−2]
= E((E(ξ | σ˜T−1)UˆT−1[XT−1 −XT−2]′ | FT−2)
− E((E(ξ | σ˜T−1)UˆT−1 | FT−2)[E(XT−1 −XT−2 | FT−2)]′
= E(ξ | σ˜T−2)E(UˆT−1[XT−1 −XT−2]′ | FT−2)
− E(ξ | σ˜T−2)E(UˆT−1 | FT−2)[E(XT −XT−1 | FT−2)]′
= E(ξ | σ˜T−2)cov[UˆT−1, XT−1 −XT−2 | FT−2].
Saadaan siis arvot
θˆT−1 = E(ξ | σ˜T−2)cov[UˆT−1, XT−1 −XT−2 | FT−2](var[XT−1 −XT−2 | FT−2])−1,
θˆ0T−1 = VˆT−1 − θˆT−1 ·XT−1
ja
VˆT−2 = E(VˆT−1 | FT−2)− θˆT−1E(XT−1 −XT−2 | FT−2)
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= E(ξ | σ˜T−2)E(UˆT−1 | FT−2)− E(ξ | σ˜T−2)cov[UˆT−1, XT−1 −XT−2 | FT−2]
· (var[XT−1 −XT−2 | FT−2])−1E(XT−1 −XT−2 | FT−2)
= E(ξ | σ˜T−2)[E(UˆT−1 | FT−2)− cov[UˆT−1, XT−1 −XT−2 | FT−2]
· (var[XT−1 −XT−2 | FT−2])−1E(XT−1 −XT−2 | FT−2)].
Siten saadaan taas muodot
θˆT−1 = E(ξ | σ˜T−2)ηˆT−1,
VˆT−2 = E(ξ | σ˜T−2)UˆT−2.
Vastaava rakenne toistuu selvästikin kaikilla edellisilläkin ajanhetkillä. Siten
θˆt = E(ξ | σ˜t−1)ηˆt,
VˆT = Kξ,
Vˆt−1 = E(ξ | σ˜t−1)Uˆt−1,
θˆ00 = Vˆ0,
θˆ0t = Vˆt − θˆt ·Xt
kaikilla t = 1, . . . , T .
Esimerkki 4.4. Katsotaan vielä, mitä arvoja E(ξ | σ˜t) saa muuttujan ξ eri arvoilla.
Oletetaan ensin, että ξ = 1(τ > T ). Tällöin
E(ξ | σ˜T−1) = 1(τ > T − 1)px+T−1,
E(ξ | σ˜T−2) = 1(τ > T − 2)2px+T−2,
kuten näytettiin luvussa 3 ja siten
E(1(τ > T ) | σ˜t) = 1(τ > t)T−tpx+t.
Oletetaan nyt, että ξ = 1(τ ≤ T ). Tällöin
E(ξ | σ˜T−1) = E(1(τ ≤ T ) | σ˜T−1) = E(1− 1(τ > T ) | σ˜T−1)
= 1− E(1(τ > T ) | σ˜T−1)
= 1− 1(τ > T − 1)px+T−1
ja siten
E(1(τ ≤ T ) | σ˜t) = 1− 1(τ > t)T−tpx+t.
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