Symbolic powers of edge ideals  by Bahiano, Carlos E.N.
Journal of Algebra 273 (2004) 517–537
www.elsevier.com/locate/jalgebra
Symbolic powers of edge ideals
Carlos E.N. Bahiano 1
Instituto de Matemática, Universidade Federal da Bahia, Av. Ademar de Barros, s/n CEP Salvador, BA, Brazil
Received 28 December 2002
Communicated by Craig Huneke
Abstract
Let I ⊂ R = k[X] = k[X1, . . . ,Xn] be an ideal in a polynomial ring over the field k. We define
the essential symbolic module of I to be the R/I -module F(I ) =⊕r2(I (r)/Σr(I )), where
Σr(I)=∑r−1ı=1 I (ı)I (r−ı) and I (m) stands for the mth symbolic power of I. We will mainly focus
on the case where I is generated by square-free monomials of degree two. Among our main results
are optimal bounds for the degrees of the minimal generators ofF(I ), several criteria for a monomial
to be such a generator and an upper bound for the generation type of the symbolic Rees algebra of I .
As a byproduct we recapture the result of Simis, Vasconcelos, and Villarreal on when such an ideal
is normally torsionfree.
 2004 Elsevier Inc. All rights reserved.
Introduction
In this work we deal centrally with the symbolic powers of an ideal I ⊂ R = k[X] =
k[X1, . . . ,Xn], generated by square-free monomials of degree 2. The mth symbolic power
of I, denoted by I (m), is the intersection of all primary components of Im corresponding
to minimal primes of I (cf. [9]).
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f ∈ I (r) \Σr(I) (resp. f ∈ I (r) \ ((X)I (r) +Σr(I))) will be called an essential generator
(resp. a minimal essential generator) of order r of F(I). The R-submodule Σr =Σr(I)⊂
I (r) will sometimes be referred to as the inessential part of I (r) and likewise its elements.
Note that Σr ⊂Σr−1 ⊂ · · · ⊂Σ2 ⊂ (X)I . It seems natural to define Σ1 = (X)I .
This work was motivated by the following questions raised as a natural sequence to the
results in [3,5–7,10] and [8].
Question 1. Given an ideal I ⊂ R = k[X] generated by square-free monomials, are the
minimal generators of the essential module F(I) square-free monomials?
Question 2. Let G be a simple graph and let I ⊂ k[X] denote the edge ideal of G, i.e., the
ideal generated by the square-free monomials of degree two corresponding to the edges of
G when X denote the vertices of G. Do the square-free minimal generators of F(I) arise
from either induced subgraphs which are odd cycles or complete subgraphs?
A weaker version of the latter question, as to whether G contains an odd cycle if there
is an m 1 such that I (m) 
= Im, has earlier been established in the following result.
Theorem [6, Theorem 5.9]. Let G be a simple connected graph, and let I stand for its
edge ideal. Then G is a bipartite graph if and only if I (r) = I r , for every r  0.
We give a negative answer to the above questions by establishing a necessary condition
on the degree of a monomial Xα in order that it be a minimal generator of the essential
module of the edge ideal of a graph—see Section 1.3 and Theorem 2.9. On the positive
side, our results are general enough to give a second proof of the aforementioned theorem.
Many of the results proved here for the edge ideal of a graph will actually be embodied
in results about the ideal of nonfaces of a simplicial complex through the well known
complementariness principle, by which to a simple graph G with vertices set V (G) =
{x1, . . . , xn} one associates the simplicial complex∆(G) whose faces are the complements
of the covering sets of G. Then the edge ideal I (G) of G coincides with the ideal I∆ of
nonfaces of ∆(G). When I is the edge ideal of a graph G (resp. the ideal of nonfaces of a
simplicial complex ∆) the residue ring k[X]/I will be denoted k[G] (resp. k[∆]).
We will make use of the order function. Recall that the order function associated to the
filtration F = {Ir }r∈N is the map νF :R \ {0}→N∪∞ defined by
νF (f )=max{r ∈N | f ∈ Ir }.
In the case of interest here F is the filtration of symbolic powers of an ideal I . The order
function will be called the symbolic order function of I and denoted by ν(I). Let R(F ) be
the Rees algebra of the filtration F . The generation type of R is the number
gt
(R(F)) :=min{s |R(F )=R[I1t, I2t2, . . . , Is ts]}.
The generation type of the symbolic Rees algebra of the ideal I will be called the symbolic
generation type of I . As is well known, the generation type may turn out to be infinite.
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generation type is finite. Actually, his proof gives a easy bound for this number, the
maximum degree of minimal generators of R(F). One of our purposes here is to give
a more precise bound that takes in account the details of ideals generated by square-free
monomials of degree two. One can easy see that the symbolic Rees algebraR(F) is finitely
generated if and only if the R-module F(I) is finitely generated.
We now state our main results. Throughout we will assume that char(k) = 0 to
avoid tedious repetitions. The first of these results is a handy criterium for a square-free
monomial to be an essential generator.
Proposition. Let I ⊂ k[X1, . . . ,Xn] be the edge ideal of a simple graph G. Then
X1 · · ·Xn is a minimal essential generator of F(I) if and only if for any disjoint partition
{X1, . . . ,Xn} =M ∪N , one has
dim
k[N]
I ∩ k[N] + dim
k[M]
I ∩ k[M]  dimk[G] + 1.
The next result relates the symbolic order function to the degrees of essential generators
of F(I) in the case where I is generated by square-free monomials.
Proposition. Let ∆ be a simplicial complex, let I = I∆ ⊂ k[X] stand for the ideal
generated by its nonfaces and let c = Max{|β|: Xβ ∈ I \ (X)I } stand for the maximum
degree of a minimal generator of I . If Xα ∈ I (r) is an essential generator of order r of
F(I) then
(1) r  ν(I)(Xα)− c + 1  ht Iα − c + 1, where Iα denotes the ideal of nonfaces of the
subcomplex of ∆ induced by the support of Xα .
(2) If further Xα /∈ (X)I (r) or if ∆ is complementary to a graph, one has r = ν(I)(Xα).
The following result expresses the slight complication of symbolic powers when passing
from a graph to the cone over it. The number b(α) in the statement is defined in Section 1.
Proposition. Let G be a simple graph with vertices X= {X1, . . . ,Xn}, let G′ be the cone
over G with vertices X ∪ {Y } and let I ⊂ k[X] and J ⊂ k[X, Y ] be the respective edge
ideals. Let Xα be any monomial. Then
(i) For any integer r  0, Xα ∈ I (r) if and only if YXα ∈ J (r+1).
(ii) Xα ∈ (X)I (ν(I )(α))+Σν(I)(α) if and only if YXα ∈ (X, Y )J (ν(J )(α)+1)+Σν(J)(α)+1(J ).
(iii) For any integer q  1, Y q ·Xα is a minimal essential generator of F(J ) if only if Xα
is a minimal essential generator of F(I) and q  b(α).
For graphs which are odd cycles the product of all variables is a minimal essential
generator. There is a weak converse to this fact.
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edge ideal I ⊂ k[X1, . . . ,Xn]. If X1 · · ·Xn is a minimal essential generator of F(I) then
n 2h− 1.
Using the previous proposition along with a polarization method, we obtain the
following bounds for a general monomial to be a minimal essential generator.
Theorem. Let G be a simple graph with edge ideal I . If Xα is a minimal essential
generator of F(I) belonging to I (r) then r + 1 |α| 2r − 1.
Making use of the above criterium and polarization we derive the following “degree
lowering” device.
Proposition. Let G be a simple graph with edge ideal I . If a monomial Xα is a minimal
essential generator of F(I) then so is Xβ for every Xβ such that Supp(Xα)= Supp(Xβ)
and Xβ |Xα . In particular the product of the elements in Supp(Xα) is a minimal essential
generator as well.
The theory leads effortlessly to the following multiplicative bound for the symbolic
generation type.
Proposition. Let I stand for the edge ideal of a simple graph in n vertices and let h= ht I .
Then the symbolic generation type of I is at most (n− 1)(n− h).
Vasconcelos has asked whether this bound can be drastically reduced by erasing the
second factor altogether. Since the bound is attained by a complete graph and h= n− 1 in
this case and since any graph is a subgraph of a complete one, the question is tempting.
1. The main notions
1.1. Essential generators in the case of a radical monomial ideal
Given a radical monomial ideal I ⊂ k[X1, . . . ,Xn], it’s well known that I is the ideal
generated by the nonfaces of a unique simplicial complex ∆ with n vertices {x1, . . . , xn}
(see [11, Chapter 5]). We write I = I∆ to stress this correspondence.
Let ∆ be a simplicial complex with vertices {x1, . . . , xn}, let α = (α1, . . . , αn) ∈Nn, let
Xα := Xα1 · · ·Xαn ∈ k[X1, . . . ,Xn] be a monomial and let W = {xı1, . . . , xır } be a subset
of vertices. We fix the following notation throughout.
• Supp(Xα) := {Xı | αı 
= 0}.
• ∆(α) := the simplicial subcomplex induced by Supp(Xα).
• Iα := I ∩ k[Supp(Xα)] the ideal of nonfaces of ∆(α).
• XW :=Xı1 · · ·Xır .• Xα :=∏α 
=0Xı.ı
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k[∆] = k[X]/I∆. The next result points out to a systematic way to obtain such elements.
Proposition 1.1. Let ∆ be a simplicial complex with vertex set X = {X1, . . . ,Xn} and let
F be a face of ∆. The polynomial





′ ∈∆ a facet,
is a nonzerodivisor on k[∆] = k[X]/I∆.
Proof. Supposing otherwise, let P be an associated prime of k[X]/I containing pa(F ).
Now, P is generated by those variables corresponding to vertices of the complement of a
facet F ′ ∈∆ (cf. [11, Chapter 5]), hence each term of pa(F ) belongs to P . In particular,
XF ∈ P and this implies that F ∩F ′ 
= F . Therefore,XF ′ is a term of pa(F ), and XF ′ ∈ P
and that contradicts the fact that P is generated by variables associated to vertices in the
complement of Supp(XF ′). ✷
As one can check, the part pc(F ) :=∑F ′∩F 
=F X′F is such that pc(F )XF ∈ I , hence is
a zerodivisor in k[∆]. This suggests calling pc(F ) a face conductor polynomial.
Face conductor polynomials are sensitive only to the support of a face. However, by and
large, we will make use of a similar object which is sensitive to a monomial regardless of
whether it supports or not a face of ∆.
Definition 1.2. Let ∆ be a simplicial complex, let I = I∆ and let Xα ∈ k[X] be a monomial.












I stands for the sum of those terms of (
∏
pa(Xı)
αı )−Xα belonging to I .
This polynomial is rather complicated. However, it has the following useful features.
Lemma 1.3. Notation as above, one has:
(i) Xα ∈ (I : pc(Xα)).
(ii) pc(Xα) is regular on k[∆] if and only if Xα ∈ I∆.
Proof. (i) In general, if a monomial Xβ is such that Supp(Xβ) corresponds to a facet, then
XjX




ı · · ·Xαırıır ·XF |α|−(αı1+···+αırı ),1 ı
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αırı
ırı
)⊆ F , and F is a facet of ∆. It follows that Xα ∈ (I : pc(Xα)).
(ii) Sufficiency follows immediately from item (i). Conversely, if pc(Xα) is a
zerodivisor in k[∆] and Xα ∈ I∆, there must exist a facet F and a associated prime
PF of k[∆] for which pc(Xα) ∈ PF . It follows that pc(Xα) + Xα + ∑I ∈ PF
(where ∑I has meaning as in Definition 1.2) and this implies that ∏pa(Xı)αı ∈ PF .
Therefore, there would exist an index ı such that pa(Xı) ∈ PF and that would contradict
Proposition 1.1. ✷
We now introduce a bit more of notation.
Let ∆ be a simplicial complex in n vertices and let F(∆) denote the set of facets of the
simplicial complex ∆. Further, given α ∈Nn, set
(i) B(α) := {β ∈Nn: Xβ |Xα, Supp(Xβ) ∈ F(∆(α))},
(ii) b(α) :=Max{|β|; Xβ ∈ B(α)}.
With this notation we have the following
Proposition 1.4. Let I ⊂ k[X] = k[X1, . . . ,Xn] be an ideal generated by square-free
monomials and let Xα ∈ I . Then
Xα ∈ (I |α|−b(α) : pc(Xα)).
Proof. Let ∆ be the simplicial complex associated to I. We know that the terms of
pc(X
α) have the form Xαı1ı1 · · ·X
αımı
ımı




a facet of ∆(α), contained in a facet F ∈ ∆. Thus, αı1 + · · · + αımı  b(α). A typical
term of the product Xα · pc(Xα) has the form Xα · Xαı1ı1 · · ·X
αımı
ımı
· XF |α|−(αı1+···+αımı ).
Thus, as one sees, there are |α| − (αı1 + · · · + αımı ) products corresponding to nonfaces
of ∆. On the other hand, since Supp(Xαı1ı1 · · ·X
αımı
ımı
) is a face of ∆(α), it follows that
|α| − (αı1 + · · · + αımı ) |α| − b(α). ✷
1.2. Symbolic order function and differential operators
Many questions about symbolic powers over a field of characteristic zero are largely
souped up through the use of differential operators.






∈ I, ∀α such that |α| r − 1
}
. (1)
The two sorts of powers are related by the celebrated
Theorem 1.5 [1, Theorem 3.14]. Let k[X] be a polynomial ring over a field k of
characteristic zero. If P ⊂ k[X] is a prime ideal then P (r) = P 〈r〉, ∀r  0.
Corollary 1.6 (chark = 0). If I is radical ideal, then I (r) = I 〈r〉, ∀r  0.
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r  0. On the other hand, infinitesimal powers commutes with intersections as one easily
checks. The corollary follows immediately from this. ✷
Another useful tool is the order function ν(I) attached to the filtration of symbolic
powers of an ideal I , defined by ν(I)(f )=max{r;f ∈ I (r)}.
The symbolic order function bears some relation to the initial degrees of I . Given a
polynomial f ∈ k[X], we write f =∑fd, where fd is the homogeneous part of f of
degree d . Recall that indeg(f ) = min{d | fd 
= 0}. If I ⊂ k[X] is a homogeneous ideal,
one sets indeg(I)=min{indeg(g) | g ∈ I \ {0}}.
Lemma 1.7. Let R = k[X], with k a field of characteristic zero, and let I ⊂R be a radical
ideal.
(1) If I is homogeneous, then ν(I)(f ) indeg(f )− indeg(I)+ 1 for all f ∈R \ {0}.
(2) If I is generated by monomials then ν(I)(f ) = min{ν(I)(Xσ ) | cσ 
= 0 }, where f =⊕
σ cσX
σ , with Xα 
=Xβ whenever α 
= β and cα, cβ 
= 0.
Proof. (1) This uses Theorem 1.6. Indeed, if f ∈ I (r) then ∂ |b|f/∂Xb ∈ I for every b ∈Nn
such that |b| r − 1. On the other hand we have:
(i) indeg(∂ |b|f/∂Xb)= indeg(f )− |b|,
(ii) ∂ |b|f/∂Xb ∈ I ⇒ indeg(∂ |b|f/∂Xb) indeg(I).
It follows that, indeg(f )  indeg(I) + |b|, ∀|b|  r − 1. In particular, r  indeg(f ) −
indeg(I)+ 1, as claimed.
(2) This follows from the fact that, in this case, for any differential operator ∂ of order
at most ν(I)(f ) − 1, we have ∂(f ) =⊕σ cσ ∂(Xσ ) ∈ I if and only if ∂(Xσ ) ∈ I for
every cσ 
= 0. This last claim stems from the additivity of a differential operator and the
hypothesis that I is generated by monomials. ✷
When f = Xα, we will for the sake of simplicity sometimes write ν(I)(α) instead of
ν(I)(X
α).
The few subsequent results establish the role of the symbolic order function in our
theory.
Proposition 1.8. Let I ⊂ k[X] = k[X1, . . . ,Xn] be an ideal generated by square-free
monomials and let Xα ∈ k[X]. Then ν(I)(Xα)= |α| − b(α).
Proof. Let ∆ be the simplicial complex associated to I (i.e., I = I∆). If Xα /∈ I,
then ν(I)(Xα) = 0 and |α| − b(α) = 0, since Supp(Xα) is a face of ∆. Suppose
Xα ∈ I. Since pc(Xα) is a nonzerodivisor on k[∆], it follows from Proposition 1.4 that
|α| − b(α)  ν(I)(Xα). Conversely, we cannot have |α| − b(α) < ν(I)(Xα). In fact, if
|α| − b(α) < ν(I)(Xα), choose Xβ ∈ B(α) such that |β| = b(α). Define Xθ = Xα/Xβ .
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= 0). But this would contradict the choice of Xβ .
Therefore, ν(I)(Xα)= |α| − b(α). ✷
Corollary 1.9. If Xα is a square-free monomial then |α| − b(α)= ht(Iα).
Proof. In fact, in this case the elements of B(α) are faces of ∆(α), therefore, b(α) is
the maximum of cardinalities of faces in ∆(α) which is obviously attained for facets
in ∆(α), of maximum cardinality. On the other hand, the latter is the dimension of
k[∆(α)] = k[Supp(Xα)]/Iα, and the latter is equal to |α| − ht(Iα). ✷
Theorem 1.10. Let ∆ be a simplicial complex, let I = I∆ ⊂ k[X] stand for the ideal
generated by its nonfaces and let c = Max{|β|: Xβ ∈ I \ (X)I } stand for the maximum
degree of a minimal generator of I . If Xα ∈ I (r) is essential then
(1) r  ν(I)(Xα)− c + 1  ht Iα − c + 1, where Iα denotes the ideal of nonfaces of the
subcomplex of ∆ induced by the support of Xα .
(2) If further Xα /∈ (X)I (r) or if ∆ is complementary to a graph, one has r = ν(I)(Xα).
Proof. (1) Since ν(I)(α)  ht Iα, it is enough to prove the leftmost inequality. Suppose
that r  ν(I)(α)− c. Let Xı1 · · ·Xıt ∈ I be a minimal generator of I dividing Xα . In this
case t  c, hence applying the differential operator ∂t
∂Xı1 ··· ∂Xıt yields
Xα
Xı1 · · ·Xıt
∈ I (|α|−b(α)−t ) ⊆ I (|α|−b(α)−c) ⊆ I (ν(I )(α)−c) ⊆ I (r−1).
Therefore,
Xα =Xı1 · · ·Xıt ·
Xα
Xı1 · · ·Xır
∈ II (r−1),
which is a contradiction. Therefore, r > ν(I)(α)− c, i.e., r  ν(I)(α)− c+ 1.
(2) If Xα is a minimal generator then Xα /∈ (X)I (r) hence Xα /∈ I (r+1) and,
consequently, ν(I)(α)= r.
Next assume that I is generated by square-free monomials of degree two. If r < ν(I)(α)
then, choosing a nonface whose corresponding product XıX divides Xα , we get
Xα
XıX
∈ I (ν(I )(α)−2).
On the other hand, ν(I)(α)− 2 r − 1, and therefore I (ν(I )(α)−2) ⊆ I (r−1). Consequently
Xα ∈ II (r−1), and this contradicts the fact that (the residue class of) Xα is nonzero in
Fr (I ). ✷
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ht I∆ = n − s. Given a monomial Xα = Xβ · X1 · · ·Xn ∈ I , we have |α| − b(α) > h if
and only if Supp(Xβ) 
⊆ F for every maximal facet F ∈∆.
Proof. Let F= {Xı1 , . . . ,Xıs }, be a facet of maximum cardinality. Set
Xθ = X1 · · ·Xn
Xı1 · · ·Xıs
.
According to Theorem 1.6, (∂ |θ |/∂Xθ)(Xα) ∈ I because |θ | = n− s  |α| − b(α). On the
other hand, (∂ |θ |/∂Xθ)(Xα)= cXβ ·Xı1 · · ·Xıs (some c 
= 0). Therefore Supp(Xβ) 
⊆ F.





















If F is a facet of maximum cardinality, then t = s and |β| −∑j∈{ı1,...,ım} βj > 0. If F is
not a facet of maximum cardinality, then n− t > n− s. In any case, |α| − b(F) ht I + 1.
Since |α| − b(α) = Min{|α| − b(F) | F ∈ ∆}, we conclude that |α| − b(α)  ht I + 1, as
claimed. ✷
Corollary 1.12. Let ∆ be an unmixed simplicial complex and let Xα ∈ I = I∆ be such that
Supp(Xα)= {X1, . . . ,Xn}. If |α| − b(α) > ht I then Xα ∈ I (ht I )I (|α|−b(α)−ht I ).
Proof. In this case, Xβ ∈ I and
min








where s = n− ht I . But this means that |β| − b(β)= |α| − b(α)− (n− s). ✷
1.3. Basic examples
The following examples are meant to illustrate the theory so far. Some of them supply
counter examples to natural questions.
Example 1.13 (Complete graphs). In this case, the associated (complementary) simplicial
complex is trivial, i.e., its facets are single vertices. This case is completely understood,
according to the following result.
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(i) The minimal generators of Fr (I ) are the square-free monomials of degree r + 1.






)= 2n − [(n+12 )+ 1] over k.(iii) The symbolic generation type of I is n− 1.
Proof. (i) is an immediate consequence of Corollary 1.12, since every simplicial
subcomplex is unmixed, in this case, and its corresponding ideal has height equal to its
number of vertices minus one. In fact, given
Xα ∈ I
(r)
(X) · I (r) +Σr ,




Xi ∈ I (r).
(ii) is an immediate consequence thereof, since Fr (I ) 
= 0 implies AnnFr (I ) = (X)




Finally, (iii) follows directly from the fact that Fr (I ) = 0, ∀r  n, and Fn−1(I) is
generated by the residue class of X1 · · ·Xn hence Fn−1(I) is a one-dimensional k-vector
space. Therefore,R(I ) =R[I t, I (2)t2, . . . , I (n−2)tn−2,X1 · · ·Xntn−1]. ✷
Next is possibly the simplest example of a simplicial complex not coming from a graph
that gives a counterexample to Question 1 mentioned in the introduction. Note however
that the complex is not unmixed.
Example 1.15 (Single-faced tetrahedron). The ideal I = (X1X2X3,X1X2X4,X1X3X4)
is the ideal of nonfaces of a tetrahedron with three faces removed. A direct calculation,
shows that X21X2X3X4 ∈ I (2) \ (X1,X2,X3,X4) · I (2) + I 2. One can actually show that
I (2) = (X21X2X3X4)+ I 2.
Example 1.16 (The cone over a pentagon). The ideal
I = (YX1, YX2, YX3, YX4, YX5,X1X2,X2X3,X3X4,X4X5,X5X1)
is the edge ideal of a cone over a cycle with 5 vertices.
This is an example of an edge ideal which has a non square-free minimal essential
generator. Therefore it is a negative answer to Question 1 in the special case of graphs.
A direct verification shows that Y 2X1X2X3X4X5 ∈ I (5) \ (X1, . . . ,X5)I (5) +Σ5.
Using Macaulay2 [2], we get that the symbolic generation type of I is 5 (cf.
Theorem 2.6 for an indirect verification) and that the symbolic Rees algebra is minimally
generated in degrees 1,2,3,4,5, namely by
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YX1 · · ·X5t4, Y 2X1 · · ·X5t5.
Example 1.17 (The suspension of a cone). Consider the suspension of the cone in the
previous example. Recall the fact that the suspension of any simple graph is unmixed, in
fact Cohen–Macaulay (cf. [10]). Here again Y 2X1X2X3X4X5 ∈ I (5) \(X)I (5)+Σ5, where
I is the edge ideal of the suspension.
Example 1.18 (A partial cone over a pentagon). Consider the graph with vertex set
{X1, . . . ,X5, Y } whose edge ideal is
I = (X1X2,X2X3,X3X4,X4X5,X5X1,X1Y,X2Y,X5Y ).
(This is a pentagon plus three edges joining a new vertex Y to three subsequent vertices
of the pentagon.) A direct calculation using the differential criterium shows that the product
of all vertices of the graph is a minimal essential element belonging to I (4), but the graph
does not even admit a Hamiltonian cycle. Thus, this is a counterexample to Question 2 in
the introduction. Of course, the graph admits essential elements in I (2) and I (3) which are
given by the product of variables corresponding to the vertex set of triangles and pentagons,
respectively.
2. Degrees of essential generators and the symbolic generation type
In this section we will mainly deal with the edge ideal of a simple graph. Our main
purpose is to establish degree bounds on monomials that are minimal symbolic generators
of the ideal.
2.1. Essential generators for cycles and cones
We start by giving a criterium in terms of dimensions of certain rings for detecting
square-free essential generators.
Proposition 2.1. Let I ⊂ k[X1, . . . ,Xn] be the edge ideal of a simple graph G. Then
X1 · · ·Xn is a minimal essential generator of F(I) if and only if for any disjoint partition
{X1, . . . ,Xn} =M ∪N , one has
dim
k[N]
I ∩ k[N] + dim
k[M]
I ∩ k[M]  dimk[G] + 1.
Proof. Let M ∪N be any disjoint partition. Clearly, IM := I ∩ k[M] and IN := I ∩ k[N]
are the edge ideals of the induced subgraphs of G on vertices M, and N , respectively.
Let X =X1 · · ·Xn and let, accordingly, XM and XN denote the product of all elements
of M and of N , respectively.
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ht IN . Moreover, ν(I)(XM) + ν(I)(XN)  ν(I)(X). On the other hand, by Theorem 1.10,








< dimk[G] + 1.
Using the above equalities, one sees that this is equivalent to having ν(I)(XM) +
ν(I)(XN) > ν(I)(X) − 1, and, since the reverse inequality always holds, is equivalent to
the equality ν(I)(XM) + ν(I)(XN) = ν(I)(X). Thus, if ν(I)(XM) > 0 and ν(I)(XN) > 0,
the assumed inequality is equivalent to saying that X ∈ Σν(I)(X). If, say, ν(I)(XM) = 0,
this means that M is a set of non adjacent vertices, and this is equivalent to saying that






< dimk[G] + 1
⇔ X ∈ (X1, . . . ,Xn)I (ν(I )(X)) +Σν(I)(X). ✷
Corollary 2.2. Let C2r−1 (r  2) denote the graph corresponding to an odd cycle with
vertex set {X1, . . . ,X2r−1} that has no proper subcycles. Then X1 · · ·X2r−1 is a minimal
essential generator.
Proof. Let I = I (C2r−1), be its edge ideal. Thus ht I = r, and dimk[C2r−1] = r − 1. In
fact, for any Xı the subgraph induced by Supp(X1 · · ·X2r−1/Xı) is a product of r − 1
edges and, hence X1 · · ·X2r−1 ∈ I (r). On the other hand, if we number the vertices
in such a way that {X1X2, . . . ,X2r−2X2r−1,X2r−1X1} are the edges of C2r−1, then
∂(X1 · · ·X2r−1) /∈ I , where ∂ = ∂r/∂X1∂X2∂X4 · · ·∂X2r−2, a differential operator ∂θ of
order r . Hence ht I = ν(I)(X1 · · ·X2r−1)= r.
Suppose X1 · · ·X2r−1 = XαXβ, for some disjoint partition with |α| odd. Since the





 |α| + 1.
On the other hand, since |β| is necessarily even and the subgraph induced by its support is






Therefore, 2(dimk[G(α)] + dimk[G(β)])  |α| + |β| + 1 = 2r = 2(dimk[C2r−1] + 1),
hence we are through by Proposition 2.1. ✷
Recall that if X is a vertex of a graph G, its neighborhood is defined to be the
subset of vertices in G which are adjacent to X. The algebraic version is given by
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Proposition 2.3. Let G′ be a simple graph with vertex set {X1, . . . ,Xn,Y } and G=G′ −Y
the subgraph induced by {X1, . . . ,Xn}. Let J, I be the respective edge ideals. Assume that
no minimal covering set of G contains Γ (Y ). Then
(1) ht(J )= ht(I)+ 1.
(2) If X1 · · ·Xn is a minimal essential generator of F(I) then X1 · · ·XnY is a minimal
essential generator of F(J ).
Proof. (1) It is well known that a minimal covering set of a graph corresponds to a
minimal prime ideal of its edge ideal. Thus, the assumption means that no minimal prime
of I contains the set Γ (Y )= {Xi1, . . . ,Xir }. On the other hand, J = (I, Xi1Y, . . . ,Xir Y )
where Γ (Y ) = {Xi1 , . . . ,Xir }. Then, on one hand, since the ambient ring is polynomial,
ht(J )  ht I + 1. On the other hand, let P ⊂ k[X1, . . . ,Xn,Y ] be a minimal prime of J
such that htP = htJ . Then P contains a minimal prime ℘ ⊂ k[X1, . . . ,Xn] of I . Since P
misses some Xij ∈ Γ (Y ) it must be the case that Y ∈ P . Therefore, (℘,Y )⊂ P and hence
htP  ht℘ + 1 ht I + 1, showing the reverse inequality.
(2) We first note that, for every r  0, the inclusion I ⊂ J induces an inclusion I (r) →
J (r) and, moreover, J (r) ∩ k[X1, . . . ,Xn] = I (r). To see this one uses the differential
criterium for infinitesimal powers. Now set h = ht(I) and suppose that X1 · · ·Xn is a
minimal essential generator of F(I). Then it is necessarily essential in symbolic degree
h of I (cf. Corollary 1.9 and Proposition 1.10). Now, by the same token, X1 · · ·XnY
can only be minimal essential in symbolic degree h + 1 of J by the first part of the
present proposition. Therefore, if X1 · · ·XnY is not a minimal essential generator of F(J )
then, after suitable renaming of variables if needed, we may assume that X1 · · ·XnY =
X1 · · ·XtY · Xt+1 · · ·Xn, where X1 · · ·XtY ∈ J (s), and Xt+1 · · ·Xn ∈ J (h+1−s), s  h.
Now if s = 1, then Xt+1 · · ·Xn ∈ J (h) and, therefore, X1 · · ·Xn ∈ (X1, . . . ,Xt ) · I (h),
contradicting the assumption that X1 · · ·Xn is minimal. If s > 1, then X1 · · ·XtY/Y ∈
J (s−1), and therefore X1 · · ·Xn ∈ J (s−1) · J (h−(s−1)), contradicting the assumption that
X1 · · ·Xn is essential. ✷
Remark 2.4. Part (1) of the previous proposition is also a consequence of Proposition 1.11.
The converse of item (2) in the previous proposition does not hold, as one sees by taking an
odd cycle without proper subcycles, since by erasing any vertex thereof we get a bipartite
graph (however, see Theorem 2.6 below).
In a special case, a converse can be stated.
Proposition 2.5. Let G be a simple graph with vertices set V = {X1, . . . ,Xn,Y } such that
Γ (Y )= Γ (X1). If X1 · · ·XnY is a minimal essential generator then X1 · · ·Xn is a minimal
essential generator.
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and s = dim(k[X1, . . . ,Xn,Y ]/I). Since X1 · · ·XnY is a minimal essential generator, we
have ht(I ∩ k[X1, . . . ,Xn]) = ν(I)(X1 · · ·Xn) = h − 1, and s = dim(k[X1, . . . ,Xn]/I ∩
k[X1, . . . ,Xn]). Suppose that X1 · · ·Xn is not essential and choose a nontrivial partition
N ∪M = {X1, . . . ,Xn} with X1 ∈N and degree of XN largest. ThenX1 · · ·Xn =XN ·XM
with ν(I)(XN)+ ν(I)(XM)= h−1 or, equivalently, dim(k[N]/I ∩k[N])+dim(k[M]/I ∩
k[M]) = s. But X1 · · ·XnY is a minimal essential generator by Proposition 2.1, hence
dim(k[Y,N]/I ∩k[Y,N])+dim(k[M]/I ∩k[M]) s+1, thus implying dim(k[Y,N]/I ∩
k[Y,N])= dim(k[N]I ∩ k[N])+ 1. Therefore Γ (X1) ∩ k[N] = Γ (Y ) ∩ k[N] is a subset
of every minimal prime of I ∩ k[N] of minimum height.
Now suppose that Xı ∈ Γ (Y ) ∩ k[M], for some ı . Then there are two alternatives
according as to whether ν(I)(XM/Xı) = ν(I)(XM) or ν(I)(XM/Xı) = ν(I)(XM) − 1.
The first alternative leads us to ν(I)(XMY) = ν(I)(XM) + 1 and X1 · · ·XnY ∈ II (h−1),
contradicting the fact that X1 · · ·XnY is an essential generator. The second alternative
gives ν(I)(XıXN) = ν(I)(XN)+ 1 and (XıXN)XM ∈Σh−1, hence Supp(XıXN) ∪M =
{X1, . . . ,Xn}would yield a nontrivial partition with deg(XıXN) > deg(XN), contradicting
the choice of XN . Consequently, Γ (Y ) ∩ k[M] = ∅, which means that Γ (X1) =
Γ (Y )⊆N .
To conclude, since X1 · · ·XnY is a minimal essential generator, there exists a minimal
prime P of I of minimum height such that X1, Y ∈ P, ht(P ∩ k[X])= h− 1, hence P ∩
k[N] is a minimal prime of I ∩k[N] of minimum height. Therefore, {X1, Y }∪Γ (X1)⊆ P ,
contradicting the fact that minimal primes of minimum height correspond to minimum
covering sets of vertices. ✷
The following theorem expands on the relation between a graph and the cone over it.
This is not quite a special case of Proposition 2.3 as we deal with arbitrary monomials (not
just square-free).
Theorem 2.6. Let G be a simple graph with vertices X= {X1, . . . ,Xn}, let G′ be the cone
over G with vertices X ∪ {Y } and let I ⊂ k[X] and J ⊂ k[X, Y ] be the respective edge
ideals. Let Xα be any monomial. Then
(i) For any integer r  0, Xα ∈ I (r) if and only if YXα ∈ J (r+1).
(ii) Xα ∈ (X)I (ν(I )(α))+Σν(I)(α) if and only if YXα ∈ (X, Y )J (ν(J )(α)+1)+Σν(J)(α)+1(J ).
(iii) For any integer q  1, Y q ·Xα is a minimal essential generator of F(J ) if only if Xα
is a minimal essential generator of F(I) and q  b(α).
Proof. As in the proof of Proposition 2.3, one can check that I (r) = J (r) ∩ k[X]. Also,
as in Proposition 2.3(1), htJ = ht I + 1. However, since Xα is an arbitrary monomial, we
have to be more careful about arguing directly with these heights. Instead, we argue as
follows.
Let ∆(α) and ∆′ denote the simplicial complexes associated to the induced subgraphs
generated by Supp(Xα) and Supp(YXα), respectively. Clearly, a facet of ∆′ is either
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Proposition 1.8, ν(J )(YXα)= |α| + 1− b(α)= ν(I)(α)+ 1. Consequently, one has




 r + 1 ⇔ YXα ∈ J (r+1).
This shows the contention of (i).
To prove (ii), one notes that if YXα ∈ (X, Y )J (r+1), there are two alternatives according
as to whether YXα = YXı1 · · ·Xıt · Xβ, with Xβ ∈ J (r+1) or else YXα = YXβ · Xθ ,
with YXβ ∈ J (r+1−4) and Xθ ∈ J (4) (1  4  r). The first implies Xα ∈ I (r+1) ⊆ Σr
or YXα =Xı1 · · ·Xıt · YXβ, with YXβ ∈ J (r+1). In this case, by item (i), Xβ ∈ I (r) and,
therefore, Xα ∈ (X) · I (r). In the second alternative, if r + 1 − 4 = 1, then r = 4 and so
Xα ∈ (Supp(Xβ)) · I (r). On the other hand, if r + 1 − 4  2, then 4  r − 1 and again
by (i), Xβ ∈ I (r−j), thence Xα ∈Σr.
Conversely, Xα = Xı1 · · ·Xıt · Xβ , with Xβ ∈ I (r), then YXı1 · · ·Xıt ∈ J and conse-
quently YXα ∈ J J (r). On the other hand, if Xα =Xβ ·Xθ, withXβ ∈ I (r−4) andXθ ∈ I (4)
then YXβ ∈ J (r−4+1) and so YXα ∈ J (r+1−4) · J (4).
To prove (iii) we induct on q . Item (ii) takes care of the case q = 1. Let us assume
it holds for q  1 and let q + 1  b(α). We want to prove that Y q+1Xα is an essential
element. If not, we have, say,
Y q+1Xα = Y q ′Xα′ · Y q ′′Xα′′ (2)




)= b(Y qXα)= b(α),
hence ν(J )(Y qXα) = ν(J )(Y q+1Xα) − 1 by Proposition 1.8. Therefore, applying ∂∂Y to
Eq. (2), we get












′)+ ν(J )(Y q ′′−1Xα′′)= ν(J )(Y qXα).
Consequently, Y qXα is not essential, contradicting the inductive hypothesis.




Y q−1Xα )= q − 1+ |α| − 1− (q − 1)= q + |α| − q − 1 = ν(J )(Y qXα)− 1,Xı
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q  b(α) must be the case.
Now argue that Xα /∈ (X)I (ν(I )(α)). If Xα =Xı ·Xβ, for some ı , with ν(I)(β)= ν(I)(α),




)= q − 1+ |β| − (b(α)− 1)= q − 1+ |α| − 1− (b(α)− 1)




Thus YXı · Y q−1 · (Xα/Xı) ∈ J · J (ν(J )(Y qXα)−1). This is again a contradiction, thus
showing that indeed Xα /∈ (X)I (ν(I )(α)).
Finally, assume that Xα =Xσ ·Xβ, with ν(I)(Xσ )+ ν(I)(Xβ)= ν(I)(Xα). In this case,
b(α) = b(β) + b(σ ). Since q  b(α), we can write q = q ′ + q ′′ with q ′  b(β), and









′ ·Xβ)+ ν(J )(Y q ′′ ·Xσ )= q ′ + ν(I)(Xβ)+ q ′′ + ν(I)(Xσ )
= q + ν(I)
(
Xα
)= ν(J )(Y qXα),
meaning that Y qXα ∈ J (q ′+ν(I )(Xβ)) J (ν(J )(Y qXα)−(q ′+ν(I )(Xβ))). This contradicts the fact of
Y qXα is essential. Therefore, it must be the case that Xα /∈ (X) · I (ν(I )(α)) +Σν(I)(α). ✷
2.2. The method of polarization
Let I = I (G) the edge ideal of a simple graphG with vertices set {X1, . . . ,Xn}. Given a
monomial Xα ∈ I, with α = (α1, . . . , αn), consider the polynomial ring with |α| variables
k[Y ] = k[Y 1, . . . , Y n], where Y ı = Yı1, . . . , Yıαı is a list of αı variables. Without loss of
generality, we will assume that Supp(Xα) = {X1, . . . ,Xn} so that Iα = I . Consider the
ideal J ⊂ k[Y ] generated by the square-free monomials {YıtY4 |XıX ∈ I } and consider
the specialization homomorphism
Θα := k[Y 1, . . . , Y n] −→ k[X], Yıı −→Xı (ı = 1, . . . , αı).
Clearly, J is the edge ideal of the graph
∗
Gα obtained from G by adding, for each vertex Xı ,
αı − 1 new vertices with the same neighborhood as Xı . Set ∗Y =∏ i=1,...,n
tı=1,...,αı
Yıtı .
Proposition 2.7 (chark = 0). With notation as above, we have:
(i) Θα(J (r))= I (r), for every r  1.
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· · · ×Nαn .
(iii) Xα is an essential generator of F(I) if and only if ∗Y is an essential generator of
F(J ).
Proof. (i) Clearly, Θα(J ) = I, and I (r) ⊆ Θα(J (r)) for every r  1. We induct on r to
show the opposite inclusion.
Assume it holds for r  1 and let Yβ ∈ J (r+1). Then Yβ/Yı ∈ J (r), ∀Yı ∈ Supp( Yβ).
By the inductive hypothesis, Θα(Yβ/Yı )=Θα(Yβ)/Xı ∈ I (r), hence Θα(Yβ) ∈ I (r+1).
(ii) Clearly Θα( ∗Y ) = Xα . Moreover, since ∗Y is square-free, by Proposition 1.8 and
Corollary 1.9 one gets ν(J )(
∗
Y) = ht(J ). But then ∗Y /∈ J (ht(J )+1). By the first part, Xα /∈
I (ht(J )+1). On the other hand, Xα ∈ I (htJ ), hence ht(J )= ν(I)(α). By Proposition 1.8 and
the nature of
∗
Gα , the same argument shows the case of a general monomial.
(iii) It is enough to note that for each monomial dividing Xα , there exists a
square-free monomial Yβ ∈ k[Y 1, . . . , Y n] such that Θα(Yβ) = Xα. Now use (i) and
(ii) and Proposition 2.1 as follows. If ∗Y is not essential, say, ∗Y = YβY σ , with
ν(J )(Y
β)+ν(J )(Y σ )= htJ, then ν(J )(Y β)+ν(J )(Y σ )= ν(I)(α). On the other hand, Xα =
Θα(Y
β)Θα(Y
σ ), and by (i), ν(I)(Θα(Y β)) + ν(I)(Θα(Y σ )) = ν(I)(α). This would show






Then Θα(Yβ) = Xω. on the other hand, since YıtYq ∈ J ⇔ XıX ∈ I, we see that the
dimension of the subgraph
∗






))= ν(J )(Yβ)= |β| − b(ω)= |ω| − b(ω)= ν(I)(ω).
Now set Yσ = ∗Y/Yβ . Then Θα(Y σ ) = Xη and by a similar token ht I (G(Y σ )) =
ν(J )(Y
σ ) = ν(I)(η). Thus, htJ = ν(I)(α) = ν(J )(β) + ν(J )(σ ), that is, ∗Y = YβY σ ∈
J (ν(J )(β))J (htJ−ν(J )(β)). ✷
The following result will be used in finding optimal bounds below.
Lemma 2.8. Let G be a simple graph on n vertices, I = I (G) its edge ideal. If dimk[G]
n/2 then X1 · · ·Xn ∈Σh + (X)I (h), where h= ht(I).
Proof. We can readily assume that G is a connected. Set s := dimk[G] = n− h. For each
maximal set S′ of non adjacent vertices, let q(S′) be the maximum cardinality of a match
(i.e., a subset of non adjacent edges) MS ′ ⊆A(G) with the following property:
XıX ∈MS ′ ⇒ Xı ∈ S′ or X ∈ S′.
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Label the vertices of G in such a way that
• S = {Y1, . . . , Ys} and V(G) \ S = {X1, . . . ,Xh}.
• MS = {(X1, Y1), (X2, Y2), . . . , (Xq,Yq)}.
If q = h, then X1 · · ·Xn ∈ Ih ⊆ Σh + (X)I (h). Suppose that q < h  s. Since G is
connected, without any loss of generality, we can assume that X1 ∈ Γ (Yq+1, . . . , Ys) =⋃
q+1ıs Γ (Yı), lets say X1 ∈ Γ (Yq+1).





, N2 =N1 ∪
{









The sequence N1 ⊆ N2 ⊆ · · · ⊆ Nr ⊆ · · · stabilizes, supplying a subset N ⊂MS such
that (Xı, Yı) /∈ N ⇒ Xı /∈ Γ (Yb), ∀(Xb,Yb) ∈ N . Set t := #N . By suitably renumbering
the vertices that appear on edges which belong MS , one has the following features of N :
(P1) S = {Y1, . . . , Ys} and V(G) \ S = {X1, . . . ,Xh}.
(P2) MS = {(X1, Y1), (X2, Y2), . . . , (Xq,Yq)}.
(P3) N = {(X1, Y1), (X2, Y2), . . . , (Xt , Yt )}.
(P4) If (Xı, Yı) ∈ N, then there is a path X1, Y1,Xı1 , Yı1 , . . . ,Xıa , Yıa ,Xı, Yı entirely
contained in the subgraph induced by the vertices of N .
(P5) {Y1, . . . , Yt } ∩ Γ (Xt+1, . . . ,Xh)= ∅.
(P1) through (P3), while (P4) follows immediately from the definition of N . To see
(P5), assume that Xı ∈ Γ (Y ) for some ı  t + 1 with (X ,Y ) ∈N . By the definition of
N , we must have ı > q . By (P4) we obtain a path Yq+1,X1, Y1,Xı1 , Yı1 , . . . ,Xıa , Yıa ,X ,
Y ,Xı . Set Q = {(X1, Y1), (Xı1 , Yı1), . . . , (Xıa , Yıa ), (Xı, Yı)} ⊆ N ⊂MS . Then the fol-
lowing set of edges {(X1, Yq+1), (Xı1 , Y1), (Xı2 , Yı1), . . . , (X ,Yıa ), (Xı, Y )} ∪MS \Q is
a match of cardinality q+1, thus contradicting the maximality of q . Therefore, (P5) holds.
To conclude, consider the subgraphs G1 e G2 induced, respectively, by N and by
V (G) \ V (G1). Since S \ {Y1, . . . , Yt } ⊂ V (G2), we get dimk[G2] s − t . On the other
hand, since Γ (V (G2)) ∩ {Y1, . . . , Yt } = ∅, if it were the case that dimk[G2] > s − t
then there would exist a subset of V (G) with s + 1 non adjacent vertices. But that
would contradict the fact that dimk[G] = s. Thus, dimk[G2] = s − t, hence ht(I (G2))=
n− 2t − (s − t)= n− s − t = h− t .
On the other hand, since I (G1) has a product of t edges, ht(I (G1))  t . However
ht(I (G1))+ ht(I (G2))  h, so ht(I (G1)) = t . Therefore, X1 · · ·Xn ∈ I (t)I (h−t ), as was
to be shown. ✷
Theorem 2.9. Let G be a simple graph, I = I (G) its edge ideal. If Xα ∈ I (r) is a minimal
essential generator then r + 1 |α| 2r − 1.
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Gα associated to α by polarization. By Proposition 2.7, htI (
∗
Gα) = ν(α) and ∗Y is a
minimal essential generator. Applying Lemma 2.8, we can see that b(α) = dimk[ ∗Gα] 
ht I (
∗
Gα)− 1. Consequently, |α| = ν(α)+ b(α) ν(α)+ ht I ( ∗Gα)− 1 = 2ν(α)− 1. ✷
Proposition 2.10. Let I be the edge ideal of a simple graph G. If Xα ∈ I (r), and
|α| = r + 1, then Xα is square-free and G(α) is a complete graph. The converse is true in
case r = ν(α).
Proof. If r = 1, then G(α) is a single edge, so assume r  2. Let {Xı,X } ⊆ V (G(α)) be





Then |β| = |α| − 2 r − 1, hence (∂ |β|/∂Xβ)(Xα)= cXıX ∈ I , for some c 
= 0, which
says that XıX is an edge. Therefore, G(α) is a complete graph. In order to show that Xα
is square-free, we may assume that αı > 1, for some ı . Setting X =Xı in ∂β/∂Xβ, yields
X2ı ∈ I which is nonsense. Therefore, Xα is square-free.
The second part is immediate. ✷
Corollary 2.11. Let I ⊂ k[X] be the edge ideal of a simple graph. If Xα ∈ I (r) \ (X)I (r),
then |α| 2r. In particular, one has r + 1 indeg(I (r)) 2r .
Proof. Induct on r. For r = 1 the result is obvious.
Assume it holds for any r  t and let Xα ∈ I (t+1) \ (X)I (t+1). Since I (t+2) ⊂ (X)I (t+1),
then ν(I)(α) = t + 1. If Xα is essential, the result follows from Theorem 2.9. On the
other hand, if Xα = XθXβ ∈ Σt+1, with ν(I)(θ) + ν(I)(β) = ν(I)(α), then, necessarily,
Xθ ∈ I (ν(I )(θ)) \ (X)I (ν(I )(θ)), and Xβ ∈ I (ν(I )(β)) \ (X)I (ν(I )(β)). Applying the inductive
hypothesis, we get
|α| = |θ |+ | β| 2(ν(I)(θ)+ ν(I)(β)) 2ν(I)(α) 2(t + 1). ✷
The following result which has interest in itself.
Proposition 2.12. Let G be a simple graph with edge ideal I . If a monomial Xα is a
minimal essential generator of F(I) then so is Xβ for every Xβ such that Xβ | Xα and
Supp(Xα)= Supp(Xβ). In particular the product of the elements in Supp(Xα) is a minimal
essential generator as well.
Proof. Apply Proposition 2.5 successively to the graph
∗
Gα as in Proposition 2.7. ✷
Corollary 2.13. Let I ⊂ k[X1, . . . ,Xn] be the edge ideal of a simple graph G with n
vertices. Then I is normally torsionfree if and only if I (r) = I r , ∀r  ht I.
536 C.E.N. Bahiano / Journal of Algebra 273 (2004) 517–537Proof. Since ν(I)(Xα) ht I always holds for any square-free monomial, one has I (r) =
I r for every r such that r  ht I if only if no square-free monomial is an essential generator.
However, by the last proposition, this is equivalent to saying that there are no essential
generators whatsoever. ✷
We also get the following multiplicative bound for free.
Theorem 2.14. Let I ⊂ k[X1, . . . ,Xn] be an edge ideal of a simple graphG with n vertices
and dimension s = n− ht I . Then gt(R(I )) (n− 1)s.
Proof. Let Xα be a minimal essential generator. As before, we can assume that
Supp(Xα) = {X1, . . . ,Xn}. Suppose that αı > s for some ı ∈ {1, . . . , n}. Writing Xβ =
X
αı−1
ı X1 · · ·Xn, we see that the vertices corresponding to Xı in ∗Gβ belongs to every max-
imal set of non adjacent vertices. Therefore, by Proposition 2.7, ν(I)(Xαı−1ı X1 · · ·Xn) =
ν(I)(X
αı−2
ı X1 · · ·Xn). This would show that Xβ is not a minimal essential generator, thus
contradicting Proposition 2.12. Therefore, we must have αı  s for all ı . Since b(α)  s




)= |α| − b(α) ns − b(α) ns − s = (n− 1)s. ✷
Corollary 2.15 [6, Theorem 5.9]. Let I ⊂ k[X] be the edge ideal of a simple graph G.
Then G is bipartite if only if I is normally torsionfree.
Proof. We use the characterization of a bipartite graph as one that has no odd cycles. If
I is normally torsionfree then G has no essential elements of any order. Suppose G has
an odd cycle. Then it has one such cycle without proper subcycles. But then such a cycle
yields an essential generator of certain order by Corollary 2.2. Therefore, G has no odd
cycles whatsoever.
Conversely, suppose G is bipartite and let Xα be an essential element. Then its square-
free reduction is still essential by Proposition 2.12. Let G′ denote the subgraph of G
induced by the vertices that appear in the support of Xα . Clearly, G′ is bipartite as well, so
one can assume at the outset that the product of the vertices of G is an essential element.
On the other hand, since G is bipartite, dimk[G]  n/2. In this case Lemma 2.8 shows
that the product of the vertices of G cannot be an essential element. This is a contradiction,
hence there are no essential elements at all. ✷
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