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ON NICHOLS ALGEBRAS OVER BASIC HOPF ALGEBRAS
NICOLÁS ANDRUSKIEWITSCH AND IVÁN ANGIONO
Abstract. This is a contribution to the classification of finite-dimen-
sional Hopf algebras over an algebraically closed field k of characteristic
0. Concretely, we show that a finite-dimensional Hopf algebra whose
Hopf coradical is basic is a lifting of a Nichols algebra of a semisimple
Yetter-Drinfeld module and we explain how to classify Nichols algebras
of this kind. We provide along the way new examples of Nichols algebras
and Hopf algebras with finite Gelfand-Kirillov dimension.
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1. Introduction
1.1. The context. We fix an algebraically closed field k of characteristic 0.
Let H be a Hopf algebra with bijective antipode, H0 its coradical (the sum of
its simple subcoalgebras) and H[0] its Hopf coradical (the subalgebra gener-
ated by H0, which is a Hopf subalgebra). The problem of the classification
of those H with finite Gelfand-Kirillov dimension can be organized in four
different classes according to the following conditions, cf. [AC]:
(a) H = H0. That is, the class of cosemisimple Hopf algebras.
(b) H = H[0] 6= H0, the class of (non-cosemisimple) Hopf algebras generated
by the coradical.
(c) H 6= H[0] = H0, i. e. the coradical is a (proper) Hopf subalgebra.
(d) H 6= H[0] 6= H0.
There is no general method, to our knowledge, for the classes (a) and
(b), even for the sub-problem of the classification of finite-dimensional Hopf
algebras. For class (c) there is a well-known method [AS3] that was applied
under various natural hypothesis; see [A2, AS3, AnG] and references therein.
Here we contribute to class (d) for the sub-problem of finite dimension,
according to the method proposed in [AC] that extends [AS3]. Namely
the graded Hopf algebra gr H associated to the standard filtration splits as
R#H[0], where R = ⊕n≥0R
n is a graded Hopf algebra in the category of
Yetter-Drinfeld modules over H[0] (called the diagram). The proposal of
[AC] is to classify the possible R and then to compute all liftings (Hopf
algebra deformations) of R#H[0]. Our main result, Theorem 1.3, answers
fairly completely the first question under the assumption that H[0] is basic
with abelian group of characters G. Namely, R should be the Nichols algebra
of a semisimple Yetter-Drinfeld module and the list of such Nichols algebras
is controlled by the classification of the finite-dimensional Nichols algebras
over G which follows from [H2].
The proof of Theorem 1.3 has three parts. The first one deals with Nichols
algebras of semisimple Yetter-Drinfeld modules, see Theorem 1.1. In the
second part, we prove that the Nichols algebra of a non-semisimple Yetter-
Drinfeld module has infinite dimension, see Theorem 1.2.
For the last part, we notice that in general it is not known whether an
arbitrary R = ⊕n≥0R
n arising from the standard filtration is coradically
graded, or whether the subalgebra R of R generated by Z = R1 is a Nichols
algebra, albeit B(Z) is a quotient of R. Assuming that R is finite-dimensional
over L basic with abelian group, we show that R is a Nichols algebra in
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Subsection 3.4; the proof relies strongly on the description of liftings of
Nichols algebras over abelian groups [AnG, AnG2].
The smallest example of a non-semisimple Hopf algebra L generated by
its coradical was first considered by Radford; it has dimension 8 and is
basic, being the dual of the pointed Hopf algebra r(−1), which is a lifting
of a quantum line. The study of the Nichols algebras over L = r(−1)∗ was
undertaken in [GG]: our Corollary 2.13 generalizes [GG, Theorem A]. We
mention that one of the motivations of this paper was to put the results
presented in [GG] in a general context. Nichols algebras over other basic,
non-semisimple, Hopf algebras of small dimension were considered in [HX,
X1, X2, X3].
Actually, the class of basic Hopf algebras is a source of examples of Hopf al-
gebras generated by its coradical, perhaps the only understandable presently
(up to routine modifications like tensoring with a semisimple one or passing
to a Morita equivalent one). However, not every basic Hopf algebra has this
property.
Question 1. Given a basic Hopf algebra L, dimL <∞, determine when it is
generated by its coradical in terms of the deformation parameters of B = L∗.
1.2. Nichols algebras over basic Hopf algebras. Let L be a finite-
dimensional basic Hopf algebra; that is every simple L-module has dimension
1 or equivalently B = L∗ is pointed. It was conjectured that such B should
be generated by group-like and skew-primitive elements [AS2]; the conjec-
ture is valid in all known examples, e. g. when the group G(B) is abelian
[An2]. Let G = G(B) = Homalg(L,k) and let V ∈
kG
kGYD be the infinitesimal
braiding of B [AS3]. We assume that
K := grB ≃ B(V )#kG,(1.1)
B is a cocycle deformation of grB.(1.2)
Hypothesis (1.1) is a rephrasing of the above Conjecture; in turn (1.2) again
holds when G is abelian [AnG] and in all known cases [GM].
In some instances, we shall also need that our finite group G satisfies:
Every finite dimensional pointed Hopf algebra with group G is
generated by group-like and skew-primitive elements.
(1.3)
Evidently (1.1)–that concerns only our B–is implied by (1.3). By (1.2),
there is an equivalence of braided tensor categories F : LLYD →
K
KYD with
inverse
G : KKYD →
L
LYD.
Indeed, it is well-known that the Drinfeld doubles of a finite-dimensional
Hopf algebra and its dual are isomorphic, so that LLYD ≃
B
BYD. Since the
tensor categories B∗-mod and K∗-mod are equivalent by [S] and because of
(1.2), BBYD ≃
K
KYD as braided tensor categories. Now, the simple objects in
K
KYD are of the form L(λ), λ ∈ Irr
kG
kGYD, see Proposition 2.9 below.
4 NICOLÁS ANDRUSKIEWITSCH AND IVÁN ANGIONO
Theorem 1.1. Let L be a basic Hopf algebra, G and V as above. As-
sume that (1.1) and (1.2) hold. Let Z = G(L(λ1)) ⊕ · · · ⊕ G(L(λt)) ∈ LLYD
semisimple, where λ1, . . . , λt ∈ Irr kGkGYD. Then the following are equivalent:
dimB(Z) <∞;(1.4)
dimB(V ⊕ λ1 ⊕ · · · ⊕ λt) <∞.(1.5)
Since both F and G preserve dimensions and Nichols algebras, the proof
of Theorem 1.1 is reduced to the following Claim:
Claim A. Let Z = L(λ1)⊕· · ·⊕L(λt) ∈ KKYD, where λ1, . . . , λt ∈ Irr
kG
kGYD.
Then dimB(Z) <∞ if and only if (1.5) holds.
Claim A follows from Proposition 2.10, valid for any finite-dimensional
Hopf algebra H. Observe that the Claim itself does not provide directly new
finite-dimensional Hopf algebras as, cf. the proof of Proposition 2.10,
B(Z)#K ≃ B(V ⊕ λ1 ⊕ · · · ⊕ λt)#kG.
But the Hopf algebras of the form B(Z)#L are new, except for the small L
mentioned above.
Observe that the Nichols algebras B(Z) bear a Weyl groupoid since Z is
semisimple by [AHS, HS2]; these Weyl groupoids were studied in [CL].
Theorem 1.2. Let L be a basic Hopf algebra, G and V as above, such that
G is abelian. If Z ∈ LLYD has dimB(Z) <∞, then Z is semisimple.
This is a drastic simplification, since most of the times LLYD ≃
K
KYD is
wild. When G is abelian, Theorems 1.1 and 1.2 together with [H2] reduce
the complete classification of finite-dimensional Nichols algebras in LLYD to a
computational problem. Analogously to the proof of Theorem 1.1, Theorem
1.2 boils down to
Claim B. Assume that G is a finite abelian group. If Z ∈ KKYD has
dimB(Z) <∞, then Z is semisimple.
Claim B is proved as Theorem 3.9. We point out that Theorems 1.1 and
1.2 generalize, and were motivated by, [GG, Theorem 4.5].
1.3. The main result. In Subsection 3.4 we prove that the diagram R of a
finite-dimensional Hopf algebra H whose Hopf coradical is basic is necessarily
a Nichols algebra, under suitable hypothesis. Together with the results in
§1.2, this rounds up the following statement.
Theorem 1.3. Let L be a basic finite-dimensional Hopf algebra such that
G = Homalg(L,k) is an abelian group. Let H be a Hopf algebra with H[0] ≃ L,
so that gr H ≃ R#L. Then the following are equivalent:
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(a) H is finite-dimensional, i. e. R is finite-dimensional.
(b) R ≃ B(Z), where Z = G(L(λ1))⊕· · ·⊕G(L(λt)) ∈ LLYD is semisimple,
with λ1, . . . , λt ∈ Irr kGkGYD, and
dimB(V ⊕ λ1 ⊕ · · · ⊕ λt) <∞.(1.6)
The assumption H[0] ≃ L contains implicitly the hypothesis that L is
generated by the coradical.
Theorem 1.3 brings down the classification of the finite-dimensional Hopf
algebras with Hopf coradical L (such that G = Homalg(L,k) is abelian) to
two Questions that we formulate in general.
Question 2. For G and V satisfying (1.1) and (1.2), determine
fG(V ) = {U ∈
kG
kGYD : U 6= 0, dimB(U ⊕ V ) <∞},
Since kG
kGYD is semisimple, we have a map from fG(V ) to the class of
semisimple objects in LLYD as above.
Question 3. Classify all liftings of B(Z)#L, for any fG(V ) ∋ U 7→ Z by the
mentioned map.
For given G and V , the answer to Question 2 follows from [H2, HV], up
to describing the possible realizations over G. Here is an exhaustion result.
Proposition 1.4. Let L, G, V as above. Assume that L is generated by its
coradical and that fG(V ) = ∅. If H is a finite-dimensional Hopf algebra such
that its Hopf coradical H[0] ≃ L, then H ≃ L. 
Indeed, if dimB(Z) <∞ for Z ∈ LLYD − 0, then dimB(socZ) <∞.
In otherwords, if fG(V ) = ∅, then the only Hopf algebras arising from
these circle of ideas are duals of non-trivial liftings of B(V )#kG that are
generated by the coradical.
IfG is an abelian group of odd order, relatively prime to 105, then there are
finitely many V ∈ kG
kGYD with dimB(V ) <∞ [AS2, Prop. 8.1], hence there
are various V ’s with fG(V ) = ∅. See also [AS2, Theorem 1.3] for G ≃ Z/p.
Also, if G = S3, respectively S5, and V ∈
kG
kGYD simple corresponding to the
class of transpositions and the sign representation, then fG(V ) = ∅ by [AHS,
§4.2], respectively by [HV].
To implement the usual approach to Question 3 the defining relations
of the Nichols algebras B (L(λ1)⊕ · · · ⊕ L(λt)) are needed; these can be
computed in principle from those of B(V ⊕ λ1 ⊕ · · · ⊕ λt). In Section 4 we
deal the case of diagonal type; here the existence of a PBW-basis eases up
the task. Notice that this is no enough, since the functor G might not be
explicit. Finally in Section 5 we consider decompositions involving a block
coming from Nichols algebras in [AAH1].
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1.4. Decompositions. The proof of Proposition 2.10 relies on a general
argument allowing different variations. Let (W, c) be a braided vector space
with a decomposition W = V ⊕U such that V and U are braided subspaces
and
c(V ⊗ U) = U ⊗ V, c(U ⊗ V ) = V ⊗ U.
Then B(W ) is not isomorphic to B(V )⊗B(U), unless c|V⊗Uc|U⊗V = idU⊗V
[Gr]. But there is a substitute, see §2.3 for details. Namely, B(W ) splits as
B(W ) ≃ K#B(V ),(1.7)
where K is an appropriate algebra of coinvariants and # stands for braided
bosonization. By [HS2, Prop. 8.6], K itself is a Nichols algebra B(ZU ) where
ZU := adc B(V )(U).(1.8)
The isomorphism (1.7) is used in the definition of the Weyl groupoid, cf.
[H1, AHS, HS2]. In [AAH1], the structure of B(W ) for several families
of braided vector spaces W was determined from the knowledge of K and
B(V ) via (1.8). In the present article, we go in the opposite direction and
get information on B(ZU) from the knowledge of B(W ) and B(V ). At least
we get new examples of interesting Nichols algebras, since evidently
dimB(W ) = dimB(ZU ) dimB(V ),(1.9)
GK-dimB(W ) ≤ GK-dimB(ZU) + GK-dimB(V ),(1.10)
with equality in (1.10) if B(V ) has a convex PBW-basis, cf. [AAH1, Lemma
2.3.1] and [AAH2, Remark 2.3]. Besides, there is some control on ZU : if
V ∈ HHYD, dimH < ∞, dimB(V ) < ∞ and U ∈
H
HYD is semisimple, then
so is ZU ∈
B(V )#H
B(V )#HYD, cf. Proposition 2.10. A closely related idea appeared
in [R, Section 4] in a different guise and was discussed again in [U3], and as
mentioned above in [CL].
The paper is organized as follows. In Section 2 Proposition 2.10 is proved.
Section 3 is devoted to Nichols algebras of non-semisimple Yetter-Drinfeld
modules and the last part of the proof of the main result. We study Nichols
algebras arising from decompositions of braided vector spaces of diagonal
type in Section 4, respectively with blocks and points in Section 5. There
we give partial answers to the following Question, see Theorems 4.4 and 4.5.
Question 4. [A1] Let B(V ) be a Nichols algebra that is a domain and has
finite Gelfand-Kirillov dimension. Is B(V ) AS-regular?
Notations. For us, N = {1, 2, 3, . . . }, N0 = N ∪ {0}. If k < θ ∈ N0, then we
denote Ik,θ = {n ∈ N0 : k ≤ n ≤ θ}, and Iθ := {1, . . . , θ}; also I = Iθ if θ is
clear from the context. The canonical basis of Zθ is denoted by (αi)i∈Iθ . We
set
αij =
∑
k∈Ii,j
αk, i ≤ j ∈ I.(1.11)
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The group of n-th roots of 1 in k is denoted Gn, G
′
n is the subset of
primitive ones, while G∞ =
⋃
n≥1Gn, G
′
∞ = G∞ − {1}.
Let Irr C be the set of isomorphism classes of irreducible objects in an
abelian category C. The category of finite-dimensional representations of an
algebra A is denoted RepA while the subcategory of finite-dimensional ones
is repA. If M is a subobject of N in a category C, then we write M ≤ N .
See [Mo] for basic results and notations on Hopf algebras. We denote by
∆ the comultiplication of a coalgebra and by δ the coaction of a comodule.
The antipode of a Hopf algebra is denoted by S.
Let H be a Hopf algebra. As usual, G(H) denotes the group of group-like
elements inH. If V is a (left)H-comodule, then Vg := {v ∈ V : δ(v) = g⊗v},
g ∈ G(H). The space of skew-primitive elements of a (braided or usual) Hopf
algebra H is denoted by Pg,h(H); that of primitive ones simply by P(H).
2. Nichols algebras from decomposable braided vector spaces
2.1. Preliminaries. We recall the basic definitions and tools to be used
along the paper. A pair (V, c) is a braided vector space if V is a vector space
and c ∈ GL(V ⊗ V ) satisfies
(c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c).
All Hopf algebras have bijective antipode. Throughout this paper, H is a
Hopf algebra. Let HHYD be the category of Yetter-Drinfeld modules over H
and HHYDfd the subcategory of finite-dimensional ones. Every V ∈
H
HYD is
a (rigid) braided vector space; recall that the braiding and its inverse are
c(x⊗ y) = x(−1) · y ⊗ x(0), c
−1(x⊗ y) = y(0) ⊗ S
−1(y(−1)) · x, x, y ∈ V.
Conversely every (rigid) braided vector space can be realized in HHYD for a
suitable H, but by no means in a unique way.
Let A be a Hopf algebra and let κ : H ⊗ A→ k be a skew-pairing [DoT,
Definition 1.3], i.e. a linear map such that, for all a, a′ ∈ A and h, h′ ∈ H,
κ(h, aa′) = κ(h(2), a)κ(h(1), a
′), κ(h, 1) = ε(h),(2.1)
κ(hh′, a) = κ(h, a(1))κ(h
′, a(2)), κ(1, a) = ε(a).(2.2)
Let σ : (H ⊗A)⊗ (H ⊗A)→ k be the 2-cocycle associated to κ, i.e.
σ(h⊗ a, h′ ⊗ a′) = ε(h)κ(h′, a)ε(a′), a, a′ ∈ A, h, h′ ∈ H;(2.3)
and let D = (H ⊗ A)σ be the 2-cocycle twist of H ⊗ A. Namely, (H ⊗ A)σ
is the tensor product coalgebra H ⊗A with multiplication defined by
(h⊗a)(h′⊗a′) = κ(h′(1), a(1))κ
−1(h′(3), a(3))hh
′
(2)⊗a(2)a
′,(2.4)
where κ−1(h, a) = κ(S(h), a) = κ(h,S−1(a)),
a, a′ ∈ A, h, h′ ∈ H. The following result essentially goes back to [Dr1]; we
include a proof for completeness.
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Lemma 2.1. There is a tensor functor from HHYD to RepD given by
H
HYD ∋M 7−→M ∈ RepD, (h⊗ a) ·m
⋆
= κ(m(−1), a)h ·m(0),
a ∈ A, h ∈ H, m ∈M .
Proof. Let a, a′ ∈ A, h, h′ ∈ H; set h = h⊗a, h′ = h′⊗a′. Let m ∈M . Then
h ·
(
h′ ·m
)
= κ(m(−2), a
′)κ(h′(1)m(−1)S(h
′
(3)), a)(hh
′
(2)) ·m(0);
(hh′) ·m = κ(h′(1), a(1))κ
−1(h′(3), a(3))κ(m(−1), a(2)a
′)(hh′(2)) ·m(0)
= κ(h′(1), a(1))κ(S(h
′
(3)), a(3))κ(m(−2), a
′)κ(m(−1), a(2))(hh
′
(2)) ·m(0)
showing that the action ⋆ is associative. By a similar computation, it is
compatible with the tensor product. 
Assume that dimH < ∞ and take A = (Hcop)∗, κ the standard pairing.
ThenD(H) = (H⊗A)σ is the Drinfeld double ofH and the functor in Lemma
2.1 gives an equivalence of braided tensor categories HHYDfd ≃ repD(H). See
[M] or [Mo, 10.6.16].
Let V ∈ HHYD. The left dual of V is
∗V = Hom(V,k) ∈ HHYD with the
action and coaction determined by
〈h · f, x〉 = 〈f,S−1(h) · x〉, f (−1)〈f (0), x〉 = S(x(−1))〈f, x(0)〉,
h ∈ H, x ∈ V , f ∈ ∗V . We denote by ad, respectively adc, the adjoint
action of a Hopf algebra, respectively of a Hopf algebra in HHYD. If R is
Hopf algebra in HHYD, then the braided commutator of x, y ∈ R is
[x, y]c = xy −multiplication ◦ c(x⊗ y).
2.2. Nichols algebras. Nichols algebras bring decisive information for the
classification of Hopf algebras (with finite dimension or growth), see [AS3],
but deserve to be considered as a subject on its own, by their intricate
combinatorics and potential relationship with other areas of Algebra. See
the survey [A3]. At this stage, we are interested in the following questions:
• Classify all Nichols algebras with finite Gelfand-Kirillov dimension,
particularly finite dimension.
• For them, provide a minimal set of defining relations.
There is no hope of a unified approach to these questions, rather one needs
first to delimitate classes of braided vector spaces that might be approached
uniformly. The class we understand better at this moment is that of braided
vector spaces of diagonal type, see below. The class of braided vector spaces
over finite groups was treated in many papers, with several substantial an-
swers and lots of intriguing questions, see [A3]. The class of braided vec-
tor spaces over abelian groups but not of diagonal type was considered in
[AAH1]. We refer to [AS3, AA2, A3] for introductions to Nichols algebras,
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Hopf algebras in braided categories of Yetter-Drinfeld modules, Radford-
Majid theory of bosonization, etc. We proceed to recall the definition of
Nichols algebra.
Let V ∈ HHYD. The tensor algebra T (V ) is a Hopf algebra in
H
HYD
(beware, not with the usual comultiplication). Given f ∈ ∗V , the skew-
derivation ∂f ∈ EndT (V ) is defined by
∂f (1) = 0, ∂f (v) = f(v), v ∈ V,(2.5)
∂f (xy) = x∂f (y) +
∑
j
∂fj(x)yj , where c
−1(y ⊗ f) =
∑
j
fj ⊗ yj.(2.6)
Here are some basic properties of the skew-derivations:
◦ The comultiplication ∆ : T (V )→ T (V )⊗ T (V ) is graded with respect to
the standard grading of T (V ); let ∆n−i,i : T n(V )→ T n−i(V ) ⊗ T i(V ) be
its homogeneous component for n ∈ N0 and i ∈ I0,n. Then an alternative
definition of ∂f is
∂f = (id⊗f)∆
n−1,1 : T n(V )→ T n−1(V ), n ∈N.(2.7)
◦ Let I = ⊕n≥2I
n be a homogeneous Hopf ideal of T (V ) and R = T (V )/I .
Then (2.7) defines a skew-derivation ∂f ∈ EndR, for any f ∈
∗V .
◦ Let f ∈ ∗V , h ∈ H and x ∈ T (V ). It is not difficult to see that
∂f (h · x) = h(1) · ∂S(h(2))·f (x).(2.8)
◦ Suppose that there exist a basis (xi)i∈I of V and a family (gi)i∈I in G(H)
such that δ(xi) = gi ⊗ xi, for i ∈ I. Let (fi)i∈I be the dual basis to
the previous one and ∂i = ∂fi , i ∈ I. Then to require (2.6) for all f is
equivalent to require that for all i ∈ I
∂i(xy) = x∂i(y) + ∂i(x) gi · y, x, y ∈ T (V ).(2.9)
Definition 2.2. Let J (V ) = ⊕n≥2J
n(V ), where for n ≥ 2,
J n(V ) = {x ∈ T n(V ) : ∀f1, . . . , fn ∈
∗V, ∂f1 . . . ∂fn(x) = 0}.(2.10)
Then B(V ) := T (V )/J (V ) is a Hopf algebra in HHYD, called the Nichols
algebra of V ; see e.g. [AHS] for more details on this approach.
Notice that as an algebra (and coalgebra) B(V ) does depend only on
the braiding c, by definition of the skew-derivations ∂f . As observed, the
skew-derivations can be extended to B(V ) and by definition, we have⋂
f∈∗V
ker ∂f = k1 in B(V ).(2.11)
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2.3. The coinvariant Nichols algebra. We explain how Nichols algebras
arise from decomposition, a crucial point in this paper. Let H be a Hopf
algebra. Let V,U ∈ HHYD and
W = V ⊕ U.
Thus we have a decomposition of W as in §1.4. Conversely, any decomposi-
tion as in §1.4 can be realized over a suitable H provided that the braiding
of W is rigid.
For simplicity, we set A(V ) = B(V )#H, etc. The natural morphisms
(of Hopf algebras in HHYD) B(W )→ B(V ) and B(V )→ B(W ) induce–by
tensoring with idH–morphisms of Hopf algebras
πA(V ) : A(W )→ A(V ), and ιA(V ) : A(V )→ A(W ).
Since πA(V )ιA(V ) = idA(V ), the Radford-Majid theory applies. Namely,
K = A(W )coπA(V )
is a Hopf algebra in
A(V )
A(V )YD with the adjoint action and the coaction
δ = (πA(V ) ⊗ id)∆A(W ).(2.12)
Remark 2.3. Let πH : A(V ) → H and ιH : H → A(V ) be the natural
projection and inclusion respectively. They give rise to restriction and core-
striction functors A(V )M→ HM and
A(V )M→ HM; it is easy to see that
they glue together to a tensor functor
A(V )
A(V )YD →
H
HYD, that however does
not preserve braidings.
Furthermore, A(W ) is the biproduct or bosonization of K, that is
A(W ) ≃ K#A(V ).
In fact, B(W ) is the braided bosonization K#B(V ), see [AHS, HS2] for
details. The next result generalizes [R, Proposition 22].
Proposition 2.4. [HS2, Proposition 8.6]. K ≃ B(ZU ), where
ZU := adc B(V )(U) ∈
A(V )
A(V )YD. (2.13)
Of course, interchanging U and V , we obtain another Nichols algebra
B(ZV ), where ZV := adc B(U)(V ) ∈
A(U)
A(U)YD.
Remark 2.5. If cV⊗UcU⊗V = idU⊗V , then ZU = U and K ≃ B(U).
Notice that W and consequently B(W ) and K are Z2-graded by
deg V = α1, degU = α2,
cf. [AHS]. Hence every pair of integers (d1, d2) defines a Z-grading of B(W )
via the group homomorphism Z2 → Z, αi 7→ di. The usual Z-grading of
B(W ) comes from the pair (1, 1). Also, the grading of K as a Nichols algebra
arises from the given by (0, 1), i.e. degU = 1, deg V = 0; thus degZU = 1.
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Consider the grading from the pair (1, 0). Then ZU = ⊕j≥0Z
j
U is Z-graded,
with
Z0U = U, Z
j
U = adc B
j(V )(U) ≤ Bj+1(W ) in HHYD.
Lemma 2.6. Let N ≤ ZU in
A(V )
A(V )YD. If N = ⊕j≥1(N ∩ Z
j
U ), then N = 0.
Proof. Let I be the 2-sided ideal of B(W ) generated by N . We claim that I
is a Hopf ideal. Indeed, let ̟B(W ) : A(W )→ B(W ) be the usual projection.
Write δ(n) = n(−1) ⊗ n(0) ∈ A(V )⊗N and compute
∆A(W )(n) = n⊗ 1 + n(−1) ⊗ n(0) =⇒
∆B(W )(n) = n⊗ 1 +̟B(W )(n(−1))⊗ n(0) ∈ N ⊗B(W ) + B(W )⊗N,
since N is a subcomodule of ZU . Now, if M is a subcomodule of ZU , then
c(M ⊗B(W )) = B(W )⊗M, c(B(W )⊗M) = M ⊗B(W ),
braiding in HHYD, since the action and the coaction of H on M are the
restriction of the action ofA(V ), respectively the corestriction of the coaction
of A(V ). The claim follows by a recursive argument. Since N is positively
graded by hypothesis, I ⊆ ⊕n≥2B
n(W ). Thus I , and a fortiori N , is 0. 
We next characterize B(ZU ) using the skew-derivations ∂f . Clearly, we
have a decomposition ∗W ≃ ∗V ⊕∗U in HHYD, thus we have skew-derivations
∂f of B(W ) for all f ∈
∗V , extending those of B(V ).
Proposition 2.7. B(ZU ) =
⋂
f∈∗V ker ∂f .
Proof. We first claim that K :=
⋂
f∈∗V ker ∂f is a subalgebra of B(W ); this
follows from (2.6) since c−1(B(W )⊗ ∗V ) = ∗V ⊗B(W ). Also, K is stable
under the action of H by (2.8). We next claim that adc(V )(K) ⊆ K. For,
let f ∈ ∗V , x ∈ V and y ∈ K. Then
∂f (adc(x)y) = ∂f
(
xy − (x(−1) · y)x(0)
)
= x∂f (y) + 〈f (0), x〉S
−1(f (1)) · y
− (x(−1) · y)〈f, x(0)〉 − ∂f(0)(x(−1) · y)S
−1(f (1)) · x(0) = 0.
Now U ⊂ K, hence ZU = adc B(V )(U) ⊂ K, thus B(ZU ) ⊆ K, since
B(ZU) is generated by ZU as algebra.
Conversely, let x ∈K. Fix a basis (ks)s∈S of B(ZU ). As the multiplication
induces a linear isomorphism B(W ) ≃ B(ZU )#B(V ), we have
x =
∑
s∈S
ksas, for some as ∈ B(V ).
Given f ∈ ∗V , we have that 0 = ∂f (x) =
∑
s∈S ks∂f (as) since ks ∈ ker ∂f ,
thus ∂f (as) = 0, hence as ∈ k for all s ∈ S by (2.11). Thus x ∈ B(ZU ). 
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2.4. Nichols algebras of semisimple Yetter-Drinfeld modules. Let H
be a Hopf algebra with bijective antipode, V ∈ HHYD and A(V ) = B(V )#H
as before. We first recall the construction of a family of irreducible Yetter-
Drinfeld modules of A(V ) from [AHS, §3.3], cf. also [R]. Given λ ∈ IrrHHYD,
take W = V ⊕ λ ∈ HHYD, so that B(W ) has a decomposition B(W ) =
K#B(V ). Then L(λ) := adc B(V )(λ) ⊂ K belongs to
A(V )
A(V )
YD.
Proposition 2.8. [AHS, Lemma 3.3 & Proposition 3.5] The module L(λ)
is simple and the map L : IrrHHYD → Irr
A(V )
A(V )YD, λ 7→ L(λ), is injective.
Also L(λ) = ⊕n∈NL(λ)n is a graded Yetter-Drinfeld submodule of P(K) over
A(V ) (and over H) with L(λ)1 = λ. 
Under some conditions on H and V the family of simple Yetter-Drinfeld
modules L(λ) exhaust those of
A(V )
A(V )YD or of a closely related category. For
simplicity of the exposition, and because of our main goals in this paper, we
shall consider the following assumptions:
H is a finite-dimensional Hopf algebra.(2.14)
V ∈ HHYD has dimB(V ) <∞.(2.15)
If both assumptions hold, then A(V ) has finite dimension and its dual is
isomorphic to B(V )#H∗, where V = Hom(V,k) ∈ H
∗
H∗YD in such a way
that for v ∈ V , x ∈ V , h ∈ H, a ∈ H∗,
(x|h · v) = (x(−1)|h)(x(0)|v), (a · x|v) = (a|S(v(−1)))(x|v(0)).(2.16)
Let D = D(B(V )#H) be the Drinfeld double of B(V )#H. The multipli-
cation induces a triangular decomposition:
D ≃ B(V )⊗D(H)⊗B(V ).
Now the assignment deg V = 1 = − deg V , degD(H) = 0, induces a grading
on D; notice that this is opposite to the grading in [PV]. Accordingly,
D≤0 := B(V )#D(H) ≃ D(H)⊗B(V ) →֒ D ←֓ D≥0 := B(V )#D(H).
Every D(H)-module becomes a D≤0-module with the trivial action of
B(V ). Let λ ∈ IrrRepD(H) ≃ IrrHHYD. We consider the Verma module
M(λ) = IndD
D≤0
λ = D⊗D≤0 λ ≃ B(V )⊗ λ.
Notice that M(λ) = ⊕n≥0M
n(λ) is a graded D-module, where Mn(λ) =
Bn(V ) ⊗ λ up to the isomorphism above. Thus M0(λ) ≃ λ in HHYD. Set
M+(λ) = ⊕n>0M
n(λ).
The following result is known for H = kG a group algebra; it was proved
in [HY1] when G abelian and in [PV] for any finite G, although the main
ideas of the proof appeared much earlier [L, RS]. Here we only assume (2.14)
and (2.15). We consider the simple modules L(λ) of Proposition 2.8 with
the grading shifted in −1; that is, L(λ) = ⊕n≥0L(λ)
n, where L(λ)0 = λ.
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Proposition 2.9. The Verma module M(λ) has a unique simple quotient,
which is graded and isomorphic to L(λ). The family L(λ), λ ∈ IrrHHYD, is
a parametrization of IrrRepD.
Proof. We start by the uniqueness; cf. the proofs of [PV, Theorems 1 & 3].
Claim 1. Let x ∈ M0(λ) ≃ λ, x 6= 0 and y ∈ M+(λ). Then M(λ) =
D≥0(x+ y).
Indeed, let N = D≥0(x + y). If y = 0, then D(H) · x = M0(λ) →֒ N ,
since λ is simple, and D≥0 · x = B(V ) ·M0(λ) = N . Assume that y 6= 0
and write y = y1 + y2, where 0 6= y1 ∈M
h(λ) and y2 ∈ ⊕j>hM
j(λ). By the
preceding, there exists z ∈ Bh(V )#D(H) such that z · x = y1. Then
x+ y − z · (x+ y) = x+ y2 − z · y ∈ N, and y2 − z · y ∈ ⊕j>hM
j(λ).
Arguing recursively, we may assume that h = top but then y2 − z · y = 0.
Claim 2. M(λ) has a unique maximal submodule N(λ), which is graded.
Indeed, let N(λ) be the sum of all graded submodules contained inM+(λ).
Let N ≤ M(λ) and let N˜ be the span of all homogeneous components of
all elements in N ; clearly N˜ is also a submodule of M(λ). Now N 6= M(λ)
implies N˜ ⊆ M+(λ) by Claim 1. Thus any proper submodule of M(λ) is
contained in N(λ), as expected.
Thus we have a unique simple quotient M(λ)/N(λ), which is graded. Let
us see that it is isomorphic to L(λ). By Lemma 2.1 we may consider L(λ)
as a (graded) D-module. Hence V acts trivially on L(λ)0 = λ, by looking
at the degree. Hence there exists a map π : M(λ)→ L(λ) of D-modules; as
L(λ) is generated by B(V ) as B(V )#H-module, π is surjective. Since L(λ)
is simple by Proposition 2.8, we have L(λ) ≃M(λ)/N(λ).
Finally, let L be a finite-dimensional D-module and let S be a simple D≥0-
submodule of L. Necessarily S ≃ λ for some λ ∈ IrrHHYD with trivial action
of B(V ). Thus we have a non-zero morphism of D-modules M(λ) → L; if
L is simple, then this is an epimorphism and thus L ≃ L(λ). 
We have identified the simple modules from Proposition 2.8 as quotients
of Verma modules, but we can also derive Proposition 2.8 from Lemma 2.6.
Say for this purpose that L(λ) is the unique simple quotient of M(λ).
Proposition 2.10. Let λ1, . . . λt ∈ IrrHHYD. Then
B(V ⊕ λ1 ⊕ · · · ⊕ λt) ≃ B(L(λ1)⊕ · · · ⊕ L(λt))#B(V ).
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Proof. In the context of Proposition 2.4, take U = λ1 ⊕ · · · ⊕ λt. We have a
projection π : M(λ1)⊕ · · · ⊕M(λt)→ Zλ1⊕···⊕λt , homogeneous with respect
to the grading considered in Lemma 2.6, i. e. corresponding to (1, 0). Let
N = π(N(λ1) ⊕ · · · ⊕ N(λt)); clearly N ⊂ ⊕j>0Z
j
U . By Lemma 2.6, we
conclude that N = 0. 
In this way, Propositions 2.9 and 2.10 reduce the calculation of Nichols
algebras of semisimple Yetter-Drinfeld modules over A(V ) to the knowledge
of Nichols algebras of semisimple Yetter-Drinfeld modules over H. As an
illustration, we work out the example considered in [GG].
Example 2.11. Let Γ ≃ Z/N where 1 < N ∈ N. Fix g ∈ Γ a generator, so
that Γ = {ga : a ∈ Z/N}; fix q ∈ G′N and let η ∈ Γ̂ given by η(g) = q, so
that Γ̂ = {ηb : b ∈ Z/N}. Let kba = k
ηb
ga ∈
kΓ
kΓYD be the one-dimensional
object with action given by ηb and coaction by ga. If a, b, c, d ∈ Z/N , then
kba ⊕ k
d
c is of diagonal type with Dynkin diagram
qab
◦
qad+bc qcd
◦ .
Assume that N = 4 and let V = k21, so that B(V ) = Λ(V ) has dimension
2. Let Θ = Θ0 ∪Θ1 ∪Θ3, where
Θ0 = {(1, 2), (3, 2)}, Θ1 = {(1, 3), (2, 1), (3, 3)}, Θ3 = {(1, 1), (2, 3), (3, 1)}.
If (a, b) ∈ Z/N × Z/N −Θ, then dimB(kba) =∞. The following claims are
proved by inspection in the classification list [H2].
Claim 1. The following are equivalent:
(1) dimB(V ⊕ kba) <∞.
(2) (a, b) ∈ Θ− {(3, 1), (3, 3)}.
If this is the case, then:
• For (a, b) ∈ Θ0, we have dimB(Zkba) = 2. Indeed the Dynkin diagram
of V ⊕ kba is in both cases
−1
◦
−1
◦ .
• For (a, b) ∈ {(1, 3), (2, 1), (1, 1), (2, 3)}, we have dimB(Zkba) = 8.
Indeed the Dynkin diagrams of V ⊕ kba are respectively
−1
◦
q q−1
◦ ,
−1
◦
q −1
◦ ,
−1
◦
q−1 q
◦ ,
−1
◦
q−1 −1
◦ .
These are of type A(1|1), see [AA2, §5.1.11], and dimB(V ⊕ kba) = 16.
Claim 2. Let (ai, bi) ∈ Θ0, i ∈ IM , and U = ⊕i∈IMk
bi
ai. Then ZU = U and
B(U) has dimension 2M . Indeed the Dynkin diagram of V ⊕ U consists of
disconnected points.
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Claim 3. Let (a, b), (c, d) ∈ Θ − {(3, 1), (3, 3)} with (a, b) /∈ Θ0, and U =
kba ⊕ k
d
c . Then the following are equivalent:
(1) dimB(V ⊕ U) <∞.
(2) One of the next possibilities occurs:
(a) U = k31 ⊕ k
2
1; the Dynkin diagram of V ⊕ U is
−1
◦
q q−1
◦
q −1
◦ .
(b) U = k31⊕k
1
1; the Dynkin diagram of k
3
1⊕V ⊕k
1
1 is
q−1
◦
q −1
◦
q−1 q
◦ .
(c) U = k12 ⊕ k
2
3; the Dynkin diagram of V ⊕ U is
−1
◦
q −1
◦
q−1 −1
◦ .
(d) U = k12⊕k
3
2; the Dynkin diagram of k
1
2⊕V ⊕k
3
2 is
−1
◦
q −1
◦
q−1 −1
◦ .
(e) U = k11 ⊕ k
2
1; the Dynkin diagram of V ⊕ U is
−1
◦
q−1 q
◦
q−1 −1
◦ .
(f) U = k32 ⊕ k
2
3; the Dynkin diagram of V ⊕ U is
−1
◦
q−1 −1
◦
q −1
◦ .
Now dimB(V ⊕ U) = 256 because all these Dynkin diagrams are of type
A(2|1) [AA2, §5.1.8]. Thus dimB(ZU ) = 128 in all cases.
Claim 4. Let U ∈ kΓ
kΓYD of dimension 3. Then either dimB(ZU ) = ∞ or
all simple submodules of U have labels in Θ0.
Indeed, U = kba ⊕ k
d
c ⊕ k
f
e , where (a, b), (c, d), (e, f) ∈ Θ − {(3, 1), (3, 3)}.
We may assume that (a, b) /∈ Θ0. Then k
b
a ⊕ k
d
c and k
b
a ⊕ k
f
e belong to the
list in Claim 3, reducing drastically the possibilities. Then we proceed by
inspection again. Collecting together these Claims, we have:
Proposition 2.12. Let K = B(V )#kΓ, where Γ is cyclic of order 4 and
V = k21 as above. Let Z = ⊕i∈IML(k
bi
ai) ∈
K
KYD. Then the following are
equivalent:
(1) dimB(Z) <∞.
(2) One of the next possibilities occurs:
(a) All L(kbiai) have dimension 1; then dimB(Z) = 2
M .
(b) M = 1 and kba is as in Claim 1. There are 4 examples, all with
dimB(Z) = 8.
(c) M = 2 and kb1a1 ⊕ k
b2
a2 is as in Claim 3. There are 6 examples, all with
dimB(Z) = 128.

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Let K be as in Proposition 2.12, let L be the Radford Hopf algebra of
dimension 8 and let G : KKYD →
L
LYD be the equivalence of braided tensor
categories as in the Introduction. The classification of the finite-dimensional
Nichols algebras B(Z) with Z ∈ LLYD was addressed in [GG]. If dimB(Z) <
∞, then Z should be semisimple by [GG, Theorem 4.5] and the classification
is achieved assuming that Z is simple [GG, Theorem A]. The classification
might be concluded as an application of the previous result.
Corollary 2.13. Let Z ∈ LLYD. The following are equivalent:
(1) dimB(Z) <∞.
(2) Z is semisimple and one of the next possibilities occurs:
(a) All simple submodules of Z have dimension 1; then dimB(Z) = 2dimZ .
(b) Z is one of the simple objects G(L(kba)), where k
b
a is as in Claim 1.
There are 4 examples, all with dimB(Z) = 8.
(c) Z is one of G(L(kb1a1)) ⊕ G(L(k
b2
a2)) where k
b1
a1 ⊕ k
b2
a2 is as in Claim 3.
There are 6 examples, all with dimB(Z) = 128.
To be precise one needs to identify the simple objects G(L(kba)).
3. Semisimplicity and the diagram
Here we prove the second and third parts of the proof of our main Theorem
1.3.
3.1. Nichols algebras of graded or filtered Yetter-Drinfeld modules.
We start by some generalities mostly well-known.
3.1.1. Graded. Let A = ⊕i∈ZAi be a graded Hopf algebra, i.e. AiAj ⊆ Ai+j
and ∆(Ai) ⊆
∑
h+k=iA
h ⊗ Ak for all i, j ∈ Z (then the antipode preserves
the grading).
A graded Yetter-Drinfeld module over A is M ∈ AAYD provided with a
grading M = ⊕j∈ZM
j such that
Ai ·M j ⊆M i+j, δ(M j) ⊆
∑
h+k=j
Ah ⊗Mk, i, j ∈ Z.
The category gr-AAYD of graded Yetter-Drinfeld modules over A, with maps
preserving all structures, is a braided tensor category: the unit object k has
degree 0; if M,N ∈ gr-AAYD, then M ⊗ N ∈ gr-
A
AYD with the grading
(M ⊗N)j =
∑
h+k=jM
h ⊗Nk, and the braiding cM,N is homogeneous.
For instance, if A = ⊕i∈ZA
i is finite dimensional, then A∗ = ⊕i∈Z(A
∗)i is
also a graded Hopf algebra, where (A∗)i = (A−i)∗, up to natural identifica-
tions. Then D(A) is also a graded Hopf algebra, and gr-AAYD is equivalent,
as braided tensor category, to that of graded D(A)-modules.
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Remark 3.1. Let A = ⊕i∈N0A
i be a graded Hopf algebra. Then the coradical
A0 coincides with the coradical of A
0. In particular, if A0 is pointed, then
so is A and G(A) = G(A0).
Proof. The family FnA = ⊕i∈I0,nA
i is a coalgebra filtration of A. By [Mo,
Lemma 5.3.4], A0 ⊆ F0A = A
0, so A0 ⊆ (A
0)0 ⊆ A0. 
If M ∈ gr-AAYD, then T (M) is a Hopf algebra in gr-
A
AYD, and so is
B(M) (because the quantum symmetrizer is homogeneous). We consider
the Z2-gradings on these algebras given by
degT n(M)j = degBn(M)j = (j, n), j ∈ Z, n ∈ N0.
Then T (M) and B(M) are Z2-graded algebras and coalgebras, but beware
they are not Z2-graded algebras in AAYD as T
n(M)j is not a Yetter-Drinfeld
submodule. However we have:
Lemma 3.2. The bosonizations T (M)#A and B(M)#A are Z2-graded
Hopf algebras, with grading given by
degBn(M)j#Ai = (i+ j, n), i, j ∈ Z, n ∈ N0.
Proof. This is straightforward:
(Bn(M)j#Ai)(Bm(M)r#As) ⊆
∑
h+k=i
B
n(M)jAh ·Bm(M)r#AkAs
⊆
∑
h+k=i
B
n(M)jBm(M)r+h#Ak+s ⊆
∑
h+k=i
B
n+m(M)j+r+h#Ak+s;
∆(Bn(M)j#Ai) ⊆
∑
p+q=n
h+k=i
r+s+t=j
B
p(M)r#AsAh ⊗Bq(M)t#Ak.

3.1.2. Filtered. As above, let A = ⊕i∈ZAi be a graded Hopf algebra. A
filtered Yetter-Drinfeld module over A isM ∈ AAYD provided with a filtration
(M (j))j∈Z such that M =
⋃
j∈ZM (j) and
Ai ·M (j) ⊆M (i+j), δ(M (j)) ⊆
∑
h+k=j
Ah ⊗M (k), i, j ∈ Z.
The category filt-AAYD of filtered Yetter-Drinfeld modules over A, with maps
preserving all structures, is a braided tensor category: if M,N ∈ filt-AAYD,
then M ⊗N ∈ filt-AAYD with filtration
(M ⊗N)(j) =
∑
h+k=j
M (h) ⊗N (k),(3.1)
so that the braiding cM,N preserves the filtration.
18 NICOLÁS ANDRUSKIEWITSCH AND IVÁN ANGIONO
Remark 3.3. (a) There is a forgetful functor gr-AAYD → filt-
A
AYD:
M = ⊕k∈ZM
k ∈ gr-AAYD  (M (j))j∈Z, M (j) = ⊕k≤jM
k, j ∈ Z.
(b) If π : M → N , is a projection in AAYD and M =
⋃
j∈ZM (j) is filtered,
then N is also filtered: N =
⋃
j∈ZN (j), N (j) := π(M (j)).
(c) As a consequence, every quotient of a Verma module M(λ) as in Propo-
sition 2.9 is a filtered Yetter-Drinfeld module.
If M ∈ filt-AAYD, then T
n(M) = M⊗n ∈ filt-AAYD by (3.1), and also
Bn(M) ∈ filt-AAYD by Remark 3.3 (b). By (3.1) again,
Tm(M)(i)T
n(M)(j) ⊆ T
m+n(M)(i+j),
and since the braiding preserves the filtration:
∆(Tm(M)(i)) ⊆
∑
n+p=m
j+k=i
T n(M)(j) ⊗ T
p(M)(k).
Thus the corresponding properties hold in B(V ) by Remark 3.3 (b):
B
m(M)(i)B
n(M)(j) ⊆ B
m+n(M)(i+j),
∆(Bm(M)(i)) ⊆
∑
n+p=m
j+k=i
B
n(M)(j) ⊗B
p(M)(k).(3.2)
Lemma 3.4. The Hopf algebra B(M)#A is filtered, with filtration
(B(M)#A)(n) =
∑
i+j+k≤n
B
i(M)(j)#A
k, n ∈ Z.(3.3)
Proof. By (3.2) the filtration (3.3) is of algebras and coalgebras:
(Bn(M)(j)#A
i)(Bm(M)(r)#A
s) ⊆
∑
h+k=i
B
n(M)(j)A
h ·Bm(M)(r)#A
kAs
⊆
∑
h+k=i
B
n(M)(j)B
m(M)(r+h)#A
k+s ⊆
∑
h+k=i
B
n+m(M)(j+r+h)#A
k+s;
∆(Bn(M)(j)#A
i) ⊆
∑
p+q=n
h+k=i
r+s+t=j
B
p(M)(r)#A
sAh ⊗Bq(M)(t)#A
k.
Finally the antipode preserves the filtration since
S(Bn(M)(j)#A
i) ⊆
∑
h+k=j
(1#Sh(A
hAi))(SB(M)(B
n(M)(k))#1)
⊆
∑
h+k=j
(1#Ah+i)(Bn(M)(k)#1) ⊆ (B(M)#A)(n+j+i).
That is, (3.3) is a Hopf algebra filtration. 
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Remark 3.5. The statement holds also for pre-Nichols algebras of M , i.e.
graded connected Hopf algebras in
A(V )
A(V )YD generated by the degree one
component which is isomorphic to M .
3.2. Pointed Hopf algebras. We state two facts needed later in the proof
of the main result.
Let B be a finite-dimensional pointed Hopf algebra with G = G(B)
abelian. The graded Hopf algebra grB = ⊕n≥0 gr
nB associated to the corad-
ical filtration of B splits as grB ≃ R#kG; R = ⊕n≥0R
n is a graded Hopf
algebra in kG
kGYD and V = R
1 is the infinitesimal braiding of B. Now the
projection B1/B0 → B1 admits a section s : B1 → B1/B0 of kG-bimodules.
In fact
B1 = kG⊕ s(V)kG.(3.4)
Let θ := dimV, I = Iθ. We fix a basis (xi)i∈I of V such that the G-action
and the G-coaction on xi are given by χi ∈ Ĝ and gi ∈ G, respectively, for
all i ∈ I. This choice of the basis induces ZI-gradings on T (V) and B(V).
If r ∈ T (V) is ZI-homogeneous of degree (ai)i∈I, then we set χr =
∏
i∈I χ
ai
i .
Quite a bit is known about the structure of B:
◦ The list of all V with dimB(V) <∞ is known by [H2].
◦ By [An2] R ≃ B(V) as mentioned in the Introduction.
◦ In [An1, An2] there was described a minimal set of homogeneous relations
G ⊂ T (V) defining B(V).
◦ By [AnG, Theorem 1.1] (as a culmination of a series of papers with other
authors), there exists a family λ = (λr)r∈G in k
G with the restriction
λr = 0 if χr 6= ǫ, such that K ≃ u(λ); here u(λ) is presented as the
quotient T (V)#kG by relations
r − pr(λ), r ∈ G
where pr(λ) ∈ ⊕k<deg rT
k(V)#kG are defined recursively.
We shall use a refinement of these facts to prove the next result; we were
unable to find a simpler proof.
Lemma 3.6. Let B be a finite-dimensional pointed Hopf algebra with G =
G(B) abelian; keep the notation above. Let V′ ≤ V in kG
kGYD and let B
′
be the subalgebra of B generated by s(V′) and G. Then B′ is a lifting of
B(V′)#kG, particularly
dimB′ = dimB(V′)|G|.(3.5)
Proof. Evidently B′ is a Hopf subalgebra of B, in particular it is pointed.
Since V′ →֒ the infinitesimal braiding of B′, we have
dimB′ ≥ dimB(V′)|G|.(3.6)
Let t := dimV′ ≤ θ. By [AnG2, Lemma 3.7], there exist
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◦ a basis (xi)i∈I of V as described above, such that (xi)i∈It is a basis of V
′;
◦ a minimal set of homogeneous (with respect to the basis above) relations
G ⊂ T (V) defining B(V), such that G′ = G ∩ T (V ′), (i.e. the relations
with only letters (xi)i∈It) is a minimal set of relations defining B(V
′);
◦ and such that if λ = (λr)r∈G is a family in k
G as above such that B ≃ u(λ),
then λ′ := (λr)r∈G′ satisfies
pr(λ) = pr(λ
′), r ∈ G′
and u(λ′) = T (V′)#kG/〈r − pr(λ
′) : r ∈ G′〉 is a a lifting of B(V′)#kG.
Since clearly there is a surjective map u(λ′)→ B′, we have
dimB′ ≤ dim u(λ′) = dimB(V′)|G|(3.7)
that together with (3.6) gives (3.5). 
Lemma 3.7. Let T = ⊕n≥0T n be a finite-dimensional graded connected
Hopf algebra in kG
kGYD and B = T#kG, so that B is pointed. Then there is
a monomorphism P(T ) →֒ V, the infinitesimal braiding of B.
Proof. Clearly there is a monomorphism P(T ) →֒ B1; then apply (3.4). 
3.3. Semisimplicity. Again we assume that H and V satisfy (2.14) and
(2.15). We consider the following question:
Question 5. Let Z ∈ HHYD. Does the finiteness of dimB(Z) imply that Z
is semisimple?
Remark 3.8. If Z provides a negative answer to Question 5, then we may
assume that Z/S is simple, where S is the socle of Z.
Indeed, let L be a simple subobject of Z/S and consider Z˜ = p−1(L) ⊂ Z,
where p : Z → Z/S is the projection. Then the socle of Z˜ is again S,
B(Z˜) ⊂ B(Z) is finite-dimensional and Z˜/S ≃ L, so we replace Z by Z˜.
We answer affirmatively Question 5 when H is the group algebra of a finite
abelian group.
Theorem 3.9. Let H = kG, where G is a finite abelian group, and let V
satisfy (2.15). Set A(V ) = B(V )#kG. Let Z ∈ A(V )A(V )YD. If dimB(Z) <∞,
then Z is semisimple.
We start by a general Lemma.
Lemma 3.10. Let H be an arbitrary Hopf algebra, R a Hopf algebra in HHYD
and H = R#H. Then Pg,1(H) ⊂ P(R)#1 + 1#Pg,1(H) for all g ∈ G.
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Proof. We fix a basis (xi)i∈I of R such that for a distinguished i0 ∈ I, xi0 = 1
and ǫ(xi) = 0 when i 6= i0. Let w =
∑
i∈I xi#ki ∈ Pg,1(H), where ki ∈ H,
i ∈ I. We apply id# id⊗ǫ# id to the equality
∆(w) =
∑
i∈I
(xi)
(1)#(xi)
(2)
(−1)(ki)(1) ⊗ (xi)
(2)
(0)#(ki)(2) = w ⊗ 1#1 + 1#g ⊗ w
and get∑
i∈I
xi#(ki)(1) ⊗ (ki)(2) = 1#ki0 ⊗ 1 +
∑
i0 6=i∈I
xi#ki ⊗ 1 + 1#g ⊗ ki0 ,
hence
∆(ki) = ki ⊗ 1, i ∈ I, i 6= i0; ∆(ki0) = ki0 ⊗ 1 + g ⊗ ki0 .
That is, ki ∈ k for i 6= i0; ki0 ∈ Pg,1(H) ⊂ Pg,1(H) and w = z#1 + 1#ki0 ,
where z =
∑
i0 6=i∈I
xiki. Then z#1 ∈ Pg,1(H). We apply id#ǫ⊗ id# id to
the equality
∆(z#1) = (z)(1)#(z)
(2)
(−1) ⊗ (z)
(2)
(0)#1 = z#1⊗ 1#1 + 1#g ⊗ z#1
and get
∆(z) = (z)(1) ⊗ (z)(2) = z ⊗ 1 + 1⊗ z.
Thus z ∈ P(R). 
Let H and V be as in (2.14) and (2.15). Then A(V ) = ⊕i≥0A
i(V ) is a
graded Hopf algebra where Ai(V ) = Bi(V )#H. Here is the key step.
Lemma 3.11. Assume that H = kG, where G is a finite abelian group. Let
N ⊆ M+(λ) be a submodule of M(λ) and let M = M(λ)/N ∈
A(V )
A(V )YD. If
dimB(M) <∞, then M = L(λ).
Thus the braided bosonization of a Nichols algebra does not need to be a
Nichols algebra. Compare with [U3, Thm. 4.3.1].
Proof. Let J = B(M)#A(V ). The filtration of M(λ) arising from its grad-
ing induces a filtration of M , and thus a Hopf algebra filtration on J . By
(3.3), the first two terms of this filtration are
J (0) = k#k#kG ≃ kG, J (1) = k#k#kG⊕ k#V#kG⊕ λ#k#kG.(3.8)
Hence J0 = kG by [Mo, Lemma 5.3.4] and J is pointed. Let V ∈
kG
kGYD be
the infinitesimal braiding of J ; by (3.8) there is a monomorphism
V
′ := V ⊕ λ →֒ V.
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Let J ′ be the subalgebra of J generated by V′ and G, that is by J1. We
claim that J ′ = J . Indeed J is generated by M,V,G but M = adB(V ) · λ,
implying the claim. By Lemma 3.6 and the last claim,
dimB(V′)|G| = dim J ′ = dim J = dimB(M) dimB(V )|G|.
By Proposition 2.10, dimB(V′) = dimB(V ) dimB(L(λ)), implying that
dimB(L(λ)) = dimB(M). As M projects onto L(λ), we conclude that
M = L(λ). 
We are ready to complete the proof.
Proof of Theorem 3.9. We fix some notation:
◦ S is the socle of Z, S = L(λ1)⊕ · · · ⊕ L(λt) for some λi ∈ Irr
kG
kGYD.
◦ H := B(Z)#A(V ), H′ := B(S)#A(V ). We may consider H′ as a Hopf
subalgebra of H, since B(S) is a Hopf subalgebra of B(Z) in
A(V )
A(V )YD.
By Remark 3.1, H is pointed and G(H) = G. Thus H is generated by
H0 = kG and the skew-primitive elements. Now we want to describe Pg,1(H)
for each g ∈ G: By Lemma 3.10, with R = B(Z),
Pg,1(H) ⊂ Z#1+ 1#Pg,1(H), g ∈ G.
We next determine the elements of Z that are skew-primitive in H. Set
Z ′ =
∑
g∈G
Z ′g, where Z
′
g := {z ∈ Z | z#1 ∈ Pg,1(H)}, g ∈ G.
We check that
h · z ∈ Z ′hgh−1 = Z
′
g, δh · z = δg,hz, for all g, h ∈ G, z ∈ Z
′
g.
Hence Z ′ is a D(kG)-submodule of Z. Moreover, Z ′ = ⊕g∈GZ
′
g.
Step 1. F · z = 0 for all F ∈ V and all z ∈ Z ′.
Let (Ek)k∈IM be a basis of B(V ), where E1 = 1, each Ek is homogeneous
with respect to the N0-grading and the kG-coaction is given by gk ∈ G. Let
(Fk)k∈IM be the dual basis of B(V ). Let z ∈ Z
′
g, g ∈ G. Hence,
∆(z#1)
⋆
= z#1⊗ 1#1 + 1#g ⊗ z#1
∗
= z#1⊗ 1#1 +
∑
k∈IM
1#Ekgg
−1
k ⊗ Fk · z#1;
here ⋆ is merely by assumption, while ∗ comes from the formulas for the
bosonization. Thus the Step follows.
Step 2. Z ′ ⊂ S.
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We decompose Z ′ = ⊕i∈Itµi, each µi a simple D(kG)-module. Let z ∈ µi,
z 6= 0, i ∈ It. By the previous Step, F · z = 0 for all F ∈ V . Thus, there
exists a surjective map M(µi) → D · z = D
≥0 · z. Also, B(D · z) ⊆ B(Z),
so dimB(D · z) <∞. By Lemma 3.11, D · z ≃ L(µi), so z ∈ S.
Step 3. The subalgebra generated by H0 ∪ (∪g∈GPg,1(H)) is H′.
From the previous steps, the skew-primitive elements of H belong either
to S#1 or else to 1#A(V ). Notice that
H′ = B(S)#A(V ) = B(S)#(B(V )#kG) ≃ B(V ⊕ λ1 ⊕ · · · ⊕ λt)#kG.
Thus the subalgebra generated by kG and the skew-primitive elements is H′.
By the last Step, H′ = H. As H′ ∩Z#1 = S#1, we have that S = Z. 
3.4. The diagram. We consider the following setting:
◦ G is a finite abelian group and V ∈ kG
kGYD satisfies (2.15); A(V ) =
B(V )#kG = ⊕i∈N0B
i(V )#kG.
◦ R = ⊕i∈N0R
i is a finite-dimensional connected graded Hopf algebra in
A(V )
A(V )YD, generated by Z := R
1. Thus we have an epimorphism R→ B(Z)
of Hopf algebras in
A(V )
A(V )
YD. In other words, R is a pre-Nichols algebra of
Z.
Proposition 3.12. R ≃ B(Z).
Proof. By Theorem 3.9, Z is semisimple, say Z = L(λ1)⊕· · ·⊕L(λt), where
λ1, . . . , λt ∈ Irr
kG
kGYD. Particularly, Z is a graded object of
A(V )
A(V )YD, hence
so is T (Z), and consequently R is a filtered Hopf algebra in KKYD, and a
fortiori J := R#A(V ) is a filtered Hopf algebra, with filtration given by
J(n) =
∑
i+j+k≤n
R
i
(j)#B
k(V )#kG, n ∈ N0,(3.9)
by (the same proof as) Lemma 3.4, cf. Remark 3.5. Now the proof follows as
the one of Lemma 3.11. Indeed R#A(V ) is pointed by [Mo, Lemma 5.3.4],
with coradical kG. Let V be the infinitesimal braiding of J . Then
V
′ := V ⊕ λ1 ⊕ · · · ⊕ λt →֒ V.
Let J ′ be the subalgebra of J generated by V′ and G. We claim that
J ′ = J . Indeed J is generated by Z, V,G but Z = adB(V ) · (λ1 ⊕ · · · ⊕ λt),
implying the claim. By Lemma 3.6 and the last claim,
dimB(V′)|G| = dimJ ′ = dim J = dim R dimB(V )|G|.
By Proposition 2.10, dimB(V′) = dimB(V ) dimB(Z), so R ≃ B(Z). 
We need one more general result before proving the main Theorem.
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Lemma 3.13. Let H be a Hopf algebra with Hopf coradical H[0] ≃ H, so that
gr H ≃ R#H for some connected graded Hopf algebra R = ⊕i∈N0R
i ∈ HHYD.
Then P(R) = R1.
Proof. As R is connected and graded, R1 ⊆ P(R). On the other hand, let
x ∈ P(R). By [AC, Proposition 1.2],
(gr H)[0] = R
0#H ≃ H, (gr H)[1] = R
0#H ⊕R1#H.
By direct computation,
∆(x#1) = x#1⊗ 1#1 + 1#x(−1) ⊗ x(0)#1
∈ gr H⊗ (gr H)[0] + (gr H)[0] ⊗ gr H.
Hence x#1 ∈ (gr H)[0] ∧ (gr H)[0] = (gr H)[1], so x ∈ R
1. 
If H is cosemisimple, then it follows from the previous result that R is
coradically graded [AS1]. But we do not know whether this is true in general.
Proof of Theorem 1.3. Recall that L is a basic finite-dimensional Hopf al-
gebra such that G = Homalg(L,k) is abelian and H is a Hopf algebra with
H[0] ≃ L, so that gr H ≃ R#L. Also B = L
∗ and K = grB = B(V )#kG.
Since (1.2) holds, we have inverse equivalences of braided tensor categories
F : LLYD →
K
KYD and G :
K
KYD →
L
LYD that preserve dimensions, gradings,
Hopf algebras, spaces of primitive elements and Nichols algebras.
The implication (b) =⇒ (a) is a consequence of Proposition 2.10.
(a) =⇒ (b): we consider the graded Hopf algebra F(R) = ⊕i∈N0F(R)
i ∈
K
KYD, where F(R)
i = F(Ri). Since P(F(R)) = F(P(R)), Lemma 3.13 says
that P(F(R)) = F(R)1 =: Z. Let R be the subalgebra of F(R) generated
by Z. By Theorem 3.9, Z is semisimple. Hence Z = L(λ1)⊕ · · · ⊕ L(λt) for
some λ1, . . . , λt ∈ Irr
kG
kGYD and (1.6) holds by Theorem 1.1.
By Proposition 3.12, R ≃ B(Z). By Remark 3.1, F(R)#K is pointed;
being finite-dimensional, it is generated by G and the subspaces Pg,1, g ∈ G.
By Lemma 3.10, Pg,1 ⊂ P(F(R))#1+1#V for all g ∈ G. As P(F(R)) = Z,
F(R)#K is generated by Z, V and G; as k〈Z, V,G〉 = R#K, we have that
F(R)#K = R#K. That is, F(R) ≃ B(Z). Therefore
R ≃ G(F(R)) ≃ G(B(Z)) ≃ B(Z), Z = G(L(λ1))⊕ · · · ⊕ G(L(λt)),
which completes the proof. 
4. Decompositions from diagonal type
In this Section we compute some of the Nichols algebras B(ZU ) assuming
that W = V ⊕ U is of diagonal type.
4.1. Generalities.
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4.1.1. The setting. Let θ ∈ N and I = Iθ. Let W be a braided vector space
of diagonal type, of dimension θ with braiding matrix (qij)i,j∈I with respect
to a basis (xi)i∈I. This matrix defines a Z-bilinear form q : Z
I×ZI → k× by
q(αj , αk) = qjk for all j, k ∈ I. We set
qαβ = q(α, β), Nβ = ord qββ ∈ N ∪ {∞}, α, β ∈ Z
I, i ∈ I.
We assume that qii 6= 1, i ∈ I and set q˜ij = qijqji, i < j. We keep the
notations from [AA2]. We describe the braiding of W by its Dynkin diagram
[H2], see e.g. [AA2, §2.1]; for instance, if θ = 2,
q11
◦
1
q˜12 q22
◦
2
.
Let Γ be a free abelian group of rank θ with a fixed basis (gi)i∈Iθ . We
define χi : Γ→ k
× by χi(gj) = qji. We realize W ∈
kΓ
kΓYD by declaring that
xi ∈W
χi
gi , i ∈ Iθ.
As in [AA2], we set
xij = adc xi(xj) = xixj − qijxjxi, i 6= j ∈ I,(4.1)
xi1i2···ik = (adc xi1) · · · (adc xik−1) (xik), i1, i2, · · · , ik ∈ I,(4.2)
x(k l) = xk (k+1) (k+2)...l, k < l ∈ I.(4.3)
We fix t ∈ Iθ−1; let V , respectively U , be the subspace generated by
(xi)i∈It , respectively (xi)i∈It+1,θ . We keep the notation in (2.13). Then
B(W ) ≃ B(ZU)#B(V ) ≃ B(ZV )#B(U).
4.1.2. Assumptions. We assume that W is arithmetic, i.e. that the set ∆+
of positive roots of W is finite, see [AA2, §2.4]. Then the nij’s defined below
are integers, i.e. the sets on the right are non-empty:
nij := min {n ∈ N0 : (n+ 1)qii(1− q
n
iiqijqji) = 0} , i 6= j ∈ I.
We fix a convex order of ∆+ [An1], see [AA2, Theorem 2.36]. Corre-
spondingly, we have the numeration (βk)k∈Iℓ of ∆+. For every k ∈ Iℓ, let
xβk be the corresponding root vector; these are defined as in [AA2, Remark
2.14] when the convex order arises from Lyndon words, or via the Lusztig
isomorphisms in general. These generate a PBW-basis of B(W ), that is{
xnℓβℓx
nℓ−1
βℓ−1
. . . xn2β2x
n1
β1
|nk ∈ I0,Nβk−1, k ∈ Iℓ
}
.(4.4)
Let i < j ∈ Iℓ, pi+1, . . . , pj−1 ∈ N0. Since the order is convex, there exist
c
(i,j)
pi+1,...,pj−1 ∈ k, explicitly computable [An1, Lemma 4.5], such that
(4.5)
[
xβi , xβj
]
c
=
∑
pi+1,...,pj−1∈N0
c(i,j)pi+1,...,pj−1 x
pj−1
βj−1
. . . x
pi+1
βi+1
.
Notice that if
∑
pkβk 6= βi+βj, then c
(i,j)
pi+1,...,pj−1 = 0, since Bq is N
I
0-graded.
Remark 4.1. Let j = i+ 1 ∈ Iℓ. Then
[
xβi , xβj
]
c
= 0 by (4.5).
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4.1.3. Properties of B(ZU). We first describe a basis of B(ZU). Given α =∑
i∈I ciαi ∈ Z
I, let suppα = {i ∈ I : ci 6= 0}. Let ∆
V
+ be the set of positive
roots of V , l = |∆V+|. Hence ∆
V
+ = {α ∈ ∆+ : suppα ⊂ It}.
Lemma 4.2. There exists a convex order < on ∆+ such that ∆V+ = {βk}k∈Il.
Proof. Here we shall use the notation of [AA2, §2.7]; in particular, the Weyl
groupoid of V is denoted WV . Let ω
V
0 be the element of maximal length of
WV that ends at V . We fix a reduced expression ω
V
0 = σ
V
i1
σi2 . . . σil , ij ∈ It.
By abuse of notation, we consider the element ω = σWi1 σi2 . . . σil of WW that
ends at W . Clearly, ω has length l, that is, the expression σWi1 σi2 . . . σil since
sWi1 . . . sij−1(αij ) = s
V
i1
. . . sij−1(αij ) is a positive root for all j ∈ Il, cf. [HY2,
Corollary 3]. Using [HY2, Corollary 4] we may extend this expression to
an expression of the element of maximal length ωW0 = σ
W
i1
. . . σilσil+1 . . . σiℓ ;
hence the first l roots of the associated convex order are the roots in ∆V+. 
By a combination of the main results of [U1, U2], the algebra B(ZU ) has
a PBW-basis. We next give an explicit choice of such a basis.
Proposition 4.3. The elements xβk with k ∈ Il+1,ℓ generate a PBW-basis
of B(ZU). That is, the following set is a basis of B(ZU ):{
xnℓβℓx
nℓ−1
βℓ−1
. . . x
nl+1
βl+1
|nk ∈ I0,Nβk−1, k ∈ Il+1,ℓ
}
.(4.6)
The order of Il+1,ℓ defines a filtration on B(ZU ) whose associated graded
algebra is a (truncated) quantum polynomial ring.
Proof. Let i ∈ It, j ∈ Il+1,ℓ. Suppose that ∂i(xβj ) 6= 0: that is, some
xmℓβℓ x
mℓ−1
βℓ−1
. . . xm1β1 ⊗ xi appears with non-zero coefficient in the expression of
∆(xβj). The subspace spanned by
{
x
nj
βj
x
nj−1
βj−1
. . . xn1β1 |nk ∈ I0,Nβk , k ∈ Ij
}
is a
right coideal subalgebra [HS1], so mk = 0 for all k ∈ Ij+1,ℓ; as the coproduct
preserves the ZI-degree, we also have mj = 0, and
βj = αi +
∑
k∈Ij−1
mkβk.
Note that αi = βk for some k ∈ Ij−1, see Lemma 4.2. As the order is strongly
convex [An1, Theorem 3.11], we have that β1 < βj < βj−1, a contradiction.
Hence ∂i(xβj) = 0 for all i ∈ It, and by Proposition 2.7, xβj ∈ B(ZU).
As B(ZU ) is a subalgebra of B(W ), every element in (4.6) belongs to
B(ZU). The set (4.6) is linearly independent and spans a subspace with the
same Hilbert series as B(ZU), hence it is a basis of B(ZU).
The last statement follows e.g. as [An3, Proposition 16, Corollary 17]. 
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A first immediate consequence is that B(ZU) is noetherian. If W is
generic, hence of Cartan type [AA1, R], then it satisfies further properties.
Theorem 4.4. Assume that W is generic. The algebra B(ZU ) is an iter-
ated Ore extension; thus it is strongly noetherian, AS-regular and Cohen-
Macaulay.
In many cases the Theorem was already known, e.g. [ArS, (0.2), (8.5)],
[NS, Remark 2.9], [E, Theorem 4.3], [LW, §7].
Proof. First, we check that B(ZU ) is an iterated Ore extension. In fact, for
each j ∈ {l+ 1, ℓ} let Rj be the subspace spanned by{
xnℓβℓx
nℓ−1
βℓ−1
. . . x
nj
βj
|nk ∈ I0,Nβk , k ∈ Il+1,ℓ
}
.
Thus each Rj is a free Rj+1-module with basis (x
n
βj
)n∈N0 . Let σj be the
algebra automorphism given by the action of gj, and Dj := [xβj ,−]c. Then
Dj is a (id, σj)-derivation, and by (4.5), Dj(xβk) ∈ Rj+1 for all k ∈ Ij+1,ℓ.
Hence
[xβj , x]c = xβjx− (gj · x)xβj ∈ Rj+1 for all x ∈ Rj+1,
and Dj restricts to a (id, σj)-derivation of Rj+1. Therefore
Rj ≃ Rj+1[xβj ;σj ,Dj ], for all j ∈ Il+1,ℓ−1.
Now B(ZU) is strongly noetherian by [ASZ, Proposition 4.10]; AS-regular
by [AST, Proposition 2] and Cohen-Macaulay by [ZZ, Lemma 5.3]. 
Next we deal with the Laistrygonian Nichols algebras B(L(1,G )) [AAH1].
Theorem 4.5. The algebra B(L(1,G )) is an iterated Ore extension; thus it
is strongly noetherian, AS-regular and Cohen-Macaulay.
Proof. We follow the notation of [AAH1, §4.3]. The subalgebra of B(L(1,G ))
generated by x1, x2 is (isomorphic to) the Jordan plane, so it is an Ore
extension of the polynomial algebra in one variable.
For each j ∈ I0,G , let Rj be the subalgebra generated by x1, x2 and zk,
k ∈ Ij,G . By [AAH1, Proposition 4.16], each Rj is a free Rj+1-module with
basis (znj )n∈N0 . Let σj the algebra automorphism given by the action of
gj1g2, and Dj := [zj ,−]. Then Dj is a (id, σj)-derivation, and by [AAH1,
Lemmas 4.14, 4.15], Dj restricts to a (id, σj)-derivation of Rj+1. Thus Rj ≃
Rj+1[zj ;σj ,Dj ], for all j ∈ I0,G . Now B(L(1,G )) is strongly noetherian
by [ASZ, Proposition 4.10]; AS-regular by [AST, Proposition 2] and Cohen-
Macaulay by [ZZ, Lemma 5.3]. 
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4.1.4. Organization of the Section. In the rest of the Section we present the
defining relations of some specific B(ZU ). We state now some terminology
for general use. First, in §4.2 we deal with the case when dimW = 2 and
the braiding is of Cartan type. The same method works routinely for other
arithmetic root systems of rank 2.
Assume now that θ > 2. Given J ⊂ Iθ, we set
VJ = ⊕j∈Jkxj, UJ = ⊕h/∈Jkxh, so that W = VJ ⊕ UJ,
ZUJ = adc B(VJ)(UJ) = ⊕h/∈J adB(VJ)xh.
Observe that ZVJ = ZUJ′ , where J
′ = Iθ− J (thus we do not need to consider
ZVJ) and that ZUJ ≃ ZUϑ(J) as braided vector spaces whenever ϑ is an auto-
morphism of the Dynkin diagram [AA2, §2.1]. We are mostly interested in
the cases when J consists of an extremal vertex or its complement. Indeed
ZUJ would turn out to be simple exactly when card J = 1, and B(VJ) would
give rise to Uq(g) with g simple exactly when the Dynkin diagram of VJ is
connected.
4.2. Dimension W = 2. Here V = kx1 and U = kx2 have dimension 1.
Then dimZU = n12 + 1 and dimZV = n21 + 1; more precisely,
ZU = adc B(V )(U) = ⊕n∈I0,n12kun, un := adc(x1)
n(x2);
un+1 = x1un − q
n
11q12unx1.(4.7)
Notice that un = xnα1+α2 belongs to the PBW-basis alluded above. Let
An =
∏
j∈I0,n−1
(1− qj11q˜12), so that n ≤ n12 =⇒ An 6= 0.
Lemma 4.6. The braiding of ZU is given by
c(un ⊗ um) =
∑
j∈I0,n:m+j≤n12
q
m(n−j)
11 q
n−j
12 q
m
21q22
(
n
j
)
q11
An
An−j
um+j ⊗ un−j,
(4.8)
n,m ∈ I0,n12 .
In particular, ZU is of diagonal type if and only if n12 = 0, hence also
n21 = 0.
Proof. Recall the realization in §4.1. The coaction δ : ZU → B(V )#kΓ⊗ZU
is given by (2.12). Hence δ(u0) = α2⊗u0. We claim that for every n ∈ I0,n12 ,
δ(un) =
∑
i∈I0,n
(
n
i
)
q11
An
Ai
xn−i1 g
i
1g2 ⊗ ui.(4.9)
The proof of (4.9) goes by induction on n. Indeed, by (4.7), we have
δ(un+1) = (x1 ⊗ 1 + g1 ⊗ x1)δ(un)− q
n
11q12δ(un)(x1 ⊗ 1 + g1 ⊗ x1).
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Then (4.8) follows. We next claim that
∃q ∈ k×, x ∈ ZU : c(x⊗ x) = qx⊗ x ⇐⇒ x ∈ ku0 or x ∈ kun12 .(4.10)
Assume that there exist such q and x and write
x =
∑
i∈In,p
ciui, n ≤ p, cn, cp 6= 0.
Let Qi,jt = q
j(i−t)
11 q
i−t
12 q
j
21q22
(i
t
)
q11
Ai
Ai−t
. Then∑
i,j∈In,p,
t∈I0,i:j+t≤n12
cicjQ
i,j
t uj+t ⊗ ui−t =
∑
r,s∈In,p
qcrcsur ⊗ us;
=⇒
∑
i,j∈In,p,
0≤t≤min{i,n12−j}
j+t=r,i−t=s
cicjQ
i,j
t uj+t ⊗ ui−t = qcrcsur ⊗ us ∀r, s ∈ In,p.
Take (r, s) = (n, p). Then j = n, i = p and necessarily t = 0; the last could
only happen if min{p, n12 − n} = 0. That is, either p = 0 = n, or else
n = n12 = p. This shows (4.10).
Thus, if ZU is diagonal type, then n12 ≤ 1. If n12 = 1, then
c(u0 ⊗ u1) = q21q22u1 ⊗ u0,
c(u1 ⊗ u0) = q12q22u0 ⊗ u1 + q22(1− q˜12)u1 ⊗ u0
by a similar computation. Here q˜12 6= 1 since n12 6= 0; hence ZU is not of
diagonal type. We conclude that n12 = 0. 
4.2.1. Cartan type A2. Here q ∈ k×−{1}. The Dynkin diagram is
q
◦
1
q−1 q
◦
2
and
∆+ = {β1 = α1, β2 = α1 + α2, β3 = α2}.
Thus ZU = ku0 ⊕ ku1; u0 = xβ3 , u1 = xβ2 . By Remark 4.1, [u1, u0]c = 0.
Hence
B(ZU) = k〈u0, u1|u1u0 − q12q u0u1, u
N
0 , u
N
1 〉,
where N = ord q. We omit the last relations when N =∞, in which case:
Proposition 4.7. IfW is of type A2 and q /∈ G∞, then B(ZU ) is a quantum
plane, with GK-dim = 2.
It is well-known that in this case, B(ZU) is AS-regular, see [ArS, (0.2)].
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4.2.2. Cartan type B2. The Dynkin diagram is
q
◦
1
q−2 q2
◦
2
, ord q > 2, and
∆+ = {β1 = α1, β2 = 2α1 + α2, β3 = α1 + α2, β4 = α2}.
Hence ZU = ku0 ⊕ ku1 ⊕ ku2; ui = xβ4−i , i ∈ I0,2. By Remark 4.1,
u1u0 = q
2q12 u0u1, u2u1 = q
2q12 u1u2.(4.11)
We check that
u2u0 = q
2q212 u0u2 + qq12(q − 1)u
2
1.(4.12)
Thus B(ZU ) is presented by generators ui, i ∈ I0,2, and relations (4.11),
(4.12),
uM0 = 0, u
N
1 = 0, u
M
2 = 0,
where N = ord q, M = ord q2. Particularly, when N =∞, we have:
Proposition 4.8. IfW is of type B2 and q /∈ G∞, then B(ZU ) is a quadratic
algebra with relations (4.11), (4.12), and GK-dim = 3.
In this case, it is known that B(ZU ) is AS-regular, see [NS, Remark 2.9].
4.2.3. Cartan type C2. The Dynkin diagram is
q2
◦
1
q−2 q
◦
2
, ord q > 2, and
∆+ = {β1 = α1, β2 = α1 + α2, β3 = α1 + 2α2, β4 = α2}.
Hence ZU = ku0⊕ku1, u0 = xβ4 , u1 = xβ2 . Set u10 = u1u0−q12qu0u1 = xβ3 .
By Remark 4.1,
u1u10 = q
2q12 u10u1, u10u0 = q
2q12 u0u10.(4.13)
Thus B(ZU) is presented by generators u0, u1, and relations (4.13),
uN0 = 0, u
M
10 = 0, u
N
1 = 0,
where N = ord q, M = ord q2. Clearly (4.13) are quantum Serre relations.
Remark 4.9. If N <∞, then B(ZU ) is isomorphic as an algebra to a Nichols
algebra of diagonal type only when M = N .
Particularly, when N =∞, we have:
Proposition 4.10. If W is of type C2 and q /∈ G∞, then B(ZU ) is a cubic
algebra with relations (4.13), and GK-dim = 3.
In this case, it is known that B(ZU ) is AS-regular, see [ArS, (8.5)].
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4.2.4. Cartan type G2. The Dynkin diagram is
q
◦
1
q−3 q3
◦
2
, ord q > 3, and
∆+ = {β1 = α1, β2 = 3α1 + α2, β3 = 2α1 + α2,
β4 = 3α1 + 2α2, β5 = α1 + α2, β6 = α2}.
Hence ZU = ku0⊕ ku1⊕ ku2⊕ ku3, u0 = xβ6 , u1 = xβ5 , u2 = xβ3 , u3 = xβ2 .
Set u21 = u2u1 − q
2q12u1u2 = xβ4 . By Remark 4.1,
u1u0 = q
3q12 u0u1, u3u2 = q
3q12 u2u3.(4.14)
We check that
u3u1 = q
3q212 u1u3 +
qq12(q
3 − 1)
q + 1
u22,
u3u0 = q
3q312 u0u3 + q12(q
3 − q2 − q)u21 + qq12(1− q)(3)
!
q u1u2,
u2u0 = q
3q212 u0u2 + qq12(q
2 − 1)u21,
(4.15)
u2u21 = q
3q12 u21u2,
u21u1 = q
3q12 u1u21.
(4.16)
Thus B(ZU) is generated by ui, i ∈ I0,3, with relations (4.14), (4.15), (4.16),
uM0 = 0, u
N
1 = 0, u
M
21 = 0, u
N
2 = 0, u
M
3 = 0,
where N = ord q, M = ord q3. Particularly, when N =∞, we have:
Proposition 4.11. If W is of type G2 and q /∈ G∞, then B(ZU ) has qua-
dratic relations (4.14), (4.15) and cubic relations (4.16); also, GK-dim = 5.
4.2.5. Cartan type G2 with the inverse numeration. The Dynkin diagram is
q3
◦
1
q−3 q
◦
2
, ord q > 3, and
∆+ = {β1 = α1, β2 = α1 + α2, β3 = 2α1 + 3α2,
β4 = α1 + 2α2, β5 = α1 + 3α2, β6 = α2}.
Hence ZU = ku0⊕ku1, u0 = xβ6 , u1 = xβ2 . Set u10 = u1u0−qq12u0u1 = xβ4 ,
u100 = u10u0 − q
2q12u0u10 = xβ5 , u110 = u1u10 − q
2q12u10u1 = xβ3 . By
Remark 4.1,
u1u110 = q
3q12 u110u1, u100u0 = q
3q12 u0u100.(4.17)
We check that
u1u100 = q
3q212 u100u1 +
q12(3)q(q − 1)
2
q + 1
u210.(4.18)
Thus B(ZU) is presented by generators u0, u1, and relations (4.17), (4.18),
uN0 = 0, u
M
110 = 0, u
N
10 = 0, u
M
100 = 0, u
N
1 = 0,
where N = ord q, M = ord q3. When N =∞, we have:
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Proposition 4.12. If W is of type G2 and q /∈ G∞, then B(ZU) is defined
by the quartic relations (4.17), (4.18); also, GK-dim = 5.
In this case, B(ZU ) is AS-regular; it is the Algebra F in [WW, §4].
4.3. Cartan type Aθ, θ > 2. Here q ∈ k
× − {1}. The Dynkin diagram is
q
◦
1
q−1 q
◦
2
q
◦
θ−1
q−1 q
◦
θ
.
With the notation (1.11) and ordered lexicographically, the positive roots
are
∆+ = {αk j | k ≤ j ∈ I}.(4.19)
The generators of the PBW-basis are xαkk = xk, xαkl = x(kl), k < l, cf.
(4.3). Let N = ord q. Assume that q 6= −1. The defining relations are
xij = 0, i < j − 1,(4.20)
xiij = 0, |j − i| = 1,(4.21)
xN(kl) = 0, k ≤ l,(4.22)
where i, j, k, l ∈ I. When q = −1, the defining relations are (4.20), (4.22)
(with N = 2), and
[x(i−1,i+1), xi]c = 0,(4.23)
i ∈ I2,θ−1. As usual we omit (4.22) when q /∈ G∞.
4.3.1. J = {1}. The algebra B(ZU ) is presented by x12, x2, x3, . . . , xθ with
defining relations (4.20), i, j ∈ I2,θ; (4.21) if q 6= −1, or (4.23) if q = −1,
i, j ∈ I2,θ; (4.22), k, l ∈ I2,θ; and the new relations
[x12, xi]c = 0, i ∈ {2} ∪ I4,θ,(4.24)
[x12, [x12, x3]c]c = 0, x3312 = 0,(4.25)
[[x12, x3]c, x2]c = 0,(4.26)
xN12 = 0,(4.27)
([x12, x(3l)]c)
N = 0, l ∈ I3,θ.(4.28)
We omit the last relations when N =∞, in which case B(ZU ) is a domain
and GK-dimB(ZU ) =
(
θ+1
2
)
− 1.
4.3.2. card J = 1. The case J = {θ} reduces to the previous one. To ex-
emplify, we discuss only the case θ = 3, J = {2}. The algebra B(ZU) is
presented by x1, x21, x23, x3 with defining relations
[x1, x3]c = 0, [x1, x21]c = 0, [x23, x3]c = 0, [x21, x23]c = 0,(4.29)
[x21, x3]c = q13(1− q)x23x1 − q21[x1, x23]c,(4.30)
xN12 = 0, x
N
21 = 0, x
N
23 = 0, x
N
3 = 0, [x1, x23]
N
c = 0.(4.31)
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4.3.3. J = Iθ−1. The algebra B(ZU) is presented by x(1θ), x(2θ), . . . , xθ with
defining relations
[x(iθ), x(jθ)]c = 0, i < j ∈ Iθ,(4.32)
xN(iθ) = 0, i ∈ Iθ.(4.33)
We omit the last relations when N =∞, in which case B(ZU ) is a quan-
tum linear space and GK-dimB(ZU ) = θ.
4.4. Cartan type Bθ, θ > 2. Here q ∈ k
×−{±1}. The Dynkin diagram is
q2
◦
q−2 q2
◦
q−2 q2
◦
q2
◦
q−2 q
◦ .
With the notation (1.11) and ordered lexicographically, the positive roots
are
∆q+ = {αij | i ≤ j ∈ I} ∪ {αiθ + αjθ | i < j ∈ I}.(4.34)
The generators of the PBW-basis are xαkk = xk, xαkl = x(kl), k < l ∈ Iθ,
xαiθ+αθ = [xαiθ , xθ]c, i ∈ Iθ−1, xαiθ+αjθ = [xαiθ+α(j+1)θ , xj ]c, i < j ∈ Iθ−1.
For simplicity, we assume that either N > 4 is odd or else is ∞. The
defining relations are
xij = 0, i < j − 1; xiii±1 = 0, i < θ;(4.35)
xθθθθ−1 = 0;(4.36)
xNα = 0, α ∈ ∆+.(4.37)
where i, j ∈ I. See [AA2, §4.2] for the relations in other cases. As usual we
omit (4.37) when q /∈ G∞.
4.4.1. J = {1}. The algebra B(ZU ) is presented by x12, x2, x3, . . . , xθ with
defining relations (4.35), i, j ∈ I2,θ; (4.36); (4.37), suppα ⊂ I2,θ; (4.24);
(4.25); (4.26); (4.27); (4.28); and the new relations
([· · · [[x12, x(3θ)]c, xθ]c, · · · , xl]c)
N = 0, l ∈ I2,θ.(4.38)
4.4.2. J = {θ}. The algebra B(ZU) is presented by x1, x2, . . . , xθ−1, u1 =
xθ θ−1, u2 = xθθ θ−1, with defining relations (4.35), i, j ∈ Iθ; (4.37), α = αkl,
k < l ∈ Iθ−1; and the new relations
[xi, u1]c = 0, [xi, u2]c = 0, i ∈ Iθ−3;(4.39)
[[xθ−2, u1]c, u1]c = −qθ θ−1[xθ−2 θ−1, u2]c;(4.40)
[[xθ−2, u2]c, u1]c = 0, [[xθ−2, u2]c, u2]c = 0;(4.41)
[x(i θ−2), u1]
N
c = 0, [x(i θ−2), u2]
N
c = 0, i ∈ Iθ−2;(4.42)
[. . . [[x(i θ−2), u2]c, xθ−1]c, . . . xj ]
N
c = 0, i < j ∈ Iθ−2;(4.43)
uN1 = 0; u
N
2 = 0.(4.44)
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4.4.3. J = Iθ−1. Here, ZU is spanned by zi := x(iθ), i ∈ I.
The algebra B(ZU ) is presented by zi, i ∈ I, with defining relations
[zi, [zi, zj ]c]c = 0, [[zi, zj ]c, zj ]c = 0, i < j ∈ I;
[[zi, zj ]c, zk]c = 0, [[zi, zk]c, zj ]c = 0, i < j < k ∈ I;
(4.45)
zNi = 0, i ∈ I; [zi, zj ]
N
c = 0, i < j ∈ I.(4.46)
4.4.4. J = I2,θ. Here, ZU is spanned by
wi := xi i−1...1, i ∈ I, and w˜j := xj...θ θ...1, j ∈ I2,θ.
The algebra B(ZU ) is presented by wi, w˜i, i ∈ I, with defining relations
[wi, wj ]c = 0, i < j ∈ I; [w˜i, w˜j ]c = 0, i < j ∈ I2,θ;
[w˜j , wj−1]c = qj j−1q(q − 1)w
2
θ , j ∈ I2,θ;
[w˜j , wi]c = 0, i ∈ I, j ∈ I2,θ − {i+ 1};
(4.47)
wNi = 0, i ∈ I; w˜
N
j = 0, j ∈ I2,θ.(4.48)
4.5. Cartan type Cθ, θ > 2. Here q ∈ k
×−{±1}. The Dynkin diagram is
q
◦
q−1 q
◦
q−1 q
◦
q
◦
q−2 q2
◦ .
The set of positive roots is
∆+ = {αi j | i ≤ j ∈ I} ∪ {αi θ + αj θ−1 | i ≤ j ∈ Iθ−1}.(4.49)
The generators of the PBW-basis are xαkk = xk, xαij = x(ij), i < j ∈ I,
xαiθ+αiθ−1 = [x(iθ), x(iθ−1)]c, xαiθ+αθ−1 = [x(iθ), xθ−1]c, i ∈ Iθ−1, xαiθ+αjθ−1 =
[xαiθ+αj+1θ−1 , xj ]c, i < j ∈ Iθ−2. For simplicity, we assume that either N > 4
is odd or else is ∞. The defining relations are
xij = 0, i < j − 1; xiij = 0, j = i± 1, (i, j) 6= (θ − 1, θ);(4.50)
xiiiθ = 0, i = θ − 1;(4.51)
xNα = 0, α ∈ ∆+.(4.52)
See [AA2, §4.2] for the relations in other cases. As usual we omit (4.52)
when q /∈ G∞.
4.5.1. J = Iθ−1. Here, ZU is spanned by
zi := x(iθ), i ∈ I, and yij := [x(iθ−1), x(jθ)]c, i ≤ j ∈ Iθ−1.
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The algebra B(ZU ) is presented by generators zi, i ∈ I, and yij, i < j ∈ Iθ−1,
with defining relations
[zi, zj ]c = 0, i < j ∈ I;
[yii, zi]c = 0, [yii, zθ]c = qα(iθ)αθ (1− q
−1)z2i , i ∈ Iθ−1;
[yij, zθ]c = qα(iθ−1)α(jθ)(q
2 − 1)zjzi, i < j ∈ Iθ−1;
[yij, zk]c = qαjθαkθ (q − 1)zjyik, i ≤ j < k ∈ Iθ−1;
[yik, zj ]c = 0, [zi, yjk]c = 0, i ≤ j ≤ k ∈ Iθ−1;
[yij, ykl]c = 0, i, j, k, l ∈ Iθ−1;
(4.53)
zNi = 0, i ∈ I; y
N
ij = 0, i ≤ j ∈ Iθ−1.(4.54)
4.5.2. J = I2,θ. Here, ZU is spanned by
wi := xi i−1...1, i ∈ I, and w˜j := [xθ...j, wθ−1]c, j ∈ Iθ−1.
The algebra B(ZU ) is presented by generators wi, w˜i, i ∈ I, with defining
relations
[wi, wj ]c = 0, i < j ∈ I, (i, j) 6= (θ − 1, θ);
[wθ−1, [wθ−1, wθ]c]c = [wθ, [wθ, wθ−1]c]c = 0
[w˜i, w˜j ]c = 0, i < j ∈ Iθ−1;
[w˜j , wj−1]c = qα(jθ)α(1 θ−1)(q − 1)wθwθ−1, j ∈ Iθ−1;
[w˜j , wi]c = 0, i ∈ I, j ∈ Iθ−1 − {i+ 1};
(4.55)
wNi = 0, i ∈ I; w˜
N
j = 0, j ∈ Iθ−1; [wθ, wθ−1]
N
c = 0.(4.56)
4.6. Cartan type Dθ, θ > 3. Here q ∈ k
× − {1}. The Dynkin diagram is
q
◦
q
◦
q−1 q
◦
q−1 q
◦
q
◦
q−1 q
◦
q−1
q−1 q
◦
(4.57)
With the notation (1.11) and ordered lexicographically, the positive roots
are
∆+ = {αi j | i ≤ j ∈ I, (i, j) 6= (θ − 1, θ)}
∪ {αi θ−2 + αθ | i ∈ Iθ−2} ∪ {αi θ + αj θ−2 | i < j ∈ Iθ−2}.
(4.58)
The generators of the PBW-basis are
xαkk = xk, k ∈ I, xαij = x(ij), i < j ∈ Iθ−1,
xαiθ−2+αθ = [x(iθ−2), xθ]c, xαiθ = [xαiθ−2+αθ , xθ−1]c, i ∈ Iθ−2,
xαiθ+αjθ−2 = [xαiθ+αj+1θ−2 , xj ]c, i < j ∈ Iθ−2.
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For simplicity, we assume that either N > 2 or else is ∞. The defining
relations are
x(θ−1)θ = 0; xij = 0, i < j − 1, (i, j) 6= (θ − 2, θ);
xiiθ = 0, i = θ − 2; xiij = 0, |j − i| = 1, i, j 6= θ;
xii(θ−2) = 0, i = θ; x
N
α = 0, α ∈ ∆+.
(4.59)
See [AA2, §4.2] for the relations in other cases. As usual we omit the last
set of relations when q /∈ G∞.
4.6.1. J = Iθ−1. Here, ZU is spanned by xθ,
zi := [x(iθ−2), xθ], z˜i := [xθ−1, zi]c, i ∈ I,
yij := [x(iθ−1), zj ]c, i < j ∈ Iθ−2.
The algebra B(ZU ) is presented by generators xθ, zi, z˜i, i ∈ I, and yij,
i < j ∈ Iθ−1, with defining relations
[zi, zj ]c = 0, [z˜i, z˜j ]c = 0, [z˜i, zj ]c = 0, i < j ∈ Iθ−2;
[zi, z˜j ]c = qα(ij−1) ,α(jθ−2)+αθ(q − 1)zj z˜i, i < j ∈ Iθ−2;
[zi, xθ]c = 0, [z˜i, xθ]c = 0, i ∈ Iθ−2;
[yij, zθ]c = qα(iθ−1),α(jθ−2)+αθ (q − 1)zj z˜i, i < j ∈ Iθ−2;
[yij, zk]c = 0, [zi, yjk]c = 0, i < j, i ≤ k ∈ Iθ−2;
[yij, z˜k]c = 0, [z˜i, yjk]c = 0, i < j, i ≤ k ∈ Iθ−2;
[yij, ykl]c = 0, i, j, k, l ∈ Iθ−2;
(4.60)
xNθ = 0; z
N
i = z˜
N
i = 0, i ∈ Iθ−2; y
N
ij = 0, i ≤ j ∈ Iθ−1.(4.61)
4.6.2. J = I2,θ. Here, ZU is spanned by w˜θ := [xθ, wθ−2],
wi := xi i−1...1, i ∈ I, vj := [[xθ, xθ−2...j ]c, wθ−1]c, j ∈ Iθ−2.
The algebra B(ZU) is presented by wi, i ∈ I, w˜θ, vj, j ∈ Iθ−2, with
defining relations
[wi, wj ]c = 0, i > j ∈ I; [vi, vj ]c = 0, i > j ∈ Iθ−2;
[w˜θ, wi]c = 0, i ∈ I; [w˜θ, vi]c = 0, i ∈ Iθ−2;
[vj , wj−1]c = qα(jθ−2)+αθ ,α(1 θ−1)(q − 1)wθ−1w˜θ, j ∈ Iθ−2;
[vj , wi]c = 0, i ∈ I, j ∈ Iθ−2 − {i+ 1};
(4.62)
wNi = 0, i ∈ I; v
N
j = 0, j ∈ Iθ−2; w˜
N
θ = 0.(4.63)
5. Decompositions with a block
Below we follow the paper [AAH1].
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5.1. A block and a point, weak interaction. Let W be a braided vector
space of dimension 3 with braiding given in the basis (xi)i∈I3 by
(c(xi ⊗ xj))i,j∈I3 =
 ǫx1 ⊗ x1 (ǫx2 + x1)⊗ x1 q12x3 ⊗ x1ǫx1 ⊗ x2 (ǫx2 + x1)⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + ax1)⊗ x3 q22x3 ⊗ x3
 .(5.1)
Let V , respectively U , be the subspace generated by x1, x2, respectively x3; V
is a block and U is a point. The scalar q12q21 is called the interaction between
the block and the point. As in [AAH1], the ghost is G =
{
−2a, ǫ = 1,
a, ǫ = −1.
If G ∈ N, then we say that the ghost is discrete.
Theorem 5.1. [AAH1, 4.1] B(W ) has finite Gelfand-Kirillov dimension if
and only if ǫ, q22, the interaction and the ghost are as in [AAH1, Table 5].
From now on, we assume that GK-dimB(W ) < ∞, i.e. that it is as
in [AAH1, Table 5]. Our aim is to compute ZV = adc B(U)(V ). Clearly,
GK-dimB(ZV ) =
{
GK-dimB(W )− 1, q22 = 1,
GK-dimB(W ), q22 6= 1.
We first deal with the case when the interaction is weak, i.e. that q12q21 =
1. Let yi = xi, i ∈ I2, and
yi+2 = (adc x3)
ix2, i ∈ N.(5.2)
Lemma 5.2. (1) If q22 = ±1, then (yi)i∈I3 is a basis of ZV , with braid-
ing (c(yi ⊗ yj))i,j∈I3 = ǫy1 ⊗ y1 (ǫy2 + y1)⊗ y1 ǫq12y3 ⊗ y1ǫy1 ⊗ y2 (ǫy2 + y1)⊗ y2 ǫq12y3 ⊗ y2
ǫq21y1 ⊗ y3 ǫq21(y2 + (a+ ǫ)y1)⊗ y3 − aǫy3 ⊗ y1 ǫq22y3 ⊗ y3
 .(5.3)
(2) If q22 ∈ G′3, then (yi)i∈I4 is a basis of ZV , with braiding given by
(5.3) when i, j ∈ I3, except that
c(y3 ⊗ y3) = ǫq22y3 ⊗ y3 − ǫaq12y4 ⊗ y1;(5.4)
c(yi ⊗ y4) =
(
q212y4 ⊗ y1 q
2
12y4 ⊗ y2 q12q
2
22y4 ⊗ y3 q22y4 ⊗ y4
)
.(5.5)
c(y4 ⊗ yi) = q221y1 ⊗ y4q221 (y2 + (2a+ 1)y1)⊗ y4 + (1− q222)q21y3 ⊗ y3 + a(q22 − 1)y4 ⊗ y1
q21q
2
22y3 ⊗ y4 + (q22 − 1)y4 ⊗ y3
 .
(5.6)
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Proof. First, adc(x3)x1 = 0 because the interaction is weak. Thus ZV is
generated by yi, i ∈ N. Observe that yi ∈ T
i−1(W ) when i ≥ 2; thus the
non-zero yi’s are linearly independent. Notice that
y3 = x3x2 − q21(x2 + ax1)x3, y4 = x
2
3x2 − q21(2)q22x3x2x3 + q
2
21q22x2x
2
3
− q21a(2)q22x3x1x3 + 2q
2
21aq22x1x
2
3.
Observe that ∂1(y3) = −ax3 6= 0, hence y3 6= 0. Also,
∂1(y4) = a(q22 − 1)x
2
3, ∂2(y4) = 0 = ∂3(y4).
Hence, if q22 = ±1, then y4 = 0, since x
2
3 = 0 when q22 = −1. If q22 ∈ G
′
3,
then x23 6= 0 but x
3
3 = 0, thus y4 6= 0 and y5 = 0. Now
δ(y1) = g1 ⊗ y1, δ(y2) = g1 ⊗ y2, δ(y3) = g1g2 ⊗ y3 − ax3g1 ⊗ y1.
From here (5.3) and (5.4) follow using that
g1 · y3 = ǫq12y3, g2 · y3 = q22q21y3.
We also compute
δ(y4) = g1g
2
2 ⊗ y4 + (1− q
2
22)x3g1g2 ⊗ y3 + a(q22 − 1)x
2
3g1 ⊗ y1;
g1 · y4 = q
4
12y4, g2 · y4 = q
2
22q21y4.
Now (5.5), (5.6) follow by direct computation. 
Recall that the defining relation of the Jordan plane is
x2x1 − x1x2 +
1
2
x21,(5.7)
while for the super Jordan plane the defining relations are
x21, x2x21 − x21x2 − x1x21.(5.8)
We introduce the elements
zt := (adc y2)
t−1y3, t ∈ N.(5.9)
They are related with the elements zt for the Nichols algebras in [AAH1, §4]:
zt := −ǫ
tq12zt − δ1,taq12 x1x3, for all t ∈ N.(5.10)
5.1.1. Case V = L(1,G ), G ∈ N.
Proposition 5.3. The algebra B(ZV ) is presented by generators y1, y2, y3
and relations (5.7),
y1y3 = q12 y3y1,(5.11)
(adc y3)
2y2 = 0,(5.12)
zG+1 = 0,(5.13)
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ztzt+1 = q
−1
12 zt+1zt, 1 ≤t < G .(5.14)
B(ZV ) has a PBW-basis
B = {ym11 y
m2
2 z
nG
G
. . . zn11 : mi, nj ∈ N0};
hence GK-dimB(ZV ) = 2 + G .
Proof. Note that yi = xi, i = 1, 2, determine a braided vector subspace
of Jordan type, so (5.7) holds in B(ZV ), while (5.11) and (5.12) by direct
computation. Relations (5.13) and (5.14) are 0 in B(ZV ) by (5.10) and
[AAH1, Lemma 4.13]. Hence the quotient B˜ of T (V ) by (5.7), (5.11), (5.12),
(5.13) and (5.14) projects onto B(ZV ).
We claim that the subspace I spanned by B is a right ideal of B˜. The
proof follows as in [AAH1, Proposition 4.16]. As 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(ZV ), it remains to show that B is linearly indepen-
dent in B(ZV ). This follows from the decomposition (1.7), i.e.
B(L(1,G )) ≃ B(ZV )#k[x3]
and [AAH1, Proposition 4.16]. Then B is a basis of B(ZV ) and B˜ = B(ZV ).
The computation of GK-dim follows from the Hilbert series at once. 
Theorem 5.4. The algebra B(ZV ) is an iterated Ore extension; thus it is
strongly noetherian, AS-regular and Cohen-Macaulay domain.
Proof. Analogous to Theorem 4.5. 
5.1.2. Case V = L(−1,G ), G ∈ N.
Proposition 5.5. The algebra B(ZV ) is presented by generators y1, y2, y3
and relations (5.7), (5.11), (5.12) and
z
2
t = 0, 1 ≤t ≤ G .(5.15)
The set
B = {xm11 x
m2
2 z
nG
G
. . . zn11 : ni ∈ {0, 1},mj ∈ N0}
is a basis of B(ZV ) and GK-dimB(ZV ) = 2.
Proof. Analogous to Proposition 5.3. 
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5.1.3. Case V = L−(1,G ), G ∈ N.
Proposition 5.6. The algebra B(ZV ) is presented by generators y1, y2, y3
and relations (5.8), (5.11) and
z1+2G = 0,(5.16)
y21z1 = q
2
12 z1y21,(5.17)
z
2
2k+1 = 0, 0 ≤k < G ,(5.18)
z2kz2k+1 = q
−1
12 z2k+1z2k, 1 ≤k < G .(5.19)
The set
B = {ym11 y
m2
21 y
m3
2 z
n2G
2G . . . z
n1
1 : m1, n2k+1 ∈ {0, 1},m2,m3, n2k ∈ N0}
is a basis of B(ZV ) and GK-dimB(ZV ) = G + 2.
Proof. Analogous to Proposition 5.3. 
5.1.4. Case V = L−(−1,G ), G ∈ N.
Proposition 5.7. The algebra B(ZV ) is presented by generators y1, y2, y3
and relations (5.8), (5.11), (5.12), (5.16), (5.17) and
z
2
2k = 0, 1 ≤k ≤ G ,(5.20)
z2k−1z2k = −q
−1
12 z2kz2k−1, 0 <k ≤ G .(5.21)
The set
B = {ym11 y
m2
21 y
m3
2 z
n2G
2G . . . z
n1
1 : m1, n2k ∈ {0, 1},m2,m3, n2k−1 ∈ N0}
is a basis of B(ZV ) and GK-dimB(ZV ) = G + 2.
Proof. Analogous to Proposition 5.3. 
5.1.5. Case V = L(ω, 1), ω ∈ G′3.
Proposition 5.8. The algebra B(ZV ) is presented by generators y1, y2, y3, y4
and relations (5.7), (5.11) and
y1y4 = q
2
12y4y1,(5.22)
y2y3 = q12y3y2,(5.23)
y4y2 = q
2
21y2y4 + q21(1− ω) y
2
3 ,(5.24)
y3y4 = q12ω
2y4y3,(5.25)
y33 = y
3
4 = 0.(5.26)
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The set
B = {ym11 y
m2
2 y
n1
3 y
n2
4 : mi ∈ N0, 0 ≤ nj ≤ 2}
is a basis of B(ZV ) and GK-dimB(ZV ) = 2.
Proof. Relations (5.7) and (5.11) are 0 in B(ZV ) as in Proposition 5.3. Now
(5.22)-(5.26) follow from [AAH1, Lemmas 4.23 & 4.24]. Hence the quotient
B˜ of T (V ) by all these relations projects onto B(ZV ). Since the subspace
I spanned by B is a right ideal of B˜ and 1 ∈ I, B˜ is spanned by B. To
prove that B˜ ≃ B(ZV ), it remains to show that B is linearly independent
in B(ZV ). This follows from the decomposition
B(L(ω, 1)) ≃ B(ZV )#k[x3]
as in (1.7) and [AAH1, Proposition 4.25]. Then B is a basis of B(ZV ),
B˜ = B(ZV ) and GK-dimB(ZV ) = 2. 
5.2. A block and a point, mild interaction. Here we keep the notation
as in the previous Subsection but we assume that the interaction is mild, that
is q12q21 = −1. We consider the unique Nichols algebra of finite GK-dim,
called the Cyclop Nichols algebra: here, ǫ = q22 = −1. Let
yi = xi, yi+2 = (adc x3)xi, i ∈ I2.(5.27)
Lemma 5.9. A basis of ZV is given by (yi)i∈I4 , with braiding
c(yi ⊗ yj) =

−y1 ⊗ yi, j = 1,
(y1 − y2)⊗ yi, j = 2,
−q12y3 ⊗ yi, j = 3,
q12(y3 − y4)⊗ yi, j = 4,
, i = 1, 2;(5.28)
c(y3 ⊗ yj) =

−q21y1 ⊗ y3 − 2y3 ⊗ y1, j = 1,
−q21y2 ⊗ y3 + 2(y3 − y4)⊗ y1, j = 2,
−y3 ⊗ y3, j = 3,
−y4 ⊗ y3, j = 4;
(5.29)
c(y4 ⊗ yj) =

−q21y1 ⊗ y4 − 2y3 ⊗ y2 − y3 ⊗ y1, j = 1,
−q21y2 ⊗ y4 + 2(y3 − y4)⊗ (2y2 + y1), j = 2,
−y3 ⊗ y4, j = 3,
−y4 ⊗ y4, j = 4.
(5.30)
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Proof. First, (adc x3)2xi = 0 because x23 = 0. Thus ZV is generated by yi,
i ∈ I4. We claim that the yi’s are linearly independent. Indeed,
∂1(y3) = 2x3, ∂2(y3) = 0, ∂1(y4) = x3, ∂2(y4) = 2x3,
and ∂i(yj) = δij for i, j ∈ I2. Now
δ(y1) = g1 ⊗ y1, δ(y3) = g1g2 ⊗ y3 + 2x3g1 ⊗ y1,
δ(y2) = g1 ⊗ y2, δ(y4) = g1g2 ⊗ y3 + 2x3g1 ⊗ y2 + x3g1 ⊗ y1.
From here (5.28), (5.29) and (5.30) follow by direct computation. 
We set y14 = (adc y1)y4 = y1y4 + q12y4y1 − q12y3y1.
Proposition 5.10. The algebra B(ZV ) is presented by generators (yj)j∈I4
and relations (5.8),
y1y3 + q12y3y1 = 0, y2y3 + q12y3y2 = −q12y14 − q12y3y1,(5.31)
y2y4 + q12y4y2 = 0, y3y4 + y4y3 = 0,(5.32)
y214 = 0, y
2
3 = 0, y
2
4 = 0.(5.33)
The set
B = {ym11 y
m2
21 y
m3
2 y
n1
14 y
n2
3 y
n3
4 : m1, ni ∈ {0, 1},m2,m3,∈ N0}
is a basis of B(ZV ) and GK-dimB(ZV ) = 2.
Proof. All the quadratic relations belong to ker(id+c), the quantum sym-
metrizer of degree 2, hence they are defining relations of ZV . Now the first
relation of (5.33) follows from [AAH1, Lemma 4.34]. Hence the quotient
B˜ of T (V ) by (5.31), (5.32) and (5.33) projects onto B(ZV ). Using these
relations we check that the subspace I spanned by B is a right ideal of B˜.
Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(ZV ), it remains to show that B is linearly indepen-
dent in B(ZV ). This follows from the decomposition
B(L(ω, 1)) ≃ B(ZV )#k[x3]
as in (1.7) and [AAH1, Proposition 4.39]. Then B is a basis of B(ZV ),
B˜ = B(ZV ) and GK-dimB(ZV ) = 2. 
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