ABSTRACT The HEVC standard offers high performance with a lower bitrate for intra frame coding, but still requires many bits. An alternative intra frame coding framework based on convolutional neural network (CNN) is proposed in this paper. Two CNN models, simplified CNN (S-CNN) and complicated CNN (C-CNN), were designed and trained to improve the coding performance of HEVC. In intra frame coding, the trained CNN predicts the residual for reconstructed blocks to enhance visual quality. Due to the high computational complexity of CNN in HEVC encoding, we further explore the tradeoff between computational complexity and coding performance. For S-CNN, an early termination mechanism is proposed to further reduce the HEVC encoding complexity. With regard to C-CNN, a GPU-based heterogeneous architecture is proposed to accelerate CNN processing. Experimental results show that the proposed method with S-CNN achieves bitrate savings of 3.1% with a 37% increase in time cost, and 2.8% in bitrate savings with only a 23% increase in time cost when applying the early termination algorithm. In the case of C-CNN, the execution time of CNN can reach increases in speed of 8.8-17.8× and a bitrate savings of up to 5.1% on average.
I. INTRODUCTION
The demand for high resolution video has rapidly increased in a number of industries, especially in video surveillance, video conferencing, HDTV (high definition television) and live streaming. However, H.264/AVC is not a complete fit for these practical applications. The HEVC standard, seen as the inheritor of H.264/AVC, can effectually provide better video quality with a lower bitrate [15] . Therefore, improving the coding efficiency of HEVC can make it more suitable for practical applications.
HEVC consists of intra frame coding and inter frame coding based on spatial and temporal correlations. The intra frame coding, which plays an indispensable role in HEVC, extends a flexible quadtree structure to choose the best coding unit (CU), which varies from 64 × 64 to 8 × 8, including the non-segmentation coding tree unit (CTU) with the 64 × 64 size. Then, two coding techniques, intra prediction and residual coding, are used to achieve efficient compression at the CTU level. In intra prediction, each CU and its spatial reference block are utilized to generate q prediction unit (PU). Then the redundancy of PU is further divided into quadtree structure of transform unit (TU) for residual coding, including transformation, quantization and entropy coding. After encoding all the CTUs, the reconstructed frame is generated through post processing, which includes the deblocking and sample adaptive offset (SAO). However, the current post processing technique may not sufficiently remove the compression artifacts in low bitrate encoding. Previous work [21] has proposed a CNN-based method to improve coding performance at the CTU level for such cases. In this paper, we extend the prior recommendation and design two CNN (convolutional neural network) models to explore the tradeoff between computational complexity and coding performance. The simplified CNN (S-CNN) model is proposed to evaluate coding performance based on a single CPU. Below, we propose an early termination mechanism to further reduce its complexity. Another complicated CNN (C-CNN) model is implemented with GPU-based heterogeneous architecture. The experiments show that proposed C-CNN can achieve high speed increases.
The remainder of the paper is structured as follows. A background review of recent emerging technologies of CNN and video coding is firstly given in Section II. Followed by the proposed CNN structure presented in Section III, Section IV clarifies the proposed intra coding method using CNN in HEVC, and an early termination method is proposed to further reduce the coding complexity. Section V presents the proposed C-CNN model with GPU-based heterogeneous architecture. The experimental analysis and results of proposed method are elucidated in Section VI. And a conclusion is drawn and the future work is stated in Section VII.
II. BACKGROUND REVIEW
CNN-based recognition technology has achieved great success in industrial fields. Moreover, another CNN-based method has fostered great progress in the image processing and multimedia fields. This CNN method can be seen as the ''image-input and image-output'' CNN structure. For instance, Dong et al. [5] proposed a fully convolutional network for single image super-resolution (SR), called SRCNN. A low-resolution image is processed with bilinear interpolation at the same size as a high-resolution image (ground truth image). Then the SRCNN directly learns end-to-end mapping between the low/high-resolution images. Inspired by the CNN-based method for image SR, an efficient fully convolutional network called ARCNN, is proposed to reduce the distortion of JPEG images [20] . The success of a CNNbased method for JPEGs suggests its potential for video encoding applications.
Many researches have been conducted to address the acceleration of HEVC. In HEVC intra frame coding, Zhang et al. [19] proposed a hybrid intra prediction method to improve the efficiency of the 33 angular intra prediction modes based on local and non-local correlations. In the transform of intra coding, Zhang et al. [18] further proposed a singular value decomposition (SVD)-based signal dependent transform to optimize the DCT/DST scheme for HEVC. The fast CU mode decision is also an important strategy to reduce coding complexity for HEVC. The CTU-level complexity control method is presented in [17] . Li et al. [12] proposed an early skip mode decision algorithm to speed up the HEVC encoding based on unimodal stopping model.
The ''image-input and image-output'' CNN method has been applied in the field of video coding as well. For instance, Dai et al. [6] proposed a CNN-based method for HEVC postprocessing. This CNN model can be seen as an in-loop filtering technique to improve the coding performance of HEVC. In addition, another CNN model, IFCNN, was proposed by Park and Kim [14] as an alternative to in-loop filtering processing in HEVC, and achieves better subjective visual quality in HEVC. Li et al. [11] proposed a CNN-based block up-sampling method for HEVC intra frame coding. A CNNbased up-sampling coding scheme was proposed to improve the coding performance at block level. However, the abovementioned methods are limited by high computational complexity. Therefore, the proposed method focuses on real-time applications of CNN-based intra coding for HEVC.
III. PROPOSED SIMPLIFIED CNN STRUCTURE A. THE PROPOSED S-CNN ARCHITECTURE
The general ''image-input and image-output'' CNN framework consists of two main layers, the convolutional layer and activation layer. As the example in image SR [5] shows, the SRCNN structure is composed of three operations: feature extraction, non-linear mapping, and image reconstruction. The feature extraction and non-linear mapping involve the convolutional layer and activation layer. The image reconstruction is the final output, so only the convolutional layer is considered. Based on this CNN theory, we optimize and redesign a simple CNN structure that is beneficial for HEVC intra frame coding. The proposed S-CNN consists of only two operations: feature extraction and image reconstruction. Feature extraction is applied to generate the feature maps from intra coding. Image reconstruction is used to reconstruct a residual image for the final output, which is explained in residual learning. Non-linear mapping is not considered in the proposed S-CNN structure because high-dimensional vector mapping would dominate the high computational complexity when increased fully convolutional layer in CNN structure. Then, the filter size is set to 5×5. In our experiments, the high filter size could expand the receptive field, which is adaptive to CNN training and prediction, but a larger filter size (greater than 5×5) would bring about challenges in CNN training and inefficiency in CNN prediction.
In the proposed S-CNN framework, assuming Y is an input image from the HEVC intra coding and F i (Y), denotes the output of the i-th layer, the operations are expressed as:
where W i and B i denote the filter weights and bias parameter of the i-th layer, and the '' * '' represents convolutional operation. More specifically, W 1 has a 5 × 5 × 32 vector size, where 32 denotes the number of filters. B 1 is a 32-dimensional vector. Additionally, the rectified linear unit (ReLU, i.e., f (x) = max(0, x)) function is utilized as the activation layer to generate the feature maps [13] . The feature maps can efficiently express the feature texture for the next convolutional layer. W 2 has a 32 × 5 × 5 vector size, and B 2 is a single bias for image reconstruction. Finally, F 2 (Y) denotes the output of the proposed S-CNN. Based on residual learning, we assume the output to be the predicted residual for the input image Y, which is close to the ground truth image.
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B. RESIDUAL LEARNING
Residual learning is an important training strategy to further improve a CNN model in training. In [9] , the residual learning framework appears to obtain better prediction results than directly learning from a ground truth label. In the proposed S-CNN structure (as shown in Fig. 1 ), we run the residual learning network after the final convolutional layer (image reconstruction) in the proposed S-CNN. The image reconstruction process outputs the residual map for the input Y.
The residual learning network can be expressed as:
where H (Y) is the final output of the forward process of S-CNN. In the training stage, let X n denote the n-th ground truth image as the reference label corresponding to the n-th input Y n . The mean square error (MSE) is utilized as the loss function to evaluate the performance between the output H (Y n ) and label X n , expressed as:
where N is the total number of training samples. The stochastic gradient descent with the standard back propagation is utilized to minimize the loss function [10] , and the proposed S-CNN model is trained offline for HEVC intra frame coding.
IV. PROPOSED CNN-BASED INTRA CODING A. CNN ENHANCEMENT MODE
As shown in the Fig. 2 framework, the I-frame is splatted and encoded at the CTU level, i.e., 64 × 64 in size. Each reconstructed CTU is generated after intra prediction and residual coding. Then the proposed CNN model is added following the reconstructed CTU, called CNN enhancement mode (the blue block in Fig. 2 ). In this mode, the reconstructed CTU (the original one) has enhanced visual quality from the predicted residual from the proposed CNN mode (with residual learning). It is noted that the predicted residual from the CNN model is totally different from the ''residual'' form intra prediction. Then, the new reconstructed CTU replaces the original one as the reference block for intra prediction of the next CTU to be encoded. After all of the CTUs have been encoded, the reconstructed I-frame is generated via deblocking and SAO processes to serve as the reference frame in the encoding frame buffer. To achieve optimal coding performance, sum square error (SSE) is utilized to make a decision between the encoded CTU and CNN enhancement mode. If the new reconstructed CTU has a lower SSE than CNN enhancement mode, an extra bit, called cnnflag, will be encoded in bitstreams to indicate the CNN enhancement mode should be applied. The decoder side assumes the reconstructed CTU would be improved by CNN enhancement mode in the same way.
B. EARLY TERMINATION
Although the proposed CNN enhancement mode can efficiently improve the visual quality of reconstructed CTU through the SSE decision, the tradeoff between computational complexity and coding performance should be further explored. In [6] and [14] , we observe that the CNN is more efficient in improving the reconstructed frame for low bitrate encoding. Thus, we set MSE as a threshold to evaluate whether the current reconstructed CTU is beneficial for the CNN enhancement mode. When the MSE is lower than the threshold T, the CNN enhancement mode is skipped. In this case, how to determine the threshold T is the key to evaluating the efficiency of the proposed mechanism. In addition, since the MSE is unpredictable for different CTUs, the threshold setting should be dynamic. Therefore, we propose the following mechanism which can effectively adjust the threshold as shown in Fig. 3 . When the current reconstructed CTU is not improved by the CNN enhancement mode, the cnnflag is set to 0, and then a threshold setting process occurs. The threshold setting details are as shown below. We utilize prior probability to control the threshold updating as follows:
Step 1: Initialize the Threshold T for the first encoding CTU.
Step 2: Set the buffer D = {cnnfla ∪ {MSE} for each encoded CTU.
Step 3: When cnnflag = 0, record MSE value m to the current CTU. Step 4: Count the number of y in S, subject to (m > MSE) ∈ D.
Step 5: Count the number of x in S, subject to (m > MSE) ∈ D, and (cnnflag = 1) ∈ S.
Step 6: Calculate the prior probability p = x/y.
Step 7: If p < 0.5, update the Threshold T = m. Finally, the updated threshold will be applied to the next reconstructed CTU during the CNN enhancement mode decision.
In our experiments of proposed early termination method, the initial value of threshold T is set to {1, 5, 15, 50} corresponding to the quantization parameters QP = {27, 32, 37, 42} respectively. Moreover, the threshold of prior probability is set to 0.5 in Step 7 to achieve better tradeoff between coding performance and computational complexity.
V. GPU-BASED HETEROGONOUS ARCHITECTURE FOR PROPOSED METHOD
To further improve the coding performance and simultaneously maintain the low complexity, we developed a GPU-based heterogonous architecture to accelerate the CNN process in video encoding. In [5] , it is shown that a deeper network can achieve better performance in image SR. We design C-CNN accordingly to achieve higher efficiency, as shown in Table 1 . The coding complexity is decreased by the GPU acceleration. 
A. PARALLEL FOR C-CNN
As known in [8] , we can derive the computational complexity of each convolutional layer, as shown in Table 2 . According to C-CNN model, the filter size f is set to 5, and the number of filters, n 1 and n 2 , are set to 64 and 32, respectively. S is the spatial size of CTU. The purpose of the feature extraction layer in CNN is to generate the feature maps. Each feature map is independent and shares the same input image. Therefore, we parallel process the operations of fully convolutional and activation functions to generate the n 1 feature maps. Furthermore, the n 2 feature maps are generated by the total of n 1 feature maps in the second convolutional layer (mapping layer). So each feature map in this layer has to share the total feature maps in the first layer. Here, due to the computational complexity while parallelizing the n 2 feature maps, we parallel each single feature map in the second convolutional layer respectively. Then, repeat n 2 times to generate the total feature maps in the second convolutional layer. Therefore, the max parallelism of the second convolutional layer decreases to (n 1 ·f 2 2 ·1·S 2 ). Just like in the mapping layer, the reconstruction layer is utilized based on the same rule to operate in parallel but without the loop processing because of only one block as the final output. Fig. 4 shows the heterogeneous architecture of the C-CNN computing. We use C++ AMP [2] to implement the proposed C-CNN parallel. We integrate the C-CNN model in HM [1] . C-CNN can be efficiently processed with heterogeneous computing by C++ AMP. Here, we use the array_view() function to implement the data transmission between host and device, including the data from the reconstructed CTU, filter weights and bias parameter. The parallel scheme as mentioned above is applied to parallel_for_each() function. The number of threads per CTU may be adjusted according to the convolutional operation of each layer.
B. C++ AMP IMPLEMENTATION

VI. EXPERIMENTAL RESULTS
A. PARAMETERS SETTING AND IMPLEMENTATION
In experiments, we used 430 raw images selected from the RAISE dataset [7] for CNN training. The training sample was collected from the RAISE dataset during the intra coding, which is composed of a pair of patches as the input/label.
To obtain various training samples, we did a dataset extraction in HEVC intra frame encoding. Each reconstructed CTU was divided into 32 × 32 patches to serve as the input for training samples. The original CTU was divided into patches of the same size as the ground truth label for CNN training. For the RAISE dataset, each image was encoded via intra coding in HEVC, and QP was set to {27, 32, 37, 42} as the encoding parameter for performance evaluation. QP = 22 was not considered because the proposed method achieves better coding performance in low bitrate encoding. Here we filtered the input of training samples with four fixed ranges of MSE values as shown in Table 3 . The limited range can efficiently remove defective training sample pairs generated by complicated intra coding. On average, we extracted 150,000 training sample pairs from the RAISE dataset with intra frame coding. Finally, we trained the proposed S-CNN and C-CNN models four times corresponding to different QP settings.
We trained the proposed S-CNN and C-CNN models with a CNN package in Matlab, called MatConvNet [16] . The parameter settings for CNN training are shown in Table 4 . The learning rate is initialized to 10 −4 at the beginning of training. When the error converged, we applied 10 −5 as the learning for CNN training. The lower learning rate can efficiently reduce training errors. Moreover, we set zero padding in size 2 corresponding to the 5 × 5 filter size, which created the same size of input/output. In addition, the filter weights of each convolutional layer were initialized by a random Gaussian distribution with a standard derivation of 10 −2 , which fit the normalized pixel value of each training sample. We trained the CNN with GPU GTX 1080. It took 10 hours to train an S-CNN model and one day for a C-CNN model. In implementation, we used a system with a Core i7-2660 (3.4GHz) CPU, 8GB DDR3 and a graphics card GTX 1080. Since the proposed CNN model was trained in MatConvNet, we integrated the model in HM-16.12 reference software [1] , which made the proposed framework compliant with HEVC standard. We utilized BDBR (Bjøntegaard delta bit rate) and BD-PSNR (Bjøntegaard delta peak signal-to-noise ratio) as the metrics to evaluate the coding performance on HEVC [3] . The default value of encoding time of reference HM was 100% compared to our proposed method. Here, due to computational complexity, The tested sequences are from HEVC common test conditions [4] , where only the first 10 frames with luma channel for each testing sequence were considered.
B. RESULTS AND ANALYSIS
First, we analyze the overall performance of S-CNN model for the proposed HEVC intra coding. As shown in Table 5 , we can observe that the proposed S-CNN-based method can achieve, on average, a 3.1% bitrate reduction with a 37% increase in time. When the proposed intra coding method shows support for an early termination mechanism, encoding time only increases by 23%, while the BDBR slightly decreases to 2.8%. To further analyze the performance of the proposed method, we examine two metrics: yield rate and usage rate. In an I-frame, the usage rate indicates how many CTUs are applied in CNN enhancement mode. The usage rate is always set to 1 when encoding without early termination, and thus we do not show it in the results. We summarize the results of 10 encoded frames in Table 6 . The usage rates of the proposed method with early termination are, on average, 80.1%, 79.1%, 73.0%, and 67.7%, corresponding to QP = {27, 32, 37, 42}. These results indicate that the proposed early termination mechanism is more efficient in low bitrate encoding. Additionally, the tests in Class C and D sequences achieve high usage rates, which suggests the proposed early termination mechanism is not suitable for low resolution video encoding. This is because the threshold T cannot immediately be updated with little CTU information. The yield rate shows that the number of CTUs benefits from the CNN enhancement mode. CTUs are improved by about 75.3% to 84.6% with CNN enhancement mode. When applying the early termination mechanism, the yield rate slightly decreases to between 61.8% and 75.4%. By considering the usage rate mentioned above, we can conclude that most of the CTUs that do not benefit are skipped by the early termination.
The overall performance of C-CNN-based intra frame coding is shown in Table 7 . We can observe that the bitrate saving reaches 5.1% on average compared to the HEVC standard. Meanwhile, the encoding time increases by 1254% on average due to the high computational complexity of the second convolutional layer. In this case, our proposed 50092 VOLUME 6, 2018 GPU-based heterogeneous architecture can effectively parallelize the CNN processing in each convolutional layer, and thus the increased encoding time is decreased to 98% compared to a single core of the CPU. That is to say that the execution time of C-CNN on GPU can achieve about 8.8-17.8x speed-up. Fig. 5 displays the visual quality of the proposed intra coding method. We can observe that the proposed method is able to visibly reduce the coding artifacts of ringing, blocking, and blurring.
We also compare our proposed method with [11] . To ensure the fairness of comparison, we test the proposed method on the first frame, and only consider CPU-based encoding. The comparison result of luminance BD-rate is shown in Table 8 with QP range {27-42}. We can conclude that the proposed method has superior performance with lower computational complexity.
VII. CONCLUSION
In this paper, a novel CNN-based intra frame coding method is proposed. Three main contributions are demonstrated in this paper. Two efficient CNN models are proposed to improve the intra frame coding at the CTU level. The early termination mechanism can further reduce the coding complexity with a slight reduction in performance. The GPUbased heterogeneous architecture parallels the CNN computing in HEVC intra frame coding, which achieves high increases in speed compared to single core CPU encoding. Moreover, our method performs efficiently even when compared to another state-of-the-art method. In the future, we expect to integrate the proposed method into a real time encoder, i.e. x265, which is a highly parallel encoder and friendly toward video encoding at the CTU level. 
