Introduction
In the -calculus as we know it, some redexes in a term may not be visible before other redexes have been contracted. For example, in t (( x :( y : z :zd)c)b)a, only ( y : z :zd)c, and ( x :( y : z :zd)c)b are visible. Yet when reducing t to a normal form, a third redex must be contracted; namely ( z :zd)a. This third redex is not immediately visible in t (assume for the sake of argument that none of x; y; z occur free in any of a; b; c and d). To solve this problem we switch from the classical notation to what we call item notation where the argument occurs before the function and where parentheses are grouped in a novel way. In our item notation, t will be written as (a) (b) x](c) y] z](d)z and we can provide t in this item notation with a bracketing structure ff gf gg where (?) and ?] correspond to`f' and`g' respectively (ignoring (d)z). We extend the notion of a redex from being any opening bracket f' next to a closing bracket`g', to being any pair of matching`f' and`g' which are separated by matching brackets. Figure 1 shows the possible redexes. That is, we see immediately that . This natural matching was not present in the classical notation of t. We call items of the form (a) and x], application and abstraction items respectively. With item notation, we shall re ne reduction in two ways:
1. We generalise -reduction so that any redex can be contracted and hence we can contract the redex based on (a) z] before we contract any of the redexes based on (b) x] and (c) y].
That is, the -rule changes from (b) 2. An alternative to the generalised notion of -reduction can be obtained by keeping the old -reduction and by reshu ing the term in hand. So we can reshu e the term There is however a third redex which is not visible in the classical term. Namely, ( z :zd)a.
Such a redex will only be visible after we have contracted the above two redexes (we will not discuss the order here). In fact, assume we contract the second redex in the rst step, and the rst redex in the second step. I.e.
Classical Notation
Item Notation
Now, even though all these redexes (i.e. the rst, second and third) are needed in order to get the normal form of t, only the rst two were visible in the classical term at rst sight. The third could only be seen once we have contracted the rst two reductions. In item notation, the third redex ( z :zd)a corresponds to (a) z] but the ( )-item and the ]-item are separated by the segment (b) x](c) y]. By extending the notion of a redex and of -reduction, we can make this redex visible and we can contract it before the other redexes.
The idea is simple; we generalise the notion of a reducible segment (b) v] to a reducible couple being an item (b) and an item v] separated by a segment s which is a well-balanced segment. A well-balanced segment is a sequence of ( )-and ]-items which has the same structure as a matching composite of opening and closing brackets, each ( )-item corresponding to an opening bracket and each ]-item corresponding to a closing bracket.
The system
We construct the system where a term is either a variable or is of the form s 1 s 2 s n v for variable v and items s i , for 1 i n. An item is de ned either as v 0 ] for variable v 0 or as (a) for a being a term. The following de nitions formalise our system .
De nition 1.5 (Terms in item notation )
We take V = fx; y; z; : : :g to be the set of variables and let v; v 0 ; v 00 ; v 1 ; v 2 ; : : : range over V.
We write terms in item notation as: ::= V j ( ) An important case of a segment is that of a reducible segment, being an application item immediately followed by an abstraction item.
The weight of a -segment s, weight(s), is the number of main items that compose the segment. The weight of a -term a is the weight of body(a). 2 Generalising redexes and -reduction
As we have argued above, a term can contain an application item (a) and an abstraction item v] such that eventually the reduction based on the segment (a) v] should take place. This reduction however, can only so far take place when (a) and v] are not separated by other items or segments. This makes it di cult to use the -calculus as a basis for many applications which depend heavily on manipulating the order in which reduction and substitution take place in a term. Based on this observation, we shall in this section introduce a general -reduction which enables the manipulation of the order of reduction and substitution. This general -reduction will be an extension of the known -reduction in that not only the reducible segments result in ring reductions, but a more general notion which we call reducible couples. . These are the \well-balanced" structures as we discussed before and will de ne below. Basically, the idea is that when one desires to start a -reduction on the basis of two items (application and abstraction) occurring in one segment, the matching of these items in question is the important thing, even when they are separated by other items. I.e., the relevant question is whether they may together become a reducible segment after a number of -steps. This depends solely on the structure of the intermediate segment. If such an intermediate segment is well-balanced then the application item and the abstraction item match and -reduction based on these two items may take place. Here is the de nition of well-balanced segments:
Extending redexes from segments to couples
De nition 2.1 (well-balanced segments in )
The empty segment ; is a well-balanced segment.
If s is a well-balanced segment, then (a)s v] is a well-balanced segment.
The concatenation of well-balanced segments is a well-balanced segment.
A well-balanced segment has the same structure as a matching composite of opening and closing brackets, each application (or abstraction) item corresponding with an opening (resp. closing) bracket. Remark 2.5 Note that a reducible segment is a reducible couple and that the application and abstraction items in a reducible couple are separated by zero or more reducible couples.
Extending -reduction and the Church Rosser theorem
Having argued above that -reduction should not be restricted to the reducible segments but may take into account other candidates, we can extend our notion of -reduction in this vein. That is to say, we may allow reducible couples to have the same \reduction rights" as reducible segments. That is, the -reduction of De nition 1.3 changes to the following:
De nition 2.6 (Extended redexes and general -reduction ; in ) 
The reducible couple (a) z] also has a corresponding (\generalized") redex in the traditional notation, which will appear after two one-step -reductions, leading to ( z :zd)a. With our generalised one-step -reduction we could reduce (( x :( y : z :zd)c)b)a to ( x :( y :ad)c)b. This reduction is di cult to carry out in the classical -calculus. The item notation enables a new and important sort of reduction which has not yet been studied in relation to the standardcalculus up to date. We believe that this generalised reduction (introduced in Nederpelt 73]) can only be obtained tidily in a system formulated using our item notation. In fact, one is to compare the bracketing structure of the classical term t of Example 1.4, with the bracketing structure of the corresponding term in item notation:
Example 2.8 The \bracketing structure" of the maximal main segment of t of Example 1.4, (that is, of (( x :( y : z : ? ?)c)b)a), is compatible with`f 1 f 2 f 3 g 2 g 1 g 3 ', where`f i ' and`g i ' match. In item notation however, t has the bracketing structure ff gf gg.
We strongly believe that it is the item notation which enables us to extend reduction smoothly beyond the existing ! ! . Because a well-balanced segment may be empty, the generalreduction rule presented above is really an extension of the classical -reduction rule. a term so that all application items stand next to their matching abstraction items. This means that we can keep the old -axiom and we can contract redexes in any order. Such an action of reshu ing is not easy to describe in the classical notation. That is, it is di cult to describe how (( x :( y : z :zd)c)b)a, is rewritten as ( x :( y :( z :zd)a)c)b. This is another advantage of our item notation. Note furthermore that in , the shu ing is not problematic due to the Barendregt Convention which means that no free variable will become unnecessarily bound after reshu ing due to the fact that names of bound and free variables are distinct. 
That is, the application items of reducible couples can occupy di erent positions in a term, without disturbing the meaning of the term, both semantically and procedurally. We call this process of moving application items of reducible couples in a term to occupy positions adjacent to their abstraction partners, term reshu ing. This term reshu ing should be such that all the application items of well-balanced segments in a term are shifted to the right until they meet their partners. Before we de ne term reshu ing, we need to understand better the structure of terms. Therefore the following section.
Partitioning terms into bachelor and well-balanced segments
With De nition 2.3 and Example 2.4, we may categorize the main items of a term t into di erent classes: 1. The \partnered" items (i.e. the application and abstraction items which are partners, hence \coupled" to a matching one). 2. The \bachelors" (i.e. the bachelor abstraction items and bachelor application items). TS ( 2. Having a term like t above, we want to be able to discuss its needed redexes for reasons that are explained in BKKS 87]. In fact, the needed redexes in a term a as introduced in that paper are those redexes that are contracted in every reduction of a to normal form. Now, BKKS 87] provides many results which are important especially for the implementor in that it frees him from having to stick to either an ine cient but terminating normal order strategy, or an e cient but non terminating applicative strategy. Our approach enhances the work of BKKS 87]. In this paper, we presented a notation which enables us to extend the classical notion of a redex and of -reduction. This extension helps us to see more needed redexes than in classical calculus. The notation moreover allows us to reshu e the term in hand so that more redexes can become visible and be contracted even using the old -reduction. Both the generalised reduction and the reshu ing of the term are di cult to describe in the classical notation. Another attractive feature of our notation, is the ability to partition terms into bachelor and well-balanced segments (see Corollary 3.5) . Such a partitioning, we believe, can play an important role in the study of reduction strategies. This is under investigation at present. The notation presented in this paper has further advantages than generalising reduction and term reshu ing. These advantages are studied in our articles mentioned in the bibliography. Of these advantages however, we mention the ability to describe substitution explicitly as in KN 93] and of generalising type systems as in KN 94] . There is moreover the advantage of being able to make normal order reduction more e cient than in the classical calculus. The reason for this being that when searching for the leftmost outermost redex in a term, we need to make less recursive calls in item notation than in classical notation because in item notation, a term has a more linear structure. This and other advantages are investigated further in KN 9z]. Finally, our discussion of reduction in this paper has been in terms of Curried functions. One could also explain the main idea using multi-argument functions and Currying/unCurrying. More speci cally, one could transform an application by: ( x : y : z :e)abc = ( <x;y;z> :e) < a; b; c >= ( <z;x;y> :e) < c; a; b >= ( z : x : y :e)cab:
This idea is based on isomorphisms (discussed in R 91]) such as:
A ! B ! C = A B ! C = B A ! C = B ! A ! C Of course, it would be nice to re-explore our approach in terms of multi-argument functions. This will also lead to the concept of simultaneous substitution which deserves attention.
