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ABSTRACT
In this paper, the problem of one microphone source separa-
tion applied to singing voice extraction is studied. A probabilistic
approach based on Gaussian Mixture Models (GMM) of the short
time spectra of two sources is used. The question of source model
adaptation is investigated in order to improve separation quality. A
new adaptation method consisting in a filter adaptation technique
via the Maximum Likelihood Linear Regression (MLLR) is pre-
sented with an associated filter-adapted training phase.
1. INTRODUCTION
The problem of one microphone source separation [1] is a chal-
lenging task. In this paper, this problem is studied in the case
of singing voice extraction from mono audio recordings. The ap-
proach is based on a priori probabilistic models for two sources:
one being the voice to be extracted from the recording, the sec-
ond source being the background music. It is assumed that each
recording x(n) (called mixture) is a simple sum of a voice signal
v(n) and a music signal m(n) (called sources), where n is a dis-
crete time index (x(n) = v(n) +m(n)). The aim is to estimate
the voice contribution vˆ(n) in the observed signal x(n).
For speech enhancement [2] and separation of several sources
in a monophonic musical recording [3] it has been proposed to
model the short time spectra of the sources by Gaussian Mixture
Models (GMM). These models are learned from training sources.
The performance obtained with general models, i.e., models
learned on training sources issued from recordings different from
those to be separated, is rather poor. In the case of our task, large
sound classes (voice and music) should be modeled. It may be
more efficient to use adapted models, i.e., models with character-
istics close to those of the mixed sources.
For blind clustering of popular music, Tsai [4] proposes to
adapt music and voice models directly from the recording. In a first
phase each recording is automatically segmented in a succession
of vocal and non-vocal parts. Then, an adapted music model is
learned on the non-vocal parts. Finally, using the adapted music
model as an a priori, an adapted voice model is learned from the
vocal parts. Notice that the singing voice does not appear alone,
but polluted with background music. Thus, for correct voice model
adaptation this background music is attenuated using the adapted
music model.
The first part of our contribution consists in the application of
this adaptation technique for the singing voice extraction task with
some modifications. Secondly, a new solution for voice model
adaptation is proposed. This new solution assumes that the adapted
voice model is obtained from the general voice model by a lin-
ear transformation of the feature space (short time spectra). In
that case the transformation is a linear filter, which estimation (re-
ferred as filter adaptation) is based on the MLLR framework [5].
A filter-adapted training procedure for a general voice model is
also presented.
The paper is organized in the following way. The GMM-based
one microphone source separation technique [2, 3] is described in
section 2. In section 3, a technique of model adaptation is pre-
sented, which is based on a segmentation of the mixture into vocal
and non-vocal parts. In section 4 the filter adaptation method and
filter-adapted training procedure are introduced. The experimental
conditions and simulation results are given in section 5.
2. GMM-BASED SOURCE SEPARATION
In this section we recall the principles of GMM-based source sep-
aration [2, 3]. The separation scheme is represented in figure 1.
We first recall the notion of GMM and explain how they are used
to perform adapted Wiener filtering. Eventually, we explain how
GMM are learned from training data.
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Figure 1: GMM-based separation scheme.
2.1. GMM sources modeling
The short time Fourier spectra Vt at time t of the voice signal v are
modeled with a GMM, i.e., the probability density function of Vt
is given by
p(Vt|Σv) =
￿
i
ωviN(Vt;Σvi), (1)
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with N(Vt;Σvi) =
￿
f
￿
π−1σ−2vi (f) exp
￿−|Vt(f)|2/σ2vi(f)￿￿,
where Vt(f) is the complex value of the short time Fourier spec-
trum Vt at frequency f and σ2vi(f), representing the local Power
Spectral Density (PSD) at frequency f in the state i of the GMM, is
the diagonal element of the diagonal covariance matrix Σvi. This
GMM is denotedΣv = {ωvi,Σvi}i. SimilarlyMt is modeled by
a GMMΣm = {ωmj ,Σmj}j .
2.2. Separation by adaptive Wiener filtering
Source separation is performed in the Short Time Fourier Trans-
form (STFT) domain with the Minimum Mean Square Error
(MMSE) estimator, which can be viewed as a form of adaptive
Wiener filtering:
￿Vt(f) ￿ E[Vt(f)|Xt,Σv,Σm]
=
￿
i,j
γij(t)
σ2vi(f)
σ2vi(f) + σ
2
mj(f)
Xt(f), (2)
with￿i,j γij(t) = 1 and
γij(t) ￿ P (qvt = i, qmt = j|Xt,Σv,Σm)
∝ ωviωmjN(Xt;Σvi + Σmj), (3)
where Xt is the short time Fourier spectrum of the mixture x and
qvt and qmt are hidden states of the models Σv and Σm at the
time t. The time domain source estimation vˆn is calculated as the
inverse STFT of ￿V = {￿Vt}t.
2.3. Model learning
The models Σv and Σm are learned by maximization of the like-
lihoods p(V¯ |Σv) and p(M¯ |Σm), given V¯ and M¯ the STFT of
the training signals. This maximization is achieved using the Ex-
pectation Maximization (EM) algorithm [6] initialized by Vector
Quantization (VQ). For example, in the case of voice model esti-
mation, the observed data η = V¯ is completed by the latent data
θ = qv (states sequence), and the model parameters ξ = Σv are
estimated by EM which is an iterative algorithm based on the two
following steps:
Expectation: Q(ξ, ξ(l)) = Eθ
￿
log p(η, θ|ξ)|η, ξ(l)
￿
Maximization: ξ(l+1) = argmax
ξ
Q(ξ, ξ(l))
(4)
where ξ(l) denotes the model parameters estimated at the l-th iter-
ation.
3. MODEL ADAPTATION
Let voc denote the indices of the frames where voice is present
in X . Motivated by [4] we learn the music model Σm from the
non-vocal frames (Xt)t/∈voc = (Mt)t/∈voc and then estimate the
voice model Σv from the vocal frames in a maximum likelihood
manner as follows:
Σ∗v = argmax
Σv
p((Xt)t∈voc|Σv,Σm) (5)
The adaptation procedure is represented in figure 2. In practice,
the problem (5) is also solved by EM with observed data η =
Σ∗v
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Figure 2: Source-adapted separation scheme.
(Xt)t∈voc, latent data θ = {qv, qm, (Vt)t∈voc} and model pa-
rameters ξ = Σv , leading in the case of our GMM models to the
following re-estimation equations [7]:
ω(l+1)vi =
1
Tvoc
￿
t∈voc
￿
j
γ(l)ij (t), (6)
[σ(l+1)vi (f)]
2 =
￿
t∈voc
￿
j γ
(l)
ij (t)
￿|Vt(f)|2￿(l)ij￿
t∈voc
￿
j γ
(l)
ij (t)
, (7)
￿|Vt(f)|2￿(l)ij ￿ E ￿|Vt(f)|2 ￿￿￿Xt, qvt = i, qmt = j,Σ(l)v ,Σm ￿
=
[σ(l)vi (f)]
2σ2mj(f)
[σ(l)vi (f)]
2 + σ2mj(f)
+
￿￿￿￿￿ [σ(l)vi (f)]2[σ(l)vi (f)]2 + σ2mj(f)Xt(f)
￿￿￿￿￿
2
,
(8)
where Tvoc is the number of the vocal frames and γ(l)ij (t) are com-
puted as in (3). The adaptation algorithm is initialized using a
learned general voice model, i.e.,Σ(0)v = Σv .
4. FILTER-INVARIANT MODELING
There are a lot of variability factors between the singing voices in
different recordings of the collection from which the general voice
model is learned in the previous approach. In particular, since each
recording might be captured with a specific microphone, in a room
with its specific acoustics, there are sources of variability between
recordings that can be modeled by a global causal linear time-
invariant filter. Instead of building GMM where many Gaussian
states are spent modeling the inter-recording variability, we pro-
pose to use the states more to model the internal dynamics of the
“generic” vocal source, introducing a filter-invariant modeling.
4.1. Voice modeling
With this purpose, we model each voice recording vr as a convo-
lution vr = hr ￿ or with hr a global filter and or an “original
voice”. The short time spectra of the original voices or are now
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modeled by the same GMM Σv shared between different record-
ings, but each recording has its own filter hr . In the STFT domain
this convolution becomes approximately:
Vrt(f) = |Hr(f)|O˜rt(f), O˜rt(f) ￿ Ort(f) Hr(f)|Hr(f)| , (9)
whereOr andHr stand for the STFT of or and hr . The short time
spectra O˜rt are modeled by the GMM Σv and it is clear from (9)
that the probability density of the recorded voice STFT Vr is that
of the GMM model
Σvr = HrΣv ￿ {ωvi,HrΣvi}i (10)
withHr ￿ diag[|Hr(f)|2]f .
4.2. Filter adaptation via MLLR
To use this new model at the separation stage on a new recording
X , the full adaptation of all voice model parameters (5) is replaced
by the only adaptation of the global filter (see figure 3):
H∗ = argmax
H
p((Xt)t∈voc|HΣv,Σm) (11)
Such a maximum likelihood estimation corresponds to the Maxi-
mum Likelihood Linear Regression (MLLR) framework [5].
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Figure 3: Two voice model adaptation approaches. (a): full model
adaptation (b): filter adaptation via MLLR.
Applying of the EM algorithm (4) with observed data η =
(Xt)t∈voc, latent data θ = {qv, qm, (Vt)t∈voc} and model pa-
rameters ξ = H yields the re-estimation equation:
|H(l+1)(f)|2 = 1
Tvoc
￿
t∈voc
￿
i
￿
j
￿|Vt(f)|2￿(l)ij γ(l)ij (t)
σ2vi(f)
,
(12)
where ￿|Vt(f)|2￿(l)ij and γ(l)ij (t) are calculated as in (8) and (3), re-
placing the modelΣv byH(l)Σv . The mathematical development
of equation (12) is similar to [7].
4.3. Filter-adapted training
The above filter adaptation technique is also applied to general
voice model training. The general voice model Σv and the un-
known filtersH = {Hr}r are jointly estimated as follows:
(H∗,Σ∗v) = arg max
(H,Σv)
￿
r
p(V¯r|HrΣv) (13)
where V¯ = {V¯r}r denotes the STFT of the training recordings
with singing voice.
It is difficult to directly apply the EM algorithm (4) with ob-
served data η = V¯, latent data θ = qv and estimated parameters
ξ = {H,Σv} to solve the problem (13), since the maximization
step is not easy to solve jointly onΣv andH. Instead a version of
Space-Alternating Generalized EM (SAGE) algorithm [8] is used.
The set of estimated parameters ξ is split in two parts ξ1 = H and
ξ2 = Σv . The iteration number l + 1 of this algorithm consists
in two EM algorithm iterations (4). The first iteration is applied
to update ξ1 with ξ2 = ξ(l)2 fixed and the second one to update ξ2
with ξ1 = ξ(l+1)1 fixed. This leads to the following re-estimation
equations:
• First EM iteration (H updated,Σv = Σ(l)v fixed):
|H(l+1)r (f)|2 = 1Tr
Tr￿
t=1
￿
i
|V¯rt(f)|2
[σ(l)vi (f)]
2
γ(l)ri (t), (14)
where γ(l)ri (t) ∝ ω(l)vi N(V¯rt;H(l)r Σ(l)vi ),
￿
i γ
(l)
ri (t) = 1
and Tr denotes the number of frames in the STFT for the
r-th recording.
• Second EM iteration (Σv updated,H = H(l+1) fixed):
ω(l+1)vi =
1￿
r Tr
￿
r
Tr￿
t=1
γ˜(l)ri (t), (15)
[σ(l+1)vi (f)]
2 =
￿
r
￿Tr
t=1 γ˜
(l)
ri (t)
|V¯rt(f)|2
|H(l+1)r (f)|2￿
r
￿Tr
t=1 γ˜
(l)
ri (t)
, (16)
where γ˜(l)ri (t) ∝ ω(l)vi N(V¯rt;H(l+1)r Σ(l)vi ),
￿
i γ˜
(l)
ri (t) = 1.
It should be noted, that during the adapted music model learning,
which is performed on the non-vocal parts, the corresponding fil-
ter is implicitly adapted. As a matter of fact, there is no need to
explicitly make the filter adaptation.
5. RESULTS
This section includes the experimental data description, presenta-
tion of the performance measure and the simulation results.
5.1. Data description
The training data base for the general voice model includes 34
samples of singing men’s voices from popular music. Each sam-
ple is approximately one minute long. The general music model is
trained on 30 samples of popular music free from voice. Each sam-
ple is also about one minute long and all samples come from differ-
ent artists. The test database contains five songs of the same genre,
for which the voice and music tracks are available separately. It is
therefore possible to evaluate the separation performance by com-
paring the estimated voice with the original one. The test items are
manually segmented in vocal and non-vocal parts.
Since state of the art single channel separation techniques (in-
cluding ours) so far only provide rather low quality sounds, we
have chosen to work with recordings made at a rather low sam-
pling frequency of 11025 Hz. This seemed to be a good trade-off
between quality and computational complexity.
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5.2. Performance measure
To measure the quality of the estimation vˆ with respect to the orig-
inal singing voice v, we use the Source to Distortion Ratio (SDR)
calculated as follows [9]:
SDR(vˆ, v) = 10 log10
￿ ￿vˆ, v￿2
￿vˆ￿2￿v￿2 − ￿vˆ, v￿2
￿
(17)
where ￿vˆ, v￿ is the scalar product of vˆ and v, ￿v￿2 is the energy of
v. To evaluate the separation performance for one recording, the
Normalized SDR (NSDR) is used, it measures the improvement of
the SDR between the non-processed mixture x and the estimated
voice vˆ: NSDR(vˆ, x, v) = SDR(vˆ, v)− SDR(x, v). For overall
performance estimation the Global NSDR (GNSDR) is calculated
averaging the NSDR over different recordings.
5.3. Simulations
The simulations are performed for different combinations of 32-
states voice GMM and 32-states music GMM in order to show
the effect of different adaptation steps. The STFT is calculated
using the half-overlapped 93-ms length Hamming windows. The
separation is only made on the vocal parts. The simulation results
are represented in table 1.
Voice model Music model GNSDR (dB)
ΣGv [V¯] Σ
G
m[M¯] 5.06
ΣGv [V¯] Σ
A
m[(Xt)t/∈voc] 9.09
HG[(Xt)t∈voc]ΣGv [V¯] ΣAm[(Xt)t/∈voc] 9.81
HF [(Xt)t∈voc]ΣFv [V¯] ΣAm[(Xt)t/∈voc] 10.05
ΣRefv [(Vt)t∈voc] Σ
A
m[(Xt)t/∈voc] 12.54
Table 1: Simulation results. The data used for model / filter train-
ing is given in the braces.
The first experiments used a general voice model ΣGv and a
general music model ΣGm learned from the voice training data V¯
and music training data M¯.
Learning the adapted music model ΣAm from the non-vocal
parts of each testing song (Xt)t/∈voc increases the GNSDR by
about 4 dB in comparison with the general music modelΣGm.
The overall performance is again increased by about 0.7 dB
when a filter is adapted on the vocal parts for the same voice model
ΣGv (see eq. (11)).
A slight gain about 0.25 dB is observed when the voice model
ΣFv used in the filter-adapted separation is learned using the filter-
adapted training procedure (see sec. 4.3).
For comparison we also computed an empirical performance
upper bound using a reference voice modelΣRefv learned from the
vocal parts of the singing voice track alone. These tracks, which
are not accessible in a real setting, are here available for evaluation
purposes.
Our proposal is based on:
• music model learning on the non-vocal parts
• filter-adapted learning of the general voice model
• filter adaptation of the voice model at the separation stage
Compared to the use of non-adapted models, it brings a fair 5 dB
improvement and it remains only 2.5 dB below the empirical per-
formance bound.
The full voice model adaptation technique described in section
3 has also been tested. The adapted voice model is obtained with
the EM algorithm (6 - 8) initialized by the general voice modelΣFv
(the initialization by VQ from (Xt)t∈voc has also been tested giv-
ing a quite bad result: GNSDR = 2.64 dB). The GNSDR = 9.9 dB
is obtained, which is quite close to the result with the MLLR fil-
ter adaptation technique (10.05 dB). However, it has been noticed
that in contrast to the MLLR adaptation procedure, the full voice
model adaptation technique sometimes leads to certain listening
impairments.
6. CONCLUSION
In the context of one microphone source separation applied to
singing voice extraction, the question of adaptation of the a priori
source models has been studied, in the case where a song is al-
ready segmented into vocal and non-vocal parts. The new MLLR
filter adaptation technique for voice model adaptation is proposed
together with a filter-adapted training procedure. The simulation
results show that each adaptation step leads to improvement of the
separation performance. The MLLR filter adaptation method is
compared with the full voice model adaptation technique.
It should be noted that in comparison with the state of the art
approaches [1, 3], where the training sources similar to those to
be separated are needed to achieve a satisfactory separation per-
formance, our framework can still be applied in real conditions,
since the manual vocal / non-vocal segmentation of songs can be
made by the user. In the future we are going to replace this manual
segmentation by an automatic segmentation module.
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