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Byzantine Fault-Tolerance in Decentralized Optimization
under Minimal Redundancy
Nirupam Gupta† Thinh T. Doan‡ Nitin H. Vaidya†
Abstract— This paper considers the problem of Byzantine
fault-tolerance in multi-agent decentralized optimization. In
this problem, each agent has a local cost function. The goal
of a decentralized optimization algorithm is to allow the
agents to cooperatively compute a common minimum point
of their aggregate cost function. We consider the case when a
certain number of agents may be Byzantine faulty. Such faulty
agents may not follow a prescribed algorithm, and they may
share arbitrary or incorrect information with other non-faulty
agents. Presence of such Byzantine agents renders a typical
decentralized optimization algorithm ineffective. We propose
a decentralized optimization algorithm with provable exact
fault-tolerance against a bounded number of Byzantine agents,
provided the non-faulty agents have a minimal redundancy.
I. INTRODUCTION
In this paper we consider a multi-agent optimization
problem defined over a peer-to-peer network of n agents. The
network can be modeled by a complete graph G = (V, E),
as illustrated in Fig. 1 for n = 5, where V = {1, . . . , n} is
the set of agents and E = V×V is the set of communication
links between the agents. In this problem, each agent i has
a convex and differentiable cost function Qi : Rd → R.
In the fault-free setting, i.e., when all the agents correctly
follow a specified algorithm, the goal of the agents is to
cooperatively compute a minimum point of the aggregate of
their cost functions, i.e., a point x∗ that satisfies
x∗ ∈ arg min
x∈Rd
∑
i∈V
Qi(x). (1)
In the past, the above decentralized optimization
problem has gained significant attention due to its broad
applications [1], [2]. Notable applications of decentralized
optimization include swarm robotics [3], multi-sensor
networks [4], and distributed machine learning [1].
However, most prior work assumes the fault-free setting
where all the agents follow a specified algorithm correctly,
e.g., see [2] and references therein. We consider a setting
where some of the agents may be Byzantine faulty [5].
The problem of decentralized optimization with Byzantine
faulty agents was first introduced by Su and Vaidya [6].
Byzantine faulty agents may behave arbitrarily, and their
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Fig. 1. The system architecture.
identity is a priori unknown to the non-faulty agents [5]. In
particular, the Byzantine faulty agents may collude and share
incorrect information with other non-faulty agents in order to
corrupt the output of a decentralized optimization algorithm.
For example, consider an application of decentralized
optimization to the case of sensor networks where there
are multiple sensors, and each sensor partially observes
a common object in order to collectively identify the
object [4]. However, faulty sensors may share information
corresponding to arbitrary incorrect observations to prevent
the non-faulty sensors from correctly identifying the
object [7]. In the case of decentralized learning, faulty
agents may share information based upon mislabelled or
arbitrary concocted data points to prevent the non-faulty
agents from learning a good classifier [8], [9], [10].
We consider the multi-agent decentralized optimization
problem in the presence of up to f Byzantine faulty agents.
Our goal is to design a decentralized optimization algorithm
that allows all the non-faulty agents to compute a minimum
of the aggregate cost of just the non-faulty agents [11]. In
particular, we consider the problem of exact fault-tolerance
defined below. We denote the cardinality of a set H by |H|.
Definition 1 (Exact fault-tolerance): Let H ⊆ V , with
|H| ≥ n−f , be the set of non-faulty agents. A decentralized
optimization algorithm is said to have exact fault-tolerance
if it allows each non-faulty agent to compute x∗H defined as
x∗H ∈ arg min
x
∑
i∈H
Qi(x). (2)
Since the identity of the Byzantine faulty agents is a
priori unknown to the non-faulty agents, in general, exact
fault-tolerance is unachievable [6]. In particular, exact
fault-tolerance is impossible unless the non-faulty agents
satisfy the 2f -redundancy property, proposed in [11], [12],
defined formally as follows.
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Definition 2 (2f -redundancy): A set of non-faulty
agents H, with |H| ≥ n−f , are said to have 2f -redundancy
if for each subset S ⊆ H with |S| ≥ n− 2f , the following
condition holds true
arg min
x∈Rd
∑
i∈S
Qi(x) = arg min
x∈Rd
∑
i∈H
Qi(x).
The 2f -redundancy property implies that a minimum
of the aggregate cost of any n − 2f non-faulty agents
is also a minimum of the aggregate cost of all the non-
faulty agents, and vice-versa. Although the 2f -redundancy
property may appear somewhat technical at this point, we
note that, in many practical applications, redundancy in
cost functions occurs naturally [11], [13]. Indeed, such
redundancy is easily realized in practical applications
such as distributed sensing [13], [14], and homogeneous
distributed learning [15], [16].
We propose a decentralized optimization algorithm that
can achieve an exact fault-tolerance, provided the necessary
condition of 2f -redundancy is satisfied and the fraction of
Byzantine faulty agents is bounded. Similar to a typical
fault-free decentralized optimization algorithm [17], [2],
our proposed algorithm is an iterative method, which is
implemented synchronously by the non-faults agents using
inter-agent interactions. Specifically, each non-faulty agent
maintains a local variable as an estimate of the non-faulty
optimal solution x∗H defined in (2). The non-faulty agents
then iteratively update their variables while only exchanging
messages with their neighboring agents. In addition, in our
algorithm the non-faulty agents use a vector filter named
Comparative Elimination (CE) filter, that we propose, to
mitigate the detrimental impact of potentially incorrect
values shared by the Byzantine faulty agents. The proposed
CE filter is the key component of our algorithm to achieve an
exact fault-tolerance. A formal description of our algorithm
and its fault-tolerance property are presented in Section II.
Next, we present a summary of our contributions, and then
discuss the related work.
A. Summary of our contributions
We show that our proposed decentralized optimization
algorithm has provable exact fault-tolerance in a complete
peer-to-peer network, if certain assumptions about the
non-faulty agents’ cost functions are satisfied. Our fault-
tolerance result can be informally stated as follows. Please
refer to Section II-A for details.
Theorem (Informal): Suppose that the non-faulty agents’
costs have µ-Lipschitz gradients, and the average cost func-
tion of the non-faulty agents is λ-strongly convex. Our
algorithm has exact fault-tolerance if the non-faulty agents
satisfy the necessary condition of 2f -redundancy, and
f/(n− f) <
(
1−
√
1 + (λ/µ)
)2
.
B. Related work
The prior work on fault-tolerance in multi-agent
decentralized optimization [6], [18], [19] consider
approximate fault-tolerance in which the agents compute
an approximate minimum of the non-faulty aggregate
cost. Specifically, the decentralized algorithms proposed in
these works output a point that minimizes a non-uniformly
weighted aggregate of the non-faulty cost functions, instead
of the actual uniformly weighted aggregate defined in
(2). Moreover, these works only consider univariate cost
functions, i.e., x ∈ R. On the other hand, we consider the
more general multivariate cost functions, i.e., x ∈ Rd for
d ≥ 1, and present results for an exact fault-tolerance. We
note that it is not obvious whether we can apply the work in
[6], [18], [19] for the multivariate cost functions, even in the
context of approximate fault-tolerance problems. Indeed, the
norm-filter proposed in this paper is new and fundamentally
different from the one in the existing literature.
There are works on approximate fault-tolerance for
multivariate cost functions [20], [21], [22]. However, [21]
and [22] consider degenerate cases of the multi-agent
optimization problem defined in (1). In particular, [21]
assumes that the agents’ cost functions are linear
combinations of a common set of basis functions, and [22]
assumes that the agents’ costs can be decomposed into
independent univariate strictly convex functions. Similar
to [6], the algorithms proposed in [21], [22] output a
minimum of a non-uniformly weighted aggregate of the
non-faulty cost functions. On the other hand, the algorithm
in [20] outputs a point in a proximity of a true minimum.
Unlike these works, we are interested in exact fault-tolerance
under the necessary condition of 2f -redundancy.
Prior work [7] considers the problem of decentralized
linear sensing, a special case of decentralized optimization
studied in this paper. To guarantee an exact fault-tolerance,
in addition to the 2f -redundancy their proposed algorithm
relies on an assumption on the observations of non-faulty
agents. When applied to the specific decentralized linear
sensing problems, our algorithm achieves exact fault-
tolerance under weaker assumptions, that is, we assume the
2f -redundancy property and the fraction of faulty agents
f/(n − f) being smaller than a threshold determined the
condition number of the non-faulty observation matrix.
Finally, it is worth pointing out that our fault-tolerance
result is only proven for the case of a complete network,
where all the agents can interact with each other. However,
the problem of Byzantine fault-tolerant decentralized opti-
mization considered in this paper is nontrivial, and it is not
obvious how to apply the existing techniques for solving this
problem even for the special case of complete network. We,
therefore, take a first step by considering this special case.
An extension of our work for the more general incomplete
network is interesting, which we leave for our future studies.
II. OUR ALGORITHM AND ITS FAULT-TOLERANCE
In this section, we present a decentralized algorithm,
formally stated in Algorithm 1, for solving problem (2)
under the presence of at most f Byzantine faulty agents.
A crucial component of our algorithm is the Comparative
Elimination (CE) filter which helps mitigate the detrimental
impact of potentially incorrect information shared by the
Byzantine faulty agents. The key ideas of our algorithm
are further explained as follows. We let H ⊆ V , with
|H| ≥ n− f , denote the set of non-faulty agents.
Our algorithm, Algorithm 1, is iterative where in each
iteration t ∈ {0, 1, . . .} each non-faulty agent i ∈ H
maintains a variable xti as a local estimate of x
∗
H defined
in (2). The initial local estimate x0i is chosen to be an
arbitrarily minimum point of Qi(x). In each iteration
t ≥ 0, the non-faulty agents update their local estimates
synchronously using Steps S1–S3. Recall that the network
is assumed complete, i.e., there exists a bidirectional
communication link between each pair of agents.
In Step S1, the non-faulty agents broadcast their
local estimates to other agents in the network. However,
Byzantine faulty agents may send different arbitrarily
incorrect estimates to different agents. In Step S2, to
mitigate the detrimental impact of incorrect local estimates
shared by the faulty agents, each non-faulty agent i
implements the CE vector filter. In particular, each non-
faulty agent i computes the distances between its current
local estimate and the local estimates received from the
other agents in V \ {i}, and then sorts these distances
in a non-decreasing order, with ties broken arbitrarily,
as shown in (5). Then, the agent i eliminates f (out of
n − 1) received local estimates that are f farthest from its
current local estimate. We denote the set of remaining agents
for each non-faulty agent i in iteration t by F ti , defined in (6).
Finally, in step S3, the non-faulty agents update their local
estimates by implementing Eq. (7). Specifically, each non-
faulty agent i first computes a weighted aggregate of its
current local estimate and the local estimates of agents in
the set F ti , and then projects the computed aggregate (using
Euclidean projection) onto the minimum set of its local cost
function arg minxQi(x). We denote, for all i ∈ H,
Xi = arg min
x∈Rd
Qi(x) ⊆ Rd. (3)
Note that, as Qi is convex and differentiable, Xi is a closed
and convex set. We denote the Euclidean projection of a
point x ∈ Rd onto Xi by [x]Xi . Specifically,
[x]Xi = arg min
y∈Xi
‖x− y‖ . (4)
As Xi is closed and convex, for all x, [x]Xi is unique [23].
Remark: Let v∗i be the minimum value of cost function
minx∈Rd Qi(x) for all i ∈ H. As Qi(y) ≤ v∗i if and only
if y ∈ Xi, each agent i can compute the projection [x]Xi ,
Algorithm 1: Projected Consensus with CE Filter
Each non-faulty agent i ∈ H chooses its initial estimate
x0i arbitrarily from Xi. Steps in each iteration
t ∈ {0, 1, . . .} are as follows.
 Step S1 (Broadcast): Each non-faulty agent i
broadcasts its current local estimate xti to all the other
agents in V \ {i}.
We let mt(i, j) denote the local estimate received by
agent i from agent j ∈ V \ {i}.
If j ∈ H then mt(i, j) = xtj , else mt(i, j) may be an
arbitrary vector in Rd. If no value is received from a
agent j, then j must be faulty (because the system is
assumed to be synchronous) – in this case, agent i
assigns the 0 vector to mt(i, j).
 Step S2 (CE filter) : Each non-faulty agent i filters
out f of its received estimates that are f farthest from
its current local estimate xti.
Specifically, let ji,k denote the agent that sent local
estimate, to agent i, which is k-th close to xti, i.e.,∥∥xti −mt(i, ji,1)∥∥ ≤ . . . ≤ ∥∥xti −mt (i, ji,n−1)∥∥ .
(5)
We define the filter set of agent i to be
F ti = {ji,1, . . . , ji,n−f−1}. (6)
 Step S3 (Projected Consensus): Each non-faulty
agent i updates its current local estimate xti to
xt+1i =
xti − η ∑
j∈Fti
(
xti −mt(i, j)
)
Xi
(7)
where η is a nonnegative step size.
of a given point x ∈ Rd, by solving the following convex
optimization problem [23]:
minimum
y∈Rd
‖x− y‖2 , subject to: Qi(y) ≤ v∗i . (8)
For the special case where Qi(x) = ‖Aix− bi‖2 where Ai ∈
Rni×d and bi ∈ Rd for all i, the projection [x]Xi , of a given
point x ∈ Rd, can be obtained by solving the following
quadratic programming problem:
minimum
y∈Rd
‖x− y‖2 , subject to: Aiy − bi = 0. (9)
From the closed-form solution of (9), e.g., [24], ∀x ∈ Rd,
[x]X∗i =
(
I −ATi
(
AiA
T
i
)−1
Ai
)
x+ATi
(
AiA
T
i
)−1
bi
where I is the identity matrix, and (·)T denotes the transpose.
Next, we present our key fault-tolerance result.
A. Fault-Tolerance Property
We show that our algorithm, Algorithm 1, obtains exact
fault-tolerance (see Definition 1) under certain assumptions,
provided that the necessary condition of 2f -redundancy is
satisfied. We let H ⊆ V and B = V \ H denote the set of
all non-faulty and faulty agents, respectively. Recall that
|H| ≥ n− f and |B| ≤ f .
Before we state the fault-tolerance guarantee of our
algorithm, let us review below the necessity of 2f -
redundancy for exact fault-tolerance [11], [12]. Recall the
definition of 2f -redundancy from Definition 2.
Lemma 1 (Theorem 1 in [11]): A decentralized opti-
mization algorithm has exact fault-tolerance only if the set
of non-faulty agents have 2f -redundancy.
Our fault-tolerance result relies on the following assump-
tions about the non-faulty agents’ cost functions [17]. We let
QH(x) denote the average non-faulty cost function, i.e.,
QH(x) =
1
|H|
∑
i∈H
Qi(x), ∀x ∈ Rd. (10)
Assumption 1 (Existence): We assume non-trivial exis-
tence of a solution (2). Specifically, there exists a point
x∗H ∈ arg min
x∈Rd
∑
i∈H
Qi(x) such that ‖x∗H‖ <∞.
Assumption 2 (Lipschitz smoothness): We assume that
the non-faulty agents’ gradients are Lispchitz continuous.
Specifically, there exists a positive real value µ < ∞ such
that, ∀i ∈ H,
‖∇Qi(x)−∇Qi(y)‖ ≤ µ ‖x− y‖ , ∀x, y ∈ Rd.
Assumption 3 (Strong convexity): We assume that
QH(x) is strongly convex. Specifically, there exists a
positive real value λ <∞ such that
〈x− y, ∇QH(x)−∇QH(y)〉 ≥ λ ‖x− y‖2 , ∀x, y ∈ Rd.
We state our key fault-tolerance result in Theorem 1
below. Note that, under the strong convexity assumption, i.e,
Assumption 3, the aggregate non-faulty cost
∑
i∈HQi(x)
has a unique minimum point:
x∗H = arg min
x∈Rd
∑
i∈H
Qi(x).
We define a fault-tolerance margin:
α =
(
1−
√
1 +
λ
µ
)2
− f
n− f . (11)
Theorem 1: Suppose that Assumptions 1, 2, and 3 hold
true. Consider Algorithm 1 in Section II. If the non-faulty
agents have 2f -redundancy, and α > 0, then for a small
enough step-size η in (7) there exists ρ ∈ [0, 1) such that∑
i∈H
∥∥xti − x∗H∥∥2 ≤ ρt∑
i∈H
∥∥x0i − x∗H∥∥2 , ∀t ≥ 0.
Theorem 1 implies that Algorithm 1 has exact fault-
tolerance under Assumptions 1, 2, and 3, provided that the
necessary condition of 2f -redundancy is satisfied, and the
fault-tolerance margin α > 0, i.e.,
f
n− f <
(
1−
√
1 +
λ
µ
)2
. (12)
Next, we present a proof of Theorem 1 – however, the reader
may proceed to Section IV without loss of continuity.
III. PROOF OF THEOREM 1
In this section, we present a formal proof of Theorem 1.
For convenience, we write x∗H simply as x
∗. Recall that
H ⊆ V , with |H| ≥ n− f , is the set of non-faulty agents.
Our proof relies on the following critical implications of
the 2f -redundancy property. If the non-faulty agents H have
2f -redundancy then
arg min
x∈Rd
∑
i∈H
Qi(x) ∈
⋂
i∈H
arg min
x∈Rd
Qi(x). (13)
Moreover, when both Assumption 2 and 3 hold true, along
with the 2f -redundancy property, then
λ ≤ µ. (14)
Proofs for (13) and (14) can be found in [11, Appendix B].
For each agent i ∈ H, we define V ti = ‖xti − x∗‖2, and
V t =
∑
i∈H
V ti , ∀t ≥ 0. (15)
Now, consider an arbitrary non-faulty agent i ∈ H and
iteration t ≥ 0. From the update law (7), we obtain that
V t+1i =
∥∥∥∥∥∥
xti − η ∑
j∈Fti
(
xti −mt(i, j)
)
Xi
− x∗
∥∥∥∥∥∥
2
(16)
where recall, from (3), that Xi denotes the minimum set
arg minxQi(x). As the function Qi is convex and differen-
tiable, Xi is a closed and convex set [23]. Recall from (13)
under 2f -redundancy, x∗ ∈ Xi for all i ∈ H. Thus, due
the non-expansion property of Euclidean projection onto a
convex set [23],
‖[x]Xi − x∗‖ ≤ ‖x− x∗‖ , ∀x ∈ Rd.
Substituting from above in (16) we obtain that
V t+1i ≤
∥∥∥∥∥∥xti − x∗ − η
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2
.
As ‖x‖2 = 〈x, x〉, the above implies that
V t+1i ≤V ti − 2η
〈
xti − x∗,
∑
j∈Fti
(
xti −mt(i, j)
)〉
+ η2
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2
.
(17)
We let
φti =
〈
xti − x∗,
∑
j∈Fti
(
xti −mt(i, j)
)〉
, (18)
and
ψti =
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2
. (19)
Upon substituting from (18) and (19) in (17) we obtain that
V t+1i ≤ V ti − 2η φti + η2 ψti . (20)
Recall that i is an arbitrary non-faulty agent. Thus, the above
holds true for all i ∈ H. Upon adding both sides of (20) for
all i ∈ H, and then substituting from (15), we obtain that
V t+1 ≤ V t − 2η
∑
i∈H
φti + η
2
∑
i∈H
ψti . (21)
In Parts I and II below, we obtain a lower bound on
∑
i∈H φ
t
i
and an upper bound on
∑
i∈H ψ
t
i , respectively, in terms of
V t. Finally, upon substituting these bounds in (21) we show
an exponential convergence of V t to zero.
Part I: For all i ∈ H, let Hi = H \ {i}, and Hti be the set
of non-faulty agents in the filtered set F ti , i.e,
Hti = F ti ∩Hi. (22)
As |Hi| = |H| − 1 and |F ti | = n− f − 1, ∀ i ∈ H and t,
|H| − f − 1 ≤ ∣∣Hti∣∣ ≤ n− f − 1. (23)
Let Bti = F ti \ Hti . From above we obtain that∑
j∈Fti
(
xti −mt(i, j)
)
=
∑
j∈Hti
(
xti −mt(i, j)
)
+
∑
j∈Bti
(
xti −mt(i, j)
)
. (24)
As Hi = Hti ∪ Hi \ Hti , and mt(i, j) = xtj for all j ∈ Hi
from above we obtain that∑
j∈Fti
(
xti −mt(i, j)
)
=
∑
j∈Hi
(
xti − xtj
)
−
∑
j∈Hi\Hti
(
xti − xtj
)
+
∑
j∈Bti
(
xti −mt(i, j)
)
.
(25)
We denote
eti =
∑
j∈Bti
(
xti −mt(i, j)
)− ∑
j∈Hi\Hti
(
xti − xtj
)
. (26)
Substituting from (26) in (25) we obtain that∑
j∈Fti
(
xti −mt(i, j)
)
=
∑
j∈Hi
(
xti − xtj
)
+ eti. (27)
Substituting from (27) in (18) implies that, ∀i ∈ H,
φti =
〈
xti − x∗,
∑
j∈Hi
(
xti − xtj
)〉
+
〈
xti − x∗, eti
〉
.
Therefore,
∑
i∈H
φti =
∑
i∈H
〈xti − x∗, ∑
j∈Hi
(
xti − xtj
)〉
+
〈
xti − x∗, eti
〉 .
Note that, as xti − xtj = (xti − x∗)−
(
xtj − x∗
)
,
∑
i∈H
〈
xti − x∗,
∑
j∈Hi
(
xti − xtj
)〉
=
1
2
∑
i∈H
∑
j∈Hi
∥∥xti − xtj∥∥2 .
From above we obtain that∑
i∈H
φti =
∑
i∈H
Sti (28)
where
Sti =
1
2
∑
j∈Hi
∥∥xti − xtj∥∥2 + 〈xti − x∗, eti〉 . (29)
From Cauchy-Schwartz inequality, we obtain that〈
xti − x∗, eti
〉 ≥ −∥∥xti − x∗∥∥ ∥∥eti∥∥ . (30)
Recall, from (26), that
eti =
∑
j∈Bti
(
xti −mt(i, j)
)− ∑
j∈Hi\Hti
(
xti − xtj
)
.
Thus, from triangle inequality, ∀i ∈ H,∥∥eti∥∥ ≤ ∑
j∈Bti
∥∥xti −mt(i, j)∥∥+ ∑
j∈Hi\Hti
∥∥xti − xtj∥∥ . (31)
Note that, due to the CE filter (6), for each k ∈ Bti there
exists a unique j ∈ Hi \ Hti such that∥∥xti −mt(i, k)∥∥ ≤ ∥∥xti − xtj∥∥ . (32)
Substituting from above in (31) implies that∥∥eti∥∥ ≤ 2 ∑
j∈Hi\Hti
∥∥xti − xtj∥∥ . (33)
Upon substituting from (33) in (30) we obtain that〈
xti − x∗, eti
〉 ≥ − ∑
j∈Hi\Hti
2
∥∥xti − x∗∥∥ ∥∥xti − xtj∥∥ . (34)
As 2ab ≤ 2a2 + b22 for a, b ∈ R, (34) implies that〈
xti − x∗, eti
〉 ≥ − ∑
j∈Hi\Hti
(
2
∥∥xti − x∗∥∥2 + 12 ∥∥xti − xtj∥∥2
)
.
Substituting from above in (29) we obtain that
Sti ≥
1
2
∑
j∈Hi
∥∥xti − xtj∥∥2 − ∑
j∈Hi\Hti
∥∥xti − xtj∥∥2

− 2
∑
j∈Hi\Hti
∥∥xti − x∗∥∥2
As Hti = Hi \ {Hi \ Hti}, from above we obtain that
Sti ≥
1
2
∑
j∈Hti
∥∥xti − xtj∥∥2 − 2 ∑
j∈Hi\Hti
∥∥xti − x∗∥∥2 . (35)
Now, we consider below the summation
∑
j∈Hti
∥∥xti − xtj∥∥2
for an arbitrary non-faulty agent i and iteration t. Note that,
as ‖xti − xti‖2 = 0,∑
j∈Hti
∥∥xti − xtj∥∥2 = ∑
j∈Hti∪{i}
∥∥xti − xtj∥∥2 . (36)
Lipschitz continuity of ∇Qi, i.e., Assumption 2, implies that∥∥xti − xtj∥∥ ≥ 1µ ∥∥∇Qj(xti)−∇Qj(xtj)∥∥ , ∀j ∈ Hti.
Recall, from (7), that for all j ∈ H, xtj ∈ arg minxQj(x).
Thus, ∇Qj(xtj) = 0. Substituting this above implies that∥∥xti − xtj∥∥ ≥ 1µ ∥∥∇Qj(xti)∥∥ , ∀j ∈ Hti. (37)
Substituting from (37) in (36) we obtain that∑
j∈Hti
∥∥xti − xtj∥∥2 ≥ 1µ2 ∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥2 . (38)
Substituting from (38) in (35) we obtain that
Sti ≥
1
2µ2
∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥2 − 2 ∑
j∈Hi\Hti
∥∥xti − x∗∥∥2 .
As |Hi \ Hti| ≤ f (see (22)), the above implies that
Sti ≥
1
2µ2
∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥2 − 2f ∥∥xti − x∗∥∥2 . (39)
Next, we obtain a lower bound on
∑
j∈Hti∪{i} ‖∇Qj(x
t
i)‖2
in terms of ‖xti − x∗‖2 for an arbitrary agent i ∈ H and
t. Note that under 2f -redundancy [11], ∇Qj(x∗) = 0. for
all j ∈ H. Therefore, under 2f -redundancy and Lipschitz
continuity, i.e., Assumption 2,∥∥∇Qj(xti)∥∥ ≤ µ∥∥xti − x∗∥∥ , ∀j ∈ H. (40)
Strong convexity of QH(x), i.e., Assumption 3, implies that∑
j∈H
〈
xti − x∗, ∇Qj(xti)
〉 ≥ λ |H| ∥∥xti − x∗∥∥2 . (41)
We denote, for all i ∈ H and t ≥ 0,
Ht(−)i = H \Hti \ {i}.
Substituting the above in (41), we obtain that∑
j∈Hti∪{i}
〈
xti − x∗, ∇Qj(xti)
〉 ≥ λ |H| ∥∥xti − x∗∥∥2
−
∑
j∈Ht(−)i
〈
xti − x∗, ∇Qj(xti)
〉
.
Due to Cauchy-Schwartz inequality,〈
xti − x∗, ∇Qj(xti)
〉 ≤ ∥∥xti − x∗∥∥ ∥∥∇Qj(xti)∥∥ . (42)
Thus, ∑
j∈Hti∪{i}
〈
xti − x∗, ∇Qj(xti)
〉 ≥ λ |H| ∥∥xti − x∗∥∥2
−
∣∣∣Ht(−)i ∣∣∣ ∥∥xti − x∗∥∥∥∥∇Qj(xti)∥∥ . (43)
Substituting from (40) in (43), we obtain that∑
j∈Hti∪{i}
〈
xti − x∗, ∇Qj(xti)
〉
≥
(
λ |H| − µ
∣∣∣Ht(−)i ∣∣∣) ∥∥xti − x∗∥∥2 .
Substituting from (42) in the above, we obtain that∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥ ≥ (λ |H| − µ ∣∣∣Ht(−)i ∣∣∣) ∥∥xti − x∗∥∥ .
As |Hti| ≥ |H| − f − 1 (see (23)),
∣∣∣Ht(−)i ∣∣∣ ≤ f . Using this,
and the fact that |H| ≥ n− f , above implies that∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥ ≥ (λ(n− f)− µf) ∥∥xti − x∗∥∥ .
(44)
Recall, from (11), that
α =
(√
1 +
λ
µ
− 1
)2
− f
n− f .
As α is assumed positive,
f
n− f <
(√
1 +
λ
µ
− 1
)2
≤
(
1 +
λ
µ
− 1
)2
=
λ2
µ2
. (45)
As λ ≤ µ (see (14)), (45) implies that f/(n − f) < λ/µ.
Thus, λ(n−f)−µf in the R.H.S. of (44) is positive. There-
fore, from (44), and the convexity of the square function (·)2,
we obtain that∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥2 ≥ (λ(n− f)− µf)2|Hti ∪ {i}| ∥∥xti − x∗∥∥2 .
As |Hti| ≤ n− f − 1 (see (23)), |Hti ∪ {i}| ≥ n− f . Thus,∑
j∈Hti∪{i}
∥∥∇Qj(xti)∥∥2 ≥ (λ(n− f)− µf)2n− f ∥∥xti − x∗∥∥2 .
Substituting from above in (39) we obtain that
Sti ≥
(
(λ(n− f)− µf)2
2µ2(n− f) − 2f
)∥∥xti − x∗∥∥2 . (46)
We let
β =
(λ(n− f)− µf)2
2µ2(n− f) − 2f. (47)
Later, we show in (59) that if α > 0 then β > 0. Substituting
from (47) in (46) we obtain that Sti ≥ β ‖xti − x∗‖2.
Substituting this in (28) implies that∑
i∈H
φti ≥ β
∑
i∈H
∥∥xti − x∗∥∥2 .
As V t =
∑
i∈H ‖xti − x∗‖2, from above we obtain that∑
i∈H
φti ≥ β V t (48)
Part II: In this part, we obtain an upper bound on
∑
i∈HΨ
t
i
in terms of V t for an arbitrary iteration t where recall,
from (19), that
ψti =
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2
.
Note that
∑
i∈H
ψti ≤
∑
i∈H
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2 . (49)
Recall, from (24), that∑
j∈Fti
(
xti −mt(i, j)
)
=
∑
j∈Hti
(
xti −mt(i, j)
)
+
∑
j∈Bti
(
xti −mt(i, j)
)
.
Thus, from triangle inequality,∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥ ≤
∑
j∈Hti
∥∥xti −mt(i, j)∥∥
+
∑
j∈Bti
∥∥xti −mt(i, j)∥∥ . (50)
Recall that mt(i, j) = xtj for all j ∈ H and t. Also, recall,
from (32), that for each k ∈ Bti there exists a unique j ∈ Hi\
Hti such that ‖xti −mt(i, k)‖ ≤
∥∥xti − xtj∥∥. Thus, from (50)
we obtain that∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥ ≤
∑
j∈Hi
∥∥xti − xtj∥∥ . (51)
Using triangle inequality again, from (51) we obtain that∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥ ≤ |Hi|∥∥xti − x∗∥∥+
∑
j∈Hi
∥∥xtj − x∗∥∥ .
As |Hi| = |H| − 1, ∀i ∈ H, from above we obtain that
∑
i∈H
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥ ≤ (|H| − 1)
∑
i∈H
∥∥xti − x∗∥∥
+
∑
i∈H
∑
j∈Hi
∥∥xtj − x∗∥∥ . (52)
Note that, as the network G is assumed complete,∑
i∈H
∑
j∈Hi
∥∥xtj − x∗∥∥ = (|H| − 1)∑
i∈H
∥∥xti − x∗∥∥ .
As |H|−1 ≤ |H|, substituting the above in (52) implies that
∑
i∈H
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥ ≤ 2 |H|
∑
i∈H
∥∥xti − x∗∥∥ .
Therefore,∑
i∈H
∥∥∥∥∥∥
∑
j∈Fti
(
xti −mt(i, j)
)∥∥∥∥∥∥
2 ≤ 4 |H|2(∑
i∈H
∥∥xti − x∗∥∥
)2
≤ 4 |H|3
∑
i∈H
∥∥xti − x∗∥∥2 . (53)
Recall, from (15), that V t =
∑
i∈H ‖xti − x∗‖2. Substituting
from (53) in (49) we obtain that∑
i∈H
ψti ≤ 4 |H|3 V t. (54)
Final step: Recall, from (21), that for all t ≥ 0,
V t+1 ≤ V t − 2η
∑
i∈H
φti + η
2
∑
i∈H
ψti .
Substituting from (48) and (54) in the above we obtain that
V t+1 ≤
(
1− 2β η + 4 |H|3 η2
)
V t. (55)
Upon substituting, in (55),
ρ = 1− 2β η + 4 |H|3 η2, (56)
we obtain that
V t+1 ≤ ρ V t, ∀t ≥ 0.
Upon retracing the above from t to 0 we obtain that
V t ≤ ρt V 0, ∀t ≥ 0.
where recall that V t =
∑
i∈H ‖xti − x∗‖2. We now show
below that there exists η ≥ 0 for which ρ ∈ [0, 1). Let
a = (λ + 2µ)(n − f) − µf , and b = 2√µ(µ+ λ)(n − f).
Thus, by the definition of β in (47),
β = (a− b)(a + b)/(2µ2(n− f)). (57)
From the definition of α in (11), we obtain that
(a− b)/(µ(n− f)) = α, and
(a + b)/(µ(n− f)) = α+ 4
√
1 + (λ/µ).
(58)
Substituting from (58) in (57) we obtain that
β = α
(
α/2 + 2
√
1 + (λ/µ)
)
(n− f) . (59)
Therefore, as n > f and α > 0, β > 0. From (56),
ρ = 1− 2η
(
β − 2 |H|3 η
)
.
Thus, there exists a small enough value of η satisfying
2 |H|3 η < β for which ρ ∈ [0, 1).
IV. EXPERIMENT
In this section, we present an empirical fault-tolerance
result for Algorithm 1. We consider a complete peer-to-peer
network of n = 6 agents with f = 1 Byzantine faulty agent.
The cost function of each agent i ∈ {1, . . . , 6} is defined
to be Qi(x) = ‖Aix− bi‖2 where x ∈ R2, and Ai ∈ R2×1
and bi ∈ R are the respective rows and elements of matrix
A and vector b defined below.
A =
[
1 0.8 0.5 0.3 1 0
0 0.5 0.8 1 0.3 1
]T
, and
b =
[
1 1.3 1.3 1.3 1.3 1
]T
where (·)T denotes the transpose. For our experiment, we
assume that agent 6 is Byzantine faulty, and thus, H =
{1, . . . , 5}. Note that the minimum point of the aggregate
cost of non-faulty agents is x∗H = [1 1]
T , and Assump-
tions 1, 2 and 3 hold true. The non-faulty agents execute
Algorithm 1 with η = 0.01 in (7). In each iteration,
the Byzantine agent sends different random 2-dimensional
vectors, whose elements are chosen independently and uni-
formly from [0, 10], to different agents. We observe that
Algorithm 1, i.e., projected consensus method with CE filter,
outputs the true solution x∗H, unlike the traditional projected
consensus method without any filter [25], as shown in Fig. 2.
Fig. 2. Error
∑
i∈H
∥∥xti − x∗H∥∥2 versus the number of iterations t.
V. SUMMARY
In this paper, we have proposed a Byzantine fault-tolerant
multi-agent decentralized optimization algorithm. We have
shown that our algorithm obtains exact fault-tolerance
against up to f Byzantine faulty agents in a complete peer-
to-peer network, provided the non-faulty agents satisfy the
necessary condition of 2f -redundancy, and the fraction of
faulty to non-faulty agents f/(n− f) is bounded.
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