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Abstract 
In this paper, we have presented an efficient RWA protocol for WDM networks. The optimal and sub-optimal lightpaths are 
found by the ants (control agents) depending upon the number of free wavelengths available, the length of the lightpath (hop 
count) and number of conversion required from source to destination. When a connection request arrives at a node, the high 
speed data are routed through the readily available optimal lightpath thereby reducing the processing time. The low speed data 
are first tried to groom over the existing low speed data, else routed through the readily available lightpath. As opposed to the 
reactive protocols, our proposed protocol is proactive in the sense that it proactively updates the changes in the network status 
using the concept of ant colony optimization. Further for survivability backup lightpath is maintained. The selection of backup 
lightpath is done in such a way that there is no shared link between the primary and backup lightpath but it can be shared with 
another backup lightpath. By simulation results, we showed that our proposed protocol has low blocking probability and delay. 
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1.  Introduction 
 
Wavelength division multiplexing (WDM) and wavelength routing are rapidly becoming the technologies-of-choice 
in network infrastructure to meet ever increasing bandwidth demand [1]. In a wavelength routed WDM network, end 
users communicate with one another via all-optical WDM channels, which are referred to as lightpaths [2]. Given a 
set of connections, the problem of setting up lightpaths by routing and assigning a wavelength to each connection is 
called the routing and wavelength assignment (RWA) problem. Typically, connection requests may be of three 
types: static, incremental and dynamic [3]. With static traffic, the entire set of connections is known in advance. In 
the incremental traffic case, connection requests arrive sequentially, a lightpath is established for each connection, 
and the lightpath remains in the network indefinitely. For the case of dynamic traffic, a lightpath is set up for each 
connection request as it arrives, and the lightpath is released after some finite amount of time. Wavelength 
continuity constraint (WCC) is a case where the establishment of a lightpath requires the same wavelength to be 
used along entire route of the lightpath [4], but obtaining continuous wavelength is not always possible. Some of the 
possible solutions to overcome WCC are by using wavelength convertible networks, multi fiber networks and 
wavelength rerouting networks [5].   
A  RWA protocol selects a good lightpath to satisfy a connection request so as to improve the network performance 
[6]. Different RWA protocols have been proposed in the literature to choose the best pair of route and wavelength. 
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They differ in their policies for selecting route and wavelength. The cost of a route is usually computed based on its 
hop count, delay, or congestion. If there is no wavelength which is free on all the links of a route, then the cost of the 
route is infinity. Otherwise, its cost is finite. The RWA problem is NP-complete [7] i.e. it is computationally 
intractable or, in other words, the only known algorithms that find an optimal solution require exponential time in 
the worst case. 
 RWA protocols assume either centralized or distributed control for selecting routes and wavelengths [8]. In the case 
of a centralized control, a central controller is assumed to be available. It keeps track of the state of the network. In 
the case of distributed control, no central controller is used. The whole network status information which includes 
the details of wavelength usage and existing lightpaths is not known to any node in the network. Centralized 
protocols are useful for small networks and are not scalable to large networks. For simplicity and scalability 
purposes, distributed control protocols are desirable. 
Traffic grooming addresses the gap between the bandwidth capacity of wavelengths and the bandwidth requirement 
of connections. With the improvement of optical technology, the capacity of a single wavelength reaches optical 
carrier OC-192 (10 Gbps). On the other hand, the bandwidth of a connection request may be less than that, possibly 
OC-48 (2.5 Gbps) or even lower. To make efficient use of the wavelength bandwidth, traffic grooming [9] is needed 
to pack connections at sub wavelength granularities effectively onto wavelength channels.  
Since each lightpath is expected to operate at a rate of few gigabits per second, a fiber failure can cause a significant 
loss of bandwidth and revenue. Therefore, it is very important to have networks that are capable of preventing such 
failures; these are known as survivable networks [10]. There are generally two types of fault-recovery mechanisms, 
namely protection [11], [12] and restoration [13]. Protection aims at extremely fast recovery. The backup connection 
is established before the failure. Restoration, on the other hand, dynamically establishes a connection to recover 
from a failure after the failure occurs. Note that irrespective of whether protection or restoration is used, spare 
capacity needs to be preplanned in order to provide survivability in optical networks. Survivable traffic grooming 
(STG) addresses the provisioning and survivability of connections together. It seeks to provide fault-recovery 
capability for connections and avoids the consumption of spare wavelength in the network. 
 
2. Related Work 
 
Shilpi Garg and Shubham Agrawal [14] propose a countered expected wavelength and available wavelength 
algorithm (CTEW). The algorithm first calculates a weight W using a weight function and is applied into Dijikstras 
shortest path algorithm. It will select an optimal lightpath that is lightly loaded with least weight and with a good 
number of available wavelengths. The maximum number of request served is equal to the total number of available 
channels in the selected lightpath. CTEW algorithm is not survivable since there is no backup lightpath.    
Lu Ruan et al. [15] have presented a distributed dynamic routing algorithm for restorable connections that uses load 
balancing heuristics in both primary and backup lightpath computations to achieve low demand blocking. The key 
idea is to assign costs to links so that heavily loaded links will be avoided in the routing of the primary and backup 
lightpaths and links with a high chance of inclusion of a sharable backup channel will be included in the backup 
lightpath. Simulation results showed that the algorithm performs significantly better than a simple distributed 
algorithm but for a request, if the number of available free wavelengths on all the existing lightpaths comes below 
the threshold value the request gets blocked.  
Ryan M.Garlick and Richard S. Barr [16], proposed an algorithm for dynamic RWA problem using ACO technique. 
Ants (control agents) are used to search lightpath from source to destination after a request arrives at the source node 
because of which the connection setup time is high.  
Son Hong and Xiaohong [17], proposed an algorithm to improve the alternate routing scheme for dynamic RWA in 
all-optical WDM networks. They employ twin routing tables at each node i.e. pheromone table and P-route table. 
Ant foraging is done based on the values in the pheromone table. P-route table consists of all possible routes from a 
particular node to all other nodes in the network. Each route has a goodness value associated to it which is 
calculated based on the number of free wavelengths and network congestion information. Since WCC is used 
request is blocked when a free continuous wavelength is not available from a source to destination and also as a 
separate wavelength is being dedicated for ants (control agents) a failure will crash the network. 
 
In this paper we have designed a dynamic RWA protocol employed with a new class of ant based routing for all-
optical WDM networks. For dynamically updating the network status we use an approach called ant colony 
optimization (ACO).  ACO basically uses control agents (ants) for the updation of network status. Forward ants are 
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sent from a source to randomly selected destination. It collects information from the nodes traversed by it and moves 
forward (it holds lightpath information and the local information of the nodes travelled by it). Once the forward ant 
reaches the destination, backward ant is generated. The information gathered by the forward ant is transferred to 
backward ant and the forward ant is killed. Backward ant moves from destination to source following the reverse 
lightpath of the forward ant. The information present in the backward ant is used for updating the intermediate nodes 
and the source node. From the available information optimal primary and backup lightpaths are calculated based on 
number of free wavelengths and distance factor. Selection of backup lightpath is done such that it does not share any 
links in common with the primary lightpath. To reduce the spare capacity reservation for a backup lightpath, the 
technique of backup sharing is used. In backup sharing, two backup lightpaths can share the same wavelength on a 
common link if their primary lightpaths are link-disjoint. The sharing is possible since under the single link failure 
assumption two link-disjoint primary lightpaths cannot fail simultaneously, therefore their backup lightpaths will not 
be needed at the same time. To reduce the call drops and to properly utilize the bandwidth grooming technique is 
applied for all the low speed signals.   
 
3. Survivable Traffic Grooming RWA Protocol (STGR) 
 
 In the STGR protocol, there are two sub protocols running at each and every node. One is the ant based protocol 
which updates the network status using the technique of ACO. The other one routes the data to the destination node 
when a request arrives at the source node. The incoming traffic is classified as low speed data and high speed data. 
The high speed data is directly sent to the destination node through the optimal lightpath found by the dynamic 
updation of the control agents. The low speed data is first tried to groom with the existing low speed data, else sent 




Step 1: Control agents (Forward ants) are sent from the source nodes to randomly selected destination nodes to 
             update the source node table. 
Step 2:  Forward ants explores the lightpaths and gathers lightpath information and local node information‘s. 
Step 3:  On reaching the destination nodes, backward ants is generated. 
3.1 Information collected by the forward ants is given to the backward ants. 
3.2 Forward ants are killed. 
3.3 Backward ants move in the reverse lightpath.  
Step 4:  Backward ants gives the lightpath information‘s to the source nodes and it updates the lightpath information 
             at nodes. 
Step 5: Step 1 to step 4 keeps repeating. 
 
Step 6: When a request arrives to a node, first the source checks for its speed. 
            (a) For high speed data, source calculates the optimal and backup lightpath based on the number of available 
                 free wavelengths and distance factor as below: 
  DF = (NP – 1) + CP 
  DF – Distance factor, NP – Number of nodes in a lightpath, CP – Number of conversions in a lightpath 
  Fi = No. of free wavelengths in a lightpath (i) / Distance factor of corresponding lightpath (i); 0 < i ≤ m 
  Fi = Factor of lightpath ‗i‘; m – number of available lightpaths. 
 
                After calculating the lightpath factor Fi of all the possible lightpaths, the lightpaths will be arranged in 
                descending order. Select the lightpath with the highest lightpath factor F1 as the primary lightpath. 
               The lightpath with next higher lightpath factor F2 is selected as backup lightpath, provided it has no shared 
                links with the primary lightpath. If that lightpath is found to have a shared link with the primary lightpath 
                then the next order lightpaths are checked. 
 
 
           (b) For low speed data, source first tries to groom with the existing low speed data; else it calculates the 
                optimal and backup lightpath based on the number of available free wavelengths and distance factor as 
                above. 
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                (i) If the low speed data is groomed with the existing low speed data, then protocol check for it‘s 
                     corresponding backup lightpath is suitable for the current source-destination pair also. If it suits, then it 
                     take‘s the same backup lightpath but if it doesn‘t suit, then it normally calculate the backup lightpath 
                    for that request as above.  
 
4. Simulation Results 
 
We have studied the performance of our STGR protocol and compared its working with HABR algorithm and 
SRWA using MATLAB 7.10.0(R2010a) simulator.  For the analysis, we used ARPANET which is a 20 node, 32 
link topology. Various simulation parameters of ARPANET are as given in table1.  
 
Table1: Simulation Parameters 
Topology ARPANET 
Total Number of Nodes 20 
Total Number of Links 32 
Number of Wavelengths 40 
Link Delay 10ms 
Wavelength conversion factor 1 
Wavelength conversion time 24ms 
Number of requests at a time 100 
Channel Bandwidth 10 Gbps 
High Speed Request 10 Gbps 
Low Speed Request 2.5 Gbps 
 
 
Figure 1: ARPANET with 20 Nodes and 32 Links 
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1 9 7 16 11 27 0.33 
2 39 37 4 1 5 7.8 
3 17 15 11 7 18 0.94 
4 10 8 13 13 26 0.38 
5 33 31 18 7 25 1.32 
6 15 13 13 8 21 0.71 
7 21 19 20 19 39 0.53 
8 30 28 3 1 4 7.5 
9 34 32 6 5 11 3.09 
10 16 14 10 2 12 1.33 
11 4 2 3 3 6 0.66 
12 11 9 5 2 7 1.57 
13 32 30 4 4 8 4 
14 38 36 14 12 28 1.35 
15 23 23 7 2 9 2.55 
16 38 36 16 16 32 1.18 
17 24 22 11 3 14 1.71 
18 40 38 5 4 9 4.44 
 
       
According to the Table.2 lightpath2 is the optimal lightpath for SRWA and STGR protocols, as its 
lightpath factor (Fi) value is highest, which is calculated on the basis of number of free wavelengths 
available and distance factor. But HABR protocol selects lightpath18 as optimal lightpath, based on the 
number of available free wavelengths. 
It is very clear from the simulated results noted in Table2; selection of lightpath2 is more optimal in 
comparison with lightpath18, because  
        (i) Number of free wavelengths is more (39 vs. 38); reduces the network congestion 
        (ii) Number of intermediate nodes is less (4 vs. 5); reduces delay 
        (iii) Number of wavelength conversions (1 vs. 4); reduces delay 
 
The maximum number of requests that can be processed on the particular lightpath using HABR, SRWA 
and STGR is as follows: 
Blocking performance (BP) = Total number of calls blocked (CB)  
Total number of calls blocked (CB) = Total number of calls generated (CG) – Number of calls processed 
(CP) 
For our analysis we considered, CG = 100 
1. HABR: CB = 100 – (Number of continuous wavelengths) 
            100 – 20 = 80 
                          (Actual number of free wavelengths is 38, but in that which satisfies WCC are 20 only)   
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2. SRWA: CB = 100 – (Number of available free wavelengths) 
            100 – 39 = 61 
 
3. STGR:  CB = 100 – (Number of available free wavelengths + number of low speed requests on the 
lightpath) 
            100 – (39 + 29) = 32 
From the above result it is clear that our protocol STGR reduces call drops by 50% compared to SRWA 
and HABR.  
 
Table 3: Processing time 
SRWA & STGR HABR 
4*10+1*24 11*10 
T1= 64 ms T2= 110 ms 
 
Processing Time = No of links * propagation time (10 ms) + number of conversions * (24ms) 
 
Table.3 shows the processing time of the optimal lightpaths. For SRWA & STGR the time required is less 
when compared with the HABR because HABR finds the lightpath where continuous wavelength is 
available and in that case number nodes can be more where as in SRWA & STGR it uses distance factor 
and number of free wavelengths. 
 
Figure 2: Connection Request Vs Blocking performance 
 
Figure 2 shows the simulation results for blocking performance, i.e., the maximum number of requests 
that can be processed at source node for different connection requests. In the results plotted, we observe 
that the number of requests that can be processed at source node by using STGR algorithm is more when 
compared to SRWA and HABR. This is because, in HABR, the maximum number of requests that can be 
processed depends on the number of continuous wavelengths available i.e. the number of wavelengths 
satisfying the WCC, in SRWA the maximum number of requests that can be processed depends on the 
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number of wavelengths available, whereas in STGR protocol it depends on the distance factor, number of 
free wavelengths and also grooming technique is used for low speed data. 
 
5. Conclusion 
 In this paper we have designed a RWA protocol for WDM networks using the concept of ant colony 
optimization and traffic grooming. By using ant colony optimization we dynamically update the network 
status thereby reducing the processing time. The use of traffic grooming leads to the effective utilization 
of bandwidth and it also reduces the call drops. Our approach is self-regulating as well i.e., if the selected 
optimal lightpath chosen by ants (control agents) is getting blocked or failed it automatically switches to 
the new optimal lightpaths updated by ants. Proposed protocol (STRG) reduces the call drops by 50% in 
comparison with SRWA and HABR. Further more it also reduces the processing time by selecting 
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