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Recent advances in experimental and computational techniques have allowed for an accurate
description of the adsorption of ionic liquids on metallic electrodes. It is now well established
that they adopt a multi-layered structure, and that the composition of the layers changes with the
potential of the electrode. In some cases, potential-driven ordering transitions in the first adsorbed
layer have been observed in experiments probing the interface on the molecular scale or by molecular
simulations. This perspective gives an overview of the current understanding of such transitions
and of their potential impact on the physical and (electro)chemical processes at the interface. In
particular, peaks in the differential capacitance, slow dynamics at the interface and changes in
the reactivity have been reported in electrochemical studies. Interfaces between ionic liquids and
metallic electrodes are also highly relevant for their friction properties, the voltage-dependence of
which opens the way to exciting applications.
Solid-liquid interfaces play key role in many processes,
such as catalysis or electrochemical reactions, to mention
only chemistry and energy related applications. Despite
their importance, our understanding of the molecular-
scale structure of such interfaces, where all the essen-
tial (electro)chemical processes occur, has long remained
limited compared to the case of the corresponding pure
solid and liquid phases. Probing directly the interface in
experiments is indeed particularly challenging and com-
puter simulations are also more involved due to the sym-
metry breaking in the direction perpendicular to the in-
terface, which hinders the efficient use of periodic bound-
ary conditions. Indeed, although simulating a few tens of
water molecules may be sufficient to investigate the bulk
properties of the liquid1, a similar number of molecules
results in finite-size effects different from that, physically
relevant, induced by the presence of the interface.
The past 10 years have witnessed the development
of many experimental techniques which are sensitive to
molecular arrangements at the interface, such as Scan-
ning Tunneling Microscopy (STM), Sum-Frequency Gen-
eration (SFG), Atomic Force Microscopy (AFM), high-
energy X-ray reflectivity (XR) or Surface Force Appa-
ratus (SFA). They probe the structure of the liquid via
different observables (vibrations, electron density, resis-
tance to shear, etc), thus providing complementary views
of the interface: For example the SFG signal is dominated
by the innermost adsorbed layer2–4, while AFM or XR
studies probe several layers of fluid.5–8 In parallel, the ac-
cess to high performance computers and the development
of new algorithms9,10 also allowed to simulate more ac-
curately solid-liquid interfaces, shedding a new light on
interfacial processes such as adsorption. For example,
the combination of STM and Density Functional Theory
(DFT) calculations demonstrated that water molecules
adsorbed at metal surfaces exhibit a surprisingly rich
variety of structures11. Their arrangement depends on
the interplay between the geometry and energetics of the
water-metal interaction and of the hydrogen bonding be-
tween the water molecules, which varies strongly from
one metal to another (and even from one crystal plane of
a given metal to another) and with the water coverage
of the surface. This structuring impacts the dynamics
at the interface12 and ultimately the kinetics of electro-
chemical processes. Due to the range of length and time
scales involved, from the electron transfer event to the
local rearrangements of the interfacial fluid, a full under-
standing of the water-splitting mechanisms from com-
puter simulations will therefore require bridging the gap
between ab initio13,14 and classical15 approaches.
Here we will focus on a particular class of electrolytes,
namely room-temperature ionic liquids (RTILs). They
are increasingly used in electrochemistry, with applica-
tions ranging from energy storage (batteries, supercapac-
itors) to electrodeposition16. Since they are made of ions,
their interfacial properties have long been interpreted fol-
lowing the Gouy-Chapman-Stern theory. However, many
of the underlying asumptions are not valid due the very
high density of ions – an extreme case considering the ab-
sence of solvent in these liquids17–19. A significant num-
ber of experiments and molecular simulations have thus
been devoted to the study of the interfaces of ionic liq-
uids with a solid6,20. The main conclusion arising from
XR, AFM, SFA and molecular dynamics (MD) is that the
structure perpendicular to the interface is characterized
by a strong layering of the liquid6,7,21,22, as expected for
a molecular liquid, which extends up to a few nanome-
tres. The local composition of the layers mostly depends
on the surface charge of the solid23 and displays strong
local correlations due to charge-ordering.
Many recent studies on interfaces of RTILs re-
ported intriguing results, highlighting the role of the
molecular structure within the adsorbed layers. As
pointed out in an editorial by Kornyshev and Qiao,
it is indeed necessary to account for the three-
dimensionality of the interface24. In particular, the
formation of an ordered layer of ions has been re-
ported at the interfaces of 1-butyl-3-methylimidazolium-
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2hexafluorophosphate ([C4mim
+][PF−6 ]) with mica
25 or
with vapor26. At electrochemical interfaces, the contact
between RTILs with an electrified metal opens the way to
voltage-induced ordering transitions within the adsorbed
liquid. The universality of such transitions is far from
being established, in particular the extent of concerned
RTILs-substrate combinations should be clarified. A first
objective of this perspective article is therefore to sum-
marize the studies, both experimental and theoretical, in
which such transitions have been observed. We then dis-
cuss the impact of this finding on the physico-chemical
properties of the interface. In particular, the following
questions will be addressed: How can we detect struc-
tural transitions in experiments and in simulations? Is
there a templating action from the solid? What is the
main electrochemical signature of these transitions? Is
there an impact on the friction properties of the inter-
face? Some of these questions remain open and call for
further studies.
I. EVIDENCES FOR STRUCTURAL
TRANSITIONS AT IONIC LIQUID INTERFACES
A. Experimental studies
To our knowledge, the first studies dealing with inter-
facial phase transitions in Coulomb fluids were conducted
by Freyland et al.27. Their in situ STM study of the in-
terface between the [C4mim
+][PF−6 ] and the (111) face
of gold reported the formation of Moire´-like patterns at
potentials greater than -0.2 V with respect to a platinum
reference electrode. These were attributed to the forma-
tion of an ordered adlayer of PF−6 . At negative poten-
tials, the STM images were consistent with the formation
a layer of anions with the (
√
3×√3) structure, indicating
a two-dimensional ordering transition at this interface. It
is worth noting that these observations closely follow a
previous work performed on the adsorption of iodine from
aqueous solutions on similar gold surfaces28. A further
study by the same authors on the electrodeposition of
Cd on Au(111) in a chloroaluminate ionic liquid has also
revealed the formation of an ordered AlCl−4 adlayer
29.
When changing both the nature of the anion (from
PF−6 to BF
−
4 ) and of the surface of gold in contact with
the RTIL (from (111) to (100)), Su et al. have also evi-
denced the existence of potential-driven ordering transi-
tions31. Increasing the potential from −0.3 V, an ordered
layer of anions is formed between −0.1 and 0.4 V. On the
contrary, when scanning in the negative potentials direc-
tion, they first observed a loose film-like layer which was
attributed to a disordered adsorption of C4mim
+ cations.
Then, for potentials lower than −0.95 V, perpendicularly
oriented double-row strips were observed. These strips
were assigned to the formation of micelle-like arrange-
ments of aligned C4mim
+ cations. These structures also
formed with PF−6 and SO3CF
−
3 anions, but not on (111)
surfaces of gold31, which shows that in this case a struc-
potential, two cathodic peaks (C1 and C2) are observed in the
potential region between !0.35 V and !1.7 V, which were
assigned in earlier studies of this[4b] and other [BMP]+
containing RTILs[2b,3e,4a] to unknown surface processes occur-
ring during [BMP]+ adsorption. As we will show in the
following, these cathodic peaks are associated with changes in
the molecular arrangement of adsorbed [BMP]+ in the
innermost layer on the Au electrode surface (represented
above the voltammogram in Figure 1).
High-resolution in situ video-STM studies enable direct
observations of the molecular arrange ent and dynamics at
the [BMP][TFSA]/Au(111) interface, rev aling a strong
dependence on the potential (see the Supporting Information
for details on the video-STM measurements, data analysis,
and interpretation). Stable images could only be obtained at
potentials "!1.0 V. At !1.0 V, no molecular scale structures
could be resolved on atomically smooth Au terraces. How-
ever, in the vicinity of Au steps, strongly fluctuating adlayer
structures with a locally ordered arrangement could occa-
sionally be observed (Figure 2). These ordered areas consist
of one to three molecular rows in which a rectangular adlay r
structure with lattice spacings of a1= 0.47# 0.05 and of b1=
0.49# 0.05 nm is visible (Figure 2, 0.1 s). As will be justified in
more detail below, we associate the individual maxima in this
adlayer structure with the heterocylic ring of the [BMP]+
cation. Because the size of the unit cell is too small for
[BMP]+ in a fully planar adsorption geometry, it is proposed
that only the ring of the [BMP]+ cations is directly adsorbed
on the surface in this structure. The molecular rows along
each step edge exhibit significant changes on the 100 ms time
scale and usually could only be observed consecutively for
subsecond periods in the video-STM experiments. We attri-
bute these equilibrium fluctuations to attachment/detach-
ment of molecules on the lower terrace to the step itself or to
molecular rows already attached to steps, respectively.
Decreasing the potential to !1.4 V, that is, into the
potential range between the cathodic peaks C1 and C2, results
in distinct changes in the molecular adlayer. Now extended
domains of a two-dimensional ordered structure are visible on
atomically flat terraces of the Au substrate (Figure 3a). The
unit cell distances are a2= 0.51# 0.05 and b2= 1.01# 0.05 nm,
with an angle of 78# 28 with respect to each other, which fits
well to the molecular size of the [BMP]+ cation and
corresponds to 0.52 nm2 per molecule or a coverage of
1.9 nm!2, respectively. The more close-packed molecular rows
along the “a2 direction” are parallel to the h121i direction of
the underlying Au (111) lattice. These structural parameters
are in good agreement with a (
ffiffiffi
3
p
!
ffiffiffiffiffi
13
p
) adlayer super-
structure, formed by [BMP]+ adsorption in a planar config-
uration (Figure 3b). The prominent maximum in each unit
cell is assigned to the heterocylic ring of the [BMP]+, the
weaker chain-like structure along the “b2 direction” to the
alkyl chains. Similar prominent maxima were observed by
Uhl et al. in a UHV-STM study of coadsorbed [BMP]+ cations
and [TFSA]! anions at 100 K and likewise attributed to the
heterocylic ring of a [BMP]+ cation in planar adsorption
geometry.[7b,13] This molecular arrangement also is in agree-
ment with previous force–distance measurements by AFM,
where planar [BMP]+ adsorption was inferred from the height
of the innermost layer.[2b,4a,b]
Although the adlayer structure at !1.4 V is more stable
than that found at !1.0 V, rapid dynamic fluctuations can be
observed at defects and domain boundaries in the (
ffiffiffi
3
p
!
ffiffiffiffiffi
13
p
)
[BMP]+ adlayer. This is illustrated by two sequences of
images, selected from STM video sequences (available in the
Supporting Information), which were obtained in areas with
translational domain boundaries oriented predominantly
along the b2 direction (Figure 4a) and along the a2 direction
(Figure 4b), respectively. In both cases the domains are
shifted along the a2 direction by circa b2/2 with respect to each
other, whereas no significant shift between the [BMP]+
Figure 2. Subsequent images (3.8 nm!6.1 nm) taken from an n situ
video-STM on Au (111) in [BMP][TFSA] at !1.0 V.
Figure 3. a) High-resolution STM image (5.4 nm!7.5 nm) of the
[BMP]+ adlayer on Au(111) at !1.4 V and b) proposed structural
model, showing two domains of the (
ffiffiffi
3
p
!
ffiffiffiffiffi
13
p
) [BMP]+ adlayer
separated by a translational domain boundary (indicated by dashed
line).
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FIG. 1: a) High-resolu ion STM image (5.4 nm×7.5 nm) of
the BMP+ adlayer on Au(111) at −1.4 V and b) proposed
structural model, showing two domains of the (
√
3 × √13)
BMP+ adlayer separated by a translational domain boundary
(indicated by dashed line). Reproduced with permission from
reference 30; Copyright: Wiley, 2015.
tural commensurability of the adsorbed layer and the
metal surface is necessary for the formation of ordered
structures.
This conclusion was confirmed in a study using in
situ video-STM to probe the (111) Au interface with
a RTIL composed of a different cation, namely 1-
butyl-1-methylpyrrolidinium (BMP+) associated with
the bis(trifluoromethylsulfonyl)imide anion (TFSI−)30.
Stable images could only be obtained for egative ote -
tials below −1 V. For such potentials the images showed
the formation of ordered structures. Several distinct ar-
rangements of cations were proposed in order to inter-
pret the observations at various potentials; one of them
is shown in 1. In both structures proposed by Wen et
3al., the cation rings are adsorbed on the surface; in con-
trast, the alkyl chains lie flat on the surface only for the
lower charge density (hence lateral cation density in the
adsorbed fluid) and extend into the perpendicular direc-
tion for the higher density. The lattice parameters for
the adlayer superstructure decrease accordingly and may
change symmetry, resulting for the densest packing in
a square lattice which differs from the hexagonal sub-
strate. Finally, the video-STM furter allowed the first
direct observation of the dynamical evolution of the ad-
sorbed liquid. In particular, it was found that the fluctu-
ations occur mainly at the boundaries between ordered
domains.
All the structural transitions observed with STM have
so far involved Au electrodes because this metal can be
produced as single crystals with well-defined surfaces.
Elbourne et al. have recently used another technique,
in situ amplitude-modulated AFM, to study interfaces
of highly ordered pyrolytic graphite (HOPG) instead32.
This substrate presents the advantage of having flat sur-
faces with high area, and to avoid the surface reconstruc-
tions or etching which can occur in the case of gold31.
These authors studied the effect of applied potential on
the adsorbed layer structure for a [C4mim
+][TFSI−] ionic
liquid. At the open-circuit potential, well-defined rows
are present on the surface. Unlike previous works, in
which the ordered structures were apparently formed of
only one type of ions, the unit cell is composed of an
anion-cation-cation-anion arrangement32. This structure
changes markedly with surface potential or when rela-
tively low concentrations of lithium or chloride ions are
present in the RTIL.
The variety of systems in which transitions are ob-
served clearly show that it is a common feature of
metal/ionic liquids interfaces. However, the few works
reported so far raise very interesting questions. In par-
ticular, all the ordered structures proposed so far to inter-
pret the STM data are composed of a single species only.
However, the relatively small applied potentials which
are used (∼ ±1 V) may not be sufficent to fully sepa-
rate cations from anions. In the case of the AFM study,
the anion-cation-cation-anion rows result in an overall
neutral layer but there is a strong charge imbalance on
the nanometre scale. A few hypotheses can thus be pro-
posed to explain the observations: i) there may be a spe-
cific absorption of the ions on gold with the formation
of partially covalent bonds33 ii) on top of the observed
layer, there could be an oppositely charged layer of ions
which is not observed by the experiment and iii) it re-
mains possible that the proposed structures, which are
only based on the relative size of the ions (keeping the
possibility of some kind of conformational ordering, for
example only the imidazolium rings of the cations would
lie parallel to the surface), are not the correct ones. Using
additional techniques such as SFG, which is sensitive to
the orientation of the ions4, could possibly shed a com-
plementary light on this issue. Another open question
is whether commensurability between the adsorbed layer
and the metal substrate is necessary to observe a transi-
tion. Here also, the recent study performed with HOPG
electrodes32 suggests that it is not the case, and that the
electric fluctuations at an homogeneous and flat metal-
lic surface are sufficient to trigger ordering transitions in
the interfacial layer of RTIL. In addition, the use of car-
bon electrodes in this study demonstrates that a perfect
metallic behavior is not necessary to induce such transi-
tions.
B. Computer simulations
In order to simulate electrochemical systems, it is nec-
essary to fix the potential of the electrode. In classical
molecular dynamics or Monte-Carlo, this can be done
by various methods22. Our approach consists in treat-
ing the partial charges carried by the electrode atoms as
additional degrees of freedom which fluctuate during the
simulation. Their values are determined at each time
step from a self-consistent calculation10,37,38. In such
simulations, the electrochemical cell consists in a wide
slab of electrolyte held between two electrodes with dif-
ferent voltages. Like in experiments, the potentials are
not absolute. The only fixed quantity is the potential
difference between the two electrodes ∆Ψ = Ψ+ − Ψ−,
although it is also possible to calculate the potential of
each electrode with respect to the bulk liquid in the case
of flat electrodes; we will note this potential Ψelec/bulk.
In the following, we will assimilate an ordering transi-
tion to an abrupt change in the structure observed when
changing the potential. However, it is worth noting that
first-order transitions are associated with a discontinuity
in an order parameter and a corresponding singularity
in a partition function, which are not easy to prove in
simulations39. This point will be further discussed in the
next section.
Using this simulation approach, a first example of
voltage-driven transition was reported for a rather ex-
otic system, formed with a high temperature molten
salt (LiCl) and an aluminum electrode with its (100)
surface in contact with the liquid34,40. An advantage
of this system is that a polarizable force field could
be built directly from accurate DFT calculations using
a generalized force-matching approach40.For potential
drops Ψelec/bulk across the interface more negative than
−1.76 V, which corresponds to the point of zero charge
(PZC), the molten salt adopted a disordered structure at
the interface, while for larger potentials an ordered struc-
ture was obtained40. This structure, which is shown on
the top panel of 2, was commensurate with the aluminum
substrate, and a strong alignment of the dipole compo-
nents of the chloride anion and the normal of the sur-
face was observed for large potentials34. Interestingly, no
transition was observed when the plane of the metal was
changed to (110) instead of (100), but a different ordered
structure was then obtained showing that an epitaxial
mechanism is at play, whereby the molten salt adapts it
4PF
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In the Gaussian case, vertical sections through the free energy
surface, −kBT ln P(σ), will be parabolas with minima at the
mean value of σ, and the application of voltage will produce a
proportional shift of that meanthe free energy surface would
have the form of a regular valley with the position of the
minimum tracking the voltage smoothly. This is what has been
found previously for simple dielectrics or dilute solutions.41 If
the correlated domains extend across the entire surface, the
distribution will be non-Gaussian, and the application of voltage
will shift the free energy minimum in a markedly nonlinear way
as different domain types are stabilized by different voltages. It
is clear that the surface-charge distributions found in the
simulations correspond most closely to the latter scenario and
that, although the non-Gaussian characteristics are a global
property of the free energy surface, they will be most
pronounced at potentials close to 0.9 V.
The size of our system is small, so that the non-Gaussian
features are relatively subtle. Nevertheless, the system is large
enough to exhibit size dependence of response. In particular,
Figure 3b illustrates the growth of the first ∼0.9 V of the
anomalous peaks in the differential capacitance as the observed
electrode surface area is increased. In the absence of a phase
transition, the capacitance C is an intensive property; i.e.,
⟨(δσ)2⟩ scales inversely with S. At conditions of a coexistence
between two phases, however, C will grow with system size
because cooperativeness at a phase transition extends across the
surface. The growth is significant. Ultimately, the capacitance at
this voltage should increase linearly with S, but the system sizes
we have been able to study are not yet large enough to reach
that scaling regime. The fluctuations we consider might thus
foreshadow an unbounded capacitance, a phenomenon that it
not predicted by previous theories even beyond mean field.31
While studying larger system sizes in detail is not possible
with the computer resources currently available to us, we can
nevertheless test the consequences of a putative first-order
transition. For larger systems, one should expect a bimodal
distribution of surface charge density with basins of the charge
distribution separated by a free energy barrier growing with
system size. We have performed simulations with a system size
increased by 100% in the x and y directions for voltages close to
the estimated coexistence voltage of 0.9 V. For these large
systems, both the ordered and disordered states are metastable
over time scales of 500 ps, and the corresponding charge
distributions do not overlap. This behavior is consistent with
the expected one for a first-order transition. It raises the usual
issue for studying phase transitions in molecular simulations:
proper sampling requiring long simulation times and enhanced
sampling techniques. Such an investigation could benefit from
the development of simplified models and analytical theory
capable of capturing the physical phenomena which underpin
these effects. With these caveats in mind, note that such a
transition would also lead to hysteresis in a macroscopic system
and that hysteresis has been observed experimentally for a very
similar ionic liquid on graphene using X-ray reflectivity.8
The charge density σ is the same on both electrodes (up to a
sign change). Its average value and its variance (hence the
capacitance, see eq 2) reflect the response of the whole
capacitor. In order to provide a microscopic interpretation for
Figure 4. In-plane structure of the adsorbed layer. (a) Average anion−anion structure factor ⟨S(k)⟩ in the first adsorbed layer on the electrodes, as a
function of the norm of the wave vector, for a voltage ΔΨ = 0 V. Structure factors for ordered and disordered states, which are both observed at this
particular voltage, are averaged over 1 ns. (b) Configuration illustrating the adsorbed layer in the ordered state. (c) Configuration of a disordered
state. (d) Probability distribution of the anion−anion structure factor at the maximum S(k*) in the first adsorbed layer on the electrodes, as a
function of Ψ, defined as +ΔΨ/2 (−ΔΨ/2) for the positive (negative) electrode when the capacitor is submitted to a voltage ΔΨ. The probability is
reported on a logarithmic scale, with lines separated by a difference of 0.5. Note the presence, on both electrodes, of three distinct basins, indicative
of (i) a low-voltage phase where the double layer is disordered, (ii) an intermediate-voltage phase where the double layer is ordered, and (iii) a high-
voltage disordered phase where the double layer is charge unbalanced.
The Journal of Physical Chemistry C Article
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that, although the non-Gaussian characteristics are a global
property of the free energy surface, they will be most
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the expected one for a first-order transition. It raises the usual
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proper sampling requiring long simulation times and enhanced
sampling techniques. Such an investigation could benefit from
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these effects. With these caveats in mind, note that such a
transition would also lead to hysteresis in a macroscopic system
and that hysteresis has been observed experimentally for a very
similar ionic liquid on graphene using X-ray reflectivity.8
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Fig. 7. Snapshots of the first two interfacial cation layers at the cathode at 450 K at a high value of the local compensation parameter, !Cation = 2.37, showing the point of
structural transition to an ordered structure within the second interfacial layer and thereby the construction of a herring bone structure. (Left) First interfacial layer, (middle)
second interfacial layer and (right) first and second interfacial layer merged.
understood as the width of the ionic layer. We  plot this quantity
against !Cation. A slight increase of FWHM1.max with temperature
indicates some widening of the EDL with increasing temperature.
The resulting peak evolution over surface charge density (mea-
sured by !Cation) for anions at the cathode is shown in Fig. 3 for two
different temperatures (450 K and 500 K). Upon analysing the evo-
lution of the position of the first valley, a second transition point
at !Cation = 2.38 (" = −38.0 !C/cm2) becomes visible, see also Fig. 5.
The position is shifted from the expected 2.0 to 2.38 due to the
compression of the ordered layer under the high electrostatic field
from the electrode. Note that the ions are modelled as soft charged
Lennard–Jones spheres.
The valley position is nearly constant at z1.min = 2.0 nm at low
!Cation values (Fig. 3-top). At the transition points !Cation = 1.0 n
!Cation = 2.38, the valley position shift  n the z-dire tio  further
from the electrode by approximately 1.25 nm.  Initially, the whole
co-ion layer is shifted by a larger distance than the diam t r of
a counter-ion. However, at higher surface charge d nsi ies, th
ion layers are then squeezed in z-direction as indicated by the
decreased distance z1.min = 2.75 nm between the ion lay r and the
electrode surface.
The height of the minimum #1.min decreases upon electrode
charging (!Cation→ 0.5), thus indicating a less smeared appearance
of the ion layer as expected for higher surface charge density (Fig. 3-
middle). However, before reaching the first transition point, the
height of the minima increases. After the first transition point the
cycle of decreasing and increasing of the height of the minima starts
over again.
At the neutral interface and at the transition points !Cation = 1.0
and !Cation = 2.38, the first maximum (peak) of the anion number
density profile becomes flat and wide (Fig. 2). Thus the FWHM of
the first peak of the anion number density profile is characterised
by noticeably larger values. With increased surface charge density
the peak is narrowing that accounts for layering within the solution
part of the EDL – the FWHM1.max decreases. This structural evolu-
tion of the number density profile, in terms of FWHM,  is shown in
Fig. 3-bottom. The shapes of the FWHM1.max-curve in the interval
between the transition points look similar, thereby reflecting the
similarity of the structural transition at both transition points.
3.2. Vanishing charge waves at the transition point
To analyse the RTIL response on electrode charging we discuss
the cumulative charge profiles cnQ (z) =
∫ z
0 #Q (z
′)dz′ (Fig. 4-left),
where charge density profiles #Q(z) is defined as a sum of the ion
number density profiles #IonN multiplied by the charge qIon of the
ionic species:
#Q (z) = #CationN (z) · qCation + #AnionN (z) · qAnion.
As can be seen from the figure (Fig. 4-left) the cumulative charge
profiles reveal significant oscillations between 0 < !Cation < 1.0,
which correspond to a multilayer structure.
To investigate details of the charge compensation mechanisms
in the EDL we plotted in Fig. 4-right the cumulative charge pro-
files that are normalised by the number of elementary charges on
the electrode |qelectrode|. At lower charge de sities (!Cation < 1.0) the
normalised profiles cnQ(z)/|q lectrode| oscillate due to th  so-called
overscreening effect [32,13,70]. The height of t e first peak of these
oscillatio s th t i  more than 1.0 anifests that the number of
count r-ions in the first interfacial layer ov rcompensates the sur-
face charge density at the el ctrode. However, at !Cation = 1.0 the
normalised cumulative charge density profile become  a step-wise
urve with a flat plateau w re th  profile value is ry close to
1.0. That sh ws complete compensati n of the lec rode charge by
the first m nolayer of the counter-ions at this value f !Cation. Th
absence of charge waves at !Cation = 1.0 indicates th t a non-ordered
liquid phase coexists close to the first interfacial monolayer.
Upon further increasing of the surface charge density and
thus reaching the values of the local compensation parameters
!Cation > 1.0, charge waves are formed again. Alternating cation and
anion layers start forming on top of the cationic mo olayer. At
!Cation = 2.38 we  observe  second structural transition with a two-
step cumulative charge density profile, see Fig. 5-left. As presented
in Fig. 5-rig t, the cumulative charge density profile at the an de
shows a similar flattening upon increasing !Anion.
3.3. 2D ordering of the monolayer at the transition point
Snapshots of the counter-ion structure at different !Cation val-
ues are shown in Figs. 6 and 7. The transition from a multilayered
structure of the EDL to a co-existence of counter-ion monolayer and
unstructured RTIL can be understood as the formation of an ordered
surface-frozen structure close to the electrode [40].
We found that the temperature effect on the interfacial structur-
ing in our system is overall very week (see Fig. 3) for the considered
two  temperatures. The interfacial structure of cations at the cath-
ode near the transition point and of anions at the anode at the
highest surface charge density under study, are similar for the same
! values (see Fig. 4-right and Fig. 5-right).
The observation of the ordered monolayer at ! → 1.0 resem-
bles the experimental findings of Freyland et al. [23,39] that report
a monolayer structure of PF−6 anions adsorbed at Au(1 1 1) elec-
trode surface. The overall picture of the structural transitions at
the electrode–RTIL interface observed in our simulation corre-
lates well with the results of a recent theoretical work by Bazant
et al. [70]. Indeed, the phenomenological theory introduced in this
work predicts that “overscreening is pronounced at small voltages
and gradually replaced by the formation of a condensed layer of
Simplified ioni  liquid / charged LJ wall @ -38 µC cm-2
FIG. 2: Snapshots of typical ordered structures observed in computer simulations. Top left: First adsorbed layer of a LiCl
molten salt electrolyte on the (100) surface of an aluminum electrode at a negative potential. Adapted from reference 34. Top
right: First adsorbed layer of a [C4mim
+][PF−6 ] RTIL on a graphite electrode at a neu ral potential. Adapted from reference 35.
Bottom: First two adsorbed layer of a simplified RTIL on a charged Lennard-Jones wall with a large negative surface charge
density. Reprinted from reference 36, Copyright 2013, with permission from Elsevier.
structure to that of the electrode surface.
In a recent work, Kirchner et al. studied interfaces be-
tween primitive models of ionic liquids and solid surfaces
with various net charges (i.e. the electric potential was
not controlled)36. At certain charge densities (∼ −16 µC
cm−2) the structure of the adso b d layer of cations un-
dergoes a structural transiti n to a surface-frozen mono-
layer of densely packed counter- on wi h a Moire´-lik
structure. At lower surface charge densities (i.e. lower
than −30 µC cm−2), they ven observed the formation of
an herring-bone structure arising from the s perposition
of two ordered monolayers of ions (see he bott m panel
of 2). These findings provide an interesting support for
the STM studi s discussed above, but it is worth noting
that the charge densities employed are somewhat larger
than the experimental ones – they w ld correspond to
potentials which are above the electroch ical window
of typ al RTILs.
Going toward more realis ic models, an ordering tran-
sition was reported from molecular simulations for the
interface between [C4mim
+][PF−6 ] (for which a coarse-
grain d force field was used) and an elect ified surfa e of
graphite35. The presence of the ordered structure could
be monitored by computing the i -plane structure factor
in the first layer of the adsorbed liquid. This structure
factor was liquid-like on a wide range of potentials, but
it showed some strong Bragg-like peaks suggesting a 2-
dimensional attice-lik organizatio for both the anions
and cations, which is shown in the top-right panel of 2.
This ordered structu e ontained on average as many an-
ions as cations, and it was also observed by Kislenko et al.
in simulati ns of the same RTIL (with an all-atom model)
5adsorbed on an uncharged surface of graphite41. By us-
ing importance sampling techniques, it could be shown by
Merlet et al. that this structure was the most stable one
for small positive potentials (∼ 0 < Ψelec/bulk <∼ 0.5 V)
and metastable for small negative electrode potentials. It
is worth noting that similarly to the experimental work
of Elbourne et al. involving HOPG electrodes, no com-
mensurability with the electrode surface seems necessary
to observe such ordered structures.
So far, no ordering transitions have been observed us-
ing more elaborate, all-atom models of RTILs in contact
with electrodes at fixed potential. In particular, the ad-
sorption of [C4mim
+][PF−6 ] and [C4mim
+][BF−4 ] on elec-
trified surfaces of gold was studied by Hu et al.,42 but
they did not report any ordering transition similar to the
experimental observations by STM.
These simulation results, while confirming the possibil-
ity of transitions in the adsorbed layer of the fluid, also
open their share of questions. Future works will need to
address the issue of finite-size effects, since there must be
a commensurability between the formed ordered struc-
ture and the simulation cell. Timescales are important
too, since metastable states may be much longer-lived
than the typical simulation times, which are on the order
of the nanosecond only due to the computational cost.
There is therefore a possibility that the reported transi-
tions are artefacts of the simulation setups, but the sim-
ilarities with experimental findings seem to weaken this
hypothesis. The question of specific interactions with
surfaces such as gold will also have to be treated. This
requires in turn the development of accurate force fields
for this purpose. First steps in this direction have re-
cently been made in the case of carbon materials43.
II. IMPACT OF THE TRANSITIONS ON
PHYSICO-CHEMICAL PROPERTIES
We now turn to the consequences of structural transi-
tions within the adsorbed fluid on the physico-chemical
properties of the interface. Specifically, we discuss the
impact of voltage-induced transitions on the electrochem-
ical response of the electrode-RTIL interface in terms of
differential capacitance, cyclic voltammograms and elec-
trochemical reaction, as well as on the mechanical re-
sponse (solid-liquid friction).
A. Peaks in the differential capacitance
The differential capacitance Cdiff measures the re-
sponse of the average surface charge density 〈σ〉 to
changes in the voltage ∆Ψ:
Cdiff =
∂ 〈σ〉
∂∆Ψ
. (1)
By definition, a capacitor corresponds to a voltage-
independent differential capacitance. However, the
charge of the electrode reflects the composition and the
charge distribution within the interfacial liquid. As a re-
sult, one should expect a signature of abrupt structural
changes at voltages corresponding to putative phase tran-
sitions in the electrode charge, hence peaks in the corre-
sponding differential capacitance. While experimentally
such peaks have indeed been observed31,44,45, their pos-
sible link with changes in the structure or the interface
has been difficult to demonstrate until recently, due to
the experimental challenges of in situ imaging and the
occurence of other processes such as surface reconstruc-
tion of the electrode.
Indeed, in their STM study of [C4mim
+][BF−4 ] on a
(100) gold electrode, Su et al. have also measured the
capacitance of the interface. They observed a fivefold in-
crease in this quantity in the potential region of transition
from anion adsorption to cation adsorption. In the case
of the in situ video-STM study of the [BMP+][TFSA−]
on a (111) gold electrode30, thanks to the high tempo-
ral resolution or the video-STM technique, the authors
were able to visualize the evolution of the interfacial
fluid during cyclic voltammetry (CV) experiments. The
cyclic voltammogram displays two current peaks asso-
ciated with two surface transitions which could also be
linked to the formation of the ordered cationic structures,
such as the one shown on 1, upon increasingly negative
surface charge density.
In computer simulations, it is relatively straightfor-
ward to calculate the capacitance of the interface in con-
stant potential simulations. The generic method consists
in simulating an electrochemical cell at various voltage
and extracting the average surface charge. Then the
〈σ〉 = f(∆Ψ) plot is differentiated, which provides the
differential capacitance through 1. However, close to a
transition, a large peak in the capacitance is expected,
so that many voltages should in principle be sampled in
this region. An alternative was recently proposed, which
consists in using importance sampling methods35,46. In
short, by using the whole distribution of surface charges
during the simulations, it is possible to sample the prob-
ability distributions of any variable as continuous func-
tions of the applied potential. There is in principle no
need to acquire more data close to the transition, the
only requisite is to have a good overlap between the his-
tograms of surface charges from the various voltages.
The probability distribution of the charge density σ of
graphite electrodes in contact with the [C4mim
+][PF−6 ]
ionic liquid35 obtained with this approach is shown on
3(a). The figure shows the probability distribution on a
logarithmic scale. It is clear that there are three branches
along which the distribution of the surface charge dis-
tribution shifts almost linearly upon increasing the po-
tential. These branches are separated by more complex
changes in the distribution around particular voltages.
We will focus on the one occuring at ∆Ψ = 0.9 V since
this is the potential for which the order-disorder transi-
tion discussed above occurs. 3(b) shows the distribution
P (σ) at three applied voltages (0.8 V, 0.9 V and 1.0 V).
6utilization of data from multiple simulations. Such techniques
are especially necessary when studying collective behavior, as
time scales for reorganization make straightforward simulation
methods prohibitive.
To generate configurations for this histogram reweighting
technique, molecular dynamics simulations were conducted in
the NVE ensemble with a time step of 2 fs. For each simulation,
a 200 ps equilibration at T = 400 K is followed by a 10 ns
production run from which configurations are sampled every
0.2 ps and the corresponding total charge Qtot = σ × S of the
electrodes (with σ the surface charge density and S the surface
area) is used to determine the weight of this configuration in
the ensemble at an arbitrary potential using the weighted
histogram analysis method (WHAM).42 Application of WHAM
allows us to access statistics that would be unobtainable directly
from molecular simulation41 and to sample the probability
distributions of key variables as continuous functions of the
applied potential. Simulations were performed for 10 potential
values (ΔΨ = 0.0, 0.2, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 1.85, and
2.0 V) in order to ensure a good overlap between the
histograms for Qtot, as required for the histogram reweighting.
The distribution of any property A is determined as a function
of the applied potential from the joint distribution of Qtot and A
as
∫|ΔΨ = |ΔΨP A Q P Q A( ) d ( , )tot tot (1)
Specifically, we consider below as observables A: the surface
charge density of the total electrode and that of subsamples of
the electrodes, the numbers of anions and cations in the first
fluid layers adsorbed on both electrodes, the in-plane structure
factors in these layers, and the orientation of cations in these
layers.
III. RESULTS
Electrode Charge Distributions and Capacitance. The
probability distribution P(σ|ΔΨ) of electrode surface charge
density σ at various electrode potentials ΔΨ is represented by a
contour plot in Figure 2a. The figure shows the free energy
landscape for the system as a function of surface charge density
σ and potential ΔΨ, in units of Boltzmann’s constant, kB, times
temperature, T. It is clear that there are three free energy
minima, at ΔΨ ∼ 0.6, 1.2, and 1.8 V, within the voltage range
studied, which correspond to particularly favorable config-
urations for the interfacial fluid to balance the corresponding
surface charge densities of ∼1.0, 2.6, and 4.1 μC/cm2. The
minima are separated by saddle points, at 0.9 V, for example. A
given voltage corresponds to a vertical slice through the free
energy surface, and Figure 2b shows sections for three voltages
in the 0.8−1.0 V range.
The mean-square fluctuations in the electrode surface charge
density determine the differential capacitance C (per unit area)
as43,44
σ δσ≡ ∂⟨ ⟩∂ΔΨ = ⟨ ⟩C
S
k T
( )
B
2
(2)
where δσ = σ − ⟨σ⟩, and the angle brackets denote equilibrium
average with fixed voltage ΔΨ. Note that this relation between
the response to voltage and the equilibrium fluctuations of the
surface charge is not limited to the typical linear response
approximation, as both the charge fluctuations and therefore
the capacitance are generally potential dependent.41 As seen in
Figure 3a, the capacitance exhibits two anomalous peaks: one
near ΔΨ = 0.9 V and the other near ΔΨ = 1.5 V. Locating
these critical voltages on the free energy surface (Figure 2a)
shows that they correspond to the location of saddle points,
where fluctuations sample two adjacent free energy minima.
Similar features in the differential capacitance have been
reported in numerous experimental studies.27,45−49
The peaks in capacitance arise from correlations within the
interfacial layer of fluid. This is evident from the electrode
surface charge distributions that exhibit non-Gaussian features
characteristic of a first-order phase transitionfat tails at
conditions away from phase coexistence and a very flat
distribution suggesting incipient bimodality (limited here by a
rather small system size) at conditions of coexistence.50,51 If the
relevant structures in the fluid comprise correlated domains
that are small compared to the net surface area, the distribution
will be Gaussian because the net surface-charge density will
reflect many uncorrelated contributions (the usual central limit
theorem argument). Generally, the distribution, P(σ), shifts
according to applied voltage
Figure 2. Surface charge density distribution. (a) The probability
distribution of the charge density σ on the electrodes is a function of
the applied potential ΔΨ. The two-dimensional graph of the
distribution employs a logarithmic scale with lines separated by a
difference of 0.5 kBT distribution and is graphed as a function of σ in
(b). Note the fat tails in the distribution, P(σ), and note the markedly
nonlinear shifts with changing voltage.
Figure 3. Capacitance. (a) Differential capacitance, C, computed from
molecular simulation as a function of the applied potential ΔΨ with an
electrode surface area S = 11 nm2. Shaded regions indicate the range of
statistical uncertainty. (b) Growth of computed capacitance peak with
growth of electrode surface area.
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utilization of data from multiple simulations. Such techniques
are especially necessary when studying collective behavior, as
time scales for reorganization make straightforward simulation
methods prohibitive.
To generate configurations for this histogram reweighting
technique, molecular dynamics simulations were conducted in
the NVE ensemble with a time step of 2 fs. For each simulation,
a 200 ps equilibration at T = 400 K is foll w d by a 10 ns
production run from which c nfigurations are sampled every
0.2 ps and the corresponding total charge Qtot = σ × S of the
electrodes (with σ the surface charge density and S the surface
area) is used to determine the weight of this configuration in
the ensemble at an arbitrary potential using the weighted
histogram analysis method (WHAM).42 Application of WHAM
allows us to access statistics that would be unobtainable directly
from molecular simulation41 and to sample the probability
distributions of key vari bles as continuous functions of the
applied p tential. Simulations were performed for 10 potential
values (ΔΨ = 0.0, 0.2, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 1.85, and
2.0 V) i order to ensure a good overlap bet een the
histograms for Qtot, as required for the histogram reweighting.
The distribution of any property A is determined as a function
of the applied potential from the joint distribution of Qtot and A
as
∫|ΔΨ = |ΔΨP A Q P Q A( ) d ( , )tot tot (1)
Specifically, we consider below as observables A: the surface
charge density of the total electrode and that of subsamples of
the electrodes, the numbers of anions and cations in the first
fluid layers adsorbed on both electrodes, the in-plane structure
factors in these layers, and the orientation of cations in these
layers.
III. RESULTS
Electrode Charge Distributions and Capacitance. The
probability distribution P(σ|ΔΨ) of electrode surface charge
density σ at various electrode potentials ΔΨ is represented by a
contour plot in Figure 2a. The figure shows the free energy
landscape for the system as a function of surface charge density
σ and potential ΔΨ, in units of Boltzmann’s constant, kB, times
temperature, T. It is clear that there are three free energy
minima, at ΔΨ ∼ 0.6, 1.2, and 1.8 V, wit in the voltage range
studied, which correspond to particularly favorable config-
urations for the interfacial fluid to balance the corresponding
surface charge densities of ∼1.0, 2.6, and 4.1 μC/cm2. The
minima are separated by saddle points, at 0.9 V, for example. A
given voltage corresponds to a vertical slice through the free
energy surface, and Figure 2b shows sections for three voltages
in the 0.8−1.0 V range.
The mean-square fluctuations in the electrode surface charge
density determine the differential capacitance C (per unit area)
as43,44
σ δσ≡ ∂⟨ ⟩∂ΔΨ = ⟨ ⟩C
S
k T
( )
B
2
(2)
where δσ = σ − ⟨σ⟩, and the angle brackets denote equilibrium
average with fixed voltage ΔΨ. Note that this relation between
the response to voltage and the equilibrium fluctuations of the
surface charge is not limited to the typical linear response
approximation, as both the charge fluctuations and therefore
the capacitance are generally potential dependent.41 As seen in
Figure 3a, the capacitance exhibits two anomalous peaks: one
near ΔΨ = 0.9 V and the other near ΔΨ = 1.5 V. Locating
these critical voltages on the free energy surface (Figure 2a)
shows that they correspond to the location of saddle points,
where fluctuations sample two adjacent free energy minima.
Similar features in the differential capacitance have been
reported in numerous experimental studies.27,45−49
The peaks in capacitance arise from correlations within the
interfacial layer of fluid. This is evident from the electrode
surface charge distributions that exhibit non-Gaussian features
characteristic of a first-order phase transitionfat tails at
conditions away from phase coexistence and a very flat
distribution suggesting incipient bimodality (limited here by a
rather small system size) at conditions of coexistence.50,51 If the
relevant structures in the fluid comprise correlated domains
that are small compared to the net surface area, the distribution
will be Gaussian because the net surface-charge density will
reflect many uncorrelated contributions (the usual central limit
theorem argument). Generally, the distribution, P(σ), shifts
according to applied voltage
Figure 2. Surface charge density distribution. (a) The probability
distribution of the charge density σ on the electrodes is a function of
the applied potential ΔΨ. The two-dimensional graph of the
distribution employs a logarithmic scale with lines separated by a
difference of 0.5 kBT distribution and is graphed as a function of σ in
(b). Note the fat tails in the distribution, P(σ), and note the markedly
nonlinear shifts with changing voltage.
Figure 3. Capacitance. (a) Differential capacitance, C, computed from
molecular simulation as a function of the applied potential ΔΨ with an
electrode surface area S = 11 nm2. Shaded regions indicate the range of
statistical uncertainty. (b) Growth of computed capacitance peak with
growth of electrod surface area.
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utilization of data from multiple simulations. Such techniques
are especially necessary when studying collective behavior, as
time scales for reorganization make straightforward si ulation
methods prohibitive.
To generate configurations for this histogra reweighting
technique, molecular dynamics simulations were conducted in
the NVE ensemble with a time step of 2 fs. For each si ulation,
a 200 ps equilibration at T = 400 K is followed by a 10 ns
production run from which configurations are sa pled every
0.2 ps and the corresponding total charge Qtot = σ × S of the
electrodes (with σ the surface charge density and S the surface
area) is used to determine the weight of this configuration in
the ensemble at an arbitrary potential using the weighted
histogram analysis method ( HA ).42 Application of A
allows us to access statistics that would be unobtainable directly
from molecular simulation41 and to sample the probability
distributions of key variables as continuous functions of the
ap lied potential. Simulations were performed for 10 potential
values (ΔΨ = 0.0, 0.2, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 1.85, and
2.0 V) in order to nsure a good overlap between the
histograms for Qtot, as required for the histogra reweighting.
The distribution of any property A is determined as a function
of the ap lied potential from the joint distribution of Qtot and A
as
∫|ΔΨ = |ΔΨP A Q P Q A( ) d ( , )tot tot (1)
S ecifically, we consider below as observables A: the surfac
harge density of the total elec rode and that of subsa ples of
the electrodes, the numbers of anions and cati ns in the first
fluid layers adsorbed on both electrodes, the in-plane structure
factors in these layers, and the orientation of cations in these
layers.
I . RESULTS
Electrode Charg Distributi ns a d Capacitance. The
probabil ty distribution P(σ|ΔΨ) of electrode surf ce charge
density σ at various electrode potentials ΔΨ is represented by a
contour plot in Figure 2a. The figure shows the fr e energy
landscape f r the system as a function of surface charge density
σ and potential ΔΨ, in units of Boltzmann’s constant, kB, ti es
te perature, T. It is clear that there are three free energy
ini a, at ∼ 0.6, 1.2, and 1.8 V, within the voltage range
studied, which correspond to particularly favorable config-
urations for the interfacial fluid to balance the corresponding
surface charge densities of 1.0, 2.6, and 4.1 μ /c 2. The
ini a are separated by saddle points, at 0.9 V, for exa ple. A
given voltage corresponds to a vertical slice through the free
energy surface, and Figure 2b sho s sections for three voltages
in the 0.8 1.0 range.
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Figure 2. Surfac charge density distribu ion. (a) The probability
distribution of the charge density σ on the elect odes is a function of
the ap lied potential ΔΨ. The two-dimensional graph of the
distribution employs a logarithmic scale with lines separated by a
difference of 0.5 kBT distribution and is graphed as a function of σ in
(b). Note the fat tails in the distribution, P(σ), and note the markedly
nonlinear shifts with changing voltage.
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(c)
FIG. 3: (a) Calculated probability distribution of the charge density σ of graphite electrod s in contact with the [C4mim
+][PF−6 ]
ionic liquid with respect to the applied potential ∆Ψ. The two-dimensional graph of the distribution employs a logarithmic
scale with lines separated by a d fference of 0.5 and is plotted as a function of σ in (b). Note the fat tails in the distribution,
P (σ) and the markedly nonlinear shifts with changing voltage. (c) Differential capacitance, C, as a function of ∆Ψ. Adapted
from reference 35.
They are characteristic of a first-order phase transition.
Away from phase coexistence (at 0.8 V and 1.0 V), they
show the presence of “fat tails”, which are due to the
small probability of obtaining the metastable phase. At
the transition the distribution displays hints of bimodal-
ity, which is expected if the two phases are equiprobable.
However it would be necessary to simulate larger systems
to fully conclude on this point.
The differential capacitance computed from these sim-
ulations is shown on 3(c). Note that much better statis-
tics could again be obtained compared to the usual
method involving 1 by using the Johnson-Nyquist rela-
tion,
C =
S
kBT
〈
(δσ)2
〉
, (2)
where S is th sur ce of the electrode and δσ = σ − 〈σ〉
are the fluctuations in the electrode surface charge den-
sity. A large peak in the differential capacitance is ob-
served at the applied voltage where the transition oc-
curs, which is consistent with the experimental findings
of Su et al. Note that again, larger systems should lead
to a singular charge-density transition in a macroscopic
limit39. Our simulations therefore confirm that the pres-
ence of large peaks in experimental measures of the ca-
pacitance of an interface can indeed be the signature that
a potential-driven transition is occuring.
B. Hysteresis and slow dynamics
The above-mentioned domain boundaries between
phases also have important implications by themselves,
due to the entailed free energy cost. In three dimensions,
this would be a surface free energy. In the present case
the topology of the boundary between interfacial domains
at the surface of the electrode remains to be clarified24.
As a result, annealing these boundaries, either between
grains of otherwise identical domains, or between differ-
ent domains, requires overcoming the corresponding free
energy barrier. In practice, the consequences of these
barriers are observable as long time scales in the dynam-
ics of the interface or as hysteresis in cyclic voltammetry.
Uysal et al. reported a potential-dependent hys-
teresis at an electrified graphene/RTIL interface47. X-
ray reflectivity measurements during cyclic voltamme-
try and potential step measurements are used to probe
the electronic density in the direction perpendicular
to an epitaxial graphene surface, within the adsorbed
[C9mim
+][TFSI−] ionic liquid. The resulting profiles
were consistent with that obtained from MD simulations,
by assuming a combination of two limiting structures,
with weights varying as a function of applied voltage.
The structure evolves very slowly after a potential step,
with processes occuring over time scales exceeding 10 s.
In addition, the CV scans exhibit significant (scan rate
dependent) hysteresis. While in this work the authors
safely indicated that the nature of the apparent bar-
rier and the associated mechanism require further inves-
tigation, these observations clearly point to the crucial
role of structural transitions and the associated domain
boundaries in the observed hysteresis and slow dynamics.
Another manifestation of slow processes occuring at the
ionic liquid / electrode interface was reported by Rol-
ing et al., who have carefully analysed the capacitance
spectra on a broad range of frequencies48,49. Although
no particular ordering transition was observed by STM,
these authors concluded that the slower capacitive pro-
cess could be related to structural reorganisations of the
gold surface or to strong rearrangements in the first ad-
7sorbed layer of ions.
Recently, Limmer proposed a detailed study of these
effects using a coarse-grained model capturing strong
inter-ionic correlations50. Its limited computational cost
compared to molecular simulations allowed for a system-
atic finite-size scaling analysis, which demonstrated the
first-order nature of the fluctuation-induced transition
and spontaneous charge density ordering at the interface,
in the presence of an otherwise disordered bulk solution,
already observed in molecular simulations35. A crucial
step in this demonstration is the extensive growth of the
free energy barrier between phases analogous to the ones
observed in reference 47, which indeed implies hysteresis
and long time scales.
C. Impact on reactivity
Structural changes in the ionic liquid at the interface
also have implications on the local environment of other
species in the liquid, in particular electro-active species.
This in turn may result in changes in their reactivity. A
direct observation of this feature has recently been re-
ported by Garcia-Rey and Dlott, who studied CO2 re-
duction on a polycrystalline Ag electrode, with 1-ethyl-
3-methylimidazolium tetrafluoroborate [C2mim
+][BF−4 ]
containing 0.3 mol% water as electrolyte51. Such sys-
tems have been shown to reduced the overpotential for
CO2 reduction. SFG and IR were used to probe the
surface field experienced by the adsorbed CO molecules
produced by the electrochemical reduction of CO2. From
the CO Stark shift, a sudden increase of the field at the
electrode surface was observed at the threshold poten-
tial for CO2 reduction, which could be traced back to
a structural transition within the RTIL – even though
no information could be obtained on the nature of these
structural changes. Nevertheless, this study illustrates
the potential benefit of exploiting the peculiar structure
of ionic liquid interfaces and the voltage-driven changes
thereof (with potentially much greater diversity than in
solvent-based electrolytes) for electrochemical reactions.
D. Voltage-dependent friction
Finally, voltage-driven changes in the structure
and composition of the interfacial fluid also have
implications from the dynamical point of view.
Sweeney et al. conducted nanotribology exper-
iments to probe the lubrication properties of 1-
butyl-1-methylpyrrolidinium tris(pentafluoroethyl) tri-
fluorophosphate ([BMP+][FAP−]) confined between sil-
ica colloid probes or sharp silica tips and a Au(111) sub-
strate, using AFM52. As the composition of the adsorbed
layers is tuned by the electrode potential, from cation-
enriched to anion-enriched, the friction also evolves. 4
illustrates that these variations are directly linked to the
nature of the sliding plane, which may correspond to
AFM tip. Switching friction operates reproducibly at all
loads higher than 3 nN.
We foresee that the findings reported in this study will
impact upon a variety of new important technologies ven-
erable to adhesion, friction, and wear. For example, it is
difficult to meet the precise operating standards required
over practical lifetimes in micro- and nanoelectromechan-
ical systems because friction must be controlled across tiny
dimensions for components with high surface-area-to-
volume ratios [29]. Likewise, electrical contacts [30] or
surfaces prone to contact electrification [31] stand to bene-
fit, as ILs are electrically conductive lubricants. This latter
property is important, as traditional molecular lubricants
such as polytetrafluoroethylene are often unsuitable in
these situations specifically because they are electrically
insulating.
In 2008, Glavatskih and Ho¨glund coined the expression
‘‘tribotronics,’’ suggesting active control of bearing per-
formance in industrial machinery through sensors and
actuators [32]. This would have the capacity to improve
efficiency and reduce wear. Among other things, the au-
thors suggested the possible use of electrorheological flu-
ids. This work demonstrates the potential for (nano)
tribotronics—where electric potentials directly control
the lubricating properties of a self-replenishing boundary
lubricant. The explosion of research interest in ILs over the
last decade is largely due to their remarkable physical
properties, and the fact that these properties can be con-
trolled systematically through variation in the structure of
the ions has led ILs to be referred to as ‘‘designer solvents’’
[13]. The results presented in this Letter show that
electrode potential can be used to control lubricity and
thus provides a new, hitherto overlooked, IL design
parameter.
This research was supported by ARC Discovery Projects
(No. DP0986194 and No. DP120102708) and by Deutsche
Forschungsgemeinschaft (DFG) within the Priority Pro-
gram SPP 1191-Ionic Liquids. The Newcastle group thanks
Associate Professor Scott Donne for the loan of the poten-
tiostat. R. H. thanks AINSE for a PGRA. M.R. acknowl-
edges support from the Swedish Research Council (VR)
and the Swedish Strategic Research Foundation. F. H. and
R. B thank Eduard Arzt for continuous support of this
project. J. S., F. H., and R.H. contributed equally to the
work described in this Letter.
*Corresponding author
Rob.Atkin@newcastle.edu.au
[1] F. P. Bowden and D. Tabor, The Friction and Lubrication
of Solids (Oxford University Press, Oxford, England,
2001).
[2] B. Bhushan, Handbook of Micro/Nanotribology (CRC
Press, Boca Raton, FL, 1999).
[3] J. N. Israelachvili, Intermolecular and Surface Forces
(Elsevier, London, 2011).
[4] C.M. Mate, G.M. McClelland, R. Erlandsson, and S.
Chiang, Phys. Rev. Lett. 59, 1942 (1987).
[5] C. H. Scholz, Nature (London) 391, 37 (1998).
[6] R. Budakian, K. Weninger, R.A. Hiller, and S. J.
Putterman, Nature (London) 391, 266 (1998).
[7] A. Triolo, O. Russina, H.-J. Bleif, and E. Di Cola, J. Phys.
Chem. B 111, 4641 (2007).
[8] R. Atkin and G.G. Warr, J. Phys. Chem. B 112, 4164
(2008).
[9] R. Hayes, S. Imberti, G. G. Warr, and R. Atkin, Phys.
Chem. Chem. Phys. 13, 3237 (2011).
[10] R. G. Horn, D. F. Evans, and B.W. Ninham, J. Phys.
Chem. 92, 3531 (1988).
[11] R. Atkin and G.G. Warr, J. Phys. Chem. C 111, 5162
(2007).
[12] M. Mezger et al., Science 322, 424 (2008).
[13] R. Hayes, G. G. Warr, and R. Atkin, Phys. Chem. Chem.
Phys. 12, 1709 (2010).
[14] R. Hayes, N. Borisenko, M.K. Tam, P. C. Howlett,
F. Endres, and R. Atkin, J. Phys. Chem. C 115, 6855
(2011).
[15] K. Shimizu, A. Pensado, P. Malfreyt, A.A. H. Pa´dua,
and J. N. Canongia Lopes, Faraday Discuss. 154, 155
(2012).
[16] R. Atkin, N. Borisenko, M. Dru¨schler, S. Z. El Abedin,
F. Endres, R. Hayes, B. Huber, and B. Roling, Phys.
Chem. Chem. Phys. 13, 6849 (2011).
[17] A. Ray, Nature (London) 231, 313 (1971).
[18] S. Perkin, T. Albrecht, and J. Klein, Phys. Chem. Chem.
Phys. 12, 1243 (2010).
[19] I. Minami, Molecules 14, 2286 (2009).
[20] F. U. Shah, S. Glavatskih, D. R. MacFarlane, A. Somers,
M. Forsyth, and O.N. Antzutkin, Phys. Chem. Chem.
Phys. 13, 12 865 (2011).
[21] F. Hausen, N.N. Gosvami, and R. Bennewitz,
Electrochim. Acta 56, 10 694 (2011).
FIG. 3 (color online). Friction forces as functions of load
and applied potential recorded for a sharp AFM tip sliding on
Au(111) in ½Py1;4"FAP. Each data point represents the average
over a full scan frame of 14 nm side length. The potential is
switched between #1:5 and 0.7 V for each value of the applied
normal load.
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FIG. 4: Friction forces as functions of load and applied po-
tential recorded for a sharp AFM tip sliding on Au(111) in
[BMP+[FAP−]. Each data point represents the average over a
full scan frame of 14 nm side length. The potential is switched
between −1.5 and 0.7 V for each value of the applied normal
load. Reprinted with permission from reference 52; Copyright
2012 by the American Physical Society.
cation or anion layers, depending on the electrode po-
tential and on the normal load exerted on the confined
fluid. While the voltage-driven structural changes on the
microscopic interfacial structures remain to be investi-
gated, such studies open th way to a new tuning of fric-
tional forces at the olecular scale without changing t e
substrate.
More detailed information on the role of key micro-
scopic and macroscopic factors can be obtained using
molecular simulations, such as load, shear velocity, sur-
face topology and length of alkyl side chains in the ionic
liquid53. Simulations with fixed surface charge den-
sity (instead of potential) have further evidenced two
mech nisms underlying frictio ch nges in such systems,
namely charge effects on normal nd in-plane ordering in
the film, as well as swapping between anion and cation
layers at the surface54.
III. SUMMARY AND OUTLOOK
There is now a large body of experiments pointing to-
wards the existence of potential-driven transitions at the
interface between ionic liquids and metallic electrodes.
However, as discussed above, the exact structure and
composition of the ordered phases remain open questions.
Computer simulations bring some theoretical support on
the question, but they are still scarce because of the tech-
nical d fficulty associ ted wi h the use f constant applied
pot ntial ensemble. They also suffer fr m sampling iss es
(both in size and time) which render the observation and
the characterization of the transitions difficult. The cur-
8rent works, in which the interactions are determined us-
ing classical force fields may also be limited if particular
bonding occurs at the interface. The recent inclusion of
constant voltage methods in DFT-based molecular dy-
namics packages55 may open new opportunities for tack-
ling this difficult problem, as it was shown recently in the
context of nanotribology.56,57
In addition, the role of many parameters remain to
be established. For example, how do the composition of
RTIL and the possible presence of impurities affect the
occurence of ordering transitions? What is the impact of
the temperature of the systems? Also many applications
of RTILs use them in the presence of a solvent, which
will also impact the whole structure of the electric dou-
ble layer. Finally, although it is clear that the nature
of the substrate plays a strong role, it is not sure that
there is always a commensurability between the ordered
structure of the liquid and the metal. Topological defects
at the surface of the metal may also play a predominant
role,58 and it is likely that corrugation effects can mod-
ify the formation and/or the detection of ordered layers:
Recent simulations have shown that the heterogeneous
nucleation of ice at a surface depended markedly on the
morphology of the latter.59 Additional works with vary-
ing metal electrodes will allow to better understand these
issues.
Whether these transitions will have practical applica-
tions remains an open question, but they clearly impact a
lot the physico-chemical properties: peaks in the differen-
tial capacitances, slow dynamics at the interface, varying
reactivity and voltage-dependent friction properties have
already been reported. Overall such transitions reinforce
the view of RTILs as solvents with multifaceted proper-
ties, with a composition that can be specifically tailored
to a given task.
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