Abstract. A simple parallel algorithm for the evaluation of polynomials written in the Chebyshev form is introduced. By this method only 2 ⌈log 2 (p − 2)⌉ + ⌈log 2 p⌉ + 4 ⌈N/p⌉ − 7 steps on p processors are needed to evaluate a Chebyshev series of degree N . Theoretical analysis of the efficiency is performed and some numerical examples on a CRAY T3D are shown.
1. Introduction. The evaluation of finite series of Chebyshev polynomials is a common feature nowadays. This type of series appears in a very natural way in several fields of physics, engineering, and mathematics; for example, it appears in the approximation of functions and in the integration of ODEs and PDEs by means of collocation methods. In this paper we focus our attention on the Chebyshev polynomials of the first kind, which are the most used. In forthcoming papers we intend to study other kinds of polynomials.
The evaluation in parallel of polynomials is a problem studied in several papers; see, for example, [2, 4, 5, 6] . These articles propose an extension of Horner's rule, adapted to parallel computers.
For series of Chebyshev polynomials of the first kind no parallel algorithm has been given, to the knowledge of the authors. For the sequential evaluation of this kind of series, two algorithms are the most used, namely, Forsythe's [3] and Clenshaw's (and its variants) [1] . In this problem we can also use the fast cosine transform (FCT), but our attention lies on the evaluation of Chebyshev series at a general point in the interval [−1, 1], rather than at special sets of points as the FCT does.
The paper is organized as follows: In section 2 we give a small review on Chebyshev polynomials and the sequential evaluation of the series. In section 3 a parallel algorithm for MIMD computers is introduced; it is studied in detail in section 4. Finally, in section 5 some tests are carried out on a CRAY T3D using message passing interface (MPI).
2. Sequential evaluation of Chebyshev series. The Chebyshev polynomials of the first kind T i (x) are defined by
These polynomials verify different properties; among them, the expression of the product of two polynomials is of interest in the present work:
, be a polynomial of degree N expressed as a linear combination of Chebyshev polynomials of the first kind T i (x):
The sequential evaluation of the polynomial p N (x) at a value x ∈ [−1, 1] can be performed in a direct way using Forsythe's algorithm or that of Clenshaw.
In Forsythe's algorithm [3] we evaluate the Chebyshev polynomials of the first kind by means of the well-known three-term recurrence formula
where f N is computed in the following recursive way:
This algorithm requires the evaluation of 2 N multiplications and 2 N − 1 additions, that is to say, 4 N − 1 steps. Clenshaw's algorithm [1] , given for orthogonal polynomials and in particular for the Chebyshev polynomials of the first kind, uses the recurrence (2.4) in order to create a new method of evaluation:
where
This algorithm requires the evaluation of N + 1 multiplications and 2 N additions (3 N + 1 steps). Its computational complexity is nominally lower than for Forsythe's algorithm and so, for serial evaluation, the use of Clenshaw's algorithm is often recommended. However, many modern processors are able to compute one multiply and one add per clock cycle, in which case both approaches will have the same serial complexity (2 N ). Chebyshev polynomials admit an explicit formula (2.1) suitable for serial and parallel implementation; nevertheless, it involves the evaluation of cosine functions. Clearly, the computation of trigonometric functions is more expensive than multiplies and sums. In Table 2 .1 we show a comparison on different platforms of the three mentioned algorithms for serial evaluation of Chebyshev series.
3. Parallel algorithm. In this section we give a parallel version of Forsythe's algorithm. Motivation for choosing the recurrence formula instead of the explicit one derived from the definition (2.1) lies on the fact that the computational cost for the evaluation of the cosine function is higher than the two simple operations involved in the recurrence formula. This difference grows on RISC processors.
Let us consider, for the sake of simplification, a polynomial p N (x), given by (2.3), for which degree N satisfies N = K p − 1, where K ∈ N and p is the number of processors. For a general value N the algorithm is similar, but it requires small changes.
First, we express the evaluation of the Chebyshev polynomials in parallel. This part of the algorithm is based on the product relation (2.2), taking n = p:
Now the evaluation of the polynomials can be performed separately in p processors. The algorithm continues with the evaluation of the additions in parallel.
The complete algorithm can be expressed as follows: (i) First, we calculate the values that we need to start the parallel algorithm, that is,
When p is great, this can be performed in parallel using the doubling method by recursive calls to equation (3.1); for small values of p we recommend evaluating them sequentially using (2.4).
(ii) Next, compute b 1 , . . . , b p in parallel using p processors, with where In part (i) we must evaluate some initialization values. If we calculate them sequentially, we need 2 p−4 steps, and when computed in parallel, we need 2 ⌈log 2 (p−2)⌉ steps. In part (ii) (the body of the method) we need 4 K − 7 steps. Finally, part (iii) of the algorithm, that is, the evaluation of the expression (3.5), needs at most ⌈log 2 p⌉ steps using p processors.
Hence, taking into account all the parts of the algorithm, the arithmetic complexity is T p = 2 ⌈log 2 (p − 2)⌉ + ⌈log 2 p⌉ + 4 K − 7 steps.
The speed-up S p of the parallel method over the sequential Forsythe's method will be
The former equation leads us to an asymptotic result. Proposition 4.1. Asymptotically, the parallel algorithm is optimal with respect to the sequential Forsythe algorithm.
Proof. Using equation ( In Figure 5 .1 we show some results about timing for the parallel algorithm proposed here. It is compared with the Clenshaw sequential algorithm. On the left graphic, for two numbers N of coefficients, the time execution depending on the number of processors p is displayed. The right plot is a logarithmic scale figure of the total time, the time for the initialization step (i) of the algorithm, and the communication time between processors. For large N , the last two times are negligible in comparison with the total time of the evaluation.
In Figure 5 .2 the efficiency for 64 processors is plotted. We can see the typical monotony of the efficiency and the existence of an inflexion point. The speed-up, efficiency, and cost are presented in Table 5 .1 for several numbers of processors, where the number of coefficients is fixed (10 5 and 10 6 ). We must remark that RISC chips can simultaneously perform m multiplies and adds in a single clock cycle (m is a small integer, 1-4); thus, the performance ratio between the Forsythe and Clenshaw algorithms is close to the unity. In other kinds of processors, this ratio is close to 3/4 as was obtained from the complexity analysis.
