Abstract. The complexity of the commuting local Hamiltonians (CLH) problem still remains a mystery after two decades of research of quantum Hamiltonian complexity; it is only known to be contained in NP for few low parameters.
that when dividing the lattice to stripes, the transformation which disentangles adjacent stripes, a'la Bravyi and Vyalyi [10] , is local). Hastings also provided parts of a proof that 2D CLH is in NP, and suggested that the proof will be completed elsewhere, however this was not done.
We note that an interesting clue pointing in fact in the other direction, namely suggesting that the CLH problem could be harder than NP, was given recently by Gosset, Mehta and Vidick [18] ; they show that a certain problem regarding the connectivity of the ground space of CLHs is as hard as that of general LHs. It is suggested in [18] that this is probably true even for CLHs in 2D, though this remains to be worked out.
We are left with the mystery: possibly the above "classical" examples are just special cases, and in the general case above the low parameters threshold, global entanglement prevents an efficient description of the groundstates of CLHs; or maybe, the "classicality" of the entanglement in the toric code groundstates as well as in the other examples mentioned [27, 22] is generic for all CLHs, and thus the problem lies in NP.
1.3.
Results. We consider a wide subclass of CLH in 2D. Specifically, we consider CLH(k, 2) instances (i.e with qubits)
where the qubits are arranged on the edges of a polygonal complex K whose underlying topological space is a surface.
We refer to those as 2D complexes 2 . The local terms live on the vertices of K (these are called stars), and on its faces (plaquettes), where each of these terms acts on the edges attached to the vertex or the face, respectively. In Section 2, this class is formally defined and denoted by 2D − CLH * (k, 2). We shall emphasize that the Hamiltonian terms need not be of the form of products of σ x or σ z Paulis as in Kitaev's surface codes, but can be general operators on the relevant qubits (as long as they commute). Moreover, the locality parameter k, which in this case equals the maximal degree of vertices and faces of K (a degree of a face is the number of its edges), is an arbitrary constant as well. We note that there is no restriction whatsoever on the topology of the complex K; it can be of any genus, and may or may not include a boundary. We impose one condition on K, which is a metric-geometric condition that we call quasi-Euclidity (though of similar flavor, it shouldn't be confused with the nearly-Euclidean condition of [4] ). This condition ensures that the surface induced by the complex admits a triangulation in which the triangles may be slim (as in hyperbolic geometry) and may be fat (as in elliptic geometry) but only up to some constant. This makes the complex in some sense Euclidean up to a constant distortion, and prevents "wild" situations. Any physically natural 2D setting should be covered by this.
Our main two results are: Theorem 1. The 2D − CLH * (k, 2) problem on quasi-Euclidean complexes is in NP.
Theorem 2. For any instance of 2D − CLH * (k, 2) defined on a quasi-Euclidean complex, there exists a polynomial depth quantum circuit which prepares a groundstate.
Importantly, these results replace the mysterious feature of Schuch's result [27] providing a proof for containment in NP without an efficient groundstate description, by one in which the groundstate can be efficiently classically described; this seems to strengthen the common feeling that containment in NP should go hand in hand with efficient description for the groundstate. Moreover, our results hold for a wide class of cases, which includes not only the 4-local case in a square lattice of Schuch [27] , but CLHs with arbitrary locality k, that are defined on any quasi-Euclidian 2D complex.
We remark that our definition of 2D − CLH * (k, 2) unfortunately does not capture the most general k-local quantum systems of qubits embedded on a surface (see Section 2 and Appendix A for more details).
Proof overview.
Our starting point is a folklore quantum algorithm for preparing the groundstates of the toric code. Recall that the toric code Hamiltonian [23] acts on qubits set on the edges of an n × n grid with boundary 2 despite some friction with ordinary simplicial 2-complexes as in e.g [15] which do not necessarily define topologically a surface conditions which make it topologically a torus. The Hamiltonian has two types of constraints, one for each vertex (star) denoted s, and one for each face (plaquette) denoted p: The groundstates of this Hamiltonian form a code space, and exhibit global-entanglement.
Consider creating "holes" in the torus, by removing a small fraction of the plaquettes, in a regular manner. Figure   1 .2 (A) shows how by removing enough plaquettes we are left with a punctured HamiltonianH, which involves two local interactions between super-particles comprised each of constantly many qubits. By [10] there is a constant depth quantum circuit which prepares a groundstate (denote it |ψ ) forH.
This doesn't seem at first as real progress, since |ψ is a trivial state, whereas groundstates of the original Hamiltonian are globally entangled. The key idea is that now we can correct for the plaquettes we have removed, using the known idea of applying string operators connecting pairs of "holes".
To do this, we first measure in the state |ψ each of the plaquette terms which were removed. Due to the commutation relations, the resulting state is still a groundstate ofH but now it is also an eigenstate of the toric code, with a known eigenvalue for each of the terms. Viewing the toric code as a subcode of the punctured code (the groundspace of the punctured HamiltonianH), what we now need is a set of logical operators in the punctured code, that act within it and can transform our state into a toric code groundstate.
To this end, we recall the notion of string operators which are Pauli operators acting on the paths (strings) connecting a pair of holes [23] . Such an operator changes the values of the measurements corresponding to the constraints in both holes, while keeping all the other values intact. Notice that this process always works on pairs of holes. The dependency relations between the local terms ( s A s = p B p = 1) [23] imply that for any eigenstate of the toric code there is an even number of plaquette (and also star) terms which are in their excited states. Since all plaquettes in the punctured Hamiltonian are satisfied (i.e., not excited), it follows that there is an even number of excited plaquettes out of those which we removed, and thus such a pairing exists.
Note that we could have actually removed all plaquettes, resulting in a punctured HamiltonianH consisting only of A s terms; Starting with the state |0 n , which is a groundstate ofH, we could then proceed as in the above algorithm, to derive a groundstate of the toric code (without any help of the prover). We will make use of both approaches in this paper; the "regular holes" approach is the one we will generalize (conceptually) to more general instances, while the second more specific approach is used as a subroutine in our final algorithm, for technical reasons. We will thus present and prove it formally in Section 4.
Physical interpretation.
The toric code has a physical interpretation which will be very useful for us [23] . The value of the edges in the σ x and σ z basis are interpreted as a Z 2 vector potential or electric field, respectively. When a constraint is violated, we interpret this as if an elementary excitation, or a particle, is created. The star constraints can be viewed as requiring that the electric flux from the vertex (namely the values of the qubits in the computational basis) is zero, i.e., that this vertex will have no electrical charge. If a vertex constraint is violated, we say that there is an "electric charge" at that vertex. Likewise, the plaquette constraints require that the magnetic flux which passes through the face is zero (mod 2). If a plaquette constraint is violated we say that there is a "magnetric vortex" in this plaquette [23] . The toric code consists of the states in which neither electrical charges, nor magnetic vortices appear.
The punctured system however allows particles to be created at the sites which we have removed. After measuring these terms, we know exactly where these particles are. It is left to annihilate them. Having a closed surface with no boundary, such as the torus, the total charge on it, as well as the total magnetic flux passing through it, must be zero The edges in bold denote the qubits on which the logical operator acts.
(as Gauss and Stoke's laws imply, respectively). This means that there must be an even number of electrical charges, and an even number of magnetic vortexes, which can then be annihilated in pairs, by what is called "string operators" connecting pairs of charges or pairs of vortexes (see [23] ). In the above algorithm for the toric code we only needed to annihilate magnetic vortices (plaquettes).
1.4.2.
From toric code to general 2D − CLH * (k, 2). It is far from clear how the methods above concerning the toric code can be applied to general 2D CLH systems; after all, surface codes seem to be an extremely restricted type of 2D CLHs (where the local terms must take the form of tensor products of either σ x or σ z Pauli operators), whereas we are concerned with arbitrary commuting local terms. Theorem 5.3 in Section 5 provides our first main step in the proof: we show that all 2D − CLH * (k, 2) instances are "equivalent to the toric code permitting boundaries". This in particular means that if all terms, stars and plaquettes, act non-trivially on all of their attached edges, (plus K is closed,
i.e topologically has no boundary), then the instance is, up to a minor modification, equal to the toric code. In the general case, terms may act trivially on some of their qubits (edges); we will call such edges boundary/coboundary edges.
Theorem 5.3 says that 2D − CLH * (k, 2) instance are virtually the toric code, except for those essentially 1D behaving boundary areas (and thus the term "permitting boundaries"). The proof of this structure theorem relies heavily on the C*-algebraic techniques mentioned earlier. We emphasize that Theorem 5.3 holds only after some transformation of the instance to one with no "classical qubits" whose value is simply a classical bit which can be provided by the prover (see subsection 3.3).
1.4.3.
Constructing the Punctured Hamiltonian. The above equivalence theorem raises the idea of using a similar algorithm as for the toric code groundstates, and somehow handling the special boundary/coboundary qubits. However, we encounter two challenges. First, we do not have sufficient control on operators near the boundary/coboundary. If we carelessly tear out holes in their vicinity, we might not know how to repair them-the correcting process of the toric code heavily relies on the specific commutation and anti-commutation relations between a string operator and the Hamiltonian terms (equation 1.1). We handle this difficulty by tearing out holes only in the interior regions (that is regions without boundary/coboundary qubits) where we do have resemblance to the toric code. It turns out that there is no need to tear holes close to boundary/coboundary qubits as in some sense these special qubits are already punctured:
by definition such qubits are not surrounded by Hamiltonians acting on them non-trivially.
The second challenge is that we do no longer have the dependencies s A s = p B p = 1 that ensured earlier an even number of excitations of any given type, and so the idea of fixing holes in pairs is irrelevant. In the physical interpretation, the latter means that the total charge on the manifold can be different than 0 since now flux can escape through the boundary. In section 6 we show that the curse of boundaries is in fact a blessing, since now we can also dump excitations to the boundary/coboundary with string operators, similarly to logical operators in surface codes [8] (figure 1.5).
The latter idea, which can be viewed as the main conceptual idea in the paper, introduces a new challenge -we have two types of special qubits. Boundary qubits give rise to copath string logical operators whereas coboundary qubits give rise to path string logical operators. We cannot expect that puncturing only plaquette terms out of the surface will allow us to fix them later on. The white plaquette and the white plus indicate holes. In a complex with boundary but no coboundary only plaquette holes can be connected via a copath to utilize a logical operator, whereas in a complex with coboundary but no boundary only star holes can be connected via paths to utilize a logical operator.
A major technical effort in the paper is proving Lemma 6.2 which roughly states that for any adjacent plaquette and star, at least one of them has access to the boundary/coboundary (unless they are both already touching the boundary/coboundary), hence a hole in one of them will be fixable
With this in mind, we construct the punctured Hamiltonian as follows: we start by considering the set W of "fixable" terms. These are terms which are not in the boundary of the system (and thus are in the form of a toric code term) and in addition have access to the boundary or coboundary via a copath or path depending on whether it is a plaquette or star term respectively (see Definition 6.1 and Figure G .1). By Lemma 6.2 the fixable holes are very "dense". We shall not hesitate to remove all of those terms since, by how the elements of the set W were chosen, we can correct their values later on.
We call the Hamiltonian obtained by removing all of the terms in W the punctured HamiltonianH.
1.4.4.
2-locality of the punctured Hamiltonian. Lemma 6.2 guarantees that at any large enough constant size area, either
there are boundary qubits (recall these are qubits which are acted trivially by at least one of its surrounding terms)
which may serve as a hole, or else there must be a fixable term in that area, i.e a member of W, which was removed.
In the case of the grid it is now very simple to generate a 2-local structure among constant size super-particles: just consider a coarse grained grid of 5 × 5, and use Lemma 6.2 to conclude that there must be some hole inside each 5 × 5
square. However we are allowing much more general geometries than the grid; it is here and only here, that we make use of the quasi-Euclidity condition. This is what allows us to follow a similar process, and to tear holes in some regular manner. Technically, we need to apply Moore's bound (Fact H.1) to bound the number of edges (qubits) which belong to any super-particle resulting from the process; together some other combinatorial arguments the proof goes through.
Now that the punctured Hamiltonian is 2-local, we again are guaranteed that a groundstate can be generated by a constant depth quantum circuit [10] . This is the only place where the prover is needed. Note that this groundstate is in general not the groundstate of the original Hamiltonian, yet, the fact that we have torn out only terms of W, namely the fixable terms, implies that we can apply the approach of measuring them and correcting them with string operators to the boundary/coboundary of the system ( Figure 1 .5 (B)).
1.5. Organization of the paper. In Section 2 we formalize the problem. Section 3 gives some background: "the induced algebra", "classical qubits", and notations. Section 4 provides the efficient algorithm for generating toric code states which we use as a subroutine. Section 5 contains Theorem 5.3, stating that 2D − CLH * (k, 2) instances are "equivalent to the toric code permitting boundaries". Based on this, in Section 6 we prove lemma 6.2 which shows that many fixable terms (those with "access to the boundary") exist, and define the punctured Hamiltonian, in which all these terms are removed. In Section 7 we show that the punctured Hamiltonian is indeed 2-local with respect to acting on n qudits (particles of dimension d), where each term acts non-trivially on at most k of the n qudits. The norm of each term is bounded by 1, and the terms mutually commute.
To be precise, we note that as usual, the Hermitian matrices are given with entries represented by poly(n) bits.
We consider the cases where the CLH instance is defined on a 2D complex. (1) Any side of a 2-cell in K is a 1-cell in K. Every endpoint of a 1-cell in K is a 0-cell in K.
(2) The intersection of any two distinct 2-cells of K is either empty or else it is a single 1-cell (along with its endpoints). The intersection of any two distinct 1-cells of K is either empty or else it is a single 0-cell.
If all polygons have exactly three vertices then K is called a simplicial 2-complex. The 1-skeleton of K is by definition the graph obtained by removing all 2-cells from K. Finally, K is called two dimensional (2D) if the topological space which it defines S = K is a surface.
By surface we mean the topological definition of a surface 3 allowing boundaries [14] ; that is a topological space such that each point in the interior has a neighborhood homeomorphic to R 2 whereas each point in the boundary has a neighborhood which is homeomorphic to the the upper plane {(x, y) ∈ R 2 | y ≥ 0}. We shall remark that if K is finite (which will be the only case we consider) then S is compact. If in addition S has no boundary (in the ordinary topological sense) then we say that S (and thus also K) is closed.
Note that 2D polygonal complexes have the property that every 1-cell is the face of at most two 2-cells (one if that 1-cell is in the boundary, and two if it is in the interior). That is because if 3 or more 2-cells are attached at that 1-cell then the neighborhoods of points in the interior of that 1-cell are neither homeomorphic to R 2 nor to the upper plane.
The 1-skeleton of K admit the natural graph metric in which the distance between any two vertices is the length of the minimal path between them, where the length of every edge is 1. The following definition is inspired by metric geometry in which hyperbolic spaces are roughly defined to be metric spaces which have only r-slim triangles -triangles which do not contain any ball of radius r; whereas elliptic metric spaces are such which have a bound on the diameter of triangles [11] .
Definition 2.4 (quasi-euclidean 2D complex). Let K be a 2D polygonal complex with underlying surface S. A triangulation of S is said to be (r, R)−quasi-Euclidean for some 0 < r < R if each of its triangles contains a ball of radius r in K (w.r.t metric defined above) and the subgraph in it is of diameter at most R. The degree of a triangulation is by definition the maximal degree of its 1-skeleton. In the case where S admits such a triangulation we say that K is (r, R)-quasi-Euclidean.
We emphasize that there is no demand from the triangulation to be in any sort in accordance with the complex structure of K (e.g vertices of T do not need to be located on vertices of K).
3 In many texts (e.g [15] ) second countability and Hausdorff are required in the definition as well. In our case however, we are only considering finite polygonal complexes which always satisfy these two conditions. well as all other polygons touching it. The fact that the diameter of each triangle is at most R implies that the number of edges in each triangle is bounded by a number dependent only on R and k, by Moore's bound [19] .
(1) There exists a two dimensional polygonal complex K.
(2) There exists a 1-1 mapping between qudits of x and edges of K.
(3) There exists a 1-1 mapping between local terms of x and the set of vertices and faces of K.
(4) If h corresponds to a vertex v then the set of qudits {q 1 , ..., q r } which h acts on corresponds to the set of edges {e 1 , ..., e r } attached to v. (5) If h corresponds to a face f then the set of qudits {q 1 , ..., q r } which h acts on corresponds to the set of edges {e 1 , ..., e r } which are in the boundary of f .
We consider the restriction of this class to quasi-Euclidean complexes -those which admit a (r, R)-quasi-Euclidean triangulation of degree D, for some arbitrary constants D > 0 and R > r > 2k. We call such 2D − CLH
The quasi-Euclidean condition doesn't limit the topology in any way. Specifically, for any compact surface S there exists a quasi-Euclidean polygonal complex K such that S is its underlying surface (i.e S = K) [14] . This condition is needed only in Section 7. Hence in the following we ignore it and treat general 2D − CLH * (k, 2) instances; only in Section 7 we will mention this condition again.
Another possible way to define a CLH on a 2D polygonal complex is to place the qudits on the vertices rather than the edges, and then local terms are associated with faces alone. We denote the class of such instances by 2D −CLH(k, d) The second definition captures the notion of a 2D system in a more general way. However, if our results can be generalized to 2D − CLH * (k, d) for arbitrary d, this will in fact imply that they also hold for 2D − CLH(k, d), under a mild condition similar to quasi-Euclidity (see Appendix A).
To each of those classes corresponds the local Hamiltonian problem of deciding, given a < b with b − a < 1 poly(n) , whether the ground energy of the system (i.e the sum of all local terms) is bellow a or above b, provided the promise that one of these cases hold. We use the same notation to denote both the class of such instances (as in Theorem 2) and the corresponding decision problem (as in Theorem 1).
Notation and Background

3.1.
Notations. Throughout this paper we use H to denote Hilbert spaces, q to denote qubits, and accordingly H q to denote the Hilbert space associated with the qubit q. K denotes the complex on which the 2D − CLH * (k, 2) is defined whereas S denotes its underlying surface. We use s to denote stars, p to denote plaquettes and let |s| and |p| denote the degree of a star or a plaquette, i.e the number of edges which belong to s or to p. A s denotes the local term which corresponds to s and B p denotes the local term which corresponds to p. h denotes a local term in general. We say that two stars (plaquettes) are adjacent if they share an edge, and say that a star and plaquette are adjacent if they share two edges (which is the only way a star and a plaquette can intersect). When more geometrical aspects are discussed we will consider vertices instead of stars denoted by v, edges instead of qubits denoted by e and faces instead of plaquettes denoted by f . We let H denote the sum of all local terms H = s A s + p B p where s and p range over the stars and plaquettes of the instance. When we construct a punctured Hamiltonian, i.e a Hamiltonian obtained by removing some terms from the original one, we will always denote it byH.
3.2. The induced algebra.
Definition 3.1 (induced algebra). Let h be an operator on a tensor product Hilbert space
and is defined to be the C*-algebra generated by {I} ∪ {h
(I denotes the identity operator).
3.3. Classical qubits. The equivalence to the toric code which we are aiming for can be shown only after performing a certain reduction of removing "classical qubits". Classical qubits are classical in the sense that they do not participate in the entanglement of the system and consequently, the prover may hand us its correct value as a classical bit.
Definition 3.2 (trivial qubit). A qubit (or qudit) is called trivial, if no local term acts on it non-trivially.
Definition 3.3 (classical qubit). A qubit (or qudit) is called classical if its Hilbert space can be decomposed into a
direct sum of 1-dimensional subspaces which are invariant under all local terms in the Hamiltonian H.
When we say that a Hamiltonian h acts trivially on a certain qubit we simply mean that it can be written as h = I ⊗h where I is the identity operator on that qubit, and h acts only on other qubits.
Note that due to the low dimension of qubits, once such a non-trivial direct sum decomposition exists then the subspaces must be one dimensional and so the qubit is classical. Note also that every trivial qubit is in particular classical -any direct sum decomposition will do. The following claim says that whenever there is a classical qubit q, the instance can be reduced to a new instance in which it is a trivial qubit.
Claim 3.4 (removing classical qubits). To derive theorems 1,2 it is sufficient to prove it under the restriction of 2D − CLH * (k, 2) to instances with the condition that every classical qubit is trivial.
Proof. Appendix C Thus, we shall assume from now on that all classical qubits were turned to be trivial qubits.
Generating a toric code state
The toric code is a special case of a 2D − CLH * (k, 2) instance. We shall not restrict to the particular setting of a grid on a torus, so by saying toric code we refer to any 2D − CLH * (k, 2) instance defined on a closed complex K (i.e it topologically has no boundary) with the usual star and plaquette local terms (equation 1.1).
Starting with the state |0 ⊗n , we measure all plaquettes and record the measurement results byλ = (λ p ) p (where
As a result, the system collapses to a state corresponding to the measured values: |ψλ . Note that |ψλ is a toric code state (i.e a groundstate of the Hamiltonian given in equation 1.1) precisely when λ p = 1 for each plaquette p.
4 that is to say:
∈ L (Hq 2 ) for each i and the that sets h i
are orthogonal with respect to the HilbertSchmidt inner product i.e tr(h i
Whenever we have two plaquettes p 1 ,p 2 with λ p1 = λ p2 = −1 we can connect them by a copath γ * , apply L * = e∈γ * Z e , and obtain a new state |ψλ where λ and λ are the same except for the value on the plaquettes p 1 ,p 2 (see Appendix D). In other words, a pair of plaquette terms which are in their excited state can always be relaxed. After matching pairs of excitations, and annihilating them by applying string operators between them, we obtain a toric code state. It is thus left to show that such a matching always exists:
Claim 4.1 (even amount of excitations). The number of plaquettes p for which λ p = −1 is even.
Proof. Since K is closed so p B p = 1 (and also s A s = 1). Therefore:
This is summarized by the following algorithm.
4.0.1. Algorithm -constructing a toric code state (folklore):
(1) Start with the tensor product state |0 ⊗n .
(2) For each star p measure B p and record the measured value λ p .
(3) As long as −1 ∈ {λ p } p choose two stars p 1 , p 2 with λ p1 = λ p2 = −1, find a copath γ * connecting them (with some linear time path-finding classical algorithm) and apply Z along that copath, that is the operator L = q∈γ Z q .
Then change the values of λ p1 , λ p2 from −1 to 1.
It is not hard to be convinced that a similar approach works also for a variation of the toric code where each term is as in the toric code but with some scalar factor -we explain this in Appendix E. This remark is relevant since the equivalence to the toric code (which we formulate in the following section) allows such factors.
Equivalence to the toric code
We now formulate the notion of equivalence between general 2D − CLH * (k, d) instances and the toric code.
Definition 5.1 (boundary/coboundary qubit). A qubit is said to be in the boundary of the system if it is acted nontrivially by at most one plaquette; it said to be in the coboundary of the system if it is acted non-trivially by at most one star. Other qubits are said to be in the interior. A local term which acts only on interior qubits is said to be in the interior of the system.
Qubits that live on edges which are topologically on the boundary of the manifold are of course in the boundary of the system; however qubits which are (topologically) in the interior of the manifold can also be in the boundary/coboundary of the system if a Hamiltonian term acts trivially on them. When this happens, these qubits serve, in spirit, as "holes".
We will later exploit this fact in order to tear out holes only in the interior of the system to obtain the 2-local punctured
Hamiltonian and a constant depth circuit that generates groundstate for it.
Following [10] , we will make use of the notion of induced algebras (Definition 3.1) of any term in the Hamiltonian, on any set of qubits it acts on. The induced algebra from a star (plaquette) term s (p) on qubits q 1 , ...q r is denoted
..,qr ). We can now state the definition of equivalence to the toric code:
Definition 5.2 (equivalence to the toric code permitting boundaries). An instance of 2D − CLH * (k, 2) is said to be equivalent to the toric code if its underlying surface S is closed (it topologically doesn't have boundary) and there exists a choice of basis for each qubit such that A s ∈ Z ⊗|s| \C · I, B p ∈ X ⊗|p| \C · I for any s, p.
An instance is said to be equivalent to the toric code permitting boundaries if there exists a choice of basis for each qubit such that:
(1) A s q1,...,qr = Z ⊗r for any star s, for (q 1 , ..., q r ) a copath of qubits of s which are not in the coboundary, with no two consecutive qubits in the boundary.
(2) A p q 1 ,...,q r = X ⊗r for any plaquette p, for (q 1 , ..., q r ) a path of qubits of p which are not in the boundary, with no two consecutive qubits in the coboundary.
Theorem 5.3 (equivalence to the toric code permitting boundaries). Every 2D − CLH * (k, 2) instance (after removing all classical qubits as described in subsection 3.3) is equivalent to the toric code permitting boundaries. In particular, if it has no qubits which are in the boundary or in the coboundary then it is equivalent to the toric code.
The proof of this theorem is in Appendix F. It is based on a classification of the possible induced algebras of a
Hamiltonian on a single qubit in the interior (Lemma B.7, B.6) which shows that these algebras are always generated by a single Pauli operator (i.e., an operator which is equal to a Pauli matrix up to a change of basis). Moreover, the main technical part is captured by Lemma F.5 which provides a severe restriction on the induced algebras on pairs of qubits (which are in the interior, roughly), essentially showing that they must be similar to those of the toric code.
This analysis involves a close and fairly technical study of the implication of the commutation relations between the Hamiltonians on the algebras that they induce.
An immediate implication of Theorem 5.3 is that we now know how to generate a groundstate for any 2D−CLH
instance which has no qubits in the boundary or coboundary of the system, since such instances are equivalent to the toric code (see Appendix E for a more detailed explanation).
Construction of punctured Hamiltonian
We are now ready to show how we can generate a groundstate of an arbitrary quasi-Euclidean 2D − CLH * (k, 2)
instance, even when there are qubits in the boundary/coboundary.
Definition 6.1 (access to the boundary/coboundary). A star s is said to have access to the coboundary if there exists a path γ starting from s which ends at a coboundary edge such that L = q∈γ X q anti-commutes with A s and commutes with any other local term. Similarly, a plaquette p is said to have access to the boundary if there exists a copath γ * starting from p which ends at a boundary edge such that L * = q∈γ * Z q anti-commutes with B p and commutes with any other local term.
Access to the boundary or coboundary means that either L * or L serve as an appropriate logical operator for the corresponding plaquette or star respectively (see Appendix D for more about logical operators in surface codes).
Lemma 6.2 (Maim lemma: access to the boundary/coboundary). Let s, p be adjacent star and plaquette which are in the interior of the system. Then either s has access to the coboundary, or p has access to the boundary.
Proof. Appendix G
The proof of Lemma 6.2 relies on the a further study of the induced algebras near the boundary/coboundary of the system. The idea is to start with an edge shared by s and p and start drawing a ribbon from it which is briefly a juxtaposition of a path and an adjacent copath (see Definition G.1 and Figure G .1). We do this until we encounter a boundary/coboundary edge. At areas far from the boundary, we are in a regime which look like the toric code and thus the desired commutation and anti-commutation relations hold. It is then corollary G.4 that provides restrictions on the induced algebras near the boundary/coboundary qubit which in turn implies that either the path or the copath within the ribbon can serve as the support for a logical operator which can correct p or s respectively. Construction of punctured Hamiltonian: Let W denote the set consisting of all stars and plaquettes in the interior of the system which have access to the coboundary or to the boundary, respectively. This set can be thought of as the set of "fixable" terms. LetH be the punctured Hamiltonian: the local Hamiltonian obtained by replacing all terms which are in W by the identity operator.
2-locality of the punctured Hamiltonian
We now show with the help of Lemma 6.2 that the punctured HamiltonianH has so many holes that it is 2-local.
The division to superparticles is based on the quasi-Euclidean condition (this is the only place we use this condition).
Recall that by definition, the quasi-Euclidity condition (Definition 2.4) provides us with a triangulation T of S of degree D = O(1) such that each triangle contains a ball of radius 2k and is of diameter R = O(1) (with the ordinary graph metric with edge length 1).
We now construct a graph which will help us divide the qubits to superparticles. The vertices of this graph will be associated with terms in the Hamiltonian. A local term can be associated with a point in the surface in a natural way:
each star is naturally realized as the vertex which is associated with it, and each plaquette p is associated with some arbitrarily chosen point in its interior to be called "the center of the plaquette". This allows us to precisely speak of a local term as a point on the surface.
Claim 7.1 (punctured triangles). For each triangle T ∈ T there exists a term h ofH such that all of the edges attached to it (i.e the edges associated with the qubits which h acts on), are fully contained in T and moreover, h acts trivially on at least one of its qubits.
Proof. Appendix H.3
Choose such a term h for every triangle T ∈ T and call it "the center of the triangle T ". Such a term acts trivially on some edge e (when considered as a term inH; if h was removed, then this term is in fact the identity). In addition, for each 1-cell of T , that is a side of a triangle T ∈ T , choose some point in its interior to be called "the center of the 1-cell".
Then connect each triangle center with 3 paths to the centers of the sides of T . Those paths should be non intersecting, contained in the interior of T (except at the end of the paths) and in addition must satisfy one more condition: clearly, those three non-intersecting paths divide T into 3 regions; the paths should be drawn such that e belongs to one region and all the other edges of h belong to the two other regions (that way h will act non-trivially on at most 2 regions).
To be sure that such paths can always be drawn, it suffices to show it for an equilateral triangle -this can of course be done. Then the general case is obtained as a homeomorphism of the triangle (see figure 7.1). According to Claim 7.1, every triangle includes a local term h which acts trivially on (at least) one of its edges e (this edge is marked as a double edge). Whether a star term or a plaquette term, we can connect it to the three triangle sides with three paths (dotted curves)
such that e belongs to one region, and the other edges belong to the two other regions.
This construction gives rise to a graph G which highly resembles T * the dual of T . The vertices of G consist of the chosen triangles center of T , as well as the centers of 1-cells of triangles in T which are on the boundary of S. Between any two vertices of G corresponding to the centers of two triangle T 1 , T 2 which share a side (i.e T 1 ∩ T 2 is a 1-cell of T ) let there be an edge; in addition, for every triangle which has a side on the boundary of the surface, let there be an edge between the triangle center and the boundary. The edges of G are drawn on S as the paths constructed in the previous paragraph.
Consequently, vertices of T are in one-to-one correspondence with faces of G. Those faces induce a partition P of the set of qubits Q according to the face of G which they belong to (if an edge of K touches more then one face of T * then join it to one of those faces arbitrarily) [13] . We accordingly have: H = q∈Q H q = P ∈P H P with H P := q∈P H q .
We refer to each cluster P ∈ P and to its Hilbert space H P as a super-particle. We now proof Theorems 1 & 2. By Claims 7.2, 7.3, it is possible to prepare a ground space ψ ofH, using a constant depth quantum circuit. Given such a groundstate, we measure every h ∈ W one by one. Actually it will be simpler to measure I − 2 · π h instead where π h is the orthogonal projector onto the ground space of h. Record that result of the measurement by λ h . Accordingly, having λ h = 1 indicates that ψ is already a groundstate of h whereas λ h = −1
indicates an excitation at that spot. The state we had ψ collapses by these measurements to a new state |ψ which is an eigenstate of every h ∈ W, while still being in the ground space ofH. Recall that the set of terms we measured (the set W) all have access to the boundary (Definition 6.1). Thus their value can be changed via string logical operators while not effecting the value of any other term. This is summarized by the following algorithm:
8.0.1. Algorithm (constructing a groundstate for an arbitrary quasi-Euclidean 2D − CLH * (k, 2) instance):
(1) If the instance has no boundary or coboundary qubits, then it is equivalent to the toric code, so apply algorithm 4.0.1 and terminate.
(2) Else, generate a groundstate ofH with a constant depth quantum circuit.
(3) For each term h ∈ W which was removed, measure I − 2 · π h , and record the measurement value as λ h = ±1.
(π h is the orthogonal projector onto the groundspace of h).
(4) Fix every h ∈ W for which λ h = −1: if h is a star term s, find a path γ from s to the coboundary and apply L = q∈γ X q . If h is a plaquette term p, find a copath γ * from p to the boundary and apply L * = q∈γ * Z q .
This proves Theorem 2. Theorem 1 follows as well: if the instance has no boundary/coboundary qubits (and this can of course be checked efficiently by the verifier) then the system is equivalent to the toric code, so it's ground energy can be computed easily (see Appendix E for the case where the local terms are as in the toric code only upto a factor of a scalar). Otherwise, the problem of computing the ground energy of H reduces to computing the ground energy ofH, since the verifier knows that any groundstate ofH can be corrected to a (possibly other) groundstate ofH such that all terms in W are satisfied (i.e the energy with respect to the terms in W is minimal). It is thus left to note thatH is a 2-local CLH, and this problem is in NP by [10] .
Discussion
An interesting property of the algorithm is that all of the quantum operations are summed up to have only constant depth. Indeed, the algorithm consists of three steps: a constant depth quantum circuit that generates a groundstate for the punctured Hamiltonian, a non-constant depth computation of path finding which can be carried out in a classical manner, and finally a constant depth quantum circuit of logical operators (tensor product of Pauli operators).
This observation regards the complexity of the algorithm, but it is interesting also conceptually. While the quantum circuit presented here is of polynomial depth, it is enough for the verifier to obtain only a constant depth circuit description, and verify that it is indeed a groundstate of the punctured Hamiltonian, in order to be know the ground energy of the whole system (since the verifier knows that these holes can always be fixed). This means that while the time it takes to generate a groundstate for the system is concentrated on creating global entanglement, all the hardness and potential frustration of the groundstate comes into play only at the level of local entanglement of the groundstate of the 2-local punctured system.
Moreover, our results shed new light on the possible threshold phenomenon suggested in [4] . Recall that this threshold (described above in subsection 1.2) regards the fact that up until k = 3, d = 3, and also for k = 2 and arbitrary d,
) always have trivial groundstate, which in turn implies that those problems are in NP. The threshold refers to the fact one cannot expect the exact same phenomenon for higher parameters since then there are systems with topological quantum order which are known to have no trivial groundstates. It is thus interesting that our proof extends this trivial state phenomenon even beyond this transition point into the regime of potentially global entanglements, in the sense that even here the prover hands us a description of a trivial state -a ground state ofH (even though it cannot in general be a groundstate of the actual instance). This raises the question of whether such a property holds for more general CLHs.
Can these results be extended to all 2D systems? A generalization from qubits to qudits of dimension larger than 2 would imply this, under the quasi-Euclidity assumption (see Appendix A). Thus, the main open problem is to generalize our results to higher dimensional particles. We note that in any case one can still tear holes in a regular manner (using e.g the quasi-Euclidity assumption) to obtain a punctured Hamiltonian which is 2-local with respect to superparticles, and thus has a trivial groundstate. The problem is that we do not know how to fix those holes later on: our characterization of 2D − CLH * (k, 2) instances (i.e Theorem 5.3) and of fixable terms (namely, the creation of logical operators in Lemma 6.2) strongly uses the fact that the particles are 2 dimensional. It is open whether further generalization could be derived using more general characterizations of commuting local Hamiltonians, perhaps over general finite groups (e.g the quantum double model [23] ).
We mention that if indeed the results can be generalized to qudits, it might also be possible to generalize to 3D manifolds or more, perhaps in an inductive manner.
A more technical question is whether the quasi-Euclidity condition can be relaxed. Quasi-Euclidity seems closely related to the notion of 1-localizablity introduced in Hastings' paper [21] already mentioned (In fact, the quasi-Euclidity condition we use can be replaced by the technical assumption used in [21] regarding the girth of the complex; we could then deduce the existence of a groundstate forH from 1-localizabilty instead of 2-locality). This raises the question of whether manifolds which are very non-Euclidean and which have low girths, can exhibit much more complex multi- (1) There exists a two dimensional polygonal complex K.
(2) There exists a 1-1 mapping between qudits of x and vertices of K.
(3) There exists a 1-1 mapping between local terms of x and faces of K.
(4) If h corresponds to a face f then the set of qudits {q 1 , ..., q r } which h acts on corresponds to the set of vertices
The class of such instances is denoted by 2D − CLH(k, d).
) instance with complex K, one may define a new complex K by placing a vertex in the interior of every edge, and connecting two of those vertices if and only if the edges that they live on belong to the same face, and share a vertex. Then, whenever e 1 , ..., e r are the edges of some star/plaquette in K, they are now the vertices of a face in K .
Therefore we obtain a 2D − CLH(k, d) instance.
The reverse construction is not always possible. To see this observe that the construction above always results with a complex where each vertex is either of degree 2 or 4 (since in the original complex each edge either belongs to 1 plaquette or to 2 plaquettes). However when setting d = 2 it can be shown, using C*-algebraic considerations (which can found in section 4 of [4] ), that if a qubit (vertex) of a 2D − CLH(k, 2) instance is of degree 5 or above that it must be a classical qubit. As a result, 2D − CLH(k, 2) instances can always be reduced to ones where the maximal degree of the complex is 4. Consequently, when demanding that the vertices of the underlying complex of the 2D − CLH(k, 2) instances is never of degree 3, then the two classes happen to be equivalent (e.g in the case of a grid the two settings are precisely the same). In other words, it is only the degree 3 vertices in 2D − CLH(k, 2) instances which prevent them from being represented in a star-plaquette fashion.
It thus follows that our results regarding 2D − CLH * (k, 2) are equally true for 2D − CLH(k, 2) as long as there are no vertices of degree 3. If though our results are generalized to 2D − CLH * (k, d) for arbitrary d then they are equally true for 2D − CLH(k, d), with a slight modification of the quasi-Euclidity assumption. Indeed, if we assume that the surface admits a quasi-Euclidian grid (i.e a grid where each square is neither to fat nor too slim), then we may use such a grid to group qubits which are in the same square into superparticles. We thus have now a new 2D − CLH(k, d)
defined on the grid with higher d. It is then left to note that a new tilted grid, with edges on the original grid's vertices, defines a 2D − CLH * (k, d) instance with the exact same interaction of the original one.
B. Algebraic definitions and lemmas
B.1. C*-algebras. We now introduce some facts about finite dimensional C*-algebras and their applications to the study of commuting local Hamiltonians. If H is a finite dimensional complex Hilbert space we denote by L (H) the complex algebra of all linear operators on H. We are in fact interested in representations of finite dimensional C*-algebras,
i.e when the elements of the C*-algebras are realized as matrices. Actually, we are interested only in representations that send the unital element of the algebra to the identity operator (note that every finite dimensional C*-algebra is unital [28] i.e it has an element 1 neutral to multiplication from right and left, however this element may in general be other then the identity matrix). Therefore, for the sake of this paper, it will be convenient to define a C*-algebra in a more reduced way then defined abstractly:
Definition B.1 (C*-algebra). Let H be a finite dimensional Hilbert space. A C*-algebra is any algebra A ⊆ L(H)
which is closed under the † operation (i.e a † ∈ A whenever a ∈ A) and which includes the identity operator (I ∈ A).
Given a finite set of operators a 1 , ..., a m ∈ L (H), the C*-subalgebra generated by a 1 , ..., a m is the minimal C*-algebra that includes a 1 , ..., a m and is denoted by a 
The structure theorem (see [28] ) states that every finite dimensional C*-algebra is a direct sum of algebras of all operators on a Hilbert space. One way of formulating this is as follows:
Fact B.2 (classification of finite dimensional C*-algebra). Let A ⊆ L (H) a C*-algebra where H is finite dimensional.
There exists a direct sum decomposition:
and a tensor product structure
Furthermore, Z(A) is spanned by the set of orthogonal projections on the H α , over all the α s.
Here and later, α denotes this direct sum index (on some finite range). I (H α 2 ) here denotes the trivial 1-dimensional algebra C · I on H Claim B.3 (induced algebra is independent on decomposition). In the case where h is Hermitian, the induced algebra is independent on the chosen decomposition. In fact, even if it is not a Schmidt decomposition, the algebra A h q1 will remain the same as long as the set h i 2 i is linearly independent.
Proof. Write two decompositions:
where the sets h Note that also if a Hamiltonian h acts on multiple particles H = n i=1 H qi then we can combine a subset of particles together, that is write H = (
H qi and speak of the algebra that h induces on the first factor. By the notation given in definition 3.1, this is simply the algebra A h r i=1 Hq i which we will denote in short by A h q1,...,qr . We call this the algebra that h induces on the particles q 1 , ..., q r .
Lemma B.4 (connection between the induced algebra of a system and its subsystems). Suppose h is a Hamiltonian
Proof. Write:
a Schmidt decomposition of h where h . Now, for every 1 ≤ i ≤ m write a Schmidt decomposition for h i q1,q2 in respect to the tensor product H q1 ⊗ H q2 :
So we now have that:
The set {h Proof. Write a Schmidt-decomposition for l and r:
So:
It is clear then that if A Lemma B.7 (induced algebras on a qubit). A C*-algebra A on a qubit is either 1 dimensional (the trivial algebra), 4 dimensional (the full operator algebra A = L(C 2 )), or a 2 dimensional algebra -in which case A is generated by a single operator P which is a traceless Pauli operator. Furthermore, if A is another two dimensional C*-algebra which commutes with A then A = A .
Proof. By fact B.2, A admits a direct sum decomposition of full operator algebras. Since dim H = 2 then the dimensions of the decomposition components as in eq. B.1,B.2 can take exactly three forms: if there is no direct sum so we can write H = H 1 ⊗ H 2 and then either dim H 1 = 1 and dim H 2 = 2 or dim H 1 = 2 and dim H 2 = 1. The first implies that dim A = 1 and the second implies that dim A = 4 (eq. B.3). The third and last option is that the direct sum is of length 2 and that each H α 1 is of dimension 1, and this implies that dim A = 2. In the latter case, there must be some P ∈ A\C·I. We may assume that P is Hermitian for the following reasoning: if P is anti-Hermitian (P † = −P ) then iP is an Hermitian operator in A\C·I, and if P is not anti-Hermitian then P +P † is a non-zero Hermitian operator in A\C·I. We may also assume that P is traceless for if it isn't then P − 1 2 tr(P ) ∈ A\C·I is. By normalizing P we may assume that P is also unitary. 
and:
Therefore U † DU = X. Case 2: Otherwise, D is not invertible, and therefore C is not invertible as well (by the above).
Since they are both non-zero it follows that have rank 1, i.e they are orthogonal projectors on a 1-dimensional subspace, and in particular CD is of rank at most 1. The fact that CD = −DC implies that CD is traceless and so it follows 
C. Classical qubits
Proof of claim 3.4. As long as non-trivial classical qubits exist, the prover (namely, Merlin) chooses such a qubit q, with corresponding Hamiltonian H where the only classical qubits are the trivial ones. Soundness: The local Hamiltonian H of x is simply a restriction of H to the subspace of H given by the product of all projectors. That is, there existsα = (α q ) q where q ranges over all the classical qubits chosen in this process, such that H = Hα. It follows that any eigenstate of Hα, namely |ψ ∈ Hα such that Hα |ψ = λ |ψ , is also an eigenstate of H with the same eigenvalue: H |ψ = α H α |ψ = Hα |ψ = λ |ψ .
Completeness: Suppose H |ψ = λ |ψ then we may write |ψ = α |ψ α where |ψ α ∈ H α and thus α H α |ψ α = H |ψ = λ |ψ = α λ |ψ α . This implies that H α |ψ α = λ |ψ α for every α. Hence in the process defined above, Merlin can indeed choose at every step an α for which |ψ α = 0 and obtain a groundstate for the restricted Hamiltonian:
This means that for any eigenvalue λ of H there exists a choice of a projector at every step for which λ is also an eigenvalue of H α . Proof. Consider a basis for the Hilbert space consisting of states which are eigenstates for all h i simultaneously. Let |ψ be a basis element which is also a groundstate of H. For each i there exists λ i ∈ R such that h i |ψ = λ i |ψ . It follows that:
D. Logical operators
and so L |ψ is a groundstate as well.
To device the logical operator for our case, recall the notion of string operators. These are operators which are defined on paths or copaths on the complex as tensor products of Pauli matrices over the qubits of the path. For example, consider the case of two plaquette terms B p1 , B p2 removed from the surface. Connect these two plaquettes with a copath γ * and consider the operator L = q∈γ * Z q . Clearly L commutes with all Hamiltonians, except for B p1 , B p2 . In fact L anti-commutes with B p1 and B p2 and therefore changes their value. Indeed if for some |ψ we have that B pi |ψ = λ i |ψ
.
E. Defected toric code
By a defected toric code we understand a system which is a slight variation of the usual toric code. In such systems we allow A s to be any non-trivial element of the algebra Z ⊗|s| , and allow B p to be any non-trivial element of the algebra X ⊗|p| . This is the same as saying that for any s and any p there exists u s , v p and u s , v p = 0 such that
Clearly, the addition of identity makes no difference, it is just a constant addition of energy so we can completely ignore it. Also, choosing other positive values for u s , v p which are not 1 as it is for A s , B p is nothing but rescaling the energy values which makes no difference as well in respect to the system's eigenstates.
The case where some of the u s , v p are negative instead of positive is a bit more subtle. For any pair of stars s 1 , s 2 with u s1 , u s2 < 0, we may connect them by a path γ and apply L = q∈γ X q right up start. This operation leaves all operators in tact except A s1 , A s2 where now the sign of u s1 , u s2 is flipped. This can of course be done also for any pair of plaquettes by connecting them with a copath γ * and by applying L * = q∈γ * Z q . Consequently, after repeating this for every pair we obtain a new system where at most one s and at most one p have negative values for u s ,v p .
In order to know what is the ground energy of the system, one only needs to count the number of defected star terms N stars , as well as the number of defected plaquette terms N plaq , and to check whether those numbers are even or odd. If they are both even then the system is frustration-free and so the ground energy is simply
If N stars is odd this means that always one star will be unsatisfied. The ground energy coming from the star terms will be given by violating the star s min such that |u s | is minimal. It follows that the ground energy from the star terms in this case is − s (u s + |u s |) + 2|u s |. The same argument holds when N plaq is odd.
F. Equivalence to the toric code
This section is focused on proving Theorem 5.3.
Definition F.1 (path/copath). A path is a sequence of stars (s 0 , ..., s r ) such that s i−1 and s i share an edge e i for each i = 1, ..., r. This path is associated with the sequence of edges (e 1 , ..., e r ). A copath is a sequence of plaquettes (p 0 , ..., p r ) such that p i−1 and p i share an edge e i for each i = 1, .., r. This copath is associated with the sequence of edges (e 1 , .., e r ).
Note that Definition F.1 in particular includes paths (copaths) where all the edges belong to one particular plaquette (star).
We start by analyzing the interactions locally by considering a plaquette p and an adjacent star s which share the qubits q 1 , q 2 . The proof is strongly based on the study of the induced algebras on those qubits -A Claim F.2 (2-dim algebras in the interior). Every star induces a 2-dimensional algebra on each of its qubits except those in the coboundary. Similarly, every plaquette induces a 2-dimensional algebra on each of its qubits except those in the boundary.
Proof. If a star term A s acts on a qubit q which is not in the coboundary then this means that besides A s , q is acted upon non-trivially by some other star term A s . Since q is the only qubit that s and s share, we may conclude by Lemma B.6 that both s and s induce neither a trivial algebra nor the full operator algebra on q. According to Lemma B.7 this means that they both induce a 2 dimensional algebra. The proof for plaquettes is the same. Lemma B.7 also tells us that the 2-dimensional algebras above are generated by a single Pauli operator. Thus we denote by a ) it is implied that the relevant induced subalgebra on q is 2-dimensional. We thus derive, using the above plus Lemma B.7, that if q is not in the coboundary, then the algebras induced by the two stars acting on q are both equal, and up to a change of basis can be written as Z ; and if q is not in the boundary, then the algebras induced by the two plaquettes acting on it are equal, and can be written as P for some Pauli operator P .
We now clarify the connection between these two algebras:
Claim F.3 (commutation entails classicality). If a star s and a plaquette p both induce on q 2-dimensional subalgebras, generated by a Thus we can assume that for every star term which induces a 2-dimensional algebra on some qubit, this algebra is Z , whereas whenever a plaquette term induces a 2-dimensional algebra on a qubit then it is the algebra P for some Pauli P ∈ Sp{X, Z} (depending on the qubit).
F.2. Induced algebras on two qubits. In this subsection we prove the following lemma:
Lemma F.5 (induced algebras on two qubits). Let s, p be adjacent star and plaquette, both acting on the two qubits q 1 , q 2 , such that dim A Observe that since I ⊗ I ∈ A s q1,q2 so h ∈ A s q1,q2 whenever h + λI ⊗ I ∈ A s q1,q2 (λ ∈ C). Also, h ∈ A s q1,q2 whenever λh ∈ A s q1,q2 . Therefore in all of the following calculations, we will ignore the identity element (freely subtract from it λI ⊗ I) and rescale the operator (multiply it by a scalar) without mentioning it.
Claim F.8. w = 0 Proof. Note that:
. By looking at T 2 we see that if w = 0 we get Z ⊗ Z ∈ A s q1,q2 (because u, v = 0 by Claim F.7) which is a contradiction to our assumption.
Claim F.9. u, v, w are all non-zero.
Proof. By claim F.8 w = 0. In addition, u, v cannot be both zero since then Z ⊗ Z ∈ A s q1,q2 (as can readily be seen by the definition of T ). Thus suppose one of u, v is zero and the other isn't, but then since T 2 is in A s q1,q2 , we derive a contradiction to Claim F.7.
By looking at Q 2 it can be seen that if w 2 = u 2 and w 2 = v 2 then Z ⊗ Z ∈ A s q1,q2 , using claim F.9. It cannot be that w 2 = u 2 but w 2 = v 2 (or the other way around) since then Q cannot be in A s q1,q2 by claim F.7. It follows that
We are thus left with the case where u 2 = v 2 = w 2 and by rescaling T we may assume each of u, v, w is either 1 or -1. We show that this leads to a contradiction which in turn implies that indeed Z ⊗ Z ∈ A 
where R 1 , R 2 ∈ L(H q2 ) are arbitrary. By lemma B.9 we may choose a basis for H q1 and for H q2 for which P = aX + bZ (with a = 0 because [Z, P ] = 0) and R 1 = λI + rX + tZ (while keeping Z in tact). Since A s q1,q2 and A p q1,q2 commute so:
Due to linear independence in eq. F.7 we may conclude that aX ⊗ [Z, R 2 ] = 0 and so [Z, R 2 ] = 0 because a = 0.
Therefore we have:
So r = 0 which implies [Z, R 1 ] = [Z, λI + rX + tZ] = 0. Since R was arbitrary we conclude that A p q1,q2 consist only of elements R = I ⊗ R 1 + P ⊗ R 2 where R 1 , R 2 ∈ Z . This implies that A p q2 ⊆ Z and so q 2 is classical which is a contradiction.
We have thus proved that Z ⊗ Z ⊆ A 
Due to linear independence in eq F.9, r = 0 which implies [Z, R 1 ] = 0. As in the proof of Claim F.10, there must be some choice of R for which R 1 , R 2 do not both commute with Z. Choosing such an R implies that [Z, R 2 ] = 0 and therefore b = 0 due to the linear independence of eq F.9. Thus P = aX with a = 0 and hence
is 2-dimensional then the roles of q 1 and q 2 are symmetrical, and so by changing their roles we conclude that A p q2 = X just as we proved that A p q1 = X . The fact that A p q1,q2 = X ⊗ X is simply because the only operators in Sp{I ⊗ I, X ⊗ I, I ⊗ X, X ⊗ X} which commute with Z ⊗ Z are those in Sp{I ⊗ I, X ⊗ X} = X ⊗ X (indeed
This concludes the proof of lemma F.5. ..,qr+1 can on the one hand be written as:
and on the other hand by:
By joining equations F.10 and F.11, we conclude with a linear independence argument (using r ≥ 2) that u 2 = u 3 = w 2 =
so indeed A s q1,...,qr+1 = Z ⊗r+1 . By lemma F.5 the algebra induced by any plaquette on each pair of adjacent qubits which are both not in the boundary is X ⊗ X provided that at least one of them is not in the coboundary. Therefore the induction above holds for plaquettes just as well. The idea behind using ribbons is that a ribbon contains both a path and a copath. This allows us to maintain (at the moment) some ambiguity regarding the question of whether we shall later choose a star and connect to the coboundary via a path, or choose an adjacent plaquette and connect it to the boundary via a copath. Indeed if we let s i ,p i denote the stars and plaquettes of the ribbon as in definition G.1 and let s 0 ,p 0 be the other star and plaquette, besides s 1 , p 1 which act on e 0 then we may consider the path γ = (s 0 , ..., s m ) and the copath γ * = (p 0 , ..., p m ). To be precise, these sequences may be redundant in the sense that e.g γ may include several stars in a row which are in fact identical, yet it is clear how by ignoring such multiplicities we can think of γ and γ * as a path and copath in a well defined sense. Note that the edges of γ as well as the edges of γ * belong to the ribbon. (see figure G. we obtain a ribbon.
So far we haven't assumed that K (or S) are connected. However clearly this can be assumed since otherwise we consider each connected component separately because there is no interaction at all between them. Note that assuming K is connected implies not only that any two edges can be connected by a path but also by a ribbon since any path can be completed to a ribbon.
We are now ready to start the construction and proof for Lemma 6.2. Figure G. 1 is the main figure of the construction and is helpful in visualizing the proof. Let s 0 , p 0 adjacent star and plaquette in the interior, with some shared edge e 0 .
As we can assume K is connected, there exists a path starting from e 0 and ending at a boundary/coboundary edge.
Choose such a path which is not self intersecting (each vertex is connected to a most 2 edges of the path) and complete it to a ribbon. It could possibly be that this ribbon includes multiple edges which are in the boundary/coboundary. So find the first edge in the ribbon which is in the boundary/coboundary and remove all edges following that edge. Thus we obtain a ribbon β = (e 0 , ..., e m ), corresponding to the qubits (q 0 , ..., q m ) with all qubits being in the interior except q m which is either in the boundary or in the coboundary (or both). Let s i and p i be the star and plaquette which share the qubits q i−1 and q i (i = 1, .., m) (again, it could be that
Let s m+1 be the other star (besides s m which acts on q i and let p m+1 be the other plaquette (besides p m ) which acts on q m . Actually, p m+1 may not exist because q m may be in the boundary. If that happens, we add a 2-simplex to the polygonal complex with one of its faces being q m and assign the identity operator to it. Clearly adding such a term to the instance doesn't have any effect on the groundstate. This makes (p 0 , ..., p m+1 ) being a well defined copath with corresponding qubits (q 0 , ..., q m ).
The choice between the two will depend on the induced algebras on q m . It is almost true to say that this choice depends on whether q m is in the coboundary (in which case we choose L) or in the boundary (in which case we choose L * ). It is true except for the case where q m is both in the coboundary and in the boundary. We will show that this case is not problematic due to the restrictions that it entails on the induced algebras on q m .
Claim G.2. A sm and B pm do not act trivially on q m . Therefore if q m is in the coboundary then A sm+1 acts trivially on q m and if q m is in the boundary then B pm+1 act trivially on q m .
Proof. The proof follows from the fact that q m was the first qubit in the ribbon to be in the boundary/coboundary.
More precisely, note that the qubits which A sm and B pm share are q m−1 and q m . Thus if by contradiction A sm or B pm act trivially on q m then the fact that A sm and B pm commute implies that they commute on q m−1 alone i.e that the algebras A sm qm−1 and A pm qm−1 commute. But q m−1 is in the interior and so the latter implies that q m−1 is classical by Claim F.3 which is a contradiction since we have replaced all classical qubits with trivial ones, but q m−1 was assumed to be in the interior (and thus not trivial). Consequently, if q m is in the coboundary then it must be A sm+1 which acts trivially on q m and if it is in the boundary then it must be B pm+1 which acts trivially on q m . Ribbons include in them both a path which can easily be seen and a copath which is drawn as a dotted line. The indexes for stars/plaquettes indicate upon the possibly multiple pairs of edges in the ribbon which are acted by that star/plaquette. q 15 (or generally q m ) is in the boundary of the system and so the copath in this ribbon starts at q 0 and ends at the boundary.
is of the form:
for some T 1 , T 2 ∈ L(H qm ) not both zero. We may choose T such that T 1 = 0 since otherwise we may replace T with
We may actually choose T such that T 1 / ∈ C · I: assume by contradiction that T 1 ∈ C · I for any choice of T . So let
qm−1,qm where T, T do not commute. There must exist such T 2 , T 2 for otherwise we would obtain that A sm qm at most two dimensional (choose a basis for which T 2 , T 2 ∈ Z and conclude that A sm qm ⊆ Z ). Now since I ⊗ I is in the algebra so we obtain that also Z ⊗ T 2 and Z ⊗ T 2 are in the algebra and hence their product too: I ⊗ T 2 T 2 . It cannot be that T 2 T 2 ∈ C · I because T, T do not commute (indeed, if T 2 · T 2 = 0 so T 2 , T 2 commute, and if T 2 · T 2 = λI for some λ = 0 so T Furthermore, we may even choose T such that T 1 (and therefore also T ) is traceless: first choose
. This operator is of course traceless and non-zero. We may choose a basis for H qm for which T 1 = λZ with λ = 0. Thus we may choose T such that T 1 = Z because we can divide by λ, so we have in hand T = I ⊗ Z + Z ⊗ T 2 ∈ A sm qm−1,qm . Now, by lemma F.5 A qm−1 = X , and so every element of A pm qm−1,qm is of the form: Since we covered all plaquettes which share an edge with γ it follows that [B p , L] = 0 for any p.
Claim G.6. {A s0 , L} = 0 Proof. Since s 0 is in the interior, then A s0 ∈ αZ ⊗|s0| for some α = 0 (we again ignore the possible addition of identity operator since it doesn't change the eigenstates of H). Since γ is not self intersecting so q 0 is the only qubit of s 0 which γ passes through. Consequently {A s0 , L} = {Z, X} = 0.
Claim G.7. [A s , L] = 0 for any star s = s 0 .
Proof. The fact that A sm+1 , L = 0 holds simply because A sm+1 acts trivially on q m by claim G.2 and thus on any other qubit of γ. Now, given two adjacent edges of γ, namely q i , q j (0 ≤ i < j ≤ m − 1), consider the copath (q i , q i+1 , ..., q j−1 , q j ) . Therefore s i = s i+1 = ... = s j−1 is the star acting on both q i and q j (it could be that i = j − 1). Since this copath consists of qubits which are all in the interior, so by theorem 5. By taking the dual (interchanging boundary with coboundary, star with plaquette, γ with γ * , and L with L * ) we obtain claims analogous to claims G.5,G.6,G.7. Yet for the sake of completeness we review the proof again for this case. A sm+1 , L = 0. The fact that {B p0 , L * } = 0 follows from the fact that B p0 is in the interior and thus up to a constant it is equal to X ⊗|p0| . The fact that B pm+1 , L * = 0 is simply because B pm+1 acts trivially on q m . Now given two adjacent edges of γ * , q i , q j , we have the path (q i , q i+1 , ..., q j−1 , q j ) of qubits which are all in the interior and so in particular H. Puncturing the surface to obtain 2-locality H.1. Proof of Claim 7.1. Choose some ball B of radius 2k contained in T and let p be a plaquette in H which includes the vertex which is the center of B, and let s be a star in H adjacent to p, namely sharing with it 2 edges. Due to the fact that the radius of B is 2k, B contains all edges of s and p, as they are all within distance less than 2k from the center of B. Now, we claim that at least one of s and p are not in the interior (namely, act trivially on one of their qubits), or in other words, if they are both in the interior, at least one of them is in W and therefore was removed from H; this is because by Lemma 6.2 at least one of them has access to the boundary/coboundary, and thus was removed from H in the construction ofH. We let h be that term.
H.2. Proof of Claim 7.2. We first show a constant upper bound on the number of qubits that each triangle contains.
For this we recall that each triangle in contained in a ball of radius R in the 1-skeleton of K. The following fact can be found in [19] .
Fact H.1 (Moore's bound). Consider a graph with maximal degree at most k and diameter R (diam between points with no path is ∞). Then if V is the set of vertices in the graph, we have |V | ≤ N k,R where N k,R is the Moore bound:
Proof. Let Σ denote the sum of all degree of vertices of G. It follows that:
Proof. (of Claim 7.2) Let F be a face of the dual graph G constructed above, drawn on S as described. Since the degree of T is at most D, F intersects with at most D triangles. Hence each super-particle contains at most 1 2 Dk · N k,R , and the claim follows.
H.3. Proof of Claim 7.3. Every local term which doesn't intersect with the drawn edges of G acts only on one super-particle. Every local term which intersects with an edge of G but not a vertex of G interacts with at most two super-particles. The only terms which act on three super-particles are those which intersect with three faces of G; these are the terms h corresponding to triangle centers. However the paths were drawn in such a way that h acts on one of those super-particles trivially so it is 2-local as well.
