Abstract. We establish, for the first time, an explicit and simple lower bound on the nonlinearity N f of a Boolean function f of n variables satisfying the avalanche criterion of degree p,
Introduction
Confusion and diffusion, introduced by Shannon [16] , are two important principles used in the design of secret key cryptographic systems. These principles can be enforced by using some of the nonlinear properties of Boolean functions involved in a cryptographic transformation. More specifically, a high nonlinearity generally has a positive impact on confusion, whereas a high degree of avalanche enhances the effect of diffusion. Nevertheless, it is also important to note that some nonlinear properties contradict others. These motivate researchers to investigate into relationships among various nonlinear properties of Boolean functions.
One can consider three different relationships among nonlinearity, avalanche and correlation immunity, namely, nonlinearity and avalanche, nonlinearity and correlation immunity, and avalanche and correlation immunity. Zhang and Zheng [20] studied how avalanche property influences nonlinearity by establishing a number of upper and lower bounds on nonlinearity. Carlet [3] showed that one may determine a number of different nonlinear properties of a Boolean function, if the function satisfies the avalanche criterion of a high degree. Zheng and Zhang [26] proved that Boolean functions satisfying the avalanche criterion in a hyper-space coincide with certain bent functions. They also established close relationships among plateaued functions with a maximum order, bent functions and the first order correlation immune functions [24] . Seberry, Zhang and Zheng were the first to research into relationships between nonlinearity and correlation immunity [14] . Very recently Zheng and Zhang have succeeded in deriving a new tight upper bound on the nonlinearity of high order correlation immune functions [25] . In the same paper they have also shown that correlation immune functions whose nonlinearity meets the tight upper bound coincide with plateaued functions introduced in [24, 23] . All these results help further understand how nonlinearity and correlation immunity are at odds with each other.
The aim of this work is to widen our understanding of other connections among nonlinearity properties of Boolean functions, with a specific focus on relationships between nonlinearity and avalanche, and between avalanche and correlation immunity. We prove that if a function f of n variables satisfies the avalanche criterion of degree p, then its nonlinearity N f must satisfy the condi-
We also identify the cases when the equality holds, and characterize those functions that have the minimum nonlinearity. This result tells us that a high degree of avalanche guarantees a high nonlinearity.
In the second part of this paper, we look into the question of how avalanche and correlation immunity hold back each other. We prove that with very few exceptions, the sum of the degree of avalanche property and the order of correlation immunity of a Boolean function with n variables is less than or equal to n − 2. This result clearly tells us that we cannot expect a function to achieve both a high degree of avalanche and a high order of correlation immunity.
Boolean Functions
We consider functions from V n to GF (2) (or simply functions on V n ), where V n is the vector space of n tuples of elements from GF (2). The truth table of a function f on V n is a (0, 1)-sequence defined by (f (α 0 ), f (α 1 ), . . . , f (α 2 n −1 )), and the sequence of f is a (1, zeros and an equal number of ones. Otherwise it called unbalanced.
The matrix of f is a (1,
n and a,b are the sequences of functions f and g on V n respectively, thenã * b is the sequence of f ⊕ g where ⊕ denotes the addition in GF (2) . An affine function f on V n is a function that takes the form of f (x 1 , . . . ,
T is the transpose of N and I n is the identity matrix of order n. A Sylvester-Hadamard matrix of order 2 n , denoted by H n , is generated by the following recursive relation
It is known that i is the sequence of a linear function ϕ i (x) on V n , defined by the scalar product ϕ i (x) = α i , x , where α i is the binary representation of an integer i.
The Hamming weight of a (0, 1)-sequence ξ, denoted by HW (ξ), is the number of ones in the sequence. Given two functions f and g on V n , the Hamming distance d(f, g) between them is defined as the Hamming weight of the truth table of f (x) ⊕ g(x), where x = (x 1 , . . . , x n ).
Cryptographic Criteria of Boolean Functions
The following criteria for cryptographic Boolean functions are often considered: (1) balance, (2) nonlinearity, (3) avalanche, (4) correlation immunity, (5) algebraic degree, (6) absence of non-zero linear structures. In this paper we focus on avalanche, nonlinearity and correlation immunity.
Parseval's equation (Page 416 [8] ) is a useful tool in this research: Let f be a function on V n and ξ denote the sequence of f . Then
where i is the ith row of H n , i = 0, 1, . . . , 2 n − 1. The nonlinearity of a function f on V n , denoted by N f , is the minimal Hamming distance between f and all affine functions on V n , i.e.,
where ψ 1 , ψ 2 , . . ., ψ 2 n+1 are all the affine functions on V n . High nonlinearity can be used to resist a linear attack [9] . The following characterization of nonlinearity will be useful (for a proof see for instance [10] ).
Lemma 1. The nonlinearity of f on V n can be expressed by
where ξ is the sequence of f and 0 , . . ., 2 n −1 are the rows of H n , namely, the sequences of linear functions on V n .
From Lemma 1 and Parseval's equation, it is easy to verify that
Hence f is a bent function on V n if and only N f = 2 n−1 − 2
It is known that a bent function on V n exists only when n is even.
Let f be a function on V n . We say that f satisfies the avalanche criterion with respect to α if f (x)⊕f (x⊕α) is a balanced function, where x = (x 1 , . . . , x n ) and α is a vector in V n . Furthermore f is said to satisfy the avalanche criterion of degree k if it satisfies the avalanche criterion with respect to every non-zero vector α whose Hamming weight is not larger than k.
1 From [13] , a function f on V n is bent if and only if f satisfies the avalanche criterion of degree n. Note that the strict avalanche criterion (SAC) [18] is the same as the avalanche criterion of degree one.
Let f be a function on V n . For a vector α ∈ V n , denote by ξ(α) the sequence of f (x ⊕ α). Thus ξ(0) is the sequence of f itself and 
is balanced, i.e., f satisfies the avalanche criterion with respect to α. In the case that f does not satisfy the avalanche criterion with respect to a vector α, it is desirable that f (x) ⊕ f (x ⊕ α) is almost balanced. Namely we require that |∆ f (α)| take a small value.
Let f be a function on
For any function f , we have ∆(α 0 ) = 2 n , where α 0 is the zero vector on V n . It is easy to verify that the set of all linear structures of a function f form a linear subspace of V n , whose dimension is called the linearity of f . A non-zero linear structure is cryptographically undesirable. It is also well-known that if f has non-zero linear structures, then there exists a nonsingular n × n matrix B over GF (2) 
g is a function on V p that has no non-zero linear structures, and ψ is a linear function on V q .
The following lemma is the re-statement of a relation proved in Section 2 of [4] .
where ξ denotes the sequence of f , i is the ith row of H n , and α i is the vector in V n that corresponds to the binary representation of i, i = 0, 1, . . . , 2 n − 1.
The concept of correlation immune functions was introduced by Siegenthaler [17] . Xiao and Massey gave an equivalent definition [2, 7] 
Let p be an integer with 1 ≤ p ≤ n − 1. Rewrite (1) as
where × denotes the Kronecker product [19] . 
Let i denote the i row of H n−p , where
Comparing the ith terms in both sides of (3), we have 2 n−p χ i , e j = λ j , i where χ i = (a i·2 p , a 1+i·2 p , . . . , a 2 p −1+i·2 p ). These discussions lead to the following lemma. (a 0 , a 1 , . . . , a 2 n −1 ) and (b 0 , b 1 = (b j , b j+2 p , b j+2·2 p , . . ., b j+(2 n−p −1)2 p ) . Then we have
Lemma 3. Let
where i denotes the ith row of H n−p and e j denotes the jth row of H p .
Lemma 3 can be viewed as a refined version of the Hadamard transformation (1), and it will be a useful mathematical tool in proving the following two lemmas. These two lemmas will then play a significant role in proving the main results of this paper. 
Lemma 4. Let f be a non-bent function on
Proof. First we note that p > 0. Since f is not bent, p ≤ n − 1. Let us first rewrite the equality in Lemma 2 as follows
where α i is the vector in V n corresponding to the integer i, and L i is the ith row of H n , i = 0, 1, . . . , 2 n − 1. Set i = 0 in (4). Then we have 2 n−p χ 0 , e j = λ j , 0 . Since f satisfies the avalanche criterion of degree p and
Since L * is a row of H n , it can be expressed as (7), we have
Set i = 2 t and j = j 0 in Lemma 3, where 0 
Applying (10) to (5), and considering (8), (9) and (11), we have
This proves that α 2 p −1+2 p+t is indeed a non-zero linear structure of f , where
Lemma 5. Let f be a non-bent function on V n , satisfying the avalanche criterion of degree p. Denote the sequence of f by ξ. If there exists a row L
2 p , p must be even. Due to p > 0, we must have p ≥ 2. We now prove the lemma by contradiction. Assume that p = n − 1. Since p < n, we have p ≤ n − 2. As | ξ, L * | = 2 n− 1 2 p , from Lemma 4, α 2 t+p +2 p −1 is a non-zero linear structure of f , where t = 0, 1, . . . , n − p − 1. Notice that n − p − 1 ≥ 1. Set t = 0, 1. Thus both α 2 p +2 p −1 and α 2 p+1 +2 p −1 are non-zero linear structures of f . Since all the linear structures of a function form a linear subspace, α 2 p +2 p −1 ⊕ α 2 p+1 +2 p −1 is also a linear structure of f . Hence
On the other hand, since f satisfies the avalanche criterion of degree p and
This contradicts (12). Thus we have p > n − 2. The only possible value for p is p = n − 1. Since p is even, n must be odd.
the equality in (i) holds if and only if one of the following two conditions
holds: Proof. Due to (7), i.e.,
2n−p . Since u and j are arbitrary, by using Lemma 1, we have N f ≥ 2 n−1 − 2
Two cases need to be considered: f is non-bent and f is bent. When f is non-bent, thanks to Lemma 5, we have p = n − 1 and n is odd. Considering Proposition 1 of [3] , we conclude that f must takes the form mentioned in (a). On the other hand, if f is bent, then p = n and n is even. Hence (b) holds.
Conversely, assume that f takes the form in (a). Applying a nonsingular linear transformation on the variables, and considering Proposition 3 of [11] , we have N f = 2N g . Since g is bent, we have N f = 2 n−1 − 2 1 2 (n−1) . Hence (13) holds, where p = n − 1. On the other hand, it is obvious that (13) holds whenever (b) does.
Relationships between Avalanche and Correlation Immunity
To prove the main theorems, we introduce two more results. The following lemma is part of Lemma 12 in [15] .
Lemma 6. Let f 1 be a function on V s and f 2 be a function on V t . Then
Next we look at the structure of a function on V n that satisfies the avalanche criterion of degree n − 1. Proof. (i) holds due to Proposition 1 of [3] . Assume that f is balanced and satisfies the avalanche criterion of degree n − 1. Since f is balanced, it is non-bent. From (i) of the lemma, , where x = (x 1 , . . . , x n ), g is a bent  function on V n−1 , and c 1 , . . . , c n and c are all constant in GF (2) . Set u j = x j ⊕x n , j = 1, . . . , n − 1. We have f (u 1 , . . . , u n−1 , x n ) = g(u 1 , . . . , u n−1 Since g(u 1 , . . . , u n−1 )⊕c 1 x 1 ⊕· · ·⊕c n−1 u n−1 is a bent function on V n−1 , it is unbalanced. On the other hand, since f is balanced, we conclude that n j=1 c j = 0, namely, n j=1 c j = 1. This proves the necessity for (ii). Using the same reasoning as in the proof of (i), and taking into account Lemma 6, we can prove the sufficiency for (ii).
The Case of Balanced Functions
Theorem 2. Let f be a balanced qth-order correlation immune function on V n , satisfying the avalanche criterion of degree p. Then we have p + q ≤ n − 2.
Proof. First we note that q > 0 and p > 0. Since f is balanced, it cannot be bent. We prove the theorem in two steps. The first step deals with p + q ≤ n − 2, and the second step with p + q ≤ n − 1.
We start with proving that p + q ≤ n − 1 by contradiction. Assume that p + q ≥ n. Set i = 0 and j = 0 in (4), we have 2 n−p χ 0 , e 0 = λ 0 , 0 . Since f satisfies the avalanche criterion of degree p and
Since f is a balanced qth-order correlation immune function, we have
Applying 2 n−p χ 0 , e 0 = λ 0 , 0 to (5), and noticing (6) and (14), we would have 2 n−p ∆(α 0 ) = 0, i.e., 2 2n−p = 0. This cannot be true. Hence we have proved that p + q ≤ n − 1.
Next we complete the proof by showing that p + q ≤ n − 2. Assume for contradiction that the theorem is not true, i.e., p + q ≥ n − 1. Since we have already proved that p + q ≤ n − 1, by assumption we should have p + q = n − 1. Note that HW (α u·2 p ) ≤ n − p − 1 = q for all u with 0 ≤ u ≤ 2 n−p − 2, and f is a balanced qth-order correlation immune function, where q = n − p − 1. Hence (14) still holds, with the exception that the actual value of ξ, L (2 n−p −1)·2 p is not clear yet. Applying 2 n−p χ 0 , e 0 = λ 0 , 0 to (5), and noticing (6) and (14), we have 2 n−p ∆(α 0 ) = ξ, L (2 n−p −1)·2 p 2 . Thus we have ξ, L (2 n−p −1)·2 p 2 = 2 2n−p . Due to Lemma 5, we have p = n − 1. Since q ≥ 1, we obtain p + q ≥ n. This contradicts the inequality p + q ≤ n − 1, that we have already proved. Hence p + q ≤ n − 2 holds.
The Case of Unbalanced Functions
We turn our attention to unbalanced functions. A direct proof of the following Lemma can be found in [21] .
We have established a lower bound on nonlinearity over all Boolean functions satisfying the avalanche criterion of degree p. We have shown that the lower bound is tight. We have also characterized the functions that have the minimum nonlinearity. Furthermore, we have found a mutually exclusive relationship between the degree of avalanche and the order of correlation immunity.
There are still many interesting questions yet to be answered in this line of research. As an example, we believe that the upper bounds in Theorems 2 and 3 can be further improved, especially when p and q are neither too small, say close to 1, nor too large, say close to n − 1.
