Abstract. Good methods are needed to specify, test, and debug material-handling control logic. This article surveys a number of representative methods for defining and describing control algorithms for programmable materialhandling equipment used in flexible manufacturing systems. The methods are evaluated with regard to their suitability for communication between people and as bases for interfaces to automatic program generators. It is concluded that no single method is entirely satisfactory. Three methods (position diagrams, function block diagrams, and operation networks) have potential to be combined into an effective hybrid approach that minimizes the need for the user to switch between various conceptual models.
I. Control software in the flexible manufacturing system life cycle
One of the major hindrances to realizing the potential benefits of flexible manufacturing system (FMSs) is the difficulty of developing the control software that they require. The problem of specifying and developing control software is present throughout the life cycle of the FMS, during its design and implementation, and whenever modifications are made or new components are added.
According to a recent Society of Manufacturing Engineers Blue Book (CASA/SME 1988), simulation is required to determine such things as the optimal number of stations in a flexible manufacturing cell. Because of the dependence of the problem on such a variety of factors--materials, tools, schedules, manning, routing, control--experimentation is needed for its solution. The Blue Book also noted that simulation, including graphic animation, is highly desirable for debugging of complex control logic. Thus, even to model an FMS at early stages of the design effort, the control logic must be specified in the model.
There must also be a good way to specify control algorithms when the system is implemented. The algorithms must be embodied in software for the programmable controllers and computers used for system control. Development of software requires that it first be specified. It often happens that a simulation model is used to design an FMS that incorporates well-constructed control algorithms, but because design and implementation are done by different people, the control algorithms are completely redeveloped when the system is implemeted (McHaney, 1988) . Not only is this a significant reduplication of effort, but there is no mechanism for ensuring that the control algorithms that are implemented are the same as the ones that were designed.
Thus a good method is required for specification of control algorithms in FMSs. A good specification method, when supported by appropriate computer-aided software engineering tools, especially automatic program generators (Rich and Waters, 1988) , would provide the following benefits in FMS description, analysis, simulation, and implementation.
9 Increased productivity in building simulation models and other models that are capable of incorporating control logic of FMS 9 Increased ease and flexibility in modifying control logic in models, thus facilitating experimentation 9 Greater degree of correspondence between the control logic that is designed and the control logic that is implemented 9 Increased productivity in validating, debugging, and implementing control programs 9 Improved communication about control algorithms among the various people involved in design, implementation, and operation of the FMS 9 Increased flexibility in adapting control programs to changes in the FMS throughout its life cycle
Aritificial intelligence techniques may in the future provide the basis for control computers that are able to learn how to control FMS cells (Bu-Hulaiga and Chakravarty, 1988) . Such computers would be able to design and implement the necessary control algorithms themselves. These systems would, in theory, not require any human involvement in development of control software, not even in its specification. A better understanding of specification methods and tools could contribute to development of control systems that are capable of learning by providing insight into how the required knowledge base should be structured.
The purpose of this article is to survey a number of representative techniques for defining and describing control algorithms for programmable material-handling equipment used in FMSs (robots, automated guided vehicles (AGVs), complex conveyor systems, and automated storage/retrieval systems). Some of these techniques are used informally, while others have been very formally developed and supported by computer-based tools. In section 2 we describe the requirements that a specification method should meet. Existing methods are evaluated against these requirements in section 3. The final section summarizes the strengths and weaknesses of the methods.
Desired features of specification methods
In order to provide the benefits listed above, a specification method must be capable of providing a basis for an automatic programming system that can both embed code for modeling control logic into simulation programs and can generate actual control programs for FMS implementation. Our definition of an automatic programming system is adapted from Barstow (1985) . An automatic programming system allows a computationally naive user to describe problems using the natural terms and concepts of an application domain in a simple and natural way. An automatic programming system produces programs that run on real data to effect useful computations that are reliable and efficient enough for routine use. A specification method would serve as the basis for the user interface of such an automatic programming system.
The success of an automatic program generator depends in part on its user interface. If the user interface is badly designed, the process of describing control logic will not be simple or natural. A good user interface provides short learning times, rapid task performance, low error rates, high user satisfaction, and ease of retention (Shneiderman, 1987) . Shneiderman (1983) has identified a class of user interfaces which he calls direct manipulation interfaces. They have been highly successful commercially. In addition, the superiority of direct-manipulation interfaces has been verified in laboratory experiments. A notation called User Action Notation has been proposed for the specification of direct-manipulation interfaces (Siochi and Hartson, 1989) .
Three features characterize a direct-manipulation user interface:
1. There is continuous visible representation of the object and actions of interest 2. The user interacts with the computer by means of physical actions or labeled button presses instead of complex command syntax 3. The system's operations are executed rapidly and are reversible, and the impact of each operation on the object of interest is immediately visible A direct-manipulation interface is ineffective if the representations of objects and actions are incomprehensible to the user. It has been noted that an object-oriented worldview is very helpful in building simulation models (Burns and Morgeson, 1988; Larkin, Carruthers, and Soper, 1988; Ulgen and Thomasma, 1986) . In a computer program based on an object-oriented worldview, all elements of the program, including those that are presented to the user, directly match real-world concepts and entities. Graphical representations and names are chosen with this correspondence always in mind. Design of a directmanipulation user interface according to an object-oriented worldview increases the likelihood that the representations will be comprehensible.
Whether a computer program is implemented using an object-oriented programming language--i.e., a language that supports abstract data types, polymorphism, and inheritance (Pinson and Wiener, 1988) --is irrelevant to whether or not its user interface is based on an object-oriented worldview. However, programs based on an object-oriented worldview are easier to implement using object-oriented programming languages than other programming languages.
We seek a specification method that has the following features:
1. It is based on an object-oriented worldview. Concepts, names, diagram elements, etc.
in the methodology have a direct, one-to-one relationship with real-world entities and concepts that are familiar to anyone knowledgeable about the equipment in an FMS. 2. It is understandable. The specification method should not require learning concepts and skills that are useful only in connection with that particular technique. When expressed in the language of the technique, specifications should be readily understandable by managers, engineers, technicians, and operators who need to understand the control logic. 3. It is complete. The specification technique must be capable of capturing enough information to permit automatic generation of complete control programs.
4. The specification method should be capable of being supported by a computer program that has a direct-manipulation user interface.
In the next section, on the basis of the extent to which they incorporate the above features, we evaluate the following methods: problem-oriented languages, function block diagrams, operation networks, time-position diagrams, rule sets with position diagrams, activity-cycle diagrams, Petri nets, and state-transition diagrams.
A survey of control-logic specification methods

An example FMS
In order to assist the reader in making comparisons among methods, we will show how each of them could be applied to specify the control algorithm for the robot in the flexible machining cell pictured in figure 1 .
Parts enter the system on an accumulating conveyor and form a queue at the pickup point. Parts are picked in order by the robot at that point and are placed at machine A, machine B, or in storage. Each part that comes into the system has a scheduled processing time on each machine and a routing defined in the part's process plan. This information is made available to the cell controller. The possible part routings within the cell are "in ~ A out" "in ~ B ~ out," "in ~ A --' B ~ out" and "in --' B ~ A ~ out" Storage is used primarily as a place to put parts that need processing on both machines, have been processed on one machine, and are waiting for the other machine to be free for processing. Regular preventive maintenance is done on the machines. In addition, both machines are subject to random breakdowns. A machine is always in exactly one of the states "idle," "working," "down," and "finished-part-waiting." When a machine finishes its processing, it can neither be repaired nor can it process a new part until the robot has picked up the finished part.
Storage
The robot can pick parts at the pickup point, place parts at Out, and pick and place parts at both the machines and at storage. It can move its gripper (full or empty) from any one of these places to any other. The gripper can hold at most one part at a time. The cell controller knows the remaining routing for each part in storage and the routing for the next part on the conveyor (i.e., the part at the pickup point).
These rules give an overall description of a possible control algorithm for the robot:
1. If a finished part is waiting at a machine, pick it up and take it to whichever place it should go next. If its processing is all done, it should be taken to Out. If it requires processing on the other machine and the other machine is idle, it should be taken there.
Otherwise it should be put in storage. Else: 2. Load idle machines, first from storage, then from the pickup point. Else: 3. Put parts from the pickup point into storage.
These rules probably do not define a control algorithm that is optimal in any sense, and they are neither complete nor unambiguous. They are characteristic of the sort of natural language description that a manufacturing engineer might give a management scientist who is building a model of the system or to the control engineers responsible for implementing the system.
In the examples that follow, only partial descriptions of some aspects of this or alternative control logics are given. Even for this relatively simple cell, there is no method that can capture all the necessary information and display it in one compact figure.
Problem-oriented languages
Many programmable controllers and computers used for control can be programmed in ordinary high-level programming languages, like FORTRAN or C (Lukas, 1986, pp. 60-71) . Eventually, control algorithms have to be encoded in programming languages for simulation and system implementation, but this must be done using clear specifications as references. In order to make the programming job easier, some vendors provide special programming languages with their controllers or programmable equipment.
A possible language for programming a material-handling robot is illustrated in figure  2 . This program instructs the robot to pick up a part from storage and move it to machine A. The first two lines position the robot's gripper in front of storage, at the point with global spatial coordinates (x, y, z) = (-8, 1, 3). There is a part waiting at storage. The next three lines instruct the robot to pick up that part. Line 6 instructs the robot to move its gripper to machine A at coordinates (-3, 4, 3.5) . The last three lines instruct the robot to place its part on machine A. Names and keywords in a good problem-oriented language should be chosen according to an object-oriented world view. This would make the language easier to use than a generalpurpose language. But the user will still be faced with all the usual idiosyncrasies common to programming languages. Syntax must be learned and followed precisely. Careful attention must be paid to the order in which statements are written and executed. Problemoriented languages can be used to completely specify and automatically generate programs for complex control logic, but their use requires all the knowledge that a computer programmer would have. A direct-manipulation interface is not possible with this method. Elements of the control specification are manipulated indirectly by editing a text file.
OPEN GRIPPER MOVE TO
Function block diagrams
To build a function block diagram (Lukas, 1986, pp. 49-60) , the user is presented with a library of functions that the control system can perform. The functions are represented graphically by symbols or icons. These are chosen from the library and connected together by directed line segments that represent the flow of control signals. In this respect, a ladder diagram or other circuit schematic can be understood as a special case of a function block diagram. Some of the function blocks normally supplied in any system are ones for logic: AND, OR, NOT.
A portion of a robot's control algorithm is pictured in figure 3 . The diagram pictures a rule that the robot could use to decide what to do when it has finished moving a part from storage to machine A. If the robot is at machine A, machine A is empty, and the robot has a part, then the robot should begin its place operation immediately.
Function block diagrams are widely used to specify and describe all kinds of control systems. They are used as the graphical language for the HOSE software development environment (Sparks, 1990) . If the blocks in the library are well chosen, function block diagrams can be easy to use and understand. This is true especially if the functions correspond directly to objects that carry out the functions, as they do in an electrical schematic. The information captured on these can be very complete. On the whole, function block diagrams are best for representing complicated decision-making logic. If the control system is large and complex and uses a large number of decision blocks (ANDs, ORs, NOTs), the diagrams can be difficult to read.
Robot is at Machine
Operation networks
A function block diagram that is used to summarize the sequence of activities in a computer program is commonly known as a flow chart. A flow chart differs from a function block diagram in that the directed line segments between functions represent sequence of activities rather than control signals. MOiler (1985) presents a variant of this sort of diagram, which he calls an operation network (figure 4). The functions (operations) in this diagram are "pick," "place," "move," and "manufacture." The diagram is read from left to right. The order of icons in the diagram indicates the order in which operations are done. The diagram can picture operations done sequentially or in parallel, and can portray branching, conjunction, and repetition. Each operation can be further broken down into suboperations.
The diagram in figure 4 defines the following sequence of operations for the cell: 1) The robot places a part at machine A; 2) The robot moves its empty gripper to pickup point In. At the same time, machine A starts processing; 3) The robot picks up a part at In; and 4) The robot moves the part to machine B. Timing could be easily attached to the operation blocks in these diagrams. Decisions on which branching occurs would have to be added in some way to the description: the operation network does not capture this. The operation blocks match real-world operations very closely. Once it is understood that the positions of the icons indicate temporal precedence relationships among operations, these diagrams are quite easy to understand. The ability to break operations into suboperations makes this appropriate for large systems. This can be well supported by a direct-manipulation user interface. Its drawback is that it does not capture repetition very well or decision rules at all. It also requires some additional labeling to indicate where the moves are from and to.
There is a controller language called Grafcet (Considine and Considine, 1986, pp. 158-159; Savoir, 1986) that is an annotated operations network with extensions. Grafcet adds transitions between the function blocks in the operations network. Function blocks are annotated with programs that implement actions, such as "Move part from pickup point to machine A" Transitions are annotated with programs that are used to determine whether the next function block in the diagram should be executed. Therefore, a function block in a Grafcet diagram is not to be executed until the program (e.g., "Machine A is idle") attached to its preceding transition evaluates to "true" Grafcet diagrams can clearly represent execution of parallel, synchronized processes. The diagram in figure 5 displays more information than any of the other diagrams presented so far. It shows that at time zero, the robot is waiting at In while machine A is processing a part. The robot then moves to machine A, picks up the finished part, and places it at Out. It then picks a part from In and delivers it to machine A, which begins to process it. The robot gets a part from storage and brings it to machine B, which begins processing it. While both machines are processing, the robot brings a part from In to storage and then waits at In. When machine A is done, the robot brings its finished part to storage and then takes the finished part at machine B to Out. The last diagonal line on the diagram indicates that the robot goes to storage to pick up another part.
Time-position diagrams
Time-position diagrams are very useful for deterministic scheduling, being simple extensions of the familiar Gantt chart (Adelsberger and Kanet, 1989) . But they are incomplete descriptions of control logic. They say nothing about what the entities in the system are doing as they move or rest between motions. They have no ability to reflect decision making or adaptation to varying situations in the cell. The diagram is almost useless if the various move times and cycle times are not deterministic. They are also rather abstract, reducing real objects to points along the vertical axis of a chart.
Rule sets with position diagrams
Position diagrams with rule sets attached to decision points are specifically used with material-handling systems, especially AGVs. The position diagram is a map of the physical routes traveled by the material-handling vehicle. Graphic symbols are placed in positions along the route where special things can occur. Sets of rules that provide the control logic are associated with each of the marked positions, called decision points, on the map. These rule sets are usually expressed in terms of a programming language or as productions in an expert system. The PROMOD (1988) simulation system takes this approach in obtaining from the user definitions of material-handling systems. Figure 6 shows how a rule set with position diagram could be applied to our robot cell. Each position indicates a possible location of the robot's gripper. When the gripper is at the input point, the robot decides what to do next according to the rule set associated with In. If a machine is waiting for a part or waiting to be unloaded, then the robot should service that machine. If both machines are busy, the robot should move a part to storage. Otherwise, the robot should wait for a part to arrive at In on the conveyor.
Note that the positions of the graphic symbols on the diagram could be used to convey distances, thus eliminating the need to specify those particular parameters in the data base of information needed to write a simulation. In fact, the layout could be read from the computer-aided drafting (CAD) package that was used to draw the plant layout when the facility was first planned. The position diagram matches exactly the physical layout of the
Rule set when Robot is at "In" Figure 6 Position diagram with a rule set. system being controlled, so in that respect it is a strongly objected-oriented approach. However, the decision rules must be written and read by people who can write computer programs or do knowledge engineering. All information needed for simulation or implementation can be captured from the diagram and the rules.
IF (MACH_WAITING) THEN ATTEND_MACH ELSEIF (PARTS_IN) THEN STORE_PARTS ELSE WAIT ENDIF
Instead of assigning rule sets to decision points, general decision strategies can be built into the simulation programs and controllers. Such decision strategies could be used to determine such things as which of several waiting parts to pick up first (e.g., take the one that has been in the system longest). A variety of possible decision rules can be made available to the user in a menu (Bachers and Steffens, 1983) . The SLAM II simulation language (Pritsker, 1986 ) takes this approach in its material-handling extension.
Activity-cycle diagrams
An activity-cycle diagram is used to depict the integration of two or more processes (Pidd, 1988) . In these diagrams, rectangles and circles represent active and dead states. Active states represent scheduled service times. In a dead state, an entity waits for something to happen. In general, there is no cooperation between entities of different classes in a dead state. Activities are done in the order indicated by the arrows.
In figure 7 , the activity-cycle diagram for the machine shows that it continually repeats this sequence of activities: 1) Wait for the robot to load a part; 2) Process the part; and 3) Wait for the robot to unload the part. States "LOAD MACHINE" "UNLOAD MACHINE," "LOAD STORAGE" are active states of the Robot cycle. "LOAD MACHINE" "UNLOAD MACHINE," "PROCESS PART" are the active states of the machine cycle. The robot is in the dead state "READY" when it is not at one of the active states. A machine is in the "WAIT FOR ROBOT" or "OK" state when not in one of the active states. In the physical world, such states as "OK" and "READY" might not exist. They are placed on the diagram to assure that each active state is followed by a dead state. Annotations under the robot's activities give additional details about the activities and decisions that are made. Figure  8 shows how the cycles for machines A and B would be integrated with the robot's cycle. Both the robot and one of the machines is involved in each "LOAD MACHINE" activity.
There is a computer program that automatically produces simulation programs from activity-cycle diagrams (Hutchinson, 1981) . Once a good set of states is chosen to match actual states of equipment in a system, these are fairly easy to understand. The concept of active vs. dead states might be a little difficult to apply in some situations. The diagrams do not capture decision-making behavior or branching.
Petri nets
Petri nets (Peterson, 1981) were originally conceived to model concurrency in computer systems. Recently, they have been used to study discrete decision and control structures for manufacturing systems. For example, Bruno and Marchetto (1986) , Kasturia et al. (1988) , and Willson and Krogh (1990) use them to automatically generate programs for process control in manufacturing systems. Wadhwa and Browne (1989) automatically generate simulation programs from them. Transitions fire when all their antecedent places contain tokens. When a transition fires, tokens are removed from all its antecedent places and placed in all its successor places. Figure 9 shows a portion of a Petri net for our robot cell. To understand it, one must know that to proceed with any transition, the condition preceding it must be satisfied. Thus, in order to begin placing a part on machine A, the robot must have a part that requires processing by machine A and must have its gripper at A. Also, machine A must be idle at that time. In figure 9 , there is a token in the place labeled "Machine A idle." When a token appears in the place labeled "Robot has part to process on A and Robot is at A," then the transition will fire and the part can be loaded onto machine A. This will be indicated by removing the tokens and putting a new token into the place labeled "Part being placed in Machine A." Petri nets convey a clear idea of sequence. They also indicate, in part, what conditions must be met before a given operation can proceed. Through the use of tokens, they can define the state of the system at a given point in time, thus lending themselves to animation. Using and understanding Petri nets requires that states and events in the system be clearly identified and labeled and that labeling be reflected in the Petri net.
Petri nets are seldom used as specification techniques. Although Willson and Krogh (1990) generate programs from them, they use a data base of rules as their user interface. Petri nets are then automatically generated from the rules. The great importance of Petri nets is their usefulness in analysis. Willson and Krogh (1990) and Zhou et al. (1989) to determine whether deadlocks are possible and whether it is possible for two incompatible events to occur (safeness). This kind of analysis produces information about a system that is very hard or impossible to obtain by simulation and queueing models.
Petri nets can be difficult to read. Very complicated nets are usually needed to describe systems. It is particularly hard to label places succinctly. Bu-Hulaiga and Chakravarty (1988) find Petri nets hard to modify for reuse when there are structural changes in the manufacturing system being modeled. Wadhwa and Browne (1989) find that producing Petri net models is difficult and that the resulting models are not concise. These and other authors, therefore, have offered a number of extensions of Petri nets in order to increase their expressive power.
Delays can be attached to transitions (DiMascolo et al., 1989) or to tokens in places (Wadhwa and Browne, 1989) to produce timed Petri nets. If these delays are expressed as samples from probability distributions, then the result is a stochastic timed Petri net. This information is important for determining such things as system throughput.
In order to make state descriptions more concise, attributes called colors can be assigned to tokens. The resulting formalism is called a colored Petri net (Kasturia et al., 1988) . The colored Petri net formalism also allows the modeler to specify functions that control the removal and placement of tokens of various colors when transitions are fired.
Predicates can be attached to transitions (Wadhwa and Browne, 1989) , or special decision nodes can be included (Nof et al., 1980) that allows the modeler greater ease in specifying events that are modeled by transition firing. Zhou et al. (1989) and Willson and Krogh (1990) have also offered means of building large Petri nets from smaller Petri net modules.
State-transition diagrams
Petri nets and activity-cycle diagrams are state-transition diagrams with added structure. An activity-cycle diagram is a state-transition diagram with the added distinction made between "active" and "dead" states. A Petri net is a state-transition diagram plus an explicit way to represent events (transition) and current states (tokens). In a state-transition diagram, states are represented by labeled circles and transitions by labeled arcs.
The labeling on the arcs in a state transition diagram can be of the form "control signal/output." In this labeling scheme, the control signal is a command containing some information. The output is some additional action that might be taken in addition to changing state. With this labeling, a state-transition diagram can be used to automatically generate a finitestate machine describing the control structures for a computer program (Edelberg, 1988) . Drolet and Moodie (1989) have used finite-state machines to automatically produce control programs for a manufacturing cell.
Since they are simpler than activity-cycle diagrams and Petri nets, state-transition diagrams are a little easier to use, but they do not convey as much information as the other diagrams do. All of these three types of diagrams are somewhat abstract in the sense that the positions of entities on the diagram do not have any relationship to positions of objects on the shop floor. This can cause confusion for those who are used to interpreting arrows as indicating material flow or motion from once place to another and circles or other icons as indicating workstations or other physical positions in a factory.
Other methods
There are some other methods for specifying or programming control logic that, for various reasons, we have not included in our survey.
Ladder diagrams (Lukas, 1986, pp. 55-57) predate the use of computers to control manufacturing processes. They are circuit diagrams for control devices built from relays, timers, contracts, switches, and indicating lights. Ladder diagrams are in widespread use and are well understood among electrical engineers and shop-floor electrical technicians. However, they are not likely to be helpful to the manufacturing engineer who thinks mostly in terms of flow of materials and how to coordinate the activities of many machines and material-handling devices. Inadequacies of ladder diagrams are recognized by control engineers (Yue and Wong, 1990) .
General software specification and design techniques can also be used to specify control logic. These techniques are well surveyed by Martin and McClure (1985) ; they are primarily concerned with modeling data and transformations of data, and therefore are complementary to the methods surveyed above.
There are also diagrams that are associated with simulation languages such as GPSS. Brandl (1990a) has shown that these diagrams can be treated as varieties of operation networks. Table 1 summarizes the strengths and weaknesses of the specification methods surveyed above. No one method meets all the requirements set forth in section 2. Petri nets come the closest, but it is generally difficult to describe states (labels for "places") concisely. Some authors define states in terms of patterns of values assigned to instance variables of software objects (Bu-Hulaiga and Chakravarty, 1988) or in terms of histories of events in the system (Naylor and Maletz, 1986) . According to these definitions, a great deal of information is needed to describe a state. Also, state transitions are most naturally communicated in terms of animation: changes in visual characteristics over time. The statetransition typos of diagrams communicate relationships between states in terms of spatial locations.
Summary
Other specification techniques are stronger than Petri nets in some respects. Function block diagrams are better for indicating decision logic. Pure position diagrams (section 3.6) provide the most object-oriented approach, but they are very incomplete. Time-position diagrams give the clearest static view of timing relationships.
Some of these specification methods can be combined very naturally. Function block diagrams can be used as a notation for the rules that accompany position diagrams. An assignment of a rule set to a decision point on a position diagram can be viewed as specification of a decision that must be made upon the completion of a transfer operation. This approach can be generalized to one in which operations are no longer limited to transfer operations. Operations are defined by label, icon, duration, and rules for decisions that are made at the operation's completion. The operation's icon is used in animating the position diagram. Our experience with a system that uses function blocks with position diagrams indicates that it is a useful and informationally complete method (Thomasma et al., 1990a) . We have found it cumbersome for describing control logic for large systems, however. W'tUson and Krogh (1990) observed a similar limitation in their specification method, which is based entirely on rules.
We have found it natural to think in terms of sequences of operations as well as in terms of rules. Operation networks are a natural notation for sequences of operations that a machine or robot frequently executes. Operation networks can also be used to describe process plans for parts. A system based on animated position diagrams, function block diagrams, and operation networks is very promising (Thomasma et al., 1990b) . Shepherd et al. (1989) and Brandl (1990b) take a similar approach, combining rules and Grafcet diagrams. These systems can be viewed as timed, stochastic Petri nets, with predicates attached to their transitions, that are specially structured for display to users in small, manageable pieces. We have concentrated in this article on specification methods that capture information at a higher level of abstraction than ladder diagrams or C programming language statements. That is why these methods can serve as user interfaces for programs that can automatically generate the lower-level, detailed control programs. But information of a yet higher level is also needed for effective operation and control of FMSs--for example, overall AGV control strategies, schedules, assignment of tools and operations to machines, and maintenance schedules. The methods we have surveyed are not designed to serve as notations for algorithms for determining this higher-level control information from such inputs as orders, demand forecasts, and process plans.
We envision two ways in which higher-level control information and algorithms can be integrated with the specification methods surveyed in this article. One, which can be implemented using current technology, is to package higher-level algorithms as ordinary computerprogram modules that are called instead of rules at decision nodes or transitions.
The other, which requires further research, is to automatically generate Petri nets, Grafcet diagrams, rule sets, state-transition diagrams, and the like (and hence, ultimately, executable control programs), perhaps using artificial intelligence techniques, from such information as overall AGV control strategies, schedules, assignments of tools and operations to machines, maintenance schedules, orders, demand forecasts, and process plans. For this purpose, the specification methods we have surveyed can serve as structures for knowledge representation. Some of these methods already have strong affinities to constructs that are used in artificial intelligence. Rule sets and function block diagrams are similar to the rules in rule bases commonly used as knowledge representations in commercial expert systems. Operation networks and Grafcet diagrams are similar to scripts used in research on machine learning and goal-directed behavior. It should be worthwhile to develop and formalize these specification methods so that they can serve effectively as knowledge representations for artificial intelligence. Achieving that would be a step toward development of control computers capable of constructing their own algorithms for controlling FMS cells.
