INTRODUCTION
In a model-based approach to survey sampling inference the role played by the survey design is not completely clear. Some authors such as Godambe (1966) and Basu (1971) have asserted that the randomization distribution has no role in a purely model-based approach. Others, such as Ericson (1969) , Royall & Pfeffermann (1982) , Little (1982) and Smith (1983) , recognize that random sampling schemes may have desirable robustness properties in a model-based approach but that other designs, such as balanced samples, may be better for some purposes. Scott (1977) and Scott & Smith (1973) examine the conditions under which any survey design can be ignored for Bayesian inference. If these conditions are not satisfied then averages over subsets of the randomization distribution may be necessary for valid Bayesian inference. Rubin (1976) , in a fundamental paper on missing values, interprets sampling as a special case of missing values and establishes conditions under which the selection method can be ignored for model-based inferences from the Bayesian, likelihood or sampling theory viewpoints. Little (1982) extends Rubin's results to nonresponse and Smith (1983) to nonrandom designs such as quota sampling which depend on response variables.
The key to understanding the role of survey design is to follow Scott (1977) and introduce the idea of design variables, known to the sampler before the sample is drawn, in addition to the response variables measured in the survey. For a finite population of N units we define these as follows.
Response variables, y = (u,. ..., yN)T, known only for those units observed in the sample, s, which is a subset of n units from N. where J is the set of feasible samples. The choice of design is often an ill-defined process involving the determination of strata, size of cluster, measure of size of sampling units, overall sample size, sample allocation and method of unequal probability sampling. Frequently cost and administrative constraints dominate the choice rather than considerations of statistical inference. Nevertheless, we suppose that the selection process can be modelled by a sample selection scheme which depends on the design variables z and may depend also on the response variables y and a vector of parameters /. We write this scheme as P(sjly,-z; i/), s e so.
(1.2) This is the discrete distribution of the sample indicator variable S which takes the value one for sampled units and zero otherwise. The realized value of S is also denoted by s. For surveys with nonresponse, or for quota samples, the selection may depend on y and a as well as on z; see Little (1982) and Smith (1983) . In this paper we concentrate on designs which depend only on the design variable z. Such designs, which include all random sampling designs, can be written p(slz), se?9.
(1.3)
All designs of the form (1P3) satisfy the basic design assumption of Scott (1977) , that S 11 YIZ, (1.4) where the symbol 11 means independent as employed by Dawid (1979 Table 2 in ?4 the schemes satisfy (1 4) and can all be written in the form (1 3). The object of this paper is to consider situations in which there is only partial knowledge of the values in the matrix of design variables z. The person drawing the sample, the sampler, is assumed always to know the values in z, and so can ignore the sample selection scheme in making model-based inferences (Scott, 1977; Rubin, 1976) . Frequently, however, the survey data are analysed by a research worker or statistician, the analyst, who is different from the sampler. If the sampler has not included the values of z in the data then the analyst must make inferences about Y based on the knowledge of z gleaned from the sample and its selection mechanism, together with other auxiliary information.
Our basic question is under what circumstances can the analyst ignore the sample selection scheme? In ? 2 we define various types of partial information. In ? 3 we develop some general model-based theory for inference based on partial information and establish conditions for the ignorability of the sample selection scheme. In ? 4 we examine some standard probability designs to see to what extent they satisfy the conditions for ignorability. In ? 5 we look at some models for suvey data in the light of our previous results. For inference by the analyst we consider six cases of design information, case (i) corresponding to complete design information and cases (ii)-(vi) to partial design information. In all cases (s, y8) is assumed to be known. The design information in ds in each case is given in Table 1 . In ? 3 we show that a key condition for the ignorability of selection for inference given the design information is as follows. Note that in the above we are assuming that the analyst knows the selection mechanism which is part of his statistical model. For example he knows that stratified random sampling has been employed, the rule by which strata are formed and also the sample size allocation rule, but not necessarily the strata themselves or equivalently the selection probabilities (1L1). An unknown selection mechanism, as for example in quota sampling (Smith, 1983) , requires further assumptions. 
PARTIAL DESIGN

MODEL-BASED
IGNORABLE DESIGNS
In this section we consider some examples of common probability sampling designs and purposive designs and discuss whether they satisfy the main condition for ignorability, Condition 1: (ii) select subsequent units with probability proportional to wj/(l -wi) with replacement, j * i; (iii) if achieved 8 contains n distinct units accept it, otherwise start again. Knowledge of the wi's for all units is sufficient to satisfy Condition 1 using both methods as the inclusion probabilities determine the joint inclusion probabilities and also p(8). This is not true in general for all probability proportional to size schemes so the conclusion of D. B. Rubin in his conference paper that the inclusion probabilities are propensity scores which form an adequate summary must be tempered by the condition that the scheme is of a similar type to scheme A or B.
These propensity scores are often used as inverse probability weights attached to sampled units to obtain approximately unbiased estimators with respect to the randomization distribution. 
where k(z) is the number of feasible samples.
As an example, consider again a regression model where zi is the 'size' of the ith unit. A simple balanced sampling scheme which may be adopted for robustness (Royall & Herson, 1973 In summary, Table 2 shows whether the ignorability Condition 1 is satisfied or not. We compare the effects of three schemes for selecting one unit: Scheme 1: select the unit at random, Scheme 2: select the largest size unit with probability one, Scheme 3: select the unit with probability proportional to size.
If we assume great prior uncertainty, with independent constant prior densities for /3, 
