A Lévy process on a * -bialgebra is given by its generator, a conditionally positive hermitian linear functional vanishing at the unit element. A * -algebra homomorphism κ from a * -bialgebra C to a * -bialgebra B with the property that κ respects the counits maps generators on B to generators on C. A tranformation between the corrresponding two Lévy processes is given by forming infinitesimal convolution products. This general result is applied to various situations, e.g., to a * -bialgebra and its associated primitive tensor * -bialgebra (called 'generator process') as well as its associated group-like * -bialgebra (called Weyl- * -bialgebra). It follows that a Lévy process on a * -bialgebra can be realized on Boson Fock space as the infinitesimal convolution product of its generator process such that the vacuum vector is cyclic for the Lévy process. Moreover, we obtain convolution approximations of the Azéma martingale by the Wiener process and vice versa.
Introduction
A stochastic process X t : E → G, t ≥ 0, over some probability space E taking values in a (topological) group G is called a (stationary) Lévy process on G if the increments X st = X −1 s X t , 0 ≤ s ≤ t, of disjoint intervals [s, t) are independent, if the distribution of X st only depends on t − s (stationarity), and if, for t → 0+, we have that X t converges in law to the Dirac measure δ e concentrated at the unit element e ∈ G. From an algebraic point of view this can immediately be generalized to stochastic processes (X st ) 0≤s≤t taking values in a monoid G where the additional evolution equation X rs X st = X rt is postulated. These 'classical' Lévy processes are commutative in the following sense. If we replace G and E by suitable * -algebras of functions (on G and E; e. g. replace G by L ∞ (G) and E by L ∞ (E)) then X st : E → G will give a * -algebra homomorphism mapping a function f on G to the function f • X st on E. The j st form a commutative process because they are defined on a commutative * -algebra. Replacing the monoid G by a * -bialgebra and the classical probability space E by what is called a quantum probability space, the notion of a quantum Lévy process (QLP) on a * -bialgebra over a quantum probability space can be introduced; cf. [1] .
process on a Boson Fock space. The relation with the generator process even reproves the fact that the original process fulfills a quantum stochastic differential equation. Another application is the approximation of the Azéma martingales by infinitesimal convolution products of the Wiener process, and vice versa.
In Section 2 we repeat the necessary definitions that, in Section 3, are used to formulate the transformation theorem. Section 3 also provides the constructions of several related * -bialgebras, necessary for the applications. Section 4 presents the proof of the transformation theorem, Section 5 its applications.
Preliminaries
An involutive or * -vector space is a vector space V with an involution, i.e., an anti-linear mapping v → v * on V satisfying (v * ) * = v. A * -algebra is an algebra A which is also a * -vector space such that (ab) * = b * a * for all a, b ∈ A. If A is a * -algebra, then so is A ⊗ A with involution defined by (a 1 ⊗ a 2 ) * = a * 1 ⊗ a * 2 . A complex vector space C is a coalgebra if there are linear maps ∆ : C → C ⊗ C and δ : C → C, called the coproduct and counit respectively, satisfying
Following Sweedler we frequently use the notation c (1) ⊗ c (2) for ∆(c) surpressing both summation and indices. Let ∆ 0 := δ, ∆ 1 := I C , and for n ≥ 2 define
Sweedler's notation extends to writing c (1) ⊗ c (2) ⊗ · · · ⊗ c (n) for ∆ n (c), n ≥ 1.
Sometimes we shall need to equip also the conjugate vector space C with a coalgebra structure. Note that the canonical bijection i = i 1 : c → c from C to C is an anti-linear isomorphism.
The same is true for the canonical bijections i n from the n-fold tensor power of C to the n-fold tensor power of C. Using C = C we shall write i −1 n = i n . Note that i n ⊗ i m = i n+m (where the tensor product of antilinear mappings is well-defined). By i 0 we denote complex conjugation of C. It is, then, easy to convince oneself that δ := i 0 • δ • i 1 and ∆ := i 2 • δ • i 1 make (C, ∆, δ) a coalgebra. We shall use the notation c = i 1 (c), so that c 1 ⊗ . . . ⊗ c n = c 1 ⊗ . . . ⊗ c n We shall also need the tensor product (C 1 ⊗ C 2 , ∆, δ) of two coalgebras (C 1 , ∆ 1 , δ 1 ) and (C 2 , ∆ 2 , δ 2 ), where δ := δ 1 ⊗δ 2 and ∆ := (id ⊗τ⊗id)•(∆ 1 ⊗∆ 2 ) and τ denotes the flip c⊗d → d⊗c.
A * -bialgebra (B, ∆, δ) is a coalgebra which is also a unital * -algebra, and in such a way that ∆ and δ are * -algebra homomorphisms. If A is a unital * -algebra with the multiplication map M : A ⊗ A → A defined by setting M(a 1 ⊗ a 2 ) = a 1 a 2 , then we define the convolution of
for all b ∈ B and the coproduct and counit are unital, i.e., ∆(1) = 1 ⊗ 1 and δ(1) = 1. We only consider unital algebras.
Let (A, Φ) be a quantum probability space, that is, a unital * -algebra with a state (a normalized positive linear functional Φ : A → C). A quantum stochastic process j = j i i∈I , indexed by some index set I, is a family of quantum random variables j i (that is, of unital * -algebra homomorphisms j i : B → A). By ϕ i := Φ • j i we denote the distribution of j i . The notion of independence used for quantum Lévy processes on * -bialgebras in this paper is the tensor independence. A stationary quantum Lévy process on B over A is a quantum stochastic process j = j s,t 0≤s≤t<∞ , satisfying the following four conditions.
(LP1) The increments j s,t of disjoint intervals (s, t] are tensor independent in Φ, that is,
(LP2) The increments are stationary, that is, ϕ s,t = ϕ 0,t−s for all 0 ≤ s ≤ t.
(LP4) The j s,t are increments under convolution, that is, j r,s ⋆ j s,t = j r,t for all 0 ≤ r ≤ s ≤ t and j t,t (b) = δ(b)1 for all 0 ≤ t < ∞.
In the sequel, for a stationary quantum Lévy process we will simply say Lévy process. We observe that by (LP1) and (LP4) every Lévy process fullfills the condition:
(LP4') ϕ r,s ⋆ ϕ s,t = ϕ r,t for all 0 ≤ r ≤ s ≤ t and ϕ t,t = δ.
Therefore, by (LP2) and (LP3) the states ϕ t := ϕ 0,t form a weakly continuous semigroup under convolution. By (LP1), (LP2) and (LP4) this convolution semigroup determines all joint moments (that is exactly all expressions of the form of the left-hand side of the first equation of (LP1), even if we drop the condition that the (s k , t k ] are mutually disjoint). In other words, two Lévy processes are stochastically equivalent, if and only if they have the same convolution semigroup. We can associate a generator ψ with a convolution semigroup through ϕ t = e tψ ⋆ for all t ≥ 0. Then ψ is a linear functional on B, satisfying ψ(1) = 0, and it is conditionally positive and hermitian. Thus, Lévy processes on * -bialgebras can also be characterized (up to equivalence) by their generator.
Let D be a pre-Hilbert space and denote by L a (D) the * -algebra of adjointable operators
, Ω, ·Ω is a quantum probability space. We we call it a concrete quantum probability space and write it as (D, Ω). If a Lévy process j takes values in a concrete quantum probability space, then we say j is a concrete Lévy process. By GNS-construction every quantum probability space (A, Φ) gives rise to a concrete quantum probability space (D, Ω), determined uniquely by the properties that there is a * -representation
Consequently, every Lévy process gives rise to a concrete Lévy process over (D, Ω). In these notes we will consider only concrete Lévy processes and we will leave out the word concrete.
We will say the Lévy process is cyclic, if Ω is cyclic for the * -subalgebra
So, the case t k−1 = t k can be excluded. Also, the case with t 0 > 1 can easily be achieved by putting b 1 = 1.) Notice that by (LP1) this space does not change, if we allow that the disjoint intervals are not consecutive. By restricting to the invariant subspace A j Ω of D that is generated by the process from Ω, we obtain from every Lévy process over D a cyclic Lévy process on
By a GNS-type construction applied to a generator ψ on B we obtain a pre-Hilbert space K,
for all a, b ∈ B. 
2) 
so that the limit is over a constant and gives back what j s,t (b) does to the cyclic vector. In general, there need not be group like elements in B 1 , and if, then they need not generate B.
However, if we were able to define a different comultiplication on B for which all elements in
would define a family of homomorphisms k s,t that form a Lévy process with respect to the group-like comultiplication. In other words, we transformed one Lévy process into another.
It is easy to give a direct realization of such a group-like process on a suitable Fock space;
see Section 4.1. Thus, provided that the process k acts cyclic on Ω, we would find the representation theorem. The easiest way to establish cyclicity is to reconstruct j from k by a reverse transformation. Recall that the construction of k involved replacing the original comultiplication with one that makes all b ∈ B 1 into group-like elements so that
,t n with respect to the new comultiplication. Now we do just the opposite and look at the limit of
for the original comultiplication. If this reverse transformation gives back j, then, knowing that the representation space of the intermediate group-like process k is isomorphic to a Fock space, we will know that also the representation space of j is a Fock space. Technically, in general, it
is not possible to equip B directly with a comultiplication that makes the elements of B 1 grouplike. However, it is possible to associate with every * -bialgebra B its group-like * -bialgebra The problem is solved if we associate again with B a special kind of * -bialgebra; see example 3.2. We will equip this tensor * -bialgebra with a certain comultiplication, so that the convolutions in (2.3) are defined with respect to this comultiplication.
Statement of results
We start our considerations with a cyclic Lévy process on (B, ∆, δ) whose generator is ψ. Furthermore, there are given another * -bialgebra (C, Λ, λ) and a unital * -algebra homomorphism κ : C → B which preserves the counit, i.e., δ • κ = λ. Since κ(1) = 1 it is easy to see that this last property is equivalent to the condition κ(C 0 ) ⊂ B 0 where C 0 = ker λ, B 0 = ker δ. A generator of a Lévy process on B can be lifted via κ to a generator ψ • κ of a Lévy process on C. Therefore, the question arises, what is the relationship between the two Lévy processes? We will show how the second process can be computed from the first one and vice versa.
Example. (Primitive tensor * -bialgebra associated with a * -bialgebra)
For a vector space V the tensor algebra T(V) is the vector space
where V ⊗n denotes the n-fold tensor product of V with itself, V ⊗0 = C, with the multiplica-
The tensor algebra satisfies the following universal property.
There exists an embedding ι : V → T(V) of V to T(V) such that any linear mapping f from V into an algebra A can be uniquely extended to an algebra homomorphism T( f ) :
Conversely, any algebra homomorphismus g : T(V) → A is uniquely determined by its restriction to V. In a similar way, an involution on V gives rise to a unique extension as an involution on T(V). Thus, for a * -vector space V we can form the tensor * -algebra T(V). This can be used to define a unique * -bialgebra structure on T(V) such that all elements in V are primitive, i.e., the extended mappings Λ :
and λ : V → C, v → 0 define the comultiplication and the counit on T(V).
Let (B, ∆, δ) be any * -bialgebra. The set B 0 = {b ∈ B : δ(b) = 0} is an * -ideal of B. The tensor * -bialgebra T(B 0 ) over B 0 ) is a * -bialgebra with the above comultiplication and counit.
So the second * -bialgebra C is (T(B 0 ), Λ, λ) which is called the primitive tensor * -bialgebra associated with B. The counit preserving * -algebra homomorphism κ is defined by κ(
Example. (Induced tensor * -bialgebra associated with a * -bialgebra)
Let (B, ∆, δ) and (T(B 0 ), Λ, λ) be the * -bialgebras as in example 3.1. We can define another coalgebra structure on T(B 0 ). Denote by
the canonical embedding coming from the identification of B 0 with B 0 ⊗1 and 1⊗B 0 respectively
) is a * -bialgebra. We can understand this * -bialgebra as a 'big version' of B and so (T(B 0 ), T(∆ 0 ), T(0)) is called the induced tensor * -bialgebra associated with B. In the context of the algebraic set-up the first * -bialgebra is (T(B 0 ), Λ, T(0)) and the second * -bialgebra is (T(B 0 ), T(∆ 0 ), T(0)). The identity on T(B 0 ) is an example of a counit preserving * -algebra homomorphism κ.
Example. (Reversion of the transformation)
The reverse transformation of a Lévy process on (C, Λ, λ) into a Lévy process on (B, ∆, δ)
requires a counit preserving * -algebra homomorphism κ which, roughly speaking, is the inverse of κ. The construction of κ assumes in addition the surjectivity of κ. This implies κ(C 0 ) = B 0 and the existence of an injective linear * -mapping
The linear * -mapping υ is not unique. Its existence follows from the existence of a self-adjoint basis b i i∈I of the * -vector space B 0 , I some index set. Choose c i ∈ C self-adjoint such that κ(c i ) = b i . This is possible since κ is surjectiv. Define the linear * -map υ by υ(b i ) = c i . In view of the universal property of tensor algebras we extend the linear * -map υ to a * -algebra
to the induced tensor * -bialgebra T(B 0 ). The coalgebra structure on T(B 0 ) is defined as in
Indeed, the * -algebra homomorphism κ preserves the counits. It is sufficient to show this for the generators of T(B 0 ). For all b ∈ B 0 we have
The above situation is described by
Example. (Group-like * -bialgebras)
For a set S the vector space generated by S is the vector space
Assume in addition that S is a monoid with identity e ∈ S . Since S is a basis, the multiplication
with identity element e ∈ S ⊂ C(S ). Since S is a basis of C(S ) the mapping M induces an algebra structure on C(S ) with unit element e. The vector space generated by a set satisfies the following universal property. There exists an embedding ι : S → C(S ) such that any mapping φ from S to some vector space Z can be uniquely extended to a linear mapping φ : C(S ) → Z such that φ = φ • ι. This can be used to define a coalgebra structure on C(S ). We understand S as a set of group-like elements. We extend the mappings ∆ : S → C(S ) ⊗ C(S ), ∆(s) = s ⊗ s and δ : S → C, δ(s) = 1 to linear mappings on C(S ). We will denote the comultiplication and the counit on C(S ) again by ∆ and δ. Indeed, ∆ and δ are algebra homomorphism since ∆(xy) = xy ⊗ xy = (x ⊗ x)(y ⊗ y) = ∆(x)∆(y) and δ(xy) = 1 = δ(x)δ(y) for all x, y ∈ S . An involution on S can also be uniquely extended to an involution on C(S ). Thus, for a * -monoid S we can form the group-like * -bialgebra (C(S ), ∆, δ) over S . and λ( b ) = 1 for b ∈ C(B 1 ). B 1 is equal to the set of all group-like elements in CB 1 , i.e.,
where
In the sequel, Z st denotes the set of all partitions of an interval [s, t] ⊂ R + . Let α = {s = t 0 < t 1 < · · · < t n−1 < t n = t} be a partition of [s, t] and define
We turn Z st into a directed set by writing α 1 ≺ α 2 :⇔ α 1 ⊂ α 2 .
3.5 Theorem. Let (B, ∆, δ) be a * -bialgebra and let ( j s,t ) 0≤s≤t be the unique cyclic Lévy process over (D j , Ω) whose convolution semigroup is given by a generator ψ. Let (C, Λ, λ) be another * -bialgebra and let κ : C → B be a unital * -algebra homomorphism which preserves the counit, that is, δ • κ = λ. Denote by H k the Hilbert subspace of D j defined by
For every c ∈ C and 0 ≤ s ≤ t the net ϑ α (c) α∈Z st converges in norm to an element in H k
where 
and j s,t 0≤s≤t<∞ is the original Lévy process on (B, ∆, δ). Moreover, we have H k = D j .
Proof of Theorem 3.5
In principle, Part 1 of Theorem 3.5 is proved (and Part 2 almost) if we show that the nets in (3.1) are Cauchy. To that goal in Section 4.1 we prove a lemma about infinitesimal products in Banach algebras (an extension of ideas in [5] ) and a coalgebra version (appealing to the Fundamental Theorem of Coalgebras). These lemmas plus the algebraic Proposition 4.3 allow to prove Proposition 4.4, which is the analytic heart of the proof of Theorem 3.5.
Preparatory lemmas
We start with a lemma that imitates, like in [5] , proofs of the Trotter product formula. for some constant C not depending on 
Lemma. Let
µ ∈ M and all r ≤ R. Then for all intervals [s, t] ⊂ R + , all partitions α = {s = t 0 < t 1 < · · · < t n−1 < t n = t} (n ∈ N) of [s,A (µ 1 ) t 1 −t 0 · · · A (µ n ) t n −t n−1 − e (t−s)G ≤ α (t − s)e (t−s) max( G ,C) C 2 + G 2 e α G 2 .
P. By assumption
≤ e r max( G ,C) , and thus
for all intervals [s, t] ⊂ R + , all partitions α n of [s, t], and all 1 ≤ ℓ < k ≤ n. The next calculation (cf. [5] proof of Proposition 3.3) is essential for the proof. We compute
We have
From this estimate, from the estimate preceding it, and from the estimate
There is a coalgebra version of Lemma 4.1 deduced from the Fundamental Theorem of Coalgebras, which states that the coalgebra generated by a finite subset of a coalgebra is finite converges for all ψ ∈ L(C, C) and all c ∈ C. Clearly, this limit of complex numbers cannot depend on the choice of C c : see [1] .
We now prove the coalgebra version of Lemma 4.1.
Lemma. Let C be a coalgebra. Suppose we have a constant R > 0 and a family f
on R + where ψ ∈ L(C, C) and R 
is a Banach algebra with respect to the operator norm. Since T is a bijection from
, and since all norms on finite-dimensional spaces are equiv-
for some constant C. In view of lemma 4.1 we obtain the claimed statement if we choose C c = C √ δ c and Ψ c = G √ δ c .
Proof of Part 1 of Theorem 3.5
Consider the Hilbert subspaces (0 ≤ s ≤ t)
of D j where H 0 = C. Put H t = H 0t . Using the shift and the unit vector Ω, we define mappings Therefore, we may think of the family of Hilbert spaces (H t ) t≥0 as a tensor product system in the sense of Arveson [2] ; see Skeide [10] . In fact, we will see later that is type I.
, in the sequel, we identify
In what follows we will often exploit in an essential way the coalgebra structure of B⊗C (see 
and denote
Like in Proposition 4.3, in all what follows it is important to pay carefully attention to the several comultiplications of the the coalgebras B, B, C, C, B ⊗ C, and B ⊗ C, the several convolutions stem from. 
Proposition. For c, d ∈ C and T > 0 there exists a C
P. The partitions α and β are given by α = {s = s 0 < s 1 < · · · < s l = t} and
In the concrete form of L {s n−1 ,s n },α (n) we may rewrite
since, by assumption, ( j s,t ) 0≤s≤t is a Lévy process with respect to the comultiplication of B. If for any partition α of any interval [s, t] we define the linear functionals M α on B ⊗ C by setting
, where
(Roughly speaking, if ρ ≤ s n − s n−1 , then α (n) (ρ) concides with the part of α (n) up to s n−1 + ρ, and otherwise it adds another interval to the partition.)
We define the linear functionals M r := M {τ,τ+r} on B ⊗ C. Note that these do not depend on
for all partitions α P. We have to show that for ε > 0 there is a γ such that α, β ∈ Z st , α ≻ γ and β ≻ γ, implies ϑ α (c) − ϑ β (c) < ε . By Proposition 4.4 there is a γ such that for η ∈ Z st with η ≻ γ, we have
So, for α ≻ γ we have
Thus, for α ≻ γ and β ≻ γ
The limit of the Cauchy net ϑ α (c) α∈Z st in D j will be denoted by ϑ s,t (c).
4.6 Remark. Taking the limit of (4.3) over β ≻ α for fixed α, we find the same estimate for ϑ α (c), ϑ s,t (c) . The fact that (4.3) does not depend on the precise form of α but only on its width α and computations similar to the proof of the corollary, show that ϑ α (c) − ϑ s,t (c) is small, whenever α is sufficiently small. In particular, it follows that
for each sequence α n in Z st with lim n→∞ ||α n || = 0.
To conclude the proof of Part 1 of Theorem 3.5, we start by observing that
(To see this, simply take the limit of ϑ β over the subnet of partions
we define an operator by setting
To see that this is well-defined, we simply observe that the the operator has a formal adjoint on that domain, namely, simply the operator whit c replaced by c * . (By taking joint refinements, if necessary, we may assume that the two vectors we choose to check the adjoint condition are in the same D k α .) We extend this operator by amplification to an operator k s,t (c) on
is multiplicative, so that the k s,t define a family of * -homomorphisms. A simple application of coassociativity (and, once more, (4.5)) shows that k r,s ⋆ k s,t = k r,t for r < s < t. Therefore, the family of mappings k s,t forms a Lèvy process on C over (D k , Ω) with generator ψ • κ. That D k is dense in H k , will follow from the proof of Part 2.
Proof of Part 2 of Theorem 3.5
By Part 1 of Theorem 3.5 we know that the ζ α converge in norm to something that determines a Lévy processj on D˜j that is equivalent to j. In particular,
Therefore, the only thing that remains to be shown in order to see that ζ α − j s,t (b)Ω 2 → 0, in other words, thatj = j, is the following proposition.
Proposition. For all b, d ∈ B we have
P. Let α = {s = t 0 < t 1 < . . . < t n−1 < t n = t} and write j s,t = j t 0 ,t 1 ⋆ . . . ⋆ j t n−1 ,t n . Then, as in the proof of Proposition 4.4, from Proposition 4.3 we find
Where we define the linear functionals
We are done, if we show the the L r fulfill the conditions of Lemma 4.2 with the correct linear term. In fact, if in (4.3) we insert α = {0, r} (so that α = r) and perform the limit over β, the estimate remains valid for
This ends also the proof of Part 2 of Theorem 3.5. 
Corollary. The vectors k s,t Ω, c ∈ C, generate D j in the sense that
The generator ψ defines a coboundary by (2.1). Thus, we compute
where η : B 1 → K is the canonical mapping to a dense linear subspace K of a Hilbert space K and E(η(·) ⊗ 1 [s,t] ) denotes the exponential vector of η(·) ⊗ 1 [s,t] 
So we proved that each cyclic quantum Lévy process on a * -bialgebra can be realized on a
Construction of quantum Lévy processes
In the situation of Section 5.1, an application of Part 2 of Theorem 3.5 allows to reconstruct j s,t from the process k s,t on the group-like * -bialgebra. The realization of the latter on the Fock space can simply be written down. In the present section we describe a realization on the Fock space that rather parellels the construction in [8] with the help of quantum stochastic calculus.
We will describe the construction of k s,t out of j s,t in part 1 of the transformation theorem by the short hand writing
We call k s,t the infinitesimal convolution product of j s,t • κ.
Applying our result to the situation of Example 3.1 and 3.2 with κ = id there are two possibilities. If we put B equal to the induced * -bialgebra and C equal to the primitive * -bialgebra, then for b ∈ B 0 we have
and Part 1 of Theorem 3.5 tells us that 5.2 converges to 
Classical Lévy processes and unitary evolutions
Let G be a topological group and denote by R(G) the space of all coefficient functions of continuous finite-dimensional representations of G. Then f ∈ R(G) iff there are n ∈ N and continuous complex-valued functions f 1 , . . . f n , g 1 , . . . g n on G such that
R(G) is a commutative * -algebra. By setting
R(G) becomes a commutative Hopf * -algebra. In various cases (e.g., when G is compact or locally compact abelian) the group G is uniquely determined by R(G). Let us assume that G is cf. [8] . The generator process is given by matrices I s,t ∈ M d (C) ⊗ Γ(L 2 (R + , K)) with
The transformation Theorem 3.5 says that I t 0 ,t 1 I t 1 ,t 2 . . . I t n−1 ,t n converges to the Lévy process U s,t which is the unitary process on C d ⊗ Γ(L 2 (R + , k)) given by (U s,t ) i j = j s,t (x i j ). This is a generalization of a construction already given in [11] . A classical Lévy process on U d is a special case of a QLP on U d .
Azéma martingales
Consider the * -algebra C x, x * , y generated by x and a self-adjoint y. For q ∈ R divide C x, x * , y by the * -ideal generated by the element xy − qyx to obtain a * -algebra A. On
A we consider two * -bialgebra structures. The first is the one with x (and x * ) primitive and with y group-like, the second is given by ∆x = x ⊗ y + 1 ⊗ x and δx = 0 ∆y = y ⊗ y and δy = 1 and maybe called the Azéma * -bialgebra for parameter q. Again we apply our results to these two * -bialgebras with κ = id. If we choose for generator
M(x, x * ) ∈ A a monomial in x and x * , k ∈ N 0 , then K = C, η(x * ) = 1, η(x) = 0, ρ(x) = 0 and ρ(y) = q. The linear functional ψ is the generator of the quantum q-Azéma martingale (X t , X * t , Y t ) if we consider the Azéma * -bialgebra, and it generates the process (A t , A * t , Y t ) in the case of the primitive/group-like structure of A where Y t is the second quantization of multiplication by q 1 [0,t] . The process X t satisfies the quantum stochastic differential equation dX t = (q − 1)X t dΛ t + dA t , X 0 = 0; see [6, 8] 
