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Multiplicative noise is naturally dependent on the image data, the recorded image g is the multiplication of original image u and noise n: g = un.
(
Here u, g and n are n 2 -by-1 vector corresponding to n-by-n image.
In literature, there exist two variational approaches devoted to multiplicative noise problem. One is by Rudin et al. [3] and another one is by Aubert and Aujol [1] . Based on maximum a posteriori (MAP) regularization approach, Aubert and Aujol [1] derived a denoising model as follows:
where
is the data fitting term, u T V is the total variation (TV) regularization term [1] , λ is the regularization parameter which measures the trade off between a good fit and a regularized solution.
The main aim of this paper is to propose and study a convex objective function for multiplicative noise removal in images. we consider an auxiliary variable z = log u in the multiplicative noise removal model.The proposed unconstrained TV denoising problem is given by
where α 1 and α 2 are positive regularization parameters. The main advantage of using the new data fitting in the new minimization method. We can interpret the total variation minimization scheme to denoise the multiplicative noise removed image z. The main advantage of the proposed method is that an exact TV norm is used in the noise removal process. Therefore the new method has the ability to preserve edges very well in the denoised image.
An alternating minimization algorithm was proposed to solve (3). Starting from an initial guess w (0) , this method computes a sequence of iterates
We remark that T (·) = S(R(·)) is non-expansive and asymptotically regular. Since the objective function J is coercive, the set of minimizers of J is non-empty. Therefore, the set of fixed points of T is non-empty. According to the Opial theorem [2] , the sequence z converges to a fixed point of J , i.e., a minimizer of J .
We present numerical results to demonstrate the performance of our proposed algorithm. The results are compared with those obtained by "AA" method proposed by Aubert and Aujol [1] . Relative error of the restored image is used to measure the quality of the restoration. The stopping criterion of both the proposed method and the "AA" method is that the relative difference between the successive iterate of the restored image should be less than 10 
