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MATHEMATICS 
ALGEBRES ALTERNATIVES, ALGEBRES DE JORDAN ET 




Dedie a Monsieur H. Freudenthal, a l' occasion de son soixantieme anniversaire 
(Communicated by Prof. N. H. KuiPER at the meeting of October 30, 1965) 
l. Introduction 
Les relations etroites existant entre l'algebre simple exceptionnelle de 
Jordan et les algebres et groupes de Lie exceptionnels ont ete mises en 
evidence, pour les types F4 et E6 par c. CHEVALLEY et R. D. ScHAFER, 
et pour les types E6, E1 et Es par H. FREUDENTHAL.1} En particulier, 
ces auteurs ont obtenu des constructions explicites des algebres de Lie 
de ces divers types, a partir de l'algebre de Jordan en question. L'un 
des resultats du present travail est de donner un procede de construction 
unique, valable pour tous les cas. 
Soient A une algebre alternative a unite de degre 2 (c'est-a-dire dont 
le polynome generique minimal est de degre 2), et {june algebre de Jordan 
a unite de degre 3. Les produits dans A et 0 sont notes x . Pour X= A 
ou 0, soit D(X) l'algebre des derivations de X, et soit X =A ou 0 le 
noyau de la trace generique de X, ou nous definissons une operation 
produit et une forme bilineaire ( , ) par la relation 
(l) xxy=x.y+(x,y) l (x, y, x.y EX). 
A toute paire x,y d'elements de X est naturellement associee une "deri-
vation interieure" (x,y) E D(X) (cf. les nOB 3.2 et 4.1). Considerons a 
present l'espace L=D(A)+A 0 O+D(O}, et, dans celui-ci, !'operation 
bilineaire anticommutative, notee [, ], qui coincide dans D(A) et D(O) 
avec le commutateur ordinaire, et definie pour le reste par les relations 
suivantes, ou a,a' E A, b E D(A), c,c' E 0 et d E D(O): 
(2) [D(A), D(O)]= {0}; 
(3) [b+d, a 0 c]=b(a) 0 c+a 0 d(c) 
( 4) [a 0 c, a' 0 c') = (c,c')(a,a') + (a.a') 0 (c.c') + {a,a')(c,c'). 
1) C. CHEVALLEY et R. D. ScHAFER, Proc. Nat. Acad. Sci., 36 (1950), 137-141. 
H. FREUDENTHAL, "Oktaven, Ausnahmegruppen und Oktavengeometrie", Math. 
Inst. Rijksuniv. Utrecht, 1951 (multigraphie); Proc. Kon. Ned. Akad. Wet., A57 
(1954), 218-230, 363-369; A58 (1955), 151-157, 277-285; A62 (1959), 165--201, 
447-474; A66 (1963), 457-487. 
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Nous montrons au n° 5.6, qu'avec cette operation [, ], L est une algebre 
de Lie. n s'agit en realite d'une simple observation, susceptible de veri-
fication elementaire. Son interet reside notamment dans le fait que si () 
est l'algebre de Jordan simple exceptionnelle, disons sur C, et si on prend 
pour A les quatre algebres alternatives "standard", C 2), C ®R C, C ®R H 
(algebre des matrices d'ordre 2), C ®R 0 (octaves de Cayley complexes), 
on obtient comme algebres L les quatre algebres de Lie F4, Ea, E7, Es. 
Plus generalement, a partir des memes quatre algebres alternatives, et 
de quatre algebres de Jordan convenablement choisies, on obtient pour 
Lies 16 algebres du "carre magique", selon !'expression de H. FREUDEN-
THAL 3). Srir un corps de base non algebriquement clos, notre resultat 
fournit encore des constructions de diverses formes des algebres de Lie 
exceptionnelles, notamment de toutes leurs formes reelles et des formes 
de Ea correspondant aux algebres a division de degre 3, et aussi de certaines 
formes "trialitaires" (en particulier la forme quasi-deployee) de l'algebre 
D4. Ces applications aux algebres de Lie exceptionnelles seront exposees 
dans une deuxieme partie 4). 
Dans cette premiere partie, nous etablissons encore - au § 6 - une 
sorte de reciproque du resultat enonce plus haut: si on exclut certains cas 
de degenerescence, les conditions imposees ici a A et c, d'etre respectivement 
une algebre alternative de. degre 2 et une algebre de Jordan de degre 3, sont 
necessaires pour que la construction decrite ci-dessus donne lieu a une algebre 
L de Lie. Cette reciproque est moins immediate que la proposition directe 
et une bonne partie des§§ 3 et 4 a pour but d'en preparer la demonstration. 
De breves indications sur les degenerescences sont donnees au n° 6.3 et 
au § 7; nous reviendrons sur cette question dans une troisieme partie, 
oil seront examines d'autres aspects accessoires des questions etudiees 
ici, notamment la notion de n-trace, introduite incidemment aux §§ 3 et 4. 
2. Notations 
2.1. On fixe une fois pour toute un corps de base K de caracteristique 
¥= 2, 3. En particulier, K a au moins 5 elements et il s'ensuit que toute 
relation homogene de degre < 5 verifiee pour tous les points d'une K-
algebre est aussi verifiee pour un point generique, nous ferons largement 
usage de cette remarque. 
2) A proprement parler, !'hypothese faite sur A exclut l'eventualite ou dim A=l, 
cependant la construction de L et le fait que L est une algebra de Lie s'etendent 
trivialement a ce cas (L se reduit alors a D(O)). 
8 ) Cf. par ex. H. FREUDENTHAL, Advances in Math., 1 (1964), 145-190, 
4 ) L'essentiel de ces resultats a ete annonce dans "Algebras alternatives, algebras 
de Jordan et algebras de Lie exceptionnelles", Inst. for Adv. Study, Princeton, 
mars 1963 (multigraphie). Ils ont ete obtenus en partie pendant un sejour effectue 
par !'auteur a l'fustitute for Advanced Study, a l'aide d'une subvention de la N.S.F. 
(GP 779). 
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2.2. Toutes les algebres considerees sont des K-algebres; le symbole 
de !'operation produit est soit omis, soit note . , ou x (ou encore [, ], 
s'il s'agit d'algebres de Lie). Pour designer une algebre X dont le produit 
est note . (resp. x ), nous utiliserons parfois la notation X, . (resp. X, x ). 
2.3. Si X, y, z sont des elements d'une algebre quelconque, on posera 
[x,y]=xy-yx (sauf bien entendu s'il s'agit d'une algebre de Lie dont le 
commutateur est Iui-meme note [,]) et [x,y,z]=(xy)z-x(yz). Le crochet 
sera affecte d'un indice x si le produit de l'algebre est note ainsi 
([x,y]x, [x,y,z]x). 
2.4. Soit X un espace vectoriel. Un symbole fonctionnel affecte d'un 
indice X (par ex. fx, (, )x, (, )x) designe une fonction definie sur X 
ou sur X x X; l'indice X est toutefois omis lorsque le contexte l'autorise. 
Sauf mention du contraire, une parenthese ( , ) represente toujours une 
forme bilineaire symt#rique ou antisymetrique. 
2.5. Soit X, . une algebre doMe d'une forme ( , )x. Dans l'espace 




(x+~l) x (y+nl) =x.y+~Y+?Jx+ ((x,y) +~n) l, 
A(x+~l)=~. 
Nous dirons que les paires X, ( , ) et X, A, dont les donnees sont equi-
valentes, sont associees. 
2.6. La lettre A (resp. 0) represente generalement une algebre anti-
commutative (resp. commutative) munie d'une forme bilineaire (, ), et 
dont le produit est note .. La lettre a (resp. c), affectee d'indices ou 
d'alterations, designera toujours un element de A (resp. de 0). 
2.7. Non autrement precise, le symbole I: indique une sommation de 
trois termes, etendue a une permutation cyclique ou chaque lettre est 
permutee cycliquement avec la meme lettre affectee de I et de If ; ainsi 
I: xy' =xy' +x'y" +x"y. 
3. Algebres alternatives 
3.1. Soit X une algebre alternative, c'est-a-dire une algebre dont deux 
elements quelconques engendrent un sous-algebre associative. On a les 
identites suivantes 5): 
(7) la fonction f(x,y,z,t)= [xy,z,t]- [y,z,t]x-y[x,z,t] 
est alternee en x, y, z, t 
(8) 3/(x,y,z,t) = [x, [y,z,t]]- [y, [z,t,x ]] + [z, [t,x,y]]- [t, [x,y,z ]]. 
5 ) Cf. par ex. G. PICKERT, Projektive Ebene, Springer Verlag 1955, p. 159. 
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Une algebre qm est a la fois alternative et anticommutative verifie la 
relation (xy)z = - x(yz) = (yz)x; elle sera dite antiassociative. 
3.2. Pour tous x, y EX, !'application (x,y) : X --+X definie par 
(9) (x,y)(z) = H[x,y],z]- i[x,y,z] 
est une derivation de X 6) (le coefficient 1/4 est ajoute pour la symetrie 
de la formule (52) du n° 5.3). Des identites (7) et (8), on deduit, par un 
calcul facile, que 
(10) .E (xx', x")=O. 
3.3. Soient X une algebre a unite, qu'il suffira pour ce no de supposer 
a puissances strictement associatives, et A: X --+ K une forme lineaire. 
Si X est de degre 2 (i.e. si son polynome generique minimal est de degre 2) 
et si 2A est sa trace generique, A( 1) = 1 et 
(ll) xz- 2A(x)x + 2A(x)2- A(x2) = 0 
pour tout x EX. De fa<;on generale, nous appellerons 2-trace toute fonction 
lineaire 2A satisfaisant aux deux conditions precedentes. En fait, elles im-
pliquent que X est une algebre de degre 2 dont 2A est la trace generique, 
ou que X=K et A(x)=x (cf. III). 
3.4. Soient A, x une algebre alternative, 2A une 2-trace de A, et A, 
(, ) la paire associee a .A, A selon le n° 2.5. Pour x=a EA. la relation (ll) 
devient a.a=O, c'est-a-dire que l'algebre A est anticommutative. Si a, a', 
a" E A, on a alors 




(a, a')= (a', a), 
(a. a', a)=(a, a'. a)=O 
et par polarisation de cette derniere 
(14) (a, a'. a")=(a', a". a). 
La nullite de [a,a,a']x s'exprime alors 
(15) a.(a. a')= (a, a) a'- (a, a') a, 
d'ou on tire, par polarisation 
(16) a.(a". a') +a".(a. a')= 2(a, a")a'- (a, a') a" -(a', a") a. 
Calculant [a,a',a"]x, on trouve encore, compte tenu de (13) et (16) 
(17) [a, a', a"]x =(a. a').a" -a.(a'. a")+ (a, a') a"- (a', a") a= 
= 2((a. a').a" +(a, a") a'- (a', a") a). 
6 ) Of. R. D. ScHAFER, Bull. Amer. Math. Soc., 55 (1949), 769-776. 
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3.5. Un calcul facile montre que les relations (13) et (15) constituent 
un ensemble de conditions necessaires et suffisantes pour que la paire 
formee d'une algebre anticommutative A et d'une forme ( , ) symetrique 
soit associee a une paire .A, A oil .A est alternative et 2A une 2-trace. Plus 
generalement 
3.6. Soient A une algebre anticommutative et non antiassociative de 
dimension > 2, et ( , )A une forme bilineaire non nulle. Supposons que deux 
(resp. trois) des six fonctions de trois variables 
(18) 
(19} 
(a. a').a", (a'. a").a, (a". a).a', 
(a, a') a", (a', a") a, (a", a) a' 
soient combinaisons lineaires des autres. Alors dim A= 2 et ( , )A est anti-
symetrique, ou bien il existe une constante k telle que A, k( , )A soit associee 
a une paire .A, A ou .A est alternative (resp. associative) et 2A est une 2-trace. 
II est facile de voir que si les fonctions ( 19) sont lineairement dependantes, 
dim A= 2 et ( , ) est antisymetrique. Nous les supposerons done indepen-
dantes. Nous avons alors une relation de la forme 
(20} (a. a').a" +h (a'. a").a=comb. lin. des fonctions (19). 
En ajoutant membres a membres celle-ci et celle qu'on en deduit en y 
permutant a' et a" , il vient 
(21) (a. a').a" +(a. a").a' =p((a, a') a"+ (a, a") a') +q(a', a") a, 
avec p, q eK. 
Supposons d'abord (,) symetrique. En posant a=a' =a" dans (21), on 
voit que 2p + q = 0. Puisque A n'est pas antiassociatif, p et q ne peuvent 
etre tous deux nuls; quitte a multiplier (' ) par -1/p, on peut done 
supposer que p= -1 , auquel cas (21) devient (16). En particulier, pour 
a=a" , on retrouve (15). Soustrayant membres a membres les relations 
deduites de {15) respectivement en multipliant les deux membres a 
gauche par a , et en rempla<;ant a' par a.a' , on obtient la relation (13). 
II resulte a present de 3.5 que A, (,)est associee a une paire .A, A, ou .A 
est alternative et 2A est une 2-trace. Si de plus (a.a').a" est combinaison 
lineaire des fonctions (19), on doit avoir, par rai&on d'antisymetrie 
(22) (a. a').a" =p'((a, a") a'- (a', a") a), 
avecp' E K. Vu (21),p' =p= -1, etilresulte alorsde {17) que [a,a',a"]x=O, 
c'est-a-dire que .A est associative. 
Supposons a present (,) antisymetrique. De {21) i1 resulte alors que 
q=O. Ajoutons membres a membres les deux relations deduites de (21), 
l'une en y rempla<;ant a" par a.a', l'autre en y rempla<;ant a" par a et 
en multipliant les deux membres a droite par a'. 11 vient 2(a,a')a.a' + 
+ (a,a.a')a' = 0. Par consequent, pour toute paire a, a' telle que (a,a') i= 0, 
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le produit a.a' est proportionnel a a', done aussi a a, par raison de symetrie. 
Par un raisonnement evident, on en deduit que A.A = {0}, ce qui est 
impossible, A n'etant pas antiassociatif. 
3.7. Pour x=a, y=a', z=a", (9) devient, compte tenu de (17), 
(23) (a,a')(a")= -j(a.a').a"+j((a',a")a-(a,a")a'). 
3.8. Les hypotheses sont celles du no 3.4. Soit {a,a'}(a") une combinaison 
lineaire des fonctions (18), (19) qui ne soit pas combinaison lineaire des 
seules fonctions (19). Alors, si {a,a'} est une derivation de A pour tous 
a, a' E A, { ' } est proportionnelle a < ' ). 
Vu (16), {a,a'}(a") est combinaison lineaire de (a.a').a" et des fonctions 
(19). Si {,} et (,) ne sont pas proportionnelles, on peut, en les combinant 
lineairement, former une expression 
{a, a'}'(a") = p(a, a') a" +q(a', a") a+r(a", a) a', 
avec p, q, r E K, non tous nuls, telle que d={a,a'}' soit aussi une derivation 
de A pour tous a, a'. En exprimant que d(a.a')=da.a' +a.da', on trouve 
que p + q + r = 0 (il faut utiliser le fait que a et a' peuvent etre choisis 
de telle fa<;on que (a,a') #- 0 et a.a' #- 0, ce qui resulte des hypotheses 
faites). Les constantes q et r ne sont pas toutes deux nulles. Supposons 
pour fixer les idees que r#-0 et developpons la relation a.d(a.a")= 
=a.(da.a" +a.da"). Il vient, compte tenu de (13) et (15), et pour autant 
que (a,a)#-0, 
(24) a.(a'. a")= (a, a') a"- (a, a") a', 
et cette relation, qui s'etend immediatement, par linearite, a toutes les 
valeurs de a, montre que les fonctions (18) sont combinaisons lineaires 
des fonctions (19). Il en est done de meme de. {a,a'}(a"), ce qui contredit 
!'hypothese de l'enonce. 
3.9. Puisque ( 1, A )={0}, la relation (10) peut s'ecrire 
(25) J:(a.a',a")=O. 
Si ( , ) #- 0 et A.A #- {0}, cette relation est, ala multiplication par une constante 
pres, la seule relation lineaire entre .les trois fonctions ( a.a', a"), (a' .a", a), 
(a".a, a'). Supposons en effet qu'il en soit autrement. On a alors, pour 
une constante k convenable, (a.a', a")=k(a'.a", a). Ajoutant membres 
a membres cette relation et celle qu'on en deduit en permutant a' 
eta", on voit que la constante k peut etre prise egale a l. De (25), il resulte 
alors que (a.a', a")=O, d'ou, vu (23), (13) et (15), 
(a. a', a)(a) =(a, a) a. a'= 0; 
ce qui contredit !'hypothese faite sur ( , ) et A. 
3.10. La fonction A. est un invariant de Lie pour toute derivation d 
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de A 7), c'est-a-dire que d(A) CA. D'autre part, d(1)=0. II s'ensuit que 
la restriction d de d a A est une derivation de A telle que 
(26) (da, a')+(a, da')=O; 
la reciproque est vraie. De (23) et (26), il resulte aussi que 
(27) [d, (a, a')]= (da, a')+ (a, da'). 
4. Algebres de Jordan 
4.1. Vu les hypotheses faites sur la caracteristique de K, on peut 
definir une algebre de Jordan comme une algebre commutative X telle 
que, pour tous x, y EX, I' application (x,y): X -+ X definie par 
(28) (x, y) (z) = [y, z, x] 
soit une derivation de X. La relation par laquelle on definit habituellement 
les algebres de Jordan peut s'ecrire (x,x2) = 0, d'ou on deduit, par pola-
risation 
(29) 1: (x, x'. x")=O. 
Une fonction lineaire A.: X-+ K est dite associative si A.((yz)x) =A.(y(zx)), ce 
qui signifie que A. est un invariant de Lie pour toutes les derivations (x,y). 
4.2. Soit X une algebre a unite, a puissances strictement associatives, 
et soit A.: X -+ K une fonction lineaire. Si X est de degre 3 et si 3A. est sa 
trace generique minimale, on a A.(l)= 1 et 
(30) x3- 3A.(x) x2+{(3A.(x)2-A.(x2)) x- (A.(x3) -;A.(x) A.(x2) +;A.(x)3)1 = 0, 
le polynome du premier membre etant le polynome generique minimal. 
De fa9on generale, nous appellerons 3-trace toute fonction lineaire 3A. 
telle que les deux conditions precedentes soient verifiees. Ceci implique 
que A. est un invariant de Lie pour toute derivation de. X (la demonstration 
de l'op. cit. note 7) s'etend immediatement a ce cas-ci), et en particulier 
est associative si X est une algebre de Jordan. On: peut montrer que si 
3A. est une 3-trace d'une algebre X, celle-ci est de degre 3 et 3A. en est. la 
trace generique minimale, ou X= K et A.(x) =X, ou encore X peut etre 
decompose en somme directe X 0 +K1 de telle fa9on que x2=9A.(x)2 1 pour 
tout x E X 0 ( ce qui determine entierement la structure de X dans le cas 
commutatif). (Pour plus de details sur ces resultats, cf. III). 
4.3. Soient 0, x une algebre de Jordan a unite et A.: 0-+ K une 
fonction lineaire associative telle que A.( 1) = 1. Designons par 0, ( , ) la 
paire associee a 0, A. selon le n° 2.5, et calculons !'expression (c,c')(c") 
(pour c, c', c" EO). Compte tenu du fait que (c,c')(c") EO, c'est-a-dire que 
sa "composante suivant Kl" est nulle, nous trouvons les relations 
(31) (c',c")(c) = (c'.c").c- c'.(c".c) + (c',c")c- (c",c)c', 
7) Cf. J. TITs, Proc. Amer. Math. Soc., 15 (1964), 35-36. 
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et 
(32) (c'. c", c)= (c', c". c). 
L'algebre (j etant commutative, 0 l'est aussi et 
(33) (c, c') = (c', c). 
Notons encore qu'en vertu de (29), 
(34) E (c, c'. c")=O. 
4.4. Soient 0 une algebre commutative et ( , )c une forme bilineaire 
symetrique verifiant (32). Supposons que, pour tous c, c' E 0, I' application 
(c,c') definie par (31) soit une derivation de 0. Alors, la paire 0, (,) est 
associee a une paire i'J, A., ou 0 est une algebre de Jordan etA. est associative. 
Cela resulte d'un calcul facile. 
4.5. Si a est une derivation de {J laissant A. invariante (A. o d = 0), la 
restriction de a a 0 est une derivation d de 0 telle que 
(35) (de, c')+(c, dc')=O, 
d'ou il resulte au.ssi, vu (31), que 
(36) [d, (c, c')]=(dc, c')+(c, de'). 
4.6. La fonction A. est une 3-trace si et seulement si on a la relation 
suivante, qui traduit (30): 
(37) (c. c).c=j(c, c) c, 
d'ou on deduit, par polarisation 
(38) E (c. c'). c" = j E (c, c') c". 
4.7. Avec les hypotheses de 4.3, l'algebre 0 est associative si et seule-
ment si (c,c')=O, c'est-a-dire si 
(39) (c'. c"). c-c'. (c". c)=- (c', c") c+ (c", c) c'. 
Plus generalement, 
4. 8. Soient 0 une algebre commutative et non associative, et ( , )c une 
forme bilineaire non nulle. Supposons que deux des six fonctions 
(40) 
(41) 
(c. c'). c" , (c'. c"). c , (c". c). c' , 
(c, c') c", (c', c") c, (c", c) c' 
soient oombinaisons lineaires des autres. Alors dim 0 = 2 et ( , ) est anti-
symetrique, ou bien il existe une oonstante k telle que la paire 0, k( , ) soit 
associee a une paire 0, A. ou 0 est une algebre associative et commutative. 
Pour les memes raisons qu'au n° 3.6, nous pouvons supposer que Jes 
fonctions (41) sont lineairement independantes, et qu'on a une relation 
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de la forme (20), ou les a sont rem places par des c. En soustrayant membres 
a membres celle-ci et celle qu'on en deduit en permutant c' etc", on trouve 
(42} (c.c').c"- (c.c").c' = p( (c,c')c"- (c,c")c') + q(c' ,c")c. 
Si ( , ) est symetrique, q = 0 par raison d'antisymetrie. Si ( , ) est anti-
symetrique, q= -2p, ainsi qu'on s'en assure en ajoutant membres a 
membres les transformees de ( 42) par les trois permutations cycliques de 
c, c', c". Puisque 0 n'est pas associative, on ne peut avoir p=q=O. Quitte 
a multiplier ( , ) par -1/p, nOlJS pouvons done supposer que p= -1. 
Sans l'ecrire explicitement, notons ( * ) la relation obtenue en ajoutant 
membres a membres les trois egalites formees comme suit: la premiere 
en multipliant les deux membres de ( 42) par c, la seconde (resp. la 
troisieme) en y rempla9ant c, c', c" respectivement par c", c, c.c' (resp. 
c', c.c", c). 
Si (,)est symetrique, d'ou q=O, la relation ( *) se reduit a (32). Comme 
d'autre part, !'application <c,c') definie par (31} est nulle en vertu de ( 42}, 
!'assertion de J' enonce resulte deS nOB 4.4 et 4. 7. 
Supposons done ( , ) antisymetrique, de sorte que q = - 2p. Faisant 
c = c' dans ( * ), on trouve 
(43) 4(c",c)c.c + (3(c,c.c") + (c.c,c"))c- (c,c.c)c" = 0. 
S'il existe un cEO tel que (c.c,c)*O, (43) montre que c et c.c engendrent 
lineairement 0, et dim 0 = 2. Si par contre (c,c.c) = 0, on en deduit par 
polarisation que ( c", c.c) + 2( c,c.c") = 0, de sorte que ( 43) devient 
(44) 4(c",c)c.c+ 5(c,c.c")c = 0, 
En faisant le produit scalaire du premier membre avec c" on voit encore que 
(45) (c",c)(c,c.c") = 0. 
De (44) et (45), il resulte que (c",c) et c.c ne peuvent etre simultanement 
non nuls, mais cela implique que 0.0 = {0}, done que 0 est associatif, 
contrairement a }'hypothese. 
4.9. Les notations etant celles de 4.8, il est facile de voir que (c.c').c" 
est combinaison lineaire des fonctions (41) si et seulement si 0 est asso-
ciative et si 3A. est une 3-trace. Nous n'aurons pas a faire usage de cette 
remarque. 
4.10. Nous terminerons ce paragraphe par un lemme purement 
technique. 
Soient 0 une algebre commutative telle que 0.0 * { 0 }, ( , )c une forme 
symetrique non nulle verifiant (32) et (39), et p, q E K deux constantes. 
Supposons que, pour tout c E 0, ['application de: 0-+ 0 definie par 
(46) dc(x) = (c.c).x+p(c,c)x+q(c,x)c 
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soit une derivation de C, et que ( , )c soit invariante pour de, c'est-a-dire que 
(47) (dc(x), y) + (x, dc(y)) = 0 
pour tous, x, y E 0. Alors, C possede un ideal N de dimension 1 tel que 
(0, N) = {0}, et l'un des deux ensembles de conditions suivants est rempli: 
(i) f!·N = {0}; 
(ii) p=q=2, N.(N.N)={O}, il existe un element e EO tel que (e, e)= -1, 
et pour un tel element, l'application a: N--+ N definie par 
e.x=a(x) +x 
et l'elementf = e:e- 2e satisfont aux relations f E a-1(0) et a(N.N) =a(N).N = 
=a(a(N)) = f.N = {0}. 
Reciproquement, les relations (ii) impliquent les hypotheses de la pro-
position (une fois la forme ( , ) definie par (x + ke, y + le) = - kl pour to us 
x, yEN). Il n'en est pas de meme de (i), mais il est facile de determiner 
explicitement tousles systemes 0, (, ), p, q satisfaisant aux conditions de 
l'enonce et tels que le noyau N de ( , ) verifie (i). 
La demonstration de la proposition precedente sera omise, parce qu'elle 
ne presente pas de difficulte de principe, mais comporte des developpements 
fort longs et sans grand interet. Au reste, ce qui importera plus loin 
(au n° 6.2), c'est moins la forme explicite des conditions (i) et (ii) que la 
constation du fait que les hypotheses de la proposition precedente im-
posent ·des conditions tres restrictives a l'algebre + C, ce qui ressort 
deja des quelques remarques suivantes, destinees au lecteur desireux de 
reconstituer la demonstration. 
Considerons la relation 
(48) dc(c.x) = dc(c).x + c.dc(x). 
En la developpant, tenant compte de (39) et (46), on obtient, pour x=c, 
une identite du quatrieme degre dans 0. Soustrayant membres a membres 
les deux relations deduites de ( 48) respectivement en la multipliant a 
gauche par c, et en y substituant c.x a x, on obtient une identite du 
troisieme degre en c, qui est triviale seulement si q= -2 et (0.0,0)=0. 
De meme, en soustrayant membres a membres la relation dc(c'.c')= 
2 c'.dc(c') et celle qu'on en deduit en permutant c et c', on obtient une 
identite du second degre en c, c' qui est triviale seulement si p = q = 2 ou 
I , 
si p=2 et (0.0,0)=0. Notons encore que la relation (47) revient en fait 
a (dc(X), y) = 0, car il resulte de (32) et ( 46) que (dc(X), y) = (x, dc(y)). 
5. L'algebre L. 
5.1. Nous noterons d la classe des objets {X, (, ), Y, <, )} constitues 
par une algebre X,. , une forme· bilineaire ( , )x, une algebre de Lie Y 
de derivations de X et une fonction bilineaire < , ) : X x X _,.. Y, telles 
qu'on ait, pour tous x, x' EX et tout y E Y, 
( 4!)) (y(x),x') + (x,y(x')) = 0 
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et 
(50) [y , (x,x')] = (y(x),x') + (x,y(x')). 
Par abus de notation, nous parlerons de "l'objet {X,Y}" de d. 
5.2. Les notations etant celles du § 3, soit ll une algebre de Lie de 
derivation de l'algebre alternative A contenant (A,A), et soit B l'algebre 
des restrictions de ces derivations a A. Alors (3.10), {A, (, ), B, (,)}est 
un objet de d; nous dirons en abrege que cet objet "provient de la paire 
A, .A.". De fa<;on analogue, nous refer ant au § 4, et notamment au no 4.5, 
nous parlerons d'objets {O,D} provenant d'une paire 0, .A., ou 0 est une 
algebre de Jordan et .A.: 0 --+ K une fonction associative; ici, outre la 
relation 15:) (0,0), on doit postuler que .A. soit un invariant de Lie pour 
les elements de Jj (ce qui est d'ailleurs automatique si 3.A. est une 3-trace). 
5.3. Soient {A,B} et {O,D} deux objets de A, et soient L l'algebre 
constituee par l'espace B+A@ O+D muni de !'operation bilineaire notee 
[ , ] et definie comme suit: les restrictions de [ , ] aux algebres de Lie 
Bet D coincident avec les commutateurs de celles-ci, [B,D]= [D,B] = {0}, 
et, pour tous a,a' E A, b E B, c,c' E 0, d ED, 
(51) · [b+d, a@ c]=- [a® c, b+d]=b(a) ® c+a ® d(c), 
(52) [a® c, a'® c'] = (c,c')(a,a') + (a,a') ® (c.c') + (a,a')(c,c'). 
Le but de ce § et du suivant est de donner ctes conditions auxquelles L 
est une algebre de Lie. 
5.4. Remarquons d'abord que !'operation [ , ] est antisymetrique si 
les conditions suivantes sont remplies 
(53) l'une des algebres A, 0 est commutative et l'autre est anticommu-
tative; 
(54) (,)A est symetrique et (, )c est antisymetrique, ou vice versa; 
de meme pour (, )c et (,)A. 
La reciproque est vraie pour autant que les algebres A et 0 ne soient pas 
de carre nul, et que les formes ( , )A et ( , )c ne soient pas nulles. En effet, 
supposons ( , ] antisymetrique et posons a~ a' et c = c' dans (52). II vient 
(c,c)(a,a) = (a.a) ® (c. c)= (a,a)(c,c) = 0. 
S'il existe c E 0 tel que c.c * 0, on doit a voir a.a = 0 pour tout a E A, 
done A est anticommutative et, vu (52) et le fait que A.A i' {0}, 0 est 
commutative; si par contre c.c = 0 pour tout c E 0, c'est }'inverse qui se 
passe. La condition (54) s'etablit de meme. 
5.5. Pour que L soit une algebre de Lie, il faut, outre l'anticommu-
tativite, que trois elements quelconques l, l', l" E L verifient l'identite 
de Jacobi. De la definition meme de A, il resulte que cette identite est 
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automatiquement verifiee lorsque l'un au moins des elements l, l', l" 
appartient a B+D. Reste a envisager le cas ou l=a 0 c, l'=a' 0 c', 
l" =a" 0 c". La relation de Jacobi se decompose alors en Ies trois suivantes: 
(55) .E (c.c',c")<a.a',a")=O; 
(56) .E <a,a')(a") 0 ( (c,c')c") + .E ( (a.a').a") 0 ( (c.c').c") + 
+ .E (a,a')a" 0 <c,c')(c") = 0; 
(57) .E (a.a',a")<c.c',c") = 0. 
5.6. Theoreme. Si les objets {A,B} et {C,D} proviennent respectivement 
(au sens de 5.2.) de paires A, 1\:.::1 et 0, 1\0, ou A est une algebre alternative, 
2/l:.::i une 2-trace, 0 une algebre de Jordan et 31\0 une 3-trace, alors l'algebre 
L dlfinie au n° 5.3 est une algebre de Lie. 
L'algebre A est anticommutative et C est commutative, les formes ( , ) 
sont symetriques d'apres (12) et (33) et les fonctions <,) sont anti-
symetriques (pour<, )A, cela resulte par exemple de (23)), par consequent, 
les conditions (53) et (54) sont remplies. Les relations (55) et (57) sont 
consequences immediates respectivement de (25), (32), et de (14), (34), 
Enfin, un simple calcul montre que (56) resulte de (16), (23), (31) et (38). 
6. Une reciproque au theoreme 5.6 
6.1. L'algebre L ne change passion multiplie (, )A et <, )c par deux 
constantes inverses l'une de l'autre; de meme pour (' )c et <')A· Nons 
appellerons r~normalisation une telle modification. 
6.2. Proposition. Soient {A,B} et {C.D} deux objets de .91 tels que 
l'algebre L definie au no 5.3. soit une algebre de Lie. Alors, apres renormali-
sation et permutation eventuelle des deux objets en question, les hypotheses 
du theoreme 5.3 sont verifiees, ou bien l'une des "degenerescences" suivantes 
se produit (il est sous-entendu, sauf au (i), que les algebres A et C sont 
respectivement anticommutative et commutative) : 
(i) A.A={O}; 
(ii) l'une des fonctions ( , )A, ( , )c, < , ) A, < , )c est nulle; 
(iii) dim A= 2; 
(iii') dim C = 2 et ( , )c est antisymetrique; 
(iv) <a,a')(a") est combinaison lineaire des fonctions (19); 
(iv') <c,c')(c") est combinaison lineaire des fonctions (41); 
(v) C, (, )c et dc=<c, c) satisfont aux hypotheses de 4.10. 
La demonstration de cette proposition fait l'objet des nos 6.4 a 6.8. 
Pour la justification de l'emploi du terme "degenerescence", cf. le § 7. 
6.3. Pour determiner toutes les paires d'objets {A,B}, {C,D} telles que 
l'algebre L soit de Lie, il resterait a etudier les cas de degenerescence 
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(i) a (v). Cette etude ne presente pas de difficulte (surtout lorsqu'on 
dispose des resultats annonces au § 7), mais est longue parce qu'elle 
comporte l'examen d'un grand nombre de cas particuliers. Son interet 
ne semble pas suffisant pour justifier un expose detaille; dans la troisieme 
partie, nous analyserons quelques cas, parmi les plus instructifs, a titre 
d'exemple. Notons seulement ici que le cas ou B={O} (d'ou <, )A=O) 
redonne la construction decrite dans un article precedent 8 ), et qu'on 
retrouve aussi essentiellement cette meme construction, legerement 
modifiee dans sa presentation, lorsque les objets {A,B} et {O,D} provien-
nent respectivement de paires A, A.-A et 0, A.0, ou A est une algebre asso-
ciative, 2/l..A une 2-trace, 0 une algebre de Jordan et A.0 une fonction lineaire 
associative (le fait que, sous ces hypotheses, L soit de Lie decoule a 
nouveau immediatement de 5.4, 5.5 et des identites des§§ 3 et 4; en vertu 
de (17) et (23), ce cas rentre dans le (iv) de 6.2). 
6.4. Passons a present ala demonstration de la proposition 6.2. Nous 
supposerons d'emblee qu'aucune des situations (i) a (iii') n'est realisee, 
de sorte que les conditions (53) et (54) sont remplies, et que les fonctions 
(19) sont lineairement independantes, de meme que les fonctions (41) 
(cette derniere assertion, evidente lorsque dim 0-;;;. 3, s'etend aussi au cas 
ou dim 0 = 2 et ou ( , )c est symetrique, ainsi que le montre un calcul 
facile). De la et de (56), il resulte que (c,c')(c") est combinaison lineaire 
des fonctions (40), (41), et que (a,a')(a") est combinaison lineaire des 
fonctions (18), (19). En outre, nous pouvons supposer que l'algebre A 
est anticommutative, et que 0 est commutative. 
6.5. Supposons que 0 soit associative. II resulte alors de (56) (et 
toujours de l'independance lineaire des fonctions (41)) que (a,a')(a") est 
combinaison lineaire des quatre fonctions E (a.a').a" et (19). Si E (a.a').a" 
est combinaison lineaire des fonctions (19), la condition (iv) de l'enonce 
est remplie. Sinon, il resulte a nouveau de (56) (et de l'independance 
lineaire des fonctions (19)) que (iv') est verifiee. Le cas ou l'algebre A 
est antiassociative se traite exactement de la meme fat;on, les roles de 
A et 0 etant permutes. Dans la suite, nous supposerons que A n'est pas 
antiassociative et que 0 n' est pas associative. 
6.6. Si les six fonctions (18) et (19) sont lineairement independantes, 
(56) implique (iv). 
6. 7. Supposons que ces six fonctions satisfassent a une relation lineaire, 
et une seule a un facteur pres. Cette relation doit alors etre multipliee 
par -1 lorsqu'on echange a et a' (car (a.a').a" =- (a'.a).a"), et par une 
constante lorsqu'on permute cycliquement a, a', a". On en deduit imme-
diatement qu'elle est de la forme 
E (a.a').a" + k E (a,a')a" = 0. 
8 ) Cf. J. TITs, Proc. Kon. Ned. Akad. Wet., A65 (1962), 530-535. 
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De (56), il resulte alors que 
(58) (c.c').c" = (c'.c").c + une comb. lin. des fonctions (41) 
et 
(59) (c,c')(c") =k(c.c').c" + une comb. lin. des fonctions (41). 
Si k=O, la condition (iv') de l'enonce est remplie. Supposons done k.pO. 
Puisque 0 n'est pas associative (6.5), il resulte de 4.8 et de (49), (58), (59), 
qu'apres renormalisation eventuelle, la paire 0, (, )c et la derivation 
dc=(c, c) satisfont aux hypotheses du lemme 4.10: c'est le cas (v) de 
l'enonce. 
6.8. Considerons enfin le cas oil les fonctions (18) et (19) satisfont a 
deux relations lineaires lineairement independantes, et supposons que la 
condition (iv) de l'enonce ne soit pas remplie, ce qui implique aussi que 
(a.a').a" n'est pas combinaison lineaire des fonctions (19). II resulte des 
hypotheses precedentes, de 3.6, 3.8, et du fait que A n'est pas associative 
(6.5), qu'apres renormalisation eventuelle, la paire A, ( , )A est associee 
a une paire A, A..A, oil A est une algebre alternative et 2A..A est une 2-trace, 
tandis que <,)A est donne par la formule (23). De (56), il resulte alors, 
vu l'independance lineaire des fonctions (a.a').a" et (19) (et compte tenu 
de {16)) que <, )c est donne par la formule (31) et que 
(60) E (c.c').c" =j E (c,c')c". 
En outre, ( , )c satisfait a l'identite (32) en vertu de 3.9 et de la relation 
(55). D'apres 4.4 et 4.6 la paire 0, ( , )c est done associee a une paire 
0, A.0, oil iJ est une algebre de Jordan et 3A.0 est une 3-trace. Ceci acheve 
la demonstration de la proposition 6.2. 
6.9. Remarque. A un detail d'exposition pres - l'enonce de la 
reciproque du n° 5.4 - les §§ 5 et 6 restent entierement valables si on 
abandonne la convention generale du n° 2.4 d'apres laquelle toutes les 
formes bilineaires considerees sont symetriques ou antisymetriques. II 
ressort d'ailleurs de ce meme n° 5.4 que le gain en generalite ainsi realise 
est assez illusoire. Dans le meme ordre d'idees, les conditions imposees, 
pour la commodite de !'expose, au objets de d - le fait que les elements 
de Y sont derivations de X (et non simplement des endomorphismes 
d'espace vectoriel) et les relations {49) et (50) - peuvent etre omises et 
sont alors retrouvees comme conditions necessaires pour que L soit une 
algebre de Lie, sauf dans les cas de degenerescence (i), (ii) du n° 6.2. 
7. Sur les conditions (iv) et (iv') de la proposition 6.2. 
7.1. L'emploi du mot "degenerescences" pour caracteriser les con-
ditions (i) a (iii') et (v) du n° 6.2 n'a sans doute pas besoin de justification. En 
ce qui concerne les conditions (iv) et (iv'), il s'explique par le fait que 
celles-ci imposent de fortes restrictions aux algebres A et 0 respectivement, 
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ainsi qu'il ressort du nos 7.3, ou sont enumerees toutes les algebres admis-
sibles. La demonstration des resultats enonces ici sera donnee dans la 
troisieme partie. 
7.2. Nous utiliserons les notations et les conventions suivantes: X,. 
est une algebre anticommutative ou commutative, non de carre nul, ( , )x 
est une forme bilineaire symetrique ou antisymetrique non nulle, N est 
le noyau de ( , ), p, q, r sont trois constantes non toutes nulles et, pour 
x, x', x" EX, 
(61) (x,x')(x")=p(x,x')x" +q(x",x)x' +r(x',x")x. 
7.3. Si (x,x') est une derivation de X pour tous x,x' EX, l'un des 
ensembles de conditions suivants est rempli, ou x,y designent des elements 
queloonques de X. 
7.3.1. Algebres antioommutatives. 
(a) Dim X== 3, X est l'algebre du produit vectoriel pour une forme 
bilineaire proportionnelle a ( ' } (autrement dit, apres multiplication eventuelle 
de (,)par une constante, X, (,) est associee, selon le no 2.5, ala paire X, 
Re formee d'une algebre de quaternions et de la fonction "partie reelle"), 
et p=q+r=O. 
(b) La forme ( , ) est antisymetrique, il existe un element e E N tel que 
x.y=(x,y)e, et p=q+r; en outre, p=O si le rang de (,) est >2. 
(c) La forme ( , ) est symetrique de rang n = 2, il existe une forme bilineaire 
antisymetrique tx: X x X -+ K de noyau N et un element e E N tels que 
x.y=tx(x,y)e, et p+q+r=O. 
(d) La forme ( , ) est antisymetrique de rang 2, il existe une forme lineaire 
q;: X-+ K telle que q;(N)= {0} et que x.y=q;(x)y-q;(y)x, et p=q=r. 
(e) On a (x,y)=kq;(x)q;(y) ou k E K et q;: X-+ K est une forme lineaire 
(autrement dit, ( , ) est symetrique de rang 1), il existe un application lineaire 
L: N-+ N telle que x.y=L(q;(x)y-q;(y)x), et p+q+r=O. ' 
7 .3.2. Algebres oommutatives. 
(f) DimX=2, (,)est antisymetrique et p=q=r (de sorte que<, )=0). 
(g) La forme ( , ) est antisymetrique de rang 2, X.X C N, X.N = {0} et 
p=2q=2r. 
(h) La forme ( , ) est antisymetrique de rang 2, il existe une forme lineaire 
q;: X-+ K telle que q;(N)= {0} et que x.y=q;(x)y+q;(y)x, et p=q=r. 
(i) La forme ( , ) est symetrique de rang I, il existe une forme lineaire 
q;: X-+ K et un element e EN tels que q;(N)={O} et que x.y=q;(x)y+q;(y)x+ 
+(x,y)e; en outre, q;=O si p+q+r#O, et e=O si p+2q+2r#O. 
