Introduction
In the last few years, different linear and non-linear control techniques have been applied by many researchers on the vehicle suspension system. The basic purpose of suspension system is to improve the ride comfort and better road handling capability. Therefore, a comfortable and fully controlled ride can not be guaranteed without a good suspension system. The suspension system can be categorized as; Passive, Semi-active and Active.
The passive suspension system is an open loop control system consisting of the energy storing (spring) and dissipating element (damper). The passive suspension performance depends on the road profile, controlling the relative movement of the body and tires by using various kinds of damping and energy dissipating elements. Passive suspension has considerable restriction in structural applications. The features are resolved by the designers with respect to the design objectives and the proposed application. All the ongoing research in this area mainly caters the following issues to improve the suspension control;
• minimize the effect of road and inertial disturbances, on human body, caused by cornering or braking.
• minimize the vertical car body displacement and acceleration.
• good control on all the four wheels of the car for their optimal contact with road.
All the above objectives lead to rapidly changing operating conditions and the passive suspension system is not as efficient to cope with them by adapting its parameters, simultaneously. So, there would always be a compromise between comfort and safety for passive suspension system.
Semi-active suspension system consists of a sensor that identifies bumps on the road and motion of the vehicle and a controller that controls the damper on each wheel. The semi-active suspension can respond to even small variations in road area and cornering. It offers quick variations in rate of springs damping coefficients. This suspension system does not give any energy to the system but damper is changed by the controller. The controller resolves the rank of damping based on control approach and automatically changes the damper according to the preferred levels. Actuator and sensors are attached to sense the road profile for the control input. The adaptive fuzzy controller for semi-active suspension systems was presented by (Lieh & Li, 1997) which shows only the acceleration of the vehicle compared to the passive suspension.
On the other hand, active suspension consists of actuator. The controller drives the actuator, which depends on the proposed control law. The active suspension system gives the freedom to tune the whole suspension system and the control force can be initiated locally or globally depending on the system state. The active suspension systems provide more design flexibility and increase the range of achievable objectives. The active suspension passenger seat is proposed by (Stein & Ballo, 1991) for off-road vehicles. Also, the passenger suspension seat was considered by (Nicolas et al., 1997) in their control technique to improve ride comfort.
Various control techniques such as optimal state-feedback (Esmailzadeh & Taghirad, 1996) , model reference adaptive control (Sunwoo et al., June 1991) , backstepping method (Lin & Kanellakopoulos, 1997) , fuzzy control (Yoshimura et al., 1999) and sliding mode control (Yoshimura et al., 2001 ) have been presented in the last few years for optimized control of the active suspension system.
In order to examine these suspension systems, three types of car model have been introduced in the literature; Quarter car model, Half car model and Full car model. In car modeling, quarter car model is the simplest one. Many approaches on quarter car suspension systems have been carried out by (Hac, 1987; Yue et al., 1988) but do not reveal robustness of the system. The robustness of quarter-car suspension system based on stochastic stability has been presented by (Ray, 1991) but this technique needs large feedback gains and an appropriate phase must be chosen. The best performance estimations of variable suspension system on a quarter car model are observed by (Redfield & Karnopp, 1988) . Various linear control techniques are applied on a quarter car model in (Bigarbegian et al., 2008) but did not give any information for large gain from road disturbance to vehicle body acceleration. The dynamic behavior and vibration control of a half-car suspension model is inspected by different researchers in (Hac, 1986; Krtolica & Hrovat, 1990; 1992; Thompson & Davis, 2005; Thompson & Pearce, 1998) .
The active control of seat for full car model is examined by (Rahmi, 2003) . Some control approaches have been examined to minimize the vertical motion, roll and also the chassis motion of vehicle by (Barak & Hrovat, 1988; Cech, 1994; Crolla & Abdel−Hady, 1991) . The PID controller is applied on active suspension system by (Kumar, 2008) . The combined H ∞ controller with LQR controller on an active car suspension is given by (Kaleemullah et al., 2011) , but this controller requires the frequency characterization of the system uncertainties and plant disturbance, which are usually not available. An experimental 1-DOF microcomputerized based suspension system was presented by (White-Smoke, 2011), using actuator force as control input. However, the extension of this model to other practical models is not straightforward.
Fuzzy logic control has been utilized widely for the control applications. Such a control approach has the definite characteristic of being able to build up the controller without mathematical model of the system. Therefore, it has been employed to control active suspension systems (Hedrick & Butsuen, 1990; Hrovat, 1982; Meller, 1978; Smith, 1995) .
In (Nicolas et al., 1997) , the authors used a fuzzy logic controller to increase the ride comfort of the vehicle. A variety of simulations showed that the fuzzy logic control is proficient to give a better ride quality than other common control approaches for example, skyhook control (Ahmadian & Pare, 2000; Bigarbegian et al., 2008) . (Lian et al., Feb. 2005) proposed a fuzzy controller to control the active suspension system. The fuzzy control for active suspension system presented by (Yester & Jr., 1992) considers only the ride comfort. (Rao & Prahlad, 1997) proposed a tuneable fuzzy logic controller, on active suspension system without taking into account the nonlinear features of the suspension spring and shock absorber, also, the robustness problem was not discussed. The neural network control system applied on active suspension system has been discussed by (Moran & Masao, 1994) but does not give enough information about the robustness and sensitivity properties of the neural control towards the parameter deviations and model uncertainties. Also, sliding mode neural network inference fuzzy logic control for active suspension systems is presented by (Al-Holou et al., 2002 ), but did not give any information about the rattle space limits. (Huang & Lin, 2003; Lin & Lian, 2008 ) proposed a DSP-based self-organizing fuzzy controller for an active suspension system of car, to reduce the displacement and acceleration in the sprung mass so as to improve the handling performance and ride comfort of the car. (Lian et al., Feb. 2005) proposed a fuzzy controller to control the active suspension system.
However, it is still complicated to design suitable membership functions and fuzzy linguistic rules of the fuzzy logic controllers to give suitable learning rate and weighting distribution parameters in the self-organizing fuzzy controller.
Since, the aforementioned fuzzy logic and neural network controllers on active models, did not give enough information about the robustness, sensitivity and rattle space limits. These techniques were combined with wavelets to solve different control and signal processing problems and collectively known as Fuzzy Wavelet Neural Networks (FWNNs) (Chalasani, 1986; Hac, 1986; Heo et al., 2000; Meld, 1991; Thompson & Davis, 2005; Thompson & Pearce, 1998) . The combination of a fuzzy wavelet neural inference system comprises the strength of the optimal definitions of the antecedent part and the consequent part of the fuzzy rules. In this study, fuzzy wavelet neural network control is proposed for the active suspension control. A FWNN combines wavelet theory with fuzzy logic and neural networks. Wavelet neural networks are based on wavelet transform which has the capability to examine non-stationary signals to determine their local details. Fuzzy logic system decreases the complexity and deals with vagueness of the data. Neural networks have self-learning qualities that raises the precision of the model. Their arrangement permits to build up a system with fast learning abilities that can explain nonlinear structures. Different structures of FWNN have been proposed in the literature. Due to its strong estimation and controlling properties FWNN has found extensive applications in the areas of identification and control of non-linear plants (Abiyev & Kaynak, 2008; Adeli & Jiang, 2006; Banakar & Azeem, 2008; Yilmaz & Oysal, 2010) .
In this chapter, different softcomputing techniques have been combined with wavelets for the active suspension control of full car model to minimize the vibrations of the vehicle against the road disturbances. The proposed Adaptive Fuzzy Wavelet Neural Network (AFWNN) control integrates the ability of wavelet to analyze the local details of the signal with that of fuzzy logic to reduce system complexity and with the self learning capability of neural networks, which makes the controller efficient for controlling unknown dynamic plants. The results of the proposed models have been compared with passive and semi-active suspension system. The robustness of the system has further been evaluated by comparing the results with Adaptive PID (APID).
This chapter has been arranged as follows; Section2 gives the structural and mathematical details of the proposed AFWNN models. In Section 3 the modeling details and closed loop Will-be-set-by-IN-TECH system have been discussed. Section 4 gives the simulation results and discussion. Finally, section 5 concludes our work.
Fuzzy wavelet neural network control
Wavelet neural network is a new and innovative network, which is based on wavelet transforms (Oussar & Dreyfus, 2000) . The structural design of the wavelet neural network is laid on a multilayered perceptron. A discrete wavelet function is applied as node activation function in the wavelet neural network. Because, the wavelet space is utilized as a feature space of pattern identification, the feature extraction of signal is recognized by the weighted sum of the inner product of wavelet base and signal vector. Furthermore, network acquires the ability of approximation and robustness. The entire estimation is on the logistic infrastructure. Wavelets can be expressed as follows:
Where, Ψ j (x) is the family of wavelets, x = x 1 , x 2 , ..., x m shows the input values, a j = a 1j , a 2j , ..., a mj and b j = b 1j , b 2j , ..., b mj represent the dilation and translation parameters of the mother wavelet Ψ(x), respectively. The Ψ(x) function is a waveform of limited duration and has a zero mean value.
Wavelet neural networks are mainly three layered networks using wavelets as activation function. The output for wavelet neural network is formulated as;
Where, Ψ j (x) is the wavelet function of the jth part of hidden layer, because, the wavelet networks contain the wavelet functions in the hidden layer's neurons of the network. w j are the weights connected between the hidden layer and the output layer.
Wavelet functions have capability of time−frequency localization property (Zhang & Benveniste, 1992) . Localization of the ith hidden layer of wavelet neural network is found by the dilation and translation parameters of the wavelet function. The dilation parameter controls the spread of the wavelet and the translation parameter determines the center position of the wavelet (Y. Chen & Dong, 2006) .
Normally, two techniques are used for signifying multidimensional wavelets. In the first technique, they are created by using the product of one-dimensional wavelet functions. This wavelet neural network technique model is used by (Zhang et al., 1995) . In second technique, the Euclidian norms of the input variables are used as the inputs of one-dimensional wavelets (Billings & Wei, 2005; Zhang, 1997) .
The proposed AFWNN incorporates wavelet functions in the conventional TSK fuzzy logic system. In the conventional approach, a linear function or constant is used in the consequent part of the linguistic rules for TSK fuzzy system. In the AFWNN, wavelet functions are used in the consequent part to enhance the estimation capability and computational strength of the neuro-fuzzy system by utilizing their time-frequency localization property. In a TSK fuzzy model, each rule is divided into two regions, represented by the IF-THEN statement. In the IF part of the fuzzy rule, membership functions are given, and in the THEN part of the fuzzy rule a linear function of inputs or a constant is used. These rules are based on either experts knowledge or adaptive learning. The wavelets can collect the information globally and locally easily by means of the multiresolution property (Ho et al., 2001) . The proposed AFWNN model has fast convergence and accuracy properties.
The AFWNN rules have the following form;
If x 1 isA 11 and x 2 is A 12 and ...
If x 1 isA 21 and x 2 is A 22 and ...
. . .
If x 1 isA n1 and x 2 is A n2 and ...
Where, x 1 , x 2 , ..., x m , y 1 , y 2 , ..., y n are the input-output variables and A ij is the membership function of ith input and jth rule. Wavelet functions are in the consequent part of the rules. The entire fuzzy model can be attained by finding/learning the parameters of antecedent and consequent part.
The AFWNN structure has been depicted in Figure 1 . This structure comprises of combination of the two network structures, i.e., upper side and lower side. Where, upper side encloses wavelet neural network and lower side encloses fuzzy reasoning process.
The whole network works in a layered fashion, as follows; Layer 1: This is the first layer of fuzzy reasoning as well as the wavelet network. This layer accepts input values. Its nodes transmit input values to the next layer.
Layer 2: In this layer fuzzification process is performed and neurons represent fuzzy sets used in the antecedent part of the linguistic fuzzy rules. The outputs of this layer are the values of the membership functions 'η j (x j )'.
Layer 3: In this layer each node represents a fuzzy rule. In order to compute the firing strength of each rule, and min operation is used to estimate the output value of the layer. i.e.,
where, ∏ i is the min operation and µ j (x) are the input values for the next layer (consequent layer).
Layer 4: In this layer, wavelet functions are represented. The output of this layer is given by;
Where,
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Layer 6, 7: In these layers, the defuzzification process is made to calculate the output of the entire network, i.e., it computes the overall output of system. Therefore, the output for the fuzzy wavelet neural network can be expressed as;
Where, 'u' is the output for the entire network. The training of the network starts after estimating the output value of the AFWNN.
The AFWNN learning is to minimize a given function or input and output values by adjusting network parameters. Adapted parameters are mean 'g ij ' and variance 'σ ij ' of membership functions in antecedent part, translation 'b ij ' and dilation 'a ij ' parameters of wavelet functions and weights 'w ij ' are the parameters in the consequent part of the rules.
The AFWNN learning is done by minimizing the performance index. In this study, the gradient descent technique has been used to speed up the convergence and minimize the cost function.
The performance index can be expressed as;
Where, 'r i ' and 'u i ' are the desired and current output values of the system, respectively. 'O' shows the number of the output values of the system, which is one in our case. The update parameters 'w l ', 'a il ', 'b il ' of the consequent part of network and 'g il ' and 'σ il '( i = 1, 2, ..., m, j = 1, 2, ..., n) of the antecedent part of the network can be formulated as follows;
Where, 'γ' and 'λ' represent the learning rate and momentum, respectively. 'm' and 'n' shows the input values and rules number of the network such that i = 1, 2, ..., m and j = 1, 2, ..., n.
By using chain rule the partial derivatives shown in the above equations can be expanded as;
Equations (12) to (16) shows the contribution of update parameters for change in error. The following sections give a brief detail of different configurations of AFWNN, applied to full car model. Since, the full car active suspension control is a nonlinear problem, the idea is to check different combinations of wavelets and membership functions to increase the nonlinearity of the controller as well so that it could efficiently deal with a nonlinear system. 
Where, 'η j (x j )' shows the membership function, 'g ij ' and 'σ ij ' are the mean and variance of membership function of the jith term of ith input variable. 'm' and 'n' are the number of input signals and number of nodes in second layer, respectively.
The Mexican hat wavelet function is given by;
where,
Where, Ψ j (x) is the family of wavelets, x = x 1 , x 2 , ..., x m shows the inputs values, a j = a 1j , a 2j , ..., a mj and b j = b 1j , b 2j , ..., b mj represent the dilation and translation parameters of the mother wavelet Ψ(x), respectively. (12) to (16) and simplifying gives the following results; 
Putting these values in respective equations from equation (7) to equation (11), gives the final update equations for AFWNN-1 as follows;
The gradient descent method shows convergence on the basis of the learning rate and the momentum value. The values of the learning rate and momentum are usually taken in interval [0, 1] . If the value of the learning rate is high, it makes the system unstable and if its value is small the convergence process is slow. The momentum term 'λ ′ speeds up the learning process.
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AFWNN-2: Structure and parameters update rules for learning
In AFWNN-2, linear function or constant in the consequent part of the linguistic rules in TSK fuzzy system are replaced with Mexican hat wavelet function. The Mexican Hat wavelet function is given by equation (18), as for AFWNN-1. To illustrate the linguistic term, the Triangular membership function has been used for this neuro-fuzzy system and is given by,
Where, 'η j (x j )' shows the membership function, 'g ij ' and 'σ ij ' are the mean and variance of membership function of the 'jith' term of 'ith' input variable. In order to calculate the updated values for this network simplifying the Equations (12) to (16) give the following results;
By putting these values in Equations (7) to (11) the final update equations are given by; 
Hence, these are the required equations for the update parameters, 'w l ', 'a il ', 'b il ', 'g il ' and 'σ il ' respectively.
AFWNN-3: Structure and parameters update rules for learning
In AFWNN-3 the consequent part uses Morlet wavelet function whereas the antecedent part uses the same Gaussian membership function as that of AFWNN-1. The Morlet wavelet function has been shown in Figure 2 (b) and is given by;
The Gaussian membership function is given by equation (17); The output value 'y' for the 'lth' wavelet network is given by;
By using equations (12) to (16), the partial derivatives can be solved as follows; , showing the contribution of each update parameter for error convergence.
The required updates can be calculated using equations (7) to (11) as follows;
Hence, these are the required equations for the update parameters w l , a il , b il , g il and σ il .
AFWNN-4: Structure and parameters update rules for learning

AFWNN-4 uses Morlet wavelet function along with triangular membership function. The triangular membership function is given by Equation (29)
. Using Morlet wavelet function the output value 'y' for the 'lth' wavelet is given by; The derivatives given by equations (12) to (16) can be simplified as follows;
Equations (53) to (57) Using Equations (7) to (11) the updates can be found as follows;
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The above equations give the parameters updates for AFWNN-4.
System modeling and design
The proposed AFWNN structures have been applied to full car model with eight degree of freedom, being closer to reality, as shown in Figure 3 . The eight degrees of freedom are the four wheels displacement (Z f ,r , Z f ,l , Z r,r , Z r,l ), seat displacement 'Z s ', heave displacement 'Z', pitch displacement 'θ' and roll displacement 'φ'. The car model comprises of only one sprung mass attached to the four unsprung masses at each corner. The sprung mass is allowed to have pitch, heave and roll and the unsprung masses are allowed to have heave only. For simplicity, all other motions are ignored for this model. The suspensions between the sprung mass and Fig. 3 . Full-Car Model unsprung masses are modeled as non-linear viscous dampers and spring components and the tires are modeled as simple non-linear springs without damping elements. The actuator gives forces that determine by the displacement of the actuator between the sprung mass and the wheels. The dampers between the wheels and car body signify sources of conventional damping like friction among the mechanical components. The inputs of full-car model are four disturbances coming through the tires and the four outputs are the heave, pitch, seat, and roll displacement. For details of the dynamic model the reader is referred to (Rahmi, 2003) . Figure 4 depicts the closed loop diagram of the feedback system. The input to the plant is the noisy output of controller. The controller parameters are adapted on the basis of calculated error which is the difference between the desired and actual output of the plant.
The inputs of the plant (full-car model) are four disturbances from the tire. The outputs are Seat, Heave, Pitch and Roll displacements. The states required for controller come from displacement sensors which measure the displacement states of four tires and one more sensor for measuring the displacement of seat. The adaptive control law uses control technique and adaptation mechanism to adapt the controller itself using proposed algorithms.The general class of nonlinear MIMO systems is described by;
Where, x =[ y 1 ,ẏ 1 , ··· , y Let us refer;
The control matrix is:
The disturbance matrix is:
The generic non-linear car model is,
These matrices can be shown in state-space form, with state vector x, represented in row matrix form.
are velocity states and A 9 (x) to A 16 (x) are acceleration states of four tires, seat, heave, pitch and roll.
The disturbance inputs for each tire individually are represented in the form of z matrix.
T z n are n disturbances applied to full-car model. u n are n control inputs to full-car model, so to regulate the car model disturbances. y n are n states of car. r n are n desired outputs for the controller to achieve.
Each controller in this work has two inputs. One of the inputs is 'r n ' and delay of it is given to second input . The y n states are fed to the controller as an error, so to adapt the update adaptation law for the desired regulation. Based on this error the adaptation law is formulated using AFWNN-1, AFWNN-2, AFWNN-3 and AFWNN-4. The algorithms develop a back-propagation algorithm for training the controller to achieve the desire performance.
In this work for the full-car model four states of tires are used by the four controllers as an error to adapt the adaptation law. As the purpose of controller is to regulate the disturbances so r n 's are zero, the second input of controllers is a delayed version of first input. The adaptation law of the controller provides the control inputs u 1 , u 2 , u 3 and u 4 to plant so as to regulate the plant. The four disturbances z 1 , z 2 , z 3 and z 4 are coming from road through tires into suspension system and to the body of the vehicle.
Two cases have been considered. In the first case, only the states of the four tires y 1 , y 2 , y 3 and y 4 displacement are used as an error to the controller. Which develops the control law according to that error. These control inputs u 1 , u 2 , u 3 and u 4 are provided to the plant from each controller (placed on each tire) to achieve the desired performance of the plant (full-car model) i.e. both better passenger comfort (better seat and heave displacement) and better vehicle stability (better heave, pitch and roll displacement). In the second case, an additional controller is applied under the driver seat to improve the passenger comfort. In this case, another state y 5 is used as an error input to the controller. This additional control input will help in reducing the disturbance effect and improving the passenger comfort. Table 1 gives the description of different constants and their respective values used for simulation. Table 2 . Learning rates 'γ' for controls of the applied algorithms. These road profiles have been used in context of roll, pitch, heave and seat displacement and acceleration. Four controllers have been applied to each car tire and one has been taken for seat. The learning rates for each controller have been shown in Table 2 . These values have been set for learning rates based on hit-and-trial keeping in view the fact that a positive change in the error rate leads to increase the value of 'γ' and vice versa. For simplicity of implementation the moment term has been neglected. The performance index used for evaluation of different algorithms is given by,
Simulation results and discussion
where, 'Z p ' is the vector for displacement or acceleration, 'Q' is the identity matrix. The Root Mean Square (RMS) value for displacement and acceleration of heave, pitch, roll and seat has been calculated by, Figure 5 shows different road profiles used for simulation. 
Road profile-1
Road profile-1 involves one pothole and one bump, each having duration of one second with a time delay of 8 secs., for front and rear tires. Mathematically, road profile-1 is given by;
-0.15 1 ≤ t ≤ 2 and 4 ≤ t ≤ 5 0.15 9 ≤ t ≤ 10 and 12 ≤ t ≤ 13 0 otherwise (69) i.e., the road profile contains a pothole and a bump of amplitudes −0.15m and 0.15m, respectively. This road profile is helpful to calculate heave of a vehicle. Figure 5 (a) depicts the road profile−1. Figures 6(a) - (d) show the regulation results for heave, roll, pitch and seat displacement for active suspension as compared to passive and semi-active suspension. It is clear from the figures that there is improvement in the results for active suspension. The settling time has been reduced and the steady state response is improved. In case of heave and seat the passive control approaches the rattle space limits whereas AFWNN-4 has optimal results for all the four cases showing the least variation from steady state.
In passive and semi-active suspension suspension, the maximum values of displacements for heave is 0.106m and 0.088m, for roll 0.016m and 0.009m, for pitch is 0.075m and 0.061m and for seat is 0.15m and 0.11, respectively. Due to high nonlinear nature of AFWNN-4 these values get improved as 0.004m, 0.006m, 0.012m and 0.02 for heave, roll pitch and seat, respectively.
Table3 shows the results for percent improvement and RMS values for displacement and acceleration, for road profile-1. It can be seen that maximum improvement has been achieved in case of heave with AFWNN-4. Figures 6(e)-(i) show the antecedent and consequent parameters variation for AFWNN-4 for all the five controls. Parameters variation for front and rear right tires is large whereas front and rear left tire has low parameters variation. It was found that the control effort by front and right tires was greater as compared to seat and the left side tires controls.
Road profile-2
Road profile-2 has been taken as two potholes of different amplitudes as shown in Figures  5(b) -(c). The road profile−2 is given as follows: Table 3 . Performance Comparison for road profile-1
Road profile-3
Road profile-3 is white noise as shown in Figure 5 (a).
Where, value of 'A i ' is the road amplitude, 'Ω i ' is the number of waves and 'Ψ i ' is the phase angle, i = 1, 2, ..., N ranging from 0 to 2π.
The control problem is that the suspension travel should be | z | less than | z | from the amplitude of disturbance i.e., ±0.15m. The maximum displacement of the road profile is ±0.15m. Table 4 . Performance comparison for road profile-2
The time delay between front and rear wheels is given by;
Where, s 1 = 1.2m and s 2 = 1.4m are the values of distance between front and rear wheels and 'V' is the vehicle velocity. Table 5 shows the performance comparison for road profile-3 for different parameters. The best results have been obtained in case of AFWNN-4 for seat in this case. The minimum displacement for seat correspond to the passenger comfort which shows that AFWNN-4 gives optimal results for passenger comfort for comparatively rough road profiles. It can be seen that the performance difference between AFWNN-1 and AFWNN-2 is small as compared to that of AFWNN-1 and AFWNN-3 or AFWNN-4 which shows that incorporation of Morlet wavelet has improved the performance consistency, significantly. 
Conclusion
The detailed mathematical modeling of different adaptive softcomputing techniques have been developed and successfully applied to a full car model. The robustness of the presented techniques has been proved on the basis of different performance indices. Unlike, the conventional PID, the proposed algorithms have been compared with each other and APID controller. The simulation results and their analysis reveal that proposed AFWNNC gives better ride comfort and vehicle handling as compared to passive or semi-active and APID control. The performance of the active suspension has been optimized in terms of seat, heave, pitch and roll displacement and acceleration. The results show that AFWNNC-4 gives optimal performance for all rotational and translational motions of the vehicle persevering the passenger comfortability. 
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