The Internet of Things (IoT) will encompass a massive number of machine type devices that must wirelessly transmit, in near real-time, a diverse set of messages sensed from their environment. Designing resource allocation schemes to support such coexistent, heterogeneous communication is hence a key IoT challenge. In particular, there is a need for self-organizing resource allocation solutions that can account for unique IoT features, such as massive scale and stringent resource constraints. In this paper, a novel finite memory multistate sequential learning framework is proposed to enable diverse IoT devices to share limited communication resources, while transmitting both delaytolerant, periodic messages and urgent, critical messages. The proposed learning framework enables the IoT devices to learn the number of critical messages and to reallocate the communication resources for the periodic messages to be used for the critical messages. Furthermore, the proposed learning framework explicitly accounts for IoT device limitations in terms of memory and computational capabilities. The convergence of the proposed learning framework is proved, and the lowest expected delay that the IoT devices can achieve using this learning framework is derived. Furthermore, the effectiveness of the proposed learning algorithm in IoT networks with different delay targets, network densities, probabilities of detection, and memory sizes is analyzed in terms of the probability of a successful random access (RA) request and percentage of devices that learned correctly. Simulation results show that, for a delay threshold of 1.25 ms, the average achieved delay is 0.71 ms and the delay threshold is satisfied with probability 0.87. Moreover, for a massive network, a delay threshold of 2.5 ms is satisfied with probability 0.92. The results also show that the proposed learning algorithm is very effective in reducing the delay of urgent, critical messages by intelligently reallocating the communication resources allocated to the delay-tolerant, periodic messages.
I. INTRODUCTION
T HE INTERNET of Things (IoT) is an emerging networking technology that promises to interconnect a massive number of devices such as wearables, sensors, smartphones, and other machine type devices [1] . The IoT will Manuscript impact multiple application domains including home automation [2] , smart grids [3] , [4] , drone-based systems [5] , healthcare systems [6] , and industrial monitoring [7] , [8] . To support such innovative IoT applications, there is a need for new wireless technologies that can enable a large-scale connectivity among IoT devices. However, integrating the IoT ecosystem into existing wireless networks faces many challenges that include coexistence with human-type devices, self-organizing operation, and limited communication resources [6] , [9] . Moreover, the IoT devices are typically machine-type devices that differ significantly from conventional human-type devices, such as smartphones, in terms of performance requirements, memory, computation, and energy constraints as well as traffic patterns [1] . In addition, the IoT devices will require low latency, ultrareliable, and short packet transmissions. Therefore, existing wireless networks must be redesigned to meet these IoT challenges. The IoT devices deployed in an existing wireless network will need to deliver diverse applications and, thus, they will be heterogeneous in terms of their performance requirements and traffic patterns. For example, IoT devices used for smart metering may not require ultralow latency and will communicate periodically. In contrast, IoT devices used for industrial monitoring will require ultralow latency and communicate sporadically. Furthermore, such heterogeneous IoT devices with different properties and requirements will have to coexist and share limited communication resources appropriately to satisfy their quality-of-service (QoS) requirements. To incorporate such heterogeneous IoT devices into existing wireless networks with limited resources, a distributed method is necessary to allocate limited resources appropriately depending on the QoS needs of the IoT devices. The IoT devices must be able to obtain their communication resources autonomously, because it is impractical to assume that they can communicate frequently with the base station (BS), given their stringent resource constraints. Moreover, in a massive IoT, the BS will not be able to manage the communication resources of all devices in a timely manner. Therefore, resource allocation in the IoT must be distributed and must also consider the limited capabilities of the IoT devices in terms of computation and memory. A resource allocation framework satisfying the aforementioned requirements will accelerate the deployment of the IoT over existing networks with limited communication resources. system model in which there are periodic and critical messages coexisting in an IoT system and proposed a learning framework that enables the IoT devices to autonomously allocate the limited communication resources for a highly reliable transmission of the critical messages. However, the work in [26] assumes that there is at most one critical message at any given time, and the IoT devices learn the existence of the critical message to decide to allocate the communication resources for the critical message or not. In [27] , we provided a qualitative survey that discusses the potential of learning in the IoT. A framework based on sequential learning to learn the number of urgent, critical messages and to allocate corresponding uplink resources is studied in [23] . Although message type heterogeneity and the resource constraints of the IoT devices are considered in [23] , this paper requires a learning sequence for each critical message. Therefore, an IoT device must be part of all learning sequences to accurately learn the number of critical messages, which may not be practical for resourceconstrained IoT devices. Meanwhile, the works in [16] , [19] , [20] , and [22] do not account for the heterogeneity in communication requirements, traffic patterns, and message types. Moreover, most of the prior art in [10] , [18] , [19] , and [21] relies on centralized solutions, which may be impractical for a massive IoT. Further, even though the energy constraints of IoT devices are typically considered, such as in [17] and [21] , the IoT devices also have limited capabilities in terms of memory and computation, which are ignored in the existing works [10] , [11] , [18] , [21] , [22] .
B. Contributions
The main contribution of this paper is a multistate sequential learning framework [28] with finite memory that can enable the IoT devices to allocate their limited communication resources in a self-organizing manner while satisfying their heterogeneous latency requirements. In particular, we consider a massive IoT system in which there are IoT devices with limited capabilities transmitting either periodic or critical messages. Periodic messages, such as meter readings, are delay-tolerant messages with predictable traffic pattern, while critical messages, such as system failures, are randomly occurring, delay-intolerant messages. When some devices transmit critical messages, the communication resources that are normally allocated for the periodic messages must be reallocated for the critical messages for their timely transmission. We propose a novel multistate sequential learning algorithm that allows the IoT devices to learn the number of existing critical messages and, then, to reallocate communication resources appropriately depending on the delay requirement and the number of critical messages. The proposed multistate sequential learning is suitable for IoT devices as it only requires finite number of observations to learn in a distributed way. Then, we analyze the memory, limited observation capabilities of devices, and expected delay resulting from our proposed algorithm. We show that our proposed learning framework converges to the true state of the environment (i.e., it autonomously learns the true number of existing critical messages). We also derive the lowest expected delay of a critical message that can be achieved with our learning framework. Simulation results show the learning effectiveness of the proposed framework as well as its ability to realize low-latency transmissions across a massive IoT network.
The rest of this paper is organized as follows. Section II introduces the system model and Section III presents the proposed learning algorithm and analyzes its properties. Section IV analyzes the simulation results, while Section V draws the conclusion.
II. SYSTEM MODEL
Consider the uplink of a wireless IoT system consisting of one BS serving N IoT devices. To transmit their messages to the BS, the IoT devices must first request uplink communication resources via a time-slotted RA channel (RACH) using one out of p RA preambles (RAPs) [29] that are typically divided into two types: 1) p c contention-based RAPs and 2) p f = p − p c contention-free RAPs [29] . For using a contention-based RAP, the IoT devices choose one out of the p c preambles randomly. However, if more than one IoT device choose a given contention-based RAP, there will be a collision resulting in a failure to request uplink resources. Therefore, a device will successfully be allocated uplink resources using contention-based RAP, only if it is the sole device using that preamble at that given time slot. For using contention-free RAPs, the devices are assigned one of the p f preambles by the BS. The preamble usage and allocation among the IoT devices will depend on their message types as discussed later in this section. Moreover, the notations used throughout the paper are summarized in Table I. One of the prominent features of the IoT is heterogeneity in terms of device types, functionalities, and transmitted messages as illustrated in Fig. 1 . For instance, some IoT devices, such as smart meters and environment sensors, will be periodically transmitting small packets, such as meter readings, observation reports, and system status reports. However, such devices may need to also transmit urgent, critical messages, such as critical system state condition, power outage, and fire detection reports. These message types differ in terms of QoS requirements and traffic patterns. To model heterogeneous messages, we consider the co-existence of periodic messages, which are infrequent, periodic transmissions, and critical messages, which are critical, urgent transmissions that require very small delay. Depending on the message type, the IoT devices will transmit using most appropriate RAP type.
A. Periodic Messages
Periodic messages are noncritical and recurring, and, thus, they are typically delay-tolerant with predictable traffic patterns [4] . Moreover, as illustrated by the blue devices in Fig. 1 , only some of the IoT devices transmit the periodic messages simultaneously. Hence, the IoT devices transmitting periodic messages will request uplink resources using an RAP once every period T. We let τ i for i = 1, . . . , T be the possible time slots when the IoT devices first transmit their periodic messages. The devices that first transmit in slot τ i will transmit in slots τ i +kT for k ∈ Z + . Since the IoT devices that have the same τ i will always transmit simultaneously, it is sufficient to only consider RAP allocation among the IoT devices with same τ i . Since it is predictable when and which IoT devices will transmit the periodic messages, contention-free RAPs are more suitable for periodic message transmissions than contentionbased RAPs as the contention-free RAPs can guarantee successful uplink resource allocation request for appropriate values of T. However, for given values of N and p f , it may be impossible to satisfy T, and the minimum period T min of the periodic messages that can be supported will be
Equation (1) results from the fact that at most p f devices can use contention-free RAPs without collision in a time slot, and an IoT device must wait until all other IoT devices transmit their periodic messages to satisfy T of all periodic messages. If the required period of the periodic messages is less than T min , there will be more than p f IoT devices transmitting simultaneously in some time slots and collisions will occur. For T ≥ T min , the BS can determine T groups of IoT devices each group with at most p f IoT devices with same τ i . Moreover, the BS will allocate different contention-free RAPs to IoT devices with same τ i . This allocation scheme helps avoiding RAP collision, while maximizing the number of IoT devices that can request uplink resources. The use of contention-free RAPs takes advantage of the predictable traffic patterns of the periodic messages and guarantees that the IoT devices successfully request their uplink resources.
Note that contention-based RAPs are not suitable for the periodic messages, because the probability of successful transmission is low, particularly for a massive IoT with large N. Assuming that τ i are chosen uniformly randomly, if the IoT devices transmitting periodic messages use contention-based RAPs, the expected number N p of IoT devices transmitting periodic messages at any given time slot will be N p = (N/T). The probability p p,s of an IoT device successfully transmitting using the contention-based RAP in a given time slot will then be
which represents the probability of all other N p − 1 devices choosing some other contention-based RAP with probability
Since the IoT will be massive with large N, p p,s is small, which implies that very few periodic messages will be successfully transmitted in a given time slot. For periodic messages with T ≥ T min , the use of contention-free RAPs guarantees that the IoT devices successfully request uplink resources, while the probability of successful request is low using contention-based RAPs. Therefore, it is more advantageous for the IoT devices transmitting periodic messages to use contention-free RAPs. Hereinafter, we assume that the period T of periodic messages is T min and that N is a multiple of p f for simplicity. This implies that all p f contention-free RAPs are used in every time slot.
B. Critical Messages
Critical IoT device messages contain urgent information about an abnormal event and, thus, they must reach the BS with low latency. Therefore, critical messages are delayintolerant messages that need retransmissions in case of RAP collision. Since critical messages are triggered by an unpredictable abnormal event as illustrated in Fig. 1 , such as a system failure or forest fire, the system cannot know beforehand which IoT devices will have critical messages to send and when such critical messages will occur. Furthermore, critical messages can be highly correlated since an abnormal event will typically trigger some critical messages simultaneously. For instance, a forest fire will trigger various devices monitoring different environmental parameters, such as temperature, humidity, or carbon monoxide. Since the network cannot predict when the critical messages will be triggered, how many will be triggered, and which IoT devices will have critical messages, the BS cannot assign predetermined RAPs, and, thus, IoT devices with critical messages must use contention-based RAPs to request uplink transmission resources.
We let N a be the number of IoT devices having critical messages to send. N a depends on the nature and the location of the unpredictable abnormal event. Therefore, N a is a realization of a random variable, representing an unpredictable abnormal event, and N a is treated as a constant number. For IoT devices with critical messages using p c contention-based RAPs, the probability p a,s of a device being successfully allocated an uplink resource for sending a critical message will be
which is probability of all other N a − 1 devices choosing some other contention-based RAP with probability (p c −1/p c ). Given p a,s , the expected delay D c of a critical message under a contention-based RAP is defined as the expected number of time slots needed until the first successful acquisition of uplink communication resources using contention-based RAP, as follows:
since D c is a mean of geometric distribution with probability of success of p a,s .
While using contention-based RAPs, an IoT device having a critical message may be assigned with contention-free RAP for its next periodic message transmission. In this case, instead of using the assigned contention-free RAP for the periodic message, IoT devices with critical messages will use the assigned contention-free RAP for sending their critical messages. We assume that the period of all periodic messages is smallest possible value of T min and τ i are chosen uniformly randomly. Therefore, the expected delay D f of a critical message under a contention-free RAP is defined as the expected number of time slots needed until an IoT device with critical message is allocated with contention-free RAP, as follows:
Since an IoT device having a critical message just needs one successful transmission using either RAP, the expected delay of a critical message is D = min(D c , D f ).
To minimize the expected delay D of the critical messages, D c or D f must be minimized. However, decreasing the value of one of them will directly increase the value of the other as D c and D f are related with p c + p f = p. In a massive IoT network with N p, T min in (1) will be large even if p f = p, and, thus, D f will also be large. Since the number of critical messages N a will typically be small, it is more effective to minimize D c to minimize D. Since the value of N a cannot be controlled, the value of p c must be maximized to minimize D c . Since the number of RAPs p is fixed, the only way to increase the value of p c is to reallocate RAPs from contention-free to contention-based. The method used for such reallocation cannot be centralized since a centralized method requires the BS to have already received the critical messages and to be aware of the abnormal event, which is impractical. Therefore, RAP reallocation must be done in a distributed manner.
To reallocate an appropriate number of contention-free RAPs, the IoT devices must be able to observe the number of critical messages N a in the system. We assume that the overhead signaling for the periodic messages and critical messages are different such that the IoT devices can observe the number of critical messages N a being transmitted in a given time slot [30] . However, the IoT devices may not be able to accurately observe N a , since they cannot observe all of the critical messages. For instance, an IoT device that is located far from the abnormal event may not be able to observe the event and its corresponding critical messages. IoT devices may also be prone to missed detection even when they are in proximity to the abnormal event. To capture the limited observation capability, we assume that IoT devices within a detection range r d have a probability of missed detection p 01 , while IoT devices outside of the detection range r d have a much higher probability of missed detection, p 01 .
In order for the IoT devices to accurately know N a despite their limited observation capability, they can employ a distributed learning process [31] using which the devices can collectively learn the number of critical messages N a in a self-organizing manner. For instance, IoT devices with limited observation capabilities can use the observations of other IoT devices to have a more accurate estimation of N a . For the reallocation of RAPs, we assume that there is a globally known order of contention-free RAPs that will be reallocated to contention-based RAPs. When an IoT device having a periodic message learns that there are N a critical messages, it will stop using the first β contention-free RAPs of the order. This means that even if the IoT device with periodic message is assigned to use one of the β RAPs by the BS, it will not transmit. When an IoT device having a critical message learns that there are N a critical messages, it will use one of the first β contention-free RAPs of the order or one of the contentionbased RAPs. Therefore, the number of contention-based RAPs will increase from p c to p c = p c + β, and the number of contention-free RAPs will decrease from p f to p f = p f − β. The expected delay D c from using contention-based RAP, the expected delay D f from using contention-free RAP, and the expected delay D of critical message after learning will, respectively, be given by
For a given design parameter threshold delay D th that the critical messages should satisfy, the value of β is determined to satisfy D ≤ D th . Moreover, the value of β should be appropriate as an excessive value of β will greatly disturb the transmission of periodic messages.
To develop an effective learning approach, one must take into account specific characteristics of the IoT devices. As the IoT devices are small, low cost devices, their computational capability will be limited. Moreover, they are constrained by very limited battery life, and, thus, they cannot communicate frequently with the BS or with other IoT devices. Further, the IoT devices may also be limited in terms of how much information they can store and process. Therefore, they may not have sufficient information for accurate learning, and their learning method must account for the lack of memory. Also, the IoT devices may have inaccurate information about N a due to their limited observability of the environment. For applications that require low latency, the expected delay of critical messages must be reduced in relatively real time, and, thus, the IoT devices must quickly and accurately learn N a . Therefore, the learning scheme used by the IoT devices must be computationally simple, distributed, quick, and accurate without requiring excessive memory and frequent communication. To this end, one can use the framework of finite memory sequential learning [28] . Even though this framework has been used before in decentralized, binary decision making, this cannot be readily applied to the IoT as it is only limited to binary state learning. Moreover, the resource constraints of IoT devices in terms of computation and memory, the limited communication resources, and the unique properties of IoT system must be considered. Hence, next we develop a new sequential learning framework tailored to the studied IoT system.
III. FINITE MEMORY MULTISTATE SEQUENTIAL LEARNING
For our model, the IoT devices with their inherent limited memory and computation capabilities must learn to satisfy their heterogeneous QoS requirements, in presence of both known periodic messages and unknown critical messages. To this end, we propose a novel multistate sequential learning framework for enabling the IoT devices to learn the true value of N a to determine the number of RAPs to reallocate β to satisfy the delay threshold D th of critical messages. The IoT devices learning the true value of N a can be mapped to agents learning the true state of a system with multiple states. For instance, the different values of N a that the IoT devices can learn can be mapped to different system states, while the true value of N a is the true, underlying state that the IoT devices should learn. By mapping different values of N a to different states, we propose a multistate learning framework for dynamic reallocation of RAPs, while taking into account the requirements of the IoT devices. Furthermore, our learning method only requires an IoT device to be able to communicate with at least one neighboring device within the communication range r c . An IoT device will receive a finite memory of observations of other devices from any one of the neighboring devices. This finite accumulation and flow of information is illustrated in Fig. 1 and further discussed in Sections III-A and III-B.
As shown in Fig. 2 , we propose a learning algorithm composed of two phases, which are used to choose a state and to test whether the chosen state is the true underlying state H T .
A state is chosen out of all possible states during the first phase, and the chosen state is called a favored state. During the second phase, it is repeatedly tested whether the favored state should be changed by going back to the first phase. In our model, the IoT devices learn N a that is most likely to be the true value based on their observations and the observations of other devices during the first phase. This learned N a is a favored state. During the second phase, the following IoT devices will be informed about the learned N a from the first phase and will repeatedly test whether the learned N a is a true value or not. If it is determined that the learned value is not the true value of N a , then the learning method reverts back to the first phase. Moreover, an IoT device belongs to either first phase or second phase and only learns once to prevent the learning sequence from oscillating.
The sequential learning scheme is implemented individually by all devices, and the IoT devices will learn the true N a progressively as they get necessary information from the neighboring devices. Moreover, the proposed learning framework does not require a training data set before the devices use the proposed learning framework to learn the true N a . Furthermore, the IoT devices do not converge to the final decision on N a simultaneously. Although the devices may learn N a incorrectly due to limited observability, the effect of limited observability can be mitigated by increasing the memory size m to extend the detection radius as discussed in Section III-B. Furthermore, the devices cannot determine the validity of learned value of N a , but the proposed learning framework is proved to converge to the true value of N a in probability as discussed in Section III-C. As learning propagates sequentially, the IoT devices adjust their RAP usage as soon as they learn N a , and, thus, the reallocation of β contention-free RAPs is done gradually. Moreover, β depends on the learned value of N a and the given value of design parameter D th as further discussed in Section III-D.
For both phases, the observations are critical in learning N a correctly, and more observations typically result in higher probability of learning correctly. However, it is unrealistic to assume that an IoT device is able to know, store, and process observations of all other IoT devices, which corresponds to infinite memory sequential learning in [28] . Therefore, our proposed learning framework has finite memory [31] as it assumes that an IoT device only utilizes some of the observations of other IoT devices. In other words, the finite memory learning requires finite number of observations, while the infinite memory learning requires infinite number of observations. The convergence of our finite memory learning framework is shown in Section III-C.
A. First Phase of Sequential Learning
For an appropriate reallocation of contention-free RAPs, the IoT devices must learn the true value of the number of critical messages N a . However, the devices may learn wrong values of N a due to limited observability. We let S be the set of all possible values of N a , and S is a set of all possible states. Here, the true value of N a is the true underlying state H T ∈ S. During the first phase, the IoT devices chose a favored state s f ∈ S after K observations, which provide information about H T . s f is a value that the devices learn to be H T . However, the devices do not know if s f = H T or s f = H T , which is repeatedly tested during the second phase of learning. Moreover, K N as we assume that the IoT devices are limited in terms of memory and computational capabilities.
In our model, the IoT devices observe how many critical messages exist depending on their limited observation range r d . For simplicity, we model an observation of the environment e to be an element of S such that, for any given
Pr(e = H T |H T )
where Pr(e = i|j) is probability of observing i when j is the true underlying state. Equation (7) is necessary to ensure that the learning process is not trivial by preventing the likelihood ratio of observations from being 0 or ∞. In (8), we assume that a given device is more likely to observe the true underlying state H T than any other state in S and that it is most likely to observe i ∈ S when the true underlying state is i. Furthermore, in (9) , the probabilities of observing the states that are not true underlying state are approximately equal. We assume that the environment observations, which correspond to the observed numbers of critical messages, are independent, because the observability of an IoT device depends only on the observation range r d . The first phase is initiated by an abnormal event, and the devices that are first to observe the abnormal event will have to transmit critical messages. Furthermore, as illustrated by the red devices in Fig. 1 , those devices propagate the learning sequence to their neighboring devices within r c by transmitting their observations of the environment. Those neighboring devices constitute the next set of devices that learn in the first phase, and these devices learn N a based on their observations and the information from the device that learned first. Therefore, the first phase propagates sequentially to the various IoT devices within r c , forming a learning sequence as shown in Fig. 1 . When a device obtains K observations, it determines s f based on K observations and initiates the second phase. If an IoT device that has not yet learned receives the necessary information for learning from more than one neighboring device simultaneously, then it will randomly choose one of the learning sequences to continue.
We assume that r c < r d as the communication links between IoT devices are usually short-ranged. Moreover, it is desirable for K to be small so that s f is chosen quickly and that the learning method converges faster to H T . For small K, the memory and computational requirements for the IoT devices will also be small due to the reduced amount of information that must be stored and processed, and, thus, the critical messages will be successfully transmitted with small delay as the learning converges faster to H T . Hence, the IoT devices during the first phase will most likely be within r d . Since the probability of missed detection p 01 within r d is usually close to 0 [32] , the IoT devices participating in the first phase are most likely to observe e = H T . Therefore, (8) holds true for the IoT devices within r d , where the first phase always occurs.
While the IoT devices accumulate K independent observations of the environment, they can make an intelligent decision on which state is most likely to be the true underlying state H T , which is true value of N a . This decision will be based on maximum likelihood, whose computational complexity can be simplified given (8) . For a set of K observations {e 1 , . . . , e K }, the favored state s f will be
Pr(e 1 , . . . , e K |s)
Pr e j |s = argmax s∈S j∈S Pr(j|s) k j
= argmax s∈S j∈S k j ln(Pr(j|s))
where k j is the number of times that state j ∈ S is observed out of K observations. If the likelihoods Pr(e = i|j) ∀i, j ∈ S are known by the devices, then s f can be determined easily using (12) . However, when the likelihoods Pr(e = i|j) ∀i, j ∈ S are unknown, the maximum likelihood can be simplified using (8) and (9) and, then, the favored state s f will be a ∈ S if j∈S k j ln(Pr(j|a)) j∈S k j ln(Pr(j|b))
Therefore, with simplifications, the decision process in the first phase will be such that the devices will be able to designate one of the observed states as a favored state s f . The communication overhead involved in the first phase of sequential learning pertains to each IoT device transmitting at most K − 1 observations to its neighboring devices only once. Moreover, based on the aforementioned simplifications using (8) and (9), the computational complexity involved in the first phase of sequential learning is O(K), which is reasonable.
B. Second Phase of Sequential Learning
Once the IoT devices learn s f to be the true value of N a after K observations, the validity of s f must be repeatedly tested, given the possibility of learning error due to limited observability. If it is found that s f = H T , then s f must be changed to some other state in S = S \ {s f }. Since the second phase tests whether s f must be changed or not, this can be modeled as binary hypothesis testing between s f = H T and s = H T for some state s = s f , s ∈ S , and the IoT devices in second phase each test with their available information. This binary hypothesis testing uses binary environmental observations to test whether the favored hypothesis should be changed, and the favored hypothesis will converge to the underlying truth by design.
As our learning method is multistate, the devices will observe more than two states. However, if a device observes any state in S , it will be equivalent to observing an unfavored state s f . Therefore, the number of possible observations reduces to two: s f and s f , during the second phase. Here, observing s f is equivalent to 1 and observing s f is equivalent to 0. Similar to the observations in first phase, an environment observation e in the second phase is such that, for an underlying true state H T ∈ S Pr e = s f |H T + Pr e ∈ S |H T = 1 (14) 0
If s f = H T is chosen during the first phase and the environment observations repeatedly indicate s f , then the favored state must be changed. Therefore, a mechanism for returning to the first phase to change s f is necessary. We set a threshold α such that if the environment observations indicate s f for a total of α consecutive times, then the learning method will go back to the first phase to choose s f again with some probability p b , which will be further discussed later. Using a threshold, our learning method may go back to the first phase both when s f = H T and when s f = H T , and the probabilities of returning to the first phase for both cases are critical for the convergence of the proposed learning method.
The probability of observing s f for α consecutive times when
where e j is jth observation of the environment and n 1 ∈ Z + is the number of observations necessary for α consecutive observations of s f to occur when s f = H T . n 1 is a random variable, and it is essential that the learning method quickly reverts to the first phase if s f = H T . Therefore, the expected value E[n 1 |s f = H T ] should be small. If s f is observed after s f is observed j < α consecutive times, then the number of consecutive observations of s f is reset to 0, and this is equivalent to increasing E[n 1 |s f = H T ] by j + 1. With p 1 = Pr(e = s f |s f = H T ), the aforementioned case occurs with probability p 1 (1 − p 1 ) j . Therefore, the expected value of n 1 , for any environment observation e, will be
Similarly, the probability of observing s f for α consecutive times when s f = H T is Pr e n 2 −α+1 , . . . , e n 2 = s f , . . . , s f ∀n 2 ≥ α|s f = H T
where n 2 ∈ Z + is the number of observations necessary for α consecutive observations of s f to occur when s f = H T . Similar to n 1 , n 2 is a random variable, but it must be highly unlikely that the learning method goes back to the first phase if s f = H T . In other words, the expected value E[n 2 |s f = H T ] should be very large. If s f is observed after s f is observed j < α consecutive times, then the number of consecutive observations of s f is reset to 0, and this is equivalent to increasing E[n 2 |s f = H T ] by j + 1. With p 2 = Pr(e = s f |s f = H T ), the aforementioned case occurs with probability p 2 (1 − p 2 ) j . Therefore, the expected value of n 2 , for any environment observation e, will be
The threshold α can be seen as a design parameter to adjust the expected number of necessary iterations in (22) and (29) . Moreover, there are advantages and disadvantages of choosing a high value and a low value for α. Given (8), a high value of α will imply that it is highly unlikely to incorrectly go back to the first phase when s f = H T is chosen. However, if s f = H T is chosen, it will take many observations to go back to the first phase, and, thus, the learning method converges slowly to s f = H T . A small α implies that the learning method can quickly go back to the first phase to choose s f again if s f = H T . Moreover, a small α also implies that it is more likely to incorrectly go back to the first phase even if s f = H T .
Similar to the first phase, the IoT devices in the second phase will individually learn after receiving m bits of information from any neighboring IoT device that learned and, then, they will transmit m bits of updated information to neighboring IoT devices. The memory that IoT device i needs to learn N a is essentially the size of the received information set {e i−m+2 , . . . , e i−1 , F i−1 , Q i−1 }, where e i−1 is the environment observation of IoT device i − 1, F i−1 is the currently favored hypothesis, and Q i−1 indicates whether F i−1 should be changed. The value of m must be at least two bits to capture {F i−1 , Q i−1 }, which are necessary for learning [28] , and the second phase reduces to the finite memory sequential learning introduced in [28] if m = 2. However, the finite memory sequential learning in [28] assumes that (8) holds true for all environment observations, which is not true for the IoT devices with limited observability. Therefore, the memory of previous observations is used to mitigate the limited observability.
For m > 2, an IoT device i computes its private belief x i based on maximum likelihood using the observations of previous devices in learning sequence {e i−m+2 , . . . , e i−1 } and its own observation e i . The private belief x i of IoT device i is 
where k s f is the number of times that state s f is observed and k s f is the number of times that state s f is observed out of m−1 observations. If the likelihoods Pr(e = i|j) ∀i, j ∈ {s f , s f } are known by the devices, then x i can be determined easily using (33) . However, when the likelihoods are unknown, the maximum likelihood can be simplified using (8) and (9), and the private signal is 
Therefore, the private belief is s f if any of the environment observations is s f . When s f = H T , the k s f will most likely be 0, because the observations from both within r d and outside of r d will highly unlikely be s f . However, when s f = H T , k s f will most likely be greater than 0 if any of the observations is from within r d . This is because the observations outside of r d is subject to high probability of missed detection, and, thus, the (8) does not hold. As the oldest observation e i−m+2 is replaced by the newest observation e i and there are m − 2 previous observations, all of the observations are from outside of r d after the learning sequence has progressed m − 2 times outside of r d . Therefore, assuming that the network is dense and most IoT devices have at least one neighboring IoT device, the furthest IoT device from the abnormal event with an observation from within r d is located r d + (m − 2)r c . Therefore, by using x i , k s f of the IoT devices within r d + (m − 2)r c will most likely be greater than 0 and have x i = s f when s f = H T . In other words, (8) holds for more IoT devices, and more IoT devices will learn correctly. Moreover, the use of x i instead of e i is very effective in the second phase, because the learning progresses sequentially away from the abnormal event and the IoT devices participating in the second phase will most likely be outside of r d . The effective detection radius r d within which (8) holds can therefore be defined as follows:
where m is the memory size of a device (in bits). For a larger memory size m, r d is bigger, and, thus, (8) holds for more IoT devices. However, as the deployment region is finite, it is unnecessary to have very large values of m, which can render r d much greater than the dimensions of the deployment region. Moreover, for larger m, more energy is required to transmit and compute, which may be impractical for IoT devices with energy constraints. Therefore, it is necessary to choose an appropriate value of m depending on deployment region, energy constraints, and delay requirements. An IoT device i in the second phase learns using x i , F i−1 , and Q i−1 by repeatedly testing whether the currently favored hypothesis F i−1 ∈ {0, 1} should be changed. Moreover, a number of consecutive devices in the learning sequence need to collectively test and decide whether F i−1 should be changed. Here, we define the notion of an S-block as a set consecutive devices testing whether F i−1 should be changed from 0 to 1 and an R-block as a set of consecutive devices testing whether F i−1 should be changed from 1 to 0. Every device in a learning sequence belongs to either an S-block or an R-block, and both blocks are alternating in a learning sequence to repeatedly test F i−1 . As shown in [28] , the lengths of the S and R-blocks must be chosen to ensure that F i−1 will converge to true hypothesis.
Since observing s f is equivalent to 1 and observing s f is equivalent to 0, the IoT devices belonging to an S-block decide that The communication overhead involved in the second phase of the sequential learning pertains to each IoT device transmitting at most m bits of necessary information to its neighboring devices only once, as an IoT device belonging to either phases of learning will not learn again. Since the binary hypothesis testing involving F i−1 and Q i−1 can be considered as finite state machine [28] and computing x i can be simplified using (8) and (9), the computational complexity involved in the second phase of learning is O(m).
C. Convergence of the Proposed Learning Method
Our proposed learning method consists of two phases during which a favored state s f is chosen and then is repeatedly tested whether s f should be changed. For the first learning phase, it must be shown that the favored state s f = H T can be chosen correctly during the first phase with nonzero probability. Moreover, for the second phase, it must be shown that the learning method will not revert back to first phase with probability approaching 1 if s f = H T . As s f = H T can be chosen during the first phase, it must also be shown that the learning method will revert back to first phase with probability 1 when s f = H T . If the aforementioned properties of both first and second phases of the learning method can be shown, then the learning method will be guaranteed to converge to the correct underlying state H T , as shown next.
Theorem 1: For a memory size m such that (m − 2) ≥ α, if (8) holds, then the proposed finite memory learning method will converge in probability to the true, underlying state H T .
Proof: See Appendix A. The result of Theorem 1 applies whenever (8) holds true for all agents participating in the learning method and none of the agents suffers from the limited observation capability. However, the IoT devices in our model have limited observation capabilities, and, thus, (8) may not hold true for all of them. However, with sufficiently large memory size m such that r d in (36) is large enough to circumscribe the entire deployment region, (8) will hold true for all IoT devices. Therefore, with an additional condition on the value of m, the proposed finite memory learning method will converge in probability to H T for the IoT devices. Furthermore, the IoT devices are limited in memory, and, thus, the effect of having small or big memory sizes on the performance and convergence of learning will be further analyzed via simulations in Section IV.
D. Delay of Critical Messages
For larger sizes m of the devices' memory, (8) holds true for more IoT devices that can learn β correctly during the second phase, and, thus, the delay of the IoT devices with critical messages with be smaller. As the learning propagates during t time slots, an IoT device, which learned and is located furthest from a device with critical messages, is located at a distance of tr c from the abnormal event. In other words, after t time slots, only the IoT devices that are located closer than tr c are part of a learning sequence. Therefore, whether an IoT device was able to learn correctly depends on both m and t as the IoT devices that are located within r t = min(tr c , r d ) are likely to learn correctly.
Assuming a massive IoT network with limited number of RAPs with N p, T min is very large, and, thus, D and D are dictated by D c and D c respectively. Since D c approaches 1 as β increases, D th must be greater than 1 for a feasible value of β. For a given threshold delay D th < D c , the value of β is, given system parameters p c and N a
For the value of β in (40), the delay threshold D th will be satisfied for the critical messages for m and t approaching ∞, while minimally affecting the periodic transmissions. However, it is impractical to have very large m considering the restricted resources of IoT devices. Furthermore, it is of interest to analyze the transient phase of our learning method, because the IoT devices with critical messages try to transmit as other devices are still learning. Therefore, the maximum number of reallocated RAPs β t at time t, for finite values of m and t, is of interest to determine the expected delay of critical messages for realistic values of m and t. Theorem 2: For finite values of t and m, the maximum expected number of reallocated RAPs β t at time t with average n t IoT devices that learned correctly is
where P(n, k) is k-permutations of n and C(n, k) is kcombinations of n. Proof: See Appendix B. Theorem 2 derives the maximum expected number of contention-free RAPs that will be reallocated to contentionbased RAPs to reduce the delay of critical messages in a realistic IoT with finite t and m. Moreover, it is interesting to note that when m = ∞ and t = ∞, n t = p f as r d will be large enough to include the entire deployment region. Therefore, the probability of having β t reallocated RAPs at time t in (49) is 1 for β t = β and zero otherwise, and, thus, E[β t ] = β. Moreover, for higher values of m, t, and, thus, n t , E[β t ] will approach β and the critical messages are more likely to satisfy D th . With finite values of m and t, the lowest expected delay that can be achieved with our proposed learning method
IV. SIMULATION RESULTS AND ANALYSIS
For our simulations, we consider a rectangular area of width w and length l within which the IoT devices are deployed following a Poisson point process of density λ and an expected number of IoT devices wlλ. We let w = l = 100 m, r c = 2 m, and r d = 10 m, and we choose a time slot duration of 0.25 ms [33] . A random location within the deployment region is chosen to be the location of an abnormal event, and the IoT devices within a distance of 1 m will have critical messages and initiate the learning procedure. The number of RAPs p is 64 [29] , which includes p f = 63 contention-free RAPs and p c = 1 contention-based RAPs. We also set K = 3 and α = 5. Moreover, the probability of missed detection p 01 outside of r d is set to 0.9 [32] . All statistical results are averaged over a large number of independent runs. Fig. 3 shows snapshots of learning with different memory sizes progressing in a small-scale network with different values of w, l, r c , and r d at t = 0.25, 1.75, and 4.25 ms. These times are chosen to show how the proposed learning framework progresses over time from the initiation to the convergence. For both scenarios, learning converges by t = 4.25 ms. At t = 0.25 ms, for both values of m, only the neighboring devices of the IoT devices with critical messages had a chance to learn in the first phase, and they all learned correctly. At t = 1.75 ms, for learning with m = 3 bits shown in Fig. 3(a) , IoT devices outside of r d started to learn incorrectly due to the limited observability. However, for learning with m = 10 bits shown in Fig. 3(b) , IoT devices are still within r d and are learning correctly. At t = 4.25 ms, even with larger memory size of m = 10 bits, some IoT devices are outside of r d and are unable to learn correctly. For both memory sizes, there are few IoT devices that did not have a chance to learn as they are not within r c of any other IoT devices. Fig. 4 shows the cumulative distribution function for the delay of critical messages for different delay thresholds D th with λ = 2, p 11 = 0.9, and m = 5 bits. Fig. 4 shows that the delay threshold is satisfied, which means that the achieved delay is less than or equal to D th , with probability 0.80 for D th = 0.75 ms, 0.87 for D th = 1.25 ms, 0.95 for D th = 2.5 ms, and 0.99 for D th = 5 ms. Moreover, the average achieved delay is 0.59 ms for D th = 0.75 ms, 0.72 ms for D th = 1.25 ms, 0.99 ms for D th = 2.5 ms, and 1.35 ms for D th = 5 ms. Although the largest D th = 5 ms has the longest average delay, it has the highest probability of satisfying the delay threshold. This is because the IoT devices with critical messages have more time available to satisfy D th for larger D th , and more IoT devices can learn β with more time available. Moreover, with more time, the IoT devices with critical messages are more likely to be allocated contention-free RAP by the BS for successful RA request. Here, it is important to note that D th may not be satisfied, because t and m are finite. Fig. 5 shows the cumulative distribution function for the delay of critical messages for different network densities λ with D th = 2.5 ms, p 11 = 0.9, and m = 5 bits. As our proposed learning method relies on the IoT devices communicating and propagating information, it is important that the IoT devices have at least one neighboring device to be able to learn β. Therefore, a massive IoT network with higher values of λ is better for learning. However, with smaller value of λ, T min is smaller, and, thus, D f is smaller. The value of D f is 19.75 ms for λ = 1, 39.63 ms for λ = 2, and 79.25 ms for λ = 4. Therefore, a small value of λ increases the delay by increasing the number of isolated IoT devices and decreases the delay by decreasing the value of D f . From Fig. 5 , we can see that the probability of achieving a delay less than or equal to D th is 0.97 for λ = 1, 0.95 for λ = 2, and 0.92 for λ = 4. Therefore, it is more likely to satisfy D th with lower λ, and, thus, the effect of having smaller D f is more significant than having more isolated IoT devices. Furthermore, this shows the effectiveness of our learning method in a massive network with devices that have limited resources and capabilities. Fig. 6 shows the cumulative distribution function for the delay of critical messages for different probabilities of detection p 11 with D th = 2.5 ms, λ = 2, and m = 5 bits. Since the observation of an IoT device affects its learning as well as that of all IoT devices later in the sequence, the performance of our proposed method significantly depends on the quality of observations. For low p 11 , the IoT devices are prone to false alarms as p 01 = 1 − p 11 , and, thus, they do not learn N a correctly, which causes higher critical message delays. The delay threshold is satisfied with probability 0.98 for p 11 = 0.99, 0.96 for p 11 = 0.9, 0.85 for p 11 = 0.7, and 0.57 for p 11 = 0.5. Unlike D th and λ, which indirectly affect the performance of learning, p 11 affects the performance of learning method directly and more significantly, because the probability of a successful RA request achieves 0.99 after 11 time slots. Fig. 7 shows the cumulative distribution function for the delay of critical messages for different memory sizes m with D th = 2.5 ms, λ = 2, and p 11 = 0.9. The effect of having larger values of m is not significant in reducing the delay of critical messages even though the memory size m is critical for the convergence of proposed learning method. In our learning framework, the memory size m extends the detection range r d such that the devices that are located far from the abnormal event can learn accurately. In other words, with larger m, the IoT devices located outside of r d have more observations of previous devices to compute more accurate private belief x i for the second phase of sequential learning. However, having large m is less effective for the IoT devices within r d to learn more accurately. Since the RA request is successfully done during the first few time slots as shown in Fig. 7 when the devices within r d are learning, having larger m has negligible effects on decreasing the delay of the critical messages. The effects of m on the performance and the convergence of the learning method will be more pronounced when the devices outside of r d are learning as later shown in Fig. 8 .
The convergence of the proposed learning technique is analyzed via simulations by studying the percentage of IoT devices that learn correctly after all devices had a chance to learn N a . The parameters that affect the performance of the proposed learning technique include memory size m, network density λ, and probability of detection p 11 within r d . The network density λ affects the number of IoT devices that can learn such that an IoT device is more likely to have no neighboring device within r c to get necessary information for learning for lower values of λ. Such isolated device will not be able to learn using our proposed learning method as it cannot receive necessary information for learning from its neighboring devices. However, if the network is dense enough, the performance of learning is limited not by λ but by memory size m and probability of detection p 11 . The memory size m determines the effective detection radius r d and p 11 controls how accurately the devices can observe within r d . For the subsequent simulations, we take D th = 3, while varying m and p 11 . Fig. 8 shows the average percentage of devices that learned N a correctly out of all N IoT devices for different memory sizes m in bits with λ = 2. As the IoT devices can learn N a correctly within r d and r d depends on m, the average percentage of devices that learned correctly is clearly limited for finite memories m = {3, 10, 15, 30} bits, while the average percentage approaches 100% for infinite memory m = ∞ bits. Moreover, the average percentage of devices that learned correctly is an increasing function of m in bits as r d is an increasing function of m. The maximum average percentage of devices that learned correctly is 4.67% for m = 3 bits, 18.79% for m = 10 bits, 29.84% for m = 15 bits, and 66.07% for m = 30 bits. This is because as the learning progresses further, the IoT devices outside of r d will learn incorrectly, and, thus, the percentage of devices that learn correctly out of all N will no longer increase. Moreover, the maximum average percentages for different values of m are achieved at different time slots since a larger m requires more time to achieve the maximum average percentage. Furthermore, the results in Fig. 8 differ from the results shown in Fig. 3 in terms of the percentage of devices that learned N a correctly, because the results in Fig. 3 are done in smaller-scale network with different values of w, l, r c , and r d . Fig. 9 shows the average percentage of devices that learned N a correctly out of all N IoT devices for different probabilities of detection p 11 with m = 15 bits and λ = 2. For lower p 11 , the devices are more likely to observe and learn N a incorrectly. Learning incorrectly will affect subsequent devices in their learning as the proposed approach relies on the observation of previous IoT devices. For p 11 = 0.5, less than 1% of IoT devices learn correctly, and about 17.5% of IoT devices learn correctly even for p 11 = 0.9. Even for a p 11 close to 1, Fig. 9 shows that the average percentage of devices that learn N a correctly does not approach 100%. Hence, we can conclude that m is much more critical in increasing the percentage of devices that learned correctly than p 11 .
Even with high probability of detection p 11 , the average percentage of devices that learned correctly is about 30%. This is because the memory size m is not large enough to extend r d to circumscribe the entire deployment region. For small m, some IoT devices do not satisfy (8) due to their limited observation range. In other words, for those devices, the effective detection range r d is not extended enough to include the IoT devices located far away from the abnormal event, and the IoT devices located outside of r d will not learn correctly. Moreover, high p 11 is only applicable within the detection radius of r d , and the probability of detection p 11 outside of r d is still very low. Therefore, it is necessary for both m and p 11 to be large to achieve high percentage of devices that learned correctly. However, it is unnecessary to have all IoT devices learn correctly to satisfy a given delay threshold as shown in Figs. 4-6. Furthermore, since the memory size m will be finite or even small in practical IoT systems, it is important to analyze the convergence of learning method with finite values of m as shown in Fig. 8 .
V. CONCLUSION
In this paper, we have proposed a novel learning framework for enabling IoT devices to reallocate limited communication resources depending on the types and number of messages existing in the IoT. We have introduced a finite memory multistate sequential learning using which the heterogeneous IoT devices can reallocate RAPs appropriately to reduce the delay of critical messages. We have shown that our proposed learning framework is suitable for the IoT devices with limited computational capability and finite memory and effective against the limited observation capability of IoT devices. Furthermore, we have proved the convergence of our proposed learning framework and derived the lowest expected delay of critical messages that can be achieved with our proposed learning framework. Simulation results have shown that the cumulative distribution function of delay of critical messages and average percentage of devices that learned correctly are functions of memory size, network density, and probability of detection. In particular, our proposed learning framework has shown to be effective in massive network with low delay threshold.
APPENDIX A PROOF OF THEOREM 1
The first phase of the proposed learning method is based on maximum likelihood estimation, and, thus, the chosen s f depends on the K observations. Given the assumption in (8) , if all of the K observations are H T , then s ∈ S that will maximize (12) will be H T and, thus, s f will be H T . Moreover, given (7) , Pr(e = H T |H T ) cannot be zero. Since the observations are independent, the probability of observing K H T is Pr(e = H T |H T ) K , and, thus, the probability of having K observations of H T is not zero. Therefore, the favored state s f will be chosen correctly such that s f = H T with nonzero probability from the first learning phase.
If s f = H T is chosen from first phase, then the true underlying state is s f and, thus, second phase will converge to H T . However, if s f = H T is chosen from the first phase, then the true underlying state is s f and, thus, the second phase will not converge to H T . Therefore, there is a returning condition, which is α consecutive observations of s f , using which the learning method can go back to the first phase if s f = H T seems to be chosen from first phase.
When s f = H T , the probability of observing s f for α consecutive times, which may cause the learning method to go back to the first phase, is where C is a scaling factor to make (48) an appropriate probability distribution. Similar to α, the value of a is a design parameter that determines the value of n e at which it becomes unlikely for the learning method to go back to the first phase. Furthermore, the value of a should be chosen between the values of n e where Pr(n e |s f = H T ) is close to 1, while Pr(n e |s f = H T ) is close to 0, and where Pr(n e |s f = H T ) starts to significantly increase to 1.
With appropriate choice for p b , when s f = H T , the learning method is highly likely to go back to the first phase even when n e is low, because both p b and Pr(n e |s f = H T ) are high. However, when s f = H T , the learning method is highly unlikely to go back to the first phase, because either p b or Pr(n e |s f = H T ) is high, while the other is low. Therefore, as learning progresses and the number of observations n e increases to infinity, the learning method goes back to the first phase to change s f with probability approaching 0 when s f = H T . However, n e increasing to infinity does not require the learning method to have infinite memory as our finite memory learning method updates the memory by replacing the oldest observation by newest observation. With m such that (m − 2) ≥ α, the finite memory will have enough observations to check if α consecutive observations of s f have occurred. Since the first phase will choose s f = H T with nonzero probability, the learning method will converge to H T in probability.
APPENDIX B PROOF OF THEOREM 2
For finite values of t and m, the maximum ratio of IoT devices that learn correctly is (π r 2 t /A), where A is the area of geographical region on which the IoT devices are deployed and r t = min(tr c , r d ) is a range within which the devices are likely to learn correctly. It assumes that r t is entirely within the network and all IoT devices learn correctly within r t , which is best scenario for our learning method. In a given time slot at time t, the expected number of IoT devices with periodic messages transmitting in that time slot that learned correctly is n t = (p f π r 2 t /A) and, the expected number of IoT devices with periodic messages transmitting in that time slot that did not learn correctly is p f − n t .
Since there are IoT devices outside of r t that do not learn correctly with finite m and t, there will be varying number of reallocated RAPs β t in different time slots, and the value of β t may range from 0 to β. For a value of β t ∈ [0, β], the probability of having β t reallocated RAPs at any given time t is
where P(n, k) is k-permutations of n and C(n, k) is k-combinations of n. The probability in (49) considers different cases at which β t IoT devices that learned correctly are assigned to use the first β contention-free RAPs, which are to be allocated first, for their periodic messages. Furthermore, the expected number E[β t ] of contention-free RAPs that will be reallocated to contention-based RAPs is
(50)
