Convex geometries are closure spaces which satisfy anti-exchange property, and they are known as dual of antimatroids. We consider functions de ned on the sets of the extreme points of a convex geometry. Faigle{Kern (1996) presented a greedy algorithm to linear programming problems for shellings of posets, and Kr uger (2000) introduced b-submodular functions and proved that Faigle{Kern's algorithm works for shellings of posets if and only if the given set function is b-submodular. We extend their results to all classes of convex geometries, that is, we prove that the same algorithm works for all convex geometries if and only if the given set function on the extreme sets is submodular in our sense.
Introduction
The theory of submodular optimization has been developed since the greedy-algorithmic characterization of submodular functions by Edmonds 4] . See 9] for a comprehensive survey of this eld. In particular, Faigle{Kern 5, 6 ] considered the dual greedy algorithm and submodular functions over the family of the antichains of a partially ordered set, or poset. Kr uger 11] showed that submodular-type optimization problems on the family of the antichains of a poset are characterized by b-submodularity.
In this work, we extend the result of Kr uger 11] to convex geometries. A convex geometry is a closure space which satis es anti-exchange property, and known as dual of antimatroids 3, 10] . They are considered as a combinatorial abstraction of precedence relations or convexity. In researches of optimization problems for antimatroids, bottlenecktype optimization problems over them are characterized by a greedy algorithm 2, 13] . We consider another optimization problem for them, which is linear optimization over their extreme sets.
Let E be a non-empty nite set. The family L of subsets of E is a closure space on E if it satis es ; 2 L, E 2 L and A \ B 2 L for all A; B 2 L. For a closure space L on E, E is called the ground set of L and a member of L is called a closed set. We de ne an operator : 2 E ! 2 E associated with a closure space L as (A) = T fB 2 L : A Bg.
That is, (A) is the minimum closed set containing A. Then, satis es the conditions that:
(;) = ;; A (A); A B implies (A) (B); and ( (A)) = (A). Conversely, if we give an operator satisfying these four conditions, then L = fA E : A = (A)g forms a Proposition 1.1 ( 10] ). Let L be a closure space on E. Then L is a convex geometry if and only if A 2 L n fEg implies A feg 2 L for some e 2 E n A.
Various combinatorial objects yield convex geometries. We see two examples, convex shellings and poset shellings. For further examples, see 3, 10] . Suppose that E is a nite set of points on a Euclidean space. Then fA E : A = conv(A) \Eg forms a convex geometry called a convex shelling. In general, if a given convex geometry is isomorphic to some convex shelling, then it is also called a convex shelling. The second example is obtained from a partially ordered set. Let (E; ) be a partially ordered set. An order ideal of E is a subset I E such that y 2 I and x y imply x 2 I. Then the family of the order ideals of E satis es the axioms of convex geometries. We call a convex geometry isomorphic to such a convex geometry a poset shelling. The next proposition is an important characterization of poset shellings.
Proposition 1.2 ( 10]). A convex geometry is a poset shelling if and only if it is closed under union.
We call an element a of a subset A E an extreme point of A if a 6 2 (A n fag). The set of the extreme points of A is denoted by ex(A), which is called the extreme set of A.
Note that ex(A) A. For a convex geometry L we denote ex(L) = fex(A) : A 2 Lg. We can easily check that ; 2 ex(L). If L is a convex shelling on E, then ex(A) = fx 2 A : x is a vertex of conv(A)g for A E. If L is a poset shelling on E, ex(A) is the set of the maximal elements of A for A E. Convex geometries have an important characterization using extreme sets. This characterization is known as the nite Minkowski-Krein-Milman property: a closure space L is a convex geometry if and only if A = (ex(A)) for all closed set A 2 L. See 3, 10] for the proof. Also, it is known that a convex geometry L forms a lattice with respect to set-inclusion 3, 10] . Then the join _ L and the meet^L on L are de ned as follows: for all A; B 2 L, A _ L B = (A B) and A^L B = A \ B. By the nite Minkowski-Krein-Milman property, we can show that the map ex : L ! ex(L) is bijective for a convex geometry L. We call the map ex : L ! ex(L) the extreme operator. Therefore, by setting a partial order on ex(L) so that X Y if and only if (X) (Y ) for all X; Y 2 ex(L), ex(L) is a lattice isomorphic to L. Then, we have the join _ ex(L) and the
Note that X Y means X Y and X 6 = Y . Also remark that for a convex geometry L with the closure operator , the restriction of to ex(L) is a lattice-isomorphism from ex(L) to L, whose inverse operation is ex. When there is no risk of confusion, we use _ instead of _ ex(L) , and^instead of^e x(L) .
We introduce two new operators on the family ex(L) of the extreme sets of a convex geometry L. For X; Y 2 ex(L), the reduced meet X u Y is de ned as X u Y = (X^Y ) \ (X Y ), and the residue X Y is de ned as X Y = (X \ Y ) n (X _ Y ). Remark that X u Y and X Y are also in ex(L). This remark is led from Lemma 2.2 proved later.
Let L be a convex geometry on E, c 2 R E + be a non-negative vector and f : ex(L) ! Rbe a set function on ex(L) with f(;) = 0. y(ex(T)) w(e); 10: e ; 11:
w(x) w(x) ? w(e) (8x 2 ex(T));
12:
T T n feg: x(e) f(X) (X 2 ex(L)):
The problem (P) leads to the dual problem (
y(X) = c(e) (e 2 E);
(1.5) It is easily checked that the problems (P) and (D) always have optimums. In order to solve the dual problem (D) Faigle{Kern 5] introduced a greedy algorithm (G) shown in Fig. 1 , which is known as Faigle{Kern's dual greedy algorithm. For the algorithm (G) and submodular functions, the next theorem is important. Theorem 1.3 (Kr uger 11] , also see Ando 1] ). Let L be a poset shelling on E. Then for f : ex(L) ! R with f(;) = 0, the greedy algorithm (G) gives an optimum of the problem (D) for all c 2 R E + if and only if f is b-submodular, that is, f(
Note that b-submodularity was refereed as \K-submodularity" in Ando 1] . In order to consider optimization problems for all convex geometries, we extend Kr uger's b-submodular function to a slightly di erent submodular function in our sense, which we call We extend Theorem 1.3 to the next theorem, which is the main theorem in this paper. Theorem 1.5. Let L be a convex geometry on E. Then for f : ex(L) ! R with f(;) = 0, the greedy algorithm (G) gives an optimum of the problem (D) for all c 2 R E + if and only if f is c-submodular.
In Section 2, we review some properties of convex geometries. The main theorem is proved in Section 3, and in Section 4 we discuss some consequences from the main theorem. The nal section is devoted to the summary of this paper and some remarks.
2 Some properties of the extreme sets
In this section, we review some properties of convex geometries which we need for the proof of the main theorem (Theorem 1.5). Particularly, we investigate the lattice of the extreme sets of a convex geometry.
The next lemma is a characterization of extreme points of a closure space, which is frequently used in this paper, explicitly or implicitly.
Lemma 2.1. Let L be a closure space on E, and A E be a closed set. An element a 2 A is an extreme point of A if and only if A n fag is a closed set.
Proof. The de nition of extreme points directly leads to the if-part. We now show the onlyif-part. That is, we must show that: if a is an extreme point of A, then (Anfag) = Anfag.
By the de nition of the closure operator, (Anfag) Anfag. Suppose that e 2 (Anfag). Then, e 2 (A) by the monotonicity of . Since a is an extreme point of A, we have e 6 = a. Since A is a closed set, we have e 2 A n fag. Therefore, (A n fag) A n fag. Remark 2.7. Let X; Y 2 ex(L). If either X or Y is in the case (in) for a 2 E, then X _Y is also in the case (in) for the same a 2 E. All the possible cases where either X or Y is in the case (in) for a 2 E are indicated in Table 1 as A, B, C and D. Proof. Without loss of generality, assume that X is in the case (in) for a 2 E. We take a maximal chain C : ; = X 0 X 1 X 2 X 3 X n?1 X n = ex(E) of ex(L) containing X and X _ Y . Suppose that X i = X and X j = X _ Y , with i j. From the assumption, X satis es that a 6 2 X; a 2 (X). Then, by Lemma 2.6, X _ Y also satis es that a 6 2 X _ Y and a 2 (X _ Y ) for the same a 2 E. This means that X _ Y is in the case (in).
Similarly, we can obtain some consequences. We arrange them in Table 1 , which shows all the possible cases. Now we show some non-trivial cases in Table 1. Remark 2.8. Let X; Y 2 ex(L). If X and Y are in the case (ex) for a 2 E, then X^Y is in the case (ex) for the same a 2 E. This fact is indicated in Table 1 as E and F.
Proof. Suppose that X^Y is not in the case (ex) for a, that is, a 6 2 X^Y . Since X and Y are in the case (ex) for a, we have a 2 (X)\ (Y ). Therefore, a 2 ( (X)\ (Y ))n(X^Y ).
This implies that X^Y (X) n fag. By the monotonicity of , we have (X^Y ) ( (X) n fag). However, a 2 (X) \ (Y ) = (X^Y ) and a 6 2 ( (X) n fag), which leads to a contradiction. Remark 2.9. Let X; Y 2 ex(L). If X and Y are in the case (out) for a 2 E, then X _ Y is in the case (in) or (out) for the same a 2 E. This fact is indicated in Table 1 as I and J. Proof. Suppose that X _ Y is in the case (ex) for a 2 E, that is, a 2 X _ Y . This means that a is an extreme point of ( (X) (Y )). So we have ( (X) (Y )) n fag 2 L, which is equivalent to a 6 2 ( ( (X) (Y )) n fag).
Since X and Y are in the case (ex) for a, we have a 6 2 (X); (Y ). So we have a 6 2 (X) (Y ). Since a 2 ( (X) (Y )), we have a 2 ( (X) (Y )) n ( (X) (Y )). Therefore, (X) (Y ) ( (X) (Y )) n fag. By the monotonicity of , we have ( (X) (Y )) ( ( (X) (Y )) n fag). However, a 2 ( (X) (Y )) and a 6 2 ( ( (X) (Y )) n fag), which leads to a contradiction.
We have some additional remarks, which can be easily checked. 
Proof of the main theorem
In this section, we give the proof of Theorem 1.5. First, we make some remarks on the greedy algorithm (G) without proofs, which can be easily checked.
Remark 3.1. 1. During the execution of (G), w(e) 0 holds for all e 2 E. Therefore, y(ex(T)) in line 9 is always non-negative.
2. During the execution of Iteration in (G), ex(T) 6 = ; holds. 3. Suppose that there exist more than one elements e 2 ex(T) such that w(e) is minimum in line 8 of (G) at an Iteration step. Then, whichever one of the candidates we choose at the step, the output y is the same at the termination of (G). Now, we prove some lemmas for the main theorem. Let n = jEj. First we can easily show that the sequence = e 1 e 2 e n of the elements in E as the output of (G) satis es the next condition: e i 2 (fe 1 ; : : : ; e j g) implies i j. This means fe 1 ; : : : ; e j g is a convex set. Therefore, we have ex(fe 1 ; e 2 ; : : : ; e i g) 2 ex(L). We set X i = ex(fe 1 ; e 2 ; : : : ; e i g). Let
x be the unique solution of the system of the following linear equations:
x (e) = f(X i ) (i = 1; : : : ; n): (3.1)
We call x the greedy vector with respect to . The uniqueness of the solution of (3.1) is ensured by the next lemma, which is directly shown by Lemma 2.6.
Notice that X i X j for all i < j in ex(L). If C : ; X 1 X 2 X n is a maximal chain of ex(L), we call C the greedy chain with respect to .
Here we have another lemma. For a convex geometry L and A 2 L, de ne the contraction of L by A as L=A = fBnA : B 2 L; A Bg. Similarly, for a convex geometry L and E n A 2 L, de ne the deletion of L by A as L n A = fB 2 L : B E n Ag. Notice that every contraction of a convex geometry is also a convex geometry and so is every deletion.
Let L be a convex geometry on E satisfying jEj > 1. De ne atom(L) = fe 2 E : feg 2 Lg. For e 2 atom(L), we consider the contraction L=feg. We use 0 and ex 0 for the closure operator and the extreme operator on L=feg respectively, because of the distinction from the operators on L. So we write ex 0 (L=feg) = fex 0 (X) : X 2 L=fegg. Furthermore, the join, the meet, the reduced meet and the residue on ex 0 (L=feg) are denoted by _ 0 ,^0, u 0 and 0 , respectively. Now we consider the relationship between ex 0 (L=feg) and ex(L). (3.5) Therefore, is an isomorphism.
We notice that if X 2 ex 0 (L=feg), then (X) is in the case (in) or (ex) for e since e 2 ( (X)). In fact, we have the following. Lemma 3.6. Let : ex 0 (L=feg) ! fX 2 ex(L) : e 2 (X)g be de ned above. Then (X) = X feg when (X) is in the case (ex) for e, and (X) = X when (X) is in the case (in) for e. Proof. First suppose that (X) is in the case (ex) for e. We have e 2 (X). Moreover we have (X)nfeg = ex( 0 (X) feg)nfeg = ex 0 ( 0 (X)) = X. So it holds that (X) = X feg.
Secondly suppose that (X) is in the case (in) for e. For this case, we have e 6 2 (X) and we can see that (X) n feg = X in the same way as discussed in the rst case. So we have (X) = X.
Remark that we can rewrite as (X) = X feg when X feg 2 ex(L) and (X) = X when X feg 6 2 ex(L), which is ensured by the next lemma. Lemma 3.7. Let X 2 ex 0 (L=feg). Then (X) is in the case (ex) for e if and only if X feg 2 ex(L). In other words, (X) is in the case (in) for e if and only if X feg 6 2 ex(L).
Proof. Lemma 3.6 immediately implies that if (X) is in the case (ex) for e, then X feg 2 ex(L). Let (X) be in the case (in) for e. By Lemma 3.6, we have (X) = X. Suppose X feg 2 ex(L). By Lemma 2.3, X X feg. So X feg should be in the case (in) for e by Lemma 2.6. This contradicts to e 2 X feg.
Lemma 3.6 implies that X (X) for X 2 ex 0 (L=feg). Therefore, by Lemma 2.2, if X 2 ex 0 (L=feg) then also X 2 ex(L). Moreover, we can show the next lemma. Lemma 3.8. Let X 2 ex 0 (L=feg). Then (X) is in the case (ex) for e if and only if X _ feg = X feg. Proof . By Lemma 2.11, we have X _ feg X feg. Suppose that (X) is in the case (ex) for e. Then we have X feg 2 ex(L). By Lemma 2.3, we have X _ feg X feg. Now we show that X feg X _ feg. Since X (X), we have X feg (X) feg. From the monotonicity of , we have (X feg) ( (X) feg) = (X _ feg). Hence, X feg X _ feg. It concludes that X _ feg = X feg.
Conversely, suppose that (X) is in the case (in) for e. By Lemma 3.7, we have X feg 6 2 ex(L). Since X _ feg 2 ex(L), it concludes that X _ feg 6 = X feg. Suppose that (X) is in the case (ex) for e. Since f is c-submodular, e 6 2 X and X u feg = X feg = ;, we have f(X) + f(feg) f(X _ feg) = f(X feg). Here we use Lemma 3.8. Therefore, f 0 (X) = f(X feg) ? f(feg) f(X).
The next is a key lemma for the main theorem. Proof. Since e 2 ( (X)); ( (Y )) for all X; Y 2 ex 0 (L=feg), we only have to consider the cases A, B, C, E, F in Table 1 Moreover, we have
Hence for ex(L). By Lemma 3.9,
In order to prove Lemma 3.12 we need the next lemma. Let e 2 atom(L) and X 2 ex(L) be in the case (out) for e, i.e., e 6 2 (X). Set Y = (X feg) n (X _ feg). Remark that e 2 X _ feg and we have Y X. So, by Lemma 2.3 Y 2 ex(L).
Lemma 3.11. Let e 2 atom(L) and X 2 ex(L) be in the case (out) for e, i.e., e 6 2 (X). Also let f : ex(L) ! R be c-submodular. Then it holds that f(X) + f(feg) f(X _ feg) + f(Y ) where Y = (X feg) n (X _ feg).
Proof. Since X _ feg X feg, we have the following two cases. Proof. We will prove P fx (e) : e 2 Xg f(X) for all X 2 ex(L) by induction on jEj and the rank of X. It trivially holds for the case of jEj = 1 and the cases when the rank of X is 0.
For the output = e 1 e 2 e n of (G), set 0 where X i = ex(fe 1 ; : : : ; e i g). Notice that x 0 (e) = x (e) for all e 2 fe 2 ; : : : ; e n g. Now assume that P fx 0 (e) : e 2 Zg f 0 (Z) for all Z 2 ex 0 (L=fe 1 g) by the induction hypothesis. Consider the case when jEj = n > 1. Fix X 2 ex(L) such that the rank of X is greater than zero. By the induction hypothesis, we assume that P fx(e) : e 2Xg f(X) for all X 2 ex(L) such that the rank ofX is less than that of X. Now we consider the following four cases for each X 2 ex(L).
Case 1: X is in the case (in) for e 1 . In this case, we have (X) = X. Therefore, X e2X
x (e) = X e2X x 0 (e) f 0 (X) = f(X):
Case 2: X is in the case (ex) for e 1 . We have X nfe 1 g 2 ex 0 (L=fe 1 g) and (X nfe 1 g) = X. Therefore, 
Total dual integrality of the problem (P)
We consider the total dual integrality of the system of the constraint inequalities (1.2) of the problem (P). For the total dual integrality, see 14] etc. If c is integral for the problem Proof. The if-part is Theorem 1.3. We show the only-if-part. Suppose that L is not a poset shelling. Then, we setf asf(X) = 0 when X = ; andf(X) = 1 when X 6 = ;. We can easily check thatf is b-submodular but not c-submodular using Lemma 4.5. From Theorem 1.5, Algorithm (G) does not always give an optimum forf.
Summary and remarks
In this paper we have considered the lattice of the extreme sets of a convex geometry and have investigated the relationship between a dual greedy algorithm and c-submodularity. Moreover, we have characterized c-submodular functions in terms of their Lov asz extensions and have given a characterization of a poset shelling.
Our work generalizes results of Kr uger 11] and Ando 1] . Furthermore, other directions of generalization are discussed by some authors. First, Faigle{Kern 7] recently gave a general framework for the greedy algorithm, considering the so-called algebraic posets. Second, Frank 8] gave another greedy algorithm for a class of lattice polyhedra and applied it to connectivity augmentation problems. However, we have not yet seen the exact relationship among these results.
