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Abstract: The proportional hazards (PH) assumption in survival analysis may
not always be appropriate. If data do not obey the assumption then we will
reach incorrect conclusions by making it. For example we may nd a covariate
to be statistically insignicant when in fact it is important, but on a non-PH
scale. Even if a PH model does pick up the statistical signicance of such a
covariate, the nature of the eect of the covariate on survival, as determined by
this simplistic model, will clearly be incorrect. We introduce a regression-based
extension of parametric PH modelling which we call multi-parameter regression,
MPR, modelling
Keywords: Multi-parameter regression survival models, non-PH models, shape
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1 Introduction
Generally, when modelling data parametrically we will have multiple pa-
rameters. Typically, we choose only to regress one of these parameters on
covariates. For example, in GLMs (McCullagh and Nelder, 1989) the loca-
tion parameter, g() = X, is regressed whilst the dispersion parameter,
, is often treated as a nuisance parameter. In more recent times, models
have been developed in which multiple parameters are regressed simulta-
neously on covariates, for example, in structural dispersion (Lee & Nelder,
2001), generalized additive models for location, scale and shape (Rigby
& Stasinopoulos, 2005) or joint mean-covariance modelling in longitudinal
data analysis (Pan & MacKenzie, 2003). We refer to models such as these
as \multi-parameter regression" (MPR) models.
In survival analysis the most widely used model is the proportional hazards,
PH, model. The routine use of this model has inevitably led to it being im-
posed on data which do not obey the PH assumption. The PH model is
equivalent to regressing the scale parameter, say , in a model which pos-
sesses the proportional hazards property. We propose a multi-parameter
regression approach whereby the shape parameter, say , is regressed si-
multaneously with the scale parameter. This innovation thus generalizes
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the PH model to non-PH status and aords much more exibility. The in-
uence of covariates on the hazard ratio, which is constant in a PH model,
is now time-dependent. The ability to relate covariates to the shape of
the hazard will give rise to scientic insights previously unavailable in PH
analyses which may be of interest in their own right.
2 MPR Weibull
We focus on the Weibull model for illustrative purposes, although the
methodology can easily be applied to other models. The particular form
of the Weibull distribution we will use is that presented in Collett (2003)
which has hazard function (t) = t 1 where , > 0. The hazard is
decreasing for  < 1, constant for  = 0 and increasing for  > 1.
We propose the following multi-parameter regression:
log() = xT; log() = zT; (1)
where the log-link is used to ensure positivity of both parameters, x =
(1; x1; : : : ; xp)
T and z = (1; z1; : : : ; zq)
T are covariate vectors which may
or may not contain covariates in common and  = (0; 1; : : : ; p)
T and
 = (0; 1; : : : ; q)
T are unknown regression coecients The hazard ratio
for a binary covariate, common to both regressions, say, x = x1 = z1, is
(t jx = 1)
(t jx = 0) = exp(1 + 1)t
exp(~zT)fexp(1) 1g: (2)
where ~zT = zT  x1. When 1 = 0, the hazard ratio is exp(1) which
is the familiar PH case. Thus the MPR directly generalizes the PH model.
3 Hypothesis Testing in MPR Models
We may ask if a certain covariate, x, has an eect on the scale, or the shape
or on both the scale and shape parameters leading to three null hypotheses,
namely: (i) H0 : 1 = 0, (ii) H0 : 1 = 0 and (iii) H0 : 1 = 1 = 0.
However, due to correlation between ^1 and ^1, it is inadequate to consider
testing (i) and (ii) separately using the standard Wald test approach. We
must test hypothesis (iii) rst. To do this, we can assume a bivariate normal
distribution for the two parameters (based on standard maximum likelihood
theory) from which joint condence regions for the two parameters can
be computed. Variable selection methods must also take this parameter
correlation into account, i.e. we cannot consider variable selection for the
each regression (scale and shape) separately.
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FIGURE 1. Comparison of PH and MPR Weibull Models
4 Example
We can see the exibility of the MPR model compared with the PH model
using a lung cancer data set collected in Northern Ireland between October
1991 and September 1992 (Wilkinson, 1995), in which we nd some non-
PH covariates, thus invalidating a PH analysis. For example, in Figure 1 we
see that the treatment covariate (a factor with ve levels) does not seem
to obey the PH assumption based on the Kaplan Meier survivor curves.
Comparing the model ts to these Kaplan Meier curves, it is visually clear
that the PH model ( constant) does not t the data as well as the MPR
model ( = ez
T). More formally, this can be conrmed by performing a
likelihood ratio test (p-value < 0:001) or some selection criterion e.g. AIC
or BIC. The example here is only a one factor model. In a multi factor
model the improvement in t for the MPR over the PH model, in terms
of AIC for example, will be even greater because the MPR model is more
general than the PH model and in the worst case just reduces to the PH
model.
5 Discussion
It has been found that the multi-parameter regression Weibull model indeed
aords great exibility and leads to better ts when compared with the
standard proportional hazards model. This can be veried both graphically
or more formally using likelihood theory. The extra generality leads of
course to additional hypothesis testing and model selection considerations.
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