The paper is concerned with Hopf bifurcations in systems of autonomous ordinary di erential equations with a parameter. The principal distinction between usual theorems on Hopf bifurcations and our results is that here the linearized equation is degenerate and independent of the parameter. We present su cient conditions for a parameter value to be a bifurcation point and analyze properties of small cycles arising in the vicinity of the equilibrium. Sublinear nonlinearities play the main role in the results obtained.
Problem statement
In this paper, a system x 0 = A( )x + f(x; ); x 2 R m (1) with a scalar parameter 1 2 (0; 1) is considered. The origin is supposed to be an equilibrium of the system for every , i.e., f(0; ) 0. We study the Hopf bifurcation phenomenon: the existence of arbitrarily small periodic cycles for parameter values close to some point 0 . Throughout the paper, it is assumed that the nonlinearity f(x; ) is smaller than any linear function in the vicinity of the origin 2 : lim jxj!0 sup 2(0;1) jf(x; )j jxj = 0;
such nonlinearities are called sublinear at zero, or simply sublinear. If the matrix A( ) has a pair of simple conjugate eigenvalues ( ) 6 = ( ) that cross the imaginary axis for = 0 , then (we omit some natural additional conditions) the parameter value 0 is a Hopf bifurcation point (see the precise de nition below). The exact formulation and important developments of this well-known fact (as well as related results on the asymptotics of small cycles, their stability etc.) can be found, for instance, in 1, 2, 3, 4]. In the situation above, the Hopf bifurcation phenomenon occurs due to a special behaviour of the linear part A( ) of the system, the only requirements for the nonlinearity are condition (2) and the continuity. Below we suggest su cient conditions for the Hopf bifurcation for cases where the eigenvalues ( ) and ( ) of the matrix A( ) are imaginary for all parameter values. The conditions use essentially the asymptotics of small nonlinear terms at the origin.
De nition 1. The value 0 of the parameter is called 3 a Hopf bifurcation point with the frequency w 0 for system (1) if for any " > 0 there exists a = " 2 ( 0 ? "; 0 + ") such that system (1) with this has at least one nonstationary periodic solution x " (t) such that its period T " satis es jT " ? 2 =w 0 j < " and its amplitude satis es max jx " (t)j < ", t 2 R.
In other words, 0 is a Hopf bifurcation point with the frequency w 0 if for values of arbitrarily close to 0 system (1) has nonstationary periodic solutions of arbitrarily small amplitudes with periods arbitrarily close to 2 =w 0 .
Note that this de nition is rather general. It does not state that the bifurcation point 0 is isolated or that small cycles exist for the parameter values from some particular part of a vicinity of 0 . Also, nothing is said about the structure of the set of cycles in the 1 Sometimes values of the parameter are called points. 2 The notation j j is used for norms in nite-dimensional spaces as well as for the modula of real and complex numbers. 3 We say simply a bifurcation point if it is clear, which equation and frequency are meant or if we do not want to specify the frequency value. space fx; g. These facts can be established by further analysis under some additional assumptions.
In this paper we prove the existence of a one-parameter set of small cycles. The parameter is not ; roughly speaking, the cycles are parameterized by their amplitude r.
Typically, small cycles exist either for > 0 or for < 0 only; some systems have continua of cycles in a vicinity of the origin for = 0 and have no cycles for 6 = 0 (e.g.
linear systems x 0 = A( )x, some Hamiltonian and reversible systems, etc.). The paper suggests a method to answer the question for which the small cycles exist. All the functions in the theorems below are supposed to be continuous; we do not mention this in the formulations sometimes. We do not suppose any additional smoothness.
The paper is organized as follows.
In the next section we present the rather simple theorem on the Hopf bifurcation and its applications. This Theorem 1 cannot be applied, e.g., to systems with nonlinearities having nonzero quadratic principal terms. Section 3 contains essentially more general Theorem 2 and its applications to systems with quadratic nonlinearities. Let us stress that Theorem 1 follows directly from Theorem 2. To formulate Theorem 2, we need an auxiliary statement, Lemma 1. In Section 4 we discuss properties of small cycles, generated by the Hopf bifurcation. Theorem 3 gives the information if periods of the small cycles are less or greater than 2 . In Theorem 4 we analyze if the cycles exist for < 0 or for > 0 . Section 5 contains some miscellaneous remarks on the subject. In particular, there are multiplicity results (Theorem 5) and results about continuous branches of cycles (Theorem 6). The rest of the paper (Sections 6 { 8) contains the proofs.
Existence of bifurcation points
Throughout the paper we study the system 8 < : 
7. The exponents , , and satisfy
Then 0 is a Hopf bifurcation point with the frequency 1 for system (3).
Due to condition (9), the function d 0 ( ; r) with = is greater than any terms 4 of order for small r, therefore this function determines the main terms in some equations below. The functions F(x; y; ) and d 0 ( ; r) may have di erent orders at the origin, this is the case in the following Corollary 2, where the principal even terms of the function F(x; y; ) vanish as we pass to d 0 ( ; r) by formula (8). In fact, the terms even in x and odd in y only contribute to integral (8). The function d 0 ( ; r) is of the same order as the greatest of such terms, this order should be less than . Some additional uncontrollable terms arising in the calculations are 5 O(r ) due to condition (10).
Theorem 1 may be simpli ed if the function F(x; y; ) is smooth. In this case it is natural to consider integer ; , and . Suppose conditions 1 and 2 of Theorem 1 are satis ed. 
where (x; y; z; ) satis es (5) with = 6. Let 5a 0 ( 0 ) + a 2 ( 0 ) + a 4 ( 0 ) = 0 and let the function 5a 0 ( ) + a 2 ( ) + a 4 ( ) take the values of both sign in any vicinity of the point 0 . Then 0 is a bifurcation point with the frequency 1 for system (3) . Under the hypotheses of Corollary 1, one can take 4 We say that the function ( ) : R k 1 ! R k 2 is of order at the point = 0 if for some c 2 c 1 > 0 the inequalities c 1 j j j ( )j c 2 j j hold for any su ciently small j j. 5 We write (r; ) = o(r ) if r ? supfj (r; )j : 2 g ! 0 as r ! +0, we write (r; ) = O(r ) if supfj (r; )j : 2 g Cr for all su ciently small r. where (x; y; z; ) satis es (5) with > 3. Evidently, these nonlinearities are at most twice di erentiable at the origin.
More accurate result
In this section, we suppose that system (3) satis es conditions 1 { 5 of Theorem 1, but relation (10) is not true. For such systems, function (8) does not determine bifurcation points any more. Actually, some other function plays the role of d 0 ( ; r) in the following generalization of Theorem 1. To introduce the necessary notation, we start with the study of small periodic solutions of the auxiliary equation 6
x 00 + x = F(x; x 0 ; ):
This problem is equivalent to the 2 -periodic problem w 2 x 00 + x = F(x; wx 0 ; ); x(0) = x(2 ); x 0 (0) = x 0 (2 ) (16) with the unknowns x(t) and w > 0. Any solution 7 x (t) of problem (16) with some w = w determines the 2 =w -periodic solution x (tw ) of equation (15) .
Note that each nonstationary solution x(t) of autonomous problem (16) generates a continuum of the solutions x = x(t + ), 0 < 2 with the same cyclic trajectory on the phase plane. To avoid this a priori lack of uniqueness, we couple problem (16) with some additional restriction that extracts exactly one solution from the continuum. More precisely, we look for solutions of the form x(t) = r sin t + h(t); (17) where r > 0 and the Fourier expansion of h(t) does not contain the rst harmonics, i.e., 
Denote by E the space of continuous 2 -periodic functions h(t) satisfying (18 
Here the unknowns are w; r > 0, and h = h(t) 2 E. For every w > 1=2 we denote by B(w) the linear operator that maps any function u(t) 2 E to a unique solution h = B(w)u 2 E \ C 2 of the equation w 2 h 00 + h = u(t) satisfying conditions (18) and (23). The existence follows from u 2 E and the uniqueness follows from h 2 E. Lemma 1. Suppose the function F(x; y; ) satis es relations (6) and (7) 
where a( 0 ) = 0. Suppose for simplicity that either a( )( 0 ? ) < 0 (40) 9 We again replace with minf ; 4g as in Corollary 3. (41)) implies that the small cycles exist for < 0 (resp., for > 0 ); if b( 0 ) < 0, then relation (40) (resp., (41)) implies that the small cycles exist for > 0 (resp., < 0 ). 
brings the system to form (3) . If the functionf 1 (x 1 ; x 2 ; : : : ; x m ; ) is continuously di erentiable, then transformation (47) is a di eomorphism 11 (for each ) in a vicinity of the origin, hence systems (1) and (3) are locally equivalent.
Existence of cycles with di erent periods
If the matrix A( ) has two pairs of simple imaginary eigenvalues, then one and the same parameter value 0 can be both a bifurcation point with the frequency w 0 and a bifurcation point with some other frequency w 1 6 = w 0 . 
On the iteration procedure
To check condition (29) or equivalent condition (32) of Theorem 2, N steps of iteration procedure (26) are required, the number N is determined by (33). It follows from the proof of Lemma 1 given in the next section that the functions h n = h n (t; ; r), w n = w n ( ; r) can be replaced with the functions 12h n = h n + O(r n+ ),w n = w n + O(r n+ ?1 ) at each step of the iteration procedure, i.e., one can ignore the terms of order n + and higher order terms in the expansions of the functions h n and rw n . This will lead to the error O(r ) in the expressions for d N ( ; r) and d ( ; r), which is small enough to check (29).
Multiplicity of solutions
In Theorem 2 we establish that for every su ciently small r > 0 system (3) with some = r has at least one 2 =w r -periodic solution fx(t; r); y(t; r); z(t; r)g such that x(t; r) = r sin w r t + h(w r t; r), where h(t; r) satis es (18) and kx(t; r)k C + ky(t; r)k C + kz(t; r)k C ! 0; r ! 0 ; w r ! 1 as r ! +0:
Just a minor modi cation of the formulations and proofs leads to su cient conditions for existence of k > 1 families of small cycles parameterized by r. 
Then 0 is a bifurcation point with the frequency 1 for system (3). Moreover, there are functions j (r), w j (r), j = 1; : : : ; k satisfying 0 (r) < 1 (r) <`1(r) < < k (r) <`k(r); j (r) ! 0 ; w j (r) ! 1 as r ! +0
such that for every small r > 0 and every j = 1; : : : ; k system (3) with = j (r) has a 2 =w j (r)-periodic solution fx j (t; r); y j (t; r); z j (t; r)g, x j (t; r) = r sin w j (r)t+h j (w j (r)t; r), where h j (t; r) satis es (18) and kx j (t; r)k C + ky j (t; r)k C + kz j (t; r)k C ! 0 as r ! +0. 
relations (50) hold for`0(r) 0,`1(r) = 2r 2 =3,`2(r) = 2r 2 . The proofs of Theorems 2 and 6 are similar, the main di erence is that in the proof of Theorem 2 below the variable r is considered as a parameter and is the unknown, while to prove Theorem 6 one should consider r as the unknown and as a parameter (like it is in the original problem).
Continuous branches of solutions
Theorem 6 also gives su cient conditions for the existence of multiple small periodic solutions to system (3). Suppose there exist functions hence system (3) has at least two di erent small cycles with the periods close to 2 for every su ciently small > 0.
The equalities d ( ; r) = r 3 ( ? r 2 )( 2 ? r 2 ) + o(r 7 ), = 8 imply the existence of at least two small cycles for every 2 (0; ") and at least one small cycle for every 2 (?"; 0), where " is su ciently small. Suppose relations (6), (7) hold. Then the identity d ( ; r) 0 means that a small vicinity of the origin in the phase plane fx; yg of equation (15) We prove that for a su ciently large K and a su ciently small " > 0 the operator U ;r (w; h) = (W (w; h; ; r); H(w; h; ; r)); 
Systems with symmetries
are valid. Also, kQk C!E = q 0 < 1. The constants p 1 and p 2 depend on only, q 0 is an independent constant.
Take a K 1 > 0. Relations (6), (7) imply for all (w i ; h i ) 2 (r; K 1 ) the estimates kF(r sin t+h i (t); w i r cos t+w i h 0 i (t); )k C c 1 (kr sin t+h i (t)k C +w i kr cos t+h 0 i (t)k C ) c 1 (1 + w i ) (r + kh i k C Therefore, for any K 1 > 0 and K > maxfq 1 ; p 1 q 0 q 1 ; q 2 ; q 0 (p 1 q 2 + p 2 q 1 )g (59) (K is independent of K 1 ) there is a su ciently small "(K 1 ; K) > 0 such that the relations (w i ; h i ) 2 (r; K 1 ), i = 1; 2, and 0 < r < "(K 1 ; K) imply jW(w i ; h i ; ; r) ? 1j < Kr ?1 ; kH(w i ; h i ; ; r)k C 1 < Kr ; jW(w 1 ; h 1 ; ; r) ? W(w 2 ; h 2 ; ; r)j Kr ?1 k(w 1 ; h 1 ) ? (w 2 ; h 2 )k r ; kH(w 1 ; h 1 ; ; r) ? H(w 2 ; h 2 ; ; r)k C 1 Kr k(w 1 ; h 1 ) ? (w 2 ; h 2 )k r : This proves (57) for every K satisfying (59) and every r 2 (0; "(K; K)).
Relations (57) with Kr < 1 imply that operator (56) has a unique xed point (w ; h ) in the interior of the ball (r; K) and that the iterations (w n+1 ; h n+1 ) = U ;r (w n ; h n ) starting from the center of this ball converge to (w ; h ), therefore k(w n ; h n ) ? (w ; h )k r (Kr ) n k(w ? 1; h )k r K n+1 r n+ : This is equivalent to statements (i) and (iii) of Lemma 1.
To prove statement (ii), it su ces to show that the point (w ( ; r); h ( ; r)) 2 R C 1 0 depends continuously on the variables ; r, i.e., lim for all 2 ; r 2 (0; "(K; K)). Since U ;r is a contracting operator in a vicinity of the point (w ( ; r); h ( ; r)) in the space R C 1 0 with the norm k k r , relation (60) follows by the standard argument from the uniform continuity of operator (56) 
with the unknown w > 0. The vector-valued function fx(t); y(t); z(t)g is a 2 -periodic solution of system (61) i fx(wt); y(wt); z(wt)g is a 2 =w-periodic solution of system (3).
We look for 2 -periodic solutions of system (61) such that x(t) has form (17) with some r 0 and h(t) satisfying (18). Formula (17) and the rst equation of (61) cos t f(r sin t + h(t); wr cos t + wh 0 (t); z(t); ) dt; w 2 h 00 + h = Qf(r sin t + h(t); wr cos t + wh 0 (t); z(t); ):
The last equation of (61) is not changed: w z 0 = A( )z + g(r sin t + h; wr cos t + wh 0 ; z; ):
The system of four equations (63) { (64) contains three scalar unknowns r, , w and two unknown functions h = h(t) 2 E and z = z(t). Below the variable r is considered as a parameter, we show that for every su ciently small r > 0 system (63) { (64) coupled with periodicity conditions (23) and
has a solution ( ; w; h; z) such that ! 0 , w ! 1, khk C 1 ! 0, kzk C ! 0 as r ! +0. By construction, this solution determines the continuum of 2 -periodic solutions fx(t + '); y(t + '); z(t + ')g, ' 2 0; 2 ), of system (61), where x, y are de ned by (62) and , w are the same for both systems. Conversely, if fx(t); y(t); z(t)g is a 2 -periodic solution of system (61) for some , w, then ( ; w; Qx(t ? '); z(t ? ')) is a solution of problem (63) { (65), (23) for r = kPx(t)k C , where the phase ' 2 0; 2 ) is de ned by the relation r sin(t + ') = Px(t) if r > 0 and it may be unde ned 15 if r = 0. By (62) the amplitudes kxk C and kyk C are small i r and khk C 1 are small.
Let us stress that we change the roles of the variables r and . In the original problem is a parameter and r = kPx(t)k C is an unknown amplitude of the rst harmonics in the Fourier expansion for x(t); the amplitude r is the same for all periodic solutions fx(t + '); y(t + '); z(t + ')g. Now r is a parameter, ' is xed in such a way that Px(t) = r sin t, and is an unknown. This choice of the parameter and the unknowns allows to prove Theorem 2 by standard topological methods. The main point is to extract the principal terms of equations (63) 
Homotopy
Everywhere we consider w close to 1 and close to 0 .
Denote by C 0 the space of continuous 2 -periodic functions z(t) 
of the vector eld 0 = 0 ( ; w; h; z) 2 E to the vector eld 1 = 1 ( ; w; h; z) 2 E ; here 2 0; 1] is the deformation parameter, w = w ( ; r), h = h ( ; r) are functions (24). Now system (66) can be written as 0 ( ; w; h; z) = 0. That is, to prove Theorem 2 we need to show that for any " > 0 the vector eld 0 with some r 2 (0; ") has a zero ( ; w; h; z) 2 E such that j ? 0 j "; jw ? 1j "; khk C 1 "; kzk C ": 
In the next section we prove the following statement.
Lemma 2. For any su ciently small " > 0 there is a r 0 = r 0 (") > 0 such that deformation (68) with any r 2 (0; r 0 ) is nondegenerate 16 hence kxk C + kyk C + kzk C 4(r + "). Relations (67) and (78) imply kz(t)k C pkg(x(t); y(t); z(t); )k C pkG(x(t); y(t); )k C + pk?(x(t); y(t); z(t); )k C :
But, by condition 2 of Theorem 1, sup 2 j?(x; y; z; )j=jzj ! 0 as jxj + jyj + jzj ! 0, so if " and r are su ciently small, then estimates (79) imply k?(x(t); y(t); z(t); )k C (2p) ?1 kz(t)k C ; therefore kz(t)k C 2pkG(x(t); y(t); )k C and by condition (4), kzk C 2pc 1 (kxk C + kyk C ) :
Consider equalities (76) { (78). Set x (t) = r sin t + h (t); y (t) = w r cos t + w h 0 (t):
It follows from (25) that kx k C 2r; kx 0 k C 2r; ky k C 2r 
1 k (x(t); y(t); z(t); )k C 0 (kxk C + kyk C ) :
Estimate (84) implies kxk C +kyk C kx k C +ky k C +8 0 (kxk C +kyk C ) 4r+8 0 (3(r+")) ?1 (kxk C +kyk C ); thus kxk C + kyk C 8r whenever r; " are su ciently small. Hence relation (80) yields kzk C 2pc 1 8 r : It follows from (85) that 1 k (x(t); y(t); z(t); )k C 0 8 r , therefore 
