A Hanani triple system of order 6n + 1, HATS(6n + 1), is a decomposition of the complete graph K 6n+1 into 3n sets of 2n disjoint triangles and one set of n disjoint triangles. A nearly Kirkman triple system of order 6n, NKTS(6n), is a decomposition of K 6n − F into 3n − 1 sets of 2n disjoint triangles; here F is a one-factor of K 6n . The Hanani triple systems of order 6n + 1 and the nearly Kirkman triple systems of order 6n can be classified using the classification of the Steiner triple systems of order 6n +1. This is carried out here for n = 3:
Introduction
A Steiner triple system (STS) is a pair (X, B), where X is a finite set of points and B is a collection of 3-subsets of points, called blocks or triples, such that every 2-subset of points occurs in exactly one block. The size of the point set is the order of the STS; an STS of order v is commonly denoted by STS(v). STSs exist exactly for orders v ≡ 1, 3(mod 6). For surveys of STSs and their properties, see [3, 5] .
A partial parallel class (PPC) is a set of disjoint blocks. A PPC with blocks is an almost parallel class (APC). A resolution of an STS is a partition of the blocks into parallel classes. An STS that has at least one resolution is resolvable, and an STS together with a resolution is a Kirkman triple system (KTS). KTSs exist exactly for orders v ≡ 3(mod 6).
Two KTSs are isomorphic if there is a bijection between their point sets that maps parallel classes (and the blocks therein) onto parallel classes. Such a mapping from a KTS onto itself is an automorphism; all automorphisms form the automorphism group of the KTS. KTSs have been classified up to order 15; up to isomorphism, there exist one KTS (9) and seven KTS(15)s with four underlying STS(15)s [3] .
There are several types of 'resolvable' structures closely related to KTSs, two of which are considered in this work. Suppose the blocks partitioned into (v − 1)/2 APCs and with the remaining (v − 1)/6 blocks forming a PPC is a Hanani triple system of order v, HATS(v). HATSs exist exactly for orders v ≡ 1(mod 6), v ≥ 19 [20] . In graph-theoretic terms, a HATS(v) is a decomposition of the complete graph K v into (v − 1)/2 sets of (v − 1)/3 disjoint triangles and one set of (v − 1)/6 disjoint triangles. The existence of a HATS(v) implies that the underlying STS(v) has chromatic index (v + 1)/2, cf. [4, 20] . Now suppose that v ≡ 0 (mod 6). A nearly Kirkman triple system of order v, NKTS(v), is a partial Steiner triple system that covers all but v/2 disjoint 2-subsets, whose blocks partition into parallel classes. NKTSs exist exactly for orders v ≡ 0 (mod 6), v ≥ 18, see [1, 2, 12, 16] . In graph-theoretic terms, an NKTS(v) is a decomposition of K v − F into 2-factors consisting of triangles, where F is a one-factor of K 6n .
A group divisible design with block size k, or k-GDD, of type g a is a triple (X, G, B), where X is a set of ga points, G is a partition of X into a subsets of size g, called groups, and B is a collection of k-subsets (blocks) of points, such that every 2-subset of points occurs in exactly one block or one group, but not both. An STS(v) is therefore a 3-GDD of type 1 v . A 3-GDD of type 2 3v whose blocks partition into parallel classes is precisely an NKTS(6v). The computational problem of classifying HATS(6n+1)s and NKTS(6n)s from a classification of STS(6n+1)s is considered in Section 2. The classification results for HATS (19) s and NKTS (18) s are presented in Section 3. There are 3787983639 and 25328 isomorphism classes of such systems, respectively. A partial classification of NKTS(18)s has been carried out previously in [13] . Several properties of the classified systems are tabulated and discussed. Of particular interest, seven of the NKTS(18)s have orthogonal resolutions.
Classification
There are three major approaches for classifying resolutions of designs: parallel class by parallel class, point by point, and via the underlying designs [8, Section 6.3] . The last of these is adopted here, because HATS(19)s and NKTS (18) s are directly related to STS(19)s.
Hanani triple systems
The design underlying a HATS(v) is an STS(v). To classify the HATS(v)s, carry out the following computation for each STS(v). Determine all APCs by formulating the associated instance of the exact cover problem, as described in [4] , and use the libexact software [11] to solve it. Then form a graph G with one vertex for each APC and an edge between two vertices exactly when the corresponding APCs do not have a block in common. Then search for all cliques of size (v − 1)/2 using, for example, the Cliquer software [15] . For each such clique (solution), check whether the remaining (v − 1)/6 blocks are disjoint. The final check can be eliminated, as follows. Using Lemma 1 one can modify the graph instance to remove edges that correspond to APCs with the same missing point. Then there is no need to check the solutions corresponding to cliques further. To classify the NKTS(v)s, carry out the following computation for each STS(v + 1) (X, B) and for each point p ∈ X . Delete the point p and each block containing p. Among the remaining blocks, determine all parallel classes, using instances of the exact cover problem. Then determine all partitions of the blocks into parallel classes, also using exact cover [11] .
Nearly Kirkman triple systems

Isomorph rejection
Isomorphs must be removed from the collection of systems so obtained. The definitions of isomorphic HATSs and NKTSs are analogous to the definition of isomorphic KTSs.
Isomorph rejection is simplified by the fact that two HATSs or NKTSs can be isomorphic only if the underlying designs are isomorphic. Moreover, the automorphism group must be a subgroup of the automorphism group of the underlying design. The graph isomorphism software nauty [14] is a practical tool for these computations. 
Results
A classification of the HATS(19)s and the NKTS(18)s with the approaches discussed here was carried out twice, with different programs in different computing environments. The catalogue of STS(19)s produced in [7, 9] was used as a starting point for the computations. An equivalent of at least 2 years of CPU time on contemporary personal computers was needed for each of the classification programs. In Table 1 , the number of HATS (19) s is aggregated by the order of the automorphism group of the underlying STS (19) , S, and of the HATS, T ; and in Table 2 , the number of NKTS (18)s is aggregated by the order of the automorphism group of the related STS (19) , S, of the underlying 3-GDD, D, and of the NKTS, T . There is only one entry in Table 2 for which the order of the STS(19) differs from the order of the 3-GDD.
Numbers and automorphism groups
The distribution of the number of isomorphism classes of HATSs and NKTSs obtainable from a single STS is displayed in Table 3 ; the number is denoted by N. It turns out that all NKTSs arising from a given STS have the same underlying GDD.
Further properties of the classified systems are studied. Due to the small number of NKTS (18)s, these systems can easily be saved and processed separately. 
Subsystems
Lemma 2. A HATS(19) cannot embed a KTS(9).
Proof. The point set P of an STS(9) embedded in an STS (19) intersects each block of the STS(19) in either 1 or 3 points. Hence a parallel class of the KTS(9) cannot be extended to an APC of the HATS(19) because there are no blocks that intersect P in 0 points.
Because no HATS(7) exists, trivially a HATS(19) cannot embed a HATS(7). For NKTS(18)s, subdesigns of order 7 and 9 cannot arise, whether resolved or not, as is shown next.
Lemma 3. An NKTS(18) cannot embed an STS(7).
Proof. Suppose to the contrary that an NKTS(18) embeds an STS(7). An NKTS(18) has 8 parallel classes of 6 blocks each. Because the blocks of an STS(7) have pairwise nonempty intersection, each of the 7 blocks occurs in a unique parallel class. Then one parallel class does not contain any block from the STS(7), and hence each of its blocks contains exactly one point from the STS(7). However, this parallel class has 6 blocks, so it does not include all points of the STS(7), a contradiction.
Lemma 4. A 3-GDD of type 2 v that contains an STS(v) cannot have a parallel class. Consequently, an NKTS(2v) cannot embed an STS(v).
Proof. An STS(v) exists, so v is odd. Consider a 3-GDD of type 2 v that embeds an STS(v). Let P be the set of v points of the STS(v), and let Q be the set of v points of the 3-GDD not in the STS(v). Let ρ ij be the number of pairs having i points from P and j from Q that appear in blocks of the 3-GDD, and let τ ij be the number of blocks of the 3-GDD having i points from P and j from Q . Now ρ 20 =  v The situation is different for HATS(19)s. A classification [10] of STS(19)s with subsystems of order 7 or 9 can be used to determine whether such designs underlie any HATS (19) .
Lemma 5. Among the HATS(19)s,
1. exactly 450 embed both an STS (7) and an STS(9); 2. exactly 23864 embed an STS(9) but do not embed an STS (7); and 3. exactly 15917314 embed an STS(7) but do not embed an STS(9). 
Types of parallel class pairs
Two parallel classes of an NKTS (18) form a bipartite cubic graph with one vertex for each block and edges between intersecting blocks. There are, up to isomorphism, six possible such graphs, listed in [13, Table 1 ] and shown here in Fig. 1 in the same order.
The combinations of types of pairs of parallel classes in the classified NKTS(18)s are presented in Table 4 . The results corroborate the main result of [13] that there are 119 NKTS(18)s with at least one parallel class of Type 1 (a total of 135 NKTS(18)s were found in [13] ).
A system that contains all possible types of pairs of parallel classes is type-heterogeneous [6] . There are 61 isomorphism classes of type-heterogeneous NKTS(18)s. A system with only one type of pairs of parallel classes is type-uniform [6] . There is no type-uniform NKTS (18) . The smallest number of types of pairs of parallel classes is 2 (the smallest previously known number [13] was 3); there are five such NKTS(18)s, all of which have parallel class pairs of Types 3 and 5.
Orthogonal resolutions
Given a design and two resolutions into (partial) parallel classes, the resolutions are orthogonal if any pair of (partial) parallel classes, one from each resolution, intersect in at most one block. A design that has two orthogonal resolutions is doubly resolvable. A HATS(19) is almost doubly resolvable if there are two resolutions into nine APCs and one partial parallel class so that the almost parallel classes of one are orthogonal to those of the other; but the requirement that the single short PPC be also orthogonal is dropped. When the short PPCs in the two HATS(19)s are, in fact, the same, an almost double resolution consists of two orthogonal resolutions of K 19 − G into APCs, where G consists of three vertex-disjoint triangles.
For each HATS (19) and NKTS (18) , the number N of (almost) parallel classes orthogonal to the (almost) parallel classes of the given resolution is collected in The smallest doubly resolvable NKTS(v) that was previously known is an NKTS(24) found by Smith [18] ; indeed relatively few orders have been settled affirmatively [17, 19] . Proof. The nonexistence of a doubly resolvable HATS (19) follows from the fact that such a system would also be almost doubly resolvable. Yet in each of the almost doubly resolvable systems given next, some APC intersects the short PPC in two blocks, or the two short PPCs coincide. 
