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Gaussian behavior on hyperplanes
Daniel J. Fresen∗
Abstract
We observe that the function Λn : R
n → (0,∞) defined by
Λn(x) = exp
(
x1 − pi
n∑
i=2
x
2
i
)
appears in the tails of a large class of functions, with properties involving log-
concavity, independence, and homogeneity, as well as the gamma function. The
function Λn is an entropy minimizer (on a half-space) that is uniquely determined by
a homogeneity condition together with rotational invariance about the x1 direction
and behavior near the origin.
In the high-dimensional setting we show the existence of central Gaussian slices
of dimension cn1/3.
Note: This is not the final version of the paper and may contain errors. Please
see the final version when it is published.
1 Introduction
An overview of the paper is as follows (we refer to Section 3 for more details). Consider any
n ∈ N with n ≥ 2 and a function f : Rn → (0,∞). There are various conditions that will
be imposed on f at different times that involve smoothness, the growth of the derivatives
of − log f , convexity, coordinate independence, and homogeneity. We are given a point
y ∈ Rn such that |y| is large. Sometimes we also insist that y1 or min{|yi| : 1 ≤ i ≤ n} is
large. Consider the function Λn : R
n → (0,∞) defined by
Λn(x) = exp
(
x1 − π
n∑
i=2
x2i
)
We wish to find an invertible n × n matrix T (depending on y and f) such that for all
x ∈ Rn,
f (y + Tx)
f(y)
= (1 + δy(x)) Λn(x) (1)
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where δy(x) is an error term, usually given with appropriate quantitative bounds. As it
turns out, for a large class of functions it is possible to achieve this approximation with
δy(·)→ 0 uniformly on compact subsets of Rn, as y →∞ in the sense described above.
Set g = − log f and assume momentarily that g is convex (in which case f is said to be
log-concave) and C2. Provided ∇g(y) 6= 0, dimnullHg(y) = 1, and ∇g(y)⊥ ∩ nullHg(y) =
{0}, f resembles the function Λn in a region surrounding y when viewed in the coordinate
structure corresponding to the inner product
〈u, v〉♯ =
1
2π
〈u,Hg(y)v〉+ 〈u,∇g(y)〉 〈v,∇g(y)〉
More precisely, (1) holds with appropriate quantitative bounds when T : Rn → Rn is
a linear operator such that for all u, v ∈ Rn, 〈Tu, Tv〉♯ = 〈u, v〉, and such that Te1 =
−A−1∇g(y), where
A =
1
2π
Hg(y) +∇g(y)⊗∇g(y) Ai,j = 1
2π
∂i,jg(y) + ∂ig(y)∂jg(y)
In Theorem 7 we provide a more detailed formula for the matrix T , provided f is smooth
enough (in practice however, we don’t always use this exact T ). Observe that ∇g(y)⊥
and nullHg(y) can be expressed in the following coordinate-free ways:
∇g(y)⊥ =
{
x ∈ Rn : d
dt
g (y + tx)
∣∣∣∣
t=0
= 0
}
nullHg(y) =
{
x ∈ Rn : d
2
dt2
g (y + tx)
∣∣∣∣
t=0
= 0
}
(2)
and that these subspaces are orthogonal with respect to 〈·, ·〉♯. This is the key to under-
standing the inner product 〈·, ·〉♯ and the matrix T . The case when g is not convex is a
little different. For example setting g(x1, x2) = x
2
1 − x22, (2) clearly breaks down.
The function Λn has, in a sense, the most natural possible shape for a function that
grows or decays rapidly. It has the homogeneity property that for all y ∈ Rn there exists
a linear bijection T : Rn → Rn such that for all x ∈ Rn,
Λn (y + Tx)
Λn(y)
= Λn(x)
Furthermore Λn is uniquely determined by this property, as well as its gradient and
Hessian at zero, and the fact that Λn ◦U = Λn for all U ∈ O(n) such that Ue1 = e1. It is
also worth noting that the function Λn restricted to (−∞, 0]× Rn−1 (which still encodes
the full shape of Λn) maximizes differential entropy among probability density functions
of random vectors X supported on (−∞, 0]×Rn−1 with mean (−1, 0, . . . 0) and covariance
(2π)−1In.
Although we concentrate on the function Λn, similar methods can often be used to
find copies of functions of the form
exp
(
x1 − π
n∑
i=2
εix
2
i
)
2
for other values of (εi)
n
2 ∈ {±1}n−1.
Our results provide an analysis of non-central sections that stands in contrast to a
large body of literature on the central limit theorem for projections of high dimensional
probability measures onto lower dimensional subspaces, under regularity conditions such
as coordinate independence [14, 23], log-concavity [1, 6, 7, 8, 10, 11, 12, 13], and symmetry
[16, 17], see also [3, 5, 18, 26, 27] and the references contained therein. While the results
in the papers just mentioned are essentially driven by high dimensionality and require
that the subspace have much smaller dimension than the ambient space (typically k =
o(n)), the results presented here have nothing to do with high dimensionality, and provide
Gaussian behavior on hyperplanes (k = n− 1). Our results are also completely unrelated
to the thin shell property that plays such an important role in the theory of projections,
and our methodology is entirely different. In Section 4 however, we do present a single
(very simple) result that gives central Gaussian slices of dimension k =
⌊
cn1/3
⌋
in a high
dimensional setting.
The one dimensional case of the theory presented here has been well studied (see e.g.
[2, 4, 22]). In this setting, one seeks copies of Λ˜1(x) = e
−x in the tails of a function
S : R → (0,∞). This underlies the phenomenon that, under appropriate conditions, the
distribution of the re-scaled maximum of a large i.i.d. random sample converges to the
Gumbel distribution, i.e. for all x ∈ R,
lim
N→∞
P
{
X(N) − aN
bN
≤ x
}
= exp
(−e−x)
where (Xi)
∞
1 is an i.i.d. random sample with P {X1 > x} = S(x), X(N) = max1≤i≤N Xi,
and (aN)
∞
1 and (bN)
∞
1 are normalizing sequences that depend on S. In the multivariate
setting that has previously been studied (see e.g. [2, 22] and the references therein), one
considers a sample of random vectors Xi ∈ Rn, 1 ≤ i ≤ N , and the object of interest is
the distribution of the pointwise maximum vector
max(Xi)
N
1 =
(
max
1≤i≤N
Xi,j
)n
j=1
where Xi,j denotes the j
th coordinate of Xi. The theory presented here can be thought
of as a multivariate extension of extreme value theory that goes in a different direction
to the existing multivariate extreme value theory. Note that in the one dimensional case
ordering is somewhat irrelevant, despite the appearance of a maximum. One can just as
well study the limiting point process
νN =
N∑
i=1
δ
(
Xi − aN
bN
)
where δ(x) denotes the Dirac point mass (probability measure) at x. Under appropriate
conditions, νN converges to a Poisson point process with intensity e
−x. This actually
gives a bit more information than the limiting distribution of the maximum, for example
it also includes information about the limiting distribution of the kth largest order statistic
3
X(n−k+1) for any fixed k. An interpretation of our work is that for large N the random
measure
νN =
N∑
i=1
δ
(
T˜ (Xi − y)
)
approximates a Poisson point process with density exp (x1 − π
∑n
i=2 xi). Here y ∈ Rn is a
point near the edge of the random sample (the same y as before), and T˜ ∈ GL(n) depends
on y and N (related to the T mentioned earlier, but not exactly the same). We assume
that the common distribution of each Xi has a density f = dµ/dx, which is the function
to which we apply the results of this paper. Since the relationship between a large i.i.d.
sample of fixed size and a Poisson process is well understood, we don’t include any further
discussion about limiting point processes and instead focus entirely on the analysis of the
density f . In fact there is no need to assume that f is a probability density function, i.e.
that
∫
f = 1.
2 Example
Consider the function f : R2 → (0,∞) defined by f(x) = e−(x41+x42), and the point y =
(t, t), for some t ∈ R. Let
T =
[ −a −b
−a b
]
where a = t−3/8 and b = t−1
√
π/12. Then (after a little algebra), f(y+ Tx)/f(y) can be
written as
exp
(
x1 − πx22 −
x41
2048t12
− πx
2
1x
2
2
64t8
− π
2x42
72t4
+
x31
64t8
+
πx1x
2
2
4t4
− 3x
2
1
16t4
)
As t→∞, the function x 7→ f(y + Tx)/f(y) converges uniformly on compact subsets of
R
2 to the function exp (x1 − πx22).
3 Main results
Theorem 1 (the density of log-concave product measures) Let n ≥ 2, y ∈ Rn,
and set q = min{|yi|}n1 . For each 1 ≤ i ≤ n, let gi : R→ R be a C3 convex function such
that g′′i (yi) 6= 0, and define g : Rn → R by g(x) =
∑n
1 gi(x). Assume that ∇g(y) 6= 0.
Define λ : [0,∞)→ [0,∞] and ξ : [0,∞)× [0,∞)→ [0,∞] by
λ(t) = sup
{∣∣∣∣ g′′i (w)g′i(w)2
∣∣∣∣ : 1 ≤ i ≤ n, |w| ≥ t}
ξ(r, t) = sup
{∣∣∣∣g′′′i (w + s)g′′i (w)3/2
∣∣∣∣ : 1 ≤ i ≤ n, |w| ≥ t, |s| ≤ rg′′i (w)−1/2} (3)
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To avoid ambiguity, define 0/0 = ∞. Consider the function f(x) = exp(−g(x)). Then
there exists a linear bijection T : Rn → Rn such that for all x ∈ Rn,
f(y + Tx)
f(y)
= exp
(
x1 − π
n∑
i=2
x2i + ε(x)
)
(4)
where
|ε(x)| ≤ 1
2
λ(q)x21 +
√
2πλ(q)1/2|x1|
(
n∑
i=2
x2i
)1/2
+
1
6
ξ(h(x), q)
(
λ(q)1/2|x1|+
(
n∑
i=2
x2i
))3
and
h(x) = |x1|λ(q)1/2 +
(
n∑
i=2
x2i
)1/2
Furthermore, T is of the form
Tz =
−∇g(y)
|∇g(y)|2z1 +Q(z2, z3, . . . , zn)
where Q : Rn−1 →∇g(y)⊥ and
|DetT | = (2π)(n−1)/2
(
n∑
i=1
g′i(yi)
2
g′′i (yi)
)−1/2( n∏
i=1
g′′i (yi)
)−1/2
Theorem 2 (functions with homogeneity properties) Let n ≥ 2 and let h : Rn →
R be a continuous function that is not identically zero, such that for all x ∈ Rn and all
α > 0, h(αx) = αh(x). Let M = {x ∈ Rn : |h(x)| = 1} and θ ∈M be such that M is C3
is a neighborhood of θ and such that the Gauss-Kronecker curvature of M at θ, denoted
κ(θ), is nonzero. Let ρ : R→ R be a C2 function such that
lim inf
t→±∞
|tρ′(t)| > 0
and define λ : [0,∞)× R→ [0,∞) by,
λ(r, t) = sup
{ |ρ′′(t+ s)|
ρ′(t)2
: s ∈ R, |s| ≤ |ρ′(t)|−1 r
}
(5)
Let f : Rn → [0,∞) be defined as f(x) = exp (−ρ(h(x))). Then there exists (εi)n2 ∈
{±1}n−1, c > 0, t0 > 0, and an injective linear mapping Q : Rn−1 → Rn such that for all
t ≥ t0 and all x ∈ Rn,
f (tθ + Ttx)
f(tθ)
= exp
(
x1 − π
n∑
i=2
εix
2
i + δ(x, t)
)
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where
|δ(x, t)| ≤ c (1 + |x|4)λ (c(1 + |x|2), t)+ c |x|3 |tρ′(th(θ))|−1/2
Ttx = − h(θ)x1
ρ′(th(θ))
θ +
√
t
|ρ′(th(θ))|Q(x2, x3, . . . xn)
and
|Det(Tt)| = |κ(θ)|−1/2 1|∇h(θ)| ρ′(th(θ))
(
2πt
|∇h(θ)| ρ′(th(θ))
)(n−1)/2
In the special case where h is a norm, εi = 1 for all 2 ≤ i ≤ n, and if (in addition)
κ(θ) 6= 0 for all θ ∈M, then the values of c and t0 may be taken independently of θ.
It is not immediately clear in Theorem 1 that ε(·) → 0 uniformly on compact sets
as q → ∞, or in Theorem 2 that δ(·, t) → 0 as t → ∞. In fact this may not always
be the case. However Proposition 3 below suggests that it is somewhat typical for this
to happen. Furthermore, in most concrete examples it is easy to calculate the quantities
λ(t), ξ(r, t) and λ(r, t) that appear and to verify that uniform convergence takes place.
Proposition 3 Let ε > 0 and let ω : (0,∞)→ R be any differentiable function such that
limt→∞ t
1/εω(t) =∞. Then
lim inf
t→∞
∣∣∣∣ ω′(t)ω(t)1+ε
∣∣∣∣ = 0 (6)
Furthermore, if
lim
t→∞
∣∣∣∣ ω′(t)ω(t)1+ε
∣∣∣∣ = 0
then for all r > 0,
lim
t→∞
sup
{∣∣∣∣ω′(t+ s)ω(t)1+ε
∣∣∣∣ : s ∈ R, |s| ≤ rω(t)ε
}
= 0 (7)
Theorem 4 (functions with mixed homogeneity) Let n,m ≥ 2 and for each 1 ≤
i ≤ m let p(i) ∈ (0,∞) and let qi : Rn → R be a continuous function that is C3 on Rn\{0}
and not identically zero, such that for all x ∈ Rn and all α > 0, qi(αx) = αp(i)qi(x).
Assume without loss of generality that p(1) = max1≤i≤m p(i). Define f : R
n → (0,∞) as
f(x) = exp
(
−
m∑
i=1
qi(x)
)
Let M = {θ ∈ Rn : |q1(θ)| = 1} and consider any θ ∈ M such that κ(θ) 6= 0. Then
there exists (εi)
n
2 ∈ {±1}n−1 and a function t 7→ Tt from [1,∞) into GL(n) such that the
function
x 7→ f (tθ + Ttx)
f(tθ)
6
converges uniformly on compact subsets of Rn to the function
x 7→ exp
(
x1 − π
n∑
i=2
εix
2
i
)
as t→∞.
The following two results serve to further illustrate the universal nature of the function
Λn. Similar observations may be deduced from Stirling’s approximation, however we
prefer to prove them directly (and our proof follows similar lines to that of Stirling’s
approximation).
Theorem 5 (gamma function I) For all x, y ∈ R with x > 1,
Γ(x+ iy) = (1 + ε(x, y))(x− 1)x+iy−1 exp(−x+ 1)
√
2π(x− 1) exp
(
−2π
2y2
x− 1
)
where
|ε(x, y)| ≤ exp
(
2π2y2
x− 1
)(
1√
2π(x− 1) + 8
√
2π
x− 1 exp
(
−x− 1
64
)
+
|y|√
8(x− 1)
)
Corollary 6 (gamma function II) For all t, x, y ∈ R with t > 1 and x ≥ −t ln(t− 1),
|Γ(t+ atx+ btyi)|
|Γ(t)| = (1 + δ(t, x, y)) exp
(
x− πy2)
where at = (ln(t− 1) + 2−1(t− 1)−1)−1, bt =
√
(t− 1)/(2π) and δ(t, ·, ·) → 0 uniformly
on compact sets in R2 as t→∞.
Recall that for a positive definite real symmetric matrix A, its principal square root
A1/2 is defined as
A1/2 = UD1/2U−1
where A = UDU−1 is the diagonalization of A and D1/2 is the diagonal matrix with
diagonal entries (d
1/2
ii )
n
1 .
Theorem 7 (finding T ) Let f : Rn → (0,∞), g = − log f , y ∈ Rn, and let T be an
invertible n× n matrix such that for all x ∈ Rn,
f (y + Tx)
f(y)
= exp
(
x1 − π
n∑
i=2
x2i
)
(8)
Then T can be expressed as
T = A−1/2F T (9)
where A is the positive definite n× n matrix defined by
Aij =
1
2π
∂ijg(y) + ∂ig(y)∂jg(y)
7
and A−1/2 is the principal square root of A, and F ∈ O(n) such that
FA−1/2∇g(y) = −e1 (10)
This also implies, by (9) and (10) that
Te1 = −A−1∇g(y) (11)
Furthermore, for any G ∈ O(n) such that
GA−1/2∇g(y) = −e1 (12)
it follows that for all x ∈ Rn,
f
(
y + A−1/2GTx
)
f(y)
= exp
(
x1 − π
n∑
i=2
x2i
)
Theorem 8 (homogeneity) Suppose that n ∈ N and n ≥ 2. Then for all y ∈ Rn there
exists an invertible n× n matrix T with the following property. For all x ∈ Rn,
Λn (y + Tx)
Λn(y)
= Λn(x)
Theorem 9 (uniqueness) Let n ∈ N, n ≥ 2, let f : Rn → (0,∞) be a C3 function, and
set g = − log f . Suppose that
∇g(0) = −e1
Hg(0) =

0 0 . . . 0
0 2π . . . 0
...
...
. . .
...
0 0 . . . 2π

Suppose that f ◦G = f whenever G ∈ O(n) and Ge1 = e1, and suppose that for all y ∈ Rn
there exists an invertible n× n matrix Ty such that for all x ∈ Rn,
f(y + Tyx)
f(y)
= f(x) (13)
Then for all x ∈ Rn,
f (x) = exp
(
x1 − π
n∑
i=2
x2i
)
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4 High dimensional setting
Let C+0 (R
n) denote the collection of all continuous functions f : Rn → [0,∞) such that
for all ε > 0 there exists a compact set K with f(x) < ε for all x /∈ K. Let Z(Rn) denote
the collection of all functions f : Rn → (0,∞) of the form
f(x) =
N∏
i=1
fi (〈x, θi〉)
where (θi)
N
1 is any sequence in R
n, and each fi : R → (0,∞) is Lebesgue measurable.
The space Z(Rn) contains all density functions of product measures: this is the special
case where N = n and θi = ei (1 ≤ i ≤ n) are the standard basis vectors. Thus the
defining property of functions in Z(Rn) can be thought of as a generalized independence
condition.
Proposition 10 C+0 (R
n)∩Z(Rn) is dense in C+0 (Rn) with respect to the supremum norm.
Proposition 10 is relevant to the following theorem.
Theorem 11 There exist universal constants C, c, c1, c2 > 0 such that the following is
true. Consider any (n,N, k, ε) ∈ N× N× N× (0, 1) such that n ≤ N and k ≤ cnε2, and
for each 1 ≤ i ≤ N let fi : R → (0,∞) be a C3 function such that, setting gi = − log fi,
gi(0) = 0, g
′
i(0) = 0 and g
′′
i (0) > 0. Let (θj)
N
1 be any sequence in S
n−1. Consider the
function
f(x) =
N∏
j=1
fi (〈x, θj〉)
and set
A =
√
N
n
(
sup
θ∈Sn−1
N∑
j=1
|〈θ, θj〉|2 g′′i (0)
)−1/2
ξ(t) = sup
{∣∣∣∣ g′′′i (s)g′′i (0)3/2
∣∣∣∣ : |s| ≤ t, 1 ≤ i ≤ N}
Let E ∈ Gn,k be a random subspace uniformly distributed in Gn,k. Then with probability
at least 1− c1 exp (−c2ε2n) the following event occurs: there exists a bijective linear map
T : Rk → E such that for all x ∈ Rk,
f(Tx) = exp
(
−π
n∑
i=1
x2i + δ(x)
)
where
|δ(x)| ≤ C |x|3
ε+ 1√
N
(
N∑
j=1
g′′i (0)
3/2
)1/33 ξ(CA√ n
N
(
ε+min
{
1,
√
logN
n
})
|x|
)
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Before proving Theorem 11 let us make a few observations. For simplicity let us
consider the case where each gi = g for some fixed function g, and let us assume that
(θj)
N
1 is approximately isotropic, meaning that for all θ ∈ Sn−1
C−1
N
n
≤
N∑
j=1
|〈θ, θj〉|2 ≤ CN
n
This condition means that the inertia ellipsoid (or matrix) associated to the sequence
(θj)
N
1 is approximately a scalar multiple of the standard Euclidean ball (resp. the identity
matrix), and includes the most important case where N = n and θi = ei for 1 ≤ i ≤ n.
In this case A < C for some constant C > 1. If we insist on interpreting f |E as the
density of a probability measure, which we don’t have to do, then we must also insist on
a good estimate on a ball of radius C
√
k. Here a good estimate means |δ(x)| < δ0 for
some constant δ0 > 0, say δ0 = 1/1000. If we assume all of these conditions (including
n = N) then we may set ε = Cn−1/6 and k = Cn1/3.
Proof of Theorem 11. The proof that we present here follows Milman’s proof of (a
particular case of) Dvoretzky’s theorem on ellipsoidal sections of convex bodies, see e.g.
[19, 20, 25]. The calculations regarding the distribution of norms on subspaces are very
standard, and we therefore omit certain details. We may assume without loss of generality
that n > n0, where n0 is a suitably large universal constant. Consider the seminorms
[x]2 =
(
N∑
j=1
|〈x, θj〉|2 g′′i (0)
)1/2
[x]3 =
(
N∑
j=1
|〈x, θj〉|3 g′′i (0)3/2
)1/3
[x]∞ = max1≤j≤N
|〈x, θj〉|
Let X = (Xi)
n
1 be an i.i.d. sequence of standard normal random variables, in which case
ω = X/|X| is uniformly distributed on Sn−1. By Jensen’s inequality,
E [ω]3 ≤ Cn−1/2E [X ]3 ≤ Cn−1/2
(
N∑
j=1
g′′i (0)
3/2
E |〈X, θj〉|3
)1/3
≤ Cn−1/2
(
N∑
j=1
g′′i (0)
3/2
)1/3
and since 〈X, θj〉 ∼ N(0, 1), the standard bound for the weight of a Gaussian tail yields
E [ω]∞ ≤ min
{
1, Cn−1/2E [X ]∞
} ≤ min{1, C√ logN
n
}
If Lip denotes the Lipschitz constant of a function, then
Lip ([·]3) = max
{
[θ]3 : θ ∈ Sn−1
} ≤ max{[θ]2 : θ ∈ Sn−1} = A−1n−1/2N1/2
and Lip ([·]∞) = 1. Let F ∈ Gn,k be any fixed subspace, and let N ⊂ S(F ) be a minimal
1/4 net in the sphere of F , S(F ) = F ∩ Sn−1. The standard bound for the cardinality
of a net is |N | ≤ 12k. Let U ∈ O(n) be a uniformly distributed random matrix and set
E = UF . Using Levy’s concentration inequality for Lipschitz functions on Sn−1 and the
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standard epsilon net argument, with probability at least 1− c1 exp (−c2ε2n), for all x ∈ E
we have
[x]3 ≤ CA
√
N
n
ε+ 1√
N
(
N∑
j=1
g′′i (0)
3/2
)1/3 |x| ≤ C
ε+ 1√
N
(
N∑
j=1
g′′i (0)
3/2
)1/3 [x]2
[x]∞ ≤ C
(
ε+min
{
1,
√
logN
n
})
|x| ≤ CA
√
n
N
(
ε+min
{
1,
√
logN
n
})
[x]2
Since {x ∈ Rn : [x]2 ≤ 1} is an ellipsoid, there exists a linear map T : Rk → E such that
for all x ∈ Rk, [Tx]2 =
√
2π |x|. Recalling the definition of f ,
− log f(Tx) =
N∑
j=1
gj (〈Tx, θj〉) = 1
2
[Tx]22 + δ(x)
where by Taylor’s theorem |δ(x)| can be bounded above by
1
6
N∑
j=1
|g′′′i (si)| |〈Tx, θj〉|3 ≤
1
6
ξ
(
CA
√
n
N
(
ε+min
{
1,
√
logN
n
})
|x|
)
N∑
j=1
|g′′i (0)|3/2 |〈Tx, θj〉|3
where |si| ≤ [Tx]∞.
Proof of Proposition 10. Consider any f ∈ C+0 (Rn) and 0 < ε < 1. Let f∗ ∈ C+0 (Rn)∩
C∞(Rn) with f∗(x) 6= 0 for all x ∈ Rn, and ‖f − f∗‖∞ < ε/4, and set g = − log f∗. Since
limx→∞ f∗(x) = 0, there exists r1 > 0 such that f∗(x) < ε/8 whenever |x| > r1. Let
ψ ∈ C∞(Rn) such that 0 ≤ ψ(x) ≤ 1 for all x ∈ Rn, ψ(x) = 1 if |x| ≤ 2r1, and ψ(x) = 0
if |x| ≥ 3r1. Then q = gψ ∈ S(Rn), where S(Rn) denotes the class of Schwartz functions.
It is well known that the Fourier transform permutes the elements of S(Rn), and so there
exists h ∈ S(Rn) such that the Fourier transform of h is q. Let r2 > 1 be such that∫
Rn\r2Bn2
|h(x)| dx < ε
32
exp (−‖q‖∞)
Since h ∈ C0(Rn) it is uniformly continuous. Let (Aj)N1 be a partition of r2Bn2 and for
each j pick xj ∈ Aj. Now define
p(ξ) =
N∑
j=1
exp (−2πi 〈xj , ξ〉)h(xj)voln(Aj) =
∫
Rn
N∑
j=1
exp (−2πi 〈xj , ξ〉) h(xj)1Aj(x)dx
where 1Aj(·) denotes the indicator function of the set Aj. By choosing the partition to be
suitably fine, it follows that for all ξ ∈ 2r1Bn2 ,
|p(ξ)− q(ξ)| ≤ min
{
log 2,
ε
16
exp (−‖q‖∞ − ‖p‖∞)
}
Let δ > 0 be suitably small (δ = 1/100 is good enough) and let N ⊂Sn−1 be a finite δ-net,
i.e. for all θ ∈ Sn−1, there exists ω ∈ N such that |θ − ω| < δ. Now define τ : R→ [0,∞)
by
τ(t) =
{
0 : |t| ≤ r1
‖p‖∞ + exp (64ε−1) : |t| > r1
11
and set
p∗(ξ) = Rep(ξ) +
∑
ω∈N
τ (〈ω, ξ〉)
in which case p∗(ξ) = Rep(ξ) if |ξ| ≤ r1 and p∗(ξ) ≥ exp (64ε−1) if |ξ| ≥ 2r1. If r1 < |ξ| <
2r1, then either |〈ω, ξ〉| > r1 for some ω ∈ N , in which case p∗(ξ) ≥ exp (64ε−1), or p∗(ξ) =
Rep(ξ) ≥ q(ξ)− log 2 = log(4ε−1). Exponentiating, we see that ‖f − exp(−p∗)‖∞ < ε.
5 Proofs
The following lemma is well known, but we include its short proof for completeness. See
for example Corollary 8.17 in [9] for essentially the same statement expressed in a different
way.
Lemma 12 Let H be a real symmetric positive definite matrix and E = H−1(Bn2 ). Then
for all θ ∈ Sn−1,
voln−1
(E ∩ θ⊥) = voln−1(Bn−12 )|H−1θ|Det(H)
Proof. Let φn denote the parallel section function of B
n
2
φn(t) = voln−1 {x ∈ Bn2 : x1 = t}
and let ψ denote the parallel section function of E in the direction of θ,
ψ(t) = voln−1
(E ∩ (θ⊥ + tθ))
Since a non-degenerate ellipsoid is a Euclidean ball when viewed in the correct coordinate
system, and all parallel section functions of the Euclidean ball are the same, ψ(t) =
aφn(bt) for some a, b > 0. Recall that the dual Minkowski functional of E is defined
as ‖y‖E◦ = sup {〈x, y〉 : x ∈ E}. Since ψ(0) = voln−1
(E ∩ {θ}⊥) and the support of
ψ is the interval [−‖θ‖E◦ , ‖θ‖E◦ ] whereas the support of φn is [−1, 1], it follows that
a = voln−1
(E ∩ {θ}⊥) /voln−1(Bn−12 ) and b = ‖θ‖−1E◦ . Therefore
voln (E) =
∫ ‖θ‖
E◦
−‖θ‖
E◦
ψ(t)dt = ‖θ‖E◦ ×
voln−1
(E ∩ θ⊥)
voln−1(B
n−1
2 )
× voln(Bn2 )
The result now follows because
‖θ‖E◦ = sup
{〈
θ,H−1x
〉
: x ∈ Bn2
}
= sup
{〈
H−1θ, x
〉
: x ∈ Bn2
}
=
∣∣H−1θ∣∣
Proof of Theorem 1. Consider the following inner product and corresponding norm
defined on Rn,
〈u, v〉♯ =
1
2π
n∑
i=1
g′′i (y)uivi ||u||♯ =
(
1
2π
n∑
i=1
g′′i (yi)u
2
i
)1/2
12
Since any two real Hilbert spaces of dimension n − 1 are linearly isometric, there exists
a linear map Q : Rn−1 → ∇f(y)⊥ such that ||Qz||♯ = |z| for all z ∈ Rn−1. Define
T : Rn → Rn by
Tx =
−∇g(y)
|∇g(y)|2x1 +Q(x2, x3, . . . xn)
Now fix any x ∈ Rn and define
α = f(y)−1 u =
∇g(y)
|∇g(y)|2 v = Q(x2, x3, . . . xn)
Introduce the parameter s ∈ R and define
ψ(s) = − logαf(y + sTx) = log f(y) +
n∑
i=1
gi(yi − suix1 + svi)
η(s) = − log Λn(sx) = −sx1 + πs2
n∑
i=2
x2i
We now compute the first few derivatives of these functions to bound their difference.
Note that ψ(0) = 0 while
ψ′(s) =
n∑
i=1
g′i(yi−suix1+svi)(−uix1+vi) ψ′(0) = −x1 〈∇g(y), u〉+〈∇g(y), v〉 = −x1
and
ψ′′(s) =
n∑
i=1
g′′i (yi − suix1 + svi)(−uix1 + vi)2
ψ′′(0) = x21
n∑
i=1
g′′i (yi)
g′i(yi)
2
|∇g(y)|4 − 2x1
n∑
i=1
g′′i (yi)
g′i(yi)
|∇g(y)|2vi +
n∑
i=1
g′′i (yi)v
2
i
= x21
n∑
i=1
g′′i (yi)
g′i(yi)
2
g′i(yi)
4
|∇g(y)|4 − 2x1
n∑
i=1
±
(
g′′i (yi)
g′i(yi)
2
)1/2
g′i(yi)
2
|∇g(y)|2g
′′
i (yi)
1/2vi
+
n∑
i=1
g′′i (yi)v
2
i
By definition of λ, q and || · ||♯, and since Q is an isometry,∣∣∣∣∣ψ′′(0)− 2π
n∑
i=2
x2i
∣∣∣∣∣ ≤ x21λ(q)+√8π|x1|λ(q)1/2||v||♯ = λ(q)x21+√8πλ(q)1/2|x1|
(
n∑
i=2
x2i
)1/2
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ψ′′′(s) =
n∑
i=1
g′′′i (yi − suix1 + svi)(−uix1 + vi)3
= −x31
n∑
i=1
±g
′′′
i (yi − suix1 + svi)
g′′i (yi)
3/2
g′i(yi)
6
|∇g(y)|6
(
g′′i (yi)
g′i(yi)
2
)3/2
+3x21
n∑
i=1
g′′′i (yi − suix1 + svi)
g′′i (yi)
3/2
g′′i (yi)
1/2vi
g′i(yi)
4
|∇g(y)|4
g′′i (yi)
g′i(yi)
2
−3x1
n∑
i=1
±g
′′′
i (yi − suix1 + svi)
g′′i (yi)
3/2
g′′i (yi)v
2
i
g′i(yi)
2
|∇g(y)|2
(
g′′i (yi)
g′i(yi)
2
)1/2
+
n∑
i=1
g′′′i (yi − suix1 + svi)
g′′i (yi)
3/2
(g′′i (y)
1/2vi)
3
Note that for all 1 ≤ i ≤ n,
|−suix1 + svi| ≤ g′′i (yi)−1/2|s|
∣∣∣∣x1 g′i(yi)|∇g(y)| g′′i (yi)1/2|∇g(y)|
∣∣∣∣ +
(
n∑
i=2
x2i
)1/2 ≤ g′′i (yi)−1/2h|s|
where we recall that
h = |x1|λ(q)1/2 +
(
n∑
i=2
x2i
)1/2
and therefore by definition of ξ(·, ·),∣∣∣∣g′′′i (yi − suix1 + svi)g′′i (yi)3/2
∣∣∣∣ ≤ ξ(h|s|, q)
which implies that,
|ψ′′′(s)| ≤ |x1|3ξ(h|s|, q)λ(q)3/2 + 3|x1|2
(
n∑
i=2
x2i
)1/2
ξ(h|s|, q)λ(q)
+3|x1|
(
n∑
i=2
x2i
)
ξ(h|s|, q)λ(q)1/2 +
(
n∑
i=2
x2i
)3/2
ξ(h|s|, q)
= ξ(h|s|, q)
|x1|λ(q)1/2 +
(
n∑
i=2
x2i
)1/23
In particular, for all s ∈ [0, 1],
|ψ′′′(s)| ≤ ξ(h, q)
|x1|λ(q)1/2 +
(
n∑
i=2
x2i
)1/23
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Recalling the definitions of ψ and η,∣∣∣∣log αf(y + Tx))Λn(x)
∣∣∣∣ = |ψ(1)− η(1)|
This is bounded above by,
|ψ(0)− η(0)|+ |ψ′(0)− η′(0)|+ 1
2
|ψ′′(0)− η′′(0)|+ 1
6
sup
s∈(0,1)
|ψ′′′(s)− η′′′(s)|
≤ 1
2
λ(q)x21 +
√
2πλ(q)1/2|x1|
(
n∑
i=2
x2i
)1/2
+
1
6
ξ(h, q)
|x1|λ(q)1/2 +
(
n∑
i=2
x2i
)1/23
and the result follows. Lastly, using Lemma 12 with θ = |∇g(y)|−1∇g(y) and H =
(2π)−1/2Hg(y)
1/2, and observing that Q(Bn−12 ) = E ∩ ∇g(y)⊥,
|Det(T )| = |∇g(y)|−1 × voln−1(Q(B
n−1
2 ))
voln−1(B
n−1
2 )
=
1
|H−1∇g(y)| · Det(H)
Proof of Theorem 2. By homogeneity and continuity of h,M is homeomorphic to an
open subset V ⊆ Sn−1. This homeomorphism ϕ :M→ V is given by
ϕ(x) = |x|−1 x ϕ−1(x) = |h(x)|−1 x
Since M is assumed to be C3 in a neighborhood of θ, ϕ acts as a C3-diffeomorphism be-
tween a neighborhood of θ ∈M and a neighborhood of |θ|−1 θ ∈ Sn−1. This implies that
the radial function rad : V → (0,∞) defined by rad(x) = |ϕ−1(x)| = |h(x)|−1 is C3 in a
neighborhood of |θ|−1 θ, and therefore h(x) = |x| h (|x|−1 x) is C3 in a n-dimensional neigh-
borhood of θ. Consider the inward-pointing normal vector n(θ) = −h(θ)∇h(θ)/ |∇h(θ)|.
Let (vi)
n−1
1 denote the principal directions of M at θ and (κi)n−11 the corresponding
principal curvatures (defined with respect to n(θ)). Let W : Rn−1 → ∇h(θ)⊥ be the
linear isometry (with respect to the standard Euclidean metric on both spaces) such that
Wei = vi (1 ≤ i ≤ n − 1). It follows that there exists a connected neighborhood U of
0 ∈ Rn−1 and a continuous function ψ : U → R of the form
ψ(z) =
1
2
n−1∑
i=1
κiz
2
i +R1(z)
where R1(z) = o
(|z|2) as z → 0, such that for all z ∈ U , θ +W (z) + ψ(z)n(θ) ∈ M.
We may assume (after possibly choosing a smaller U), that h(θ +W (z))/h(θ) > 0 for all
z ∈ U . Let
η(z) = 1− h(θ)
h (θ +W (z))
a = θ +W (z) + ψ(z)n(θ)
b = (1− η(z)) (θ +W (z))
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By the mean value theorem there exists λ ∈ (0, 1) such that, setting ξ = λa+ (1− λ)b,
h(b) = h (a) + 〈b− a,∇h (ξ)〉 (14)
By homogeneity of h and by definition of η(·), h(b) = h(θ). By definition of ψ(·), h(a) ∈
{±1}. However since ψ is continuous and U is connected, and ψ(0) = 0, it follows that
h(a) = h(θ). Therefore (14) can be rewritten as
η(z) 〈θ +W (z),∇h (ξ)〉 = ψ(z)h(θ)
〈 ∇h(θ)
|∇h(θ)| ,∇h (ξ)
〉
As z → 0,W (z)→ 0 and∇h (ξ)→∇h (θ) (since h is C1 at θ). Furthermore 〈W (z),∇h(θ)〉 =
0 and 〈θ,∇h (θ)〉 = h(θ), therefore as z → 0,
η(z) = (1 + o(1))ψ(z) |∇h(θ)|
and
h (θ +W (z)) =
h(θ)
1− η(z) = h(θ) (1 + (1 + o(1))η(z))
= h(θ) +
1
2
h(θ) |∇h(θ)|
n−1∑
i=1
κiz
2
i +R2(z) (15)
where R2(z) = o
(|z|2) as z → 0. Consider the (n−1)× (n−1) diagonal matrix E defined
by
Ei,i =
√
2π
|∇h(θ)| · |κi|
and set Q =WE, in which case (15) transforms to
h (θ +Qz) = h(θ) + π
n−1∑
i=1
ε̂iz
2
i +R3(z) (16)
where εi = h(θ)κi/ |κi|. This Taylor approximation in (n − 1) variables extends to an
approximation in n variables by homogeneity, as follows. Recycling the variable z, set
z = θ − x1h(θ)θ +Q(x2, x3, . . . xn)
Assuming without loss of generality that |x1| < 1/2, set s = (1− x1h(θ))−1. By homo-
geneity of h, recalling the definition of z, and using (16),
h(z) = (1− x1h(θ)) h
(
(1− x1h(θ))−1 z
)
= (1− x1h(θ)) h (θ +Q(sx2, sx3, . . . sxn))
= (1− x1h(θ))
(
h(θ) + πs2
n∑
i=2
ε̂ix
2
i +R3(sx)
)
= h(θ)− x1 + π
n∑
i=2
ε̂ix
2
i +R(x)
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where R(x) = o
(|x|2) as x → 0, i.e. R(x) = |x|2 r(x) where limx→0 r(x) = 0. What we
have just proved is that,
h (θ − x1h(θ)θ +Q(x2, x3, . . . xn)) = h(θ)− x1 + π
n∑
i=2
εix
2
i +R(x) (17)
Since the left side of (17) is a C3 function of x (in a neighborhood of 0), we have in fact
that R(x) = o
(|x|2) as x → 0. But clearly R(x) = O (|x|2) as x → ∞ and therefore
|R(x)| ≤ cmin{|x|2 , |x|3} for all x ∈ Rn. Using linearity of Q and (17),
h
(
tθ − x1h(θ)
ρ′(th(θ))
θ +
√
t
|ρ′(th(θ))|Q(x2, . . . xn)
)
= th
(
θ − x1h(θ)
tρ′(th(θ))
θ +
√
1
t |ρ′(th(θ))|Q(x2, . . . xn)
)
= th(θ)− x1
ρ′(th(θ))
+
π
|ρ′(th(θ))|
n∑
i=2
ε̂ix
2
i
+tR
(
x1
tρ′(th(θ))
,
√
1
t |ρ′(th(θ))|x2, . . . ,
√
1
t |ρ′(th(θ))|xn
)
Using the definition of λ and the fundamental theorem of calculus, for all s, t ∈ R
|ρ(s)− ρ(t)− (s− t)ρ′(t)| ≤ 1
2
(s− t)2ρ′(t)2λ(|ρ′(t)(s− t)| , t)
and by the triangle inequality,∣∣∣∣∣ρ
(
h
(
tθ − x1h(θ)
ρ′(th(θ))
θ +
√
t
|ρ′(th(θ))|Q(x2, . . . xn)
))
− ρ(h(tθ)) + x1 − π
n∑
i=2
εix
2
i
∣∣∣∣∣
≤ c (1 + |x|4)λ (c(1 + |x|2), t)+ c |x|3 |tρ′(th(θ))|−1/2
The main part of the Theorem then follows from the definition f(x) = exp (−ρ (h (x))).
Lastly,
|Det(Tt)| = |〈θ,∇h(θ)〉||ρ′(th(θ))| · |∇h(θ)| ×
voln−1(QB
n−1
2 )
voln−1(B
n−1
2 )
×
(
t
|ρ′(th(θ))|
)(n−1)/2
=
1
|ρ′(th(θ))| · |∇h(θ)| × Det(E)×
(
t
|ρ′(th(θ))|
)(n−1)/2
= |κ(θ)|−1/2 1|∇h(θ)| · |ρ′(th(θ))|
(
2πt
|∇h(θ)| · |ρ′(th(θ))|
)(n−1)/2
Proof of Theorem 4. Note that the function
h1(x) =
{
q1(x) |q1(x)|−1+1/p(1) : q1(x) 6= 0
0 : q1(x) = 0
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has the property that h1(αx) = αh1(x) for all x ∈ Rn and all α ≥ 0, and
q1(x) =
{
h1(x) |h1(x)|−1+p(1) : h1(x) 6= 0
0 : h1(x) = 0
(18)
Consider the variable t > 0 large enough so that
tp(1) >
∣∣∣∣∣
m∑
i=2
tp(i)qi(θ)
∣∣∣∣∣
and set
s =
∣∣∣∣∣
m∑
i=1
qi (tθ)
∣∣∣∣∣
1/p(1)
= (1 + o(1))t
q(x) = q1(x) +
m∑
i=2
sp(i)−p(1)qi(x) (19)
ω = ts−1θ
Then
q(ω) = s−p(1)
m∑
i=1
tp(i)qi(θ) = q1(θ)
Below we shall refer to functions Ri(·, ·). Each has the property that ∀t > t0,
lim
z→0
|z|−2Ri(z, t) = 0
i.e. Ri(z, t) = o
(|z|2) as z → 0. However the rate of convergence may (possibly) depend
on t. The first variable may be z ∈ Rn−1 or x ∈ Rn (this will always be clear from
the context). We shall also refer to functions δ, δi, δi,j, γi and γi,j. These quantities
(coefficients) are functions of t that do not depend on z ∈ Rn−1 or x ∈ Rn, such that as
t → ∞ we have δ → 0 and γ → 1. They may also denote different functions from one
appearance to the next. Let (vi)
n−1
1 denote the principal directions ofM at θ, and (κi)n−11
the corresponding principal curvatures. Let W : Rn−1 → ∇q1(θ)⊥ be the linear isometry
such that Wei = vi (1 ≤ i ≤ n− 1). Let U ∈ O(n) such that
U
( ∇q1(θ)
|∇q1(θ)|
)
=
∇q(ω)
|∇q(ω)|
and such that Ux = x for all x ∈ {∇q1(θ),∇q(ω)}⊥. As t → ∞, ω → θ and since q1 is
C1 at θ, ∇q1(ω) → ∇q1(θ). By (19) and the fact that qi (2 ≤ i ≤ m) are C1 at θ and
do not depend on t, it follows that ∇q(ω)→ ∇q1(θ), and therefore U → In (the identity
matrix) in the standard topology on Rn×n. It follows as in the proof of Theorem 2, see in
particular (15), that
h1 (θ +W (z)) = h1(θ) +
1
2
h1(θ) |∇h1(θ)|
n−1∑
i=1
κiz
2
i +R1(z, t) (20)
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Since (1 + ε)p = 1 + pε+ o(ε) as ε→ 0, (20) implies that
q1 (θ +W (z)) = q1(θ) +
n−1∑
i=1
βiz
2
i +R2(z, t)
where βi 6= 0 (1 ≤ i ≤ n − 1). Since each qi is C2 at θ, Hq(ω) approximates Hq1(θ).
Using this and the fact that |x− U(x)| < δ(t) |x| for an appropriate δ(·), and the fact
that Range(UW ) = ∇q(ω)⊥,
q (ω + UW (z)) = q(ω) +
n−1∑
i=1
βiγiz
2
i +
∑
1≤i<j≤n−1
δi,jzizj +R2(z, t)
In particular, the Hessian matrix of the function z 7→ q (ω + UV (z)) is invertible when
evaluated at z = 0, and there exists a linear map Q : Rn−1 →∇q(ω)⊥, such that
q (ω + Q(z)) = q(ω) + π
n−1∑
i=1
εi+1z
2
i +R3(z, t) (21)
The second order Taylor expansion in n variables can be written as
q (ω + x1ω +Q(x2, . . . , xn))
= q(ω) + 〈∇q(ω), ω〉x1 + x21 〈ω,Hq(ω)ω〉+ 2x1 〈ω,Hq(ω)Q(x2, . . . , xn)〉
+ 〈Q(x2, . . . , xn), Hq(ω)Q(x2, . . . , xn)〉+R5(x, t)
By the Riesz representation theorem we may write 2 〈ω,Hq(ω)Q(x2, . . . , xn)〉 =
∑n
2 aixi.
As t→∞, Q = Q(t) converges in Rn×(n−1) and therefore so does each ai. Combining this
with (21) gives
q (ω + x1ω +Q(x2, . . . , xn)) (22)
= q(ω) + 〈∇q(ω), ω〉x1 + π
n∑
i=2
εix
2
i + 〈ω,Hq(ω)ω〉x21 + x1
n∑
i=2
aixi +R4(x, t) (23)
Using Taylor’s theorem, the C3 condition, and (19), it follows that we may take |R4(x, t)| ≤
c |x|3 provided |x| < ε, where c, ε > 0 do not depend on t. Using linearity of Q and re-
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calling that tθ = sω,
m∑
i=1
qi
(
tθ − x1
sp(1)−1 〈ω,∇q(ω)〉ω +
1
sp(1)/2−1
Q(x2, . . . xn)
)
= sp(1)q
(
ω − x1
sp(1) 〈ω,∇q(ω)〉ω +
1
sp(1)/2
Q(x2, . . . xn)
)
= sp(1)
[
q(ω)− x1
sp(1)
+ π
n∑
i=2
εix
2
i
sp(1)
+
〈ω,Hq(ω)ω〉x21
s2p(1) 〈ω,∇q(ω)〉2 −
x1
s3p(1)/2 〈ω,∇q(ω)〉
n∑
i=2
aixi
]
+sp(1)
[
R4
(
x1
sp(1) 〈ω,∇q(ω)〉, s
−p(1)/2x2, s
−p(1)/2x3, . . . , s
−p(1)/2xn, t
)]
=
m∑
i=1
qi (tθ)− x1 + π
n∑
i=2
εix
2
i +
〈ω,Hq(ω)ω〉x21
sp(1) 〈ω,∇q(ω)〉2 −
x1
sp(1)/2 〈ω,∇q(ω)〉
n∑
i=2
aixi
+sp(1)R4
(
x1
sp(1) 〈ω,∇q(ω)〉 , s
−p(1)/2x2, s
−p(1)/2x3, . . . , s
−p(1)/2xn, t
)
Here we have used the fact that sp(1) q(ω) = sp(1) q1(θ), q1(θ) ∈ {±1} and the quantities
q1(θ), q1(tθ) and
∑m
i=1 qi (tθ) all have the same sign. The result then follows from the
definition of f and the fact that 〈ω,∇q(ω)〉 → 〈θ,∇q1(θ)〉 6= 0.
Proof of Proposition 3. Let ε and ω be as in the statement of the proposition, and
suppose that the lim inf in (6) is nonzero. Then there exists t0, c > 0 such that for all
t ≥ t0, ω(t) > 0 and |ω′(t)| > cω(t)1+ε. In particular, ω′(t) 6= 0 and ω is either strictly
increasing on [t0,∞), or strictly decreasing. Hence ω′ does not change sign on (t0,∞). If
ω′(t0 + 1) < 0 then on [t0,∞), ω(t) ≤ u(t), where u(t) = (ω(t0)−ε + cε (t− t0))−1/ε is the
unique solution to the initial value problem
u(t0) = ω(t0) u
′(t) = −cu(t)1+ε on [t0,∞)
However this contradicts the fact that limt→∞ t
1/εω(t) = ∞. On the other hand, if
ω′(t0 + 1) > 0, then ω is injective on [t0,∞) and satisfies an autonomous ODE ω′(t) =
Θ(ω(t)), where Θ(s) = ω′(ω−1(s)) and Θ(s) > cs1+ε for all s > s0. The standard formula
for solving autonomous ODEs is∫ ω(t)
s0
1
Θ(s)
ds = t− ω−1(s0) (24)
(just differentiate both sides to see why). This is a contradiction because the left hand
side of (24) is bounded (as a function of t) while the right hand side is not. We now move
on to the second part of the proposition. Since t1/εω(t) → ∞ as t → ∞, there exists
t0 > 0 such that ω(t) > 0 for all t ≥ t0. Fix any r, δ > 0 and consider the initial value
problem
ψ′(x) = ω (ψ(x))−ε ψ(0) = t0
A unique solution to this differential equation exists on [0,∞), by the basic theory of
autonomous ODEs, and ∣∣∣∣ ddx logψ′(x)
∣∣∣∣ = ε |ω′ (ψ(x))|ω (ψ(x))1+ε
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It also follows that ψ is strictly increasing and limt→∞ ψ(t) =∞ (if not then by Bolzano-
Weierstrass limt→∞ ψ(t) = a < ∞ and limt→∞ ψ′(t) = ω (a)−ε > 0 which in turn implies
that limt→∞ ψ(t) =∞). By assumption, there exists x0 > t0 such that for all x > x0,
|ω′ (x)|
ω (x)1+ε
< min
{
1, ε−1
}×min{1, exp(−1 + ε
50ε
)}
×min
{
1
100r
,
δ
100
}
(25)
and there exists t2 > x0 such that for all t > t2, ψ (ψ
−1(t)− 2r) > x0. Now consider any
t > t2 and s ∈ R such that |s| ≤ r/ω(t)ε. It then follows that for all x ≥ ψ−1(t)− 2r,∣∣∣∣ ddx logψ′(x)
∣∣∣∣ < 1100r
which implies that |logψ′(x)− logψ′(ψ−1(t))| < |x− ψ−1(t)| /(100r), which can be rewrit-
ten as
exp
( −1
100r
∣∣x− ψ−1(t)∣∣)ψ′(ψ−1(t)) ≤ ψ′(x) ≤ exp( 1
100r
∣∣x− ψ−1(t)∣∣)ψ′(ψ−1(t))
(26)
Since exp(1/50) ≈ 1.02,
ψ
(
ψ−1(t)− 2r) ≤ ψ(ψ−1(t))− 1.8rψ′(ψ−1(t)) = t− 1.8 r
ω(t)ε
ψ
(
ψ−1(t) + 2r
) ≥ ψ(ψ−1(t)) + 1.8rψ′(ψ−1(t)) = t+ 1.8 r
ω(t)ε
which implies
ψ
(
ψ−1(t)− 2r) ≤ t+s ≤ ψ (ψ−1(t) + 2r) ψ−1(t)−2r ≤ ψ−1(t+s) ≤ ψ−1(t)+2r
Lastly, by (25) and (26),
|ω′ (t + s)|
ω (t)1+ε
=
|ω′ (t + s)|
ω (t + s)1+ε
(
ψ′ (ψ−1(t + s))
ψ′ (ψ−1(t))
)−(1+ε)/ε
≤ δ
100
Since this holds for all such s and δ, (7) follows.
Lemma 13 For all a, b, x, y ∈ R,∣∣ea+bi − ex+yi∣∣ ≤ ex+|a−x| (|a− x|+ |b− y|)
Proof. This follows from the identities∣∣∣∣ ddses
∣∣∣∣ = eRes max{a, x} ≤ x+ |a− x|
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Proof of Theorem 5. Consider any x, y ∈ R with x ≥ 17. By making the change of
variables t = x− 1 +√2π(x− 1)u,
Γ(x+ iy)
=
∫ ∞
0
exp(iy ln(t) + (x− 1) ln(t)− t)dt
= (x− 1)x+iy−1 exp(−x+ 1)
√
2π(x− 1)
∫ ∞
−
√
x−1
2pi
exp
(
iyq(u)
√
2π
x− 1 − h(u)
)
du
where
h(u) = −(x− 1) ln
(
x− 1 +
√
2π(x− 1)u
)
+
√
2π(x− 1)u+ (x− 1) ln(x− 1)
q(u) =
√
x− 1
2π
ln
(
x− 1 +
√
2π(x− 1)u
)
−
√
x− 1
2π
ln (x− 1)
Note that h(0) = h′(0) = q(0) = 0 and
h′′(u) = 2π
(
1 +
√
2π
x− 1u
)−2
q′(u) =
(
1 +
√
2π
x− 1u
)−1
If 1/2 ≤ s ≤ 3/2, then |s−2 − 1| ≤ 6 |s− 1| and |s−1 − 1| ≤ 2 |s− 1|. Therefore if
|u| ≤√(x− 1)/(32π) then
|h′′(u)− 2π| ≤ 12π
√
2π
x− 1 |u| |q
′(u)− 1| ≤ 2
√
2π
x− 1 |u|
and it follows that∣∣h(u)− πu2∣∣ ≤ 2π√ 2π
x− 1 |u|
3 ≤ π
2
|u|2 |q(u)− u| ≤
√
2π
x− 1 |u|
2
and by Lemma 13,∣∣∣∣∣exp
(
iyq(u)
√
2π
x− 1 − h(u)
)
− exp
(
iyu
√
2π
x− 1 − πu
2
)∣∣∣∣∣
≤ exp
(
−πu2 + 2π
√
2π
x− 1 |u|
3
)(
2π
√
2π
x− 1 |u|
3 +
2π |y|
x− 1 |u|
2
)
Combining these yields
I : =
∣∣∣∣∣
∫ ∞
−
√
x−1
2pi
exp
(
iyq(u)
√
2π
x− 1 − h(u)
)
du−
∫ ∞
−∞
exp
(
iyu
√
2π
x− 1 − πu
2
)
du
∣∣∣∣∣
≤
∫ √x−1
32pi
−
√
x−1
32pi
exp
(
−πu2 + 2π
√
2π
x− 1 |u|
3
)(
2π
√
2π
x− 1 |u|
3 +
2π |y|
x− 1 |u|
2
)
du
+2
∫ ∞
√
x−1
32pi
e−πu
2
du+
∫ ∞
√
x−1
32pi
exp(−h(u))du
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If a function g is convex, then it lies above its tangent lines and∫ ∞
A
exp(−g(x))dx ≤ exp(−g(A))
g′(A)
provided g′(A) > 0. Using∫ ∞
−∞
exp(−πu2)u2du = 1
2π
∫ ∞
−∞
exp(−πu2) |u|3 du = 1
π2
we see that
I ≤ 1√
2π(x− 1) + 8
√
2π
x− 1 exp
(
−x− 1
64
)
+
|y|√
8(x− 1)
As a Fourier transform,∫ ∞
−∞
exp
(
iyu
√
2π
x− 1 − πu
2
)
du = exp
(
−2π
2y2
x− 1
)
and the result follows.
Proof of Theorem 7. Consider the bilinear form on Rn defined by
〈x, z〉f,y =
1
2π
xTHg(y)z + 〈∇g(y), x〉 · 〈∇g(y), z〉 = 〈x,Az〉 = 〈Bx,Bz〉
where g = − log f and B = A1/2. This bilinear form has two key properties. The first
property is that it does not depend on the underlying coordinate structure of Rn: If
W : Rn → Rn is any linear bijection and u ∈ Rn then
〈x, z〉f,y = 〈Wx,Wz〉f˜ ,u+Wy
where f˜(x) = f (W−1(x− u)). The second is that
〈·, ·〉Λn,0 = 〈·, ·〉
i.e. when f(x) = exp(x1−π
∑n
2 x
2
i ) and y = 0, it reduces to the standard Euclidean inner
product. Therefore, setting W = T−1 and u = −Wy,
〈x, z〉f,y =
〈
T−1x, T−1z
〉
Λn,0
=
〈
T−1x, T−1z
〉
Thus 〈·, ·〉f,y is an inner product and A is a (symmetric) positive definite matrix. This
implies that A and B are invertible. Since 〈Bx,Bz〉 = 〈T−1x, T−1z〉 for all x, z ∈ Rn,
T = B−1U for some U ∈ O(n). Since (8) can be written as
g(y + Tx)− g(y) = −x1 + π
n∑
i=2
x2i
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it follows that
∇xg(y + Tx) = (−1, 2πx2, 2πx3, . . . 2πxn) (27)
where ∇xg(y + Tx) denotes the gradient of the function x 7→ g(y + Tx) evaluated at
y + Tx. However by the chain rule
∇xg(y + Tx) = T T∇g(y + Tx) (28)
Setting x = 0 and equating the right sides of (27) and (28), −e1 = UTB−1∇g(y) and the
first result follows by setting F = UT . Now consider the matrix FGT ∈ O(n). By (10)
and (12),
FGT e1 = −FGTGA−1/2∇g(y) = −FA−1/2∇g(y) = e1
and it follows by symmetry of Λn that
f
(
y + A−1/2GTx
)
f(y)
=
f
(
y + A−1/2F TFGTx
)
f(y)
= Λn
(
FGTx
)
= Λn (x)
Proof of Theorem 8. Consider the Hilbert space H = ∇Λ(y)⊥ = (∇ log Λ(y))⊥
endowed with the inner product and corresponding norm
〈x, y〉
H
=
n∑
i=2
xiyi ‖x‖H =
(
n∑
i=2
x2i
)1/2
The function ‖·‖
H
is indeed a norm because if ‖x‖
H
= 0 then x = te1 for some t ∈ R, and
it follows from the definition of H that t = 0. Consider a linear map U : Rn−1 → H such
that for all x ∈ Rn−1, ‖Ux‖
H
= |x|. Defining Tx = x1e1 + U(x2, . . . xn), we then have
log
Λn (y + Tx)
Λn(y)
= x1 − π
n∑
i=2
x2i + e
♯
1 (U(x2, . . . , xn))− 2π
n∑
i=2
yie
♯
i (U(x2, . . . , xn))
= log Λn(x) + 〈U(x2, . . . , xn),∇ logΛn(y)〉 = log Λn(x)
where e♯i(z) = zi is the i
th coordinate functional.
Proof of Theorem 9. Let α(·) denote the map y 7→ Tye1/ |Tye1|. By the homogeneity
equation (13), α(y) is the unique unit vector such that the directional derivatives satisfy
d
ds
g (y + sα(y))
∣∣∣∣
s=0
< 0
d2
ds2
g (y + sα(y))
∣∣∣∣
s=0
= 0 (29)
It follows just as in the proof of Theorem 7 that Tye1 = −A−1y ∇g(y), where Ay =
(2π)−1Hg(y) +∇g(y)⊗∇g(y). This also implies that α is continuous (note that y 7→ Ty
may not be continuous or even measurable). Consider any U ∈ O(n) with Ue1 = e1. By
rotational invariance of g, g(Uy+x) = g(Uy+UUTx) = g(y+UTx). Differentiating both
sides and setting x = 0 gives
∇g (Uy) = U (∇g(y)) Hg (Uy) = UHg(y)UT
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From the definition of Ay it then follows that
AUy = UAyU
T α(Uy) = Uα(y)
This implies that for all t ∈ R, α(te1) is a unit vector invariant under the action of all such
U , and therefore α(te1) = ±e1. Since α(0) = e1, we now have (by continuity of α and
connectedness of R) that α(te1) = e1 for all t ∈ R. This implies by (29) that g is linear
on span{e1} and since ∇g(0) = −e1, g(te1) = −t (here we have also used the fact that
f(0) = 1, which also follows directly from the homogeneity property, setting x = y = 0).
The equation α(te1) = e1 can be written as α(0 + tα(0)) = α(0). By homogeneity of f it
then follows that for all y ∈ Rn and t ∈ R,
α(y + tα(y)) = α(y) (30)
This can be considered ’obvious’, however a more detailed proof is as follows. Writing the
homogeneity formula in terms of g,
g (y + tα(y) + sα(y)) = g
(
y +
t+ s
|Tye1|Tye1
)
= g
(
y + Ty
(
(t+ s)e1
|Tye1|
))
= g (y) + g
(
(t+ s)e1
|Tye1|
)
= g(y)− (t+ s)|Tye1|
Therefore the directional derivatives at y + tα(y) in the direction α(y) obey
d
ds
g (y + tα(y) + sα(y))
∣∣∣∣
s=0
< 0
d2
ds2
g (y + tα(y) + sα(y))
∣∣∣∣
s=0
= 0
However, as observed above, α(y + tα(y)) is the only unit vector with these properties
and (30) follows. Next we claim that
α(y) = β(y)e1 + γ (y)
n∑
i=2
yiei (31)
for some scalar functions β, γ : Rn → R. The proof of this goes as follows. Let P (x, E)
denote the orthogonal projection of a vector x onto a subspace E. Consider the map
Q ∈ O(n) defined as
Q(x) = x− 2P
(
x, span {e1, y}⊥
)
This is the reflection of Rn about the subspace span {e1, y}. Since Q ∈ O(n) and Q(e1) =
e1, g = g◦Q−1 and Q (α(y)) is a unit vector with the same directional derivative properties
as α(y), see (29). Since these properties characterize α(y) it follows that Q (α(y)) = α(y),
which in turn implies that α(y) ∈ span {e1, y} = span {e1, (0, y2, . . . yn)} and (31) follows.
If we assume that γ (y)
∑n
i=2 yiei 6= 0 for some y ∈ Rn then y+ tα(y) ∈ span{e1} for some
t ∈ R, say y + tα(y) = se1. By (30),
α(y) = α(y + tα(y)) = α(se1) = e1
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which contradicts the assumption we have just made. We may therefore conclude that
α(y) = β(y)e1. Since |α(y)| = 1, β(y) ∈ {±1} and by continuity α(y) = e1 for all y ∈ Rn.
This implies, together with rotational invariance of f , that we may reduce to the two
dimensional case. More precisely, setting
f˜(a1, a2) = f(a1, a2, 0, 0, . . . , 0)
it follows that f˜(a1,−a2) = f˜(a1, a2). It also follows that for all (a1, a2) ∈ R2, there exists
an invertible T : Rn → Rn such that for all (b1, b2) ∈ R2,
f ((a1, a2, 0, . . . 0) + T (b1, b2, 0, . . . , 0))
f(a1, a2, 0, . . . , 0)
= f(b1, b2, 0, . . . , 0)
Since Te1 = te1 for some t > 0, e1 ∈ T−1 (span {e1, e2}). Consider z ∈ T−1 (span {e1, e2})
such that 〈x, z〉 = 0 and |z| = 1, and let U ∈ O(n) be such that Ue1 = e1 and Ue2 = z.
This implies that TU (span {e1, e2}) = span {e1, e2}. Thus we may define Q ∈ O(2) by
Q(d1, d2) =
(
e♯1(TU(d1, d2, 0, . . . , 0)), e
♯
2(TU(d1, d2, 0, . . . , 0))
)
where e♯1 and e
♯
2 are the first two coordinate functionals on R
n. Then
f˜ ((a1, a2) +Q(b1, b2))
f˜(a1, a2)
=
f ((a1, a2, 0, . . . 0) + TU(b1, b2, 0, . . . , 0))
f(a1, a2, 0, . . . , 0)
= f (U(b1, b2, 0, . . . , 0)) = f(b1, b2, 0, . . . , 0) = f˜(b1, b2)
The function f˜ therefore satisfies the same properties as f . By rotational invariance, if
we can prove that f˜(a, b) = exp (a− πb2), then f(x) = exp (x1 − π
∑n
2 x
2
i ) and the result
follows. We now consider the two dimensional case and write f in place of f˜ . Using (13)
again,
et = f(te1) =
f (y + tTye1)
f(y)
=
f (y + t |Tye1|α(y))
f(y)
=
f (y + t |Tye1| e1)
f(y)
Rewriting this and using the substitution s := |Tye1| t,
f (y + se1) = f(y) exp
(|Tye1|−1 s) (32)
Therefore the exponential growth rate along the line {y + se1 : s ∈ R} is constant, and
only depends on the second coordinate of y, i.e. f is of the form
f(a, b) = p(b) exp (ah(b)) (33)
We now claim that the exponential growth rate along all lines in the direction of e1 is the
same, and is therefore equal to |T0e1|−1 = 1, i.e. h(b) ≡ 1 and
f (y + se1) = f(y)e
s (34)
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Indeed consider any b ∈ R and set T = T(0,b/2) and (u, v) = T−1(0, b/2). Then Te1 = re1
for some r > 0 and T−1e1 = r
−1e1. Using homogeneity and rotational invariance, which
in this case means f(a, b) = f(a,−b),
f(1, b)
f(0, b)
=
f ((0, b/2) + TT−1(1, b/2))
f ((0, b/2) + TT−1(0, b/2))
=
f ((0, b/2)) f (T−1(1, b/2))
f ((0, b/2)) f (T−1(0, b/2))
=
f (u+ r−1, v)
f (u, v)
=
f (u+ r−1,−v)
f (u,−v) =
exp (2uh(−v)) f (−u+ r−1,−v)
exp (2uh(−v)) f (−u,−v)
=
f ((0, b/2)) f (T−1(1,−b/2))
f ((0, b/2)) f (T−1(0,−b/2)) =
f ((0, b/2) + TT−1(1,−b/2))
f ((0, b/2) + TT−1(0,−b/2)) =
f(1, 0)
f(0, 0)
= e
which proves (34). Together with (32) this implies that Tye1 = e1 for all y ∈ R2. Consider
the function q(b) = − log p(b) and notice that by (33) with h ≡ 1,
f(q(b), b) = 1 (35)
Since the map t 7→ f(t, b) is strictly increasing, the converse also holds, i.e.
f(t, b) = 1 =⇒ q(b) = t
As noted above, f(0, 0) = 1 and therefore p(0) = 1 and q(0) = 0. Since f(a, b) = f(a,−b),
it follows that q(−t) = q(t). By homogeneity and the assumption that ∇g(0) 6= 0, it
follows that ∇f(x) 6= 0 for all x ∈ Rn. By the implicit function theorem it follows that q
is C2 on R and q′(0) = 0. Equation (35) can be written as g(q(b), b) = 0. Differentiating
this with respect to b and setting b = 0 shows that q′′(0) = 2π. Now fix any b ≥ 0 and let
the map T = T(q(b),b) be represented by the matrix with entries Ti,j , (i, j) ∈ {1, 2}2, and
recall that T1,1 = 1 and T2,1 = 0. Note that an equivalent formulation of the homogeneity
equation is, setting y = (q(b), b),
f(y + x)
f(y)
= f
(
T−1x
)
and
T−1 =
[
1 −T1,2T−12,2
0 T−12,2
]
Since f(s, t) = f(s,−t), we may assume without loss of generality (using homogeneity
again) that T2,2 > 0. By homogeneity about the point (q(b), b), it follows that
f ((q(b), b) + T (q(t), t))
f (q(b), b)
= f (q(t), t)
which implies that f (q(b) + q(t) + T1,2t, b+ T2,2t) = 1 i.e.
q (b+ T2,2t) = q(b) + q(t) + T1,2t
Differentiating with respect to t and setting t = 0 yields
q′′ (b) T 22,2 = q
′′(0) q′′′ (b) T 32,2 = q
′′′(0)
27
which implies
q′′′(b) =
q′′′(0)
q′′(0)3/2
q′′(b)3/2
Now considering b as a variable, this is an autonomous differential equation for q′′′ in
terms of q′′. If q′′′(0) 6= 0 then the unique solution q′′ blows up in finite time (because
the exponent of q′′(b) is greater than 1), so q′′′(0) = 0 and q′′′(b) = 0 for all b ∈ R, which
implies that q is a quadratic function and therefore q(b) = πb2 and the result follows.
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