Introduction
The object of this paper is to give a generalisation to vector valued functions of the classical mean value theorem of differential calculus. In that theorem we have The key to the algebraic conclusion (2) lies in geometric ideas. Convex sets play a basic role in the statements and proofs of the mean value theorems developed in § 3. Let us recall a few definitions here.
Definitions, (a) Let x and y be elements of a vector space F. The segment joining x and y is the set of elements Xx + {\-X)y for all X such that O g l^ 1.
(b) A subset A of F is convex provided the segment joining each pair of points in A is contained in A. (c) If A is any subset of F, the convex cover H A of A is the minimal convex set containing A, that is, the intersection of all convex sets containing A. (d) When F is a topological vector space the closed convex cover K A of A is the minimal closed convex set containing A.
The equation (2) is the end of a three step development. The first step is to prove that (f(b)-f(a))/(b-a) is in the closed convex cover of the set of values of the derivative. At this stage / may have values in any locally convex topological linear space. Then under additional hypotheses, for example that the space is finite dimensional, it is also true that (f(b)-f(a))l(b-a) is in the convex cover of the set of values of the derivative. The algebraic form of this conclusion is
Kb) -f(a) = {b-a) "Z XJ'(c k )
(3)
when / has values in n-dimensional space. The final step is to show that the number of terms in the sum can be reduced from n +1 to n. In the first two steps it is not necessary to require the existence of a derivative throughout ]a, b\_. A right-hand • or left-hand derivative can take the place of the ordinary derivative and there may be a countable subset of ]a, b[ in which no derivative of any sort need exist. The transition from (3) to (2) The condition (a) is essential for (2) . In the case n = 1, let / b e the real valued function given by f(t) = \t\ for -l^t^l. Now (3) does hold. Indeed, / ( l ) -/ ( -l ) = 0 and 0 = 2(A,/'(c 1 ) + A 2 /'(c 2 )) with A t = X 2 = i, -l<C!<0, and 0 < c 2 < l . But (2) is impossible for all c in ] -l , l[-{0}. Similar examples can be given of functions having values in E n for any n.
Mean value theorems of other kinds have already been given for vector valued functions. Bourbaki (3) and Dieudonne (4) give one in which the conclusion
where M is a countable set. See Theorem B in the next section for a full statement of a theorem of this type. It will be convenient to refer to theorems of this kind as increment theorems.
Aziz and Diaz have given a third kind in (2) . It is possible to generalise their result by using the version (3) of the mean value theorem for real valued functions. Details are given in Theorem 5.
§ 2 is preparatory. The main results are in § 3 and Theorem 1 is chief among them. The finite dimensional case comes in Theorem 3 and Theorem 4.
Increment theorems
It is usual to prove that a function with a positive derivative is increasing by using the mean value theorem. Here we shall reverse the procedure. From a sufficient condition for a function to be increasing we can obtain mean value theorems for vector valued functions. From the same starting point and by a very similar method it is also possible to prove increment theorems for vector valued functions. In fact, for economy of exposition it is advantageous to derive the mean value theorems from an increment theorem for vector valued functions.
The increasing function theorem that is suited to the present purpose, Theorem A below, is a special case of theorems given by Aumann (1, p. 222) and Gal (6, p. 310) . The principal simplification is in replacing a semicontinuity condition on / by the assumption of continuity.
Definitions 
The HahnBanach theorem (7, p. 42) provides an extension u of w 0 to all of F such that u is a linear functional and u(x)^p(x) for all x in F. Moreover u is continuous at 0 since p is continuous and 
If inequality holds in (4) then 0<RDh(t)^D
R h(t) and the final conclusion follows from the last assertion of Theorem A.
Note that existence of a right-hand derivative for one of/andgr and existence of a right-hand derivative value for the other suffices for the existence of righthand derivative values on a common sequence.
One important case of Theorem B occurs when p is a norm on F. But for application to the proofs of mean value theorems it is important that p can be a linear functional also.
Mean value theorems
A few more basic ideas now come into use. (a) Subsets S and U of a topological linear space/* 1 are a closed half-space and a closed hyperplane, respectively, when S ={xsF: u(x)^a} and U = {x e F : u(x) = a} for some non-zero continuous linear functional u and some real a.
(b) F is a locally convex topological linear space when each neighbourhood of 0 contains a convex neighbourhood of 0.
Since norms are sublinear, the balls {x s F : || x || <a} are convex for all a>0. Thus every normed space is locally convex. In particular the Euclidean space E n of H-tuples {x u x 2 
. This is equivalent to Q £ S. Since S is an arbitrary half-space containing K D the inclusion Q^K D follows. Therefore K Q^KD and the proof is complete.
Since there may be more than one right-hand derivative value for each t the function RDf is not unique. Also many choices may be made for N. Nevertheless the equality K D = K Q guarantees the uniqueness of K D since Q depends neither on RDf nor on N.
In some circumstances it is possible to conclude further that In any topological linear space a convex set having an interior point has the same interior as its closure. (See (7) p. 133, problem 2.) Since V is closed the closure of
It is enough to eliminate the possibility that
is a boundary point of K D relative to V to complete the proof.
A closed convex set with interior points has a supporting hyperplane at each of its boundary points. (See (7) 
Theorem 4. Let f be a continuous function from [a, b~\ into E n . Suppose there is a finite set M having at most n-\ points such that f '(t) exists for all t in ~\a, b\_ -M. When n^2 suppose also that f is continuous from the right on "]a, Z>[ -M or continuous from the left on ]a, £>[ -M. Then (f(b) -f(a))/(b -a) is equal to a convex combination of n values off.
Proof. In the case n = 1 the derivative/' exists throughout ~\a, b\_. The theorem is just the classical mean value theorem in this case. Let x k = -f'(c k ), k = 1, 2, ..., n + l , and A = {x 2 , ..., x n + l }. Let C be the cone subtended at the origin by the convex cover of A. Then C consists n + l n+- 1 of all points £ n k x k with/z k^0 for2^fc:gn+l. Since YL 4tX* = 0and X l x l # 0
Suppose now that n^2. There is no loss of generality in supposing that / ' is right-hand continuous on ]a, &[ -M and in supposing/(a) = f(b). From
we see that -x x e C. We have assumed that 0 does not belong to the convex cover of any proper subset of {*,, x 2 , -.., * n +i}-Consequently -x 2 $ C. 
(t, a)-g(r, a) + (t-r)[y-g'(r, d
where We may choose a k = 4~k, r k = -4~k~2, and j t = (0, 0). To complete the determination of h k we require that h k + 1 (r k+1 ) = h k (0). Equivalently
The choice x l = (0, 0) completes the definition of all the functions. Now let t k -t k^l = -r k and t 0 = 0. Then
Define/on [0, 1/48] as follows:
Jfc-»CD
Then/ satisfies the hypotheses of We used right-hand derivative values in Theorems 1, 2 and 3. Left-hand derivative values can be used equally well. In fact the corresponding theorems are corollaries of the ones given. Indeed, if/ has left-hand derivative values LDf(t) for all t in ]a, b\_-M and
b£t£-a, then g has right-hand derivative values such that RDg(t) = LDf(-t). Moreover (g(d)-g(c))l(d-c) = (f(-d)-f(-c))l(-d+c).
Thus application of Theorems 1, 2 and 3 to g yields corresponding theorems for / in which D, H D and K D are formed from the values of LDf. Furthermore, if/ has both a left-hand and a right-hand derivative value function, the two sets K D formed from LDf and RDf are equal since both are equal to K Q .
Applications
Many of the theorems of elementary calculus which are usually derived from the classical mean value theorem can just as well be got from an increment theorem like Theorem B. Dieudonne has given an excellent account of their extensions to Banach spaces in (4) pp. 156 ff. We will avoid duplicating them here and concentrate on some applications which come more readily from mean value theorems.
The first is a generalisation of the theorem of Aziz and Diaz (2, p. 261). When F = E 3 and F o is a plane through the origin the geometric content of Theorem 6 is that / is represented by a plane curve in a plane parallel to The curve which represents the derivative / ' is a plane curve, a circle in the plane x 3 = 1, and/is represented by a spiral which lies in no plane.
We continue with a geometrical point of view and consider closed curves in E 2 . It seems intuitively clear that a continuously turning tangent vector on a closed curve must turn through at least n radians in one circuit of the curve. It is possible to make Theorem 4 yield precise information to this effect. 2 , b~\ linearly onto the three successive sides of a triangle it fails to satisfy the hypotheses of Theorem 7 only in having no derivative at two points in ]a, Z>[ instead of at one point. The conclusion fails also.
We turn now to some applications of the mean value theorems to functions from one norrried space to another. The definition of the derivative, or total differential, is needed in order to state them.
Definition. Let / be a function from an open set G in a normed space E into a normed space F. f is said to be differentiate at y in G if there is a continuous linear mapping u from E into F such that
The linear mapping u is called the derivative of/ at y and is denoted by f'(y).
Its value at any x in E is denoted by f'(y) . x.
If g is a function from [a, b~\ into G having a derivative value RDg(t) the chain rule for the composite function fg reads 
RDfg(t)=f'(g(t)).RDg(t).

f(y)-f(x) is an interior point of K(x, y; g) relative to the minimal variety containing it for each g in P(x, y). Also f(y)-f(x) is a convex combination of n+1 elements of D(x, y; g).
Proof. This is a direct application of Theorems 1 and 3 using the chain rule noted above.
A global sufficient condition for / to be one-to-one on G comes out of Theorem 8 at once.
Theorem 9. Under the conditions of Theorem 8, / is one-to-one on G if 0 $ K(x, y) for all x and y in G. When F = E n it is also sufficient that for each x and y in G there exists g in P(x, y) such that 0 is not a relative interior point ofK(x,y;g).
(A local sufficient condition for / to be one-to-one can be obtained in a useful form from Theorem B. See (4) p. 156 and p. 268.)
Now let/be a holomorphic complex valued function defined on a connected open set G in the complex plane. There are two concepts of derivative for /, both denoted by / '(y), which are related so that / '(y) . x can be read correctly as the value of the linear mapping / '(y) at x or as the product of the complex number / '(y) and the complex number x. Consequently, Theorems 8 and 9 are applicable to holomorphic functions. Since / ' is continuous we can use Theorem 4 to get the following fact also. The convex combination in this mean value equation cannot be replaced by a value / '(w) in general. The example f(z) = e z with z 2 = z t + 2ni shows this since/(z 2 )-/(z!) = 0 but (z 2 -z{)j'(w) = 2nie w # 0 for all w. These facts throw light on why the Jacobian condition |/'(0l 5^0 is a global sufficient condition for a real valued function of a real variable to be one-to-one on an interval while the counterpart |/'( z )l T 6 0 is only a local sufficient condition in the case of holomorphic functions.
Examples
There are standard examples which show that the countable set M cannot be replaced by a set of measure zero in Theorem A and its consequences. 
