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1 Introduction
La problématique de cette thèse s’inscrit dans une démarche visant à mieux comprendre les méca-
nismes sensorimoteurs associés au vol des insectes et notamment la mouche. Quelles informations les
insectes utilisent et lesquelles sont indispensables pour mettre un vol stationnaire de grande précision ?
Quels sont les capteurs dont ils disposent ? Autant de questions auxquelles il est possible d’apporter
des éléments de réponse en créant des robots présentant des similitudes sensorielles avec la mouche aﬁn
de proposer et/ou de valider des hypothèses biologiques. Cette thèse a également été l’occasion de dé-
velopper une plateforme robotique aérienne open-source, ﬁable, et générique, permettant d’embarquer
divers capteurs bio-inspirés et de valider plus rapidement des principes et hypothèses de contrôle.
2 Structure de la thèse
Ce manuscrit est constitué de 5 chapitres dont voici un rapide descriptif :
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Chapitre II : Ce chapitre introduit la problématique de la thèse qui est de proposer des stratégies
de stabilisation d’un micro drone en se limitant aux capteurs que l’on sait a priori présents chez
l’insecte. On propose dans un premier temps de se restreindre au cas d’un birotor attaché au bout
d’un bras, aﬁn d’introduire les bases de la stratégie bio-inspirée de stabilisation sans accéléromètre.
Ce chapitre prend soin de décrire en détail le découplage entre la tête (centre du système visuel)
et le corps du robot qui est un point clé de la stratégie proposée. On démontre alors qu’il est
possible de se passer des accéléromètres classiquement utilisés en avionique mais inexistant chez
l’insecte. Puis, une discussion permettra de décrire les avantages et les perspectives oﬀertes par
ce découplage et la stratégie de stabilisation qui en découle. Enﬁn on présente un autre type
d’application de ce découplage tête-corps lié cette fois ci à une application d’odométrie basée sur
la vision et notamment sur la capacité d’une œil composé artiﬁciel à localiser des objets avec une
hyperacuité.
Chapitre III Ce chapitre se consacre à la description du quadrirotor X4-MaG open-source, développé
durant la thèse. Le développement d’une nouvelle plateforme quadrirotor entièrement ouverte se
justiﬁe par la nécessité de maitriser entièrement l’ensemble des boucles de contrôles nécessaires
à la mise en œuvre et à la validation des stratégies bio-inspirées décrites dans la suite de la
thèse. Dans un premier temps, le dimensionnement, le choix des diﬀérents composants ainsi que
l’architecture matérielle et logicielle sont décrits. Puis, un asservissement des diﬀérents rotors est
proposé aﬁn d’obtenir un asservissement en poussée, indispensable aux algorithmes d’estimations.
Un modèle complet de quadri-rotor pour la simulation puis un modèle simpliﬁé pour le contrôle est
ensuite présenté. On décrit également les méthodes de calibration des capteurs et d’identiﬁcation
des diﬀérents paramètres du modèle qui ont été mises en œuvre sur X4-MaG. La principale
originalité de cette plateforme est que son autopilote est entièrement réalisé sous Matlab/Simulink
grâce à une nouvelle toolbox développée durant ma thèse ; cette toolbox permettant de générer
automatiquement une application temps réel exécutée dans un environnement Linux embarqué.
Enﬁn, diﬀérentes stratégies de contrôle d’attitude sont comparées et évaluées dans une arène de
vol, puis les diﬀérents modes de sécurités instaurés pour ﬁabiliser l’essai de nouvelles stratégies
de contrôle dans l’arène sont décrits.
Chapitre IV : Les stratégies de stabilisation proposées dans cette thèse reposent sur un œil capable
de poursuivre eﬃcacement une cible mobile en tirant avantage de son découplage par rapport
au reste du robot. Ce chapitre se focalise sur le design d’un système occulo-moteur bio-inspiré
complet composé de 4 yeux élémentaires reproduisant les principales caractéristiques de la vision
de l’insecte, à savoir un faible nombre de pixel et une sensibilité angulaire gaussienne pour chaque
pixel. Ce nouvel œil est capable de localiser l’orientation d’une cible selon 3 axes et et capable
de la poursuivre en se réorientant grâce à un découplage mécanique présent sur 2 axes (tangage
et roulis). Le chapitre commence donc par décrire les similitudes entre l’œil artiﬁciel et celui
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de l’insecte puis introduit le concept d’hyperacuité. L’électronique et la mécanique de l’œil sont
ensuite présentées ainsi que la caractérisation et le réglage des diﬀérents paramètres optiques.
Le traitement des signaux de chaque œil est décrit précisément ainsi qu’un algorithme de fusion
permettant de remonter à la position angulaire d’une cible et à son orientation. On présente
également le simulateur du système occulo-moteur ayant servi à mettre en place les algorithmes
de calibration et les asservissements visuels. Enﬁn les résultats expérimentaux concernant la
poursuite de cible par l’œil sont présentés aﬁn de mettre en évidence sa robustesse vis à vis de
diﬀérents paramètres.
Chapitre V : Le dernier chapitre décrit en détail l’extension au vol libre de la stratégie de stabilisation
bio-inspirée sans accéléromètres présentée en chapitre II. On présente alors le système robotique
complet, obtenu en combinant le quadrirotor présenté dans le chapitre III et l’œil bio-inspiré du
chapitre IV. On commence par montrer que le système occulomoteur peut être utilisé eﬃcacement
pour estimer à l’aide d’un EKF la position du robot par rapport à une cible. Cette première
application reposant encore sur des techniques d’estimation d’attitude classique (utilisant les
accéléromètres), permet également de poursuivre cette cible lorsqu’elle est en mouvement. Puis
on utilise ensuite un second EKF, d’abord d’ordre réduit, pour estimer l’ensemble des états du
robot excepté les états liés à l’axe de lacet. Puis un troisième EKF est décrit pour estimer cette
fois l’attitude complète du robot, sa position et ses vitesses de translation sur la seul base des
gyromètre et de son système de vision. On présente alors des expériences démontrant la capacité
du robot à poursuivre une cible mouvante et à atterrir sur cette cible en mouvement.
3 Publications
Ces travaux de thèse ont donné lieux à plusieurs publications et communications scientiﬁques :
3.1 Brevet
B1 S. Viollet, A. Manecy, F. Ruﬃer, J. Diperi, EyeRing, Système de détection d’une cible
contrastée. Brevet FR.15/54051, 2015.
3.2 Chapitres de livres
CH1 F. Colonnier, A. Manecy, R. Juston, S. Viollet, Visual Odometry and Low Optic Flow
Measurement by Means of a Vibrating Artiﬁcial Compound Eye. Biomimetic and Biohybrid
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1 Introduction
L’autonomie des aéronefs ou drones, semble être un des points clés de la recherche en robotique
aérienne pour les prochaines années. Une des premières étapes, pour atteindre cette autonomie, est la
stabilisation en attitude des véhicules aériens. Aujourd’hui, cet objectif est classiquement atteint grâce à
l’utilisation des centrales inertielles 9 axes (gyromètres 3 axes, accéléromètres 3 axes et magnétomètres
3 axes), comme par exemple, dans [Mahony et al., 2012, Lim et al., 2012, Barton, 2012]. Mais, ces
centrales inertielles doivent souvent être combinées avec d’autres capteurs, aﬁn d’estimer la position
de l’engin volant sans dérive. Dans des applications extérieures, le GPS est très largement utilisé,
comme dans [Wendel et al., 2006,Abdelkrim et al., 2008,Nemra et Aouf, 2010]. Mais de nombreuses
techniques consistent également à fusionner les informations inertielles avec des informations venant
de la vision, lorsque les signaux GPS ne sont pas disponibles (typiquement pour de la navigation en
intérieur). Par exemple, [Gurdan et al., 2007], ont choisi d’utiliser un système de trajectométrie externe
capable de déterminer avec précision la position et l’attitude d’un robot équipé de marqueurs. De
la même manière, [Kim et al., 2010] utilisent une simple caméra CCD pour mesurer la position de
deux LEDs embarquées à bord d’un quadrirotor. Mais, bien que ce genre de systèmes fournissent de
très bons résultats, ils ne sont pas embarqués à bord du robot lui-même, et nécessitent bien souvent
d’importantes ressources calculatoires fournies, en général, par une station sol. Dans d’autres études,
le capteur visuel est embarqué à bord du robot. [Mori et al., 2007a] utilisent deux caméras embarquées
pointant sur deux marqueurs elliptiques, l’un placé en face du robot et l’autre en dessous, de façon à
déterminer la position et l’attitude du robot par rapport à ces marqueurs. Dans la même idée, cinq
marqueurs de formes diﬀérentes ont été utilisés par [Zhang et al., 2009a] pour estimer le lacet et
la position d’un robot volant, alors qu’une centrale inertielle fournissait le reste de l’attitude et les
vitesses de rotations de l’engin. [Wenzel et al., 2009] ont préféré combiner une centrale inertielle avec
une solution bas coût basée sur le capteur de la télécommande Wii (Nintendo), pour stabiliser, en
vol stationnaire, un multirotor. [Yang et al., 2013a] ont proposé de fusionner l’estimation de 5 degrés
de libertés, obtenue avec une caméra monoculaire, avec le vecteur de gravité mesuré par une IMU
pour permettre à un quadrirotor de décoller, faire du vol stationnaire et atterrir. D’autres techniques
permettent de stabiliser un quadrirotor en éliminant les vitesses linéaires perçues par des capteurs de
ﬂux optiques ( [Herissé et al., 2012], [Kendoul et al., 2009]). Le même ﬂux optique a également été
utilisé pour estimer l’altitude et la vitesse de translation d’un véhicule aérien dans [Rondon et al.,
2010]. [Bošnak et al., 2012] ont proposé une solution basée sur une caméra également capable de recaler
les dérives de la centrale inertielle, tout en étant robuste aux forts retards des algorithmes de traitements
d’images. Une caméra est également utilisée dans [Ahrens et al., 2009] pour accomplir à la fois la tâche
de vol stationnaire sans dérive et d’évitement d’obstacles à bord d’un quadrirotor.
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Dans toutes ces études, l’attitude des robots est estimée en utilisant les accéléromètres de l’IMU,
aﬁn d’estimer et/ou de compenser les biais des gyromètres. Mais certains auteurs ont également proposé
des techniques basées sur une caméra panoramique embarquée aﬁn d’estimer l’attitude du robot (par
exemple, [Gurdan et al., 2007]). De même, certains auteurs proposent des techniques d’asservissement
visuel direct (visual servoing) pour stabiliser en vol stationnaire un quadrirotor équipé d’une caméra
orientée vers le bas ( [Kendoul et al., 2010]). [Ozawa et Chaumette, 2011] proposent par exemple,
toujours dans des techniques de visual servoing, d’améliorer la stabilité en ajoutant un ressort virtuel
au système de contrôle.
Dans notre cadre de travail qui se focalise sur les algorithmes bio-inspirés minimalistes, nous pro-
posons ici une nouvelle stratégie de pilotage, ne reposant que sur trois capteurs :
— un capteur optique ayant un champ de vision très restreint et capable de localiser une cible avec
une grande précision ( [Kerhuel et al., 2012], [Juston et al., 2013])
— un gyromètre bas coût,
— un capteur proprioceptif permettant de mesurer l’orientation de l’œil (capteur visuel) par rapport
au corps du robot (œil découplé).
Ici, le choix d’utiliser un œil découplé, s’explique par la recherche de réduire au minimum la com-
plexité de calcul liée à la vision. En eﬀet, avec un champ de vision très ﬁn, seuls quelques pixels sont
nécessaires pour localiser une cible. Le champ de vision est ensuite "augmenté", grâce à un découplage
mécanique, qui permet de poursuivre la cible dans un large espace angulaire.
Dans de précédentes applications robotiques, un tel découplage mécanique était utilisé uniquement
à des ﬁns de stabilisation de caméra et de poursuite d’une cible. Une telle poursuite a été réalisée avec
succès par [Mondragón et al., 2010b], avec un hélicoptère autonome, pour lequel la position et l’attitude
étaient obtenues par hybridation des signaux GPS et de la centrale inertielle.
Dans cette thèse, je propose de ne plus utiliser le découplage uniquement à des ﬁns de poursuite,
mais d’utiliser également l’information d’orientation du regard, pour remonter simultanément aux in-
formations de position et d’attitude.
Pour cela, on choisit d’utiliser un œil ayant un champ de vision restreint à quelques degrés (une
sorte de fovea 1), pour les raisons suivantes :
— un petit champ de vision est synonyme d’un petit nombre de pixels, et donc d’une petite région
d’intérêt,
— se cantonner à une petite région d’intérêt permet d’atteindre des taux de rafraichissement très
élevé,
— une fovea permet de réduire fortement la complexité calculatoire liée à la vision, comme décrit
dans [Ballard, 1991]. Cela réduit donc la puissance de calcul nécessaire.
1. Une fovea est une partie de l’œil où la vision des détails est la plus précise. Elle est située en zone centrale, où le
besoin de détails est d’une grande importance.
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L’œil du robot est assimilé à un capteur de position angulaire, capable de localiser un contraste (un
front ou une barre) avec une grande précision, du moment que ce contraste se trouve dans un champ de
vision (supposé ici de l’ordre de FOV = ±5°, par opposition au champ de vision classiquement rencontré
de l’ordre de ±25°). Ce capteur est donc doté d’hyperacuité ( [Westheimer, 1981] et voir chapitre IV
pour plus de détails), c’est-à-dire qu’il a la capacité à localiser une cible avec une précision meilleure
que la résolution dictée par l’angle séparant les pixels. Des exemples d’implémentation de tels capteurs,
dotés d’hyperacuité, sont décrits dans [Viollet et Franceschini, 2005,Kerhuel et al., 2010,Kerhuel et al.,
2012,Juston et Viollet, 2012,Juston et al., 2013]. Nous décrirons également, en détail, une évolution de
ce genre de capteur dans le chapitre IV, aﬁn d’étendre le concept de localisation 1D au cas 2D.
Je commencerai par décrire le robot et son œil découplé dans la section 2, ainsi que le modèle
non linéaire correspondant. L’ensemble des résultats présentés dans ce chapitre, ont été obtenus dans le
cadre de simulation Processor-In-the-Loop (PIL), aﬁn de vériﬁer les capacités temps réel des algorithmes
développés. Cette section décrira donc également le système utilisé. Dans la section 3, nous présenterons
un observateur non linéaire, permettant d’estimer la vitesse de translation, la position, l’attitude (se
résumant ici à un angle de roulis), et le biais du gyromètre. Ensuite, nous introduirons le contrôleur
de regard, qui se base sur ces estimations. Puis, nous terminerons par la section 5, dans laquelle je
présenterai une nouvelle technique de navigation, basée sur un vol guidé par des saccades oculaires.
Enﬁn, nous discuterons des avantages que peuvent apporter le découplage du regard, dans le cadre de
la robotique aérienne.
2 Présentation du système
Dans cette partie, je décrirai d’abord, succinctement, le système de validation PIL utilisé pour les
simulations de ce chapitre. Puis, nous expliquerons comment la biologie a inspiré notre approche et
ﬁnirons pas une présentation succincte du birotor et de son modèle de simulation.
2.1 Environnement de simulation Processor-In-the-Loop (PIL)
L’ensemble des résultats qui sont présentés ici, ont été réalisés en Processor-In-the-Loop. C’est-à-dire
que le modèle du robot était simulé sur un ordinateur en temps réel, mais que les algorithmes de contrôle
étaient exécutés en temps réel, sur le calculateur ﬁnal. La ﬁgure II.1 montre donc l’environnement de
simulation et les liens existants entre le calculateur embarqué et le PC hôte. L’ordinateur hôte simule
le comportement dynamique du robot en temps réel, mais permet aussi de superviser et de visualiser
les calculs faits à bord du calculateur embarqué.
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Figure II.1 – Description de la structure PIL. Le PC hôte et le calculateur embarqué sont reliés par
un lien Wiﬁ, permettant de superviser les calculs du calculateur embarqué (la Gumstix VERDEX Pro
XL6P), d’émettre les commandes Linux et d’envoyer les consignes haut niveau. Un lien série (UART),
permet d’émuler la connection future entre le calculateur embarqué et les capteurs du robot.
2.1.1 La carte pilote automatique : Gumstix Verdex Pro XL6P
Au début de ma thèse, nous avions prévu d’équiper le futur quadrirotor avec la carte de contrôle
Gumstix Verdex Pro XL6P, qui est une carte de type Computer-On-Module (COM) fonctionnant sous
Linux. Pour des raisons de disponibilité et de facteur de forme, nous nous sommes par la suite tournés
vers la Gumstix Overo (voir chapitre III) mais cela ne change rien, car cette carte fonctionne également
sous Linux. La Gumstix Verdex Pro XL6P est équipée d’un processeur XScale-PXA270 cadencé à 600
MHz, doté de 128MB de DRAM et de 32MB de mémoire Flash. Le choix de ce genre de matériel
permet d’assurer, au futur robot, une autonomie complète en terme de ressources calculatoires. De
plus, le fait d’avoir un OS embarqué sur la carte de contrôle principale, permet de grandement faciliter
son utilisation (connexion via un simple terminal par liaison Wiﬁ).
2.1.2 Outil de prototypage rapide : de Simulink vers la Gumstix
Lors de ces travaux, les boucles de contrôle (contrôleur et observateurs) sont réalisées directement
sous Matlab/Simulink. Le modèle Simulink est ensuite converti automatiquement en une application
Linux, aﬁn d’être exécuté en temps réel sur la Gumstix. Cela est réalisé à l’aide d’une toolbox que j’ai
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écrite durant ma thèse et qui sera décrite plus en détail dans la section 6 du chapitre III. Cet outil de
génération de code automatique permet de réduire grandement le temps nécessaire pour développer et
tester de nouveaux contrôleurs car :
— il génère et compile directement un code "sans bug",
— il donne accès aux entrées/sorties du système (UART, Wiﬁ, etc.) à travers de simples blocs
Simulink,
2.2 La biologie comme source d’inspiration
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Figure II.2 – Similarités entre le birotor et son œil découplé (a) et la mouche (b). Ces deux systèmes
sous actionnés, sont capables de mesurer leur vitesse de rotation Ωr, grâce à un gyromètre (dans le cas
du robot) et par de petits balanciers (pour la mouche). Ils sont capables de localiser précisément une
cible θt placée dans leur petit champ de vision (fovea). Alors que la mouche utilise pas moins de 23
paires de muscles pour stabiliser son regard θg (en stabilisant sa tête), le robot contrôle l’orientation
de son œil θer grâce à un micro servomoteur. Dans cette ﬁgure, on représente le robot et la mouche
au-dessus d’une cible placée au sol.
Comme le montre la ﬁgure II.2, le robot est capable de se déplacer selon 2 degrés de libertés et on
suppose qu’il évolue à une hauteur constante H. Le robot est placé au bout d’un bras et, en jouant
sur le diﬀérentiel de poussée de ses hélices, il peut ajuster son angle de roulis θr, aﬁn de réaliser des
translations horizontales le long de l’axe X. Un troisième degré de liberté lui permet de réorienter
l’angle de son œil par rapport à son corps (angle θer), grâce à un découplage mécanique. Le contrôle
de ce découplage est réalisé à l’aide d’un micro servomoteur présentant une dynamique rapide.
Comme l’ont par exemple expliqué [Arkin, 1998] et [Webb, 2000], la conception de ce robot et le choix
de ses capteurs résulte d’une approche bio-inspirée, où l’on se sert de la biologie comme d’une source
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d’inspiration pour les diﬀérents choix structurels et le choix des stratégies de contrôles. En ce sens, le
robot, avec son gyromètre, sa proprioception et son capteur visuel, regroupe les mécanismes clés observés
chez l’insecte en termes de capacités sensorielles (voir [Taylor et Krapp, 2007]), de stabilisation du regard
(voir [Hateren et Schilstra, 1999,Boeddeker et Hemmi, 2009,Viollet et Zeil, 2013]), de comportement
en vol ( [Collett et Land, 1975,Geurten et al., 2010,Niven, 2006,Wijngaard, 2010]) et de localisation de
cible ( [Nordström et al., 2006]). On résume donc les principales similarités décrites par la ﬁgure II.2
ci-dessous :
— Un gyromètre : La mouche dispose de petits balanciers gyroscopiques à la base de ses ailes
( [Hengstenberg, 1988,Nalbach, 1993,Nalbach et Hengstenberg, 1994]), lui permettant de mesurer
ses vitesses de rotations autour de 3 axes (roulis, tangage et lacet). Le robot, quant à lui, est équipé
d’un gyromètre de type MEMS, lui permettant de mesurer sa vitesse de rotation autour de son
axe de roulis.
— Un capteur optique de mesure de position angulaire : Les yeux de la mouche sont capables
de localiser avec précision une cible contrastée, placée dans la zone frontale de leur champ visuel
( [Collett et Land, 1975] et [Boeddeker et al., 2003], [Wiederman et al., 2008]). L’œil du robot, lui,
est doté d’hyperacuité ( [Kerhuel et al., 2012] et [Juston et al., 2013]), et peut également localiser
une cible contrastée présente dans son champ de vision.
— Un cou : les mouvements du cou sont essentiels chez la mouche, qui dispose de pas moins de 23
paires de muscles pour contrôler l’orientation de sa tête ( [Strausfeld et al., 1987]). Le robot est
équipé d’un mécanisme plus simple, qui permet néanmoins d’orienter son regard selon l’axe de
roulis, grâce à un servomoteur rapide (60° en seulement 70 ms) et précis (0.1°).
— Un capteur proprioceptif dans le cou : une paire de cils mécano-sensitifs, située à la base
du cou, permet à la mouche de mesurer avec précision l’orientation de sa tête par rapport à son
corps ( [Preuss et Hengstenberg, 1992]). De la même manière, le robot mesure l’orientation de
son œil grâce à un capteur de position sans contact (capteur à eﬀet hall).
Dans la première partie de ce travail, on supposera que le robot est en vol stationnaire au-dessus
d’une cible unique. Comme le montrent les ﬁgures II.3 et II.4, le roulis du robot (θr) est contrôlé grâce
au diﬀérentiel de poussée généré par les deux hélices. [Rondon et al., 2010], [Wenzel et al., 2009] et [Kim
et al., 2010] ont établi que, pour les systèmes appartenant à la classe des VTOL (Vertical Taking Oﬀ and
Landing, c’est-à-dire les véhicule eﬀectuant un décollage et un atterrissage vertical), la dynamique liée
à l’altitude peut être complètement découplée. Devant ce fait, on supposera donc ici que ce découplage
nous permet de maintenir une altitude H constante tout au long du vol, et l’asservissement en altitude
ne sera pas traité. Le contrôle de la position du robot est obtenu, quant à lui, en ajustant l’angle de
roulis, sachant que son point d’équilibre est atteint pour un angle de roulis nul : θr = 0°.
La ﬁgure II.3 montre une vue d’ensemble de l’architecture de contrôle du robot. Cette architecture
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Figure II.3 – Schéma bloc simpliﬁé du robot birotor. Du fait du découplage mécanique entre le robot
et l’œil, les deux systèmes peuvent être vus comme deux systèmes indépendants.
repose sur un observateur non linéaire estimant les états, et l’attitude et la position sont contrôlées
par un contrôle par retour d’état. La ﬁgure II.3 présente le robot et son œil comme deux systèmes
indépendants recevant chacun ses propres consignes (T ⋆, δ⋆ et θ⋆er).
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Figure II.4 – Schéma bloc complet du birotor. Le robot est équipé d’un gyromètre, mesurant sa vitesse
de rotation, et d’un capteur à eﬀet hall, mesurant l’orientation de son œil découplé. Ce dernier mesure
la position angulaire d’une cible distante. Les variables écrites en vert, correspondnent aux entrées
de commandes, les bleues correspondent aux variables physiques d’intérêt, et les rouges, aux signaux
mesurés.
Dans la suite, nous utiliserons les notations suivantes :
— θt : position angulaire de la cible par rapport au robot dans le référentiel inertiel.
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— θr : angle de roulis du robot.
— θer : orientation du regard dans le référentiel du robot. Cet angle est mécaniquement contraint
comme suit : |θer| < θer_MAX .
— θg : orientation du regard dans le référentiel inertiel, θg = θer + θr.
— ǫr : erreur rétinienne, déﬁnie par ǫr = θt − θg.
— X : position du robot sur l’axe horizontal du référentiel inertiel.
— Vx : vitesse horizontale du robot dans le référentiel inertiel.
— Y : hauteur de vol stationnaire du robot. Y est ici constante (Y (t) = H ∀t).
— Ωr : vitesse angulaire du robot selon l’axe de roulis.
Dans la suite, on notera avec un chapeau les estimations (par exemple, θˆ), avec une étoile les références
ou consignes (par exemple, θ⋆) et avec une barre les grandeurs mesurées (par exemple, θ¯).
2.3 Modèle non linéaire du robot
Le modèle dynamique non linéaire du robot résulte simplement du principe fondamental de la
dynamique :


V˙x =
− (F1 + F2) sin(θr)
m
−KvxVx
X˙ = Vx
Ω˙r =
L (F2 − F1)
Iz
θ˙r = Ωr
(II.1)
Où L est la distance séparant les hélices du centre de gravité du robot, Iz est le moment d’inertie autour
de l’axe de roulis, F1 et F2 sont les poussées respectives des hélices 1 et 2, et Kvx est le coeﬃcient de
frottements visqueux, supposé ici constant.
Le modèle dynamique de l’œil est assimilé à un système du premier ordre, auquel on rajoute un "rate
limiter" (limiteur de pente) correspondant à la vitesse de rotation maximale. Les butées de ﬁn de courses
mécaniques sont simplement représentées par des saturations (voir le bloc "Eye" de la ﬁgure II.4).
La stabilisation du robot et celle de son œil sont abordées comme deux problèmes indépendants.
La stabilisation de l’attitude et de la position du robot est réalisée par un contrôleur haut niveau
(voir section 3.5), délivrant des consignes, sous forme de vitesse de giration (Ω⋆r). La poursuite de cette
consigne est réalisée par un contrôleur de rotors bas-niveau qui est décrit dans la section 3.4.
On choisit de décomposer l’écriture de la poussée de chaque hélice en la somme d’une poussée
nominale notée T et une poussée diﬀérentielle, notée δ. La consigne de poussée nominale (T ⋆) permet
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de contrer l’eﬀet de la gravité, alors que la poussée diﬀérentielle (δ⋆) permet de générer le couple
nécessaire pour ajuster l’angle de roulis. On déﬁnit ainsi la consigne de poussée de chaque hélice :

F
⋆
1 (p) = T
⋆(p)− δ⋆(p)
F ⋆2 (p) = T
⋆(p) + δ⋆(p)
(II.2)
Ici, la dynamique des hélices est approchée par un système du premier ordre ayant une constante de
temps τmot (voir tableau II.1). La fonction de transfert F1,2(p) est alors donnée par F1,2(p) =
F ⋆1,2(p)
1+τmotp
Capteurs
Capteur visuel Capteur angulaire Gyromètre
Fonction de transfert Gopt(p) = Gopte−dp Ghall(p) =
1
1 + τhallp
Ggyr(p) =
1
1 + τgyrp
Résolution 0.1 [°] 0.1 [°] 1 [°· s−1]
Fréquence d’échantillonnage 40 [Hz] 1 [kHz] 1 [kHz]
Amplitude de bruit ± 0.1 [°] ± 1 [°] ±5[°· s−1]
Actionneurs
Moteurs des hélices Servomoteur
Fonction de transfert Gmot(p) =
1
1 + τmotp
Geye(p) =
1
1 + τeyep
Limiteur de pente - 1000 [°· s−1]
Table II.1 – Caractéristiques des capteurs et actionneurs
3 Vol stationnaire par le regard
Ce travail s’inscrit dans la suite de travaux précédents qui place le regard comme élément central,
aﬁn d’atteindre atteindre un vol stationnaire robuste et précis. Par exemple, [Kerhuel et al., 2010]
avaient développé une première stratégie de " guidage par le regard" aﬁn de maintenir un biorotor
orienté face à une cible : le robot poursuit du regard une cible et tente de maintenir son corps aligné
avec son regard. Dans de nombreuses études précédentes, ( [Mahony et al., 2008], [Salaün et Martin,
2010]), l’attitude du robot était résolue à l’aide d’une centrale inertielle (IMU) intégrant des gyromètres,
des accéléromètres et/ou des magnétomètres, et la stabilisation en position était atteinte grâce à une
caméra ( [Meier et al., 2011,Ghadiok et al., 2012,Weiss et al., 2011]). Dans ce travail de thèse, je propose
une approche alternative permettant d’apporter quelques éléments de réponses à la question : comment
un robot aérien peut-il être stabilisé, uniquement au moyen d’un gyromètre et d’un capteur visuel ?
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De récentes études sur le syrphe ( [Wijngaard, 2010]) suggèrent que des solutions eﬃcaces existent
pour ce problème, et que le système de contrôle du regard est certainement un des éléments clés. Dans
cette idée, l’attitude et la position du robot, ainsi que le biais du gyromètre, ne sont déterminés qu’à
partir d’une mesure de la vitesse angulaire Ω¯r, de l’orientation du regard θ¯er et de l’erreur rétinienne
ǫ¯r. Une stratégie de contrôle, basée sur des réﬂexes oculomoteurs (voir la section 3.3), permet au robot
de maintenir son erreur rétinienne au minimum, et ce, même lors de mouvements brusques.
Dans cette partie, on se propose donc de décrire les diﬀérents contrôleurs ainsi que leurs interactions.
3.1 L’observateur non-linéaire
L’observateur non linéaire est une des clés de la stratégie présentée ici, comme le montre la ﬁgure II.5.
En combinant la mesure d’orientation du regard (θ¯er) avec celle de l’erreur rétinienne (ǫ¯r), on peut
déterminer la position angulaire de la cible (θ¯tr) par rapport à celle du robot :
θ¯tr = θ¯er + ǫ¯r (II.3)
Étant donné que la vitesse de rotation du robot (Ω¯r) est connue (mesurée par le gyromètre), on
peut construire un observateur capable d’estimer la vitesse de translation horizontale Vˆx, la position
Xˆ, le roulis θˆr ainsi que le biais du gyromètre ∆ˆg :




˙ˆ
Vx
˙ˆ
X
˙ˆ
θr
˙ˆ∆g

 =


− Tm sin(θˆr)−KvxVˆx + L1θ˜tr
Vˆx + L2θ˜tr
Ω¯r − ∆ˆg + L3θ˜tr
L4θ˜tr


θˆtr = − arctan
(
Xˆ
H
)
︸ ︷︷ ︸
θˆg
−θˆr
(II.4)
Où θ˜tr = (θ¯er + ǫ¯r︸ ︷︷ ︸
θ¯tr
−θˆtr)
Le choix d’utiliser un ﬁltre non linéaire résulte à la fois de la non linéarité importante reliant les
accélérations latérales V˙x à l’angle de roulis, décrit par l’équation (II.4), et de la non linéarité de la sortie
θtr (qui est une fonction de X, θr et H). La non linéarité présente dans
˙ˆ
Vx donne une meilleure estimée
de la vitesse durant les phases de translations, et la non linéarité sur θˆtr permet d’estimer la position
du robot, sans erreurs statiques liées à la linéarisation, et ce, même si le robot n’est pas à l’aplomb
de la cible. Le gain de l’observateur L =
(
L1 L2 L3 L4
)T
a été calculé en utilisant simplement la
méthode LQG pour le système linéarisé autour du point d’équilibre.
Remarque II.1: En supposant que la précision angulaire de localisation du capteur visuel est de
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l’ordre de 0.1°, le robot est en mesure d’estimer sa position avec une précision de 0.5 cm s’il survol la
cible à une hauteur de 2 m. On peut noter que cette précision dépasse fortement celle d’un capteur
GPS classique (quelques mètres de précision).
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Figure II.5 – Schéma bloc du contrôleur du birotor. L’observateur non linéaire détermine l’ensemble
des états du robot sur la base de la mesure de vitesse de rotation, de l’orientation de l’œil et de l’erreur
rétinienne. Le contrôleur de regard repose sur trois réﬂexes oculomoteurs, permettant de maintenir
l’œil verrouillé sur la cible durant des mouvements du robot ou des perturbations. Les signaux mesurés
sont présentés en rouge, et les grandeurs de contrôle en vert. On remarque la présence d’une entrée de
consigne TIX, qui est expliquée dans la section 5.1, et qui permet de déclencher une saccade de l’œil
aﬁn de changer de cible d’intérêt.
3.2 Estimation du biais du gyromètre
La plupart des gyromètres présente un biais, qui, s’il n’est pas traité, entraine des dérives dans
l’estimation d’attitude. Les méthodes classiques ( [Mahony et al., 2008,Salaün et Martin, 2010,Mahony
et al., 2011,Castellanos et al., 2005a,Barton, 2012]) utilisent les accéléromètres pour mesurer le vecteur
de gravité, ainsi que des magnétomètres pour mesurer le champ gravitationnel, aﬁn d’estimer et de
compenser les biais des gyromètres. La méthode présentée ici se sert, comme le fond les insectes, de la
vision et de la mesure proprioceptive de l’orientation du regard (θ¯er) pour dé-biaiser les gyromètres. Si
le système de regard est verrouillé sur une cible au sol, le biais du gyromètre peut être déduit de l’erreur
d’estimation de l’orientation de la cible θ˜tr déﬁnie par l’équation (II.4). Dans notre cas, les informations
basses fréquences d’inclinaison, obtenues classiquement des accéléromètres, sont donc données par la
mesure proprioceptive d’orientation du regard θ¯er.
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Le biais du gyromètres peut s’écrire de la façon suivante :
Ω¯r = Ωr +∆g + µ (II.5)
∆˙g = 0 (II.6)
Où Ωr est la véritable vitesse angulaire, ∆g est le biais du gyromètre (supposé ici constant ou très
lentement variant), et µ est un bruit inconnu supposé centré.
Remarque II.2: La valeur de θˆr dans l’équation (II.4) est obtenue à partir de l’équation (II.5).
Ω¯r − ∆ˆg correspond simplement au terme de modèle alors que L3θ˜tr correspond au terme d’innovation.
Comme précisé plus haut, le biais du gyromètre est estimé uniquement à partir de l’erreur d’estimation
de la position angulaire de la cible ( ˙ˆ∆g = L4θ˜tr).
3.3 Le contrôleur de l’œil
Le contrôleur de l’œil permet de maintenir le regard verrouillé sur une cible placé au sol. Étant
donné que le champ de vision de l’œil est très réduit, il est nécessaire que la boucle de contrôle soit
rapide, précise et eﬃcace. Ces pré-requis sont atteints grâce à une approche bio-inspirée, qui combine
trois réﬂexes complémentaires :
— Un réﬂexe vestibulo-oculaire de rotation, noté rVOR, qui permet de contrer tous les mouvements
de rotation réalisés par le robot. Ce réﬂexe fournit une consigne de position angulaire θ⋆er_θr , qui
n’est autre que l’opposé de l’angle de roulis θˆr.
— Un réﬂexe vestibulo-oculaire de translation noté tVOR permettant de compenser les eﬀets de
translations du robot sur la rétine. Ce réﬂexe fournit une consigne θ⋆er_X , se basant sur la position
estimée du robot Xˆ et son altitude de vol H, contribuant à maintenir la cible au centre du champ
de vision. Il s’agit également du réﬂexe clé, permettant de déclencher les saccades décrites dans
la section 5.1.
— Un réﬂexe de ﬁxation visuelle noté VFR, qui consiste en une boucle de contrôle sur l’erreur
rétinienne ǫr. Cela permet d’annuler les erreurs rétiniennes résiduelles et à poursuivre du regard
la cible, si celle-ci se déplace. Ce réﬂexe permet également d’ajuster l’orientation de l’œil θer via
l’entrée de consigne θ⋆er_V FR (voir la ﬁgure II.5).
Le réﬂexe VFR joue ici un rôle déterminant. C’est ce réﬂexe qui permet de poursuivre la cible dans
toutes les conditions, et grâce à lui, le robot est capable :
— de survoler de façon "robuste" une cible,
— de rejeter eﬃcacement des perturbations du type rafale de vents, ce qui est plus diﬃcilement
atteignable sans le découplage et ce réﬂexe de ﬁxation, du fait de l’inertie du robot.
20 CHAPITRE II. VERS UNE STABILISATION BIO-INSPIRÉE SANS ACCÉLÉROMÈTRE
Le VFR consiste en un simple contrôleur de type Proportionnel-Intégral (PI), permettant d’asservir
l’erreur rétinienne à 0°(boucle de feedback). Ce contrôleur contribue à l’orientation de l’œil, grâce à
sa sortie θ⋆er_V FR, comme le montre l’équation (II.7). Ce réﬂexe est donc responsable de la poursuite
de la cible par le regard dans toutes les situations, ce qui est la première étape pour atteindre un vol
stationnaire robuste et une estimation précise d’attitude et de position.
Les deux réﬂexes VOR aident à maintenir la cible au centre du champ de vision et agissent plus
comme des termes d’anticipations (termes de feedforward). Ils sont inspirés de ce qui est fait chez
l’insecte, et permettent de contrer deux types de mouvements du robot :
— le roulis : le rVOR utilise directement l’estimation de roulis θˆr fournie par l’observateur non
linéaire, aﬁn de compenser les mouvements de rotations du corps du robot (θ⋆er_θr = −θˆr),
— les translations latérales : le tVOR, qui se base sur l’estimation de position, minimise les eﬀets
des déplacements latéraux sur l’erreur rétinienne ǫr, (θ⋆er_X = − arctan
(
Xˆ
H
)
).
L’angle de référence θ⋆er (voir la ﬁgure II.5), résulte donc de la contribution de ces trois réﬂexes
(rVOR, tVOR and VFR), et s’exprime comme suit :
θ⋆er = θ
⋆
er_θr︸ ︷︷ ︸
rV OR
+ θ⋆er_X︸ ︷︷ ︸
tV OR
+ θ⋆er_V FR︸ ︷︷ ︸
V FR
(II.7)
Pour conclure sur ces réﬂexes, les réﬂexes VOR sont vus comme des termes de feedforward, qui
permettent d’annuler, a priori, les eﬀets perçus par le robot directement (grâce au gyromètre et à la
mesure de l’orientation du regard), alors que le VFR, agit comme un terme de feedback permettant
d’annuler toutes les erreurs de modélisation, etc. présentes dans les termes précédents. Des résultats
de simulations supplémentaires, ainsi que des discussions concernant ces réﬂexes peuvent être trouvés
dans [Manecy et al., 2012] et [Manecy et al., 2013b].
3.4 Pré-bouclage en vitesse de giration
Une première boucle d’asservissement permet de contrôler la vitesse de giration de l’angle de roulis.
Cette vitesse de rotation est utilisée comme entrée de commande par le contrôleur d’attitude et de
position (ﬁgure II.4). La boucle de contrôle interne en vitesse de rotation permet donc de faire en
sorte de poursuivre les consignes (Ω⋆r) imposées par le contrôleur d’attitude et de position (voir la
section 3.5). On suppose ici que les hélices sont contrôlées directement en poussée, qui est directement
liée à la vitesse de rotation de l’hélice elle-même selon l’équation (II.8). La vitesse de rotation du robot
(giration de l’angle de roulis) est donc contrôlée en appliquant la commande de poussée diﬀérentielle
δ⋆.
Fi = cT .ω2i (II.8)
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Où Fi est la poussée générée par l’hélice i, ωi est la pulsation de l’hélice i (2πfi avec fi la fréquence
de rotation de l’hélice i), et cT est un coeﬃcient de poussée qui peut être déterminé par des tests de
poussée statique (voir le chapitre III).
Aﬁn de prendre en compte la dynamique du gyromètre et d’asservir la vitesse de rotation direc-
tement, on utilise une structure observateur-contrôleur LQG. La représentation d’état du système est
alors donnée par le système suivant :

Ω˙r
˙¯Ωr

 =

 −2LIzτmot 0
1
τgyr
−1
τgyr



Ωr
Ω¯r

+

 2LIzτmot
0

 δ⋆ (II.9)
Où Ωr est la véritable vitesse de rotation et Ω¯r est la vitesse de rotation mesurée par le gyromètre.
Le temps de réponse en boucle fermée sur la grandeur Ωr, a été réglé de façon à être de l’ordre de 20ms
et on a fait en sorte que le bruit de commande ne dépasse pas 2%.
3.5 Contrôleur d’attitude et de position
Le contrôleur de position et d’attitude est un contrôleur par retour d’état, dont le gain a été
déterminé par la méthode LQR et dont les états estimés (Vˆx, Xˆ and θˆr) proviennent de l’observateur
non linéaire. Lors du design de ce contrôleur, on a supposé que la boucle sur la vitesse de rotation
décrite précédemment (voir section 3.4), est suﬃsamment rapide pour être négligée.
Le contrôleur par retour d’état a été calculé sur le système (II.1) linéarisé autour de l’origine avec la
commande à l’équilibre Ωreq = 0. Aﬁn d’annuler l’erreur statique en position, un eﬀet intégral a été
ajouté.
4 Résultats de simulation
4.1 Fonctionnement et rôle des réﬂexes
La ﬁgure II.6 montre la contribution des trois réﬂexes, durant un déplacement volontaire d’un mètre
par rapport à la cible (obtenu en changeant la référence X⋆), ainsi que lors d’une perturbation latérale
de 20 cm, assimilable à une rafale de vent. On remarque que lors d’une translation volontaire, le rVOR
réagit en premier (courbe verte) aﬁn de compenser l’angle de roulis pris par le robot, suivi par le tVOR
(courbe rouge) qui corrige l’orientation de l’œil, au fur et à mesure que l’on s’éloigne de la cible. Le
VFR (courbe noire) intervient seulement ensuite, aﬁn de corriger les erreurs résiduelles. Dans le cas
d’une perturbation latérale, on remarque que c’est le VFR qui réagit en premier, aﬁn de compenser le
mouvement relatif involontaire entre le robot et la cible. Cette réorientation de l’œil, découlant de la
ﬁxation rétinienne, permet d’estimer la nouvelle position relative du robot et d’engager une manœuvre
pour corriger l’erreur de positionnement. Ce n’est alors que dans un deuxième temps que les réﬂexes
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rVOR et tVOR interviennent, aﬁn de contrer l’angle de roulis adopté par le robot et la translation
résultante.
Final command: 3$er3$er X (feedforward)
3$er 3 (feedforward)3$er V FR (feedback)
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Figure II.6 – Réponse du robot à un déplacement latéral d’un mètre (a) et à une perturbation latérale
de 20 cm (rejetée à 90% en 0.9 s). Durant le déplacement volontaire, les réﬂexes VOR réagissent en
premiers, et compensent les mouvements du robot. Le VFR permet de compenser les erreurs du modèle
d’observation ainsi que les dynamiques des actionneurs, aﬁn de maintenir, malgré tout, la cible au
centre du champ de vision. Lors d’une perturbation latérale, le VFR répond rapidement en générant une
rotation de lœil. Puis quelques milli-secondes après, les VOR apparaissent (lorsque le robot commence
à se déplacer aﬁn de contrer la perturbation).
4.2 Robustesse face aux perturbations
Dans certains de mes travaux, non détaillées ici ( [Manecy et al., 2012] et [Manecy et al., 2013b]),
j’avais démontré qu’un robot équipé d’un œil découplé (noté D-EYE) était capable de rejeter plus
eﬃcacement des perturbations latérales ou des perturbations de roulis, qu’un même robot (noté F-
EYE) dépourvu de découplage, mais équipé d’un champ de vision plus grand.
5 Nouvelles perspectives découlant du contrôle du regard
L’utilisation d’un œil découplé à bord de véhicule aérien, ouvre donc un certain nombre de pers-
pectives :
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— cela permet au robot d’ajuster sa position relative à la cible, sans avoir besoin d’informations
provenant d’une caméra, d’un système de capture du mouvement ou d’un GPS,
— cela permet également de se placer volontairement de façon décalée par rapport à la cible. Ce
point présente un attrait particulier en ce qui concerne les capacités de rejet de perturbations.
De façon plus générale, l’œil n’étant pas contraint dans une direction particulière, le robot peut
évoluer librement autour de la cible, sans pour autant prendre le risque de perdre la cible de vue.
(voir section 5.0.1),
— il est également possible au robot de "sauter" d’une cible à une autre, en générant une saccade
avec son œil, ce qui lui permet ainsi de sélectionner une nouvelle cible (voir la section 5.1). Cela
ouvre la possibilité de suivre une trajectoire spéciﬁque en se déplaçant d’une cible à une autre.
5.0.1 Vol stationnaire décalé
Dans cette section, nous allons démontrer que l’œil découplé, en permettant de se placer de façon
décalé par rapport à la cible, donne au robot la capacité d’être plus robuste aux perturbations latérales.
Pour cela, nous introduisons la notion de perturbation latérale maximale (MLD, pour Maximum Lateral
Disturbance) :
Déﬁnition II.1: Une perturbation latérale maximale (notée MLD) correspond au déplacement hori-
zontal maximal qui peut se produire, sans que la cible soit perdue de vue (c’est-à-dire, sans que la cible
ne quitte le champ de vision de l’œil). En d’autres termes, la MLD correspond à la translation maximale
pouvant apparaître entre deux mises à jour consécutives de la boucle de vision (c’est-à-dire durant la
période d’échantillonnage de la boucle visuelle). Si une perturbation est supérieure à la MLD, la boucle
de vision sera trop lente pour détecter ce mouvement, et le robot sera dans l’incapacité de rejeter cette
perturbation. La MLD est exprimée en mètres, et on note MLDR et MLDL les perturbations maximales
à droite et à gauche respectivement.
La ﬁgure II.7 montre les capacités de rejet de perturbations latérales d’un robot F-EYE ayant un
champ de vision de ±25° ainsi que celles d’un robot D-EYE ayant un champ de vision 5 fois inférieur
(±5°). De cette ﬁgure, on détermine la MLD correspondant à chacun des robots (F-EYE et D-EYE) :
Le robot F-EYE : les positions atteignables par le robot F-EYE sont contraintes par la relation
suivante |X| 6 H tan(FOV2 ), en eﬀet :


MLDR(X) = H tan
(
FOV
2
)
−X
MLDL(X) = H tan
(
FOV
2
)
+X
(II.10)
le robot D-EYE : théoriquement, le robot D-EYE peut adopter toutes les positions le long de
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Figure II.7 – a) Résolution au niveau du sol et perturbation latérale maximale (MLD). Grâce au
découplage du regard du robot D-EYE, plus on se place de façon éloignée de la cible (|X| grandit), plus
la MLD augmente. b) La perturbation latérale maximale (MLD) dépend donc de la position latérale
du robot. La zone grise correspond à la zone non atteignable par le robot ayant un œil ﬁxe (le robot
F-EYE), c’est-à-dire la zone où il perd la cible de vue. Pour le robot F-EYE, l’augmentation de la
MLD d’un côté entraine forcément une diminution équivalente de l’autre côté, alors que pour le robot
D-EYE, en s’éloignant de la cible, la MLD augmente des deux côtés (gauche et droite). La ﬁgure est
réalisée avec un robot F-EYE, robot ayant un champ de vision de ±25° et un robot D-EYE ayant un
champ de vision de ±5° avec une course maximale de ±80° pour l’œil (θerMAX = 80°).
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l’axe horizontal. 

MLDR(X) = H tan
(
FOV
2
+ arctan
(
X
H
))
−X
MLDL(X) = X −H tan
(
FOV
2
+ arctan
(
X
H
)) (II.11)
Lorsqu’il vole à l’aplomb de la cible, le robot F-EYE bénéﬁcie de tout son champ de vision et peut
rejeter des perturbations allant jusqu’à 93 cm, alors que le robot D-EYE ne peut rejeter qu’une MLD
de 17.5 cm du fait de son champ de vision restreint. Cependant, en éloignant le robot de cette position
centrale, il est possible d’améliorer grandement les capacités de rejet de MLD pour le robot D-EYE.
En eﬀet, elles deviennent même supérieures à celle du robot F-EYE dès lors que l’on se décale de plus
de 2 m sur le côté. Cette méthode simple, permet de compenser facilement le désavantage initial, lié
à l’utilisation d’un champ de vision restreint. Même avec son champ de vision 5 fois plus restreint,
le robot D-EYE est capable, en se déplaçant latéralement, de rejeter des MLD plus importantes que
le robot F-EYE. De plus, contrairement au robot F-EYE, l’œil découplé du robot D-EYE permet de
rejeter des perturbations d’amplitude quasi-égale des deux côtés (gauche et droite).
L’avantage principal de cette nouvelle stratégie, consistant à se décaler par rapport à la cible, est
donc d’améliorer la résistance du robot en terme de perturbation latérale maximale (MLD, assimilable
à des rafales de vent par exemple). On peut déduire de la ﬁgure II.7, qu’un robot sans œil découplé,
ne peut même pas se décaler de 2 m par rapport à la cible, sans que celle-ci ne sorte de son champ
de vision de ±25°.Alors qu’à cette distance, un robot équipé d’un œil découplé de seulement ±5° de
champ de vision, peut rejeter des perturbations de plus de 38 cm, tout en conservant une précision de
positionnement meilleure que 1 cm.
5.1 Vol en saccades
Une autre propriété intéressante, découlant de l’œil découplé, et la possibilité de changer très rapi-
dement de cible. Par exemple, lorsque le robot survole une première cible (et que son œil est verrouillé
dessus), on peut générer une saccade très brève, assimilable à une saccade de rattrapage (catch-up
saccade), aﬁn de faire "sauter" le robot sur une cible dont la position est connue. Une saccade est
un des quatre type de mouvements oculaire (saccadique, poursuite continue, réﬂexe vestibulo-oculaire
et vergence) utiles pour poursuivre une trajectoire. Typiquement, une saccade est utilisée chez l’œil
humain lorsque la poursuite continue ne parvient plus à maintenir la cible au centre de champ visuel
( [Carpenter, 1988]).
Ici, nous utilisons ce type de saccades, aﬁn de permettre au robot de changer de cible très rapidement.
Ensuite, découlant de la stratégie de guidage par le regard décrite précédemment, le robot se déplace là
où son regard le porte. C’est-à-dire, qu’il cherche à asservir sa position relative par rapport à la cible,
à partir de l’angle que forme son œil avec son corps.
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5.1.1 Notations :
Ici, nous allons introduire certaines notations nécessaires pour bien déﬁnir le saut de cible, et les
diﬀérents référentiels que nous allons utiliser dans cette partie :
A
BU décrit donc la variable U de l’objet A (A est l’objet "propriétaire" de la variable U) et exprimée
dans le référentiel B (dans lequel la mesure est faite.)
Par exemple, RIX donne la position du robot R dans le référentiel inertiel I et RTX⋆ représente la
référence de position du robot R dans le référentiel de la cible T .
Pour les besoins de cette étude, nous allons introduire en tout, trois référentiels diﬀérents :
le référentiel du robot, noté R,
le référentiel inertiel, noté I,
le référentiel de la cible, noté T .
Remarque II.3: Notez que dans le début de ce chapitre, le référentiel de la cible T était le même que
le référentiel inertiel I étant donné que les origines de ces deux référentiels était confondues. C’est-à-dire
que précédemment : TIX = XT et
T
TX = 0.
Dorénavant, la relation entre la position estimée du robot dans le référentiel inertiel, la position
estimée du robot dans le référentiel de la cible et la position de la cible dans le référentiel inertiel, peut
s’écrire :
R
I Xˆ =
R
T Xˆ +
T
IX (II.12)
Où TIX est la position de la cible courante dans le référentiel inertiel. On peut donc réécrire le système
d’équations(II.4) correspondant à l’observateur non-linéaire comme suit :




R
T
˙ˆ
Vx
R
T
˙ˆ
X
R
T
˙ˆ
θr
R
T
˙ˆ∆g

 =


− T
m
sin(RT θˆr)−KvxRT Vˆx + L1RT θ˜tr
R
T Vˆx + L2
R
T θ˜tr
R
T Ω¯r − RT ∆ˆg + L3RT θ˜tr
L4
R
T θ˜tr


R
T Xˆ =
R
I Xˆ − TIX
R
T θˆtr = − arctan
(
R
T Xˆ
R
T
H
)
− RT θˆr
(II.13)
où RT θ˜tr =
R
T θ¯tr − RT θˆtr
5.1.2 Procédure de "saut de cible" :
Grâce à l’écriture précédente, il suﬃt d’un changement de variable pour faire passer le robot d’une
cible à une autre. En eﬀet, il suﬃt de mettre à jour la position de la cible, c’est-à-dire de remplacer la
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valeur de l’ancienne cible TIXk par celle de la nouvelle cible
T
IXk+1 dans la position de cible courante
T
IX(t) :
T
IX(t) =
T
IXk avant le saut. (II.14)
T
IX(t+∆t) =
T
IXk+1 après le saut. (II.15)
Où ∆t correspond à la période d’échantillonnage de l’observateur non linéaire et TIXk avec les indices k
et k+1 sont les identiﬁants des cibles. TIXk et
T
IXk+1 sont donc les positions (dans le référentiel inertiel
I) de la cible k avant le "saut de cible" et de la cible k + 1 après le "saut de cible", respectivement.
L’ordre de saccade ou de "saut" est donc passé en mettant à jour la position de la cible dans le terme de
feedforward θ⋆er_X , lié au tVOR, et qui devient avec les nouvelles notations : θ
⋆
er_X = − arctan
(
R
T Xˆ
R
T H
)
.
Lorsque l’opérateur désire changer de cible, il lui suﬃt de mettre à jour la position de la nouvelle cible
T
IXk, aﬁn de déclencher la saccade. Ce changement peut également être automatique (au bout d’un
certain temps, d’un certain critère, etc.)
Une fois que les nouvelles coordonnées de la cible ont été renseignées, le tVOR déclenche une saccade,
réorientant l’œil sur la nouvelle cible. De la nouvelle orientation de l’œil, le robot déduit sa nouvelle
position relative à la cible (grâce à l’observateur non linéaire), et se repositionne immédiatement aﬁn
de respecter la consigne de position relative RTX
⋆. Une simulation d’une séquence de saut de cible est
décrite par les ﬁgures II.8, II.9 et II.10.
Remarque II.4: Les simulations présentées ici, ont été réalisées en Processor-In-the-Loop (PIL),
comme décrit dans la section 2.1, et avec le jeu de paramètres donné dans le tableau II.2. L’ensemble
de la stratégie présentée ici, a été développée sous Matlab/Simulink et les boucles de contrôle ont été
exécutées à une fréquence de 400 Hz (excepté pour le VFR qui a été implémenté à seulement 40 Hz du
fait de la version du capteur que l’on suppose utiliser ici). La charge totale du programme représente
moins de 20% du CPU disponible. Durant les simulations, l’ensemble des résultats des calculs et des
entrées de commandes étaient visualisées et enregistrées en temps réel à 400 Hz également, grâce à une
connexion WIFI, sur le modèle Simulink de la station sol (qui servait ici aussi, à simuler le comportement
dynamique du robot et à générer les sorties des diﬀérents capteurs).
Les ﬁgures II.8 et II.10 correspondent au scénario suivant :
— étape 1 : le robot se déplace latéralement aﬁn de se placer à 1 m de la cible,
— étape 2 : après 5 s, l’œil du robot fait une saccade aﬁn de se focaliser sur la cible 2 et le robot
se replace, aﬁn de respecter sa consigne de position relative par rapport à la cible (la ﬁgure II.9
montre uniquement ce saut de cible à l’instant t = 5.0s),
— étape 3 : après 5s, le robot "saute" sur la cible 3,
Nous avons donc : TIX1 = 0m,
T
IX2 = −1m et TIX3 = −2m.
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Paramètres Description Valeur Unité
H Altitude de vol 2.0 m
L Demi envergure du robot 0.15 m
m Masse du robot 0.1 kg
Iz Moment d’inertie 2.0× 10−5 kg·m2
Kvx Coeﬃcient de frottement 0.5 N· s·m−1
FOV Champ de vision ±5 deg
d Retard de traitement de vision 10 ms
Gopt Gain du capteur optique 1 -
τhall Constante de temps du capteur à eﬀet hall 1 ms
τgyr Constante de temps du gyromètre 4.3 ms
τmot Constante de temps des hélices 20 ms
τeye Constante de temps de l’œil 10 ms
Table II.2 – Paramètres de simulation.
En conclusion, grâce à une dynamique rapide de l’œil (liée à sa faible inertie), un saut de l’œil
est réalisé très rapidement car en moins de 0.13s la nouvelle cible entre dans le champ de vision de
l’oeil et n’en sort plus, comme le montre la ﬁgure II.9. Une fois que cette nouvelle cible est verrouillée,
l’observateur non linéaire met à jour l’estimation de position relative par rapport à la cible, et le robot
rejoint, en moins de 1.5 s, sa position de référence RTX
⋆, comme le montrent les ﬁgures II.8 et II.10.
6 Les avantages d’un œil découplé
Ici, nous résumons les principaux avantages que peut apporter l’utilisation d’un œil dans des appli-
cations de robotique aérienne :
— Moins de distorsion : Dans le cas d’un œil ﬁxe, il est nécessaire d’avoir un large champ de
vision impliquant par exemple l’utilisation d’un objectif ﬁsh-eye ainsi que de nombreux pixels aﬁn
de conserver une résolution spatiale suﬃsante. Les objectifs ﬁsh-eyes, ou grands angles en général,
sont connus pour apporter des distorsions qui doivent être compensées. De même, un plus grand
nombre de pixels doit être utilisé. Ces deux phénomènes, augmentent d’autant plus la complexité
de calcul et par conséquent les ressources calculatoires nécessaires. Un œil découplé, quant à lui,
permet de réduire le champ de vision nécessaire, sans pour autant prendre le risque de perdre la
cible de vue. Cela permet ainsi de réduire les distorsions liées à l’objectif et de maintenir, à tout
moment, la cible au centre du champ de vision, là où l’acuité visuelle est la meilleure.
— Réduction de la complexité de calcul : comme montré dans la section 4.2.2 of [Manecy
et al., 2013b], un robot D-EYE rejette des perturbations plus eﬃcacement qu’un robot F-EYE,
présentant un champ visuel large de 1000 pixels (une ligne d’une caméra avec 1000 pixels a la
même résolution angulaire de 0.1° que le robot D-EYE équipé de son capteur doté d’hyperacuité).
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Figure II.8 – a) Estimation de la position et de la poursuite de la cible, exprimée dans les diﬀérents
référentiels. b) Evolution de l’angle de l’œil. La mise à jour des coordonnées de la cible, décrite par
l’équation (II.15), implique un saut dans le terme de feedforward θ∗er_X (courbe rouge), déclenchant
ainsi le changement de cible. c) L’erreur rétinienne durant les phases de saut de cible. Il faut seulement
0.13 s pour changer de cible, c’est-à-dire perdre de vue la précédente et voir apparaître la nouvelle. La
ﬁgure II.9 montre plus précisément l’évolution de l’erreur rétinienne durant une phase de saut de cible.
Cette résolution est atteinte pour l’œil doté d’hyperactuité qu’avec 6 pixels seulement. Attention
cependant, l’œil de 6 pixels ne peut pas traiter n’importe quelle cible, contrairement à une caméra
classique.
— Rejet de perturbation plus rapide : avec le robot F-EYE robot (équipé d’un champ visuel
large), une forte rafale de vent ne peut pas être compensée rapidement. En eﬀet, pour compenser
rapidement une perturbation latérale, le robot doit adopter des angles de roulis élevés, ce qui
implique une perte de vue de la cible (ceci est d’autant plus vrai que la perturbation déplace
la cible proche de la limite du champ de vision). Le robot D-EYE quant à lui, ne connait pas
de limitation forte sur son attitude, car son œil s’adapte aﬁn de maintenir la cible au centre de
champ de vision quelle que soit l’attitude (voir la section IV de [Manecy et al., 2012]).
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Figure II.9 – Evolution de l’erreur rétinienne durant une phase de saut de cible. La courbe bleue,
décrit l’erreur rétinienne réelle (erreur théorique que l’œil devrait mesurer), et la courbe rouge montre
la valeur échantillonnée correspondant à la sortie du capteur (incluant la dynamique du capteur, les
délais de traitement, le champ de vision, etc. selon le tableau II.1). Ici, en 0.13 s la cible entre dans le
champ de vision du capteur et est vérouillée. En moins de 0.15 s, l’erreur rétinienne atteint moins de
1.4° (|ǫr| < 1.4°) et en 0.7 s, elle est maintenue en dessous de 0.2°. Il faut donc moins de 0.7 s pour que
le saut de cible soit parfaitement réalisé.
— Robustesse accrue vis-à-vis du vent latéral : De la même manière, le robot D-EYE n’est
pas contraint de rester au-dessus de la cible pour la maintenir au centre de son champ de vision.
Plus particulièrement, il peut se placer volontairement de façon décalée, aﬁn d’augmenter la zone
couverte par son champ de vision, et par conséquent, augmenter la perturbation latérale maximale
(MLD) qui peut être rejetée. De même, cela peut également permettre au robot de s’éloigner de
la cible sans pour autant prendre le risque de la perdre de vue (ce qui n’est pas possible avec un
robot ayant un œil ﬁxe, comme le montre la ﬁgure II.7).
— Trajectoire point par point : Finalement, l’utilisation d’un œil découplé ouvre la possibilité
de naviguer de cible en cible, comme expliqué dans la section 5.1. Cela peut permettre à un robot
de naviguer de cible en cible, sans pour autant nécessiter d’une localisation absolue à tout instant
(GPS).
— GPS et guidage par le regard : Dans le cas d’une utilisation en extérieur, avec couverture
GPS, on pourrait imaginer utiliser le regard pour poursuivre une cible (le robot "subit " les
mouvements de la cible), et utiliser le positionnement GPS du robot pour estimer la position de
la cible. En eﬀet, la stratégie de guidage par le regard permet de poursuivre de façon eﬃcace une
cible (voir par exemple le chapitre V. La position de la cible serait alors simplement la somme de
la position du GPS du robot (éventuellement ﬁltrée et fusionnée avec le modèle de l’observateur
non linéaire) et de la position relative du robot par rapport à la cible :
T
IX =
R
IXfGPS +
T
RXgaze =
R
IXfGPS − RTXgaze (II.16)
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Figure II.10 – Attitude du robot durant une phase de "saut de cible". La position et l’attitude du
robot sont représentées durant la trajectoire à une fréquence de 20 Hz. Pour une raison de clarté, les
trois séquences ont été décalées sur l’axe vertical, mais l’altitude H est en réalité bien la même pour
les trois séquences. A t = 0s, va se placer à 1 m sur le côté de la cible. A t = 5s, le robot change de
cible de référence et va se placer à 1 mètre sur le côté de la cible 2. Finalement, à t = 10s, le robot se
déplace encore aﬁn d’aller se placer à 1 m de la cible 3, la nouvelle cible de référence.
Où RIXfGPS est la position GPS ﬁltrée et
R
TXgaze et la position estimée du robot par rapport à la
cible.
7 Conclusion
Dans ce chapitre, nous avons donc présenté les résultats de simulation concernant la stabilisation
d’un birotor équipé d’un œil découplé. La stratégie de contrôle et de stabilisation repose en grande
partie sur la stabilisation du regard, qui est obtenue grâce à une combinaison de réﬂexes. Nous avons
montré que l’utilisation d’un tel œil découplé présentait l’avantage de rendre le robot plus robuste aux
perturbations. Nous avons également montré, que contrairement à ce qui est fait classiquement, on
peut utiliser eﬃcacement l’orientation du regard pour estimer le biais du gyromètre. L’ensemble de
la stratégie a été validé et testé par simulations de type Porcessor-In-the-Loop, durant lesquelles les
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algorithmes de contrôle ont été exécutés sur une Gumstix Verdex Pro XL6P.
Nous avons également introduit une nouvelle technique de navigation point par point, reposant
sur la génération de saccades oculaires. De plus, nous pouvons dire que l’utilisation d’un œil découplé
peut aller bien plus loin que la simple stabilisation d’un robot volant. Cela ouvre des possibilités
prometteuses, en ce qui concerne le contrôle de la position 3D d’un robot se ﬁxant selon les besoins
sur diﬀérents amers visuels. Dans la suite de ce manuscrit, on décrira donc la généralisation de cette
stratégie de guidage par le regard, à l’utilisation dans le cas 3D. Et on démontrera sa faisabilité lors
d’expérimentation sur un micro-drone de type quadrirotor.
7.1 Application
Dans le cadre de la poursuite des travaux de thèse d’un précédent doctorant et de la réalisation
d’un démonstrateur robotique, j’ai pu mettre en œuvre une partie des stratégies présentées ici. L’idée
de cette application était de démontrer l’intérêt d’utiliser, dans le cadre de la robotique aérienne, des
nouvelles technologies de capteurs visuels reproduisant ﬁdèlement l’œil composé de l’insecte [Floreano
et al., 2013].
Figure II.11 – a) l’œil composé artiﬁciel développé lors d’un précédent projet européen CurvACE,
et sa région d’intérêt composée de quelques pixels. b) Le robot HyperRob équipé de son œil. Adapté
de [Colonnier et al., 2015a].
L’objectif était alors de permettre à un birotor de se stabiliser vis à vis de son environnement
visuel. Le birotor, appelé HyperRob, pèse environ 145 g et est équipé d’hélices en polystyrène. Il a
été entièrement pensé et conçu au sein du laboratoire biorobotique de Marseille, et est équipé de deux
micro-contrôleurs. Le premier micro-contrôleur permet de traiter les informations visuelles, et le second
réalise les diﬀérents asservissements. De plus, un contrôleur de moteur à courant continu a été développé
spéciﬁquement au sein du laboratoire, aﬁn d’asservir ﬁnement la vitesse de rotation des hélices.
Le principe était de réutiliser la stabilisation du regard dans un cadre légèrement diﬀérent. Le
regard est, cette fois-ci, maintenu aligné avec la verticale. C’est à dire que l’on estime, à l’aide de
l’IMU embarqué, l’attitude du robot, et que l’on utilise cette information pour maintenir la direction
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du regard ﬁxe, quelques soient les mouvements du robot. En annulant ainsi, les mouvements de rotation
liés aux changements d’attitude du robot, on considère que l’œil composé du robot capte uniquement les
mouvements de translations du robot. Il est alors possible, de réaliser des tâches de rejet de perturbations
(type rafales de vent), d’odométrie visuelle, poursuite d’objets (par exemple une main) au dessus de
fond texturé, etc.
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Figure II.12 – a) Principe de l’expérimentation. Le robot est placé au bout d’un bras rotatif, au
dessus d’un panneau texturé. Le regard est découplé du corps du robot à l’aide d’un servomoteur, aﬁn
de maintenir l’orientation du regard à la verticale. Ainsi, lœil mesure directement les pseudo-translations
réalisées par le robot. b) En pointillés rouges, la position du panneau texturé, mesuré par un système
de capture du mouvement externe (système Vicon). En bleu, la position du robot. c) En rouge l’écart
réel entre le robot et le panneau texturé. En bleu, l’écart mesuré par le robot. Adapté de [Colonnier
et al., 2015a].
La ﬁgure II.12b montre donc le principe de l’expérience. Le robot est placé au dessus d’un panneau
texturé, et on utilise seulement quelques pixels de la zone frontale de l’œil composé (ﬁgure II.12a)
pour la tâche de vision. Le robot est monté au bout d’un bras rotatif, lui permettant de réaliser des
mouvements de pseudo-translations latérales. Comme le montrent les ﬁgures II.12b-c, lorsqu’on déplace
manuellement le panneau texturé situé en dessous du robot, celui ci mesure la translation grâce à son
œil et cherche à annuler cette translation. Cela entraine donc naturellement le robot, à suivre les
mouvements du panneau texturé.
La ﬁgure II.13 montre une autre application de cet œil avec le même robot, où cette fois ci, le robot
poursuit les mains d’un opérateur, placées au dessus d’un fond texturé.
Ces résultats sont le fruit de la collaboration avec un autre doctorant, Fabien Colonnier, et ont repris
aussi les travaux de ﬁn de thèse de Raphaël Juston. J’ai alors mis au point les diﬀérents algorithmes
d’estimation d’états, de stabilisation du regard et les diﬀérentes boucles d’asservissements. Ce travail
a ensuite donné lieu à un article de journal dans la revue Bioinspiration & Biomimetics, et le détail de
ces expériences est donné dans [Colonnier et al., 2015a].
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Figure II.13 – a) Principe de l’expérimentation. Un opérateur déplace ses mains au dessus d’un
panneau texturé, le robot suit les déplacements des mains. b) En pointillés rouges, la position du
panneau texturé, mesuré par un système de capture du mouvement externe (système Vicon). En bleu,
la position du robot, et en vert, la position de la main. c) En vert l’écart réel entre le robot et la main.
En bleu, l’écart mesuré par le robot. Adapté de [Colonnier et al., 2015a].
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Design d’un quad-rotor open-source :
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1 Introduction
Dans ce chapitre, nous allons décrire en détail le quadrirotor ainsi que la toolbox Matlab/Simulink
qui ont été développés durant cette thèse. Le quad-rotor et sa suite logicielle ont été développés pour
simpliﬁer la mise en œuvre et le test de nouvelles lois de commandes.
1.1 Objectifs et contexte
Dans cette thèse, nous souhaitions développer de nouvelles lois de commandes bio-inspirées pour
la stabilisation d’un robot aérien en vol libre. Bien que l’élaboration de ces lois puisse être testée et
validée en simulation, j’ai choisi de tester la faisabilité pratique et d’évaluer leurs performances sur un
micro-aéronef. Il a alors été nécessaire de choisir une plateforme permettant de répondre à ces diﬀérents
critères ; la plateforme doit :
— être "petite" : son envergure ne doit pas dépasser les 30 cm de façon à maintenir des dynamiques
rapides,
— permettre d’embarquer entre 50g et 100g de charge utile. La plateforme doit être équipée
d’un système occulo-moteur complet, pesant en tout une cinquantaine de grammes. Il est donc
nécessaire que l’aéronef présente, malgré sa petite taille, une capacité d’emport supérieure au
poids du système visuel bio-inspiré (voir chapitre IV).
— être bon marché, le but étant de pouvoir réutiliser cette plateforme dans d’autres projets de
recherches aﬁn de faciliter la capitalisation,
— fournir un accès à l’ensemble des capteurs embarqués à son bord : Les nouvelles straté-
gies nécessitent le développement de nouveaux algorithmes de fusion de capteurs. Il est donc indis-
pensable de pouvoir accéder à l’ensemble des capteurs présents sur le robot de façon individuelle.
Par exemple, certaines IMU du commerce fournissent directement les estimations d’attitudes,
voire même de positions, sans donner accès aux mesures "bas niveaux" des diﬀérents capteurs
(gyromètres, accéléromètres, etc.)
— être robuste aux crash pour des raisons évidentes, étant donné que de nouveaux algorithmes
vont être testés,
— être entièrement ouverte de façon à faciliter sa programmation, ainsi que la modiﬁcation des
diﬀérents contrôleurs à tous les niveaux,
— Idéalement, oﬀrir une interface de programmation avec Matlab/Simulink. J’ai choisi
de développer l’ensemble des lois de commandes, ainsi que le simulateur de l’aéronef sous Matlab/-
Simulink, car il oﬀre une grande ﬂexibilité, une grande versatilité et propose beaucoup d’outils,
permettant de faciliter le design et l’analyse de lois de commandes.
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Étant donné que le projet de thèse se fait en collaboration entre deux entités de recherche, le
Gipsa-Lab et l’Institut des Sciences du Mouvement, il a été décidé de développer une solution complète
en interne. Bien que de nombreux aéronefs soient présents dans le commerce, développer notre propre
solution, permet de mieux répondre à chacun des points énoncés précédemment. Cela permet également
de proposer une plateforme fortement réutilisable de part son ouverture totale, ce qui permettra de
l’utiliser dans d’autres projets et de la rendre plus ﬁable et polyvalente.
1.2 Choix de la plateforme
Nous avons choisi une plateforme de type quadrirotor. En eﬀet, ce type de plateforme fait preuve
de beaucoup d’agilité en vol, ainsi que d’une grande robustesse de par sa structure simple. Ce type
de plateforme a été largement étudiée dans la littérature, oﬀrant des modèles et des lois de contrôle
éprouvés. De plus, ce type de plateforme fait partie des aéronefs que l’on classe comme VTOL (Vertical
Take Oﬀ and Landing), permettant de décoller et d’atterrir de façon verticale, ce qui limite l’espace
nécessaire pour ces manœuvres. Pour ﬁnir, ce genre de plateforme présente de bonnes performances en
ce qui concerne l’emport de charge utile.
2 Design et dimensionnement
2.1 Structure et composants
Le quadrirotor est composé essentiellement de composants bas coûts disponibles dans le commerce.
— La structure : La structure du quadrirotor, appelée également "frame", est entièrement faite en
PCB d’épaisseur 2mm de 20cm × 20cm et pèse environ 62g. L’utilisation d’une frame en PCB
permet de limiter le nombre de ﬁls présents sur la plateforme, mais surtout de proﬁter d’une
structure, qui assure à la fois un rôle mécanique et électronique. Bien que plus lourde que d’autre
frame présente dans le commerce (micro-quad de chez Hobbyking par exemple), cette frame
(NanoQuad) de chez Flyduino présente l’avantage d’être très solide, car elle est faite d’une seule
pièce. De plus, les raccords reliant l’extrémité de chaque bras, permettent de limiter les torsions
en bout de bras, lors de fortes accélérations angulaires des moteurs. Ceci posait problème dans
une première version du robot, utilisant la frame micro-quad de chez Hobbyking. Cette frame
souﬀrait de fortes vibrations en bout de bras, créant de forts couplages entre les diﬀérents axes :
roulis, tangage et lacet. Ces raccords engendrent cependant une diminution de l’eﬃcacité de la
poussée (voir sous section 4.4.2) à cause de l’occlusion qui en découle.
— Le groupe de propulsion : Le groupe de propulsion est l’élément clé d’un quadrirotor et
conditionne directement les performances dynamiques, ainsi que l’endurance de la plateforme.
On appellera ici propulsion, l’ensemble ESC (contrôleur brushless) + moteur brushless + hélice ;
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j’ai testé durant ma thèse deux types de propulsion :
— Les moteurs Turnigy : Ces moteurs de 3800KV ont l’avantage d’être très bon marché, et
présentent de bonnes performances dynamiques. Chaque moteur est piloté par un ESC TUR-
NIGY PLUSH 6A, équipé d’une hélice 5030 en plastique. Cependant, le couple moteur-ESC
est peu eﬃcient d’un point de vue énergétique (environ 7-9 minutes d’autonomie pour une
plateforme de 307g).
— Les moteurs Tiger : Ces moteurs, bien que plus chers, présentent des performances dyna-
miques un peu moins bonnes que les TURNIGY, mais avec un rendement bien meilleur et
une meilleure ﬁabilité. Ils sont pilotés par des ESC Afro 12A de chez Hobbyking, équipé
d’une hélice plastique 5030 hautes performances. Ce triplet ESC-moteur-hélice présente une
grande eﬃcacité sur le plan énergétique et permet d’atteindre plus de 16 minutes de vol pour
une plateforme de 315 grammes.
— Les tachymètres : Contrairement à ce que laisse penser le nom "ESC" (Electronic Speed Control-
ler), les contrôleurs brushless de base ne réalisent qu’un pilotage en boucle ouverte des moteurs
et n’asservissent donc pas la vitesse de rotation. Pour des besoins évidents (voir section 2.5), j’ai
mis en œuvre un asservissement local de la vitesse des moteurs, grâce à des tachymètres (égale-
ment conçus durant ma thèse) permettant de mesurer la vitesse de rotation de chaque moteur.
En fonction des moteurs (Turnigy ou Tiger), les tachymètres diﬀèrent légèrement. Pour plus de
détails se référer à la partie 2.5.
— Les supports de cartes : Dans un premier temps, nous avions choisi de monter les cartes sur
"silentbloc" aﬁn de ﬁltrer passivement les vibrations des moteurs et améliorer les mesures de la
centrale inertielle. Cependant, nous avons remarqué que ces derniers n’apportaient pas grand chose
et qu’il fallait de toute façon utiliser le ﬁltre passe-bas analogique de la centrale inertielle, pour
limiter les bruits de mesures. Les diﬀérentes cartes électroniques sont donc montées directement
sur la structure, grâce à des colonnettes en plastique et une pièce de prototypage rapide.
— Les pieds : Il a été ajouté des pieds en carbone de 9 grammes chacun (pieds Hobbyking) aﬁn
de protéger l’œil lors des atterrissages et décollages. Chaque pied a ensuite été raccourci, aﬁn de
gagner du poids et passer de 9 à moins de 6 grammes par pied.
2.2 Modules de calcul
X4-MaG est composé en tout de trois modules de calcul distincts jouant chacun un rôle diﬀérent :
— Le micro-contrôleur DsPic33FJ128GP206 de chez Microchip permet de réaliser à 500Hz l’asser-
vissement en vitesse de chacun des rotors.
— La Nanowii est une carte Arduino, équipée d’un micro-contrôleur ATmega32u4 et d’une cen-
trale inertielle 6 axes (accéléromètres 3 axes et gyromètres 3 axes), permet de réaliser l’asser-
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vissement en attitude du quadrirotor en mode manuel, grâce à des commandes émises par une
radio-commande de modélisme.
— La Gumstix Overo AirSTORM, équipée d’un processeur de 1GHz, de 128MB de RAM et fonc-
tionnant sous Linux, permet de réaliser l’asservissement en position du X4, lorsque celui-ci est
connecté à une station sol et au système de capture de mouvement Vicon de l’arène de vol.
Cette carte est entièrement programmable depuis MATLAB/Simulink grâce à la toolbox que j’ai
développée durant ma thèse (voir la section 6).
L’utilisation de ces trois contrôleurs permet de mieux répartir la charge de calcul, mais aussi de séparer
les boucles de contrôle de haut niveau et de bas niveau. Cela permet également de mettre en place une
certaine hiérarchie, dans les contrôleurs, permettant à la fois d’apporter de la redondance en cas de
défaillance d’un des contrôleurs et d’assurer la reprise en contrôle manuel à tout instant.
Ces diﬀérents points sont abordés dans la partie suivante.
2.3 Architecture logicielle et matérielle
Dans cette partie, je présenterai les diﬀérents choix de conception qui ont été réalisés pour le
quadrirotor X4-MaG. Durant ma thèse, j’ai mis au point plusieurs conﬁgurations qui se présentent sous
forme de modules :
1. Basic conﬁguration : cette conﬁguration de base ne fournit qu’un pilote manuel via une radio-
commande de modéliste, et pilote les moteurs en boucle ouverte,
2. Deluxe conﬁguration : cette conﬁguration ajoute à la première une boucle de contrôle de la
vitesse des rotors, permettant d’améliorer la réactivité et la stabilité,
3. Accademic conﬁguration : cette conﬁguration ajoute un contrôleur haut niveau fonctionnant
sous Linux et entièrement programmable via Matlab/Simulink,
4. Fly conﬁguration : cette conﬁguration ajoute un système de vision découplé du corps du robot
(voir chapitre IV pour la conception du système occulo-moteur et chapitre V pour les résultats
obtenus en vol autonome),
Chacune de ces versions peut être équipée de deux systèmes de propulsion diﬀérents : le premier étant
basé sur des moteurs TURNIGY bas coût, et le second sur des moteurs TIGER hautes performances.
Les conﬁgurations 1 à 3 sont décrites en détails dans la rubrique "X4-MaG documentation" du site
internet lié au projet (http://www.gipsa-lab.fr/projet/RT-MaG) et ne seront pas décrites ici. Par la
suite, nous décrirons uniquement la dernière version qui regroupe l’ensemble des modules et qui utilise
le système de propulsion basé sur les moteurs Tiger (notés T-Motor).
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2.3.1 Architecture matérielle
La ﬁgure III.1 montre les connexions qui existent entre les diﬀérents composants de X4-MaG. La
carte contrôle moteur, a été placée comme un élément central et permet de gérer l’asservissement
en vitesses des moteurs, de distribuer les alimentations aux diﬀérents composants et de réaliser les
adaptations de niveaux de tension sur les bus de communications. En eﬀet, la Gusmtix fonctionne à
une logique de 1.8V, alors que la Nanowii et la carte contrôle-moteurs, dénommée RCB dans la suite
(Rotor Control Board), fonctionne à 3.3V. La carte contrôle-moteurs distribue également l’alimentation
fournie par les BEC des contrôleurs brushless (Battery Eliminator Circuit) aux diﬀérents composants,
à savoir la Gumstix, la Nanowii, les servomoteurs (utilisés pour actionner l’œil présenté dans le chapitre
IV).
Le choix de cette conﬁguration matérielle s’explique par la modularité qu’elle oﬀre. En eﬀet, j’ai
choisi de l’organiser de façon hiérarchique, aﬁn de faciliter le "debug" et de pouvoir moduler la complexité
de la plateforme. Il est alors très facilement possible de disposer de trois conﬁgurations diﬀérentes :
— Nanowii seule : La Nanowii fournit des consignes de vitesses pour les moteurs sous forme de
PWM. Ainsi, si l’on choisit de ne pas utiliser la carte contrôle moteur, il suﬃt de relier directement
la Nanowii aux diﬀérents ESC pour avoir accès au mode manuel. Les moteurs sont alors pilotés
en boucle ouverte.
— Nanowii et RCB : La Nanowii n’est plus connectée directement aux moteurs, mais envoie ses
consignes à la RCB (toujours sous forme de PWM, ce qui permet de ne rien changer au software
de la Nanowii). La RCB quant à elle, grâce aux retours tachymétriques, assure l’asservissement en
boucle fermée de la vitesse des quatre rotors. Cette solution permet d’obtenir un comportement
plus dynamique et plus ﬁable (voir section 2.5).
— Nanowii, RCB et Gumstix : Dans cette dernière conﬁguration, la Nanowii fournit toujours
un mode manuel (qui peut être activé à tout moment par la télécommande) mais peut également
fonctionner en tant qu’esclave de la Gumstix. Dans ce dernier cas, elle ne fait que relayer les
consignes moteurs générées par la Gumstix. Cette conﬁguration permet de tester des algorithmes
beaucoup plus complexes, grâce à la forte capacité de calcul de la Gumstix. De plus, la Gumstix
étant directement programmable depuis Simulink, cette conﬁguration oﬀre une plateforme de
développement idéale pour tester rapidement de nouveaux algorithmes. La RCB assure alors, en
plus de l’asservissement en vitesses des moteurs, les diﬀérentes adaptations de tensions pour les
bus de communications partagés par la Nanowii et la Gumstix.
— Nanowii, RCB, Gumstix + Vision : Cette conﬁguration est identique à la précédente, mais
fournit en plus un système visuel (voir le chapitre IV). Le système de vision, doté d’un micro-
contrôleur DsPIC33EP512GP806, est alors relié à la Gumstix via une liaison SPI cadencée à 12
MHz.
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Figure III.1 – Les interconnexions des diﬀérents composants de X4-MaG. Les quatres ESC fournissent
une alimentation stabilisée à 5V à partir de la batterie. La Gumstix est reliée par une liaison UART à
115200 bauds avec la Nanowii aﬁn de transmettre les consignes de vitesses de rotations des rotors, et
de récupérer les données inertielles de la Nanowii ; l’adaptation de tension de 1.8V à 3.3V est assurée
par des "level translators" situés sur la carte contrôle moteur. La Nanowii envoie des consignes moteurs
grâce à 4 PWM à la carte contrôle-moteur (RCB) qui asservit la vitesse des rotors via les ESC. La
mesure de vitesse de rotation des moteurs arrive de la tachy de chaque moteur. De plus la Nanowii
récupère à 50 Hz les commandes manuelles provenant d’une télécommande grâce à un récepteur radio.
Enﬁn la Gumstix peut piloter 2 servomoteurs grâce à 2 sorties PWM. L’alimentation des servomoteurs,
ainsi que l’adaptation des signaux de commandes provenant de la Gumstix, sont encore une fois gérées
par la carte contrôle moteur. Enﬁn, une supervision de la vitesse des moteurs est réalisée grâce à une
liaison UART à 230400 bauds entre la RCB et la Gumstix.
Dans ce mémoire, nous ne nous intéresserons qu’aux deux dernières conﬁgurations. Des informations
à propos des deux premières peuvent être obtenues sur le site internet du projet à l’adresse suivante :
http://gipsa-lab.fr/projets/RT-MaG/.
2.3.2 Architecture logicielle
La partie logicielle a été pensée et construite de façon à être compatible avec les diﬀérentes conﬁ-
gurations matérielles citées précédemment. Ainsi, il est possible de passer d’une conﬁguration à une
autre, sans avoir à apporter de modiﬁcations à la structure du logiciel.
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Le contrôleur bas niveau (la Nanowii) se trouve donc à une position centrale, d’un point de vue
logiciel, car c’est elle qui recueille les mesures de l’IMU, et transmet les consignes des rotors (soit aux
rotors directement, soit à la RCB). En eﬀet, quelque soit le mode de fonctionnement (pilotage manuel
par la Nanowii ou le pilotage automatisé par la Gumstix), c’est la Nanowii qui génère systématiquement
les commandes PWM pour les rotors. Ceci présente l’avantage de passer d’un mode à l’autre sans rien
avoir à changer d’un point de vue hardware. Cela permet également de reprendre le contrôle manuel à
n’importe quel moment, via la radio-commande. Enﬁn, une sécurité additionnelle a été prévue, aﬁn de
permettre à la Nanowii de reprendre le contrôle de façon automatique, en cas de défaillance du contrôleur
haut niveau (Gumstix). Les diﬀérents modes de fonctionnements sont décrits dans le paragraphe suivant.
Architecture Logicielle et sécurités : La ﬁgure III.2, met en évidence la structure logicielle qui
a été mise en place pour X4-MaG. Le quadrirotor X4-MaG a été pensé pour fournir une plateforme,
permettant de tester en toute sécurité, des algorithmes de navigation dans l’arène de vol de Marseille
(voir la section 2.4 pour une description de cette arène et de son fonctionnement). Pour cela, il présente
deux calculateurs diﬀérents : un calculateur haut niveau (la Gumstix) et un calculateur bas niveau (la
Nanowii). Chacun de ces calculateurs présente plusieurs types de contrôleurs utilisés dans diﬀérents
modes :
— Le calculateur haut-niveau (Gumstix) présente :
— Un mode expérimental : c’est un mode qui repose sur le contrôleur à tester/valider et qui
utilise les capteurs embarqués. Ce mode est enclenché à la demande de l’utilisateur (Flag),
mais ne s’enclenche que sur validation du bloc de supervision Gumstix.
— Un mode de secours : il repose sur les mesures du système Vicon et sur une architecture de
contrôle, qui a été validée et qui est considérée ﬁable. Ce contrôleur reprend la main (sur
décision d’un bloc de supervision) lorsque le mode expérimental s’écarte trop des objectifs
de mission ﬁxés.
— Le calculateur bas niveau (Nanowii) présente :
— Un mode automatique : ce mode repose sur le calculateur haut niveau. Il lui transmet les
informations de l’IMU et applique les consignes déterminées par le calculateur haut niveau
aux rotors.
— Un mode fail-safe : ce mode à pour but de maintenir le robot en vol stationnaire à la position
actuelle, en cas de défaillance du contrôleur haut niveau, lorsque le mode automatique était
enclenché. Il s’enclenche automatiquement dès lors que le calculateur haut niveau ne répond
plus pendant plus de 50 ms. Étant donné que dans sa conﬁguration actuelle, la Nanowii ne
dispose pas de mesure de l’altitude (baromètre, télémètre, etc.), le contrôleur "maintient" au
mieux l’altitude, en appliquant une poussée constante compensant la pesanteur. Le but de
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ce mode est donc juste de stabiliser au mieux le robot, aﬁn de laisser le temps à l’opérateur
de reprendre le contrôle manuel.
— Un mode manuel : ce mode permet un contrôle manuel du robot via une radio-commande
de modéliste. Ce mode peut être activé à n’importe quel moment via un interrupteur dédié
sur la radio-commande.
Gumstix
Fs = 400Hz
< 2ms
NanoWii
Station Sol
Fs = 100Hz
< 1ms
Fs = 50Hz
< 20ms
Fs = 500Hz
< 3ms
Fs = 400Hz
< 0.1ms
Charge Expérimentale
Radio-
Commande
Vicon
Récepteur
Radio-Commande
Figure III.2 – La structure logicielle du quadrirotor X4-MaG. Diﬀérents modes de fonctionnement
sont disponibles aﬁn de sécuriser la plateforme. Le mode expérimental de la Gumstix permet de tester
de nouveaux algorithmes utilisant une charge expérimentale (capteurs embarqués). Dans le mode ex-
périmental ou de secours, la Nanowii se contente de transmettre les consignes aux rotors calculées par
la Gumstix. Un bloc de supervision Gumstix permet de basculer automatiquement sur le contrôleur
de secours, si le robot s’écarte trop de son objectif. De même, en cas de défaillance de la Gumstix, le
superviseur Nanowii enclenche le mode fail-safe pour stabiliser au mieux le robot, en attendant une
reprise manuelle. Enﬁn, le mode manuel de la Nanowii permet d’asservir la poussée et l’attitude sur les
consignes envoyées par la radio-commande. Ce mode manuel peut être enclenché à tout moment par
l’utilisateur car il dispose de la priorité la plus élevée.
La ﬁgure III.2 présente donc la structure logicielle avec les niveaux de priorité des diﬀérents modes,
qui apparaissent en orange dans les "switchs" de la Gumstix et la Nanowii ; le niveau de priorité maxi-
mum étant 0. Chaque contrôleur peut préempter (c’est à dire prendre la main) tous les contrôleurs de
niveau inférieur et être préempté par un contrôleur de priorité supérieure (sur décision des blocs de
supervision de chaque calculateur). Le contrôleur de secours de la Gumstix peut préempter le contrô-
leur expérimental, si celui ci ne remplit pas ses objectifs sur décision du bloc supervision. Actuellement,
le bloc supervision active le contrôleur de secours, si la position réelle du robot est éloignée de plus
de 75cm de la consigne ﬁxée (la procédure de transition est décrite plus longuement dans la section
7.4.2). Le contrôleur fail-safe de la Nanowii reprend la main si la Gumstix n’a pas envoyé de donnée
sur la liaison UART pendant plus de 50 ms, ce qui est symptomatique d’un dysfonctionnement du
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calculateur haut niveau. Enﬁn, le contrôleur manuel de la Nanowii peut reprendre la main à n’importe
quel moment sur l’ordre de la radio-commande de l’utilisateur.
Remarque III.1: La reprise automatique du quadrirotor par le contrôleur de secours est illustrée
dans la section 7.4 par la ﬁgure III.24.
2.4 Arène de vol et conditions expérimentales
L’ensemble des expérimentations qui sont présentées dans ma thèse, ont été réalisées dans la nouvelle
arène de vol de Marseille (voir ﬁgure III.3 et le site internet www.marseilles-ﬂying-arena.eu). Cette
dernière fournit un espace de vol reconﬁgurable d’une taille maximale de 6m×6m×8m et couvert par
17 caméras Vicon T-40s. Une vue CAO de cette salle est disponible sur la ﬁgure III.3a. Le volume
de vol peut être ajusté en faisant monter ou descendre la structure motorisée supportant les caméras.
Une photographie de l’arène de vol durant le protocole de calibration est donné dans la ﬁgure III.3b.
Dans cette arène, un ou plusieurs robots, peuvent être localisés simultanément avec une précision
sub-millimétrique. En eﬀet, une fois la calibration réalisée, la précision de localisation (écart type des
mesures) est inférieure à 0.2mm (voir l’annexe A).
a) b)
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Vicon camera
Motor
Figure III.3 – a) CAO (Conception Assistée par Ordinateur) de la nouvelle arène de vol de Marseille
(Institut des Sciences du Mouvement, à Marseille, www.ﬂying-arena.eu) composée d’une structure tu-
bulaire motorisée en aluminium équipée de 17 caméras Vicon T-40s. b) Photographie de l’arène de vol
de 6× 8× 6m3 lors d’une phase de calibration.
Durant ma thèse, j’ai fortement contribué au déploiement de cette salle. J’ai notamment réalisé
un bloc Simulink permettant de recueillir en temps réel jusqu’à 500Hz l’ensemble des données Vicon
(positions, quaternion matrice de rotation, etc.) via une interface utilisateur GUI (Graphical User
Interface) donnant accès à l’ensemble des objets, marqueurs ou segments visibles par le système Vicon.
Le bloc consiste en une s-function C++ exploitant les SDK C++ (Software Development Kit) fournis
par Vicon. Ce bloc Simulink est disponible en open-source sur le site internet de la toolbox RT-MaG et
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est d’ores et déjà utilisé par d’autres universités (West Virginia University par exemple). J’ai également
mis en place un protocole (décrit dans le détail dans l’annexe A) aﬁn de déterminer la précision de la
localisation de ce système en fonction de la position 3D. De même, j’ai évalué les latences du système
d’acquisition complet (motion capture + réseau). Les latences du système de capture sont évaluées et
données directement par le système Vicon, et j’ai évalué les latences liées aux réseaux, grâce à des outils
de capture réseaux (le "sniﬀeur" réseaux WireShark, voir [Wireshark Foundation, 2006]) sur de longues
périodes de fonctionnement (plus de 30 minutes).
Fonctionnement dans l’arène de vol : Durant l’ensemble des expériences présentées dans cette
thèse, trois systèmes sont systématiquement présents et interagissent entre eux :
— Le système de capture du mouvement Vicon, qui permet de localiser avec une grande
précision (< 0.2 mm) les marqueurs équipant les robots. La localisation est réalisée à une fréquence
de 500 Hz et présente des latences très faibles (< 3 ms, qui regroupe les latences dues au système
Vicon lui même et aux latences liées au réseau Ethernet).
— Une station sol, qui envoie les positions du robot mesurées par le Vicon au calculateur haut
niveau de X4-MaG. Cette station sol permet d’envoyer les consignes de position (waypoints),
mais également d’enregistrer et de superviser l’ensemble des données calculées et envoyées via
une connexion WIFI.
— Le quadrirotor X4-MaG est équipé d’une Gumstix Overo entièrement programmée grâce à
la toolbox RT-MaG, développée pendant ma thèse. Le pilote automatique calcule de façon com-
plètement autonome les trajectoires permettant de relier les waypoints envoyés par la station
sol.
L’ensemble des liens de communications et des programmes du calculateur haut niveau (Gumsitx) a
été conçu, réalisé et testé sur Matlab/Simulink, qui permet également de réaliser la tâche de supervision
temps réel via une station sol. Durant les expérimentations, les données du robot sont supervisées via le
WIFI à une fréquence de 100Hz. L’exécution temps réel du modèle Simulink de la station sol est réalisée
grâce au logiciel QUARC® 2.0 ( [Quanser, 2009]). Le robot exécute également un modèle Simulink en
temps réel (un exemple est donné par la ﬁgure III.22) sur le Linux embarqué de la Gumstix grâce à
la toolbox RT-MaG (voir [Manecy, 2014]). Le quadrirotor est entièrement autonome d’un point de vue
ressources calculatoires, étant donné que l’ensemble des estimateurs et contrôleurs sont exécutés sur la
Gumstix (le contrôle de position est exécuté à 100Hz, l’estimation et le contrôle d’attitude sont opérés
à 400Hz).
2.5 Groupe de propulsion et asservissement local
Comme expliqué précédemment, il est possible d’utiliser pour X4-MaG, deux systèmes de propul-
sions diﬀérents. Ces deux systèmes de propulsions sont basés sur le même schéma de commandes : Les
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moteurs sont pilotés en tensions par des ESC qui reçoivent des consignes de vitesses sous forme de
PWM. Ces ESC réalisent un pilotage en boucle ouverte des rotors, ne permettant donc pas de contrôler
ﬁnement la vitesse de rotations des hélices.
Nous ne présenterons ici que le système de propulsion utilisant les moteurs Tiger (voir la section 2.1).
La mise en œuvre pour l’autre système de propulsion est identique, et seuls les paramètres intrinsèques
des moteurs changent (valeur de seuil, vitesses max, temps de réponse, etc.) Nous présentons donc ici
la mise en œuvre d’un asservissement en boucle fermée de la vitesse des moteurs aﬁn d’améliorer les
performances dynamiques des rotors et de linéariser leur comportement.
2.5.1 Type de propulsion et Interfaces
Depuis maintenant plusieurs années, les moteurs de type "Brushless", se sont démocratisés dans le
domaine des multi-rotors. En eﬀet, ce type de moteur présente de nombreux avantages par rapport à
leurs prédécesseurs (les moteurs à courant continu). Par exemple :
— Ils présentent de meilleurs rendements, du fait de l’absence de balais (réductions des frottements),
— L’absence de balais augmente grandement leur durée de vie, évitant ainsi une usure prématurée
et par conséquent une variabilité des paramètres durant la durée de vie du moteur,
— Ils permettent également un montage des hélices directement sur l’axe du moteur, sans passer
par un étage de réduction, améliorant ainsi grandement le rendement et la ﬁabilité du groupe de
propulsion.
Cependant, le pilotage de ce type de moteur est plus complexe étant donné qu’il s’agit de moteurs
triphasés asynchrones. L’utilisation de circuit électronique de commandes spécialisées que l’on appelle
ESC, ou contrôleur Brushless, est donc indispensable. Ces éléments permettent de générer les signaux de
puissance pour le moteur, et fournissent la plupart du temps une alimentation 5V stabilisée, permettant
d’isoler l’alimentation du circuit de commande (BEC, Battery Electronic Canceller). Les ESC reçoivent
des consignes sous forme de PPM et réalise la plupart du temps un pilotage en boucle ouverte des
moteurs, ce qui rend leur fonctionnement sensible aux perturbations aérodynamique, et aux variations
de l’alimentation électrique. Les consignes sont alors plus exactement assimilables à des consignes de
puissances fournies au moteur, qu’à de véritables consignes de vitesses.
Dans le cadre de ces travaux, nous souhaitons disposer d’une boucle de contrôle eﬃcace sur la
vitesse de rotation des rotors, car cela nous permettra par la suite, de contrôler les couples appliqués
au quadrirotor (sous certaines hypothèses, voir section 2.5.3 et 4.4.2). Nous décrivons donc ici la mise
en place de cet asservissement, ainsi que sa mise en œuvre sur la carte RCB.
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Figure III.4 – Boucle d’asservissement des rotors. Les consignes de position sont envoyées à la RCB
par la Nanowii sous forme de signaux PPM. La vitesse de rotation des rotors est obtenue à partir des
impulsions générées par un capteur à eﬀet hall (placé très près de la cage tournante du moteur brushless).
Un correcteur PI avec anti-windup et feeforward permet de générer les commandes à envoyer aux ESC,
qui pilotent les moteurs en puissance. Les consignes de vitesses des rotors proviennent directement de la
Nanowii, en cas de pilotage manuel. En mode automatique, les consignes sont générées par la Gumstix
qui monitore également, via une liaison UART, la vitesse de rotation des rotors.
2.5.2 Identiﬁcation en boucle ouverte de la dynamique des rotors
La première étape consiste donc à identiﬁer le modèle dynamique du couple ESC+moteur ainsi
que les diﬀérents paramètres tels que les seuils de démarrage, les temps de synchronisation, les vitesses
maximales et minimales atteignables, etc. La ﬁgure III.4 résume donc les interfaces du système de
propulsion dans son ensemble, incluant les tachymètres permettant la mesure de vitesse de rotation.
L’entrée de commande UiESC du rotor i doit être un signal de type PPM (signal en créneau), ayant une
fréquence comprise entre 50 Hz et 500 Hz. La consigne est codée sur la durée à l’état haut du signal,
qui doit être comprise entre 1000 µs et 2000 µs, et correspondant respectivement à une consigne de
vitesse nulle et maximale. En réalité, toutes les valeurs de commande inférieures à un certain seuil, sont
considérées comme étant une consigne de vitesse nulle. Les mesures de vitesses sont obtenues grâce
à des tachymètres, réalisés spécialement et qui sont disposés au plus près du rotor (voir ﬁgure III.4).
Les tachymètres ne sont autres que des capteurs à eﬀet hall, générant une impulsion à chaque passage
d’un pôle du moteur. Connaissant le nombre de pôles d’un moteur, il est alors aisé de remonter à sa
fréquence de rotation, en observant le temps écoulé entre chaque impulsion. Si un trop grand nombre
d’impulsions est généré par tour (du fait d’un trop grand nombre de pôles), il est possible de diviser
la fréquence en utilisant une simple bascule logique D (ou encore le diviseur de fréquence des entrées
Input Capture du micro-contrôleur).
L’identiﬁcation du modèle dynamique du système de propulsion peut être réalisé directement à par-
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Figure III.5 – a) La réponse en boucle ouverte des diﬀérents rotors pour des échelons de commande de
100. En bleu la réponse en vitesse du robot 1, en vert du rotor 2, en jaune du rotor 3 et en rouge du rotor
4. On remarque que pour des mêmes échelons de commande, plus on demande des vitesses de rotation
élevées, plus l’échelon de vitesse obtenu est faible (on obtient échelon de 12 Hz à 50 Hz et de seulement
6.5 Hz à 110 Hz). b) Zoom correspondant à l’encadré jaune de la ﬁgure a. La réponse de chacun des
rotors diﬀère en amplitude et temps de réponse. On observe également, vers la ﬁn (t = 74.7s), une
variation de toutes les vitesses, liée à une variation de l’alimentation électrique. On note que le rotor
1 présente un bruit de mesure très important, probablement dû à du bruit électronique sur la voie du
tachymètre 1.
tir du robot, sans avoir à ajouter de système de mesure ou de contrôle extérieur. En eﬀet, l’émission des
commandes et la lecture des mesures se font entièrement par le bus de communication UART, existant
entre la RCB (contrôleur bas niveau des moteurs) et la Gumstix (contrôleur haut niveau). La carte
RCB dispose d’un mode open-loop qui, une fois activé, permet d’appliquer directement les commandes
venant du contrôleur haut niveau (c’est à dire la Gumstix), sans eﬀectuer aucun asservissement. Ainsi,
l’identiﬁcation du modèle dynamique des rotors peut être eﬀectuée à n’importe quel moment sans avoir
besoin d’un banc extérieur. Le robot est simplement lesté à l’aide de poids, de façon à ne pas pouvoir
décoller lors de la phase d’identiﬁcation en open-loop. Cette méthode présente également l’avantage
d’identiﬁer le modèle dans sa globalité c’est à dire avec les retards introduits par le bus de communi-
cation. L’identiﬁcation se fait simplement, en appliquant une série d’échelons de commande depuis le
contrôleur haut niveau. Les commandes appliquées ainsi que les vitesses mesurées par les tachymètres
sont enregistrées aﬁn d’en déduire un modèle dynamique du système sous forme de fonction de transfert.
La réponse en boucle ouverte des moteurs Tiger est donnée en ﬁgure III.5. On remarque que le
temps de réponse des moteurs ainsi que le gain, sont assez diﬀérents selon le point de fonctionnement
(la vitesse de rotation du moteur). De même, le temps de réponse varie fortement, selon que l’on
demande au moteur d’accélérer ou de ralentir (jusqu’à 2 fois plus long). Il a donc été décidé d’identiﬁer
un modèle, pour plusieurs point de fonctionnement, aﬁn de décrire ces variations. Pour cela, on applique
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une succession d’échelons en montée puis en descente (accélération et décélération) et on enregistre les
commandes appliquées ainsi que la réponse en vitesses des moteurs. Ensuite, les données sont ﬁltrées
à l’aide d’un ﬁltrage parallèle, aﬁn de rendre l’identiﬁcation moins sensible au bruit de mesure (on
applique simultanément un ﬁltre du premier ordre, ayant une fréquence de coupure à 7 Hz sur la
commande et la mesure). Ensuite, une fonction de transfert de type premier ordre est identiﬁée grâce
à un modèle ARMAX, pour la montée et la descente, à chacun des points de fonctionnement.
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Figure III.6 – En bleu la vitesse mesurée du moteur, et en rouge le modèle identiﬁé. Ici pour faciliter
la comparaison, l’axe des ordonnées représente un écart de fréquence de rotation en Hertz. a) Échelon
de 1200 à 1300. b) Échelon de 1300 à 1400. c) Échelon de 1400 à 1500. d) Échelon de 1500 à 1600. e)
Échelon de 1600 à 1700. f) Échelon de 1700 à 1800. g) Échelon de 1900 à 1800. h) Échelon de 1900 à
1800. i) Échelon de 1800 à 1700. j) Échelon de 1700 à 1600. k) Échelon de 1600 à 1500. l) Échelon de
1500 à 1400. m) Échelon de 1400 à 1300. n) Échelon de 1300 à 1200.
Les ﬁgures III.6a-n comparent la réponse du modèle identiﬁé, à la réponse réelle du système pour
quelques points de fonctionnement, pour des accélérations (III.6a-g) et des décélérations (III.6h-n). Le
tableau III.1 recense les paramètres des fonctions de transferts identiﬁées pour l’ensemble des points de
fonctionnement. On remarque que plus la fréquence de rotation est élevée, moins l’échelon de commande
a d’eﬀet ; alors que pour un échelon de commande allant de 1200 à 1300, la fréquence de rotation
augmente de 12 Hz, elle n’augmente que de 6.5 Hz pour une échelon de 1800 à 1900. Cela s’explique par
les forces de frottement aérodynamique qui sont de plus en plus importantes. L’amplitude de fréquence
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obtenue étant plus faible, le régime permanent est atteint plus rapidement. C’est à dire que plus la
fréquence de rotation augmente, plus la constante de temps et donc le temps de réponse diminue.
Modèles à la montée
a b c d e f g
G 0.1211 0.0978 0.0937 0.1108 0.1021 0.0913 0.0651
τ 0.1249 0.0953 0.0911 0.0711 0.0442 0.0448 0.0509
Modèles à la descente
h i j k l m n
G 0.0707 0.0963 0.1061 0.1074 0.0870 0.0963 0.1184
τ 0.1009 0.0559 0.0616 0.0605 0.0943 0.1184 0.1507
Table III.1 – Les paramètres des modèles dynamiques qui ont été identiﬁés pour diﬀérents points de
fonctionnement. Les modèles sont identiﬁés par une lettre qui correspond au résultats présentés dans
la ﬁgure III.6
On déduit donc de cette étude une plage de variation pour chacun des paramètres G et τ , ainsi
qu’un modèle moyen, donné par le tableau III.2. On remarque que la constante de temps τ varie sur une
plage de plus de 80% et le gain G sur une plage de plus de 30%. Cela prouve bien que les couples générés
pour contrôler l’attitude du robot, sont fortement dépendants du point de fonctionnement des moteurs.
Cela justiﬁe donc bien la nécessité de réaliser un asservissement local des moteurs, aﬁn de rendre les
performances des moteurs identiques quelque soit le point de fonctionnement, ce qui permettra d’obtenir
un asservissement d’attitude plus précis. De plus, en réalisant cet asservissement, on peut facilement
connaître la poussée totale générée, ce qui s’avérera particulièrement utile pour la suite, lorsqu’on aura
à estimer les diﬀérents états du robot comme les vitesses latérales, positions, etc. (voir le chapitre V).
Min Max Mean Std Std [%] MaxVar [%]
G 0.065 0.121 0.097 0.016 ±16.3 ±33.1
τ 0.044 0.151 0.053 0.033 ±39.6 ±81.2
Table III.2 – Paramètres moyens et plage de variations des modèles des propulseurs du quadrirotor
X4-MaG avec moteur Tiger et les Afro ESC 12A de chez HobbyKing.
2.5.3 Asservissement en boucle fermée
Enjeux et rappel théorique Le but de l’asservissement en vitesse des rotors est de contrôler la
poussée générée par chaque rotor, qui est directement liée au couple appliqué au corps du quadrirotor.
Dans le cas d’un quadrirotor en conﬁguration X4 (en opposition a +4 ), la relation existant entre les
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couples et la poussée de chaque rotor est décrite par :


Γφ
Γθ
Γψ

 = sin
(
π
4
)
−1 1 1 −1
−1 −1 1 1
1 −1 1 −1


︸ ︷︷ ︸
M


T1
T2
T3
T4

 (III.1)
Où Γφ, Γθ et Γψ représentent les couples de roulis, tangage et lacet (c’est à dire autour des axes ~x, ~y
et ~z respectivement) ; Ti représente la poussée générée par le rotor i.
Les couples résultent donc d’une combinaison linéaire des poussées de chacun des rotors, et le
passage de l’un à l’autre, s’opère grâce à la matrice M (qui est une matrice constante). Il suﬃt donc,
pour contrôler les couples, d’asservir la poussée des rotors. Or, celle-ci est facilement déduite de la
vitesse de rotation des rotors grâce à la relation suivante :
Ti = cT .ω2ri (III.2)
Où Ti est la poussée du rotor i, et ωri , sa vitesse de rotation. Le paramètre cT est un paramètre
aérodynamique constant qui dépend de la géométrie et la "souplesse" de l’hélice, et qui peut être
facilement identiﬁé par des tests de poussée statique (voir section 4.4).
−+ +
+
+
+
+
−+
+ −
+
+
−
Figure III.7 – La boucle de contrôle de la vitesse des rotors est constituée d’un pré-ﬁltre de consigne,
d’un correcteur PI classique, associé à un double anti-wind-up et à un terme d’anticipation. Le correcteur
PI est ajusté de façon à obtenir une dynamique bien plus rapide que celle du pré-ﬁltre, ce qui assure une
bonne poursuite de la consigne ﬁltrée. Le terme d’anticipation permet de générer, à priori, la réponse
souhaitée aﬁn de limiter encore plus l’écart de poursuite. Enﬁn une double boucle d’anti-windup permet
d’éviter les "overshoots" et "undershoots", liés à l’intégrateur.
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Cahier des charges et implication Pour obtenir une réponse linéaire sur le couple, il est donc
nécessaire d’obtenir une réponse linéaire et parfaitement identique sur chacun des rotors. En eﬀet, si
l’on note Γ⋆x les références de couples souhaitées, et Hdes(p) la dynamique en boucle fermée souhaitée,
on a alors Γx(p) = Hdes(p).Γ⋆x(p). Ce qui implique que l’équation III.1 devient :


Γφ
Γθ
Γψ

 = Hdes(p)


Γ⋆φ
Γ⋆θ
Γ⋆ψ

 =M.Hdes(p).


T ⋆1
T ⋆2
T ⋆3
T ⋆4

 =M.


Hdes(p).T ⋆1
Hdes(p).T ⋆2
Hdes(p).T ⋆3
Hdes(p).T ⋆4

 (III.3)
On note donc qu’il est important que Ti(p) = Hdes(p).T ⋆i (p), avec Hdes(p) toujours la même fonction.
Pour obtenir cela nous allons utiliser la structure de contrôleur donnée par la ﬁgure III.7 et décrit
par l’équation suivante :


Ui = kp(ω⋆rfi − ω¯ri) + ki
∫ t
0
(
kp.(ω⋆rfi − ω¯ri)− kaw.∆sat
)
dt
∆sat = Ui − σsat1maxsat1min (Ui)︸ ︷︷ ︸
∆sat1
+σsat1maxsat1min (Ui) + ff(ω
⋆
ri)− σsat2maxsat2min (σsat1maxsat1min (Ui) + ff(ω⋆ri))︸ ︷︷ ︸
∆sat2
UESCi = σ
sat2max
sat2min
(σsat1maxsat1min (Ui) + ff(ω
⋆
ri))
(III.4)
Où i représente le numéro du rotor, σba représente la fonction saturation avec comme saturation
basse a et saturation haute b. ω⋆rfi et ω¯ri sont respectivement la consigne de vitesse ﬁltrée et la mesure
de vitesse du rotor i. Les saturations sont choisies comme suit :


sat1min = Tupmin − Tupmax
sat1max = Tupmax − Tupmin
sat2min = Tupmin
sat2max = Tupmax
(III.5)
Où Tupmin = 1120 et Tupmax = 2000 correspondent respectivement à la commande minimale et
maximale pour UESCi . Leur valeur représente un temps à l’état haut de la commande PPM, exprimé
en microsecondes.
Mise en œuvre Sur la base des résultats précédents, on réalise donc un asservissement en boucle
fermée de la vitesse. Étant donné qu’il n’est pas possible de faire freiner le moteur (les ESC utilisés ne
le permettent pas), la dynamique du moteur ne peut presque pas être modiﬁée sur les décélérations.
Or, si l’on veut obtenir un comportement linéaire sur le couple comme décrit par l’équation III.3,
il est nécessaire de choisir une dynamique en boucle fermée qui soit accessible, aussi bien pour les
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accélérations que pour les décélérations. Pour obtenir cela on utilise la structure de contrôleur illustrée
par la ﬁgure III.7. La dynamique du préﬁltre de consigne Hdes(p) =
1(
1
2πfc
p+ 1
)2 avec fc = 7Hz a été
choisie pour correspondre à la dynamique de décélération la plus rapide atteignable par les rotors.
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Figure III.8 – a) Réponse indicielle d’un rotor en boucle ouverte en bleu continu et en pointillés rouge
la réponse souhaitée en boucle fermée. b) Réponse d’un rotor en fonction des diﬀérentes versions du
contrôleur de rotors. En noir, la consigne de vitesse à atteindre, en pointillés rouge la trajectoire désirée
pour atteindre cette consigne. En orange continu, la réponse en boucle fermée, lorsque l’anti-windup est
désactivé. En mauve, la réponse en boucle fermée avec anti-windup mais sans le terme d’anticipation.
En vert la réponse en boucle fermée avec l’anti-windup, et le terme d’anticipation actifs. c) Évolution
de l’erreur de poursuite (par rapport à la trajectoire souhaitée ω⋆rf ) pour les diﬀérentes variantes du
contrôleur de rotors. Le contrôleur avec anti-windup et terme d’anticipation présente les meilleures
performances.
L’asservissement en vitesses des rotors est donc réalisé à l’aide d’un correcteur PI classique et
d’un anti-windup, associé à un terme d’anticipation. Les consignes des rotors sont également ﬁltrées,
aﬁn d’harmoniser la dynamique d’accélération et de décélération et d’assurer une réponse identique
pour chacun des rotors. La dynamique du correcteur PI est choisi de façon à obtenir une dynamique de
boucle bien plus rapide que celle du préﬁltre, ce qui assure une bonne poursuite. Le terme d’anticipation
ff(ω⋆r ) consiste en une table associant à chaque consigne de vitesse une valeur de commande nominale.
La commande nominale correspondant à une vitesse a été construite grâce à des essais en boucle ouverte,
réalisés avec une batterie pleine. En eﬀet, une commande u0 génère, avec une batterie pleine ayant une
tension V0, une vitesse de rotation ω0. Pour une tension V1 < V0 on obtient pour cette même commande
u0 plus qu’une vitesse de rotation ω1, avec ω1 < ω0. Il est important de construire la table sur la base
d’une batterie pleine, aﬁn de ne pas surestimer la commande nominale nécessaire. En eﬀet, surestimer
cette commande aurait pour eﬀet de rendre la dynamique de la boucle fermée plus lente lorsque l’on
demande au moteur de ralentir. La table est donc constituée de 10 couples "consigne/commande" ; les
valeurs manquantes sont calculées en ligne par interpolation linéaire.
L’anti-windup permet d’annuler les overshoots et undershoots liés à l’eﬀet intégrale de la commande,
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comme l’illustrent les ﬁgures III.8b-c. On observe alors que l’anti-windup agit surtout sur les phases de
décélérations. En eﬀet, sans anti-windup, on obtient un dépassement de plus de 20% (courbe orange)
alors qu’avec l’anti-windup, le dépassement est inférieur à 3.8% (courbe mauve et verte). Comme
le montre le zoom de la ﬁgure III.8b que l’anti-windup est donc un élément clé pour obtenir une
réponse quasi-identique, lors des phases d’accélérations et de décélérations. Enﬁn, on voit que le terme
d’anticipation permet de répondre un peu plus rapidement et ainsi de réduire l’erreur de poursuite.
La contribution de ce terme ff(ωr⋆) est nettement visible sur la ﬁgure III.8 en observant l’erreur
de poursuite sans ce terme d’anticipation (courbe mauve) et avec ce terme (courbe verte). Celui-ci
contribue à éliminer près de 35% de l’erreur de trainée et donc d’améliorer encore un peu la poursuite
de la référence.
Finalement, la ﬁgure III.9 montre la réponse en boucle fermée, des quatre rotors à une même
consigne. On observe que la boucle fermée permet (en plus d’éliminer les erreurs statiques) de améliorer
fortement le temps de réponse, qui passe de 159 ms en moyenne en boucle ouverte (453 ms dans le
pire cas) à seulement 68 ms en boucle fermée. L’utilisation du même pré-ﬁltre de consignes permet, de
surcroît, d’atteindre des réponses quasi identiques sur chacun des rotors. Ainsi, on obtient une réponse
linéaire sur les couples permettant de contrôler l’attitude du robot.
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Figure III.9 – a) Réponses en vitesse à une même consigne des quatre rotors. b) Zoom sur la réponse
des moteurs. On observe qu’au bruit près, le réponse des quatre rotors est strictement identique, et
que la réponse à un échelon montant ou descendant, est également presque identique. On note que la
présence de bruit sur la mesure du rotor 1, ne dégrade pas les performances de l’asservissement de
vitesse de ce rotor.
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3 Formalisme et angles d’Euler
A partir de ce chapitre et pour la suite du document, nous déﬁnirons deux repères pour lesquels
nous notons {~x, ~y, ~z} les vecteurs unitaires de chacun des axes. Le premier repère, noté {E} est le repère
orthonormé inertiel (ou référentiel terrestre) ayant pour vecteur unitaire {~e1, ~e2, ~e3} (c’est à dire que
l’on a ~e1 = ~x, ~e2 = ~y et ~e3 = ~z dans {E}). Le second repère est noté {B} et correspond au repère ﬁxe
du référentiel du robot dont les vecteurs unitaires sont notés
{
~b1, ~b2, ~b3
}
. On déﬁnit alors la matrice
de rotation R ∈ SO(3) permettant de déﬁnir l’orientation du repère ﬁxe du robot {B} dans le repère
inertiel {E}. C’est à dire que l’on peut écrire ~b1 = R~e1 = R~x, ~b2 = R~e2 = R~y and ~b3 = R~e3 = R~z. Ces
transformations de repères sont décrites par la ﬁgure III.10.
Figure III.10 – Ensemble des rotations permettant de passer du repère inertiel I au repère ﬁxe du
robot B. Le passage du repère inertiel au repère ﬁxe du robot est obtenu en réalisant une combinaison
de trois rotations successives notées Rz, Ry et Rx d’angles ψ, θ et φ respectivement. Ces trois angles
sont appelés angles d’Euler et permettent de décrire l’attitude du robot, c’est à dire son orientation
dans l’espace.
La ﬁgure III.10 décrit le passage du repère inertiel au repère ﬁxe du robot qui permet de déﬁnir les
trois angles d’Euler. Le repère inertiel est noté E et est décrit par une base orthonormée (~e1, ~e2, ~e3).
On eﬀectue alors une première rotation d’angle ψ autour de l’axe Z du repère inertiel, ce qui donne
lieu à un nouveau repère D de base (~d1, ~d2, ~d3). Ensuite, une seconde rotation d’angle θ autour de
l’axe Y de ce nouveau repère D permet de passer au repère C de base (~c1,~c2,~c3). Enﬁn une dernière
rotation d’angle φ s’eﬀectue autour de l’axe X du repère C et donne lieu au repère ﬁxe noté B et de
base orthonormée (~b1,~b2,~b3).
Cette matrice de rotation R correspond donc au formalisme d’Euler X-Y-Z intrinsèque (rotation
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autour de X, puis de Y puis Z) où Z-Y-X extrinsèque et sa matrice de rotation s’écrit :
R = RzRyRx
=


c(ψ) −s(ψ) 0
s(ψ) c(ψ) 0
0 0 1

 .


c(θ) 0 s(θ)
0 1 0
−s(θ) 0 c(θ)

 .


1 0 0
0 c(φ) −s(φ)
0 s(φ) c(φ)


=


c(θ)c(ψ) s(φ)s(θ)c(ψ)− c(φ)s(ψ) s(φ)s(ψ) + c(φ)s(θ)c(ψ)
c(θ)s(ψ) c(φ)c(ψ) + s(φ)s(θ)s(ψ) c(φ)s(θ)s(ψ)− s(φ)c(ψ)
−s(θ) s(φ)c(θ) c(φ)c(θ)


Où c(α) et s(α) représentent respectivement les cosinus et sinus de l’angle α.
Figure III.11 – Expression des vitesses de rotations liées au angles d’Euler et le repère ﬁxe.
Des transformations précédentes, on peut déduire la relation existant entre les vitesses de rotations
du repère du robot B notées,
(
p q r
)T
et les vitesses de rotations liées aux angles d’Euler que l’on
note
(
φ˙ θ˙ ψ˙
)T
. Ces deux vecteurs vitesses de rotations sont décrits par la ﬁgure III.11. On obtient
donc la relation suivante :


p
q
r

 =


φ˙
0
0

+


1 0 0
0 c(φ) −s(φ)
0 s(φ) c(φ)




0
θ˙
0

+


1 0 0
0 c(φ) −s(φ)
0 s(φ) c(φ)




c(θ) 0 s(θ)
0 1 0
−s(θ) 0 c(θ)




0
0
ψ˙




p
q
r

 = J−1


φ˙
θ˙
ψ˙


(III.6)
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L’inversion de la matrice J−1 donne alors la relation permettant de déduire à partir des vitesses
angulaires du repère ﬁxe, les taux de rotations des angles d’Euler :


φ˙
θ˙
ψ˙

 = J


p
q
r

 =


1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0
sinφ
cos θ
cosφ
cos θ


︸ ︷︷ ︸
W


p
q
r

 (III.7)
La matrice de passageW est appelée matrice Wronksienne, et on notera qu’elle n’est pas déﬁnie dans
le cas où l’angle de tangage proche de 90° θ = 90°[180°]. Cependant, dans le cas de petites manœuvres,
c’est à dire tant que le robot conserve des angles proches de zéro, la matrice W peut être approximée :


φ˙
θ˙
ψ˙

 =


1 0 0
0 1 0
0 0 1




p
q
r

 =


p
q
r

 (III.8)
On utilisera donc la relation III.7 dans le cas d’un simulateur et on supposera que III.8 est vrai lors
de l’élaboration de contrôleurs, aﬁn de simpliﬁer leur calcul et mise en œuvre.
4 Modélisation complète du quadrirotor
Dans cette partie, je présente le modèle complet du quadrirotor ayant servi à développer un si-
mulateur, aﬁn de tester et valider les diﬀérents algorithmes de commande et d’estimation. J’essaierai
donc ici, de présenter les principaux phénomènes impactant la dynamique d’un quadrirotor et d’ap-
porter la signiﬁcation physique chacun. Ici, je m’inspire des diﬀérents modèles que l’on peut trouver
dans la littérature de ces dernières années ( [Hamel et al., 2002], [Nice, 2004], [Bouabdallah et al.,
2004], [Bouabdallah, 2007], [Pounds et al., 2006], [Huang et al., 2009], [Pounds et al., 2010]).
La modélisation complète du quadri-rotor est obtenue grâce au modèle classique d’un corps rigide
en vol libre ( [Mahony et al., 2012]) :
ξ˙ = v (III.9)
mv˙ = −mg~e3 + FΣ (III.10)
R˙ = RΩ× (III.11)
IΩ˙ = −Ω× IΩ︸ ︷︷ ︸
τbge
+τΣ (III.12)
Où ξ correspond à la position du centre de gravité G du robot, v correspond à la vitesse de ce centre,
R est la matrice d’orientation du robot dans le repère inertiel (comme décrit précédemment) et Ω
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Figure III.12 – a) Convention utilisée pour numéroter les hélices de X4-MaG. L’axe X pointe entre les
hélices 1 et 2, l’axe Y pointe entre les hélices 2 et 3 et l’axe Z pointe vers le haut (direction principale de
la force de poussée des hélices). b) Convention utilisée pour le sens de rotation des hélices. Les hélices
1 et 3 sont dites "clockwise", (tournant dans le sens des aiguilles d’une montre, vue de dessus) et les
hélices 2 et 4 "counter-clockwise" (tournant dans le sens inverse des aiguilles d’une montre). L’axe X de
vecteur directeur ~b1 donne la direction du sens "avant". La distance l représente la longueur d’un bras
et h l’oﬀset vertical (selon la direction Z de vecteur directeur ~b3) entre les centres de poussée (CoTi)
et le centre de gravité du quadrirotor (CoG).
correspond au vecteur des vitesses de rotation du corps rigide. On déﬁnit Ω× comme étant la matrice
antisymétrique, associée au vecteur des vitesses de rotations Ω, c’est à dire que pour toute matrice A
de dimension 3× 3 on a A× Ω = AΩ× :
Ω× =


0 p −q
−p 0 r
q −r 0

 (III.13)
Le terme τbge correspond à l’eﬀet gyroscopique induit par les vitesses de rotation du corps. On
notera par la suite le vecteur de position ξ =
(
x y z
)T
, le vecteur des vitesses de translation v =(
Vx Vy Vz
)T
, le vecteur des vitesses angulaires Ω =
(
p q r
)T
.
La modélisation complète est alors obtenue de façon classique, en eﬀectuant le bilan des forces FΣ
et des moments ΓΣ s’appliquant sur le robot.
4.1 Bilan des forces
Les forces FΣ qui s’appliquent sur le robot dans l’équation (III.10) peuvent être décomposées en
deux catégories :
— les forces aérodynamiques,
— les forces générées par les hélices,
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4.1.1 Les forces aérodynamiques
Il s’agit de forces non conservatives directement liées aux frottements visqueux de l’air sur le fuselage
du robot. On suppose que ces forces sont dépendantes de la vitesse de translation du robot et d’un
facteur de forme que l’on suppose proportionnel à l’aire de la partie du fuselage qui est orthogonale à
la direction du mouvement. On peut donc écrire ces forces en fonction des vitesses de translation BVi
dans le référentiel B du robot, étant donné que, dans ce référentiel, les aires sont constantes :
Fv =


Fvx
Fvy
Fvz

 =


−12ρCxAfxBVx|BVx|
−12ρCyAfyBVy|BVy|
−12ρCzAfzBVz|BVz|

 =


−kvxBVx|BVx|
−kvyBVy|BVy|
−kvzBVz|BVz|

 (III.14)
Pour se déplacer le robot ajuste son attitude ce qui a pour eﬀet de modiﬁer son facteur de forme, où
ρ est la densité de l’air, Afi est l’aire du fuselage (projection sur le plan orthogonal 1 à l’axe i), Cx,y,z
sont des coeﬃcients de frottements visqueux que l’on suppose constants.
4.1.2 Les forces générées par les hélices
Lorsqu’une hélice est mise en rotation, elle génère une force perpendiculaire à son plan de rotation
(la poussée) ainsi qu’un couple (le couple de trainée). Ces deux éléments sont liés à la vitesse de rotation
de l’hélice ainsi qu’à des coeﬃcients aérodynamiques :
Ti = CT .ρ.Ari.r2i︸ ︷︷ ︸
cT
.ω2i (III.15)
Qi = CQ.ρ.Ari.r3i︸ ︷︷ ︸
cQ
.ω2i (III.16)
Où CT est un coeﬃcient de poussée (qui dépend de la géométrie de l’hélice) et CQ est le coeﬃcient
de couple, ρ est la densité de l’air, Ari est l’aire balayée par le rotor i, ri est le rayon de l’hélice et ωi
est la vitesse de rotation de l’hélice i. Dans le cas où la densité de l’air ne change pas (l’altitude reste
sensiblement la même durant tout le vol), on peut déduire un unique coeﬃcient de poussée noté cT et
un unique coeﬃcient de couple noté cQ.
Dans le cas d’un multirotor, la poussée totale générée est donnée par la somme des contributions
de chaque hélice (dans notre cas 4 hélices) :
TΣ =
(
4∑
i=1
Ti
)
~b3 =
(
4∑
i=1
cTω
2
i
)
~b3 (III.17)
1. Par exemple Afx est la projection du fuselage (l’ensemble de ses constituants) sur le plan (yOz).
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L’eﬀet de "ﬂapping" : Dans l’équation (III.17), la poussée est supposée orientée selon l’axe Z. Or
en réalité, la direction de la poussée est aﬀectée par un eﬀet connu sous le nom de ﬂapping. Cet eﬀet
est bien connu pour les hélicoptères et a été largement décrit et documenté ( [Johnson, 1994], [Prouty,
2003]). Plus récemment, [Huang et al., 2009] ont montré que ce ﬂapping avait une réelle inﬂuence sur le
contrôle d’attitude des quadrirotors, d’où l’intérêt de le représenter dans le modèle. Le ﬂapping consiste
en une inclinaison du plan de rotation de l’hélice sous l’eﬀet d’un vent apparent. Lorsqu’un hélicoptère
avance, un vent apparait dans le sens opposé du mouvement créant ainsi une portance plus élevée sur
un côté selon le sens de rotation de l’hélice. Cette diﬀérence de portance entraine alors une inclinaison
selon l’axe longitudinal, qui couplé à l’eﬀet gyroscopique et aux vitesses de rotations de l’hélicoptère,
implique une inclinaison selon l’axe latéral. Ainsi, on peut décrire la poussée comme étant inclinée selon
deux directions. Cela peut s’écrire en appliquant une matrice de rotation au vecteur de poussée :
FTi =


Txi
Tyi
Tzi

 = Rflap_i.Ti.~b3 (III.18)
Où Ti est la poussée du rotor i orientée selon l’axe idéal
(
0 0 1
)T
dans {B} sans considérer le ﬂapping
comme décrit dans l’équation (III.17). Rflap_i est la matrice de rotation associée aux angles de ﬂapping
du rotor i. Cette matrice s’écrit sous la forme :
Rflap = Rxflap.Ryflap
=


1 0 0
0 c(b1s) −s(b1s)
0 s(b1s) c(b1s)

 .


c(a1s) 0 s(a1s)
0 1 0
−s(a1s) 0 c(a1s)


Rflap =


c(a1s) 0 s(a1s)
s(a1s)s(b1s) c(b1s) −c(a1s)s(b1s)
−s(a1s)c(b1s) s(b1s) c(a1s)c(b1s)


(III.19)
Cet angle de ﬂapping est spéciﬁque à chaque rotor, car il dépend du sens et de la vitesse de rotation.
Il est principalement produit par les taux de rotations du roulis et du tangage (p et q respectivement)
et de la translation du rotor par rapport au vent apparent wind, c’est à dire : ~b1 ou ~b2. D’après [Prouty,
2003], ces deux eﬀets de ﬂapping peuvent être approximés par les équations (III.20) et (III.21) pour
une pale d’hélicoptère :
a1s =
8
3
θ0µ+ 2θ1µ− cT
1− µ
2
2︸ ︷︷ ︸
a1µ
+
−16
γ
q
ωr
+ pωr
1− µ
2
2︸ ︷︷ ︸
a1ω
(III.20)
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b1s =
4
3
1 +
µ2
2

2
cT
σ
µγ
3a
+ µ


︸ ︷︷ ︸
b1µ
+
−16
γ
p
ωr
− qωr
1 +
µ2
2︸ ︷︷ ︸
b1ω
(III.21)
Où a1µ et b1µ sont respectivement les angles de ﬂapping longitudinaux et latéraux dûs aux vitesses
horizontales. a1ω et b1ω sont les angles de ﬂapping longitudinaux et latéraux dûs aux vitesses de rotations
p et q et a1s et b1s sont les angles de ﬂapping ﬁnaux.
Le paramètre θ0 est l’angle d’attaque de l’hélice et θ1 son angle de twist 2 (ou angle de torsion
supposé ici linéaire). a est une constante aérodynamique (égale ici à 6.0 d’après [Prouty, 2003]), µ est le
ratio d’avance (déﬁni comme étant le rapport entre la vitesse horizontale et la vitesse en bout de pale),
σ est la solidité du disque rotor (le rapport de l’aire du rotor sur l’aire couverte lors de sa rotation) et
γ est le nombre de Lock donné par l’équation (III.25). µ est donc déﬁni par :
µ =
||Vh||
ωr.r
=
√
BV 2x + BV 2y
ωr.r
(III.22)
Où ωr est la vitesse de rotation du rotor, r est le rayon de l’hélice, Vh est le vecteur vitesse de translation
horizontale dans le repère du robot, décrite par BVx et BVy, qui sont les vitesses d’air "horizontales"
apparentes dans le repère B du robot. C’est à dire, que si on considère un vent nul, il s’agit des vitesses
de translation orientées selon ~b1 et ~b2.
Remarque III.2: Le vecteur Vh est la projection sur le plan horizontal du vecteur de vitesse Bv =
RT .v. C’est à dire que :
Vh =

1 0 0
0 1 0

 .RT .v (III.23)
Le rapport de solidité du disque rotor est donné par :
σ =
npale.c
π.r
=
2.c
π.r
(III.24)
Où c est la corde de l’hélice (sa largeur) et npale le nombre de pales (ici égal à 2). Et le nombre de Lock
est déﬁni comme :
γ =
ρ.a.c.r4
Ib
(III.25)
2. Plus on se dirige vers l’extrémité de la pale, et plus la vitesse air est élevée (du fait du rayon de plus en plus élevé).
La vitesse air augmentant, il en est de même pour la portance, ce qui a tendance à déformer la pale et à répartir les
eﬀorts en bout de pale. Pour éviter cela, les pales sont en général vrillées, de façon à diminuer l’angle d’attaque au fur et
à mesure que l’on se rapproche de l’extrémité de la pale. On parle d’un angle de "twist" le plus souvent linéaire (qui est
une bonne approximation de l’angle de twist idéal).
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Où Ib est l’inertie de l’hélice.
Remarque III.3: Ici, les hélices utilisées n’ont pas exactement le même proﬁl que celui d’une hélice
d’hélicoptère. En eﬀet, les hélices utilisées ne présentent pas d’angle de twist, qui est ici remplacé par
une corde se réduisant vers l’extrémité de l’hélice. J’ai donc recherché l’angle de twist θ1 équivalent et
pris la valeur moyenne de la corde de l’hélice pour c.
L’équation (III.18) donne donc l’expression de la poussée d’un rotor dans le référentiel du robot.
On peut donc en déduire la poussée totale dans le référentiel du robot, en sommant la contribution de
chaque rotor, et en déduire une force totale dans le référentiel inertiel :
FT = R.FT = R.
4∑
i=1
(
Rflap_i.Ti.~b3
)
(III.26)
Avec R la matrice de rotation décrivant l’attitude du robot.
Bilan des forces Pour conclure, la force totale s’exerçant sur le robot est la contribution des frotte-
ments visqueux et de la poussée des hélices inﬂuencée par le ﬂapping. On peut donc réécrire l’équation
(III.10) sous la forme :
mv˙ = −mg~e3 + FT + Fv
mv˙ = −mg~e3 +R.
(
4∑
i=1
Rflap_i.cT .ω
2
ri.
~b3
)
−Kvv|v|
(III.27)
4.2 Bilan des moments
On résume ici les principaux moments (ou couples) s’exerçant sur le quadrirotor et inﬂuençant ses
rotations.
4.2.1 Eﬀet gyroscopique dû aux hélices
[Hamel et al., 2002] ont proposé d’inclure l’eﬀet gyroscopique des hélices dans le modèle du qua-
drirotor :
Γpge =
4∑
i=1
Ir
(
Ω× ~b3
)
ωri
Γpge = Ir
(
Ω× ~b3
) 4∑
i=1
ωri
(III.28)
Où Ir est la matrice d’inertie d’un rotor. Il est important de noter que ωr1,3 sont négatives car les
hélices tournent dans le sens des aiguilles d’une montre, et ωr2,4 sont positives car elles tournent dans le
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sens inverse des aiguilles d’une montre. Ce qui veut dire que l’on peut réécrire ce couple sous la forme :
Γpge = Ir
(
Ω× ~b3
) 4∑
i=1
(−1)i|ωri|
4.2.2 Contre couple d’inertie
Le contre couple d’inertie ΓI est le couple généré par l’accélération résiduelle de rotation de chacune
des hélices. Cette accélération est déterminée à partir de la vitesse de rotation résiduelle qui est notée
ωres et qui se déﬁnie comme :
ωres =
4∑
i=1
ωri =
4∑
i=1
(−1)i|ωri| = −ωr1 + ωr2 − ωr3 + ωr4 (III.29)
Ensuite on peut réécrire ΓI :
ΓI = Irω˙res ~b3 (III.30)
Figure III.13 – Axe de rotation du moteur et plan de rotation de l’hélice dus au ﬂapping. L’axe de
rotation du moteur reste inchangé, alors que le ﬂapping induit un changement de plan de battement
de l’hélice (ici, par simplicité, seul le ﬂapping selon l’axe longitudinal est représenté). Le contre couple
d’inertie est donc bien orienté selon l’axe du moteur.
Il est intéressant de noter ici que le couple est dirigé selon ~b3 et n’est pas inﬂuencé par les angles
de ﬂapping (comme la poussée l’était précédemment). Cela s’explique car le couple généré ici, est issu
de l’inertie des rotors et dépend donc de l’axe de rotation des moteurs. Or les angles de ﬂapping sont
dus à une déformation de l’hélice (comme le montre la ﬁgure III.13) et non à une inclinaison de l’axe
moteur. Le contre couple d’inertie et donc bien dirigé uniquement selon l’axe ~b3.
4.2.3 Couple de lacet
L’équation (III.16) décrit le couple résultant de la trainée d’une hélice. Une hélice n’étant pas
parfaite, elle génère en plus de la poussée, une trainée. Cette trainée, entraine par réaction un contre-
couple, opposé au sens de rotation de l’hélice. Dans le cas d’un hélicoptère classique, qui est équipé
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d’une seule hélice, il est donc nécessaire d’ajouter un rotor de queue (également appelé anti-couple),
aﬁn de contrer cet eﬀet et pouvoir contrôler l’angle de lacet. Pour un quadrirotor, ce sont également
les couples liés à la trainée, qui vont permettre de générer les mouvements de lacet mais d’une façon
diﬀérente. En eﬀet, deux hélices tournent dans un sens et deux autres dans l’autre, ce qui permet
d’ajuster le couple de lacet résiduel en ajustant la vitesse de rotation des hélices. Ce couple de lacet
résiduel est obtenu en sommant les contributions de chacune des hélices :
ΓD =
4∑
i=1
(−1)i+1cQω2i ~b3 (III.31)
Il est important de noter, que pour les mêmes raisons que celles énoncées précédemment (voir section
4.2.2), ce couple n’est pas inﬂuencé par les angles de ﬂapping et est donc bien orienté le long de l’axe
de rotation des moteurs, c’est à dire ~b3.
4.2.4 Couples induits par la poussée des hélices
Les hélices sont disposées en bout d’un bras de levier, par rapport au centre de gravité, ce qui a
pour eﬀet de générer des couples. Le couple généré par chacune des hélices dépend donc de la position
de l’hélice dans le repère du robot. On peut donc écrire :
ΓT =
4∑
i=1
(FTi ×Di) =
4∑
i=1
[(
Rflapi .(cT .ω
2
ri
~b3)
)
×Di
]
(III.32)
Où Di correspond à la ligne i de la matrice D représentant la position des hélices dans le référentiel
du robot {B}. Ici pour un quadrirotor en conﬁguration X4, on obtient :
P =


P1
P2
P3
P4

 =


l′ −l′ h
l′ l′ h
−l′ l′ h
−l′ −l′ h

 (III.33)
Où l′ = cos(45°).l =
√
2.l
2
avec l la longueur d’un bras et h la hauteur séparant une hélice du centre de
gravité selon l’axe ~b3 (voir III.12).
On remarque donc, dans le cas où il n’y aurait pas de ﬂapping, que les couples ne se répartissent
que sur le roulis et le tangage. Si on ajoute la contribution du couple de lacet découlant de la trainée
(voir 4.2.3), on retombe sur la matrice M bien connue, dite matrice de mixage ( [Mahony et al., 2012])
qui est ici exprimée pour une conﬁguration X4 :
66 CHAPITRE III. QUAD-ROTOR OPEN-SOURCE : X4-MAG
ΓT + ΓD =
4∑
i=1
[(
cT .ω
2
ri
~b3
)
× Pi
]
+
4∑
i=1
(−1)i+1cQ.ω2ri ~b3
=


−cT .l′ cT .l′ cT .l′ −cT .l′
−cT .l′ −cT .l′ cT .l′ cT .l′
cQ −cQ cQ −cQ




ω2r1
ω2r2
ω2r3
ω2r4


(III.34)
Dans le cas où il n’y a pas de ﬂapping, la dynamique de lacet est donc entièrement découplée des
dynamiques de roulis et tangage. De plus, on remarque que la hauteur h n’a aucune inﬂuence sur le
comportement du robot.
Eﬀet du Flapping : Si l’on considère maintenant les angles de ﬂapping, une conséquence directe de
l’équation (III.18) est l’apparition de couples parasites sur l’axe de lacet. En eﬀet, en reprenant (III.18),
(III.34) devient :
ΓT + ΓD =
4∑
i=1
[(
Rflap_icT .ω
2
ri
~b3
)
× Pi
]
+
4∑
i=1
(−1)i+1cQ.ω2ri ~b3
=
4∑
i=1




Txi
Tyi
Tzi

×Di

+
4∑
i=1
(−1)i+1cQω2i ~b3
⇔ ΓT + ΓD =


l′.(Tz1 − Tz2 + Tz3 + Tz4) + h.(Ty1 + Ty2 + Ty3 + Ty4)
l′.(Tz1 + Tz2 + Tz3 − Tz4)− h.(Tx1 + Tx2 + Tx3 + Tx4)
l′.(Tx2 − Tz1 − Tz3 − Tz4)− h.(Ty1 + Ty2 + Ty3 − Tx4)


+


0 0 0 0
0 0 0 0
cQ −cQ cQ −cQ




ω2r1
ω2r2
ω2r3
ω2r4


(III.35)
On voit alors que dans ce cas ci, les angles de ﬂapping sont responsables de couplages, étant donné que
le couple de lacet ne dépend plus uniquement de la trainée, mais également de la poussée.
Bilan des moments : Pour conclure, les couples totaux sont obtenus en réalisant la somme des
contributions des diﬀérents couples énoncés précédemment (ΓΣ = ΓT +ΓD+Γpge), et l’équation (III.12)
peut être réécrite comme :
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IΩ˙ = Γbge + ΓT + ΓD + ΓI + Γpge
IΩ˙ = −Ω× IΩ︸ ︷︷ ︸
Γbge
+
4∑
i=1
[(
Rflap_i.(cT .ω2ri ~b3)
)
× Pi
]
︸ ︷︷ ︸
ΓT
+
4∑
i=1
(−1)i+1cQ.ω2ri ~b3︸ ︷︷ ︸
ΓD
+ Irω˙res ~b3︸ ︷︷ ︸
ΓI
+
4∑
i=1
Ir
(
Ω× ~b3
)
ωri︸ ︷︷ ︸
Γpge
(III.36)
4.3 Modèle complet
4.3.1 Modèle pour la simulation
Il est maintenant possible de réécrire le modèle complet du quadrirotor à partir du modèle de corps
rigide libre (III.9)-(III.12) en utilisant le bilan des forces (III.27) et des moments (III.36) que nous avons
établi :


ξ˙ = v
mv˙ = −mg~e3 +R.
(
4∑
i=1
Rflap_icT .ω
2
ri
)
~b3 −Kvv|v|
R˙ = RΩ×
IΩ˙ = −Ω× IΩ+
4∑
i=1
[(
Rflap_i.(cT .ω2ri ~b3)
)
× Pi
]
+
4∑
i=1
(−1)i+1cQ.ω2ri ~b3
+ Irω˙res ~b3 +
4∑
i=1
Ir
(
Ω× ~b3
)
ωri
(III.37)
Ce modèle a été utilisé dans tous mes travaux de simulation qui ont permis de régler les diﬀérents
contrôleurs, estimateurs, et de valider les diﬀérentes stratégies de commandes et algorithmes. Les ré-
sultats de simulation ne seront pas présentés ici ; seuls les résultats sur le robot réel seront abordés à
la ﬁn de ce chapitre dans la section 7 et dans le chapitre V.
4.3.2 Modèle pour le contrôle
Le modèle précédent est nécessaire dans le cadre de la simulation, aﬁn de représenter au mieux
les non linéarités présentes sur le système. Cela permet de soumettre les contrôleurs et estimateurs
proposés, à un monde un peu moins parfait, que celui décrit par le modèle simpliﬁé, utilisé pour
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concevoir ces contrôleur et estimateurs.
En eﬀet, aﬁn de résoudre la complexité du contrôle, on utilise souvent un modèle simpliﬁé du
système, permettant d’appliquer les outils de l’automatique. On simpliﬁe donc ici le modèle précédent,
grâce au hypothèses et constats suivants :
— Dans le simulateur, nous considérions des angles de ﬂapping diﬀérents pour chaque rotor. Or en
étudiant de plus près les équations (III.20) et (III.21), on observe que les termes de ﬂapping sont
décomposés en une partie a1µ et b1µ ne dépendant que des paramètres intrinsèques de l’hélice et
du ratio d’avance µ. L’autre partie a1ω et b1ω dépend, quant à elle, également de la vitesse de
rotation du rotor. Or, d’après les simulations, les termes a1ω et b1ω apparaissent comme étant
négligeables dans des conditions de vol normal (vitesses angulaires du robot faibles.)
[Mahony et al., 2012] proposent donc de remplacer la matrice de rotation, et de représenter le
ﬂapping comme la somme de la poussée idéale et d’un terme de "trainée" dépendant de la vitesse :
FTi = Ti.(~b3 −Di.Vh) (III.38)
Où Di est une matrice décrivant le ﬂapping et les frottement visqueux liés au déplacement :
Di = Aflapi + diag(Kvx,Kvy, 0). La matrice de ﬂapping étant alors déﬁnie par :
Aflap_i =
1
ωri.r


A1s −B1s 0
B1s A1s 0
0 0 0

 (III.39)
Avec A1s = 8θ03 + 2θ1
3 et B1s = 43
(
2.cT .γ
3.a.σ + 1
)
obtenus depuis les équations (III.20) et (III.21).
On peut ensuite n’utiliser qu’une unique matrice de ﬂapping moyenne A¯flap en utilisant la
moyenne des vitesses de rotations des rotors E[ωr] au lieu de ωri, ce qui nous permet d’obte-
nir :
FT =
4∑
i=1
Ti(~b3 − D¯.Vh) (III.40)
Avec D¯ = A¯flap + diag(kvx, kvy, 0)
— Les termes de frottements visqueux donnés dans (III.14) sont linéarisés autour de 0, et ajoutés
aux termes de ﬂapping décrits ci-dessus, de façon à obtenir un terme unique, agissant comme des
frottements selon la vitesse v.
— Par souci de simplicité, le couple généré par les angles de ﬂapping sera négligé. Même si dans les
faits, il entraine une perturbation non négligeable sur la commande d’attitude lors de translations
latérales (voir [Huang et al., 2009]). On utilisera donc l’approximation décrite par l’équation
3. Ici le coeﬃcient cT est négligé devant θ0 et θ1
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(III.34) pour les couples de commande.
— Pour le modèle de contrôle, le contre couple ΓI dû à l’accélération angulaire des hélices sera
également négligé,
— Dans les faits, le couple lié à l’eﬀet gyroscopique des hélices Γpge peut être négligé aussi.
Suite aux hypothèses et constats précédents, on peut alors décrire à partir de III.37 un modèle
simpliﬁé qui sera utilisé pour le contrôle.


ξ˙ = v
mv˙ = −mg~e3 +R.
(
4∑
i=1
cT .ω
2
ri
)
~b3 −Kv.v
R˙ = R.Ω×
IΩ˙ = −Ω× IΩ+
4∑
i=1
[(
cT .ω
2
ri
~b3
)
× Pi
]
+
4∑
i=1
(−1)i+1cQ.ω2ri ~b3
⇔


ξ˙ = v
mv˙ = −mg~e3 +R.uT .~b3 −Kv.v
R˙ = R.Ω×
IΩ˙ = −Ω× IΩ+ uΓ
(III.41)
Où Kv = A¯flap + diag(kvx, kvy, kvz). L’entrée de commande est donnée par le vecteur u =
(
uT uΓ
)T
avec uT un scalaire et uΓ un vecteur colonne de dimension 3. Ces deux entrées de commandes sont
reliées aux vitesses de rotations des rotors par la relation suivante :

uT
uΓ

 =


uT
uΓφ
uΓθ
uΓψ

 =


cT cT cT cT
−cT .l′ cT .l′ cT .l′ −cT .l′
−cT .l′ −cT .l′ cT .l′ cT .l′
cQ −cQ cQ −cQ




ω2r1
ω2r2
ω2r3
ω2r4

 (III.42)
Où cT est le coeﬃcient de poussée, cQ le coeﬃcient de couple lié à la trainée et l′ le bras de levier de
la conﬁguration X4.
4.4 Identiﬁcation des paramètres
4.4.1 Paramètres inertiels
Les paramètres inertiels peuvent êtres obtenus assez simplement. La masse totale du robot est
obtenue par une simple pesée. Les termes de la matrice d’inertie I sont obtenus par modélisation
ﬁne du robot à l’aide d’un logiciel de CAO (Conception Assistée par Ordinateur). Pour cela, chaque
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composant a été soigneusement mesuré et pesé individuellement (moteur, hélice, ESC, frame, cartes
électroniques, pieds, divers supports, etc.) Ensuite ces diﬀérents composants ont été créés sous le logiciel
de CAO Solid Edge et des matériaux ﬁctifs ont été créés, aﬁn de leur attribuer une masse volumique
permettant de respecter la masse totale de chaque composant (qui est en règle générale composé de
plusieurs matériaux). Cette conception a donc permis de déterminer de façon précise la matrice d’inertie
ainsi que la position du centre de gravité. Déterminer la position du centre de gravité était nécessaire
notamment pour trouver la distance h décrite par la matrice P de l’équation (III.33).
Cette étape de conception par ordinateur a donc été une phase particulièrement importante, qui
a été réalisée grâce à l’aide précieuse de Julien Diperi, micro-mécanicien de l’équipe biorobotique de
l’ISM. En plus d’avoir permis d’identiﬁer des paramètres, elle a également permis de choisir la meilleure
disposition possible pour les divers composants, et de déﬁnir la forme idéale de certain (choix de la
forme de la batterie, des cartes électroniques, etc.) Nous avons notamment cherché, pendant cette phase,
à disposer les divers éléments de façon à obtenir un centre de gravité situé en dessous du centre de
poussée (obtenir une distance h > 0). En eﬀet, [Bristeau et al., 2009] ont montré que dans le cas de
mouvements de translation, les couples générés par le bras de levier h et le ﬂapping ont un eﬀet de
stabilisation naturelle, dans le cas où le centre de gravité est positionné en dessous du centre de poussée
(bien qu’ils aient un eﬀet inverse lors de rejet de perturbations).
4.4.2 Paramètres aérodynamiques
Les coeﬃcients des hélices : Les coeﬃcients cT et cQ sont des coeﬃcients liés aux hélices utilisées
et peuvent être identiﬁés à l’aide de test de poussée statique. Ces coeﬃcients cT et cQ permettent
respectivement de lier la vitesse de rotation d’une hélice à la poussée et le couple de trainée généré.
On considère alors que ces coeﬃcients restent valables dans le cas où la vitesse de translation du rotor
reste faible par rapport à la vitesse du ﬂux d’air généré par le rotor. On considèrera cette hypothèse
vériﬁée, car les vitesses de translation verticale du robot sont considérées comme relativement faibles
dans l’ensemble des travaux décrits ici. Ce qui permet de supposer que :
T = cT .ω2r (III.43)
D = cQ.ω2r (III.44)
Le principe est assez simple, et on obtient une bonne identiﬁcation grâce à un banc de poussée,
réalisé spécialement à cet eﬀet. On place le rotor en bout d’un bras relié à une liaison pivot et dont un
second bras, ﬁxé orthogonalement au premier, vient prendre appui sur une balance. Un capteur à eﬀet
hall, placé sur le côté du rotor, permet de réaliser un tachymètre, comme présenté précédemment dans
la section 2.5.2 (voir également la ﬁgure III.4). La ﬁgure III.14 montre donc le banc moteur utilisé, ainsi
que le relevé de poussée et de trainée réalisé. La poussée ou la trainée peut être lue directement après
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Figure III.14 – a) Le banc moteur en position pour identiﬁer le coeﬃcient cQ (axe de rotation de
l’hélice colinéaire à l’axe de la liaison pivot.) Pour identiﬁer le coeﬃcient cT il suﬃt de repositionner
le moteur en appliquant une rotation de ±90°. Une "empreinte" de la frame est ajoutée en dessous
du rotor de façon à être au plus proche des conditions réelles. b) En bleu les mesures de poussée en
fonction de la pulsation du rotor, et en rouge la courbe théorique optimale au sens des moindres carrés
approchant la poussée du rotor T = cT .ω2r . c) En bleu les mesures de trainée en fonction de la pulsation
du rotor, et en vert la courbe théorique optimale au sens des moindres carrés approchant la trainée du
rotor D = cQ.ω2r .
avoir appliqué le rapport des bras de levier : T¯ = L2/L1.Tlue et Q¯ = L2/L1.Qlue. Aﬁn de s’approcher
au mieux des conditions d’écoulement d’air présent sur le quadrirotor, on ajoute en dessous du rotor
une empreinte semblable à la frame du quadrirotor. De même, on place le banc sur le bord d’une table
(comprendre, loin de tout obstacle dans la direction d’écoulement de l’air) de façon à perturber le moins
possible l’écoulement d’air.
Les coeﬃcients de poussée cT et de trainée cQ sont ensuite obtenus en minimisant, au sens des
moindres carrés, l’écart entre les échantillons et la loi attendue :
min
cT∈R+
f1(cT ) = min
cT∈R+
N∑
k=1
(T¯k − cT .ω¯2rk)2 (III.45)
min
cT∈R+
f2(cT ) = min
cQ∈R+
N∑
k=1
(D¯k − cQ.ω¯2rk)2 (III.46)
Le minimum au sens des moindres carrés est donc obtenu en résolvant ∂f1∂cT = 0 et
∂f2
∂cQ
= 0. Les valeurs
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de cT et cQ minimisant respectivement f1 et f2 sont donc :
cTBanc =
N∑
k=1
ω¯rk.T¯k
N∑
k=1
ω¯4rk
(III.47)
cQBanc =
N∑
k=1
ω¯rk.D¯k
N∑
k=1
ω¯4rk
(III.48)
On remarque donc que les lois de poussée et de trainée proportionnelle au carré de la vitesse sont une
bonne représentation du phénomène physique, étant donnée que les points mesurés sont très proches
des courbes théoriques identiﬁées (voir ﬁgures III.14b-c). Cependant, on observe une diﬀérence entre le
coeﬃcient de poussée identiﬁé grâce au banc et celui obtenu en vol réel. En eﬀet, lors d’un vol réel, on
peut déterminer le coeﬃcient de poussée en eﬀectuant un vol stationnaire et en récupérant la vitesse de
rotation des hélices mesurée lors de ce stationnaire. Connaissant la masse du robot, on peut remonter
facilement au coeﬃcient de poussée :
4∑
i=1
cTStatio .E[ωri]
2 = m⇔ cT
4∑
i=1
E[ωri]2 = m⇔ cTStatio =
m
cTStatio
4∑
i=1
E[ωri]2
(III.49)
Où E[ωri] est la vitesse moyenne du rotor i sur une fenêtre temporelle de 30 secondes, et m est la masse
exacte du robot lors du vol.
Lors de cette seconde identiﬁcation du paramètre de poussée, on obtient un coeﬃcient 10% plus
faible que celui identiﬁé avec le banc : cTStatio = 0.9003· cTBanc . Cela est assez surprenant, et peut sans
doute s’expliquer par le fait que, sur le quadrirotor réel, des éléments supplémentaires sont présents
en dessous du disque balayé par le rotor (des ﬁls, bien qu’ils ne représentent qu’une aire très réduite)
et des cartes électroniques sont proches de l’extrémité des rotors. On suppose donc que ces éléments
perturbent un peu le ﬂux d’air, réduisant ainsi l’eﬃcacité des rotors. Enﬁn, une interaction entre les
ﬂux des diﬀérents rotors peut également expliquer cette diﬀérence.
Les termes de frottements et ﬂapping : La matrice Kv, décrite dans 4.3.2, décrit à la fois les
termes de ﬂapping et de frottements visqueux. On a donc 5 termes à identiﬁer :
Kv =


Kvx1 Kvx2 0
Kvy1 Kvy2 0
0 0 Kvz

 (III.50)
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Pour les identiﬁer, on propose de construire un ﬁltre de Kalman étendu, permettant d’estimer ces
paramètres qui seront ajoutés au vecteur d’états. On choisit donc le vecteur d’états :
x =
(
X Y Z Vx Vy Vz Kvx1 Kvx2 Kvy1 Kvy2 Kvz
)T
où l’on considèrera que les états Kvi
liés aux frottements sont des constantes que l’on cherche à estimer. C’est à dire que l’on supposera
(dans le modèle) que leur dérivée par rapport au temps est nulle.
Nous obtenons donc le modèle dynamique suivant pour notre système dont on cherche à estimer les
termes de frottement :



X˙
Y˙
Z˙
V˙x
V˙y
V˙z
K˙vx1
K˙vx2
K˙vy1
K˙vy2
K˙vz


=


Vx
Vy
Vz
1
m
(
Tˆ .c(φ¯)s(θ¯)c(ψ¯)−Kvx1.Vx −Kvx2.Vy
)
1
m
(
Tˆ .c(φ¯)s(θ¯)s(ψ¯)− s(φ¯)c(ψ¯)−Kvy1.Vx −Kvy2.Vy
)
1
m
(
−m.g + Tˆ .c(φ¯)c(θ¯)−Kvz.Vz
)
0
0
0
0
0


y¯ =
(
X¯ Y¯ Z¯ V¯ V¯ V¯
)T
(III.51)
Où φ¯, θ¯ et ψ¯ sont les angles d’Euler mesurés par le système Vicon et qui sont considérés ici comme
les entrées du système. Tˆ est la poussée estimée, que l’on peut déterminer à partir des consignes moteurs
demandées (issus du contrôle de position et d’attitude, voir section 7) et de dynamique ﬁxée par la
boucle fermée sur les rotors (voir le chapitre V pour plus de détail). y¯ est le vecteur de mesure que l’on
obtient également grâce au système Vicon. Une étude de la matrice d’observabilité du système (qui ne
sera pas développée ici), nous montre que le système est bien observable du moment que les vitesses de
translations restent diﬀérentes de zéro (des termes de la matrice d’observabilité dépendent des vitesses
qui font chuter le rang si elles s’annulent).
On réalise donc un premier vol consistant en un décollage, puis à une trajectoire circulaire de rayon 50
cm à une altitude de 1.3 m. Lors de ce premier enregistrement, les gains des matrices de covariances sont
réglés de façon à obtenir une convergence assez rapide vers les coeﬃcients de frottements. L’EKF, fournit
donc au bout de 150 secondes, une première estimation des coeﬃcients. Puis on rejoue l’expérience,
en simulation, en initialisant les états correspondant aux coeﬃcients Kvi avec les valeurs qui viennent
d’être trouvées. Pour cette simulation, les termes de pondérations liés au modèle des coeﬃcientsKvi sont
divisés par un facteur 1000, aﬁn d’obtenir un temps de convergence plus lent, et donc une estimation
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moins bruitée.
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Figure III.15 – a) Estimations des coeﬃcients de frottements visqueux selon les directions horizontale
et verticale avec des dynamiques d’estimations rapides, aﬁn d’obtenir une valeur d’initialisation. En
trait continu, les valeurs estimées à chaque instant et en pointillée la valeur moyenne sur les 50 dernières
secondes. b) Le coeﬃcient de frottement estimé selon la direction verticale. c-f) Estimation plus ﬁne des
paramètres lors d’un rejeu en simulation avec une boucle d’estimation plus lente de la séquence donnée
en a-b). En trait continu les valeurs estimées à chaque instant et en pointillés la valeur moyenne sur les
50 dernières secondes.
On voit donc sur la ﬁgure III.15a que les coeﬃcients Kvx2 et Kvy2 sont très proches. On remarque
également que Kvy1 est négatif, ce qui est normal au vue du signe - présent devant s(φ) dans l’équation
diﬀérentielle de Vy. On observe également sur les ﬁgures III.15b et f, que l’estimation du coeﬃcient Kvz
converge selon deux dynamiques distinctes. En eﬀet, lors des 10 premières secondes, le robot est en
phase d’ascension, apportant des informations "riches" à l’estimateur. Une fois l’altitude "de croisière"
atteinte, la vitesse verticale est alors quasi nulle, ce qui rend le système quasi inobservable (sans vitesse
il n’est pas possible d’estimer des termes de frottements). Enﬁn, on remarque que le coeﬃcient Kvz
est nettement supérieur aux autres coeﬃcients (environ 30 fois supérieur). Cela est dû à la forme du
robot selon cette direction. En eﬀet, l’aire du robot projetée sur le plan horizontale est plus importante
que dans les autres directions. Cela explique donc que les frottements soient plus importants car les
coeﬃcient de frottements dépendent du facteur de forme de l’objet.
Les ﬁgures III.15c-f montrent ensuite l’estimation des mêmes paramètres avec une dynamique d’esti-
mation plus lente. L’initialisation est faite à partir des paramètres obtenus précédemment et on obtient
au bout de 120 secondes, une estimation bien plus précise. Les coeﬃcients ﬁnaux retenus sont obtenus
en moyennant les dernières 50 secondes de cet essai.
Bilan des paramètres du modèle : On présente donc dans le tableau suivant l’ensemble des
paramètres ayant été identiﬁés. A noté, il s’agit ici des paramètres obtenu pour le robot X4-MaG muni
de son œil, tel qu’il est présenté dans le chapitre V.
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Description Paramètre Valeur Unité
masse m 0.395 [kg]
Matrice d’inertie I

1.027e
−3 −7e−6 −2e−6
−7e−6 1.628e−3 0
−2e−6 0 1.142e−3

 [N·m]
Coeﬃcient de poussée (banc) cTBanc 2.889× 10−7 [kg]
Coeﬃcient de poussée
(stationnaire)
cTStatio 2.601× 10−7 [kg· rad−2·s2]
Coeﬃcient de couple de
trainée
cQ 1.143e−8 [kg· rad−2·s2]
Matrice de frottements et
ﬂapping
Kv

 0.050 0.181 0−0.157 0.183 0
0 0 6.475

 [N·m−2·s2]
5 Protocoles de calibrations
5.1 Calibrations des Accéléromètres
Les accéléromètres utilisés sont ceux de la MPU6050 et sont de technologie MEMS et présentent
souvent deux types de défauts : à savoir un biais et un facteur d’échelle pour chaque axe. Le biais peut
être dû à deux phénomènes, un mauvais alignement des 3 accéléromètres qui ne forment pas un trièdre
parfait et/ou un positionnement pas parfaitement "à plat" sur le robot.
D’un point de vue pratique, j’ai pu constaté la présence de ces deux biais. En eﬀet, on relève les
valeurs maximale et minimale mesurées par les accéléromètres de chaque axe, en alignant uns par uns
les axes du robot avec la verticale. Puis on relève également les valeurs des accéléromètres lorsque le
robot est placée parfaitement à l’horizontale (positionnée à l’horizontale grâce à un niveau à bulle.) On
obtient donc le tableau 5.1 :
MIN MAX Position 0°
X -9.63 10.15 0.3
Y -9.81 9.72 -0.02
Z -9.3 10.7 -9.214
On remarque donc qu’il y a bien un facteur d’échelle ainsi qu’un biais sur chacun des axes. On écrit
alors la sortie des accéléromètres, entachées de leurs défauts, de la façon suivante :
ξ¨ + ~g = R.T (a¯acc − bacc) (III.52)
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En supposant des accélérations latérales faibles devant g (ξ¨ << ||~g||), on obtient :
T.~g = R.(T a¯acc − bacc)
⇔ RT .~g =
(
a −1
) T
T.b


⇔
(
0 0 −g
)
.R =
(
aT −1
) T T
bT .T T


(III.53)
a) b) c)
d) e)
Figure III.16 – a-e) Photographie montrant le quadrirotor dans diﬀérentes positions angulaires lors de
la phase de calibration des accéléromètres. L’orientation réelle du robot est également mesurée par le
système Vicon, et n identiﬁe ensuite par moindre carré un facteur d’échelle s et un biais b pour chaque
accéléromètre de la centrale inertielle (chaque axe).
Ces défauts peuvent être identiﬁés de façon précise, en relevant sur quelques secondes, les valeurs
mesurées par les accéléromètres pour diﬀérentes orientations (le robot étant parfaitement immobile
durant l’enregistrement), comme proposé par exemple dans [Spica et al., 2013]. Ces orientations sont
également mesurées par le système Vicon et on se sert de ces mesures, considérées comme vraies, pour
calibrer les accéléromètres. On note R¯ la mesure de l’attitude (matrice de rotation) réalisée par le
Vicon. Aﬁn de garantir que R = I3×3 lorsque le robot est parfaitement à l’horizontale, on détermine
une matrice de rotation de calibration R¯0 pour le Vicon. Cette matrice R¯0 est simplement la mesure
d’attitude faite par le Vicon, quand le robot est parfaitement à l’horizontale (ce qui est vériﬁé à l’aide
d’un niveau à bulle de précision). Ainsi, on applique donc cette calibration en redéﬁnissant pour la suite
les mesures Vicon comme étant :
R¯← RT0 .R¯ (III.54)
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On réalise donc k enregistrements correspondant à k orientations du robot diﬀérentes et obtient donc
n échantillons par enregistrements. On peut ensuite rassembler l’ensemble de ces données et construire
un système matriciel :


gT .R¯1,1
...
~gT .R¯1,n
~gT .R¯2,1
...
~gT .R¯2,n
...
~gT .R¯k,n


︸ ︷︷ ︸
Gr
=


aT1,1 −1
...
aT1,n −1
aT2,1 −1
...
aT2,n −1
...
aTk,n −1


︸ ︷︷ ︸
A

 T T
bT .T T


(III.55)
Où les matrices R¯i,j correspondent à la jième mesure d’orientation faite par le Vicon pour l’orien-
tation i. On peut ensuite résoudre ce système aﬁn de déterminer la matrice d’échelle T et le vecteur de
biais b. La matrice A n’étant pas carrée, on utilise la pseudo-inverse notée A+ 4. On a alors :
C = A+.Gr (III.56)
Ce qui permet d’obtenir une estimation des biais b et facteur d’échelle réels T :

T = C
+
1→3,1→3
T
b = C+4,1→4.T
−1 (III.57)
On note donc bˆacc et Tˆ ces estimations, que l’on utilise pour corriger systématiquement les mesures des
accéléromètres et fournir une mesure corrigée notée a¯′acc :
a¯′acc = Tˆ (a¯acc − bˆacc) (III.58)
Par exemple, pour le robot utilisé lors de ma thèse, on obtient :
4. Pour une matrice A de dimension n×m de rang p, la pseudo inverse est ici obtenue à partir de la décomposition SVD
de A (Moore-Penrose). Soit Sn×m, Vm×m et U = n×n la décomposition SVD de C telle que A = U.S.V
T . On a alors, A+ =
V.S+
T
.UT Où S+ est elle même la pseudo-inverse de S =
(
Λp×p 0p×m−p
0n−p×p 0n−p×m−p
)
avec Λp×p =


λ1 0 · · · 0
0 λ2
. . .
...
...
. . .
. . . 0
0 · · · 0 λp

 la
matrice des valeurs singulières de S. On a alors S+ =
(
Λ−1p×p 0p×m−p
0n−p×p 0n−p×m−p
)T
=
(
1
λi
0n−p×p
0p×m−p 0m−p×n−p
)
.
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Tˆ =


0.9854 −0.0293 −0.0277
0.0956 1.0345 0.1221
−0.0344 −0.0122 0.8682

 bˆ =


0.5233
−1.2842
1.9094


5.2 Calibrations des Gyromètres
La calibration des gyromètres dépend fortement des conditions de l’essai et ces biais ne sont pas
constants. Il sera donc nécessaire de les estimer en ligne de façon à s’adapter à leurs évolutions.
Cependant une première estimation de ces biais peut être réalisée simplement en moyennant les
mesures obtenues sur quelques secondes lorsque le robot est immobile. Cette première valeur permettra
simplement d’initialiser le ﬁltre complémentaire décrit dans la suite (voir section 7.2).
5.3 Estimations en lignes des biais
Biais des accéléromètres Les biais et la matrice d’échelle des accéléromètres peut être déterminée
de la façon décrite précédemment.
Biais des gyromètres Comme dit précédemment, les biais sont systématiquement estimés en ligne,
grâce au ﬁltre complémentaire décrit dans la section 7.2. Cette estimation est possible, en utilisant le
vecteur de gravité mesuré par les accéléromètres, dont on suppose que la composante basse fréquence
est parfaitement égale à ~g. La ﬁgure III.17 donne un exemple de l’estimation en ligne des gyromètres
lors d’un vol stationnaire de quelques minutes.
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Figure III.17 – Exemple de l’estimation en ligne des bais des gyromètres avec le ﬁltre complémentaire.
Dans le chapitre V, les accéléromètres ne seront plus utilisés, et on utilisera la direction du regard.
Cette direction de regard jouera alors le même rôle "d’inclinomètre" que les accéléromètres. Et la
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construction d’un EKF permettra donc de déterminer les biais des gyromètres à l’aide de cette mesure.
6 Développement d’un support logiciel open-source
6.1 Motivations
J’ai décidé, durant ma thèse, de développer une toolbox Matlab/Simulink permettant d’automatiser
entièrement la génération de code pour l’exécution temps réel d’un modèle Simulink sur une cible dotée
d’un Linux embarqué. Cette volonté découle de deux constats :
— Durant ces dernières années, de nombreuses cartes de calcul jouant le rôle de micro-ordinateur
ont vu le jour. On peut citer par exemple le célèbre Raspberry Pi, la BeagleBone, les Gumstix, les
IGEP, etc. Ces cartes ont l’intérêt de présenter des puissances de calculs conséquentes pour des
facteurs de forme assez minimalistes, et des consommations relativement faibles (quelques Watt).
Ce type de carte est donc tout indiqué pour des applications robotiques et leur utilisation dans
ce domaine est de plus en plus commune.
— Ces architectures sont parfaitement compatibles avec Linux, qui est un système d’exploitation
fortement conﬁgurable et dont on peut aﬃner les caractéristiques aﬁn d’adapter son contenu
à nos besoins (conﬁguration du noyaux.) Cela fait donc de Linux un candidat idéal pour les
applications robotiques.
Cependant, développer des applications temps réel sous Linux reste une tâche diﬃcile, nécessitant de
solides connaissances des mécanismes temps réel, ainsi que des méthodes permettant de lier eﬃcacement
le hardware à l’application logicielle. Cela nécessite donc un choix minutieux des drivers à utiliser
(permettant de gérer les entrées/sorties du système), du noyaux Linux (qui déterminera les mécanismes
temps réels qui pourront être utilisés), de l’ordonnanceur (qui permettra de gérer les priorités des
diﬀérentes tâches), des méthodes de cadencement des tâches, etc.
Le but de la Toolbox RT-Mag est donc de fournir un cadre de développement qui rend transparent
ces diﬀérents choix et garantit l’exécution temps réel d’un modèle Simulink sur un système Linux em-
barqué. Elle automatise l’ensemble des étapes de développement d’une application robotique classique
(lecture/écriture des entrées/sorties temps réel, cadencement des tâches, etc.) et fournit une interface
intuitive, aﬁn de conﬁgurer l’accès les entrées/sorties avec un haut niveau d’abstraction. Elle donne
également accès à de nombreux modes et outils de débogage permettant d’avoir un retour sur les per-
formances temps réel, et fournissant des "métriques" (temps d’exécution de portions de code, charges
CPU, etc.) permettant d’optimiser les algorithmes de contrôle. Cet outil permet également de mettre
en place facilement une station sol aﬁn de superviser et enregistrer l’ensemble des données de l’applica-
tion embarquée. Cela permet non seulement de limiter considérablement le temps de développement,
mais également d’augmenter la versatilité des développements (car le développement des algorithmes
de simulation et de l’application embarquée se font sous le même environnement qu’est Simulink).
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6.2 Quelles applications ?
La toolbox RT-MaG peut donc être utilisée pour des applications robotiques reposant sur un calcu-
lateur de type Computer-On-Module (COM) et doté de Linux ; comme par exemple les cartes Gumstix,
les Beaglebone, les Raspberrypi, les module IGEP, etc. Actuellement, RT-MaG existe sous deux ver-
sions :
— une version pour applications de type temps réel "mou". Il s’agit de la version qui a été utilisée
pour présenter l’ensemble des travaux de cette thèse, et qui permet d’atteindre des fréquences de
tâche allant jusqu’à 1 kHz. Cette version est plug & play avec la plupart des systèmes Linux et
ne nécessite que la présence du patch PREEMPT-RT et des drivers d’entrées/sorties classiques
(SPI, I2C, UART, et Réseaux) qui sont nativement présents dans la plupart des distributions
Linux. Étant donné que cette version repose sur les drivers Linux natifs ainsi que sur une version
de Linux non temps réel (le patch PREEMPT-RT permet d’atteindre des comportements proches
du temps réel par des mécanismes de préemption, mais cela ne suﬃt pas toujours), elle ne fournit
qu’un support temps réel "mou". De forte limitations sont en eﬀet dues aux drivers qui ne sont
pas tous temps-réel, et les tâches liées aux entrées/sorties peuvent être "hasardeuse" dans le cas
de forte charge CPU.
— Une version pour les applications de type temps-réel "dur". Cette version a été développée et
continue de l’être, aﬁn de fournir une maitrise parfaite du temps réel, ce qui passe par l’utilisation
d’un vrai noyau temps réel : XENOMAI (qui n’est en réalité qu’un co-noyau, mais qui permet
de faire de Linux un vrai OS temps réel), et de drivers temps réel spéciﬁques. Ainsi, des tâches
peuvent être planiﬁées à des fréquences jusqu’à quelques dizaines de kilo-hertz et le temps réel
est garanti également pour les E/S, et ce même pour des charges CPU très élevées.
6.3 Choix Structurels et considérations techniques
6.3.1 Architecture typique d’application
La toolbox RT-Mag permet de créer facilement une connexion entre l’application distante et la
station sol. La ﬁgure III.18 résume donc les diﬀérentes connexions et interactions du système embarqué
et de la station sol. Le système embarqué est contrôlé via un lien Wiﬁ (via un tunnel SSH) permettant
de communiquer avec le système Linux embarqué via un terminal. Ce terminal permet de déclencher
ou stopper le programme correspondant au modèle Simulink à tout moment et permet également
de récupérer des informations sur son exécution (charge CPU, temps d’exécution moyens par tâche,
overruns, etc. à une fréquence de 1Hz). Le lien Wiﬁ permet également d’envoyer, si besoin, des consignes
de haut niveau ou des paramètres au programme embarqué et de récupérer, en temps réel, l’ensemble
des signaux à surveiller. L’envoi et la visualisation des informations se font également via un modèle
Simulink sur la station sol. L’application embarquée est liée aux diﬀérents capteurs et autres calculateurs
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via les connections Série, SPI, I2C, ADC ou GPIO comme renseigné dans le modèle Simulink. Une liaison
série peut également être utilisée aﬁn de valider le modèle embarquée en HIL : le système robotique
réel est alors émulé par la station sol qui simule le comportement du système et génère les diﬀérentes
E/S des capteurs.
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Figure III.18 – Schéma de communication classique d’une application RT-MaG. Le modèle Simulink
embarqué est exécuté en temps réel sur le module COM (Computer-On-Module) et accède directement
aux diﬀérentes entrées/sorties. L’application embarquée est reliée via wiﬁ à la station sol aﬁn de changer
les paramètres ou échanger des données en temps réel. Un mode Processor-In-the-Loop est également
disponible si le calculateur est relié à une station sol émulant le comportement du robot via une
connexion série. L’utilisateur peut démarrer ou stopper le programme à tout moment (via le Wiﬁ) et
accéder à de nombreuses informations grâce à la console (charge CPU, temps d’exécution des tâches,
overruns, etc.)
6.3.2 Génération de code automatique
Le modèle Simulink de la station sol et des contrôleurs embarqués peuvent êtres réalisés comme
n’importe quel modèle Simulink. L’accès aux diﬀérentes entrées/sorties du système (SPI, I2C, etc.)
est possible grâce à une librairie de blocs Simulink fournie par RT-MaG. Le modèle Simulink est en-
suite traduit en langage C grâce à Embedded Coder de Matlab/Simulnk. Ce code fournit une fonction
Model_stepi() correspondant à l’ensemble des opérations relatives à une période d’échantillonnage i.
Puis un ensemble de routine Matlab (appelé RT-MaG Coder) va générer le code manquant pour caden-
cer l’appel à ses fonctions et les lier aux entrées/sorties nécessaires. Une archive contenant l’ensemble
des sources est alors générée automatiquement et déposée sur un serveur FTP. Les sources sont ensuite
téléchargées et compilées sur la cible aﬁn de générer l’exécutable correspondant au modèle.
De plus amples informations concernant la génération de codes, le support, ou encore la structure
de l’application temps réel générée peuvent être trouvées dans [Manecy et al., 2014b] ou sur le site
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Figure III.19 – Diagramme de génération de RT-
MaG. Le code C du modèle est généré par Embed-
ded Coder. RT-MaG Coder génère ensuite le code
nécessaire pour cadencer l’application et accéder
aux entrées/sorties. Puis les sources sont compi-
lées sur la cible et le programme est exécuté en
temps réel et supervisé via le modèle Simulink de
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Figure III.20 – Exemple de modèle Simulink utili-
sant les blocs de la librairie RT-MaG. Ici le modèle
utilise une connexion Wiﬁ (émission et réception
UDP), 2 ports séries, 1 port SPI, 1 sortie vers un
ﬁchier de log, 1 port I2C et 2 sorties PWM. L’en-
semble des options de conﬁguration est réalisé via
un block spéciﬁque (entouré en rouge).
internet du projet [Manecy, 2014].
6.4 Performances
Pour illustrer les performances temporelles de la toolbox RT-MaG, on propose d’étudier de plus
près le cadencement obtenu pour une application présentant diﬀérentes fréquences d’échantillonnage et
ayant été réalisée avec RT-MaG. L’application présente donc 4 fréquences diﬀérentes utilisant diﬀérentes
E/S avec une charge CPU faible (voir III.21) et une charge CPU élevée (voir table III.3). La charge
CPU est ici réalisée à l’aide de longue boucle "for" intégré dans des Embedded Matlab Function. Les
diﬀérentes E/S présentes sont donc : le wiﬁ échangeant avec une station sol à plus de 100 ﬂoat à 1 kHz,
deux ports série (UART) échangeant chacun 5 ﬂoat à 500 Hz, 2 PWM dont les valeurs sont mises à
jour à 333 Hz, un bus SPI échange cinq entiers 16-bit à 200 Hz et un port I2C échange 5 entiers 8-bit
avec une carte Arduino (la Nanowii) à 200 Hz.
La ﬁgure III.21 montre donc l’évolution de chacune des périodes d’échantillonnage, mesurée dans le
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Figure III.21 – a) Mesure de la période eﬀective pour 4 tâches cadencées à 1000Hz, 500Hz, 333Hz
et 200Hz pour la version utilisant Linux PREEMPT-RT. La période moyenne ne diﬀère que de 0.1%
par rapport à la période. b) Distribution de chacune des périodes obtenues. L’écart type est considéré
suﬃsamment petit pour des applications robotiques allant jusqu’à 1 kHz.
cas d’un système Linux PREEMPT-RT. On observe que la période souhaitée est plutôt bien respectée
car elle ne diﬀère que de 0.01% par rapport à la période cible désirée. Avec une faible charge CPU,
aucun overrun n’a été mesuré, et les écarts type qui peuvent paraître assez élevés (de l’ordre de 131
µs pour la tâche la plus rapide) sont des valeurs typiques obtenues par le benchmark Cyclictest pour
des structures ARM de ce type [Ficheux et Bénard, 2012]. On peut donc considérer qu’il s’agit des
meilleures performances atteignables avec un Linux utilisant simplement un patch PREEMPT-RT. La
table III.3 montre donc un résumé des performances de la même application pour une charge CPU
supérieure à 90%. Dans ce cas, on observe que quelques overruns apparaissent (moins de 0.03% pour
la tâche 3 et 0.01% pour la tâche 1). Mais, malgré cela, les mises à jour des E/S sont assez ﬁables
pour être utilisées dans le cadre d’application robotique, comme le prouve la suite de ce chapitre, étant
donné que la plateforme X4-MaG est capable de voler avec une très bonne précision dans l’arène de
vol (voir section 8 de ce chapitre) ou de poursuivre une cible mouvante grâce à sa vision (voir section
5 du chapitre V) et ce avec des auto-pilotes exclusivement réalisés grâce à la toolbox RT-MaG.
6.5 Perspectives pour RT-MaG
Plus récemment, la toolbox RT-MaG a été modiﬁée aﬁn de fonctionner également sous XENOMAI
qui oﬀre des performances temps réel bien meilleures, comme le montre le tableau III.4. On observe
alors que les latences du système XENOMAI pour traiter une tâche planiﬁée par timer (ici une tâche à 1
kHz) sont bien plus faibles et bien plus constantes que sur un système Linux PREEMPT-RT classique.
En eﬀet, alors que pour le système Linux l’écart type des latences est de l’ordre de 130 µs, il est de
l’ordre de 1 à 2 µs et ce, même pour un système fortement chargé. De plus on remarque que les latences
maximales sont de l’ordre de plusieurs centaines de micro secondes sous PREEMPT-RT alors qu’elles
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Tâche 1 Tâche 2 Tâche 3 Tâche 4
Période cible [µs] 1000 2000 3000 5000
Période moyenne [µs] 999.9 2000.4 2999.7 5013.8
Overruns/Nb exécution 0/300000 13/149977 0/99999 14/59832
Temps moyen d’exécution [µs] 47.9 74.5 489.8 3303.2
Temps min d’exécution [µs] 10 30 427 2014
Temps max d’exécution [µs] 458 3631 702 5462
Charge CPU [µs] 90%
Table III.3 – Timing d’une application RT-MaG constituée de 4 tâches utilisant un lien Wiﬁ, 2 liens
UART, 1 lien I2C, 1 lien SPI et générant 2 PWM.
ne dépassent pas les 30 µs sous XENOMAI. En eﬀet, pour une expérience de plusieurs dizaines de
minutes, on observe avec PREEMPT-RT une latence maximale de 435 µs pour système non chargé et
de 536 µs pour un système chargé. Avec même, dans de très rares occasions (une à deux occurrences sur
plusieurs dizaines de minutes), des latences de plusieurs millisecondes (4852 µs pour un système non
chargé et 8972 µs pour un système fortement chargé). Ce phénomène n’apparaît absolument pas sur le
système XENOMAI. On observe même que les latences maximales atteintes par le système XENOMAI
sont inférieures d’un facteur 20 et les écarts types inférieurs d’un facteur 100 environ.
CPU <50% CPU >90%
PREEMPT-RT XENOMAI PREEMPT-RT XENOMAI
Tps. Décl. min. [µs] - 4.769 - 8.999
Tps. Décl. moy. [µs] - 7.307 - 11.076
Tps. Décl. max. [µs] 435 (4852) 15.076 526 (8972) 26.307
Écart type [µs] 134.327 0.978 125.335 1.662
Table III.4 – Latences mesurées pour les systèmes Linux PREEMPT-RT et XENOMAI en cas de
faibles et fortes charges CPU.
De même, plus récemment, nous avons créé un groupe de travail regroupant plusieurs laboratoires
(ISM, Heudiasyc de l’UTC et Gipsa-Lab) aﬁn de mutualiser les développements du noyau et des drivers
concernant le système Linux XENOMAI pour les cartes Gumstix et IGEP (architecture reposant sur
le même processeur OMAP). Cela permettra de réduire considérablement les latences du système et
d’obtenir des drivers temps réel oﬀrant également des capacités asynchrones. Ce qui permettra de
considérablement réduire la charges CPU liée aux E/S. En eﬀet, à l’heure actuelle, sur le système
PREEMPT-RT seul, le temps réel est obtenu en réalisant des lectures et écritures bloquantes sur les
E/S, ce qui représente, pour des fréquences de travail élevées, un gaspillage des ressources processeur
substantiel.
Cela permettra donc d’atteindre des performances temps réel encore plus élevées bien qu’actuelle-
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ment la toolbox présente des résultats satisfaisants et suﬃsants pour asservir par exemple un quadrirotor
comme le démontre les travaux de cette thèse.
7 Stabilisation et asservissement de position dans l’arène de vol
Maintenant que nous avons décrit la plateforme ainsi que sa structure logicielle, nous allons nous
intéresser aux algorithmes de contrôle constituant l’auto-pilote du quadrirotor.
Dans cette partie, nous allons donc nous focaliser sur la stabilisation du robot X4-MaG dans l’arène
de vol Vicon. Dans ce cadre, on utilisera les données de positions et de vitesses de translation fournies
par le Vicon, aﬁn de réaliser un contrôleur oﬀrant de bonnes performances de poursuite de trajectoire.
On réutilise le modèle précédemment développé dans la section 4, à la diﬀérence qu’ici les rotations
sont exprimées sous forme de quaternions et que l’on ne conserve que les forces et moments principaux :


ξ˙ = v
mv˙ = −m~g + FΣ
q˙ =
1
2
q ⊗ p(Ω)
IΩ˙ = −Ω× IΩ+ ΓΣ
(III.59)
Où ξ est la position du robot, v sa vitesse de translation et Ω ses vitesses de rotations angulaires. Pour
la suite de ce chapitre, on introduit les notations suivantes : ⊗ représente le produit de quaternions,
× est le produit vectoriel et p(Ω) représente un quaternion pur p(Ω) =
(
0 Ω
)T
(avec Ω le vecteur
de dimension 3 correspondant aux vitesses de rotation du robot). FΣ est la somme des forces agissant
sur le robot, et ΓΣ la somme des couples. Pour le design de contrôleurs, ces deux entités peuvent être
simplement décrites par :
FΣ = q ⊙
(
TΣ.~b3
)
+ F∆ = q ⊙
(
4∑
i=0
cT .ω
2
ri
~b3
)
+ F∆ (III.60)
ΓΣ = ΓΘ + Γ∆ (III.61)
où ⊙ est le produit de quaternion-vecteur déﬁni par q ⊙ v = q.
(
0 v
)T
.q−1 avec ~b3 =
(
0 0 1
)T
(c’est à dire la verticale dans le repère du robot), où cT est le coeﬃcient de poussée (voir 4.4.2) et ωri la
vitesse de rotation du rotor i. F∆ et Γ∆ sont des perturbations aérodynamiques et des perturbations
en couples que l’on considère ici inconnues. On considère que la poussée totale TΣ et les couples ΓΘ
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permettant de contrôler le robot sont décrits par (conﬁguration X4) :

TΣ
ΓΘ

 =


cT cT cT cT
−l′.cT l′.cT l′.cT −l′.cT
−l′.cT −l′.cT l′.cT l′.cT
cQ −cQ cQ −cQ


︸ ︷︷ ︸
M


ω2r1
ω2r2
ω2r3
ω2r4

 (III.62)
où TΣ est un scalaire et ΓΘ =
(
Γφ Γθ Γψ
)T
est un vecteur de dimension 3. On rappelle qu’ici l′ =
√
2
2 .l
où l est la longueur d’un bras (demi envergure du robot) et cQ coeﬃcient de couple lié à la trainée. M
est appelé la matrice de mixage.
7.1 Le contrôleur de vitesse des hélices
L’asservissement en vitesse de rotation de chacun des rotors, est réalisé à l’aide du contrôleur décrit
en détail dans la section 2.5.3. Il s’agit d’un contrôleur PI, avec anti-windup, auquel on ajoute un terme
d’anticipation (feedforward). Ici, on rappelle la boucle de contrôle simpliﬁée (sans anti-windup) :
UESCi = kp(ω
⋆
rfi − ω¯ri) + ki
∫ t
0
(ω⋆rfi − ω¯ri)dt+ ff(ω⋆ri) (III.63)
Ce contrôleur fournit donc une sortie PWM UESCi à 490 Hz. A partir d’ici, les valeurs de consignes
seront notées avec une étoile (comme par exemple, ω⋆ri), les valeurs estimées par un chapeau (par
exemple, Ωˆ), et les valeurs mesurées par une barre (par exemple, ω¯ri).
7.2 Estimation d’attitude : le ﬁltre complémentaire
Le problème d’estimation d’attitude est résolu ici en mettant en place un ﬁltre complémentaire
comme celui proposé par exemple dans [Mahony et al., 2008] ou [Mahony et al., 2012]. Ce ﬁltre est
exprimé ici en quaternion aﬁn d’éviter les singularités présentes dans la représentation sous forme de
matrice de rotation. Le ﬁltre permet donc d’estimer à la fois l’attitude du robot, mais également les
biais des gyromètres, aﬁn de fournir une estimée des vitesses de rotation non biaisées. Il a été montré
que ce ﬁltre converge exponentiellement à la fois théoriquement et dans la pratique ( [Mahony et al.,
2008]). La centrale inertielle (MPU6050) utilisée ici ne fournit pas de magnétomètre. Cela implique
donc l’utilisation d’une autre mesure permettant d’estimer le biais du gyromètre selon l’axe de lacet.
L’avantage du ﬁltre complémentaire est sa facilité à intégrer diﬀérents capteurs (fusion des informations
d’un capteur par simple ajout d’un terme dans le terme de correction α). On choisit donc d’utiliser une
partie de l’information (quaternion d’attitude) fournie par le système Vicon. Et grâce à un gain adapté
kv, on peut n’utiliser que l’information liée au lacet dans ce quaternion :
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

˙ˆq =
1
2
qˆ ⊗ p(Ω¯− bˆ︸ ︷︷ ︸
Ωˆ
−α)
˙ˆ
b = kb.α
α = ka ◦ ~g × (qˆ ⊙ ~gIMU )‖~g‖2 + kv ◦ s˜v˜
(III.64)
où ◦ est le produit d’Hadamard de vecteur (multiplication élément par élément), s˜ et v˜ sont res-
pectivement la partie scalaire et vectorielle de l’erreur de quaternion entre le quaternion estimé et le
quaternion mesuré par le Vicon. Cette erreur de quaternion est déﬁnie par q˜ = q¯−1
V icon
⊗ qˆ =
(
s˜ v˜
)T
avec q¯
V icon
le quaternion mesuré par la système Vicon. Ici ka =
(
ka1 ka2 0
)
avec ka1 > 0 et ka2 > 0,
et kv =
(
0 0 kv3
)
avec kv3 > 0. L’utilisation de ces pondérations permet de ne pas utiliser l’informa-
tion des accéléromètres pour l’estimation du lacet, car cette mesure n’apporte aucune information (pour
des angles de roulis et tangage nuls, qui est le cas nominal, le vecteur de mesure des accéléromètres est
colinéaire à ~g et indépendant de l’angle de lacet.) De même, un magnétomètre n’apporte que très peu
d’informations sur les angles de roulis et tangage, et on représente cela en extrayant uniquement les
informations de lacet du quaternion fournies par le Vicon.
7.3 Contrôleurs d’attitude
Ici nous allons donc tester deux contrôleurs d’attitude diﬀérents aﬁn de comparer leurs performances
et leurs robustesses à diﬀérentes perturbations. Le but étant de sélectionner le meilleur contrôleur aﬁn
d’assurer la fonction de contrôleur de secours nécessaire pour ﬁabiliser la plateforme lors d’élaboration
de nouveaux algorithmes (comme dans le chapitre V). Nous proposons donc ici de comparer deux
contrôleurs : un premier consistant en deux boucles de contrôleurs PI imbriqués permettant d’asservir
les vitesses de rotations ainsi que l’attitude. Le deuxième contrôleur est un contrôleur géométrique conçu
directement sur l’espace SO(3) comme présenté par [Lee et al., 2010] et mis en œuvre dans ma thèse sous
forme de quaternions. Ces contrôleurs d’attitude vont donc recevoir en entrée des consignes d’attitude
Θ⋆ =
(
φ⋆ θ⋆ ψ⋆
)T
fournies par le contrôleur de position, et délivre des consignes de couples Γ⋆ à
générer.
7.3.1 Contrôleur d’attitude sous forme de PI imbriqués
Ici, on propose de stabiliser l’attitude en utilisant simplement deux boucles de PI imbriqués. Le
premier contrôleur permet donc d’asservir les vitesses de rotation et délivre des consignes de couples à
générer :
Γ⋆
Θ
= kp(Ω⋆f − Ωˆ) + ki
∫ t
0
(Ω⋆f − Ωˆ)dt︸ ︷︷ ︸
τ⋆Θfeedback
+ Ωˆ× IΩˆ+ I dΩ
⋆
f
dt︸ ︷︷ ︸
τ⋆Θfeedforward
(III.65)
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Figure III.22 – Le modèle Simulink de l’auto-pilote de X4-MaG qui réalise à la fois l’estimation d’at-
titude, l’asservissement d’attitude et l’asservissement de position. a) Les entrées/sorties de la Gumstix
sont accessibles directement grâce à la toolbox RT-MaG. Ici, l’auto-pilote reçoit directement via le
wiﬁ, les "waypoints", les mesures du Vicon et les paramètres des contrôleurs envoyés par la station sol.
L’ensemble des résultats d’estimations et des commandes générées est envoyé à la station sol qui les
enregistre et permet de superviser le tout en temps réel. Les données inertielles et les consignes rotors
sont échangées via liaison série (UART) avec la Nanowii. b) Une version simple d’auto-pilote, intégrant
un contrôleur de position, un contrôleur d’attitude et l’estimateur d’attitude.
où Γ⋆
Θ
est un vecteur de dimension 3 correspondant aux couples, Ωˆ = Ω¯ − bˆ est le vecteur de vitesse
de rotation obtenu en retirant le biais estimé des gyromètres aux mesures gyrométriques ; I est la
matrice d’inertie. kp et ki sont des matrices diagonales dont les termes sont positifs. Les deux éléments
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composant le terme de feedforward Γ⋆Θfeedforward permettent de compenser les eﬀets gyroscopiques liés
aux vitesses de rotation du robot, et générer a priori le couple correspondant à la consigne de vitesse
ﬁltrée Ω⋆f . Cette consigne de vitesse est obtenue en ﬁltrant les consignes Ω
⋆ fournies par le contrôleur
d’attitude aﬁn d’assurer leur faisabilité et leur diﬀérentiabilité :
Ω⋆f (s) =
Ω⋆(s)
(τfΘs+ 1)
(III.66)
où τfΘ est la constante de temps du ﬁltre du premier ordre qui assure que la dérivée première Ω
⋆
f est
continue (nécessaire dans III.65). La consigne de vitesse de rotation Ω⋆ est fournie par le contrôleur
d’attitude qui est décrit par :
Ω⋆ = kp(Θ⋆ − Θˆ) + ki
∫ t
0
(Θ⋆ − Θˆ) (III.67)
où kp et ki sont des matrices diagonales positives, et Θˆ =
(
φˆ θˆ ψˆ
)T
est le vecteur décrivant les
angles d’Euler correspondant au quaternion d’attitude estimé qˆ. Θ⋆ =
(
φ⋆ θ⋆ ψ⋆
)T
où φ⋆ et θ⋆ sont
fournies par le contrôleur de position et ψ⋆ est un angle de cap spéciﬁé par l’utilisateur.
7.3.2 Contrôleur d’attitude géométrique en quaternions
Le deuxième contrôleur proposé est une version en quaternions du contrôleur décrit par [Lee et al.,
2010], auquel un eﬀet intégral a également été ajouté. On notera que la stabilité asymptotique de ce type
de contrôleur ( [Lee et al., 2010]) ne tient que sous des contraintes assez restrictives (la matrice d’inertie
parfaitement connue, la dynamique des moteurs est négligeable, etc.). Ces hypothèses ne peuvent pas
vraiment être garanties dans un cadre expérimental, mais ses bonnes performances et sa robustesse
(sous la forme de matrices de rotation) ont néanmoins été vériﬁées expérimentalement comme par
exemple dans [Mellinger et Kumar, 2011]. Dans mes travaux de thèse, je montre que la version sous
forme de quaternion avec eﬀet intégrale fonctionne également de façon satisfaisante d’un point de vue
expérimental (voir la section 8.2).
A partir des consignes d’attitude délivrées par le contrôleur de position Θ⋆(t) (où Θ⋆(t) est la
consigne d’attitude décrite parΘ⋆(t) =
(
φ⋆(t) θ⋆(t) ψ⋆(t)
)T
), on déﬁnit une nouvelle consigneΘ⋆f (t),
correspondant à la consigne initialeΘ⋆(t) ﬁltrée à l’ordre 3, aﬁn de garantir que les dérivées temporelles
d’ordre 1 et 2 Ω⋆f et Ω˙
⋆
f soient continues.
Finalement, la consigne en quaternion q⋆f est extraite à partir du vecteur Θ
⋆
f (t) et on déﬁnit un
vecteur d’erreur eq de dimension 3× 1 entre le quaternion estimé et le quaternion de consigne qui peut
être déﬁni comme suit :
eq = s˜eq .v˜eq (III.68)
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où s˜eq et v˜eq sont respectivement la partie scalaire et vectorielle de l’erreur de poursuite en quaternion
q˜eq = qˆ
−1 ⊗ q⋆.
L’erreur de poursuite en vitesse de rotation peut être décrite par :
eΩ =
[
(qˆ−1 ⊗ qf )⊙Ω⋆f
]
− Ωˆ (III.69)
Ensuite, le contrôleur géométrique sur SO(3) peut être construit de la façon suivante :
Γ⋆
Θ
= I
(
kReq + kI
∫ t
0
eqdt+ kΩeΩ
)
+ Ωˆ× IΩˆ− I
(
Ωˆ×(q˜eq ⊙Ω⋆f )− q˜eq ⊙ Ω˙⋆f
)
(III.70)
7.4 Contrôle de position en 3D
7.4.1 Boucles de contrôle
Le contrôleur de position proposé ici, est basé sur celui proposé par [Michael et al., 2010], auquel
on ajoute les non linéarités sin−1. Ce contrôleur permet donc, en ajustant les angles de roulis φ et de
tangage θ, de poursuivre les consignes de position ξ⋆1 = x
⋆ et ξ⋆2 = y
⋆. Les consignes de roulis et de
tangage sont donc obtenues de la façon suivante :


φ⋆ = sin−1
(
m
T ⋆Σ
(
ξ¨⋆f1 sin ψˆ − ξ¨⋆f2 cos ψˆ
))
θ⋆ = sin−1
(
m
T ⋆Σ
(
ξ¨⋆f1 cos ψˆ + ξ¨
⋆
f2 sin ψˆ
)) (III.71)
où ξ¨⋆f1 et ξ¨
⋆
f2 sont des consignes d’accélérations horizontales composées par un terme de feedforward
(anticipation) et de feedback (déterminé par un contrôleur PID) et sont obtenues comme suit :
ξ¨⋆fi = kP ξ˜i + kI
∫ t
0
ξ˜idt+ kD
(
dξ⋆fi
dt
− v¯i
)
︸ ︷︷ ︸
ξ¨⋆
ifeedback
+
d2ξ⋆fi
dt2︸ ︷︷ ︸
ξ¨⋆
ifeedforward
(III.72)
où ξ˜i est l’erreur de position 3D donnée par ξ˜i = (ξ⋆fi − ξ¯i), ξ¯i et v¯i sont respectivement les positions
et vitesses linéaires mesurées par le Vicon sur le plan horizontal. ξ⋆fi correspond à une consigne de
position ﬁltrée du waypoint ξ⋆i , qui assure au signal d’être de classe C
3 et permet d’introduire les
saturations physiques du système (c’est à dire que le terme de feedforward qui en découlera sera continu
et réalisable) :
ξ⋆fi(s) =
ξ⋆i (s)
(τfξs+ 1)
3
(III.73)
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La poursuite de la consigne de position z⋆ = ξ⋆3 sur l’axe vertical est réalisée en ajustant simplement la
poussée totale TΣ déﬁnie par :
T ⋆Σ =
kP ξ˜3 + kI
∫ t
0 ξ˜3dt+ kD
(
dξ⋆
f3
dt − v¯z
)
cosφˆcosθˆ︸ ︷︷ ︸
z¨feedback
+
m
cosφˆcosθˆ
.
(
g +
d2ξ⋆f3
dt2
)
︸ ︷︷ ︸
z¨feedforward
(III.74)
Le rôle de ce préﬁltre de consigne est donc de construire une trajectoire réalisable, pour rallier les
waypoints fournis par la mission (déterminés par l’utilisateur par exemple).
7.4.2 Générateur de trajectoires et sécurités
Dans les faits, ce préﬁltre de consigne (qui peut être vu comme un générateur de trajectoire permet-
tant de planniﬁer une trajectoire réalisable) est implémenté avec des intégrateurs saturés qui permettent
de respecter les saturations du système physique et/ou les limitations ﬁxées par le cahier des charges. La
ﬁgure III.23 montre donc l’implémentation de ce préﬁltre qui permet de calculer les trajectoires ξ⋆f ,
dξ⋆
f
dt
et
d2ξ⋆
f
dt2
nécessaires aux diﬀérents termes de feedforward. Les saturations, quant à elles, permettent de
garantir que la trajectoire générée sera réalisable par le robot. Les saturations en accélération assurent
de ne pas atteindre des angles de roulis et tangage trop importants. De plus, dans le cas où un nouveau
waypoint est placé très loin de la position actuelle, les saturations en vitesses permettent de limiter la
vitesse maximale à atteindre pour relier deux wayoints ; ce qui n’est pas possible à garantir avec un
préﬁltre linéaire classique. Enﬁn, les saturations en positions permettent de ﬁxer un volume de travail
(cela peut permettre de séparer l’espace de vol lors de l’utilisation de plusieurs robots, ou de ne pas
chercher à atteindre des coordonnées incohérentes).
Ainsi, les saturations des diﬀérents intégrateurs sont données par :


S+ξ = ξmax =


xmax
ymax
zmax

 , S−ξ = ξmin =


xmin
ymin
zmin


S+v = vmax =


vxmax
vymax
vzmax

 , S−v = vmin =


vxmin
vymin
vzmin


S+a = amax =


TΣ
m . sin(θmax)
TΣ
m . sin(φmax)
4∑
i=1
cTω
2
rimax

 , S−a = amin =


TΣ
m . sin(θmin)
TΣ
m . sin(φmin)
4∑
i=1
cTω
2
rimin


(III.75)
Où ξmax et ξmin permettent de déﬁnir un volume de travail dont on ne veut pas que le robot sorte, vmax
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et vmin déﬁnissent les vitesses linéaires maximales autorisées. θmax/min et φmax/min sont les angles de
roulis et de tangage maximaux autorisés. Ici, l’accélération maximale est déterminée en fonction de la
poussée de façon à ce que les angles d’attitude nécessaires ne dépassent pas les angles maximaux ﬁxés
par l’utilisateur. Les vitesses maximales et minimales des rotors ωrimax et ωrimin sont ici respectivement
de 125 rad· s−1 et 1162 rad· s−1. Ainsi, lors de l’arrivée d’un nouveau waypoint, quelque soit la
position actuelle du robot, on garantit que la trajectoire demandée au robot pour atteindre ce waypoint,
respectera l’ensemble des limites ﬁxées par le cahier des charges.
+−
+
+
+
Figure III.23 – Implémentation du préﬁltre (générateur de trajectoire). Ce préﬁltre permet de prendre
en compte les limitations du système physique et/ou du cahier des charges grâce aux saturations S+x
et S−x des états ξ, v et a. De plus, grâce à une entrée de reset activée par le superviseur Gumstix lors
de changement de mode, la trajectoire peut être re-planiﬁer à partir de l’état actuel
(
at vt ξt
)
.
Remarque III.4: Ce préﬁltre de consigne joue également un rôle primordial lorsqu’on réalise un
changement de mode de contrôle (par exemple, lorsque le mode de secours reprend la main sur le mode
expérimental). En eﬀet, lors d’un basculement de mode, il suﬃt de réinitialiser les états du préﬁltre avec
l’état courant du système, mesuré par le Vicon. Cela permet, lors du basculement, de re-générer une
trajectoire réalisable à partir de l’état courant et donc de garantir une commande "souple". La ﬁgure
III.24 montre, par exemple, plusieurs basculements automatiques du mode expérimental vers le mode
de secours, lors du test d’un contrôleur expérimental ne respectant pas les exigences du superviseur
(contrôleur volontairement instable). Aux instants t = 149s, t = 158s et t = 176s, on bascule donc sur
le contrôleur expérimental qui est instable et s’écarte fortement de la trajectoire désirée (courbes vertes).
On voit donc que, dès lors que la trajectoire du robot (courbes noires) croise les seuils de sécurité qui
ont été ﬁxés, le contrôleur de secours reprend la main et re-planiﬁe une trajectoire ξ⋆f pour rejoindre le
waypoint actuel ξ⋆. On observe bien sur la ﬁgure III.24b que lorsque le mode de secours s’enclenche, la
trajectoire est replaniﬁée à partir de l’état actuel du robot (positions : voir ﬁgure III.24a-b, vitesses :
voir III.24c).
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Figure III.24 – a) Évolution des positions X, Y et Z lors du test de récupération automatique par le
mode de secours. Le mode expérimental est lancé par l’utilisateur 3 fois (fond jaune) avec un contrôleur
volontairement instable. Dès lors que la position du robot dépasse le seuil de sécurité ﬁxé (lignes bleues),
le contrôleur de secours s’enclenche, re-planiﬁe une trajectoire (lignes vertes) et rectiﬁe la trajectoire
(lignes noires). b) Zoom sur la première récupération automatique par le contrôleur de secours. c) Les
consignes de vitesses linéaires (en vert) fournies par le préﬁltre générateur de consigne et les vitesses
mesurées par le Vicon (en noir).
Finalement, on obtient la consigne de vitesse de rotation pour chaque rotor correspondant au vecteur
de commande
(
T ⋆Σ Γ
⋆
Σ
)T
en inversant la matrice M qui est donnée par l’équation (III.62).
Comme M est une matrice constante (la conﬁguration des rotors est ﬁxe), l’inversion de cette
matrice peut être réalisée hors ligne et une seule fois.
8 Résultats dans l’arène de vol
Dans cette partie, nous allons tout d’abord, comparer les résultats obtenus avec les deux contrôleurs
d’attitude présentés précédemment et quantiﬁer l’inﬂuence de leurs performances sur la précision de
positionnement dans le volume de vol. Puis, nous évaluerons les précisions de positionnement obtenues
pour le meilleur des deux contrôleurs sur une trajectoire circulaire.
8.1 Comparaison des deux contrôleurs d’attitude
Nous allons donc comparer le rejet de perturbations en attitude qu’oﬀrent les deux contrôleurs
d’attitude décrit par les équations (III.65) et (III.70).
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8.1.1 Modèle de perturbations d’attitude
Aﬁn de pouvoir comparer les deux contrôleurs pour ces perturbations, il est nécessaire de générer
toujours la même perturbation. On choisit de générer artiﬁciellement cette perturbation (plutôt qu’avec
un système extérieur générant une rafale de vent), en ajoutant un terme à la commande de couple qui
est appliquée au robot (Γ⋆Θ devient Γ
⋆
Θ + Γp).
0
0
0
0 0
a) b) c)
Figure III.25 – a) En bleu, le proﬁl de perturbation de commande utilisé pour générer une perturbation
d’attitude répétable, et en rouge, le couple obtenu incluant la dynamique des rotors. b) En bleu, le proﬁl
de vitesse de rotation correspondant, en négligeant la dynamique des rotors et en rouge, en considérant
la dynamique des rotors. c) En vert, la perturbation en attitude souhaitée, en bleu la perturbation sans
prendre en compte la dynamique des rotors et en rouge, la perturbation réellement obtenue une fois
réalisée par le robot (réponses simulées).
Le proﬁl de perturbation est donnée par la courbe bleue de la ﬁgure III.25a. Cette perturbation
génère donc un proﬁl de vitesse de rotation correspondant à la ﬁgure III.25b (courbe bleue) et une
perturbation angulaire donnée par la ﬁgure III.25c (courbe bleue). On remarque que l’introduction
d’une dynamique d’actionneur (courbes rouges) ne modiﬁe pas l’amplitude de perturbations générée
au ﬁnal. On peut donc déterminer l’amplitude Γp des échelons de couples à générer pour obtenir une
perturbation d’amplitude A atteinte en une période ∆T . En eﬀet, en supposant que la dynamique de
rotation sur un axe Θi est donnée par :
IΘi .Ω˙Θi = Γpi (III.76)
La matrice d’inertie est supposée ici diagonale, et IΘi correspond au terme de la diagonale correspondant
à l’axe Θi (IΘ1 = Ixx = I1,1, IΘ2 = Iyy = I2,2 et IΘ3 = Izz = I3,3). Si on suppose Γpi(t) = Γpi constante
pour 0 < t < ∆T2 et Γpi(t) = −Γpi constante pour ∆T2 < t < ∆T , on en déduit que :
∫∫ ∆T
2
0
Ω˙Θidt
2 =
A
2
⇔
∫∫ ∆T
2
0
Γpi
IΘi
dt2 =
A
2
⇒ Γpi =
4.A.IΘi
∆T 2
(III.77)
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En appliquant cette formule, on détermine donc l’amplitude Γpi de la perturbation selon le coeﬃcient
d’inertie correspondant à chacun des axes, ce qui permet de générer des perturbations parfaitement
identiques pour chacun des contrôleurs à tester.
8.1.2 Rejet de perturbation d’attitude
Chaque contrôleur a donc été testé 5 fois pour chaque angle (roulis, tangage et lacet). Les ﬁgures
III.26a et III.26b montrent donc, que le rejet de perturbation obtenu est hautement reproductible pour
les deux contrôleurs (PI et quaternion). Par exemple, sur l’axe de roulis, 80% de la perturbation de 20°
sont rejetés en 0.7 s par le contrôleur géométrique (quaternion), et la même perturbation est rejetée
en 0.75 s par le contrôleur PI. Les deux contrôleurs se comportent donc sensiblement pareil en ce qui
concerne les perturbations d’attitude.
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Figure III.26 – a) Rejets de perturbations obtenus avec le contrôleur géométrique (contrôleur basé sur
les quaternions). La perturbation a été réalisée plusieurs fois et on aﬃche les résultats de quatre essais
dans diﬀérentes couleurs. L’aire colorée en rouge transparent correspond à l’écart type des mesures par
rapport à la trajectoire moyenne (courbe rouge). b) Rejets de perturbations obtenus avec le contrôleur
utilisant des PI imbriqués. La perturbation a été réalisée plusieurs fois et on aﬃche les résultats de
quatre essais dans diﬀérentes couleurs. L’aire colorée en bleu transparent correspond à l’écart type des
mesures par rapport à la trajectoire moyenne (courbe bleue).
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8.1.3 Poursuite des consignes d’attitude
Ensuite, on propose de réaliser plusieurs fois une trajectoire identique et de mesurer l’erreur de
poursuite en attitude, obtenue pour les deux contrôleurs. Le robot décolle, puis après 15 secondes de
vol stationnaire, on applique successivement des perturbations sur le roulis, le tangage puis le lacet.
Ensuite, le robot eﬀectue trois échelons de position de 1 mètre sur l’axe X et Y . Enﬁn, on réalise un
cercle incliné de 45° autour de l’axe Y et d’un mètre de rayon à une vitesse totale de 1.0 m·s−1, avant
d’atterrir automatiquement. Le scénario a été répété 4 fois pour chaque contrôleur, et les résultats sont
présentés sur la ﬁgure III.27. On observe que le contrôleur géométrique (quaternion) oﬀre de meilleurs
résultats que celui basé sur des contrôleurs PI imbriqués. Les écarts type des erreurs de poursuite sont
de 2.67° et 2.15° respectivement sur les axes de roulis et tangage pour le contrôleur géométrique, alors
qu’elles sont de 3.05° et 4.14° avec les contrôleurs PI imbriqués. De même, l’erreur maximale enregistrée
pour les contrôleurs PI imbriqués est de 20° alors qu’elle n’est que de 8° avec le contrôleur géométrique
les valeurs sont données pour la trajectoire après. Les perturbations d’attitude, c’est à dire à partir de
t = 25s).
8.2 Précision de positionnement
Ici, nous allons donc évaluer les précisions de positionnement que l’on peut atteindre avec X4-MaG
dans l’arène de vol, lorsque le robot est localisé par le système Vicon. Les précisions de positionnement
sont obtenues en utilisant le contrôleur de position décrit par (III.72) et en choisissant comme contrôleur
d’attitude le contrôleur géométrique décrit par (III.70).
Pour évaluer cette précision, une première série d’essai est réalisé : on fait décoller le robot et on
lui demande d’eﬀectuer un vol stationnaire pendant 45 secondes. Cela est répété en tout 5 fois aﬁn
d’extraire des données statistiques plus ﬁables. La ﬁgure III.28 montre donc que X4-MaG est capable
de se positionner très précisément lors de vol stationnaire. En eﬀet, lors d’un vol stationnaire, l’erreur
maximale de positionnement par rapport à la position demandée est de 3 cm sur les axes X et Y et
l’écart type est de seulement 0.77 cm. L’erreur sur l’axe Z est, quant à elle, encore plus petite étant
donné que l’erreur maximale est de quelques millimètres et l’écart type inférieur au millimètre. Ces très
bonnes performances sur l’axe Z sont principalement dues à l’asservissement en vitesses des rotors, qui
permet de maitriser parfaitement la poussée totale générée.
Ensuite, on évalue les performances du robot en se qui concerne la poursuite de trajectoire. La
ﬁgure III.29a montre donc les réponses du robot pour des déplacements sur les axes X, Y et Z répétés
lors de 5 tests diﬀérents. L’écart type de l’erreur de poursuite obtenu est de 1.67 cm pour l’axe X,
1.13 cm pour Y et de seulement 0.12 cm sur l’axe Z. On observe que les trajectoires obtenues sont
très reproductibles (grâce au préﬁltre de consigne qui génère toujours une trajectoire réalisable) et que
la précision obtenue est bonne. Ensuite, on évalue les performances du robot lors d’une trajectoire
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Figure III.27 – A gauche, l’erreur de poursuite obtenue pour chaque contrôleur durant une trajectoire
complexe (décollage, vol stationnaire, perturbation d’attitude, déplacements latéraux, cercle incliné et
atterrissage). La trajectoire a été répétée 4 fois pour chaque contrôleur. Les lignes rouges et bleues
représentent l’erreur moyenne pour chaque instant de la trajectoire, pour le contrôleur géométrique et
les PI imbriqués respectivement. L’aire transparente représente l’écart type de l’erreur de poursuite par
rapport à la valeur moyenne. A droite, on représente par des lignes continues la répartition de l’erreur
d’attitude, et les courbes en pointillés sont les gaussiennes correspondantes (bleue pour les PI imbriqués
et rouge pour le contrôleur géométrique.)
circulaire, comme le montre la ﬁgure III.29b. Dans ce cas, le robot eﬀectue trois cercles d’un mètre de
rayon, et inclinés de 45° par rapport à l’horizontal à une vitesse totale de 0.8 m·s−1. Dans ce cas, le
robot a été capable de poursuivre assez ﬁdèlement la trajectoire demandée, étant donné que l’erreur de
poursuite est de l’ordre de 2.9 cm (toujours en terme d’écart type).
Des essais supplémentaires ont été réalisés pour une vitesse un peu plus élevée. On résume les
précisions obtenues pour l’ensemble des essais dans la table III.5. On remarque notamment que pour
des trajectoires circulaires, le robot est capable à des vitesses de 1.2 m· s−1 d’être précis à 3.2 cm en
terme d’écart type, pour une erreur maximale de 8.3 cm (ce qui est inférieur à sa demi envergure).
Ces résultats sont similaires à ceux obtenus par exemple par [Michael et al., 2010] et [Mellinger et al.,
2012] avec la plateforme Hummingbird (500 grammes environ) vendue par Ascending Technologies
( [Ascending Technologies GmbH, 2011]).
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Figure III.28 – A gauche, l’évolution des positions X, Y et Z de X4-MaG lors de 5 tests en vol
stationnaire. Chaque test est aﬃché dans une couleur diﬀérente, et on présente l’écart type sous la forme
d’une zone rouge transparente. L’association du contrôleur de position décrit par (III.72) et(III.74) avec
le contrôleur d’attitude géométrique, permet d’atteindre des précisions de positionnement en 3D tout à
fait satisfaisantes, étant donné que le robot est capable de se maintenir dans une ellipsoïde de 3.0 cm de
rayon sur le plan horizontal et de seulement quelques millimètres sur le plan vertical. D’après [Manecy
et al., 2015].
9 Conclusion
9.1 La plateforme X4-MaG
Durant ce chapitre, j’ai donc expliqué, en détail, les diﬀérents choix de conception et algorithmes
de contrôle du quadrirotor X4-MaG. Cette nouvelle plateforme open-source et open-hardware peut
être assemblée pour un coût d’environ 500€. Elle peut être pilotée directement par un système de
télécommande de modéliste ou évoluer de façon entièrement autonome entre des coordonnées ﬁxées par
une station sol. La programmation du pilote automatique est grandement simpliﬁée et est entièrement
faite sous Matlab/Simulink, grâce à la nouvelle toolbox open source que j’ai développée (RT-MaG).
De plus, l’architecture logicielle et matérielle a été conçue de façon à fournir des modes de secours
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Figure III.29 – a) Réponses à des échelons de positions selon les trois axes lors d’essais répétés 5
fois. Chaque test est aﬃché dans une couleur diﬀérente : la ligne noire représente la réponse moyenne
obtenue pour les 5 essais et l’aire rouge représente l’écart type par rapport à la trajectoire moyenne. b)
Exemple de la réalisation d’une trajectoire circulaire inclinée de 45° par rapport à l’horizontale, pour
une vitesse de translation de 0.8 m·s−1. En rouge la trajectoire demandée et en bleue la trajectoire
réalisée par le robot. D’après [Manecy et al., 2015].
Flying Mode Max Error Mean Error STD
Hover
x 2.8cm 0.03cm 0.7cm
y 2.7cm 0.02cm 0.6cm
z 0.4cm 0.00cm 0.3cm
Path Following 0.8m.s−1
x 5.3cm 0.04cm 1.7cm
y 6.7cm 0.02cm 2.9cm
z 3cm 0.14cm 1.5cm
Path Following 1.2m.s−1
x 8.3cm 0.3cm 2.3cm
y 7.0cm 0.7cm 3.2cm
z 6.6cm 0.5cm 2.0cm
Table III.5 – Précisions de positionnement du quadrirotor X4-MaG dans diﬀérents modes de vol.
en cas de défaillance à plusieurs niveaux. J’ai alors proposé une architecture simple, pour doter le
calculateur haut niveau d’un mode de secours, permettant de faciliter l’essai de nouveaux contrôleurs
tout en limitant le risque de crash dans l’arène de vol. Le contrôleur de secours est alors un contrôleur
ﬁable et validé, reposant sur les mesures du système Vicon, qui reprend automatiquement la main,
si le contrôleur expérimental ne parvient pas à atteindre les trajectoires à réaliser. De même, une
fonction fail-safe, permet de maintenir une stabilisation d’attitude et de position minimale (basée sur
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la centrale inertielle) via le calculateur bas-niveau, en cas de défaillance du calculateur haut niveau
(pilote automatique). J’ai également mis à disposition l’ensemble des développements réalisés sur cette
plateforme : la documentation, les tutoriels, les instructions de montages, et l’ensemble de la suite
logicielle qui sont disponibles sur un site internet dédié à ce projet : http://www.gipsa-lab.fr/projet/RT-
MaG/.
En ce qui concerne les algorithmes de contrôle, j’ai proposé une formulation du ﬁltre complémentaire
en quaternions, ainsi qu’une évolution d’un contrôleur géométrique d’attitude, basé également sur les
quaternions. Les performances de ce contrôleur ont alors été comparées avec celles d’un contrôle plus
classique reposant sur des boucles imbriquées de contrôleurs PI.
J’ai ensuite démontré la ﬁabilité de la plateforme ainsi que quantiﬁé les performances atteignables en
terme de positionnement. Le robot est donc capable d’eﬀectuer des vols stationnaires avec une précision
de 0.8 cm (écart type) et de poursuivre des trajectoires complexes avec une précision de 3.2 cm (écart
type) pour des vitesses de 1.2 m· s−1.
9.2 Perspectives
J’ai donc proposé et mis en place une première version du quadrirotor X4-MaG ainsi que la suite
logicielle permettant de facilement tester et intégrer de nouveaux algorithmes. Mais dans sa version
actuelle, le robot présente encore quelques limitations qui sont principalement liées aux capteurs qu’il
embarque. Il serait donc intéressant de le faire évoluer, aﬁn d’étendre son champ d’application, en
intégrant de nouveaux capteurs. Une prochaine version pourrait, par exemple, intégrer des capteurs
supplémentaires tel qu’un magnétomètre 3 axes, un module GPS, et un capteur d’altitude (baromètre
ou autre), ce qui permettrait au robot d’évoluer également en extérieur.
Cette plateforme permettra donc de tester plus tard des stratégies de stabilisations et de guidage bio-
inspirés comme celles décrites dans [Expert et Ruﬃer, 2012], [Roubieu et al., 2014] ou encore [Expert et
Ruﬃer, 2015]. Ces stratégies reposent sur des capteurs visuels minimalistes et légers tels que CurvACE
qui est le premier œil artiﬁciel fonctionnel reproduisant l’œil composé de l’insecte [Floreano et al.,
2013,Viollet et al., 2014]. [Mafrica et al., 2015] propose une rétine avec de fortes capacités d’adaptation
à la lumière ce qui permet d’envisager de naviguer dans des environnements avec de fortes variations
lumineuses. La validation de telles stratégies peut être un premier pas pour des intégrations futures
pour des robots-insectes (comme par exemple [de Croon et al., 2009] ou [Ma et al., 2013]), ne reposant
que sur des capteurs embarqués minimalistes et de petites tailles.
Une première application de ce genre de capteurs minimalistes va être décrite dans la suite de ce
manuscrit avec la description du capteur dans le chapitre suivant (chapitre IV). Puis, nous montre-
rons que ce capteur peut être utilisé eﬃcacement, pour estimer ﬁnement la position d’une cible, aﬁn
d’asservir entièrement en attitude et en position le robot X4-MaG, et ce, en se passant des données
accélérométriques (voir chapitre V).
Chapitre IV
Design d’un système occulo-moteur
bio-inspiré
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1 Introduction à la vision de l’insecte
Ce chapitre présente la mise en œuvre d’un système occulo-moteur bio-inspiré complet qui permet
de reproduire le découplage entre la tête et le corps existant chez la plupart des êtres vivants. Il a été
montré dans le chapitre II que ce découplage est probablement un des points clés de la stabilisation en
vol des insectes. Ce chapitre décrit donc la conception et la validation du système de vision (qui sera
appelé "l’œil" tout au long de ce chapitre) et qui vise à reproduire les principes de base de la vision de
l’insecte, à savoir :
— Une sensibilité gaussienne de chacun des photo-récepteurs,
— Un décodage de l’information basé sur des paires de photo-récepteurs adjacents,
— La présence d’une vibration rétinienne permettant de mettre en œuvre une hyperacuité lors de la
localisation d’objets contrastés.
1.1 Contexte et objectifs
Le but de ce système occulo-moteur n’est pas de reproduire en tout point de vue la vision de
l’insecte, mais d’en réutiliser les principes considérés comme clés, aﬁn de les adapter aux besoins de la
robotique. Les travaux de cette thèse s’appuient sur une technologie de capteurs développés durant ces
dix dernières années. Cette technologie de capteurs, appelé VODKA (pour "Vibrating Optical Device
for the Kontrol of Autonomous robots"), est présentée en détail dans [Kerhuel et al., 2012] et [Kerhuel,
2009] et certaines évolutions sont disponibles dans [Juston et al., 2014] et [Juston, 2013]. Ces capteurs
réutilisent des principes fondamentaux observés chez l’œil de l’insecte ou de l’humain (voir section 1.2)
aﬁn de les doter d’hyperacuité (voir section 1.3) et sont capables de localiser un contraste de type
barre ou front (voir ﬁgure IV.1) avec seulement une paire de pixels [Viollet, 2014]. Le système de vision
présenté ici, combine quatre yeux, chacun composé de 6 pixels oﬀrant donc 4×5 paires de pixels.
Le principal intérêt d’utiliser des capteurs "minimalistes" de ce type est qu’ils fournissent une mesure
très précise avec un très faible nombre de pixels (24 pixels dans notre cas.) Le faible nombre de pixels à
traiter va donc permettre d’atteindre des taux de rafraîchissement élevés (de l’ordre de 1 kHz) pour des
charges de calculs faibles. Un haut taux de rafraichissement est essentiel dans une application robotique,
aﬁn de faire fonctionner eﬃcacement les diﬀérentes boucles de contrôle et les diﬀérents estimateurs,
permettant au système d’être plus réactif et dynamique.
Les principales contributions de mon travail de thèse, outre quelques améliorations et modiﬁcations
des capteurs permettant d’augmenter leur bande passante, résident en :
— l’élaboration d’une procédure de calibration robuste, permettant une linéarisation parfaite des
sorties de chaque paire de pixels (voir section 3.1),
— le développement d’un algorithme de fusion multi-paire permettant d’augmenter le champ visuel
de chaque capteur (voir section 3.2),
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— une combinaison originale de quatre capteurs élémentaires permettant, à l’aide d’une fusion ap-
propriée (voir section 3.3), d’étendre la localisation de cible du cas 1-D (une dimension) au cas
2-D (localisation de la cible selon deux directions) et de donner une mesure de son orientation
(angle de lacet). Le capteur est ainsi capable de localiser précisément la position angulaire d’une
cible selon 3 directions : azimut, élévation et orientation de la cible.
Le principal but du système occulo-moteur est donc d’oﬀrir au robot la possibilité de suivre du
regard une cible , et ce indépendamment des mouvements réalisés par le robot. Autrement dit, le
système de vision doit être complètement découplé du corps du robot de façon à permettre au robot
de se mouvoir tout en gardant son œil ﬁxé sur sa cible. Les cibles utilisées sont des cibles de type croix
ou mire quatre quadrants (ﬁgures IV.1a et IV.1b respectivement).
a) b)
Figure IV.1 – a) Une cible de type croix composée de deux barres orthogonales de largeur lb. b) Un
cible de type mire quatre quadrants qui fait apparaitre quatre fronts.
1.2 L’œil de l’insecte
La vision des insectes a été largement étudiée dans la littérature [Horridge, 1977, Franceschini et
Kirschfeld, 1971, Snyder, 1979, Land et Collett, 1997, Stavenga, 2003a, Stavenga, 2003b]. Il existe éga-
lement de nombreux ouvrages tels que Animal Eyes [Land et Nilsson, 2012] et très récemment Visual
Ecology [Cronin et al., 2014] qui permettent d’aborder les grands principes liés à la vision des arthro-
podes.
1.2.1 L’œil composé
L’œil des insectes, que l’on nomme souvent œil composé ou encore œil à facettes, a la particularité
d’être composé de plusieurs petits yeux élémentaires que l’on appelle ommatidies et qui regardent chacun
dans des directions diﬀérentes (voir IV.2). Le nombre d’ommatidies varie selon les espèces, pouvant aller
de quelques dizaines chez certaines mouches à plusieurs dizaines de milliers chez certaines libellules.
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Les propriétés de chaque ommatidie peuvent également varier selon la région de l’œil, permettant ainsi
une spécialisation de certaines régions de l’oeil. Chez la mouche par exemple, la zone frontale des mâles
présente un resserrement des axes optiques des diﬀérentes ommatidies, ce qui a pour eﬀet d’améliorer
l’acuité visuelle de cette zone. Cela permet notamment au mâle de repérer plus eﬃcacement une femelle
et d’améliorer ses capacités de poursuite lors du vol.
Figure IV.2 – Structure de l’œil composé de l’insecte. Chaque ommatidie est construite sur le même
modèle avec la cornée, le cône cristallin réalisant une diﬀraction et le rhabomère qui constitue la partie
photosensible de l’œil et qui agit comme un guide d’onde. La combinaison de la diﬀraction et du guide
d’onde confère à l’œil une sensibilité gaussienne de largeur à mi-hauteur ∆ρ. La séparation des axes
optiques est appelée "angle inter-ommatidial" et est noté ∆φ. Adapté à partir de [Horridge, 1977].
1.2.2 Sensibilité angulaire et échantillonnage spatial
Ce qui va nous intéresser dans ces travaux, ce sont les propriétés optiques des ommatidies de l’œil
de l’insecte. En eﬀet, les principes de fonctionnement de ces petits yeux élémentaires vont à l’encontre
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de ce que l’on recherche en général pour un capteur optique. On constate notamment que la sensibilité
angulaire de chaque ommatidie est gaussienne, ce qui traduit le fait que l’œil voit ﬂoue. Cette sensibilité
gaussienne de l’œil résulte de deux phénomènes successifs :
— Une diﬀraction réalisée par le cône cristallin qui dépend du diamètre D de l’optique et de la
longueur d’onde λ en question. Cette diﬀraction peut être assimilée à une sensibilité gaussienne
de largeur à mi hauteur ∆ρd =
λ
D
comme décrit par [Snyder, 1979].
— Un eﬀet guide d’ondes réalisé par les rhabdomères de chaque ommatidie qui mène également
à une sensibilité gaussienne de largeur à mi-hauteur ∆ρr.
La sensibilité angulaire ﬁnale ∆ρ de chaque ommatidie résulte donc de la convolution de ces deux
phénomènes [Franceschini et Kirschfeld, 1971, Snyder, 1979,Land et Collett, 1997], et peut également
être décrite par une loi de distribution gaussienne de largeur à mi hauteur ∆ρ ≈
√
∆ρ2d +∆ρ
2
r .
Chez la mouche, l’angle d’acceptance ∆ρ est en général proche de 4°, et permet, grâce au ﬂou
qui en résulte, d’eﬀectuer un ﬁltrage spatial passe-bas visant à supprimer les détails visuels superﬂus.
L’échantillonnage spatial donnant lieu à un champ visuel plus large découle quant à lui d’un deuxième
paramètre optique : l’angle inter-ommatidial qui n’est autre que l’angle qui sépare les axes optiques de
deux ommatidies voisines. Cet angle inter-ommatidial est en général également de l’ordre de 4°. On
peut donc dire que l’œil à "facettes" ou l’œil composé de la mouche contient autant d’éléments d’image
(pixels) qu’il contient d’ommatidies.
On remarque cependant, que l’échantillonnage spatial de l’œil de l’insecte est assez grossier. Il
existe donc d’autres mécanismes qui lui permettent d’accomplir les prouesses réalisées en vol comme
l’évitement d’obstacle, l’atterrissage de précision, etc. La piste explorée dans ces travaux est l’hyper-
acuité (voir section 1.3), qui munirait l’œil de l’insecte d’une acuité bien supérieure à celle initialement
contrainte par les paramètres optiques. C’est cette hyperacuité que l’on cherchera à reproduire au sein
de l’œil artiﬁciel décrit tout au long de ce chapitre.
1.2.3 Traitement de l’information visuelle
Dans cette partie, nous allons décrire brièvement comment l’information visuelle est codée chez
l’insecte et surtout quels sont les mécanismes qui permettent d’en extraire les informations utiles.
Après avoir traversé la cornée et le cone cristallin, la lumière entre dans le rhabdomère où a lieu
la photo-transduction (l’étape de codage traduisant l’absorption des photons en potentiel électrique).
Mais cette photo-transduction est plus ou moins inhibée par un phénomène de migration de granules
pigmentaire ( [Kirschfeld et Franceschini, 1969, Lo et Pak, 1981, Satoh et al., 2014]) permettant une
auto-adaptation à la luminosité ambiante. Ce phénomène peut être assimilé à un ﬁltrage passe-haut
de fréquence de coupure très faible (0.1 Hz, [Franceschini, 1999]) et joue une rôle très important,
rendant l’œil robuste aux variations d’éclairement. Une fois l’information lumineuse traduite en signaux
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électriques, elle est transmise à des neurones constituant les ganglions optiques organisés en quatre
structures distinctes : lamina, medulla, lobula et lobula-plate. Un autre ﬁltrage passe-haut est alors
réalisé par la lamina (neurone distal), qui permet de ne garder que les parties dynamiques des signaux
visuels, plus utiles à la détection du mouvement ( [Heisenberg, 1971,Juusola et French, 1997]).
Ces diﬀérentes étapes de traitement de l’information visuelle, vont être reproduites par le circuit
électronique qui traite les signaux de sortie des photodiodes de l’œil artiﬁciel (voir section 2.5.2).
1.3 Hyperacuité et vibration
L’hyperacuité a été déﬁnie par G. Westheimer en 1981 [Westheimer, 1981] puis reformulée en 2009
[Westheimer, 2009], comme étant la capacité d’un capteur à mesurer ou percevoir au delà de ses limites
structurelles. C’est à dire, pour un capteur visuel, être capable de localiser un trait avec une résolution
plus ﬁne que celle imposée par l’angle interrécepteurs (angle ∆φ de la IV.2). Autrement dit, la résolution
du capteur est plus ﬁne que celle imposée par l’échantillonnage spatial dudit capteur.
L’origine et les mécanismes de l’hyperacuité peuvent faire l’objet de longues discussions et il reste
encore des questions sans réponses. Cependant, de nombreux invertébrés, telle que le crabe [Sandeman,
1978], le mollusque [Land, 1982] ou encore les araignées [Land, 1969] et [Kaps et Schmid, 1996], pré-
sentent un vibration rétinienne (ou balayage rétinien) qui semble jouer un rôle important vis-à-vis de
l’hyperacuité. De même, les micros mouvements rétiniens ont fait l’objet d’étude chez l’homme, [Ko
et al., 2010], visant à démontrer le lien existant entre micro-saccades et hyperacuité. Toutes ces études
tendent à montrer, qu’en plus de prévenir l’adaptation des cellules des photo-récepteurs (adaptation
visuelle, également appelé phénomène de fondu), les micro-mouvements rétiniens joueraient un rôle
plus important, notamment dans l’hyperacuité [Fahle, 1991]. Une revue concernant les micro-saccades
est proposée par [Martinez-Conde et al., 2013].
Les micro-mouvements présents dans l’œil de la mouche (voir synthèse de [Viollet, 2014]) ont été
étudiés par [Hengstenberg, 1972] ou encore [Franceschini et Chagneux, 1997] et résultent de l’activité
d’un muscle générant des mouvements de rétine (voir IV.3c. L’amplitude de ces micro-mouvements
varie en fonction de la fréquence du signal d’excitation venant du système nerveux. La fréquence
d’excitation du muscle varie de 50 Hz à 120 Hz (IV.3b) donnant lieu à une rotation des axes optiques
de quelques degrés. [Hengstenberg, 1972] parle de 0.1-0.5°/10 Hz, ce qui amènerait à une vibration
de 0.5-2.5°pour une fréquence d’excitation du muscle de 50 Hz comme observée par exemple chez la
mouche Calliphora erythrocephala par [Kuiper et Leutscher-Hazelhoﬀ, 1965]. La fréquence de vibration
de la rétine obtenue est par contre plus faible, de l’ordre de quelques Hertz. Ce balayage visuel a été
reproduit sur l’œil artiﬁciel représenté par la IV.3e. Contrairement à l’insecte, ce n’est pas la rétine qui
est mise en rotation, mais l’optique (c’est à dire la lentille). Cependant le phénomène de rotation des
axes optiques obtenu est le même, et la translation des lentilles a été réglée pour obtenir une amplitude
de vibration de 4° et une fréquence de 55 Hz (ce qui est beaucoup plus élevé que chez l’insecte mais qui
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permet d’améliorer le taux de rafraichissement du capteur).
a)
c) d)
b) e)
f)
Figure IV.3 – a) Photographie des yeux composés d’une mouche domestique. b) Les signaux corres-
pondant à l’activité du muscle responsable de la vibration rétinienne de l’œil d’une mouche domestique
(d’après [Franceschini et Chagneux, 1997]). c) Coupe de la tête d’une mouche, vue du dessus, mon-
trant le muscle orbito-tentorialis (MOT en rouge) responsable de la vibration rétinienne (adaptation
de [Hengstenberg, 1972]). d) Schématisation de la rotation des axes optiques résultant de la vibration
de la rétine chez la mouche., e) CAO de l’œil artiﬁciel mettant en évidence la rotation des axes optiques
de chaque œil grâce à la rotation du support des lentilles. f) Schéma représentant la rotation des axes
optiques induite par la translation de la lentille au dessus du capteur LSC.
1.4 L’œil du robot
L’œil du robot qui a été réalisé pendant mes travaux de thèse vise à reproduire les paramètres
optiques décrits précédemment (voir section 1.2). Pour cela, l’architecture du capteur doté d’hyperacuité
décrit par [Kerhuel et al., 2012], a été reprise et quelques modiﬁcations ont été apportées à cet élément
de base pour augmenter son champ visuel.
Initialement le capteur de type VODKA développé par [Kerhuel et al., 2012] était constitué d’une
seule paire de photo-récepteurs (photodiodes) assimilable à 2 ommatidies. Ce capteur reposait alors
sur une matrice de photodiodes (LSC) de chez iC-Haus dont seules les 4 photodiodes du milieu étaient
utilisées et reliées 2 à 2 pour améliorer la sensibilité du capteur ; donnant ﬁnalement accès à une paire
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de photodiodes. Cette paire de photodiodes était ensuite placée sous une optique 1 volontairement dé-
focalisée aﬁn de reproduire les propriétés de ﬂou observées chez la mouche. Puis l’œil était animé d’une
vibration, donnant lieu à une rotation des axes optiques de quelques degrés, qui une fois accompagnée
d’un traitement adapté, donne lieu à une hyperacuité (voir ﬁgure de principe IV.3f).
L’œil présenté ici, reprend donc ce principe, mais exploite cette fois-ci, toute la matrice de pho-
todiodes oﬀerte par les capteur LSC de chez iC-Haus. Comme le montre la ﬁgure IV.4, chacun des
6 pixels de l’œil est constitué de 2 photodiodes reliées ensemble (améliorant ainsi la sensibilité) placé
sous une unique optique délibérément dé-focalisée faisant apparaître les propriétés de ﬂou souhaitées.
L’hyperacuité est obtenue grâce à une translation de l’optique au dessus de la matrice de LSC, qui
génère une rotation des axes optiques.
Dans la suite de ce chapitre, je décrirai le système occulo-moteurs qui a été développé pendant ma
thèse et qui consiste en la combinaison de quatre yeux élémentaires soumis à une vibration périodique.
La section 2 décrit en détail la conception de la partie mécanique et électronique de l’œil ainsi que les
procédures de réglages permettant d’atteindre les paramètres optiques souhaités. Ensuite la section 3
expose les traitements qui permettent de passer des signaux photodiodes à une localisation de cibles
selon 3 orientations. Un simulateur ainsi qu’un modèle simpliﬁé de l’œil seront présentés en section 4 aﬁn
de mettre en place les diﬀérents asservissements liés à la vision. Et enﬁn, les résultats expérimentaux
concernant la localisation et la poursuite de cible seront abordés dans la section 5 ainsi que la robustesse
du système face à diﬀérents paramètres (vitesse de déﬁlement de la cible, luminosité et angle de lacet
de la cible).
2 Description de l’œil
2.1 Principes de fonctionnement
L’œil artiﬁciel qui a été élaboré durant mes travaux de thèse, consiste en la combinaison de quatre
capteurs dotés d’hyperacuité inspirés par les travaux de [Kerhuel et al., 2012]. Ce type de capteur est
capable de localiser avec une grande précision (<0.1°) une cible de type front de contraste ou barre.
L’idée ici, est de combiner quatre de ces capteurs de façon à pouvoir localiser une cible (de type croix ou
mire quatre quadrants comme sur la ﬁgure IV.1) selon deux directions (φ et θ) et également remonter
à son orientation ψ comme représenté par la ﬁgure IV.5a.
Cet œil est ensuite monté sur un système à double cardans imbriqués permettant de l’orienter selon
deux directions aﬁn de reproduire le découplage tête-corps existant chez la plupart des êtres vivants
dotés de vision. Ce découplage est décrit par la ﬁgure IV.6.
1. L’optique est celle du capteur CMOS Camera Module - 640 × 480 pixels SEN-00637 dont l’imageur initial a été
retiré.
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Figure IV.4 – Schéma de principe de l’œil de 6 pixels. a) Le capteur LSC de chez iC-Haus. La matrice
de photodiodes du capteur. Les photodiodes sont reliées 2 à 2 verticalement de façon à améliorer la
sensibilité du capteur. b) Distances optiques caractéristiques du capteur. Lf est la distance focale
de la lentille, et δPhD est la distance séparant deux cellules photo-réceptrices (égale à 420 µm). c)
Représentation schématique des paramètres optiques d’un œil de 6 pixels mettant en évidence l’angle
d’acceptance ∆ρ, et l’angle inter-ommatidial ∆φ. d) Représentation schématique de l’amplitude de
vibration ∆ψmod obtenue par translation de l’optique.
2.2 Caractérisation et réglages optiques
De façon à reproduire au mieux la vision de l’insecte, il est nécessaire de se rapprocher le plus
possible des paramètres optiques de l’œil composé de la mouche, c’est à dire un angle d’acceptance ∆ρ
de 4° ici égal à l’angle inter-ommatidial ∆φ.
Pour ajuster ces paramètres, la seule variable d’ajustement est la distance entre la lentille et le
capteur (noté Lf ). Malheureusement, le fait qu’il n’y ait qu’une seule variable d’ajustement entraine un
couplage de ces deux paramètres, ne permettant pas de les régler de façon indépendante. La propriété
de ﬂou est donc obtenue en dé-focalisant volontairement la lentille, c’est-à-dire en réduisant ou en
augmentant la distance focale par rapport à celle préconisée par les constructeurs de la lentille. Ce
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a)
b)
Figure IV.5 – a) Principe de localisation d’une cible : point de vue de l’œil. Chacun des yeux élé-
mentaires mesure une erreur diﬀérente permettant de remonter à l’orientation de la cible par rapport
à l’œil. b) Vue CAO de l’œil et de sa vibration : la pièce servant de support à l’optique tourne sur
elle même de quelques degrés, générant ainsi une micro-translation des lentilles au dessus de chaque
capteur.
réglage va donc être réalisé manuellement par itération, jusqu’à obtenir des réglages proches de ceux
souhaités.
La méthode utilisée ici pour caractériser la sensibilité des photo-récepteurs est la méthode classique
utilisée en électrophysiologie sur les photo-récepteurs d’invertébrés : on fait pivoter le capteur autour
de son axe vertical devant une source lumineuse ponctuelle ﬁxe et on enregistre la sortie des deux
photodiodes. On place donc successivement chacun des quatre yeux face à une source ponctuelle modulée
à 50 Hz 2. Cette source consiste en une simple LED blanche dont l’intensité lumineuse est modulée grâce
à une modulation en courant. Ensuite on fait tourner le capteur sur lui même, c’est à dire autour d’un
axe passant par la lentille du capteur et orthogonal à l’axe lumineux. La rotation du capteur est eﬀectuée
grâce à un moteur pas-à-pas conﬁguré en mode micro pas (chaque pas correspond à une rotation de
0.9°/32), eﬀectuant 10 pas par seconde. A cette vitesse, une identiﬁcation complète balayant tout le
champ visuel prend environ 2 minutes.
La ﬁgure IV.7a montre le dispositif expérimental permettant d’identiﬁer et d’ajuster les paramètres
2. L’utilisation d’une source modulée est indispensable à cause du ﬁltrage analogique passe haut (dû au ﬁltre analogique
passe-bande, voir section 2.5). Sans cette modulation, l’auto-adaptation des pixels opère et la source lumineuse n’est plus
vue, ce qui rend impossible la caractérisation.
4. En réalité le montage était plongé dans un noir quasi total mais la photographie a été prise avec un temps d’exposition
long pour rendre visible le montage.
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Figure IV.6 – Vue CAO de l’œil complet avec ses diﬀérents degrés de libertés. La vibration est
réalisée à l’aide d’un unique moteur pas-à-pas et d’un système d’excentrique permettant d’appliquer
un déplacement périodique identique pour chacune des quatre lentilles.
Figure IV.7 – a) Photographie 4 du montage pendant une identiﬁcation des paramètres optiques ∆φ
et ∆ρ. Une source lumineuse modulée à 50 Hz est placé en face de l’optique de l’œil qui tourne
lentement (0.28°· s−1). b) Schéma du montage nécessaire à l’identiﬁcation. Un dsPIC récupère les
signaux photodiodes numérisés via une liaison SPI avec l’œil et les transmet à un PC via RS232 pour
qu’ils soient traités. Simultanément, le dsPIC déclenche les pas du moteur en envoyant des "Clock
Pulse" (CP) au driver moteur.
optiques de chaque œil. On fait pointer la source lumineuse sur un premier œil, que l’on fait tourner
avec le moteur pas-à-pas, on identiﬁe les paramètres optiques, on réajuste la lentille si besoin et on
recommence jusqu’à obtenir les paramètres souhaités. Puis on passe à l’œil suivant, et le processus re-
commence jusqu’à avoir ajusté les quatre yeux. La ﬁgure IV.7f montre les diﬀérents éléments composant
le dispositif d’identiﬁcation. Les signaux photodiodes sont numérisés en continu par l’œil, puis envoyé
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par SPI à 1 kHz à un micro contrôleur dsPIC30F2010 de chez MicroChip qui commande également
les pas du moteur pas-à-pas en envoyant des "Clock Pulse" (CP) au driver. Le micro-contrôleur envoie
ensuite les données photodiodes à un PC par liaison RS232 pour qu’elles soient traitées.
L’ajustement des paramètres optiques est réalisé en vissant ou dévissant l’optique, ce qui permet
d’ajuster la distance séparant le capteur de la lentille. La ﬁgure IV.8a, montre les signaux photodiodes
bruts reçus après numérisation par les convertisseurs analogiques-numériques (CAN). Ces signaux sont
ensuite démodulés aﬁn d’en extraire l’enveloppe correspondant à la sensibilité gaussienne de chaque
pixel. La ﬁgure IV.8b, montre le résultat de la démodulation pour deux réglages de lentille diﬀérents
(en bleu et en rouge). Pour chacun des réglages, les angles ∆ρ de chaque pixel ainsi que les angles ∆φ
de chaque pair de pixels sont aﬃchés. Étant donné que les signaux de chaque pixel n’ont pas la même
amplitude, ils sont normalisés aﬁn de voir si les paramètres optiques sont acceptables. On se ﬁxe une
tolérance de 5%, et comme le montre la ﬁgure IV.8c, les angles ∆φ et ∆ρ ont été réglés de façon à ce
que l’intersection de deux gaussiennes normalisées se fasse à 5% près à mi-hauteur.
Une fois que les paramètres optiques ont été ajustés, une goutte de vernis bloquant est placée sur
le pas de vis de l’optique de façon à ce que celle-ci ne se dérègle pas.
Remarque IV.1: On remarque qu’il n’est pas possible d’obtenir un angle ∆φ et un angle ∆ρ unique
au sein d’un même œil. Ceci s’explique par les distorsions de l’optique qui ne sont pas uniformes, le fait
que le capteur LSC n’est pas disposé de façon parfaitement parallèle à la lentille et qu’il n’est pas non
plus complètement centré. Cette disparité entre les diﬀérentes paires d’un même œil nécessite la mise
en place d’une phase de calibration qui sera décrite dans la section 3.2.1.
La table IV.1 résume les paramètres optiques identiﬁés pour chaque photo-récepteur de chacun des
quatre yeux. On remarque donc qu’il n’est pas évident d’obtenir des paramètres optiques identiques
pour chaque œil, pour les raisons citées dans la remarque IV.1. Cependant, comme le montre la ﬁgure
IV.8c, les réglages ont été faits de façon à avoir ∆φ et ∆ρ le plus proche possible. Au ﬁnal, la moyenne
des angles d’acceptance ∆ρ est de 3.73° avec un écart type de 0.16° pour l’œil 1, 3.67° avec un écart
type de 0.14° pour l’œil 2, 3.56° avec un écart type de 0.11° pour l’œil 3 et 3.76° avec un écart type de
0.15°. De même, la moyenne des angles inter-ommatidiaux ∆φ est de 3.81° avec un écart type de 0.08°
pour l’œil 1, 3.92° avec un écart type de 0.10° pour l’œil 2, 3.91° avec un écart type de 0.10° pour l’œil
3 et 3.97° avec un écart type de 0.16°.
2.3 Design du mécanisme de vibration
Pour mettre en œuvre l’hyperacuité, il est nécessaire d’appliquer une rotation périodique des axes
optiques de quelques degrés pour chaque ommatidies. Comme montré dans la ﬁgure IV.3f, la rotation
des axes optiques peut être obtenue grâce à une simple translation de l’optique au dessus du capteur.
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Œil 1 Œil 2 Œil 3 Œil 4
PhD
∆ρki ∆φ
k
i,i+1 ∆ρ
k
i ∆φ
k
i,i+1 ∆ρ
k
i ∆φ
k
i,i+1 ∆ρ
k
i ∆φ
k
i,i+1
[deg] [deg] [deg] [deg] [deg] [deg] [deg] [deg]
1 3.60 3.63 3.46 3.63
3.74 3.97 3.80 3.85
2 3.91 3.71 3.52 3.88
3.88 3.88 3.97 4.11
3 3.54 3.83 3.68 3.82
3.82 4.02 3.91 4.02
4 3.94 3.80 3.46 3.94
3.91 3.97 3.85 4.11
5 3.74 3.57 3.71 3.66
3.74 3.77 4.05 3.77
6 3.66 3.46 3.54 3.60
Moyenne 3.73 3.81 3.67 3.92 3.56 3.91 3.76 3.97
Écart type 0.16 0.08 0.14 0.10 0.11 0.10 0.15 0.16
Table IV.1 – Ce tableau décrit la sensibilité angulaire ∆ρ pour chaque photodiode de chaque œil. On
note ∆ρki l’angle d’acceptance de la photodiode i de l’œil k. Le tableau référence également les 5 angles
inter-ommatidiaux de chaque oeil, et l’on note ∆φki,i+1, l’angle séparant l’axe optique des photodiodes
i et i+ 1 de l’œil k.
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Figure IV.8 – a) La sensibilité angulaire de chacun des photo-récepteurs (photodiodes notées PhDi)
d’un œil obtenu en faisant tourner lentement l’œil face à une source lumineuse ponctuelle. On constate
que la sensibilité est proche d’une gaussoïde et que l’amplitude maximale n’est pas la même pour
tout les photo-récepteurs. b) Enveloppe des gaussoïdes de la ﬁgure a), avec les paramètres optiques
identiﬁés (∆ρ est la largeur de la gaussoïde à mi-hauteur, et ∆φ est l’angle séparant le maximum de
deux gaussoïdes voisines. Les courbes bleues montrent l’identiﬁcation de ces paramètres avant de régler
l’optique. Les courbes rouges montrent le meilleur compromis qui a été atteint (∆φ ≈ ∆ρ) en dévissant
presque au maximum l’optique. c) L’enveloppe normalisée des gaussoïdes rouges de la ﬁgure b). Les
réglages optiques ont été choisis de façon à ce qu’une fois normalisées, les gaussoïdes se croisent à
mi-hauteur à 5% près.
2.3.1 Design du système excentrique
Il a été choisi d’actionner la vibration des quatre yeux avec le même mécanisme. Cela présente un
certain nombre d’avantages :
— l’amplitude de la vibration obtenue pour chacun des yeux est strictement identique,
— la vibration est synchrone pour chaque œil,
— un seul actionneur est nécessaire, rendant le système plus ﬁable et plus compact.
Le mécanisme en question consiste en un moteur pas-à-pas muni d’un excentrique sur son axe, générant
un mouvement de va-et-vient sinusoïdale de quelques degrés au dessus des capteurs optiques. L’excen-
trique qui tourne en continu est placé dans un trou oblong et la rotation est guidée par deux roulements
à billes. La ﬁgure IV.9a donne une vision schématique du système de vibration vue de dessus et du
fonctionnement de l’excentrique. La ﬁgure IV.9b montre le déplacement obtenu au niveau de l’optique,
et la modulation qui en résulte (rotation des axes optiques d’amplitude ψmod).
Le design et le dimensionnement de l’excentrique, dépend de la modulation ψmod souhaitée. Les
ﬁgures IV.9a-b et IV.10a-c déﬁnissent les grandeurs géométriques permettant son dimensionnement.
Grâce à la ﬁgure IV.10c, on en déduit le déplacement ∆vib nécessaire :
∆vib = Lf . tan
(
ψmod
2
)
(IV.1)
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c)
b)a)
Figure IV.9 – a) Photographie de l’œil avec son système de vibration. b) Vibration obtenue grâce
à un excentrique. Ce dernier est représenté en violet et son axe de rotation en orange. La vibration
d’amplitude ψvib génère un déplacement ∆vib des optiques au-dessus des capteurs. c) La modulation
ψmod obtenue par la translation ∆vib de l’optique dépend de la distance Lf séparant l’optique du
capteur.
A partir de la ﬁgure IV.9c, on peut en déduire le dimensionnement de l’excentrique en fonction du
déplacement des optiques ∆vib :
ψvib = 2 tan−1
(
∆vib
rc
)
= 2 tan−1
(
Lf
rc
. tan
(
ψmod
2
))
(IV.2)
ǫe =
∆e
cos
(
ψvib
2
) (IV.3)
Il est donc nécessaire de connaître ∆e, que l’on obtient d’après le théorème de Thalès :
∆e =
re − he
rc
.∆vib (IV.4)
Finalement he s’obtient grâce au triangle (Oe, Oh, Om) :


he = ∆e. tan
(
ψvib
2
)
∆e =
re − he
rc
∆vib
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a) b) c)
Figure IV.10 – a) Déﬁnition du centre de rotation des optiques Or, du centre de l’optique Oc, et du
centre de l’axe moteur Om. b) L’excentrique consiste en un cylindre percé à une distance ǫe de son
centre Oe. L’axe du moteur est ﬁxé dans ce trou Om générant ainsi un déplacement total sinusoïdal,
d’amplitude 2ǫe. c) Lien entre la dimension de l’excentrique ǫe et le déplacement ∆vib de l’optique.
⇔ ∆e = re.∆vib
rc +∆vib. tan
(
ψvib
2
) (IV.5)
Puis il suﬃt de tout exprimer en fonction de la modulation souhaitée sur les axes optiques. On
injecte (IV.5) dans (IV.3) :
ǫe =
re.∆vib
cos
(
ψvib
2
)
.
(
rc +∆vib. tan
(
ψvib
2
)) (IV.6)
Puis on utilise (IV.1) et (IV.2) que l’on injecte dans (IV.6) :
ǫe =
re.Lf . tan
(
ψmod
2
)
cos


2 tan−1
(
Lf
rc
. tan
(
ψmod
2
))
2


.
1
rc + Lf . tan
(
ψmod
2
)
tan


2 tan−1
(
Lf
rc
. tan
(
ψmod
2
))
2




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⇔ ǫe =
re.Lf . tan
(
ψmod
2
)
cos
(
tan−1
(
Lf
rc
. tan
(
ψmod
2
)))
.
1(
rc + Lf . tan
(
ψmod
2
)
tan
(
tan−1
(
Lf
rc
. tan
(
ψmod
2
))))
⇔ ǫe =
re.Lf . tan
(
ψmod
2
)
cos
(
tan−1
(
Lf
rc
. tan
(
ψmod
2
)))
.
1
rc +
L2f
r2c
. tan
(
ψmod
2
)2
⇔ ǫe =
re.Lf . tan
(
ψmod
2
)
cos
(
tan−1
(
Lf
rc
. tan
(
ψmod
2
)))(
rc +
L2f
r2c
. tan
(
ψmod
2
)2) (IV.7)
La distance entre l’axe de rotation du moteur et l’axe de rotation des optiques est de re = 12.0 mm
et la distance entre chaque capteur et le centre de rotation des optiques est de rc = 7.5 mm. L’amplitude
de modulation ψmod souhaitée est de 4° (du même ordre de grandeur que l’angle inter-ommatidial ∆φ).
La seule inconnue dans l’équation (IV.7) est donc la longueur Lf séparant la lentille du capteur. On
peut déduire cette dernière inconnue en étudiant la géométrie du capteur lui même (voir ﬁgure IV.4b) :
Lf =
δPhD
2 tan
(
∆φ
2
) (IV.8)
L’identiﬁcation des paramètres optiques visible sur la ﬁgure IV.8b nous montre que l’angle ∆φ de la
paire du milieu est de 3.82°. Sachant que δPhD = 420 µm, on en déduit par application numérique de
l’équation (IV.8), que Lf = 6.33 mm. De même par application numérique de l’équation (IV.2), on
trouve que l’amplitude de vibration de la pièce soutenant les optiques doit être de ψvib = 3.4°. Cette
valeur théorique a été vériﬁée par la mesure expérimentale de la vibration décrite dans le paragraphe
2.3.3.
2.3.2 Réglage de la fréquence
La vibration est obtenue à l’aide d’un moteur pas-à-pas miniature de chez Faulhauber (moteur
AM0820-V-5-56 fournissant un couple de 0.65 mN·m à 5V). Ce moteur est piloté grâce à une carte
driver réalisée spécialement. La carte driver (ou carte de vibration) est équipée du driver moteur
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A3901SEJTR et d’un micro-contrôleur PIC12F615. Le driver moteur pilote le moteur en courant et
réalise un pas à chaque fois qu’il reçoit une impulsion du micro-contrôleur. Le micro-contrôleur quant
à lui génère les impulsions de commande pour obtenir la fréquence de vibration désirée. Un aperçu de
la carte driver est disponible sur la ﬁgure IV.11.
Figure IV.11 – La carte driver permettant de régler la fréquence de vibration de l’œil.
2.3.3 Vériﬁcation de l’amplitude de vibration
Pour vériﬁer l’amplitude de vibration et la fréquence obtenues pour ψvib, on place des marqueurs
sur l’œil (voir ﬁgure IV.11) et on ﬁlme la vibration à l’aide d’une caméra rapide (la caméra DALSA
Genie HM640).
La ﬁgure IV.12a montre le dispositif expérimental utilisé avec la caméra et l’œil équipé de mar-
queurs. Ensuite, grâce à la fonction Matlab DLTv5 (ﬁgure IV.12b), la vidéo est analysée de façon
semi-automatique pour en extraire les coordonnées des marqueurs et en déduire la vibration mesurée
ψ¯vib. L’amplitude de la vibration Avib ainsi que la fréquence fvib peuvent alors être vériﬁées (voir ﬁgure
IV.13a-b. La fréquence de vibration doit également être vériﬁée, car même si on utilise un driver pour le
moteur, il se peut que des pas soient ratés de temps en temps (à cause des frottements) ce qui pourrait
aﬀecter la fréquence de vibration ﬁnale. La vériﬁcation de la fréquence de vibration est eﬀectuée à l’aide
d’une FFT réalisée sur le signal ψ¯vib.
Remarque IV.2: La fréquence d’échantillonnage de la caméra ne peut pas dépasser 300 images/-
seconde, ce qui est insuﬃsant pour reproduire ﬁdèlement le mouvement sinusoïdal de la vibration.
Par conséquent, pour être sûr de pouvoir déterminer l’amplitude du signal, une fréquence de 240 Hz
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b)a)
Figure IV.12 – a) Le dispositif permettant de quantiﬁer l’amplitude de vibration ainsi que la fréquence.
Une caméra DALSA Genie HM640 ﬁlme, à 240 images/seconde, l’œil qui est équipé de marqueurs. b)
Aperçu de la fonction matlab DLTv5 permettant d’extraire la position des marqueurs de façon semi-
automatique.
(qui n’est pas un multiple de la fréquence mesurée de 50 Hz) a été choisie. Ainsi un glissement des
échantillons a lieu le long du signal, assurant de passer par le maximum, si la fenêtre d’observation est
suﬃsamment grande.
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Figure IV.13 – a) La densité spectrale du signal de vibration ψ¯vib(t). On observe un pic bien marqué
à 50.1563 Hz, preuve de la qualité mécanique du système. b) Le signal ψ¯vib(t) au cours du temps. Le
signal est compris entre -1.9857° et 2.0970°, ce qui donne une amplitude crête à crête de 4.0826°.
Finalement, la fréquence de vibration de l’œil a été réglée à 55 Hz et l’amplitude obtenue pour ψvib
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est de 4.08° au lieu des 3.4° visés (voir paragraphe 2.3.1). Cela entraine donc une petite erreur sur la
modulation obtenue sur les photo-récepteurs qui est de ψmod = 4.73° au lieu de 4°. Cette erreur reste
peu importante, étant donnée que le but ﬁxé était d’avoir une amplitude de vibration au moins égale
à l’angle ∆Φ.
2.4 Conception du mécanisme de découplage
Malgré l’augmentation du champ de vision du capteur grâce à l’utilisation des 6 pixels de la matrice
LSC (champ visuel d’environ ±10° contre ±1° dans [Kerhuel et al., 2012]), le champ visuel reste trop
restreint pour assurer la stabilisation d’un aéronef. En eﬀet, pour un aéronef volant à 2 mètres du sol,
un tel capteur (FOV = ±10°) ne couvrirait que 70 centimètres au sol (x = 2z. tan(FOV) avec x la
"surface" couverte au sol et z la hauteur.)
Il est donc nécessaire de fournir à l’œil des degrés de liberté supplémentaires qui lui permettront
de se réorienter aﬁn de garder dans son champ visuel une cible, tout en se déplaçant. Les nombreux
avantages apportés par un tel système de découplage sont discutés dans la section 6 du chapitre II.
2.4.1 Mécanisme de découplage
Le système de découplage proposé dans cette section fournit donc deux degrés de liberté à l’œil,
lui permettant de se réorienter sur son axe de "roulis" et de "tangage". La vue CAO de la ﬁgure IV.6
met en évidence le système de double cardans orthogonaux imbriqués qui permet cette réorientation
selon les deux axes. Chaque cardan en aluminium est actionné par un micro servomoteur de 4 g (micro
servomoteur de chez HighTec) pouvant atteindre des vitesses de 800 degrés par seconde (1000 degrés
par seconde à vide) et oﬀrant un débattement de ±50°. L’œil est ﬁxé au bout d’un axe lié par une liaison
rotule à son support et passant au milieu du système de cardan. De cette façon, l’orientation de l’œil
est contrainte par celle des cardans. Le lien entre les cardans et l’axe est réalisé par une bague en laiton,
qui glisse le long des cardans tout en verrouillant l’axe de "lacet" (la troisième rotation est laissée libre
par la liaison rotule) grâce à une encoche rectangulaire. De cette façon, les seules rotations eﬀectuées
par l’œil sur l’axe de lacet sont exercées par le système de vibration. Enﬁn le contact entre la bague en
laiton et les cardans est assuré par un système de piston-ressort, disposé à la base de l’axe de support
de l’œil (entre l’axe et la rotule). Ce système à ressort permet d’assurer le contact permanent entre
la bague en laiton et les cardans, tout en absorbant les éventuels défauts de courbure de ces derniers.
Il permet également d’empêcher l’œil de bouger, quand celui-ci est orienté vers le bas. Le détail de ce
mécanisme est donné par la ﬁgure IV.6, une vue éclatée de l’œil est disponible sur la ﬁgure IV.14 et la
ﬁgure IV.15 donne une vision de l’œil une fois assemblé.
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module élément(s) Masses [g] total module[g]
Vision
carte vision 0.892 g
8.541 g
coupole+lentilles 3.960 g
base vision+roulement 3.689 g
moteur pas-à-pas+support 3.762 g
Découplage
bague laiton 1.174 g
13.645 g
tube+roulement 2.469 g
support rotule 0.386 g
rotule 0.702 g
ressort 0.126 g
supports servomoteurs 0.657 g
guidage servomoteurs 0.034 g
grande cardan+roulement 1.254 g
petite cardan+roulement 1.043 g
servomoteurs 5.8 g
Traitement
vision
carte électronique+ﬁls 30.014 g 30.014 g
TOTAL 52.100g
Table IV.2 – Description des masses des diﬀérents éléments de l’œil
2.4.2 Assemblage complet
L’ensemble de l’œil ainsi que son assemblage a été confectionné dans le laboratoire, les seuls com-
posants sur étagères sont les servomoteurs, le moteur pas-à-pas, les optiques et les capteurs LSC.
La ﬁgure IV.14 représente une vue éclatée de l’œil. On y retrouve l’ensemble des éléments mécaniques
(IV.14a) décrits dans la section 2.4.1 ainsi que le détail des composants électroniques constituant le
système de vision en lui même (IV.14b). La table IV.2 détaille la masse de chacun des composants de
l’œil ainsi que sa masse totale. On remarque que la partie mécanique de l’œil, y compris les servomoteurs
et la partie vision (capteurs et optiques) représentent seulement 42.6% de la masse totale, soit 22.186
g sur 52.1 g. La carte de traitement photodiodes représente donc un apport de poids non négligeable
de 30.014 g.
Assemblage de la partie capteur : Chacun des 6 pixels de chaque LSC doit recevoir un traite-
ment analogique, réalisé par une carte spéciﬁque (voir section 2.5). Le "capteur", placé au bout de l’axe
de découplage, est donc relié avec des ﬁls souples. Au total 26 ﬁls sont nécessaires : 24 ﬁls transmettent
les courants photodiodes et 2 autres alimentent le circuit avec une tension de 5V (voir ﬁgure IV.15).
Les ﬁls utilisés sont des ﬁls très ﬁns de 300 µm permettant de résister aux vibrations appliquées à l’œil.
Chacun des ﬁls va ensuite traverser l’axe creux qui sert de support à l’œil. Le bout de l’axe présente
un trou permettant aux diﬀérents ﬁls de déboucher sur la carte de traitement des signaux photodiodes
présentée dans la partie suivante (voir section 2.5.) Comme on peut le voir sur la ﬁgure IV.15b-c, une
fois la carte vision en place dans la coupole, l’étanchéité optique est assurée.
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Figure IV.14 – a) Vue éclatée de l’œil et de ses diﬀérents composants. b) Vue de derrière de l’optique de
l’œil. Cette pièce support dispose de parois qui permettent d’assurer l’étanchéité optique des diﬀérentes
chambres optiques. Une fois assemblées, ces parois sont positionnées entre les capteurs LSC aﬁn de les
isoler les uns par rapport aux autres. c) Vue de face de l’optique qui vient fermer l’œil.
Assemblage de la partie mécanique : L’assemblage de la partie mécanique requiert une atten-
tion toute particulière et nécessite quelques réglages de précisions. En eﬀet, il a été prévu sur la carte de
traitement des photodiodes des emplacements destinés à accueillir les supports des servomoteurs (voir
ﬁgure IV.17). Ces emplacements autorisent une translation latérale des supports de façon à pouvoir
ajuster l’alignement de l’axe de chacun des servomoteurs avec la cardan et l’axe opposé. De même la
hauteur du servomoteur par rapport à la carte de traitement peut être ajustée.
Ces ajustements sont réalisés de façon minutieuse lorsque le système est sous tension. Chaque
servomoteur applique alors un mouvement de va et vient sur toute la plage de débattement et on
recherche la position idéale, entrainant le moins de frottements et les mouvements les plus ﬂuides. Une
fois la position idéale trouvée, la position des servomoteur est ﬁxée à l’aide d’une colle époxy.
De même, grâce à un système de 3 vis sur le support du moteur pas-à-pas, il est possible de régler
ﬁnement la position de l’excentrique aﬁn de limiter les frottements avec la coupole et d’optimiser son
fonctionnement.
2.4.3 Identiﬁcation des paramètres mécaniques
Une fois l’assemblage mécanique réalisé, il reste à identiﬁer les dynamiques des servomoteurs de
façon à pouvoir, par la suite, dimensionner les contrôleurs de vision. Pour cela, des potentiomètres sont
temporairement placés sur l’axe des servomoteur. La tension des potentiomètres codant la positon des
servomoteurs est ensuite lue sous dSpace, avec lequel sont également générés les signaux de commande.
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Figure IV.15 – a) Vue de l’œil assemblé. b) Visualisation de l’isolation optique une fois la carte vision
en place. La carte des capteurs LSC est ﬁxée sur l’axe central de l’œil, alors que l’optique est mise en
mouvement grâce au système de vibration. Des trous oblongs permettent donc la rotation de l’optique
par rapport aux rétines LSC d’environ 4 degrés. La carte supportant les LSC est placée au plus près
de l’optique permettant ainsi d’assurer l’isolation optique grâce aux parois de la pièce en aluminium.
c) La carte vision et ses 26 ﬁls de 300 µm. Ces ﬁls passent ensuite dans l’intérieur de l’axe principal de
l’œil qui est creux à cet eﬀet, et débouchent directement sur la carte de traitement électronique.
Le modèle des servomoteurs est identiﬁé pour diﬀérentes réponses indicielles avec la méthode d’iden-
tiﬁcation ARMAX (avec un ordre 2 pour A(q), 2 pour B(q) + 1, 2 pour C(Q) et 1 pour le retard).
On identiﬁe également la précision (le plus petit pas que le servomoteur est capable de réaliser) et les
slew-rates 5.
On constate dans un premier temps que le modèle n’est pas tout à fait le même dans un sens et dans
l’autre. La ﬁgure IV.16 montre ses disparités et le tableau IV.3 résume les paramètres identiﬁés pour
les diﬀérents modèles (montée, descente et modèle moyen). Chacun des modèles a été identiﬁé avec la
méthode ARMAX, soit sur une séquence de step de 5° en montée, soit en descente, soit en montée et
descente pour le modèle moyen.
On remarque que les fonctions de transfert identiﬁées, ainsi que la réponse mesurée, présente un
non minimum de phase, ce qui est assez inhabituel pour une contrôle en position. On suppose que cela
est plutôt dû à une non linéarité, apparaissant pour de fortes accélérations sur le potentiomètre. Cela
5. Le slew-rate est une saturation sur la vitesse qui se traduit comme une pente maximale au-delà de laquelle le système
ne peut pas aller. Ce paramètre à une importance car il révèle une saturation de l’actionneur et rend le modèle non-linéaire.
On recherchera en général à avoir le slew-rate le plus élevé possible pour un système.
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Figure IV.16 – a) Identiﬁcation du slew-rate dans le sens négatif (ou "descente") pour un step de 100°.
Le servomoteur atteint au maximum une vitesse de 802.7°· s−1. b) Identiﬁcation du slew-rate dans le
sens positif (ou "montée") pour un step de 100°. Le servomoteur atteint au maximum une vitesse de
788.6°· s−1. c) Comparaison des modèles dynamiques identiﬁés avec la mesure. d) Zoom sur la réponse
indicielle identiﬁée pour la "montée", la "descente" et le modèle "moyen". Le système répond en moyenne
en 65 ms avec un dépassement de l’ordre de 14%.
peut également être dû à un retard pur sur la boucle fermée.
On ne retiendra pour la suite que le modèle moyen, qui est un modèle du second ordre avec un
temps de réponse à 95% de 0.065 seconde et un dépassement d’environ 14%. Enﬁn, on remarque une
précision de 0.5° dans le meilleur des cas et 1° dans le pire des cas. La précision change un peu du
fait des frottements secs qui sont plus où moins importants selon l’orientation du servomoteur. Enﬁn,
on note que ces servomoteurs sont très rapides, étant donné que même avec la charge importante que
représente l’œil, ils arrivent à atteindre des vitesses de 800°· s−1 (slew-rate).
2.5 Conception de la carte de traitement des signaux visuels
Chaque capteur consiste en une matrice de 6 pixels comme décrit la ﬁgure IV.4. L’œil complet est
donc composé de 6× 4 = 24 photodiodes qui nécessitent chacune un traitement électronique individua-
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Montée Descente Moyen
Slew-Rate 802.7°.s−1 788.6°.s−1 795.7°.s−1
Dépassement 22% 6.5% 14%
Temps de réponse 62.9ms 58.2ms 64.1ms
Fonction de transfert
−101.62(p − 91.39)
p2 + 95.61p+ 9287
−23.997(p − 333.8)
p2 + 118.8p+ 8011
−58.8233(p − 141.2)
p2 + 102.9p+ 8309
Table IV.3 – Les paramètres identiﬁés pour les modèles des servomoteurs dans chacun des sens de
fonctionnement. Le modèle retenu est le modèle moyen, qui sera utilisé pour réaliser les boucles d’as-
servissements liées à l’œil.
lisé.
2.5.1 Présentation générale
a) b)
Figure IV.17 – a) Carte de traitement photodiodes vue de dessus. b) Carte de traitement photodiodes
vue de dessous.
La carte électronique de traitement rattachée à l’œil est illustrée par la ﬁgure IV.17. Il s’agit d’une
carte en PCB (circuit-imprimé) de quatre couches, permettant de réaliser le traitement analogique lié à
chaque pixel. Elle dispose d’un micro-contrôleur 16-bits (le dsPIC33EP512GP806 de chez MicroChip)
cadencé à 40 MHz, et disposant de 24 convertisseurs analogiques-numériques (CAN) aﬁn de numériser
les signaux photodiodes. Elle présente également une liaison SPI avec l’extérieur (en logique 1.8 V pour
communiquer avec la Gumstix 6 du robot), une liaison UART et une entrée d’alimentation 5 V. Comme
6. La Gumstix est le contrôleur haut niveau de type COM (Computer On Module) et fonctionne sous Linux (voir
section 2.2 du chapitre III pour plus d’informations.)
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on peut le voir sur la ﬁgure IV.17, elle présente des emplacements pour accueillir 2 servomoteurs qui
permettront d’orienter l’œil selon 2 directions, ainsi qu’un trou central pour placer la liaison rotule
correspondante (voir ﬁgure IV.15 dans la section 2.4 pour l’assemblage ﬁnal). Elle dispose également
de 3 emplacements pour accueillir des aimants "boutons" aﬁn de faciliter son montage-démontage sur
le robot.
2.5.2 Traitement Analogique
Le courant généré par une photodiode reste assez faible, ce qui nécessite de mettre en place un étage
électronique d’ampliﬁcation de courant, réalisant également le rôle de convertisseur courant-tension de
façon à être en mesure de numériser les signaux (par des convertisseurs analogiques-numériques : CAN).
De plus, le ﬁltrage passe-bande existant aussi chez l’insecte (voir section 1.2) est reproduit grâce à un
ﬁltrage actif passe-bande. Le schéma électronique correspondant au traitement de chaque pixel est
décrit par la ﬁgure IV.18
-
+
C1
R1
Vcc
Vréf
Vcc
-
+
C3
R3
C2 R2
Vréf
iPhD
VfPhD
Convertisseur
courant-tension Filtrepasse-bande
10pF
15nF
160kΩ
100kΩ
VPhD
2.2μF 2.49kΩOPA4348
OPA4348
Figure IV.18 – Traitement électronique réalisé en parallèle pour chaque pixel. Le courant d’une photo-
diode iPhD est ampliﬁé, ﬁltré passe-bas et converti en tension (VPhD) par le premier étage. Le deuxième
étage réalise la fonction de ﬁltre passe-bande, grâce à un ﬁltre passe-haut cascadé d’un ﬁltre passe-bas.
La tension VfPhD est alors l’image ﬁltrée de l’intensité lumineuse perçue par le pixel et est ensuite
numérisé grâce à un convertisseur analogique-numérique 12-bits.
Le circuit a été dimensionné de façon à obtenir un ﬁltrage passe-bande centré à 44 Hz avec une
bande passante eﬀective de 17 Hz à 113 Hz (déﬁnie à −3 dB par rapport au gain statique du système
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de conversion courant-tension).
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Figure IV.19 – Diagramme du Bode du ﬁltrage analogique réalisé pour chaque pixel. Le gain statique
de 133 dB correspond à l’ampliﬁcation de courant, le ﬁltrage passe-bande est centré en 44 Hz et la
bande passante est [17 Hz-113 Hz].
Le diagramme de Bode du ﬁltre obtenu est donné par la ﬁgure IV.19 et présente la fonction de
transfert suivante :
VfPhD(p) = Vre´f (p) +
R1
R1C1p+ 1
.
R3C2p
(R3C3p+ 1)(R2C2p+ 1)
iPhD(p) (IV.9)
Avec VfPhD la tension ﬁltrée correspondante au courant iPhD. Vre´f est une constante égale à Vcc/2 où
Vcc est la tension d’alimentation du micro-contrôleur (ici 3.3 V).
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Résistances Valeur Capacités Valeur
R1 100kΩ C1 10pF
R2 2.49kΩ C2 2.2µF
R3 160kΩ C3 15nF
La tension de référence Vre´f joue un rôle important car c’est elle qui permet de centrer le signal
autour Vcc/2 et d’assurer l’utilisation des CAN sur toute leur plage de fonctionnement.
D’un point de vue pratique, l’eﬀet passe-haut du ﬁltrage passe-bande, permet de ne retenir que les
variations des signaux visuels utiles pour la suite du processus. Le ﬁltre passe bas, permet d’atténuer
les bruits hautes fréquences et agit également comme ﬁltre anti-repliement avant la numérisation des
signaux.
3 Traitement des signaux visuels
Les signaux visuels de chacun des pixels, vont être étudiés par paire. En eﬀet, il a été montré
qu’une fois soumis à une vibration rétinienne, le traitement des pixels par paire permet de localiser très
précisément des contrastes de type front ou barre ( [Viollet et Franceschini, 2010], [Kerhuel et al., 2012],
[Juston et al., 2014]). [Kerhuel et al., 2012] ont notamment mis au point un algorithme de fusion de deux
pixels voisins dénommé VODKA, permettant d’améliorer la résolution du capteur d’un facteur allant
jusqu’à 900. Ce traitement a pour gros avantage de ne nécessiter que très peu de ressources calculatoires,
et peut facilement être réalisé à des fréquences supérieures au kilo-Hertz (kHz) sur des cibles telle que
des dsPIC 16-bits. [Juston et al., 2014] ont ensuite proposé certaines évolutions permettant notamment
de détecter le type de contraste vu (barre ou front) par le capteur aﬁn d’adapter la réponse de ce
dernier.
3.1 Traitement d’une paire de photo-récepteurs
3.1.1 Le traitement VODKA
Le traitement d’une paire de photo-récepteurs, élaboré dans [Kerhuel, 2009,Kerhuel et al., 2012],
qui est décrit par la ﬁgure IV.20, est assez simple : un ﬁltre analogique réalise une présélection de la
porteuse (fréquence de modulation de la vibration) ainsi que la fonction de ﬁltre anti-repliement avant
la numérisation des signaux. De même son eﬀet passe haut réalise une pseudo dérivée des signaux
photodiodes. La modulation en amplitude est ensuite épurée des fréquences parasites (dues notamment
à l’éclairage artiﬁciel des néons, etc.) grâce à un premier ﬁltre sélectif numérique. Puis, la démodulation
des signaux est réalisée à l’aide d’un redresseur double alternance (réalisé par une valeur absolue), suivie
d’un ﬁltrage passe bas. Finalement, la sortie du capteur codant la position d’un contraste, est obtenue
en calculant le rapport de la diﬀérence des signaux démodulés sur la somme de ces derniers. La sortie
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Figure IV.20 – Le traitement initial du capteur VODKA. Chacun des pixels balaye le contraste avec une
modulation ψmod, un ﬁltre passe-bas analogique agit comme ﬁltre anti-repliement et pseudo-dérivateur.
Ensuite une démodulation numérique est obtenue grâce à un ﬁltrage sélectif, une valeur absolue et un
ﬁltre passe bas. Puis la sortie du capteur codant la position angulaire de contraste Ψc (ici barre ou front)
est obtenue en eﬀectuant la diﬀérence sur la somme des signaux démodulés. Adaptée d’après [Kerhuel
et al., 2012].
caractéristique du capteur dépend bien évidement de la nature du contraste qui est localisé, comme le
montre la ﬁgure IV.21. Les travaux de thèse de [Juston, 2013] permettent ensuite de détecter le type
de contraste observé, aﬁn d’adapter la réponse du capteur (correction de l’inversion de pente, etc.)
On rappelle ici les équations de base du capteur VODKA menant aux caractéristiques décrites par
la ﬁgure IV.21 (et utiles à l’élaboration du simulateur décrit en section 4, qui a servi à élaborer les
algorithmes de fusion, calibration, etc.) :
Premièrement, on assimile la sensibilité angulaire d’un photo-récepteur à une gaussoïde que l’on ne
déﬁni que sur une dimension :
s(Ψ) = A.
1
σ
√
2.π
e
−
Ψ2
2σ2 (IV.10)
Avec A un facteur d’échelle, Ψ qui représente l’azimuth du photo-récepteur et σ la variance de la
gaussoïde.
∆ρ étant déﬁni comme la largeur à mi-hauteur de la gaussoïde, on a :
∆ρ = σ.2
√
2 ln 2 (IV.11)
Et ainsi, IV.10 devient :
s(Ψ) = A.
2
√
ln(2)
∆ρ
√
π
e
−
Ψ2∆ρ2
4 ln(2) (IV.12)
La réponse d’une photodiode à un contraste résulte de la convolution entre sa fonction de sensibilité
s(Ψ) et la luminance du contraste se trouvant dans son champ de vision. Si l’on applique cela à un
front de contraste situé à une position Ψc (voir ﬁgure IV.20), on obtient d’après [Juston et al., 2014] la
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Figure IV.21 – a) La réponse caractéristique simulée du capteur VODKA a une barre de largeur L
(ici ∆φ = ∆ρ = 3.8°. La réponse du capteur varie en fonction de l’angle sous tendu par la barre.
On remarque que pour des angles sous tendus trop faibles, la caractéristique du capteur devient non
monotone, ce qui empêche de déduire une mesure de la position de la barre à partir de la sortie capteur.
Adaptée de [Kerhuel, 2009]. b) La réponse caractéristique simulée du capteur VODKA a un front de
contraste. Sur les deux graphiques, les lignes pointillées rouges représentent l’intervalle
[
−∆φ
2
;
∆φ
2
]
correspondant au champ de vision d’une paire de photo-récepteurs.
sortie décrite par :
PhD(Ψc) =
∫ Ψc
−∞
Ic1 .s(Ψ)dΨ+
∫ +∞
Ψc
Ic2 .s(Ψ)dΨ
= A.
Ic1 − Ic2
2
.erf
(
2
√
ln(2)
∆ρ
Ψc
)
+A.
Ic1 + Ic2
2
(IV.13)
Où Ic1 et Ic2 sont l’intensité du contraste (correspondant au produit de l’emissivité du contraste ǫci et
de la luminosité ambiante la : Ici = ǫci .la). Et erf est déﬁnie comme étant la fonction "erreur" suivante :
erf(Ψ) =
2√
π
∫ Ψ
0
e−x
2
dx (IV.14)
En présence d’une modulation Ψmod (entrainant une rotation sinusoïdale des axes optiques d’am-
plitude A), et en rappelant que les photo-détecteurs (PhD1 et PhD2) sont séparés d’un angle ∆φ, on
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peut déﬁnir les réponses de chacun des photo-récepteurs :
PhD1(Ψc(t)) = PhD
(
Ψc(t) + Ψmod(t)− ∆φ2
)
(IV.15)
PhD2(Ψc(t)) = PhD
(
Ψc(t) + Ψmod(t) +
∆φ
2
)
(IV.16)
La sortie du capteur VODKA, qui est décrite dans [Kerhuel, 2009,Kerhuel et al., 2012], est donnée
par l’équation suivante :
SV ODKA(t) =
| ˙PhD1(t)| − | ˙PhD2(t)|
| ˙PhD1(t)|+ | ˙PhD2(t)|
(IV.17)
Où ˙PhD1,2(t) sont les dérivées temporelles des signaux photodiodes obtenues grâce au ﬁltre analogique
passe-bande, qui réalise une pseudo dérivée pour les signaux ayant une fréquence inférieure à celle de
la fréquence centrale.
Finalement, en posant comme hypothèses que la vibration Ψmod est sinusoïdale et que Ψ˙c = 0 (c’est
à dire que la position du contraste varie très lentement devant la vitesse de vibration), on peut déduire
la réponse du capteur pour un front de contraste :
S
V ODKA
(t) = tanh
(
Ψc(t).
4∆φ ln(2)
∆ρ2
)
(IV.18)
La réponse du capteur à un front de contraste est illustrée par la ﬁgure IV.21b. On remarque que cette
sortie présente des propriétés très intéressantes :
1. La sortie ne dépend pas de l’intensité du contraste vu,
2. la sortie est strictement monotone sur tout le champ visuel,
3. seul les paramètres intrinsèques optiques sont nécessaires pour remonter à la position du contraste.
De même, on peut remonter à l’expression de la position angulaire d’une barre :
S
V ODKA
(t) =
| ˙PhD1(t)| − | ˙PhD2(t)|
| ˙PhD1(t)|+ | ˙PhD2(t)|
=
∣∣∣∣eΨc(t)∆φ2σ2 . sinh ( α2σ2 (Ψc(t)− ∆φ2 ))
∣∣∣∣−
∣∣∣∣e−Ψc(t)∆φ2σ2 . sinh ( α2σ2 (Ψc(t) + ∆φ2 ))
∣∣∣∣∣∣∣∣eΨc(t)∆φ2σ2 . sinh ( α2σ2 (Ψc(t)− ∆φ2 ))
∣∣∣∣+
∣∣∣∣e−Ψc(t)∆φ2σ2 . sinh ( α2σ2 (Ψc(t) + ∆φ2 ))
∣∣∣∣
(IV.19)
Cette réponse plus complexe montre clairement une dépendance à l’angle sous tendu α de la barre. Cet
angle α se déﬁnit comme suit :
α = tan−1
(
lb
D
)
(IV.20)
Où lb est la largeur de la barre (en mètres) et D la distance entre la barre et le capteur VODKA.
La ﬁgure IV.21a, montre bien l’inﬂuence de cet angle sous-tendu. On remarque que pour des angles
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sous-tendus trop faibles, la caractéristique du capteur n’est plus monotone, ce qui ne permet plus de
remonter à la position de la barre (il y a plusieurs positions Ψc de barre qui donne la même sortie
capteur.) Dans le cas d’une application à la stabilisation d’un drone, comme dans le chapitre V, cela
ajoute une contrainte sur la largeur de la barre en fonction de la hauteur de vol D, comme l’indique
l’équation (IV.20).
3.1.2 Adaptations et améliorations
La formulation initiale du capteur VODKA avait été pensée pour optimiser les performances sta-
tiques du capteur. Le champ visuel était seulement de quelques degrés (±1°), et la bande passante du
capteur n’excédait pas 5 Hz.
Ici, le capteur est appliqué à la stabilisation en vol libre d’un aéronef de type quadrirotor. Il est donc
important, aﬁn d’assurer de bonnes performances, d’augmenter un peu la bande passante du système.
Pour cela, quelques modiﬁcations sont apportées aux traitement du capteur VODKA :
— La fréquence de vibration est augmentée à 55 Hz, ainsi que le ﬁltrage sélectif,
— Une étape de détection d’enveloppe est ajoutée à la phase de démodulation,
— La bande passante du ﬁltre passe-bas, servant à supprimer les derniers résidus de la modulante
restants, passe de 5 Hz à 40 Hz et est augmentée à l’ordre 6.
On rappelle ici la conﬁguration des diﬀérents ﬁltres utilisés par [Kerhuel et al., 2012] que l’on
compare aux nouveaux réglages permettant une augmentation non négligeable de la bande passante
tout en maintenant un bon rapport signal sur bruit (RSB) :
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Capteur Filtre Bande passante Fonction de transfert
VODKA
Passe-Bande analogique [20 Hz ; 116 Hz] 30.
50.2π
p+ 50.2π
.
p
p+ 50.2π
Filtre sélectif 40 Hz 0.036.
1− z−2
1− 1.68z−1 + 0.93z−2
Filtre Passe-Bas 5 Hz 9.447.10−4
(1 + z−1)2
1− 1.911z−1 + 0.915z−2
EyeRing
Passe-Bande analogique [17 Hz ; 113 Hz] 64.
66.2π
p+ 66.2π
.
p
p+ 29.2π
Filtre sélectif 55 Hz
0.9282− 1.69z−1 + z−2
1− 1.69z−1 + 0.9282z−2
Filtre Passe-Bas 40 Hz
0.3951z−1
(1− 0.6049z−1)6
Table IV.4 – Comparaison des diﬀérents ﬁltres utilisés pour le traitement des photo-récepteurs pour
le capteur VODKA et le nouveau capteur EyeRing. Le ﬁltrage analogique reste quasi-inchangé, mais le
ﬁltrage sélectif passe de 40 Hz à 55 Hz dû à une augmentation de la fréquence de vibration. Le ﬁltrage
passe bas quant à lui, passe d’une bande passante de 5 Hz à 40 Hz et l’ordre du ﬁltre est augmenté à
6 (au lieu de 2) pour assurer un bon rejet des résidus de la modulante.
La ﬁgure IV.22 résume le nouveau processus de localisation d’un contraste au niveau d’une paire de
photo-récepteurs, et montre l’évolution de signaux réels au cours des diﬀérentes étapes du processus.
L’étape de détection d’enveloppe est réalisée selon l’algorithme suivant :
Entrée : PhD(t) /* Le signal dont l’enveloppe doit être détectée */
Sortie : Env(t) /* L’enveloppe détectée */
Constante : τ =
2
2πfmod
/* Constante de temps de la décroissance exponentielle */
si PhD(t) < Env(t− 1) alors
/* Décroissance exponentielle (Euler) */
Env(1) = Env(t− 1) + Ts
τ
(PhD(t)− Env(t− 1));
sinon
/* Sélection de l’enveloppe */
Env(t) = PhD(t);
Algorithme 1 : Détection de l’enveloppe supérieure
L’ajout de la détection d’enveloppe permet d’améliorer le rapport signal sur bruit et donc de rendre
le ﬁltre passe bas qui suit moins sélectif.
La ﬁgure IV.23 montre que la détection d’enveloppe permet d’obtenir un signal démodulé plus
proche de l’enveloppe initiale. Le signal a donc une amplitude plus grande, et avec une amplitude
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Figure IV.22 – a) La chaine de traitement d’une paire de photo-récepteurs. Une vibration de l’optique
permet de moduler la position du contraste, puis un premier ﬁltre analogique eﬀectue une pseudo-dérivée
et agit également comme ﬁltre anti-repliement. La porteuse est ensuite extraite à l’aide d’un ﬁltre passe
bande, une valeur absolue combinée à un détecteur d’enveloppe permet après un ﬁltrage passe bas
d’extraire l’enveloppe de chaque photo-récepteur (Phidem). b) Visualisation de la démodulation, les
signaux bleus et rouges représentent les signaux avant application de la valeur absolue. Les signaux
verts sont obtenus grâce au détecteur d’enveloppe une fois la valeur absolue appliquée et les courbes
noires représentent l’enveloppe ﬁnale après application du ﬁltre passe-bas. c) En haut, la diﬀérence des
signaux démodulés Ph1dem −Ph2dem et en bas la somme des signaux Ph1dem +Ph2dem . d) La sortie du
capteur obtenue pour une barre de largeur 2 cm situé à 1.32 m (soit une angle sous tendu α = 0.87°)
résultant de la diﬀérence sur la somme des signaux démodulés.
résiduelle de la modulation qui est du même ordre que celle des traitements VODKA ; le rapport signal
sur bruit se voit donc amélioré de 39% (RSB×(1260−904)/904). Le retard induit par la démodulation
a également été réduit de 37%, et est maintenant de 65 ms. L’augmentation de la bande passante permet
de continuer à localiser le contraste de façon satisfaisante, même lorsque celui-ci se "déplace rapidement"
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Figure IV.23 – Démodulation des signaux photodiodes (simulation) pour une barre déﬁlant à
15.5°· s−1. a) En bleu le signal photodiode en sortie du CAN et modulé à 55 Hz, en vert le même
signal une fois passé dans le ﬁltre sélectif et la valeur absolue appliquée. La courbe rouge correspond
à l’enveloppe identiﬁée par le détecteur d’enveloppe. La courbe noire représente l’enveloppe ﬁltrée par
le ﬁltre passe-bas d’ordre 6. La démodulation complète entraine un retard de 65 ms et l’amplitude du
signal démodulé est 40% plus grande que celle obtenue avec la démodulation VODKA classique. b) Le
signal photodiode modulé à 40 Hz est en bleu. La courbe rouge est l’enveloppe obtenue par application
d’une valeur absolue, elle est ensuite ﬁltré à 5 Hz au second ordre pour obtenir la courbe noire. La
démodulation entraine un retard de 103 ms, soit 37% plus élevé qu’avec la méthode exposée en a).
dans le champ visuel. Les ﬁgures IV.24a-b montrent la réponse du capteur avec les deux traitements,
lorsqu’une barre déﬁle à diﬀérentes fréquences de déﬁlement. Ici une fréquence de 1 Hz correspond à
une vitesse de déﬁlement de 7.5°· s−1. On remarque, que la bande passante a été nettement améliorée,
étant donné que EyeRing répond encore avec 40% d’amplitude à une stimulation de 10 Hz (cercle
violet de la ﬁgure IV.24a) alors que la réponse est "plate" pour le (cercle violet de la ﬁgure IV.24a).
On remarque également sur la ﬁgure IV.24a que le retard constant de rEyeRing = 65 ms est de moins
en moins négligeable plus la fréquence augmente. En eﬀet pour des vitesses élevées telle que 75°· s−1
cela correspond à une erreur de près de 5° par rapport à la position réelle de la barre.
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Figure IV.24 – Réponses simulées du capteur VODKA pour diﬀérentes fréquences de déﬁlement d’une
barre ; la barre fait des allers-retours de forme triangulaire devant le capteur. Une fréquence de 10 Hz
correspond à une vitesse de déﬁlement de 75°· s−1. a) Réponses du capteur avec la nouvelle démodula-
tion en fonction de la position de la barre. La réponse du capteur est très proche de la réponse théorique
pour des fréquences de déﬁlement faibles. Plus la fréquence augmente et plus la caractéristique se voit
déformée et en retard par rapport à la position réelle (le retard est ici en degré ; le retard en seconde
reste le même). A 10 Hz, le capteur répond encore avec une amplitude de 40% de la réponse théorique.
b) Avec les anciens traitements, le capteur n’arrive pas à répondre correctement à partir de 5 Hz. Pour
une fréquence de déﬁlement de la barre à 10 Hz, on voit que le capteur n’est plus en mesure de répondre
étant donné que la réponse est totalement "plate". Les cercles violets mettent en évidence la réponse
des deux capteurs pour la même vitesse de déﬁlement (75°· s−1).
3.1.3 Inﬂuences des asymétries des paramètres optiques
Dans la section 2.2, j’ai montré qu’il était très diﬃcile voir impossible d’obtenir les mêmes paramètres
optiques pour chacune des paires de photo-récepteurs, d’un point de vue pratique. Les caractéristiques
théoriques du capteur en réponse à une barre, ou un front de contraste présentées dans les ﬁgures IV.21a
et IV.21b se voient donc déformées et les équations (IV.18) et (IV.19) deviennent plus complexes. En
138 CHAPITRE IV. SYSTÈME OCCULO-MOTEUR BIO-INSPIRÉ
repartant de (IV.17), on obtient pour la réponse à un front :
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(IV.21)
Où σ1 et σ2 sont obtenus grâce à l’équation (IV.11) en utilisant respectivement ∆ρ1 et ∆ρ2. k1 et k2
ne sont plus égaux dans le cas non idéal, étant donné que les fonctions de sensibilité angulaires n’ont
pas toutes la même amplitude. ∆φ1,2 correspond à l’angle inter-ommatidial de la paire des photodiodes
PhD1 et PhD2. La sortie pour une autre paire de photodiodes PhDi, PhDj est obtenue en remplaçant
les indices 1 et 2 par i et j.
On remarque alors qu’il n’est plus possible de faire apparaître la tangente hyperbolique comme
précédemment.
De même en repartant de (IV.17), on obtient pour la réponse à une barre :
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(IV.22)
Où α est l’angle sous tendu par la barre et X−1 représente l’opération 1X .
On remarque également que l’expression de la sortie du capteur se complique dans le cas de para-
mètres optiques non complètement maitrisés.
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Cela rend la construction d’une table permettant d’exprimer la position du contraste en fonction des
paramètres optiques et de la sortie du capteur plus compliquée étant donné que la vitesse du contraste
intervient (dérivée de la position du contraste, notée Ψ˙c(t)). Contrairement au cas idéal, il n’est donc
plus possible de créer une table Ψc(t) = f (Si,jV ODKA(t),∆ρ1,∆ρj ,∆φi,jki, kj), car la sortie est de la
forme :
Ψc(t)(t) = f
(
Ψ˙c(t), Si,jV ODKA(t),∆ρ1,∆ρj ,∆φi,jki, kj
)
(IV.23)
La solution explorée ici consiste à construire expérimentalement une table (par calibration) pour
des vitesses de déﬁlement de contraste très faibles de façon à déterminer la caractéristique statique du
capteur.
3.2 Fusion multi-paires d’un œil
La partie précédente a montré que la réponse du capteur n’est pas linéaire en fonction de la position
du contraste. De plus, chaque paire de photodiodes a un axe optique principal décalé de ∆φ (environ
3.8°) par rapport à ses paires voisines. Mais l’amplitude de réponse du capteur est seulement de 1 (voir
ﬁgure IV.21), il y a donc en plus de la non linéarité, un facteur d’échelle qui apparait. Il n’est donc
pas possible d’utiliser la réponse du capteur directement pour obtenir une mesure de la position de la
barre. De même en fonction de la position du contraste, il est nécessaire de sélectionner la bonne paire,
c’est à dire celle qui pointe sur le contraste.
Le but de cette partie est donc de fournir une méthode permettant :
1. De linéariser la sortie de chaque paire de photo-récepteur de façon à obtenir une véritable mesure
de position (voir section 3.2.1),
2. De détecter la paire qui voit le mieux le contraste, et de façon plus générale, détecter si une cible
est présente où non dans le champ visuel (voir section 3.2.2),
3. De fusionner la mesure des diﬀérentes paires tout en assurant la continuité de la mesure (voir
section 3.2.3).
3.2.1 Procédure de calibration
La méthode de calibration choisie consiste donc à faire tourner l’œil lentement sur lui même en
face du contraste à calibrer, puis à enregistrer la réponse du capteur pour ce contraste. Ainsi une table
prenant en compte l’ensemble des défauts du capteurs, permet de tenir compte du fait que :
— la sensibilité du capteur n’est pas parfaitement gaussienne, comme supposé dans l’équation
(IV.11),
— ∆ρi 6= ∆ρj ,
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— des sensibilités angulaires qui ne sont pas les mêmes pour chaque photodiode.
a) b) c)
Figure IV.25 – a) Zoom sur le robot et son œil lors du processus de calibration des paires de photo-
diodes. b) Le robot est suspendu au dessus de la cible qui est placée à la verticale en dessous du robot.
Ici z =1.32 m. L’œil eﬀectue un balayage latéral permettant de faire parcourir à la cible tout le champ
visuel de l’œil. c) Représentation schématique des diﬀérentes grandeurs permettant de remonter à la
relation géométrique entre l’orientation de l’œil θerφ ou θerθ et la position de la cible Ψcφ ou Ψcθ dans
le champ visuel de l’œil.
Pour réaliser cette calibration, on décide de balayer très lentement le champ visuel de l’œil grâce à
une rotation des servomoteurs sur un axe puis sur l’autre. Ainsi on peut calibrer 2 des 4 yeux la première
fois et les deux autres la fois suivante. La ﬁgure IV.25 montre une vue du dispositif de calibration. La
position angulaire du contraste est ensuite déduite géométriquement. En supposant que la position de
repos de l’œil (servomoteurs en position centrale) pointe sur le centre du contraste, on peut remonter
à la position angulaire de la cible par rapport à l’œil :
Ψcφ,θ = θerφ,θ + tan
−1
(
ro sin(θerφ,θ)
z − ro cos(θerφ,θ)
)
(IV.24)
Où ro est le rayon de l’œil, c’est à dire la distance séparant le centre de rotation de l’œil Oo de
l’origine Or du plan où se situe les capteurs en eux-mêmes et z est la distance verticale entre le centre de
rotation de l’œil et la cible. Si on fait l’hypothèse que la distance ro séparant l’axe de rotation de l’œil
des lentilles est négligeable devant la distance z le séparant de la cible, alors on obtient Ψcφ,θ = θerφ,θ .
La procédure de calibration va se faire en deux étapes :
1. Normalisation des signaux photodiodes : On identiﬁe un facteur d’échelle pour chacune des
photodiodes qui sera ensuite systématiquement appliqué avant même d’eﬀectuer la démodulation.
Ce facteur d’échelle permet de faire disparaître les disparités des réponses en amplitude des
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diﬀérentes photodiodes.
2. Construction de la table de calibration : Pour chacune des paires de photodiodes, on
construit une table de correspondance entre la sortie de la paire et la position réelle du contraste
(Ψcφ ou Ψcθ) selon l’axe en cours de calibration.
La première étape de normalisation est indispensable car elle permet de ne pas perdre la propriété
d’insensibilité à l’intensité du contraste. En eﬀet, il a été démontré que le capteur VODKA présente une
insensibilité à l’intensité du contraste, c’est à dire aux conditions de luminance (voir 2.5.7 de [Kerhuel,
2009]). Cette propriété remarquable découle du fait que dans les équations (IV.10) et (IV.12) l’amplitude
A est considérée comme étant identique pour les deux photo-récepteurs. Or, on a montré lors de la
caractérisation (voir ﬁgure IV.8), que cette hypothèse n’était pas vériﬁée, entrainant donc la perte
de cette insensibilité comme le démontre l’équation (IV.21) pour le front et l’équation (IV.22) pour
la barre. Cette étape de normalisation permet donc d’avoir le même facteur d’échelle A pour chaque
photodiodes et donc de retrouver cette propriété. La ﬁgure IV.26 montre les réponses des photodiodes
de l’œil n°3 en présence d’une barre avant calibration en a) puis après calibration en b).
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Figure IV.26 – Exemple de réponse pour l’œil n°3. a) La réponse non calibrée de chacune des photo-
diodes. En trait de couleur plein, la réponse des photodiodes, et en pointillés le maximum atteint pour
la photodiode correspondante. On observe un écart d’amplitude d’environ 20% selon les photodiodes.
b)La réponse des photodiodes une fois normalisée. le trait en pointillé correspond au maximum atteint
par chacune des réponses : la normalisation est eﬀectuée arbitrairement pour correspondre à l’amplitude
de PhD1.
La deuxième étape est un peu plus complexe. Durant le balayage, le contraste va passer successive-
ment dans le champ de vision de chacune des paires. La partie monotone de la réponse caractéristique
d’une paire se trouvant, dans le cas d’un front ou d’une barre, dans l’intervalle [−∆φ
2
;+
∆Φ
2
] (voir ﬁgure
IV.21), il est donc nécessaire de sélectionner la paire qui voit le contraste. La méthode de sélection de
paires ainsi que de présence de contraste est discutée dans la section 3.2.2. Une fois la zone d’intérêt
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de chaque paire sélectionnée, il est encore nécessaire de ﬁltrer la réponse de façon à éliminer le bruit et
en extraire une caractéristique monotone.
Le processus permettant de déterminer une caractéristique monotone étant la plus proche possible de
la caractéristique réelle du capteur est réalisé comme suit. Le signal de chaque LPU (pour "Local Pro-
cessing Unit") est ﬁltré sans retard à l’aide d’un algorithme de ﬁltrage basé sur FFT (Fast Fourrier
Transform). L’utilisation d’un ﬁltrage sans retard est capitale, de façon à ne pas introduire d’oﬀset
dans la table entre la position réelle du contraste et la sortie de la LPU. En eﬀet un retard temporelle
dû à un ﬁltrage classique, introduirait un biais sur la mesure égale à l’angle parcouru par le contraste
(lors de la calibration) durant ce retard. On recherche alors la première fréquence de coupure du ﬁltre
permettant de rendre la caractéristique strictement monotone. Pour chaque fréquence de coupure, on
recherche le minimum et le maximum local de la caractéristique et on teste la monotonie. L’algorithme
2 décrit ce processus de recherche et la ﬁgure IV.27 illustre cette étape et décrit la caractéristique avant
ﬁltrage, puis la caractéristique monotone obtenue après ﬁltrage. Cette procédure est répétée pour les 5
LPU de chacun des 4 yeux aﬁn d’obtenir une calibration de l’œil complète.
/* Parcours de chaque œil */
pour i← 1 à 4 faire
/* Parcours de chaque paire */
pour j ← 1 à 5 faire
Monotone ← FAUX;
/* Recherche de la zone correspondant à la paire j */
Index_1 ← TrouvePremierIndex(ZSL(t) == j);
Index_2 ← TrouveDernierIndex(ZSL(t) == j);
/* Initialisation automatique de la zone de recherche du min et max */
Index_3 ← Index_1 - 0.1*(Index_2-Index_1);
Index_4 ← Index_1 + 0.1*(Index_2-Index_1);
Fc ← 3 ; /* fréquence de coupure à 3 Hz */
tant que Monotone==FAUX faire
Fc ← Fc-0.05;
LPU_f(Index_3,Index_4) ← Filtre(LPUi,j(Index_3,Index_4), Fc);
Index_5 ← TrouveMax(LPU_f(Index_3 :Index_4));
Index_6 ← TrouveMin(LPU_f(Index_3 :Index_4));
si EstMonotone(LPU(Index_5 :Index_6)) alors
Monotone ← VRAI;
ﬁn
ﬁn
TableXi,j ← LPU_f(Index_5 :Index_6) ; /* Abscisse de la table */
TableYi,j ← Ψc(Index_5 :Index_6) ; /* Ordonnées de la table */
ﬁn
ﬁn
Algorithme 2 : Détection et construction de la table d’une LPU
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Figure IV.27 – Extraction de la caractéristique d’une LPU. En bleu la caractéristique brute mesurée
pendant la calibration et en rouge la caractéristique ﬁltrée de façon à être monotone. Les cercles noirs
indiquent la zone sélectionnée par le ZSL. Cette zone est agrandie de 10% délimitée par les cercles
jaunes. Les maximum et minium (croix vertes) de cette zone délimitent la caractéristique complète du
capteur.
A ce stade, chaque photodiode se voit attribuée un gain de correction d’amplitude et chaque LPU
de chaque œil possède une table de calibration (voir ﬁgure IV.28). Il ne reste plus qu’à déterminer un
critère permettant de sélectionner la bonne LPU (celle qui voit le mieux le contraste) et assurer la
continuité de la mesure lors du passage d’une paire à l’autre.
3.2.2 Détecteur ZSL
Le détecteur ZSL est un point clé de la stratégie de fusion des diﬀérentes LPU. Originalement décrit
par [Viollet et Franceschini, 2001] et [Kerhuel et al., 2010], le ZSL a été entièrement modiﬁé lors de
mes travaux, de façon à l’adapter au cas multi-LPU et permettre deux choses :
1. sélectionner la bonne LPU quand le contraste est vu,
2. Détecter lorsqu’aucun contraste n’est vu et forcer la sortie à 0. L’importance de forcer la sortie à
0 en cas d’absence de contraste est discutée dans la partie 4.1 de [Manecy et al., 2013b].
Le critère choisi pour passer d’une paire à une autre résulte de l’observation de la somme des signaux
démodulés de chaque LPU présentés par la ﬁgure IV.29.
On observe sur la ﬁgure IV.29a que la LPU qui voit le contraste, est également la LPU qui possède la
somme des ses signaux photodiodes la plus grande. Ce critère très simple permet donc de savoir quelle
est la LPU qui voit le contraste. On remarque que les LPU voisines ont alors une somme également
élevée, alors que les LPU les plus éloignées ont une somme proche de 0.
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Figure IV.28 – a-e) Les caractéristiques statiques identiﬁées pour les diﬀérentes LPU de l’œil 1. En
bleu les caractéristiques brutes et en rouge les caractéristiques ﬁltrées et monotones. Les croix vertes
représentent la zone sélectionnée pour construire la table. f) La sortie du ZSL donne l’indice de la paire
à sélectionner, un indice 0 traduit le fait que le contraste est vu par aucune LPU.
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Figure IV.29 – a) La somme des signaux photodiodes démodulés de chacune des LPU d’un œil. La
LPU choisie, correspond à celle dont la somme est maximum et dont au moins une des sommes voisines
est supérieure à un seuil (représentée en pointillé gris). b) Sortie du ZSL en fonction de la position du
contraste.
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La fonction ZSL est donc réalisée comme suit :
S1 ← 500;
S2 ← 400;
IndexMax ← TrouveMax(ΣPhD[](t));
ZSL(t) ← IndexMax;
suivant IndexMax faire
cas où 1
si ΣPhD[IndexMax](t)<S1+S2 ou ΣPhD[IndexMax+ 1](t)<S1+S2 alors
ZSL(t) ← 0;
ﬁn
ﬁn
cas où 2, 3, 4
si ΣPhD[IndexMax+ 1](t)<S1 et ΣPhD[IndexMax− 1](t)<S1 alors
ZSL(t) ← 0;
ﬁn
ﬁn
cas où 5
si ΣPhD[IndexMax](t)<S1+S2 ou ΣPhD[IndexMax− 1](t)<S1+S2 alors
ZSL(t) ← 0;
ﬁn
ﬁn
ﬁn
3.2.3 Fusion multi-paires
La fusion multi-paires est donc obtenue simplement en sélectionnant la sortie de la LPU indiquée
par le ZSL après avoir appliqué le facteur de correction. La ﬁgure IV.30 résume donc l’ensemble des
étapes de la fusion. Une étape de détection d’enveloppe est ajoutée au traitement VODKA classique,
améliorant ainsi le rapport signal sur bruit de près de 40%. Puis chaque signal démodulé se voit appliqué
le facteur d’échelle déterminé pendant la première phase de calibration, permettant de rétablir une
relative invariance à la luminosité ambiante. Puis, après avoir eﬀectué la diﬀérence sur la somme des
signaux démodulés, on détermine la position du contraste en appliquant la table obtenue lors de la
deuxième phase de calibration. Pour ﬁnir, les sorties des diﬀérentes LPU sont fusionnées en appliquant
une sélection grâce à la sortie du ZSL.
Pour conclure sur cette fusion de LPU, la ﬁgure IV.31 donne la mesure de position obtenue pour
chacun des yeux après calibration. On remarque que chacun des yeux présente une très bonne linéarité
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Figure IV.30 – Le diagramme complet permettant de passer des signaux des 6 photodiodes à la
mesure de position. Le signal de chacune des photodiodes est donc démodulé, puis normalisé. Ensuite
la diﬀérence sur la somme des signaux démodulés est opérée, formant ainsi 5 LPU (Local Processing
Unit). Une table de correspondance est ensuite appliquée de façon à traduire la sortie du capteur en
position. Enﬁn, le ZSL sélectionne la paire qui voit le mieux le contraste pour rediriger sa mesure vers
la sortie fusionnée.
et que la sortie du capteur est très ﬁdèle à la position réelle du contraste. On remarque cependant que
le bruit présent sur la mesure est un peu plus important lors du passage d’une LPU à une autre, cela
s’explique par le fait que le traitement VODKA présente une RSB plus faible proche des bornes de la
caractéristique. De plus, le critère utilisé par le ZSL se base sur le max(), qui est une fonction assez
sensible aux bruits de mesures lorsqu’il est appliqué à des signaux d’amplitude proches ; ce qui est le
cas lorsque l’on est en bordure de deux LPU. Cela peut donc entrainer la sélection de la mauvaise
paire pendant un bref instant, or la caractéristique à gauche et à droite du champ de vision d’une LPU
(FOVLPU) étant assez raide, l’erreur de mesure peut être importante Ce bruit ajouté par la fonction ZSL
ne dérange cependant pas pour avoir un comportement pleinement satisfaisant du capteur, d’autant
que celui-ci à pour but d’asservir la position du contraste à 0. En fonctionnement normal, il n’y aura
donc que très peu de transition entre LPU, étant donné que la zone de fonctionnement sera autour de
la position 0.
Au ﬁnal, les yeux présentent un champ visuel total compris entre 18.3° et 22°. La sortie du capteur
est parfaitement linéaire et la précision est comprise entre 0.076° et 0.091° (écart type). La table IV.5
donne un résumé de la précision de chacun des yeux et de chacune de leur LPU respective.
3.3 Fusion des 4 yeux
Chacun des quatre yeux fournit donc une mesure de la position angulaire d’un contraste avec une
précision inférieure à 0.1° sur un champ de vision complet d’environ 20°. Chaque œil peut localiser un
contraste du type front, ou barre, et les yeux sont disposés sur un cercle chacun espacé de 90° avec ses
voisins. On conçoit donc aisément, qu’il est alors possible de localiser précisément des cibles de type
croix ou mire quatre cadrans (voir IV.1), si chaque œil "observe" une des 4 barres de la croix ou un des
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Figure IV.31 – Réponse réelle de chacun des yeux pour un balayage de -16° à +16° à 1.67°· s−1.
Pour chaque œil, la position réelle du contraste est aﬃchée en bleue, la sortie brute de la LPU avant la
table est aﬃchée en vert. L’application de la table, permet d’obtenir la mesure en rouge parfaitement
linéarisée. En noire, on fait apparaître la mesure ﬁltrée (en post-traitement par FFT une fois encore) ce
qui montre qu’en absence de bruit la sortie est parfaitement confondue avec la position réelle, prouvant
la ﬁabilité des diﬀérentes tables de calibrations.
quatre fronts de la mire.
On présente donc sur la ﬁgure IV.32, la mesure eﬀectuée par chacun des yeux si l’on place une
croix orientée de façon arbitraire en dessous de l’œil. On déﬁnit le repère orthonormé (O,~x, ~y, ~z) tel
que O soit le centre du cercle sur lequel sont disposés les yeux, ~x pointe vers l’œil 2 et ~y vers l’œil 3.
On suppose que la cible se trouve à une distance D sur l’axe ~z (c’est à dire face à l’œil, la direction
~z du repère pointant dans la même direction que le regard). On suppose que cette croix est orientée
d’un angle φc selon le roulis, θc selon le tangage et d’un angle ψc en lacet, par rapport à l’œil. Si l’on
note ǫ¯ri la position angulaire du contraste dans le champ de vision de l’œil i, on peut en déduire les 3
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Erreurs Œil 1 Erreurs Œil 2
milli-degrés [m°] milli-degrés [m°]
1 2 3 4 5 1 2 3 4 5
σLPU 94 57 76 93 76 111 71 57 66 116
MinLPU -395 -731 -286 -397 -233 -640 -226 -375 -212 -272
MaxLPU 502 282 601 405 434 383 577 150 345 679
MoyLPU 4.3 0.6 2.0 1.1 0.3 -15.0 4.4 -2.9 1.3 23.1
FaHLPU 40.0 67.7 50.4 42.1 49.5 35.9 54.3 71.2 60.4 32.6
σœ 81.3 88.4
Minœ -731 -640
Maxœ 601 679
Moyœ 1.4 2.6
FaHœ 47.0 44.4
Erreurs Œil 3 Erreurs Œil 4
milli-degrés [m°] milli-degrés [m°]
1 2 3 4 5 1 2 3 4 5
σLPU 71 61 107 111 76 53 72 68 58 106
MinLPU -373 -163 -747 -1083 -373 -181 -200 -231 -272 -331
MaxLPU 282 289 537 916 352 206 631 487 331 456
MoyLPU -5.1 2.6 -2.7 -0.5 -1.9 -0.9 3.1 3.4 2.7 0.5
FaHLPU 53.9 65.2 36.4 34.7 53.1 72.4 57.3 58.9 70.3 35.5
σœ 91.1 75.9
Minœ -1083 -331
Maxœ 916 631
Moyœ -1.5 1.8
FaHœ 43.0 52.4
Table IV.5 – Dans cette table, on présente l’erreur de positionnement pour un balayage complet de -16°
à 16° à une vitesse de 1.67° par seconde. La rotation est réalisée par les servomoteurs comme pour la
calibration, et les signaux mesure de position sont échantillonnée à 1kHz. Toutes les erreurs de position
sont exprimées en milli-degrés (noté [m°]) et sont calculées sur la plage correspondant au champ de
vision (FOV) de chaque œil, qui est visible sur la ﬁgure IV.31. Pour chaque œil, on précise l’écart type
de l’erreur de positionnement (noté σ), l’erreur minimum (notée MinLPU), l’erreur maximum MaxLPU,
l’erreur moyenne MoyLPU et le facteur d’hyperactuité (noté FaH) pour chaque LPU de l’œil ainsi que
les mêmes caractéristiques pour l’œil fusionné. L’écart type est calculé par σ =
√
1
n−1
∑n
i=1(x
n
i − E[x])2
où n est le nombre d’échantillon, xi est l’échantillon i et E[x] est la moyenne de la série. Le facteur
d’hyperactuité d’une LPU correspond au rapport entre la précision obtenue pour la LPU j de l’œil i
(écart type σLPU) et l’angle inter-ommatidioal correspondant ∆φi,j : FaHLPUi,j =
∆φi,j
σi,j
. Et le facteur
d’hyperacuité FaHoei de l’œil complet i est le rapport entre l’angle inter-ommatidial moyen E[∆φi] et
son écart type total σi. Au ﬁnal, on peut dire que les 4 yeux vibrants ont une acuité améliorée d’un
facteur allant de 43.0 à 72.4 par rapport à leur acuité initiale.
orientations de la cible. Les deux premières orientations sont triviales :
φ¯ =
1
2
(ǫ¯r2 + ǫ¯r4) (IV.25)
θ¯ =
1
2
(ǫ¯r1 + ǫ¯r3) (IV.26)
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L’orientation selon le lacet dépend, quant à elle, de la géométrie de l’œil, ainsi que de la distance qui
sépare l’œil de la cible. Elle est obtenue en moyennant la mesure de l’orientation faite par le couple
d’yeux 1,3 et le couple 2,4 :
ψ¯ =
1
2

tan−1


D. tan
(
ǫ¯r1 − ǫ¯r3
2
)
rc

+ tan−1


D. tan
(
ǫ¯r2 − ǫ¯r4
2
)
rc



 (IV.27)
Où rc est le rayon du cercle sur lequel sont disposés les yeux et D est la distance entre l’œil et la cible
(projetée sur l’axe Oz).
3.4 Fusion généralisée pour n yeux
Le concept précédent peut également être étendu à un œil ayant non plus 4 mais n yeux. On
commence par introduire la déﬁnition de branche pour une cible :
Déﬁnition IV.1: On nomme branche, une des droites concourantes formant une cible. On suppose
qu’une cible présente b droites qui sont toutes concourantes en un même point. Ainsi, une croix dispose
de 2 branches, une mire quatre cadrans également. Des exemples de cibles sont donnés dans la ﬁgure
IV.32a-d. Dans notre cas, on se restreint à l’étude de cible où le nombre de branches b est une puissance
de 2 (b = 2k, où k ∈ N) aﬁn d’assurer que l’angle séparant le branches soit un sous multiple de π/2.
Les intérêts d’ajouter des yeux supplémentaires sont multiples :
— Selon l’orientation de la cible par rapport à l’œil, dans le cas où il n’y a que 4 yeux, la cible peut
ne pas être vue car il y a une branche tout les 90° et le champ visuel d’un œil est de l’ordre de
20°. L’utilisation d’yeux supplémentaires pallie à ce problème.
— Les yeux supplémentaires apportent plus de redondance et donc une fusion de meilleure qualité,
moins sensible au bruit de mesure de chaque œil.
On se place exclusivement dans le cas d’un œil complet composé d’un nombre pair de petits yeux
élémentaires. On cherche à reconstruire la position angulaire de la cible par rapport à l’œil, c’est à dire
l’angle ψ¯ traduisant son orientation selon le lacet, ou le "cap", l’angle φ¯ correspondant à la position
angulaire de la cible sur l’axe de roulis et l’angle θ¯ sur l’axe de tangage. On déﬁnit le repère orthonormé
(O,~x, ~y, ~z) tel que O soit le centre du cercle sur lequel sont disposés les yeux, ~x pointe vers l’œil 1 et
~y vers l’œil n/4. En se référant à la ﬁgure IV.32e, on peut déduire des mesures locales de chacun des
yeux élémentaires, la position angulaire de la cible. On suppose cependant que l’œil se situe déjà plus
ou moins au dessus de la cible, c’est à dire que au moins deux branches distinctes sont visibles par au
moins deux yeux chacune.
Remarque IV.3: L’utilisation de b branches impliquent cependant une restriction sur la mesure de
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l’angle ψ, qui ne peut être estimé qu’à un modulo
[
π
b
]
. Cela découle du fait que les cibles sont construites
par symétrie de rotation d’angle πb .
a) b) c) d)
e) f)
Figure IV.32 – a) Cible à 2 branches de type croix. b) Cible à 2 branches de type mire. c) Cible à
4 branche de type croix. d) Cible à 4 branches de type mire. e) Principe de localisation d’une cible.
En rouge, on fait apparaître les mesures locales de la position angulaire de la cible dans le champ de
vision d’un œil. f) Vue de dessus de l’œil et de son repère orthonormé (O,~x, ~y, ~z). β correspond à l’angle
séparant deux yeux, tous disposés sur une cercle de rayon rc.
On suppose ici que l’œil est composé de n yeux, avec n une puissance de 2. On commence par
déterminer, à l’aide de tous les yeux voyants une des branches de la cible, l’angle de lacet ψ¯. Une fois
cet angle déterminé, on recherche le cap de la cible par rapport à celui de l’œil, c’est à dire l’indice
IndexCap correspondant à l’œil étant le mieux "aligné" avec la cible. Puis on détermine l’angle φ¯ et θ¯
en utilisant les yeux : IndexCap + k
n
2.b
ou k ∈ N|1 < k < n/2. Ainsi la position angulaire de la cible
peut être déterminée par l’algorithme suivant :
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Moyψ¯ ← 0;
nψ¯ ← 0;
pour i← 1 à n/2 faire
si ZSL(i) > 0 et ZSL(i+ n/2) > 0 alors
/* L’angle ψ¯ mesuré par l’œil i et l’œil diamétralement opposé i+ n/2 */
ψ¯ ← tan−1
(
D. tan (ǫ¯r(i)− ǫr(i+ n/2))
rc
)
+ β.
i− 1
n
mod π/2;
/* Mise à jour de l’angle moyen en conséquence */
Moyψ¯ ←
Moyψ¯.nψ¯ + ψ¯
nψ¯ + 1
;
nψ¯ ← nψ¯ + 1;
ﬁn
ﬁn
/* Recherche de l’indice de l’œil aligné avec le cap */
IndexCap ← arrondi
(
ψ¯
β
)
mod n;
/* Recherche de l’indice de l’œil opposé au cap */
IndexCapOpp ←
(
IndexCap +
n
2
)
mod n;
/* Calcul de l’angle de roulis */
φ¯← 1
2
(ǫr(IndexCap) + ǫr(IndexCapOpp));
/* Recherche de l’indice de l’œil orthogonal au cap à gauche */
IndexCapOrtG ← IndexCap + n4 ;
/* Recherche de l’indice de l’œil orthogonal au cap à droite */
IndexCapOrtD ← IndexCap + 3n4 ;
/* Calcul de l’angle de tangage */
θ¯ ← 1
2
(ǫr(IndexCapOrtG) + ǫr(IndexCapOrtD));
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4 Simulateur du système occulo-moteur
Dans cette section, on décrit le simulateur permettant de générer les sorties des photodiodes des
yeux à partir d’un environnement visuel simple. Ce simulateur a été utilisé pour mettre en œuvre, tester
et valider les algorithmes de fusion multi-paires (choix du critère pour le ZSL) ainsi que les algorithmes
de calibration présentés précédemment. Ce simulateur a été d’une grande utilité et a permis de créer
les diﬀérents algorithmes alors que l’œil était encore en construction. Il a également permis de mieux
comprendre certains phénomènes et d’améliorer la conception de l’œil ﬁnal.
4.1 Modélisation générique du capteur
On commence par élaborer un modèle permettant de décrire la réponse d’une photodiode et de
son système de traitement électronique en interaction avec son environnement visuel (fronts et barres
contrastés).
4.1.1 Environnement et signaux visuels
L’environnement visuel se résume en un couple de vecteurs représentant n fronts de contrastes
successifs. Ce couple est composé d’un premier vecteur de dimension n codant l’intensité lumineuse du
contraste I entre deux fronts. Le second vecteur de dimension n − 1 code la position XI de chaque
front, c’est à dire la position correspondant à un changement d’intensité dans le référentiel inertiel I.
On fait ici l’hypothèse que l’ensemble des contrastes est situé sur un même plan.
Dans un premier temps, on considère que le capteur visuel se situe face à ce plan à une distance
zoeilk et forme un angle d’incidence Ψe. Puis, dans la partie 4.2, le concept sera étendu au cas d’étude
ﬁnal dans lequel l’œil est monté en dessous d’un quadrirotor (on décrira comment obtenir les angles θci
à partir de la position et l’attitude du robot et de l’orientation de l’œil). On rappelle que la sensibilité
d’une photodiode se décrit par une sensibilité angulaire gaussienne décrite par l’équation (IV.12). La
ﬁgure IV.33 décrit l’environnement représenté par le simulateur ainsi que les diﬀérentes grandeurs
géométriques.
La sortie de la photodiode est obtenue en faisant la convolution entre cette sensibilité angulaire
et la luminance des contrastes présents dans le champ de vision. On détermine donc par géométrie la
position angulaire θci de chacun des fronts de contraste dans le référentiel de la photodiode :
θci(t) = tan
−1
(
xoeilk −XIi
zoeilk
)
−Ψe +Ψvib(t) (IV.28)
Où θci est la position angulaire du i
ème front, xoeilk représente la position de la photodiode, et XIi
est la position cartésienne du ième front et Ψvib(t) représente la modulation générée par la vibration
d’amplitude 4° et de fréquence 55 Hz.
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a) b)
Figure IV.33 – a) Description schématique d’un œil du simulateur, composé de 6 photodiodes, face à
un contraste. Le contraste est supposé plan et constitué d’une succession de fronts. L’angle Ψe décrit
l’orientation de l’axe principal de l’œil par rapport à la verticale, et les angles αj décrivent la position
angulaire de l’axe optique de chaque photodiode par rapport à cet axe principal. b) Le signal d’une
photodiode est obtenu par convolution entre la sensibilité angulaire de la photodiode et l’intensité
lumineuse du contraste. Pour cela, on détermine la position angulaire θi de chacun des contrastes dans
le repère de chaque photodiode j.
On en déduit ensuite la sortie de chacune des 6 photodiodes d’un œil en rappelant que que celle-ci
sont espacées d’un angle ∆φ. En supposant que les photodiodes sont disposées de part et d’autre de
l’axe principal de l’angle d’incidence Ψe, on en déduit le signal de la photodiode j de l’œil k :
PhDkj (t) =
∫ θc1 (t)
−∞
Ic1 .s(Ψ− αj)dΨ+
∫ θc2 (t)
θc1 (t)
Ic2 .s(Ψ− αj)dΨ+ . . .+
∫ +∞
θCn−1(t)
Icn .s(Ψ− αj)dΨ
= A.
Ic1
2
. (1 + erf (A. (θc1(t)− αj)))
+A.
Ic2
2
. (erf (A.(θc2(t)− αj))− erf (θc1(t)− αj)) + . . .
+A.
Icn(t)
2
.
(
1− erf (A.(θcn−1(t)− αj)))
(IV.29)
Avec s(Ψ) la sensibilité angulaire gaussienne des photodiodes décrite par l’équation (IV.12), αj la
position angulaire de l’axe optique de la photodiode j dans le référentiel de l’oeil (de sorte que Ψ =
Ψe−αj avec αj ∈
{−5∆φ
2 ,
−3∆φ
2 ,
−∆φ
2 ,
∆φ
2 ,
3∆φ
2 ,
5∆φ
2
}
), A =
2
√
ln(2)
∆ρ
et Ici l’intensité du contraste i. La
fonction erf correspond à la fonction erreur décrite précédemment par l’équation (IV.14). Le coeﬃcient
A permet de passer d’une intensité lumineuse de contraste en lux à un courant en Ampère.
L’intensité lumineuse d’un contraste Ic est obtenue en faisant le produit entre l’intensité du contraste
ic (codée dans [0, 1], 0 représentant un contraste nul, c’est à dire une couleur uniforme et 1 un contraste
maximum, c’est à dire un front noir/blanc ou blanc/noir) et l’ambiance lumineuse L exprimée en lux
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(lx) :
Ic = ic.L (IV.30)
4.1.2 Modélisation des traitements électroniques
Comme expliqué dans la section 2.5, la carte électronique regroupe un circuit d’ampliﬁcation
de courant, un circuit trans-impédance, un ﬁltre passe-bande analogique et enﬁn des convertisseurs
analogiques-numériques (CAN). Le simulateur consiste donc en une fonction de transfert continue,
suivi d’un CAN implémenté sous la forme d’un BOZ (Bloqueur d’Ordre Zéro), d’un quantiﬁcateur puis
d’une saturation, et d’un bruit aléatoire additif d’amplitude B (de l’ordre de ±50). Ce bruit découle
principalement de deux phénomènes :
— un bruit dit électronique, provenant des circuits analogiques, mais qui reste très faible,
— un bruit résultant du fait que l’arrière plan de la cible n’est pas parfaitement uniforme (croix
blanche sur fond noir non parfaitement uniforme). Cela entraine donc, lors du balayage par la
vibration, une faible modulation d’amplitude des signaux photodiodes, même lorsqu’une paire ne
voit absolument pas la cible. Cela est dû à la présence de contrastes faibles présents sur l’arrière
plan. Ce bruit dépend donc de la luminosité ambiante étant donné que la luminosité inﬂue sur
l’intensité de ces contrastes.
La ﬁgure IV.34 montre sous forme de schéma bloc le simulateur permettant de générer la réponse d’une
photodiode en fonction de son environnement. Le premier bloc correspond au module "géométrique"
permettant de déterminer la quantité de lumière atteignant la photodiode. Le second bloc correspond
au ﬁltre analogique passe-bande, et le dernier ensemble correspond au CAN.
+
+
+
+
Figure IV.34 – Le simulateur de photodiode prend en entrée un vecteur indiquant la position des
contrastes (dans le référentiel de l’œil k), un vecteur indiquant leur intensité, la luminance de l’environ-
nement L, le signal de modulation représentant la vibration Ψvib, et le décalage angulaire αj de l’axe
optique de la photodiode j par rapport à l’axe principal de l’œil k. Le résultat est un signal numérique
(représenté en entier 16 bits) représentant la valeur qui aurait été lue par le micro-contrôleur vision
en sortie des convertisseurs analogiques numériques (CAN). Le bloc "BOZ+Quant" représente le blo-
queur d’ordre zéro (discrétisation lié à l’échantillonnage) et la quantiﬁcation (arrondi lors du passage
en entiers) opérée par le CAN
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4.1.3 Identiﬁcation des diﬀérents paramètres
Aﬁn de représenter au mieux le comportement ﬁnal de l’œil, les angles αj sont obtenus grâce au
tableau IV.1 décrivant les angles inter-ommatidiaux réels entre chaque photodiodes.
Le coeﬃcient A, est obtenu empiriquement en plaçant l’œil face à une barre blanche de 2 cm,
positionnée sur un font noir pour une ambiance lumineuse L de 1000 lx. On relève alors l’amplitude
maximale obtenue sur les signaux photodiodes lorsque l’œil vibre (le maximum est trouvé en déplaçant
la barre lentement face à l’œil). Une fois ce maximum identiﬁé (compris entre 0 et 2048 étant donné que
les signaux sortant des CAN sont codés sous 12 bits et centrés en 2048), on recherche le coeﬃcient A
permettant d’obtenir cette même amplitude dans le simulateur pour les mêmes conditions d’éclairement
pour une intensité de contraste de 1 (blanc/noir).
L’amplitude du bruit additif B est obtenue également lors de cette expérience en deux étapes. En
désactivant la vibration et en relevant l’amplitude du bruit résiduel sur les signaux photodiodes, on
obtient l’amplitude du bruit électronique. Et, en activant la vibration mais en plaçant l’œil face à
un fond noir dépourvu de cible, on peut identiﬁer l’amplitude de bruit en fonction de la luminosité
ambiante. L’identiﬁcation de ce niveau de bruit a été eﬀectuée dans les conditions réelles d’expérience,
c’est à dire en présence de l’éclairage artiﬁciel des néons de l’arène de vol et le système Vicon allumé,
car ces deux systèmes (assez énergétiques) génèrent du bruit dans certaines plages de fréquences (voir
études de l’inﬂuence de ces systèmes dans la partie 5).
4.2 Modélisation complète du système occulo-moteur
Comme nous l’avons présenté précédemment, le simulateur nécessite de connaître la position xci
du contraste i dans le référentiel de l’œil k. Aﬁn d’être le plus réaliste possible, on se place dans le
cas où le système de vision est placé sous le quadrirotor, et on cherche à déterminer la position des
fronts de contraste dans le référentiel de chacun des yeux en fonction de la position du robot, de son
attitude et de l’orientation de son système de vision (la position articulaire de l’œil par rapport au
robot). On décrit donc, dans la ﬁgure IV.35, les repères successifs permettant de construire la matrice
de passage permettant d’exprimer les coordonnées d’une cible dans le référentiel Ok de œil k. Pour
cela, on construit le modèle cinématique complet, permettant de déterminer la position de chacun des
quatre yeux, en fonction de la position du robot, de son attitude et de la conﬁguration articulaire du
système occulomoteur.
La position du robot est décrite dans le repère inertiel I par la position de son centre de gravité G
qui est également le centre du repère ﬁxe lié au robot. On reprend donc le formalisme décrit dans le
chapitre III pour passer du repère ﬁxe B au repère inertielle I. On considère que le centre de rotation
de l’œil est situé à une distance h en dessous du centre de gravité du robot dans le repère ﬁxe (c’est à
dire sur l’axe zB). Ce centre de rotation permet de déﬁnir le centre d’un nouveau repère OR qui n’est
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a) b)
Figure IV.35 – a) Description du repère ﬁxe du robot noté B. Le repère OR est obtenu après une
translation de distance he sur l’axe zB et une rotation de 180° autour de l’axe xB aﬁn de l’orienter
vers le bas. On déﬁnit ensuite le repère de la vision noté V, qui est obtenu en appliquant dans un
premier temps les rotations d’angles θerφ et θerθ (respectivement autour des axes xOR et yOR) et dans
un deuxième temps une translation de distance le le long du nouvel axe ~z. b) On obtient ensuite les
quatre repères O1, O2, O3 et O4 en appliquant des translations permettant de se placer au centre de
l’optique de chacun des yeux.
autre que le repère B translaté d’une distance −h sur l’axe zB. L’orientation de l’œil est décrite dans
ce repère par deux angles θerφ et θerθ représentant respectivement l’orientation de l’œil selon l’axe de
rotation xOR et yOR . De ces deux angles, on déduit une matrice de rotation Re qui permet de déﬁnir
un nouveau repère O′R de sorte que O′R = Re.OR. On suppose ensuite que le plan comprenant les 4
lentilles, est distant d’une longueur le du centre de rotation de ce dernier repère O′R. On obtient alors
un dernier repère V qui est celui de la vision, et dans lequel on peut exprimer la position xoeili de
chacun des yeux :


VXoeil1 = (re 0 0)
T
VXoeil2 = (0 − re 0)T
VXoeil3 = (−re 0 0)T
VXoeil4 = (0 re 0)
T
(IV.31)
On obtient ﬁnalement 4 nouveaux repères (O1, O2, O3 et O4) dont le centre représente le centre de
l’optique de chaque œil. On cherche donc à exprimer la position XIci d’un contraste i initialement
exprimé dans I dans ces repères Ok. Pour cela, on applique la transformation suivante :
OkXIci = TV→Ok .TOR→V .TB→OR .TI→B .IXIci (IV.32)
Où IXIci = (xIci yIci zIci )
T représente la position du contraste i exprimée dans le repère inertiel
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I. Les matrices de transformation en coordonnées homogènes permettant de passer d’un repère A à un
repère B sont notées TA→B et sont données par :
TI→B =

 RT −RT .IXRobot
01×3 1

 (IV.33)
TB→OR =


R~x180◦ R~x180◦ .


0
0
he


01×3 1

 (IV.34)
TOR→V =


RTe −


0
0
le


01×3 1

 (IV.35)
TOk→V =

I3×3 −VXoeilk
01×3 1

 (IV.36)
Où R est la matrice de rotation décrivant l’attitude du robot comme décrit dans le chapitre III, R~x180◦
représente un rotation de 180° autour de l’axe ~x du repère OR, et Re représente la matrice de rotation
décrivant l’orientation de l’œil.
Une fois que l’on dispose de la position OkXIci =
(
OkxIci OkyIci OkzIci
)T
du contraste i dans le
référentiel d’un l’œil k on peut aisément remonter à sa direction angulaire θci nécessaire au calcul de
des signaux photodiodes :
Okθci = tan
−1
(
OkxIci
OkzIci
)
si k ∈ [1, 3] (IV.37)
Okθci = tan
−1
(
OkyIci
OkzIci
)
si k ∈ [2, 4] (IV.38)
4.3 Asservissement visuel
L’asservissement visuel consiste à maintenir la cible au centre du champ visuel de l’œil. Le système de
vision est actionné par des servomoteurs agissant sur des axes orthogonaux. On peut considérer que les
systèmes de positionnement des axes ~x et ~y sont découplés. On aborde alors le problème d’asservissement
visuel sur chacun des axes de façon indépendante, chaque axe a donc son propre contrôleur. Le système
d’asservissement visuel est alors composé d’un actionneur de type servomoteur, et d’un système de
traitement que l’on peut assimiler à un retard pur de 65 ms. L’identiﬁcation du servomoteur a été faite
dans la partie 2.4.3 et nous avons vu que ce dernier pouvait être assimilé à un système du second ordre.
L’entrée de commande du servomoteur est la même que la plupart des matériels de modélisme. Elle
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correspond à la durée du signal PPM (exprimée ici en dixième de microsecondes) codant la consigne de
position et est comprise entre 10000 et 20000 ; sachant que 10000 correspond à la position −50°, 15000
correspond à la position milieu 0° et 20000 correspond à la position +50°. La ﬁgure IV.36 décrit donc
le système complet en boucle fermée avec la structure de correcteur qui a été choisie.
+
+−+
+
+
Figure IV.36 – La boucle d’asservissement visuel est constituée d’un simple correcteur PI saturé avec
un terme de pré-positionnement d’actionneur en sortie. Le système de vision à asservir peut être assimilé
à un second ordre traduisant la dynamique du servomoteur et un retard pur modélisant le système de
vision (capteur et traitement associé).
Dans les faits, pour déterminer les coeﬃcients du correcteur PI, le retard pur est approché par une
approximation de Padé du 1er ordre
(
e−rp ≃ 1−
r
2p
1 + r2p
)
. Le correcteur est ensuite conçu sur le système
discrétisé et les coeﬃcients sont choisis de façon à obtenir des marges suﬃsantes ; c’est à dire une marge
de module supérieure à 0.5, une marge de phase supérieure à 60° et une marge de gain supérieure à
5 dB. La ﬁgure IV.37 montre le digramme de Bode du transfert de boucle ainsi que des fonctions de
sensibilité. On cherche également à limiter l’inﬂuence du bruit de mesure sur la commande et donc à
avoir un transfert entre le bruit de mesure et la commande ne dépassant pas un gain de 2. En eﬀet,
on souhaite que le bruit de commande reste en dessous de la précision du servomoteur qui est de
l’ordre de 0.5°. Or, le bruit de mesure du capteur est strictement inférieur à 0.2° (voir section 5). En
garantissant un transfert inférieur à 13 en gain (20.log(2) ≃ 13 dB), on garantit donc de ne pas générer
de bruit parasite sur le servomoteur (souvent appelé "grognement") et donc d’améliorer sa durée de vie
et optimiser son fonctionnement.
Ici nous avons donc choisi ki = 0.15 et kp = 0.25, qui permettent de respecter le cahier des charges,
tout en garantissant un temps de réponse en boucle fermée de 0.1 seconde et un rejet de perturbation
de commande en moins de 0.2 seconde.
4.4 Résultats de simulations du système occulo-moteur
On présente ici quelques résultats de simulation des signaux photodiodes, aﬁn de discuter de l’in-
ﬂuence de la vitesse de la cible et de la luminosité ambiante sur la qualité de la mesure.
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Figure IV.37 – a) Amplitude du diagramme de Bode du procédé en rouge, du contrôleur en vert et du
transfert de boucle ouverte en bleu. b) Phase du diagramme de Bode avec également en rouge le procédé,
en vert le contrôleur et en bleu le transfert de boucle ouverte ﬁnal. c) Amplitude des diagrammes de
Bode du transfert du bruit de la perturbation de sortie vers la sortie en vert et de la boucle fermée en
bleu. d) Amplitude des diagrammes de Bode du transfert de la perturbation de commande sur la sortie
en bleu, et du bruit de mesure vers la sortie en vert. On voit bien que ni la courbe verte ni la bleue ne
dépassent le niveau de bruit de 13 dB du cahier des charges. e) Réponse en boucle fermée à un échelon
de consigne en rouge et réponse à une perturbation de commande en bleu. Le temps de réponse ﬁnal
est de 0.1 seconde et le temps de rejet de 1.6 seconde.
4.4.1 Inﬂuence de la vitesse de la cible
Le protocole de calibration étant réalisé pour des vitesses de balayage du capteur très faible (on
cherche à identiﬁer la caractéristique statique), il est important de tester à partir de quelle vitesse de
cible (vitesse angulaire) la sortie du capteur n’est plus ﬁable. En eﬀet, nous avons présenté précédem-
ment dans la partie 3.1 et plus précisément dans la ﬁgure IV.24, que la caractéristique du capteur se voit
atténuée et déphasée plus la vitesse de déﬁlement de la cible augmente. On réalise donc une simulation
durant laquelle une cible eﬀectue des aller-retours de plus en plus rapides face à l’œil. La ﬁgure IV.38a
160 CHAPITRE IV. SYSTÈME OCCULO-MOTEUR BIO-INSPIRÉ
0 10 20 30 40 50 60 70 80 90 100
-15
-10
-5
0
5
10
15
-200
-100
0
100
200
33 33.5 34 34.5 97.2 97.3 97.4 97.5 97.6 97.7 97.80 5 10 15
-15
-10
-5
0
5
10
15
a)
b)
c) d) e)
Figure IV.38 – a) Évolution de la vitesse de la cible au cours de la simulation. La cible eﬀectue
des allers-retours face à l’œil avec une vitesse qui augmente progressivement de 10°· s−1 à plus de
200°· s−1 (valeur crête). b) En rouge, la position réelle de la cible, et en bleu, la position mesurée par
le capteur (simulée avec des conditions de bruits réalistes). En noir, on représente la plage de mesure
déterminée par la ZSL pour des vitesses faibles. c) Zoom sur la mesure de position dans le cas de vitesse
faible (encadré vert de la ﬁgure b), d) Zoom sur la mesure de position pour des vitesses devenant trop
grandes et faisant apparaître des premières distorsions. e) Zoom sur la mesure pour des vitesses trop
grandes entrainant même des inversions de la caractéristique du capteur (voir ellipses vertes).
décrit l’évolution de la vitesse angulaire de la cible dans le référentiel de l’œil. La vitesse de maximum
lors d’un aller-retour commence seulement quelques degrés par seconde pour ﬁnir à plus de 220 degrés
par seconde. La ﬁgure IV.38b présente la mesure de position délivrée par le capteur pour cette vitesse
de déﬁlement croissante. On observe notamment que pour des vitesses faibles, le ZSL permet une plage
de mesure complète, qui se réduit d’autant plus que la vitesse augmente (voir l’évolution de l’enveloppe
de la courbe bleue par rapport aux lignes noires discontinues). Cela s’explique par la bande passante
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limitée du capteur qui entraine une atténuation du signal de mesure lorsque la cible se déplace trop
rapidement. Les ﬁgures IV.38c, d et e, présentent une vue plus précise de la mesure pour diﬀérentes
vitesses. On observe que pour des vitesses faibles (≤ 45°· s−1), le positionnement est de très bonne
qualité, présentant seulement un retard de 65 ms comme le montre la ﬁgure IV.38c. Par contre, sur
la ﬁgure IV.38d, on voit apparaître des sauts lors de la transition d’une paire à l’autre, ainsi que des
déformations du signal, lorsque l’on atteint des vitesses proches de 90°· s−1. Ce phénomène est dû au
fait que la caractéristique du capteur est atténuée et que la table permettant de linéariser sa sortie
n’est plus parfaitement adaptée. Les valeurs extrêmes des tables des diﬀérentes paires ne sont alors
plus atteintes, ce qui génère un saut lors de la transition d’une paire à une autre (voir également les
explications liées à la ﬁgure IV.24 de la section 3.1). Pour des vitesses supérieures à 200°· s−1, on
observe même une inversion de la pente à certains endroits de la caractéristique du capteur (voir ﬁgure
IV.38e). Cela s’explique par le fait que le retard introduit par les diﬀérents ﬁltrages (environ 65 ms)
n’est alors plus négligeable. La sélection de la paire réalisée par le ZSL a alors lieu de façon déphasée, ce
qui entraine l’utilisation de la mauvaise partie de la caractéristique (celle ayant une pente inversée). En
eﬀet, si on regarde la caractéristique du capteur sur la ﬁgure IV.24, on observe, que de part et d’autre
de la zone centrale servant à la mesure de position, la caractéristique a une pente inversée. Dans le
cas où le déphasage est trop important (pour des vitesses de cibles élevées), la paire est sélectionnée
en retard, ce qui entraine l’utilisation de la mauvaise partie de la caractéristique de sortie du capteur
VODKA.
On retiendra donc que la sortie du capteur reste correcte et suﬃsamment ﬁable pour des vitesses
allant jusqu’à environ 100°· s−1. Ceci sera validé expérimentalement dans la partie suivante, et no-
tamment dans la partie 5.2, où l’on montrera que l’œil arrive à poursuivre du regard des cibles allant
à des vitesses supérieures à 100°· s−1, malgré la détérioration de la mesure.
4.4.2 Inﬂuence de la luminosité ambiante
Pour tester l’inﬂuence de la luminosité ambiante, on se propose de faire varier la luminosité ambiante
de 1000 lx à 100 lx et de voir l’inﬂuence que cela a sur la qualité de la mesure. Pour cela, on simule
la réponse fusionnée de l’œil pour une cible (croix blanche sur fond noir de 2 cm de large) eﬀectuant
des allers-retours de 60 cm d’amplitude (sur l’axe ~x seulement) à une distance de 1.5 m de l’œil. On
obtient alors un déplacement angulaire sinusoïdal de la cible à une fréquence de 0.1 Hz et d’amplitude
légèrement supérieure au champ visuel de l’œil. Dans cette conﬁguration, les yeux 1 et 3 voient donc
la cible en mouvement alors que les yeux 2 et 4 voient une cible immobile.
La ﬁgure IV.39a présente la réponse fusionnée des yeux 1 et 3. On observe que la mesure de
position fonctionne bien et est indépendante de la luminosité ambiante. On observe également que le
ZSL fonctionne bien pour une luminosité suﬃsante, étant donnée que lorsque la cible sort du champ
visuel de l’œil, le signal mesuré retombe à zéro (comme par exemple entre t = 21 s et t = 24 s, sur les
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Figure IV.39 – Étude de l’inﬂuence de la luminosité sur la mesure de position, lors d’une diminution
linéaire de la luminosité ambiante de 1000 lx à 100 lx. Les mesures simulées du capteur sont représentées
par une courbe bleue alors que la position réelle de la cible correspond à la courbe rouge. a) Mesure en
position pour la même diminution de luminosité, mais avec une cible eﬀectuant des aller-retours devant
le capteur. On observe, qu’avec la diminution de lumière, le fonctionnement du ZSL se détériore. b)
Mesure de position du capteur pour une cible immobile. On observe que le bruit de mesure augmente
de plus en plus au fur et à mesure que la lumière diminue. c) Zoom sur la mesure de position du capteur
pour une luminance élevée. On observe que la fonction ZSL marche de façon optimale, étant donné que
le signal retombe à zéro lorsque la cible sort du champ de vision de l’œil et que la mesure est continue
lorsque la cible est dans le champ de vision. d) Zoom sur la mesure de position lors d’une luminosité
faible. On observe que la fonction ZSL eﬀectue de "faux" retour à zéro, et que la plage de mesure se
voit réduite. Cependant la mesure en elle même reste bonne et précise.
ﬁgures IV.39b-c). Cependant, en observant la réponse simulée de la sortie fusionnée des yeux 2 et 4 on
voit que plus la luminosité diminue, plus le rapport signal sur bruit se détériore, comme le montre la
ﬁgure IV.39b. Cela s’explique par le fait que le bruit additif est en partie dû à l’électronique, et que son
amplitude est à peu près constante ; lorsque la luminosité diminue, l’amplitude des signaux photodiodes
diminue également, ce qui détériore le rapport signal sur bruit (RSB) et entraine une augmentation
5. RÉSULTATS EXPÉRIMENTAUX 163
du niveau de bruit sur la sortie ﬁnale. On note malgré tout que le ﬁltrage passe-haut analogique
permet de rendre le traitement quasiment insensible au changement d’ambiance lumineuse, au sens
où aucun biais ni aucune distorsion n’apparaissent sur la mesure. Cette propriété est intéressante car
elle permet d’utiliser le capteur dans une grande gamme de lumière, sans avoir à eﬀectuer de réglages
particuliers (seul le RSB est inﬂuencé par l’ambiance lumineuse). La ﬁgure IV.39c montre un zoom sur
le fonctionnement de la mesure et du ZSL lors de conditions lumineuses suﬃsantes. La mesure reste
très ﬁdèle à la position réelle de la cible avec un retard inférieur à 65 ms. De même, dès lors que la cible
sort du champ visuel de l’œil, la fonction ZSL le détecte et force la sortie à 0. En revanche, on voit que
lorsque la luminosité commence à devenir faible, les amplitudes des signaux photodiodes ne sont plus
suﬃsantes et la fonction ZSL est fortement perturbée (faux retours à zéro et diminution de la plage
de mesure.) En eﬀet, les seuils utilisés dans le ZSL sont ﬁxes et une baisse de luminosité entraine une
détection plus tardive et par conséquent une diminution de la plage de mesure. De même, cela entraine
un retour à zéro lors du passage d’une paire à l’autre car les amplitudes des signaux photodiodes passent
en dessous du seuil lors des transitions.
Remarque IV.4: Il est important de ne pas exposer le capteur à de trop forte luminosité aﬁn de ne
pas atteindre les saturations de ce dernier (saturation des CAN), ce qui aurait pour eﬀet de rendre le
signal de sortie inutilisable.
Pour conclure sur cette simulation, on observe que le capteur peut être utilisé sur plus d’un décade
de luminance, grâce à son ﬁltrage analogique passe-haut, qui rend la mesure quasiment insensible aux
variations d’ambiance lumineuse (hormis une diminution du RSB). Par contre, la fonction ZSL est plus
sensible à l’ambiance lumineuse et entraine de "faux" retour à 0 lorsque la lumière devient faible. Cela
pourrait être amélioré grâce à des seuils adaptatifs.
5 Résultats expérimentaux
On présente maintenant les résultats obtenus avec l’œil réel. L’ensemble des résultats présentés ici,
ont été obtenus alors que le système Vicon 7 ainsi que les Néons de la salle d’expérimentation étaient
actifs. Ces deux systèmes étant des sources de lumières pulsées très énergétiques, il est nécessaire
d’étudier leurs inﬂuences sur les mesures de l’œil. Une étude détaillée est donc proposée en annexe B.
Cette annexe permet notamment de démontrer l’eﬃcacité et la robustesse des traitements réalisés par
l’œil. Je montre dans cette annexe, que ces traitements permettent d’être très robustes, aussi bien à la
luminance ambiante qu’aux bruits parasites pouvant découler d’un système de lumière pulsée.
Les sections suivantes présentent les précisions obtenues pour les mesures de position en présence
7. Le système Vicon est le système de capture du mouvement qui permet de localiser avec une précision submillimétrique
des marqueurs dans l’arène de vol ayant servie aux expérimentations. Une présentation plus détaillée de ce système est
disponible dans la section 2.4 du chapitre III ainsi que dans l’annexe A.
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du système Vicon et des néons.
5.1 Mesure de position angulaire
5.1.1 Précision statique
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Figure IV.40 – a et b) Mesure fusionnée des yeux 2 et 4 et de la mesure fusionnée des yeux 1 et
3 respectivement, pour une croix positionnée à 1.32 m face à l’œil. La courbe bleue représente la
position mesurée et la courbe rouge la position réelle de la cible. c et d) Répartition en pourcentage des
échantillons de mesure pour les mesures de position ǫ¯rφ et ǫ¯rθ . La courbe rouge représente la gaussienne
présentant le même écart type que l’enregistrement de mesure. La droite verte représente la valeur
moyenne de la série.
Les ﬁgures IV.40a et IV.40b représentent la précision de la mesure ǫ¯rφ autour de l’axe ~x (mesure
fusionnée des yeux 2 et 4). Les résultats pour la mesure ǫ¯rθ (autour de l’axe ~y) découlant de la fusion
des yeux 1 et 3 sont présentés dans les ﬁgures IV.40c et IV.40d. Ces mesures ont été obtenues en plaçant
l’œil face à une croix blanche sur fond noir de 2 cm de largeur positionnée à 1.32 m à l’aplomb (comme
sur la ﬁgure IV.25). On détermine donc la précision statique du capteur comme étant l’écart type des
mesures obtenues. On obtient alors une distribution gaussienne pour le premier axe avec une précision
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de 0.034° et une erreur maximale de 0.164°. Pour le second axe, la distribution n’est pas vraiment
gaussienne et la précision est seulement de 0.132° avec une erreur maximale de 0.330°.
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Figure IV.41 – Pour a), b), c) et d) en bleu, le pourcentage d’échantillon correspondant à une mesure
de position. En rouge, la gaussoïde ayant les mêmes caractéristiques statistiques (écart type et valeur
moyenne) et en vert la valeur moyenne de la série de mesure. Ces mesures ont été obtenues après de
nombreux vols du quadrirotor et de son système de vision, en se replaçant dans les mêmes conditions que
lors de la phase de calibration (eﬀectuée plusieurs semaines auparavant). a) Répartition des échantillons
mesurés par l’œil n°1. Cette répartition laisse supposer que l’optique de l’œil a légèrement bougé lors des
nombreux essais en vol, ce qui est conﬁrmé par l’écart type des mesures qui est 2 fois supérieur à celui
des autres yeux. b) Répartition des échantillons mesurés par l’œil n°2. c) Répartition des échantillons
mesurés par l’œil n°3. d) Répartition des échantillons mesurés par l’œil n°4.
La plus mauvaise qualité de la mesure sur le deuxième axe s’explique en observant plus en détail la
précision de chacun des yeux. En eﬀet, on présente sur les ﬁgures IV.41a-d la répartition des mesures
pour chacun des yeux. Ces mesures ont été obtenues après de nombreux vols du quadrirotor et de
son système de vision, en se replaçant dans les mêmes conditions que lors de la phase de calibration
(eﬀectuée plusieurs semaines auparavant). On observe que les précisions sont légèrement meilleures que
celles annoncées dans la table IV.5 (sauf pour l’œil 1) car il s’agit ici de mesures prises pour une position
ﬁxe de l’œil alors que la table IV.5 avait été obtenue lors d’un mouvement de balayage. Ici on étudie
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donc la répartition des échantillons de mesures pour une cible (croix blanche de 2 cm d’épaisseur sur
un fond noir) placée à l’aplomb de l’œil. Les moins bons résultats obtenus sur l’œil 1 s’expliquent par le
fait que ces mesures ont été réalisées "longtemps" après la calibration présentée dans la table IV.5, c’est
à dire après plusieurs vols du quadrirotor complet. On peut donc supposer que les réglages de l’œil 1
ont été quelque peu altérés durant ces vols (vibrations, etc.) En eﬀet, la précision réduite par rapport
aux réglages annoncés initialement, laisse penser que la lentille a quelque peu bougée. Cependant, on
remarque que les autres yeux conservent de bonnes performances de localisation étant donné que l’écart
type des mesures reste très faible. Les valeurs moyennes non centrées, s’expliquent par le fait que la
cible n’est pas placée exactement à la même position que lors de la calibration initiale.
5.1.2 Précision en mouvement simple
Ici on réalise un balayage sinusoïdal sur un axe puis l’autre. On observe sur les ﬁgures IV.42a et
IV.42c que la mesure de position fonctionne de façon satisfaisante, ainsi que le ZSL qui force bien la
sortie du capteur à 0 lorsque la cible sort du champ de vision. Les courbes fournies par les ﬁgures
IV.42b et IV.42d représentent la position mesurée par le capteur en fonction de la position de la cible.
On observe alors que la linéarité du capteur est tout à fait correcte pour l’axe ~x et un peu moins bonne
sur l’axe ~y pour les mêmes raisons que celles énoncées précédemment à propos de la précision de la
mesure ǫ¯rθ . On observe également un défaut des servomoteurs qui entraine un oﬀset de quelques degrés
sur la mesure selon le sens de déplacement du servomoteur. Cela est dû à un jeu mécanique (zone
morte) qui apparait lorsque le servomoteur change de sens de rotation. On mesure donc un jeu moyen
d’environ 1.9° sur la mesure de ǫ¯rφ et ǫ¯rθ .
5.2 Poursuite de cible
Aﬁn de valider expérimentalement la poursuite de cible, on réalise deux types de tests :
— On déplace manuellement la cible selon diﬀérents types de mouvements échelons et déplacements
pseudo-sinusoïdales. Ce test permet de vériﬁer le bon fonctionnement de l’asservissement sur une
cible dont les mouvements sont aléatoires. Cela permet également de vériﬁer ce fonctionnement
pour des vitesses angulaires de cible élevées.
— On génère des échelons de consigne sur l’erreur rétinienne désirée, ce qui est équivalent à réaliser
un échelon sur la position de la cible. Ce test permet de quantiﬁer la précision de l’asservissement
et d’estimer les temps de réponses.
La ﬁgure IV.43 présente l’évolution de l’erreur rétinienne lorsque l’œil traque une cible en mouve-
ment. Ces enregistrements correspondent à la vidéo Poursuite_Cible_Seq1.avi sur laquelle on déplace
une croix blanche de 2cm d’épaisseur de façon aléatoire et selon les deux axes de l’œil. On observe que
malgré des mouvements rapides atteignant plus de 100°.s−1, l’œil parvient à maintenir la cible dans
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Figure IV.42 – a) En rouge la position réelle de la cible, et en bleu, la position mesurée ǫ¯rφ par le
capteur sur l’axe ~x. b) En bleue la position mesurée en fonction de la position de la cible, et rouge la
droite "identité" représentant la position de la cible en fonction d’elle même. On observe, pour plusieurs
allers-retours de l’œil face à la cible un hystéresis dû à un jeu mécanique. c) En rouge la position réelle
de la cible, et en bleu, la position mesurée ǫ¯rθ par le capteur sur l’axe ~y. d) En bleu, la position mesurée
en fonction de la position de la cible, et en rouge la droite "identité". Le même phénomène d’hystéresis
dû au jeu du servomoteur est visible autour de l’axe ~y dans le cas où l’œil eﬀectue un balayage sinusoïdal
de la cible.
son champ de vision. En eﬀet, on observe que l’erreur rétinienne est maintenue proche de zéro tout au
long de l’expérience, même si elle peut atteindre près de 10° lorsque la vitesse de la cible atteint des
pointes de 200°.s−1 (ﬁgure IV.43a et b à t = 60 s). Lors d’échelon de la cible de près de 20°, l’erreur
maximale atteinte est de 4° et est annulée au bout de seulement 412 ms (ﬁgure IV.43a et b à t = 40s).
La ﬁgure IV.44 présente l’évolution de l’erreur rétinienne pour une séquence similaire correspondant
à la vidéo Poursuite_Cible_Seq2.avi. Lors de cette séquence, des aller-retours de la cible pour des
vitesses comprises entre -150°· s−1 et +150°· s−1 sont eﬀectués pendant 5 secondes durant lesquelles
l’erreur rétinienne reste contenue à moins de ±10°. On observe donc que les capacités de poursuite de
l’œil sont très bonnes et que les phénomènes de distorsions des mesures décrits précédemment dans la
partie 4.4.1 n’ont que peu de répercussions sur l’asservissement visuel.
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Figure IV.43 – Enregistrement correspondant à la vidéo Poursuite_Cible_Seq1.avi a) Poursuite de
la cible sur l’axe de roulis (fusion œil 2 et 4). En vert, la position de la cible dans le champ de vision du
robot. En bleu, l’erreur rétinienne correspondant à l’erreur de poursuite. En rouge la consigne d’erreur
rétinienne. b) La vitesse de déplacement de la cible sur l’axe de roulis. c) Poursuite de la cible sur l’axe
de tangage (fusion œil 1 et 3). En vert, la position de la cible dans le champ de vision du robot. En
bleu, l’erreur rétinienne correspondant à l’erreur de poursuite. En rouge la consigne d’erreur rétinienne.
d) La vitesse de déplacement de la cible sur l’axe de tangage.
Bien que non mesuré ici, on observe sur les vidéos que la cible n’a pas un angle de lacet constant
durant ces expériences. En eﬀet, celui-ci évolue approximativement entre [−10°, 10°] sans aucune in-
ﬂuence sur la poursuite de la cible. Le fait de fusionner deux yeux opposés, permet de reconstruire une
mesure indépendante de l’angle de lacet. Ainsi, on montre que même si la cible n’est pas parfaitement
alignée selon son angle de lacet avec l’œil, cela ne l’empêche pas de la verrouiller dans son champ de
vision.
La ﬁgure IV.45 quant à elle, présente la réponse à des échelons de consigne d’erreur rétinienne.
La ﬁgure IV.45a montre la séquence dans son ensemble, alors que les ﬁgures IV.45b et c montrent
précisément sur deux échelons diﬀérents. Cela permet de quantiﬁer le temps de réponse en boucle
fermée de l’asservissement visuel. On observe donc que la boucle visuelle répond à des échelons de
consigne en moins de 350 ms. De plus, le rejet de perturbations de commandes s’eﬀectue en moins
de 150 ms. On remarque cependant que malgré une précision de mesure inférieure à 0.1° (amplitude
du bruit de mesure de la courbe bleue), le positionnement en boucle fermée n’est précis qu’à ±0.5°.
Ceci s’explique par la présence de frottement sec sur le système de cardans, ne permettant pas un
positionnement très ﬁn des servomoteurs. Cela résulte en une faible oscillation autour de la position de
consigne, ce phénomène est bien visible sur les ﬁgures IV.45b et IV.45c.
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Figure IV.44 – Enregistrement correspondant à la vidéo Poursuite_Cible_Seq2.avi a) Poursuite de
la cible sur l’axe de roulis. En vert, la position de la cible dans le champ de vision du robot. En bleu,
l’erreur rétinienne correspondant à l’erreur de poursuite. En rouge la consigne d’erreur rétinienne. b)
La vitesse de déplacement de la cible sur l’axe de roulis. c) Poursuite de la cible sur l’axe de tangage. En
vert, la position de la cible dans le champ de vision du robot. En bleu, l’erreur rétinienne correspondant
à l’erreur de poursuite. En rouge la consigne d’erreur rétinienne. d) La vitesse de déplacement de la
cible sur l’axe de tangage.
6 Conclusion du chapitre
Nous avons, dans ce chapitre, décrit entièrement les diﬀérentes étapes de conception d’un œil bio-
inspiré de la vision de la mouche. Cette œil se compose de 4 petits yeux élémentaires de 6 pixels
chacun, dont l’optique est volontairement défocalisée. Nous avons montré qu’un traitement par paire
de ces pixels combiné à une vibration active et périodique de l’optique, permettait à chacun des yeux de
localiser ﬁnement une barre ou un front de contraste. L’utilisation d’une fusion appropriée des ces quatre
yeux permet ensuite de reconstruire la position angulaire de la cible selon trois angles : roulis, tangage
et lacet. Nous avons montré ainsi, qu’une croix pouvait être localisée avec une précision de 0.1° sur un
champ de vision total de 20° selon les deux axes de roulis et tangage (les résultats concernant le lacet
seront présentés dans le chapitre V). Enﬁn, nous avons montré qu’avec un mécanisme de découplage
adapté, il était possible de poursuivre une cible du regard, même lorsque celle ci se déplace à des vitesses
proches de 200°· s−1 . Finalement, nous disposons d’un système occulo-moteur complet, capable de
traquer une cible sur 2 axes et plus de 100° de champ de vision (±50° grâce au mécanisme de découplage
et ±10° supplémentaire de champ de vision de l’œil en lui même.)
On peut donc dire que l’œil est capable de traquer des cibles se déplaçant sur 2 dimensions et allant
jusqu’à 200°· s−1 et ce, sur plus de 100° de champ de vision. De plus, la localisation de la cible est
obtenue avec seulement 24 pixels avec une précision de 0.1° et un rafraichissement pouvant aller jusqu’à
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Figure IV.45 – a) En rouge la consigne d’erreur rétinienne, en bleu l’erreur rétinienne mesurée et en
vert la position du servomoteur permettant d’obtenir cette erreur rétinienne. Les ellipses rouge pointent
les instants où une perturbation de commande est appliquée. b) Zoom sur la réponse en descente de
l’asservissement visuel. Le temps de réponse à 95% est de 338 ms pour un échelon de -13°. En rouge
la consigne, en bleu l’erreur mesurée et en vert la position du servomoteur. Les oscillations autour de
la position de consigne en "régime établi" sont dues aux frottements secs qui dégradent la précision du
servomoteur (entre 0.5 et 1° de précision selon la position du servomoteur). c) Le temps de réponse à
un échelon de 10° est également de 327 ms. Les temps de rejets de perturbations (entourés en rouge)
sont quant à eux de 147 ms en moyenne.
1 kHz.
Chapitre V
Stabilisations bio-inspirées du
quadrirotor X4-MaG
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1 Introduction
Dans ce dernier chapitre, nous allons décrire le quadrirotor entièrement assemblé avec son système
de vision bio-inspirée. Nous montrerons qu’il est alors possible de concevoir de nouvelles stratégies
d’estimation et de stabilisation d’attitude, qui ne reposent pas sur une centrale inertielle 9 axes, comme
on le trouve généralement dans la littérature.
Après avoir avoir passé en revue les techniques d’estimations d’attitude classiques, nous reprendrons
le modèle de quadrirotor exposé dans le chapitre III et y aporterons quelques modiﬁcations aﬁn d’y
intégrer le système de vision. Nous discuterons alors des avantages structurels que présente ce système
et montrerons expérimentalement son eﬃcacité.
Puis, nous décrirons en détail les diﬀérentes versions d’estimateurs et de contrôleurs permettant de
rendre le système complet autonome de façon progressive :
— Nous étudierons, dans un premier temps, un EKF permettant d’estimer la position et les vi-
tesses de translation du robot sur la base de la vision. Nous évaluerons alors les performances de
l’asservissement en position qui en résulte, en utilisant toutes les données inertielles disponibles.
— Nous montrerons ensuite, comme une extension du chapitre II, qu’il est possible de se passer des
accéléromètres en utilisant seulement le gyromètre 3 axes et l’orientation du regard. On présentera
un nouvel EKF capable de reconstruire l’attitude (hormis le lacet) ainsi que les positions et
vitesses de translation. Nous montrerons alors que les performances sont suﬃsamment bonnes
pour eﬀectuer les tâches de décollage et atterrissage automatiques, ainsi que la poursuite de cible.
— Enﬁn, nous nous intéresserons au cas spécial de l’estimation du lacet, et présenterons les diﬃcultés
particulières liées à cet axe. Nous montrerons qu’il est possible sur la base de la vision, d’estimer
cet angle et d’obtenir un système entièrement autonome, capable de poursuivre une cible mobile,
placée sur un robot rover à l’aide uniquement d’un gyromètre 3 axes, d’un système de vision de
24 pixels doublé d’une mesure proprioceptive et d’un altimètre.
Enﬁn, nous conclurons sur les développements envisageables dans le futur, liés à ces nouvelles stratégies
de guidage par le regard.
1.1 État de l’art
Dans la plupart des applications aéronautiques, l’estimation d’attitude et de position est un point clé.
Dans ce cadre, les centrales inertielles à base de micro-systèmes (MEMS) se sont, depuis de nombreuses
années, imposées comme une solution eﬃcace permettant d’estimer précisément l’attitude des engins
volants. L’attitude complète, constituée des angles de roulis, tangage et lacet (ou cap), est alors le plus
souvent reconstituée grâce à l’association de trois types de capteurs :
— Gyromètres : 3 axes permettant de mesurer la vitesse de rotation selon chacun des axes. On utilise,
le plus souvent, les informations hautes fréquences de ces capteurs, qui sont fusionnées avec les
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composantes basses fréquences d’accéléromètres et de capteurs magnétiques, aﬁn de reconstituer
l’attitude complète, ainsi que les vitesses de rotation.
— Accéléromètres : 3 axes, permettant de mesurer les accélérations du mobile selon chacun des axes.
On utilise le plus souvent les informations basses fréquences de ces capteurs pour déterminer
l’attitude du mobile (roulis et tangage).
— Magnétomètres ou compas : permettant de mesurer le champ magnétique terrestre selon 3 axes
orthogonaux. On utilise le plus souvent les informations basses fréquences de ces capteurs, pour
déterminer le cap du mobile (lacet).
Selon l’application, il existe diﬀérentes technologies pour ces capteurs, plus ou moins précises. Les
centrales inertielles d’avions présentent, par exemple, très peu de dérives mais sont très coûteuses et
volumineuses. Dans le domaine du drone ou des micro aéronefs, on préférera donc des technologies
peu coûteuses, peu volumineuses et de faible consommation. Dans ce cadre, les centrales inertielles
sont souvent réalisées à base de MEMS et présentent des précisions relativement médiocres. Ainsi, une
centrale inertielle bas coût (quelques dizaines d’euros) présentera des dérives de l’ordre de quelques
dixièmes de degrés par seconde pour les gyromètres (contre quelques dizaines de degrés par heure pour
des centrales d’avions). Par example la centrales MPU6050 de chez InvenSense utilisé sur X4-MaG
présente des biais de l’ordre de quelques degrés par seconde (2-3°· s−1).
Face à ces dérives, il est nécessaire de mettre en place des ﬁltres eﬃcaces permettant, grâce à une
fusion appropriée des diﬀérents capteurs, de délivrer une estimation non biaisée de l’attitude et des
taux de rotations. La fusion de donnée des centrales inertielles a été intensément étudiée depuis de
nombreuses années. Et il existe de nombreux ﬁltres (linéaires ou non), permettant de reconstruire des
estimations non biaisées. [Crassidis et al., 2007] passent en revue les méthodes d’estimation d’attitude
non linéaires qu’ils considèrent comme prometteuses, notamment les méthodes dérivées du ﬁltre de
Kalman étendu (EKF). Des exemples de ﬁltres de Kalman peuvent être trouvés dans [Marins et al., 2001]
ou [Tayebi et al., 2007]. [Hoﬀmann et al., 2010] ont également appliqué le ﬁltre à des capteurs MEMS bas-
coût. [Castellanos et al., 2005b] ont également utilisé un ﬁltre de Kalman étendu, dans lequel ils ajoutent
également un capteur de pression, permettant de contrer les eﬀets de la force centrifuge, inﬂuençant les
accéléromètres. D’autres ﬁltres, comme le ﬁltre complémentaire, présentent de très bonnes performances
et ce, même pour des taux de rafraîchissements faibles. Diﬀérentes versions et mise en œuvre de ces ﬁltres
sont disponibles dans [Mahony et al., 2005], [Hamel et Mahony, 2006] ou encore dans [Mahony et al.,
2008] et ont l’avantage de fournir également une estimation des biais des gyromètres, aﬁn d’en déduire
la vitesse de rotation réelle du système. Ces dernières années ont également vu apparaitre de plus en
plus de techniques d’estimation d’attitude reposant sur la vision. [Shabayek et al., 2012] résument les
principales techniques qui peuvent se baser sur des caméras catadioptriques et sur la poursuite du point
de fuite [Bazin et al., 2008]. D’autres détectent l’horizon par des techniques de segmentation (basées
sur les couleurs [Thurrowgood et al., 2009], [Mondragón et al., 2010a], [Mondragón et al., 2010b] ou la
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polarisation [Shabayek et al., 2012]) pour remonter à l’attitude. D’autres techniques consistent à utiliser
trois antennes GPS, dont la disposition est connue et à déterminer l’attitude en utilisant la phase des
signaux ( [Peng et al., 2000], [Chiang et al., 2002]). Une autre approche originale consiste à utiliser le
rapport signal sur bruit du GPS pour remonter à l’attitude ( [Lightsey et Madsen, 2003]).
Les informations inertielles peuvent également êtres utilisées pour estimer la position et la vitesse
de translation d’un mobile dans le référentiel inertielle. Cependant, étant donné les dérives inhérentes
à l’intégration des accéléromètres, il est nécessaire de recaler régulièrement les estimations, à l’aide de
capteurs supplémentaires ne présentant pas de dérives. [Barton, 2012] présente les capteurs les plus
souvent utilisés dans le domaine des drones, pour arriver à une estimation de position non biaisée.
Cela est généralement eﬀectué à l’aide d’un capteur GPS qui oﬀre un moyen eﬃcace de corriger les
dérives ( [Kingston et Beard, 2004], [Wendel et al., 2006], [Nemra et Aouf, 2010]). Dans le cas où
les signaux GPS ne sont pas accessibles, la vision est souvent utilisée comme un moyen eﬃcace pour
l’estimation de position. Certains utilisent des systèmes de capture du mouvement donnant de bonnes
précisions comme [Gurdan et al., 2007]. Et d’autres choisissent d’utiliser de simples caméras CCD
extérieures pour localiser le drone ( [Kim et al., 2010]). [Mori et al., 2007b] utilisent quant à eux,
deux caméras pointant sur des cibles elliptiques aﬁn de reconstruire la position et l’attitude d’un micro
hélicoptère. [Zhang et al., 2009b] utilisent cinq marqueurs, qui sont repérés par une caméra, pour estimer
le lacet et la position d’un quadrirotor, alors qu’une IMU délivre les vitesses de rotation et les angles
de roulis et tangage. [Yang et al., 2013b] ont choisi d’utiliser une caméra monoculaire et de l’associer
aux accéléromètres pour réaliser les tâches de décollage et atterrissage automatiques.
1.2 Motivations
Dans cette thèse, on cherche à se rapprocher un maximum, d’un point de vue sensori-moteur, du
vol de la mouche, qui ne dispose que de son œil composé, d’un gyromètre et de ﬁnes soies innervées à la
base de son cou, pour mesurer l’orientation de sa tête par rapport à son corps. Hors, chez la plupart des
insectes comme la mouche, on ne trouve pas de capteurs capable de mesurer la gravité en vol. Comme
nous l’avons montré dans le chapitre II, il est possible de stabiliser un birotor sans accéléromètres, en
se basant uniquement sur les informations d’un gyromètre et de l’orientation du regard, verrouillé sur
une cible placée au sol. En eﬀet, l’orientation du regard va pouvoir être utilisée comme "inclinomètre",
remplissant alors le même rôle que les accéléromètres dans l’ensemble des estimateurs précédemment
cités.
Bien que cela ne prouve pas que la mouche utilise un "pilote automatique" semblable à celui que
nous allons décrire, cela permet de valider une stratégie de stabilisation qui est plausible d’un point
de vue biologique. De plus, ne pas utiliser d’accéléromètres permet de s’aﬀranchir de l’inﬂuence des
accélérations latérales, ou de la force centrifuge sur l’estimation d’attitude. En eﬀet, dans le cas où
l’on se base uniquement sur une IMU pour estimer l’attitude d’un aéronef, on fait l’hypothèse que les
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accélérations latérales restent faibles et que, par conséquent, la mesure des accéléromètres correspond
à la verticale. Ce phénomène n’apparait donc pas si on utilise l’orientation du regard dans le cas d’une
cible immobile.
2 Description du robot complet
Dans cette section, on décrit brièvement le robot complet ainsi que le modèle simpliﬁé, utilisé pour
le contrôle et les diﬀérents estimateurs.
Figure V.1 – Le robot X4-MaG complètement assemblé et équipé de son œil. Le robot pèse au total
395 g, pour une envergure de 30 cm et une autonomie d’environ 9 min. Le robot dispose d’un micro-
contrôleur bas niveau Arduino (NanoWii) équipé de la centrale inertielle MPU6050 et d’un contrôleur
haut niveau (Gumstix Overo). Son œil de 24 pixels lui permet de localiser une cible de type croix avec
une précision de 0.1° et de la poursuivre du regard sur plus de 100° selon deux directions. Le robot
dispose d’un mode de pilotage manuel, d’un mode automatique reposant sur le système de capture
du mouvement Vicon et d’un mode basé uniquement sur son système de vision, ses gyromètres et un
altimètre.
2.1 Assemblage complet
Le robot complet est obtenu en ajoutant au quadrirotor décrit dans le chapitre III, l’œil décrit dans
le chapitre IV. De façon à simpliﬁer l’assemblage, la carte support de l’œil est dotée de trois "aimants
176 CHAPITRE V. STABILISATIONS BIO-INSPIRÉES DU QUADRIROTOR X4-MAG
boutons" mâle. Le robot, quant à lui, dispose de trois petites colonnettes en PVC au bout desquelles
sont également placés des "aimants boutons" femelles. Ainsi, l’œil peut être facilement "clipsé/déclipsé"
selon le besoin, et cela permet également d’avoir une sorte de "fusible" mécanique. En eﬀet, en cas de
crash et d’eﬀorts trop importants sur l’œil, ce dernier se détache "naturellement" prévenant ainsi la
casse des pièces sensibles. Ce système s’est montré particulièrement eﬃcace lors des diﬀérentes phases
de mises aux points. Quatre pieds en carbone (HobbyKing) ont également été ajoutés, aﬁn de poser le
robot sans endommager l’œil, étant donné que celui-ci est situé en dessous du robot.
La ﬁgure V.1 présente donc le robot complet avec son œil. Le robot complet avec ses pieds et
son œil pèse au total 395 g pour une envergure totale de 30 cm et une hauteur de 17 cm. Avec cette
conﬁguration, il dispose d’environ 8 à 9 min d’autonomie de vol.
2.2 Modèle pour l’estimation
Nous allons maintenant décrire le modèle que nous utilisons pour concevoir l’ensemble des contrô-
leurs et estimateurs du robot X4-MaG ﬁnal.
2.2.1 Hypothèses
Le modèle complet du quadrirotor est donné dans le chapitre III. Ce modèle complet est ici simpliﬁé
pour le contrôle et un certain nombre d’hypothèses simpliﬁcatrices sont faites :
— On suppose que le centre de gravité du robot appartient au plan de poussée des rotors.
— On néglige les couples générés par les mouvements de l’œil sur le corps du robot. En réalité, lors
de mouvements rapides et de grandes amplitudes de l’œil, l’anti-couple généré par l’œil ne serait
plus négligeable, et il serait utile d’ajouter un terme de feedforward sur le contrôle d’attitude du
robot aﬁn de contrer cet eﬀet. Ceci s’avérerait notamment utile lors de saccades de l’œil en cas
de changement rapide de cible (voir section 5.1 de chapitre II), mais ce point ne sera pas traité
ici.
— L’eﬀet dû au ﬂapping est assimilé à une simple terme de frottements, proportionnels à la vitesse
de translation du robot (cette hypothèse est régulièrement faite pour le modèle de contrôle des
multirotors : [Mahony et al., 2012]).
— La mesure de position des servomoteurs actionnant l’œil n’étant pas disponible, un capteur ﬁctif
prenant en compte les dynamiques identiﬁées de ces servomoteurs sera utilisé.
— Le délai introduit par la démodulation sur la mesure de position de la cible par l’œil est négligé
dans les modèles d’estimateurs (mais pris en compte dans le réﬂexe de ﬁxation visuelle).
— Les dynamiques des accéléromètres et gyromètres, liées au ﬁltrage analogique du premier ordre
de la MPU6050 (20 Hz), sont négligées.
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— On considère que la dynamique des rotors (dynamique de la boucle fermée) ﬁxe directement la
dynamique de la poussée et des couples. On approche cette dynamique par un premier ordre de
constante de temps τmot (voir l’identiﬁcation de la boucle fermée dans la section 2.5.3 du chapitre
III).
— Dans tout le chapitre, on considérera que les orientations de l’œil (θerφ et θerθ) ainsi que les erreurs
rétiniennes (ǫrφ et ǫrθ) sont exprimées dans le repère de l’œil, et que l’attitude du robot (φ, θ et
ψ) est exprimée dans le repère inertielle.
— On supposera également que l’angle de lacet de cible est nulle dans le repère inertielle.
— Enﬁn, on supposera que le robot a un angle de lacet proche de celui de la cible (ce qui est bien le
cas quand celui ci est asservi sur celui de la cible), ce qui permettra de supposer que la position
angulaire de la cible θtθ selon l’axe X est uniquement liée à l’orientation en tangage de l’œil θerθ et
à l’erreur rétinienne ǫrθ associée. Et la position angulaire de la cible θtφ selon l’axe Y uniquement
lié au roulis de l’œil θerφ et à l’erreur rétinienne ǫrφ associée. Voir équations (V.4), (V.5) et (V.6).
2.2.2 Modèle des capteurs et des actionneurs
Gyromètres : On suppose dans toute cette partie un modèle classique de gyromètre. A savoir, que
la mesure Ω¯ est entachée d’un biais b
Ω¯
constant (ou variant lentement) et d’un bruit additif η
Ω¯
centré,
c’est à dire de moyenne nulle : 
 Ω¯ = Ω + bΩ¯ + ηΩ¯b˙
Ω¯
= 0
(V.1)
Dans cette partie, on cherchera donc à estimer en ligne le biais b
Ω¯
aﬁn de déterminer les vitesses de
rotation réelles Ω du robot.
Accéléromètre : De même que pour les gyromètres, on suppose que la mesure a¯ des accéléromètres
est entachée par un biais constant ba¯ et un facteur d’échelle T (considérés purement constants ici) et
d’un bruit ηa¯ centré.
a¯ = T (a+ ba¯) + ηa¯ (V.2)
Ici, on considère que les biais ba¯ et le facteur d’échelle T des accéléromètres sont constants et qu’ils ont
été identiﬁés une fois pour toute (grâce à la méthode décrite dans la section 5.1 du chapitre III), ce qui
permet de les compenser.
L’œil : On décrit également les relations géométriques permettant de décrire la position angulaire de
la cible en fonction des orientations de l’œil, de l’attitude et de la position du robot (par extension des
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Figure V.2 – Localisation de la cible et repères utilisés pour l’estimation ; on suppose ici un angle
de lacet entre la cible et le robot nul. a) Description des repères du robot B et de l’œil OR. Dans ce
chapitre, pour simpliﬁer les estimations, les distances he et le seront négligées et supposées nulles. b)
Rappel du lien entre l’angle de roulis et la position Y pour un angle θerφ = 0° et une erreur rétinienne
ǫrφ = 0°. c) Rappel du lien entre l’angle de tangage et la position X pour un angle θerθ = 0° et une
erreur rétinienne ǫrθ = 0°.
travaux présentés dans le chapitre II). On obtient donc :


θtφ = θerφ − φ︸ ︷︷ ︸
θgφ
+ǫrφ = tan
−1
(
Y
Z
)
θtθ = θerθ + θ︸ ︷︷ ︸
θgθ
+ǫrθ = tan
−1
(
X
Z
)
θtψ = −ψ︸︷︷︸
θgψ
+ǫrψ
(V.3)
Où θtφ,θ représente la position angulaire de la cible par rapport au robot dans le repère inertiel selon les
axes de roulis et de tangage. θtψ représente l’orientation de la cible par rapport à celle du robot. φ, θ et
ψ sont respectivement les angles de roulis, tangage et lacet, ǫrφ , ǫrθ et ǫrψ sont les erreurs d’orientations
de l’œil (c’est à dire l’écart entre la position angulaire de la cible θtφ,θ,ψ et la position angulaire du
regard θgφ,θ,ψ exprimée dans le repère inertiel I). Enﬁn X, Y et Z décrivent les positions cartésiennes
du robot dans le repère inertiel.
On suppose ici que la cible reste toujours dans le champ visuel de l’œil et qu’elle est presque alignée
avec l’œil (l’écart entre l’angle de lacet de la cible et du robot est petit, et on peut supposer que le
roulis et le tangage sont découplés). Par conséquent, on peut raisonnablement supposer que les erreurs
rétiniennes mesurées correspondent aux écarts entre l’orientation de l’œil et l’orientation de la cible,
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auxquelles s’ajoute un bruit centré. On peut donc construire le modèle de mesure suivant :
θ¯tφ = θˆerφ − φˆ+ ǫrφ + ηǫ¯rφ︸ ︷︷ ︸
ǫ¯rφ
(V.4)
θ¯tθ = θˆerθ + θˆ + ǫrθ + ηǫ¯rθ︸ ︷︷ ︸
ǫ¯rθ
(V.5)
θ¯tψ = −ψˆ + ǫrψ + ηǫ¯rψ︸ ︷︷ ︸
ǫ¯rψ
(V.6)
Où θ¯tφ,θ,ψ représentent respectivement la position angulaire de la cible mesurée selon les axes ~x, ~y et ~z.
ǫ¯rφ,θ,ψ représentent les erreurs rétiniennes mesurées sur chaque axe, que l’on considère comme étant la
vraie erreur rétinienne ǫrφ,θ,ψ entachée d’un bruit ηǫ¯rφ,θ,ψ . φˆ, θˆ et ψˆ sont les angles d’attitude estimés.
Et θˆerφ,θ représente l’orientation du regard estimée (car on ne la mesure pas) selon les axes ~x et ~y, où
l’estimation est faite comme suit :

 θˆerφ(p) = Hservo(p).θ
⋆
erφ
(p)
θˆerθ(p) = Hservo(p).θ
⋆
erθ
(p)
(V.7)
Où Hservo(p) est la fonction de transfert entre la consigne de position θ⋆erφ,θ et la position réelle du
servomoteur θerφ,θ . Cette dynamique a été identiﬁée selon la méthode décrite dans la section 2.4.3 du
chapitre IV et la fonction de transfert est donnée dans le tableau IV.3.
Remarque V.1: L’amplitude du bruit sur les erreurs rétiniennes est obtenue dans le chapitre IV
(section 5.1). L’amplitude de bruit ηrψ de la mesure ǫ¯rψ sera étudiée dans la section 4.3.1 de ce chapitre.
En eﬀet, la qualité de la mesure étant beaucoup plus mauvaise sur cet axe (voir explications), une
attention particulière sera accordée à cette mesure ǫ¯rψ .
2.2.3 Modèle complet
On peut donc, suite aux hypothèses précédentes, déduire le modèle complet du quadrirotor X4-
MaG :


ξ˙ = v
v˙ =
1
m
(R.T.B~z −Kv.v)
R˙ = R.Ω×
IΩ˙ = −Ω× IΩ+ Γ
⇔


ξ˙ = v
v˙ =
T
m
.


sin(φ) sin(ψ) + cos(φ) cos(ψ) sin(θ)
cos(φ) sin(ψ) sin(θ)− sin(φ) cos(ψ)
cos(φ) cos(θ)

− Kvm .v
Θ˙ = Ω
IΩ˙ = −Ω× IΩ+ Γ
(V.8)
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

T (p) =
1
(τmotp+ 1)2
T ⋆(p) , Γ(p) =
1
(τmotp+ 1)2
Γ⋆(p)
θˆerφ(p) =
zservop+ 1
1
ω2servo
p2 + 2ηωservop+1
.θ⋆erφ(p) , θˆerθ(p) =
zservop+ 1
1
ω2servo
p2 + 2ηωservop+1
.θ⋆erθ(p)
(V.9)
Le système (V.8) représente le modèle dynamique du robot qui est assimilé à un corps rigide.
ξ =
(
X Y Z
)T
est le vecteur de position dans le repère inertiel, v le vecteur de vitesse de translation
dans le même repère. T.B~z est la poussée des rotors orientée selon l’axe z du repère du robot. Kv est le
terme de frottement approximant les frottements visqueux ainsi que le phénomène de ﬂapping. R est
la matrice de rotation associée au vecteur Θ =
(
φ θ ψ
)T
permettant de passer du repère du robot
au repère inertiel et R est décrite dans le chapitre III. Ω est le vecteur de vitesse de rotation, et Γ est
le vecteur de couples appliqué au robot.
Le système d’équation (V.9) représente les dynamiques des diﬀérents actionneurs. Les couples Γ et
poussée T découlent des grandeurs de commandes Γ⋆ et T ⋆ (fournies par les contrôles d’attitude et
de position), et sont assujettis à une dynamique du premier ordre, liés aux rotors. Les servomoteurs
actionnant l’œil sont assimilés à un système du second ordre permettant d’obtenir les orientations réelles
de l’œil à partir des positions de référence θ⋆erφ,θ , découlant du contrôle du regard (voir section 2.4.3 du
chapitre IV).
2.3 Contrôle de position et d’attitude
Dans toute la suite de ce chapitre, on utilisera toujours le même ensemble de contrôleurs (contrôleurs
d’attitude, de position et du regard). Ces contrôleur nécessitent la connaissance complète des diﬀérents
états du modèle, décrit par le système (V.8). On changera donc uniquement les estimateurs permettant
de reconstruire ces états et on conservera les paramètres des diﬀérents contrôleurs à l’identique.
On choisit donc des paramètres permettant d’obtenir un comportement robuste.
3 Stabilisation visuelle et réﬂexes
Ces dernières années ont vu naître de nombreux systèmes de stabilisation pour les diﬀérents matériels
de capture vidéo embarqués à bord de drone. Ces systèmes présentent la plupart du temps un découplage
sur deux axes, en roulis et en tangage, bien que plus récemment, on ait vu apparaître des systèmes
présentant également un découplage selon le lacet. Ces systèmes sont connus sous le nom de Gimbal
(système mécatronique de stabilisation visuelle) ou encore de caméra pan-tilt et sont, la plupart du
temps, destinés à la prise de vue dans des domaines divers et variés (évènements sportifs, reportages,
contrôle de grandes structures, etc.) Dans ce cadre, de nombreux systèmes ont été développés pour
la célèbre GoPro qui allie la légèreté (environ 70g), un grand angle de vue et une image en haute
résolution. La stabilisation de ces systèmes Gimbal est réalisée à l’aide de moteur brushless dédiés,
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appelés moteurs Gimbal, oﬀrant des couples importants et des vitesses de rotations faibles. Ceci permet
donc de contrôler directement l’inclinaison de la caméra, sans passer par des étages de réduction. La
compensation des mouvements du drone est réalisée grâce à une carte contrôleur dédiée embarquant
une centrale inertielle supplémentaire (en plus de celle du pilote automatique du robot) et solidaire de
la caméra. Cette carte GCU (pour Gimbal Control Unit) est souvent placée au plus près du centre de
rotation, aﬁn d’estimer directement l’attitude de la caméra et de la stabiliser autour d’une position
souhaitée.
Ce genre de système est également utilisé dans le domaine de la recherche, aﬁn de permettre la
poursuite autonome de cible. Dans la plupart des cas, les caméras Pan/tilt ou Gimbal sont utilisées sur
des drones à voilure ﬁxe, du fait des fortes contraintes non-holonomes de ces systèmes. [Wang et al.,
2005] ont, par exemple, étudié en simulation des algorithmes permettant de générer des trajectoires pour
un drone à voilure ﬁxe, équipé d’une caméra Gimbal. Ils ont alors proposé des algorithmes permettant
d’estimer la position de la cible et ont étudié la robustesse de ces algorithmes à la perte de cible. [Raﬁ
et al., 2006] ont également étudié la poursuite de cible mobile, à l’aide d’une aile volante équipée d’une
caméra Pan/tilt. [Quigley et al., 2005] ont également proposé une approche permettant d’estimer la
position d’une cible, à partir d’un drone à voilure ﬁxe, piloté manuellement et équipé d’une caméra
Gimbal hémisphérique. Puis [Dobrokhodov et al., 2006] ont démontré qu’il était possible de poursuivre
de façon eﬃcace, une cible évoluant à 4-5m· s−1, tout en estimant sa position (précision de localisa-
tion de la cible d’environ 50m pour un drone évoluant à 400m d’altitude.) Les travaux de [Campbell
et Wheeler, 2006] visent également à fournir un estimateur générique, permettant de géolocaliser une
cible depuis le SeaScan UAV (drone à voilure ﬁxe également) et ce, en présence de biais et d’incertitude
sur le système de localisation du drone. Ils ont ensuite présenté une évolution de l’algorithme, pour
une géolocalisation coopérative, via une ﬂotte de drone dans [Campbell et Whitacre, 2007]. Mais on
remarque également l’utilisation de caméra entièrement gyro-stabilisée sur des systèmes à voilure tour-
nante. Par exemple, [Jakobsen et Johnson, 2005] ont développer une système Gimbal complet qui a été
validé en HIL (Hardware-In-the-Loop) sur un drone de type hélicoptère (basé sur le Yamaha R-max).
Dans toutes ces études, le système de découplage est vu comme un moyen pour stabiliser un appareil
de capture d’image autonome. C’est à dire que le système a une mission de "surveillance" ou de poursuite
qui lui est propre et il n’intervient pas dans l’estimation de position ou d’attitude de l’engin volant lui
même. Dans le cas de mission de poursuite, le système sert également à estimer la position et les
éventuels mouvements de la cible comme dans [Quigley et al., 2005], [Dobrokhodov et al., 2006] ou
encore [Campbell et Wheeler, 2006].
Dans ma thèse, je me suis intéressé à ce que peut apporter l’orientation du regard, dans l’estimation
des états du robot lui même. Relativement peu de travaux ont été menés dans ce domaine, pour la
reconstruction complète de l’attitude et de la position d’un drone. Par exemple, [Dusha et al., 2007]
ont montré qu’il était possible d’extraire une ligne d’horizon et d’estimer le roulis d’un engin à voilure
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ﬁxe. [Ettinger et al., 2003] ont également montré qu’il était possible d’asservir l’attitude de micro drone
à l’aide de la vision, en estimant l’attitude à partir de l’horizon. Puis [Demonceaux et al., 2006] ont
introduit l’utilisation des caméras catadioptriques pour estimer l’attitude d’un engin aérien. Mais il a
fallu attendre les travaux de [Mondragón et al., 2010a] pour voir apparaître l’utilisation de système
pan/tilt dans l’estimation d’attitude. Dans ces travaux, le système pan/tilt permet de maintenir paral-
lèle l’axe vertical d’une caméra catadioptrique avec celui d’un hélicoptère, aﬁn d’estimer l’attitude de
l’appareil. [Mondragón et al., 2010b] présentent une solution complète, permettant d’estimer l’attitude
du UAV COLIBRI (hélicoptère autonome) à partir d’une caméra catadioptrique, d’estimer la position
et l’altitude de l’appareil à partir de caméras stéréos, et de poursuivre une cible à partir d’une caméra
pan/tilt. Dans ces travaux, l’autonomie est donc obtenue en associant diﬀérents systèmes de caméras,
ayant chacun une mission précise (estimation d’attitude, odométrie ou poursuite de cible).
Dans mes travaux de thèse, l’idée était donc d’utiliser un unique système de vision pour réaliser
à la fois toutes ces missions. L’utilisation d’un système de découplage mécanique pour la vision, n’a
donc pas pour but la stabilisation d’une image, mais du regard en général. J’ai cherché donc à utiliser
les capacités de poursuite qu’oﬀre un tel système, pour suivre une cible du regard et utiliser la mesure
de l’orientation du regard, pour en déduire des informations sur la position et l’attitude du drone
simultanément. Pour cela, il a été décidé de découper le problème en deux fonctions indépendantes :
— Une fonction de poursuite de cible, implantée sous la forme d’un réﬂexe bas niveau que l’on
appelle réﬂexe de ﬁxation visuelle (VFR, pour Visual Fixation Reﬂex) et qui guide le regard.
— Une fonction de stabilisation du regard, également implantée sous la forme d’un réﬂexe,
nommé réﬂexe vestibulo-occulaire (VOR). Ce dernier permet de compenser tous les mouvements
que fait le robot, de façon à ne pas impacter la tâche de poursuite de cible.
Le regard évolue donc librement par rapport au robot et on utilise la mesure de son orientation (sa
direction) pour en déduire l’attitude et la position du robot, grâce à la connaissance de son modèle. On
parle de réﬂexes, car il n’y a pas de prise de décision ou de changement de comportement en fonction
de la situation. Les réﬂexes sont donc des mécanismes au cœur de cette stratégie et nous allons décrire
en détail leur mise en œuvre.
3.1 La stabilisation visuelle chez l’insecte
Chez l’insecte, comme la mouche, mais également chez la plupart des êtres vivants, il existe une
stabilisation du regard eﬃcace, permettant d’améliorer la perception de l’environnement. Les méca-
nismes de stabilisation du regard chez l’homme ont été largement étudiés dans la littérature et il a
été montré qu’il s’agissait d’un comportement réﬂexe, appelé VOR (Réﬂexe Vestibulo-Occulaire). Un
réﬂexe similaire existe chez la mouche et réagit de façon antagoniste aux rotations qui sont perçues
par l’insecte et permettent une stabilisation du regard selon l’angle de roulis [Hengstenberg, 1988], tan-
gage [Van Hataren et Schilstra, 1999] et lacet [Liske, 1977]. Par exemple, chez la mouche, les vitesses
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de rotations sont perçues grâce à des balanciers, qui battent en opposition de phase avec les ailes et
dont le plan de battement est modiﬁé par la force de Coriolis ( [Pringle, 1948]). Cette modiﬁcation est
perçue, puis codée, aﬁn d’en déduire une mesure des vitesses angulaires. A partir de cette information
de vitesse, un réﬂexe induit une rotation inverse de la tête. Dans le cas de l’insecte, la compensation se
fait en vitesse. Cela a été vériﬁé, car si l’insecte est placé dans le noir et qu’on le soumet à des mouve-
ments de rotations de faibles amplitudes, il compense ces rotations mais on voit apparaitre un biais au
cours du temps. La tête initialement horizontale se penche peu à peu. Cela étant dû à l’accumulation
d’erreurs de compensation, liées, soit à une erreur de mesure de la vitesse, soit à une compensation
imparfaite. Par contre, si la mouche est placée face à un horizon artiﬁciel, ce biais n’apparaît plus. On
en déduit que la vision permet de "recaler" cette dérive. Cela se conﬁrme dans le cas où l’on place la
mouche face à un horizon artiﬁciel et que l’on incline ce dernier. La mouche tourne alors la tête pour
maintenir l’horizon toujours horizontal dans son champ de vision, il s’agit du deuxième réﬂexe appelé
VFR (réﬂexe de ﬁxation visuelle). On constate donc la complémentarité de ces deux réﬂexes.
3.2 Stabilisation visuelle chez X4-MaG
J’ai donc décidé d’implémenter ces deux mêmes réﬂexes chez le robot X4-MaG. Le VFR est réalisé,
comme décrit dans la section 4.3 du chapitre IV, en asservissant l’erreur rétinienne selon chaque axe
autour de 0 : 

θ⋆erφ_VFR(t) = kp·
(
ǫ˜rφ(t) + ki
∫ t
0
ǫ˜rφ(t)dt
)
θ⋆erθ_VFR(t) = kp·
(
ǫ˜rθ(t) + ki
∫ t
0
ǫ˜rθ(t)dt
) (V.10)
Où ǫ˜rφ(t) = ǫ⋆rφ(t)− ǫ¯rφ(t) et ǫ˜rθ(t) = ǫ⋆rθ(t)− ǫ¯rθ(t) et on ﬁxe ǫ⋆rφ(t) = ǫ⋆rθ(t) = 0 ∀t.
Le VOR, quant à lui, est réalisé un peu diﬀéremment de celui de la mouche. En eﬀet, étant donné
que nous utilisons des servo-moteurs qui sont commandés en position, le VOR n’est pas implanté sous
la forme Ω⋆er = −Ω¯er, mais consiste en une consigne d’orientation opposée à l’attitude du robot :

 θ
⋆
erφ_VOR(t) = −φˆ(t) + θ⋆erGφ(t)
θ⋆erθ_VOR(t) = θˆ(t) + θ
⋆
erGθ(t)
(V.11)
Où φˆ(t) et θˆ(t) sont les estimations des angles de roulis et de tangage du robot. θ⋆erGφ(t) et θ
⋆
erGθ(t)
sont des angles permettant d’orienter le regard dans une direction donnée, ce qui peut être vu comme
un oﬀset. Ici on choisit θ⋆erGφ(t) = θ
⋆
erGθ(t) = 0 ∀t. Au ﬁnal, la stabilisation visuelle et la poursuite de
la cible sont obtenues en combinant ces deux réﬂexes :

 θ
⋆
erφ(t) = θ
⋆
erφ_VOR(t) + θ
⋆
erφ_VFR(t)
θ⋆erθ(t) = θ
⋆
erθ_VOR(t) + θ
⋆
erθ_VFR(t)
(V.12)
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D’un point de vu pratique, les servomoteurs, permettant d’actionner l’œil, ne peuvent pas être
pilotés à plus de 333Hz. Ces réﬂexes sont donc rafraichis toutes les 3ms.
3.3 Résultats et discussions
Aﬁn de valider l’eﬃcacité du VOR réalisant la stabilisation visuelle, on a appliqué manuellement
de fortes perturbations de roulis et de tangage de façon aléatoire et on a vériﬁé que l’œil pointe bien
toujours dans la direction verticale. Aﬁn d’éviter les interactions avec le réﬂexe de ﬁxation visuelle
(VFR), ce dernier a été désactivé.
Figure V.3 – Séquence photographique mettant en évidence le VOR en charge de stabiliser le regard
(orientation absolue de l’œil). On observe que malgré les mouvements rapides du robot, l’œil maintient
son regard orienté selon la direction verticale.
La ﬁgure V.3 montre une séquence de photographies, démontrant l’eﬃcacité du VOR. Cette séquence
correspond à la vidéo VOR.avi. Il n’a pas été possible de placer des marqueurs Vicon sur l’œil lui même,
du fait de sa petite taille, et de sa haute réﬂexivité, perturbant la localisation des marqueurs placés
sur l’œil (qui est en bonne partie réalisé en aluminium). Par conséquent, nous ne disposons pas de
l’orientation réelle de l’œil mais uniquement de celle du robot. Cependant, en étudiant ﬁnement la
vidéo, et la ﬁgure V.3, on observe que malgré les mouvements très rapides de rotation inﬂigés au robot,
l’œil maintient très bien la verticale (voir ligne verticale jaune sur la ﬁgure V.3). Certains clichés extraits
de la vidéo sont légèrement ﬂous, montrant de fait les mouvements de rotation rapides. On observe
cependant que la l’orientation verticale de l’œil est bien maintenue constante.
Lors de travaux préliminaires, j’avais mis en œuvre le même réﬂexe sur un birotor, comme décrit
dans l’article [Colonnier et al., 2015a]. La stabilisation visuelle était alors réalisée exactement de la
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Figure V.4 – a) Série de photographies montrant la stabilisation visuelle lors de perturbations en
roulis. D’après [Colonnier et al., 2015a] b) En bleu le roulis et en rouge l’orientation du regard lors
de perturbations manuelles en roulis. c) Évolution des vitesses de rotation du roulis et du regard lors
des perturbations manuelles. d) Évolution du roulis et du regard lors d’une séquence de poursuite d’un
panneau texturé situé en dessous du robot. e) Évolution des vitesses angulaires du regard et du roulis
lors de la poursuite du panneau.
même manière, et le robot avait été équipé de façon à pouvoir mesurer, à l’aide du Vicon, l’angle de
roulis φ du robot ainsi que l’orientation du regard θg. Le servomoteur utilisé présentait des performances
du même ordre que ceux utilisés sur X4-Mag. La ﬁgure V.4 montre la mesure de l’orientation du regard
θ¯g et la mesure de l’angle de roulis φ¯ lors de perturbations et lors de mouvements complexes en roulis.
Des marqueurs Vicon avaient été placés au bout de tiges, orientées de façon orthogonales par rapport
au regard, permettant de mesurer l’angle du regard. De même, le robot était équipé de marqueurs,
permettant de mesurer son orientation selon l’axe de roulis (voir ﬁgure V.4a). Le robot était positionné
au bout d’un bras rotatif, tournant sur le plan azimutal et autorisant des mouvements de pseudo-
translation au robot. Sur les ﬁgures V.4b-c, le bras était verrouillé à une position (pas de translation
possible du robot), et successivement deux perturbations en roulis de l’ordre d’une quinzaine de degrés
étaient appliquées. On observe que l’orientation du regard θ¯g reste inférieure à 6°, alors que les vitesses de
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rotation atteignent près de 300°· s−1. Le fait que le robot ne parvient pas à maintenir complètement
son regard à la verticale (θg = 0°) s’explique par la dynamique du servomoteur. Les ﬁgures V.4d-e
montrent l’évolution du roulis et du regard du robot, lorsque celui-ci poursuit un pattern visuel situé
en dessous de lui. Le robot ajuste donc son angle de roulis pour poursuivre le panneau qui est déplacé
manuellement, et le réﬂexe Vestibulo-Occulaire essaye de maintenir le regard à la verticale (θg = 0).
On observe donc que lors de déplacements plus "naturels" du robot, le réﬂexe donne des résultats tout
à fait satisfaisants, car le regard est maintenu inférieur à 1.7°.
4 Stabilisation bio-inspirée
Nous allons donc maintenant présenter 3 estimateurs non linéaires diﬀérents, développés sous forme
de ﬁltres de Kalman étendus (EKF).
Pour cela, nous allons retirer progressivement des mesures, aﬁn d’augmenter à chaque fois l’ordre
de l’estimateur. Cette méthode itérative, nous permet de valider progressivement le modèle et facilite
le réglage des diﬀérents estimateurs.
Les ﬁltres de Kalman seront synthétisés sous forme discrète, nous présenterons donc pour chaque
ﬁltre la version discrétisé et plus ou moins réduite (en fonction du nombre d’états à estimer) du modèle
donné par le système d’équations (V.8). Ces ﬁltres permettront d’estimer à une fréquence de 400 Hz
les diﬀérents états du système avec diﬀérentes données d’entrées. Aﬁn de réduire l’ordre des EKF, on
décide de représenter les dynamiques des actionneurs sous forme de fonctions de transfert discrètes à
l’entrée des ﬁltres.
Les fonctions de transfert discrètes sont obtenues pour une discrétisation par le modèle Euler For-
ward, pour une période d’échantillonnage de 2.5ms (soit une fréquence de 400Hz). On utilisera donc
systématiquement le modèle suivant pour estimer l’orientation de l’œil (angles θˆerφ et θˆerθ) :


θˆerφ(z)
θ⋆erφ(z)
=
−0.1048 + 0.1504z−1
1− 1.7275z−1 + 0.7731z−2
θˆerθ(z)
θ⋆erθ(z)
=
−0.1048 + 0.1504z−1
1− 1.7275z−1 + 0.7731z−2
(V.13)
Ce qui nous donne les équations de récurrences suivantes pour l’estimation des orientations de l’œil :

 θˆerφ(k) = −0.1048 θ
⋆
erφ
(k) + 0.1504 θ⋆erφ(k − 1) + 1.7275 θˆerφ(k − 1)− 0.7731 θˆerφ(k − 2)
θˆerθ(k) = −0.1048 θ⋆erθ(k) + 0.1504 θ⋆erθ(k − 1) + 1.7275 θˆerθ(k − 1)− 0.7731 θˆerθ(k − 2)
(V.14)
De même, à partir de la dynamique des moteurs et des consignes de couples Γ⋆ et de poussée T ⋆,
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on peut estimer les couples et la poussée réellement générés :


Tˆ (z)
Tˆ ⋆(z)
=
0.0057 + 0.0053z−1
1− 1.790z−1 + 0.801z−2
Γˆ(z)
Γ⋆(z)
=
0.0057 + 0.0053z−1
1− 1.790z−1 + 0.801z−2
(V.15)
Ce qui nous donne les équations au récurrence suivante pour l’estimateur de poussée et de couples :

 Tˆ (k) = 0.0057 T
⋆(k) + 0.0053 T ⋆(k − 1) + 1.790 Tˆ (k − 1)− 0.801 Tˆ (k − 2)
Γˆ(k) = 0.0057 Γ⋆(k) + 0.0053 Γ⋆(k − 1) + 1.790 Γˆ(k − 1)− 0.801 Γˆ(k − 2)
(V.16)
4.1 Asservissement en position basé vision
Figure V.5 – Diagramme en bloc du système complet. Le bloc Filt. Compl. réalise l’estimation
d’attitude (III.64), Servos Est. estime la position réelle des servomoteurs à partir de leur modèle
dynamique (V.14) ; Le bloc Rotors Est. estime la poussée générée à partir du modèle dynamique des
rotors (V.16). Le bloc EKF correspond au ﬁltre de Kalman étendu estimant la position et la vitesse du
robot (V.25) à (V.32). Pos. CTL est le contrôleur de position (III.71) à (III.74), Att. CTL le contrôleur
d’attitude (III.70) et Œil CTL est le contrôleur de regard (V.10). Enﬁn, Quat. 2 Euler permet d’ex-
traire du quaternion d’attitude, les angles de roulis et de tangage et Γ−1M permet de passer de la consigne
de couples et de poussée aux consignes rotors (III.62). Ici, le système Vicon permet de capturer l’angle
de lacet ainsi que l’altitude du robot.
Dans un premier temps nous ne cherchons qu’à estimer la position et la vitesse du robot dans le
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repère inertiel, c’est à dire x =
(
X Y Z VX VY VZ
)T
. Le but principal est donc de vériﬁer que
l’œil est bien capable de poursuivre la cible du regard pendant un vol du robot. Dans un premier temps,
on simpliﬁe donc le problème, en considérant que l’on a accès à l’attitude complète du robot, ainsi qu’à
son altitude. L’attitude est déterminée grâce au ﬁltre complémentaire décrit dans le chapitre III, dans
lequel on fusionne les mesures des gyromètres, des accéléromètres et la mesure de lacet fournie par
le Vicon. On récupère également la hauteur Z fournie par le Vicon, qui est fusionnée dans un EKF
avec les orientations de l’œil, les erreurs rétiniennes et l’attitude estimée aﬁn de déterminer la position
et la vitesse du robot. La ﬁgure V.5 résume les interactions des diﬀérents estimateurs et contrôleurs.
Cette première version dépend donc des mesures de hauteur et de lacet fournies par le Vicon, et utilise
également les accéléromètres pour l’estimation d’attitude.
Dans la suite, nous allons construire un ﬁltre de Kalman étendu aﬁn de reconstruire les diﬀérents
états du système, mais avant cela on propose de vériﬁer l’observabilité du système. On décrit donc ici
comment cette étude d’observabilité est menée :
Notions d’observabilité : On vériﬁe en premier lieu que le système non linéaire est bien observable,
ce qui est nécessaire pour construire l’observateur d’état. Nous vériﬁons l’observabilité locale faible basée
sur la dérivée de Lie. Soit le système non linéaire suivant :

 x˙ = f(x, u(t))y = h(x)
Où x représente le vecteur de dimension n des états du système, u(t) représente le vecteur de dimension
m des entrées de commande, f et h sont des fonctions diﬀérentiables telles que f : Rn × Rm → Rn et
h : Rn × Rm → Rp.
Déﬁnition V.1: Soit h ∈ Rp, une fonction régulière, on appelle dérivée de Lie de h dans la fonction
f , notée Lfh, la dérivée le long de la courbe intégrale de f en t = 0 :
Lfh =
n∑
i=1
∂h(x)
∂xi
fi(x) et Lkfh = Lf (Lk−1f h)
Où k > 0 et L0fh = h.
On notera également : dxh = ∂h∂x et dxLfh = ∂∂x(Lfh).
Théorème V.1. Un système est dit localement faiblement observable si le rang de la matrice O
suivante est égal au rang n dudit système :
O =
[
dxh dxLfh . . . dxLn−1f
]T
Dans la suite, on vériﬁera donc que, pour le point de fonctionnement étudié, le système est bien
localement faiblement observable. Étant donné qu’il ne s’agit que d’une étude locale, cela ne garanti pas
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forcément la convergence des observateurs que l’on va construire (en cas d’initialisation trop éloignée
de la réalité par exemple). Une étude d’observabilité plus poussée serait nécessaire aﬁn de prouver cette
convergence, et de déterminer exactement l’espace observable, mais cela ne sera pas traité ici.
4.1.1 Modèle et estimations
Ici, on cherche juste à reconstruire la position et la vitesse de translation du robot, en se basant
sur les mesures de position de la cible, eﬀectuées par l’œil. On considère que l’on dispose de l’attitude
complète, issue du ﬁltre complémentaire décrit dans le chapitre III. On suppose également que l’altitude
de vol est connue ; ici elle est fournie par le Vicon, mais elle pourrait être obtenue par un altimètre
embarqué (un baromètre, ou un télémètre par exemple).
On cherche donc à estimer le vecteur d’état x =
(
ξ v
)T
décrit par :

ξ˙
v˙

 =


X˙
Y˙
Z˙
V˙X
V˙Y
V˙Z


=


VX
VY
VZ
T
m(sinφ sinψ + cosφ cosψ sin θ)− Kvxm VX
T
m(cosφ sinψ sin θ − sinφ cosψ)− Kvym VY
T
m(cosφ cos θ)− Kvzm VZ


(V.17)
Et on propose de s’intéresser à deux vecteur de mesure diﬀérents, donné dans la suite par les équations
(V.19) (première approche) et (V.22) (deuxième approche).
Première approche : En sommant la mesure de l’erreur rétinienne et l’estimation de l’orientation
du regard θerφ,θ et l’attitude (φ, ou θ selon l’axe), on obtient la mesure de la position angulaire de la
cible θt :
y¯ =


θ¯tθ
θ¯tφ
Z¯

 =


θˆerθ + ǫ¯rθ + θˆ
θˆerφ + ǫ¯rφ − φˆ
Z¯Vicon

 (V.18)
Où θ¯tφ et θ¯tθ représentent les mesures (ﬁctives) des positions angulaires de la cible dans le référentiel
inertiel. Elles sont déduites de l’estimation des orientations θˆerφ et θˆerθ de l’œil (obtenues grâce au
système (V.13)), des erreurs rétiniennes ǫ¯rφ et ǫ¯rθ mesurées par l’œil et des estimations des angles de
roulis et de tangages φˆ et θˆ.
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D’après le système (V.3), ces mesures sont reliées aux système d’état par la relation suivante :
y¯ = h(x) =


tan−1
(
X
Z
)
tan−1
(
Y
Z
)
Z

 (V.19)
Observabilité du système : Pour étudier l’observabilité du système (V.17), on calcule successive-
ment les dérivées de Lie du vecteur de mesure y¯ (V.19) le long des trajectoires. On obtient alors la
matrice d’observabilité suivante :
O =


1
Z.
(
X2
Z2
+1
) 0 −X
Z2.
(
X2
Z2
+1
) 0 0 0
0 1
Z.
(
Y 2
Z2
+1
) −Y
Z2.
(
Y 2
Z2
+1
) 0 0 0
0 0 1 0 0 0
0 0 0 1
Z.
(
X2
Z2
+1
) 0 −X
Z2.
(
X2
Z2
+1
)
0 0 0 0 1
Z.
(
Y 2
Z2
+1
) −Y
Z2.
(
Y 2
Z2
+1
)
0 0 0 0 0 1
0 0 0 −2.Kx.V x
Z.m.
(
X2
Z2
+1
) 0 Kz.X
Z2.m.
(
X2
Z2
+1
)
0 0 0 0 −2.Ky.V y
Z.m.
(
Y 2
Z2
+1
) −Kz.Y
Z2.m.
(
Y 2
Z2
+1
)
0 0 0 0 0 −Kz/m
0 0 0 4.Kx
2.V x2
Z.m2.
(
X2
Z2
+1
) 0 −Kz2.X
Z2.m2.
(
X2
Z2
+1
)
0 0 0 0 4.Ky
2.V y2
Z.m2.
(
Y 2
Z2
+1
) −Kz2.Y
Z2.m2.
(
Y 2
Z2
+1
)
0 0 0 0 0 Kz
2
m2
0 0 0 −8.Kx
3.V x3
Z.m3.
(
X2
Z2
+1
) 0 Kz3.X
Z2.m3.
(
X2
Z2
+1
)
0 0 0 0 −8.Ky
3.V y3
Z.m3.
(
Y 2
Z2
+1
) Kz3.Y
Z2.m3.
(
Y 2
Z2
+1
)
0 0 0 0 0 −Kz
3
m3


(V.20)
La matrice d’observabilité O obtenue est bien de rang 6. On en déduit donc, que le système est
localement faiblement observable et que l’on peut par conséquent estimer les diﬀérents états du sys-
tème 1.
1. On remarque cependant que certains points de fonctionnement sont problématiques : si Z est égale à 0, certains
termes tendent vers l’inﬁni et inversement si Z devient très grand, certains tendent vers 0. Cela traduit une perte d’ob-
servabilité et on peut donc déjà prévoir que pour une altitude très proche de 0 ou très grande, les estimations seront
erronées.
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Ce qui nous donne, pour la construction du ﬁltre de Kalman étendu (EKF), la matrice jacobienne
de mesure suivante :
H =
∂h
∂x
=


1
Z
(
X2
Z2
+1
) 0 − X
Z2
(
X2
Z2
+1
) 0 0 0
0 1
Z
(
Y 2
Z2
+1
) − Y
Z2
(
Y 2
Z2
+1
) 0 0 0
0 0 1 0 0 0

 (V.21)
On observe donc que cette matrice jacobienne n’est pas triviale et nécessite d’être recalculée à chaque
itération en fonction des états courants.
Deuxième approche : On décide donc d’exprimer diﬀéremment le problème, de façon à obtenir une
jacobienne du vecteur de mesure plus simple. Pour cela, on reconstruit à partir des mesures disponibles,
une mesure ﬁctive des positions latérales X et Y qui sont les deux premiers états du système. On obtient
donc le vecteur de mesure suivant :
y¯ =


Z¯Vicon. tan(θˆerθ + ǫ¯rθ + θˆ)
−Z¯Vicon. tan(−θˆerφ − ǫ¯rφ + φˆ)
Z¯Vicon

 = h(x) =


X
Y
Z

 (V.22)
Observabilité du système : Pour étudier l’observabilité du système (V.17), on calcule successive-
ment les dérivées de Lie du vecteur de mesure y¯ (V.22) le long des trajectoires. On obtient alors la
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matrice d’observabilité suivante :
O =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 −2.Kx.V xm 0 0
0 0 0 0 −2.Ky.V ym 0
0 0 0 0 0 −Kzm
0 0 0 4.Kx
2.V x2
m2
0 0
0 0 0 0 4.Ky
2.V y2
m2
0
0 0 0 0 0 Kz
2
m2
0 0 0 −8.Kx
3.V x3
m3
0 0
0 0 0 0 −8.Ky
3.V y3
m3
0
0 0 0 0 0 −Kz
3
m3


(V.23)
La matrice d’observabilité O obtenue est bien de rang 6. On en déduit donc, que le système est
localement faiblement observable et que l’on peut par conséquent estimer les diﬀérents états du système.
Ce vecteur de mesure donne également lieu à une matrice Jacobienne beaucoup plus simple :
H =
∂h
∂x
=


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 (V.24)
Filtre de Kalman Étendu (EKF) : On construit donc le ﬁltre de Kalman étendu suivant per-
mettant d’estimer les états du système en se basant sur le modèle (V.17) et sur le vecteur de mesure
(V.22) :
1. Étape de prédiction :
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(a) Prédictions des états :


Xˆk|k−1
Yˆk|k−1
Zˆk|k−1
VˆXk|k−1
VˆY k|k−1
VˆZk|k−1


︸ ︷︷ ︸
xˆk|k−1
=


Xˆk−1|k−1 +∆t.VˆXk−1|k−1
Yˆk−1|k−1 +∆t.VˆY k−1|k−1
Zˆk−1|k−1 +∆t.VˆZk−1|k−1
Tˆk
m (sin φˆk sin ψˆk + cos φˆk cos ψˆk sin θˆk)− Kvxm VXk−1|k−1
Tˆk
m (cos φˆk sin ψˆk sin θˆk − sin φˆk cos ψˆk)− Kvym VY k−1|k−1
Tˆk
m (cos φˆk cos θˆk)− Kvzm VZk−1|k−1


︸ ︷︷ ︸
f(xˆk−1|k−1,uk)
(V.25)
Où xˆk|k−1 représente la prédiction a priori de l’état futur basée sur la fonction non linéaire f
mettant en jeux les états corrigés (a posteriori) de l’itération précédentes xˆk−1|k−1, et les en-
trées de commandes courantes uk. Ici on considère comme entrées uk =
(
Tˆk φˆk θˆk ψˆk
)T
(b) Prédiction de la matrice de covariance de l’erreur :
Pk|k−1 = FkPk−|k−1F Tk +Qk (V.26)
Où Pk|k−1 est la prédiction a priori de la matrice de covariance de l’erreur, Fk est la jaco-
bienne de la fonction d’états à l’instant k, Pk−|k−1 est la matrice de covariance de l’erreur
corrigée a posteriori de l’itération précédente, et Qk est la matrice de covariance correspon-
dant au bruit du procédé (c-à-d du système). Ici la matrice Qk a été choisie diagonale. La
matrice jacobienne Fk est donnée par :
Fk =
∂f
∂x
∣∣∣∣
xˆk−1|k−1,uk
=


1 0 0 ∆t 0 0
0 1 0 0 ∆t 0
0 0 1 0 0 ∆t
0 0 0 1−∆t.Kvxm 0 0
0 0 0 0 1−∆t.Kvym 0
0 0 0 0 0 1−∆t.Kvzm


(V.27)
2. Étape de correction et mise à jour :
(a) Calcul de l’erreur de prédiction (terme d’innovation) :
y˜k = y¯k − h(xˆk|k−1) =


Z¯Viconk. tan(θˆerθk + ǫ¯rθk + θˆk)
−Z¯Viconk. tan(−θˆerφk − ǫ¯rφk + φˆk)
Z¯Viconk


︸ ︷︷ ︸
y¯k
−


Xˆk|k−1
Yˆk|k−1
Zˆk|k−1


︸ ︷︷ ︸
h(xˆk|k−1)
(V.28)
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Où y˜k correspond à l’erreur de prédiction à l’instant k, et est déterminée à l’aide de la mesure
courante y¯k et de la mesure estimée h(xˆk|k−1) (à partir des états prédits xˆk|k−1).
(b) Mise à jour de la covariance du terme d’innovation :
Sk = HkPk|k−1HTk +Rk (V.29)
Où Sk est la covariance à l’instant k, Hk est la matrice jacobienne du vecteur de mesure
et est déﬁnie par l’équation (V.24), Pk|k−1 est la matrice de covariance prédite et Rk est la
matrice de covariance du bruit de mesure qui est prise ici diagonale.
(c) Calcul du gain du ﬁltre :
Kk = Pk|k−1HTk S
−1
k (V.30)
Où S−1k est la matrice inverse de Sk.
(d) Correction de la prédiction des états :
xˆk|k = xˆk|k−1 +Kky˜k (V.31)
(e) Correction de la covariance de l’erreur :
Pk|k = (I6×6 −KkHk)Pk|k−1 (V.32)
Où I6×6 est la matrice identité de dimension 6× 6.
4.1.2 Résultats expérimentaux
Dans un premier temps, on vériﬁe que l’estimation fonctionne correctement. Pour cela, on conserve
les asservissements décrits dans le chapitre III mais on utilise les estimations de positions et vitesses
obtenues par l’EKF au lieu de celles mesurées par le Vicon. Ici, on estime toujours l’attitude à partir
du ﬁltre complémentaire qui se base sur l’IMU et l’angle de lacet délivré par Vicon. L’asservissement
d’attitude est donc réalisé par le contrôleur géométrique en quaternion, qui utilise les estimés du ﬁltre
complémentaire et l’asservissement en position est réalisé par le contrôleur non linéaire proposé dans
le chapitre III, mais utilise cette fois-ci, les estimations provenant de l’EKF.
Scénario : Le robot décolle en utilisant le contrôleur de position basé sur les mesures Vicon, aﬁn de
vériﬁer la convergence des estimations de l’EKF. Ensuite, on bascule lors du vol sur le contrôleur de
position basé sur les estimations provenant de l’EKF, puis on déplace la cible aﬁn d’évaluer les capacités
de poursuite de X4-MaG. Puis le robot eﬀectue un atterrissage automatique toujours grâce à son œil.
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Figure V.6 – Asservissement en position basé vision. En rouge la consigne de position, en bleu la
position de la cible, en vert la position mesurée par la Vicon (réalité terrain) et en noir la position
estimée sur la base de la vision. a) Évolution des positions sur l’axe X, on observe bien à partir de
t = 300s que la consigne de position relative nulle entraine le robot à poursuivre la cible. En maintenant
sa position estimée proche de 0 (courbe noire), le robot (courbe verte) poursuit naturellement la cible
(courbe bleue). b) Évolution de la position sur l’axe Y . c) Évolution de la position sur l’axe Z, le
robot décolle, maintient son altitude tout au long du vol puis atterri. d) Zoom sur l’asservissement
de position selon X (ﬁgure a) de t = 195s à t = 240s. On observe bien que les zones mortes des
servomoteurs (liées aux frottements) entrainent une "surestimation" des amplitudes de mouvements. e)
Zoom sur l’asservissement de position X (ﬁgure a) de t = 300s à t = 360s, lors de la poursuite de la
cible. f) Zoom sur l’asservissement de position selon Y (ﬁgure b) de t = 165s à t = 240s.
Résultats La ﬁgure V.6 montre l’évolution des positions du robot estimée par l’EKF et mesurée
par le Vicon. Le robot décolle grâce au contrôleur se basant sur les mesures de position du Vicon.
Puis à t = 198s, on bascule sur le contrôleur utilisant les estimations obtenues grâce à l’EKF. Cette
transition génère un "sursaut" qui est bien visible sur les ﬁgures V.6d et f, car le robot réalise un écart
de près de 50cm, s’expliquant par l’initialisation du nouveau contrôleur. En eﬀet, les intégrateurs du
nouveau contrôleur ne se trouvent pas dans le même état que le contrôleur précédant, ce qui génère un
saut de commande et donc un déplacement vif du robot lors de la transition. Le nouveau contrôleur
stabilise alors rapidement cela et ramène le robot autour de sa référence en moins de 3 secondes. Une
fois le deuxième contrôleur activé, on remarque que des oscillations autour de la position de référence
apparaissent. Ceci s’explique principalement par deux phénomènes que nous décrirons dans la section
4.1.3. La ﬁgure V.6d montre ces oscillations sur Xˆ lors d’une phase de vol stationnaire et on voit que
ce phénomène est moins marqué sur les estimations de Yˆ , comme le montre la ﬁgure V.6f. Durant
cet essai, l’altitude est asservie en utilisant la mesure du Vicon Z¯Vicon, ce qui explique les très bonnes
performances de poursuite sur l’axe ~z (voir ﬁgure V.6c). On observe également que le robot est capable,
grâce à son œil, de se positionner précisément au voisinage de la cible. Par exemple, le robot se déplace
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Figure V.7 – En rouge les consignes de vitesses, en noir les estimations obtenues à partir des mesures
de l’œil et en vert les mesures de vitesses faites par le Vicon. a) De même que pour les estimations
de positions, l’estimation de vitesse a tendance à surestimer les vitesses réelles. b) L’estimation est
de meilleure qualité sur l’axe Y . c) L’estimation de vitesse selon Z est presque confondue avec la
mesure du Vicon, étant donné la forte pondération de la mesure de l’altitude Z dans l’EKF. d) Zoom
correspondant au temps t = 300s à t = 360s de l’estimation de vitesse Vˆx. e) Zoom correspondant au
temps t = 300s à t = 360s de l’estimation de vitesse Vˆy.
à 1m de la cible entre t = 245s et t = 290s (voir ﬁgure V.6), et estime sa position avec une erreur
maximale de 30 cm (atteinte lors de l’atterrissage) et maintient sa position autour de la référence sans
erreur statique. Ensuite, on déplace manuellement la cible selon les directions X et Y, entre t = 300s
et t = 380s. Puis, le robot eﬀectue un atterrissage automatique sur la cible, en utilisant toujours
uniquement son œil pour se positionner. Le robot réussit à atterrir sur la cible avec une précision de
1cm sur l’axe X et 30cm selon l’axe Y. On observe que la position reste asservie proche de 0 par rapport
à la cible, jusqu’à ce que le robot passe en dessous de 15cm d’altitude par rapport à la cible. En eﬀet,
en dessous de cette altitude, la cible s’apparente de plus en plus à un front de contraste (vis à vis
du champ de vision d’une paire), ce qui induit une perte de vue de la cible (la cible se trouve encore
dans le champ de vision de l’œil, mais sa nature ayant changée de barre à front, la mesure n’est plus
exploitable). Ceci est bien visible à la ﬁn de l’enregistrement ﬁgure V.6b car la courbe noire (estimation
de position basée vision) n’évolue plus et ne suit plus les variations de la position réelle (courbe verte).
La cible ayant été "perdu de vue", le ZSL force la mesure de position angulaire de la cible à 0°, ce qui a
pour eﬀet d’annuler la poursuite de la cible, et donc la réorientation du regard. Sans cette réorientation
du regard, la mesure de position déduite du regard n’évolue plus et ﬁge donc l’estimation de position
dans l’état de la dernière mesure de position connue.
Les ﬁgures V.7a-c montrent l’évolution des estimations de vitesses pour le même scénario. Les ﬁgures
V.7d-e correspondent à un zoom des estimations de vitesses VˆX et VˆY . La ﬁgure V.8a montre l’évolution
des angles de roulis, tangage et lacet durant ce même scénario, alors que les ﬁgures V.8b-c reportent
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Figure V.8 – a) En bleu, l’angle de roulis, en vert le tangage et en rouge le lacet estimé par le ﬁltre
complémentaire. b) Evolution de l’orientation du regard selon l’angle de roulis en rouge et de l’erreur
rétinienne en bleu. Entre t = 250s et t = 300s, le robot se place à 1 m de la cible d’où la réorientation
du regard autour de 37° (θerφ = tan
−1
(
Y
Z
)
où Z = 1.3m et Y = 1m). c) Évolution de l’orientation
de l’œil selon l’angle de tangage en rouge et l’erreur rétinienne correspondante en bleu. d) Zoom sur
l’attitude lors d’un déplacement latéral d’un mètre (correspondant à l’encadré jaune des ﬁgures a et b).
d) Zoom sur l’orientation de l’œil et de l’erreur rétinienne lors d’un déplacement latéral.
l’erreur rétinienne mesurée ainsi que l’orientation de l’œil selon ses deux degrés de liberté. Les ﬁgures
V.8d-e montre l’eﬃcacité des réﬂexes Vestibulo-Oculaire et de ﬁxation visuelle lors d’une translation
d’un mètre du robot. Cette translation est amorcée par un rapide changement de l’angle de roulis,
atteignant plus de 13°, qui est compensé par le réﬂexe VOR, ce qui n’engendre qu’une erreur rétinienne
maximale de 6° (courbe bleue sur la ﬁgure V.8e). Puis, tout au long du déplacement, le VFR permet
de poursuivre la cible durant toute la translation, d’ajuster automatiquement l’orientation de regard
(courbe rouge sur la ﬁgure V.8e) et donc d’assurer une bonne estimation de la position et de la vitesse
(comme le montrent les ﬁgures V.6b et V.7e).
4.1.3 Discussions
Durant cet essai, on observe que le robot oscille assez fortement autour de la position de référence.
Cela est volontaire et ce comportement résulte d’une véritable le démarche. En eﬀet, les contrôleurs
d’attitude et de position sont exactement les mêmes que ceux présentés dans le chapitre III, à la diﬀé-
rence près que la masse et la matrice d’inertie ont été adaptées. Cependant, en ajoutant un estimateur
de position et de vitesses dans la boucle, les performances de ces contrôleurs se voient dégradées. Pour
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a) θˆerφ θˆerθ ǫ¯rφ ǫ¯rθ
Moyenne E(· ) 9.54° -0.29° -0.0027° -0.0084°
Écart Type σ(· ) 17.14° 7.06° 1.31° 1.65°
Min min(· ) -27.41° -31.21° -5.61° -8.12°
Max max(· ) 50.10° 31.88° 5.90° 8.63°
b) X˜ Y˜ V˜X V˜Y
Écart Type σ(· ) 4.41 cm 5.89 cm 9.78 cm· s−1 9.97 cm· s−1
Min min(· ) -23.27 cm -30.78 cm -37.87 cm· s−1 -33.69 cm· s−1
Max max(· ) 12.00 cm 16.28 cm 40.09 cm· s−1 8.63 cm· s−1
Table V.1 – a) Moyenne, écart type, valeur minimale et maximale des erreurs rétiniennes mesurées
ainsi que de l’orientation du regard lors de l’essai (hors décollage et atterrissage étant donné que durant
cette période, l’œil "ne voit pas" la cible). b) Erreurs d’estimations de positions et de vitesses durant
l’essai (hors décollage et atterrissage). Où les erreurs d’estimation de positions sont obtenues comme
suit X˜ = X¯ − (Xˆ + X¯T ) et Y˜ = Y¯ − (Yˆ + Y¯T ) et les erreurs d’estimation de vitesses sont déﬁnies par
V˜X = V¯X − (VˆX + V¯XT ) et V˜Y = V¯Y − (VˆY + V¯YT ).
cet essai, j’ai volontairement conservé les mêmes valeurs de gains pour les contrôleurs pour plusieurs
raisons :
— Les oscillations sur l’attitude du robot permettent de mieux évaluer les performances du décou-
plage corps-vision. En eﬀet, on observe que malgré des oscillations crête à crête de l’ordre de 5° à
10° sur le tangage, la cible n’est jamais perdue de vue, et ce, même lors de translations rapides.
— Cela permet également de tester l’estimateur pour des dynamiques élevées.
Cet essai a donc permis de valider le bon fonctionnement de l’asservissement visuel en vol. On remarque
également que les vibrations engendrées par la rotation des rotors ne perturbent pas le fonctionnement
de l’œil, qui rappelons le, est un système reposant sur une vibration active. Une fois la cible dans le
champ visuel de l’œil, celui-ci réussit à la maintenir dans son champ de vision très eﬃcacement, grâce
à ces réﬂexes. En eﬀet, comme le présente le tableau V.1, on observe des erreurs rétiniennes moyennes
de ǫ¯rφ et ǫ¯rφ de quelques milli-degrés, des écarts types de seulement σ(ǫ¯rφ = 1.31)° et σ(ǫ¯rθ = 1.65)°.
De plus, on remarque que lorsque le robot eﬀectue une translation d’un mètre en latéral, cela induit
une rotation du servomoteur de plus de 50° sur l’axe de roulis en moins de 0.6s. Or, pendant cette
rotation rapide (plus de 80°· s−1), le réﬂexe Vestibulo-Occulaire (VOR) permet de maintenir l’erreur
rétinienne en dessous de 6°. On résume les caractéristiques de la poursuite visuelle dans le tableau V.1.
De même, on observe que les estimations de positions et de vitesses sont satisfaisantes, étant donné
que l’erreur d’estimation en position présente une précision inférieure à 6 cm, et l’erreur d’estimation
sur la vitesse reste inférieure à 10 cm· s−1 (en terme d’écart type). Cependant on observe qu’en vol
stationnaire, pour une position réelle constante, de petites oscillations apparaissent sur l’estimation de
position. Cela est principalement dû à un phénomène : les frottements secs liés au système de découplage
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de l’œil, et la précision de l’asservissement de position des servomoteurs,
En eﬀet, le réﬂexe de ﬁxation visuelle tend à annuler l’erreur rétinienne, en augmentant progressi-
vement la consigne d’orientation des servomoteurs (via le terme intégral du contrôleur). Mais, du fait
des frottements secs, les servomoteurs réagissent par à-coup, provocant un dépassement d’un côté ou
de l’autre de la consigne. Or, la position réelle des servomoteurs n’est pas mesurée, elle est seulement
estimée à partir des consignes θ⋆erφ,θ . Les estimations de l’orientation des servomoteurs θˆerφ,θ peuvent
alors êtres biaisées de DZ = ±0.5°, du fait de la zone morte. En supposant que l’estimation d’attitude,
la mesure de l’erreur rétinienne et la mesure d’altitude sont parfaites (sans biais : φˆ = θˆ, ¯ǫrφ , Z¯ = Z),
on peut déduire les bornes de l’erreur en position qui en résulte :
θerφ −DZ ≤ θˆerφ ≤ θerφ +DZ
⇔ Z tan(φ+ ǫrφ + θerφ −DZ) ≤ Z¯ tan(φˆ− ǫ¯rφ − θˆerφ) ≤ Z tan(φ− ǫrφ − θerφ +DZ)
4.2 Stabilisation partielle d’attitude sans accéléromètre, décollage et atterrissage
automatique
4.2.1 Modèle et estimations
Ici on cherche à estimer en plus le roulis et le tangage. L’estimation de l’angle de lacet nécessite une
attention particulière, et sera traitée dans la section suivante (voir section 4.3).
On utilise toujours l’altitude et la mesure de lacet fournies par le Vicon. Le reste de l’attitude, c’est
à dire le roulis et le tangage ainsi que les vitesses de rotation correspondantes sont, contrairement au
cas précédent, estimée par l’EKF. Ce dernier permet donc d’estimer l’attitude, les vitesses de rotation,
la position et la vitesse du robot à partir de l’altitude, de la poussée estimée et des mesures de l’œil. La
ﬁgure V.9 résume les interactions des diﬀérents estimateurs et contrôleurs. Contrairement à la version
précédente, les mesures des accéléromètres ne sont plus nécessaires pour estimer l’altitude ; le recalage
des dérives des gyromètres est réalisé grâce à l’orientation du regard.
On s’intéresse donc à un vecteur d’attitude réduit noté Θred =
(
φ θ
)T
et à son vecteur de biais
réduit bred =
(
bφ bθ
)T
correspondant aux mesures des gyromètres Ω¯red =
(
Ω¯φ Ω¯θ
)T
On cherche
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Figure V.9 – Diagramme en bloc du système complet. Le bloc Servos Est. estime la position réelle
des servomoteurs à partir de leur modèle dynamique (V.14) ; Le bloc Rotors Est. estime la poussée
générée à partir du modèle dynamique des rotors (V.16). Le bloc EKF correspond au ﬁltre de Kalman
étendu estimant la position et la vitesse du robot, le roulis et le tangage ainsi que les vitesses de
rotation correspondantes (V.35) à (V.44). Pos. CTL est le contrôleur de position (III.71), Att. CTL
le contrôleur d’attitude (III.70) et Œil CTL est le contrôleur de regard (V.10). Enﬁn, Quat. 2 Euler
permet d’extraire du quaternion d’attitude les angles de roulis et de tangage et Γ−1M permet de passer
de la consigne de couple et de poussée aux consignes rotors. Ici, le système Vicon permet de capturer
l’angle de lacet ainsi que l’altitude du robot.
donc à estimer le vecteur d’état x =
(
ξ v Θred bred
)T
décrit par le modèle suivant :


ξ
v
Θred
bred

 =


X˙
Y˙
Z˙
V˙X
V˙Y
V˙Z
φ˙
θ˙
b˙φ
b˙θ


=


VX
VY
VZ
T
m(sinφ sinψ + cosφ cosψ sin θ)− Kvxm VX
T
m(cosφ sinψ sin θ − sinφ cosψ)− Kvym VY
T
m(cosφ cos θ)− Kvzm VZ
Ω¯φ − bφ
Ω¯θ − bθ
0
0


(V.33)
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On dispose du vecteur de mesure décrit par l’équation suivante :
y¯ =


Z¯Vicon. tan(θˆerθ + ǫ¯rθ + θˆ)
−Z¯Vicon. tan(−θˆerφ − ǫ¯rφ + φˆ)
Z¯Vicon
Ω¯red

 = h(x) =


X
Y
Z
Ωred + bred

 (V.34)
Observabilité du système : Pour des raisons de taille, on ne détaille pas ici la matrice d’observabilité
du système, mais on vériﬁe que cette matrice est bien de plein rang. La matrice d’observabilitéO obtenue
pour le système (V.33), avec le vecteur de mesure y¯ (V.34), est bien de rang 10. On en déduit donc, que
le système est localement faiblement observable et que l’on peut par conséquent estimer les diﬀérents
états du système.
Filtre de Kalman Étendu (EKF) : On construit donc le ﬁltre de Kalman étendu suivant permet-
tant d’estimer les états du système :
1. Étape de prédiction :
(a) Prédictions des états :


Xˆk|k−1
Yˆk|k−1
Zˆk|k−1
VˆXk|k−1
VˆY k|k−1
VˆZk|k−1
φˆk|k−1
θˆk|k−1
bˆφk|k−1
bˆθk|k−1


︸ ︷︷ ︸
xˆk|k−1
=


Xˆk−1|k−1 +∆t.VˆXk−1|k−1
Yˆk−1|k−1 +∆t.VˆY k−1|k−1
Zˆk−1|k−1 +∆t.VˆZk−1|k−1
Tˆk
m (sin φˆk−1|k−1 sin ψˆk + cos φˆk−1|k−1 cos ψˆk sin θˆk−1|k−1)− Kvxm VXk−1|k−1
Tˆk
m (cos φˆk−1|k−1 sin ψˆk sin θˆk−1|k−1 − sin φˆk−1|k−1 cos ψˆk)− Kvym VY k−1|k−1
Tˆk
m (cos φˆk−1|k−1 cos θˆk−1|k−1)− Kvzm VZk−1|k−1
φˆk−1|k−1 +∆t.(Ω¯φ − bˆφk−1|k−1)
θˆk−1|k−1 +∆t.(Ω¯θ − bˆθk−1|k−1)
bˆφk−1|k−1
bˆθk−1|k−1


︸ ︷︷ ︸
f(xˆk−1|k−1,uk)
(V.35)
(b) Prédiction de la matrice de covariance de l’erreur :
Pk|k−1 = FkPk−|k−1F Tk +Qk (V.36)
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Avec Qk une matrice diagonale et Fk la jacobienne donnée par :
Fk =
∂f
∂x
∣∣∣∣
xˆk−1|k−1,uk
=


I3×3 ∆t.I3×3 03×2 03×2
03×3 Fa3×3 Fb3×2 03×2
02×3 02×3 I2×2 −∆t.I2×2
02×3 02×3 02×2 I2×2


(V.37)
Où :
Fa3×3 =


1−∆t.Kvxm 0 0
0 1−∆t.Kvym 0
0 0 1−∆t.Kvzm

 (V.38)
Et :
Fb3×2 = ∆t.
Tˆk
m
.


cos φˆk−1|k−1 sin ψˆk − cos ψˆk sin φˆk−1|k−1 sin θˆk−1|k−1 cos φˆk−1|k−1 cos θˆk−1|k−1 cos φˆk
− cos φˆk−1|k−1 cos ψˆk − sin φˆk−1|k−1 sin θˆk−1|k−1 sin ψˆk cos φˆk−1|k−1 cos θˆk−1|k−1 sin φˆk
0 0


(V.39)
2. Étape de correction et mise à jour :
(a) Calcul de l’erreur de prédiction (terme d’innovation) :
y˜k = y¯k − h(xˆk|k−1) =


Z¯Viconk. tan(θˆerθk + ǫ¯rθk + θˆk)
−Z¯Viconk. tan(−θˆerφk − ǫ¯rφk + φˆk)
Z¯Viconk


︸ ︷︷ ︸
y¯k
−


Xˆk|k−1
Yˆk|k−1
Zˆk|k−1


︸ ︷︷ ︸
h(xˆk|k−1)
(V.40)
(b) Mise à jour de la covariance du terme d’innovation :
Sk = HkPk|k−1HTk +Rk (V.41)
(c) Calcul du gain du ﬁltre :
Kk = Pk|k−1HTk S
−1
k (V.42)
(d) Correction de la prédiction des états :
xˆk|k = xˆk|k−1 +Kky˜k (V.43)
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(e) Correction de la covariance de l’erreur :
Pk|k = (I10×10 −KkHk)Pk|k−1 (V.44)
4.2.2 Résultats expérimentaux
Scénario : Ici le robot décolle grâce au contrôleur Vicon, puis on bascule sur le contrôleur vision
pour faire un vol stationnaire au dessus d’une cible se déplaçant lentement. Ce contrôleur vision se base
sur les estimations délivrées par le ﬁltre de Kalman étendu (EKF) donné par l’équation V.35, et qui
estime les positions et vitesses du robot ainsi que l’angle de roulis, de tangage et les biais des gyromètres
correspondants. Une fois encore, le but étant de valider le fonctionnement de l’estimateur, on conserve
les gains des contrôleurs précédents, même si ceux-ci donnent lieu à des oscillations d’attitude plus ou
moins importantes.
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Figure V.10 – En vert l’estimation découlant de l’EKF fusionnant l’altitude, les informations de
l’orientation du regard et le modèle dynamique, en bleu l’estimation faite par le ﬁltre complémentaire
(CF) se basant sur les accéléromètres et gyromètres, et en noir la mesure réelle eﬀectuée par le Vicon.
a) Comparaison des estimations de l’angle de roulis faite par l’EKF et le ﬁltre complémentaire avec la
réalité terrain (Vicon). b) Comparaison des estimations de l’angle de tangage faite par l’EKF et le ﬁltre
complémentaire avec la réalité terrain (Vicon). c) Estimations des biais des gyromètres faites par l’EKF
et le ﬁltre complémentaire relatif à l’axe de roulis (EKF en vert foncé et CF en pointillé vert clair, et
relatif à l’axe de tangage (EKF en bleu foncé et pointillé bleu clair pour le CF). d) Erreurs d’estimation
de l’angle de roulis pour l’EKF et le CF ainsi que l’erreur moyenne. e) Erreurs d’estimation de l’angle
de tangage pour l’EKF et le CF ainsi que l’erreur moyenne. f) Répartition de l’erreur d’estimation pour
les deux estimateurs de roulis. g) Répartitions de l’erreur d’estimation pour les deux estimateurs de
tangage.
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Résultats : On compare donc les estimations d’attitude et de biais des gyromètres réalisées par
l’EKF à celles du ﬁltre complémentaire présenté dans le chapitre III. La ﬁgure V.10 présente donc les
résultats liés à l’estimation d’attitude alors que la ﬁgure V.11 montre les résultats liés à l’estimation de
position et à la poursuite de cible.
On remarque que le ﬁltre de Kalman estime précisément l’attitude et fournit des performances très
similaires à celles du ﬁltre complémentaire. En eﬀet, les courbes d’estimation de l’EKF et du CF se
superposent sur les ﬁgures V.10a-b et présentent des distributions d’erreurs similaires. On remarque
également que la dispersion de l’erreur d’estimation pour les deux ﬁltres est sensiblement identique (voir
ﬁgure V.10c-d) ce qui s’explique par la mesure du Vicon qui est plus bruitée. On observe également sur
la ﬁgure V.10c que les biais des gyromètres sont correctement estimés par l’EKF car ils convergent vers
les mêmes valeurs que ceux estimés par le ﬁltre complémentaire. De même, on observe que l’estimation
de position fonctionne assez bien malgré le problème de "surestimation" des petites oscillations autour
d’une position. L’estimation est cependant de suﬃsamment bonne qualité puisqu’elle permet au robot
de se maintenir lors de son vol stationnaire, dans une enveloppe de ±10cm autour de la cible. De plus
comme on peut le voir sur les ﬁgures V.11a-b, le robot est capable d’estimer son attitude et sa position
et de poursuivre les mouvements de la cible.
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Figure V.11 – a et b) Estimation de la position XˆEKF et YˆEKF en noir, en vert la position réelle
du robot X¯Vicon et Y¯Vicon, en bleu la position de la cible X¯TVicon et Y¯TVicon et en rouge la consigne de
position X⋆ et Y ⋆ (position relative par rapport à la cible). c et d) En vert les vitesses de translation
estimées VˆXEKF et VˆY EKF. En bleu les vitesses mesurées V¯XTVicon et V¯Y TVicon de la cible.
4.2.3 Discussions
Au ﬁnal, on décrit dans le tableau V.2 les erreurs d’estimations pour les diﬀérents états du système.
L’EKF présente donc une précision inférieure à 0.7° en terme d’écart type sur l’estimation d’attitude.
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Avec une erreur maximale de 3.44° qui correspond à l’erreur initiale, lorsque les biais des gyromètres
n’avaient pas encore convergé. De même, les erreurs d’estimations de positions maximales restent in-
férieures à 16 cm et ont un écart types de 5.47 cm selon X, qui est le plus sensible au phénomène de
frottements secs du système de vision. Dans le cas d’angle de lacet nul comme ici, les estimations de
positions sur l’axe X sont liées à l’angle de roulis de l’œil, qui présente le plus de frottements secs im-
pliquant des oscillations sur l’estimation de X et réduisant donc sa précision (voir explications données
en section 4.1.3). En revanche, sur l’axe Y , les estimations dépendent de l’angle de tangage de l’œil qui
présente moins de frottements, ce qui donne lieu à des estimations plus précises (écart type de 2.44 cm).
De même, c’est sur l’axe X que les estimations de vitesses présentent le plus gros écart type, alors que
la vitesse est estimée avec une précision inférieure à 9 cm· s−1 sur l’axe Y .
φ˜ θ˜ X˜ Y˜ V˜X V˜Y
[°] [°] [cm] [cm] [cm· s−1] [cm· s−1]
Écart Type σ(· ) 0.59 0.63 5.47 2.44 16.60 8.26
Min min(· ) -2.69 -3.44 -15.4 -9.05 -48.13 -26.49
Max max(· ) 2.11 1.91 11.85 6.07 40.70 22.78
Table V.2 – Écart type, minimum et maximum des erreurs d’estimations des angles de roulis et tangage
ainsi que des vitesses et positions. Les erreurs d’estimation des angles sont déﬁnies par φ˜ = φ¯ − φˆ et
θ˜ = θ¯ − θˆ. Les erreurs d’estimation de positions sont obtenues comme suit X˜ = X¯ − (Xˆ + X¯T ) et
Y˜ = Y¯ − (Yˆ + Y¯T ) et les erreurs d’estimation de vitesses sont déﬁnies par V˜X = V¯X − (VˆX + V¯XT ) et
V˜Y = V¯Y − (VˆY + V¯YT ).
4.3 Stabilisation complète d’attitude bio-inspirée et asservissement en position
4.3.1 Le cas particulier de l’estimation du lacet
Comme précisé précédemment, le cas de l’estimation du lacet est un peu particulière. En eﬀet, la
mesure du lacet peut être obtenue directement de l’œil, comme décrit par le chapitre IV. On rappelle que
cette mesure est alors obtenue en fusionnant l’erreur rétinienne des quatre yeux de la façon suivante :
ψ¯ = ǫ¯ψ = f(ǫ¯ri) =
1
2

tan−1


D. tan
(
ǫ¯r1 − ǫ¯r3
2
)
rc

+ tan−1


D. tan
(
ǫ¯r2 − ǫ¯r4
2
)
rc



 (V.45)
Où rc est le rayon du cercle sur lequel sont disposés les yeux et D est la distance entre l’œil et la cible
(projetée sur l’axe Oz).
La mesure de l’angle ψ¯ est alors obtenue en estimant la distance d, séparant l’intersection entre le
plan de la cible et l’axe principal d’un œil. Puis, on déduit de cette distance et de la géométrie de l’œil
(son rayon rc), l’angle de lacet correspondant. Ce calcul est, en réalité, impacté par des imperfections
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a) b) c)
Figure V.12 – a) Schéma de principe de la mesure de l’angle de lacet ψ¯. On présente ici la projection
de l’axe optique principal d’un œil sur le plan de la cible, permettant de déterminer l’angle ψ¯. Dans
le cas idéal rc = r′c. b) Impact d’un défaut d’alignement latéral ∆Θ1 de l’axe principal d’un œil. Ce
phénomène n’est en réalité pas un problème, car la phase de calibration permet de déterminer ce défaut.
c) Impact d’un défaut d’alignement longitudinal ∆Θ2 de l’axe principal d’un œil. Le projeté r′c du rayon
rc sur le plan contenant la cible, se voit donc agrandi ou réduit (rc 6= r′c), impliquant une erreur, étant
donné que la grandeur mesurée d′ n’est pas égale à d.
que nous citons par ordre d’importance :
1. Les mesures ǫ¯ri présentent, en réalité, un bruit additif que l’on peut considérer comme gaussien
(voir chapitre IV) et dont l’écart type maximal est inférieur à 100 m° (millidegrés). Bien que la
fonction f(ǫ¯ri) ne transforme pas une gaussoïde en une autre gaussoïde (on ne peut pas directement
déduire un écart type pour la mesure de ψ¯), on peut déjà donner un ordre de grandeur de
l’amplitude du bruit de mesure. En eﬀet, en considérant D = 1.3 m et rc = 7.5 mm, on peut en
déduire qu’une erreur de mesure de ±0.1 ° sur les erreurs rétiniennes ǫ¯ri , donnerait une erreur
de ±16.8°. On remarque donc, que le très faible rayon rc induisant un rapport D
rc
élevé, implique
une forte réduction de précision pour la mesure de l’angle ψ¯.
2. Le calcul de la distance d est obtenu en moyennant la mesure de deux yeux opposés. Cette moyenne
suppose que l’œil est parfaitement centré sur la cible.
Or, cela n’est pas forcément le cas, car ce centrage dépend de l’asservissement visuel. Et même
si celui-ci fonctionne suﬃsamment bien pour poursuivre la cible, l’erreur rétinienne en roulis et
tangage peut atteindre quelques degrés.
3. La conception de l’œil est supposée parfaite pour le calcul de ψ¯, c’est à dire que l’axe optique
principal de chacun des yeux est parfaitement perpendiculaire au plan comprenant les quatre
optiques (V.12a).
Ceci est diﬃcilement atteignable en réalité, et les axes principaux des diﬀérents yeux ne sont
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Figure V.13 – a) En bleu la mesure brute de l’erreur rétinienne ǫ¯ψ de l’œil qui est très fortement
bruitée. En vert, la même sortie ﬁltrée avec un ﬁltre passe bas d’ordre 5 ayant une constante de temps
de 50ms. b) Estimation des diﬀérents biais des gyromètres. En vert pointillé le biais en roulis estimé par
le ﬁltre complémentaire (CF), et en vert continu le biais estimé par le ﬁltre de Kalman étendu (EKF).
En bleu pointillé le biais en tangage estimé par le CF et en bleu continu le biais estimé par l’EKF. En
rouge pointillé le biais en lacet estimé par le CF et en rouge continu le biais estimé par l’EKF. Entre
t = 5s et t = 20s, la mesure de l’erreur rétinienne est artiﬁciellement bloquée aﬁn de démontrer que le
biais ne peut plus être estimé. c) Comparaison de l’angle de lacet mesuré par le Vicon (noir), de celui
estimé par le ﬁltre complémentaire se basant sur la mesure du Vicon (bleu), de l’erreur rétinienne ﬁltrée
(vert) et de l’estimation faite par l’EKF (rouge). Une fois que le biais du gyromètre correspondant a
convergé, on estime correctement l’angle de lacet.
alors pas complètement parallèles, présentant un défaut d’alignement selon deux directions que
l’on note ∆Θ1 et ∆Θ2. Les ﬁgures V.12b-c illustre ce défaut. Le premier défaut, lié à ∆Θ1, est
transparent et complètement compensé par la méthode de calibration de l’œil. Mais le second
défaut ∆Θ2 n’est pas pris en compte et il n’en résulte qu’un très léger décalage de l’axe optique.
Ceci implique une surestimation ou une sous estimation de la distance d, liée au fait que le projeté
r′c n’est plus égal au rayon initial rc (voir ﬁgure V.12c).
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La ﬁgure V.13a illustre la forte dégradation de la mesure réelle, qui découle des trois imperfections
décrites ci-dessus. On observe alors que la mesure brute (en bleue) est particulièrement bruitée du fait
du rapport élevé
D
rc
. On choisit donc de réduire l’impact des imperfections, en ﬁltrant la mesure brute.
Cela permet d’atténuer le bruit, issu des erreurs rétiniennes et ampliﬁé par le rapport
D
rc
(imperfection
1). De plus, en ﬁltrant cette mesure, cela revient à admettre que la cible n’est pas située au centre
du champ de vision à chaque instant (imperfection 2), mais que si on prend une fenêtre d’observation
suﬃsamment large, cela devient vrai en moyenne. La mesure brute de l’angle ψ¯, issue de la fusion des
4 yeux, est alors ﬁltrée par un ﬁltre passe bas d’ordre 5 et ayant une constante de temps de 50 ms.
On obtient alors, comme le montre la ﬁgure V.13c, une mesure ﬁltrée qui, bien que encore fortement
bruitée, est centrée autour de la vraie valeur de ψ (courbe noire correspondant à la mesure Vicon). Le
ﬁltre de Kalman étendu, utilise ensuite la composante basse fréquence de cette mesure, pour estimer le
biais du gyromètre correspondant. Cependant, la mesure étant très bruitée, on obtient une convergence
beaucoup plus lente que pour les biais des deux autres gyromètres (voir ﬁgure V.13b), ce qui explique
que l’angle estimé ψˆ, mette plus de 90 secondes pour être estimé sans erreur.
On rappelle que l’angle de lacet mesurée ici par l’œil, correspond à l’angle de lacet relatif entre
la cible et le robot. Sur les ﬁgures V.13, le robot était piloté par le contrôleur basé sur le Vicon et
l’EKF tournait en parallèle sur le robot. L’écart de lacet entre la cible et le robot, était alors généré en
réalisant des échelons sur la consigne de lacet du quadrirotor.
La bonne qualité d’estimation obtenue à partir de t = 95s (malgré le ﬁltrage fort de de la mesure
de lacet de l’œil : ǫ¯ψ), vient du fait que les mouvements de lacet sont réalisés par le robot et donc
mesurés par le gyromètre, dont le biais est correctement estimé. On propose donc d’étudier la qualité
de l’estimation, dans le cas où ce serait la cible qui modiﬁerait son lacet et non le robot. On reprend donc
les mesures réalisées par l’ensemble des capteurs lors de l’essai précédent, puis on ajoute artiﬁciellement
lors d’une simulation 2, une variation de l’angle de la cible ψ¯T . Les ﬁgures V.14a-c montrent donc
l’évolution de l’estimation, pour diﬀérentes pondérations de la mesure ǫ¯ψ dans l’EKF. La pondération
Wψ¯ (la non conﬁance en la mesure) étant diminuée d’un facteur 10 de a) à b) puis, encore d’un facteur
10 de b) à c). La ﬁgureV.14d représente, quant à elle, l’erreur d’estimation en fonction de la pondération
choisie. Premièrement, on remarque que pour les mêmes valeurs initiales de l’EKF, la pondération de
la mesure à une forte inﬂuence sur la trajectoire de convergence de l’estimateur (courbes rouges des
ﬁgures V.14a-c). Naturellement, plus la pondération est faible (plus on a conﬁance en la mesure) et plus
l’angle de lacet estimé converge rapidement vers la valeur réelle. Cependant, la mesure de lacet ǫ¯ψ étant
très bruitée, une trop forte pondération implique une trop forte sensibilité au bruit sur l’estimation. En
eﬀet, la diminution de la pondération améliore l’estimation jusqu’à un certain point, puis la sensibilité
au bruit devient trop grande pour des pondérations trop faibles (l’erreur d’estimation est plus faible
2. On choisit ici de faire cette étude en simulation, sur un jeu de données réelles, aﬁn de mieux pouvoir comparer les
résultats obtenus.
4. STABILISATION BIO-INSPIRÉE 209
pour la courbe rouge que pour la courbe bleue sur la ﬁgure V.14d). On recherche donc la pondération la
plus faible, qui permette à la fois d’obtenir une convergence rapide vers l’écart de lacet, tout en assurant
une certaine insensibilité au bruit de mesure. La ﬁgure V.14c semble représenter un bon compromis,
car l’estimée converge en 4 s vers le lacet de la cible (entre t = 310s et t = 314s) alors qu’il faut plus
de 14 s sur la ﬁgure V.14a.
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Figure V.14 – a-c) Évolution de l’estimation de l’angle de lacet en fonction de la pondération de
la mesure de l’œil. En vert la mesure brute ǫ¯ψ issue de la fusion des quatre yeux, en noir la mesure
réelle de l’angle de lacet réelle du robot ψ¯Vicon, en bleue l’orientation en lacet de la cible ψ¯T et en
rouge l’estimation de l’angle de lacet du robot par rapport à la cible ψˆEKF. d) L’erreur d’estimation en
fonction de la pondération de la mesure. L’erreur d’estimation ψ˜ est déﬁnie par ψ˜ = ψ¯Vicon− (ψˆ− ψ¯T ).
Dans le cas de perturbations en lacet sur le robot comme le vent par exemple, on peut considérer
que, grâce au gyromètre, cela n’aura que peu d’inﬂuence. En eﬀet, on voit bien, que lorsque le biais a
convergé, le gyromètre permet d’estimer parfaitement l’angle de lacet et ce, instantanément. Cependant,
dans le cas où le lacet de la cible évoluerait, la convergence reste assez longue (environ 4 secondes). On
en déduit donc, que les capacités de poursuite d’une cible eﬀectuant des mouvements en lacet, reste
assez limitées. De plus, on remarque que lors de l’initialisation du ﬁltre, les valeurs de lacet peuvent
être assez éloignées de la réalité de plus de 40°, tant que le biais du gyromètre n’est pas correctement
estimé. Ce qui est bien supérieur au champ de vision de l’œil, sur l’axe de lacet, qui ne présente pas de
découplage. On prendra donc soin de systématiquement attendre une quarantaine de secondes, avant
de décoller, aﬁn de laisser le temps à l’estimation du biais du gyromètre de converger. De même, le
robot devra être placé avec un angle de lacet assez faible, par rapport à la cible, avant le décollage,
aﬁn de limiter les risques de perdre la cible de vue durant ce décollage. Enﬁn, on veillera à ce que
les mouvements de la cible restent suﬃsamment lents selon le lacet, aﬁn de laisser le temps à l’EKF
d’estimer l’orientation de la cible.
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4.3.2 Modèle et estimations sans accéléromètre
Figure V.15 – Diagramme en bloc du système complet. Le bloc Servos Est. estime la position réelle
des servomoteurs à partir de leur modèle dynamique (V.14) ; Le bloc Rotors Est. estime la poussée
générée à partir du modèle dynamique des rotors (V.16). Le bloc EKF correspond au ﬁltre de Kalman
étendu, estimant la position et la vitesse du robot, le roulis et le tangage, ainsi que les vitesses de
rotation correspondantes (V.48) à (V.62). Pos. CTL est le contrôleur de position (III.71) à (III.74),
Att. CTL le contrôleur d’attitude (III.70) et Œil CTL est le contrôleur de regard (V.10). Enﬁn, Quat.
2 Euler permet d’extraire du quaternion d’attitude les angles de roulis et de tangage et Γ−1M permet
de passer de la consigne de couple et de poussée aux consignes rotors. Ici, le système Vicon ne fournit
que l’altitude du robot.
Dorénavant, on utilise uniquement l’altitude fournie par le Vicon. L’attitude, les vitesses de rotation,
les biais des gyromètres, les positions et les vitesses de translations sont estimés par l’EKF. Cette fois
ci, la mesure des accéléromètres n’est plus prise en compte pour l’estimation des diﬀérents états. Seules
les mesures des gyromètres, et les mesures de l’œil sont utilisées au niveau du robot, et le Vicon est
utilisé pour émuler un altimètre. La ﬁgure V.15 résume les interactions des diﬀérents estimateurs et
contrôleurs. Ici, le recalage des dérives des gyromètres est réalisé grâce à l’orientation du regard et les
erreurs rétiniennes mesurées par l’œil.
On s’intéresse donc au vecteur d’état complet noté x =
(
ξ v Θ Ω b
)T
décrit par le modèle
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suivant :


ξ˙
v˙
Θ˙
Ω˙
b˙


=


X˙
Y˙
Z˙
V˙X
V˙Y
V˙Z
φ˙
θ˙
ψ˙
Ω˙φ
Ω˙θ
Ω˙ψ
b˙φ
b˙θ
b˙ψ


=


VX
VY
VZ
T
m(sinφ sinψ + cosφ cosψ sin θ)− Kvxm VX
T
m(cosφ sinψ sin θ − sinφ cosψ)− Kvym VY
T
m(cosφ cos θ)− Kvzm VZ
Ωφ
Ωθ
Ωψ
ΩθΩψ
(Iy−Iz)
Ix
+ Γφ
ΩφΩψ
(Iz−Ix)
Iy
+ Γθ
ΩφΩθ
(Ix−Iy)
Iz
+ Γψ
0
0
0


(V.46)
On dispose du vecteur de mesure décrit par l’équation suivante :
y¯ =


Z¯Vicon. tan(−θˆerθ + ǫ¯rθ + θˆ)
−Z¯Vicon. tan(−θˆerφ + ǫ¯rφ + φˆ)
Z¯Vicon
ǫ¯rψ
Ω¯


= h(x) =


X
Y
Z
ψ
Ω+ b


(V.47)
Observabilité du système : Pour les mêmes raisons que précédemment (taille), on ne détaille
pas la matrice d’observabilité, mais on vériﬁe que cette dernière est bien de plein rang. La matrice
d’observabilité O obtenue pour le système (V.46), avec le vecteur de mesure y¯ (V.47), est bien de
rang 15. On en déduit donc, que le système est localement faiblement observable et que l’on peut par
conséquent estimer les diﬀérents états du système.
Filtre de Kalman Étendu (EKF) : On construit donc le ﬁltre de Kalman étendu suivant, per-
mettant d’estimer les états du système :
1. Étape de prédiction :
(a) Prédictions des états :
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

Xˆk|k−1
Yˆk|k−1
Zˆk|k−1
VˆXk|k−1
VˆY k|k−1
VˆZk|k−1
φˆk|k−1
θˆk|k−1
ψˆk|k−1
Ωˆφk|k−1
Ωˆθk|k−1
Ωˆψk|k−1
bˆφk|k−1
bˆθk|k−1
bˆθk|k−1


︸ ︷︷ ︸
xˆk|k−1
=


Xˆk−1|k−1 +∆t.VˆXk−1|k−1
Yˆk−1|k−1 +∆t.VˆY k−1|k−1
Zˆk−1|k−1 +∆t.VˆZk−1|k−1
Tˆk
m (sin φˆk−1|k−1 sin ψˆk−1|k−1 + cos φˆk−1|k−1 cos ψˆk−1|k−1 sin θˆk−1|k−1)− Kvxm VXk−1|k−1
Tˆk
m (cos φˆk−1|k−1 sin ψˆk−1|k−1 sin θˆk−1|k−1 − sin φˆk−1|k−1 cos ψˆk−1|k−1)− Kvym VY k−1|k−1
Tˆk
m (cos φˆk−1|k−1 cos θˆk−1|k−1)− Kvzm VZk−1|k−1
φˆk−1|k−1 +∆t.Ωˆφ
θˆk−1|k−1 +∆t.Ωˆθ
ψˆk−1|k−1 +∆t.Ωˆψ
Ωφk−1|k−1 +∆t.(Ωθk−1|k−1Ωψk−1|k−1
(Iy−Iz)
Ix
+ Γˆφk)
Ωθk−1|k−1 +∆t.(Ωφk−1|k−1Ωψk−1|k−1
(Iz−Ix)
Iy
+ Γˆθk)
Ωψk−1|k−1 +∆t.(Ωφk−1|k−1Ωθk−1|k−1
(Ix−Iy)
Iz
+ Γˆψk)
bˆφk−1|k−1
bˆθk−1|k−1
bˆψk−1|k−1


︸ ︷︷ ︸
f(xˆk−1|k−1,uk)
(V.48)
(b) Prédiction de la matrice de covariance de l’erreur :
Pk|k−1 = FkPk−|k−1F Tk +Qk (V.49)
Avec Qk une matrice diagonale et Fk la jacobienne donnée par :
Fk =
∂f
∂x
∣∣∣∣
xˆk−1|k−1,uk
=


I3×3 ∆t.I3×3 03×3 03×3 03×3
03×3 Fa3×3 Fb3×3 03×3 03×3
03×3 03×3 I3×3 ∆t.I3×3 03×3
03×3 03×3 03×3 Fc3×3 03×3
03×3 03×3 03×3 03×3 I3×3


(V.50)
Où :
Fa3×3 =


1−∆t.Kvxm 0 0
0 1−∆t.Kvym 0
0 0 1−∆t.Kvzm

 (V.51)
Fb3×3 = ∆t.
Tˆk
m
.
(
Fb:,1 Fb:,2 Fb:,3
)
(V.52)
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Avec :
Fb:,1 = .


cos φˆk−1|k−1 sin ψˆk−1|k−1 − cos ψˆk−1|k−1 sin φˆk−1|k−1sinθˆk−1|k−1
− cos φˆk−1|k−1 cos ψˆk−1|k−1 − sin φˆk−1|k−1sinθˆk−1|k−1 sin ψˆk
− cos θˆk−1|k−1 sin φˆk−1|k−1

 (V.53)
Fb:,2 = .


cos φˆk−1|k−1 cos θˆk−1|k−1 cos φˆk−1|k−1
cos φˆk−1|k−1 cos θˆk−1|k−1 sin φˆk−1|k−1
− cos φˆk−1|k−1 sin θˆk−1|k−1

 (V.54)
Fb:,3 = .


cos ψˆk−1|k−1 sin φˆk−1|k−1 − cos φˆk−1|k−1 sin θˆk−1|k−1sinψˆk−1|k−1
− sin φˆk−1|k−1 sin ψˆk−1|k−1 + cos φˆk−1|k−1cosψˆk−1|k−1 sin θˆk−1|k−1
0

 (V.55)
Et :
Fc3×3 =


1 ∆t.Ωψk−1|k−1 .
(Iy−Iz)
Ix
∆t.Ωψk−1|k−1 .
(Iy−Iz)
Ix
∆t.Ωψk−1|k−1 .
(Iz−Ix)
Iy
1 ∆t.Ωφk−1|k−1 .
(Iz−Ix)
Iy
∆t.Ωθk−1|k−1 .
(Ix−Iy)
Iz
∆t.Ωφk−1|k−1 .
(Ix−Iy)
Iz
1

 (V.56)
2. Étape de correction et mise à jour :
(a) Calcul de l’erreur de prédiction (terme d’innovation) :
y˜k = y¯k − h(xˆk|k−1) =


Z¯Viconk. tan(θˆerθk + ǫ¯rθk + θˆk)
−Z¯Viconk. tan(−θˆerφk − ǫ¯rφk + φˆk)
Z¯Viconk
ǫ¯rψk
Ω¯k


︸ ︷︷ ︸
y¯k
−


Xˆk|k−1
Yˆk|k−1
Zˆk|k−1
ψˆk|k−1
Ωˆk|k−1 + bˆk|k−1


︸ ︷︷ ︸
h(xˆk|k−1)
(V.57)
(b) Mise à jour de la covariance du terme d’innovation :
Sk = HkPk|k−1HTk +Rk (V.58)
Avec :
Hk =


I3×3 03×3 03×3 03×3 03×3
01×3 01×3 01×2 1 01×3 01×3
03×3 03×3 03×3 I3×3 I3×3

 (V.59)
(c) Calcul du gain du ﬁltre :
Kk = Pk|k−1HTk S
−1
k (V.60)
214 CHAPITRE V. STABILISATIONS BIO-INSPIRÉES DU QUADRIROTOR X4-MAG
(d) Correction de la prédiction des états :
xˆk|k = xˆk|k−1 +Kky˜k (V.61)
(e) Correction de la covariance de l’erreur :
Pk|k = (I15×15 −KkHk)Pk|k−1 (V.62)
4.3.3 Résultats expérimentaux
Scénario 1 : Dans un premier temps, aﬁn de valider le fonctionnement de l’EKF complet, nous allons
juste réaliser une trajectoire circulaire d’un mètre de rayon à 1.3 m au dessus de la cible et vériﬁer
les estimations fournies par l’EKF. Pour ce premier essai, le robot est contrôlé à l’aide du contrôleur
utilisant les mesures Vicon, et l’EKF tourne juste en parallèle à une fréquence de 400Hz.
Résultats 1 : La ﬁgure V.16 montre donc l’évolution des estimations au cours de cette trajectoire.
Les estimations en positions sont plutôt de bonnes qualités, étant donné que l’erreur en position sur
l’axe X reste inférieure à 12 cm et l’erreur sur l’axe Y inférieure à 20 cm. L’estimation d’attitude semble
également satisfaisante et présente une erreur maximale de 2° pour le roulis, de 4° pour le tangage et
de 6° pour le lacet.
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Figure V.16 – Erreur d’estimations du ﬁltre de Kalman complet lors d’une trajectoire circulaire. a-b)
Comparaison de la position estimée et de la position réelle mesurée (noir) lors d’une trajectoire circulaire
à altitude constante de rayon 0.5m. c-d) Comparaison des vitesses estimées avec les vitesses réelles
mesurées (noir) pour la même trajectoire. e) Erreur d’estimation de position. f) Erreur d’estimation
des angles de roulis tangage et lacet.
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φ˜ θ˜ ψ˜ X˜ Y˜ V˜X V˜Y
[°] [°] [°] [cm] [cm] [cm· s−1][cm· s−1]
Moyenne E[ · ] 0.99 -0.52 -2.10 1.06 -4.15 0.48 -3.93
Écart Type σ(· ) 1.47 0.57 1.53 3.42 6.79 9.14 9.32
Min min(· ) -2.35 -2.37 -6.30 -10.17 -22.67 -28.10 -28.38
Max max(· ) 5.20 1.17 1.65 12.05 11.89 31.24 23.12
Table V.3 – Précisions obtenues pour les diﬀérentes estimations lors de la répétition d’une trajectoire
circulaire.
Scénario 2 : Les résultats obtenus avec l’EKF complet étant suﬃsants, on décident donc de tester
les capacités du robot en vol stationnaire au dessus d’une cible. Pour cela, le robot décolle grâce au
contrôleur utilisant les données Vicon, et une fois positionné au dessus de la cible, on bascule sur le
contrôleur utilisant les données estimées par l’EKF. Puis après une trentaine de secondes, on déplace
manuellement la cible, aﬁn de vériﬁer les capacités de poursuite du système complet.
Cette fois ci, nous sommes dans la conﬁguration décrite par la ﬁgure V.15, c’est à dire que le robot est
complètement autonome (on considère que la mesure de hauteur fournie par le Vicon pourrait provenir
d’un baromètre, ou d’un télémètre embarqué). L’algorithme de localisation de la cible (algorithme de
vision) est exécuté à une fréquence de 800Hz. La fusion de données permettant d’estimer les états du
robot (EKF) fonctionne à 400Hz, tout comme le contrôle en attitude et la stabilisation visuelle (réﬂexes
VOR et VFR). La boucle d’asservissement en position et en vitesse fonctionne, quant à elle, à 100Hz.
Enﬁn, l’ensemble des données est supervisé et enregistré sur la station sol à une fréquence de 200Hz, via
une connexion Wiﬁ. Le robot est donc complètement autonome en terme de ressources calculatoires,
car l’ensemble des calculs sont eﬀectués à bord.
Résultats 2 : La ﬁgure V.17 montre donc les résultats de cette expérience. On observe, lors du
passage sur le contrôleur reposant sur l’EKF, un écart du robot par rapport à sa position de référence.
En eﬀet, sur la ﬁgure V.17a, le robot s’éloigne jusqu’à plus de 50 cm, avant de revenir autour de sa
position de référence. Cela s’explique, une fois encore, par l’initialisation du contrôleur (les diﬀérents
intégrateurs doivent atteindre leur état d’équilibre). Une fois cette phase transitoire écoulée, le robot
parvient à se maintenir au dessus de la cible, avec une précision inférieure à 20 cm. Et ce, même lorsque
la cible est en déplacement, à partir de t = 150s. On observe toujours un transitoire assez long sur
l’estimation de l’angle de lacet, qui de fait des couplages, entraine une erreur sur les angles de roulis
et de tangage qui ﬁnit par disparaître une fois que l’angle de lacet est correctement estimé(voir ﬁgures
V.17c-e et g entre t = 130s et t = 160s). On remarque bien que le contrôle d’attitude se base sur les
données de l’EKF, étant donné que sur la ﬁgure V.17e, c’est l’angle ψˆEKF qui est maintenu autour de
zéro. Ceci implique que, durant une bonne partie du vol, l’angle réel ψ¯Vicon n’est en réalité pas égal à
0. Cela permet de mettre en évidence la robustesse du système bouclé, face à une erreur d’estimation
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de plus de 10° sur l’angle de lacet.
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Figure V.17 – a) Estimation de la position XˆEKF en vert, consigne de position relative X⋆ en rouge,
position du Rover X¯TVicon en bleu et position réelle du quadrirotor X¯Vicon en noir. b) Estimation de la
position YˆEKF en vert, consigne de position relative Y ⋆ en rouge, position du Rover en bleu et position
réelle du quadrirotor (en noir).
4.3.4 Discussions
J’ai donc montré dans cette partie que X4-MaG était capable d’accomplir à la fois la tâche de
stabilisation, mais également de poursuite de cible, et ce, sans utiliser de centrale inertielle 9 axes
(en se basant uniquement sur un gyromètre 3 axes peu précis, un œil à seulement 24 pixels et un
découplage actionné de l’œil). J’ai également montré dans la partie 4.3.1 que l’estimation du lacet
était un des points faibles, et que sa dynamique d’estimation était assez lente. Les craintes évoquées
dans la partie précédente étaient liées au fait que pour une erreur d’estimation de l’angle de lacet trop
importante, le robot pourrait perdre la cible de vue (du fait du non alignement avec elle) et ainsi perdre
tout moyen d’estimer son attitude et de se localiser.
Cette expérience se veut donc rassurante concernant ce point, car on voit que même avec une
erreur d’estimation plutôt importante (> 10°), le robot parvient toujours à maintenir son équilibre au
dessus de la cible. Cela peut s’expliquer par une étude du champ de vision de l’œil. En eﬀet, l’équation
(V.45) montre le lien entre l’erreur rétinienne mesurée et l’angle ǫ¯rψ correspondant. Le champ de vision
minimal (pire cas parmi les quatre yeux) étant de FOVMIN = 18.3°, on peut estimer que l’angle maximal
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mesurable ǫ¯rψ par l’œil est de :
ψ¯ = ǫ¯ψ =
1
2
tan−1


D. tan
(
FOVMIN
2
)
rc

 (V.63)
Dans le cas précédent, le robot volait à une altitude de 1.3 m, et le contrôle d’attitude semble pouvoir
maintenir l’angle de lacet dans une enveloppe de ±5° autour de 0. Ce qui laisse penser que l’erreur
d’estimation maximale pourrait être de 23.7°, sans pour autant risquer de perdre de vue la cible. En
eﬀet, on voit ici que, malgré un mauvais alignement de plus de 10° du robot par rapport à la cible,
cette dernière reste dans le champ de vision du robot, qui réduit peu à peu cette erreur de cap.
5 Application à la poursuite d’un Rover
5.1 Poursuite du Rover basée vision
Scénario : Maintenant que l’estimateur complet (sans accéléromètres) a été validé, nous pouvons
utiliser le robot pour poursuivre un robot rover équipé d’une cible. Le robot, initialement placé sur le
rover immobile, décolle grâce au contrôleur utilisant les données Vicon. Puis à t = 106s, on bascule
sur le contrôleur basé sur l’EKF, aﬁn d’eﬀectuer un vol stationnaire au dessus du Rover. Puis, à partir
de t = 135s, le Rover est piloté manuellement pour eﬀectuer des translations selon l’axe Y . Dans un
premier temps, les translations sont eﬀectuées avec des arrêts et des changements de sens doux (voir
ﬁgure V.18c t = 145s et t = 162s). Puis, on eﬀectue ensuite des arrêts et des changements de sens
brusques (à t = 175s, t = 182s et t = 190s). Puis le Rover s’arrête et le robot reste en vol stationnaire
à son aplomb.
Résultats et discussions : On remarque donc que, après avoir basculé sur le contrôleur utilisant
les estimés de l’EKF, le robot eﬀectue un écart de plus de 60 cm selon X et de 90 cm selon Y . Puis il
revient se positionner au dessus de la cible, et se maintient dans un rayon de ±10 cm, selon les axes X
et Y , mais avec un biais de plus de 5 cm sur l’axe X, et de 11 cm sur l’axe Y . Les biais en position
s’expliquent par la calibration du "point 0" des servomoteurs. En eﬀet, lors de l’assemblage initial de
l’œil et du robot, l’axe des servomoteurs avait été collé au système de cardans, de façon à avoir un
regard parfaitement orthogonal au corps du robot à leur position 0 (consigne d’angle à 0°). Mais lors
des diﬀérents vols de mise aux points, des crash ainsi que des atterrissages brutaux ont décollé les axes
des servomoteurs. Ces derniers ont ensuite été recollés dans une position légèrement diﬀérente. Cela
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Figure V.18 – Poursuite d’un rover non coopératif dont la position n’est pas transmise au robot. a)
Séries de photographies illustrant le quadrirotor en train de poursuivre le rover. b et c) Évolution des
positions du réelles du rover (bleu), de la position du robot (noir), de la consigne de position relative
(rouge) et de la position relative estimée par le robot aérien (vert). d) L’erreur d’estimation de position
sur les axes X (bleu continu) et Y (vert continu). En pointillés bleus, l’erreur moyenne d’estimation
selon l’axe X et en pointillés verts, l’erreur moyenne d’estimation selon Y . e) L’erreur de poursuite de
la cible selon l’axe X en bleu clair continu, et l’erreur de poursuite de la cible selon l’axe Y en vert clair
continu. Les erreurs de poursuite sont centrées autour des erreurs moyennes d’estimations de position
selon X et Y , respectivement tracées en pointillés bleus et pointillés verts.
introduit donc un biais sur la position estimée des servomoteurs :


θˆerφ(p) =
zservop+ 1
1
ω2servo
p2 + 2ηωservop+1
.(θ⋆erφ(p) + bθerφ )
θˆerθ(p) =
zservop+ 1
1
ω2servo
p2 + 2ηωservop+1
.(θ⋆erθ(p) + bθerθ )
(V.64)
Ce biais entraine donc une erreur sur l’estimation de position, qui dépend de l’altitude à laquelle le
robot évolue et de la fonction tangente (ce biais est clairement visible dans les colonnes X˜ et Y˜ de la
ligne Moyenne du tableau V.4).
Ce biais pourrait être facilement identiﬁé, en eﬀectuant un vol stationnaire à une hauteur connue.
Cela n’a pas été réalisé, car il aurait été nécessaire de le ré-identiﬁer à chaque fois que l’œil était
endommagé, ce qui aurait été fastidieux. Et ce biais ne remet de toute façon pas en cause les résultats
qui sont exposés ici.
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Ensuite, durant la phase où le Rover se déplace de façon "douce", on remarque que le quadrirotor
réussit à le poursuivre avec une précision de positionnement de±30 cm selon l’axe X et ±15 cm selon
l’axe Y (voir V.18e entre t = 135s et t = 170s). Lors de l’arrêt brutal du Rover à t = 174s, le
robot dépasse la position de ce dernier de plus de 60 cm. Cela est principalement dû aux limitations
physiques du quadrirotor. En eﬀet, alors que le rover peut s’arrêter instantanément en bloquant ses
roues, le quadrirotor doit adopter une angle de roulis important, pour générer une forte décélération
pour revenir ensuite seulement autour de la position demandée. Autrement dit, alors que le rover est
commandé en vitesse, le quadrirotor est commandé en accélération. On voit bien qu’il s’agit de cette
limitation physique car, lors de cette manœuvre, l’erreur d’estimation est seulement de l’ordre de 15
cm. Il s’agit bien d’une limitation physique et non d’une mauvaise estimation des mouvements de la
cible. C’est lors de ces manœuvres que le découplage physique de l’œil prend tout son sens. En eﬀet,
sans ce découplage, les limitations physiques imposées au quadrirotor ne lui auraient pas permis de
maintenir la cible dans son champ visuel. Or ici, l’œil poursuit librement la cible tout en permettant
de continuer à bien estimer la position relative du Rover par rapport au quadrirotor, aﬁn de laisser à
ce dernier le temps d’eﬀectuer sa manœuvre de demi tour.
φ˜ θ˜ ψ˜ X˜ Y˜ V˜X V˜Y
[°] [°] [°] [cm] [cm] [cm· s−1] [cm· s−1]
Moyenne E[ · ] 1.05 0.08 3.71 4.31 -10.35 0.35 -3.95
Écart Type σ(· ) 1.47 0.63 2.85 5.47 4.49 14.41 8.80
Min min(· ) -3.19 -2.44 -1.90 -16.22 -24.72 -48.02 -45.14
Max max(· ) 4.71 2.50 15.16 21.48 2.81 37.91 25.12
Table V.4 – Précisions obtenues pour les diﬀérentes estimations lors de la poursuite d’un Rover.
Pour conclure sur cette poursuite, le tableau V.4 présente les précisions obtenues pour les diﬀérentes
estimations. On observe que, par rapport à l’expérience précédente, les précisions sont un peu moins
bonnes. Ceci s’explique par le mouvement de la cible qui n’est pas décrit dans le modèle implémenté
dans l’EKF (ce qui est normal car on ne connait à priori, ni le modèle dynamique, ni les déplacements de
la cible.) Ne bénéﬁciant pas de termes de prédictions pour les déplacements de la cible, les estimations
sont forcément un peu moins bonnes que précédemment (cas d’une cible immobile, où les mouvements
étaient générés "volontairement" par le quadrirotor).
5.2 Atterrissage sur cible mouvante
Scénario : Maintenant que nous avons montré les capacités de poursuite du quadrirotor, nous allons
réaliser un atterrissage sur un rover en mouvement. Pour cela, on eﬀectue comme précédemment, un
décollage en utilisant le contrôleur basé sur les mesure Vicon. Puis on bascule sur le contrôleur utilisant
les estimations de l’EKF aﬁn d’eﬀectuer un vol stationnaire au dessus du rover. Puis le rover est mis
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en mouvement, induisant une poursuite de la part du robot. Puis, on demande au quadrirotor d’aller
à une altitude de 0 m, tout en se maintenant à l’aplomb de la cible. Cela entraine donc naturellement
un atterrissage automatique. Ici, la descente avait été divisée en deux phases successives par sécurité.
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Figure V.19 – a) Séquence de photographies montrant l’atterrissage automatique du robot sur un
rover en mouvement. b-c-d) Évolution des positions du réelles du rover (bleu), de la position du robot
(noir), de la consigne de position relative (rouge) et de la position relative estimée par le robot (vert).
e-f) Vitesses réelles du robot V¯XVicon et V¯YVicon mesurées par le Vicon en noir. En vert, les vitesses
estimées par l’EKF, qui correspondent aux vitesses apparentes réelles V¯Xapp = V¯XVicon − VXTVicon et
V¯Yapp = V¯YVicon − VYTVicon mesurées par le Vicon. g) Les erreurs d’estimations de positions en bleu pour
l’axe X et en vert pour l’axe Y . h) Les erreurs de poursuites de la cible en bleu pour l’axe X et en vert
pour l’axe Y . En pointillés bleu et vert, les erreurs moyennes d’estimations de positions sur les axes X
et Y respectivement.
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a) STATIONNAIRE
φ˜ θ˜ ψ˜ X˜ Y˜ V˜X V˜Y
[°] [°] [°] [cm] [cm] [cm· s−1][cm· s−1]
Moyenne E[ · ] 0.11 -0.86 -0.59 2.79 -9.88 -1.85 0.82
Écart Type σ(· ) 1.18 0.55 0.58 4.86 3.32 14.80 6.42
Min min(· ) -2.27 -4.25 -2.45 -9.11 -15.74 -36.94 -15.64
Max max(· ) 2.57 0.43 0.52 12.97 -2.67 31.94 16.20
b) POURSUITE + φ˜ θ˜ ψ˜ X˜ Y˜ V˜X V˜Y
ATTERRISSAGE [°] [°] [°] [cm] [cm] [cm· s−1][cm· s−1]
Moyenne E[ · ] -0.45 -0.75 2.96 2.07 -8.23 -2.19 1.83
Écart Type σ(· ) 1.02 0.45 0.87 5.10 4.02 14.34 5.47
Min min(· ) -2.94 -3.01 -5.5 -7.70 -17.88 -33.82 -18.65
Max max(· ) 2.73 0.66 -0.60 20.30 16.13 46.55 15.35
Table V.5 – a) Précision obtenues pour les diﬀérentes estimations lors de la phase de vol stationnaire.
b) Précisions obtenues pour les diﬀérentes estimations lors de la phase de poursuite et d’atterrissage.
Résultats et discussions : On observe donc sur la ﬁgure V.19a une séquence de photographies met-
tant en évidence l’atterrissage réussi du quadrirotor sur le rover en mouvement (environ 20 cm· s−1).
Sur les courbes des ﬁgures V.19b-d, on observe que le quadrirotor poursuit avec succès la cible durant
ses déplacements. Durant la phase de descente, on voit que le robot s’écarte un peu de la trajectoire
attendue ( il se décale sur le côté) mais maintient tout de même son regard sur la cible. Cela lui permet
donc, de tout même atterrir sur le rover, à 16.5 cm du centre de la cible sur l’axe X et 12.9 cm sur
l’axe Y .
Dans le tableau V.5, on présente les précisions d’estimation obtenues pour la phase de vol sta-
tionnaire et la phase de poursuite et atterrissage. On observe qu’en terme d’écart type sur les erreurs
d’estimation, les performances sont meilleures pour la phase de poursuite que pour la phase de vol
stationnaire. Cela peut s’expliquer par deux phénomènes. Le premier est que la phase de poursuite
arrivant plus tard, les biais des gyromètres sont mieux estimés. Le deuxième phénomène peut être tout
simplement dû à l’observabilité qui est moins bonne pour des vitesses s’approchant de 0. Lors de la
poursuite, les vitesses sont un peu plus importantes, ce qui fournit probablement une information plus
riche permettant une meilleur estimation.
6 Discussions ﬁnales et perspectives de travail
Dans ce chapitre, j’ai donc montré qu’il était possible de stabiliser entièrement un quadrirotor au
dessus d’une cible de type croix à l’aide de l’œil développé dans le chapitre IV. J’ai donc proposé une
méthode incrémentale, permettant de reconstruire petit à petit l’ensemble des états du robot, à l’aide de
diﬀérents ﬁltres de Kalman étendus, aﬁn de valider progressivement l’estimation et l’asservissement de
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l’ensemble des degrés de liberté du robot. Une première expérience à permis de démontrer lors d’un vol,
l’eﬃcacité des réﬂexes de stabilisation visuelle, ainsi que les capacités de poursuite qu’oﬀre le système
occulomoteur. La conception d’un premier EKF a ensuite permis de montrer que l’orientation de l’œil,
ainsi verrouillé sur la cible, permettait de remonter à la position et la vitesse relative du quadrirotor, par
rapport à une cible. Dans un second temps, un deuxième ﬁltre de Kalman a permis d’estimer le roulis
et le tangage du robot, et ce, en se passant des mesures des accéléromètres. Puis, j’ai montré qu’il était
possible d’extraire de la mesure de lacet fournie par l’œil, l’orientation relative de la cible, par rapport
à celle du robot. Une attention particulière a alors été portée sur cette mesure de lacet, aﬁn d’expliquer
la dégradation de la précision de localisation en lacet par rapport à celle obtenue pour chacun des
yeux. Puis, j’ai montré que l’on pouvait, malgré tout, extraire une informations "basse fréquence" sur
l’orientation de la cible, qui est suﬃsante pour asservir le cap du robot sur celui de la cible. Enﬁn,
un dernier EKF a été développé, permettant de reconstituer les 15 états du robot. Pour cela, seuls les
mesures des 3 gyromètres (dont on estime les biais), les mesures des 3 orientations relatives de la cible
et une mesure de l’altitude du robot sont nécessaires. Finalement, j’ai montré comment ce quadrirotor
et son système de vision pouvaient être utilisés pour poursuivre un véhicule non coopératif. De même,
il a été montré que l’on pouvait faire atterrir le quadrirotor sur un rover en mouvement, équipé d’une
cible.
Le but de ce chapitre était donc de démontrer, qu’il était possible de stabiliser entièrement un
quadrirotor, sans utiliser les méthodes classiques qui se basent sur des centrales inertielles complètes.
J’ai donc montré, que le regard pouvait être utilisé de façon eﬃcace, à l’instar des accéléromètres,
pour estimer les biais des gyromètres. De plus, l’utilisation du regard comme "inclinomètre" présente
un avantage certain par rapport aux accéléromètres. En eﬀet, en cas d’accélérations latérales fortes, le
vecteur de gravité se voit modiﬁé, ce qui engendre un biais dans l’estimation. De même, pour certains
mouvements, comme des trajectoires circulaires rapides, les mesures des accéléromètres se voient in-
ﬂuencées par la force centrifuge. Le regard, lui, est insensible aux accélérations latérales ou à ces autres
forces mesurées par les accéléromètres. De même, les mouvements de rotations pures du robot étant
compensés par les réﬂexes, l’orientation du regard permet de mesurer les translations sans ambiguïté
(autrement dit, les mouvements mesurés par l’œil et l’orientation du regard sont liés uniquement à des
translations).
Les travaux futurs pourraient être nombreux :
— Durant tout le chapitre, nous avons conservé des contrôleurs en attitude et positions qui avaient
été réglés pour le quadrirotor sans son système de vision, en adaptant uniquement les paramètres
de masse et de matrice d’inertie. Ce choix avait été fait de façon à pouvoir mieux comparer les ré-
sultats entre eux. Une première amélioration consisterait donc à aﬃner le réglages des contrôleurs
d’attitude et de positions, aﬁn d’atténuer les oscillations parasites présentes en vol stationnaire. De
même, des techniques de contrôle adaptatif robuste pourraient être testées, comme par exemple
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le contrôle adaptatif rapide de type L1.
— Nous avons montré que ces oscillations étaient également dues à la précision réduite qu’oﬀre
l’orientation du regard (principalement dû au frottements et à la résolution de l’asservissement
des servomoteurs.) Le concept de l’œil ayant été validé, il serait intéressant de créer une deuxième
version du mécanisme de découplage. En eﬀet, les servomoteurs avaient été choisis pour leur
simplicité d’utilisation, mais ils présentent des limitations structurelles importantes (précision
limitée, instabilités pour certaines fréquences d’excitation, fragilité de l’étage de réduction, etc.)
Une deuxième version pourrait donc coupler des moteurs brushless Gimbal avec des capteurs
de positions angulaires (capteurs magnétiques, codeurs, etc.) aﬁn d’obtenir un asservissement
du regard plus précis. Cela permettrait donc, de réduire les oscillations du regard autour d’une
position d’équilibre et d’améliorer grandement les estimations de positions et de vitesses.
— Il resterait également à mettre en œuvre les méthodes de guidage par le regard qui avait été intro-
duites dans la ﬁn du chapitre II. En eﬀet, l’œil présentant une très bonne dynamique (800°· s−1),
il devrait être possible de générer des saccades, permettant au robot de naviguer d’un cible à une
autre.
— Il serait intéressant d’étudier les capacités de poursuite du robot sur des trajectoires plus com-
plexes. Le rover pourrait par exemple, décrire un cercle ou un carré, ce qui permettrait de combiner
simultanément des translations à des mouvements de lacet. Dans ces cas là, il serait sans doute
intéressant d’ajouter un découplage de l’œil sur l’axe de lacet, aﬁn de rendre la poursuite plus
robuste aux changements d’orientation de la cible.
Les stratégies présentées ici sont fortement dépendantes de la connaissance de l’altitude. Ici, cette
mesure était fournie par le Vicon, mais pour garantir l’autonomie du quadrirotor, il serait intéressant
d’ajouter un capteur d’altitude, tel qu’un baromètre, ou encore un télémètre infrarouge par exemple.
Une autre solution consisterait à extraire l’information de hauteur du capteur visuel directement. Plu-
sieurs solutions sont alors envisageables :
— En eﬀet, il a été montré que la sortie issue du traitement d’une paire dépend de l’angle sous tendu
de la cible et de la position angulaire de la cible (voir ﬁgure IV.21 du chapitre IV). Pour une valeur
de sortie de capteurs, il y a donc une inﬁnité de couple (position angulaire, angle sous-tendu)
possible. Dans ces travaux, nous nous sommes placées à une altitude connue, et avons réalisé une
calibration aﬁn de lever l’ambiguïté lié à l’angle sous tendu. Mais en utilisant l’information des
paires voisines, on obtient 2 mesures indépendantes, qui permettent de déterminer à la fois l’angle
sous tendu et la position angulaire de la cible. Dans le cas où la largeur de la cible est connue,
on peut donc remonter à partir de l’angle sous-tendu à une information de distance à la cible (et
donc de hauteur dans notre cas). Ces recherches font actuellement l’objet d’une thèse au sein de
l’ISM à Marseille (thèse de Fabien Colonnier).
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— Une deuxième solution, consisterait à appliquer un louvoiement d’amplitude connue avec l’œil.
L’idée est de toujours poursuivre la cible du regard, mais d’ajouter des saccades de l’œil autour de
la position de la cible. Ainsi, du fait que le centre de rotation de l’œil ne se trouve pas au niveau
du centre optique du capteur, on crée une base binoculaire permettant d’estimer la distance de
la cible. Le principe est expliqué par la ﬁgure V.20.
Figure V.20 – Principe d’estimation de la distance par rapport à la cible par louvoiement. La distance
L étant connue, si on applique un louvoiement, d’amplitude ∆θ connu, et que l’on suppose la cible
immobile entre les instants séparant les mesures θ¯er1 et θ¯er2. On pourrait, par triangulation, remonter
à l’information de distance h par rapport à la cible.
On peut également se poser la question de la complexité de l’EKF et sa plausibilité au sens biolo-
gique. Il semble peu probable que la mouche utilise les informations visuelles pour estimer l’ensemble de
ses états (position, vitesse, attitude, etc.) Il semblerai plus vraisemblable que des boucles de rétroaction
permettent d’asservir directement l’angle entre le cou et le corps, l’asservissement en attitude et en
position par rapport à la cible serait alors une conséquence de cette asservissement du regard. Ce genre
de contrôleurs pourrait être obtenus en adaptant par exemple les stratégies présentées dans [Rifaï et al.,
2013].
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1 Travail accompli
Durant cette thèse, j’ai donc posé les bases d’une stratégie de guidage visuel, basée sur le regard, qui
permet de remonter simultanément à l’attitude et à la position d’un micro robot aérien, sous réserve que
l’altitude soit connue. Le but principal de cette thèse était de faire une preuve de concept, concernant
la possibilité de stabiliser un robot aérien sans accéléromètre, ni magnétomètre, à l’instar des insectes
comme la mouche.
Aﬁn d’atteindre cet objectif, nous nous sommes d’abord intéressé, dans le chapitre II, à la stabi-
lisation d’un simple birotor, aﬁn de démontrer l’intérêt d’introduire un découplage entre la "tête" et
le "corps" du robot. Nous avons alors montré, que ce découplage, en plus de présenter des avantages
évidents vis-à-vis de la perte de vue de la cible, était sans doute un point clé permettant aux insectes,
comme la mouche, de voler sans accéléromètre. Nous avons ensuite énoncé une nouvelle technique de
navigation possible, découlant directement de ce système : le robot peut se déplacer de cible en cible,
en réalisant de rapides saccades avec son œil, pour changer de cible. Dans ce cas-là, tout ce que fait
le robot découle de son regard ; c’est pour cela que l’on appelle ces stratégies : stratégies de guidage
par le regard. Puis, toujours dans le cadre des travaux plaçant la stabilisation au cœur des réﬂexions,
nous avons montré que le découplage du regard pouvait être un élément clé pour réaliser des tâches
d’odométrie visuelle. Nous avons alors réussi, expérimentalement, à stabiliser un birotor au-dessus d’un
panneau texturé. Dans ce cas, le découplage mécanique servait à rendre le système de vision sensible
uniquement aux mouvements de translation du robot, étant donné que tous les mouvements liés à
l’attitude, étaient annulés par le découplage actif.
Ensuite, dans le chapitre III, j’ai présenté en détail la conception d’une nouvelle plateforme quadri-
rotor open-source, basé sur Linux. La particularité de cette plateforme étant, qu’elle est entièrement
programmable et pilotable, depuis l’environnement Matlab/Simulink. Ce choix découlant de la volonté
de n’avoir plus qu’un environnement de développement pour : la simulation, la validation PIL et l’ap-
plication ﬁnale. J’ai alors présenté brièvement la toolbox RT-MaG, qui permet de générer, depuis un
modèle Simulink, une application temps réel dédiée à un environnement Linux embarqué. J’ai également
présenté en détail, les choix de conception pour la partie logicielle et matérielle, ainsi que les diﬀérents
modes de secours mis en place pour sécuriser la plateforme, en cas de défaillances matérielles. J’ai
ensuite présenté en détail, le choix des divers composants, et rappelé l’importance capitale d’asservir la
vitesse de rotation des hélices (ce qui n’est pas encore systématiquement fait dans de nombreux qua-
drirotors disponibles aujourd’hui.) Puis, j’ai rappelé les principaux phénomènes à prendre en compte
lors de la modélisation d’un quadrirotor. J’ai alors pris soin de présenter deux types modèles, un pour
la simulation, qui regroupe l’ensemble des phénomènes physiques les plus importants, et un pour le
contrôle qui ne regroupe que les plus importants. Ensuite, j’ai comparé deux stratégies de stabilisation
du quadrirotor, dans une arène de vol équipée d’un système Vicon. Puis, j’ai sélectionné la meilleure,
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pour créer un mode de secours automatique, permettant de reprendre la main en cas de défaillance,
aﬁn de sécuriser l’expérimentation de nouveaux contrôleurs.
Dans le chapitre IV, j’ai décrit en détail la conception d’un système occulo-moteur bio-inspiré
complet, permettant de localiser une cible selon 3 orientations, et de la poursuivre selon 2 directions.
Cette œil minimaliste est au ﬁnal capable de localiser une cible avec une précision inférieure à 0.1°, et
ce, à une fréquence allant jusqu’à 1 kHz. Il oﬀre également des capacités de poursuite de cible allant
jusqu’à plus de 200°· s−1. Le tout avec seulement 24 pixels.
Enﬁn, dans le chapitre V, j’ai présenté le système complet, à savoir le quadrirotor du chapitre III
équipé de l’œil du chapitre IV. J’ai alors montré, étape par étape, comment on pouvait, grâce à l’œil
et l’orientation du regard, stabiliser le quadrirotor sans utiliser ni accéléromètre, ni magnétomètre. Au
ﬁnal le robot est capable de décoller, atterrir et même poursuivre eﬃcacement une cible mobile sur la
seule base de son œil, d’un gyromètre 3 axes et d’un capteur d’altitude. Nous avons même montré, que
le robot était capable d’atterrir sur une cible en mouvement.
Les contributions de cette thèse sont donc multiples et on distinguera les contributions techniques
et scientiﬁques.
Les deux principales contributions techniques de cette thèse sont donc :
— le développement d’une nouvelle plateforme quadrirotor bas coût entièrement open-source et
open-hardware.
— une nouvelle toolbox Matlab/Simulink open-source permettant la génération automatique d’ap-
plication temps réelle pour des cibles Linux embarquées. Cet outil permet de grandement réduire
le temps de développement, et conserver le même environnement de développement (Simulink)
pour valider l’ensemble des algorithmes de contrôle en simulation, en Processor-In-the-Loop et
générer automatiquement l’application temps réel Linux correspondante pour la cible ﬁnale.
D’un point de vue scientiﬁque, les contributions de cette thèse sont :
— une extension des travaux précédents sur les capteurs bio-inspirés reproduisant la vision de la
mouche et dotés d’hyperacuité :
— une nouvelle procédure de calibration robuste, permettant une linéarisation parfaite des
sorties de chaque paire de pixels, pour une cible donnée. Ceci permet d’agrandir la plage
de localisation d’une paire de photo-récepteurs, d’améliorer la qualité de la localisation et
ouvre la possibilité de fusion multi-paire,
— le développement d’un algorithme de fusions multi-paires permettant d’augmenter le champ
visuel d’un œil, équipé de plusieurs paires de photo-récepteurs, tout en garantissant la linéa-
rité du capteur. De plus, une nouvelle méthode de sélection de la meilleure paire est proposée
(fonction ZSL), ce qui permet également de de détecter l’absence de cible,
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— le développement complet d’un nouveau système occulo-moteur, permettant la poursuite de cible
avec une grande précision et une grande rapidité selon 2 axes de poursuite. Ce système per-
met, grâce à une combinaison originale de quatre yeux élémentaires et d’une fusion appropriée,
d’étendre la localisation de cible du cas 1-D (une dimension) au cas 2-D (localisation de la cible
selon deux directions) et de donner une mesure de son orientation (angle de lacet). Le capteur est
ainsi capable de localiser précisément la position angulaire d’une cible selon 3 directions : azimut,
élévation et orientation de la cible.
— le développement de nouvelles stratégies d’estimation et de stabilisation de micro drone, basées
sur l’orientation du regard. L’originalité de ces stratégies étant de ne pas utiliser d’accéléromètres
pour estimer l’attitude de l’engin, mais de déduire ces états de l’orientation du regard. A ma
connaissance, c’est la première fois qu’un quadrirotor est stabilisé entièrement en position et
attitude sans aide d’accéléromètre,
— la première application de robotique volante permettant la poursuite de cibles mouvantes et
l’atterrissage sur des cibles en déplacement, n’utilisant comme capteurs que la vision et des gy-
romètres. On a montré que le découplage tête-corps peut être utilisé, au-delà de la poursuite de
cible (comme c’est le but la plupart du temps), pour estimer l’ensemble des états du drone, tout
en lui permettant la poursuite de la cible.
2 Discussions
Après lecture de ce manuscrit on peut se poser légitimement la question : "ces stratégies sont-
elles biologiquement plausibles ?" Le but de la thèse n’était pas d’apporter des réponses formelles, sur
comment certains insectes font pour se stabiliser sans accéléromètre. Mais plutôt, "est-il possible de
stabiliser un micro-drone avec seulement des capteurs semblables à ceux de l’insecte ?" Cette preuve
de concept étant faite, il serait intéressant de rechercher des formes de commandes diﬀérentes, proba-
blement privées de la partie estimation d’états, qui seraient à même de stabiliser le même système de
façon biologiquement crédible.
De même, les stratégies présentées ici nécessitent de connaître la hauteur de vol par rapport à la
cible. Cette hauteur pourrait être mesurée comme classiquement dans les applications de robotique
aérienne, c’est à dire avec un télémètre, un baromètre, des capteurs à ultra-son, etc. Mais, bien que
l’on ne sache pas vraiment comment cette fonction est réalisé chez l’insecte (bien que rien ne prouve
qu’il estime sa hauteur de vol, bien au contraire), cette information pourrait également être extraite de
diﬀérentes manières à partir du capteur visuel, comme expliqué en ﬁn du chapitre V.
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3 Travaux futurs possibles
Les travaux de cette thèse apportent encore beaucoup de questions, et de nombreux travaux dans
la suite directe, ou non, pourraient encore être menés.
Il resterait bien sûr à :
— Valider expérimentalement la navigation point par point, découlant de saccades de l’œil, comme
décrit dans le chapitre II,
— Tester la poursuite de cible sur des trajectoires plus compliquées, incorporant des changements
de cap et de position simultanément,
— Rendre plus solide le système occulo-moteur. Actuellement, le système est actionné par des ser-
vomoteurs, qui sont sensibles à la casse (étage de réduction fragile) en cas de crash. Il serait
intéressant de construire un système Gimbal miniaturisé basé sur des moteurs brushless Gimbal,
qui sont beaucoup plus résistants (pas d’étage de réduction, prise direct sur l’axe du moteur),
aﬁn de rendre le système plus robuste. De plus cela permettrait de grandement améliorer la pré-
cision de l’orientation de la tourelle et donc de faire disparaître les oscillations indésirables, qui
découlaient de ce manque de précision lié aux servomoteurs.
— De même, il serait intéressant d’ajouter des capteurs magnétiques ou encodeurs, pour lire la posi-
tion réelle de la tourelle, et ne pas l’estimer à partir des commandes envoyées aux servomoteurs.
Cela permettrait d’améliorer encore la précision de positionnement du système.
De même, il serait intéressant d’ajouter un découplage selon l’axe de lacet pour la vision, aﬁn de
permettre plus tard d’améliorer les performances de poursuite de cible et de mesure de l’angle de lacet.
4 Perspectives
Dans un cadre diﬀérent que la robotique bio-inspirée, on pourrait envisager de combiner cette
information d’orientation du regard, avec celle des systèmes classiques, basés sur les IMU 9 axes. En
eﬀet, cela permettrait d’apporter de la redondance pour l’estimation d’attitude. De plus, l’estimation
d’attitude liée au regard, ne souﬀre pas de distorsions liées aux fortes accélérations latérales, aux forces
centrifuges, etc. (qui modiﬁent l’orientation du vecteur de gravité mesuré par les accéléromètres). Cela
pourrait donc permettre d’améliorer l’estimation d’attitude lors de certaines phases de vol.
Cela pourrait également permettre d’estimer localement (autour d’une cible donnée), la position du
micro-drone. Ceci pourrait permettre d’accroitre la précision d’un système de positionnement classique
(le GPS par exemple), aux alentours d’une cible connue. Cela pourrait s’avérer particulièrement inté-
ressant, pour des missions nécessitant une précision de positionnement accrue, dans une zone limitée.
Ce système pourrait même être utilisé pour permettre, en cas de perte de signal GPS, de stabiliser
le drone malgré tout en se ﬁxant sur un amère visuel, dont la dernière position GPS serait connue (la
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position GPS peut être déduite de l’orientation de l’œil et de la position GPS du drone avant la perte
GPS). Ainsi, il serait possible de continuer la mission, en se référant à la position de ce dernier amère
connu.
Enﬁn une autre possibilité, est l’appontage automatique de véhicule volant sur des navires. En eﬀet,
nous avons montré que ce système était suﬃsamment ﬁable pour permettre à un quadrirotor d’atterrir
automatiquement sur un robot rover en mouvement. Il serait donc possible d’étendre ce concept à
l’atterrissage sur des navires en présence de houle.
Annexe A
Precision of the VICON localization
system
1 Introduction
The Vicon’s localization system is one of the most used motion tracking system. However, it is
diﬃcult to ﬁnd information about the accuracy and the precision of this system, because these two
parameters strongly depend of the cameras’ position and conﬁguration. For example, [Windolf et al.,
2008] assessed that the accuracy of such a system was about 0.063mm in a most favorable conﬁguration
with a precision of about 0.015mm. [Nippon Engineering College in Tokyo, 2002] compared diﬀerent
localization systems and measured an accuracy of 0.24mm.
In order to analyze the results obtained with various airborne and ground robots in our ﬂying
arena, it was necessary to assess the precision of the Vicon’s localization system.
First, it is proposed to deﬁne the diﬀerence between precision and accuracy. The detailed deﬁnition
of these two terms available at [Grubbs, 1973] or [Joint Committee for Guides in Metrology, 2012] and
can be summarized as follows :
The accuracy of a measurement system is the "closeness of agreement between a measured quantity
value and a true quantity value of a measurand." (from [Joint Committee for Guides in Metrology,
2012])
The precision of a measurement system is "the closeness of agreement between indications or measu-
red quantity values obtained by replicate measurements on the same or similar objects under speciﬁed
conditions." (from [Joint Committee for Guides in Metrology, 2012])
According to these deﬁnitions, assessing the accuracy of the Vicon System may be quite a diﬃcult
task because it requires using another accurate measurement system. For example, even if one used a
simple accurate measuring tape for this purpose, many precautions and complex procedures would be
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necessary because the measurements would have to be carried out in a large 3-D space ; whereas the
precision of the Vicon localization system can be assessed much more easily. It was therefore proposed
in this study to determine the precision of the Vicon system used in our ﬂying arena rather than the
accuracy of this system.
2 Procedure and conditions
A given object was placed at various points in the ﬂying arena for 30 seconds, and the data obtained
with the Vicon system during this time were recorded. The structure holding the camera was motorized
and could be moved up and down to adapt the "working volume" of the arena as required. All the results
presented here were obtained with the maximum working volume (6m × 6mm). The mean position
measured, the standard deviation of the measurements, and the maximum deviation of each position
in the arena were then calculated.
The object used in these tests was the “Wand” which is also a calibration tool provided by Vicon
Motion Systems Ltd and endowed with IR reﬂectors. This object is shown in the ﬁgure A.1 in various
position during the procedure.
3 The metrics
The precision was assessed here using two diﬀerent metrics, the standard deviation and themaxi-
mum deviation. The values of these parameters were determined at each of the Wand positions tested,
and then globally. Complete volume and overall values were obtained using the following procedure :
P series of measurements were performed for δt-seconds each with the Vicon system at a frequency fs.
Each position is denoted pk, where k ∈ N and 1 6 k 6 P . At each position pk, we have N measurements
denoted xi,k (where N = δt.fs), giving a vector with the 3 coordinates xi,k =
(
Xi,k Yi,k Zi,k
)T
. At
each position pk, the mean value E(pk), the standard deviation σ(pk) and the maximum deviation
measured ǫmax(pk), are deﬁned as follows :
E(pk) =
1
N
N∑
i=1
xi,k (A.1)
σ(pk) =
√√√√ 1
N
N∑
i=1
(xi,k − E(pk))2 (A.2)
ǫmax(pk) = max (|x1,k − E(pk)|, |x2,k − E(pk)|, ..., |xN,k − E(pk)|) (A.3)
By extension, the overall standard deviation, denoted E(σ), can be deﬁned as the mean standard
deviation of all the positions. The overall maximum deviation, denoted ǫ
MAX
, can also be deﬁned,
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Figure A.1 – In order to assess the precision of the Vicon system, a given object (the "Wand" used
to calibrate the system) was placed in various positions. Each of the “Wand” positions measured by
the motion capture Vicon’s system was recorded for 30 seconds. The “Wand” was placed in 9 diﬀerent
positions, each of which was repeated at 4 diﬀerent heights, making 36 measurements in all, covering
practically the whole volume of the ﬂying arena. The Wand (surrounded by a red circle) is shown here
at various points in the arena and at various heights.
corresponding to the largest value of all the maximum deviations :
E(σ) =
1
P
P∑
k=1
σ(pk) (A.4)
ǫ
MAX
= max (ǫmax(p1), ǫmax(p2), ..., ǫmax(pP )) (A.5)
4 Results
The above procedure was applied to 36 diﬀerent positions (9 positions at 4 diﬀerent heights, covering
a large part of the whole volume of the ﬂying arena). The data obtained at each position were recorded
for 30 seconds at a frequency of 500Hz. The arena was equipped with 17 T-40s cameras arranged as
shown in the ﬁgure A.2. Before the experiment started, the calibration was repeated until an "image
error" of less than 0.35 pixels was reached with each camera (in the Tracker 2.0 program), i.e., until
the position of a marker’s centroid could be measured with a precision greater than 0.35 pixels in the
case of each camera (see ﬁgure A.2).
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Figure A.2 – Screenshot of the Tracker software
just before the experiment. The precision was as-
sessed by the Tracker system in terms of the "image
error", which is the estimated camera’s positioning
error in pixels. The use of multiple cameras makes
it possible to achieve a sub-pixel resolution. Before
all the experiments conducted in the arena, we che-
cked that the calibration yielded an "image error"
of less than 0.35 pixels.
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Figure A.3 – Diagram of the precision depending
on the position of the object. The standard devia-
tion given here is that of the "worst" of the X, Y
or Z axes.
The ﬁgure A.4a gives the Wand’s position measured versus time in the 36 positions. The time series
of each position is delimited using two ’x’ markers. The ﬁgure A.4b is a zoom showing one of the time
series, with the corresponding standard deviation (blue shaded area), the mean position (black line)
and the maximum deviation (red circle).
The table A.1 gives the standard deviations and maximum deviations measured at 6 diﬀerent
positions (chosen at random among the 36 positions tested). The values of these two parameters in
the other positions were also computed, but have not been presented here for the sake of clarity. The
precision varied because the number of cameras able to detect the object varied, depending on the
object’s position pk. This situation is also illustrated in the ﬁgure A.3, where colored spheres indicate
the precision at a given position. The lowest precision was observed at a height of about 1.8 m because
the four cameras located at the bottom of the arena could not detect the object, which was also relatively
far from the camera located at the top of the arena.
The table A.2 gives the minimum standard deviation (the greatest precision), the maximum stan-
dard deviation (the lowest precision) and the mean standard deviation (the average precision with the
volume tested) obtained on each axis using the data recorded on the 36 diﬀerent positions. These values
reﬂect the global standard deviation, the global maximum standard deviation and global maximum de-
viation . It can be seen from this table that the maximum standard deviation was about 0.46mm on
the X-axis, 0.52mm on the Y axis and 0.19mm on the Z-axis. The mean standard deviation measured
was about 0.14mm on the X-axis, 0.15mm on the Y-axis and 0.07mm on the Z-axis. In both cases, it
4. RESULTS 235
a) b)
85 90 95 100 105 110
1561.76
1561.77
1561.74
1561.75
1561.72
1561.73
1561.70
1561.71
1561.68
1561.69
1561.670 200 400 600 800 1000 1200 1400 1600 1800 2000-3
-2
-1
0
1
2
3
Figure A.4 – a) A recording of the 36 diﬀerent positions delimited by ’x’ markers on which the metrics
were computed. The positions on the axes X, Y and Z are plotted in blue, red and green respectively.
Peaks between two diﬀerent positions in the recordings were due to the manual displacement of the
Wand. b) Zoom corresponding to the measurements recorded at the position p3 (corresponding to the
red shaded area in ﬁgure a). The red line gives the position measured by the Vicon system with time,
and the red shaded area corresponds to the standard deviation σ(p3). The blue crosses correspond to
the maximum deviation ǫmax(p3) measured with respect to the mean position E(p3), which is plotted
in the form of a black line.
a) Standard deviation σ(pk) [mm]
p34 p17 p29 p5 p15 p33
X 0.1098 0.0970 0.0569 0.0148 0.1916 0.3442
Y 0.2063 0.1457 0.0816 0.0105 0.3536 0.0251
Z 0.1037 0.0580 0.0708 0.0052 0.0992 0.0988
b) Maximum measured deviation ǫmax(pk) [mm]
p1 p2 p3 p4 p5 p6
X 0.2791 0.2554 0.1267 0.0755 0.5252 0.8023
Y 0.5453 0.3382 0.1727 0.0548 0.8859 0.0452
Z 0.2395 0.1313 0.1759 0.0231 0.3424 0.2236
Table A.1 – The standard deviation and maximum deviation measured at 6 of the 36 positions tested.
a) The standard deviation (in millimetres) on each of the X, Y and Z axes. b) The maximum deviation
measured with respect to the mean value (in millimetres) on each of the X, Y and Z axes.
can be reasonably assumed that the precision was greater than 1mm, i.e., that the variations in the
measurements (the precision) were in the sub-millimetric range.
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Min STD min(σ(pk))
[mm]
Max STD
max(σ(pk)) [mm]
Mean STD E(σ)
[mm]
Max deviation ǫ
MAX
[mm]
X 0.0025 0.46209 0.1375 1.1187
Y 0.0033 0.5173 0.1492 1.3057
Z 0.0042 0.1889 0.0714 0.3653
Table A.2 – The minimum standard deviation observed in the arena was found to be about 0.0025mm,
which was probably greatly underestimated ; this value cannot be valid because it is well below the
accuracy ("trueness") of the Vicon system. The maximum standard deviation observed in the arena
was about 0.52mm, which was highly accurate. The mean standard deviation observed can be said to
be less than 0.2mm. The maximum deviation measured was less than 1.5mm (1.31mm), which means
that the position of the object was given by the Vicon system with a precision of ±of1.5mm in the
worst case.
4.1 Discussion
Based on the results presented above, it can be concluded that the greatest positioning error observed
here (in terms of maximum deviation measured with respect to the mean value) amounted to less
than 1.5mm. i.e., the lowest precision of the measurements obtained was ±1.5mm. A parameter more
commonly used to assess the precision is the standard deviation. The mean precision of the Vicon
system observed in the ﬂying arena in its largest conﬁguration was as small as 0.2mm in terms of the
mean standard deviation and 0.6mm in terms of the greatest standard deviation (the worst case). In
both cases, it can be assumed that the precision of the system tested was in the sub-millimetric range.
These results obviously depended on the positions of the cameras, the quality of the calibration and
several other parameters. For example, all the cameras were supported by a motorized metallic structure
which made it possible to adapt the "working" space. Since the metallic structure was relatively large,
its position necessarily depended on the current temperature of the arena. To deal with this problem,
the temperature in the arena was regulated during the experiments, and calibrations were performed
at least twice a day (or more frequently if the precision was aﬀected). In addition, the required level
of precision could presumably be achieved only if some experimental conditions were met and the
calibration was performed properly by repeating it until a maximum error of less than 0.35 pixels was
reached in the Tracker program (see ﬁgure A.2. In short, a satisfactory level of precision can be achieved
with this set-up only if the following conditions are met :
— The temperature must not change during the experiment (±1°),
— The calibration must have a precision of at least 0.35 pixels in the worst case (in that of the least
well calibrated camera),
— The ambient light must be kept constant, especially in the infra-red band : the awnings/roller
blinds of the arena were kept down during the present experiments to prevent the sunlight from
disturbing the measurements.
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As the levels of precision given in this paper were obtained with the largest conﬁguration of the arena,
it can be reasonably assumed that better (or at least equivalent) performances would be obtained
with smaller conﬁgurations. In conclusion, the precision of our Vicon system, composed by 17 cameras
(T40S), as a means of localizing objects in our ﬂying arena can be said to be in the sub-millimetre
range (0.6mm in the case of the largest standard deviation).

Annexe B
Inﬂuences du système Vicon et des
Néons sur l’œil
On propose ici de quantiﬁer l’inﬂuence du système de capture de mouvement Vicon et de l’éclairage
artiﬁciel des néons qui sont tout deux des systèmes pulsés. Ces deux systèmes vont donc venir moduler
le signal des photodiodes en plus de la vibration active de l’œil. Il est donc important de vériﬁer que
leur inﬂuence reste négligeable d’un point de vue de la mesure ﬁnale. On s’intéresse donc aux trois cas
suivants :
— sans Néons et sans Vicon,
— avec Néons et sans Vicon,
— avec Néons et avec Vicon,
Pour un éclairage naturel (fenêtres ouvertes et une ambiance lumineuse naturelle d’environ 500 lx), le
bruit sur les signaux photodiodes est de l’ordre de ±50 et de ±0.2° sur la mesure ﬁnale (ﬁgure B.1b).
En présence des néons seuls, on observe que le niveau de bruit photodiodes reste presque inchangé
(±75), ce qui est dû au ﬁltrage sélectif. On ne retrouve alors presque pas de composante fréquentielle
liée aux néons dans le spectre des signaux photodiodes (ﬁgure B.1a). Le fait que le bruit sur la mesure
de position soit moins important (±0.1°) s’explique par le fait que l’apport de bruit lié au 100 Hz est
négligeable devant l’apport de luminosité (500 lx de plus que pour une lumière naturelle). En eﬀet,
plus de luminosité implique une intensité de contraste plus importante et donc un meilleur rapport
signal sur bruit (amplitude de l’enveloppe du signal sur l’amplitude de bruit). Ainsi, la luminosité étant
multipliée par 2, et le bruit photodiode multiplié par à peine 1.5, on obtient un RSB 1.8 fois supérieur.
En revanche, on observe que la présence du Vicon est beaucoup plus contraignante. Le niveau de
bruit atteint ±350 sur les signaux photodiodes et présente des modulations d’amplitude "très" basse
fréquence (2 Hz) se trouvant dans la même plage fréquentielle que les signaux "utiles" (voir ﬁgure haute
B.1d).
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Figure B.1 – a) Analyse fréquentielle des signaux photodiodes en présence de néons. b) En haut,
niveau de bruit ambiant pour une photodiode ne voyant "rien". En bas, niveau de bruit sur la mesure
ﬁnale fusionnée pour une ambiance lumineuse naturelle de 500 lx. c) En haut, niveau de bruit ambiant
pour une photodiode ne voyant "rien". En bas, niveau de bruit sur la mesure ﬁnale fusionnée pour une
ambiance lumineuse artiﬁcielle aux néons de 1000 lx. d) En haut, niveau de bruit ambiant pour une
photodiode ne voyant "rien". En bas, niveau de bruit sur la mesure ﬁnale fusionnée pour une ambiance
lumineuse artiﬁcielle aux néons de 1000 lx et la présence de Vicon.
Le phénomène de bruit basse fréquence observé en présence du système Vicon s’explique par la
légère diﬀérence existant entre l’horloge du système Vicon et l’horloge de l’œil. En eﬀet, le système
Vicon est constitué de 17 caméras sensibles à l’infrarouge et d’une couronne de LED infrarouge (appelée
strobe), dont l’intensité est modulée à 500 Hz. Cette modulation d’intensité caractéristique est utilisée
pour repérer et localiser les objets munis de marqueurs dans l’arène, mais dans notre cas, elle est
également captée par l’œil qui est fortement sensible au domaine infrarouge. La numérisation des
signaux photodiodes est eﬀectuée ici à 1 kHz, mais le cadencement de cette "tâche" dépend de l’horloge
de l’œil qui est légèrement diﬀérente de celle du système Vicon (ces deux horloges étant indépendantes).
L’échantillonnage "glisse" donc le long du signal de modulation du Vicon, comme le montre les ﬁgures
B.2c-d, entrainant alors une modulation d’amplitude "parasite", dont la fréquence dépend du décalage
des horloges. Dans notre cas, l’étude de la fréquence du signal "parasite", ainsi que de son enveloppe,
nous permettent de déterminer que la modulation (pulsation) du Vicon est de forme triangulaire avec
un rapport cyclique 1 de 0.73 et une horloge diﬀérant de 0.2% de celle du système d’échantillonnage de
l’œil.
En général, une façon d’éviter ce genre de "couplage" entre le système d’échantillonnage et les
bruits périodiques environnants, est d’échantillonner "bien plus rapidement" que les fréquences parasites
1. Le rapport cyclique pour un signal triangulaire est déﬁni comme le ratio de la durée de "montée" du signal sur la
durée de "descente".
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Figure B.2 – a) Exemple de réponse d’une des 6 photodiodes de l’œil lorsque le système Vicon est
activé. Le système Vicon fait donc apparaître un bruit d’amplitude crête à crête d’environ 600 (sur
un total de 4096) soit environ 14% du signal utile. Ce bruit présente une enveloppe "triangulaire"
de fréquence faible d’environ 2 Hz. b) Les mêmes signaux photodiodes mais avec les rotors actifs (en
rotation). Le bruit provoqué par le Vicon est fortement atténué par les vibrations dues à la rotation
des hélices. c) Simulation des signaux photodiodes avec une fréquence d’impulsion du système Vicon
de 500 Hz et un échantillonnage des signaux PhD eﬀectué à 998 Hz (on échantillonne à 1 kHz sur l’œil
dont l’horloge diﬀère de 0.2% de celle du système Vicon, ce qui donne 998 Hz dans le repère fréquentiel
du Vicon.) En bleu le signal continu représentant la modulation analogique des impulsions réalisées
par le système Vicon. En rouge ce même signal une fois échantillonné à une fréquence de 998 Hz par
les ADC des photodiodes. En vert l’enveloppe du bruit résultant du décalage des horloges du Vicon
et du système de numérisation. d) Zoom sur 60 ms, mettant en évidence le décalage progressif lié
à la diﬀérence d’horloge donnant lieu au bruit basse fréquence. En bleu, le signal analogique simulé
des impulsions du Vicon, en rouge le signal échantillonné par l’œil où chaque cercle correspond à un
échantillon. En vert, l’enveloppe visible également sur la ﬁgure c).
présentes (en pratique un rapport 5 ou 10 est souvent suﬃsant). Ici, cela impliquerait d’échantillonner
le signal à 5 kHz, ce qui est très élevé. Ceci peut être évité grâce au traitement appliqué au signaux
photodiodes qui permet de fortement réduire l’inﬂuence de ce bruit (voir la partie 3.1). En eﬀet, le
ﬁltre sélectif permet d’éliminer une bonne partie de ce bruit. De plus, on remarque que le bruit, issu du
système Vicon mesuré par chacune des photodiodes, est identique et synchrone. Or, la sortie du capteur
est obtenue en eﬀectuant la diﬀérence sur la somme de l’enveloppe des signaux de deux photodiodes
voisines. Ainsi, lors de l’opération de diﬀérence, l’inﬂuence de ce bruit disparait naturellement (au
bruit électronique près). De plus, en observant la ﬁgure B.2b, on remarque que lorsque les hélices du
242 ANNEXE B. INFLUENCES DU SYSTÈME VICON ET DES NÉONS SUR L’ŒIL
robot sont en rotation, les vibrations "parasites" qui sont générées, atténuent encore un peu plus le
bruit lié au Vicon. En eﬀet, l’amplitude des modulations "parasites" est fortement réduite sur la ﬁgure
B.2b (hélices en rotation) par rapport à la ﬁgure B.2a (hélices arrêtées). Enﬁn, la fusion "multi-œil"
permet encore de limiter une peu cette inﬂuence, car la mesure de position selon un axe est obtenue en
faisant la moyenne des sorties des deux yeux liés cet axe. Cela explique donc que, malgré le fait que ce
bruit semble d’amplitude très importante sur les signaux photodiodes bruts, il n’ai quasiment aucune
inﬂuence sur la mesure de position ﬁnale, comme le prouve les ﬁgures B.1a.
Cela prouve donc l’eﬃcacité et la robustesse du traitement appliqué, permettant d’être très robuste
aussi bien à la luminance ambiante qu’aux bruits parasites pouvant découler d’un système de lumière
pulsée.
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Résumé — Les insectes sont capables de prouesses remarquables lorsqu’il s’agit d’éviter des obstacles,
voler en environnement perturbé ou poursuivre une cible. Cela laisse penser que leurs capacités de
traitement, aussi minimalistes soient-elles, sont parfaitement optimisées pour le vol. A cela s’ajoute des
mécanismes raﬃnés, comme la stabilisation de la vision par rapport au corps, permettant d’améliorer
encore plus leurs capacités de vol.
Ces travaux de thèse présentent l’élaboration d’un micro drone de type quadrirotor, qui ressemble forte-
ment à un insecte sur le plan perceptif (vibration rétinienne) et reprend des points structurels clés, tels
que le découplage mécanique entre le corps et le système visuel. La conception du quadrirotor (de type
open-source), son pilotage automatique et son système occulo-moteur sont minutieusement détaillés.
Des traitements adaptés permettent, malgré un très faible nombre de pixels (24 pixels seulement), de
poursuivre ﬁnement du regard une cible en mouvement. A partir de là, nous avons élaboré des straté-
gies basées sur le pilotage par le regard, pour stabiliser le robot en vol stationnaire, à l’aplomb d’une
cible et asservir sa position ; et ce, en se passant d’une partie des capteurs habituellement utilisés en
aéronautique tels que les magnétomètres et les accéléromètres. Le quadrirotor décolle, se déplace et
atterrit de façon autonome en utilisant seulement ses gyromètres, son système visuel original mimant
l’œil d’un insecte et une mesure de son altitude. Toutes les expérimentations ont été validées dans une
arène de vol, équipée de caméras VICON.
Enﬁn, nous décrivons une nouvelle toolbox qui permet d’exécuter en temps réel des modèles Matlab/Si-
mulink sur des calculateurs Linux embarqués de façon complètement automatisée (http://www.gipsa-
lab.fr/projet/RT-MaG/). Cette solution permet d’écrire les modèles, de les simuler, d’élaborer des
lois de contrôle pour enﬁn, piloter en temps réel, le robot sous l’environnement Simulink. Cela réduit
considérablement le "time-to-ﬂight" et oﬀre une grande ﬂexibilité (possibilité de superviser l’ensemble
des données de vol, de modiﬁer en temps réel les paramètres des contrôleurs, etc.)
Mots clés : quadrirotor, vol stationnaire, capteur optique, estimation d’attitude, bio-inspiration,
stabilisation du regard, hyperacuité, insecte, vision, réﬂexe vestibulo-oculaire, ﬁxation visuelle,
poursuite ﬁne, modélisation, commande linéaire, commande non linéaire, identiﬁcation de paramètres,
observation d’état.
Abstract — Insects, like hoverﬂies are able of outstanding performances to avoid obstacles, reject
disturbances and hover or track a target with great accuracy. These means that fast sensory motor
reﬂexes are at work, even if they are minimalist, they are perfectly optimized for the ﬂapping ﬂight
at insect scale. Additional reﬁned mechanisms, like gaze stabilization relative to the body, allow to
increase their ﬂight capacity.
In this PhD thesis, we present the design of a quadrotor, which is highly similar to an insect in terms of
perception (visual system) and implements a bio-inspired gaze control system through the mechanical
decoupling between the body and the visual system. The design of the quadrotor (open-source), its
pilot and its decoupled eye are thoroughly detailed. New visual processing algorithms make it possible
to faithfully track a moving target, in spite of a very limited number of pixels (only 24 pixels). Using
this eﬃcient gaze stabilization, we developed new strategies to stabilize the robot above a target and
ﬁnely control its position relative to the target. These new strategies do not need classical aeronautic
sensors like accelerometers and magnetometers. As a result, the quadrotor is able to take oﬀ, move and
land automatically using only its embedded rate-gyros, its insect-like eye, and an altitude measurement.
All these experiments were validated in a ﬂying arena equipped with a VICON system.
Finally, we describe a new toolbox, called RT-MaG toolbox, which generate automatically a
real-time standalone application for Linux systems from a Matlab/Simulink model (http://www.gipsa-
lab.fr/projet/RT-MaG/). These make it possible to simulate, design control laws and monitor the
robot’s ﬂight in real-time using only Matlab/Simulink. As a result, the "time-to-ﬂight" is considerably
reduced and the ﬁnal application is highly reconﬁgurable (real-time monitoring, parameter tuning, etc.)
Keywords : quadrotor, hovering ﬂight, optical sensor, attitude estimation, bio-inspiration,
gaze stabilization, hyperacuity, insect, vision, vestibulo-ocular reﬂex, visual ﬁxation, accurate tracking,
modeling, linear control, nonlinear control, parameter identiﬁcation, state observer.

