Abstract-The anisotropic and active properties of the perfectly matched layer (PML) absorbers significantly deteriorate the finite-element method (FEM) system condition and as a result, convergence of the iterative solver is substantially affected. To address this issue, we examine the generalized minimal residual (GMRES) solver for solving finite-element systems terminated with PML. A strong approximate inverse preconditioner (AIPC) is coupled with a GMRES solver to speed up convergence and consequently reduce the overall CPU time.
I. INTRODUCTION

B
ECAUSE of the superior absorption characteristics of the perfectly matched layer (PML) absorbers [1] , PML terminated computational domains can be enclosed by a perfect electric conductor (PEC) without affecting computational accuracy. Also, boundary derivatives are completely eliminated when PML absorbers are employed [2] . Further, use of PML absorbers facilitates deembedding and parameter extraction. As a result, they have been used extensively for domain truncation.
Use of PML absorbers within a computational domain is equivalent to including an active anisotropic material, and this significantly deteriorates the condition of the resulting FEM system, causing substantial slow down of the iterative solver. For a certain class of microwave circuits, PML parameters can be optimally selected [3] to speed up convergence without excessive deterioration of its absorption characteristics. Nevertheless, PML-filled domains exhibit poor convergence.
In this letter, a robust iterative solver with monotonically decreasing error behavior is selected and applied to PML terminated systems. A strong efficient reliable preconditioner is also developed and applied in conjunction with the proposed solver [4] .
II. GMRES SOLVER
The GMRES iterative solver is robust because it exhibits monotonic error decrease [5] , [6] , guarantees convergence even for poorly conditioned systems [4] , and is associated with the lowest residual error among all solvers for a fixed number of matrix vector products [4] . Also, it allows modifi- cation of the preconditioner during the iteration to speed up convergence. GMRES employs the projection method to solve the linear system (1) where matrix of size ( ); solution vector of length ; feed (excitation) of the system. Typically, for finite-element simulations, is very sparse. GMRES is a solver that belongs to the Krylov subspace methods and seeks an approximate solution from an affine subspace of dimension , where is the initial guess which can be completely arbitrary. The solution may be achieved by imposing the Petrov-Galerkin condition [7] , [8] (2) where is another subspace of dimension . The subspace is the Krylov subspace given by span
where . The different versions of the Krylov subspace methods arise from different choices of the subspace . The GMRES solver is a projection method where [5] . The value of refers to the subspace dimension or search vectors and is critical to the convergence and efficiency characteristics of the solver. Although the number of search vectors is arbitrary, it is the main factor that controls convergence. As a rule of thumb, larger values of lead to faster convergence. However, the memory requirement of the GMRES solver is and its complexity is . Therefore, it is essential to have an approximate estimate for before proceeding with the GMRES iterations. If this estimate is too small, convergence will be slow and may not be achieved at all. On the other hand, if is larger than necessary, storage and CPU are wasted.
III. AIPC PRECONDITIONER
Preconditioners may be applied to speed up convergence of iterative solvers. The diagonal preconditioner (DPC) has minimal CPU and memory costs but often delivers 30-60% 1051-8207/99$10.00 © 1999 IEEE convergence improvement. As an example, Fig. 2 gives the error history when the GMRES solver is applied to a PML terminated microstrip line shown in Fig. 1 . As displayed, the DPC leads to approximately 50% convergence improvement. This figure also demonstrates the monotonic behavior of the GMRES solver.
For poorly conditioned systems, there is certainly a need for stronger and more robust preconditioners. Use of the approximate inverse preconditioning scheme (AIPC) [5] is one approach that has been found quite successful. It relies on finding a sparse matrix which minimizes the Frobenius norm of the residual matrix given by (4) where is the identity matrix and is the AIPC matrix. It can be determined by minimizing the objective function (5) in which th column of the identity matrix; th column of the PC matrix ; system size. Here, denotes the Eucledian norm of the matrix. Since a complete solution of (4) is time consuming, we instead consider the construction of in a column by column manner Fig. 3 . CPU time for various preconditioners used in conjunction with GMRES; linear system refers to the same used in Fig. 2 .
by minimizing [5] 
where represents the th column of the residual matrix . An important aspect of this approach is that only few columns of need to be constructed. We typically choose these columns to refer to rows of that are the major cause of the iteration error.
IV. GMRES-AIPC SOLVER
To examine the convergence improvement of the GMRES solver with the AIPC preconditioner, we consider a PML terminated finite-element system. The associated geometry is a microstrip line as shown in Fig. 1 . The resulting FEM system was approximately 12 000 unknowns and for solution using GMRES, we considered the following preconditioners:
Case I: GMRES with no PC; Case II: GMRES with DPC; Case III: GMRES with AIPC. The convergence results of this study as is varied are displayed in Fig. 3 and provide the following information.
• For a given , the total CPU time is smaller when the AIPC is applied. This is because the AIPC improves the condition of the FEM system and consequently the convergence rate.
• After applying the AIPC, the CPU dependence on is seen to be substantially reduced. Basically, the CPU time is no longer a strong function of . This removes the need for a good initial estimate of at the start of the solution and allows for lower values of . As a result, the CPU and memory demands are significantly reduced. Fig. 4 displays the linear dependence between the required memory and . As shown, the storage difference between the AIPC and DPC preconditioner equals to the memory needed for the AIPC matrix on the assumption that we perform only one minimization step per column. Memory aside, an apparent advantage of the AIPC is the faster convergence with lower number of search vectors per restart. 
V. CONCLUSIONS
The main focus of this letter was to speed up convergence of iterative solvers when employed in conjunction with PML terminated finite element systems. We considered the GMRES iterative solver and proposed an approximate inverse preconditioner. Numerical studies showed that for poorly conditioned systems, the AIPC achieves significant convergence improvements and removes the strong dependence on the Krylov space dimension.
