We study high order random walks in high dimensional expanders; namely, in complexes which are local spectral expanders. Recent works have studied the spectrum of high order walks and deduced fast mixing. However, the spectral gap of high order walks is inherently small, due to natural obstructions (called coboundaries) that do not happen for walks on expander graphs.
Introduction
In this paper we study high order random walks of simplicial complexes whose links are spectral expanders. High order random walks are strongly related to PCP agreement tests; direct product testing and direct sum testing [DK17] . This relation influenced, in part, the study of high order random walks.
The focus of previous works [KM17, DK17] was to bound the second largest eigenvalue (in an absolute value) of the high order walk operator in complexes whose links are good spectral expanders. Namely, previous works have shown that in complexes with links that are good spectral expanders, every k-cochain that is orthogonal to the constant functions is shrinked by the k-order random walk operator M However, there are natural obstructions (such as coboundaries) that prevents very large spectral gap of the walk operator.
However, It could well be the case that k-cochains with some specific structures are shrinked much better than the bound obtained by spectral gap. This is similar in spirit to the small set expansion question in, say, the noisy hypercube [BGH + 15], where the noisy hypercube is not a good expander so we can not say that general sets expand well; However, methods beyond spectral gap enabled showing that small sets of the noisy hypercube expand very well; this is similar to our goal here.
The focus of this work is to relate the structure of a k-cochain φ to the amount of its shrinkage by the random walk operator M + k , in complexes that are local spectral expanders. We provide a decomposition theorem that relates the amount of shrinkage of a k-cochain to the structure of the i-cochains to which it decomposes 0 ≤ i ≤ k. Specifically, we decompose φ into i-cochains, 0 ≤ i ≤ k, such that ||φ|| 2 = k i=1 ||φ i || 2 and show that the more weight φ has on the top levels the better is its shrinkage by the k-order random walk operator.
In particular, we derive the following conclusions from our decomposition theorem:
• We characterise k-cochains which do not expand a lot as those whose mass is concentrated on the lower levels of the decomposition that we construct.
• We derive an optimal bound on the second eigenvalue (in an absolute value) of the high order random walks on Ramanujan complexes [LSV05] . Specifically, we derive an optimal bound on the second eigenvalue (in an absolute value) of the high order random walk operator M + k of complexes whose links are good one sided spectral expanders. Recent work of [DK17] have shown optimal bound on the second eigenvalue (in an absolute value) of M + k for complexes whose links are good two sided spectral expanders (which they call λ-HD expansion). Since the links of the well studies Ramanujan complexes are one-sided spectral expanders (but NOT two sided spectral expanders), the result of [DK17] does not apply to the Ramanujan complexes but only for complexes obtained from Ramanujan complexes (e.g. a k-skeleton of k 2 Ramanujan complex). Our result is the first result obtaining optimal bounds of the spectrum of high order random walks on the Ramanujan complexes.
Another result beyond spectral gap that we achieve is analysing the shrinkage of binary cochains. Namely, we show that "locally thin" binary cochains shrink dramatically by the high order random walk operator on a local spectral high dimensional expander. A binary k-cochain is "locally thin" if that the degree of the cochain in each (k − 1) simplex is small.
On simplicial complexes and localization
A pure n-dimensional simplicial complex X is a simplicial complex in which every simplex is contained in an n-dimensional simplex. In other words, it is an (n + 1)-hypergraph with a closure property: for every hyperedge in the hypergraph, all of its subsets are also hyperedges in the hypergraph. The sets with i + 1 elements are denoted X(i), 0 ≤ i ≤ n. The one-skeleton of the complex X is its underlying graph obtained by X(0) ∪ X(1). A set τ ∈ X(i) is called a face. The link of τ denoted X τ is the complex obtained by taking all faces in X that contain τ and removing τ from them. Thus, if τ is of dimension i (i.e. τ ∈ X(i) ) then X τ is of dimension n − i − 1. For every −1 ≤ i ≤ n − 2, the one skeleton of X τ is a graph. Its second largest eigenvalue is µ τ ; its smallest eigenvalue is ν τ . Definition 1.1 (One sided local spectral expander). A pure n-dimensional complex X is a onesided λ-local-spectral expander if for every −1 ≤ i ≤ n − 2, and for every τ ∈ X(i), µ τ ≤ λ.
Definition 1.2 (Two sided local spectral expander). A pure n-dimensional complex X is a twosided λ-local-spectral expander if for every −1 ≤ i ≤ n − 2, and for every τ ∈ X(i), −λ ≤ µ τ ≤ λ.
On high order random walks and related results
We study the random walk operators: M + k , corresponding to the walk from a k-face to a k-face through k + 1 face. (For exact definition see Section 2). We normalize the operator so that the largest eigenvalue is 1. Such walks were first introduced and studied in [KM17] which showed that in one-sided λ-local-spectral expanders a k-cochain φ orthogonal to the constant functions satisfies the following:
The norm should be defined in a way that respects the structure complex (for exact definition of the norm and the inner product that induces it see Section 2).
Recent work of [DK17] have showed that in two-sided λ-local-spectral expanders, a k-cochain φ orthogonal to the constant functions satisfies the following:
This bound can be shown to be optimal in the sense that it is essentially equivalent (for small enough λ) to the bound obtained by the complete complex. The work of [DK17] have used this optimal bound for obtaining a complete de-randomization of the direct product testing. The method that they introduced is the method of decreasing differences. The seemingly mild improvement that [DK17] achieves over [KM17] is crucial for their application. Note that [DK17] requires twosided λ-local-spectral expanders. As the Ramanujan complexes are only one-sided λ-local-spectral expanders, the result of [DK17] does not apply to the Ramanujan complexes themselves but only to other complexes that could be built based on them.
A decomposition theorem for high order random walks and its implications
In this paper we show the following decomposition theorem that for one-sided λ-local-spectral expanders: Theorem 1.3 (decomposition Theorem, informal, for formal see Theorem 6.2). Given a pure ndimensional one-sided λ-local-spectral expander X. For a k-cochain φ (k ≤ n − 1) orthogonal to the constant functions there exist i-cochains φ i for every
As a corollary of the decomposition theorem we derive optimal bounds on the second largest eigenvalue (in an absolute value) of M + k for X which is one-sided λ-local-spectral expander. This result is stronger than [DK17] that applies only for two-sided λ-local-spectral expander. Theorem 1.4 (Bounding the second eigenvalue of the k-walk Theorem, informal, for formal see Theorem 6.4). Given a pure n-dimensional one-sided λ-local-spectral expander X. For a k-cochain φ (k ≤ n − 1) orthogonal to the constant functions:
Furthermore, we show that binary "locally thin" k-cochain expands much better by the random walk operator. Definition 1.5 (local thinness, informal, for formal and more general definition see 7.1). let X be a pure n-dimensional simplicial complex with uniform valencies, i.e., there are constants m 0 , ...., m n−1 such that every k-face is contained in exactly m k number of (k + 1)-faces. A binary k-cochain will be called ε-locally thin if for every
Theorem 1.6 (Bounding the shrinkage of locally thin functions by random walk operator, informal, for formal see Theorem 7.2). Let X be a pure n-dimensional simplicial complex with with uniform valencies. If X is a one-sided λ-local-spectral expander X, then for a binary k-cochain φ (k ≤ n−1) that is ε-locally thin the following applies:
On the non lazy Random walk operator
All of the results discussed before are proven with respect to the lazy random walk operator M + k . The operator is called lazy since when the walk is located on a certain k-face is has non-zero probability that the next step will stay on the same k-face and will not move. Similarly one can define a a non-lazy random walk operator (see Definition 3.3). We show that for complexes that are two-sided λ-local-spectral expanders, similar results that we obtained for the lazy ransom walks could be obtained also for the non-lazy random walk: Theorem 1.7 (Bounding the second eigenvalue of the non-lazy k-walk Theorem, informal, for formal see Theorem 6.4). Given an n-dimensional two-sided λ-local-spectral expander X. For a k-cochain φ (k ≤ n − 1) orthogonal to the constant functions:
1.5 On small set expansion phenomenon, the Grassmann complex and our work
As we have explained above, we study the amount of shrinkage of a k-cochain by the random walk operator M + k . Our motivation is to go beyond spectral gap and to related the shrinkage of a k-cochain by the operator, to its structure. Similar questions are asked in the study of small set expansion in the noisy hypercube [BGH + 15]. Recently it was shown that studying the structure of non expanding k-cochains of the Grassmann complex is strongly related to the "2-to-1 games Conjecture" [DKK + 16, DKK + 17], which is a weaker form of the famous Unique Game Conjecture. Our work here, is of the same flavor. However, instead of working with a specific complex (e.g the Grassmann) we work with simplicial complexes, whose links are good spectral expanders. We characterise non expanding k-cochains as those whose mass is concentrated on the lower levels of the decomposition that we construct.
On Different definitions of local spectral expanders
In [Opp14] , the second named author gave a different (not strictly equivalent) definition for the notion of λ-local spectral expansion. The definition in [Opp14] goes as follows: a simplicial complex X is called a one sided λ-local spectral expansion in [Opp14] if all its links of dimension > 0 are connected and if for every τ ∈ X(n − 2), µ τ ≤ λ. Also, a simplicial complex X is called a two sided (λ, κ)-local spectral expansion in [Opp14] if all its links of dimension > 0 are connected and if for every τ ∈ X(n − 2), µ τ ≤ λ and ν τ ≥ κ.
Although these definitions are not strictly equivalent, a main result in [Opp14] (see also Corollary 5.7 below) shows that they are equivalent up to changing λ, i.e., for any 0 < λ there is 0 < λ ′ = λ 1+(n−1)λ such that for every pure n-dimensional simplicial complex X
• X is a one-sided λ local spectral expander by the definition of this paper if and only if X is a one-sided λ ′ local spectral expander by the definition of [Opp14] .
• X is a two-sided λ local spectral expander by the definition of this paper if and only if X is a two-sided (λ ′ , −λ ′ ) local spectral expander by the definition of [Opp14] .
This equivalence up to changing λ is useful, because in examples it is sometimes easier to bound just the spectrum of the 1-dimensional links and not have to analyse the spectrum of all the links.
Organisation
The paper is organized as follows. Section 2 contains the basic definitions regarding weighted complexes and the inner product and norm induced by the weights. Section 3 contains the definitions of the upper and lower random walks (and of the non-lazy upper random walk). In Section 4 we define what we call the "signless differential" and show how it connects to the upper and lower random walks. Section 5 contains a connection in the spirit of the so called "Garland method" between the norm of the signless differential and the norm of the upper random walk operator in the links. Section 6 contains our main result regarding the decomposition theorem for the upper random walk and derives conclusions regarding the mixing rate of the (lazy and non-lazy) upper random walk. Section 7 proves our mixing results regarding (locally thin) binary cochains.
Definitions and notations
Let X be a pure n-dimensional finite simplicial complex. For −1 ≤ k ≤ n, we denote X(k) to be the set of all k-simplices in X (X(−1) = {∅}). A weight function m on X is a function:
such that for every −1 ≤ k ≤ n − 1 and for every τ ∈ X(k) we have that
By its definition, it is clear the m is determined by the values in takes in X(n). A simplicial complex with a weight function will be called a weighted simplcial complex.
Proposition 2.1. For every −1 ≤ k ≤ n and every τ ∈ X(k) we have that
where τ ⊆ σ means that τ is a face of σ.
In particular, the homogeneous weight m on X can be written explicitly as
Proof. The proof is by induction. For k = n this is obvious. Assume the equality is true for k + 1, then for τ ∈ X(k) we have
Corollary 2.2. For every −1 ≤ k < l ≤ n and every τ ∈ X(k) we have
Proof. For every σ ∈ X(l) we have
For −1 ≤ k ≤ n and a set ∅ = U ⊆ X(k), we denote
Proof. By corollary 2.2, we have that
For a pure n-dimensional simplicial complex there is a natural weight function m h which we call the homogeneous weight function (since it give the value 1 to each n-dimensional simplex) defined as follows:
The next proposition shows that m h is indeed a weight function:
Proposition 2.4. For every −1 ≤ k ≤ n − 1 and every τ ∈ X(k) we have that
Proof. Fix −1 ≤ k ≤ n − 1 and τ ∈ X(k), note that for every η ∈ X(n) with τ ⊂ η, there are exactly n − k simplices σ ∈ X(k + 1) such that τ ⊂ σ ⊆ η. Therefore we have that
Throughout this article, X is a pure n-dimensional finite weighted simplicial complex with a weight function m.
For −1 ≤ k ≤ n − 1, we denote C k (X, R) to be the set of all functions φ : X(k) → R. Abusing the terminology, we will call the space C k (X, R) the space of non-oriented cochains. On C k (X, R) define the following inner-product:
Denote by . the norm induced by this inner-product.
Upper and lower random walks
For X as above we will define the following random walks on simplices of X:
Definition 3.1. For 0 ≤ k ≤ n − 1, the upper random walk on k-simplices is defined by the transition probability matrix M
Definition 3.2. For 0 ≤ k ≤ n, the lower random walk on k-simplices is defined by the transition
We leave it to the reader to check that those are in fact transition probability matrix, i.e., that for every τ , τ ′ M ± k (τ, τ ′ ) = 1. We note that both the random walks defined above are lazy in the sense that M ± (τ, τ ) = 0. In the case of the upper random walk, one can easily define a non lazy random walk as follows: Definition 3.3. For 0 ≤ k ≤ n − 1, the non-lazy upper random walk on k-simplices is defined by the transition probability matrix (M ′ )
+ k as averaging operators on C k (X, R) and we will not make the distinction between the transition probability matrix and the averaging operator it induces.
It is worth noting that M 
The signless differential
to be the adjoint operator to d k , i.e., the operator such that for every
Remark 4.2. We note that the signless differential is not a differential in the usual sense, since
The name signless differential stems from the fact that this is the operator we will use in lieu of the differential in our setting (note that since our non-oriented cochains are defined without using orientation of simplices, we cannot use the usual differential).
Below, we will usually omit the index of signless differential and its adjoint and just denote d, d * where k will be implicit.
Proof. Let φ ∈ C k (X, R) and ψ ∈ C k+1 (X, R). Then
Proof. Let φ ∈ C k (X, R) and τ ∈ X(k), then
Note that
Also note that
Similarly,
, we deduce that M + is a self-adjoint operator with nonnegative eigenvalues. Therefore the space C k (X, R) has an orthogonal basis of eigenvector of M + whose eigenvalues are non-negative, i.e., there are 0 ≤ λ 1 ≤ ... ≤ λ l and ψ 1 , ..., ψ l ∈ C k (X, R) such that {ψ 1 , ..., ψ m } is an orthogonal basis of C k (X, R) and such that M + ψ j = λ j ψ j . We note that by the definition of M + as a transition probability matrix we have that λ j ≤ 1 for all j. Therefore applying the above corollary yields
as needed.
Links and localization
Let X be a pure n-dimensional finite simplicial complex with a weight function m. Recall that for −1 ≤ k ≤ n − 1, τ ∈ X(k), the link of τ , denoted X τ , is a pure (n − k − 1)-simplicial complex defined as:
τ ⇔ η ∈ X(l) and τ ∪ η ∈ X(k + l + 1). On X τ we define the weight function m τ induced by m as
Using this weight function the inner-product and the norm on C l (X τ , R) are defined as above. The operators M ± τ,l , (M ′ ) + τ,l and d τ , d * τ are also defined on C l (X τ , R) as above. Given a cochain φ ∈ C l (X, R) and a simplex τ ∈ X(k) with −1 ≤ k < l, we define the localization of φ on X τ , denoted φ τ as a cochain φ τ ∈ C l−k−1 (X τ , R) defined as
The key observation (which was initially due to Garland [Gar73] , but is now considered standard -see [BŚ97] , [GW12] ) is that the norm of φ, d * φ, and dφ can be calculated via their localizations:
Proposition 5.1. Let −1 ≤ k < l ≤ n and let φ ∈ C l (X, R), then
Also, if l < n, then
In order to prove the second equality, we notice that for every τ ∈ X(k) and every η ∈ X
Therefore, (d * φ) τ = d * τ φ τ and by the first equality of this proposition
Assume now that l < n, then for every σ ∈ X(l + 1), the following holds:
where the last equality is due to the equality
proven above.
As a result of Proposition 5.1 we deduce the following:
Proposition 5.2. Let −1 ≤ k ≤ n − 1 and let φ ∈ C k (X, R), then
Proof. Let φ ∈ C k (X, R). Note that for every τ ∈ X(k − 1), M − τ,0 is the orthogonal projection on the space of constant functions in C 0 (X τ , R) and therefore (M ′ )
Further note that by corollary 4.4
Therefore, for every τ ∈ X(k − 1),
Also,
Combining this with the previous inequality yields that
By Proposition 5.1
Using the equalities proven in Proposition 5.1, we deduce that
In light of the above corollary, we will want to bound the expression
using spectral information about X. To make this precise, we will recall/define the following. 
Lemma 5.3. For every 0 ≤ k ≤ n − 1 and every φ ∈ C k (X, R) we have that
and
Proof. Let φ be as above. Recall that for every τ ∈ X(k − 1), φ τ decomposes orthogonally as
As explained above, (M
Summing over all τ ∈ X(k − 1) and applying Proposition 5.1 yields the needed results, i.e.,
and a similar computation yields the second inequality of the Lemma.
We recall the following definition from the introduction:
Next, we recall the following result appearing in [Opp14] [Lemma 5.1] (see also [Opp15] [Proposition 3.7]):
Lemma 5.5. Let X be a weighted pure n-dimensional simplicial complex, such that all the links of X of dimension ≥ 1 (including X itself ) are connected, then for every 0 ≤ k ≤ n − 2,
.
A simple induction leads to the following:
Corollary 5.6. Let X be a weighted pure n-dimensional simplicial complex, such that all the links of X of dimension ≥ 1 (including X itself ) are connected, then for every 0 ≤ k ≤ n − 2,
A corollary of the above corollary is the following:
Corollary 5.7. Let X be a weighted pure n-dimensional simplicial complex, such that all the links of X of dimension ≥ 1 (including X itself ) are connected, then and let 0 < λ ≤ 1 be some constant. If µ n−1 ≤ λ 1+(n−1)λ , then X is a one-sided λ-spectral expander. Moreover, if µ n−1 ≤ λ 1+(n−1)λ and −λ 1+(n−1)λ ≤ ν n−1 , then X is a two-sided λ-spectral expander Proof. By the above corollary, if µ n−1 ≤ λ 1+(n−1)λ then for every 0 ≤ k ≤ n − 2 we have that
and therefore X is a one-sided λ-spectral expander. The proof of the second assertion is similar. 6 Decomposition theorem for upper random walks
Let ½ k to be the constant 1 function in C k (X, R), then by definition for every φ ∈ C k 0 (X, R), we have that
and one can see that C k (X, R) has the orthogonal decomposition
Proof. We note that by definition d k−1 ½ k−1 = (k + 1)½ k , and, by Lemma 4.3,
Therefore for every φ ∈ ker((d k−1 ) * ), we have that
such that if we denote (φ k ) ′ = φ, then the following holds:
2.
Proof. We will prove the theorem by induction on k. For k = 0 and φ ∈ C 0 0 (X, R), we take φ 0 = φ and check that the theorem holds for this choice.
1. This condition holds trivially.
2. We note that φ ∈ C 0 0 (X, R) implies that d * φ = 0 and therefore this condition follows from Proposition 5.2.
Assume next that k > 0 and that the theorem holds for k − 1. For φ ∈ C k 0 (X, R), we first decompose φ as φ = φ k + φ ′ , where φ k ∈ ker((d k−1 ) * ) and φ ′ ∈ (ker(d k−1 ) * )) ⊥ . This is an orthogonal decomposition and therefore
Also, by Proposition 5.2,
We note that (ker(d k−1 ) * )) ⊥ = Im(d k−1 ) and therefore, by using Lemma 6.1, there is ψ ∈ C
We recall that since (d k−1 ) * d k−1 is a self-adjoint operator, with non negative eigenvalues,
is the self-adjoint operator, with non negative eigenvalues defined as follows: for every eigenfunction ϕ of (d k−1 ) * d k−1 with an eigenvalue µ, ϕ is an eigenfunction of (d k−1 ) * d k−1 with the eigenvalue √ µ.
We will take (φ k−1 ) ′ = (d k−1 ) * d k−1 ψ and check that the theorem holds for this choice. First, we note that, using corollary 4.4,
(X, R), and there-
Second, we note that
and by the induction assumption
Last, we note that
Combining this with (1), we get that
By the induction assumption,
where the last equality is due to (2).
Corollary 6.3. Let X be a pure n-dimensional weighted simplicial complex such that all the links of X of dimension ≥ 1 are connected (including X itself ) and let 0 ≤ k ≤ n − 1. Then for every
and we will prove that
(the proof of the second inequality is similar and therefore it is left to the reader).
Note that for every 0 ≤ i ≤ k, we have by Lemma 5.3 that
Replacing the roles of i and j in the above inequality and combining it with the equation if the Decomposition Theorem for dφ 2 yields the needed inequality.
A consequence of this corollary is the following mixing results for λ local spectral expanders:
Theorem 6.4 (Mixing of the random walks). Let X be a weighted pure n-dimensional simplicial complex and let 0 ≤ λ ≤ 1 be some constant.
1. If X is a one-sided λ-local spectral expander, then for every 0 ≤ k ≤ n − 1,
2. If X is a two-sided λ-local spectral expander, then for every 0 ≤ k ≤ n − 1,
Proof. 1. Let 0 ≤ k ≤ n − 1 and φ ∈ C k 0 (X, R). Assume that X is a one-sided λ-local spectral expander, then by Corollary 6.3 we get
Recall that by corollary 4.
k is a positive operator that maps C k 0 (X, R) into itself and therefore, by the above inequality, any eigenvector of M + k in C k 0 (X, R) has an eigenvalue ≤ k+1 k+2 + (k + 1)λ so we are done.
2. Let 0 ≤ k ≤ n−1 and φ ∈ C k 0 (X, R). Assume that X is a two-sided λ-local spectral expander. By (3), we have that
Also, by corollary 6.3, we have that
k + φ, φ . Therefore, after dividing by (k + 1) we showed that
(M ′ ) k + is an operator with real eigenvalues that maps C k 0 (X, R) into itself and therefore, by the above inequality, any eigenvector of M + k in C k 0 (X, R) has an eigenvalue between k k+1 +(k +1)λ and −(k + 1)λ so we are done.
Another result of this flavour is mixing theorem for the non-lazy upper random walk in which the condition of the two-sided spectral gap is replaced by the the condition of the one-sided spectral gap and the condition n >> k: Theorem 6.5. Let X be a weighted pure n-dimensional simplicial complex and let 0 ≤ λ ≤ 1 be some constant. If X is a one-sided λ-local spectral expander, then for every 0 ≤ k ≤ n − 1,
Proof. We will show that for any 0 ≤ i ≤ k, ν i ≥ − and this will complete the proof (by repeating the same argument as in the proof of the previous theorem). We start, by showing that for every 0 ≤ j ≤ n − 1, ν n−1−j ≥ − 1 1+j . We will do this by induction on j. For j = 0, we note that for every τ ∈ X(n − 1), (M ′ ) + τ,0 ≤ 1 and therefore ν n−1 ≥ −1. Assume that ν n−1−j ≥ − We recall that for every η ∈ X(k), 1 m(η) τ ′ ∈X(k),η⊂τ ′ m(τ ′ ) = 1 and therefore 0 ≤ F(A) ≤ 1. We will say that A is ε-locally thin if F (A) ≤ ε.
An example a locally thin set is the following case: let X be a s-regular graph with the homogeneous weight function m (i.e., for every edge {u, v} ∈ X(1), m({u, v}) = 1 and for every vertex {v} ∈ X(0), m({v}) = s) and A ⊆ X(1) is a matching in X, then for every τ = {u 1 , u 2 } ∈ A, {v}∈X(0),{v}⊂τ 1 m({v})
Therefore F(A) ≤ 1 s , i.e., if s is large then F(A) is small. The following theorem states that when A is ε-locally thin and X has good spectral properties, then M + χ A 2 is small with respect to χ A 2 , i.e., the first step of the lazy random walk mixes well.
Theorem 7.2. Let 0 ≤ k ≤ n − 1, let 0 < ε < 1 be a constant and let A ⊂ X(k). Then if X is a one-sided λ local spectral expander and A is ε-locally thin then
Proof. We note that Proposition 5.2 applied to χ A yields: Combining the above inequalities yields dχ A 2 ≤ (1 + (k + 1)(ε + λ)) χ A 2 .
By applying Corollary 4.5, we have that
