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Resumen: En el campo de la teledetección se ha producido recientemente un incremento del uso de técnicas de 
aprendizaje profundo (deep learning). Estos algoritmos se utilizan con éxito principalmente en la estimación de 
parámetros y en la clasificación de imágenes. Sin embargo, se han realizado pocos esfuerzos encaminados a su 
comprensión, lo que lleva a ejecutarlos como si fueran “cajas negras”. Este trabajo pretende evaluar el rendimiento 
y acercarnos al entendimiento de un algoritmo de aprendizaje profundo, basado en una red recurrente bidireccional 
de memoria corta a largo plazo (2-BiLSTM), a través de un ejemplo de clasificación de usos de suelo agrícola de la 
Comunidad Valenciana dentro del marco de trabajo de la política agraria común (PAC) a partir de series temporales 
de imágenes Sentinel-2. En concreto, se ha comparado con otros algoritmos como los árboles de decisión (DT), los 
k-vecinos más cercanos (k-NN), redes neuronales (NN), máquinas de soporte vectorial (SVM) y bosques aleatorios 
(RF) para evaluar su precisión. Se comprueba que su precisión (98,6% de acierto global) es superior a la del resto 
en todos los casos. Por otra parte, se ha indagado cómo actúa el clasificador en función del tiempo y de los 
predictores utilizados. Este análisis pone de manifiesto que, sobre el área de estudio, la información espectral 
y espacial derivada de las bandas del rojo e infrarrojo cercano, y las imágenes correspondientes a las fechas 
del período de verano, son la fuente de información más relevante utilizada por la red en la clasificación. Estos 
resultados abren la puerta a nuevos estudios en el ámbito de la explicabilidad de los resultados proporcionados 
por los algoritmos de aprendizaje profundo en aplicaciones de teledetección.
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Deep learning for agricultural land use classification from Sentinel-2
Abstract: The use of deep learning techniques for remote sensing applications has recently increased. These 
algorithms have proven to be successful in estimation of parameters and classification of images. However, little 
effort has been made to make them understandable, leading to their implementation as “black boxes”. This work 
aims to evaluate the performance and clarify the operation of a deep learning algorithm, based on a bi-directional 
recurrent network of long short-term memory (2-BiLSTM). The land use classification in the Valencian Community 
based on Sentinel-2 image time series in the framework of the common agricultural policy (CAP) is used as an 
example. It is verified that the accuracy of the deep learning techniques is superior (98.6 % overall success) to that 
other algorithms such as decision trees (DT), k-nearest neighbors (k-NN), neural networks (NN), support vector 
machines (SVM) and random forests (RF). The performance of the classifier has been studied as a function of 
time and of the predictors used. It is concluded that, in the study area, the most relevant information used by the 
network in the classification are the images corresponding to summer and the spectral and spatial information 
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El uso del suelo, es decir, la actividad o aprove-
chamiento que el ser humano realiza sobre él para 
producir, cambiar o mantener un determinado tipo 
de cobertura del suelo (Gregrio y Jansen, 2000), es 
un factor que tiene un impacto decisivo en aspec-
tos socioeconómicos y medioambientales a escala 
regional y global (Watson et al., 2000).
La clasificación e identificación de usos del sue-
lo sobre la superficie terrestre puede realizarse 
mediante técnicas de teledetección, que permiten 
inferir información sobre la naturaleza de las 
superficies, su estado y los procesos que pueden 
tener lugar en ellas. La comunidad científica lleva 
caracterizando usos del suelo desde hace décadas 
utilizando datos de sensores como el Moderate 
Resolution Imaging Spectroradiometer (MODIS) 
a bordo de los satélites Terra y Aqua con resolucio-
nes espaciales desde los 250 m (Zhan et al., 2000) 
a 1 km (Friedl et al., 2002), y sensores de más 
alta resolución espacial (30 m) como el Thematic 
Mapper (TM) y el Operational Land Imager 
(OLI) a bordo de los satélites Landsat-5/7 (Zhu 
y Woodcock, 2014) y Landsat-8 respectivamente 
(Kussul et al., 2017). Gracias a la disponibilidad 
de datos del programa Copernicus de la Agencia 
Espacial Europea, han aparecido multitud de estu-
dios de clasificación de usos del suelo utilizando 
datos del sensor MultiSpectral Imager (MSI) a 
bordo del satélite Sentinel-2 (Immitzer et al., 2016; 
Vuolo et al., 2018; Griffiths et al., 2019; Campos-
Taberner et al., 2019a,b, González-Guerrero y 
Pons, 2020; Ruiz et al., 2020).
La clasificación digital implica categorizar una 
imagen o serie de imágenes a partir de sus ca-
racterísticas espectrales, espaciales y temporales 
(Chuvieco, 2008). La información en el dominio 
espacial se suele obtener a partir de medidas de 
variabilidad espacial de píxeles contiguos me-
diante el uso de texturas (Haralick et al., 1973). 
Por su parte, la información temporal se suele 
extraer a partir de relaciones entre bandas espec-
trales, típicamente índices de vegetación (Gilabert 
et al., 1997), que evolucionan con el tiempo de 
distinta manera para distintas cubiertas vegetales 
(Wardlow et al., 2007). Para ello, es conveniente 
disponer de una serie temporal suficientemente 
larga para abarcar los ciclos fenológicos de los 
principales cultivos. Entre los algoritmos de clasi-
ficación supervisada más utilizados se encuentran 
los árboles de decisión (DT, decisión trees) 
(Breiman et al., 1984), los k-vecinos más cercanos 
(k-NN, k-nearest neighbors) (Cover y Hart, 1967), 
redes neuronales (NN, neural networks) (Haykin, 
1994), máquinas de soporte vectorial (SVM, sup-
port vector machines) (Mountrakis et al., 2011) 
y los bosques aleatorios (RF, random forests) 
(Breiman, 2001).
Estos algoritmos de clasificación forman parte de 
lo que se conoce como aprendizaje automático o 
“machine learning”. El machine learning es una 
rama de la inteligencia artificial que, en general, 
trata de aprender patrones matemáticos entre 
las entradas a un algoritmo y sus salidas, para 
posteriormente ser aplicados a nuevos datos de 
entrada y generar predicciones. En el caso de la 
clasificación de imágenes digitales, las entradas 
son las características espectrales, espaciales y 
temporales de las imágenes, y las salidas las cate-
gorías clasificadas (Camps-Valls et al., 2013). En 
este contexto, y en el ámbito de la teledetección, 
recientemente se ha popularizado el uso de un 
tipo de técnicas de machine learning que forman 
parte de lo que se conoce como aprendizaje pro-
fundo o “deep learning” (Reichstein et al., 2019). 
Estas técnicas aprenden representaciones de los 
datos de entrada de manera sucesiva y jerarqui-
zada mediante capas de manera similar a como 
lo hacen las NN, pero involucrando más de dos 
capas en la red (de ahí el término “deep”). Grosso 
modo en los algoritmos de deep learning se pue-
de distinguir entre dos grandes grupos: técnicas 
que utilizan arquitecturas con redes neuronales 
convolucionales (CNN, convolutional neural 
derived from the red and near infrared bands. These results open the door to new studies in the field of the 
explainable deep learning in remote sensing applications. 
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networks) y las redes de aprendizaje secuencial 
también llamadas redes neuronales recurrentes 
(RNN, recurrent neural networks). Las CNN 
realizan convoluciones en el dominio espacial 
de una imagen (Maggiori el al., 2016), mientras 
que las RNN también pueden utilizar el dominio 
temporal (Ndikumana et al., 2018) y el espacio 
hiperespectral (Mou et al., 2017) como carac-
terística fundamental de aprendizaje. Para más 
información sobre estas técnicas de deep lear-
ning en el ámbito de la teledetección, referimos 
al lector a los trabajos de Zhang et al. (2016), Zhu 
et al. (2017), Ma et al. (2019). En general, los 
algoritmos deep learning mejoran la precisión 
de las clasificaciones respecto de las técnicas 
machine learning (Campos-Taberner et al., 2015; 
Zhong et al., 2019). No obstante, la comprensibi-
lidad de todas estas técnicas, y principalmente de 
las técnicas deep learning es limitada (Montavon 
et al., 2018), y en general, cuanto mejor es el 
aprendizaje de un algoritmo, más difícil es su 
interpretación (Gunning et al., 2019). Esta falta 
de comprensibilidad es un aspecto clave a la hora 
de utilizar estos algoritmos. Es conveniente, y 
muy enriquecedor, que el usuario sepa cómo el 
algoritmo está llegando a las predicciones pro-
porcionadas (Samek et al., 2020).
El objetivo de este trabajo es generar, mediante 
un algoritmo de deep learning, un mapa de cla-
sificación de usos de suelo agrícola en una zona 
de la provincia de Valencia que sea de utilidad 
para la toma de decisiones en el marco de la po-
lítica agraria común (PAC) de la Unión Europea. 
Para este propósito se empleará la serie temporal 
de imágenes Sentinel-2 sin nubes disponibles 
a lo largo del año agronómico 2017/2018. En 
concreto se utilizará un algoritmo basado en 
una red recurrente bidireccional de memoria 
larga a corto plazo (BiLSTM, bi-directional long 
short-term memory) (Hochreiter y Schmidhuber, 
1997). Además de proporcionar la clasifica-
ción, y con objeto de indagar someramente en 
el funcionamiento del algoritmo para mejorar 
su comprensión, se evaluará la influencia de 
diferentes arquitecturas de red así como la im-
portancia de los predictores y de las fechas de 
las imágenes Sentinel-2 en el entrenamiento, y 
se comparará la precisión del algoritmo con la de 
otros algoritmos de machine learning.
2. Materiales y métodos
2.1. Zona de estudio
La zona de estudio, en la Comunitat Valenciana, 
es la contenida en las escenas Sentinel-2 corres-
pondientes a los cuadrantes T30SYJ y T30SXJ, 
marcadas en rojo en la Figura 1. Las dos escenas 
Sentinel-2 abarcan conjuntamente una superficie 
de 220×220 km2. El objetivo del trabajo es obte-
ner un mapa de los usos de suelo definidos por 
el Sistema de Información Geográfica de Parcelas 
Agrícolas (SIGPAC) (https://www.fega.es). 
SIGPAC categoriza los usos de suelo en treinta 
clases incluyendo diferentes tipos de vegetación 
natural, zonas urbanas, mixtas y edificaciones, co-
rrientes de agua, y cultivos permanentes y anuales. 
En este estudio se han seleccionado dieciséis usos 
de suelo no urbanos que son los predominantes 
en la zona de estudio (Campos-Taberner et al., 
2019a): cítricos (CI), pasto con arbolado (PR), 
pasto arbustivo (PA), olivar (OV), frutales (FY), 
frutos secos (FS), pastizal (PS), forestal (FO), viña 
(VI), y las tierras arables que incluyen cultivos de 
arroz (TA-AR), avena (TA-AV), cebada (TA-CE), 
trigo (TA-TR), triticale (TA-TT), girasol (TA-GI), 
y zonas de barbecho (TA-BA).
Figura 1. Localización de la zona de estudio (cuadrantes 
T30SXJ + T30SYJ de Sentinel-2, marcados en rojo) en la 
Comunitat Valenciana.
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2.2. Series temporales de imágenes 
Sentinel-2
La misión Sentinel-2 está compuesta por dos 
satélites similares (Sentinel 2-A y Sentinel 2-B) 
de órbita polar, ubicados en la misma órbita he-
liosíncrona pero desfasados 180°. Gracias a ello, 
su periodo de revisita o resolución temporal pasa 
de 10 días en el Ecuador, con un solo satélite, a 
5 días con los dos. Ambas plataformas llevan a 
bordo el sensor MSI que permite la adquisición 
de imágenes multiespectrales (13 bandas en 
total, comprendiendo zonas del espectro visible, 
infrarrojo cercano e infrarrojo de onda corta) de 
alta resolución espacial (entre 10 m y 60 m, de-
pendiendo de la banda; véase Tabla 1). Su campo 
de observación es de 290 km y su cobertura prác-
ticamente global. En este estudio se han utilizado 
sesenta imágenes Sentinel-2 (treinta para cada 
cuadrante T30SYJ y T30SXJ) durante el año agro-
nómico 2017/2018. La Tabla 2 muestra las fechas 
de las imágenes utilizadas.
Las imágenes se descargaron utilizando la 
plataforma facilitada por la ESA para la 
diseminación de datos de las misiones Sentinel 
(https://scihub.copernicus.eu). Se descargó el 
producto de nivel 2A que corresponde a datos 
de reflectividad a nivel de la cubierta vegetal ya 
corregido de efectos atmosféricos mediante el uso 
de la herramienta Sen2Cor. Este producto propor-
ciona 12 bandas (la banda B10 es omitida ya que 
se utiliza en el proceso de corrección atmosférica 
y no da información a nivel de superficie). Las 
bandas de 20 m y 60 m se remuestrearon a 10 m 
para disponer de imágenes multiespectrales del 
mismo tamaño en todos los canales.
Para evaluar los algoritmos de clasificación se 
utilizaron como predictores catorce secuencias de 
información (o series temporales) en las treinta fe-
chas seleccionadas, en concreto: doce secuencias 
correspondientes a todas las bandas Sentinel-2 
disponibles en cada fecha, así como también la 
secuencia temporal del índice de vegetación de 
diferencia normalizada (NDVI, normalized diffe-
rence vegetation index) y la de su entropía (ENDVI). 
La entropía (Baraldi y Parmiggiani, 1995) es un 
descriptor espacial que nos mide la aleatoriedad 
de la imagen. Para su cálculo se ha utilizado una 
ventana de 9×9 píxeles y 256 niveles de gris en la 
matriz de coocurrencia.
2.3. Verdad terreno
La selección de muestras utilizadas para el 
entrenamiento y validación del algoritmo de cla-
sificación se realizó utilizando la verdad terreno 
proporcionada por la Conselleria d’Agricultura, 
Medi Ambient, Canvi Climàtic i Desenvolupament 
Rural de la Generalitat Valenciana. Esta informa-
ción proviene de inspecciones de campo realizadas 
durante el año 2018 en las que se detalla el uso de 
suelo comprobado in situ. La Tabla 3 muestra el 
número de píxeles etiquetados por cada clase. Se 
utilizan dos tercios de los datos para el entrena-
miento del algoritmo de clasificación y el tercio 
restante para la validación. Una vez seleccionadas 
las muestras de entrenamiento, se geolocalizan 
Tabla 2. Fechas de las imágenes Sentinel-2 (año agronómico 2017/2018).
Año 2017 2018
Mes Sep. Oct. Nov. Dic. Ene. Feb. Mar. Abr. May. Jun. Jul. Ago.
Día 13 3 13 12 22 2 12 17 22 1 21 31 15 21 7 22 27 1 16 15 20 25 5 10 15 30 4 9 24 29



















Especialmente enfocadas al estudio de aerosoles (*), vapor de 
agua (**) y cirrus (***).
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sobre las imágenes Sentinel-2 para asociar a cada 
píxel su correspondiente conjunto de catorce se-
cuencias temporales.
Tabla 3. Número de píxeles de cada uso SIGPAC compro-
bado por visitas de campo in situ.


















2.4.1. Redes neuronales recurrentes (RNN)
Las RNN son un tipo de redes neuronales que se 
retroalimentan ya que tienen una arquitectura en 
forma de cadena en la que se van repitiendo mó-
dulos de red (véase Figura 2). En estas redes, cada 
neurona es alimentada por los datos de entrada a 
la red en caso de ser la primera capa de la red, o 
de la capa anterior si no es la primera capa, ade-
más también recibe la información generada por 
esa misma neurona en la interacción anterior. En 
una RNN estándar el módulo de repetición puede 
contener simplemente una función de activación 
(típicamente una tangente hiperbólica) tal y como 
se muestra en la Figura 2. La salida de cada paso 
temporal (yt) viene dada por el estado oculto 
correspondiente que depende de la entrada en el 
instante t (xt) y de la salida o estado oculto previo 
(ht-1) de la siguiente manera:
 y t tanh Wx t Uht 1 b  (1)
donde W, U y b son los pesos de la entrada, los 
pesos recurrentes y el sesgo, respectivamente, 
los cuales se obtienen mediante retropropagación 
de errores. Las RNN destacan por su poder de 
clasificación en problemas de secuencias como 
el procesado de lenguaje natural (Mikolov et al., 
2011), el reconocimiento de voz (Graves et al., 
2013) y modelado generativo de imágenes (Van 
Den Oord, et al., 2016).
Figura 2. Arquitectura de una red neuronal recurrente típica.
2.4.2. Redes LSTM
Las RNN sufren de lo que se conoce como el “des-
vanecimiento del gradiente” (Bengio et al., 1994) 
ya que utilizan funciones de activación sigmoides 
o tangentes hiperbólicas. Estas funciones ofrecen 
salidas en el rango 0-1 haciendo que, en los valo-
res cercanos a las asíntotas, una variación grande 
de la entrada comporte una variación pequeña en 
la salida (i.e., un gradiente pequeño). Este efecto 
es mucho mayor cuando se incrementa el número 
de capas utilizadas en el diseño de la red, ya que 
en el entrenamiento (típicamente propagación 
hacia atrás) el gradiente se va desvaneciendo 
haciendo que las neuronas de las primeras capas 
no aprendan. Una manera de solucionar este pro-
blema de aprendizaje es mediante el uso de redes 
recurrentes LSTM, compuestas por módulos que 
proporcionan a la red “memoria” a largo plazo 
y evitan el desvanecimiento del gradiente. Para 
producir las salidas de la red, las LSTM tienen 
en cuenta, de una manera iterativa, los estados 
pasados de las series temporales utilizados como 
entrada en la red. Estas dependencias temporales 
se tienen en cuenta a través de lo que se conoce 
como memoria de la red (Ct). Esta información 
fluye a través de cada uno de los módulos LSTM 
que, está compuesto por tres puertas: entrada (it), 
olvido (ft), y salida (ot) (véase Figura 3). La puerta 
de olvido determina qué información se elimina 
en la memoria a través de una función sigmoide:
 ft σ Wf xt Uf ht 1 bf  (2)
De manera similar, la puerta de entrada determina 
qué información se guarda en la memoria a través 
de otra función sigmoide:
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 it σ Wi xt Ui ht 1 bi  (3)
La información en la memoria se actualiza me-
diante la suma de la información proveniente de la 
puerta de entrada y de olvido:
 Ct f t Ct 1 it gt  (4)
Finalmente, el estado oculto saliente se obtiene 
mediante la puerta de salida y la memoria actuali-
zada a través de una función tangente hiperbólica:
 ht ot tanh Ct  (5)
Figura 3. Módulo LSTM.
2.4.3. Redes BiLSTM
Los módulos de las redes LSTM se pueden com-
binar de tal manera que permiten obtener redes 
LSTM bidireccionales (BiLSTM) (Hochreiter y 
Schmidhuber, 1997). Las redes BiLSTM están 
compuestas por dos módulos LSTM que, en cada 
paso temporal de las series temporales que se 
introducen en la red, tienen en cuenta las depen-
dencias temporales no solo en estados pasados sino 
también en estados futuros (Schuster y Paliwal, 
1997). En este caso la información proporcionada 
por la memoria de los estados pasados y futuros se 
combina para producir la salida de la red.
En este estudio se ha utilizado una combinación de 
redes BiLSTM tal y como se muestra en la Figura 4. 
Los componentes principales de esta arquitectura 
de red son: (i) la capa de entrada formada por el 
conjunto de las catorce series temporales selec-
cionadas en la sección 2.2, (ii) dos capas BiLSTM 
a la salida de las cuales se les aplica una función 
“dropout” que desactiva un numero de neuronas, en 
nuestro caso el 50%, de forma aleatoria para evitar 
el sobreajuste de la red a los datos de entrenamien-
to, (iii) una capa “fully-conected” que conecta cada 
 
Figura 4. Arquitectura de la red 2-BiLSTM propuesta. La capa de entrada está formada por catorce secuencias de treinta 
pasos temporales.
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neurona de la siguiente capa con todas las neuronas 
de la capa anterior, (iv) una función “softmax” que 
calcula la probabilidad de cada clase en la salida de 
la red, y (v) la capa de salida que contiene la clase 
asignada a cada píxel.
2.5. Evaluación
Para realizar el análisis de los resultados de la 
clasificación obtenida con la arquitectura de red 
descrita en la sección anterior (2-BiLSTM), se 
ha construido la matriz de confusión (Story y 
Congalton, 1986) y un índice de precisión deriva-
do de ella, el acierto global (AG), obtenido sobre 
el conjunto de validación (no utilizado durante 
la fase de entrenamiento). Este acierto global se 
comparó con precisiones obtenidas utilizando 
otras arquitecturas de red, en concreto, tres redes 
similares con una, tres y cuatros capas BiLSTM 
(1-BiLSTM, 3-BiLSTM y 4- BiLSTM, respec-
tivamente), así como también con la precisión 
obtenida utilizando los algoritmos machine 
learning DT, k-NN, NN, SVM y RF.
El comportamiento de la red 2-BiLSTM se abordó 
mediante la identificación de los predictores y fe-
chas más relevantes en el entrenamiento de la red. 
La identificación se realizó mediante un análisis 
de permutación de ruido en cada predictor. Este 
análisis consistió en la adición de ruido Gaussiano 
𝒩(0, σ²), siendo σ el 3% de la amplitud de la señal 
perturbada, a todos los pasos temporales de un 
predictor seleccionado y dejando el resto de pre-
dictores sin perturbar. Este proceso se repitió para 
cada uno de los catorce predictores ejecutándose 
la red en cada caso y obteniéndose una precisión 
global distinta en cada ejecución. La relevancia 
de los predictores se calculó como la diferencia 
entre la precisión alcanzada sin perturbar ningún 
predictor y la obtenida perturbando cada uno de 
ellos por separado. Los resultados se normalizaron 
respecto al predictor más relevante. Este procedi-
miento de evaluación de relevancia se repitió para 
identificar la fecha más relevante en el proceso de 
clasificación. En este caso, se perturbaron todos 
los predictores en un único paso temporal dejando 
el resto sin perturbar. El proceso se repitió treinta 
veces permutando la adición de ruido en cada uno 
de pasos temporales. Finalmente, se realizó una 
evaluación de la evolución temporal de la clasi-
ficación, lo que da una idea del comportamiento 
predictivo de la red a lo largo del tiempo.
2.6. Mapa de usos de suelo agrícola
El modelo entrenado con la red 2-BiLSTM se 
utilizó para obtener en la zona de estudio un mapa 
de usos de suelo agrícola y un mapa de confianza 
de la clasificación. Para ello fue necesario calcular 
los predictores para cada uno de los píxeles de las 
imágenes Sentinel-2 localizados dentro del área 
de estudio. Una vez calculados, los predictores 
fueron introducidos como entradas en el modelo, 
resultando como salidas del modelo los mapas de 
clasificación y confianza. En la realización de los 
mapas se enmascararon zonas de no interés (p. ej. 
zonas urbanas).
3. Resultados
La Figura 5 muestra un gráfico de barras que re-
presenta la precisión obtenida con los diferentes 
clasificadores que se han tenido en cuenta en este 
estudio. Los resultados más precisos se obtuvieron 
con el uso de la red 2-BiLSTM (98,6%) mientras 
que los menos precisos los produjo el uso del DT 
(85,3%).
Figura 5. Precisión obtenida sobre el conjunto de valida-
ción utilizando cada uno de los clasificadores.
Con el objetivo de evaluar el acierto logrado en 
cada una de las clases, la Tabla 4 muestra la matriz 
de confusión obtenida sobre el conjunto de vali-
dación utilizando el algoritmo con mayor acierto 
global (i.e., el 2-BiLSTM). La mayor precisión, 
99,9%, se obtuvo sobre la clase tierra arable-
arroz (TA-A), mientras que la mayor confusión se 
produjo sobre la clase de frutales (FY), con preci-
siones de usuario y productor del 91,1% y 92,6% 
respectivamente.
La relevancia normalizada de cada serie temporal 
que actúa como predictor en la red se muestra 
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en la Figura 6. La serie temporal del NDVI es 
el predictor más relevante de los utilizados en la 
red, mientras que la información de la evolución 
temporal de la banda 1 (B1) es la menos utilizada 
en las predicciones. De manera similar la Figura 7 
muestra la relevancia normalizada de cada una de 
las fechas o pasos temporales. La fecha 28, corres-
pondiente al 24 de agosto de 2018, es la fecha cuya 
información es más relevante en el entrenamiento 
de la red. Por su parte, la imagen Sentinel-2 co-
rrespondiente al 17 de diciembre de 2017 (fecha 8) 
es la menos relevante en las predicciones de la red.
Figura 6. Relevancia de cada predictor utilizado en las pre-
dicciones de la red 2-BiLSTM.
La Figura 8 es un ejemplo del comportamiento 
predictivo de la red a lo largo del tiempo. Se 
muestra la evolución temporal de la clasificación 
(Figura 8a), utilizando para ello información de 
una única fecha en cada instante temporal sobre 
un píxel etiquetado como viña (VI). Se obtendría 
una asignación correcta a dicha clase al considerar 
las primeras y últimas fechas de la secuencia tem-
poral, i.e. los meses de verano, y una asignación 
incorrecta al considerar únicamente las imágenes 
de las fechas de invierno. En el caso que se mues-
tra en la figura, la clase finalmente asignada por 
la red corresponde con la misma clase verificada 
en el campo. Asociada a esta evolución temporal, 
la figura 8b muestra la probabilidad asignada a 
dicho píxel para cada posible clase en cada fecha. 
Se observa que en el periodo comprendido entre 
principios de enero (fecha 11) y finales de junio 
(fecha 23) de 2018 la red no es capaz de identificar 
correctamente el píxel, mostrando su probabilidad 
máxima en tres clases distintas (PS, TA-AV y 
TA-B) (véase Figura 8b). Este comportamiento 
predictivo de la red se debe a que durante dicho 
período los cultivos de viña en la zona de estu-
dio no son claramente identificables mediante la 
señal de Sentinel-2, ya que la viña es un cultivo 
que presenta su principal actividad fotosintética 
en verano, alcanzando su maduración a finales de 
septiembre/principios de octubre.
Tabla 4. Matriz de confusión obtenida con la red 2-BiLSTM. El acierto global es del 98,6%.
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Finalmente, el modelo entrenado con la red 
2-BiLSTM se utilizó para obtener en la zona de 
estudio un mapa de usos de suelo agrícola y un 
mapa de confianza de la clasificación. Para ello fue 
necesario calcular los predictores para cada uno de 
los píxeles de las imágenes Sentinel-2 localizados 
dentro del área de estudio. Una vez calculados, los 
predictores fueron introducidos como entradas en 
el modelo, resultando como salidas del modelo las 
clasificaciones y las probabilidades asociadas 
a las mismas. Con estas salidas se derivaron los 
mapas de clasificación (Figura 9a) y confianza 
(Figura 9b). El mapa de confianza muestra la pro-
babilidad con la que cada píxel es clasificado. En 
la realización de los mapas se enmascaran zonas 
de no interés (p. ej. zonas urbanas).
Figura 7. Relevancia de cada fecha utilizada en las predicciones de la red 2-BiLSTM.
(a) (b)
Figura 8. Para un píxel etiquetado en campo como viña (VI): (a) evolución temporal de la clasificación y, (b) probabilidad 
de clasificación en cada clase a lo largo del tiempo.




La clasificación, mediante datos de teledetección, 
de una escena en la que coexisten muchos tipos 
de cultivos se beneficia enormemente del uso de 
una serie temporal de imágenes lo suficientemente 
larga y con alta frecuencia temporal como para 
abarcar los ciclos fenológicos de todos los culti-
vos y aprovechar las diferencias que se establecen 
entre las distintas clases a lo largo del tiempo. 
La elevada resolución temporal de los satélites 
Sentinel-2 resulta especialmente apropiada para 
estudiar la dinámica de la vegetación y su cata-
logación tipológica. Además de la información 
espectral y temporal, se ha utilizado una textura 
para extraer información espacial de las imágenes 
Sentinel-2.
En estos problemas de discriminación de clases en 
los que se dispone de información de series tem-
porales a partir de las cuales extraer conocimiento, 
como es el caso que nos ocupa, el uso de redes 
neuronales recurrentes es una ventaja dado que 
incorporan en su diseño la retroalimentación de 
información. Las RNN convencionales presentan 
inestabilidades y problemas durante la fase de 
entrenamiento porque los gradientes retropropa-
gados tienden a desvanecerse con el tiempo. Esto 
provoca dificultades para utilizar dependencias a 
largo plazo que, sin embargo, son mitigadas por 
las redes LSTM incorporando una serie de pasos 
para decidir qué información va a ser almacenada 
y cuál borrada. Se consigue así que la red tenga 
cierta “memoria”. Si además esta memoria aporta 
información tanto de estados pasados como de 
estados futuros (caso de las BiLSTM), su uso en 
aplicaciones donde se requiere extraer conoci-
miento de la serie temporal completa en ambas 
direcciones para tener una visión global de toda la 
evolución temporal es de especial interés.
Los resultados de clasificación obtenidos con-
firman que el uso de capas BiLSTM mejora la 
precisión global del resto de clasificadores eva-
luados. Respecto a la arquitectura de las redes 
recurrentes evaluadas, la red 2-BiLSTM fue la 
que mejores resultados produjo. Por lo tanto, en 
el caso que nos ocupa, no siempre incrementar el 
número de capas en una red neuronal profunda es 
sinónimo de mejores resultados de clasificación. 
Esto se debe en parte a que en las arquitecturas 
con muchas capas, aunque se utilicen capas 
dropout, las redes pueden tender a sobreajustarse 
a los datos de entrenamiento y perder capacidad 
de generalización con lo que la precisión de las 
predicciones decrece. Además, puede persistir el 
problema del desvanecimiento del gradiente que, 
aunque en las arquitecturas en las que se usan 
capas LSTM y BiLSTM se tiende a mitigar, no 
desaparece completamente cuando se usan arqui-
tecturas con muchas capas.
Usando la red 2-BiLSTM todas las clases fueron 
clasificadas con un acierto mayor al 91% tanto 
en precisión de usuario como de productor. La 
mayor precisión se obtuvo sobre cultivos de arroz 
(TA-A) donde prácticamente la totalidad de los 
píxeles son clasificados correctamente lo que 
destaca la utilidad de los datos multitemporales 
de Sentinel-2 en la caracterización de este tipo de 
(a) (b)
Figura 9. (a) Mapa de clasificación de usos del suelo y (b) mapa de confianza obtenidos sobre la zona de estudio. A efectos 
de visualización, se han agrupado las tierras arables en una sola clase (TA).
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cultivos (Campos-Taberner et al., 2019a). Por su 
parte, la clase frutales (FY) presenta una confu-
sión más elevada con las clases CI y OV, haciendo 
que el poder discriminativo del clasificador sea 
menor entre dichos usos.
Es conveniente que, a la hora de realizar una 
clasificación, no solo se documenten los resulta-
dos en términos de precisión, sino que se aporte 
también la explicación de lo que está ocurriendo 
internamente en el clasificador para posteriormen-
te interpretar los resultados. Esta evaluación es 
uno de los principales retos que presenta el uso 
de algoritmos deep learning ya que estos algorit-
mos pueden ser, hasta cierto punto, cajas negras 
que realizan clasificaciones con gran precisión 
sin que el operador llegue a poder interpretar 
lo que está sucediendo en el algoritmo ni pueda 
establecer cuál es la contribución de cada una de 
las entradas (predictores) en él. En este aspecto, 
el procedimiento realizado para evaluar la impor-
tancia de los predictores en las clasificaciones de 
la red, sacó a la luz que la red extrae la informa-
ción principalmente de la evolución temporal del 
NDVI, de las bandas B8 y B4 y de la información 
espacial proporcionada por la entropía del NDVI. 
Esto tiene sentido dado que la curva temporal del 
NDVI refleja la evolución fenológica, que es un 
rasgo identificativo de los distintos tipos de cu-
biertas presentes en la zona de estudio. De hecho, 
según el análisis de relevancia por fecha, la red 
utiliza principalmente en su entrenamiento la in-
formación de las imágenes Sentinel-2 adquiridas 
en verano, lo que concuerda con la actividad feno-
lógica de la mayor parte de clases identificadas en 
la zona de estudio. Por otra parte, la banda B8 está 
ubicada en el infrarrojo cercano, zona del espectro 
que contiene información muy relevante acerca de 
la vegetación.
El mapa de usos de suelo obtenido sigue la dis-
tribución espacial esperada en la zona de estudio 
mientras que el mapa de confianza muestra que la 
gran mayoría de zonas fueron clasificadas con alta 
confianza (colores verdosos). Sin embargo, exis-
ten pequeñas zonas (colores rojizos) en las que 
las clasificaciones deberían tomarse con cautela 
ya que la confianza de la clasificación en ellas es 
baja. La generación y actualización de estos ma-
pas puede ofrecer una herramienta de gran valor 
en el marco de trabajo de asignación de ayudas de 
la PAC (Política Agraria Común) a los agricultores 
(Campos-Taberner et al., 2019a). Los resultados 
de la precisión del clasificador (98,6 %) están lige-
ramente por encima de los alcanzados en estudios 
similares en el marco de trabajo de la PAC. Por 
ejemplo, Estrada et al. (2017) obtuvieron un 95% 
y 85% de acierto en dos zonas de estudio, respecti-
vamente, Sitokonstantinou et al. (2018) un 91,3% 
de acierto sobre nueve clases; Schmedtmann y 
Campagnolo (2015) un 68% de acierto clasifi-
cando 12 clases y Tapsall et al. (2010) un 81% de 
precisión sobre seis clases.
5. Conclusiones
Se ha evaluado el comportamiento de una red 
recurrente bidireccional de memoria corta a largo 
plazo (2-BiLSTM) en la clasificación de usos de 
suelo agrícola de la Comunidad Valenciana a par-
tir de series temporales de datos de Sentinel-2. La 
red 2-BiLSTM fue utilizada para generar un mapa 
de usos de suelo agrícola que se puede utilizar 
como una fuente independiente de información en 
el marco de las ayudas procedentes de la PAC.
En problemas de clasificación se suele elegir un 
algoritmo u otro, básicamente en función de su 
precisión global. Dicha elección debería funda-
mentarse no solo en su capacidad predictiva, sino 
también en su comportamiento y adecuación al 
tipo de aplicación o problema. En el caso que ocu-
pa a este trabajo, se eligió el uso de redes BiLSTM 
porque son capaces de extraer información de las 
series temporales completas en ambas direcciones 
para identificar diferentes patrones con diferentes 
usos de suelo.
El acierto global alcanzado por la red 2-BiLSTM 
fue del 98,6% mejorando la precisión del resto 
de algoritmos de clasificación evaluados. En los 
dieciséis usos de suelo agrícola clasificados la pre-
cisión superó el 91% tanto en precisión del usuario 
como del productor, lo que pone de manifiesto la 
robustez del algoritmo. De las arquitecturas dise-
ñadas, los mejores resultados se alcanzaron con la 
utilización de dos capas BiLSTM, lo cual indica 
que en los algoritmos de aprendizaje profundo o 
deep learning, el hecho de aumentar las capas no 
es sinónimo de mejor rendimiento. El estudio del 
comportamiento de la red reveló que la informa-
ción más relevante en el entrenamiento de la red es 
la que se extrae de los predictores NDVI, B8, B4 y 
ENDVI, así como de las imágenes correspondientes 
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a las fechas del período estival. Estos resultados 
abren la puerta a nuevos estudios en el ámbito de 
la evaluación de los algoritmos de aprendizaje 
profundo en aplicaciones de teledetección.
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