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A b s tr a c t
The central problem to be addressed in this thesis is the development of new paradigms 
for performance analysis and enhancement of adaptive feedback control systems. Three 
related topics are investigated: ( i ) Transient response analysis and quantification of de­
terministic adaptive control systems; (i i ) Residence time control analysis and synthesis 
of stochastic systems: ( i i i )  Performance analysis and enhancement of combined plant 
identification and robust control design of linear time invariant systems. Although the 
above three problems are all concerned with the performance aspect of specific classes 
of feedback control systems, their solutions are obtained through the employment of 
quite different techniques. Since adaptive control systems are essentially nonlinear, 
the related parameter adaptation algorithm and the certainty equivalence control law 
together with the plant often can be formed into an interconnected nonlinear system 
with a specific structure. To solve the first problem, we first develop theories for a 
general nonlinear interconnected system in the state space setting and the input out­
put setting. We then apply the general theory to a typical adaptive control system 
with a linear time invariant plant to quantify the transient bound of the system signals 
and characterize the effect of initial condition on the closed loop system performance. 
To solve the second problem, we first identify the effect of the drift coefficient of a 
given one-dimensional nonlinear stochastic system by using the Laplace's method for 
approximating a certain type of integral, and then use the newly developed Lyapunov 
function construction techniques to design a controller to increase the residence time of 
the trajectory related to a specific domain of interest. To solve the third problem, the 
/ / x approach and the //2 approach are investigated. In both cases, we first propose 
a global performance ob jective, then, through the utilization of properly chosen local 
control design and identification objectives, we systematically develop implementation 
strategies to achieve the global objective in a sub-optimal sense. TJie corresponding it-
e ra tive  schemes are also proposed. Especia lly in  the H 2 case, com pu te r design exam ples 
show th a t the proposed scheme fo r ite ra tiv e  p la n t id e n tif ic a tio n  and robust c o n tro l de­
sign rea lly  possesses some p ra c tic a lly  a ttra c tiv e  advantages over the ex is ting  s tanda rd  
m ethods fo r separate p lan t id e n tif ic a tio n  and robust c o n tro l design.
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C h ap ter 1
I n t r o d u c t i o n
1.1 P ro b lem  F orm u lation s
In this thesis, the following three related technical problems will be addressed:
• For a partially known deterministic linear time-invariant system which is sub­
jected to bounded disturbance and possibly unmodelled uncertainty, if an adap­
tive controller can be designed so that global stability of the closed loop system 
is achieved, how can we quantify the transient response bound of the system’s 
signals? We would like to characterize the effect of the initial data (typically, the 
initial tracking error between the output of the controlled system and the prespec­
ified reference signal: the initial errors between the true but unknown parameters 
and their estimates) on the closed loop system performance.
• If a given stable nonlinear deterministic differential system of the following form
dx(t)
dt = b(x{t))
( 1 . 1 )
is perturbed by a stochastic process such as a small intensity white noise, we have 
to deal with a stochastic system of the following form
d.r((t) = b{xe(t))dt + ecr{xe(t ))dw(t); x(Q) = x, (1-2)
where w(t) is the Wiener process, and 0 < e <C 1 is a constant which governs the 
intensity of the noise term. What is the effect of the shape of the drift coefficient 
b{-) on the residence time (to be defined later) of the system trajectory related
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to a specific domain of interest? Furthermore, consider the following related 
stochastic control system
dxe(t) = [b(xc[t)) + g{xe(t))u]dt + €a(xe(t))dw(t); x(0) = x. (1.3)
Suppose that we are given a bounded domain D and a positive constant T, can 
we design a controller with which the trajectories of the corresponding closed loop 
system will remain in D during the period T  with probability as close to one as 
possible?
• Suppose that we are given an unknown linear time-invariant plant of the following 
form.
yt = P(z)ut + vt (1.4)
where P[z) is a strictly proper rational transfer function, ut is the input, vt is an 
unmeasurable disturbance acting on the output yt . Within a given parametrized 
model sot
.W = {PU,0), H(z,9) 0 e Dq C Rd}' (1.5)
a particular model, driven by an input uct , will produce an output signal described 
by
yt{6) = P(z,9)uct + H(z,9)qt (1.6)
for a particular value of the parameter vector 9, where P is a strictly proper 
transfer function, fl is a stable and stably invertible transfer function, and qt is 
the white noise of zero mean and unit variance. Let
•Jglobal =  J ( P ,  C ) ,
be a pre-specified global objective which we desire to achieve. In practically 
relevant situations, we always have to deal with unmodelled dynamics, i.e. the 
model set (1.5) does not contain the true system (1.4). Based on the input and 
measured output data and the existence of a stabilizing controller for the true 
system, can we identify a plant model from the given model set such that a 
controller designed based on the identified model will cause the true closed loop 
system to achieve (or at least approximately achieve) the desired performance as
2
measured by minimising the pre-specified global objective function?
We will next provide motivations for each of the above problems. These will then 
be drawn together as an unified theme for the thesis.
1.2 M o t iv a t io n s
1.2.1 Transient Analysis of A daptive  Control System s
The last decade or so has witnessed significant advances in deterministic adaptive con­
trol theory, see [28, 3. 47. 55. 17] and the references therein. However, a quick glimpse 
of modern adaptive control literature immediately suggests that most currently existing 
results on adaptive control systems are qualitative in nature, i.e., only boundedness or 
asymptotic performance of signals or errors is proved. Although these global theories 
implicitly indicate that transient response bound of the related system signals do exist, 
how to quantify or characterize the initial condition effect on the corresponding closed 
loop system performance still remains a nontrivial and practically appealing question 
to be answered.
It is often the case rhat in practical control design and analysis of an adaptive 
control system, just the boundedness or good asymptotic performance of the signals or 
errors does not necessarily imply in general that the corresponding system will give sat­
isfactory performance. In fact, both existing theoretical analysis and computer design 
examples show that the signals in an adaptively controlled system may have very good 
(even optimal) asymptotic performance (steady state response) but the behaviour of 
the transient response of some system signals may exhibit chaos, bursting, large mag­
nitude oscillations and extremely large excursions dependent upon initial conditions, 
see [1. 2. 40. 41].
Since adaptive control systems are essentially nonlinear, in order to provide methods 
of wider applicability in adaptive system transient analysis, it seems desirable to develop 
t heories for a relevant general nonlinear system in terms of system’s transient response 
analysis and quantification.
Many error formulations of adaptive systems can be described by the following type 
of nonlinear interconnection.
y -  G  i e
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Figure 1-1: Adaptive error system
e = u — G2y
where G\ and ( are nonlinear differential or difference operators depending on whether 
the system under consideration is continuous time or discrete-time. This interconnected 
system is depicted in Fig. 1-1
Instead of studying some specific adaptive error systems, it seems reasonable that 
we focus our attention from the outset on the above nonlinear feedback systems in this 
general setting.
Roughly speaking, there are two ways to study the stability properties (whether 
local or global) of a nonlinear feedback system and an adaptively controlled system in 
particular -  the state-space approach and the input-output approach. In the state-space 
setting Lyapunov theory is the most powerful tool to analyse and estimate the transient 
response of system signals as well as their steady state response. Control oriented results 
along this line for general nonlinear systems are quite limited and can be found, e.g. in 
[9. 32, 60]. However, most of this earlier work on general nonlinear systems was done 
under the condition that either the initial conditions were assumed to be zero or only 
open-loop systems were considered. On the other hand, the input-output approach is 
almost exclusively used to prove global stability properties. Very little has been done in 
the input-output setting to quantify or estimate transient response of general nonlinear 
feedback systems. Perhaps this is due to the unnatural concept of ‘initial state* in this 
framework, although the related idea of initial energy is moderately well understood. 
Since both input output approach and state space approach in particular have been used 
extensively in achieving global stability results of adaptive control systems, theories for 
the analysis and quantification of transient response bound of signals in the above
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systems will be developed in chapter 2 with particular emphasis on the input output 
approach.
1.2.2 Residence  T im e  Control of Nonlinear Stochastic  System s
As is well-known for a deterministic linear time-invariant adaptive control system sub­
jected to bounded deterministic disturbances, under reasonable conditions, one can 
always design a controller such that the resulting closed loop system is stable. That is, 
all the signals in the system are bounded for any finite initial data. So, theoretically 
speaking, in a deterministic adaptive control design context, analysis and quantifica­
tion of both transient bound and steady state response of the system’s signals can be 
conducted. However, when the corresponding system is subjected to stochastic dis­
turbances. a significant difference arises. Consider the nonlinear deterministic system 
(1.1). If this system is perturbed by a stochastic process with an unbounded distri­
bution function such a> Gaussian white noise, we have a stochastic system, say, (1.2) 
to deal with. In many cases, especially when the function cr(-) is nondegenera.te at 
the origin (be. er(0) 0). no matter how much control effort is applied, even if the
corresponding deterministic system (1.1) has x = 0 as its unique asymptotically stable 
equilibrium point, the trajectory of the perturbed system (1.2) starting from any ini­
tial value ./ (()) = ./•o will leave any bounded domain with probability one within finite 
time. This is the so-called exit time or escape time problem, see [42, 57. 22] . More 
often than not. this is also the case in linear stochastic adaptive control system. For 
example, in discrete time stochastic adaptive control, with nonvanishing step size in the 
parameter adaptation algorithm and stochastic signals, it will normally not be the case 
that the estimated parameter vector can be forced to remain almost surely within some 
prespecified compact set for a arbitrarily long time. Indeed, in many situations it will 
almost surely exit due to a sequence of successive malicious signal values. The design 
question then becomes not how to prevent escape from some prespecified set but how 
to minimize the probability of escape, or effectively equivalently how to maximize the 
expected escape time. Recently, in [7], Bitmead and Caines reformulated the robust 
adaptive control problem for linear time-invariant stochastic system in terms of escape 
time properties. That is. the objective criterion of adaptation is recast to address issues 
of quantifying and maximizing the expected time for the parameter estimate to exit 
from a particular compact set of interest, in place of the usual goal of achieving guar-
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anteed boundedness (in an average sense) of all signals. They showed (not rigorously) 
that the value ol the quasi-potential function related to the stochastic control system 
identified with the Lyapunov function of the deterministic analysis was the first order 
quantifier of escape time. More broadly in adaptive systems, the stochastic variation 
of the parameter estimate is captured by the evolution of a diffusion process and so 
these questions of escape time estimation, and hence ultimately control, are of wider 
interest. Since in adaptive control design, for a single input single output system, the 
whole adaptive scheme can often be described by some specific nonlinear stochastic 
system similar to (1.2). in Chapter 3 of this thesis, we will focus our attention on the 
analysis and quantification of the escape time of the trajectory defined by the systems
(1.2) or (1.3)
Theoretical analysis of exit time problems corresponding to a diffusion process de­
fined by a stochastic differential equation like (1.2) has long been an intensive research 
area and quite satisfactory results have been reported in the literature, see [22, 57] and 
the references therein. However, in the past several decades, almost all the research 
activities concentrated on the theoretical analysis and quantification of the exit time 
problem itself (i.e. ut = 0 in (1.3)). Control-theoretical properties of the problem have 
barely been investigated. Only recently has this problem been investigated among 
the mathematics and control communities. Several interesting research results have 
appeared in the literature. In [65] Zabczyk first put the classical exit time problem 
in the context of stochastic control by using optimal control techniques. In [43, 44] 
Meerkov et.nl. introduced the concept of residence time control for linear stochastic 
control system and developed theory, which is very similar to that in [65], for control 
laws design for both strong and weakly residence time controllable systems. Suppose 
that we look at the exit time problem from a control-oriented point of view, then a 
practical problem of interest is what kind of control effort will keep the trajectory of 
the concerned stochastic system in a domain of interest as long as possible with proba­
bility arbitrarily close to one. This is the so-called residence time (or exit time) control 
problem. Typically residence time control problem related to the stochastic system
(1.3) is often characterised as follows: Given a pair {Z),T}, where D is a prespecified 
open bounded domain of Rn with 0 in its interior and T  is a positive constant, can we 
find an open set D0 c D and design a controller such that, with this controller, the 
trajectory of the stochastic system (1.3) (starting from Dq) remains in D (with proba-
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bility arbitrarily close to one) during the period T? In practical control design, such a 
problem arises in number of applications where the goal is to accomplish a certain task 
during a specified period T with a specified accuracy D. For example, in the problem 
of pointing a telescope on a satellite, the domain D and the duration are determined 
by the object to be photographed and the time required. See [43] and the references 
therein for more examples. In Chapter 3 we shall investigate how the shape of the 
quasi-potential function (or the shape of the drift coefficient &(•) in (1.2)) influences the 
exit time of the trajectory defined by (1.2). We shall also propose strategies for control 
design in order to keep the trajectory of (1.3) in D for a specific time period.
1.2.3 Interplay Between M odell ing  and Robust  Control Design
There is no doubt that modelling is a fundamental and difficult problem in all the 
sciences. In control system design, however, modelling itself is a means rather than 
an ultimate objective. The ultimate objective is to exercise control of the system so 
that it gives us a certain level of good performance as measured by some prespecified 
performance criteria.
In order to control a physical system to achieve good performance one needs a 
'■good" model. Since most physical systems are very complicated, it is neither possible 
nor practically useful to try to obtain a model which exactly describes the real physical 
process. In other words, any system model of a real plant employed in practical control 
design processes at best an approximation of reality such that the parameters of the 
system model are some approximate values. A good model is often the one that pre­
dicts the main features of the physical system under modelling. A controller designed 
based on this model in general will not only stabilize the model but also stabilize the 
true system. That is. the controller is robust. Although significant advances have been 
made in the past decade or so in system identification and robust control design, there 
apparently exists a conceptual gap between these two areas. In the traditional approach 
to system identification, both theorists and application engineers concentrated their ef­
fort on managing to produce a model with good open loop fitting. In the (somewhat 
fictitious) case where the true complex system can be described exactly within a given 
candidate model set. and that the only source of uncertainty is noisy measurements, 
this is of course the sensible way to go. Clearly, this assumption does not at all capture 
any "real" situation. In terms of control design, although noise uncertainty may de-
grade the system performance, it does not destabilize the closed loop system unless the 
disturbance generator produces infinite signals. In terms of identification, the effects 
on parameter estimates from random noise decrease with longer data records. This, 
however, is not the case for unmodelled dynamics. In control design the existence of 
plant-model mismatch can often destroy the stability of the whole closed loop system. 
Unfortunately, however, either due to the lack of reliable information about the true 
system or due to the use of an inadequate model structure or simplified model, unmod­
elled dynamics always comes to play a dominant role of concern in practical control 
system designs. In this case, it is natural to raise the following question: Does a model 
with good open-loop fitting necessarily allows us to produce a controller with which 
we can also achieve a good closed loop fitting between the true system and the model? 
This is a question of whether or not the best model for control design comes from 
open-loop experiment or closed loop experiment. On the other hand, in the traditional 
approach to robust control design control engineers always design a controller based 
on a model and an unstructured uncertainty bound which in most cases are god-given. 
In terms of robust control design, the question to be raised here is whether or not the 
unstructured uncertainty bound is a result of modelling itself or comes from God or 
physics. Although control-oriented system identification schemes have been proposed 
in the literature, the number of publications available is very limited. Results pre­
sented in. ( .(j. [64. 25. 40] can be considered as interesting steps toward addressing 
the problem of bringing system identification theory more in line with robust control 
design. These papers investigated the problem of optimal input experiment design in 
identification process. Only very recently increasing attention has been paid among 
the control and identification communities to the investigation of practically feasible 
methods for mutually enhanced or cooperative plant identification and robust control 
design, see [27. 4. 44. 26. 61. 56. 36, 45].
In very many practical applications of modern control, it is the case that an initial 
controller may be refined using on-line performance measurements and that, further, 
the amount of such data is effectively unlimited. In such circumstances one may use 
these newly acquired closed loop measurements to generate more appropriate models 
and. subsequently, better feedback control laws, as opposed to, say, a once-off robust 
design which does not utilize process performance measurements. Our aim in Chapters 
4 and 5. the major part of the thesis, will be to develop systematic strategies for
S
successive improvement of control laws using closed loop system data.
1.2.4 Addit ional  Remarks
So far. we have described the technical problems which we are going to investigate 
in the subsequent chapters and have deliberated on the reasons which motivate us to 
choose these problems as a main theme of the thesis. Obviously, they are all trying to 
address the performance aspects of adaptive (or quasi-adaptive) control systems. For 
deterministic adaptive control systems, although steady state response analysis and 
quantification can be conducted, we are mainly interested in the quantification of the 
transient behaviors due to the effect of the initial data of the systems. (In fact, most 
existing literature has been devoted to addressing the steady state behavior rather than 
the transient behavior of the related system signals.) For stochastic adaptive control 
systems, due to the malicious feature of the stochastic disturbances, in most cases 
steady state analysis which parallels to that of deterministic case cannot be conducted, 
but it is still practically appealing for us to study the "transient” phenomena (due to the 
effect of the initial data and the intensity of the stochastic disturbances) of the related 
system signals. Since most adaptive schemes for single input single output systems 
can be described by one-dimensional stochastic nonlinear systems, this motivates us 
to consider the e s c a p e  time properties of the trajectories defined by the equations 
(1.2). (1.3). We note here that the formulation of the second problem is completely 
similar to that of the first problem. Although stochastic adaptive control theory has 
reached quite a satisfactory stage in the past decade or so, in which both quantitative 
and especially qualitative theory are well developed and available in the literature (see 
[28, 12] and the references therein), the global boundedness of the system signals, in 
most stochastic control literature, are all in the mean (expectation) sense. Here the 
residence time control problem we are going to deal with is to try to design a controller 
to force the trajectory itself ( not its average value) to remain in a prespecified bounded 
domain within a specific "transient” period. The third problem then tries to address 
the overall performance aspect of stochastic quasi-adaptive control design in which 
both the plant itself and the true feature of the plant disturbance are unknown. This 
necessarily motivates us to invoke the iterative-type of design technique to implement 
interactively plant identification and robust control design.
9
1.3 S truc tu re  o f  the  T h es is
1.3.1 Outline of the Thesis
The rest of the thesis is organized as follows: In Chapter 2, the transient response 
analysis and quantification of adaptive control system will be addressed. Since adaptive 
control systems are essentially nonlinear, we start by developing theory on transient 
analysis and quantification of a general nonlinear interconnected system both in the 
state space setting and input output setting. Then, as a demonstrating example of 
the applicability of our theory, we reassess the main global stability results in [48]. 
In this case, explicit overbounds on the signals in the adaptive control system are 
obtained. Chapter 3 is devoted to the study of residence time control problem of a 
stochastic system. In this chapter we first analyse the effect of the drift coefficient on 
the residence time of a trajectory corresponding to a given domain, and then develop 
theory and propose design strategy to design control law to force the trajectory of the 
closed loop system to remain in a specific domain during the prespecified time period. 
Then we come to the main body of the thesis-Chapter 4 and 5. These two chapters 
are devoted to the investigation and development of mutually supportive strategies for 
plant identification and robust control design in the setting where both the true plant 
and the plant disturbance are unknown. To be more specific, in Chapter 4 we first 
develop a formulation of a combined identification and control design methodology in 
the framework. Then we concentrate on the practically implementable combined 
frequency weighted Least Squares identification and LQG robust control design. An 
algorithm is proposed for the iterative plant identification and robust control design. 
Computer design examples are presented which illustrate both the advantages and 
limitations of our theoretical results. In Chapter 5 we re-examine the the theories and 
control design procedure presented in Chapter 4 from an input output point of view. 
By using the signal conditioning/whitening type approach, we offer another approach 
to the iterative plant identification and robust control design which has the potential 
advantages of more illustrative and easy implementation.
1.3.2 Point S u m m ary  of Contributions
First we note that the major contribution of the thesis is the systematic development 
of an iterative data-driven plant identification and robust LQG control design schema
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whose control aim is to reduce iteratively a prespecified global performance criterion 
through the interacting of two mutually supportive local plant identification criterion 
and local LOd  control design criterion.
Briefly, the point summary of the thesis contributions is as follows:
Transient analysis  o f  adaptive  control system s:
• An observation which indicates the limitation and applicability of the existing 
global stability results;
• The development of new theory for the analysis and quantification of the transient 
response of the signals in a general nonlinear interconnected system;
• An observation which indicates that the sufficient results are essentially necessary;
• The application of the general theory to a typical robust adaptive control system 
and the derivation of the explicit transient bound for the related system signals;
• An observation which indicates the connection between the controllability of the 
related system and the persistence of excitation of some system signals.
R esid en ce  t im e  control o f  nonlinear stochast ic  sy stem s:
• The establishment of a connection between the exit time of the system trajectories 
and the shape of the drift coefficient;
• A new control design strategy for the construction of specific control laws to 
increase exit time period:
• A necessary and sufficient condition for a nonlinear system to be exponentially 
stable.
Interp lay  b etw een  m odell in g  and robust control design:
• An observation which points out the conceptual gap existing between classical 
system identification theory and the standard robust control design theory;
• The introduction of a new algorithm (with descent property) for combined HlX, 
plant identification and Hiyo robust control design;
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• Tlie introduction of frequency weighting in the LQG control design which incor­
porates plant model mismatch information into control design:
• The introduction of data filter in the LS plant identification which injects robust 
control design requirements into new identification process;
• The establishment of closed loop experimental data driven iterative scheme for 
combined prefiltered LS  plant identification and frequency weighted LQG control 
design :
• An observation which indicates that the best model for closed loop control design 
may have a poor open loop fitting, or equivalently, the best open loop fitting 
model does not necessarily give good close loop performance in robust control 
design.
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C h a p te r  2
T ra n s ie n t A n a ly s is  o f A d a p tiv e  
C o n tro l S y s te m s
2.1 In tro d u ct io n
In this chapter, theory will he developed for the analysis and quantification of the 
transient response hound of signals in adaptive control systems. Since adaptive con­
trol systems are essentially nonlinear, we begin by considering the following general 
nonlinear interconnected system.
G i e (2 .1 )
u -  G 2y (2 .2 )
where G \ and G'_> are nonlinear differential or difference operators depending on whether 
the system under consideration is continuous time or discrete-time. Theories are de­
veloped for the quantitative analysis of signals in the above system both in the state 
space setting and in the input output setting. In the state-space setting, when the 
unperturbed state-space equations corresponding to the above systems are exponen­
tially stable, we shall use the converse Lyapunov theorem and the small gain theorem 
to obtain estimates of the transient response of the above system signals. In the input 
output setting, we do this by combining passivity theory with the uniform reachability 
definition developed by W illems [62]. This provides us with another tool to estimate 
the transient response of the signals in the above system. Although the analysis and
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estimation are quite coarse in this case, they really provide a procedure to characterize 
the effects of t lie initial conditions on the stability of the feedback system. What is 
provided by in our approach is a sufficient theory for quantifiably bounded transient 
response in adaptive control in a very broad context. These conditions are valid locally 
in a (noninfinitesimal) neighbourhood of the equilibrium point and, being both general 
and only sufficient, leave considerable room for refinement for particular algorithms. 
One important feature of these results is that they indicate a potential significant dif­
ficulty in otherwise being able to bound transient response. (That is, we suspect that, 
at this level of generality, these conditions are almost necessary for essentially bounded 
transient response.) Examples will be presented to reinforce this.
The remaining part of this chapter is organized as follows. In Section 2, we present 
a simple design example to reinforce our claim, through simulations, that good asymp­
totic performance of a system signal does not necessarily mean that the corresponding 
signal will have satisfactory transient behavior. In Section 3, the estimation of transient 
response of the signals in the system (*2.1)-(2.2) are obtained both in the state-space 
setting and in the input-output setting. Sections 4 and 5 are devoted to the reassess­
ment of the global stability results in [48]. By using passivity theory and the conic 
sector bounds [15. 54. b6j. we are able to quantify the transient response of the signals 
in th e  error sy s te m  of th e  robust a d a p t iv e  controller of [48]. In the s u b se q u e n t  sections 
of this chapter all the results will be presented in the discrete-time context.
2.2 A n  I l l u s t r a t i v e  E x a m p l e
In this section we will give an example to support our argument made in Chapter 1 that 
good asymptotic performance and global boundedness of the signals or error do not 
necessarily mean that the corresponding system will give satisfactory transient perform­
ance. In fact, we construct a simple example which demonstrates both asymptotically 
perfect performance and arbitrarily poor transient performance.
Suppose the system to be adaptively controlled is given as follows.
The plant:
!j( I ) 4- 3y ( 1  -  1) = 0.95u(£ -  U- (2.3)
The reference model:
.»,„(/) = 0 .5 jU /- l )  + r ( t - l ) .  (2.4)
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where r(t) = l + ( - i ) f0.ül. / = 0,1, 2,... The tracking error:
e(t) = y{t) -  ym(t)
The standard parameter estimator:
#iU) = #i ( t -  1 ) -
€y{t -  1 )(y(t) -  ym(t))
1 + u2(t -  1) + y2(t -  1)
#2 ( 0  =  02( < -  U  +
eu{t -  l){y{t) -  ym(t))
1 + u2( t -  l) + y2( t -  1)
The control law:
«(/ — 1) = T—  ---- m t  -  1 ) y ( t -  1) + r(t — D + 0.5y ( t -  1))
# 2 ( /  -  1 )
The simulation results for signal e(t) are shown in Fig. 2-1, Fig. 2-2, and Fig. 2-3 
for three different cases. In all the three cases, e = 0.01, y(0) = —1, ym{0) = 2. Fig. 2-1 
shows the simulation result for e(t) when the initial parameter estimate values are close 
to the true values, i.e. #i(0) = 2.9 and ^ (0 )  = 1.05. In this case, as we expect, the 
tracking error f(t) exhibits quite good transient behavior as well as good asymptotic 
performance. This is really guaranteed by the local stability theories. That is, when 
the initial parameter estimate value is sufficiently near the true parameter value, the 
corresponding system will give good transient and steady state performance. In our 
case here. e.g.. if |ffi(0) -  3| < 0.1 and |^2(0) -  0.951 < 0.1. then for any parameter 
in the local region defined by these two inequalities we have |e(/)| < 2.5. Outside this 
region, the magnitude of c(/) becomes unpredictable. Fig. 2-2 shows the simulation 
result of e(t) when the initial parameter estimates are a little bit further away from 
their true values, i.e. #i(0) = 2.9 and #2(0) = 1.95 (note that these values are outside 
the above defined local region). Surprisingly, in this case, the transient response of the 
tracking error f(t) exhibits a very large excursion although its asymptotic performance 
is still perfect. However, when #i(0) = 7.5 and #2(0) = 1.95 (much bigger initial 
parameter estimate error), the simulation result shows in Fig. 2-3 that e(t) has both a 
good transient response and asymptotic performance again.
We have chosen for our simulation a plant system which is exactly modelable by
15
Figure 2-2: Simulation result
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Figure 2-3: Simulation result
the class of parametrized model. Furthermore, the reference signal r{t) is sufficiently 
rich for exact identification of those parameters. In this circumstance, the early global 
convergence theory of [24. 11] applies to establish asymptotic exact model following and 
parameter convergence. The simulation results, however, amply demonstrate that the 
global transient response, while bounded (and this is all that global convergence theories 
purport), is not usefully overbounded for large initial error conditions. The conclusion 
to be drawn from this example is that in practical adaptive control design, without the 
recourse to either bounds derivable through a local theory or a more efficient parameter 
update algorithm, it appears effectively impossible to guarantee good transient response 
performance.
2.3 N o n l in e a r  S ta b i l i ty  T h e o r e m s
For ease of exposition, le t  us first recall some standard notations, see, e.g. [15, 54, 66]. 
Z denotes the ser of integers. Z+ the set of non-negative integers. Rn denotes the 
n-dimensional Fuclidean space, x £ R n, |.i“| denotes its Euclidean norm. For given 
sequences .r = {xt } and y = {</f} in Rn, define their inner product as < x, y > =
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£ £ 0 x'tyt (if it exists). So the l%-norm of x is defined as ||x|| = (Zlt^o lxt|2) ^ 2 (if it 
exists). For general sequences a = {tq}, v = {t>*} in Rn we can define their truncated 
I2  inner product and norm as < u,v > t = YlJ=outvt and \\u\\t = {j2j=o\ut\2^ )  ^ f°r 
any fixed positive integer T  in Z+ . In this case we say that u, v belong to i.e., the 
extended 12  space. Also in Section 2.3.2, we will use the symbol ||• ||[tj,<2] to denote the
l/2
12  norm considered from t\ to t2, for f i ,f2 £ Z , e.g., ||x||[tl)t2] = (ü lL tj k (0 l2)
2.3.1 S ta te -S p a c e  A p p ro ach
The following lemma can be used to obtain transient response bounds on the signals in 
system (2.1)-(*2.2) in the state-space setting, its proof is completely similar to that of 
continuous time case. Proofs of its more difficult continuous-time version are available 
in. say, [29. 55].
Lem m a 2.3.1 [Discrete-Time Converse Lemma of Lyapunov] Consider 
the following dynamical system
x{t + 1) = f (t ,x{t)) ,  x(0) = x0 (2.5)
where x( ■) is an n-vector and /(•,•) is a n-vector function with /(f , 0) = 0 for 
all / E Z+. If f ( t . x)  has continuous first order partial derivatives bounded 
for x in tf/, = {.r E Rn; ||.r|| < h} for all t > 0. Then, the following 
statements are equivalent,
(a) xF = 0 is an exponentially stable equilibrium point of (2.5)
(b) there exist a Lyapunov function V(t , x)  and positive constants oq, a 2,
Q3. a 4. and /?/ such that, for all x E Bk> and t > 0
o:i|x|2 < V( t , x)  < a2\x\2 (2.6)
V(t  + l . x( t  + 1)) -  Vr(Z,2‘) < — ar3|a:|2 (2.7)
0V{t , x)
dx-  a4N
(2.8)
where ,c( / + i) = o(t + 1 \ x, t )  in (2.7) is the solution of (2.5) which pass 
state .i' at time t.
O utline of the  proof: In fact, from the assumptions that the equilibrium point xe = 0 
is exponentially stable and /(•.•) satisfies Lipshcitz condition on its second argument
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we know that the solution x(r;x, t )  of (2.5) which pass through the state x at time t 
satisfies the following inequalities for some fixed positive constants m, a, and L.
< |.t(t ;2-,£)| < m\x\e~a^T~t^
for any r E Z+. We define
T - i
V(t ,x)  = M* + T'^ XA)\2
T =  0
where T > 0 is a fixed integer to be chosen (sufficiently large). By using the above 
inequalities and running along the same lines as in the continuous time case, we can 
find positive constants n, i = 1,2,3,4, and h' > 0 such that V(t ,x)  satisfies the 
inequalities (2.b)-(2.8) for any x E and any t E Z+. On the other hand, if there 
exists a Lyapunov function which satisfies the inequalities (2.6), (2.7), it is trivial to 
prove that x f = 0 is an exponentially stable equilibrium point of (2.5). We omit it here. 
■
R em ark  2.1: It is worthwhile to point out here that in the above lemma, if the 
function /(•••) has continuous first order partial derivatives on its second arguments 
and bounded in the whole space Rn or satisfies global Lipshcitz condition, then the 
corresponding Lyapunov function satisfies the above properties (2.2)-(2.4) for all x E 
Rn. This fact will be used implicitly in the proof of Theorem 2.3.1.
Now consider the system (2.1)-(2.2). Suppose that both G\ and G2 are realizable 
and have the following state-space realizations respectively.
A t  + 1) = f i(t .x[t),e(t)), x(0) = x0 (2.9)
y(t) = gi(t,x{t),e{t)) (2.10)
At  + l) II
0 (2.11)
At) = u{t) -  g2{t,z(t),y(t)) (2.12)
We make the following assumptions for the above system,
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(Al), /i(M).O) = tfi U. O.O) -  / 2(C0,0) = </2(C0, 0) = 0 for all * > 0
) -  f \ ( t ,  .l‘2, e2 )| < L{l \x\ -  .t2| +  l {' |ci -  e2|
| i/l(/. a*i, ei ) -  02 (T x 2, e 2)| < -  *2| +  ^e1 le l -  e2|
l / - 2 ( ^ ~ l - 0 l )  -  / 2 ( « ,  * 2 ,  2/2)1 <  -  ~21 +  ^ i 2 | y i  -  2 / 21
| 0 2 ( f^ i , 0 i )  -  ( j 2 ( t , Z 2 ,V2) \  < L 9z2 \z \  -  Z21 + L 92 |yi -  021
(2.13)
(2.14)
(2.15)
(2.16)
where {T£} are global Lipschitz constants. 
(A2). The equilibrium points x e = 0 of
x{t + 1) = f i { t , x{ t ) ,0) (2.17)
and zf = 0 of
z(t + 1) = / 2(t,*(t),0) (2.18)
are both exponentially stable, and the constants corresponding to those in Lemma 2.3.1 
are a,, (/ = 1....4). and o', (i = 1....4). The corresponding Lyapunov functions are 
V i (t, x ) and 1 >(/..r). respectively.
We are now in a position to state and prove the the following
Theorem  2.3.1 Consider the system (2.9)-(2.T2). Suppose the as­
sumptions (A 1) and (A2) hold and u E /2. If the Lipschitz constants 
L{' .L9' , Lj f .L92 in (Al )  are sufficiently small, then the signals e and y 
in (2.9)-(2.12) are / >-bounded.
where Aq, Aq. are constants decided by the related Lipschitz constants and 
I\ ( Xq ). /.3 (.ro. ~o) the continuous functions of the related initial states. They 
will be given explicitly in Appendix A.
Proof: See Appendix A.
Rem ark 2.2: This theorem establishes that global exponential stability plus suffi­
ciently small global Lipschitz constants for the individual systems suffice to prove that 
all the signals and states remain bounded in /2 space for the interconnection. From the
Ikllr < ( l - f c 3) 1(\\u\\t + h{xo,zoj)
\\y\\r < ki (1 -  ’^3 )—1 (IMIt + h(^o^o))  + /i(*o)
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proof of the theorem specific signal overbounds are given. This is really a particular 
instance of the Small Gain Theorem suitably extended to cover the explicit inclusion of 
a state process. The condition of exponential asymptotic stability of the unperturbed 
systems (2.17) and (2.18) permits the introduction of the states x and 2 , and the signal 
bounds are derived directly in terms of the initial state magnitudes and input signals. 
In practical adaptive control, the exponential asymptotic stability property is closely 
connected with the requirement of the persistency excitation condition of some related 
system signals.
2 .3 .2  In p u t-O u tp u t A pproach
In this section. 1 he well-known passivity theorem and the uniform controllability defi­
nition (more precisely, uniform reachability) will be used to analyse and estimate the 
transient response of the signals in system (2.1)-(2.2) in the input-output setting. First, 
let us recall some standard definitions, see e.g. [15, 54].
An input output relation y = Gu is said to be finite gain stable, if there exist 
constants K\ and i\ such that
IMIr < Ki IMIt +  ß\- (2.19)
An operator G is said to be passive or strictly passive, if there exist constants 77, « 2 1  
and ß 2 such that
< u, Gu > j>  77 (2.20)
< u.Gu >t > k2\\u \\t  + 02- (2.21)
R em ark 2.3: The difficulty in analysing and estimating the transient response of a 
general nonlinear feedback system like ( 1 .1 )-(1 .2 ) in the input-output setting is that 
one must determine quantitatively the constants appearing in the above definitions. 
Generally speaking, the constants «q, « 2  are related to the system gain and the con­
stants //. ß\ and i -2 are related to the corresponding initial data of the system. We 
make this explicit.
In this section, we denote operators G 1 and G 2 as Gi(to,Xo) and respec­
tively. where .r() and 2 q are the initial data, of the corresponding dynamical system in 
state-space form. Recall that the state of a dynamical system in state space form is
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uniformly reachable, if there exist a continuous function k: R+ —» with 7r(0) = 0
and a non-negative integer t0 such that for any t\ E Z and any initial state x0, there 
exists a control c with ||e||tl < tt(||a;o||) such that -  to,0,e) = x0, where 9 is
the state transition function of the related dynamical system, for more detail see [62]. 
While this definition was given in the continuous time context in [62], obviously it can 
be used in the discrete-time case by replacing t \ , G £ R by t\ , t2 E Z and Z,2 norm by 
I2 norm etc..
For convenience, let 11s list the following assumptions:
(B l)  There exists a constant v\ such that for all to E Z:
||6'iUo,0)e||pOiT] < i'i||el|[f0,T]
(B2) there exists a constant uj such that for all to E Z:
11^ 2(^ 01 0)y||pO)T’] < V2 \\y\\[to,T]
(B3) there exist constants €1, €2, 61, and 62 such that for all to E Z
< G\(t-o.0)e.e >p0tr]> £illellp0.T] + ^i||G'i(Zo,0)ellpo,ri
< ( 2^{to-0 )y. y >[toj]>  ^Hyllfto.r] + <^2||Gr2(<°10)y||po,T]
R em ark  2.4: In the above assumptions we deliberately set the constant terms 
to be zero when the corresponding initial data are zero. Although this is somewhat 
restrictive, it really includes many practically interesting cases, e.g. linear time invariant 
and time-varying systems. It also serves to attach a definition to the zero state.
We are now prepared to establish the following result.
T heorem  2.3.2 Consider the system (2.1)-(2.2). Suppose that both 
G 1 and ( i2 are realizable and the corresponding state-space realization of
G’i and G> are uniformly reachable. If u E G, and if one of the following
conditions is satisfied.
(C l), conditions (.01) and (F?3) hold with e\ + 62 > 0 and €2 + 1^ — 0;
(C2). conditions (B'2) and [B3) hold with cx + 62 = 0 and €2 + <$1 > 0;
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(C3), condition {B3) holds with €\ + 6 2  > 0 and € 2  + <5i > 0. 
then the signals e and ij are both /2-bounded. For example, if the condition 
(C2) is satisfied, then we have
IIIs/IIt < A'ilMIr + I< 2  
Ikllr < ( 1 + i^A'i)||u||r + v 2 ^ 2 -
where
A'i =
AT =
1
2( €2 + ) [1 +  21 <$21^ 2 +  ( ( 1  +  21621 ^ 2 ) 2 +  4 |^21 (^2 +  1^ ) ) 1^2]
v /k ik id^ ’ol)'
V e2 + <^1
Proof: See Appendix A.
R em ark  2.5 The initial state condition connections established in Theorem 2.3.2 
are contained in the uniform reachability assumption. The technique of the proof uses 
this reachability to establish that a nonzero initial state at time 0 may, via reachability, 
be interpreted a> a zero state at time —1 \ with the control signal e(t)< t = —<1,—<1 + 
1.... — 1. performing the state transfer to .i-q at time zero. This has the effect of adding 
a constant to the gain relationships of (J5i) and/or {B2).
The importance of the reachability condition is seen in permitting the translation of 
nonzero initial states into effectively increased input norm. Should the reachability fail, 
there would exist certain state values whose effect on the output could not be easily 
quantified in terms of input signal norms. It is a conundrum of this theory that state 
observability has not arisen also as important here.
2 .4  T h e  A d a p tiv e  Error S y ste m  o f O rtega , P raly , Lan­
dau
In the next two sections, we will reassess the global stability results obtained in [48] for 
a typical robust adaptive control scheme. In [48] Ortega et al. successfully separated 
the overall adaptive system (i.e. controller plus plant) into two subsystems; one rep­
resenting the model-plant mismatch (MPM) and the other representing the parameter 
error adaptation algorithm (PAA). and then applied a sector stability theorem to prove 
the global boundedness of the signals in the error systems. However, the Ortega et al.
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global stability results did not provide any quantitative information about the bounds 
on the signals. In the following, without strengthening or changing the assumptions 
imposed in [48]. we are able to quantify the bounds on the signals and determine the 
effects of the initial data on the stability of the error system.
For clarity of presentation, let us state some notations and definitions from [48]. 
The plant to be controlled is described by
A(q~')Y, = B(q~l )Ut + &.
where q~l is the unit backward shift operator, i.e. q~lYt = y*_i, Yt, Ut and £< are the 
plant output, input and bounded disturbance respectively.
The filtered tracking error and the control law are, respectively, as follows
et — C ftYt — tot
St+d = S,U, + R,Y, = Of 0, (2.22)
where Sf and Rt are polynomial functions in q~l of degrees ns and n/?, respectively, 
with time-varying coefficients and u?t is the reference signal assumed known d steps 
ahead. In [48] the following assumption was made on the existence of a stabilizing 
controller with the prespecified structure (2.22).
Assumption 2.4.1 Let 5». Rm be polynomials of given orders ns  and n r . Let 
/I 6 (0,1) be a scalar. Define the polynomial coefficients vertor
o. = [Sö,si....... ' (2.23)
and the polynomial
C — S* A q ^RmB
With these notations, we assume that there exists a nonempty set Q^s defined as
0 t .s = {». 6 R "■ C(q)5* 0, V9 € Ä, M > ß 1/2} #  0 (2.24)
where n = ns + dr + 2.
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Note that the above assumption ensures that the systems closed loop poles are all 
within a disk of radius /p /2. In the sequel, f.i will be treated as a design parameter, see 
[48].
Define the signal ipt as follows
Vt =  ( k - d  ~ Q*)T (t>t-d = ÖldcPt -d  (2.25)
In [48] Ortega et al. presented two algorithms for updating the control law coefficients. 
For brevity, we shall carry out our analysis only for the following regularized least 
squares parameter adaptation algorithm (RLS/PAA).
— &t-d  + -^F' t&t -de t l  Pt (2.26)
Pt = ppt- \  + max{\0t-d\2,p)i P> 0, 6(0, 1)  (2.27)
r; =  Ft. , t - Ft- d Q t - d i > t - d Ft - d  
A -f oJ_ d F t-d(Pt -d Ft = l 1" r )  F '1  +  A o /  ( 2 - 2 8 )
where A0 < A]. A are strictly positive scalars chosen so that the eigenvalues of Ft 
are all contained in the interval [Ao.Ai]. Let (T) denote the normalized variables or 
corresponding operators and be defined as:
— 1/2  , _  - 1/2  
o t - d  = Pt ®t-di et -  pt et,
Hi = p ; l/2Hi[plt /2-]; i =
ilk = Pt 1/2^<, 
1, 2 .
where H\ denotes the operator defined by (3.1) and the RLS/PAA (3.2)—(3.4) and 
H2 = Cr C ~1B is an operator which contains information on the MPM.
In [48] Ortega et al. obtained the following adaptive error system,
tk = H\et (2.29)
et = (2.30)
where e~ — ( //> -  1 + C rC'~1 Sm£t is the tuned tracking error and e* is the normalized
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counterpart of e“.
In the following. Hf  = q{ denotes the exponentially weighted counterpart
of Hu  i.e. — wf . where the superscript a denotes X f = cCXt : a  > 0. In
paper [48], Ortega et al. proved the following lemma,
Lem m a 2.4.1 The operator H " is outside cone ( — 1, \ / l  — a) and sat­
isfies the following inequality,
N  _ a r ~ d
T ( <  + e?)2 > ( l - < 7 ) 2£ ( e ? ) 2 - A  £  (2.31)
t =0 <=0 t = —  1
for a verifying
A,„„ - a 2J < 1 (2.32)
and all a satisfying
a  >  ---------------- -— .
A + Ai
Notice that from the definition of Ft we have A0 < Amax(F0 < Ai, so A]"1 <
Amax(Ft~l ) < Aq 1. Through simple manipulation, inequality (2.31) can be written as 
in the following equivalent form
> T I K H 'n -  h\H?eAAöV j ||0(||2 (2.33)
z z t =-1
After the above preparation, in the next section, we shall be able to use Theorem 
2.3.2 to quantify the transient response of the signals ipt and et in the error system 
(2.29)-(2.30).
2.5  T ran sien t R esp o n se  o f th e  A d a p tiv e  Error S y ste m
In this section, we combine inequality (2.33) with the definition of an operator being 
strictly inside a cone, see [54. 66], to prove the following theorem. This enables us to 
obtain transient bounds on the signals in system (2.29)-(2.30).
T heorem  2.5.1 Consider the feedback interconnection (2.29)-(2.30). If 
e~ G /x . P = min(Pt) > 0, and H% is strictly inside A = C ON E ( C a * Ra )
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with a > 1 satisfying (2.32), where
( C 4. R a ) = ( 1 / ct, y / l  ~  cr/cr)
for any
a > AiA +  A i
then we have, uniformly in N,
72  ^ '2C 2 n «||2 , 2C|  ^ 2C\ |( x ||2 , 0<r>2
*‘v -  /9 ( l - o - ' 2) l,e<1,'>0+ -  p ( l - a - 2) ,|e<lloo + 2C2
(2.34)
4  -<
2C2
P d - - 2
+ 2CIrv2N ~ 2C^-rA\e;\\l + 2 c 42p{ 1 -  a -2 )
where ( /  = 1..... 4 are constants, given explicitly in the proof of the
theorem.
Proof, See Appendix A.
Now using the above estimates on and et and reassessing the main theorems in 
[48]. we have the following theorem on the transient estimates of the signals ipt , <t>t and
T heorem  2.5.2 Consider the feedback interconnection (2.29)-(2.30). If 
the conditions of Theorem 2.5.1 hold with a2 = p~l , p is sufficiently large 
and Ci  is sufficiently small such that 1 — 3<$7f — p > 0, then, for any 
u;*, C G />: • we have
liM2 <*A’(i + Zl i ^P1 -  3^72 -  p
\ot-d \2 < ~r~— b l ( s u P  +  S U P \^t\) +  I2 S U P  l f ? l l1 — p t  t t
\ ^ < { ^ \ m ~ +2C2<) r  + 1 -  p
where
6 2 C\
p{ 1 -  p)
\\ei\\l + 2C22
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K  = Po +
372 suPtk?l , 3722 sup( |^2|
1 —  3 ^ 7-2 1 —  p
7 2 ,  7 2  are /2-gains defined as
+ 1 -  p + 1 -  p
72 = 72{W''i[(P-1/29) *]}, 72 = 72{iy 2[(p1/29) l ] }
with
H 'l  =  .........q - i - nRB}T
\V2 = C - l [ - q - dR . , - c r d-'R....... - q - i - nRR . \ q - i S „ q - i - l S . , . . . ,q - i - nsS.}
The proof of Theorem 2.5.2 is completely similar to that of Theorem 5.3 in [48] by 
using the explicit overbound for ipi\r obtained in Theorem 2.5.1 above instead of using 
the result of Lemma 1.2 in [48] as Ortega et al. did. Since the proof and the discussion 
in obtaining the above estimates are quite involved, the complete implementation is 
omitted here.
Now we make the following observation about our results.
R em ark  2.6: (i) It is easy to verify from (2.33), (A.9), and (A.10) (see Appendix 
A) that operators H\ and Hi satisfy condition (C2 ) of Theorem 2.3.2 in Section 2.3.2. 
So from Theorem 2.3.2 we can immediately conclude that the signals in system (2.29)- 
(2.30) are /2-bounded. Since our objective is to identify the effect of the initial condition 
and persistence excitation condition on the l,^ transient bound of the related system 
signals, reachability-type conditions need to be reinterpreted properly (see the proof 
of Theorem 2.5.14 in Appendix A). The conicity condition imposed on the operator 
Hi in Theorem 2.5.1 and Theorem 2.5.2 essentially defines the ability to control the 
actual plant as compared to its nominal objective. Obviously this conicity condition 
corresponds to a SPR type of condition or passivity type of condition.
(ii) Note that in order to obtain the /,^-bound on 6 must be sufficiently small 
so that 1 -  3b ' 1) -  p > 0. According to the definition of 6 this in turn requires that Ci 
be sufficiently small and p be sufficiently large. Since Ci is determined by the initial 
parameter estimate errors {t = — 1, —2,... — d) and the H2-related initial conditions, 
we see that our results obtained in Theorem 2.5.2 are local ones in the sense that the 
magnitude of 0, must be restricted to within a reasonably small neighborhood of origin.
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This sacrifice ( i.e., the magnitude of 9t has to be sufficiently small) ensures that the 
constant K  in Theorem 2.5.2 is independent of No and therefore the first fixed number 
of terms ibt (t = 0,1...., .Yq). So in this case comparatively good transient bounds 
on signals ipt. <pt and et are derived. If we use the right-hand expression of the first 
inequality in (2.34) as the definition of <§, i.e., we replace 6 by the following.
b' 2 C\
pi 1 -  a~2)Z T T T  l l e T  l l ^ o  +
2 C\
a 2N
we can obtain the so-called global transient bounds on signals ipt, 4>t and et . More 
precisely, this can be done as follows: For any initial parameter estimate errors 0t, (t =
- 1 . - 2 ..... —d ) with (inire magnitudes (that is all global theory concerns about the
initial conditions), we can choose the constant p and a positive integer Nq which are 
both sufficiently large so that b' is small enough to satisfy the inequality 1 
then we can prove Theorem 2.5.2 by using this 6' and obtain the explicit overbound on 
signals wt. o t and et as above. Unfortunately, however, the constant K in the above 
theorem must be replaced by the following K 1
This means that the transient bound on signals ipti (pt and et has to be dependent upon 
the first .Vo terms of the signal ipt, t = 0 ,l,...,iV o — 1. Notice that = 9j_d4>t^d- 
It is obvious that in this case we shall generally have poor transient bounds. This 
observation reinforces our claim made in chapter 1 that useful transient bounds are 
achievable only by using local theories. It is not that global bounds cannot be derived 
but that their value very quickly deteriorates to unworkably big numbers. This has 
also been demonstrated through computer design example in section 2.2.
(iii) To obtain the /^-estimate of ipt , Ot-d. and the property a  > I or equivalently 
0 < p < 1 is indispensable. As discussed in [48], this will be satisfied when signal 
(bt is persistently exciting. In the slow adaptation case (A is sufficiently large and 
in a neighbourhood of the equilibrium state) and when the reference input signal is 
sufficiently rich. ot will be persistently exciting, see [48] (Appendix) [55, 24]. For the 
global case, however, this condition is very difficult to ensure. Some mechanisms such 
as parameter freezing [I I] have been proposed to attempt this but then bounds on the
29
required magnitude of the reference input explode. Our thesis here is that the absence 
of persistence of excitation is the source of large transients and we expect that in global 
analysis the bounds on transient response will become very bad. In fact, this can be 
seen very clearly from the /.^,-bound of the signals ipt and et in Theorem 2.5.1 and
Theorem 2.5.2. Again the conclusion to be drawn from this is that only local theory
provides good bounds on transient terms.
(iv) It is interesting to compare the result of Theorems 2.5.1 and 2.5.2 with other
quantitative adaptive control theories as in [51]. Theorem 7.7 of [51] establishes, inter 
arlia, in its detailed proof bounds for transient and steady state behaviour of adaptive 
control algorithm with nonvanishing gain and almost surely bounded stochastic dis­
turbances. There is no explicit appeal to persistence of excitation although the strict 
overbound on transient performance in [51] becomes infinite as p. (related to c*- 1  here)
approaches 1 . see e.g.. the definition of 63 and the ^3-related constants there in the
proof of Theorem 7.7. The conclusion here is that our results are not at variance with 
[51] but we make apparent the importance of p.e. in achieving the bounded transient 
performance.— Without p.e.. additional assumptions on the tuned parameters must be 
invoked to achieve bounded transient response.
(v) Referring back to the condition of Theorem 2.3.2 which underpins the develop­
ment here, and examining the definition of the operator H\, we see that the requirement 
a > 1 is able to be interpreted as a reachability condition. That is to say, regarding 6t 
as part of the state of H\. the persistence of excitation of 4>t determines the ability to 
affect the state 9t through manipulation of the “control” input et .
(vi) The results of the earlier section indicated that reachability-type of condition of 
the state realization of the systems in an interconnection was needed in order to bound 
the signal transients when stability of the interconnection was proved via passivity or 
small gain techniques. For the RLS/PAA system of [48], this reachability assumption 
must be applied to the PA A subsystem (2.26). The state of this system is 9t and the 
reachability of 6t from et requires a persistently exciting property of the normalized 
regression vectors o t. In this way, we see that there is a close correspondence between 
the transient response bounds in the adaptive system and a reachability condition 
reinterpreted as persistence of excitation. Since one can only ensure persistence of 
excitation (or reachability) locally for an adaptive feedback system, this indicates that 
significant technical difficulties could arise in attempting to quantify transient responses
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for a larger class of initial conditions. This is borne out by the global analysis of complex 
nonlinear effects in [40. 41] and experiments in [1]. Indeed, it is our proposition that 
the sufficiency theory so far presented is very close to being necessary. That is, without 
the restriction of initial conditions to a not necessarily small neighbourhood of the 
equilibrium point, it is effectively impossible to guarantee useful explicit overbounds 
on the transient response. This is also supported by simulations in the section 2.2 but 
also concurs with the chaos demonstrations in adaptive control of [40, 41], where global 
and local dynamics coincide. Recall that chaos is a manifestation of extreme sensitivity 
to initial conditions in nonlinear systems.
2.6 C onc lu s ion s
In this chapter, we first demonstrated via simulations that even in the ideal situation 
(i.e. exact modelling, persistent exciting reference input, standard parameter estimator, 
etc.), the existing global stability results are not enough to guarantee that the system 
under consideration will give satisfactory transient performance. Then we presented 
some results on the transient analysis in the nonlinear feedback system (2.1)-(2.2) in 
general settings and then applied them to the particular case of transient response in 
robust adaptive control. In the state space setting, we proved that if the unperturbed 
state space equations are exponentially stable and if the global Lipschitz constants 
corresponding to the related state space realization are sufficiently small, both the 
output signals y. e and the states .r, .? are /2-bounded. Explicit overbounds on these 
signals were obtained. In the input-output setting, the passivity theorem and the 
uniform reachability definition were used to obtain the bound on the transient response 
of the signals in system (2.1)-(2.2). In Section 2.4 and Section 2.5, we reassessed the 
results in [48]. Instead of using Zanies’ sector theorem in [66] as did Ortega et al., we 
directly proved Lemma 3.1 in [48] by using the theorem obtained in Section 2.3 and the 
conic sector definition. This enables us to derive explicit overbounds on signals tpt and 
et. Based on the results of Section 2.3 and Section 2.4, we were able to reassess the main 
theorems in [48] to generate explicit overbounds on ipt, d>t and et . The transient 
response results obtained in Section 5 are of practical interest. They provide guidelines, 
to some extent, to practical control design and analysis through their indication of 
limitations in methods to bound transient response. The conclusion to be draw here
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again is to control an adaptive system successfully, both the steady-state response and 
the transient response of the system’s signals must be taken into account and, at the 
moment, this appear possible only using local theories.
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C h ap ter  3
R esidence  T im e C o n tro l of 
N o n lin ea r S to ch astic  S ystem s
3.1 In tro d u ct io n
Essentially, in Chapter 2. the following problem has been addressed: Given an un­
known but. linear time invariant system, which is subjected to bounded disturbances 
and possibly unmodelled dynamics, if a controller exists so that the global stability 
for the adaptively controlled closed loop system can be achieved, how can we analyse 
and quantify the effect of the initial condition (initial tracking error, initial parameter 
estimate error, etc.) on the transient bound, as well as the steady state response, of 
the related system signals? However, wdien a given deterministic system is perturbed 
by a stochastic process such as white noise, it is, in most cases, impossible to design a 
controller *o that the related system signals are almost surely bounded. In other words, 
no matter how much control effort we can apply to the designed system and even if the 
corresponding disturbance-free system possesses a very good stability property such 
as asymptotic stability or even exponential stability, the trajectory of the perturbed 
stochastic system will leave any bounded domain with probability one in a finite time. 
This means that unlike the deterministic case, in a stochastic context global bound 
quantification and asymptotic analysis of the related system signals become unachiev­
able goals. A practically attackable problem can be formulated as follows: For a given
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stochastic system in n-climensional space R n,
dx' ( t ) = [b{x'{t)) -f g(xe{t))u]dt + ea(xc(t))dw(t) z£(0) = xo (3.1)
where b{-). g(-). and cr(-) are sufficiently smooth functions, u is the control to be applied,
0 < e <  1 is a constant. w{t) is the Wiener process, the performance of the system 
is characterised by a prespecified pair {D,T} ,  where D is a bounded domain in Rn 
and T > 0 is a (time) constant. Can we design a controller u = K(x)  such that the 
trajectory of the above system (with this controller) will remain in D with probability 
as close to one as possible during the period T? This is the so-called residence time 
control or exit time control problem. Here the time constant T  is called the residence 
time of the trajectory in domain D (or the exit time of the trajectory from the domain 
D).
Traditionally, the exit time problem related to the trajectory of a dynamic system 
was almost exclusively posed and investigated in the continuous time domain context. 
This is probably because in continuous time, the Ito stochastic differential calculus can 
be invoked to bridge the probability problem of exit time and the approach of partial 
differential equation problem (or variation problem).
Not departing too far from the traditional approach, in this chapter, we shall focus 
our attention 011 the residence time control problem in one-dimensional case in the 
continuous time domain. Our aim is to study the factors influencing the exit time and, 
thereby, to understand how the exit time of a stochastic adaptive controller might be 
designed.
3.2 Shape Effect of the Drift Coefficient b(xet )
3.2.1 P relim inaries  and Problem  Formulation
To facilitate explanation, let us first introduce some notations and definitions. Consider 
the following n-dimensional deterministic dynamical system,
- j p -  = b{x{t)) x(0) = .t0 Xq e D, (3.2)
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where D is a bounded domain in R n, 6(x) is a continuous vector-valued function such 
that the origin of Rn is the unique asymptotically stable equilibrium of the system. 
If the above deterministic system is disturbed by a stochastic process, we have an Ito 
stochastic differential equation of the following form,
dxc( t ) = b(xe{t))dt + ecr{xt{t))dw(t) x£(0) = xo xo £ D , (3.3)
where {w(t)} is a Wiener process, 0 < f <  1 is a constant which governs the inten­
sity/strength of the stochastic disturbance. Under reasonable conditions imposed on 
b(-) and cr( •), the solution of (3.3) exists and is a strong Markov process in Rn with the 
following infinitesimal generator.
(3.4)
(3.5)
(see. [22] for more details). The first time of exit of the trajectory x t(t) from the 
bounded domain D is called the exit time (escape time) of the trajectory from D. It is 
defined as follows.
1
t ' (xo) = inf{f : x t[t) £ ÖD} (3.6)
where xc(0) = £ D. c)D is the boundary of the domain D.
Since x ' ( t ) is a stochastic process, the exit time r e(xo) for any xo £ D is a non­
negative random variable. It is shown in [22, 42, 57] that the mean of the exit time 
function, i.e. r £(xo) = E r c(x0). satisfies the following boundary value problem:
L?f (xo) = -1  for  xo £ D and r £(x0) = 0 for  xo G ÖD. (3.7)
Furthermore, assume that the following first order partial differential equation
+ = ° $(0) =  ° (X8) 
has a strictly positive definite solution 4>(x) in D (the closure of D ), and define the
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logarithmic residence time of .rc(t) in D by
3>(D)= inf (3.9)
x £ d D
If b(-) and cr(-) satisfy some regular conditions, it is proved in [22] that
lime2 l n f t (.r0) = $(D) .  (3.10)
f — 0
Remark 3.1: From the definition of logarithmic residence time we know that whatever 
the shapes of b(-) and <?(•) are, as long as the solution $(•) of the initial value problem 
(3.8) attains the same maximum value at the boundary of D, the logarithmic residence 
time corresponding to different b(-) and cr(•) will be the same. For example, it is easy 
to verify that for a(x)  = 1. b\(x) = —x x G ( — 1,1) or &2(x) — -2 x 3 x G ( — 1,1), the 
corresponding solution of (3.8) are $\ (x)  — .r2, and 2(^ ) — respectively. In both 
cases, the logarithmic residence times are 1.
In the sequel, we shall, for simplicity, consider the one-dimensional case. The prob­
lem to be investigated is: If the trajectories of (3.3) corresponding to different drift 
coefficient b(x) have the same logarithmic residence time <!(£)), do they have the same 
residence time f '(.1*0 )? If not. characterise the effect of the shape of $(•) on the residence 
time in terms of b(x) and/or its derivative .
3.2.2 Prob lem  Solution
Without loss of generality, in the subsequent sections of this chapter we assume that 
D — {—a. a) with a > 0 a constant and a{x) = 1. Then the boundary value problem 
(3.7) takes the following form.
df'-{x) e2 d2Tc[x)
for x G D
r £(;x) = 0 for x = a, —a.
and the initial value problem (3.8) takes the following form,
b{ x d <t>(x)1-------
dx
+ 1 / r i $ U ) \ 2 = 0i * (0) = 0.
2 \  dx
For convenience, let ns make the following assumption:
(3.11)
(3.12)
(3.13)
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A ssum ption  3.2.1: 6(x) is an odd function ( i.e. b(—x) = — 6(x) for x E D) and 
satisfies the condition:
b[x) < 0 for x > 0 
b(x) > 0 for x < 0.
R em ark  3.2: (i) Since b(x) is an odd function, it is easy to verify that the indefinite 
integral of b(x) is an even function, i.e.
r x r —  x
C(x) = / b(u)du = / b(u)du = U{—x). (3-14)
Jo Jo
This fact will be used later.
(ii) It is easy to see that Assumption 3.2.1 guarantees that x = 0 is the unique 
asymptotically stable equilibrium of the initial value problem (3.2). In fact, if we define 
the Lyapunov function as
r x
V ( x ) = — b{a)du,
Jo
then (i) 1(0) = 0. V'(.r) > 0 for x /  0, i.e. V'(x) is a positive definite function, 
(ii) The total derivative of V(x)  along the trajectory of (3.2) is
dV(x)
dt
ÖV dx 
dx dt —b2(x) < 0 for  x ^  0.
Hence, from Lyapunov stability theory we know that x = 0 is an asymptotically stable 
equilibrium of the system (3.2). For example, functions like - x ,  - x 3, - x 5, and -  sin x 
(for x E (— 7r.tr)) etc. satisfy the above Assumption 3.2.1.
(iii) It is easy to verify that the unique positive solution which satisfies the initial 
value problem (3.13) is
rx
4>(x) = -2  / b{u)du 
Jo
(3.15)
for x E [—«.«]. Since 4>(x) is an even function of x and 6(x) satisfies the assumption 
3.2.1. the logarithmic residence time related to the domain D = {—a, a) is given by
<&(D) = 4>(ft) = 4>(— a). (3.16)
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(iv) Since 4>(.r) > 0 for x ^  0 and <J>(a;) is a strictly increasing function for x > 0, 
we have
$(a) = max <h(x).
x € [ —a,a]
So, in one-dimensional case, (3.10) becomes
lim c2 In f e(x) = <I>(a).
From the above remarks and the definition of logarithmic residence time we can 
conclude that only the values of $(x) at x = a or x = —a have an effect on the 
logarithmic residence time. The geometric interpretation of this fact is: as long as the 
area between the axis and the curve defined by —2b(x) in [0,a] is fixed, the logarithmic 
residence time remains the same.
Definition 3.1 For b(x) satisfying Assumption 3.2.1 we define
B'{ = (6(.) : <&(«) = - 2  r  b(u)du = T}.
Jo
From the above remarks we know that for any b(-) in By  the trajectory of (3.3) has 
the same logarithmic residence time T. Next we will prove that as long as e ^  0, the 
shape of $ (x ) and hence that of b(x) does affect the residence time of the trajectory 
related to a specific domain. We shall also investigate what kind of b(x) in By  will 
result in a longer residence time.
First, let us find the solution of the boundary value problem of (3.11)-(3.12). We 
have the following
Theorem 3.2.1 Under the assumption 3.2.1, the solution of the bound­
ary value problem (3.11)-(3.12) is given by
f e(.r) = —r  / / e dvdu ----y / e-*7"“ / e dvdu (3.17)
e2 Jo Jo (■'2 Jo Jo
where 4> is defined by (3.15).
Proof: In fact, it is obvious to see that f €(«) = 0. To verify that f £( — a) = 0, we note 
that
2 f a *[u) ru *{v) 2 f ~a *ty) f u )
f e' (—a) = — / e e2 / e TU dvdu ----- / e <2 / e *2 dvdu
€~ Jo Jo ^  Jo Jo
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=  ~ [ h - I - a )
Since b(x) is an odd function, 4>(x) is an even function. By changing variable from u, 
v to t and s according to u = —t and v = - s  respectively, we can verify that Ia = 7_a. 
So we have f e( —a) — 0. By directly differentiating the right side of (3.17) we can prove 
that (3.17) also satisfies equation (3.11). I
Remark 3.3: It is evident from the equality (3.17) that, in terms of the effect of 
the initial condition x of the system (3.3) on the residence time function f £(x), |x| is 
smaller and f £(x) is bigger. From this point of view, the initial condition effect is the 
same as in the deterministic adaptive control case.
In general and even for some rather innocent function such as $(u) = u2, the 
integrand in (3.17) does not have an antiderivative which can be expressed in terms of 
finite elementary functions such as powers, exponentials, trigonometric functions, and 
the like. One important technique which is amenable to the analysis and approximation 
of the above type of integral is the Laplace method [19. 14, 46]. Next we shall use the 
Laplace's method for integrals to approximate f £(x) so that the dependence of the 
residence f e(x) time on the shape of 4>(x) (and hence 6(x)) will become transparent. 
Laplace's Method asserts that for a given definite integral of the following form,
j
y(v) = [  g(u)el/h(u)du (3.18)
Jo
where the parameter w is a large positive constant, g(u) and h(u) are continuous in 
0 < u < 7 such that the integral exists, then the major contributions to the value 
of the integral (3.18) and hence to its asymptotic approximation as v —► oo arise 
from the neighborhoods of the points at which h(u) attains its greatest value. This 
greatest value may be a maximum in the calculus sense or a supremum; and the Laplace 
approximation is different in the two cases. Let us first state the following Laplace 
Lemma for asymptotic approximation of the integral (3.18). Its proof can be found in 
existing standard textbooks on asymptotic analysis, see [19. 14, 46].
Lemma 3.2.1 (Laplace’s Lemma) Consider the integral (3.18). If 
g{0 ) 7^  Ü. h(u) is twice differentiable and attains its maximum value at the 
origin, then, according to whether h'{0) = 0 and h"{0) < 0 or /F(0 ) < 0, we
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have
</(0 = 9(0 ) e ^ ° )  + e ^ O ^ - 1) (as v -  oo).
or
u[v] = { J ^ ) } e“M0, + e‘‘M0)O(' r 2 )  {as ' l - 00)-
Assume that <y(T) ^  0. 6( u) is differentiable and attains its maximum value 
at u = T. If h'(T) > 0. we have
y{v) = I I el/h(T) + eL,h[T)0{u~2) {as v oo)
Now we are in a position to characterise the effect of the shape of the drift coefficient 
b(x) in (3.3) on the residence time f c(x) defined by the solution of (3.11)-(3.12). First 
we study the case when the trajectory xc{t) of (3.3) starts from the origin xo = 0. In 
this case we have
Theorem  3.2.2 Suppose f £(.r) is the solution of the boundary value 
problem (3.11)-(3.1*2). If b(x) is differentiable in the neighborhood of x = 0 
and //(0) 7^ 0. we have the following asymptotic approximation
r £(0) =
‘{’( a )  ■!>( a )
e f2 4- e <2 0(>|6(a)) l  4)^(0))
P ro o f  In fact, from Theorem 3.2.1 we know that
{as € — 0)
9 ra *( u) ru <t>(v)
f £(0) = — / / e ~Jr dvdu. (3.19)
Jo Jo
According to the definition of 4>(.r) and assumption 3.2.1 we know that 4>(.r) attains 
its maximum value ai u = a and 4>'(a) = —26(a) > 0. Similarly, — 4>(.r) attains its 
maximum value at a = 0. Applying the above Laplace's lemma to (3.19) we know that 
(as e — 0) the assertion of Theorem 3.2.2 is right. I
R em ark  3.4: (i) Setting = |6(a)|^/|6'(0)|, from Theorem 3.2.2 we know that if 
for any bx.b2 £ By with 6j(0) ^  0 and 6'2(0) /  0, if , we may conclude that
fj  (0) > f(}(0). Loosely speaking, b(-) at x -  0 is flatter (i.e. 6'(0) is smaller) and the 
f £(0) is bigger. Similarly. 6(a) is smaller (or ${x)  is flatter) and f £(0) is bigger. This 
will be illustrated later in example 3.1.
40
(ii) If we only require 6(x) to satisfy the Assumption 3.2.1, but b(x) does not 
necessarily belong to B the above comment no longer apply in general. In this case,
'**( a ' ,
the term e~^~ has to be incorporated into to decide the value of f£(0) related to 
different b.
Exam ple 3.1: Let D = (— b\(x) = — sinx, b2(x) = — p-x, then it is easy
to verify that corresponding to 6i(x), M x), the logarithmic residence time defined by 
(3.15) are both equal to 2. Since = 1 < 1.1463 = 4r\/2 = from Theorem 
3.2.2 and the above remark we may conclude that f£ (0) > fT(0). In fact computer 
calculation shows that for e = 0.5 the residence time corresponding to 6j(x), &2(x) are 
respectively f^(0) = 170.771 t£2(0) = 155.4721. This is consistent with the above first 
remark. I
If the trajectory xf(t) of (3.11)-(3.12) starts from some point xq E D , we have
Corollary 3.2.1 Suppose the trajectory of the boundary value problem 
(3.11)-(3.12) starts from some point xq E D.  If the condition of Theorem 
3.2.2 is satisfied, we have the following asymptotic estimate of r £(xo) as 
€  —  0 .
rc(x o)
') l4|6'(0)|
• ^  _ * (  J Q )e <2 0 ( e 2 ).
In many practical situations, it is often the case that we may have 6^(0) = 0 for 
0 < j  < k and 6 ^ (0 )  ^  0 for some positive integer k >2  (e.g. b(x) = —x3, —x5 etc.). 
In this case, we have the following extended version of the Theorem 3.2.2.
T heorem  3.2.3 Assume 6(x) is k times differentiable in the neighbor­
hood of origin. If b( a) 0. 6^(0) = 0, for j  = 0, 1, ... k — 1, and 6^(0 ) /  0, 
then we have the following asymptotic estimation of f £(xo) as t — 0,
r e(0)
l 1 
k + 1 \b(a)\
[k + 1)!€2
2|6(^ >(0 )|
i
* + i
r( k -)- 1
't’(o)
+ e
+(<»)
0 ( e k+'),
where T(-) is the Gamma. Function defined by
r (a)- f e tta 1 dt (3.20)
The proof of this theorem is completely similar to that of Theorem 3.2.2 by using 
an extended version of the Laplace's lemma, we omit it here.
R em ark  3.5: Setting V1!, = A i]t(b l { ‘ r <I+T )• If <h for
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öi, Ö2 E B y , we may conclude that, for sufficiently small e, 7^(0) < 7^(0). That 
is, the above theorem not only provides a convenient way to judge the magnitude of 
the residence time function f£(0) for different b E By,  it also identified the relationship 
between the magnitude of r£(0) and the shape of b and its derivative. This point will 
be illustrated by the following example.
Exam ple 3.2 : Let D = ( — 1.2,1.2), bi(x) = —2x3, ^(^0 = — y^-T5, then it is easy 
to verify that corresponding to bi(x), 6-2(:r), the logarithmic residence time defined 
by (3.15) are both equal to 2.0736. Simple computer calculation shows that = 
0.1659 > 0.1401 = From Theorem 3.2.3 and the above remark we may conclude 
that 7^(0) > f£ (0). In fact computer simulation show that for e = 0.4 the residence 
time corresponding to bi{x), b^x)  are f^(0) = 6.0251 X 103, f£2(0) = 5.1291 X 103.
This is consistent with the above remark. I
Similar to Corollary 3.2.1, if the trajectory xc[t) of (3.11)-(3.12) starts from some 
point .To E D< we have
C orollary 3.2.2 Assume the trajectory xe(t) of (3.11)-(3.12) starts from 
some point xo E D. Under the conditions of Theorem 3.2.3, we have the 
following asymptotic estimation of f c(x0 ) as c —► 0,
3.3 R esid en ce  T im e  C on tro l o f  N o n lin ea r  S y ste m s
Now we come to deal with the residence time control problem (formulated in Section 
3.1) of the following one-dimensional stochastic control system,
where xq E D = (—a,a). Corresponding to the system (3.21) the residence time r e (if 
it exists) satisfies the following boundary value problem,
\  ( k  -f  l ) ! e 2 ^  fc+1
){ 2|M*>(0)| J
dxt{t) = [b{xc(t)) + g(xc(t))u]dt + €<r{xe(t))dwt :r£(0) = rr0, (3.21)
(3.22)
(3.23)r £(.x) = 0 for x = a,
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— a
and the logarithmic residence time function $ is the strictly positive solution (if it 
exists) of the following initial value problem,
(b(x) + g(x)iL)— + - a 2(x)  l — j  = 0 ,  $(0) = 0. (3.24)
Consider the following deterministic control system
dx
— = b(x) + g(x)u,  (3.25)
and assume that b{x) and g( x ) are continuously differentiable. Let us introduce the 
following definition.
D efinition 3.3.1: ([58]) The pair (b.g) satisfies a Lyapunov condition at the origin, 
if there exists a smooth real function V defined in a compact neighborhood N of the 
origin, such that \ (0) = Ü. \ ’(x ) > 0 for x E N — {0} and for each x 0 with
g(V){x)  = ( ■  g){x) = 0,
then
b(V){x) = ( v L  • b)(x) < 0.
The pair (b.g) satisfies a strong Lyapunov condition at the origin, if in addition there 
are 0 < /.i\ < n? such that
/a 1 1 a; 12 < V(x) < f.t2 \x \2 x € N.
From existing nonlinear deterministic control design theory we know that if {b,g) 
satisfies the strong Lyapunov condition and V (^  ' 9)(x ) i1 0 for x ^ 0, then system 
(3.25) will be arbitrarily exponentially fast stabilizable at the origin. In particular, for 
any / > 0. the corresponding feedback is given by
u =  ^( x ) =
if x  7^  0 
0 if x = 0
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and the total derivative of V along the trajectory of (3.25) is
(3.26)
This means that the solution of (3.25) with u = <p(x) will converge to the origin 
exponentially fast with exponential rate see [58] for more detail.
Now using the above result, the residence time control problem can be solved as 
follows: First we choose a feedback controller such that the system (3.25) has x = 0 as 
its exponentially asymptotically stable equilibrium point, the exponential convergent 
rate of the trajectory can be chosen a priori (the choice of l depends on how long we 
wish the trajectory .t£(f) of (3.21) to remain in D ). Since, with the controller u = ip(x), 
the function b{ x ) + g(.r)<p(x) in (3.22) in general is no longer an odd function (see 
Assumption 3.2.1). to conduct asymptotic analysis and estimate of the residence time 
function f c(.i:) hn we did in previous section, we need the following stability theory.
Lem m a 3.3.1 (see [29]) Consider the following scalar differential equa­
tion
y' = aym + 1 (y,t)  (3.27)
where a /  0 is a constant, m > 1 is an integer, and |7(y,t)| = o(|y|m). The 
equilibrium y = 0 of (3.27) is asymptotically stable if m is odd and a < 0.
It is unstable if m is odd and a > 0 or if m is even.
From the above lemma we can prove the following
T heorem  3.3.1 Under the conditions of the above lemma, the equilib­
rium of (3.27) is exponentially stable if and only if m = 1 and a < 0.
P roof: (Sufficiency) If m = 1 and a  < 0. we choose v(y) = y2 as the Lyapunov function 
for the system (3.27). Since |7(y,f)| = o(\y|), there exists a positive constant 6 such 
that if I f/| < 6. we have (y, t )| < — ^ajy|. Nowit is easy to see that the total derivative 
of v{y) along the trajectory of the system (3.27) is
7^7 = = 2ay2 + -  a y 2 = av ‘ (3.28)
So we can easily obtain
\y(t)\2 = r( y(t)) < v(y0)exp[at] = |y0|2 exp[ai], (3.29)
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where the initial condition is y( 0) = yo.
(Necessity) Assume that the equilibrium y = 0 of (3.27) is exponentially stable. 
That is, there exist some positive constants c\ and C2 such that, with the initial condi­
tion y(0) = yo, the solution of (3.27) satisfies the following inequality,
\y(t)\ < ci|y0|exp[-c2f]. (3.30)
If m > 1, from the above lemma we know that m must be odd and a < 0. We can 
directly solve the equation (3.27), with initial condition specified as y(0) = yo, by using 
the method of variation of constants. We have
(1 - m) (at  + J  7(y(r),r)rfr^ + (3.31)
Since |7 (t/,f)| < -\cx\y\.  and y{t) satisfies the estimate (3.30), through some algebra 
we can obtain the following estimate
\y(t)\ > ^(1 -  m)at  + ^ - a ( l  -  m)\y0\ + . (3.32)
Combining the above inequality with (3.30) we have
Ci|.</ol exp[-c2/] > ^(1 — m)at  + ^ - a ( l  -  m)|y0| + 2/o_m) • (3.33)
Obviously, for sufficiently large t the above inequality cannot be true. This is a contra­
diction. So we must have ni = 1 .  I
Now we are in a position to conduct residence time analysis and approximation of 
the trajectory .r£(/) of (3.21) related to the domain D = {—a, a). First we note that the 
residence time function f f (x) is given bv the solution of the boundary value problem 
(3.22)-(3.23) with u = y(x).  Since the equilibrium x = 0 of (3.25) is exponentially 
stable, from Theorem 3.3.1 we know that b(x) + g(x)^p(x) can be written as
b(x) + g[x)(p{x) = cx + 7(z), (3.34)
where c > 0 is a constant which decides the exponential convergence rate of the related 
solution. ~[x) is a function satisfying the estimate 17 (a;)| < c'|x|2 for some positive 
constant c'. So for the stochastic control system (3.21), if we choose the initial condition
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£ 0  sufficiently small, then we have b(x) + g(x)(p(x) «  — cx. Using this approximation 
we can conduct residence time analysis as we did in the previous section. That is, the 
dominant part in the estimate of the residence time function f£+ (a?) is decided by
the linear term — cx (which obviously satisfies the assumption 3.2.1) in (3.34). In other 
words, if the constant c > 0 is bigger and the residence time will be longer, by a proper 
choice of the constant l in the control law design, we can force the trajectory of the 
closed loop system (3.21) to remain in the domain D with probability as close to one 
as possible for as long as we desire.
3.4 C oncluding Rem arks
In this chapter, we have investigated the residence time control problem of one-dimensional 
nonlinear stochastic affine in control systems. We first identified the geometrical rela­
tionship between the drift coefficient &(•) and the residence time of the trajectories of 
(3.3), then by using a deterministic control law design scheme, we are able to design a 
controller so that the trajectory of the closed loop stochastic system (3.3) can remain 
in a prespecified domain of interest with probability close to one during a prespecified 
time period. To conduct analysis of a general drift coefficient &(•) (i.e. it is not neces­
sarily an odd function), we also established a necessary and sufficient condition for a 
one-dimensional nonlinear differential system to have an exponentially stable equilib­
rium. We would like to point out here that all the theories developed in this chapter 
can be extended to the case where the drift coefficient &(•) is not an odd function. But 
the derivation of the theorems (related the ones we have presented in this chapter) in 
this general case are very involved and will not provide any additional insight.
In conclusion, in the “transient” phenomena analysis of a stochastic control system 
like (3.21) with small disturbance intensity (e is sufficiently small), the restriction of 
the initial condition within a small neighborhood of the equilibrium is also necessary. 
This is consistent with transient analysis of deterministic adaptive control system as 
we did in previous chapter.
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C h a p t e r  4
In te rp la y  B e tw e e n  M o d e llin g  
a n d  R o b u s t  C o n tro l D esig n
4.1 In tro d u ct io n
In this chapter strategies for combined plant identification and robust control design 
will be proposed for the H ^  control design and for the H 2 control design. In both 
cases, a global performance criterion is first proposed as a specific optimization prob­
lem. Since we are going to deal with a control design problem for which the involved 
true plant is unknown, in general the global objective cannot be approached directly. 
So we propose a relevant model-based local performance criterion so that the global 
objective can be solved indirectly in a sub-optimal sense. The schemes which we are 
developing in this chapter have the following features: In the case a single local 
performance objective which governs the separate stages of frequency weighted plant 
identification and frequency weighted robust control design is proposed. The minimiza­
tion of this local criterion not only guarantees achieved global stability but also gives 
us a certain level of robust performance. The iterative scheme proposed in this case, al­
though not very feasible due to our incapability of performing H qq plant identification, 
monotonically decreases and converges to the local optimal value. In the H 2 case, an 
iterative data-driven identification/control design schema is proposed. The global aim 
of this schema is to reduce iteratively the achieved cost. The whole schema couples the 
separate stages of system identification using frequency weighted Least Squares with 
controller design from this identified model using frequency weighted LQG methods.
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The idea of closed loop identification with a robustness enhancement data filter 
is not entirely new: it was advocated in [8] and subsequently developed in [30] and 
[56]. The dual idea of incorporating model error information, obtained from data, 
into an LQG criterion is certainly novel. By combining these two ideas into our iter­
ative scheme, we propose a combined “robust identification/robust control” schema in 
which the robustness enhancement features of the two parts of the design are mutually 
supportive, as we demonstrate in the main Theorem of this chapter.
Several successive passes through the Least Squares filtered closed loop identification 
and the frequency weighted LQG control design using new batches of fresh data will 
generate our iterative design. Such a design is neither truly an Adaptive Controller nor 
truly an off-line Robust Controller but it combines features of both design schemes: 
our resulting control law is indeed shaped for robustness by the measured data and not 
just by a priori assumption. Being completely signal driven, our iterative scheme does 
not rely heavily on prior information about the unknown system. Unlike similar 
design schemes that are beginning to emerge (see e.g. [4, 36]), we need fewer cards up 
our sleeves.
The iterative scheme given in this chapter is actually a quasi-adaptive control 
scheme in which the simultaneous control design and parametric identification is re­
placed by an iteration comprising a closed loop Least Squares identification stage with 
fixed controller and an LQG control design stage based on a fixed previously identified 
model. In many respects this concurs with the averaging approach of [3] or the periodic 
adjustment of [18].
The rest of the chapter is organized as follows. In Section 4.2 we formulate our 
scheme on combined plant identification and robust control design in a general setting 
which includes our subsequent //,x, and H 2 control design problems as special cases. 
Section 4.3 proposes an artificial / / x, optimization problem to fix our ideas. This is an 
artificial problem because it relies on the use of an H system identification procedure, 
including estimation of H ^  model errors, that requires knowledge of the unknown true 
system. It does, however, admit a simple demonstration of a performance oriented 
coupled control and identification iterative strategy, and it serves to motivate the more 
realistic H2 (least squares) system identification methods and the corresponding H 2 
(LQG) control laws of Section 4.4. In contrast to the H^  iterations of Section 4.3, 
the Ho iterations are feasibly data driven, with the successive controllers being ap-
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plied to the process and the collected data being used in the computation of the next 
model/controller couple. In Section 4.5, we develop a computational example and give 
some comments and discussions about the results obtained. Section 4.6 is the con­
clusion of this chapter. In the following, all our results will be derived for the simple 
case of single input single output systems. The extension to the multivariable case is 
reasonably straightforward but messy.
4.2  A  G en era l Fram ew ork
We suppose that we have a true plant system with input-output relationship described 
by
Ut = P(z)ut + vt (4.1)
where P(z)  is a strictly proper rational transfer function, ut is the input, vt is an 
unmeasurable disturbance acting on the output yt . Also we are given a parameterized 
model set
M  = {P(z.O), H(z.O) O e D e C R d}. (4.2)
A particular model in that model set. driven by an input uct , will produce an output 
signal described by
!/j(0) = P[z,0)uct + H(z,  9)cjt (4.3)
for a particular value of the parameter 0, where P is a strictly proper transfer function, 
H is a stable and stably invertible transfer function, and qt is white noise.
Assume that P represents the actual plant as given in (4.1), P a plant model and 
C a feedback controller. It is usually the case that the controller is designed on the 
basis of a control design criterion, a plant model P, and, possibly, some measure of the 
uncertainty in the plant model. At this point, we shall loosely denote this uncertainty 
bv L(P.P):  it is unknown to the designer but is often assumed or can be estimated 
(see, e.g. [26]). Hence we write C = C{P, L(P, P)). In classical HlX) control design, 
L(P, P) is assumed to be god-given, while in classical LQG design certainty equivalence 
is used. i.e. L( P. P) = Ü.
Whether an P x or an LQG criterion is used, the combined identification/control 
design criterion can then be formulated in the following terms. We define the criterion 
function J(G. f\) to be an objective function on the closed loop consisting of plant G,
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with its attendant noise model, and controller A . A global criterion is formulated as
•/global —  P i C  )■<
where P is the actual plant and C is restricted to a class of stabilizing controllers C. 
This criterion is minimized with respect to all possible controllers C in a certain class. 
Practically. C is designed to be the function of P and L, where P is constrained to 
be in some a priori chosen model set. YVe shall consider throughout this chapter that 
we are in the practically relevant situation of unmodelled dynamics, i.e. the model set 
does not contain the true system.
Assume, for a second only, that the true plant P were known, i.e. P = P. The 
minimization of ./( P.C) with respect to C in a larger class of all stabilizing controllers 
for P (i.e. not necessarily restricted toC) then yields the optimal controller Copt. One 
can then define the optimal cost:
r<" = min J(P,C) =
C(P.O)
The value J opt is the ultimate, but non achievable, benchmark value that one would 
like to approach even when only incorrect models are available.
In the more realistic situation where P is unknown, the minimization of J [ P , C ) 
yields a designed controller. C(P.  L(P, P)),  and a designed cost:
J =  mm J( P, C)  = J{P,C) .
C(P.L(P.P))
Applying this designed controller C in closed loop with the actual plant then yields the 
achieved cost:
r  = J(P,C).
In a criterion based control design schema, whether off-line or iterative, the performance 
of the scheme is evaluated by the eventual achieved cost, not by the designed cost.
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4.3  H - x  I tera tiv e  Id en tifica tio n  and C on tro l D esig n
4.3.1 P r o b l e m  F o r m u la t io n
Our purpose in this section will be to develop a formulation of a combined identification 
and control design methodology in the Hqq framework which illustrates the principles 
underpinning our subsequent H2 approach. The reason for this initial diversion is to 
address issues of stability and performance robustness in a standard environment, al­
beit with little connection to data-based design, and then to launch the conceptually 
more complex, data-directed method. (H«*> formulations of robustness are more trans­
parent than H2 . while the latter is more amenable to the treatment of data for model 
identification.)
Suppose that the true plant system and the model set are the same as given in 
Section 4.'2. We consider the control problem depicted in Fig.4-1, where the controller, 
C(z), is a one-degree-of-freedom controller, rt is a reference signal which we desire 
the plant output. yt. to track. Our closed loop control objective is to achieve robust 
stability, i.e. we want stability of the designed closed loop (Fig.4-2) to imply stability 
of the achieved closed loop (Fig.4-1), and to have good tracking performance for at 
least the designed system. Defining our additive modelling error as
L{z,0) = P{z) -  P(z,6),  
our designed mixed sensitivity function as,
M = C(z)(l  + C(z )?( z ,0 ) ) -1, 
and our achieved and designed sensitivity functions as,
>>■(--)= (1 + C (2 )/> (J))-1,
S(:)  = ( l + C ( z ) P ( z J ) r l -
We specify our global control objective function as
J„IM = J(P-C) = 11^(2)5(2)11^ (4.4)
51
+
O C
Figure 4-1: The achieved closed loop system
Figure 4-2: The designed closed loop system
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where W{ z ) is a frequency weighting function which can be further chosen to reflect a 
specific performance need. Since this global objective is in general not achievable due 
to the unknown feature of the true plant and our incapability of performing controller 
design based only on the unknown plant, we propose a local criterion as follows
J = J ( P, C)  =
L( z ) M( z ) 
W(z)S(z)
(4-5)
Note that both M and S reflect properties just of the plant model P.
This J global defined by (4.4), which is actually the special case of the local criterion
(4.5) (i.e. P = P), is our global criterion which we would desire to minimize over the set 
(C(.r) E C} where C is the set of controllers, constrained to stabilize the model and the 
plant. Due to the presence of the unknown P/X, both the global minimization and the 
local minimization are (with present methods) not directly feasible, and so we propose 
an iterative approach to minimize the more tractable local criterion. This approach is 
based on coordinate descent, i.e. minimization over the set { P E  A t)  holding C fixed 
followed by minimization over the set (C(^) E C] with P fixed. We shall shortly see 
that this strategy still is infeasible but it nicely introduces and motivates our subsequent 
feasible Ho approach.
R em ark  4.1: (i) Recall that in the existing H ^  robust control design literature the 
unmodelled uncertainty L(z) is often replaced by a known bounded rational function 
satisfying \L(z)\ < l(z) on imaginary axis. In this case, the minimization problem of
(4.5) is solvable, see [34].
(ii) The reasoning behind the selection of this criterion is the combination of the 
robust stability condition 11PT/11  ^ < 1 with the H^  nominal performance condition to 
minimize ||IT,$j|x . It is clear that in any robust control design, where model uncertainty 
is an important issue, the minimum requirement for a controller designed based on an 
identified model is that it has to stabilize the true plant. As was proved and discussed in 
[8]. see also [45]. [59]. the closed loop stability robustness of the plant is determined by 
the magnitude of ||X.U||x . that is. if HIMH^ < 1, then the control law designed based 
on the estimated model P. with the corresponding modelling error X, will stabilize the 
true plant P.  subject to stability of X. So the inclusion of the HXMHoo term in the 
performance criterion is intended to achieve robust stability. Our incorporation of the 
weighted sensitivity function into the above H ^  performance criterion is to achieve not
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only stability robustness but also a certain level of robust performance. It has been 
proven that for the given true plant P, an identified plant model P, and a controller 
C designed based on P. a sufficient condition for ||W (z)S(2 )|| < 1 is J ( P , C ) < 1, see 
e.g. [45]. So we conclude that in selecting (4.5) as a performance criterion for both the 
identification and control design we have a fixed objective function for the two stages 
of design.
(iii) In general, robust stability analyses may be interpreted as the interconnec­
tion of modelling/identification information and control design, even though one rarely 
draws the inference that this gives direction as to how best to modify the identified 
model. Recognising that J(P.C)  is, for fixed P, a specification of an control de­
sign problem, while, for fixed C, it is the specification of a frequency weighted H00 
model selection criterion, motivates us to pose the global minimization of J (P ,C ) as 
an iterative optimization problem.
(iv) The solution of either of these control or model selection problems above is, 
at this juncture, not necessarily feasible. Off-line optimization is possible but, for the 
modelling objective in particular, minimization requires complete knowledge of the true 
transfer function. P, and cannot be derived from a finite record of measured data. This 
latter requirement would, ipso facto, obviate the need for robust control design.
4.3.2 Problem  Solution
With the above remarks in mind, we propose the following iterative procedure to en­
deavour to solve the above minimization problem.
Step 1 - Identification Initialization : We begin by supposing, for the sake of ar­
gument. that we have the capacity to perform H ^  modelling so that for the given 
plant (4.1). we can choose a model Po from the model set (4.2) such that
So = ai'g0 min II^U) -  P{z<0) ||oo
Define PqU) = P[z.9o) and L q[z ) = P{z) -  Po(z). This is an open loop model 
fit. yielding plant model P,{z), for i = 0.
Step 2 - Weighted Optimal Control Design : For the plant model above, 
Pi(z). and associated modelling error, Li, we design a weighted Hcc optimal
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Controller C, such that
C, = argc min
Lt{z)
w( z Y
C(z)
1 + C(z)Pi{z]
1
1 + C(z)Pi(z)
where Lt is fixed and so is W(z)  which both act as weighting functions in the H^  
control design. The solution of this problem is a ‘standard’ weighted Hoc design.
Dehne M t = C',U)(1 + Cl{z)Pl[z)) - l
Step 3 - Weighted //.x, Identification : For the controller Ct of Step 2, we select a 
model jP,+i from the model set (4.2) such that
Cj(z)
0,+t = arg,, min
( P ( z ) - P ( z J ) )  
W(z)
1 + Ci(z)P(z,0)  
1
1 + Ci(z)P{z,$)
Dehne Pj+l(z) = P(z .0i+i) and Ll+i{z) = P(z) -  Pl+\(z).
Step 2 bis - Weighted / / x Optimal Control Design : For Pl+\{z) and Lt+\(z) 
as in Step 3. we design a weighted Hoc optimal controller, Ct+i, such that
C, +1 = argc min
Li +\ { z )
W(z]
C(z)
1 + C{z)Pi+\(z)
I
1 T C( z)Pt+\{z)
where T,+ l(r) is fixed and acts as a weighting function in the control design 
criterion.
Continuing the above minimization process of Steps 2 and 3, we have the following 
conclusions:
Remark 4.2: (i) From the above construction of the iterative identification and 
control design and the performance criterion we know that at each step the same 
criterion is reduced. This can be seen from the stepwise control and identification 
objectives, j f  and .// respectively.
J/+1 = min J ( P . C{) < J(Pi.Ci)  = J f  = min J (P t,C ) < J(Pt , Ct- l ) = j \  (4.6) 
P c
(ii) As we have already said this is an artificial problem which is appealing because 
it links the successive control design and identihcation criterion in a logical fashion with
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a fixed objective. The notion of a global objective, and the corresponding specification 
of coupled local objectives. .) j  and j f  , for identification and control is the key here. We 
shall move on in 1 he next section to a more feasible H2 version of this iterative scheme.
(iii) Alternative, more standard and tractable variants of the criterion function, 
./(P, C), may be specified using past instantiations of M  or S as weighting functions in 
the current design, rather than including these as dependent variables. This simplifies 
the computation but removes the guaranteed descent property. However, as we are 
dealing here with abstract nonfeasible algorithms, there is little point in delving further 
into these aspects.
(iv) The novelty of this approach, compared to the standard H,^  methods, is that 
the plant modelling is adjusted to reflect the control requirements and also the con­
troller design is modified to reflect the H ^  modelling error. This is the key to our 
approach versus, say. the standard methods of robust control — we use the robustness 
requirements to assist in the specification of desired model fits and vice versa. When 
this is coupled to the capacity to perform experiments, and so derive new data, we 
have a. technique for the intelligent amelioration of controller designs on the basis of 
closed loop (operating) experimental design. The failing of this H^  approach here is 
its inability easily to be formulated with measured data.
(v) Several research groups have produced approaches to HlX) identification based 
on data [26, 31. 50. 61]. but, at this stage, it is not apparent that such methods are 
amenable to the explicit criterion minimization required here at Step 3.
4 .4  Ho I te r a tiv e  Id en tifica tio n  and C on tro l D es ig n
In this section we replace the artificial Hl3ü problem of Section 4.3 with a more realistic 
least squares version which is more amenable to use with data. The novelty of our H2 
approach is to account for evaluated modelling error in an LQ optimal control design 
and to allow for the stability robustness requirements of the closed loop controller in 
designing the least squares identification. This is achieved by frequency weighting the 
LQ control criterion using a filter which contains identification information and by 
filtering the identifier signals using a filter which contains LQ optimal control design 
information.
Another major departure from the artificial H,^  design scheme of the previous sec-
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tion is that each new iteration of our iterative identification and LQ control design
scheme is performed on fresh data obtained while the controller computed in the pre­
vious iteration is operating. In this sense, our iterative scheme is close in spirit to an 
adaptive control scheme but with mutually reinforcing robustness enhancement features 
in both the parameter estimator and the control design algorithm. To our knowledge, 
previous robust adaptive controllers had either robust parameter estimators or robust 
control designs with robustness features that did not take account of the other part of 
the design.
4.4.1 P rob lem  Formulation
Here our global objective is to identify a model P and then, based on P, to design a 
controller to operate on the real plant. With the designed controller and the identified 
model the following global LQ performance criterion is considered
where yt is the real plant output. ut is the control signal to be designed based on an 
identified plant model to force the output yt to track a given reference trajectory rt as 
closely as possible, and rt is modelled as the output of a reference model driven by a 
white noise nt. That is rt = R(z)nt, where R( z ) is a rational transfer function chosen 
by the designer to reflect the reference spectrum. The achieved closed loop system is 
depicted in Fig.4-3. In our design here, the performance criterion (4.7) replaces the 
earlier i/,x criterion and our aim is to minimize J  by applying the designed controller 
to the real plant (4.1).
4.4.2 P rob lem  Solution  
Modified LQ Control Design
Suppose the plant and the model set under consideration are the same as defined in 
Section 4.2. Since the plant is unknown, the optimal control law minimizing (4.7) 
cannot be computed. We shall thus transform the above tracking problem (4.7) into 
a succession of separate but interacting identification and control problems. Between 
successive iterations, tlie most recently computed control law is applied to the actual
(4.7)
57
plant and new data are collected in this closed loop situation for the identification of the 
next plant model. The aim is to take account of the quality of the previously identified 
model in the formulation of the control law (as was done with the frequency-weighted 
H.yz control design earlier) and to take account of the feedback control objective in 
performing the next identification (as was inferred by weighting the / / lX) model fit 
earlier). In order for these modifications to reflect the overall control objective (4.7), 
that global performance criterion will be replaced, at each stage of these iterations, by 
separate local identification and control criteria. The term local refers here to the fact 
that the local identification (respectively control) criterion will be minimized while the 
presently active controller (respectively plant model) is operating.
The certainty equivalence formulation of an LQ tracking problem is to minimize 
the following performance criterion J:
where uct is the designed control signal and t/jr is the output of an identified model, P, 
driven by irt . The certainty equivalence closed loop system is depicted in Fig.4-4 with 
the controller, denoted by C\, C2 , resulting from the optimization of (4.8). Notice that 
an LQ optimal control design, whether based on a state space model or on an input 
output model, necessarily leads to a two-degree-of freedom controller, ut = C \nt — C2Vt' 
see [8, 5, 6. 63]. The disturbance source v[ in Fig.4-4 is the designer’s guess (or estimate) 
of the actual plant disturbance vt.
Instead of following the traditional route of minimizing (4.8) we begin with the 
following frequency weighted local LQ tracking criterion:
where F\ and /T are weighting functions (linear filters) to be chosen, and A' is a constant 
to be decided. We shall study how the modelling information might be incorporated 
into the local control objective (4.9) to reflect the global objective (4.7) through the 
judicious choice of F\ and TV Recall that control design only may be performed relying 
on an identified model.
(4.8)
(4.9)
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Figure 4-3: The achieved closed loop system
Figure 4-4: The designed closed loop system
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By direct comparison between (4.9) and (4.7) we select F\(z) and F2(z) as
Fx = * & y - r
^ y c - r
1/2 1 / 2
(4.10)
and A' = A to make the frequency weighted tracking objective (4.9) become
J c
N
Hm \ rx —x. NFEt=l
<f>
1/2 2 f / ö  X1/2 12\(Vt -  rt) T A
1
*7^
___
i
(4.11)
Here (py- r , <£y_r, </>u, <puc are the spectra of the corresponding signals. All these signals 
are readily available from the closed loops of Fig.4-3 and Fig.4-4. We comment later 
on the actual computations of the filter F\(z) and F2{z).
This should be compared to (4.7) and interpreted as a distortion of the local control 
objective function for the identified model in order to reflect the global criterion, as was 
motivated by the / / x frequency weighted control design method derived in Section 4.3. 
We observe that the effect of the frequency weightings is to make the filtered tracking 
error signal and control signal, respectively, in (4.11) have the same spectra as the 
corresponding signals in the global (ideal) performance criterion
In our iterative design scheme to be proposed shortly the spectra in (4.11) will be 
replaced by spectral estimates obtained from data collected on the real plant and on the 
local model, both operating in closed loop with the presently active (local) controller, 
and driven by the same reference input, as shown in Fig.4-3 and Fig.4-4. Besides forc­
ing the local control objective to mimic the global one, as explained above, the effects 
of the frequency weightings in (4.11) have entirely logical and intuitive interpretations. 
For example, the following is worthy of a special observation.
Special observation: If at some frequency, 4 > y _ r  is larger than 4>yc _ r , it means that 
at that frequency the model fit is poor with the consequence that the achieved tracking 
performance (with the presently active controller) is worse than expected from the 
designed system. Hence more emphasis should be put on the tracking penalty at that 
frequency at the next control design stage, which is reflected by the weighting being 
larger than 1. If at some frequency, 4>y_7. is smaller than ^yc_r , it also means that 
at that frequency the model fit is poor but in such a way that the presently active
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Controller actually achieves a better tracking performance on the true plant than on 
the model. The emphasis on the tracking penalty at that frequency should therefore 
be decreased at the next control design stage to provide scope for improvement at 
other frequencies. Similar astute and entirely intuitive observations can be made by 
the reader as regards the frequency weighting on the control.
In our presentation here we have justified and interpreted the choice of the local 
control design criterion J c on the basis of easily understandable intuitive considera­
tions. We shall provide a more mathematically justified interpretation of (4.11) in the 
Appendix B.
The question now is: How do we evaluate these filters F\ and F2 defined by (4.10)? 
The spectra are replaced by spectral estimates obtained from data collected on the 
plant, and the filters are fixed degree stable minimum phase approximations of their 
spectral factors.1 We note that all quantities required to estimate these spectra are 
available and approximations can easily be made based on finite data records. The 
signals g — r and u are measured on the actual plant operating in feedback with the 
local controller (obtained at the previous design stage with the previous model): see 
Fig.4-3. As for the signals yc — r and uc, their spectra are derived solely from the 
designed loop which is computable off line. The user must supply a local noise model 
v1 according to his or her estimate of the actual noise source v: see Fig.4-4.
The following relationships link yc -  r and uc to the input signals n and v' (see 
Figure 3):
dt ~ rt
P{Ci -  RC2) -  R
I + PC2
Tit T
1
1 + PC2vv
CX nt - C2
1 + PC2 1 + PC2vf
(4.12)
(4.13)
A specific example of such a calculation of these spectra is given in the next section 
and relies simply on the processing of closed loop simulation data.
R em ark  4.3: (i) This application of experimental spectra in the control design 
phase signifies the departure of our H2 theory from the H ^  results where modelling 
errors required for the control design were not assessable. That is, the computation
'Fixing the degrees of the factors Fi and Fo is our way of preventing the controller degree growing 
at every iteration.
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of approximations to these spectra is feasible while the measurement of H,^ modelling 
errors is not. (In the example to follow this computation is achieved by fitting autore­
gressive (AR(3)) models on blocks of 4096 data.)
(ii) Since F\ and F2 act as weighting functions in the local LQ optimal control 
design objective (4.9). C i, C2 , P  and the v' model need to be fixed and available 
during the collection of data, that are used for the computation of the spectra and 
hence of F\ and F2. Obviously, the P component in the weighting functions comes 
from the identification stage. C\ and C2 are derived from an earlier LQ control design 
stage, while the r'-noise model will be assumed fixed in our future developments.
(iii) We show in the Appendix B that this frequency weighted LQ tracking problem 
can be recast a  ^ a non-weighted LQ problem with modified transfer functions P = 
PF\F-2 {. R = RF\. v[. = F\v'k. The optimal controllers resulting, Ci, C2, are related 
to the optimal controllers of the frequency weighted problem by Ci = F2C\, C2 = 
FjFi 'Cz .
So we conclude that designing a controller Ci, C2 based on an identified model 
such that the performance criterion (4.7) is minimized is approximately equivalent to 
minimizing the performance criterion (4.9) with F\, F2 and X' chosen as above. In this 
fashion, sensible modelling information modifies the local control objective.
Modified Least Squares Identification
Our remaining task is to provide an identification recipe for the plant model in our 
iterative design scheme. We thus consider that at some stage of the iterations the system 
has been operating in feedback with a frequency weighted LQG controller designed on 
the basis of a previous model. A data set has been collected on the closed loop system 
(see Fig.4-3). With this data set a new model must be identified with a view to designing 
a new controller in order to reduce the achieved criterion (4.7).
First we need to specify an identification criterion which suits our interacting iden­
tification and control design implementation. Associated with the model (4.3) is the 
following one step ahead predictor:
5,(0) = H - l(z)P(z,$)u, + ( l -  H - \ z ) ) y ,  (4.14)
see Ljung [38]. where r'( is modelled as v't — H{z)qt with qt white noise and H(z)  a fixed
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(^-independent) transfer function. By filtering the prediction errors et(0) = yt — yt(0) 
through a stable filter D(z).  we define the filtered prediction errors:
f {(0) = D(z)et(9). (4.15)
The classical least squares identification criterion is then defined as
1 N 1 N
m e )  = v D T « ) ! 2 = £ [0 < * ) (v *-  • (4.16)
*' t=1 t=1
Under reasonable conditions V^{9) converges to a limiting value [38]:
V( 0) =  lim E{Vn (0)}. (4.17)
N —  cc
Using (4.14). (4.1) and the definitions of V{0) and e/(0), this criterion can be written 
(in the frequency domain) as
du (4.18)
where
AUU'.tf) = ( P - P ) C i 2
1 + PC2
1 + Pc2 2
1 \ P C 2
$  ^  V (4.19)
The above criterion gives a characterization of the convergence point of the closed 
loop identification algorithm obtained by minimizing (4.16) on the basis of closed loop 
data. Note that in minimizing (4.18) we have used the uncorrelatedness of nt with vt . 
The exertion of influence over the Least Squares identification criterion is through the 
choice of filter D. so that the (local) identification criterion (4.18) is commensurate 
with the global criterion (4.7). Here the filter D{z)  should be chosen to reflect our 
'modelling for closed loop control' objective.
Following the spirit of our 'expose' of Section 4.3, our identification-for-control aim 
is to achieve a closed loop control performance objective. This can be obtained by 
demanding that the closed loop sensitivity functions of the real plant, P, and that of 
the plant model. P , in feedback with the same controller, be as close as possible to 
one another. Since we want our identification design to be based on signal information
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only, we shall translate this requirement into the following local identification criterion. 
We select a model P that minimizes
J idK
i yV
-  y ct ?  +  A ( u t -  O 2].
£ = 1
(4.20)
The criterion (4.20) should be compared to the classical closed loop prediction error 
minimization of (4.16). We may now ask how these two minimizations are connected. 
Clearly from Fig.4-3 and Fig.4-4 we have
y'i
yi
p c , t i ,----- x— nt H------ -— vt,
1 + PC2 1 + PC2 
PC i 1
l + PC2nt + 1 + PC2Vu
ut =
ut =
Cl----- -— nt -
1 + PC2
Cl
1 + PC2 nt
c 2
l + PC2vf
C2
1 + PC2 Vt ‘
(4.21)
(4.22)
The above two expressions lead to
fit ~ Ut
hi -  «;
( P - P ) C X 1 1 ,
(i + pc2)( i + pc2)"' + (i + pc2)v' i + Pcf*’ 
(P - P ) C XC2 c 2 c 2
(1 + PC2)(1 + PC2)n‘ (1 + 1 +
(4.23)
(4.24)
Denoting J 1'1 = lin\.v_^ Jy  and assuming that n(, vt , and v't are mutually uncorrelated, 
we then have the following frequency domain expression for J ld:
J ld = — r  AW {u,0)du  (4.25)
2 7T J — 7T
where
AW'laJl = 1 + A|C2|2 
|1 + PC2\2
\ ( P - P ) C , \ 2
\i + pc 2 \2 <t>^ n +
|i + p c 2\2
|l + PC2p
(4.26)
A direct comparison between (4.19) and (4.26) leads to the following relationship,
A" -  ,‘C  Al^ T (^ V (u -.0 ) + 4>t,0.
| 1  +  PC'2 | 2
(4.27)
From (4.18). (4.25). and (4.27) we conclude that to achieve a minimization of (4.20), 
identification should be performed in closed loop (this produces V(9) of the form (4.18))
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with signals filtered through
D(z)  = H(z)G(z)(l  + P(z)C2(z)- (4.28)
where G(z) is defined as a stable filter obtained from the following factorization prob- 
lem:
G(z)GK(z~l ) = 1 + AC2(2 )C2 (z-1 ). (4.29)
Since the identified plant model P appears in this frequency weighting, it would nor­
mally only be feasible to adjust this filter using an earlier estimate of P.
In summary, we have proved the following lemma.
Lem m a 4.4.1 Let the signals yf , uct , yt , ut be defined by Fig.4-3 and 
Fig.4-4. respectively, with vt and v[ assumed uncorrelated, and let J ld be 
defined by (4.20). Then with the filter D(z)  in (4.18) chosen as in (4.28)- 
(4.29) we have, in the frequency domain,
J ld = V(0) + /T \D\2du (4.30)
2?r J - n
here we used the assumption that the white noise qt in v[ = H(z)q[ has a 
unit spectrum.
From the above lemma we conclude that if we treat D as a filter with controller C2 
coming from the control design stage and the model P from the earlier identification 
stage, the minimization of J ld is approximately equivalent to the minimization of V(9). 
In the following we shall prove that the choice of the local identification design criterion 
(4.20) is also consistent with our global aim of minimizing J* through our combined 
'local control design' - 'local identification design" scheme. Consider that, at some stage 
of the iteration, a plant model P has been obtained and a controller Ci,C2 has been 
computed from P by minimizing J c. In line with the notations of Section 1, we denote 
by the achieved cost obtained by computing J of (4.7) when C i,C 2 is applied to the 
real plant, and by ./ the designed cost obtained by computing J of (4.8) with P ,C  1 , 
and CV
Our main result of this chapter then connects the designed control criterion J ,  the 
global achieved criterion ./" and the local identification criterion J td (or C(#)), where
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D{z) is assumed to be chosen as in (4.'28)-(4.‘29).
Theorem  4.4.1 Suppose that the plant P, the model P, the controller 
C i, C2 and the signals yt, ut, yf, uct , rt are as in Fig.4-3 and Fig.4-4. Also 
suppose that the controller C i, C2 stabilizes both the plant and the plant 
model. Then with the filter D{z) chosen as in (4.28)-(4.29), we have
r J = v *($) + A  £
> {(Jm)l/2 -  (J) l/2)2 (4.31)
where J x is the achieved global objective defined in (4.7) and J is the 
unfiltered version of J c defined in (4.8).
P ro o f The equality has been proved in the previous lemma. To prove the inequality, 
we proceed as follows. Defining
r d-N = £[(»« -  j/?)2 + A(Ul -
t — \
■j\ = ^ [ ( y t  -  r t )2 +  \ u 2]
t = 1 
N
Jn = - r«)2 + AK ) 2]
t = 1
then we have
J id'N
N
^  { [ ( */ *  — r t ) +  ( r t  —  V t  )]2 +  A ( n t — u £ ) 2 }
t = \
■I y 4- -/.'V — 2
r n N
~ r*)(r* -  yct) + XY  utut
. <= i  t = 1
Using Holder's inequality yields
(4.32)
N
Y2( yt ~ >'t)( rt -  yct ) < 
t = 1
v
Y  u*ut
t= 1
<
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Setting
o = J 2 ( y t -  rt)2 b = J 2 ( yct -  rt ?  c = Y s ut' d = U K ) 2.
/ = 1  f = l  ( =1  t —1
we prove that
(a1/261/2 + Ac1/ 2fZ1/2) < (a + Ac)1/2(& + Ad)1/2 (4.33)
In fact, squaring both sides of the above inequality and cancelling the common terms 
yields
2(abed)1 f2 < ad + be
Since for any numbers x and y. we have 2\xy\ < |x‘|2 + |y|2, combining this with the above 
inequality we proved (4.33). Now from (4.32), (4.33), by completing squares and using 
the same argument as in the derivation of (4.33), we derive > {(Jp^)1^ 2 — (J/v)1^ 2)2- 
Dividing all quantities by N  and taking limits yields (4.31). H
Now in our iterative identification/control design scheme, the filter D(z) at the 
/-th identification iteration uses the model i obtained at the previous iteration. 
Therefore the filters )1 + PC 2 12 appearing in the denominators of V(d) = J ld and of 
the second term of J ld (see (4.30)) are fixed, i.e. independent of the model P{0) being 
identified. It follows that minimizing V(0) over all 6 in the class of admissible models 
is equivalent to minimizing J ld over the same 6. We thus have the following and final 
result.
C orollary  4.4.1 With all quantities as defined bv Fig.4-3 and Fig.4- 
4. performing closed loop identification on the closed loop system data of 
Fig.4-3 with the filter D(z)  selected as in (4.28)-(4.29), with P  replaced by 
the most recent estimate Pt- \ , has the effect of minimizing the upper bound 
J  of (4.31).
We note that the right hand side of (4.31) is a measure of the difference between 
the achieved (global) performance and the designed performance based on the current 
model. Thus, just as our frequency weighted perversion of the control criterion was 
a way of injecting model/mismatch information into the local control criterion, the
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identification in closed loop with filtering by the current D(z) is our way of identifying 
a new model that aims at achieving control performance enhancement at the next 
iteration. Note that as in the derivation of the control design filter F\ and F2, here the 
identification filter D(z) needs to be fixed in each step of identification. Obviously the 
P component in the filter is derived from an earlier identification stage and the C1, C2 
components are derived from the local LQ control design stage.
We are now in a position to state our H2 iterative identification and control algo­
rithm.
The Algorithm
We propose an identification and control schema as follows.
Step 1. (Initial Closed Loop Identification): Suppose there exists a controller Ci,o, 
C'2,0 which stabilizes the real closed loop system depicted in Fig.4-3. (In the case when 
the plant itself is stable, we choose C'1,0 = 1 £2,0 = 0). We use this controller to begin 
our closed loop identification. That is, we choose a plant model Po from the model 
set (4.2) to minimize \ ' (0) with Do(z) = 1. The identifier, together with Ci,o, £2,0 
provides Pq(~). F\.q. and P>.0. where
Step 2. (Initial LQ Control Design): From Step 1 we get Po, Pi,o, and p2.o- We then 
use this information to design a new controller so that (4.9) is minimized. That is, the 
following weighted LQ tracking criterion J \ is minimized.
This defines a new controller C’i.i(^), C^.il^)-
Step 3. (Identification): Using the newly obtained controller component C2,1 we 
solve
(L\{z)G\{z 1) — 1 + AC2,i (2)C2ii (-z l )
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for stable minimum phase G\(z),  and we select the identifier filter
D\( z) — G\(z){ 1 + Po(z)C2 ,\{z)) 1
and perform the identification stage to minimize V(d). This, together with C iii(^r), 
C'2 ,i (2 ), provides us with P\{z), and i^ .i, where
Step 4. Continue as in Step 2.
Step 5. Continue as in Step 3.
R em ark  4.4: The selection of the D-filter in least squares identification as in (4.28) 
is a feature countenanced in [8] but which here includes the explicit appearance of the 
global LQ control objective. An analysis of the form of D{z) shows how the prediction 
error identification is modified to reflect better just those properties required of a model 
to perform well in closed loop. Specifically, it is clear that in the frequency region about 
the gain crossover point. D will have a significant magnitude which will emphasize 
fit.. Similarly, with higher weightings on the control penalty, greater importance is 
attributed to modelling errors where the control gain is high. Thus, it would appear 
that this style of D concurs with some sensible intuitions.
C onvergence
The question of convergence of the global performance criterion, ./*, is moot. It is not 
clear that J~ itself reduces at each pass. Rather, at each control design, J* is reduced 
for the particular model and then, at the identification, the model is fitted in concert 
with the applied control to cause the performance to conform. In some examples 
that we have performed the method has not converged. But, equally, the early steps 
have always significantly refined controller performance. The intention (and practical 
import) is to produce a scheme for experimentally ameliorating controller behaviour and 
not really to iterate forever. Should an iteration fail then one may revert to the previous 
best controller. Clearly, convergence questions remain and the issue of preservation of 
stability has not been resolved. Nevertheless, we believe that the approach augurs well 
for the logical refinement of controllers.
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4.5 D e s ig n  E x a m p le
4.5.1  C o m p u t e r  E x p e r i m e n t  S e tu p
In this section, simulation results are presented to show the effectiveness of our iterative 
model identification and LQ control design algorithm. The iterative design strategy was 
performed on the following example.
The real plant is chosen to be fifth order of the form
yt = P(z)ut + vt (4.34)
-  1.2z~2 -  0.3.r-3 + 0.156.?-4 + 0.0845^-5
~ 1 -  1.25'-1 4- 0.4575*-2 + 0.0279^~3 -  0.049U“4 + 0.00772"5
This is a stable and non-minimum-phase plant with single delay. The plant model to 
be identified is assumed to be third order with a single delay, i.e, of the form
yct = P(z)uct + v[ (4.35)
and the reference model is chosen to be second order with transfer function R(z) chosen 
as follows.
0.1311 + 0.26222"* 1 + 0.131U"2
1 -  0.74782-1 + 0.2722a:-2
(4.36)
In the whole experiment the plant disturbance is taken to be vt = qt and the model 
disturbance is r'f = q't . where qt and q't are independent white noise of unit variance. 
The LQ control criterion has A = 0.4 and the Kalman filter is designed with process 
noise of unit variance entering through the input channel and measurement noise of 
variance p = 0.8 (roughly an LQG/LTR strategy). The closed loop signal spectra
< f V _ r . 4>u. 4>uc are estimated from measured signals using third-order AR  models. The
closed loop identification was performed on 2048 samples per iteration. A total of four
iterations was performed.
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4.5 .2  S im u la t io n  R es u l t s
To facilitate exposition, let us make the following notations: Ci i0pt, C2i0pt, denote 
the full order LQG controller, designed on the basis of the real plant which opti­
mizes J*. PQ denotes the plant model identified in open loop. P{ (z = 1,2, 3,4) de­
notes the plant model obtained in the zth iteration of identification in closed loop. 
C iiM C'2 , 1  [i = 0.1.2. 3.4) denote the controllers designed based on these plant models 
P, (z = 0.1.2. 3. 4) to minimize Jc. Corresponding to the above, we define the optimal, 
achieved, and designed sensitivity functions, respectively, as follows,
Sop,[ z ) = 1
1 +
S ; ( U  =
1
1 + P{z)C2A z )'
Si(z) A
1
1 + Pi{z)C2, i{z )
The weighting functions F\. F2. used in the zth iteration of LQ control design are 
denoted as F\ ,. F2j. respectively. The filters D, G, used in the zth iteration of closed 
loop identification are denoted as Z),-, G't, respectively. We are now in a position to 
display our simulation results.
J* and j
For the given plant (4.34) we first perform open-loop identification to obtain a plant 
model P0. and then design a controller Ci,o, C2,Oi based on model Pq. We then apply 
the controller to the actual plant and to this model and, with 2048 samples of the 
corresponding closed loop data, we calculate the achieved cost J* and the designed 
cost ./. We have, in this case.
j ;  = 0.1379. Jo = 0.1190
Next, four iterations of closed-loop identification and LQ control design were performed. 
Corresponding to these four iterations, we obtained the following J * and J (where the 
sub-indices stand for the iteration numbers),
J\ — 0.1227. JJ = 0.1183, JJ = 0.1161, JJ = 0.1152,
J\ = 0.1325. j 2 = 0.1350. J3 = 0.1346, J4 = 0.1329 .
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T h e op en  and closed loop m odel versus the  real plant
Fig.4-5 shows the plot of the transfer function magnitude of the real plant P (solid line) 
and of the plant model Pq (dashed line) identified in open-loop, as well as that of the 
plant models P\ (dotted line), and P4 (dashdot line) obtained in the first and fourth 
iterations of closed-loop identification. Further iterations of closed-loop identification 
will produce plant model transfer functions with slightly larger magnitudes.
T h e  ach ieved  and designed  sen s it iv ity  functions
Fig.4-6 shows the plot of the magnitude frequency responses of the optimal sensitivity 
function Sopt , and of the achieved sensitivity functions 5b, S1 , and S4 . Fig.4-7 shows 
the plot of the magnitude frequency responses of the optimal sensitivity function 5opt, 
and of the designed sensitivity functions 5o, S\, S4 ,
T h e  control and identification w eightings
Fig.4-8 shows the plot of the transfer function magnitudes of the identification filters 
D and G obtained in the first and fourth iterations of plant identification and control 
design. Solid and dotted lines show the plots of the magnitude frequency responses 
of the filters D\ and D4 respectively, and the two coinciding straight lines (dashed 
and dashdot lines) are the frequency response magnitudes of the filters G 1 and G4 
respectively. Fig.4-9 and Fig.4-10 show, respectively, the plot of the frequency response 
magnitudes of the control design weightings FtA (solid line), Flt2 (dashed line), Fg3 
(dotted line), and FlA (dashdot line), i = 1,2.
Further  iterations and general design  gu idelines
Further iterations lead to very slight modifications with slight decrease of J*. Most im­
provement was achieved from the first and second iterations. After the second iteration 
the filters G. D. the weighting functions F\. F2 and the achieved and designed sensitiv­
ity functions have all stabilized. For this design example, further iterations lead J* to 
converge to a fixed value 0.1150 with possible error less that 0.0003. The careful reader 
may wonder how many iterations we should perform. We have performed many other 
design examples, from our design experience we suggest that two or three iterations are 
enough to achieve a reasonably good design objective (e.g., the performance measured
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by the global criterion disturbance rejection, and system noise suppression etc). If 
orders of the plant model, the reference model and of the control weightings are all 
fixed, as well as the control design parameter A, it seems unlikely that we can gain 
substantially from further iterations whether the iterative scheme is convergent or not. 
In some situations, especially when the nonminimum phase true plant has a very large 
magnitude in some frequency range, further iterations first give us very good results 
at some steps in terms of the global criterion minimization and achieved sensitivity 
reduction, and then, surprisely, at the next step the true closed loop system or/and 
the designed closed loop system simply becomes unstable. Currently, investigation is 
under way to modify the identifier and the identifier filter D to avoid this situation. 
It seems from our experiment design that it is the identifier which fails to produce a 
plant model faithfully to have a reasonably good fit in the frequency range where P 
has a large magnitude. At this juncture it seems prudent to blame such deviations on 
the fact that the algorithm as developed is not truly guaranteed descent.
4.5 .3  Sum m ary
This computer design example demonstrates several salient features of our iterative 
approach to plant identification and robust control design.
• J* versus ./: The most crucial observation is that the achieved closed loop
performance with the true plant improves from step to step as measured by the 
./* global criterion, while the local control criterion is in fact increasing step by 
step as the iterations go on.
• W ater-Brothers Effect:2 An interesting by-product of our iterative design 
is the behavior of the achieved and designed sensitivity functions. Fig.4-6 dis­
plays the plots of the magnitude frequency responses of the sensitivity functions 
Sopt, S'o. Si. and Sq. It clearly indicates that our algorithm has the power to flat­
ten very efficiently the achieved sensitivities (especially in high frequency range) 
as the iterations progress (by successive peak-lowering and trough-raising ma­
noeuvres). Xo doubt, this is the behavior we would like to see. As is well-known 
from H ^  sensitivity minimization design theory, see e.g. [16, 20, 21, 23, 49], for
2 Water-Brothers is the brand name of a waterbed widely appreciated in Australia for its adaptability 
to people’s different requirements and luxury demands.
73
6
Real plant and plant model transfer function magnitudes
5 -
4
3 -
2 -
1 -
0
-4 -3 -2 -1 0 2 3 4
Figure 4-5: Simulation result 
The achieved sensitivity transfer function magnitudes
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Figure 4-6: Simulation result
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The designed sensitivity transfer function magnitudes
Figure 4-7: Simulation result
D filter and G filter magnitudes
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Figure 4-8: Simulation result
75
Frequency weighting FI magnitudes
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Figure 4-9: Sim ulation result
Frequency weighting F2 magnitudes
Figure 4-10: Sim ulation result
76
a given plant, if it. is stable and minimum phase, a controller can be designed to 
force the designed sensitivity function magnitude to be smaller than any prespec­
ified arbitrarily small positive number in a chosen frequency range (typically low 
frequency range) while keeping its H ^  norm outside that range bounded above, 
say, by any positive constant b > 1. However, if the given plant possesses any right 
half plane zero as in our example, trying to make the related sensitivity function 
magnitude arbitrarily small over some frequency range will inevitably force it to 
be large elsewhere. Existing H,z0 sensitivity minimization design theory rarely, if 
ever, provides any ways to minimize the achieved sensitivity function magnitude 
bv the minimization of the designed sensitivity function, and has not given any 
suggestion on how the minimization of the designed sensitivity function will affect 
the achieved sensitivity function. Our simulation shows that a very good trade-off 
(for the achieved sensitivity minimization) can be gained through two or three 
iterations.
• High-loop gain realization novelties: Another interesting by-product of our 
iterative design is its capability of achieving the high loop gain control design 
objective for the designed closed-loop system in the frequency range of interest. 
It is well-known, see. e.g., [5, 16], that in order to achieve good performance 
(especially in the low frequency range) for the designed system, the loop gain 
should be made large. In the traditional once-off control design high loop gain 
was realized through high gain controller (more exactly, through the pure control 
effort ). This, however, can make the control activity (especially outside the band­
width of the real plant or the plant model) very unacceptable when we apply the 
high gain controller to the designed/ achieved system. The remarkable property 
of our algorithm (at least on this example) is the high loop gain in a specific 
frequency range is achieved through the identification process which provides us 
a plant model with a large magnitude in low frequency range, while the control 
design stage produces a controller without substantial change in magnitude. This 
phenomenon can be explained (roughly) as follows. As we have already pointed 
out in Section 4.3. a sufficient condition for a controller to stabilize the true plant 
is ||Til/||.x, < 1. From this we have HTH  ^ < \\P + l /C 2 ||oo- Now it is easy to 
see that if the high loop gain is achieved through the controller C2 , the stability
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robustness margin will be diminished.
• Special observation The previous argument allows us to make the following 
interesting observation: In terms of robust control design and closed loop per­
formance. the open-loop model (which is the best approximation of the true open 
loop plant, see Fig.4-5) is not the best choice for closed-loop design. This feature 
has also been observed independently by e.g. Schrama [56].
• G filter effect: With the choice of our particular control criterion, i.e. A small, 
the effect of the LQ criterion on the identification is slight, see Fig.4-8. That is, 
there is little benefit in using the G /  1
As a last point of comment , it is probably worth mentioning that we have performed 
many other design examples. Especially we have reexamined the example used by Rohrs 
et.ai [53]. Our simulation shows that even for the sampling periods (said to be almost 
“impossible“ for robust adaptive control, see, [13, 52, 53]) T  = 0.08, 0.06, 0.04, using 
the iterative algorithm proposed in Section 4.4 we can not only stabilize the discretized 
third order plant by using a first order model, but also, as the iterations go on, both the 
performance objective J" and the achieved sensitivity transfer function magnitudes are 
improved significantly. It seems from our experiments that the effect of the sampling 
period is: the smaller is the sampling period (hence the larger the nonminimum phase 
zero introduced by the discretization of the continuous-time plant), the larger is the 
number of iterations we need to perform in order to achieve good performance. For 
our reader's enjoyment (or chagrin), Fig.4-11, Fig.4-12, and Fig.4-13 show the plots of 
the magnitudes of the achieved sensitivity functions for the above-mentioned sampling 
periods. We use the same reference model as Rohrs did. The control weightings are 
taken to be first order AR model, the input to the reference model is nt = 7qt , where qt 
is unit variance white noise. Other design data are the same as in the previous design 
example. Corresponding to the sampling periods T  = 0.08, T = 0.06, T  = 0.04, the 
global performance objective measured by J* are. respectively,
Jq = 0.9069. J;  = 0.7654, J 2* = 0.7344, J |  = 0.7247, JJ = 0.7210,
Jo = 0.7940. JJ = 0.6334, JJ = 0.6093, JJ = 0.6030, JJ = 0.6017,
Jo = 0.6728. JJ = 0.4981. JJ = 0.4968, JJ = 0.4971, JJ  = 0.4958.
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Figure 4-11: Sim ulation result 
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Figure 4-12: S im ulation result
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The achieved sensitivity transfer function magnitudes T=0.04
Figure 4-13: Sim ulation result
Further iterations show that corresponding to the sampling period T = 0.08 J * is 
convergent to a fixed value 0.7188 with possible error less than 0.0001, corresponding 
to the sampling period T = 0.06 J * is convergent to a fixed value 0.6006 with possible 
error less than 0.0001. and corresponding to the sampling period T  = 0.04 J * is 
convergent to values around 0.4965 with error less than 0.005.
4.6 C o n c lu s io n s
We have developed an iterative identifv-then-control paradigm. The focus of the ap­
proach is to consider a single global control objective and then to perform a sequence 
of
1. frequency weighted system identifications,
2. frequency weighted control designs,
each with their respective local objective functions. These criteria (embodied in the 
frequency weighting) for each case reflect the current (local) circumstances but are 
turned to address minimization of the global objective. Methods were presented for 
the (somewhat fictitious) case and the realistic H2 (LQ and Least Squares) case.
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To implement the methods requires that the identification stage provide not only a 
best fitting model but also a measure of model error. In the H^ case the provision of 
the complete frequency response error is an unrealistic expectation but in the H2 case 
estimates of signal spectra are used as measures of the plant/model misfit. The model 
error is introduced to modify the local control law specification. In a complementary 
fashion, the global control objective and the local controller are used to adjust the 
frequency weightings of the data that are fed in the identifier, operating in closed loop.
A considerable amount of further work is needed to establish more detailed proper­
ties of such methods and to extend their validity fully to adaptive control. This work 
is 011-going but it is clearly of interest to establish the connection between the appli­
cability of these schemes and the provision of a priori plant information. In terms of 
practical applications, however, the methodology advanced here goes a long way to­
wards addressing the questions of how to adjust and improve existing controllers using 
current 011-line experimental data.
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C h ap ter  5
D is tu rb a n c e  R e je c tio n : A  
W h ite n in g  A p p ro a c h
5.1 In tro d u ct io n
In Chapter 4. a practically feasible schema for mutually enhanced plant identification 
and robust control design has been proposed in the H2 case. In that scheme, models 
are fitted in closed loop with the current controller dictating the emphasis given to dif­
ferent frequency bands through a frequency weighting. It is also coupled to the control 
design phase in which frequency weighting is injected from the modelling experiment. 
The incorporation of specific frequency weightings into the control law design process 
essentially forces the designed controller to “carry” the unmodelled uncertainty infor­
mation between the model used for control design and the actual plant to be controlled. 
This control law. when applied to the real system, will result in a better closed loop 
performance in terms of signal tracking and disturbance rejection. Both theoretical 
analysis and computer design examples demonstrated that the proposed scheme do 
possess some practically attractive advantages over the traditional separate approaches 
to plant identification followed by control design. The key feature of the work in Chap­
ter 4 was to specify a global performance criterion for the true plant and to recognise 
that control design was performed using an identified model derived based on closed 
loop experimental data. Compared with normal robust control paradigms, here one is 
permitted to perform closed loop data collection in order to redesign the controller to 
ameliorate performance. In this chapter we shall continue to analyse the methodology
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of Chapter 4 from the viewpoint of closed loop signal conditioning and investigate the 
effect of both noise modelling error and plant modelling error on closed loop perform­
ance. We shall derive a more signal-centred approach in which the Return Difference 
Equalities (see [8]) associated with the global and local LQ formulations are interpreted 
to show that the iterations of control design affect the conditioning of closed loop sig­
nals for the true plant. For example, the LQ control design for the global problem in 
the case of minimum variance control of the true plant may be seen as a prescription 
for the whitening of the tracking error signal yt — rt. The frequency weightings F\ and 
F2 above are then easily viewed (via the appropriate local Return Difference Equality) 
as modifying the local criterion to resemble the global whiteness objective.
The advantage of this signal conditioning approach is that it helps us to focus on 
the description of closed loop objectives in terms of data measurable by experiment, 
rather than. say. by more esoteric presumptions of worst case errors in transfer functions 
etc. This interpretation of the control objective in a signal vein is the converse of the 
frequency domain consideration of the identification criterion, a la Ljung [38], or of the 
LQG objective via the frequency domain Return Difference Equality.
This chapter is organized as follows: In Section 5.2 we present the standard LQG 
control design front the viewpoint of input output approach. This involves in solving a 
factorization equation derived from the return difference equality (or algebraic Riccati 
equation) to specify the closed loop characteristic polynomial and solving a Diophantine 
equation which results in the corresponding optimal LQG control law. Section 5.3 is 
devoted to the development of an iterative scheme for implementing plant identification 
and robust control design. I11 Section 5.4 we shall analyze the effect of noise modelling 
error and plant modelling error on the whole process of iterative plant identification 
and control design. Section 5.5 is the computer design examples which illustrate the 
advantages and limitations of the scheme proposed in this new approach. Section 5.6 is 
the concluding remarks of the chapter. Since the linear quadratic tracking problem can 
be recast as an equivalent regulation problem, throughout this paper, we shall mainly 
consider the LQG regulation problem. Also, for clarity, all the results will be derived 
for single input single output systems.
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5.2 W eig h ted  LQG C on tro l D esig n
5.2.1 Standard LQ R egulation  Problem
To begin with, we consider the standard LQG regulator design problem for a given 
plant model of the form (4.3). We assume that the transfer functions for the plant 
model and the disturbance model are of the form
P(z) B(z)
M z ) '
H(z) = Cjz)
A{z)
where for simplicity we have suppressed the dependence of the transfer functions on 
the paramet er This corresponds to an A R M A X  model structure in identification 
jargon. Consider the following infinite horizon LQG regulation problem: minimize over 
admissible {</.)'}.
J = ~ E  few)2 + A( u?)2] |  (5.1)
Suppose we write the plant model in state space form
x t+i = F x t + Guct + wt 
Vct = H x t + et
(5.2)
(5.3)
and minimize the LQ regulation criterion
V " x  \ E +  UtTRcut\ (5.4)
The solution u = Kx  may be found by spectral factorization of the following control 
Return Difference Equality (RDE  for short),
Rc + -  F)~t Qc(zI  -  F ) - ' G
= [ / -  A‘( j - ' / -  F r l G}T(GTPG + RC)[I -  K ( z I - F ) ~ l G]
where P is the solution of the corresponding Algebraic Riccati Equation (ARE for 
short). In polynomial form with Qc = H TH and Rc = A/, this takes the form
-G(z)G*(z~l ) = A.4(z)A*(z_1) + B{z)B*[z~l ) (5.5)
84
where 7 is a constant which depends on the design parameter A. It is easy to see 
that in the above equality G'(2 ) is the resulting closed loop characteristic polynomial 
corresponding to the optimal LQ optimal controller. Instead of solving the ARE  we can 
directly solve the above factorization problem to get G(z). Since the plant model we 
used is supposed to be strictly proper he., deg(A) > deg(B), and the control parameter 
A is strictly positive, the solution to the above factorization problem is unique, see 
[12]. In order to obtain the optimal dynamic output feedback controller, we solve the 
following Diophantine (Van Compernolle) equation for R{z ) and S(z),
G(z)G(z) = A(z)R(z)  + B(z)S(z)  (5.6)
Then the unique control law which minimizes the performance criterion (5.1) is
S{z) c
u t =  —  — -----------Vt -1 R{z)yt (5.7)
For more detail see [6]. This solution embodies implicitly the Kalman filter (via the 
polynomial C(z)  in (5.6)) and couples the noise model into the control design. One 
might equally well have proceeded by solving the filtering ARE/spectral factorization 
and then a Diophantine equation for the controller. Applying the above optimal con­
troller to the plant model we have
yt =
R(z)
G ( z )
et , uet =  -
S(z)
—— et. 
G(z)
So the designed optimal cost in the frequency domain is
1 f K |Ä |2 + A|5|2"
2 7T j | 0 | 2  J du.
Assume that the true plant system can be written as
yt
B[z)
A (  z )
tit T
C(z)
,, 7 e t A{z)
i.e.. P{z) = • D ~ (4.1), as opposed to the model
(5.8)
(5.9)
(5.10)
c B{z) c , C( z ; ^
yt =  ~7— ut +A(z A(z)
(5.11)
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Applying the controller to the true plant, vve have
ß { z ) S ( z )  C(z)
m ~ ~ W ) W ) yt W )
(5.12)
So the achieved closed loop transfer functions from et to yt and from et to ut are, 
respectively,
C(z)R(z)
A(z)R(z ) + B(z)S(z)  1 
C{z)S(z)
A(z)R(z)  + B(z)S(z)  *
(5.13)
(5.14)
and the achieved cost in the frequency domain is
J*
1 [* |CG|2 R 2
+ A
S 2 ' 'l
2tt J - n \AR + BS\2{ G G
) duj
5.2.2 W eig h ted  L Q G  D esign
(5.15)
In this section, we shall analyze the design scheme proposed in Chapter 4 by using the 
above input output approach. Now we consider the following weighted LQG regulation 
problem
J c lim
N —>-oo
1
N E { [ f i» « ] 2 + MF2«a2} .
(5.16)
By using (5.8) we can write the above criterion in the frequency domain as
If ifll2 + \ \ f 2s \2
l<5|2
(5.17)
A direct comparison between (5.17) and (5.15) suggests that in order to make the 
minimization of (5.17). which is at our disposal, to be equivalent to that of (5.15), 
which is not at our disposal, we should choose F\ = Fq, as follows (in fact, it is easy to 
verify from (5.8), (5.13) and (5.14))
|F.I2 = | ^  =<hyc
GC
AR  + BS
$
=  £  =  ^ |2’
(5.18)
where <hv, <hvc ,  4>u, and 4>u c are the the closed loop spectra of the related signals yt, 
yct , at , and uct . As indicated in Chapter 4, this choice of the weightings will force the
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minimization of (5.16) to be equivalent to the minimization of the global objective (4.7) 
with rt = 0. Setting Fj = F2 = <t>, we now consider the weighted LQG control problem.
JC = v m E K « ) 2 + A(< K )2] (5-19)iV—KX> iv  —'t =  l
From the input output viewpoint, the above weighted LQG control design problem can 
be solved first by solving the factorization problem (5.5), set
G = G4>,
and then solving the following Diophantine equation,
G(z)C(z) = Ä(z)R(z)  T B(z)S(z)  (5.20)
For the weighted LQG control problem we obtain the corresponding controller transfer 
function as S(z)/R(z) .  Applying this controller to the real system we have the achieved 
performance objective as
J* = \CG\2 l R
2
+ A
5 11\AR+ B S\2 G G JJdu (5.21)
5.3 I ter a tiv e  D esig n  S ch em e
Now we propose the following algorithm to perform our combined plant identification 
and control design.
Experiment : Suppose there exists a controller R'o(z) = , which stabilizes both
the real closed loop system depicted in Fig.5-1 and the designed closed loop 
system depicted in Fig.5-2 . In the case when the plant itself is stable, we choose 
K0{z) = 1.
step 1 - Initial Closed Loop Identification : We use controller Ko(z) to begin our 
closed loop identification. That is, we choose a plant model Po from the model 
set (4.2) to minimize V(0) with Dq(z) = 1. The identifier, together with K q(z),
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provides Pq{ z ), 0 o{ z ), where 4>o(z) is given by
where <FV, 4>yc, etc., are the related closed loop spectra corresponding to the initial 
controller A’o(-)- Their estimates can be obtained by using (5.8), (5.13), (5.14), 
with 5(T), R{z), replaced by So(~), Ro(z), there.
Step 2 - In itial LQ C ontrol Design : From Step 1 we get Po = 4>o, We then
Ao
use this information to solve the following factorization equation for Go
7<So(2)G ;(2-1) = A.40(z )/15(2-1) + (5.22)
Set. G'o = G'o0, we then solve the following Diophantine equation for £1(2) and 
# 1(2 ),
Go (z)C(z) = A0(z)R1(z) + (5.23)
This defines a new controller I \ \ ( z )  =  .
S te p  3 - I d e n tif ic a tio n  : Using the newly obtained controller K\{z)  we solve the 
following factorization equation
G i (* )G ;(;T 1) =  1 +  A K ^ z ) k l ( z - X)
for stable minimum phase G i (2 ), and we select the identifier filter
Di(z) = G1(z)(l + P0(z)K1(z))~
and perform the identification stage to minimize V{6). This, together with k \ ( z ) ,  
provides us with P i(2 ), (f>\(z).
Step 4 : Continue as in Step 2.
Step 5 : Continue as in Step 3.
R em ark  5.1: (i) In practical control design, the spectra used in step 1 is replaced 
by spectral estimates obtained from data collected on the plant and model. It is worth
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Figure 5-1: The achieved closed loop system
Figure 5-2: The designed closed loop system
noting that all quantities required to estimate these spectra are available and approxi­
mation can easily be made based on finite data records. For more detail, see Chapter 
4.
(ii) Since the scheme is based on the input output approach, the advantage of the 
scheme over that proposed in Chapter 4 is its simplicity to implement. Also it will be 
more robust against digital approximation error.
5.4 N o ise  M o d el in  th e  I ter a tiv e  D esig n
In this section we shall investigate the effect of the plant modelling error and the 
disturbance modelling error on the frequency weighted local LQG regulator design 
problem and the global LQG regulation. First we recall that the weighting </> used in
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the local control objective (5.19) is given as
4>2 =
GC
AR  + BS
Note that
GC
AR  + BS
c
A
R  I B S
- r  " T
G a G
R +  B S  +  ( R _
G + A G  +  U
H
H + ( P -  P)£
f )
From (5.24) we offer the following observations:
(5.24)
• In the case when a correct model is used in the control design, he. P = P (or 
equivalently, suppose that the model set (4.2) is large enough to contain the true 
plant transfer function P(z)), the frequency weighting <f> in the local LQG control 
design criterion is actually the ratio between the true plant noise spectrum and 
the modelled noise spectrum. From Chapter 4 we know that the weighted LQG 
control problem can be recast as an unweighted LQG control design problem with 
the plant model P unchanged and with a new noise model transfer function as 
(pH. Of course, this new noise model is a better approximation of the true system 
noise. So the LQG controller designed by minimizing the local criterion (5.19) 
will result in a better achieved closed loop disturbance rejection.
If we model the noise vt approximately correctly, he., H % H , then approximately 
we have
M 2
1 + K P  2 
1 + K P
(5.25)
Although the noise model is correct, due to the unmodelled uncertainty L = 
P — P. the closed loop performance in terms of disturbance rejection will be 
different for the true system and the nominal system if the controller used is 
derived from the minimization of the unweighted LQG performance criterion 
(5.1). Hence, the incorporation of the weighting 4>{z) as defined by (5.25) into 
the weighted LQG control design performance criterion (5.19) has the effect that
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the resulting controller will achieve approximately the same level of disturbance 
rejection for the true system and the nominal system with the new noise model 
transfer function 4>H, since we have
yt = T T F p Vt y‘ = T T I p v'‘
now with i't = H[z)et and v[ = 4>(z)H(z)et.
• In the general case, he., when both correct plant model and noise model are 
not available to designer, the incorporation of the frequency weighting into the 
local control criterion can be interpreted as to produce a controller with the 
capability that when it is applied to the true system, a satisfactory trade-off can 
be achieved in terms of diminishing the effect of the plant modelling error and 
the noise modelling error on the true system performance.
5.5 D e s ig n  E x a m p le
5.5.1 C om puter  E xperim en t  Setup
In this section, simulation results are presented to show the effectiveness of our iterative 
model identification and LQG control design algorithm. The iterative design strategy 
was performed on the following example.
Real plant is chosen to as follows:
A{z)yt = B{z)ut 4- C(z)et (5.26)
with
A(z) = 1 -  0.7379z-1 -  0.1826z-2 + 0.2622z-3
-0.0348z- -1 -  0.0174z-5 4- 0.0039z-6 
B(z) = z-1 -  0.6879z-2 -  0.9145z-3
4-0.0024z-4 + 0.1644z-5 + 0.0433z-6 
C(z)  = 2.4 -  3z-1 4- 1.0980z-2 + 0.0670z-3
—0.1178z-4 4- 0.0185z-5
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This is a stable and non-minimum-phase plant with single delay. The plant model to 
be identified is assumed to be third order with a single delay, i.e. of the form
Vt = H z )ut + v[
In the whole experiment the model disturbance is taken to be v[ = e\, where et and 
e\ are independent white noise of unit variance. The LQ control criterion has A = 0.1 
and the Kalman filter is designed with process noise of unit variance entering through 
the input channel and measurement noise of variance p = 0.8 (roughly an LQG/LTR 
strategy). The closed loop signal spectra 4>y, $ yc are estimated from measured signals 
using third-order AR  models. The closed loop identification was performed on 2048 
samples per iteration. A total of four iterations was performed.
5 .5 .2  S im u la tio n  R e su lts
To facilitate exposition, let us make the following notations: K opt, denote the full order 
LQG controller, designed on the basis of the real plant which optimizes J*. Pq denotes 
the plant model identified in open loop. P, (i = 1,2,3,4) denotes the plant model 
obtained in the /1h iteration of identification in closed loop. K t (i = 0, 1,2, 3,4) denote 
the controllers designed based on these plant models P, (i = 0,1,2, 3,4) to minimize J c. 
Corresponding to the above, we define the optimal, achieved, and designed sensitivity 
functions, respectively, as follows.
" ) ” 1 + P( j )/v “  1 + P (2 )C '.(i)’ “  1 + Pi(z )Ki(z)'
The weighting functions o. used in the /1h iteration of LQG control design are denoted 
as The filters D used in the /1h iteration of closed loop identification are denoted 
as D j .  We are now in a position to display our simulation results.
./* and j
For the given plant (5.26) we first design a full order optimal LQG controller K opt and 
then apply this controller to the real plant to calculate the optimal performance index
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■Jc.pt  ^ vve have
. / ^  = 0.6262
Next vve perform open-loop identification to obtain a plant model P0, and then design 
a controller A'o, based on model P q . We then apply the controller to the actual plant 
and to this model and, with 2048 samples of the corresponding closed loop data, we 
calculate the achieved cost J* and the designed cost J . We have, in this case,
Jo = 0.9604, Jo = 0.0955
Next, four iterations of closed-loop identification and LQG control design were per­
formed. Corresponding to these four iterations, we obtained the following J* and J  
(where the sub-indices stand for the iteration numbers),
J\  = 0.8094 ./.J = 0.7547 ./3* = 0.7253 J*A = 0.7076,
•A = 0.1308 J 2 = 0.1778 J 3 = 0.2427 J4 = 0.3046 .
T h e  o p en  and closed loop m od el  versus the  real plant
Fig.5-3 shows the plot of the transfer function magnitude of the real plant P  (solid line) 
and of the plant model P q (dashed line) identified in open-loop, as well as that of the 
plant models P\ (dotted line), and P4 (dashdot line) obtained in the first and fourth 
iterations of closed-loop identification. Further iterations of closed-loop identification 
will produce plant model transfer functions with slightly larger magnitudes.
T h e  ach ieved  and designed  sen s it iv ity  functions
Fig.5-4 shows the plot of the magnitude frequency responses of the optimal sensitivity 
function Sopt, and of the achieved sensitivity functions So, Si, and S4 . Fig.5-5 shows 
the plot of the magnitude frequency responses of the optimal sensitivity function Sopt, 
and of the designed sensitivity functions So, Si, S4 ,
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Real plant and plant model transfer function magnitudes
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Figure 5-3: Sim ulation result 
The achieved sensitivity function magnitude responses
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Figure 5-4: Sim ulation result
The designed sensitivity function magnitude responses
Figure 5-5: Simulation result 
Identification filter D magnitude responses
Figure 5-6: Simulation result
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Frequency weighting^ magnitudes
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Figure 5-7: Simulation result 
Bode plot of the mag of the noise model
Figure 5-8: Simulation result
The control and identification weightings
Fig.5-6 shows the plot of the transfer function magnitudes of the identification filters 
D j  ( i = 1,2,3,4) obtained in the four iterations of plant identification and control 
design. Fig.5-7 shows the plot of the frequency response magnitudes of the control 
design weightings </>,• (i = 1,2,3,4).
Further iterations and general design guidelines
Further iterations lead to very slight modifications with slight decrease of J*. Most 
improvement was achieved from the first and second iterations. After the second iter­
ation the filter D.  the weighting functions 4> and the achieved and designed sensitivity 
functions have all stabilized. For this design example, further iterations lead J * to 
converge to a fixed value 0.7000 with possible error less that 0.0002.
5.5.3 Su m m ary
From the above simulation results we can make the following observations:
• J* versus J : The most crucial observation is that the achieved closed loop
performance with the true plant improves from step to step as measured by the 
.7* global criterion, while the local control criterion is in fact increasing step by 
step as the iterations go on.
• disturbance rejection capability: Fig.5-8 shows the plot of the magnitude
frequency response of the noise model used in the true plant. Comparing Fig.5- 
8 with Fig.5-4 we immediately see that as the iterations go on the true closed 
loop system actual achieved better and better level of disturbance rejection (more 
exactly, disturbance non-enlargement) in the high frequency range where the noise 
model has a substantial content.
5.6 C o n c l u d i n g  R e m a r k s
In this chapter, we have analyzed the scheme proposed in Chapter 4 for combined 
plant identification and robust control design from the viewpoint of closed loop signal 
conditioning and discussed the effect of the plant modelling error and noise modelling 
error on the designed and achieved closed loop systems. An algorithm for iterative plant
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identification and control design was proposed. This simply involves in solving some 
specific factorization equations and Diophantine equation. Computer design example 
shows that the proposed scheme have the potential of resulting a controller with high 
level disturbance rejection capability.
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C h ap ter  6
C onclusions an d  F u tu re  
R esearch
6.1 C o n c lu s io n s
Now we come to the conclusion of our thesis. In the previous chapters, we have stud­
ied the general performance problem of adaptive (or quasi-adaptive) control systems. 
Three related technical problems raised at the beginning of chapter 1 have been in­
vestigated. Each of these problems addressed certain aspects of performance of the 
related control system according to the specific features of the system under consider­
ation and the underlying performance objective for which we desired to achieve. More 
specifically, theory and results for the transient response analysis and quantification of 
linear time-invariant deterministic adaptive control systems were presented in Chapter 
2. First, through a computer design example, we reinforce our observation made in the 
introduction chapter that in practical control design and analysis of adaptive control 
systems, just the boundedness or good asymptotic performance of the signals or errors 
does not necessarily imply in general that the corresponding system will give satisfac­
tory performance. Then, since most adaptive control systems are essentially nonlinear, 
we focus our attention on the analysis and quantification of a general nonlinear inter­
connected system to establish our general theory by using converse Lyapunov stability 
theory and small gain theory in the state space setting, and by using the uniform con­
trollability definition and the passivity-type condition in the input output setting. We 
then apply the general theory to a typical adaptive control system presented in [48].
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Explicit overbouiid on the signals in the adaptive system was obtained. This enables us 
to identify the relationship between the uniform controllability of the system and the 
persistence of excitation of the system signals. In Chapter 3, we investigated the “tran­
sient behaviour" (in the sense which parallels to that of deterministic adaptive control 
system) of stochastic adaptive control systems. The studies of this problem is motivated 
by the practically appealing feature of the exit time problem for stochastic systems and 
the novel reformulation of robust stochastic adaptive control problem presented in [7] 
by Bitmead and Caines in which the typical robust stochastic adaptive control scheme 
(more precisely, the related parameter adaptation algorithm in the adaptive systems) 
was reformulated as a exit time problem of the trajectory of a specific stochastic sys­
tem. We refined the results in [7] in the sense that we show how the shape of the 
potential function (or ec|uivalently, the shape of the drift coefficient of the stochastic 
system under consideration) influences the exit time of the system’s trajectory related 
to a specified domain of interest. The technical tool employed in solving this problem 
is the Laplace method for estimating certain type of integrals and a sufficient and nec­
essary condition we established for the equilibrium of a one-dimensional deterministic 
differential system to be exponentially stable. Then we come to the main part of the 
thesis, i.e. Chapters 4 and 5. In these two chapters both the transient behavior and 
the steady state response were considered in the whole control design process. These 
requirements ( i . f . good transient and steady state responses) are reflected in our choice 
of the global performance objective. (In the case, this global objective is specified 
by (4.4). In the Hi case, the global objective is defined by (4.7).) Several schemes for 
combined plant identification and robust control design were presented in these two 
chapters. Our intention has been focussing on the establishment of practically feasible 
schemes for the unified treatment of the plant identification and robust control design 
problem. This problem is motivated by the attempt of bridging the conceptual gap 
existing between the classical theory of system identification and robust control design. 
We believe that the initial success of our algorithms rests on the potential capability of 
the robustness of the classical LQG control design method and the use of a data-driven 
LS  identification scheme. In fact, existing literature indicates that even for nonmin­
imum phase (whether stable or not) plant the LQG control design scheme is robust 
against both model uncertainty and noise uncertainty, see [5, 8, 16, 37, 10, 39]. What 
we try to do in ( hapters 4 and 5 is to develop theory and propose schemes to bridge the
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gap between the traditional system identification theory and robust control design the­
ory. Although the schemes proposed in Chapters 4 and 5 have not been completely put 
on the rigorous theoretical base, the conditions under which the proposed schemes will 
converge to a limit point have not been clearly identified, partially theoretical verifica­
tion and computer design examples show that the schemes posses some very promising 
features. Without imposing much restriction on the true system and the algorithms, 
this leave a plenty of room for specification and further improvement.
6.2 F utu re R esearch  D ire c tio n s
Future work in the above discussed three areas is again addressed separately as follows:
6.2.1 Transient A nalysis of A daptive Control S ystem s
Further approach to this problem may include:
• The investigation of the nonoccurrence of the observability condition in the deriva­
tion of our transient analysis result in the input output approach case. This is 
indeed not as what we expected. We believe that successful characterization 
of the transient dynamics of a given system should almost certainly involve the 
use of the observability or detectability condition of the system as well as the 
reachability condition.
• Relaxation of the conditions imposed in our theorems for general nonlinear in­
terconnected system is also an interesting problem to be considered in future 
research. The solution of this problem will make our theorems applicable to a 
larger class of error systems derived from practical adaptive control design con­
text.
• Application of our theorems to other adaptive control error systems is another 
nontrivial problem to be worked out in future research.
6.2.2 S tochastic  Perturbations and R esid en ce  T im e  Control Problem
There remain many problems to be worked out in this area since we only touched upon 
the simplest one-dimensional case. As we pointed out, for multi-dimensional case exit 
time control results were only available for linear time-invariant systems. Although it is
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expected to be very hard to consider the general nonlinear case or the adaptive control 
case for the linear time-invariant exit time control problem, it is still worth trying.
6.2.3 In te rp la y  B etw een  M o d e ll in g  an d  R o b u s t  C o n tro l  D esign
Obviously, once we have laid down the platform and proposed several strategies for the 
combined plant identification and robust control design and performed computer design 
examples, a considerable amount of further work is needed to establish more detailed 
properties of such methods and to extend their validity fully to adaptive control. This 
work is on-going but it is clearly of interest to establish the connection between the 
applicability of these schemes and the provision of a priori plant information. That is, 
the paramount task remaining before us is to identify the practically sound conditions 
on the plant and the schemes under which the proposed iterative algorithms will have 
a decreasing property and hence converge to a limit point.
6.3 C o n c l u d i n g  r e m a r k s
This thesis has presented the research which I have done in the past three years’ doc­
toral studies. These problems and results were undertaken in the general areas of 
quantitative analysis of the adaptive control systems, ‘Transient phenomena" analysis 
of stochastic perturbation and exit time control problem (in one-dimensional case), and 
performance analysis and quantification of the combined plant identification and con­
trol design. This thesis also discussed some remaining issues in the above research areas 
that deserve further investigations. Possible directions of attacking these problems are 
also indicated.
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A p p en d ix  A
P r o o f o f T h eorem s 2 .3 .1 , 2 .3 .2 , 
and 2.5.1
T h e  p ro o f of T h eo rem  2.3.1: Note that from Lemma 2.3.1 and assumption (A2)
we have
V{t  + l , x( t  + 1)) -  V(t ,x( t ) )  = V{t  + 1, f i ( t ,x( t ) , e( t ) ) )  -  V( t ,x( t ) )
= V{t  + 1 , f i ( t , x( t ) , e( t ) ) )~ V(t  + l ,/ i (* ,x ( t) ,0 ) )  
+V( t  + l , f x( t ,x(t ) ,0))  -  V(t , x( t ) )
= ( ^ )  [ / i ( ^ ^ ,e ) - / i ( t , x ,0 ) ]
+V( t  + 1, f 4(t, x(t),  0)) -  V(t ,  x( t ))
Where the index 0 in the above third equality signifies that in the partial derivatives 
the second argument / i ( l ,  x(t),  0) + 0(/i(£, x(t),  e(<)) — fi ( t ,  x(i), 0)), 0 < 9 < 1 has to 
be substituted. From inequalities (2.7), (2.8), and (2.13) we have
V(t  + 1, x(t  + 1)) -  V(t,  x(t)) < - o 3|.T(i)|2 + a 4L{} L{'\x\\e\ + a 4(X{1)2\e(t)\2.
summing the above inequality from 0 to T yields
T T
V{T + 1 , x(T  -T 1)) — P(0, xo) < - a 3 ^  |x |2 + a 4L^ |« (t)||e (t)|
0 t = 0
+MLfe1)2J2 k ( / ) | 2 .
<=o
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Rearranging above inequality and applying Schwartz inequality to the second term of 
the right-hand side of the above inequality gives
<*3\\x \\t < <*4Lr Ll'WxWWrWeWWT + ch[L{x )2||e(f)||^ + V (0,zo)
and then completing squares gives 
Thus, we get
'  (L i 'L ( 'a 4y
4a3 + »4 (L { ' ) 2 Ikllr + a2|zo|2
M ^ f e ^ + £ ) 1/2) ^ I N l T + G ) 1/2|xo1- (AJ)
Since (j\ satisfies Lipschitz condition (2.14) and gi(£,0,0) = 0, we have
= \d i(t,x(t),e(t)) -  <7i(i, 0 ,0)| < L9xx\x(t)\ + L9l\e{t)\.
Summing up the above inequality from 0 to T  and using (A.l), we obtain
\\v\\t < +
£ &i |M|t + h{%o) (A. 2)
where
Similarly, for system (2.11 )and (2.12), we have the following estimates on state z and 
signal e
IMIT < k2\\y\\T-Y h{zo) (A.3)
IMIt < \\u\\t + L9z2\\z \\t  + L9y2\\y\\T (A.4)
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where
k'2 —
Substituting (A.2), (A.3) into (A.4) gives
\\e\\T < MMIT + ||w||t + h{xo, *o)
where
k3 = (L?k2 + I # ) k  i  
h{xo,zo) = { L f  k2 + L9y2 )/i(*0) + L9Z2/52(^ o)
From the definition of kj (i = 1,2, 3) we know that if L{1 ,L91 ^Ljj2 ,L9y2 are all sufficiently 
small so that k% < 1, then we have
IHIt < (1 -  ^3)_1(||w||t + /3(^o,^o)) (A.5)
Thus, from (A.2) and (A.5) we have,
||j/||r < M l  ~ Ar3)_1(||tt||r + l3(xo,zo)) + h ( x 0) (A.6)
From (A.5) and (A.6) we conclude that the signals in systems (2.9)-(2.9) are /^-bounded. 
This prove the theorem. H
The proof of Theorem  2.3.2 For brevity, we only prove the theorem in the case 
when condition (C'2) holds. The proofs of the theorem in the other two cases are quite 
similar.
If the state-space realization of both G\ and G2 are uniformly reachable, then from 
the definition of uniform reachability, we have: (i), corresponding to the state-space 
realization of G 1 , there exist a continuous function 7Ti: R+ —*■ with 7rj(0) = 0, 
an integer / 1  > 0 and a control input sequence e(t) t = — <1 , — < 1  + 1 , . . . , —1 which 
take the state X- ti = 0 to .To with ||e||r_tl 0) < tt 1 ( |to|)• for any initial state To- (ii), 
corresponding to the state-space realization of G2 , there exist a continuous function
105
7T2: R+ —>• R+ with 7r-2(0) = 0, an integer tf2 > 0 and a control input sequence y(t) 
t — —t-2 , —t '2 + 1.... -  1 which take the state Z-t2 — 0 to zq with 11y11[_<2?0] < ^ 2 ( |^0 1)• 
W ithout loss of generality, we assume t\ < t2. Now, for any T > 0, we define
rlpf
E = < , 0)e, e >[_tjyT] + < G2(—t2,0)2/, y >[-t2,T]
Combining the above definition of uniform reachability with assumption (C2) we have,
^  ^  olMIf-q.T] + £ i||G i(-* i,0)e||f_tljT]
+ 62||y||f_t2,r] + <52| |£ 2(-<2,0)?/|^_*2)T]
— c lk i l f  + ^1 l |G i( - t i ,  0)e||^ +  e2||j/||r +  ^2 ||^ r2(—^ 2»0)y||r +  £ille llf-t1,-i] 
+^ilK-n(-C,0)e||^_<ii_ 1j + e2||y||f_t2,-il + <52||G2(-<2,0)2/||f_t2)_1]
Notice that
||G2( -  t2,0)y||r = ||u -  c||r =< u -  e,u -  e > T
=  IMIt "b llellr — 2 < u,e > j
= - | M I t  + ||e||j’ + 2 < u, G2( — t2, 0)t/ > t
Thus substituting the above equality into the right-hand side of the above inequality 
and rearranging it leads to
E  > (e2 + <$1 )||2/||r — ^2||w||r + 262 < u,G'2( —t2, 0)?/ > t + £ 1
+<*>] ||G'i( —C, 0)e||^_tl(_1j + c2||y||f_t2i_1] + 2^||G2(—12,0)y||p_t2>_1]
Here we use the assumption that €\ + <§2 = 0, On the other hand, we have
£  = < G i( -< i ,0 ) e ,u -G 2( - t 2,0)y >r + < G2( - t 2,0)y,y >r  
< G i(—<i,0)e,e > [ _ t j 1] T < G2(—^ 2>0)y, y  >[_t2,_i]
< < y, u > t + < G'i(—tiy 0)e, e >[_^ ,_i] + < G2(—£2,0)y, y >[_f2)_i]
< IMM|y||r + ||Gi( — / 1 , 0)e||[_tlj_1]||e||[_tl>_1j + ^2 ||y ||f_<2i_i]
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Hence from the above implementation we derive
(€2 + <*>1 )|M|t < I ^ 2 111 ^  11T + (1 + 21 1 ^ 2 ) 11w IT11 y 11TI + |el I ||e||f— 1]
+(M + I ^ 2 1 ^ 2 + z/2)||y||f_t2)_i]
Completing squares and using the fact that ||e||[_tl>0) < 7r1(|.x'0|), ||2/||[_tl,0) < ||y||[-f2,o) < 
7T2 (I I ) 1 we obtain the following estimate on y,
M t < K M t + I<2- (A.7)
where
A i  = —---  . . [1 + 21($2 1^ 2 + ((1 4- 21<^2 1^ 2 )2 + 4|<521(^ 2 + l^ ))1^2]
2(&2 +  Ci )
v/|flk l(l*ol)2 + Ji’ld l’oD ^O ol) + y M  + |«l| + |*2 l»/2 + ~
h 2  = vm
Since e — u — G^y* from inequality (A.7) and assumption (B2) we know that e is also 
bounded. Its explicit overbound is given by the following inequalities,
IMIT < (1 + ^2 A'l)|MI + V2K 2 .
This completes the proof of the theorem. I
The proof of T heorem  2.5.1: Since H2 is strictly inside CONE (Ca , R a ), ac­
cording to the definition in [66], there exists a constant A > 0 such that the following 
inequality is satisfied
WR?*? -  G ?w %  < -  A)  WitVik (A.8)
Through simple manipulations, the above inequality can be converted into the following 
equivalent form
< >n > ( \  + -  + (A.9)
107
Also from inequalities (A.8) we can get the following estimation,
1 1 ^ 2  < 1 1 «  <  i  -  A j  I K I I «  ( A . i o )
In the following, we will prove that if operators H " and H% satisfy (2.32) with a > 1, 
(2.33), (A.9) and (A.10), and if cr is sufficiently small (slow adaptation case), signal ipt 
is /oo-bounded. Thus, from (2.30) and (A.10), e< is also /oo-bounded. The the explicit 
overbound of both ipt and et is obtained.
Comparing (2.33), (A.9), and (A.10) with condition (C2) of Theorem 2.3.2, we 
immediately identify that for G\ = H * , G2 = we have
9  = - - ^  €2 = -  + v l  -  (T/\ - - A  a =  - -  c 2 — — <7
Now it is obvious
,------  1 9 \GGGj 1
61 + 62 = 0 €2 4- <*>i = v 1 — crA----A za 72 = ------------(------ A2 G O
Also from (2.33) we know that the initial condition related to operator at / = 0 
has already been identified. However, according to the definition of an operator being 
strictly inside a cone, the derivation of (A.8) is based on the assumption that the initial 
conditions related to operator H^ are zero. To quantify the nonzero initial condition 
effect, we need to prove that H2 satisfies here a reachability-type condition. Notice 
that H2 = Cr C~1B is the transfer function corresponding to a stable linear time- 
invariant dynamical system, while it is not necessarily controllable and observable, it 
will be stabilizable and detectable. In this case the initial conditions related to the 
uncontrollable modes of 772 will not cause catastrophic transient behaviour in a larger 
system. We can now immediately apply Theorem 2.3.2 to complete our proof with extra 
care in identifying the initial condition effect on the transient of the interconnection 
system (2.29)-(2.30).
We proceed as follows. If the controllability matrix related to operator H2 is rank 
r, then we consider the following expression as our starting point
F t r< >N + < >[_,,*]
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Using (2.33), (A.9), and (A.10), on the one hand we have
Z t =  - 1
> (^2 + 6i)\\Hie%\\% + c i||c f ||^  + hWHMfWl,
£  A A 0- 1o « | | « 1 | | *
z <=- i
On the other hand, the same as in the proof of Theorem 2.3.2, we have
f  < <  >n  + <>[—r ,—l ]
As in the proof of Theorem 2.3.2 the above two expressions and (A.10) lead to
«2 + «1 )l|£Te?llw -  (1 + 2«272)||fffef HwllerilJv
^  ^ 2 ||? ( £,|In  +  1'2llV’“ llf -r 1- l ]  +  ö£  A A o ' a ^ l l ^ l l 2
z  t = - 1
From the definition of e,, bt,i  = 1,2, we know that if a is sufficiently small, then 
€ 2  + <*>i = \/l~- rrA — |A<t > 0 (this can be satisfied by choosing A sufficiently large, 
i.e. in the slow adaptation case). So as in the proof of Theorem 2.3.2 ( or directly 
substituting 62, <S. 72 etc. into C\ and C2  in (A.7)), by completing squares, the above 
inequality can be written as (compare with (A.7))
I W I I j v  = \\H?e?Ilw < C,\\e?\\N + C2 (A .ll)
where
2 + \ / l  — <7 -  A ct + (5 -  4Aa + 4yT — a  -  cr)1/2 
( ' ”  2 ( y / r = ^ A  -  \ A 2a)
*
v ^ / » - 1 iK’.ii[-r,-i] + ( A A ö ^ '/ y g : ^ - !  ii^.ii2)1/2
2 (2^1 -  <tA -  A2ct)]/2
Where the term ||0j>||[_?-,-i] is overbounded by the magnitude of the initial conditions 
related to H2 at t = 0. From (2.30), (A. 10), and (A .ll) we can also conclude that
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signal et satisfying the following,
I K I I jv  <  C a l i e n t  +  c4 (A.12)
where
IICOo 1+l
o II (4
^  + -  -  A ) Cx a a
------- 1------ A j C2-a a
Using inequalities (A.11) and (A.12) and running along the same lines as Lemma. 4.2 
in [7], we can obtain the following estimates on ipt and e*
12 <  ' ^  \ Mr* II2 I j j l f  <  II *| |2 1 o r 2
p(J - o - 2) ‘ ° ° + a 2 N  -  p(l -  + 2C2
1% <
■id
p{ 1 -  a “ 2 )Z7T7 lle< lloo + ~ZJn  -
2 Cl . 2 Cl
p(l -  a -2 )
This completes the proof of the theorem.
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A p p en d ix  B
T h eoretica l Ju stifica tion  o f th e  
C hoice o f Fi and
In what follows, we shall justify the reasonableness of our choice of the weighting 
functions F\, F2. The argument is run as follows: First, without loss of generality, we 
assume that the real plant disturbance vt and the model disturbance v\ can be modelled 
as the outputs of disturbance models driven by a white noise qt, i.e. Vt = H(z)qt, 
v[ = H{z)q[. Also we assume that qt, q[, and nt are uncorrelated for any t. Using 
(4.12), (4.13) the imputed LQ tracking performance criterion (4.9) computed by the 
design can be written as (using Parseval’s identity as in [8] or [38])
j  = ± r  I  i m 2(if«?! -  RC2)- f l |2 + i^ i2) + v |F a|2( | c 1|2 + \c 2h \2)
' 2  |1 + P C 2|2
(B.l)
Notice here that we have used the whiteness and the uncorrelatedness of nt , qt, and 
q't . In order to make a comparison between the traditional formulation of LQ tracking 
problem (4.8) and our new approach objective (4.9), we also write out the frequency 
domain counterpart of (4.8) as follows
±  ! ’ \ ( l(P(Ci -  RC?) -  Ji)|2 + \H\2) + A 'pcp2 + \C2H\2) 
2 v J - , \  \\ + PC2\2
(B.2)
Now through some simple manipulations (B.l) can be written as in the form of (B.2)
J = J_ r f (K^c, -  RCj) -  -g)|2 + \H \2) + A 'd ^ l2 + 2)
|1 + > C2|2
(B.3)
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where
P =  PFxF2 l , Cx = F2Cx, C2 = F2FX, fi.Fi, H = HFX.
That is. Our frequency weighted LQ tracking problem can be converted to the tradi­
tional standard LQ tracking problem (B.2) with P , Ci, C2 , Ä, and H defined as above. 
Note that stability is preserved between (B.3) and (B.2) as long as the weightings F\ 
and F2 are chosen to be stable and stably invertible.
Now we focus our attention on the selection of the weighting functions F\ and F2 . 
As in the derivation of J , for the true plant, we consider the control problem (track­
ing problem, more exactly) depicted as in Fig.4-3. We have the following equivalent 
form of the achieved tracking performance criterion (4.7), where the designed feedback 
controller is applied to the real plant (2.1) with disturbance Vt = H(z)qt.
= J_  r  U\P(Ci  -  RCj) -  i?|2 + 2) + AQgxI2 + 2)
2tt 1 \l + PC2\2
Since our global aim is to minimize (4.7) or (B.4), we choose weighting functions Fi, 
F2 and constant A' so that the computed control criterion (4.9) applied to the plant 
model is commensurate with (4.7). To do this, it is sufficient to choose F\ and F2  and 
the constant A' so that the following equality is fulfilled
1
1 + Pc2 [|Ci|J(|P (C i -  RC2) -  R\2 + \H\2) + A 'l^PdC !!2 + |C2^ | 2)]
1
1 + PC2
[(IP(Ci -  RC2) -  R \2 + \H \2) + A(|Ci|2 + \C2H\2)\
It is now obvious that the weighting functions iq , F2 , and the control cost A' should 
be chosen as follows
,F,2 = [i + P C ip d F ic ä - f ic ^ -^  + iffi2)
1 \1 + P C 2\2(\P(Cx - H Q ) - R \ 2 + \H\2)
l F ,2|1 + m i l l e d 2 + |C2/ f |2) A, = A 
2 ri + p c 2|2d c,i2 + ic 2i/ i2) ’
Since in the above expressions for F\ and F2 , both the unknown plant P  and the 
model P are involved, to make the weighting functions Fi, F2 , practically available 
to designer before the starting of each LQ control design stage, we need to utilize
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identification information to specify and F2 further.
As in the derivation of (4.12), (4.13) from Fig.4-3 we have
Vt ~ rt
P{C 1 -  RC2) -  R H
l + PC2 " ,+  H
and
(B.5)
Ci c2h
“* = T T P C 2nt ~ T T p c p -  (B'6)
In the above equalities, rt is a reference signal to be chosen by designer, yt and ut 
are measured real plant output and input, so both yt — rt and ut are known signals. 
Therefore, from (4.12), (4.13), (B.5), (B.6) we can obtain the following signal spectra
A _ \ P ( C l - R C 2) - R \ 2 + \H\* a \P(Ci - R C 2) - R \  + \H\* 
ic- r ~ |1 + p c 2\2v' r ~ \1 + PC2\1
\Ci \2 + \C2H\i \C2\2 + \C2H\2
\l + PC2\2 “ | l  +  PC 2p
Now it is easy to see that the weighting function F\, F2 should be chosen as
F i =
® y - r  \  
4 > y C _ , .  J
1/2
f2 =
d> ^  u
1/2
This finishes our justification for the selection of the weighting functions iq , F2 in the 
weighted LQ control design. I
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