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Abstract. Let k ∈ N and let G be a graph. A function f : V (G)→ 2[k]
is a rainbow function if, for every vertex x with f(x) = ∅, f(N(x)) = [k].
The rainbow domination number γkr(G) is the minimum of
∑
x∈V (G) |f(x)|
over all rainbow functions. We investigate the rainbow domination prob-
lem for some classes of perfect graphs.
1 Introduction
Bres˘ar et al. introduced the rainbow domination problem in 2008 [3].
The k-rainbow domination-problem drew our attention because it is solvable
in polynomial time for classes of graphs of bounded rankwidth but, unless one
fixes k as a constant, it seems not formulatable in monadic second-order logic.
Let us start with the definition.
Definition 1. Let k ∈ N and let G be a graph. A function f : V (G)→ 2[k] is a
k-rainbow function if, for every x ∈ V (G),
f(x) = ∅ implies ∪y∈N(x) f(y) = [k]. (1)
The k-rainbow domination number of G is
γrk(G) = min
{
‖f‖ | f is a k-rainbow function for G
}
,
where ‖f‖ =
∑
x∈V (G)
|f(x)|. (2)
We call ‖f‖ the cost of f over the graphG. When there is danger of confusion, we
write ‖f‖G instead of ‖f‖. We call the elements of [k] the colors of the rainbow
and, for a vertex x we call f(x) the label of x. For a set S of vertices we write
f(S) = ∪x∈S f(x).
It is a common phenomenon that the introduction of a new domination vari-
ant is followed chop-chop by an explosion of research results and their write-ups.
One reason for the popularity of domination problems is the wide range of appli-
cability and directions of possible research. We moved our bibliography of recent
publications on this specific domination variant to the appendix. We refer to [25]
for the description of an application of rainbow domination.
To begin with, Bres˘ar et al. showed that, for any graph G,
γrk(G) = γ(GKk), (3)
where γ denotes the domination number and where  denotes the Cartesian
product. This observation, together with Vizing’s conjecture, stimulated the
search for graphs for which γ = γr2 (see also [1,15]). Notice that, by (3) and
Vizing’s upperbound γrk(G) ≤ k · γ(G) [23].
Chang et al. [6] were quick on the uptake and showed that, for k ∈ N, the
k-rainbow domination problem is NP-complete, even when restricted to chordal
graphs or bipartite graphs. The same paper shows that there is a linear-time
algorithm to determine the parameter on trees. A similar algorithm for trees
appears in [32] and this paper also shows that the problem remains NP-complete
on planar graphs.
Notice that (3) shows that γrk(G) is a non-decreasing function in k. Chang
et al. show that, for all graphs G with n vertices and all k ∈ N,
min { k, n } ≤ γrk(G) ≤ n and γrn(G) = n. (4)
For trees T , Chang et al. [6] give sharp bounds for the smallest k satisfying
γrk(T ) = |V (T )|.
Many other papers establish bounds and relations, eg, between the 2-rainbow
domination number and the total domination number or the (weak) roman dom-
ination number [7,10,14,28,29], or study edge- or vertex critical graphs with re-
spect to rainbow domination [18], or obtain results for special graphs such as
paths, cycles, graphs with given radius, and the generalized Petersen graphs [2,11,21,23,24,26,27,30,31].
Pai and Chiu develop an exact algorithm and a heuristic for 3-rainbow dom-
ination. In [17] they present the results of some experiments. Let us mention
that the k-rainbow domination number may be computed, via (3), by an ex-
act, exponential algorithm that computes the domination number. For exam-
ple, this shows that the k-rainbow domination number can be computed in
O(1.4969nk) [21,22].
A k-rainbow family is a set of k-rainbow functions which sum to at most k for
each vertex. The k-rainbow domatic number is defined as the maximal number
of elements in such a family. Some results were obtained in [12,16,22].
Whenever domination problems are under investigation, the class of strongly
chordal graphs are of interest from a computational point of view. Farber showed
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that a minimum weight dominating set can be computed in polynomial time on
strongly chordal graphs [11]. Recently, Chang et al. showed that the k-rainbow
dominating number is equal to the so-called weak {k}-domination number for
strongly chordal graphs [3,4,5]. A weak {k}-dominating function is a function
g : V (G)→ {0, . . . , k} such that, for every vertex x,
g(x) = 0 implies
∑
y∈N(x)
g(y) ≥ k. (5)
The weak domination number γwk(G) minimizes
∑
x∈V (G) g(x), over all weak
{k}-dominating functions g. In their paper, Chang et al. show that the k-rainbow
domination number is polynomial for block graphs. As far as we know, the k-
rainbow domination number is open for strongly chordal graphs.
It is easy to see that, for each k, the k-rainbow domination problem can be for-
mulated in monadic second-order logic. This shows that, for each k, the parame-
ter is computable in linear time for graphs of bounded treewidth or rankwidth [9].
Theorem 1. Let k ∈ N. There exists a linear-time algorithm that computes
γrk(G) for graphs of bounded rankwidth.
For example, Theorem 1 implies that, for each k, γrk(G) is computable in
polynomial time for distance-hereditary graphs, ie, the graphs of rankwidth 1.
Also, graphs of bounded outerplanarity have bounded treewidth, which implies
bounded rankwidth.
A direct application of the monadic second-order theory involves a constant
which is an exponential function of k. In the following section we show that,
often, this exponential factor can be avoided.
2 k-Rainbow domination on cographs
Cographs are the graphs without an induced P4. As a consequence, cographs
are completely decomposable by series and parallel operations, that is, joins and
unions [12]. In other words, a graph is a cograph if and only if every nontrivial,
induced subgraph is disconnected or its complement is disconnected. Cographs
have a rooted, binary decomposition tree, called a cotree, with internal nodes
labeled as joins and unions [8].
For a graph G and k ∈ N, let F (G, k) denote the set of k-rainbow functions
on G. Furthermore, define
F+(G, k) = { f ∈ F (G, k) | ∀x∈V (G) f(x) 6= ∅ } (6)
and F−(G, k) = F (G, k) \ F+(G, k). (7)
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Theorem 2. There exists a linear-time algorithm to compute the k-rainbow
domination number γrk(G) for cographs G and k ∈ N.
Proof. We describe a dynamic programming algorithm to compute the k-rainbow
domination number. A minimizing k-rainbow function can be obtained by back-
tracking.
It is easy to determine the minimal cost of k-rainbow functions that have no
empty set-labels. We therefore concentrate on those k-rainbow functions for
which some labels are empty sets.
Let k ∈ N. For a cograph H define
R+(H) = min { ‖f‖H | f ∈ F
+(H, k) and f(V (H)) = [k] }, (8)
R−(H) = min { ‖f‖H | f ∈ F
−(H, k) }. (9)
Here, we adopt the convention that R−(H) =∞ if F−(H, k) = ∅.
Notice that
R+(H) = max { |V (H)|, k }. (10)
Assume that H is the union of two smaller cographs H1 and H2. Then
R−(H) = min {R−(H1) + |V (H2)|, R
−(H2) + |V (H1)|, R
−(H1) +R
−(H2) }.
(11)
Now assume that H is the join of two smaller cographs, H1 and H2. Then we
have
R−(H) = min { R+(H1), R
+(H2), R
−(H1), R
−(H2), 2k }. (12)
We prove the correctness of Equation (12) below.
Let f be a k-rainbow function from F−(H, k) with minimum cost over H . Con-
sider the following cases.
(a) f(x) 6= ∅ for all x ∈ V (H1). Then there is a vertex with an empty label
in H2. Let L2 = ∪z∈V (H2)f(z). Define an other k-rainbow function f
′ as
follows. For an arbitrary vertex x ∈ V (H1) let f
′(x) = f(x) ∪ L2. For all
other vertices y in H1 let f
′(y) = f(y) and for all vertices z in H2 let
f ′(z) = ∅. Notice that f ′(V (H1)) = [k]. So, f
′ is a k-rainbow function with
at most the same cost as f . This shows that R−(H) = R+(H1).
(b) f(y) 6= ∅ for all y ∈ V (H2). This case is similar to the previous, so that
R−(H) = R+(H2).
(c) f(x) = f(y) = ∅ for some x ∈ V (H1) and some y ∈ V (H2). Let
L1 = f(V (H1)) and L2 = f(V (H2)).
For each color ℓ ∈ [k], let νℓ be the number of times that ℓ is used as a label,
that is,
νℓ = |{ x | x ∈ V (H) and ℓ ∈ f(x) }|.
Consider the following two subcases.
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(i) There exists some ℓ with νℓ = 1. Let u be the unique vertex with
ℓ ∈ f(u). Assume that u ∈ V (H1). The case where u ∈ V (H2) is
similar. Then, u is adjacent to all x ∈ V (H) with f(x) = ∅. Modify
f to f ′, such that f ′(u) = f(u) ∪ (L2 \ L1), f
′(x) = f(x) for all
x ∈ V (H1) \ {u}, and f
′(y) = ∅ for all y ∈ V (H2). Then f
′ is a
k-rainbow function from F−(H, k) and the cost of f ′ is at most the
cost of f . Moreover, f ′ restricted to H1 is a k-rainbow function with
minimum cost over H1. Thus, in this case, R
−(H) = R−(H1).
(ii) For all ℓ, νℓ ≥ 2. Then, the cost of f over H is at least 2k. In this case,
we use an alternative function f ′, which selects a certain vertex u in
H1 and a certain vertex v in H2, and set f
′(u) = f ′(v) = [k]. For all
vertices z ∈ V (H) \ {u, v}, let f ′(z) = ∅. The cost of f ′ is 2k (which
is at most the cost of f), and f ′ remains a k-rainbow function from
F−(H, k). Thus, in this case, R−(H) = 2k.
This proves the correctness of Equation (12).
At the root of the cotree, we obtain γrk(G) via
γrk(G) = min { |V (G)|, R
−(G) }. (13)
The cotree can be obtained in linear time (see, eg, [5,7,15]). Each R+(H) is
obtained in O(1) time via Equation (10), and R−(H) is obtained in O(1) time
via Equations (11) and (12).
This proves the theorem. ⊓⊔
The weak {k}-domination number (recall the definition near Equation (5))
was introduced by Bres˘ar, Henning and Rall in [4] as an accessible, ‘monochro-
matic version’ of k-rainbow domination. In the following theorem we turn the
tables.
In general, for graphs G one has that γwk(G) ≤ γrk(G) since, given a k-
rainbow function f one obtains a weak {k}-dominating function g by defining,
for x ∈ V (G), g(x) = |f(x)|. The parameters γwk and γrk do not always coincide.
For example γw2(C6) = 3 and γr2(C6) = 4. Bres˘ar et al. ask, in their Question 3,
for which graphs the equality γw2(G) = γr2(G) holds. As far as we know this
problem is still open. Chang et al. showed that weak {k}-domination and k-
rainbow domination are equivalent for strongly chordal graphs [5].
For cographs equality does not hold. For example,
when G = (P3⊕P3)⊗ (P3⊕P3) then γw3(G) = 4 and γr3(G) = 6. (14)
LetG be a graph and let k ∈ N. For a function g : V (G)→ {0, . . . , k} we write
‖g‖G =
∑
x∈V (G) g(x). Furthermore, for S ⊂ V (G) we write g(S) =
∑
x∈S g(x).
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Theorem 3. There exists an O(k2 · n) algorithm to compute the weak {k}-
domination number for cographs when a cotree is a part of the input.
Proof. Let k ∈ N. For a cograph H and q ∈ N ∪ {0}, define
W (H, q) = min { ‖g‖H | g : V (H)→ {0, . . . , k} and
∀x∈V (G) g(x) = 0 ⇒ g(N(x)) + q ≥ k }. (15)
When a cograph H is the union of two smaller cographs H1 and H2 then
γwk(H) = γwk(H1) + γwk(H2). (16)
In such a case, we have
W (H, q) = W (H1, q) +W (H2, q). (17)
When a cograph H is the join of two cographs H1 and H2 then the minimal cost
of a weak {k}-dominating function is bounded from above by 2k. Then
W (H, q) = min {W1+W2 |W1 =W (H1, q+W2) and W2 = W (H2, q+W1) }.
(18)
The weak {k}-domination number of a cograph G, W (G, 0), can be obtained via
the above recursion, spending O(k2) time in each of the n nodes in the cotree.
This completes the proof. ⊓⊔
Remark 1. A {k}-dominating function [8] g : V (G)→ {0, . . . , k} satisfies
∀x∈V (G) g(N [x]) ≥ k.
The {k}-domination number γ{k}(G) is the minimal cost of a {k}-dominating
function. A similar proof as for Theorem 3 shows the following theorem.
Theorem 4. There exists an O(k2 · n) algorithm to compute γ{k}(G) when G
is a cograph.
Similar results can be obtained for, eg, the (j, k)-domination number, introduced
by Rubalcaba and Slater [19,20].
Remark 2. A frequently studied generalization of cographs is the class of P4-
sparse graphs. A graph is P4-sparse if every set of 5 vertices induces at most one
P4 [16,18]. We show in Appendix A that the rainbow domination problem can
be solved in linear time on P4-sparse graphs.
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3 Weak {k}-L-domination on trivially perfect graphs
Chang et al. were able to solve the k-rainbow domination problem (and the weak
{k}-domination problem) for two subclasses of strongly chordal graphs, namely
for trees and for blockgraphs. In order to obtain linear-time algorithms, they
introduced a variant, called the weak {k}-L-domination problem [5,6]. In this
section we show that this problem can be solved in O(k · n) time for trivially
perfect graphs.
Definition 2. A {k}-assignment of a graph G is a map L from V (G) to ordered
pairs of elements from {0, . . . , k}. Each vertex x is assigned a label L(x) =
(ax, bx), where ax and bx are elements of {0, . . . , k}. A weak {k}-L-dominating
function is a function w : V (G) → {0, . . . , k} such that, for each vertex x the
following two conditions hold.
w(x) ≥ ax, and (19)
w(x) = 0 ⇒ w(N [x]) ≥ bx. (20)
The weak {k}-L-domination number is defined as
γwkL(G) = min { ‖g‖ | g is a weak {k}-L-dominating function on G }. (21)
Notice that
∀x∈V (G) L(x) = (0, k) ⇒ γwk(G) = γwkL(G). (22)
Definition 3. A graph is trivially perfect if it has no induced P4 or C4.
Wolk investigated the trivially perfect graphs as the comparability graphs of
forests. Each component of a trivially perfect graph G has a model which is a
rooted tree T with vertex set V (G). Two vertices of G are adjacent if, in T , one
lies on the path to the root of the other one. Thus each path from a leaf to the
root is a maximal clique in G and these are all the maximal cliques. See [6,14]
for the recognition of these graphs. In the following we assume that a rooted
tree T as a model for the graph is a part of the (connected) input.
We simplify the problem by using two basic observations. (See [5,6] for similar
observations.) Let T be a rooted tree which is the model for a connected trivially
perfect graph G. Let R be the root of T ; note that this is a universal vertex in
G. We assume that G is equipped with a {k}-assignment L, which attributes
each vertex x with a pair (ax, bx) of numbers from {0, . . . , k}.
(I) There exists a weak {k}-L-dominating function g of minimal cost such
that
∀x∈V (G)\{R} ax > 0 ⇒ g(x) = ax. (23)
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(II) There exists a weak {k}-L-dominating function g of minimal cost such
that
∀x∈V (G)\{R} ax = 0 and bx ≤
∑
y∈N [x]
ay ⇒ g(x) = 0. (24)
Definition 4. The reduced instance of the weak {k}-L-domination problem is
the subtree T ′ of T with vertex set V (G′) \W , where
W = { x | x ∈ V (G) \ {R} and ax > 0 } ∪
{ x | x ∈ V (G) \ {R} and ax = 0 and
∑
y∈N [x]
ay ≥ bx }. (25)
The labels of the reduced instance are, for x 6= R, L(x) = (a′x, b
′
x), where
a′x = 0 and b
′
x = bx −
∑
y∈N [x]
ay, (26)
and the root R has a label L(R) = (a′R, b
′
R), where
a′R = aR and b
′
R = max { 0, b −
∑
x∈V (G)\{R}
ax }. (27)
The previous observations prove the following lemma.
Lemma 1. Let T ′ and L′ be a reduced instance of a weak {k}-L-domination
problem. Then
γwkL(G) = γwkL′(G
′) +
∑
x∈V (G)\{R}
ax.
In the following, let G be a connected, trivially perfect graph and let G
be equipped with a {k}-assignment. Let G′ = (V ′, E′) be a reduced instance
with model a T ′ and a root R, and a reduced assignment L′. Let g be a weak
{k}-L′-dominating function on G′ of minimal cost. Notice that we may assume
that
∀x∈V (G′)\{R} g(x) ∈ {0, 1}.
Let x be an internal vertex in the tree T ′ and let Z be the set of descendants
of x. Let P be the path in T ′ from x to the root R. Assume that Z is a union
of r distinct cliques, say B1, . . . , Br. Assume that the vertices of each Bj are
ordered xj1, . . . , x
j
rj
such that
p ≤ q ⇒ b′
x
j
p
≥ b′
x
j
q
.
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Define d
x
j
p
= b′
x
j
p
− p+ 1. Relabel the vertices of Z as z1, . . . , zℓ such that
p ≤ q ⇒ dzp ≥ dzq .
Lemma 2. There exists an optimal weak {k}-L′-dominating function g such
that g(zi) ≥ g(zj) when i < j.
We moved the proof of this lemma to Appendix B.
Definition 5. For a ∈ {0, . . . , k}, a ≥ a′R, let Γ (G
′, L′, a) be the minimal cost
over all weak {k}-L′-dominating functions g on G′ on condition that g(P ) ≥ a.
Lemma 3. Define dzℓ+1 = a. Let i
∗ ∈ {1, . . . , ℓ+ 1} be such that
(a) max { a, dz∗
i
}+ i∗ − 1 is smallest possible, and
(b) i∗ is smallest possible with respect to (a).
Let H = G′ − Z. Let LH be the restriction of L′ to V (H) with the following
modifications.
∀y∈P b
H
y = max { 0, b
′
y − i
∗ + 1 }.
Let aH = max { a, dzi∗ }. Then
Γ (G′, L′, a) = Γ (H,LH , aH) + i∗ − 1.
We moved the proof of this lemma to Appendix B.
The previous lemmas prove the following theorem.
Theorem 5. Let G be a trivially perfect graph with n vertices. Let T be a rooted
tree that represents G. Let k ∈ N and let L be a {k}-assignment of G. Then there
exists an O(k · n) algorithm that computes a weak {k}-L-dominating function of
G.
The related (j, k)-domination problem can be solved in linear time on trivially
perfect graphs. The weak {k}-L-domination problem can be solved in linear time
on complete bipartite graphs. We moved that section to Appendix F.
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4 2-Rainbow domination of interval graphs
In [4] the authors ask four questions, the last one of which is, whether there
is a polynomial algorithm for the 2-rainbow domination problem on (proper)
interval graphs. In this section we show that 2-rainbow domination can be solved
in polynomial time on interval graphs.
We use the equivalence of the 2-rainbow domination problem with the weak
{2}-domination problem. The equivalence of the two problems, when restricted
to trees and interval graphs, was observed in [4]. Chang et al., proved that it
holds for general k when restricted to the class of strongly chordal graphs [5].
The class of interval graphs is properly contained in that of the strongly chordal
graphs.
An interval graph has a consecutive clique arrangement. That is a linear
ordering [C1, . . . , Ct] of the maximal cliques of the interval graph such that, for
each vertex, the cliques that contain it occur consecutively in the ordering [13].
For a function g : V (G)→ {0, 1, 2} we write, as usual, for any S ⊆ V (G),
g(S) =
∑
x∈S
g(x).
The weak {2}-domination problem is defined as follows.
Definition 6. Let G be a graph. A function g : V (G) → {0, 1, 2} is a weak
{2}-dominating function on G if
∀x∈V (G) g(x) = 0 implies g(N [x]) ≥ 2. (28)
The weak {2}-domination number of G is
γw2(G) = min {
∑
x∈V (G)
g(x) | g is a weak {2}-domination function on G }.
(29)
Brs˘ar and S˘umenjak proved the following theorem [4].
Theorem 6. When G is an interval graph,
γw2(G) = γr2(G). (30)
In the following, let G = (V,E) be an interval graph.
Lemma 4. There exists a weak {2}-dominating function g, with g(V ) = γr2(G),
such that every maximal clique has at most 2 vertices assigned the value 2.
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Proof. Assume that Ci is a maximal clique in the consecutive clique arrangement
of G. Assume that Ci has 3 vertices x, y and z with g(x) = g(y) = g(z) = 2.
Assume that, among the three of them, x has the most neighbors in ∪j≥iCj
and that y has the most neighbors in ∪j≤iCj . Then any neighbor of z is also a
neighbor of x or it is a neighbor of y. So, if we redefine g(z) = 1, we obtain a
weak {2}-dominating function with value less than g(V ), a contradiction. ⊓⊔
Lemma 5. There exists a weak {2}-dominating function g with minimum value
g(V ) = γr2(G) such that every maximal clique has at most four vertices with
value 1.
Proof. The proof is similar to that of Lemma 4. Let Ci be a clique in the consec-
utive clique arrangement of G. Assume that Ci has 5 vertices xi, i ∈ {1, . . . , 5},
with g(xi) = 1 for each i. Order the vertices xi according to their neighborhoods
in ∪j≥iCj and according to their neighborhoods in ∪j≤iCj . For simplicity, as-
sume that x1 and x2 have the most neighborhoods in the first union of cliques
and that x3 and x4 have the most neighbors in the second union of cliques. Then
g(x5) can be reduced to zero; any other vertex that has x5 in its neighborhood
already has two other 1’s in it.
This proves the lemma. ⊓⊔
Theorem 7. There exists a polynomial algorithm to compute the 2-rainbow
domination number for interval graphs.
We moved the proof of this theorem and some remarks to Appendix D.
We obtained similar results for the class of permutation graphs. We moved
that section to Appendix E.
5 NP-Completeness for splitgraphs
A graph G is a splitgraph if G and G¯ are both chordal. A splitgraph has a
partition of its vertices into two set C and I, such that the subgraph induced by
C is a clique and the subgraph induced by I is an independent set.
Although the NP-completeness of k-rainbow domination for chordal graphs
was established in [6], their proof does not imply the intractability for the class
of splitgraphs. However, that is easy to mend.
Theorem 8. Let k ∈ N. Computing γrk(G) is NP-complete for splitgraphs.
We moved the proof of this theorem to Appendix C.
Similarly, we have the following theorem.
Theorem 9. Let k ∈ N. Computing γwk(G) is NP-complete for splitgraphs.
We moved the proof of this theorem to Appendix C.
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A Rainbow domination on P4-sparse graphs
Many problems can be solved in linear time for the class of cographs and P4-
sparse graphs, see eg, [10, Theorem 2 and Corollary 3]. Both classes are of
bounded cliquewidth (or rankwidth). We are not aware of many problems of
which the complexities differ on the two classes of graphs. An interesting exam-
ple, that might have different complexities on cographs and P4-sparse graphs, is
the weighted coloring problem [2]. In this section we show that the k-rainbow
domination problem can be solved in linear time on P4-sparse graphs.
Hoa`ng introduced P4-sparse graphs as follows.
Definition 7. A graph is P4-sparse if every set of 5 vertices contains at most
one P4 as an induced subgraph.
Jamison and Olariu showed that P4-sparse graphs have a decomposition simi-
lar to the decomposition of cographs. To define it we need the concept of a spider.
Definition 8. A graph G is a thin spider if its vertices can be partitioned into
three sets S, K and T , such that
(a) S induces an independent set and K induces a clique and
|S| = |K| ≥ 2.
(b) Every vertex of T is adjacent to every vertex of K and to no vertex of S.
(c) There is a bijection from S to K, such that every vertex of S is adjacent to
exactly one unique vertex of K.
A thick spider is the complement of a thin spider.
Notice that, possibly, T = ∅. The set T is called the head, and K and S are
called the body and the feet of the thin spider.
Jamison and Olariu proved the following theorem [18].
Theorem 10. A graph is P4-sparse if and only if for every induced subgraph H
one of the following holds.
(i) H is disconnected, or
(ii) H¯ is disconnected, or
(iii) H is isomorphic to a spider.
Theorem 11. There exists a linear-time algorithm to compute the k-rainbow
domination number for P4-sparse graphs and k ∈ N.
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Proof. We extend Formula (12) in the proof of Theorem 2 to include spiders.
Assume that G is a thin spider, with a head T , a body K and an independent
set of feet S. We need to consider only k-rainbow colorings such that at least
one vertex of G has an empty label. Notice that we may assume that all the feet
have labels of cardinality at most one. Furthermore, there is at most one vertex
in S that has an empty label.
First assume that one foot, say x, has an empty label. Then its neighbor, say
y ∈ K has label [k]. In that case, the (only) optimal k-rainbow coloring has
(a) all vertices in S \ {x} a label of cardinality 1,
(b) all vertices in K \ {y} an empty label, and
(c) all vertices of T also an empty label.
It follows that the cost in this case is
|S| − 1 + k. (31)
All other optimal k-rainbow colorings give all feet a label of cardinality 1. If
some vertex of T has an empty label, then its neighborhood has cost at least
k, and the total cost will be more than (31). So, the only alternative k-rainbow
coloring assigns no empty label to S nor T , and assigns an empty label to some
vertex v of K. In such a case, the neighborhood of v has cost at least k, so that
combining with the cost in the non-neighboring feet, the total cost is at least
that of (31).
In conclusion, the optimal cost of a thin spider G is
min { |V (G)|, |S| − 1 + k }. (32)
The case analysis for the thick spider is similar. This proves the theorem. ⊓⊔
Remark 3. A graphG is P4-lite if every induced subgraphH of at most 6 vertices
satisfies one of the following.
(i) H contains at most two induced P4’s, or
(ii) H is isomorphic to S3 or S¯3.
These graphs contain the P4-sparse graphs.
Babel and Olariu studied (q, q−4)-graphs, see, eg, [3]. It would be interesting
to study the complexity of the k-rainbow problem on these graphs.
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B Trivially perfect graphs
Lemma 6. There exists an optimal weak {k}-L′-dominating function g such
that g(zi) ≥ g(zj) when i < j.
Proof. Assume not. Let gˆ be the same as g except that gˆ(zi) = 1 and gˆ(zj) = 0.
To see that gˆ is a weak {k}-L-dominating function, first notice that, when zi
and zj are in a common clique of G
′[Z] then it is easy to see that gˆ defines a
weak {k}-L-dominating function of at most the same cost.
Now assume that the claim holds for all pairs contained in common cliques. Then
choose zi and zj with i < j, g(zi) = 0 and g(zj) = 1, and zi and zj in different
cliques with i as small as possible and j as large as possible. Say zi = x
m
m∗ and
zj = x
h
h∗ . Then, by assumption,
∀t<m∗ g(x
m
t ) = 1 ∀t>m∗ g(x
m
t ) = 0 ∀t<h∗ g(x
h
t ) = 1 ∀t>h∗ g(x
h
t ) = 0.
Now, notice that
g(N(zi)) = m
∗ − 1 + g(P ) ≥ b′zi ⇒ g(P ) ≥ b
′
zi
−m∗ + 1.
We prove that gˆ(N [zj ]) ≥ b
′
zj
. We have that
gˆ(N [zj ]) = g(P ) + h
∗ − 1 ≥ b′zi −m
∗ + h∗.
By definition and the ordering on Z,
b′zi −m
∗ + 1 = dzi ≥ dzj = b
′
zj
− h∗ + 1 ⇒ gˆ(N [zj]) ≥ b
′
zj
.
This proves the lemma. ⊓⊔
Lemma 7. Define dzℓ+1 = a. Let i
∗ ∈ {1, . . . , ℓ+ 1} be such that
(a) max { a, dz∗
i
}+ i∗ − 1 is smallest possible, and
(b) i∗ is smallest possible with respect to (a).
Let H = G′ − Z. Let LH be the restriction of L′ to V (H) with the following
modifications.
∀y∈P b
H
y = max { 0, b
′
y − i
∗ + 1 }.
Let aH = max { a, dzi∗ }. Then
Γ (G′, L′, a) = Γ (H,LH , aH) + i∗ − 1.
Proof. Let g be a weak {k}-L′-dominating function, satisfying g(P ) ≥ a, of
minimal cost. We first prove that the restriction of g to H is a weak {k}-LH-
dominating function and that g(P ) ≥ aH .
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Let i be the largest index such that g(zj) = 1 for all j < i. If i = ℓ+ 1 we have
g(P ) ≥ a = dzℓ+1 .
Now assume that i ≤ ℓ. Let zi = x
m
m∗ . Then
g(N [zi]) = g(P ) +m
∗ − 1 ≥ b′zi ⇒ g(P ) ≥ b
′
zi
−m∗ + 1 = dzi .
Thus g(P ) ≥ max{ a, dzi } and so we have that
g(P ) + i− 1 ≥ max { a, dzi }+ i− 1 ≥ max { a, dzi∗ }+ i
∗ − 1.
We claim that i∗ ≥ i.
Suppose that i∗ < i. Then let gˆ be the same as g except that
gˆ(R) = min { g(R) + i− i∗, k } and ∀i∗≤j<i gˆ(zj) = 0.
Let j ≥ i∗ and let h and h∗ be such that zj = x
h
h∗ . Let t be the smallest index
for which gˆ(xht ) = 0. By the inequality above, gˆ(P ) ≥ max{ a, dz∗i }, and so,
gˆ(N [xhh∗ ]) = gˆ(N [x
h
t ]) = gˆ(P ) + t− 1 ≥ dzi∗ + t− 1 ≥ dxht + t− 1 = b
′
xht
≥ b′
xh
h∗
.
Thus gˆ is a weak {k}-L′-dominating function on G′ with gˆ(P ) ≥ a and with cost
at most ‖g‖. Therefore, we may assume that
i∗ ≥ i and g(P ) ≥ max { a, dz∗
i
} = aH .
Also, notice that
∀y∈P g(y) = 0 ⇒
gH(N [y]) ≥ max{ 0, g(N [y])− i+ 1 } ≥ max { 0, b′y − i
∗ + 1 } = bHy . (33)
This proves that
Γ (G′, L′, a)− i∗ + 1 ≥ Γ (H,LH , aH).
Now let gH be a weak {k}-LH-dominating function of H , with gH(P ) ≥ aH , of
minimal cost. Extend gH to a function g′ on G′ by defining g′(zj) = 1 for all
j < i∗ and g′(zj) = 0 for all j ≥ i
∗. We claim that g′ is a weak {k}-L-dominating
function of G′. Let i ≥ i∗. Say zi = x
m
m∗ . Let m
∗ be the first index such that
g′(xmj ) = 0 for j ≥ m
∗. Then
g′(N [zi]) = g
′(P ) +m∗ − 1 ≥ dz∗
i
+m∗ − 1 ≥ dzi +m
∗ − 1 = bzi .
For i < i∗ we have g′(zi) 6= 0. For the vertices y ∈ P , g
′(N [y]) = k or
g′(N [y]) ≥ gH(NH [y]) + i
∗ − 1 ≥ bHy + i
∗ − 1 ≥ b′y.
This proves the lemma. ⊓⊔
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C NP-Completeness proofs for splitgraphs
Theorem 12. For each k ∈ N, the k-rainbow domination problem is NP-complete
for splitgraphs.
Proof. Assume that G is a splitgraph with maximal clique C and independent
set I. Construct an auxiliary graph G′ by making k−1 pendant vertices adjacent
to each vertex of C. Thus G′ has |V (G)|+ |C|(k− 1) vertices, and G′ remains a
splitgraph. We prove that
γrk(G
′) = γ(G) + |C| · (k − 1).
Since domination is NP-complete for splitgraphs [4], this proves that k-rainbow
domination is NP-complete also.
We first show that
γrk(G
′) ≤ γ(G) + |C| · (k − 1).
Consider a dominating set D of G with |D| = γ(G). We use D to construct a
k-rainbow function f for G′ as follows:
– For any v ∈ D, if v ∈ C, let f(v) = [k]; else, if v ∈ I, let f(v) = {k};
– For any v ∈ V (G) \D, let f(v) = ∅;
– For the k − 1 pendant vertices attaching to a vertex v ∈ C, if f(v) = [k],
then f assigns to each of these pendant vertices an empty set. Otherwise,
if f(v) = ∅, then f assigns the distinct size-1 sets {1}, {2}, . . . , {k − 1} to
these pendant vertices, respectively.
It is straightforward to check that f is a k-rainbow function. Moreover, we have
γrk(G
′) ≤
∑
x∈V (G′)
|f(x)| = γ(G) + |C| · (k − 1). (34)
We now show that
γrk(G
′) ≥ γ(G) + |C| · (k − 1).
Consider a minimizing k-rainbow function f for G′. Without loss of generality,
we further assume that f assigns either ∅ or a size-1 subset to each pendant
vertex.3 Define D ⊆ V (G) as
D = { x | f(x) 6= ∅ and x ∈ V (G) }. (35)
That is, D is formed by removing all the pendant vertices in G′, and selecting all
those vertices where f assigns a non-empty set. Observe that D is a dominating
set of G.4 Moreover, we have
3 Otherwise, if a pendant vertex p attaching v is assigned a set with two or more
labels, say f(p) = {ℓ1, ℓ2, . . .}, we modify f into f
′ so that f ′(p) = {ℓ1}, f
′(v) =
f(v) ∪ (f(p) \ {ℓ1}), and f
′(x) = f(x) for the remaining vertices; the resulting f ′ is
still a minimizing k-rainbow function.
4 That is so because for any v ∈ V (G) \ D, we have f(v) = ∅ so that the union of
labels of v’s neighbor in G′ is [k]; however, at most k−1 neighbors of v are removed,
and each was assigned a size-1 set, so that v must have at least one neighbor in D.
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|D| =
∑
x∈C
[f(x) 6= ∅] +
∑
x∈I
[f(x) 6= ∅]
≤
∑
x∈V (G′)\I
|f(x)| − |C| · (k − 1) +
∑
x∈I
|f(x)|
≤
∑
x∈V (G′)
|f(x)| − |C| · (k − 1),
where the first inequality follows from the fact that for each v ∈ C and its
corresponding pendant vertices Pv,
|f(v)|+
∑
x∈Pv
|f(x)| − (k − 1) =
{
0 if f(v) = ∅
≥ 1 if f(v) 6= ∅.
Consequently, we have
γ(G) ≤ |D| ≤ γrk(G
′)− |C| · (k − 1). (36)
This proves the theorem. ⊓⊔
Theorem 13. For each k ∈ N, the weak {k}-domination problem is NP-complete
for splitgraphs.
Proof. Let G be a splitgraph with maximal clique C and independent set I.
Construct the graph G′ as in Theorem 8, by adding k − 1 pendant vertices to
each vertex of the maximal clique C. We prove that
γwk(G
′) = γ(G) + |C| · (k − 1).
First, let us prove that
γwk(G
′) ≤ γ(G) + |C|(k − 1).
Let D be a minimum dominating set. Construct a weak {k}-domination function
g : V (G′)→ {0, . . . , k} as follows.
(i) For x ∈ D ∩ C, let g(x) = k.
(ii) For x ∈ D ∩ I, let g(x) = 1.
(iii) For x ∈ V (G) \D, let g(x) = 0.
(iv) For a pendant vertex x with N(x) ∈ D, let g(x) = 0.
(v) For a pendant vertex x with N(x) /∈ D, let g(x) = 1.
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It is easy to check that g is a weak {k}-dominating function with cost
γwk(G
′) ≤
∑
x∈V (G′)
g(x) = γ(G) + |C| · (k − 1).
To prove the converse, let g be a weak {k}-dominating function for G′ of minimal
cost. We may assume that g(x) ∈ {0, 1} for every pendant vertex x. Define
D = { x | x ∈ V (G) and g(x) > 0 }.
Then D is a dominating set of G. Furthermore,
γ(G) ≤ |D| =
∑
x∈C
[g(x) > 0] +
∑
x∈I
[g(x) > 0]
≤
∑
x∈V (G′)\I
g(x)− |C| · (k − 1) +
∑
x∈I
g(x)
≤
∑
x∈V (G′)
g(x)− |C| · (k − 1)
≤ γwk(G
′)− |C| · (k − 1).
This proves the theorem. ⊓⊔
D 2-Rainbow domination of interval graphs
Theorem 14. There exists a polynomial algorithm to compute the 2-rainbow
domination number for interval graphs.
Proof. By Lemmas 4 and 5 there is a polynomial dynamic programming algo-
rithm which solves the problem. Let [C1, . . . , Ct] be a consecutive clique arrange-
ment. For each i the algorithm computes a table of partial 2-rainbow domination
numbers for the subgraph induced by ∪iℓ=1Cℓ, parameterized by a given subset
of vertices in Ci that are assigned the values 0, 1 and 2. We say that a vertex
x ∈ Ci is satiated if
g(N(x) ∩ (∪iℓ=1Ci)) ≥ 2.
The tabulated rainbow domination numbers are partial in the sense that the
neighborhood condition is not necessarily satisfied for all vertices in Ci that are
assigned the value 0. The vertices of Ci that are assigned the value 0 which are
not satiated, either need an extra 1 or an extra 2. Each of the two subsets of
nonsatiated vertices is characterized by one representative vertex, the one among
them that extends furthest to the left.
In total, the dynamic system is characterized by 4 state variables. They are
(i) the set of, at most two 2’s,
(ii) the set of, at most four 1’s,
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(iii) the nonsatiated vertex that extends furthest to the left and that needs an
extra 1, and
(iv) a similar nonsatiated vertex that needs an extra 2.
Each clique has at most n = |V (G)| vertices and so, there are at most n2·n4·n·n =
n8 different assignments of the state variables. In the transition i → i + 1, the
table is computed by minimizing, for all sensible assignments of vertices in Ci+1,
over the compatible values in the table at stage i. Each update takes O(1) time.
The number of cliques is at most n, and so the algorithm runs in O(n9) time. ⊓⊔
Remark 4. The observations above can be generalized to show that, for each k,
the k-rainbow domination problem can be solved in polynomial time for interval
graphs. However, this leaves open the question whether k-rainbow domination
is in FTP for interval graphs.
Remark 5. Let A be the closed neighborhood matrix of an interval graph or a
strongly chordal graph G. Then A is totally balanced, that is, after a suitable
permutation or rows and columns the matrix becomes greedy, ie, Γ -free. A ma-
trix is greedy if it has no 2× 2 submatrix
(
1 1
1 0
)
. For (totally) balanced matrices
some polyhedra have only integer extreme points. This leads to polynomial al-
gorithms for domination on eg, strongly chordal graphs. Notice that the closed
neighborhood matrix of GK2 is
B =
(
A I
I A
)
. (37)
To solve the 2-rainbow domination problem for strongly chordal graphs, one
needs to solve the following integer programming problem.
min
2n∑
i=1
xi such that (38)
Bx ≥ 1 and ∀i xi ∈ {0, 1}. (39)
For the 2-rainbow domination problem it would be interesting to know on what
conditions on the adjacency matrix A, the matrix B is (totally) balanced.
E 2-Rainbow domination of permutation graphs
Permutation graphs properly contain the class of cographs. They can be defined
as the intersection graphs of a set of straight line segments that have their
endpoints on two parallel lines. In other words, a graph G is a permutation
graph whenever both G and G¯ are comparability graphs [9,19].
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We can use a technique similar to that used for interval graphs to show that
2-rainbow domination is polynomial for permutation graphs.
An intersection model of straight line segments for a permutation graph, as
described above, is called a permutation diagram.
Definition 9. Consider a permutation diagram for a permutation graph G. A
scanline is a straight line segment with endpoints on the two parallel lines of
which neither of the endpoints coincides with any endpoint of a line segment of
the permutation diagram.
We proceed as in Section 4. Consider a 2-rainbow function f for a graph
G = (V,E). For a set S ⊆ V we write, f(S) = ∪x∈Sf(x).
Lemma 8. Let G = (V,E) be a permutation graph and let f be a 2-rainbow
function with
∑
|f(x)| = γr2(G). Consider a permutation diagram with two
parallel horizontal lines. Let s be a scanline. There are at most 4 line segments
that cross s with function value {1, 2}.
Proof. Assume that there are at least 5 such line segments. Take 4 of them, each
one with the endpoint as far as possible from the endpoint of s on the top and
bottom line. Any line segment crossing the fifth, crosses also at least one of these
four. This shows that the function value of the fifth line can be replaced by ∅.
This contradicts the optimality of f .
This proves the lemma. ⊓⊔
Lemma 9. For every scanline s there are at most 8 line segments that cross it
and that have function values not ∅.
Proof. The proof is similar to the proof of Lemma 8. Consider the 8 line segments
that cross s, and with function values that are nonempty subsets of {1, 2}, and of
which the union is pairwise {1, 2}, and that are furthest away from the endpoints
of s.
Any other line segment crossing s with function value 6= ∅ would contradict the
optimality of f . ⊓⊔
Theorem 15. There exists a polynomial algorithm to compute the 2-rainbow
domination number for permutation graphs.
Proof. Consider a dynamic programming algorithm, similar to that described
for interval graphs in Theorem 7, that proceeds by moving a scanline from left
to right through the permutation diagram. ⊓⊔
Remark 6. Obviously, a similar technique shows that the weak {2}-domination
number can be computed in polynomial-time for permutation graphs. Perhaps
it is interesting to ask the question whether these two domination numbers are
equal for the class of permutation graphs.
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F Weak {k}-L-domination on complete bipartite graphs
For integers 1 ≤ j ≤ k, a (j, k)-dominating function on a graphG is a function g :
V (G)→ {0, . . . , j} such that for every vertex x, g(N [x]) ≥ k [19,20]. The (j, k)-
domination number γj,k(G) is the minimal cost of a (j, k)-dominating function.
Theorem 16. Let G be trivially perfect. There exists a linear-time algorithm to
compute γj,k(G).
Proof. Let T be a tree model for G. It is easy to check that the following pro-
cedure solves the problem. Color the vertices of the first ⌊k
j
⌋ BFS-levels of the
tree T with color j, and color the vertices in the next level with the remainder
k − ⌊k
j
⌋ · j = k mod j. ⊓⊔
We show that the weak {k}-L-domination problem can be solved in linear
time on complete bipartite graphs. LetG be complete bipartite, with color classes
V and V ′. Let L be a {k}-assignment, that is, L assigns a pair (ax, bx) of numbers
from {0, . . . , k} to every vertex x. For simplicity we may assume that, for all
vertices x,
ax = 0.
For simplicity we also assume that |V | = |V ′| = n. Denote the b-labels of vertices
in V by b(1), . . . , b(n) and denote the b-labels of vertices in V ′ by b′(1), . . . , b′(n).
We assume that these are ordered such that
b(1) ≥ . . . ≥ b(n) and b′(1) ≥ . . . ≥ b′(n).
Then the weak {k}-L-domination problem can be formulated as follows. Let
b(n+ 1) = b′(n+ 1) = 0.
min x+ y
subject to x ≥ b′(y + 1) and y ≥ b(x+ 1).
Theorem 17. The weak {k}-L-domination problem can be solved in linear time
on complete bipartite graphs.
Proof. Let, for x ∈ {0, . . . , n},
y1(x) = min { y | y ∈ {0, . . . , n} and y ≥ b(x+ 1) } = b(x+ 1)
y2(x) = min { y | y ∈ {0, . . . , n} and x ≥ b′(y + 1) }.
Let
m(x) = max { y1(x), y2(x) }.
Then the solution to the weak {k}-L-domination problem is
min { x+m(x) | x ∈ {0, . . . , n} }.
It is easy to check that the values y1(x) and y2(x) can be computed in, overall,
linear time. This proves the theorem. ⊓⊔
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