Abstract-This paper presents a new classification algorithm for real-time inference of affect from nonverbal features of speech and applies it to assessing public speaking skills. The classifier identifies simultaneously occurring affective states by recognizing correlations between emotions and over 6,000 functional-feature combinations. Pairwise classifiers are constructed for nine classes from the Mind Reading emotion corpus, yielding an average cross-validation accuracy of 89 percent for the pairwise machines and 86 percent for the fused machine. The paper also shows a novel application of the classifier for assessing public speaking skills, achieving an average cross-validation accuracy of 81 percent and a leave-one-speaker-out classification accuracy of 61 percent. Optimizing support vector machine coefficients using grid parameter search is shown to improve the accuracy by up to 25 percent. The emotion classifier outperforms previous research on the same emotion corpus and is successfully applied to analyze public speaking skills.
INTRODUCTION
E MOTIONS are fundamental for humans, impacting perception and everyday activities such as communication, learning, and decision making. They are expressed through speech, facial expressions, gestures, and other nonverbal clues.
Affective speech analysis refers to the analysis of spoken behavior as a marker of emotion, with focus on the nonverbal aspects of speech. Its assumption is that the affective state of a person can be objectively measured by analyzing features from speech. Supporting evidence for this assumption includes empirical evidence that some emotions are associated with physiological reactions which produce a change in how the voice is produced. For example, anger often produces changes in respiration and increases muscle tension, influencing the vibration of the vocal folds and vocal tract shape, thus affecting the acoustic characteristics of the speech [1] .
A completely new application of emotion detection proposed in this paper is speech tutoring. Particularly, in persuasive communication, the nonverbal clues a speaker conveys require focused attention. Untrained speakers often come across as bland, lifeless, and colorless. Precisely measuring and analyzing the voice is a difficult task and has in the past been entirely subjective. By using a similar approach as for detecting emotions, this paper shows that such judgments can be made objective.
In the past, there was a lack of interest in emotions among computer scientists [2] . Pioneering work by Picard [3] in the late 1990s enabled a larger audience to see the need for integrating emotions into computing. Although the field has recently received an increase in contributions, it remains a new area of study with a number of potential applications. These include emotional hearing aids for people with autism, detection of an angry caller at an automated call center to transfer the call to a human, or presentation style adjustment of a computerized e-learning tutor if the student is bored.
Discovering which features are indicative of emotional states and consecutively capturing them can be a difficult task. Furthermore, features indicating different states may be overlapping, and there may be multiple sets of features expressing the same emotional state. One widely used strategy is to compute as many features as possible. Optimization algorithms can then be applied to select the features contributing most to the discrimination while ignoring others. This atheoretical approach to emotions avoids making difficult a priori decisions about which features may be relevant.
Previous studies indicate that several emotions can occur simultaneously [4] . Examples of co-occurring emotions include being happy at the same time as being tired, or feeling touched, surprised, and excited when hearing good news. Improving upon the inference solution for cooccurring emotions presented by Sobol Shikler [5] , the new system proposed in this paper is able to achieve realtime performance and higher classification accuracy.
In this paper, we describe an approach for real-time classification of co-occurring emotions [6] . The classification output is a set of classes rather than a single one, allowing nuances and mixtures of emotions to be detected. Finally, we present a novel application of the classifier to virtual speech coaching for improving public speaking skills and show that objective computerized analysis of public speaking skills is feasible.
APPLICATION FOR PUBLIC SPEAKING SKILL ASSESSMENT
In addition to presenting an emotion classifier achieving state-of-the-art accuracy, we present a novel application of the classifier for assessing the quality of public speaking skills using our new Speech Tutor corpus. In persuasive communication, the nonverbal clues a speaker conveys require special attention. Untrained speakers often come across as bland and lifeless. Precisely analyzing the voice is difficult for humans and is subjective. By using a similar approach as for detecting emotions, our system enables more objective assessment of public speaking skills.
Potential applications for the analysis include speech coaching and presentation skill practice. A speech coach could use the tool to achieve more objective and precise analysis. A presenter could use the immediate presentation feedback to practice public speaking at home and modify the speaking style according to the computer's feedback and the advice from a speech coach.
PREVIOUS RESEARCH
One of the first studies investigating the link between intonation and emotions was done by Uldall [7] , who modified the intonation contour artificially. Huttar [8] later recorded natural speech in lectures and found significant correlations between prosodic features and emotions. Significant fundamental work on speech emotion detection was done by Dellaert et al. [9] , who proposed the use of statistical pattern recognition techniques for emotion detection and set the basic system architecture still used today. Their initial work achieved accuracies of 60-65 percent using four classes of acted data.
Starting from then, the accuracy has been continually improving. Since people are not very good at faking emotions on request, the focus has shifted from acted data to induced and natural data. Batliner et al. [10] detected the existence of emotions with 95 percent accuracy using an induced corpus. More recently, Forbes-Riley and Litman [11] and others have been using human-human dialogues, achieving 84 percent accuracy for valence. Steidl et al. [12] , among others, worked with human-machine databases, achieving 60 percent accuracy for four classes. Other recent works include work using both acoustic and language features to detect affect from call center data [13] and medical dialogues [14] . Schuller and Rigoll [15] analyzed interest in human-human dialogues using a MultipleInstance Learning approach on frames instead of doing segmental analysis.
More recently, the INTERSPEECH speech emotion recognition competition [16] was a collective effort for increasing the classification accuracy for a specific set of data. Lee et al. [17] achieved a high emotion recognition accuracy using hierarchical binary decision trees. Dumouchel et al. [18] achieved 70 percent recall using cepstral features. By fusing the output from all candidates' systems, the organizers managed to achieve performance that exceeded all of the individual results.
A wide range of corpora are commonly used in research, including, among others, the Belfast database [19] , the EmoTV corpus [20] , EMO-DB [21] , eNTERFACE corpus [22] , Audio Visual Interest Corpus (AVIC) [23] , and the Mind Reading corpus [24] . The choice of emotion corpus is heavily influenced by the application and situation.
Popular classification models used include, among others, different decision trees [25] , support vector machines [5] , [26] , [27] , [17] , [6] , neural networks [12] , [10] and Hidden Markov Models. Again, which is the best classifier often depends on the application and corpus. To combine the benefits of different classifiers, classifier fusion [28] , [29] is starting to become common. Schuller et al. [29] combine support vector machines, decision trees, and Bayesian classifiers to yield higher classification accuracy. Scherer et al. [28] combine three different KNN classifiers to improve the results.
Many studies in psychology have also examined vocal expressions of emotions. Russell et al. [30] , Scherer [31] , and Scherer et al. [32] provide reviews of these. Nonlinguistic vocalizations such as laughter, cries, sighs, and yawns were investigated, but mounting evidence questions whether they are each linked to a specific discrete state [33] . For vocal expressions of speech, the strongest single association found for vocal acoustics has been with the arousal level [34] .
The first issue of this journal had a number of theoretical overviews of emotion recognition. Calvo and D'Mello [35] examine various emotion theories and reveal several problematic assumptions common in affective computing. The authors suggest broadening of the mental states studied, investigating dimensions versus categories for labeling, and integrating context into recognition. Reisenzein [36] discusses the limitations of affect recognition purely from nonverbal expressions of emotion.
In this paper, we apply some of these ideas to achieve state-of-the-art classification performance on the Mind Reading corpus, and present a novel application of the classifier for successfully analyzing public speaking skills.
IMPLEMENTATION METHODOLOGY
The design of the classifier considers three main factors: 1) the need for real-time performance, 2) the ability to recognize co-occurring emotions, and 3) the choice of a training corpus.
Achieving real-time performance required a careful choice of feature extraction and classification algorithms. Recognizing co-occurring emotions needed a method for ranking candidate emotions.
The overall system design is shown in Fig. 1 . Explanations of the choices made are given in the sections below.
Emotion Classification
For emotion classification, we choose the Mind Reading corpus [24] , which provides a hierarchical structure between groups with a large number of emotion concepts. It was developed by psychologists at the University of Cambridge Autism Research Centre, aiming to help autistic children and adults to recognize both basic and complex emotions. The corpus consists of 2,927 acted everyday sentences, covering 442 different concepts of emotions, each with 5-7 sentences. The acting was induced and the labeling was done by 10 people in different age groups [37] . The labeling of each sample in the corpus required the agreement of eight members of a panel of 10 expert assessors. Although the samples are acted, the large number of samples makes the corpus suitable for training an emotion classifier.
The main emotion groups of Mind Reading are shown in Table 1 . Each of these is further divided into concepts, giving a total of 422 concept subgroups. For the classifier, a subset of nine categories representing a large variety of emotions is chosen. This subset consisted of 548 samples spoken by 10 different actors. Each category contains samples from the groups as shown in Table 1 . The subcategories absorbed and interested were extracted from the concepts in the interested main category. The subcategory joyful was extracted from the concepts in the happy main category, opposed from unfriendly and stressed from bothered. Other subcategories were extracted from the main category with the same name. The subcategories are chosen to minimize the overlap between categories. The subcategories and samples are the same as those used by Sobol Shikler [5] , [25] , allowing direct comparison of results.
Public Speaking Skill Assessment
For assessing public speaking skills, we retrain our classifier using six labels shown in Table 12 . Following the requirements by Schuller et al. [16] , we use nonacted, nonprompted, realistic data with many speakers, using all obtained data. An experienced speech coach was asked to label 124 one-minute-long samples of natural audio from 31 people (13 females and 18 males) attending speech coaching sessions. The chosen six labels are the ones that the professional is accustomed to using when assessing the public speaking skills of clients. The samples are labeled on a scale 4-10 for each class. We then divided the samples of classes into higher and lower halves according to the score. The upper half represents a positive detection of the class (e.g., clear) and the lower half represents a negative detection (e.g., not clear).
Support Vector Machines
Several potential classifiers were investigated. In previous work on emotion recognition from speech on the Mind Reading corpus [5] , support vector machines (SVMs) and tree algorithms such as C4.5 were found to be effective. In our experiments, SVMs gave the most promising results. SVMs create a model by constructing an N-dimensional hyperplane that optimally separates data into two categories. We use a modified version of SVMs [38] that allows for mislabeled examples by choosing a hyperplane as cleanly as possible even if there is no hyperplane that can split the two classes.
We use a nonlinear classifier, replacing the linear dot product by a kernel function that transforms the original input space into a higher dimensional feature space, allowing the SVM to potentially better separate the two classes. After trials of several possible kernel function candidates, the Radial Basis Function (RBF) kernel was found to yield the most promising results. To generalize SVMs to more than two classes, pairwise classification is used. This reduces a single multiclass problem into multiple binary problems by building a classifier for each pair of classes, using only instances from two classes at a time.
Training
The training system architecture is shown in Fig. 2 . Its main components are discussed below.
Noise Reduction
The Mind Reading corpus used for emotion detection was recorded with high-quality equipment and is largely noisefree. However, the Speech Tutor corpus that is used for public speaking skill assessment was recorded in different environments and contained background noise. To avoid having the noise affect the feature extraction and the construction of the hyperplanes, it was necessary to remove noise from the corpus. The superscripts indicate the main groups from which a subset of affective states is selected to allow comparison of the results to previous research [5] . These subsets, with their respective number of samples, are: absorbed A number of noise reduction algorithms, such as Power subtraction [39] and Time frequency block thresholding [40] , were tried. The former models the speech signal as a random process to which uncorrelated random noise is added. The noise is measured during a silence period in the speech, and the estimated power spectrum of the noise is then subtracted from the noisy input signal. This method resulted in an artifact which sounds like random musical notes caused by narrow-band tonal components that appeared in unvoiced sound and silence regions after the noise reduction.
Time frequency block thresholding dynamically adjusts spectrogram filter parameters using the Stein risk estimator, which gives an indication of the estimator's accuracy. It was found to eliminate the musical noise of the Power subtraction method, and was thus used as a preprocessing filter for the Speech Tutor corpus.
Feature Extraction
For this work, the openSMILE [26] feature extraction algorithms are used. OpenSMILE provides sound recording and playback via the open source PortAudio library, echo cancellation, windowing functions, fast Fourier transforms, and autocorrelation. Moreover, it is capable of extracting features such as pitch, loudness, energy, mel-spectra, voice quality, and mel-spectrum frequency coefficients, and can calculate various functionals such as means, extremes, peaks, percentiles, and deviations with a Real-Time Factor ( 1. The 10 most commonly used class-differentiating features are shown in Table 2 . These consist of functionals calculated for two main categories.
Feature Selection
Since a large feature set will be extracted from the speech, it is expected that there are some irrelevant and redundant data that will not improve the SVM prediction performance. Classification algorithms are unable to attain high classification accuracy if there are a large number of weakly relevant and redundant features, a problem known as the curse of dimensionality [41] . Algorithms also suffer from computational load incurred by the high-dimensional data.
Our approach is to use the predefined openSMILE set emo_large with 6,552 features and pick the most relevant ones using feature selection. For choosing relevant features, the Correlation-based Feature Selection (CFS) algorithm [42] is used. It uses a heuristic based on the assumption that good feature sets contain features highly correlated with the class and uncorrelated with each other. It defines the score for a feature subset S as
where k is the number of features in S, r ff is the average feature-feature intercorrelation, and r cf is the average feature-class correlation. After discretizing the features, CFS calculates feature-class and feature-feature correlations using a symmetric form of information gain
TABLE 2 Ten Most Used Features in Emotion Detection
The first column shows the number of pairwise machines in the total H sym ðX; Y Þ fixes the problem of IðX; Y Þ assigning a higher value for features with a greater number of values, although they may be less informative. It also normalizes the values to the range ½0; 1.
After calculating the correlations, CFS starts with an empty set of features and applies forward best-first search, terminating when it encounters five consecutive fully expanded subsets that show no improvement.
Scaling
After the feature selection stage, the features fðc i;j Þ F ðc i;j Þ are scaled from IR to ½À1; þ1. This is done to:
1. Prohibit attributes in a greater numeric range from dominating those in smaller ranges. 2. Avoid numerical difficulties during the calculation, such as division by large fðc i;j Þ.
Grid Search
When using the Radial Basis Function SVM kernel, it is important to choose a suitable penalty for mislabeled examples C and the exponentiation constant . Because the optimal values are model-specific, a search algorithm is needed for finding a near-optimal set of values. The optimization is done on the training data with testing data kept unseen. The goal is to identify good ðC; Þ values so that the classifier can accurately predict unseen testing data, rather than choosing them to maximize prediction accuracy for the training data whose labeling is already known. In this work, we use v-fold cross validation. The training set is divided into v equal-sized subsets, with each subset sequentially tested used a classifier trained on the remaining v À 1 subsets.
We use a GRID SEARCH algorithm (Algorithm 1) that sequentially tries pairs of ðC; Þ in a given range and picks the one with the highest cross-validation accuracy. Exponentially growing sequences worked well in practice, confirming findings in previous research [43] . The algorithm is run recursively on a shrinking area. Algorithm 1. Grid search algorithm. The algorithm is run by giving the mislabeling penalty C and exponentiation constant ranges initial values. Variable n steps defines how fine-grained the grid search is GRID-SEARCH(½C low ; C high ; C step ,½ low ; high ; step ; n steps ) 1) Initialize P ¼ 0;
. ii) Sequentially classify one subset using a classifier trained on the remaining v À 1 subsets using parameters C ¼ 2 Ci and ¼ 2 i . iii) If P < ðn correct =vÞ, set P ¼ ðn correct =vÞ, C opt ¼ C i ; opt ¼ j . 3) If n steps 0, return ðC opt ; opt Þ. 4) Else GRID-SEARCH(½C opt À n steps , C opt þ n steps ; C step =2,½ opt À n steps ; opt þ n steps , step =2; n steps À 1).
Once optimal ðC; Þ are determined, final SVM models are computed for all pairwise corpora using the LibSVM [44] library.
Classification
The real-time classification system architecture is shown in Fig. 3 . Its main components are discussed below.
Segmentation
Real-time analysis of speech requires segmenting the audio. One approach to the problem would be to just process every 1 second separately. However, this would create two problems.
1. The single second may only contain silence, but the SVMs will still need to make a binary decision between two classes by mapping the features on one side of the hyperplane. 2. Emotions may not be expressible within a short time interval. Furthermore, some features have a temporal characteristic which will not be extractable if a single segment length is used. As a result, it was necessary to choose the segment length dynamically, approximating to one segment per sentence. The signal energy could be used for differentiating between silence and speech. The choice was between a simple algorithm that uses static thresholds and a more complex algorithm that implements dynamic thresholding. In accordance with the iterative development model, a simple static algorithm was implemented first. By adding complexity in layers, we could, at each step, check that performance sufficient for real-time operation was achieved.
The SEGMENTATION algorithm (Algorithm 2) achieves this by defining three thresholds. First, the silence threshold defines the threshold for the energy E ¼ P n i js i j 2 > , for signals s i in frame of size n. Second, start sets the number of frames with energy above that are required until a segment start is detected. Third, end is the number of frames below until a segment end is detected. From the start to the end of a segment, the features are extracted. At the end, the pairwise SVMs are run in parallel.
Algorithm 2. Audio segmentation algorithm. is the silence threshold based on the energy of the signal. start and end specify the thresholds for the number of frames that need to be above and below for a segment to start and end, respectively
Send end_inference message to all pairwise SVMs.
It turns out that the segmentation results of this algorithm are more than sufficient for detecting pauses in the speech. In practice, separate could be used for a quiet room and for a noisier environment. In our experiments, we set start and end to 10 and 40 frames, respectively.
Support Vector Machines
Once the audio is segmented and the features are extracted, the nðn À 1Þ=2 pairwise machines can be run in parallel to predict the class for a segment. The hyperplanes separate two emotion classes in an f j j-dimensional space, where f is the set of features being considered. Implementation-wise, this required preparing the features for interfacing with the LibSVM library and then using the results to do further processing. The LibSVM library provides a highly optimized algorithm for solving the Lagrange multiplier optimization problem for SVMs.
The RUN-SVM algorithm (Algorithm 3) describes this process. First, all but the features selected by the correlationbased feature selection algorithm are filtered away from the model files. The algorithm then waits for extracted features from openSMILE. Once it receives these, it scales them by the same ratio as used in the training phase. It then predicts probabilities for both labels by calling the LibSVM C++ library, and sends the results paired with the labels to the PAIRWISE-COMBINATOR module. 
Pairwise Classification
When the pairwise SVMs have been run, their results need to be combined so that the label of the segment can be predicted. This glues together the SVMs running in parallel and the voting algorithm.
The PAIRWISE-COMBINATOR algorithm (Algorithm 4) achieves this by receiving the results from the 1 2 nðn À 1Þ pairwise SVMs running in parallel. It keeps count of the labels of the winning classes. Once it has received all pairwise classification results for a segment and computed the number of wins ! i for each label i, it resets the wins for the next frame and runs a pairwise voting algorithm that determines the winning class. The voting is described in the next section. 
Pairwise Fusion Mechanism
In order to determine the most probable class, the probabilities of the multiple binary classifiers are fused.
We propose a fusion method for determining cooccurring emotions. Whereas in traditional single-label classification, a sample is associated with a single label l i from a set of disjoint labels L, multilabel classification associates each sample with a set of labels L 0 L. A previous study concluded that the use of complex nonlinear fusion methods yielded only marginal benefits (0.3 percent) over linear methods when used with SVMs [45] . Therefore, three linear fusion methods are implemented:
1. majority voting using wins from binary classifiers, 2. maximum combined probability from binary classifiers, 3. binary classification wins above a threshold. In the first method, we consider all n À 1 SVM outputs per class as votes and select the class with most votes. Assuming that the classes are mutually exclusive, the a posteriori probability for feature vector f is p i ¼ P ðf 2 class i Þ. The classifier SVM i;j computes an estimatep i;j of the binary decision probability 
Ties are solved by declaring the class with higher probability to be the winner.
In the second method, the maximum probability i ¼ P p2S i p of the binary SVMs is determined. The winner of decisionD probability is i such that D probability ¼ arg max
Finally, for detecting co-occurring emotions, the classes are ranked according to the number of wins. The classes with wins above a threshold are returned, with the classification decisionD threshold being the set of classeŝ
The PAIRWISE-VOTING algorithm (Algorithm 5) combines these three approaches. An experiment comparing the results using the three methods is detailed in the evaluation section. The total probabilities i of probabilities p i are calculated for each label l i and normalized to normð i Þ according to the number of labels. The resulting label and its normalized probability is sent to the console output when the wins for the label are above the threshold .
We set ¼ bð þ Þnc, where is the mean win count, is the standard deviation, and n is the class cardinality to allow comparison with Sobol Shikler [5] . By the central limit theorem, the distribution of a sum of many independent, identically distributed random variables (RVs) tends toward the normal distribution. By assuming that the SVMs exhibit such RVs and since, for the normal distribution þ % 0:841, ¼ b0:841ðn À 1Þc. In particular, for the nine classes chosen for evaluation, ¼ 6.
Algorithm 5. Pairwise voting algorithm. is the mean win count and is the standard deviation. The threshold definition follows previous research [5] PAIRWISE-VOTING(P ; W) 1) Set win threshold ¼ bð þ Þðn À 1Þc 2) For each l i with i n using p i 2 S i ; S i 2 P and ! i 2 W a) Set the total probability i ¼ P p2Si p with normð i Þ ¼ 
Method for Assessing Public Speaking Skills
In this section, we describe the changes in the emotion classifier that enabled it to successfully analyze public speaking skills. One binary SVM per class is used to derive a classwise probability. If a pairwise approach similar to that in emotion classification had been used, the same samples would have existed in several classes, making separating the classes intractable. As a result, unlike in emotion detection, where the most prominent labels describing the speech are selected, for speech quality assessment all classes are detected, each labeled with a probability. This allows users to attempt to maximize all class probabilities, a goal which is more useful for speech coaching. As for emotion recognition, Radial Basis Function kernel parameter in the SVMs were optimized using Algorithm 1.
The data were recorded in different environments with varying background noise level. Therefore, an additional challenge was to normalize the data to avoid learning to only recognize speakers. As explained in Section 4.4.1, we successfully used time frequency block thresholding to reduce the noise level without introducing artifacts common in other methods.
As for emotion recognition, the Correlation-based Feature Selection algorithm was used to select the best discriminating features. The 10 most commonly used class-differentiating features are given in Table 3 . As in emotion recognition features shown in Table 2 , features based on computations of Mel frequency cepstral coefficients and Mel frequency spectrum magnitudes dominate the list. In particular, Mel frequency cepstral coefficients were very commonly used. In addition, a functional calculated on the zero-crossing rate of the time signal was also commonly used for discrimination.
EVALUATION
In this section, we evaluate the overall classification results.
Grid Search for SVM Parameter Optimization
In previous studies, optimization of the machine learning algorithm has not received much attention. This study employs a method based on maximizing cross-validation accuracy in training data to obtain a considerable improvement in recognition accuracy. The experiment below demonstrates how this method improves the accuracy of the emotion classifier.
The greedy grid search algorithm chooses optimal ðC; Þ parameters for each pairwise SVM. It first does a rough search over the values and then recursively narrows down the search space by searching around the values that produced the highest cross-validation accuracy. This turned out to be a major contributor to the high accuracy of the SVM approach. Previous work has ignored this subtle but clearly important classifier optimization.
The effect for using grid search with the three pairwise fusion mechanisms is shown in Table 4 . A significant improvement, between 10 and 25 percent, is observed. This is as high an improvement as that gained from choosing SVM over C4.5. As the optimization maximizes the crossvalidation accuracy instead of the training data classification accuracy, the optimization did not result in overfitting of the model. The optimization is done on the training data, with the testing data kept unseen.
Real-Time Performance
The experiment below demonstrates that the classifier achieves real-time performance for common sentence lengths.
The average latency in milliseconds of the classification stage is shown in Fig. 4 . It was measured as the time between the detection of the end of a segment and the output of the result. As shown in the figure, normal sentences (1-15 s) are classified in 0.046-0.110 s, making the delay barely noticeable. Improving upon Sobol Shikler's inference solution [5] , this allows real-time classification.
The increase of latency with longer sentences is caused by the feature extractors that need to process more frames with longer audio segments. However, since speakers need to pause to breath and thus limit the segment length, this increase in latency did not cause problems in practice.
Different Classifiers
This experiment aims to compare the accuracy of the three machine learning algorithms that were found to achieve highest accuracies. A wide range of different classifiers were tried, with SVMs and decision-tree-based C4.5 and Random Forest performing best.
C4.5 constructs a decision tree from a set of data by dividing up the data according to the information gain IðX; Y Þ. It recursively splits the tree by the attribute with the highest IðX; Y Þ in the training, yielding a decision tree that can be reused for classification.
Random Forest builds a set of classification trees. Each tree is created by taking a bootstrap sample from the training data. The best attribute for the split is selected from an arbitrarily chosen subset of attributes. The classification result is derived through majority voting by the tree classifiers.
Unlike in previous research [5] , the experiment found that SVMs could provide significantly higher performance than from C4.5 for every pairwise machine. This is achieved by using grid search to optimize the SVM parameters. The results are illustrated in Table 5 , where the SVM results are compared to the results with C4.5 and Random Forest. In three cases, Random Forest outperforms the optimized SVM.
TABLE 3 Ten Most Used Features in Public Speaking Skill Assessment
The first column shows the rank of the feature. The rank is derived from the number of classes that used the feature in a leave-one-speaker-out experiment. All features are smoothed with a moving average filter. MFCC denotes Mel frequency cepstral coefficient and MFSM denotes Mel frequency spectrum magnitude.
TABLE 4 Detection Accuracies in Percentages with a 70-30 Percent
Training/Testing Split for the Three Fusion Methods, with and without Grid Search Another factor that affected the results is feature selection. The square-bracketed values in Table 5 show the number of features in each SVM. These are only a small fraction of the original 6,669 feature combinations extracted by openSMILE. When training on all 6,669 features, accuracies above 60 percent were rarely obtained.
Different Feature Selection Algorithm
This experiment compares the accuracy of two commonly used feature selection algorithms, the filter-based CFS and wrapper-based Dynamic Oscillating Search (DOS) [46] methods.
Wrapper feature selection uses a search algorithm to search through the space of possible features and evaluates each feature subset by running the classifier on the subset. In contrast, filter feature selection evaluates feature subsets by classifier-independent criteria. DOS is a relatively new search method for wrapper-based feature selection that has been shown to outperform many other methods [46] . It extends the principle of Oscillating Search [47] , which repeatedly modifies the current feature subset of a predetermined size. Dynamic Oscillating Search determines the feature subset size automatically. Importantly, DOS performs efficiently on large feature sets. Exhaustive wrapper search of subsets for the 6,552 extracted features would be very time-consuming.
The results are illustrated in Table 6 , where the CFS results are compared to the results with DOS feature selection. As shown in the table, CFS outperforms DOS in all but one case. CFS selects on average over 10 times more features than DOS. As the feature sets chosen by CFS still allowed real-time performance, CFS was selected for the final implementation.
Ten-Fold Cross-Validation Results
The experiment below demonstrates the 10-fold crossvalidation results of the emotion classifier and compares them to previous research using the same training data [5] .
The 10-fold cross-validation results for the pairwise SVMs are shown in Table 7 . All accuracies are greater than the The numbers without brackets are the results using SVMs. The results using C4.5 are shown in parentheses. The results using Random Forest are in curly brackets. The number of features used are in square brackets. The numbers in bold represent the highest accuracy for the pairwise machines. The numbers without brackets are the results using CFS feature selection. The results using DOS are shown in parentheses. The number of features used by DOS are in square brackets. The numbers in bold represent the highest accuracy for the pairwise machines.
values obtained in previous research using the same classes and corpus. The results are constantly above 80 percent, in contrast to the lower bound 60 percent obtained previously.
Different Fusion Methods
The experiment below demonstrates the accuracies for the three fusion methods proposed in Section 4.5.4.
A summary of the accuracies for the three fusion methods is shown in Table 8 . The average accuracies are higher than or equal to the results achieved previously on the same corpus [5] . The average accuracy of the maximum probability fusion technique is higher than that achieved by majority voting (72 percent versus 70 percent). However, for some classes, the majority voting accuracy is higher (e.g., stressed and interested). A higher average accuracy could be achieved by combining these methods. In future work, more advanced fusion methods such as the ensemble classification presented by Schuller et al. [27] and the tree-based approach by Lee et al. [17] will be investigated.
Confusion matrices for fusion using thresholding, maximum probability, and majority voting are shown in Tables 9,  10 , and 11, respectively. Inspection of the confusion matrices reveals that some classes are better detected than others. The classes opposed and sure present the lowest values using any method. This is reflected by the lower number of training samples (38 and 53 samples, compared to the average of 61) resulting from the categorization choice to allow comparison to Sobol Shikler [5] . Similarly, the class with most samples (joyful, 94 samples) is most frequently mistaken to be the correct class. In future, work classes with equal numbers of training samples could be used.
As expected, the thresholding fusion method for cooccurring emotion classification yields highest detection accuracies since several classes can be selected at a time. This, however, also leads to much higher confusion values because of the assumption that more than one emotion can be occurring simultaneously. For example, as shown in Table 9 , samples labeled excited are detected as joyful in 35 percent of cases, compared to a correct detection rate of 85 percent. Since more than one class is selected at a time, the rows do not add to 100, like in conventional confusion matrices. In Tables 10 and 11 , the rows do not add up to 100 due to rounding. It is likely that some high confusion rates are caused by the overrepresentation of certain classes.
Evaluation of Public Speaking Skill Assessor
This experiment evaluates the accuracy of the public speaking skill assessor.
The results of public speaking skill assessment are shown in Table 12 . All classes can be accurately detected in 10-fold cross validation. The classes competent and dynamic present slightly lower detection accuracies. Overall, however, the speech quality assessment cross-validation accuracies are high (average 81 percent).
We also provide evaluation data using a speakerindependent evaluation on unseen test data. The system was separately trained for 31 partitions, each in which one out of the 31 speakers was left out. Each partition's classification performance was then tested on the speaker that was left out. The results shown in Table 12 present the average classification accuracy for the speakers that were left out.
As can be seen from the data, the classes clear, credible, dynamic, and persuasive can all be successfully detected with greater than 60 percent accuracy in the leave-one-speakerout test. However, competent, which gave high 10-fold crossvalidation results, obtains low leave-one-speaker-out results. This shows the large extent to which speaker-dependency may skew the cross-validation results. In particular, the lower accuracy could indicate that the class is a more subjective quality and hence is more difficult to classify. The class clear, for example, which achieved the highest leave-one-speaker-out accuracy, could intuitively be easier to assess than whether a speaker sounds competent.
The number of training samples did not correlate with the accuracy. Even though the class clear achieved the highest accuracy, with more samples than average, class pleasant achieved lower accuracy with even more training samples. The weighted average accuracy is the same as the unweighted average accuracy 61 percent.
Overall, most of the classes are well detected even in a speaker-independent evaluation. This is a promising result, and indicates that objective computerized analysis of public speaking skills is feasible.
CONCLUSION
We have presented a framework for real-time classification of co-occurring emotions in speech whose accuracy outperforms previous work using the same corpus [5] . We have also shown that the novel application of the system for assessing public speaking skills achieves high classification accuracy.
The emotion classification framework consists of nðn À 1Þ=2 pairwise SVMs for n labels, each with a differing set of features selected by the Correlation-based Feature Selection algorithm. The classifier was trained using the Mind Reading corpus of acted speech.
We demonstrated a considerable improvement in classification accuracy from optimizing the misclassification and exponentiation coefficients ðC; Þ using a grid search algorithm. Improvements between 10 and 25 percent were observed. We further illustrated that the parameteroptimized SVMs outperform tree-based algorithms for most classes in our corpus. This underlines the importance of parameter optimization, an issue several recent studies in the field have overlooked.
In an experiment on feature selection, we showed that the filter-based CFS algorithm outperforms a wrapperbased feature selection with the DOS algorithm for our emotion corpus. However, CFS chose 10 times more features than DOS. DOS could therefore be a good choice for resource-limited settings where a large set of features presents an unnecessarily high overhead. We further applied our emotion classifier to assessing public speaking skills. For this, we used our own corpus of nonacted, nonprompted realistic data with 124 one-minutelong samples from 31 people attending speech coaching sessions. We illustrated that most of the classes are well detected even in a speaker-independent evaluation. This is a promising result, and indicates that it is feasible to perform objective computerized analysis of public speaking skills.
Overall, this paper presented a high-accuracy training and classification framework for emotion detection from speech. It also shows a novel application of the classifier that successfully performs real-time assessment of public speaking skills. It can be used for training one's public speaking skills and for assisting or even replacing a human speech coach.
FUTURE WORK
At present, our system is the most accurate classifier trained on the Mind Reading corpus known to the authors. It is also the only system known to us which is able to provide automatic feedback on public speaking skills. In the near future, we plan to apply it to a number of tasks. First, we intend to investigate how the system could be used as an assistant for a professional speech coach. The system could help the learner both in-session and at home by providing instant feedback on the speaking skills, and could provide more objective and consistent analysis. Second, we will investigate the use of emotion classification for speech coaching. To be persuasive, it is critical to nonverbally show the emotion that is consistent with the verbal content. The system trained on the Mind Reading corpus could provide useful feedback on this front. Third, we acknowledge that an acted database may not be suitable for all applications. We therefore intend to focus on natural and induced emotional databases in the future. Finally, we plan to investigate the performance of the system together with facial expression analysis. A multimodal system could potentially achieve more accurate classification for both affect and public speaking skills.
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