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PDUJLQDOXWLOLW\WRPRUURZ7KHSDUDPHWHUHVWLPDWHVFDQEHXVHGWRPHDVXUHWKHVWUHQJWKRI2As we discuss below, the impetus for precautionary saving in this literature is the
existence of "prudence" in preferences, first defined by Kimball (1990). In practice, other factors
may also lead to precautionary accumulation, such as the possibility that borrowing constraints
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%HFDXVHPDUJLQDOXWLOLW\LVQRWOLQHDULQFRQVXPSWLRQLQHTXDWLRQLWLVQRWSRVVLEOHWRGHULYH3An alternate approximation can be obtained by assuming consumption is lognormally
distributed, implying that  , where VARt is the time t )lnCt%1 ' D&1(r&*)%1/2DVARt()lnCt%1)
variance. Under this distributional assumption, higher order moments do not enter the
approximate loglinear Euler equation. Consistent with the findings we discuss next, however,
normality tests on simulated consumption data (not reported) rejected the hypothesis that
consumption growth is lognormally distributed when the driving process (income growth) is













































VWUDLJKWIRUZDUGSUXGHQWLQGLYLGXDOVZLOOGHOD\FRQVXPSWLRQXQWLOXQFHUWDLQW\DERXWWKHIXWXUHLV4For example, Carroll (1994) presents evidence using a normalized variance of individual
income, and Kimball’s (1990) "equivalent precautionary premium" as measures of income
uncertainty. Guiso, Jappelli, and Terlizzese (1992) provide similar evidence using a self reported
measure of earnings uncertainty drawn from the 1989 Italian Survey of Household Income and
Wealth. Note that these studies do not depend on linearized Euler equations, but instead rely on










































WKDWLVELDVHGGRZQ$OWKRXJKLWLVQRWSRVVLEOHWRSURYHDQDO\WLFDOO\WKDWWKHELDVZLOOJRLQRQH5In general, there is no closed form solution to the optimization problem presented in (1)-
(2) with risky labor income. However, for specific utility functions, an analytical solution can be
derived. The most notable example is the quadratic utility case. This is not a case we want to
analyze in detail since linear marginal felicity functions preclude precautionary savings motives.
As a robustness check however, we used our numerical approach to solve for the optimal
consumption solution when utility is quadratic and the real rate of interest equals rate of time


















JHQHUDOIRUP6It is now well known that serial correlation in income growth complicates the procedure
for solving for consumption functions, since it means that there will be two state variables (cash-
on-hand and lagged income) rather than one (see Deaton [1991), [1992)). Nonstationarity in
income further complicates matters, since it means that in practice quite a wide range of incomes
(and, therefore, state variables) may be possible. To deal with these problems, we work with
stationary ratios of variables, solving for the optimal level of consumption relative to income.
This specification is computationally more convenient than solving for the level of consumption
itself, because it reduces the range of possible values for cash-on-hand, and implies that the
second state variable in the model is the innovation to income growth, rather than the lagged
level of income. 
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ln(yt) ' ln(yt&1) % µ % ,t & N,t&1 . (7)

















ZKHUH HTXDOVU 7In principle, it is possible to solve for consumption functions for any number of years. In
practice, this is sometimes difficult since the range of possible values of cash-on-hand to income
(eventually) narrows as the solution moves backward in time. In all of our cases we solved for at






































DQGWKHFDVKRQKDQGWRLQFRPHUDWLR1RWHWKDWFRQVXPSWLRQJURZWK FDQDOVREH (Ct%1 & Ct)/Ct




































LVQRWD (D(%1)/210Note that asset ranges are not fixed from year to year and shrink as one works
backwards in time. This implies that the figure for year t-12 has a much smaller asset range than
in figure t-57, and there is less variation in both expected consumption growth and expected
consumption growth squared than there is later in life (e.g. in year t-57). Thus, the figures are not






























































































cgit ' $0 % $1 cg
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it % ,it . (10)
FRQVXPSWLRQJURZWKIRUKRXVHKROG,LQ\HDUWGHQRWHG DQGPHDVXUHVRIYDULDELOLW\LQ cgit
FRQVXPSWLRQJURZWKGHQRWHG  using panel data on households, and then regress cg
2
it
consumption growth on variability in consumption growth:
As discussed above, the consumption growth equation based on the linearized Euler equation
implies that $0 equals , and that $1 equals (D+1)/2. Equation (10) is typically estimated
(r&*)
(1%r)D
using OLS or IV techniques. The use of instrumental variables makes a great deal of sense, if for
no other reason than to eliminate biases caused by measurement error in consumption. However,
the discussion in Section II indicates that it may be extremely difficult to find instruments that
are not correlated with the error term in (10), even in the absence of measurement error.
Equation (6) indicates that the error term includes higher order moments of consumption growth.
Valid instruments must consist of variables that are correlated with variability in consumption
growth, but are not correlated with these higher-order moments. It is difficult to think of
theoretically justifiable reasons why some variables would be correlated with the second
moment but not with higher-order moments. Nevertheless, the extent of bias found in practice
will depend on the extent to which the instruments are correlated with the error term, a factor
that will, in turn, depend on which instruments are used. 
The most common instruments employed in practice are variables such as occupation,
education, and industry indicators (e.g., Dynan [1993]). The use of these variables is motivated
by the idea that education and occupation influence the time-series properties of individual’s
income, so that (for example) more highly educated people may have higher income growth over
their lifetimes, and self-employed managers may face more income risk than others. These12In principle, it is possible to use information on industry, in addition to occupation and
education, for each individual in the PSID. Placing households into categories that are as fine as
those like occupation/education/industry resulted in cell sizes that are too small for empirical
work. Thus, we chose to focus on groups defined by occupation/education which have larger cell
sizes.
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differences in income patterns will affect consumption decisions, and are likely to produce
differences in variability in consumption growth. However, if (for example) individuals in
different occupations and educations have different amounts of skewness in consumption
growth, then these variables are not valid instruments, and even IV estimates of the parameters
will be biased.
We assess whether this problem is important in practice by conducting a Monte Carlo
analysis. Our approach is to generate simulated data on consumption for "households" who share
common preferences and face the same interest rate, but have different values of the parameters
for the process that generates income. In order to match heterogeneity in income parameters to
heterogeneity found in real data, we use information on income from the Panel Study of Income
Dynamics to estimate income equations for individuals in 16 different education/occupation
groups.
12  We solve for up to 40 years of consumption functions using each of the 16 sets of
parameters, and then simulate consumption data for households in each of the groups. The
simulated data is used to estimate equation (10), above, using both OLS and IV techniques.
The first step in our analysis was to estimate the parameters of the income equation (7)
for the different education and occupation groups. We used the 1972-1992 waves of the PSID,
and selected a sample of male heads of households between the ages of 25 and 55, inclusive,
who reported labor income for at least 3 contiguous years. Further details on sample selection
are in Appendix A.13These groups were professionals with less than 12 years of education, and managers
with less than 12 years of education.
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In each year, individuals were coded as being in one of the six occupations listed in Table
2. We then constructed a single non-time-varying occupation for each individual, that consisted
of the occupation worked in the majority of years. (Ties were broken by assigning individuals to
the "higher" of the occupations using the order in Table 2; for example, a person who spent 3
years as a manager and 3 years as a professional would be coded as a professional.) Individuals
were also assigned to one of three education categories: less than 12 years of school, exactly 12
years of school, and more than 12 years of school. Individuals from two occupation/education
cells were excluded from the analysis, since there were too few people.
13 The final data set
consisted of 43,067 observations on 5,567 individuals. The distribution of individuals across
occupation/education cells is shown in Table 2. Cell sizes ranged from 78, for professionals with
exactly 12 years of education, to 719, for craftsmen with 12 years of education. 
These data were used to estimate the parameters µ, N, and F for each of the
occupation/education groups. We followed the estimation methods discussed in Abowd and Card
(1989); details are provided in Appendix A.  The estimates for each cell are shown in Table 2.
The estimates of µ are what might be expected: within each occupation group, those with more
education have higher earnings growth. Within each education group, craftsmen and operatives
had the lowest growth. Somewhat surprisingly, laborers and service workers have higher values
of µ than do craftsmen and operatives. The parameter N also varies across groups; the general
pattern is for those with more education to have lower values of N, indicating more persistence
in shocks. Less skilled clerical and sales workers, and laborers and service workers, display14Several authors have pointed out that these measures are likely to be inflated by
substantial measurement error in recorded income (for example, Deaton [1991]; Attanasio et al,
[Forthcoming]). We also follow these authors in not reducing the size of the moving average
parameter, even though this would logically follow in order to increase the role of the permanent
component in income; the variance of the permanent component is already a large fraction of
overall earnings variance, and a larger value seems implausible.
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much less persistence. The parameter estimates of F seemed too high to be plausible, and we
halved them for the purposes of the simulations.
14 The halved values are reported in Table 2.
There is remarkably little variation in F across the cells. The range is from .137, for clerical and
sales workers with less than 12 years of school, to .220, for laborers and service workers with
more than 12 years of education. Values of F cluster between .16 and .19 for nine of the sixteen
cells. There is no clear tendency for F to increase or decrease with education.
These parameters were used to solve for consumption functions for each of the cells. We
assumed that the remaining parameters were constant across groups (with D=3, r=.03, and
*=.05,) and solved for 40 years of consumption functions. We then simulated data on income
and consumption for 300,000 "households" for these 40 years, assuming that each individual
started with cash-on-hand equal to income. The numbers of households in each
occupation/education cell was set so that the distribution of households across cells in the
simulated data matched that in the PSID. We discarded the first five years of data, because we
did not want our results to be influenced by our assumptions about initial assets, and the last five
years, when individuals are drawing down assets in anticipation of "death." The number of years
per household was reduced by one more year after first-differencing consumption, leaving
8,700,000 household/year observations in our simulated data set. 
Differences in the income parameters across occupation/education groups produce15It is common in empirical work to exclude interaction terms between the indicators in
the instrument set.
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differences in consumption patterns in the simulated data. Table 2 shows averages of
consumption growth and consumption growth squared for each cell of our simulated data.
Average consumption growth ranges from 0.0016 (for clerical and sales workers with 12 years
of education) to 0.796 (for highly educated professionals). These two groups also had the lowest
and highest average risk in consumption growth. 
To estimate the parameters of (10), we use Monte Carlo simulations to create 300
samples of 1000 households per sample, and used these samples to generate 300 sets of
parameter estimates. Two versions of (10) were estimated. "Model A" refers to a regression of
consumption growth between year t-1 and t on squared consumption growth between the same
period. The data are kept in panel form, with multiple observations per household. In "Model B,"
consumption growth and consumption growth squared were averaged over time for each
household. This latter model is more similar to that estimated by Dynan (1993), who averages
consumption growth and squared consumption growth over 4 quarters of the Consumer
Expenditure Survey. 
Both Model A and Model B were estimated using OLS, and using IV with three
instrument sets. The first instrument set includes a set of dummies for each of the 16
occupation/education groups. The second set includes 6 occupation and 3 education dummies.
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The third set is the same as the second, only it adds the lagged value of the ratio of assets to
income. For model A, this is the value of the asset to income ratio at t-1; for Model B, it is the
value in the first year of the sample. The rationale for including this as an instrument is that16Dynan (1993) included the amount of interest and dividend income earned by the
household during the 12 months prior to the survey as a proxy for liquid asset holdings.
24
consumers with more liquid assets may be better able to smooth consumption, and will have
lower variability in consumption growth.
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As a final exercise, we split the samples for each model into two equally sized groups of
consumers: those with "high" and "low" values of lagged ratio of income to assets. As discussed
above, lower estimates of D for households with lower assets are taken as evidence of liquidity
constraints. However, it is likely that approximation biases in the estimates also varies with
wealth, and it is useful to see if the estimates of D vary across groups when, by construction, all
households have the same value of D and no liquidity constraints exist. 
Our primary interest is whether the slope parameter $1  differs from the values implied by
the linearized equation, i.e. $1=(D+1)/2=2. The OLS results, summarized in the top panel of
Table 3, indicate that the estimated values of $1 are in most cases biased down. Model A, using
the full sample, yields estimates of $1 with an average of .968 and a standard deviation of .389.
The top left panel of Figure 4 shows a histogram for the 300 OLS estimates of $1, and indicates
that although there are many cases in which $1 is lower than .5, in no case does it exceed 1.7.
The estimate of D implied by the average estimate of $1 is .936, less than one third of the true
value of 3. The results for Model B (full sample) indicate even more bias. The average estimate
of $1 equal to .688 implies an estimate of D of .376, only 12.5% of the true value.
The OLS estimates also perform badly when the sample is split by wealth. For Model A,
the average estimate of $1 for the low-wealth sample is .864, lower than for the full sample. (The
histogram of estimates for this case is shown in Figure 5.) Estimates for the high-wealth sample25
are actually biased up: they all exceed 2, and imply on average a value of D equal to 3.9. The
results for Model B are also yield estimates of D for the low-wealth sample that are lower than
for the high-wealth sample, although for both groups there is downward bias.
Do IV estimators perform better than OLS estimators? Results using the three different
instrument sets are in the second through fourth panels of Table 3, with histograms for each
column of the table in Figures 4 though 9. The results can be easily summarized: First, the three
sets of instruments produce very similar results. All of the instrument sets are good predictors of
variability in consumption growth. Furthermore, within each model and sample, the instrument
set makes little difference to the parameter estimates. Second, the IV estimates of $1 are
generally larger than the OLS estimates. However, they are still biased down. For example, in
Model A, the average IV estimate of $1 (using the first instrument set) is 1.408, in contrast to the
average OLS estimate of .968. The IV results imply an  estimate of D equal to 1.81, which is
60% of the true value. (Note that because the variables in the first two instrument sets do not
vary over time, the full sample IV estimates for Model A and Model B are identical.) Third, the
use of instrumental variables reduces, but does not eliminate, differences in the estimates of $1
across the wealth groups. Using the first instrument set, the values of D implied by the results are
1.77 for the low wealth group, and 2.10 for the high wealth group. 
A common method of cross-checking the plausibility of a set of instruments is to test any
overidentifying restrictions that have been made (for example, Dynan [1993]). We computed
chi-square tests of the null that the overidentifying restrictions are valid. The number of
rejections of the null were not frequent: they ranged from only 1 out of 300, to 45 out of 300
tests. We also examined whether the instruments are correlated with the third (noncentral)26
moment in consumption growth. As discussed above, linearization of the Euler equation implies
that cubed consumption growth is one of the components of the error term in (10). When using
the full samples for Models A and B, the hypothesis that the instruments explained none of the
variation in cubed consumption growth was rejected in at least 235 out of 300 cases. In
particular, the estimation output of Model A (where there is a time series element to the sample)
using instrument set 3 (which includes lagged cash-on-hand) shows that, although lagged cash-
on-hand is a good predictor of expected consumption growth squared, it is also a good predictor
of expected cubed consumption growth, a term that is included in the regression error of the
linearized equation. Consequently, that specification produces rejections of the hypothesis that
the instruments do not explain the variation in cubed consumption growth almost 100 percent of
the time, yet the OID tests are rejected only 144 times out of 300 in the full sample. The results
demonstrate that an inability to reject over identifying restrictions does not guarantee the validity
of a set of instruments. 
In summary, Monte Carlo analysis demonstrates that OLS estimation of consumption
growth on uncertainty in consumption growth is likely to produce estimates of D that are biased
down, and that IV estimation may eliminate some, but not all, of this bias. Recently, there has
been a growing interest in investigating the extent to which linearizing consumption Euler
equations might influence researcher’s ability to recover parameters, and it is useful to compare
our results to those of others. 
Carroll (1997b) addresses this issue by simulating a model of individual consumer
behavior, solved for three alternative values of the interest rate, the rate of time preference, the
mean rate of permanent income growth, and the variances of permanent and transitory17This requirement places a restriction on the values of key parameters--such as the
standard deviation of income growth, the rate of time preference relative to the real interest rate,
and the coefficient of relative prudence. This restriction makes the buffer stock model
considerably less general than the model considered here. 
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components of income growth. He creates household groups of equal population which vary
according to these parameter values, and then performs instrumental variables regressions of
consumption growth on consumption growth squared using dummy variables that indicate group
membership as instruments. In general, he finds a far greater degree of approximation bias in D
than we find, and both the magnitude and direction of bias he finds is highly dependent on the
empirical specification he analyzes. This may be due in part to the fact that he considers a
different model of consumer behavior than that which we investigate, one often referred to as a
"buffer stock" model. It differs from the present framework by imposing an impatience
requirement: households prefer to do most of their consuming early in life.
17 
Other researchers have investigated the extent of bias in D in models that also differ from
ours, but find results that are closer to those we present. Laibson (1997) investigates a standard
buffer stock consumption model of the type considered by Carroll (1997a) and Deaton (1991)
and finds that the value of D implied by the linearized regression is about 80 percent of its true
value.  Laibson, Repetto and Tobacman (1998) find that D is biased up by about 7 percent. While
these results are closer in magnitude to our own, it is not surprising that they vary to some degree
from our findings because there are meaningful differences between the model we consider and
those that Laibson (1997) and Laibson, Repetto and Tobacman (1998) investigate; both of those
studies investigate buffer stock behavior and so impose the impatience restriction. In addition,
those studies assume an first order autoregressive process for the level of income, rather than an18The differences in results between ours and Carroll’s may also be attributable to the
different estimators we consider. We have argued above that bias in the actual estimators will be
a function of both the estimation technique and the particular choice of instruments, implying
that LWLVLPSRUWDQWWKDWKHWHURJHQHLW\DFURVVVLPXODWHGKRXVHKROGVPLPLFWKDWIRXQGLQWUXHGDWD.
Indeed, Carroll’s results are quite sensitive to which set of group dummies he uses as
instruments. But because his instruments are not observed and are not benchmarked on the data,
it is difficult to know how the biases he finds may be translated into biases in practice. By
contrast, the Laibson, Repetto and Tobacman study follows an approach more similar to ours by
creating group dummies that are benchmarked to data and used in actual empirical studies: they
create three education groups by estimating their income process using the PSID over education
groups. This may explain why our results are in the same ball park as those of Laibson, and
Laibson, Repetto, and Tobacman despite the fact that we investigate different models of
consumer behavior.
28
MA(1) for the first difference of income.
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V. Conclusion
This paper investigates nonlinearities in dynamic Euler equations. We also study the extent to
which nonlinearities may induce bias in parameter estimates obtained when the estimating
equation is a linear approximation to the nonlinear equation. We find that, for some wealth and
income states, the Euler equation is sufficiently nonlinear that linearized approximations are
poor and may imply a value for the coefficient of relative prudence (or risk aversion) that is
lower than the true value. Simulation results confirm the prediction that ordinary least squares
regressions of consumption growth on uncertainty in consumption growth are likely to produce a
downward bias in the estimate of D. Moreover, the degree of bias varies with wealth, with less
wealthy households displaying more downward bias. In addition, our results indicate that
researchers may be able to eliminate some, but not all, of the bias that would arise in ordinary
least squares estimation by instrumenting for consumption risk using education/occupation29
dummies.
Our findings help to resolve some puzzles in literature on consumption behavior. For
example, much of the empirical literature on precautionary saving suggests that income risk is an
important factor in determining how much wealth consumers hold or how much they save,
indicating that precautionary motives may be important. Yet studies which use linearized Euler
equations often find that uncertainty in consumption growth has very little impact on
consumption growth, suggesting that precautionary motives may be weak. Our results indicate
that approximation error is likely to result in measures of the degree of prudence that are biased
down. The analysis may also help explain why estimates of parameters of the utility function
(using micro-level data) often differ across sub-samples of the population, split according to
wealth or the degree of income uncertainty. Bias associated with the use of linear approximation
varies with wealth and income risk, so that what would appear to be genuine differences in
behavior across sub-groups may be an artifact of approximation error.30
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Table 1 : Comparisons of linearized and true consumption growth functions
Time period Baseline F = .125 N=.30 D = 4 r = .05 µ = .01








































































































































































































Notes: The parameters for the baseline case are: F=.20, D=3, N=.44,  r=.03 and µ=.02. The
method of computing weighted averages is described in the text. The results are from a model
with T=60.36
Table 2: Descriptive statistics and parametric assumptions 
(9,000,000 obervations on 300,000 "individuals", 30 years per individual) 
<12 years
school
12 years school >12 years school
Professional, technical and kindred
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)
     Mean and (Std.dev.) of [)ln(cit)]
2
Managers (self-employed and employees)
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)
     Mean and (Std.dev.) of [)ln(cit)]
2
Clerical and sales
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)
     Mean and (Std.dev.) of [)ln(cit)]
2
Craftsmen and kindred
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)
     Mean and (Std.dev.) of [)ln(cit)]
2
Operatives (transport and non-transport)
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)
     Mean and (Std.dev.) of [)ln(cit)]
2
Laborers and service workers
     µ
     F
     N 
     % sample
     Mean and (Std.dev.) of )ln(cit)















































































































































Average estimate of $0
Average estimate of $1
Standard deviation of
estimate of $1
# rejections of $1=(D+1)/2 
IV , Instrument Set 1: 15
occupation/education
dummies
Average estimate of $0
Average estimate of $1
Standard deviation of
estimate of $1
# rejections of $1=(D+1)/2
# times OID test is rejected
# rejections instruments are
jointly insignificant
#rejections instruments are
jointly insignifcant in a
regression of consumption













































































































IV, Instrument Set 2: 6
occupation and 3 education
dummies
Average estimate of $0
Average estimate of $1
Standard deviation of estimate of
$1
# rejections of $1=(D+1)/2  
  (5% level)
# times OID test is rejected   (5%
level)
# rejections instruments are  
jointly insignificant
#rejections instruments are  
jointly insignifcant in a regression
of consumption growth cubed on
instruments
IV, Instrument Set 3: 6 occ, 3 ed
dummies and lagged
assets/income
Average estimate of $0
Average estimate of $1
Standard deviation of estimate of
$1
# rejections of $1=(D+1)/2  
  (5% level)
# times OID test is rejected (5%
level)
# rejections instruments are    
jointly insignificant
#rejections instruments are   
jointly insignifcant in      
regression of consumption      
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Figure 9: Distribution of OLS and IV estimates of $1, Model B, high wealth sample