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PREFACE 
This thesis consists of two parts, which at first sight do not show much 
connection. However, the parts are related in that many of the group 
theoretical techniques, expounded in part I, have been applied in the 
calculations of part II. To account for the somewhat uncommon division 
of this dissertation into two parts, it is necessary to relate some of 
the history of the work. 
My interest in the group theory of many-body systems was first 
aroused when I was working in Delft, under the supervision of Prof. 
L.L. van Reijen and in cooperation with Ir. J.J.M. Potters, on a spin-
projected DODS (different orbitals for different spin) approach to the 
bonding in LiH. We worked within the AMO (alternant molecular orbital) 
scheme·, which is a simplified version of the DODS method. (The results 
of this work are presented in ref. 15 of part I). 
When later the work in Nijmegen on the calculation of intermolecu-
lar forces was started, we decided that it could be worthwhile to see 
what the AMO method would give for the London dispersion interaction 
between two He-atoms, because it is known that such an interaction is 
due to interatomic correlation and DODS methods are meant to give part 
of the correlation energy. So, the AMO programs were rewritten in 
FORTRAN (the original programs were in ALGOL), using the formula ma-
nipulation language FORMAC to derive and punch the really terrible 
formulas arising in a straightforward spin-projection (a Gelfand basis, 
discussed in sec. 1.5.6, was used). 
The AMO calculations gave remarkable results: using an atomic or-
bital basis consisting of s-orbitals only, a potential curve was obtained 
which closely resembled the experimental curves. This was most astonishing 
as it is known from London's theory (ch. II.3) that polarization functions 
(p-< d-, etc. orbitals) must be present on both the He-atoms to obtain a 
Van der Waals ninimum. So we immediately knew the AMO results to be 
spurious. Furthermore, the AMO energies showed some unexpected regular-
ities in their behaviour as a function of the variation parameters. 
In order to explain these observations we had to look deeper into 
the transformation properties of spin-projected functions and to con-
sider especially the behaviour of such functions under blocked orbital 
transformations,since the AMO method makes use of such a transformation. 
I 
(The results of this theoretical work are presented in two of the papers 
reprinted in this dissertation). It could now easily be proved that the 
He-He potential curve was due to a distance dependent intra-atomic corre­
lation contribution to the AMO energy, thus showing that the AMO method 
was completely unsuited for this kind of work. The regularities in the 
energy as a function of the variation parameters could also be accounted 
for by the theory. In fact the ДМО energy was proved to be a surprisingly 
simple function of these parameters, which also made clear that the for­
mulas derived by FORMAC in a straightforward manner were unnecessarily 
complicated. 
While doing this group theoretical work, I had to read parts of 
Weyl's and Boerner's books which I found an arduous ]ob. But after having 
made this effort, it seemed that my experiences could be made useful by 
writing a survey that was self-contained and less condensed than the 
treatments in the books just mentioned. Since this review contained some 
material that could not be found explicitly in other places, we thought 
it worthwhile to include it in the first six chapters of this thesis. 
Part II of this dissertation contains the results of the work on 
intermolecular forces which actually formed my main research interest 
during the past few years. For some introductory remarks on this part of 
the work the reader is referred to chapter II.1. 
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PART I: 
GROUP THEORY OF MANY-BODY SYSTEMS 
CHAPTER II . INTRODUCTION 
Because of the great complexity of the Schrödinger equation anyone per-
forming molecular calculations is forced to introduce from the outset a 
number of simplifying assumptions, some of them rather severe, others not 
too strong. No quantum chemist will doubt the usefulness of the Born-
Oppenheimer approximation or question the truncation of one-particle 
Hilbert space (orbital space). The Russell-Saunders coupling scheme, too, 
is generally accepted (except, of course, in cases where strong spin-orbit 
coupling occurs). Stated in mathematical terms these three widely applied 
approximations constitute the replacement of an exact Hamilton operator by 
a zeroth order N-electron model Hamiltonian, from which all energy contri-
butions arising from spin are removed, in which all the nuclei are clamped, 
and which operates on a finite-dimensional Hilbert space that is a tensor 
product of N orbital spaces. This model is called the multi-configuration 
method, and includes most of the current computational models in quantum 
chemistry, such as valence bond, configuration interaction, and other 
methods. 
It is after this point that consensus ceases to exist, a multitude 
of different approximations simplifying the model has been proposed, some 
of them so drastic that they virtually allow the Schrödinger equation to 
be solved by hand. However, after the advent of fast and large computers 
none of these further simplifications is in principle indispensable, at 
least not for simple molecules. Moreover, if computers and computing meth-
ods keep on developing at their present rate, the time is not far off when 
chemically more interesting systems will become tractable within the multi-
configuration model. Hence it becomes a point of more than just academic 
interest to study the details of the model and to assess all its properties. 
Fortunately we do not have to start from scratch; as so often before 
in physics, mathematicians have already paved the way. To clarify this we 
must note that, apart from possible spatial symmetry groups, two symmetry 
groups are always associated with the multi-configuration Hamiltonian, viz. 
the permutation group S., and the special unitary group SU (2). Furthermore, 
N 
the general linear group GL(n) enters the model in its rôle of dynamical 
group (a concept which is defined in chapter 1.6). Of course, the repre-
sentations of these three groups are not at all unrelated. As a matter of 
fact, one of the main purposes of the following exposition is the presen-
tation of a coherent and unifying approach to the representation theory of 
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S and the Lie groups GL(n), U(n) and SU (η) together with their Lie alge-
N 
bras. These groups have indeed received much attention by mathematicians, 
and, after their bearing on quantum mechanics had been established, also 
by theoretical physicists. 
The representation theory of S is linked with the names of Frobemus, 
Schur, Young, Littlewood and others. Weyl discussed the relation between 
S., and the global representation theory of GL(n) , whereas Wigner, Racah and 
N 
other physicists concentrated mainly on the subgroup SU(2) of GL(2). 
Casimir, for instance, showed that the total spin angular momentum operator 
S2 commutes with the elements of the Lie algebra of SU(2) , thus tying the 
physical concept of spin with the mathematical concept of a Lie algebra, 
developed by Lie, Killing, Cartan, Weyl and others. During the last decade 
Biedenharn, Moshinksky, Louck and other workers have been generalizing the 
infinitesimal approach of SU(2) to SU(n) and GL(n), for arbitrary n. 
Clearly an enormous group theoretical machinery is m existence, ready for 
application in quantum chemistry. 
However, the question may come to mind: do we really need all this 
group theory for handling the multi-configuration model? The traditional 
approach, which employs (spin-pro]ected) Slater determinants is known to 
go a long way and has the advantage of not requiring any difficult mathe­
matics. But if this traditional approach is pushed a little bit further, 
especially into the direction of atomic theory, one cannot avoid using 
shift operators, vector coupling coefficients etc. and so willy-nilly to 
employ Lie algebra theory, in particular the part that is related to SU<2). 
One may object that even if it is true that there is no way around SU(2), 
it does not necessarily mean that we must go further and introduce S„ and 
N 
GL(n) also. There are some answers to that. In the first place it seems a 
waste not to explore an existing mathematical theory so ideally applying 
to our model. More important, however, is that we deepen our insight con­
siderably by studying this theory; that is to say, the researcher who 
does the studying deepens his own personal understanding. For this to be 
useful for the whole of theoretical chemistry something more has to come 
out of it, though. What we would really like is a set of tools that cannot 
be furnished by the Slater determinant-plus-SU(2) approach alone. In atomic 
theory many instances of such results may be found, one only has to look 
into the books of Judd [ l] or Wybourne [ 2] to find numerous examples. 
Especially the search, initiated by Racah, for complete sets of quantum 
5 
numbers has proved to be fruitful. 
In the field of molecular quantum mechanics it is only very recently 
that people are beginning to realize that GL(n) and its unitary subgroup 
U(n) form a unifying framework from which arise such applications as for 
example: 
- An algorithm for writing down the possible linearly independent anti-
symmetric eigenstates of £r . 
- A closed formula for the total number of such states. 
- Explicit relations for the transformation properties of such states under 
orbital mixings. 
- Different sets of rules to evaluate matrix elements of the multi-config-
uration Hamiltoman. 
Still, the full power of the Lie algebraic approach to GL(n) and U(n) re-
mains to be explored with molecular applications in mind. 
The permutation group has received a good deal more thought by quantum 
chemists over the years, with the attention focusing on the systematic deri-
vation of the Hamilton matrix elements over states derived from non-ortho-
gonal orbitals. 
It is sometimes argued that group theory going beyond simple point 
groups is too abstract and complicated for use in chemistry. However, one 
must realize that every mathematical theory looks abstruse and complex 
before it has found general acceptance. To illustrate this point, I will 
relate some of the conceptual problems mathematicians experienced when 
letters carrying signs came into use for denoting unknowns in simple alge-
braic equations. For example, Hieronymus Cardanus (1501-1576), one of the 
leading mathematicians of his time, published in 1570 a "proof" of the 
fact that the rule (-a)·(-b) = +a'b does not hold for letters. Mind you, 
this rule had been known for numbers since Diophantus' time (third century). 
Thirty eight years later another mathematician, Christophorus Clavius 
(1537-1612) , still could not quite grasp the use of letters, as is wit-
nessed by the following citation from his famous textbook (translated from 
the Latin text quoted by Tropfke [ 3]): 
"It seems that one must forgo the reason why the unknowns and their signs 
multiply as they do: this must be attributed to the shortcomings of the 
human mind that cannot comprehend in which manner it can be possibly true." 
One of the main lessons that can probably be drawn from the history of 
science, is not to be deterred by an apparently esoteric theory. 
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The first four chapters of the subsequent review contain a rather 
thorough discussion concerning the tensor representations of GL(n), U(n) 
and SU(η) and the relation with the corresponding theory for the respec­
tive Lie algebras. Also the connection with the representation theory of 
S„ is discussed in detail. Much of this material can be found in the books 
N 
of Weyl [ 3, 4] and Boerner [ 5] . These books being written in a highly con­
densed style, the main objective of the present work is to give a self-
contained account that is readable by the average quantum chemist, without 
demanding too much effort. To that end two introductory chapters, one on 
associative algebras and one on linear Lie groups, precede the chapters 
1.4 and 1.5, which together form the backbone of the present review. 
The relation between electron spin, SU (2), rotational and permuta-
tional symmetry is gradually worked out in a number of examples. In chapter 
1.6 the bearing of the foregoing chapters on the quantum mechanics of N-
particle systems is discussed. 
For reasons of space many of the proofs are omitted, but always with 
a reference (including page or theorem number) to a source where the proof 
can be found. The proofs that are given explicitly satisfy one or both of 
the two criteria: 
- The theorem is of such importance that an explicit proof, clarifying the 
content of the theorem, is justified. 
- No proof could be found in the literature. 
When writing a review such as this it is unavoidable that one comes 
across numerous blank spots that must be filled out in the course of 
writing. For instance the following points do not come directly from other 
sources : 
- A proof that every linear operator on tensor space, commuting with all 
permutations, can be written as a polynomial in the generators of GL(n) 
(sec. 1.4.5) . 
- A proof that the (tensor) Casimir operators of GL(n) can be expressed 
in terms of the class sum operators of S (sec. 1.4.7). 
- An explicit and simple formula for the matrix representations of S„ 
N 
carried by Young units (sec. 1.5.1). 
- An algebraic proof of the fact that Young orthogonal units and Yamanouchi 
units are identical (sec. 1.5.3). 
- A proof of the completeness and linear independence of the set of stand­
ard Weyl-Rumer tensors (sec. 1.5.5). 
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- A proof of the completeness and linear independence of the set of stand-
ard Gelfand tensors (sec. 1.5.6). 
- An explicit formula for the matrix representations of GL(n) carried by 
Gelfand or Weyl-Rumer tensors (sec. 1.5.7) . 
- The discussion of N-particle symmetry (sec. 1.6.2) . 
- The realization that GL(n) is a dynamical group of the Hamiltonian (sec. 
1.6.3). 
- The antisymmetrizer expressed in terms of Young units (sec. 1.6.4). 
- The explicit relation between the conventional approach via spin-bonded 
functions and the spin-free approach using Weyl-Rumer tensors (sec. 
1.6.5) . 
Of course many of these points are already implicitly contained in the work 
of others, and not having made a complete literature survey I may have 
easily missed earlier explicit proofs of the same facts. In this connection 
a series of stimulating lectures by professor Matsen,given at this univer-
sity in October 1974, must especially be mentioned. That was when my atten-
tion was first drawn to several of the points listed above. 
The review is finally followed by a few papers published earlier. Each 
of these carries its own introduction; the reader is referred to those for 
the purpose and scope of these articles. 
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CHAPTER 1.2. A REVIEW OF SOME ALGEBRA 
This chapter summarizes some abstract algebra which is required in the 
later sections, and which is probably not general knowledge among chemists. 
Not reviewed are the following better known subjects, also having much 
bearing on the first half of this thesis: 
- finite groups and their irreducible representations; for instance ex­
pounded in ref. 4, chapters 1.1 - 1.5 and II.1 - II.5; 
- linear operators (and their matrices) on finite dimensional vector spaces 
(see e.g. ref. 5, chapters I, II, V and VI). 
Most of the theory of this chapter can be found scattered and interwoven 
with other material in the books of Weyl [6, 7] and Boerner [8] . References 
9, 10 and 11 should be consulted especially for the properties of semi-
simple associative algebras, reviewed briefly in sec. 1.2.2. 
2.1. Definition of a few different algebras 
Definition. 
A set A is an associative algebra over the field of complex numbers С if 
it is a vector space over С and has an internal binary operation (multipli­
cation) satisfying the properties: 
Al. a (b + с) = ab + ас; (b + с) a = ba + ca; 
A2. a(bc) = (ab)с (the associativity property); 
A3. (Xa)b = λ (ab) = a(Xb) ; 
for all a, b, с £ A and λ ε с. 
Definition. 
A set Л is a Lie algebra over the field of real numbers R if it is a vector 
space over R and has an internal binary operation (commutator bracketing) 
satisfying the properties: 
LI. [ a, b + c] = [ a, b] + [ a, c] ; [ Ь + с, a] = [ b, a] + [ с, a] ; 
L2. [a, [b, c]] + [c, [a, b] ] + [b, [c, a]] = 0; 
L3. [ a, a] = 0 ; 
L4. [ Xa, b] = X[a, b] = [ a, Xbl ; 
for all 0, a, b, с ^  Л and λ С R. 
When the field R is extended to С, Л becomes a complex Lie algebra: the 
complexification of Л. 
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Theorem^ 
[a, b] =-[b, a] . 
Proof. Substitute a = a + b in L3 and use LI and L3. 
Notes^ 
1. Although it is not strictly necessary, we will assume an algebra (Lie 
or associative) to be finite-dimensional in the vector space sense. 
Further we assume associative algebras to have a unit element. 
2. In the sequel we will almost exclusively be dealing with algebras of 
linear operators. Linear operators on a vector space can be multiplied 
by a scalar, added and multiplied, in all cases yielding again a linear 
operator. (The multiplication of linear operators is associative). Thus, 
if a set of linear operators is closed under these three algebraic 
operations the set is an associative algebra. 
3. The commutator bracket: 
[ А, В] = AB - BA 
of two linear operators A and В is easily shown to satisfy the require­
ments LI - L4. Thus, if a set of operators is closed under multiplication 
by a scalar, addition and commutator bracketing, the set is a Lie algebra. 
Definition. 
Let {a } be a basis of the associative algebra A. Since a a ε A we can 
ι " ι D 
write: 
з * Ι
 Ύ
ΐ3Χ V і^зк e C-
The constants γ are the structure constants of A. Analogously one de­
fines the structure constants of Lie algebras. 
Example^ 
Define the following three matrices, representing the three components of 
the angular momentum operator L: 
/0 0 0\ /0 0 1\ /0 -1 0\ 
L = ι [ 0 0 - 1 ] , L = 1 ( 0 0 0 ] , L = ι [ 1 0 0 ] . 
\θ 1 0/ \-l 0 0/ \θ 0 0/ 
The well-known commutation relations of angular momentum operators yield: 
3 
[L , L ] = ι Σ ε L. , 1, 3, к = χ, у, ζ = 1, 2, 3. 
1
 1 k=l l:,K ""* 
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The constants ε are the antisymmetric Levi-Civita symbols defined by. 
ε . = +1 if ι < ] < к and any even permutation of i, ] and k. 
= -1 for an odd permutation of i, ] and k. 
= 0 if two or more indices are equal. 
The 3-dimensional linear space generated by L , L , L is a (matrix) Lie 
algebra with structure constants ιε . Later we will show this algebra to 
be the Lie algebra of S0(3) (sec. 1.3.1). 
Theorem. 
The set of all linear operators on an η-dimensional vector space V is an 
n
2
-dimensional associative algebra, denoted by AL(n). 
Proof. Ref. 5, theorems 2.6 and 2.θ. 
Linear operators on an n-dimensional space are faithfully represented 
by η χ η matrices. The set of all η χ η matrices AL(η,С) is therefore an 
n
2
-dimensional associative algebra too. 
Definition. 
Let S be a subset of an associative algebra A. Close S multiplicatively. 
That is, augment S with all possible different products of elements in S, 
where the product is the associative product of A. This yields a new sub­
set S' of A. the multiplicative closure of S (a semigroup). Addition and 
multiplication by scalars are defined on S', since it is a subset of A. 
Close S' linearly with respect to these vector space operations. That is, 
form the vector space fi(S) generated by the maximal number of linearly in­
dependent elements in S'. The algebra £(S), the smallest subalgebra of A 
containing S, is the enveloping algebra of S (in A). 
Example. 
Let Л С AL(η) be the set of all skew-Hermitean operators. We will show in 
sec. 1.3.2 that Λ is a Lie algebra over R, and hence is by definition 
linearly closed. Extending the field R to С, Λ ceases to be closed, for 
IA, A G Λ, is Hermitean. It is easily shown that ιΛ is the set of all 
Hermitean operators. Since it is'quite easy to prove that every linear 
operator can be written uniquely as the sum of a skew-Hermitean and a 
Hermitean operator, we find: 
AL(n) = Λ φ ιΛ 
11 
and so AL(η) is the enveloping algebra (over C) of Λ. Because, as we will 
see later (sec. 1.3.2) , Λ is the Lie algebra of U(n) , and because AL(n) is 
the Lie algebra of GL(n) (sec. 1.3.2) we have found the interesting result 
that the Lie algebra of GL(n) is the complexification of the Lie algebra 
of U(n). We will use this fact later, when discussing Weyl'ε "Unitarian 
Trick" (sec. 1.3.2) . 
Definition. 
Let G be a finite abstract group of order G. Since by definition G is al­
ready closed under multiplication, its linear closure, consisting of the 
formal sums : 
I c(g)g, g e G, с (g) e с, 
gGG 
is an algebra of dimension G. This algebra is the group algebra of G, 
denoted by CG. 
Note1 
In this definition the adjective 'formal' is essential (see e.g. ref. 12, 
p. 4 for a rigorous definition of the formal sum). If it happens that 
addition and multiplication by scalars have already been defined on G, then 
the formal sum must be clearly distinguished from these operations. For 
example, on the group 0(3), consisting of all 3 x 3 real orthogonal matrices, 
addition and multiplication by a scalai are defined as is usual for matrices. 
The enveloping algebra of 0(3) in AL(3) is finite-dimensional. However, the 
group algebra of 0(3) is of infinite dimension, since 0(3) is of infinite 
order. (In fact this group algebra is a pre-Hilbert space; see ref. 13, 
p. 408). 
Definitions. 
1. Let φ be a mapping of a group G into a group G', then φ is a group homo-
morphism if it satisfies: 
ф(дд') = ф(д)ф(д·) , g, g' G G. 
2. Let φ be a mapping of an algebra A into an algebra A', then φ is an 
algebra homomorphism if it satisfies: 
ф(аа·) = ф(а)ф(а') 
ф Ц а + а') = Хф(а) +рф(а |), a, a' ^ Д ; χ,
 а
 G с. 
If m these two cases φ is a 1-1 mapping and onto, we speak of a group 
or an algebra isomorphism respectively. 
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Notes. 
1. From here on only enveloping algebras of sets of linear operators on 
n-dimensional spaces will be considered. It is understood that these 
algebras are always imbedded in AL(n), without mentioning this explic­
itly. 
2. The enveloping algebra of an n-dimensional irrep D of a finite group G 
is always equal to the full matrix algebra AL(n). This follows from 
Burnside's theorem [ Θ, p. 65] , which states that D(G) contâmes exactly 
n2 linearly independent operators. 
We will find several examples in the sequel where the irreducibility 
of a group representation is proved by first ascertaining the same fact 
for its enveloping algebra. The validity of this procedure derives from 
the following theorem, holding for general groups. 
Theorem. 
The enveloping algebra S(G) of an operator group G is irreducible if and 
only if G is irreducible. 
Proof. Apply the argument of ref. 9, p. 45. 
Commutator algebra. 
If S is an arbitrary set of linear operators on a vector space V, it is 
easy to show that the set: 
S = {s I s s = ss , Vs ε S} 
consisting of all ol »rators on V that commute with the elements of S is an 
algebra. The algebra S is called the intertwining, commutator or commuting 
algebra of S. 
2.2 Semi-simple associative algebras 
Almost all associative algebras encountered in quantum mechanics have com­
pletely reducible representations. Just as is the case with groups, this 
property of the representation is solely determined by the structure of 
the algebra itself. Unfortunately it requires too many pages to present 
something remotely resembling a self-contained account of the structure of 
algebras, and so we have to make do with only a sketch of the theory. 
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Definitions. 
1. A linear subspace L of an associative algebra A is a left ideal if it 
is stable under left multiplication with the elements of A. So, L has 
the property: 
aL С L, Va € Α. 
2. If L does not contain any left ideals except itself and (0) , it is a 
minimal left ideal. 
3. In an analogous way one defines a (minimal) right ideal. 
4. An element e £ A is an idempotent if e has the property: e1 = e. 
5. Two elements a', a" ε д are orthogonal if a'a" = 0. 
6. Two subsets S' and S" of A are orthogonal if S'S" = (0); that is: 
s's" = 0, Vs' e s' and Vs" e s". 
7. An idempotent e is primitive if no two non-zero and orthogonal idem-
potents e' and e" exist, such that e = e' + e". 
The set Aa, for some arbitrary fixed a G A, is a left ideal generated 
by a. 
Theorem. 
Let L be the left ideal generated by the idempotent e. L is minimal if, 
and only if, e is primitive. 
Definitions. 
1. A set А' С д which is simultaneously a left and a right ideal in A is 
a two sided ideal (other names, ideal, invariant subalgebra). 
2. A finite dimensional algebra that contains no ideals except itself and 
(0) is a simple algebra. 
Theorem. 
(i) The unit e of a simple algebra A can be decomposed thus 
e = ej + e 2 + ... + e f, 
where the e are primitive orthogonal idempotents. 
(n) A simple algebra A is a direct sum of orthogonal minimal left ideals 
generated by the e : 
A = L ffi L © . . . © L 
where the left ideals are all of the dimension f ; so, A is of dimen-
14 
then: 
Theorem: (Wedderburn). 
(i) The minimal left ideal L occurring in the decomposition of a simple 
algebra A has a basis: {e |з = 1, ..., f}, ι = 1, ...» f. This basis 
has the property: 
e e, „ = δ , e „ , ι, j, к, 4 = 1, ..., f. i] кг ]к іг » J» » 
(li) If a ε A is expressed with respect to this basis as follows: 
aei3 = I D ( a >ki ek D' а б Д, D(a)ki e с 
к 
(in) The set {£(a) | a ε A} comprises all f χ f matrices and is therefore 
the full matrix algebra AL(f,C), which hence is a faithful represent­
ation of A. 
Note^ 
The matrix representation D(a) of a· G A does not depend on the choice of 
the minimal left ideal that carries the representation. 
Example. 
The full matrix algebra Α Μ η , Ο is the best known example of a simple 
associative algebra; it is of the dimension n 2. The subset L , consisting 
of matrices with zeros everywhere except in column i, is an n-dimensional 
minimal left ideal with basis {|r |3 = 1, ..., n}, where ^ is a matrix 
with all elements equal to zero, except the (3,1)-element,which is equal 
to one. The decomposition of PiL{n,C) into minimal left ideals is obvious, 
the corresponding decomposition of the unit is: 
η 
Ε = τ E 1 1. 
1=1 
One can proceed analogously with the minimal right ideals, which are sets 
of matrices with one row filled and zeros elsewhere. 
Definitions. 
1. An algebra A is semi-simple if it is a direct sum of simple algebras: 
A = Ζ 9 Α ( λ ) , 
λ 
with: 
Α
( λ )
Α
( μ )
 = (0). 
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The second condition implies that the representations of A afforded by 
the different simple algebras in this decomposition are non-equivalent. 
2. The simple algebras A are called the simple components of A. 
Theorem. 
The unit e of a semi-simple algebra A can be written as: 
e = I e ( X ) 
λ 
where e is the unit of the simple component A of A. 
The following theorem provides a criterion enabling us to decide 
whether an algebra is semi-simple. 
Theorem. 
An algebra A is semi-simple if and only if each of its ideals is direct 
summand. That is, if A' is an ideal in A, there exists always an ideal A" 
in A, such that A = Α' Θ A". 
Examples. 
1. Let A be a decomposable operator algebra on a vector space V. This means 
that each A-invanant subspace of V has an A-mvanant complement in V. 
So, if U С V is A-invanant, there exists an A-invanant space W С V 
such that V = U © W. An element α £ A decomposes accordingly as: 
α = α θ α , where a and α are the restriction of α to U and W, respec-
U W U W 
tively. The sets A = {¡x ® 0} and A = {0 ffi α } are ideals in A with 
the property: 
A = A
u
 θ A
w
. 
So, a decomposable algebra is semi-simple. 
2. The most important example of a semi-simple algebra is the group algebra 
CG of a finite group G. Recall [ 14] that CG has a basis of elements 
("Wigner operators") of the form: 
e
( X )
 = LD ( X )( g-·) g, 
1 3
 gee 3 1 
where D is an irreducible matrix representation of G. 
The set {e | ι, j = 1 , . . . , f . ,- λ fixed} spans the simple component 
(λ) ^ 
A of CG. The element 
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f(X) 
e = Σ e = Σ χ (g ) g, 
1=1 qEG 
where χ (g ) is the trace of D (g" ' ) , is the unit of A . The unit 
e is often called a "character projector". 
Later in this chapter it will be shown that the commutator algebra of a 
semi-simple operator algebra is semi-simple too. 
The following two theorems concern the representations of semi-simple 
algebras. The first is the analogue of Maschke's theorem [4, p. 95] , and 
the second is a generalization of a well-known theorem holding for the 
regular representation of finite groups [4, p. 108] . 
Theorem. 
Every l'inear representation of a semi-simple algebra is decomposable. 
Theorem. 
Every linear irreducible representation (irrep) of a semi-simple algebra 
is equivalent to one of the irreps carried by the algebra itself. 
2 3 Representations of an algebra and its commutator algebra 
In this section we will consider how V decomposes under two sets of com­
muting operators, and see under which conditions the decompositions 
involved are complete. 
Definition^ 
The Kronecker product R β S^  of two arbitrary matrices R and S^  is defined 
as the matrix· 
fll^ R12^ К1пД\ 
R S S 
R21Ì 
' ni- fi S/ nm-/ 
So R Θ Ξ^  is a matrix with the matrix R S^  at position d,]) . Another way 
of looking at R ® S^  is to regard it as a matrix with its elements (scalars) 
labelled by four indices 
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(ROS) . . = R .S „. 
— — i];k£ xk ]£ 
The following multiplication rule for Kronecker products can be easily 
proved : 
( R e s H R ' ® S') = (RR') ® (SS1). 
Note^ 
Kronecker products can also be defined for more than two factors, postu­
lating associativity. 
Now we state an important theorem, which will be one of the corner­
stones of the theory expounded in 1.4. 
Theorem. 
Let A be a semi-simple algebra of operators on the vector space V . Let 
η η 
V be decomposed in A -irreducible subspaces: 
-(λ) 
P f
 (λ) 
V = Σ Σ Φ U 1 ' (1) 
n
 λ=1 з-l э 
Let the spaces U , j = 1, ..., f carry identical irreducible matrix 
3 ¡χ) 
representations of dimension η 
If A is the commutator algebra of A , then we will prove that a basis 
of V , adapted to the decomposition (1) , is simultaneously adapted to 
the decomposition: 
(λ) 
P n
 (λ) 
V = Σ Σ θ W (2) 
η
 -ν 1 1 1 
Α=1 1=1 
The spaces W , i = 1, ..., η carry identical irreducible f -dimen-
c 
sional matrix representations of A . 
Note that the frequency factor f and the dimension η have changed 
roles on going from decomposition (1) to (2). 
Proof. Let 
{и
к 1 Ι λ = 1, ..., ρ; к = 1, ..., f ; Л = 1, ..., η } 
be a basis of V corresponding to decomposition (1). The matrix A of 
A G A is defined by: 
η 
(λ) (λ) 
Au^ = Σ Σ "E №\ «(μ). 
k t
 μ-1 І-1 3-1 ^ * 1 ^ 
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Since U, is stable under Α ε A the matrix of A takes the form: 
к η 
ij;kî. ik jH 
(λ) (λ) 
The matrix D^  (A) represents A on U . Clearly 
*« a'" » 
is the (i,k)-element of 
(λ) 
Ι£(λ)
 β
°
 (A)
' 
(λ) (λ) _ 
where E ,,. is the f x f unit matrix. So, the matrix A of A fc A can 
- (λ) - η 
be written as: 
Ρ
 ( λ ) 
A = Ι β E ... β D (A) , 
λ=1 _ f t A ) _ 
or alternatively: 
(λ) A = Ε β E ,,, β D k (A) , 
— -ρ — f(A) — 
where E is the ρ x ρ unit matrix. 
~P
 c 
We will now show that the matrix В of В G A has a very similar form. 
— η 
From AB - ΒΑ = 0 follows AB - ΒΑ = 0 ^ or: 
(λ) (λ) 
Σ "Σ Σ [Α.(μ'·ν) Β ^ ' " - Β ( μ ; ν ) Α^'·^] = 0 
ν = 1 q = 1 r = 1 iD.-rq rq;kJl i];rq rq;k{, 
and substituting the special form of A it follows that: 
η
(λ) 
Σ [0 ( μ )(Α) B^'ìì - в'1!'·^ 0 ( λ )(Α) 1 = 0 , jq iq;ki 13;kq q£ 
which reads in matrix notation: 
D ^ ( A ) Β(μ:λ> - Β ( ^ λ ) D U )(A) = 0 , 
— — ι ; к —i;k — — 
where В ,' is an η χ η matrix with the element В ', at the (σ,ΐ.) 
—i;k iq;kZ 
position. 
Now by Schur's lemma [4, p. 98] we get: 
B ^ 1 = CE if
 λ
 =
 μ 
η 
= 0 if λ jí u. 
The Schur constant с depends on В, Χ, ι and к, and so we write D (Β) , 
ík 
rather than c, thus making clear that these constants form an (>) (>) f χ f matrix, when keeping В and λ fixed. 
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The matrix В^  of В can finally be written as: 
p
 m 
В = Σ © Dv (Β) β E 
λ = 1 η 
or alternatively: 
В = Ε β D (Β) β E 
- -V - -
n
u> 
Up to this point we never used the fact that A is an algebra, and 
indeed the result just found holds for an arbitrary set of operators com­
muting with A . To prove, as the next step, the irreducibility of {D (B)} 
η — 
Q 
we do need the fact that A contains all operators commuting with A , 
η η 
Q 
which makes A automatically an algebra. 
Every operator on V with a matrix of the form: 
Ε β С β E ., . , arbitrary С G AL (f ,C) , 
-ρ - -
η
(λ) 
(λ) с 
which is defined with respect to the basis {u }, belongs to A . This 
follows from the commutation of such a matrix with the matrices of A : 
η 
(E С в Е ...HE β Ε ... β Ο ( λ ) ( Α ) ) = ( Ε β Ε ,
Λ
. β Ο
( λ ) ( Α ) ) ( Ε β α β Ε , , . ) . 
—ρ — — (λ) —ρ —^(λ) — —ρ —.(λ) — —ρ — — (λ) 
η г г η 
Hence the matrix Ε β С β E .,, is the matrix of an element in A . 
-p — — (λ) η 
η 
Since this holds for all possible f χ f matrices С, we find that the 
set I'D (B) } is the full matrix algebra. The full matrix algebra being by 
definition irreducible, it follows that the set {l) (B) } constitutes an 
irreducible matrix representation of A . 
As a last step we show which spaces carry these irreps of A . The 
matrix В of В S A is defined b y 
— η 
fU) (λ) 
-Ä'- \ \ \ •££•«· 
y=l 1=1 3=1 J J 
Inserting the expression just found for B: 
fU) 
n (λ) % „(λ) (λ) Buk* - \ D ( B )ik Ui£ 1=1 
we see that the space W spanned b y { u | i = l , ...,f } carries the 
t \ \ ( \ Ì 
f -dimensional irreducible matrix representation D (B) of A . 
— η 
To clarify the meaning of this theorem somewhat further we write the 
basis elements of V belonging to one fixed λ in a rectangular scheme, 
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following réf. 15. 
(λ) (λ) (λ) 
Ull U 1 2 » (λ) 
In 
•й' 
(λ) (λ) 
" ( λ ) . U-(X)
n
(X) 
t l f η 
The rows in this scheme span the A -irreducible spaces U occurring in 
the decomposition (1) of V , and the columns span the A -irreducible spaces 
(X) n n 
W occurring in the decomposition (2) of V . 
Corollary^ 
The conm 
simple: 
Proof^ 
that a decomposable operator algebra is semi-simple. 
Corollary. 
For a semi 
algebra is symmetric, or: 
mmutator algebra A of a semi-simple operator algebra A is semi-
. The theorem shows that A is decomposable; we have seen earlier 
-simple operator algebra A the property of being a commutator 
(A C) CE A . 
η η 
Proof. If V is decomposed under A , it is also decomposed under A (by 
the foregoing theorem). Copying the proof of the foregoing theorem with 
с c c 
A taking the place of A , we find that the algebra (A ) is represented 
by all matrices of the form: Ε β E ... β D (A) , A G (A ) . However, A 
-ρ — (λ) — η η 
is semi-simple, and so it contains all the matrices of this form (by 
Wedderburn's theorem). In other words A and (A ) coincide. 
η η 
As we will see in sec. 1.4.7, this corollary has the interesting 
consequence that the Casimir operators of GL(n) and U(n) are linear combi­
nations of permutation operators. 
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CHAPTER 1.3. THREE CLASSICAL (LIE) GROUPS 
The group theoretical approach to many body theory depends extensively on 
the representation theory of the Lie group GL(n) and its Lie subgroups. 
This family of linear Lie groups has been christened Classical Groups by 
Weyl [7]. Besides GL(n), the classical groups U(n) and SU(n) always play 
a rôle in systems of indistinguishable particles, irrespective of whether 
the system has geometrical symmetry or not. 
In this chapter these three groups and their Lie algebras are pre-
sented, but first some of the necessary Lie group theory will be briefly 
outlined. For more details on this the books of Miller [ 13] and of Hausner 
and Schwartz [16] are especially recommendable. 
3.1. A review of some Lie group theory 
Definition. 
r 
Consider an open subset V of the r-dimensional Euclidean space F ; the 
field F is either the complex field C, or the real field R. Let the zero 
vector 0 = (0, 0, ..., 0) belong to V. Let A: g -»• A (g) be a mapping from 
V into the full matrix algebra AL(n,C), where A(g) is a matrix depending 
on the r parameters g = (g. , ... , g ) . Let ν be such that the Mg) form a 
group; more precisely the set G = {A(g)|g G V} is an r parameter linear 
Lie group, if it satisfies the following postulates: 
Gl. A(0) = E (the η x η unit matrix). 
G2. G is a group with matrix multiplication as the group multiplication. 
(So, the matrices in G must be non-singular). 
- > • 
The matrix elements A(g) , i, j = 1, ..., n, are analytic functions G3 
of the r parameters g , g , ..., g . 
G4. The r parameters are essential; this is expressed by requiring the 
η x r Jacobi matrix J with elements: 
9 \ 
Jia Ξ эі/ k Ξ (i';i) = 1 η ; I = 1, 
Notes^ 
1. Postulate G4 implies immediately that the r matrices (the columns of J) 
3A/3g , 3A/3g„, ..., ЭА/Эд are linearly independent. This statement 
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can be turned around: if these r matrices are linearly independent, iJ 
has rank r and the r parameters are essential. 
2. If the field F is the complex field, the Lie group is a complex Lie 
group. If F is the field R, G is a real Lie group. Notice, however, 
that in both cases the matrices themselves, which constitute the group, 
can be complex. 
3. Often different mappings 
Ä: V ->• G С AL(n,C) 
of different parameter spaces V onto the linear Lie group G can be con­
structed. These are different parametrizations of G. 
4. The definition of a linear Lie group given above is usually for so-
called local linear Lie groups. For global Lie groups it is not always 
possible to parametrize the whole group with one open set V С F » often 
more (overlapping) subsets of F are required. 
Examples. 
1. The full rotation group S0(3), consisting of all orthogonal 3 x 3 ma­
trices with determinant +1, is a Lie group. The elements of SO(3) rep­
resent rotations of R3. Using the parametrization of Eu1er [17] to 
describe these rotations, one finds that the matrix elements contain 
only sines and cosines of the angles α, В and γ, and hence are analytic 
functions of the parameters. By differentiating an arbitrary rotation 
matrix R with respect to о, В and γ it is easily proved that the Euler 
angles are essential, for the three matrices: 3R/3a, 9R/8B and 3R/3Y 
are linearly independent. The parameter space V is given by 0 <^  ο < 2π, 
О <_ β < π, and 0 <_ γ < 2π. 
2. Other examples of Lie groups are GL(n), U(n) and SU(n). These groups 
will be considered in more detail below. 
Let us next define the Lie algebra of a Lie group. Abstract Lie 
algebras have already been introduced in sec. 1.2.1. One may wonder why 
Lie algebras are considered in this work, because the irreducible repre­
sentations of the classical groups just mentioned will be computed by 
purely "global" means; that is, we will be dealing with the groups them­
selves rather than with their Lie algebras. But Lie algebras, besides being 
useful tools for obtaining representations, usually also possess physical 
meaning. In particular this is true for the elements of the algebras of 
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Lie symmetry groups: these are constants of motion. For instance, as we 
will see later, the Pauli spin matrices are elements of the Lie algebra of 
SU(2); it is ]ust this fact that ties electron spin to Lie group theory. 
So we must discuss the Lie algebra of SU(2) anyway, and it does not require 
much extra effort to keep the discussion fairly general. One is rewarded, 
not only by a much broader view of the subject, but also by a much shorter 
proof of the fact that GL(n) and U(n) share many of their irreps (Weyl's 
Unitarian Trick). 
Definitions^ 
1. Let N(0) Ξ (-t0, +to) be an interval on the real line, and let 
G = {A' (g) } be a Lie group of η χ η matrices. The mapping A from N(0) 
into G: 
Я a' 
A: N(0) ->· V •* G 
is an analytic curve in G, provided the components of g(t) £ V, t G N(0) , 
are analytic functions of t. Clearly the matrix elements of 
A(t) Ξ A'(g(t)) are then also analytic in t. 
In the sequel only curves with A(0) = E, I.e. curves passing 
through E, will be considered. 
2. An analytic curve in G through E has a tangent vector a at E defined by: 
dA(t) 
- dt 
t=0 
Notes. 
1. The name tangent vector may be somewhat confusing; a tangent vector is 
of course still an η χ η matrix, not a vector in the ordinary sense. 
2. A tangent vector represents a linear operator on an n-dimensional space; 
this operator is called an infinitesimal operator of the Lie group G. 
Theorem. 
The set A(G) of all tangent vectors at E^  of all analytic curves through E 
in an r parameter Lie group G is a Lie algebra of dimension r. 
Proof^ Let a^  be a tangent vector at 13 of the analytic curve A(t) . Let b 
be the same for B^ (t) . Choose two arbitrary scalars X and y, and take t so 
small that A(Xt) and В(yt) are defined. Because G is a Lie group, it 
follows that: 
C(t) Ξ A Ut) B(yt) 
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is an analytic curve in G. The tangent vector c^  of C(t) belongs by defini­
tion to Л(С). Differentiation of the definition equation of ^ (t) gives: 
£ = λ£ + уЪ_. 
Hence Л(G) is a vector space. 
Let A(t) and B^ (s) be analytic curves in G, then: 
C(s,t) Ξ B(s) A(t) B(s)"1 
is an analytic curve in G, if we keep s fixed. Therefore its tangent 
vector : 
dC(s,t) 
c(s) Ξ 
dt 
= B(s) a B(s)"1 
t=0 
belongs by definition to Λ(G). Also 
l/s[c(s) - c(0)] = l/s[B(s) a B(s)"1 - B(0) a B(O)"1] 
belongs to Λ (G) , because B(0) = 13 and Л (G) is a vector space. Therefore, 
using dBJs) /ds = -dBtsJ'Vds, we find that: 
lim l/s[c(s) - c(0)] = b a - a b = [b, a] 
s->-0 
belongs also to Λ(G). So, Λ(G) is closed under Lie multiplication. 
So, this theorem states that a unique Lie algebra is associated with 
every Lie group. Conversely, one can ask if every Lie algebra corresponds 
to a Lie group. Indeed this is true: if Λ is a matrix Lie algebra, then 
the multiplicative closure of the set: 
{е%ел}, e*= ? К и)" 
n=0 
is a Lie group with Л as its algebra. But this correspondence is not 
unique, there can be other groups that also have Л as their Lie algebra. 
All the Lie groups with the same Lie algebra are homomorphic images of 
another group: the universal covering group G, which is the "largest" 
group with Л as its Lie algebra. It goes beyond the scope of this survey 
to say more about this, but we will give later in this chapter an example 
of a Lie group and its covering group. 
Example. 
Define the following analytic curves through 13 in S0(3) : 
Í1 0 0 \ / cos t 0 sin t\ /cos t -sin t 0^ 0 cos t -sin t , R (t)= 0 1 0 J, R (t)= sin t cos t 0 
0 sin t cos t/ \-sin t 0 cos t/ \ 0 0 1 У 
25 
with corresponding tangent vectors at E: 
/0 0 0\ ,„ / 0 
t=0 
In sec. 1.2.1 we have shown that {L Ξ il , L Ξ il , L Ξ il } spans a 3-
—x —χ -y -y —ζ —7 
dimensional Lie algebra. We now see that that algebra is (i times) the Lie 
algebra of SO(3). 
It can easily be proved by expanding the following expressions in 
Taylor series: 
ti ti ti 
—χ —y —ζ 
e , e
 Ι
 , e 
and by comparing with the Taylor expansions of sin t and cos t, that these 
exponentials are another way of writing the matrices R (t), R (t) and R (t) 
—χ —y —ζ 
respectively. So this example illustrates that by differentiation of the 
analytic curves at E^  we go from the Lie group to its algebra, and by expo­
nentiation we go back from the algebra to the group. 
We end this synopsis of Lie group theory with a few remarks on the 
representations of Lie groups and their algebras. Let the Lie group G have 
the representation b_ (see ref. 13, p. 186 for the definition). The set 
D(G) is also a Lie group, and has an algebra consisting of the tangent 
vectors: 
dD(g(t)) 
dt 
g(t) e G. 
t=0 
It can be shown that this algebra is always a Lie algebra representation 
of Λ(G), the Lie algebra of G, and hence every representation of the group 
yields a representation of the algebra. If the representation of the group 
is decomposable (irreducible), then the representation of the algebra is 
also decomposable (irreducible). 
Conversely, let D be a representation of Λ (G). Now, the multiplicative 
closure of the set 
{еД|а e D(A(G))} 
may or may not be a single-valued representation of G. The representation 
thus obtained can be multiple-valued and is then, strictly speaking, not 
a representation for G. However, it will always constitute a single-valued 
representation for the universal covering group G of G, and therefore one 
often considers first G rather than G. If the representation D of Л(G) is 
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irreducible, then so is the corresponding representation of ö. Thus, the 
problem of computing all irreps of G can be solved by computing all the 
irreps of Λ(G), and herewith of G, provided we check every representation 
of G to see that it actually determines a single-valued representation of 
G. 
Note^ 
At the end of this chapter we will meet SU(2) as an example of a universal 
covering group (of S0(3)). There is a 2-1 homomorphism from SU(2) onto 
S0(3). This explains the existence of double-valued representations 
("double groups") of S0(3) and its subgroups. 
3 2. The general linear group СЦп) and the unitary group U(n) 
In this section the general linear group GL(n) and its unitary subgroup 
U(n) are defined together with their Lie algebras. 
Definition. 
The general linear group GL(n) is the set of all non-singular linear oper­
ators on an n-dimensional vector space V defined over C. In the sequel 
this group will not be distinguished from the group consisting of all com­
plex non-singular η χ η matrices. 
Note. 
GL(n) is a subset of the associative algebra AL(n), defined m sec. 1.2.1, 
which has a basis {E^  |i, 3 = 1, ···, n} introduced in sec. 1.2.2. Endowing 
AL(n) with the Lie product: 
[ a, b] = a, b - b a^ , 5.' Ë. ^  AL(n) 
this algebra becomes also a Lie algebra. Its Lie algebra structure con-
stants are given by: 
[E13, Ek¿] = 63k E U - 6Ä1 Е Ч 
Theorem. 
(ι) GL(n) is an η parameter complex Lie group. 
(n) AL(n) is the Lie algebra of GL(n). 
27 
Proof. 
(ι) Parametrize GL(n) in the following way: 
A = E + Ä' with A' = A - E. 
The set of η matrix elements {A' } of A' is a vector in С , the 
parameter space of GL(n). Now GL(n) is a Lie group, for: 
Gl. Set A' = 0 , i, ] = 1, ..., n=*A = E. 
G2. GL(n) is a group in the algebraic sense. 
G3. The matrix elements are linear, hence analytic,functions of the 
parameters. 
G4. The n2 parameters are essential. (If they were not, it would 
imply that a relation between the matrix elements of A would 
exist, in contradiction with the definition of GL(n)). 
(n) Every element a G AL(n) is a tangent vector at E^  of the analytic curve 
ta ta 
e —, which, of course, is also an η χ η matrix. Because e — has the 
inverse e —, it belongs to GL(n) (see ref. 13, p. 159 for a proof of 
,
 ta
> , -ta. „. (e -) (e -) = E) . 
To introduce U(n) and its Lie algebra, the following two lemmas are 
needed. 
Lemma 1. 
The set Λ of all skew-Hermitean η χ η matrices is a real Lie algebra of 
dimension пг . 
Proof. Write the complex matrix element a of a G Л as: 
a = Re(a ) + ilm(a ). 
i] ID ID 
It is then easy to show that every element a^G Л can be written as follows· 
a = Σ Re(a ) (E13 - E 3 1) + ι L Im (a ) (E13 + E 3 1) + ι Γ Im (a iE 1 1 
— li — — in — — ii — 
1<] 1>] ι 
a.
11
 Ξ Js (E13 - E 3 1) , for ι < ι 
a
1 3
 Ξ ijlíE13 + E31) , for ι ^  D 
constitute an η2-dimensional basis of Λ. The expansion coefficients of a 
with respect to this basis are real: Λ is a real vector space. 
From [а^ a^] = - [ а^ , a^] , 
under Lie multiplication. 
a, 1 a, a' , a, a' ε д, follows then that the set I is closed 
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Note^ 
One can express a skew-Hermitean matrix a_ also directly in terms of {E^  }. 
Then its components with respect to this basis obey a = -a 
Lemma 2. 
Any unitary η χ η matrix £ can be written as: 
with a_ ε Λ. 
Proof. Ref. 18, p. 55. 
Note. 
The matrix a^  is not uniquely determined by IK 
In the following theorem no distinction will be made between linear 
operators and matrices. 
Theorem. 
(i) The set Ufn), which consists of all unitary operators on V , is an n2 
η 
parameter real Lie group. 
(n) The Lie algebra A(U(n)) of U(n) is the algebra Λ of all skew-Hermitean 
η χ η matrices. 
Proof. 
(i) According to the lemmas 1 and 2, every element U G U(n) can be ex­
pressed in n2 real parameters χ : 
U = exp[ Σ χ a1"1] , χ G R, a1^ e л. 
i] — 1] 
IO Now: 
Gl. Set χ = 0 , ι, 3 = 1, ...,η= >ϋ = Ε. 
G2. U(η) is a group in the algebraic sense. 
G3. Expansion of the exponential function shows that the elements 
of U are analytic functions of the χ 
- i] 
G4. The η matrices: 
3U 
g ^ — = a1"1 U, 1,3 = 1,..., η 
i] 
are linearly independent, for suppose that: 
3U 
Σ С -^  = ( Σ С a 1 3) U = 0. 
. 1] Эх 13 — — 
i,j 13 ι>3 
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Multiply with Ü" and it follows that С = 0, ι, j = 1, ..., n, 
because the matrices a^  are linearly independent. (See e.g. 
ref. 13, p. 158 for the differentiation of exponential matrix 
functions). 
(n) a. An analytic curve tJ(t) through E obeys: 
U(t)+U(t) = E 
and so, using U(0) = E: 
t dU(t) 
dt + 
t=0 
dU(t) 
dt = 0_. 
t=0 
Hence the tangent vector of iHt) at E^  is skew-Hermitean. 
So: A(U(n)) С Л. 
b. The arbitrary matrix £ ε Л is a tangent vector of the curve e — in 
U(n) and so Л С Л (U (η) ) . 
Conclusion: Λ Ξ Λ(υ(η)). 
Notes. 
1. In ref 19, chapter 2 it is shown that any η χ η unitary matrix can be 
factorized into a product of bn(n-l) complex 2 x 2 rotations, each con­
taining two angles, and a diagonal matrix containing η phase factors. 
Of the n2 angles thus arising η are in the closed and bounded interval 
[-тг, +ir] , and n(n-l) are xn the closed and bounded interval [-Ьтг, +1зті] . 
Hence, by the Heine-Borei theorem [20, p. 35], U(n) is compact. Because 
integrals of analytic functions over a compact set are well-defined, 
many of the results known from the representation theory of finite 
groups also hold for compact groups. One has only to replace the sum­
mations over group elements by integrations over the parameter space of 
the compact group. In particular it must be noted that Maschke's theorem 
holds for compact groups, and so we are assured that all analytic repre­
sentations of U(n) are decomposable. 
2. The basis {a^  } of the real Lie algebra A(U(n)) is obtained by a non-
singular transformation of the basis {E } of the complex Lie algebra 
AL(n) , hence {a^  } can also serve as a basis for AL(n). If one extends 
the field R, over which A(U(n)) has been defined, to the complex field 
C, then A(U(n)) becomes AL(n). So, AL(n) is the complexification of 
A(U(n)). (We have met this case already in an example in sec. 1.2.1). 
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3 3 Connection between the irreps of GL(n) and U(n) 
The group GL(n) with its unbounded parameter space С is obviously non-
compact, and yet many of its representations are decomposable. This is no 
coincidence, but follows from the fact that the complex Lie group GL(n) 
shares its irreps with U(n); that is: the irreps of GL(n) do not decompose 
upon subduction to U(n), and conversely any irrep of U(n) extends to an 
irrep of GL(n). 
Before discussing this further we prove a theorem establishing the 
same fact for the corresponding Lie algebras. We need the following lemma 
in the proof. 
Lemma. 
Let A be a skew-Hermitean η χ η matrix and В an arbitrary η χ η matrix. If 
Tr(AB) = £ it follows that В = £. 
Proof^ Ref. 8, p. 165. 
Theorem. 
(i) An irrep of the Lie algebra AL(n) stays irreducible under restriction 
to A(U(n)) . 
di) An irreducible representation of A(U(n)) stays irreducible under ex­
tension to AL(n) , the complexification of A(U(n)). 
Proof^ 
(i) Let D be an irreducible linear matrix representation of AL(n), and 
assume that D, possibly after a similarity transformation, reduces 
under the restriction to Λ(υ(η)). This implies that ІЭ(а) has one or 
more matrix elements D(a) that are equal to zero for all 
- p q ^ 
a ε Λ (U (η)). Expand а^  in the basis {Е^  } · 
η 
a = Z a E 1 3 
and so: 
η 
D(a) Σ a DtE13) = 0 
- pq , -,_, ч - pq 
1 r J— i 
* Π 
with the condition a - -= ы„,<-,г,~ ηίτ? -м 1 = -a . Writing D(E ) = b. , we get: i] ]i y pq ji' ч 
L a b., = Tr a b = 0 1] ji 
and from the lemma b = 0. This means that the matrix elements D(E ) 
- - - pq 
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are zero for the whole basis of AL(n), which in turn implies that D 
has the same blocked form for AL(n) as for A(U(n)). Contradiction; 
(ii) Let D^  be an irreducible linear matrix representation of A(U(n)). We 
have shown earlier that a_ G Λ (U (η) ) can be written thus : 
a = Σ a.. a . a . . S R 
— · · ID — ID 
ifD 
and so: 
D(a) = Га.. Dia13) , a. . G R. 
- - i . D ^ - -
Allowing the coefficients {a..} to become complex, the representation 
I) extends to a representation of AL(n) . If D became reducible upon 
this extension, it would be so for all elements of AL(n), in particu­
lar for the elements of A(U(n)). Contradiction: 
Returning to the Lie groups, we note that not all representations of 
AL(n) and A(U(n)) yield after exponentiation single-valued representations 
of their respective Lie groups. It can, however, be proved [13, p. 330] 
that if a representation ρ of AL(n) does yield a single-valued represen­
tation D of GL(n), then the restriction p' of ρ to A(U(n)) will give upon 
exponentiation a single-valued representation D' of U(n). It is further 
almost trivial to demonstrate that D' is then the restriction of D to U(n). 
Now the converse holds also: if ρ' of A(U(n)) yields the single-valued 
representation D' of U(n), then D' extends to D of GL(n); D corresponds to 
p, which in turn is the complex extension of ρ'. Since we have seen in 
sec. 1.3.1 that all irreducible Lie group representations arise from irre­
ducible Lie algebra representations, it follows from these considerations 
and the theorem above that any irrep D of GL(n) stays irreducible under 
subduction to U(n) and conversely that any irrep D' of U(n) extends to an 
irrep of GL(n). So, the irreps of the non-compact complex Lie group GL(n) 
have all the usual properties of compact Lie groups. 
Notes. 
1. This procedure of looking at a unitary and hence compact subgroup of a 
non-compact Lie group rather than at the Lie group itself, is called by 
Weyl [7] the Unitarian Trick. 
2. One can consider GL(n) also as a 2n2 parameter real Lie group, with a 
2пг-dimensional real Lie algebra. Proceeding this way one can obtain 
non-decomposable irreps of GL(n). These do not have any bearing on this 
work, because we will always consider GL(n) as a complex Lie group. 
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3 4. The special unitary group SU(n) 
Lemma 1^ 
The set Λ of traceless skew-Hermitean matrices is an (n2-l)-dimensional 
real Lie algebra. 
ProofL By definition Λ is a subset of Λ(υ(η)), which has the basis {a } 
introduced in sec. 1.3.2. So any a ε j\ can be written thus: 
ϊ a , a < i] - 13 a = £ a , a € R . 
i»3 
The condition Tr(a) = 0 then reads Y a = 0 . This linear relation on the 
— 11 
ι 
components of the elements in Λ defines an (пг-1)-dimensional linear sub-
space in Λ, which can easily be shown to be closed under Lie multiplication. 
Lemma 2. 
Any unitary matrix U, with det(U) = +1, can be written as: 
U = e^ 
with a ε Л 
Proof. И 
réf. 13, p. 156) follows Tr(a) = 0 
a Tr (a) 
Proof. Write U = e— (lemma 2, sec. 1.3.2) and from det(U) = e — (e.g. 
Theorem. 
(i) The set: SU(n) = {U | U eu(n), det(U) = +1} is an (n2-l) parameter 
real Lie group. 
(n) The Lie algebra A(SU(n)) of SU(n) is the algebra Л of all traceless 
skew-Hermitean η χ η matrices. 
Proof. 
(ι) Define the following basis for Λ in terms of the basis {a^  } of 
A(U(n)) : 
. η 
£ = a •' - { /η E a , ι, 3 = 1 , . .. , η. 
1=1 
Clearly: 
η 
li I s_ = £ 
1=1 
and so the basis is (n2-l)-dimensional. 
Write: U = exp[ Σ x s1·1] , χ G R. 
— 13— in 
Check off the Lie group axioms Gl through G4: 
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Gl, G2, G3 as for U(n) . 
G4. The n2 matrices: 
эи 
Эх 
s
1 3
 υ, ι, ] = 1, ..., η 
ij 
obey one linear relation: ΐ s U = 0, and so there are (n -1) 
1=1 
linearly independent ones among them: SU(n) has n2-l essential 
parameters. 
(n) a. From lemma 2 it follows immediately that any curve tJ(t) through E^  
in SU(n) can be written as: 
a(t) 
U(t) 
From this: 
dU(t)' 
dt 
a^ (t) ε Λ and we require a^ (O) = 0^ . 
da(t) da(t)" 
t=0 
U(t) 
dt t=0 dt t=0 
and since: 
"da(t) 
Tr dt = f|r Tr(a(t))] = §- (0) = 0 
Jt=o L d t - -lt=o d t 
it follows that 
dU(t) 
dt Λ =» MSU(n)) С Л. 
t=0 
b. One proves in the same way as for U(n) : Л С Л (SU (η) ) . 
Example^ 
We will outline some properties of SU(2), a group which is of great impor­
tance for electron systems. (This will be discussed in ch. 1.6). We have 
3ust met a basis for SU(n),· for the case η = 2 this basis consists of the 
following three matrices: 
"»(o -J -= »»ν ^ 
ч! ^ Ξ ΐ 5 ΐ ν ϊ 
0 1 
^-i ο ; Ξ ! - ν 
(The fourth matrix s is equal to -s ) . The matrices jj , ι = x, y, z, 
are the well-known Pauli spin matrices [ 21, p. 545] . They obey the commu­
tation relations: 
[Ίσ , "jo ] = ι Σ e Ц о . ι, ц, к = χ, у, ζ = 1, 2, 3. 
The constants ε , are the Levi-Civita symbols, defined in the discussion 
i]k 
of the Lie algebra A(SO(3)) of SO(3) (sec. 1.2.1 and sec. 1.3.1). Turning 
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back to these discussions, one sees that A(SU(2)) and Λ(ΞΟ(3)) are Lie 
algebra isomorphic. (Note the factors h in front of the Pauli matrices. 
As we will see shortly, they make SU(2) a "double" rotation group). 
It has been pointed out in sec. 1.3.1 that a Lie algebra isomorphism 
does not necessarily carry through for the associated groups, that is, 
SU(2) is not necessarily isomorphic with S0(3). To explore this point 
further we define a 1-1 mapping between A(SU(2)) and A(S0(3)) by writing 
-+ -*• 
an element of A(SO(3)) as in-L, and the corresponding element of Λ (SU (2)) 
•+ -+ -*• ¿_ ι 
as іп^а/г, with in both cases the same vector η Ь к . Almost exactly as 
- > • 
for SU(2)
>
 it can be shown that every element Iî(n) 6 S0(3) can be written 
thus : 
->- -> 
-*• in· L -+ -+• *-
R(n) = e -, in-L e A(S0(3)). 
-»• _ 
Every element U(n) £ SU(2) can be written in the form 
VM = e 1 " · ^ 2 , in-σ/2 G Λ (SU (2) ) . 
Let us now see if the map: U(n) -* R(n) of SU(2) onto SO(3) is possibly an 
isomorphism. To that end we expand, and after some manipulation we get: 
R(n) = E + (ifl'L) (sin n) + (ifl'L)1 (1 - cos n) 
U(n) = E(cos n/2) + (ifl·?) (sin η/2) , 
"*• I I 
where η = nñ and |fl| = 1 (see for a derivation of these relations ref. 22, 
p. 12 and p. 25 resp.) . It is easy to show [23, p. 8] that the matrix R(n) 
represents a rotation around the axis fi (= unit vector along n) over an 
angle η = |n|. 
The first relation shows that S0(3) is covered completely when the 
range of η is restricted to a sphere of radius π around the origin in B?; 
each point η of the sphere represents a rotation R{n) uniquely, except 
when η = ir, for the two points πΛ and -ifñ represent the same rotation. 
The second relation shows that SU(2) is covered completely when the 
range of η is restricted to a sphere of radius 2π around the origin in R ; 
each point η of the sphere represents a 'rotation' U(n) uniquely, except 
that the whole surface of the sphere (η = 2π) represents IJ = -E^ . 
We note in particular that as we go over the large sphere with radius 
2π, we cover SU(2) once and S0(3) twice in such a way that the two points 
nñ and -(2π - n)fl correspond to the same rotation of S0(3) and to elements 
of SU(2) of opposite sign. 
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Summarizing, we have found that two different elements of SU(2) map 
onto the same element of S0(3): 
U(nft) -jtR(nA) , 0 < η < 2ττ. 
U(-(2it - nift)-"^  
From the Campbell-Baker-Hausdorff formula [13, p. 161] and the isomorphism 
of A(S0(3)) and A(SU(2)) follows that this map is a group homomorphism; 
SU(2) is a double-valued representation of S0(3). 
Now, it can be proved by topological arguments that SU(2) is the 
"largest" group with a Lie algebra which is isomorphic to A(SO(3)), and so 
SU(2) is the universal covering group of S0(3). 
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CHAPTER 1.4. TENSOR REPRESENTATIONS OF GL(n) AND SN 
N 
The space V ® , which is the N-fold tensonal product of V with itself, 
carries representations of the permutation group S on the one hand and of 
the general linear group GL(n) on the other. In this chapter it will be 
shown that the representations of these two groups are closely related: 
N 
décomposition of V ® under the one group induces simultaneous decomposi-
tion under the other. 
This remarkable fact was discovered by Schur in 1901 and later ex-
plored in depth by Weyl [6, 7], who also recognized its importance for 
quantum mechanics. Because Weyl's expositions make extremely difficult 
reading, and because Boerner's exposition of the same subject [θ] is not 
much more transparent, some of the more important proofs will be presented 
in the hope that I have succeeded in clarifying the derivations for non-
mathematical readers. At the same time the theory is extended to include 
also the Lie algebra of GL(n), thus leading up to a rigorous proof of the 
fact that the Casimir operators of GL(n) are represented by linear combi­
nations of permutation operators. This relation between Casimir operators 
and permutation operators has been noted before [24, 25] , but it seems 
that no general proof has been given earlier. 
4.1. Tensor products of vector spaces 
Definition. 
Let U be an n-dimensional vector space with basis {u.} and V an m-dimen-
sional vector space with basis {v }. Associate with each element (u., v.) 
in the Cartesian product U x V an element u. ® v., and let W be the nm-
i 3 
dimensional linear closure consisting of all formal sums: 
η m 
Ζ Z c U 0 V , с ε с. 
ι=1
 3=1 ^ ι Э Ч 
If we further postulate: 
Tl . icu ) ? ν = u "55 (cv ) = c(u & ν ) , с G С 
T2 a. υ, ' (ν + ν ) = u, "У, ν + u, Ъ ν 
к ι ] k i k ] 
T¿ b. (u + u ) S v, = u Я v, + u. % v, 
ι j к ι к ] к 
for all basis vectors u of U and v. of V, then W is a tensor product space, 
commonly denoted by U Э V. 
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Notes. 
1. From the postulates follows immediately: 
o ® v = u ® o = o ® o e u ® v , vu e j, w € v 
and u ® ν = 0 implies either: u = 0 o r v = 0 o r u = v = 0 . It then 
follows that U ® V is nm-dimensional. 
2. A tensor product u ® v G u ® V i s not commutative. 
3. Nothing has been required of the vector spaces U and V except finite 
dimensionality, and so these spaces can be tensor product spaces them­
selves. Postulating: 
T3. (U ® V) ® W = U ® (V ® W) 
the tensor product of vector spaces can be extended to an arbitrary 
number of factors. 
4. The N-fold tensor product V ® V ® ... ® V of the vector space V with 
N itself will in the sequel be denoted by V ® . 
N 
5. Elements of V ® are called tensors. 
6. The definition of a tensor product space is formulated in terms of bases 
of the vector spaces constituting the product. (See e.g. ref. 12, p. 85 
for a basis free definition, which has the advantage of holding for in­
finite dimensional spaces as well. This latter definition will tacitly 
be assumed in ch. 1.6, where tensor products of infinite dimensional 
spaces are considered). 
Strictly speaking, it must now be proved that a tensor product space 
is independent of the choice of bases in the different vector spaces. Since 
this proof is a trivial generalization of the following theorem it will be 
forgone. Summation convention will be used in the rest of this section. 
Theorem. 
Let {v } and {v1} be bases of V connected via: 
ι 3 η 
ν' = a ν . 
N 
Then the corresponding bases of V ® satisfy the following transformation 
equation : 
i. i_ ι, ι 
ν' ® v ' β ν ' ® .. . ® ν ' = a a a a ν ® v ® . . . ® v 
l^ j2 Ъ JN l^ 32 Ъ 3 N ij i 2 i N 
Proof. Direct consequence of the postulates. 
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Note. 
1i 1 ч 1 
If a is the (i,i)-element of A, then a a ... a is the 
(i ,i-,...,i ; J.,3 ,...,])-element of the Kronecker product matrxx 
[Α] Ξ Α ® Α ® Α ® . . . ® Α , (see sec. 1.2.3 for the definition) . 
Notation. 
1. In the sequel we will often write E instead of ν Ο ν β ... β ν 
for a basis vector of V ® ; I then stands for the index set 
η 
{ι., ι_, ..., ι }. The theorem just stated reads m this notation: 1 1 N 
v' = a
1
 v •» E' = A^ E . ] 3 1 J J I 
where A i s the ( I ;J)-e lement of [A] 
2. A tensor Τ G V ® can be expanded with r e s p e c t t o the b a s i s {E }: 
Τ = E t 1 . 
I 11 12 13" "^N 
Here t = t is the component of Τ along E . 
Theorem. 
N 
Let ÍE'} and {E,} be two different bases of V ® connected via: 
J Ι η 
and let Τ have the components t' and t with respect to the basis {E'} 
and {E } respectively. Then 
t 1 = A1, f J . 
Proof. Τ = E T t
1
 = E' t , J = E А^ t , J =* t 1 = А^ t , J. 
I J I J J 
Notes^ 
N I 
1. An array consisting of η scalars t can be taken to represent a tensor 
N 
m V ® if it behaves under a change of basis in V as in the theorem 
η η 
above. This leads to the definition of a tensor most commonly found in 
books on vector and tensor analysis. 
2. Tensors are important for this work, because orbital products are but 
an example of tensors. It is common in quantum chemistry to denote 
tensors of this kind by particle labels rather than by tensor product 
symbols. Keeping track of particle labels one can commute factors in a 
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t e n s o r product . For i n s t a n c e φ{1)ψ(2) and ψ(2)φ(1) s tand both for t h e 
same t e n s o r φ ® ψ. 
4.2. The space V ® as a carrier space for representations of GL(n) 
D e f i n i t i o n s . 
1. Let α and ß be l i n e a r opera tors on V . The t e n s o r product α ® β i s the 
η 
linear operator on V ® defined by: 
α ® β (u ® ν) = α (u) ® β (ν) , u, ν G V . 
η 
If α has the matrix A and β has the matrix B^  then α ® β has the matrix 
A® B. 
2. Tensor products of operators multiply thus: 
(α ® β) (a' ® β") = (cm') ® (ββ·) 
(cf. the multiplication of Kronecker product matrices) . 
3. Tensor products of operators can easily be defined for more than two 
factors, postulating associativity. 
Theorem^ 
N The set of linear operators on V ® : 
GL (η) ® = {α' ® α" ® ... ® α | α' , α", . . . , c< e GL(n) } 
is a group: the outer direct product group of GL(n). 
Proof. Multiplication of linear operators is associative. The identity 
i s e ® e ® ...®e, e^GLln). The inverse of a ' ® a" ® .. . ® a is 
(a')"1 ® (a")"1 ® ... ® (a'1" J"1 . 
Theorem. 
N (i) The set of linear operators on V ® : 
η 
[GL(n)]N = {a ® a ® . . . ® a | a G GL (η) } 
is a group: the inner direct product group of GL(n). 
(ii) Let С be the cyclic group of order N, then: N 
GL(n)/C = [GL(n)]N. N 
Proof^ 
(i) In the same way as for the outer direct product of GL(n). 
г ι N (ii) Define the mapping τ: GL(n) •* LGL(n)l by 
τ ( α ) = α ® α ® . . . ® α , α ^ GL(n) , 
which is readily seen to be a group homomorphism and an onto mapping. 
The kernel of τ consists of the elements α with 
τ(α) Ξ α Ο α ® . . . ® a = e ® e ® . . . ® e . From this follows: a = xe 
N 
with χ = 1. So the kernel of τ is the set: 
ι I (2iTi/N)k с _T , ,1 N = ^ ^ " k = e , e e GL(n)}, 
which is a cyclic subgroup of GL(n). By theorem 15 of ref. 4, it 
follows that GL(n)/C,, = [GL(n)]N. N 
г ι N 
We have now found that the inner direct product group l GL(η) | repre-
N 
sents GL(n) on V ® . This representation is non-faithful. In the followin< 
example we will furthermore see that it is a reducible one. 
Example^ 
Two well-known processes often applied to second rank tensors are symmet-
rization and contraction. Both procedures have a profound group theoretical 
meaning: the decomposition of a second rank tensor into a symmetric and an 
antisymmetric component adapts the tensor to GL(n), i.e. decomposes it into 
components belonging to irreducible carrier spaces of GL(n). Contraction 
of indices gives a further adaptation of the tensor to the orthogonal group 
0(n) С GL(η). For more about the latter point the reader is referred to 
ref. 26, sec. 10-5 to 10-7. 
We will presently show that the representation of GL(n) on V ® 2 can 
η 
be reduced by decomposing this tensor space into a direct sum of a symmet­
ric and an antisymmetric subspace. Define a new basis of V Si2 by: 
η 
w = v ® v + v ® v , 1 < 1 = 1 , . . . , П 
13 ι D 3 ι -
w = v ® v - V ® V , 1 < Т = 1 , . . . / П . 
i ] ι : 3 ι 
Now: 
+ к £ к £ 
α ® a (w ) = a a v, ® v„ + a a ν , ®
 л i ] i j k Л э і к l 
= Ы a a v. ® v„ + a a v„ ® v, + a a v, »
 л
 + a a v„ ® v, ] 
i ] k Я ι ] « · k D i k Я· J i H к' 
M к Ä· к х-· . г к Je. к ¡Li -^. 
а а + a a J , ® „ + Ы а а + a a „ ® ν , i j j i k î. ] i ΐ ] £ к 
= Ч а а + а а ] ( . ® „ + „ ® ν , ) 
ι ] ι з к i Ι к 
= Τ ( α )
ΐ 3 " Μ " 
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So, the ΊιηΙη+Ι) -dimensional subspace of V β? spanned by the symmetric 
tensors w. is invariant under α ® a. The matrix Τ (о) = 'J a а^ , + a a ] 
ij 13 i j ι 3 
is an example of an irreducible tensor representation of GL(n). In chapter 
1.5 general expressions for tensor representations will be derived. 
For the antisymmetric tensors one gets similarly: 
- к £. А к 
a ® a(wi;)) = 4( a ^ - a ^ ] (vk ® г - ^ ® v k) 
= T ( a ) i D
 w k * ' 
and so the 'sntn-l)-dimensional subspace of V β? spanned by the antisym­
metric tensors w is also invariant under α ® a. 
ID 
The main purpose of this chapter is twofold: the processes of symmet-
rization and antisymmetrization will be generalized to tensors of arbitrary 
rank N, and the representations of GL(n) herewith obtained will be shown 
to be irreducible. 
4.3. The space V
n
 9 as a carrier space for representations of 
the Lie algebras of the classical groups 
Let G be a classical group. By definition G consists of linear operators 
on V . Applying the argument of the foregoing section, one sees that the 
г ι N inner direct product group [ G] forms a (possibly non-faithful) represen-
tation of G, carried by V ® . The Lie algebra Л( [ G] ) of [ G] consists 
n
 N 
also of linear operators on V ® . We will show that this Lie algebra is 
a faithful representation of Л(G), the Lie algebra of G. 
Definition. 
Let a be an arbitrary η χ η matrix and Е^  the η χ η unit matrix, then we 
d e f i n e : 
a (k) Ξ E 3 E ® . . . E ® a ® E . . . ® E 
where the matrix on the right hand side is an N-fold Kronecker product 
matrix having the matrix a^  as the k-th factor and unit matrices as the 
other factors. 
Theorenu 
(1) The Lie algebra Λ([G] ) consists of all possible elements of the form· 
N 
Σ а (к) , a e A(G) . 
k=l 
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Ν 
(ii) The mapping а^ -»• I £(k) of Λ (G) onto Λ( [ G] ) is a Lie algebra iso-
k=l 
mor ph ism. 
Proof. 
(i) Let a^  be the tangent vector at E of the analytic curve A(t) in G, so 
a belongs to Λ (G) . Now A(t) ® Ä(t) ® ... ® A(t) (N factors) is obvi-
ously an analytic curve in [ G] with tangent vector: 
Ν η 
—t A(t) ® A(t) ...®A(t)] t.= Z E ® E . . . ® a ® . . . ® E = Za(k). 
a t - - t=o
 k = 1 - - - - k = 1 -
This follows immediately by application of the chain rule, which can 
easily be asserted for Kronecker product matrices. 
(ii) The mapping of Λ (G) onto Л([с] ) is clearly one-to-one; it is also 
easy to show that it is linear and preserves commutator brackets (Lie 
products). 
Subsequently, an example of the Lie algebra of an inner direct product 
group will be presented. In this example we will need the following lemma. 
Lemma^ 
Let а^ Іэ, . . . , z_ be m a r b i t r a r y η χ η m a t r i c e s . Then: 
е ^ ® ¿ β . . . ® e 5 · = expl a ( l ) + b(2) + . . . + ζ (m) ] . 
Proof^ 
e â ® e ^ = Ζ 4 - г ( a ) 1 ® (b) j = Σ A _ (a ® E) І (E ® b) j = e ^ ^ e ^ ^ = 
i.j l ! 3 ! - - i.j і : з ! - - - -
= exp[¿® E + E ® b] Ξ e x p i a d ) + Ь(2)] . 
By induct ion one extends t h i s r e s u l t t o m f a c t o r s . 
Example. 
An element of the classical group SU(2) can be written as: 
., /"N in· s U(η) = e 
- > • 
(sec. 1.3.4; here we employ the one-electron spin operator s rather than 
-•• 
its matrix σ/2) . 
An element of [SU(2)] has the form: 
[ U (η) ] N = U (Í) ® U (η) ® ... ® U (η) 
and from the lemma follows: 
[и(η)] = expl in·S] 
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with: 
+
 N
 * 
S = Σ s (к) . 
k=l 
The components is , xS , is of iS span clearly the Lie algebra A([su(2)] ) , 
x
 У
 z
 .^ _* 
which is isomorphic to A(SU(2)). Quantum mechanically S*S is the observable 
representing the spin of an N-electron system. 
4.4. The space V
n
 9 as a carrier space for representations of CSpj 
N The tensor space V ® carries in a very natural way representations of the 
η 
permutation group S„ and its group algebra CS . However, different conven-
tions may be chosen to define the action of permutation operators on 
tensors and since erroneous results are obtained when not strictly adhering 
to a convention once chosen, we must define unambiguously how a permutation 
acts on a tensor. 
Definition. 
A permutation n G s„ acts on a set A of N obnects, which are not necessa-N 
nly different. The positions (not the objects.') in A are numbered from 1 
to N. The action of 
/1 2 ... к ... N 
]1 D2 ··· ]k ··· ^N 
on A is described by the rule Put object standing in position к into 
position ] , for к = 1, 2, ..., N successively. 
Example^ 
From here on the well-known cycle notation will be used to denote permuta­
tions (see ref. 26, p. 13 for a definition of this notation). 
Let A be the set {a b с d b} and number its positions, counting from 
1 to 5 going from left to right. Now: 
/1 2 3 4 5\ 
b 2 4 5 1 Г Ξ ( 1 3 4 5 ) Ä = {b b а с d} = A' 
(123) (1345)A = (IZDA' = {a b b с d} = (2345)A. 
So we have the multiplication rule: (123) (1345) = (2345) 
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Definition. 
The action of an arbitrary permutation π ε s on an index set 
N 
I = {i. , i_, ..., ι } is defined as above, after numbering the positions 
N in I from left to right. Writing the basis of V ® as 
{E |{l = i., ..., !„}) and an arbitrary tensor Τ with respect to this 
basis as t Ε , we can give two alternative definitions of a linear oper­
ator fl: V ® ->• V ® associated with π G S : 
η η Ν 
( 1 )
 *
Ε
Ι-
Ε
π<1)· 
(il) flt^/1'1'. 
Notes. 
1. It is easy to show that the two definitions of fl give the same linear 
operator on V ® . For map an arbitrary tensor Τ ε ν ® : 
AT = flit1 E ) = t 1 E = t" ( I ) E = (ftt1) Ε , 
where we used the fact that I runs over all possible index sets. So we 
can define fl by its action on the covariant (lowejá indices or by its 
action on the contravariant (upper) indices of a tensor. 
2. The mapping π -* 1t is a group homomorphism, that is to say: 
(1) f f l E i = fEV(i) = W ) 
(il) t i r t 1 - * ^ ' 1 " ' = t * " T " , ( I ) » t 1 " 1 " 1 . 
Example. 
In the following chapter Young operators of the NP-type will often be used. 
An example of such an operator is: 
Ϋ = [ (1) - (13)] [ (1) + (12)] = (1) + (12) - (13) - ( 1 2 3 ) . 
Now 
YEj 2 1 = El 2 1 + E2 1 1 - El 2 1 - El l 2 = E2 1 l - Ε] ι 2 
Note that Y acting on contravariant indices gives zero, whereas acting on 
covariant indices it gives a result not equal to zero. Had we used a Young 
operator of the PN-type, we would have found the converse of this result. 
Having defined representations for Ξ , we can now turn to CS . 
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Definition. 
Ν 
The enveloping algebra of the set of permutation operators on V ® will 
n
 N be denoted by AS . This algebra represents the group algebra CS on V ® 
Ν Μ η 
In the sequel we drop the caret over the permutation operators, not 
distinguishing in the notation any further between permutations (acting on 
N 
arbitrary sets) and permutation operators (acting on V ® ). 
4.5. Bisymmctric operators on V
n
 ® N 
N с 
The linear operators on V ® that belong to the commutator algebra AS of 
AS., are often called bisymmetric operators. In this section it will be 
N 
demonstrated that the algebra of bisymmetric operators is generated by 
[N(E)] , the inner direct product of the local Lie subgroup Ν (E) of GL(n). 
This has two consequences, viz.: 
- AS is the enveloping algebra of [GL(n)] . 
с N 
- AS is the enveloping algebra of A([GL(n)] ) ; m other words: every bi­
symmetric operator can be written as a polynomial in the infinitesimal 
г ι N generators of lGL(n)] . 
Definition. 
N(Ej is the set of all complex η χ η matrices with matrix elements satis­
fying: 
la - ä I < 1/n, (a ) G N(E) . 
13 ij' 13 -
Lemma 1 . 
The matrices in N (Ej are non-sngular, so. N(E) CGL(n). 
Proof. Define a matrix norm via: 
| A | = [ Т Г { А " А 1 ] Ь 
J. 
(ref. 18, p. 53). Here A is the Hermitean adjoint of A and TrA stands for 
the trace of A. 
We s h o w t h a t JA - E J 2 < 1 f o r a l l A G Ν ( E ) : 
¡A - Ell2 = Σ ( a - δ ) ' ' ' ( a - δ ) = Σ l a 
II— —Il 3 1 ] i 13 13 13 13 ' 
I O i - D 1/3 
A m a t r i x A w i t h ¡A - Eli2 < 1 I S n o n - s i n g u l a r , f o r : 
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This way of writing A and AT ' is permitted since ln(E_ + A') is well-defined 
if ¡A'! < 1 (ref. 18, p. 55). 
Notes. 
1. N(E) , being a subset of GL(n) and a neighbourhood of E^ , is a local Lie 
group (ref. 13, p. 162). 
2. In the same way as for GL(n), one defines the inner direct product 
[ N (E) ] N of N (E) . 
We now turn to bisymmetric operators. 
Definition. 
с 
The elements of AS , the commutator algebra (sec. 1.2.1) of AS , are called 
Ν N 
bisymmetnc operators. 
The name bisyimetnc is due to Weyl [ 7] and was inspired by the fol­
lowing lemma. 
Lemma 2. 
N I 
Let the linear operator β on V ® have the matrix (B ), then: 
BÌ-B'! 1» V U G S M J π (J) N 
if and only if 6 e AS . 
Proof. 
(i) Assume β С AS : 
N 
Β? Ε
τ
 Ξ βΕ
τ
 = 3ιτ-,πΕ
τ
 = V ' βΕ = π" ' в" £' Ε ,
 τ
. = Β
π
 "J Ε , -
I J Ι Ι ΜΙ) -"-(Ι) π ( J) π(Ι) J 
- B J = B ^ . 
Ι π (I) 
(ιι) Assume Β = Β , , : J π ( J) 
βπΕ
τ
 = SE = Β 7 7^' Ε ,
τ
. = Β^ Ε = тВ^ Ε
τ
 = πβΕ
τ
. 
Ι π (Ι) π (Ι) π (J) Ι ι (J) I J Ι 
This lemma enables us to recognize bisymmetnc operators, as in the 
following examples. 
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Examgles. 
1. The elements of [GL(n)] are bisymmetnc, for the (I,J)-element of 
[ A ] N e [ G L ( n ) ] N x s : 
Ά = a a . . . a 
J 3i :>2 ^ 
The multiplication of the factors on the right hand side is commutative, 
and so A ,π(Ι) I -. _ 
= A, for all π «= S.,. 
π (J) J Ν' 
Note that the elements of the enveloping algebra (sec. 1.2.1) of 
[GL(n)] are also bisymmetnc; in fact we will show later in this 
section that this enveloping algebra is an improper subalgebra of AS , 
i.e. fi([GUn)]N) = AS*:. 
2. The elements of the Lie algebra A([GL(n)] ) are bisymmetnc. The envel-
oping algebra of this Lie algebra is also contained in AS . 
N 
3. A Hamiltoman describing a system of N identical particles is bisymmet­
n c . The physical consequences of this observation will be worked out 
m eh. 1.6. 
Ν 
By definition the matrix of a linear operator on V ® belongs to 
ο η 
Ν N 
AL(η ,C), which is an algebra of dimension (n ) . From the equality of 
N dimensions follows that this full matrix algebra is equal to AL(n
r
C) ® , 
2 N for this tensor product has dimension (n ) . 
N 
The algebra of bisymmetnc mappings is a proper subspace of AL(n,C) ® 
This is the content of the following lemma. 
Lemma 3. 
AS,, is a proper subspace of AL(n,C) ® of dimension ( ) . 
Ν N 
с I 
Proof. If one considers В ^  AS . as a vector, then its matrix elements B. 
N
 N J 
are its components with respect to the basis of AL(n ,C). 
Note that (B ) is not necessarily a Kronecker product matrix, or in other 
ι V'-SJ 
words В = В is not necessarily a product of the form 
J
 V - - 3 N 
Dl Ъ 3N 
Recalling from linear algebra that the number of linearly independent com­
ponents of an arbitrary vector is equal to the dimension of the subspace 
to which the vector belongs, we see that the bisymmetnc operators cer-
N 
tamly belong to a proper subspace of AL(n ,C) ; for the relation 
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В . = В shows that many of the components of 6 are equal and hence 
7Г (J) J 
linearly dependent. 
1i ··· Si 
Restrict now the index sets labelling the components В of 0 
in the following manner: 
(i) Replace the double index (i ,3 ) by a single index к = (η - Di +3 
P P Ρ P P 
for all ρ = 1, 2, ...,Ν. 
(il) Consider only ordered index sets K, i.e. impose on the elements of К 
the condition: 
k j i ^ < ... <
 V 
The bisyiranetry of S y i e l d s in t h i s n o t a t i o n : 
в*
( К )
=в
К
, *е 
and so the set {B } contains only the components of 8 which do not follow 
from.each other by permutation. Any component of 6 not contained in the 
κ κ 
set {В } is equal to one of the В in the set. 
Since no condition other than commutation with all permutation oper­
ators has been imposed on bisyrametric operators, we have exhausted all the 
relations between the components of (5· the elements of {В } are linearly 
с К 
independent and so the dimension of AS is equal to the order of {B }. 
Finally, it is known from combinatorics (see e.g. ref. 27, p. 4ΘΘ) 
that the number of ordered index sets К = {к. < к. < ... < к } with 
1 — 2 — — Ν 
i - i 2 , „ ι η 2 + Ν -1ч 
к = 1 , 2 , ...,η is equal to у ) . 
ρ Ν 
We now come to the crucial theorem of this section. The following 
lemma is needed in the proof. 
Lemma 4. 
1 2 1 
Let T , i = l , ..., η , be η infinite subsets of C. Let P(x , χ ,...,x ) 
2 2 
be a polynomial in η variables in C. If for each 1 (1 = 1, ..., η ) 
1 2 η2 
Ρ(χ,χ,...,χ ) = 0 for all points χ e τ independently of the re­
maining variables, then Ρ = 0. That is, the coefficients of Ρ are all zero. 
Proof. Ref. 28, p. 121, corollary 2. 
Theorem^ 
The algebra AS i s the enveloping algebra of [м(Ю] . 
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ProofL Note first that the enveloping algebra fi([N(Ej] ) of [N(E] IS 
contained in AS , for we have: [N(E)] С [GL(n)] С AS , and products and 
N — N 
linear combinations of bisyiranetric operators are bisymmetnc, so closing 
[ N № ) ] multiplicatively and linearly does not bring us outside AS . 
Note secondly that both AS and ß([N(E)] ; are subspaces of AL(n,C)'?l . 
As we will show that these spaces have the same dimension, they must 
coincide. 
To compute the dimension of fi([N(E)] ) we consider how many of the 
matrix elements of an arbitrary matrix [ x] G [Ν(E)] are linearly inde-
r ι N pendent. Write to that end firstly the elements of I X] thus: 
h X2 Ы kl k2 k N К 
X X ...X = X X ...X = x 
with к = ( n - l ) i + ] , p = l , . . . , N , к = l , . . . , n . I n the manner of 
Ρ Ρ Ρ Ρ 
the proof of lemma 3 it now follows immediately that only the 
( ) elements χ with ordered index set К are essentially different. 
ι 
ρ 
The matrix elements χ satisfy the condition: 
JP ι ι 
Ρ г Ρ 
χ - о 
\ DP 
< l/n, ρ = 1, ..., Ν, 
demonstrating that the diagonal elements belong to a neighbourhood Ti С с 
of 1 and that the non-diagonal elements belong to a neighbourhood To ^ С 
ι к 
P Ρ 
of 0. Each element χ = χ may be chosen independently of the remaniiiig 
""p 
elements from its neighbourhood; any choice of η elements yields a non-
singular (by lemma 1) matrix belonging to N(E). 
The monomials χ are linearly independent. To prove this we note that 
a linear relation among them is necessarily trivial (i.e. has all coeffi­
cients equal to zero), because the following linear relation between the 
Κ N 
essentially different matrix elements χ of [ x] : 
,1 n\
 v
 kl k2 k N n 
P ( x , . . . , x ) = Σ сл, ν w x x - · - x = 0 k,<k,...<kM
 k l V - - k N 1— ¿ — N 
implies by lemma 4 that all С are zero. 
kl---kN 
Summarizing: an arbitrary matrix [ x] ε [N(E)] has ( ) 
г ι N linearly independent matrix elements (the components of I X] with respect 
to the basis of AL(n,C) ® ) , hence [ Ш Е Л generates an ( ) -
N dimensional subspace (the algebra of bisymmetnc operators) of AL(n,C) ® . 
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Note^ 
In the proof ]ust given it is essential that each of the elements 
χ (i = l, ... , n2) can be chosen independently of the remaining elements. 
If this is not the case, lemma 4 is not applicable. Therefore, the same 
proof does not hold for Lie groups, consisting of η χ η matrices, that have 
less than η parameters. 
Corollary. 
с N 
The algebra AS is the enveloping algebra of [GL(n)] . 
Proof. The enveloping algebra of [GL(n)] is obviously contained in AS . 
The subset [N(E)] of iGL(n)] already generates all of AS and hence 
Ν
 — 
[GL(n)] does so a fortiori. 
Theorem. 
The algebra AS is the enveloping algebra of A([GL(n)]^ . 
N 
Proof. The enveloping algebra of A([GL(n)]^ is obviously contained in 
с N 
AS . We will show that [м(Е)] IS a subset of this enveloping algebra, from 
which the theorem follows immediately. 
The matrix Jln([x] ), [x] € [N(E)] , is well-defined and belongs to 
A([GL(n)lN): 
£η( [ Χ] N) = in (X S X !» . . . ® X) 
= гп(Х(1)Х(2) . .. X(N)) 
= HnXd) + S.nX(2) + ... + JtnX(N) 
I ad) + a(2) + ... + a(N) 
= A e AÍ[GL(n)]N) . 
The second line follows from the definition of X^ Oc) (sec. 1.4.3). The fourth 
line follows from ¿nJ((!0 Ξ a(k) being well-defined; for write 
X(ki = E(k) + X' (k) , then: 
( l ) 4 " 1 
tnX(it) = £n(E(k) + X' (k)) = Γ (E ® . .. ® X' ® . .. ® E )
Ч 
q q " 
= E ® E ® ... ® 9 nX ' ® ... ® E 
and, as is shown in the proof of lemma 1, i-nX' exists; so it belongs to 
(GL(n)) = AL(n,C). The last line follows from the theorem of sec. 1.4.3. 
Writing finally: 
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|N 
Ы ^ е ^
1
 = ^ Е Е І
г
А
д
, AGAÍlGLln)]«) 
q ч' 
we see that [ x] & [ N № ) ] belongs to the enveloping algebra of A([GL(n)] ; 
4 6. The interconnection between the tensor irreps of GL(n) and Sj^ 
We have now laid the ground for the m a m theorem of this chapter. In fact 
everything regarding this theorem has already been proved and so the fol­
lowing result is not new, but a summary of the foregoing theory; it is for 
that purpose that it will be stated and proved explicitly. 
Theorem. 
Let V ® be decomposed into S -irreducible subspaces IT thus: 
v ® N = τ e R U )
r
 R ( X ) Λχ>Βυ[λ] d) 
(λ ) 3 - 1 э 
Let the spaces IT ,3 = 1,..., η , , span identical fr ι-dimensional 
irreps of S . Then the basis of V Q adapted to the decomposition (1) is 
simultaneously adapted to the decomposition: 
V ® N = Σ Θ Η ( λ ) , Κ ( λ ) = Ε λ 1
β Μ
< λ >
 (2) 
(λ) 1=1 1 
<λ> 
where the spaces W , ι = 1, ... fг ι , span identical η -dimensional 
irreps of GL (η) , U(n) and SU (η) . 
Ν 
Conversely, a decomposition of V О according to (2) induces a simul­
taneous decomposition according to (1). 
Proof
;
 The interdependence of the different representations is given by 
the following scheme: 
Φ © 
S„ С CS. 
Ν Ν 
® С® „,„
Ν
© κ J®_ . @ @ 
>AS„ ** AS,, = S([GL(n)] ) Э [ GL (η) I-H GL (η) 3 υ (η) Э SU (η) . 
Ν Ν 
Inside the box the permutation group S (and its group algebra CS ) 
standing on the left, and the Lie groups GL(n), U(n) and SU(n) standing on 
N 
the right, are represented by linear operators on V ® . 
Explanation of the different steps: 
(D S and its group algebra CS share their irreps (see e.g. ref. 9, 10 
or 14) . 
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CS is represented on V ® by AS (see sec. 1.4.4). 
Ν η N 
(3) Decomposition of V ® under AS induces a simultaneous decomposition 
N с 
of V ® under AS . the commutator algebra of AS . Also the converse 
of this statement holds (see sec. 1.2.3). 
(4) AS is the enveloping algebra of [GL(n)] (see sec. 1.4.5). 
(5) The enveloping algebra of an operator group shares its irreps with the 
group (see sec. 1.2.1). 
(6) GL(n) is represented on V ® by lGL(n)] (see sec. 1.4.2). 
η 
© GL(n) and U(n) share their irreps (see sec. 1.3.3). 
(θ) An irreducible tensor representation of U(n) stays irreducible under 
restriction to SU(n). 
We show step 8: 
The irreducible tensor representation Τ (U) , IJ G υ (η) , is obtained from 
a similarity transformation on the matrix [ϋ] G [u(n)] . Hence, the matrix 
<λ> 
elements of Τ (tj) are homogeneous polynomials of the order N in the 
matrix elements u.. of U. Now, any matrix U S u(n) can be written as 
U = au' with U' G SU (η) (take о = (detUJ))1'") , and so: 
τ
<λ>(υ) =τ<λ>(αυ·) =α ΝΤ < λ >(ϋ·). 
<λ> 
Applying the argument of réf. 9, p. 45 it follows that Τ is an irre­
ducible representation of SU(n) if and only if Τ is ein irreducible 
representation of U(n). 
Note. 
In this section only the irreps of the global groups have been discussed. 
Knowing that these irreps also constitute irreps of the corresponding Lie 
algebras (see sec. 1.3.1), it follows that everything that has been stated 
in this section about the groups GL(n), U(n) and SU(n) also holds for the 
respective Lie algebras: A(GL(n)), A(U(n)) and A(SU(n)). 
4.7. A note on the Casimir invariants of GL(n) 
A well-known quantum mechanical problem is the determination of a complete 
set of commuting operators. The elements of such a set possess a set of com­
mon eigenvectors, which are uniquely determined (up to phase). Once a com­
plete set of operators has been determined, the state labelling problem has 
been solved;i.e. every state is unambiguously characterized by a complete set 
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of eigenvalues. For instance the problem of labelling the atomic states 
arising from configurations of equivalent electrons led Racah in 1943 to 
the introduction of the seniority operator Q, which together with the 
angular momentum operators L and L and spin operators ST and S yields 
an unambiguous labelling of states arising from d -configurations. In 1949 
Racah was able to prove that Q, just like L2 , L , S2 and S , is a Casimir 
invariant of a certain Lie group. This discovery initiated the search for, 
what is now called, canonical chains of groups, for the Casimir inva­
riants, associated with such chains, form complete sets of conmuting 
operators. 
In this section we will show that the operators, representing the 
Casimir invariants of GL(n) on tensor space, belong to the center of AS„. 
N 
But before that, Casimir invariants will briefly be discussed in a more 
general context. 
Definitions. 
1. Any (abstract) Lie algebra Λ can be imbedded into an (abstract) asso­
ciative algebra S.(Λ) in the following manner. Define a formal associ­
ative product on Λ and close Λ multiplicatively with respect to this 
product, thus constructing a semigroup of infinite order out of Λ. 
Close this semigroup linearly while defining [a, b] = ab - ba, a, b G Λ, 
to relate the Lie product to the new associative product. The resulting 
infinite dimensional associative algebra &
Π
(Λ) is the universal envel­
oping algebra of Λ. 
2. The elements in the center of ß„(Λ) are the Casimir invariants of Λ, 
i.e. they are elements Ι ε & (Λ) such that al = la. Va € Λ; and hence 
I commutes with all elements of &„(Λ). 
Notes^ 
1. See for a mathematically more satisfying definition of .^.(Л) réf. 29, 
p. 155. 
2. A linear representation Ώ of Л extends to a representation of & (Л). 
& (Л) is represented by the enveloping algebra of Ι)(Λ) . 
3. If £ is irreducible then, by Schur's lemma, I)(I) = λ E, for all Casimir 
invariants I of Λ. 
Returning to the classical groups, we first note that GL(n) shares 
its Casimir invariants with U(n). This is obvious since the Lie algebra of 
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GL(η) is the ccmplexification of the Lie algebra of U(n) (sec. 1.3.2). So 
anything stated in the sequel about U(n) holds also for GL(n) (when con­
sidered as an ri2-dimensional complex Lie group). 
Gelfand and later Biedenharn [ 30] have derived explicit expressions 
for a set of basic invariants of 0(n). ('Basic' means here that any Casimir 
invariant of U(n) can be expressed as an analytic function of these inva­
riants, which themselves are functionally independent). It can be proved 
[30] that U(n) has η and that SU(n) has n-1 basic invariants. Denoting the 
operators representing the invariants {l } of U(n) on V ® by {Î. } it 
1 n
 U) 
follows from Schur's lemma that the (fr, ι * η . )-dimensional spaces R , 
defined in sec. 1.4.6 as the direct sum of all the spaces carrying the 
irrep [λ] of S , are eigenspaces of the η operators {Î }. Biedenharn 
proved that the η corresponding eigenvalues give a unique designation of 
the irreps of U(n). These eigenvalues have been computed explicitly by 
Louck [31]; they are given as rather complicated expressions in terms of 
partial hooks [31]. (Recently Hudson [ 32] derived another system of basic 
invariants for U(n), of which the eigenvalues are simple polynomials in 
the components of the highest weight of the irrep). 
Of course the η operators {î } representing the Casimir invariants 
of U(n) do not constitute a complete set of operators. However, the 
•jn (n + 1) invariants belonging to the canonical chain: 
U(n) D U(n-l) Э ... Э U(l) 
form a complete set of operators (we come back to this point in sec. 1.5.6). 
The operator S 2, representing the (only) Casimir invariant of SU(2) 
on N-electron spin space, can be expressed as a linear combination of 
permutation operators. This can be derived fron the Dirac identity [33, 
p. 222]. The following theorem can be considered as an alternative deriva­
tion and a generalization of this result. 
Theorem. 
The operators on V ® that represent the Casimir invariants of GL(n) and 
U(n) belong to the center A S
m
, of AS.,. 
с Ν N 
Proof. An invariant I belongs by definition to the center of the univer­
sal enveloping algebra of the Lie algebra of GL(n). Hence Î, representing 
I on V ® , belongs to the center of the enveloping algebra of A([GL(n)] ). 
In sec. 1.4.5 it has been proved that this enveloping algebra coincides 
with AS , the commutator algebra of AS . The center of an algebra being 
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the intersection of the algebra and its commutator algebra, we get: 
î e A S N n ( A S N ) C · 
С с From sec. 1.2.3 we know that (AS) - ASbT (AS,,, is semi-simple, as it repre-N N N 
sents the finite group algebra CS ), and therefore: 
N 
Î e (ASH Π AS^) = A S . 
Ν N с N 
Notes. 
1. The map of the Casimir invariants of U(n) is usually into A S . So, in 
general, the set operators {Î. } spans a proper subspace of A S . 
2. Two possible bases of A S. are the set of class sum operators and the 
с N 
set of character projectors of S (see e.g. ref. 10, theorems 5.3, 5.4). 
. . N 
The operators {Î. } can be expressed in terms of either of these two 
sets. 
Example^ 
The two spin orbitals α and S span the 2-dimensional spin space Vi, which 
carries an irrep of Λ(SU(2)) and its complex!fication Λ (SU(2)). To clarify 
the theory of this chapter we discuss some points regarding the decomposi­
tion of Va ® , the 4-electron spin space. 
From standard angular momentum theory [17, sec. 3.1] it is known how to 
decompose Vi ® under Λ (SU(2)). Briefly, the procedure is the following: 
(i) Choose the vector with highest eigenvalue of S (there is only one 
such vector in spin space). 
(ii) Apply the step-down operator: 
S = Σ s (к) , s (к) = s (к) - is (к) 
- к - -
 У 
repeatedly onto this vector until the zero vector is generated. 
Because S S Л ([SU(2)] ) (see sec. 1.4.3), the space V„ so generated 
- с S 
carries an irrep of Л (SU(2)) and of A(SU(2)). SU(2) being the uni-
c 
versal covering group (sec. 1.3.1 and 1.3.4) of all the groups with 
this same Lie algebra, V carries also an irrep of SU(2). 
(ili) Choose a vector with the highest but one eigenvalue of S , orthogona-
lize to V , apply the step-down operator, etc. 
4 
Proceeding in this manner, one finds that V2 ® decomposes into SU(2)-
irreducible spaces thus: 
v, <84= v¿ = 2 » v¿=1 e vS=1 β v-j v¿ = 0 v»=0 
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with corresponding basis: 
V' : S=2 2,2,1) 2,1,1) |2,0,1) |2,-1,1> |2,-2,1> 
S=l 
vs=i 
V¿=1 
V' : S=0 
V" : 
s=o 
1,1,1) 
1,1,2) 
1,1,3) 
1 1,0,1) 
| 1,0,2) 
1 1 ,0 ,3) 
| o , o , i > 
| 0 ,0 ,2> 
1 i , - i , i > 
I i , - i , 2> 
1 1 , -1 ,3 ) 
where |s,M ,i) denotes an eigenvector of S with quantum number Ξ, and of 
S with quantum number M ; ι labels the remaining multiplicity. Applying 
now the theorem of sec. 1.4.6 we see that each of the vectors |2,M ,1) , 
M = -2, ..., +2, spans the same l-dimensional irrep of S»; the 3-dimen-
sional sets: { | 1,1 ,i) } , {|l,0,i)} and { | 1 ,-1 ,i) } (i = 1,2,3) span the same 
3-dimensional irrep of S» ; and {| 0,0,i) } d = 1,2) spans a 2-dimensional 
irrep of S» . 
The Casimir operator и can be expressed in terms of the character 
projectors (sec. 1.2.2) of Su: 
S2 = Σ c1 
[λ] λ 
λ] 
Applying S in this form to a projected vector e (ν), ν £ Vj ® , further 
using e e = 6 ' e together with the fact that e (ν) is an eigen­
vector of S , it follows that the expansion coefficients c. are eigen-
λ 
values of S . In eh. 1.6 the irreps of S will be brought into correspond­
ence to the eigenvalues S(S + 1) of S , anticipating that result we get 
Ξ
2
 = 2(2 + D e ' 4 1 + 1(1 + 1)е[ 3' 1 1 + 0 (0 + 1 ) е[ 2' 2 І . 
One can also rewrite this expression in terms of class sum operators. After 
some manipulation one arrives at: 
.(2,r ) (12) + (13) + (14) + (23) + (24) + (34). 
This result could also have been obtained directly by applying the Dirac 
identity [ 33] . 
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CHAPTER IS THE DECOMPOSITION OF TENSOR SPACE 
N 
In the foregoing chapter it has been shown that the decomposition of V ® 
η 
under S goes hand in hand with the decomposition under the Lie groups 
GL(n), SU(n), U(n) and their respective Lie algebras. In this chapter it 
N 
will be discussed how bases of subspaces of V ® , carrying irreps of these 
groups, can be constructed m practice. 
In principle this purpose may be achieved m one of the following 
three ways : 
N (i) Use Lie algebraic techniques to decompose V ® under Λ(U(n)). This 
decomposition may then be followed by a computation of the matrix 
elements of the generators of U(n) over the irreducible bases thus 
N 
constructed. Since every linear operator on V ® can be expressed 
η 
in terms of the generators of U(n), the matrix representation of 
every (bisymmetnc) linear operator can then be calculated. The full 
power of this approach has yet to be explored by quantum chemists, 
although recently discussions of this method, applied to N-electron 
systems, have been given by Paldus [34] and Gouyet et al. [35] . 
di) Use an approach from the point of view of the global group U(n) , 
generalizing the necessary results of finite groups to this compact 
group. This method requires very sophisticated mathematics. 
(111) Use the representation theory of S , developed by Young, Littlewood 
and others. 
The last method is probably the most convenient of the three, and is in any 
case by far the best known among theoretical chemists. We will also follow 
this line of approach. To that end some of the necessary theory regarding 
the decomposition of the group algebra CSXT of S., is introduced in the first 
Ν N 
three sections. We rely heavily on the book of Rutherford [36] for that, 
although not all the results to be presented can be found in that reference. 
Two different basis sets corresponding to a complete decomposition of the 
group algebra of CS will be discussed. 
The first consists of Young units of the NP-type, sometimes called "struc­
ture projectors" [37], leading to the "Weyl-Rumer basis", the spin-free 
equivalent of "spin-bonded" functions [ 38-40] . This basis has been used m 
the computer calculations presented in the second half of this thesis. 
The second basis of CS to be discussed consists of Young-Yamanouchi units, 
which carry orthogonal representations of S . These units give rise to a 
basis of V ® known as the Gelfand basis. 
η 
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The definitions of Young diagrams, (standard) Young tableaux etc., 
especially in connection with their use for labelling the irreps of S , 
are presupposed; a good reference for this is an article by Coleman [ 4l] . 
We just note that the term Young diagram applies to a frame with empty 
boxes, while a Young tableau consists of N boxes, filled with the numbers 
1 to N. 
5.1. Young units 
Definitions. 
1. All possible permutations moving numbers along the rows of a Young 
tableau τ form a group R : the row group belonging to the tableau 
[λ] r [ λ] r 
Τ . The elements of R are called horizontal permutations. 
r r 
2. All possible permutations moving numbers along the columns of a Young 
tableau Τ (vertical permutations) form a group С : the column 
r
 [ λ] r 
group belonging to Τ 
3. The element 
Ρ
1/1 = ζ ,. 
where the sum runs over all π G R , is the row symmetrizer belonging 
[λ] r 
to Τ . 
r 
4. The element 
Ν
1 λ 1
 = Σ
ζ
 ν, 
r ν 
where ζ is the parity of ν and the sum runs over all ν G С , is the 
V
 [λ] r 
column antisymmetrizer belonging to Τ 
Example. 
T [ 2 ' 2 ] = 
r 
3 1 
4 2 (a non standard Young tableau). 
\ = { (1) , (13) , (24) ,(13) (24)}, ρ 1 2' 2 1 = (1) + (13) + (24) + (13) (24) 
C^ 2' 2' = {(1) ,(34) ,(12) ,(12) (34) }, N [ 2' 2 1 = (1) - (34) - (12) + (12) (34) . 
Definition. 
Let Τ and Τ be Young tableaux with shape [ λ] , then we define the per-
3
 [λ] 
mutation σ,_ by: 
ts •' 
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„UI J x l
 = Ί
Ι
λ
] [χ]
 e s
 _ 
ts s t ' ts N 
Example. 
JM = Ш р , J*]
 =
 ц т р ^[3,2]
 = ( 1 2 3 5 )_ 
(Note the permutation convention; σ operates on the numbers. Because a 
Young tableau contains by definition N different numbers no confusion is 
possible). 
Definition. 
Let "Γ and Τ be Young tableaux with shape [ λ] , then: 
ts ts s s 
is a Young unit of the NP-type. 
Note^ 
The definition: 
¿xl Ы
 р
[л]
 N[x] 
ts ts s s 
gives a Young unit of the PN-type. 
Lemma. 
γ Ι » ! = α [ λ 1
 Ν
[ λ 1
 Ρ
[ λ 1
 =
Ν
[ λ 1
 α
[ λ 1
 Ρ
1 λ ]
^
λ ]
 Ρ
[ λ 1
 α
[ λ 1 
ts ts s s t ts s t t ts 
Proof. Ref. 36, p. 16. 
From here on the subscripts of the Young units will be running over 
standard tableaux only, unless stated differently. Recall in this connec­
tion that fr ,i standard tableaux of shape [λ] can be constructed, where 
fr,! is the dimension of the J ep [ λ] of S . 
I Al N 
Definition. 
Since the Young units belong to CS , they can be expressed as a linear 
combination of permutations : 
γ
[ λ 1
 = Г U t X !(P, P. 
r s
 res 
N 
Letting r and s run over standard tableaux and keeping Ρ fixed, the expan­
sion coefficients U (P) form an f
 r
 , -, χ f
 r
 , ι matrix U (P) . 
rs [λ\ 1λ| — 
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Notes. 
1. The matrix X¿ (Ρ) is not a matrix representation of P. 
2. From its definition the matrix и (Ρ) can be calculated by writing out 
all fr,i units. A shorter route is described by means of the following 
ι[λ] 
example. 
Example. 
Tableaux and 3^  
= (1) + (12) 
= (23) + (132) 
give rise to the Young units: 
(13) 
(123) 
(123) 
(13) 
Yl2 
Y22 
(23) 
(1) 
(132) + (123) 
(12) + (13) 
(12) 
(132) 
and so for instance: 
U [ 2' 1 ,(123) Ü]. J2·11^) 0/ ' - 0 -1 1 -1 
A direct way of computing the transposed matrix 
tation Ρ is the following : 
Construct an f, 
J»i (P) for a given permu-
λ] 
ard tableaux Tr , r = 
ίλΐ
 r 
leaux Ρ(Τ ) , r = 1, 
* fr ii table in which the columns are labelled by stand-
1, 2, 
.... fг 
λ] 
'
 r[x] 
thus: 
and the rows by the permuted tab-
(123) 2 
_1_ 
2 
1 
3] 
Τ 
Τ 
2 
1 1 
2 
2 
с 
[З 
n 
) 
(132) : 
The tableaux contained inside the tables are obtained by application of 
certain horizontal permutations to the tableaux labelling the rows. These 
horizontal permutations are chosen such that after permutation the numbers 
appear in the same column as m the tableau at the top. If no such hori­
zontal permutation exists, that is, if two numbers would have to appear in 
the same box, we write down a zero in the table. The tableaux thus obtained 
can now be transformed to the standard tableaux at the top via a vertical 
permutation ν with parity ζ 
ν — 
placing the tableaux in the table by this parity, so: 
-1 - 1 \ _ / 0 1' 
ί λ] Τ 
The matrix U (P) follows finally by re-
U(123)-
1 ol U(132) -1 -1 
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The proof of this construction is given by the NP-equivalence of 
Rutherford's theorem 7 [ 36] . 
The Young units that belong to the same diagram [ λ] are not necessa­
rily orthogonal. Still, by virtue of Von Neumann's theorem [ 36, theorem θ] , 
they satisfy a rather simple multiplication rule. This is the content of 
the following theorem. 
Theorem. 
¿λ] ¿μ]
 =
 Ni [λ]
 &\,v ¿ λ ] 
f
' x ] 
Here ξ is the coefficient of the identity (1) in Ϊ 
vu vu 
Proof. Translate Rutherford's theorem 11 [ 36] into the NP-definition of 
a Young unit. 
Note^ 
The numbers ξ , ν, u = 1, ..., fr.i , constitute an f г ,i x f, ,i matrix 
X , the "NP-structure matrix", which will play an important rôle in this 
and the following chapter. It is easy to show from its definition that the 
matrix elements of X are given by the following rules. Assume to that 
end that the standard tableaux are in dictionary order (defined in ref. 8, 
ch. IV, §4) and suppress [ λ] for the moment. Then 
u = ν ξ = 1 
W 
u > ν ξ = 0 
UV 
ξ = τ ., if Τ does not have a pair of numbers in one row that 
uv ut ν r 
Τ has in one column. 
u 
ζ = 0 , if Τ has a pair of numbers in one row that Τ has 
uv ν u 
in one column. 
The quantity τ , which is the parity of the permutation σ , arises from 
the follown 
theorem 5]: 
owing consideration. If ξ ^ 0 then σ can be written as [36, 
uv uv 
σ = іт, ν ε С , π e R . 
uv u ν u u ν ν 
Defining now the tableau Τ by: 
Τ = π Τ 
t ν ν 
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we see that σ ^ = ν , for: Τ = σ Τ = υ π Τ = ν τ , and so the panty 
ut u u uvv u v v u t ^ * 
τ . of σ ^ is equal to the parity of ν . 
ut ut u 
A mechanical way to obtain 5C is the same as for IT (P) if we take 
Ρ = (1) . Label the rows of an f. x f г array with the standard tableaux 
V v = 1 \x\ and the columns with the standard tableaux 
, fr ι . Apply the horizontal permutation π to Τ , with Τ , u = 1 , 
u 
π Τ = Τ , so that the digits in Τ appear, if possible, in the same column as 
ν ν t t 
in Τ . Replace the tableau Τ thus obtained by ζ = τ . Transpose the 
u t ν ut 
u 
result. 
The NP-structure matrix is very easily determined, as can be seen in 
the following example. 
Examgl 
\ T 
T \ U 
ν \ 
1 2 
3 4 
5 
1 2 
3 5 
4 
1 3 
2 4 
5 
1 3 
2 5 
4 
1 4 
2 5 
3 
N o t e s . 
e . 
1 2 
3 4 
5 
1 2 
3 4 
5 
0 
0 
0 
1 4 
5 2 
3 
1 2 
3 5 
4 
1 2 
3 5 
4 
0 
0 
0 
1 3 
2 4 
5 
1 3 
2 4 
5 
0 
0 
1 3 
2 5 
4 
1 3 
2 5 
4 
0 
1 4 
2 5 
3 
^ 
1 4 
2 5 
3 
J г1,!] 
1 0 0 0 1 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 / 
1. The matrix X. 1 S non-singular, for because it is upper triangular and 
has +1 along the diagonal its determinant is +1. 
[λ] -i 
2. The inverse matrix (>£ ) is also upper triangular. 
3. The elements of this inverse matrix will be denoted by η . They also 
will be used frequently in the sequel. 
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As will be stated in the following theorem, the Young units form a 
basis of CS corresponding to a simultaneous decomposition of this semi-
N 
simple algebra into minimal left ideals, right ideals and simple invariant 
subalgebras. So, except for the fact that they lack orthogonality. Young 
units give a Wedderburn decomposition of CS, (see sec. 1.2.2). 
N 
Theorem. 
(i) The "diagonal" elements: 
if £]. iiu.r-i fU] 
are primitive idempotents. 
(ll) The set: 
{Y^  λ' | s = 1, .... fr , , [ λ] and r fixed} 
spans a minimal right ideal in CS . 
(ill) The set: 
{
 r s I r = 1 ' · · · ' f r x i ' ' λ ' a n d s flxed* 
spans a minimal left ideal in CS . 
(iv) The Young units afford a resolution of the identity: 
. . . _
 f [x] [x] [
Γ
λ , [ λ ] j x l ( 1 >
" [ м ~ Л ¿ л - Υ«-
(ν) The s e t : 
{Y l
r
^ I all [λ] , r, s = 1, ..., f [ x ] } 
forms a complete linearly independent basis of CS . 
Proof. 
(ι) Translate Boerner's theorem 3.1 [θ, chapter iv] into the NP-defim-
tion of a Young unit. 
(n) and (in) Apply the manner of proof used at p. 102 of ref. 42. 
(iv) Ref. 36, § 29. Note in this respect that 
4
rr rt tr 
is a natural unit. 
(v) Apply (iv) together with theorem 4.6 in chapter IV of ref. 8. 
Definition. 
Because of the theorem just stated the Young units span irreducible 
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representations of CS , with the elements of CS acting from the right: 
ν
[ λ 1
 Q = X
X]
 ο
1 λ 1 ( ο , ν [ λ 1 , g e s 
rs
 и
 _ R ^'ts rt ' v N 
and also from the left: 
The irreducible matrix _D(Q) defined this way can easily be computed, 
R— 
using the following theorem. 
Theorem. 
JX]IQ) = OPT 1 J^ÍQ1). 
where X^ is the NP-structure matrix previously defined, and ir (Q* ' ) 
contains the components of the Young units along Q 
Proof^ Drop [ λ] . 
f 
Σ 0 (Ρ) PQ = y
r s
 Q = E D(S) Y
r t = Σ Σ Щ Р ) D (Q) P. 
Pes,, t=i t ρ 
Ν 
Substitute R = PQ and Ρ = RQ ' in the leftmost expression and Ρ = R in the 
rightmost expression: 
f 
Σ UiRQ1) R= Σ { Σ U(R) D(Q) }R. 
Compare coefficients of R = (1): 
0 ( Q l )
r s
 = E U ( l )
r t R D ( Q ) t E . 
By definition U(l) is the coefficient of (1) in the unit Y , also by 
definition this coefficient is ξ . and so: 
rt 
U (Q" ' ) = X ^(Q) . 
Note. 
In the same way one proves for the left-irrep
 TD(Q) 
L— 
TD(Q)
T
 = UfQ"1) (X)"1 . 
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5.2. Young orthogonal units 
Since it is often advantageous to work with an orthogonal basis of CS 
which moreover carries orthogonal irreps, Young defined an alternative 
basis for CS , satisfying these two conditions. (Note that an orthogonal 
basis of a group algebra does not necessarily carry orthogonal representa­
tions .' ) 
Definition. 
λ] 
The following recursive expression for an orthogonal Young unit о is due 
pq 
t o Young: 
[ λ ] _ f [X] -[λ] ί λ ( Ν - Ι ) ] J λ (Ν)] U ' t N - l ) ] 
о = —-τ— Α ο Y о pq Ν; pq pp pq qq 
H e r e : 
[λ (Ν)] Ξ [ λ] is an irrep of S.,, 
[λ(Ν-1)] is the irrep of S , . with a diagram obtained from Ί* " "" ' by 
N-l ρ 
removal of the digit N, 
JXIN)] 
[λ'(N-l)] is the irrep of S , obtained by removal of the digit N from 
JMN)] ^ 1 
q 
y[ λ (Ν) ] 
pq 
R[A] 
pq 
is a Young unit, 
is a normalizing constant (see Rutherford 526 [ 36] for the 
computation). 
λ]. Note : A in the NP-def inition of γ' 
pq pq 
i n t h e P N - d e f i n i t i o n . 
U ( N ) ] . 
i s e q u a l t o (A 
pq 
Example. 
T¡ λ (4)] ^ , τ ί
λ < 3 > 1 - [ Щ з і . т і ,[λ(2)] 
ΠΓΤΠ, τ ί
λ ( 1 ) 1
 = [Ι] 
Τ
[ Χ ( 4 ) ] 
Ξο: 
A d ) ] 
3 
[1] 
І И ,
 τ
| λ ' (3)]
=
 ш ,
 T u
i ( 2 ) ]
= Ш і τ
[ λ · ( ΐ ) ]
= ш 
o i l = o b ' = (1) 
[ λ (2)] _ [ 2 ] 
О ц 
о ц 
[ λ ( 3 ) ] . [ 3 ] 
Ol 1 = Ol 1 
l /2[ (1) + (12)] ; 
l/6[ (1) + (12) + (13) + (23) + (123) + ( 1 3 2 ) ] ; 
ο ,
[
ι
λ
'
( 3 ) ]
Ξ ο ι ? ' 1 1 = l/3[ (1) + (12) - 1/2{(13) + (23) + (123) + ( 1 3 2 ) } ] ; 
U ( 4 ) ] _ [ 3 , 1 ] , / , л
 Ί
/
Λ
/-ο [ 3 ] J 3 , 1 ] [ 2 , 1 ] , [ 3 , 1 ] 
і ц = οι 2 = 3/24·3/4ν/2 οι ι Y12 οι ι , where 3/4v/2 = Ai г , οι 
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and so: 
0,2 = -l/3/2{ (14) + (24) - 2· (34) + (124) - 2·(134) + (142) + (143) 
- 2· (234) + (243) - 2· (1234) + (1243) + (1324) - 2· (1342) 
+ (1423) + (1432) - 2· (12) (34) + (13) (24) + (14) (23)}. 
The orthogonal Young units belonging to standard tableaux form a basis 
of CS corresponding to a Wedderburn decomposition of this group algebra. 
The following expression, here written in terms of orthogonal Young units, 
can be shown to hold in general for orthogonal units of semi-simple 
algebras (e.g. [ 8] , p. 66) : 
Pq N! qp 
Here D is the matrix representation of S carried by the orthogonal 
— N 
units. The orthogonal Young units have, by virtue of the specific manner 
in which they were defined, the property that I) (P i ) is a real 
orthogonal matrix [ 36, § 2?] . 
Denoting the trace of D (P~ ' ) by χ (Ρ" ' ) it follows that 
J 1 ' . ' ^ ! . ^ « X'>1,P->P. 
q-l " N· PES,, 
So: о is a Wigner operator and о is a character projector. 
pq 
Theorem. 
The diagonal units satisfy the recursion relation: 
U(N)] [λ(Ν)] [λ(Ν-1)] 
о = о о , 
qq qq 
where о belongs to the standard tableau obtained from г by 
qq 4 
removing the number N. 
Proof. (The manner of proof is inspired by chapter VII of ref. 11). 
First we note that the element 
U(N)] [λ(Ν-1)] 
о о 
qq 
is a primitive idempotent. 
The element is idempotent since the factors commute and both are idem-
potent. (Recall here that о belongs to the center of CS ). 
The element is primitive because of the following reason: The simple 
[λ (N-l)] 
algebra obtained by the action of о onto CS : 
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rX(N-l)] _ U(N-l)] , 
N—l 
occurs just once in the simple algebra: 
.[λ(Ν)] _ [λ (Ν)] (csN), 
because the irrep [ λ(N-l)] occurs just once in the restriction of [λ(Ν)] to 
S i Of course A possesses only one q-th diagonal unit, and so 
the element о о belongs to a one-dimensional subspace of CS. , qq N 
from which follows that it is primitive. 
We can now write: 
[λ(Ν)]_ [λ(Ν-1)1 JX(N)] [λ (N-l)] [λ(Ν-1)] [λ (Ν)] J λ (Ν)] [ λ (Ν) ] f λ (N-l )] 
ο = ο Υ Ο = ο Ο Ι Ο ο 
qq qq qq qq qq qq qq 
- „ JA(N)] [λ(Ν-1)] „
 e
 _ 
= с о о . с t С. 
qq 
The first equal sign follows from the facts that о is a unit of 
A and that У belongs to this algebra. The second equal sign 
follows (via theorem 3.9, chapter III of ref. 8) from the fact that: 
[λ(Ν)] [λ (N-l)] 
о о 
qq 
is a primitive idempotent. The constant с is equal to 1 since both sides 
in the relation to be proved are idempotent. 
Notes. 
1. Continuing the recursion it follows that: 
[λ(Ν)] [λ(Ν)] [λ (N-l)] [λ(Ν-2)] [1] 
о = о о о . . . о , 
qq 
so there exists a 1-1 correspondence between the index q and the set of 
irreps {[ λ (Ν) ] , [λ (Ν-1 ) ] , ... , [ ΐ] } , which forms the genealogy of the 
q-th standard Young tableau with shape [λ(Ν)]. 
2. The recursive expression in the foregoing note has been given earlier 
by Matsen [ 25], who, after having defined the diagonal units in this 
manner, proves that they are primitive idempotents. In this manner С 
cannot prove, however, that the diagonal units are the same as the 
orthogonal units. 
5.3. Yamanouchi units 
Apparently not aware of the work of Young, Yamanouchi [43] derived a set of 
orthogonal irreps of S by using a sort of vector coupling technique. In 
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this section it will be proved, by purely algebraic means, that Young's 
orthogonal and Yamanouchi's representation are identical. 
Definition. 
Yamanouchi unit w is defined by: A 
rs 
„U1.ÍÜL s ^ < P > „ , . 
PeSN 
where the matrix Ο (Ρ) is by Yamanouchi's construction adapted to the 
sequence 
S Э s . ^  ... ^  s. . 
Ν N-l 1 
Hence Yamanouchi units are orthogonal. 
¿* IS Tp prove that Г is in fact a Young orthogonal unit, we first note 
that the diagonal units can be written thus: 
W U ( N ) ] _ f [ H N - m . [ λ ( Ν ) ] ^ M N _ 1 ) ] 
q=l
 г ч
 ν 
(where W is a "reduced" Yamanouchi unit, see the appendix of ref. 44), 
and therefore : 
w
U(N)]wU(N-i)] , ^ J H N ) ] ) wU(N-i)] ¡jUdoyxw-uljAW-i)] 
tt . rr tt rq qr tt 
r=l r q 
= wIUN)1. 
From which follows that the diagonal Yamanouchi units satisfy the same 
recursion relation as the diagonal Young orthogonal units; hence the two 
sets of diagonal units are identical. 
We now show that the same holds for the off-diagonal units. Write to 
that end, suppressing [ λ] . 
wiD = ¿ W A * · 
Multiply on the left by W = о and on the right by W = о : 
i l i l DJ 33 
W W W = W = Σ c, „ o o 1 „ o = c o . 
i i i ] 3D i ]
 k ^ к г ; і ] l i к г ] з і ] ; і ] i ] 
B o t h s e t s o f u n i t s c a r r y r e a l o r t h o g o n a l r e p r e s e n t a t i o n s : 
W = W = > ( c o ) = c o ^ c = c . = c . 
i ] Di I 3 ; i ] 13 D i ; j i Di 1D;1D JUjl i ] 
F u r t h e r . 
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o , = W = W W = c 2 o o = с2 о г* с. = + 1. i l l i i ] э і i ] i ] j i ID i l i ] — 
Now, i t has a lready been pointed out by Yamanouchi himself [ 4 3 , p . 422] 
t h a t the requirement t h a t [ λ] must be adapted t o 
s
N
DVi D-·· Dsi' 
only determines [ λ] up to a similarity transformation with a diagonal ma­
trix with elements +1 along the diagonal. This implies that the sign of 
the off-diagonal units cannot be fixed unambiguously. However, the choice: 
с = +1 yields the convention chosen by Yamanouchi. (I am indebted to 
ID 
Dr.D.J. Klein for drawing my attention to this freedom in sign). 
Concluding we have found that Young orthogonal units and Yamanouchi 
units are identical. Henceforth they will be called Young-Yamanouchi units, 
or briefly Y-Y units. 
5.4. Graphical representation of projected tensors 
In the preceding three sections two possible complete decompositions of 
CS have been given. Explicit expressions for the corresponding basis 
elements. Young units and Y-Y units, have been derived. From the point of 
view of the mathematician the problem of decomposing tensor space under 
GL(n), U(n) and SU(n) has now been solved completely, as the irreducible 
GI,(n)-carrier space W , defined in sec. 1.4.6, is simply given by: 
<λ> [ λ ] 
W = e 
1 1 1 
Ν 
V ® , 
η 
where e stands for either Y (a Young unit) or w (a Y-Y unit). 
11 11 ^ 11 
However, projection is usually a very tedious procedure, because many 
times a zero vector or a vector linearly dependent on the vectors already 
projected will be found. So, in the next two sections rules will be de­
rived to avoid this problem. To reach that aim a graphical representation 
of the projected tensors due to Boerner will be employed. For two-column 
tableaux this representation, defined below, is easily seen to be m one-
to-one correspondence with the representations by extended Rumer diagrams 
[39, 45] , by bracket structures [38, 40] and by path diagrams [46, p. 30] . 
The equivalence of these representations has been discussed by Van Berkel 
[47]. 
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Definitions. 
λ] 
1. Associate an index tableau I with a (possibly non-standard) Young 
tableau T1 and an index set I {ι , ι., ..., ι }, by replacing к in 
by ι , for к 
2. An index tableau l' 
1, 2, 
[λ] 
obeying the following two rules is standard: 
(i) In the columns of I the indices increase from top to bottom. 
(n) In the rows of I the indices do not decrease from left to right. 
An index tableau that is standard, except for one or more columns con­
taining equal indices, is half-standard. 
An index tableau that is neither standard nor half-standard is called 
non-standard. 
Examples^ 
1. I 
J 2,2] 
2. I 
3. I 
J 3,1] 
{1, 7, 7, 8} 
3 
1 
2 
4 
{1, 1, 2, 3} 
¿2,1J1 
= {4, 4, 5, 6} 
3 4 
~TI2.2] 
^ T[2,l 2] 
T[3,l] 
7 7 
1 8 
1 
2 
3 
1 
(a non-standard index tableau). 
(a standard index tableau). 
5|б| (a half-standard index 
tableau). 
Definition. 
Let the index tableau I belong to the pair {l, Τ }, then the tableau 
τι (I ), π G S , belongs to the pair {π (Ι), Γ }. 
Notes. 
The action of π on I λ] is given in the conventional way (sec. 1.4.4) 
after numbering the positions of I according to the numbers in Τ 
2. Recall that the action of a permutation on a Young tableau is defined 
by its action on the numbers in the tableau, not on the positions. This 
implies that the pair {l, Τ } yields the same index tableau as the 
pair {π (I) , π(Τ 1 λ ])}. 
3. The pair {l, r' ' (T1 ^  ) } yields π (I1 X' ) . 
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Example. 
I = U,
 3 f к . Я} , 4λ] = 
So: 
3 
2 
4 
1 , π = (123) . 
λ ] , 
π ( Ι ) = {к , ι , 3 , Я}, π " 1 (Τ1 ' ) = 
Now: 
{ Ι , Τ 1 λ ' } and {π ( Ι ) , π ( Τ Ι λ ' ) } g i v e 
2 
1 
4 
3 . » ( ¿ х 1 > - 1 3 4 2 
к 
J. 1 
a n d : 
{π ( I ) , 4X]} and { Ι , π " 1 Ol* λ 1 ) } g i v e 1 1 
ι к 
In the foregoing sections several operators associated with two Young 
tableaux were introduced. Henceforth these operators will be called tableau 
operators. The following tableau operators are of special importance: 
(i) The partial antisymmetnzer Ν Ξ σ . VT 
[λΐ 
pk (il) The Young unit Y I 
(in) The Y-Y unit W , . pk 
By means of an index tableau a tensor, resulting from E_ Ξ ν ® ... ® ν 
1
 *! Si 
by the action of a tableau operator, can be represented graphically. 
Definition. 
Let I be the index tableau belonging to {I, Τ }, then we define the 
following projected tensors. 
(i) A partially antisymmetric tensor: 
Ι λ) pk I 
к 
( i l ) A Weyl-Rumer t e n s o r : 
F(p) = JM F
T [ X ] - Y pk Ε ι · 
к 
(in) A Gelfand tensor: 
(ρ) [ λ] G Τ', Ξ W 1. 1 Ε . 
Ι λ] pk Ι 
к 
Example. 
Let the index tableau i l 
к i b e l o n g t o I = { i , ] , k , S.} and Tj 
Í 2 . 2 ] . 2 
3 
1 
4 
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Then: 
D ( P ) Ξ Ν 1 2 ' 2 1 Ε = α [ 2 ' 2 1 J 2 ' 2 1 E 
p2 ь і з к г p2 2 i ] k ¿ 
к Я 
= ¿ 2 ' 2 l [ ( l > - ( 2 3 ) ] [ ( 1 ) - (14)] Ε
ι : | Μ 
[ 2 , 2 ] 
= σ
Ρ
2 ' ( E i ] k í . " Е і к : г " EJL]ki " ^ к з і ' 
f o r c e r t a i n ρ , 1 <^  ρ <^  2 4 , number ing t h e Young t a b l e a u x , i n c l u d i n g t h e non­
s t a n d a r d o n e s . 
N o t e s . 
1. The action of tableau operators onto tensor components can also be 
represented by index tableaux. Thus, for instance: 
J λ] 
(p) kp 
Here we let the first index of the tableau operator label the index 
tableau. 
2. Note that in general: 
\ π ( ^ ) I k π (Ik ) 
but that: 
J λ] -l,TUh \ π ( Ik ) 
WS(P) = S ( P ) 
which can be proved as follows (suppressing [ λ] ): 
ÏÏS,\ Ξ ττΥ t 1 = Σ U (PK πΡ t 1 = Σ U(P) V Ρ t' '
 ( I )
 = Y^ t" ' ( I ) (p) kp kp kp kp 
P e S N P 
=
 S(P) · 
S 5 Weyl-Rumer basis 
In this section it will be shown that the collection of Weyl-Rumer tensors 
labelled by standard index tableaux forms a complete and linearly indepen-
N dent basis of V ® . It seems that no earlier general proof of this result 
has been given, although the equivalent case of PN-pro]ected tensors has been 
treated by Boerner [ 8] and independently also by Seligman [ 48] . The case 
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of NP-projected tensors is more difficult, however. Since the well-known 
proof of Rumer et al. [ 45] depends essentially on the fact that only one-
and two-column tableaux are considered, this manner of proof cannot be 
generalized to general Young tableaux. The proof given in this section is 
an adaptation and extension of Boerner's proof. 
Lemma. 
(i) The partially antisymmetric tensor: 
D ( P ) 
1 
is zero if two or more indices in one column of I are equal. 
(11) Every non-zero partially antisymmetric tensor is equal (up to sign) 
to a partially antisymmetric termor with a column-ordered index 
tableau (this is an index tableau with the indices increasing in the 
columns from top to bottom). 
( m ) The set of partially antisymmetric tensors with p, [ λ] and I fixed 
and к running over column-ordered index tableaux is linearly inde­
pendent and contains non-zero tensors only. 
Proof. Suppress superscript [ λ] . 
D P = N , E = N σ , Ε = N E = D P 
I. pk I ρ pk Ι Ρ J J 
к ρ 
where we have written J = σ , (I) . 
pk 
Note furthermore that {l, Τ ) and {' (I), σ (Τ )} both give I , and that 
{σ , (Ι) , σ , (T, ) ^  = {J, Τ i , which gives J . So I, = J . Because N is a pk pk к ρ ρ к ρ ρ 
product of antisymmetrizers, one for each column, the tensor D is a 
J 
Ρ 
product of antisymmetric tensors. Now the following points immediately 
follow from the standard theory of antisymmetric tensorb (e.g. ref. 12, 
ch. VIII): 
a. If, and only if, two or more equal indices occur in the same column of 
J = I, the tensor D is zero. 
Ρ к i k 
b. Two partially antisymmetric tensors that are connected by a vertical 
permutation ν S С are equal (up to the parity ζ ). 
c. Two tensors which are not connected by a vertical permutation are 
linearly independent. (To make this plausible ore can assune the basis 
of V to be orthogonal. The two tensors are then also orthogonal, and 
hence linearly independert). 
The remainder of the proof follows trivially from these points. 
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Corollaryl. 
Ν 
The tensor space V ® does not carry irreps of CS with more than η rows. 
η N 
Proof. Express a Weyl-Rumer tensor in terms of partially antisymmetric 
tensors : 
ix] pk I pk k I ^ р к иі) ^^І^ 
If the number of different indices in I is less than the number of rows 
of [ λ] , all index tableaux π (I. ) , π ε R , have necessarily two or more 
equal indices in one column; in that case the Weyl-Rumer tensor at the 
left is zero. The maximal number of different indices in any index set I 
N 
labelling an element E of V ® is n. This proves the corollary. 
Note. 
r Ni The irrep I 1 ] is the irrep of CS with the most rows in its Young diagram. 
N 
Therefore, if N > η not all irreps of CS., can be carried by V ® and the 
Ν η 
representation CS„ •* AS., is non-faithful. (See page 150 of ref. 8 for a 
Ν N 
proof that the representation is faithful if N <^  n) . 
Corollary_2^ 
Let [λ] have m columns, and let the index tableau I belong to { I, Tr }. 
Then F fi is zero whenever any index in I occurs more than m times. 
i] 
Proof. Express F f.ι again in partially antisymmetric tensors. Since one 
- - - - ^ ] 
of the indices occurs more than m times, this index appears at least 
twice in one of the columns of all the partially antisymmetric tensors in 
the expansion. So they are all zero, and accordingly the W-R tensor 
vanishes. 
Note^ 
These corollaries give rise to the Pauli princiole in its original form, 
stating that an orbital may not be occupied by more than two fermions of 
intrinsic spin 4. We come back to this point in the next chapter. 
N 
Let U be a subspace of V β belonging to a certain index set I; that 
is, U is spanned by: 
{PEI | all Ρ e sN}. 
75 
The space U, being stable under S,,, can be decomposed in the usual way 
[λ] into a direct sum of irreducible S„ carrier spaces. If Υ Ε, Φ 0, for N r qq J 
some q and J, with E ^ u, then: J 
{ γ ΐχ ] 
 EJ ' p = 1' ' f [ x ] } ( i ) 
spans an irrep of S . Note that all elements of this basis are charac-
[ λ] terized by the same index tableau J .So, this index tableau can serve 
q 
as a label for the space spanned by this basis, and we write accordingly 
U r.-i for this subspace of U. By virtue of the following lemma this asso-
q 
ciation of an irreducible carrier space of S with an index tableau is 
N 
unique. 
Lemma. 
Let Г J belong to the pair {l, Г } and Г to {l, Tl ' }, ρ φ q. The 
P
 [λ] [λ] p q Ч 
Young tableaux Τ and Τ are not necessarily standard. Then: 
Ρ q 
τ
[λ] J λ]
 η
 (к) (к) I = 1 implies F
 r
.
л
 = F
 r
,,, 
p q jUl jl^ 
p q 
for ail k, 1 <^  к <_ Ν! 
Proof. Drop [λ]. 
{l, Τ } and {l, Τ } give the same index tableau I = I . Also, since 
q Ρ q Ρ 
σ"' = σ , {Ι, ο (Τ )}gives the same index tableau as {σ (I), Τ }, (see 
qp pq qp p pq ρ 
the preceding section). So {l, Τ } ard {σ (Ι), Τ } both give I , hence 
Ρ pq Ρ Ρ 
1
 =
 σ
™
( 1 )
· 
pq 
Then. 
FI Ξ Ykp EI = Ykp Εσ (I) = Ykq EI = FI · 
p pq q Example 
T, = и , т 2 
I] 
From t h e lemma: 
, I = { 1 , 2 , 2 } , I, = I 2 
Y ] l E i 2 2 - Yi 2 Ej 2 ι = F 
Y 2 1 E 1 2 2 = Y 2 2 E 1 2 2 = F 
1 2 
2J 
(1) 
J] 
'1\ 
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Notes. 
1. This lemma lays the mathematical foundation under the use of index 
tableaux for labelling projected tensors. The same proof can be given 
for partially antisymmetric tensors; the same result will also be shown 
for Gelfand tensors in the next section. 
2. The association of index tableaux and projected tensors with fixed 
superscript к is not one-to-one, as the converse of the lemma does not 
hold. For instance: 
Ρ Ρ 
while in general: Ι φ π(I ). 
Ρ Ρ 
We are now ready to state and prove the main theorem of this section. 
Theorem. 
Let U С ν ® belong to the index set I. U can be decomposed into a direct 
sum of irreducible S„ carrier spaces: 
N 
U = Σ Σ e U r ^  , 
[ X]
 q І ^ 
where q runs over all possible standard index tableaux of shape [ λ] and 
index set I. 
Proof^ Without loss of generality U can be taken to be generated by an 
ordered index set I . That is, we assume U to be spanned by {PE }, 
о I 
ι . ι О I ={i < i < . .. < i }. 
o
 l
 1 - 2 - ·· · - V 
The set of all W-R tensors characterized by standard or half-standard 
index tableaux forms a (generally overcomplete) basis of U. This follows 
since for any E . G U we have: 
о 
E p ( T , = (1,- , =(Σ V
1
 V 1 1 ^
Υ
[ λ 1
 Π
[ λ 1) PE ( I = Σ Σ с ^ ,<?> 
Ρ Ι ) (IJ NI ps sp (I ) qp [λ]' 
ο ο λ ρ
=1 s=l о А ρ,g I 
where we introduced the resolution of identity afforded by Young units 
(sec. 1.5.1) and used the fact that Young units span f, ,-dimensional right 
ideals (sec. 1.5.1) and where we further introduced: 
CU1 . V fíÜ DU1(P, η[λ1. 
qp , NI R qs sp 
s=l 
The index tableau I arises from {l , Τ }. Since I is ordered and Τ q о q O q 
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is standard, this index tableau is either standard or half-standard. 
Let us now assume that the index tableaux are ordered such that q 
first runs over the gr.1 standard index tableaux and then over the 
fr .1 - gr .-i half-standard index tableaux of shape [ λ] and index set I . 
If we can show that the set: 
{F C t
P
^ I q = l , . . . , g [ x l ; fixed p} (2) 
q 
forms a complete and linearly independent basis for the space Y (U), we 
have proved the theorem. (Note that if we had used the PN-type Young units, 
completeness would already have been proved at this point, because in that 
case all half-standard tensors vanish). 
The manner of proof is the following: 
(I) First it is shown that a proiected tensor Υ Τ, arbitrary Τ ε и, 
PP 
does not have more than g, 1 linearly independent components, from [λ] 
which follows that the dimension of Y (U) is less than or equal to 
PP 
g[A]· 
(II) Then it is shown that the set (2), which is manifestly a subset of 
Y (U) , is of dimension gr , 1 . PP L AJ 
An arbitrary tensor Τ €= U can be written as: 
Q ( I O ) 
Τ = Σ t Ε , , 
and the corresponding projected tensor (suppressing superscript [λ]) as· 
Q(I ) P(I ) 
Υ (Τ) = Γ (Y t ) Ε^,
τ
 = Σ s
 ρ
 Ε_
τ
 ,, 
PP
 Q PP 0(Ι ο) Q (ρ) Q(I o) 
Q(I ) 
where s, , , the component of Υ (Τ) along E , ., is labelled by tne 
(p) PP Q(I ) 
index tableau Q(I ) . This index tableau can be standard, half-standard or 
Ρ 
non-standard. We now show that every projected tensor component can be 
expressed as a linear combination of the gr ,ι components with standard 
index tableaux only. Suppressing subscript p, we write: 
Q(I ) Q(I ) I f[>] I 
s
 P
= Y t
 O
= 0 - 1 Y t 0 = Τ DtQ-') Y t 0 
PP ~ PP . L qp qp 
f[A] I 
= Σ ^ ( Q " 1 ) s q. 
q=l L ^ 
The index tableau I belongs to the ordered index set I and the standard q ^ о 
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Youna tableau Τ , hence I xs either standard or half-standard. We now show 
ι
 q q 
that s ч = 0, if I is half-standard, that is, if I has two equal indices 
in one column. Let these indices be i, and i, ,, and so (Κ,Κ')! = I . 
к к' q q 
Now: 
s
 q
= S 
(k.k 1)! 
q
 = (k,k')s 4 
since (k,k') belongs to С and has parity -1. Q(Ip) 
Knowing that the half-standard components vanish, it follows that s 
can be expressed in terms of standard components only. This proves point 
(i) . 
Remark: It may seem surprising that half-standard components vanish, 
whereas half-standard tensors do not. Notice that we have 
seen this before in an example (sec. 1.4.4) , where 
Y11E121 = F and Y11 t1 ,.2 1 1—' were explicitly worked out. 
We now show that the g[x] different standard Weyl-Rumer tensors F 
are linearly independent. We do this by expanding them in the linearly 
independent set of partially antisymmetric tensors D , introduced in the 
beginning of this section. First we order the standard W-R tensors in the 
following manner: Read down the columns of two standard index tableaux I 
and I simultaneously, starting at the leftmost column. Let 1 6 I and 
] G I be the first indices encountered that are different. Now if 1 < ], 
then F comes before F , and vice versa. 
k τΐ 
Secondly we order the set {D }, such that the gr.i standard tensors 
Ik 1 λ 1 
among them come first and are ordered in the same way as the standard W-R 
tensors. The ordering of the non-standard partially antisymmetric tensors 
is irrelevant. For the case I = {1, 2, 3, 4} we have for instance the 
о 
following ordering: 
< F < F 
Ш \Щ} щш 
\2 2 ІЗ 
а 
а 
and 
< D < D < D 
1 
2 
3 
4 | 1 
2 
1 1 ] 
з| 1 
3 
4 
2 | 2 
3 
4 
M 
Using this ordering we shall show below that a set of linear equations of 
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the following general appearance holds: 
*!. FI ' - ( \ 
1 g[x] 1 2 
0 
The gr .1 x gr,i submatrix in the upper part of the matrix is upper trian­
gular and its diagonal elements are 1. Clearly the total matrix has g, . •. 
linearly independent columns, representing the standard W-R tensors in the 
basis { D }. So, the g
r
., standard W-R tensors are linearly independent, 
which proves the theorem. 
It remains to show that the linear equations have this specific form. 
Expand to that end the standard W-R tensors (suppressing superscript p): 
I
v
 P k I L V E -(I ) 
T f G R k 
1 D T r ( I ) 
Replace the possibly occurring non-column-ordered tensors in the rightmost 
expression by column-ordered ones via: 
D7T(Ik)
 = ζ
ν
 D
v M I k ) ' 
ν e с, 
Look in the standard index tableau I for the first column that changes 
к 
under the permutation vu, and find in this column the highest element ι 
that is replaced (by an element i") under the action of νπ. The following 
reasoning shows that i" is necessarily larger than ι The operation π 
replaces ι by ι ' , ι <_ ι ' , ν replaces i' by an element i" standing below 
i'. There are two possibilities: either i" has not been moved by ντ and 
then immediately:!" > i, or i" has been placed there by π, and then it 
must have come from the right (remember we are looking at the leftmost 
column that changes) and so ι" >_ i'. Since ι' >_ i, we have ι" >_ i. The 
tableau νπ(ι, ) is either standard and then comes after I, because i" > i, k k 
or is non-standard and then comes after the last standard one. This proves 
the appearance of zeros below the diagonal of the upper part of the matrix. 
The diagonal elements finally follow from the fact that the identity (1) 
belongs to R , which implies that a standard W-R tensor F has the compo-
k 
nent +1 along the standard partially antisymmetric tensor D with the 
same index tableau I, . k 
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Example^ 
The index set {1, 1, 2, 3, 4} gives a 51/2'. dimensional space U, which 
decomposes under S.. as follows: 
N 
Il|l|2|3|4l 
9 U 
1 
2 
4 
1 
3 
1 
2 
3 
1 
4 
um 
L-L_2 
3 4 
ШІ4] 
e υ β и 
1 
2 
1 
± 
з| 
1 1 | 3 | 4 | 
2 
1 1 1 ] 
2 3 
Φ и 
β и β и 
1 
3 
4 
пи 
1 
2 
4 
пю 
1 
2 
3 
ЖІ 
1 
2 
3 
4 
il 
The space U has the dimension: 
1x1 + 3x4 + 2x5 + 3x5 + 3x6 + 1x4 60. 
N 
The décomposition of the total tensor product space V ® follows 
easily by letting the index set I run over all essentially different sets 
(that is, sets which do not follow from each other by permutation), and 
then decomposing the associated spaces according to the theorem just given. 
Clearly tensors belonging to different index sets are linearly independent 
N 
and so we obtain a complete reduction of V ® under S., in this manner. 
Γ
 η N 
Example^ 
It is illustrative to look again at the decomposition of the four-electron 
spin space г Э 4 . In sec. 1.4.7 we discussed this problem from the point 
of view of SU (2) , we now approach from £) . 
The possible ordered index sets and the associated irreducible spaces 
are: 
U { 1 , 1 , 1 , 1 } : 
{ 1 , 1 , 1 , 2 } : 
( 1 , 1, 2 , 2 } : 
( 1 , 2 , 2 , 2 } : 
ПТГГіЩ 
и e u 
ШШИ] ¡ШЕ 
и e u 
m Φ] я] rifili] 
и _ © и 
№1212] Щ2І2] 
2J 
Θ U 
1 
ы 
1 
2 
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{2, 2, 2, 2}: 
|2l2l2|2| 
As in sec. 1.4.7 we can assemble the basis vectors (standard W-R tensors) 
in the following table. From the theorem of sec. 1.4.6 we know that these 
W-R tensors are eigenfunctions of the spin angular momentum operator S 2. 
Anticipating the association of the spin quantum number S with the shape 
[λ] (chapter 1.6), the spaces are labelled by S. 
V' : S=2· 
1 1 1 1 1 1 1 2 1 1 2 2 1 2 2 2 2 2 2 2 
,(1) 
v
s=i· 
V" : 
S=l 
V" • · 
S=l' 
V' : S=0 
's=o· 
For instance F 
1 1 
1 1 
(1) 
, ( i ) 
1 2 
m 
i ra [üiLii 
1 
2_ 
1 
2^  
, (2 ) 
№1 
| 2 | 2 
Ш] reads e x p l i c i t l y : 
,(1) 
2 2 
2 2 
2 2 
F ( 1 ) = Y i l 3 ' l l E i i 2 2 = 2 ( E , i 2 2 - E 2 1 2 1 ) + 2 ( E i 2 1 2 - E2 2 l t ) 
1 2 
= 2(ααβΒ - ΒαΒα) + 2 (αΒα0 - ββαα) , 
where the last line is in terms of the usual spin functions. 
Notes. 
1. In ref. 49, reprinted m this thesis, the graphical representation of 
W-R tensors is employed to classify the possible Russell-Saunders states 
of an atom. 
N 2. Of course, now that we have decomposed V ® under S , we have done the 
η N 
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same under GL(η), U(n), SU(η) and their respective Lie algebras. This 
follows from the theorem in sec. 1.4.6. 
S 6 Gelfand basis 
Because Young units have a very simple appearance, a Weyl-Rumer basis of 
N 
V ® is easily constructed. However, the basis has the definite drawback 
η 
of being non-orthogonal. On the other hand a Gelfand basis, obtained by 
projection with Y-Y units, is orthogonal, but has the disadvantage of being 
rather difficult to generate; for we have seen that a Y-Y unit contains 
in general N.' permutations, all with a coefficient that cannot so easily 
be computed. Still, Gelfand bases find widespread application, not only in 
theoretical physics, but also m quantum chemistry. 
The purpose of this section is to prove that the set of Gelfand 
tensors with standard index tableaux forms a complete linearly independent 
N basis of V ® , lust as is the case with W-R tensors. 
η 
Theorem 1. 
The set Gelfand tensors: 
{G Ρ.i | к running over standard tableaux, ρ, [ λ] fixed) 
spans an irrep <λ> of GL(n), U(n) and SU(n) and their respective Lie alge­
bras. Letting furthermore <λ> run over all diagrams with at most η rows 
and ρ from 1 to f, .i , the set thus obtained forms a complete and linearly 
1 1
 N independent basis of V ® . 
ProofL Suppress superscripts on the Gelfand tensors. 
Following an idea of Matsen [ 25] we employ the recursion relation for Y-Y 
units given in sec. 1.5.2. By induction it will first be shown that the 
Gelfand tensor-
G г., = w' λ | Ε
τ
 , I = {ι. < ι_ < ... < ι
Μ
} 
Ι λ] pp I о 1 — 2 — — Ν 
Ρ 
is non-zero if, and only if, the index tableau I associated with 
[ λ) p 
{I , Τ } is standard. Further it will be proved that if the standard 0
 Ρ [
λ
] [>] 
index tableau I associated with {l , Τ \ is equal to the index tableau 
[>] P [λ] 0 P 
I associated with {l , Τ }, к ^  ρ, then the corresponding Gelfand 
tensors are identical. 
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Remove, to prove these poxnts, the parentheses from the inside out in 
the following expression: 
J*1 ET = (W^V'
1
*-
11
 ... (WM1)v )β...βν )βν ). 
P P
 ^
 ll Vl ^ 
Suppose that after removal of r pairs of brackets the following non-zero 
standard tensor has been obtained: 
Gi = G . , , = ( W M r ) (... (W X ( 1 )v ) О ...) О V ) 
І
А ( Г ) 11 1г 
q 
= w
x i r )
 (ν а ... ® ν ). 
qq l·, ι 
1 г 
Suppose also that the next s indices are equal: 
ι < ι . = 1 _ = . . . = ι < i 
r r+1 r+2 r+s r+s+1 
for certain s, 1 <^  s <^  N-r. (Because in this induction process all equal 
indices are handled simultaneously, the possibility ι . = ι is excluded). 
Removing the next s pairs of brackets we m fact consider the construction 
of: 
G
 w ^  , =
 wA
 .
( rt S > <G> « * ) 
λ(r+s) q'q' 
q' 
where Gj is the symmetric tensor ν β ... β ν . The tensor product 
r+1 r+s 
Gi ® G¡ belongs to an irrep [X(r)] ® t s] of S ® S . From it and its part-
ners one can generate a space V by the action of the left coset generators 
V carries the induced r 
Λ = (U(r)] ® [s]) + S_ 
of S ® S in S . V representation: 
r s r+s 
r+s' 
which can be decomposed into a direct sum of irreps of S (réf. 4, 
p. 135). From the results in the appendix of ref. 44 it follows that 
Gi ® G2 has a component in every one of the irreducible S -carrier spaces 
contained in V. So the tensor: 
G
 λ (r+s) 
q' 
is non-zero only if [λ (r+s)] is contained at least once m Λ. The tensor 
is furthermore uniquely defined if [λ(r+s)] occurs ]ust once in Λ, which 
implies that if another Y-Y unit W , , , p' ^ q', projects also a non-zero 
tensor out of Gi ® Gi , it gives the same result. 
Invoking now Littlewood's rule [ref. 50, p. 92] we find that Λ con­
tains all the irreps corresponding to Young diagrams that can be built by 
the addition of s boxes to [X(r)], no two boxes being added to the same 
column. All these irreps occur with multiplicity 1. So, if [λ(r+s)] 
84 
originates from [A(r)] in this manner, then the Gelfand tensor with an 
index tableau I λ(r+s) 
'q' 
the equal indices ι 
r+l' 
obtained from I by adding s boxes containing 
, 1 to its boundary, is non-vanishing and 
uniquely determined. We clarify this by an example: 
Let W be a Y-Y unit belonging to the standard Young tableau: 
Li. 5 
6 7 
then the tensor 
W(G ® G 
i. J 
к I 
a a a 
к l_ 
a a 
arises from Ε , where I { і < Э < к < Я < а = а = а } . 
j . ^ — — — 
о 
Note that the Y-Y units belonging to the standard tableaux: 
and LA 
5 7 
1 
3 
5 
2 
4 
6 
7 | 
[ λ ] 
give identical results when acting on E . 
о 
Continuing the removal of brackets, one ends up with either a zero-
tensor or a tensor with a standard index tableau. Varying ρ from 1 to f| 
and [ λ] over all possible shapes one obtains a set standard Gelfand 
tensors, belonging to I . The tensors with different index tableaux are 
linearly independent by the construction just described; the tensors with 
the same index tableaux are identical. The partners in irreps of S of the 
tensors that are obtained in this way by the action of the diagonal Y-Y 
units can be generated by the corresponding off-diagonal Y-Y units. 
Retaining now only the S -carrier spaces characterized by different stand­
ard index tableaux we have obtained a complete and linearly independent 
basis for the space spanned by 
P(I ) 
all p e s„}. 
N 
Completeness follows immediately from the fact that the Y-Y units span 
right ideals. Varying finally I over all ordered index sets, a complete 
0
 N 
linearly independent basis of V ® adapted to a decomposition under S is 
obtained. 
Collecting all standard Gelfand tensors transforming as the k-th row of 
λ 1, Г
ГА] , we obtain by the result of sec. 1.4.6 a basis for 
the irrep <>> shared by GL(n), U(n) and SU(n). This basis carries also 
irreps of the respective Lie algebras (sec. 1.3.1). 
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Often Gelfand tensors are represented [30, 3l] in a manner which visu­
alizes their behaviour upon subduction under the chain. 
GL(n) Э GL(n-l) => ... 3 G L ( 1 ) . 
In order to be consistent, we derive this well-known representation from 
the definition given earlier (sec. 1.5.4), and to that end we need Weyl's 
branching theorem [ref. 6, p. 39l] . It is convenient to denote from here 
on the irreps of GL(n) by partition symbols <μ> in which all the η row 
lenghts are given explicitly, even the ones of length zero. 
Theorem 2 (Weyl's branching theorem). 
Upon subduction to GL(n-l) the irrep <μ > of GL(n) decomposes in the fol­
lowing manner: 
N 
<%> Ξ < m l n ' m2n »nn5· = \ Σ ^ n - l ' β ^ 1 ' 
t = 0
 ^ n - l" 
where : 
<t> is the symmetric and only tensor representation of GL(1). 
<u .> = <m. ., m. .,..., m , > runs over all partitions of N-t, 
n-1 1 ,n-l 2,n-l n-l,n-l 
subnect to the constraint: m . < m . < m for 
]+l,n - J,n-1 - jn 
3 = 1, 2, ..., n-1. The partition <μ > denotes an irrep of 
GL(n-1). 
Proof. Formula 29 of ref. 51 yields for this case: 
N 
<U > = Σ Σ ® g . (<y > ® <t>), 
η „ μ u . t n-1 
t=0 <μ > μημη-1 
n-1 
where we have written q for the multiplicity of <μ ,> ® <t> in 
η n-1 
<μ >, and <u > runs ovei all partitions of N-t. This follows because <t> 
η n-1 
is the only tensor representation of GL(1). The multiplicity factors are 
the same as the ones occurring in the induction· 
([u
n
 ,1 ® [t]) + S = Σ e g [ j J 
n-1 N r i μ μ .t η 
Ι μ
η
] η η-1 
as also has been discussed in ref. 51. 
Invoking Littlewood's rule [50, p. 92] it follows that. 
g . = 1 if [ μ ] can be constructed from [μ , ] by addition of t 
μ_μ_ « t η η-1 
boxes to [μ .] without adding more than one box to a column. 
n-1 
g = 0 in all other cases. 
Wr 
p
n
p
n-r 
It is now easy to see that g . = 1 if: 
η n-l 
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m < m , < m 
3+1,η - ] , n - l - jn 
f o r a i l j = 1, . . . , n - 1 . 
Example. 
S u b d u c t i o n t o GL(3) of t h e i r r e p < 3 , 2 / l , 0 > of GL(4) c a r r i e d by V4 ®6 : 
< 3 , 2 , l / 0 > = (<3,2,1>) ® <0> ® (<2,2,1> θ < 3 , 1 / 1 > ® < 3 , 2 , 0 > ) ® <1> 
® (<2,1,1> ® <2,2,0> ffl < 3 , 1 . 0 > ) ® <2> φ (<2,1,0>) ® <3>. 
In réf. 44 it is exhibited how to construct an element in a basis for 
<μ > that is simultaneously an element in a basis for <li , > ® < t > . The 
η n-1 
procedure is the followinq: first adapt a tensor E to [ μ .] of 
V 2 " - V t п~1 
S , where 1 < 1 < N-1 and η = 1, ..., N-t. This yields G|, associated 
N-t г 1 — "1 — 
n-1 
with I . . Then adapt: 
q 
Gi ® ν ® ν . . . ® ν 
t factors 
to S , yielding a Gelfand tensor G, characterized by I . But this is 
exactly the manner in which the Gelfand tensors were constructed during 
the proof of theorem 1, and hence Gelfand tensors are sequence-adapted to 
GL(n) Э GL(n-1), that is, they carry simultaneously <u > and <μ ,> ® <t>. 
n n-1 
The partition <μ > is obtained by stripping all t boxes containing the in-
[uj n~l 
dex n off I . Repeating this process for n, n-1, n-2, ..., 1, noting 
that all accompanying subductions are multiplicity free and that the tail 
group GL(l) has only one-dimensional tensor irreps, that is, the chain 
GL(n) 3 GL (n-1) О ... D GL(1) is canonical, we find that Gelfand tensors 
can be uniquely labelled by the successive partitions: 
..,
 <μ 1
>
· It is common to write these partitions in the form 
<μ >, <μ„ >, . 
n n-1 
of a Gelfand pattern : 
In 
n 
qq 
l,n-l 
m 
"2n 
m, 
3n 
2, n-1 n-1,n-1 
l,n-2 
"11 
Recall again that Weyl's branching theorem states: m , < m < m 
1+1,3+1 — 13 — ι,]+1 
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l | 2 | 2 | 
AA. 
AA 
5_ 
6 
ι ι o \ 
1 o ' 
Examgle^ 
E l e m e n t i n Ve ®' : 
ƒ 3 2 2 
3 2 2 
3 2 1 0 
3 1 O 
3 O 
\ ! / 
Notes. 
1. Clear ly a Gelfand tensor i s l abe l led uniquely by the genealogy 
η η—l . , <μ.>. This follows directly from the chain 
GL(n) Э GL(n-l) ^ ... D GL(1) being canonical. As pointed out in sec. 
1.4.7 an irrep <μ. > can alternatively be labelled by the eigenvalues of 
к Casimir invariants. If we do this for к = n, n-1, ..., 1, then every 
Gelfand tensor can also be labelled uniquely by the eigenvalues of the 
^ntn+l) invariants associated with this canonical chain, or in other 
words: these Casimir invariants form a complete set of commuting oper­
ators . 
The fact that projection with Y-Y units, which themselves are adapted 
Э s., yields tensors adapted to to the canonical chain S„ Э s ~D 
N N-1 
the chain GL(n) Э GL(n-l) Э ... Э GL(1) is of course well-known. For 
example it encompasses also the result that genealogically constructed 
spin functions are identical with Y-Y projected spin functions [46, 
app. 2] . 
S 7 Explicit construction of matrix representations, of GL(n) 
In the computer calculations, reported on in the second part of this dis­
sertation, actual irreducible tensor representations of GL(n) have been 
employed to study the effect of a basis transformation in the one-electron 
space V onto the Weyl-Rumer tensors. In this section it will be discussed 
how the irreducible matrices representing the elements of GL(n) may be 
constructed. Naturally these matrices depend on the choice of basis for 
N V ® 
n
 [λ] 
Let us first consider the basis projected by the Y-Y units W . , 
because in this case the computation is straightforward. The following 
notation will be used throughout this section: 
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E' = (αν ® αν ) ® . . . ® (αν ), α e GL η . 
I ι. ι_ ι 
1 2 Ν 
(a ) is the matrix of a. 
I h ^ S 
A T = а а . .. а . 
J Jl Ъ JN 
I ,J are ordered index sets (indices not decreasing from left to 
о о 
right) . 
C(I) = i/m : N ' ... N ') , 
1 ζ N 
where N is the number of times ι occurs in I, к = 1, ..., N. 
Furthermore the superscript [ λ] will be omitted everywhere in this section. 
The rows and the columns of the matrix T(a), representing α on an 
N irreducible subspace of V ® , are labelled by standard index tableaux, 
η 
Tust as the Gelfand basis itself. If I, is a standard index tableau be-
k 
longing to the index set I and the standard Young tableau Τ (see sec. 
1.5.4), then one can write: 
G' = W ^ ) = W k k(r AJ Εα) = W k k(l C(Jo) Σ Α Ι 0 ^ ) , 
к о J о J PfcS о о 
ο Ν 
where the summation over all possible index sets J has been broken up into 
one over ordered index sets J and a sum over all the permutations of J . 
о о 
The factor С(J ) corrects for the presence of equal indices m J . Using: 
kk Ρ J ) kk J kq kq J kq J 
о o q o q q 
where 0(P) is the orthogonal Young-Yamanouchi matrix (sec. 1.5.3), (recall 
that the Y-Y units span minimal right ideals), and: 
P(J ) J 
О - 1 о 
= Ρ A I , 
O o 
(sec. 1.4.4), one gets: 
J 
G' = Σ С (J ) F( F Ο (Ρ), Ρ"1) Α
τ
0
 G T . 
Further defining: 
one gets: 
^
 J
„
 0
 4Pes M
 к ч 
ο Ν 
J Ρ (J ) J 
А
Т
Ч
 = Σ Ο (Ρ) . А
т
 0
 = - ^ W Α
τ
0 
\ pe; q k h f[Al * το 
Ν 
G' = Τ С (J ) Σ A J 3 G . 
\ J 0 q \ \ 
О 
The summation over q in this expression is still running over all fr , 
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standard Young tableaux, and so J is either a standard or a half-standard 
index tableau. However, it has been shown in the preceding section that 
the half-standard Gelfand tensors are zero and that the ones with the same 
standard index tableau are identical. So, we may let q run over the dif­
ferent standard index tableaux only, if we introduce a factor m (J ), which 
q о 
is the number of times J occurs in the original sum over q. Finally one 
arrives at: 
J 
G' = Ζ Σ С (J ) m (J ) А
Т
Ч
 G, . 
I, _ о q о I, J 
к J q к q 
о 
The prescription for the calculation of Τ(a) is now transparent: The 
columns of Τ(a) are labelled by the different standard index tableaux I , 
which are obtained by letting I run over all ordered index sets and к over 
all the standard index tableaux associated with I . The rows, characterized 
о 
by J , are similarly obtained from letting J run over all ordered index 
sets and q over all different standard index tableaux associated with J . 
4
 о 
The matrix element 
J J 
Τ(α)
χ
4
 Ξ C(J ) m (J ) A T
q 
\ 0 q 0 \ 
Ν! о 
follows by projection with — W onto A 
f[ λ] Ч к Xo 
Note1 
This prescription is equivalent to the one given by Littlewood t 50, p. 1Θ3 
ff] for the construction of "invariant matrices". Littlewood employs to 
this end natural units of the PN-type. 
The tensor representations carried by the W-R basis are more diffi­
cult to derive. When trying to follow the procedure above, one finds that 
the half-standard tensors do not drop out of the expressions, because they 
are in general non-zero, as we have seen in sec. 1.5.5. So, we must first 
be able to express the half-standard tensors in terms of the standard ones. 
Although it is not possible to give explicit relations, one can derive 
sets of linear equations from which the half-standard tensors can be ob­
tained in terms of the standard tensors. 
Let (p,q) be the permutation that interchanges the two equal indices 
that are by definition present m one of the columns of the half-standard 
index tableau I . Then we get the equation: 
' = Y (p.q) E 
(p.q)^ 33 p ' 4 ι l R
D ( P
'
4 ) k 3
 Y
] k
 EI " l R D ( p ^ k D
 FT ' 
к •
J
 к к 
where ^(p,q) is the matrix representation of (p,q) , introduced in sec. 
H— 
1.5.1. As we have seen there, this matrix has a very simple appearance; 
and consequently the half-standard tensors can be easily eliminated from 
equations of this type. 
Example. 
Consider [λ] = [ 22 , l] and I = {1 , 1 , 2, 3, 4} . 
The linear equations generated by (p,q) = (12) read: 
(F 
1 
1 
4 
2 
3 
F 
1 
1 
A 
2 
4 
F 
1 
1 
2 
3 
4 
) = = (F 
1 
2 
4 
1 
3 
F 
1 
2 
LAJ 
1 
4 
F 
1 
1 
4 
2 
3 
F 
1 
1 
2 
2 
4 
F 
1 
1 
2 
3 
4 
• 
0 
-1 
0 
-1 
0 
These equations yield the following expressions for the half-standard 
tensors : 
-hF = -bF 
Τ 
1 
4 
2 
3 
1 
2 
4 
1 
3 
1 
1 
3 
2 
4 
1 
2 
3 
1 
4 
, F 
1 
1 
1 
з 
4 
= «SF 
1 
2 
4 
1 
3 
+ bF 
1 
2 
3 
1 
4 
We are dealing with sets {F 1, . , fr , } in which only the 
tensors labelled by different standard index tableaux are linearly inde­
pendent. Tensors characterized by the same (standard) index tableau are 
identical, half-standard tensors in {F } depend linearly on the standard 
к 
tensors. We now choose a maximal linearly independent subset of {F }, 
and label its elements by r, s, t, ... . The remaining tensors in {F } 
к 
are labelled by a, b, c, ...; the whole set is labelled by i, ], k, ... . 
We can then summarize the foregoing considerations in the one formula: 
F T = Σ S (I) F T . I ra I 
a r r 
The matrix Ml) can be computed in the manner just described and is m the 
sequel assumed to be known. 
The computation of the tensor representation carried by the W-R basis 
is now straightforward: 
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Ρ (J ) 
F' = Σ С (J ) Σ [ Σ D(P) Α
τ
 0
 ] F T 
Ι ο R ir I J 
r J ι PCS ο ι 
ο Ν 
Recall (sec. 1.5.1): 
E>(P) = X ' U(P" ' ) 
and so the expression between square brackets becomes : 
P(J ) J 
о о 
-.- , Α
τ
 = Σ η Υ Α
τ
 , 
i] Dr Ι il ir I 
Ρ ] J o ] J - ' o 
J 
where η is the (ι ,ι)-matrix element of X" ' . Now, Y A T = 0 if J is 13 - jr I
o
 3 
half-standard (see the proof of the m a m theorem of sec. 1.5.5) and the 
sum over j can accordingly be replaced by one over s, if we correct for 
the m (J )-fold occurrence of the standard index tableau J . 
s o s 
Defining: 
J J 
Α ^ Σ π ι ^ ί π Y h° 
I s о is sr I 
r s о 
we get: 
J 
F' = Σ С (J ) Σ A T
1
 F T . I , o I J 
Г J 1 Г 1 
о 
The summation over ι in this expression runs still over all standard and 
half-standard index tableaux. J runs over all ordered index sets that 
о 
have no indices occurring more often than either the number of rows or the 
number of columns of [ λ] , because if ary index appears with a frequency 
higher than either of these two numbers F is zero. 
J 
ι 
Inserting the expressions derived earlier, one finally arrives at 
J J 
F' = Г С (J ) Σ (Α
τ
 + 7 S (J К A a) F , 
I о . I о ta I J 
r J t r a r t 
о 
from which one concludes that the (J ,1 )-matrix element is 
j J 
T ( a ) T
t
 = C(J ) [Г m (J ){T)I_ + Σ S (J ) n ) Y J A 0 . I о s о ts о ta as sr I 
r s а о 
This expression looks rather complicated, but usually simplifies drasti­
cally in practice, because most of the times η is equal to zero for all 
values of its row and column index, which run over the half-standard and 
standard index tableaux respectively. Indeed, I have not been able to find 
a one- or two-columned representation with an η -value not equal to zero 
as 
for any index set. Note further that η is almost always equal to V 
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and we see that the calculation of T(a) usually amounts to not much more 
r 
than pronection with Y^ . 
tr 
To clarify these remarks we turn to the example [ 21 , 1] , treated in 
sec . 1 .5 .1 . The matrix X " ' i s here 
/ i 
0 
0 
0 
\o 
The f i r s t row i s l a b e l l e d by 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
: 
0 
0 
0 
1 
0 
-1 \ 
0 
0 
0 
1 
T| 
1 
3 
ill 
2 
4 
The only off-diagonal element not equal to zero is Лі 5 . The ordered index 
sets J = {]i <_ j2 i_ D3 i_ J4 Z_ Js } that give half-standard index tableaux 
in cooperation with Ti satisfy: 
]i= 33 and/or ]2= 34 and/or 33= 35 and/or 3,= 3S . 
But then, because of the ordering : 
3i= 32= Зз and/or 32= 33= 34 and/or 33= 34= 35 and/or 31= 32= Зз= 34= 35· 
And so J has at least one index triply occurring, and hence does not con­
tribute to tensor representations with two-columned diagrams. Therefore in 
this example гц ¡ does not contribute to Τ (a) and S (J) does not arise for 
any index set J. 
Note. 
Very recently another formula for the tensor representation carried by the 
W-R basis has been given by Brunet and Seligman [52]. Their derivation is 
completely different from the one 3ust given. Also their final formula has 
an entirely different appearance. 
S 8 A note on Ihe tensor irreps of the Lie algebra of GL(n) 
In this section a few of the Lie algebraic connotations of the decomposi­
tion of tensor space will be discussed. First we introduce some general 
definitions concerning the representations of Lie algebras. Since our main 
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interest is in GL(n), these definitions are all given for the Lie algebra 
AL(n) of GL(n). However, these definitions also hold for arbitrary Lie 
algebras; see ref. 16 for further details. 
Definitions. 
1. Let Ε , ι , 3 = 1 , ...,nbe the linear operator on V with the matrix: 
As discussed in sec. 1.3.2, these η operators span AL(n), the Lie 
algebra of GL(n) . 
2. Let Jf be the η-dimensional subalgebra of AL(n) spanned by: 
{E 1 1 | ι = 1 n}. 
It is easy to show that this algebra is the maximal commutative subalge­
bra of AL(n): the Cartan subalgebra of AL(n). 
3. Let D be an m-dimensional linear Lie algebra representation of AL(n). 
Let D be carried by V . Since the elements of the Cartan subalgebra JC 
m η 
commute, all the linear operators D(H), H G JC , can be simultaneously 
η 
diaqonalized on V . Let ν ε ν be a common eigenvector of the elements 
m o m ' 
of D(3f ) , t h a t i s . 
η 
D(H) ν = а(н) v , v H e J f , o ^ v e v , а(н) e с. 
о о n o m 
The s e t of complex e i g e n v a l u e s a(H) can be c o n s i d e r e d a s a mapping of 
Jf i n t o C. T h i s mapping α i s l i n r a r , f o r : 
DWH + λ ' Η ' ) ν = λΟ(Η) ν + Л ' О Ш ' ) ν = λα(Η) ν + λ ' α ί Η ' ) ν , 
ο ο ο ο ο 
and a l s o : 
DUH + λ ' Η ' ) ν Ξ α(λΗ + λ ' Η ' ) ν 
ο α 
Hence : 
α(λΗ + λ Ή ' ) = λα (Η) + λ ' α ί Η ' ) 
w i t h λ , λ ' G e , Η,Η' e Ж . 
η 
The l i n e a r f u n c t i o n a l а : Jf •* С, a s s o c i a t e d w i t h t h e common e i g e n v e c t o r 
η 
ν ε ν , is called a weight of the representation D. 
о m — 
Let H = Σ h E belong to Jf , then: 
ι 
a(H) = Σ h α (E11) = Σ h а 
ι i l 
1 1 
with а = α(E ). 
ι 
So, every eigenvalue α(H) can be expressed in terms of a 1, a 0, ·.·, a . 
These scalars constitute a weight vector, associated with the 
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representation D and the eigenvector ν S ν . (The word vector is often 
omitted in this definition). 
5. As we will see below, the components of the weight vectors associated 
with tensor representations of AL(n) are natural numbers. It is conve­
nient to order these weight vectors in the following manner: 
The weight vector (a,, a_, ..., a ) comes before the weight vector 
1 ¿ η 
(a', аД, ..., a'), if the first non-zero difference a - α' (ι = Ι,.,.,η) 
1 ζ η i l 
is positive. The weight (а.» я , ...» a ) is then called higher than the 
weight (a', al, ..., a 1 ) ; so it makes sense to speak of the highest 
1 ¿ η 
weight of a tensor representation. 
We proceed by showing that an arbitrary Weyl-Rumer or Gelfand tensor 
is a simultaneous eigenvector of all elements m the Cartan subalgebra of 
AL(n). 
In sec. 1.4.3 the following tensor representation Τ of AL(n) carried 
N by V <8 has been defined: 
N 
T: E 1 3 ->- Σ E 1 3 (к) . 
k=l 
The operator E acts on a basis vector ν of V in the following manner: 
E 1 D ν = 6 ] ν , 
Ρ P i 
where ν is also a basis vector of V . Now: 
ι η 
N 
Τ (E"'-') Ε Ξ Σ ν ® . . . ® ν » ( Ε 3 ""ν ) ® . . . ® ν = Ν Ε , 
1
 k=l \ 4-1 4 ^ 3 Ι 
where the "occupation number" N is the number of times the index j occurs 
in the index set I which labels the tensor E . Physically, the operator 
T(E ) represents the numbers of particles in orbital ν and is therefore 
called a number operator. The element E is by definition a basis element 
of Jf С AL(η), and so the set of occupation numbers (Ν , N , ..., N ) is 
η 1 ¿ η 
a weight vector associated with the tensor representation Τ and the tensor 
E G V ® . Every tensor E is a common eigenvector of the η number oper­
ators TtE"'-'), 3 = 1, ..., n. Clearly, all elements of the subspace U of 
N 
V ® spanned by : 
η 
fEP(I) ! ^ N ' f l X e d I } 
also belong to this same weight (or in more physical terms: belong to the 
sane configuration I). Adaptation of U to S by means of either Young 
units or Y-Y units does not change the weight of the elements of U, and 
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hence we conclude that all W-R and Gelfand tensors, arising from Ε , be­
long to the weight vector (N., N„, ..., N ). 
1 2 η 
Consider the tensor irrep <λ , λ , ..., λ > of AL(n). A W-R or Gelfand 
tensor with the following standard index tableau: 
1 1 . . 
-JT 
where the i-th row has λ. boxes (i = 1, ..., η ) , is associated with weight 
(λ , λ , ..., λ ). It can easily be verified that no standard index tableau 
of this shape can be constructed that is associated with a weight higher 
than (λ , λ , , λ ) (see sec. 1.5.5 or 1.5.6). So, the row lengths of 
η 
the Young diagram are the components of the highest weight vector associ­
ated with the irrep <λ,, λ_, ..., λ > of AL(n). Since a tensor irrep of 
1 2 η 
AL(η) is uniquely characterized by a Young diagram it is also determined 
unambiguously by the components of the highest weight vector. 
The elements T(E ), ι < j, change a tensor of weight: 
(Ν , Ν., ..., Ν , ..., N . ..., N ) 
1 ζ ι 2 n 
into one of weight: 
(Ν , Ν ..., N +1, ..., N -1, ..., N ) . 
1 2 ι 3 η 
Because the new weight is higher, T(E ) is often called a raising operator 
Similarly T(E ), i > ], is a lowering operator. 
One can prove that Ε' Ξ T(E )E (i / ]) is of weight N +1 either by 
inspection or by using: TtE1-1) = Τ (Ε11) Τ (E1"1 ) - Τ (E1-1 ) Τ (E11) from which 
follows Τ(E )E' = (Ν +1)E'. Similarly one can prove that E' is of weight 
N -1 by using: T(Elj) = Τ (Ε13) Τ (E33) - ΤίΕ3·3) Τ (E1 ^) . 
Example. 
The Gelfand tensor G 
[Aï2.. 
IS an element in a basis for <4,2> of AL(2), 
Л(и(2)) and A(SU(2)). It has weight (3,3). The raising operator T(E' 2) has 
the following effect: 
ІШіО 
= G G + G = G 
Γ,ΓιΙιΓοΊ [ i l l Τ If?, ' V f . l f ï ] ÜiISl ¡Λΐψ Γ?] 
[ιΤζ] 
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The resulting tensor is of weight (4,2). 
The Casimir invariants of U(2) and SU (2) can easily be expressed in 
terms of the raising and lowering operators. For instance in the case of 
SU(2) one first goes over to a traceless basis of A(SU(2)), via: 
Ρ
2
 Ξ Ε
1 2
 Ξ σ
+
/2 
i 2 1 Ξ Ε 2 1 Ξ σ_/2 
І
1 1
 Ξ (Ε11 - Ε22)/2 Ξ σ /2 
ζ 
І
2 2
 Ξ -(Ε 1 1 - Ε22)/2 = -σ /2. 
ζ 
Note that this basis differs by a simple linear transformation from the 
one introduced in the example of sec. 1.3.4. 
The Casimir invariants are then [ 3l] : 
τ}2ί = i 1 1 + i 2 2 = ο 
i2C2) = і 1 1 ^ 1 + i 1 2 ! 2 1 + F 1 ? 2 + i 7 2 ? 2 = 2s 2 . 
From the theory of chapter 1.4 we know that Gelfand tensors are eigen­
vectors of the Casimir operators (the representations of the Casimir in­
variants) . Using these expressions for the invariants one can easily 
calculate the eigenvalues: 
T(l2(2))G = 2(G + G ) =2(1 (1+1) ) G 
1 
li 
1 2 ¡ 1 | 
2 
1 
2 
1 
2 
1 
2 
1 
2 
l | 2 | 1 
2 
1 
_2j 
1 |2 | 
The reader is referred to the work of Biedenharn et al. [ 53] , Louck 
[ 31] , Moshinsky [54] and others for the representation theory of SU(n) 
in this manner, which is in fact a generalization to SU(n) of the Racah-
Wigner calculus of SU(2). 
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CHAPTER I 6 PHYSICAL APPLICATIONS 
In this chapter the mathematics introduced m the preceding chapters will 
be applied to the physics of N-particle systems. In particular it will be 
shown that GL(n) is a dynamical group and S a symmetry group of a model 
system satisfying the following conditions: 
- The system contains N identical particles, all moving in a stationary 
outer electric field (e.g. electrons moving in the field of one or more 
clamped nuclei). 
- Magnetic and relativistic (including spin) contributions to the energy 
are absent. (These contributions can be introduced in a later stage as 
perturbations). 
r ι N 
- The Hilbert space of the system is 1 (2σ+1) χ η) dimensional, where σ is 
the spin of the particles and η is finite. 
The great ma]ority of the quantum chemical calculations performed to date 
satisfy these conditions. 
In order to separate the approximating assumptions about the form of 
the wave function from the customary exact quantum mechanical postulates, 
the first two sections of this chapter will be devoted to a brief review 
of the axioms regarding the form of exact N-particle wave functions. 
» 6 1 N-particle state vectors 
The chief purpose of this section is to establish some terminology and to 
introduce the notation used in later sections. 
Definitions. 
1. A Euclidean space V is a vector space furnished with a positive definite 
inner product (see e.g. ref. 55). Henceforth this inner product will be 
denoted by ( f |g ), f, g ε v. A positive definite inner product induces a 
metric [ 55] on V, and so every Euclidean space is a metric space. 
Euclidean spaces are also called pre-Hilbert, unitary or inner product 
spaces. 
2. A metric space is complete if every Cauchy sequence [20, p. 45] con­
verges to an element of the space. 
3. A Hilbert space is a complete Euclidean space. 
4. A function f : R ->- С is square integrable if the integral: 
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S f* (χ) f (χ) dx 
all R m 
is well-defined and finite. 
5. The class of all square integrable functions on R10 will be denoted by 
ύ (Rm) 
Examples. 
1. A Euclidean space of finite dimension is complete and hence a Hilbert 
space. (Completeness follows almost immediately from the completeness 
of the real line [56, p. 55]). 
2. The parameter space of U(n) is a complete (non-linear) subspace of R 
with respect to the usual metric of R 
3. Endowing L (R ) with the inner product: 
<f|g >Ξ ƒ f*(x)g(x)dx 
all R 
the set becomes a Hilbert space (see theorem II.4.3 and II.4.4 of ref. 
55) . 
Notes^ 
1. Defining the norm of f G L (R ) by 
| f | - < f | f y* 
it follows from the definition that all elements of L (R ) have a finite 
norm. 
2. All Hilbert spaces of interest to us have a countable orthonormal basis 
that is complete (in the vector space sense of the term). Hilbert spaces 
having such a basis are called separable. 
Definitions. 
N 
1. Let V be a Euclidean space. One can define an inner product on V ® 
thus : 
<*1 « -·· ® fN I 91 ® ··· ® V
= < f l | g l >··· ^ J V ' 
It is easily seen that this inner product is positive definite, and so 
N 
V ® is a Euclidean space. 
N 
"'. Let V be a Hilbert space. If V is of infinite dimension, V ® is not 
N 
necessarily complete. However, the completion of V ® is uniquely deter· 
N 
mined [55, p. 144] and will also be denoted by V ® . From here on the 
definition of the tensor product is assumed to be extended in such a 
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manner that V О is always a Hilbert space. 
Note^ 
Interpreting a tensor product of functions as a product function in the 
2 3 N 2 3N 
ordinary sense, the Hilbert space L (R ) ® is imbedded in L (R ). It 
can be proved that: 
L'tR3) ® N = L 2(R 3 N). 
(See ref. 55, p. 144) . 
Definition^ 
Let ν be an arbitrary fixed vector in the linear space V. The set 
{av | all a G с} 
is a ray in V. 
After having introduced this necessary mathematical terminology we 
are now ready to introduce a physics postulate. 
Postulate. 
The state of a system consisting of N identical particles of spin σ is 
uniquely characterized by a ray in the Hilbert space: 
X= L 2(R 3 N) β (L2(s) ® N ) . 
Here: 
ι 3N 
L (R ) is the spatial Hilbert space of square integrable functions on 
R 3 N. 
L2 (s) is the spin Hilbert space of dimension 2σ+1. 
Notes. 
1. Instead of considering rays it is customary to take a representativi 
of the ray by normalizing the state to unity. Even so a phase facto; 
of absolute magnitude 1 is left unspecified. 
2. The system Hilbert space can be written as the tensor product of 
particle Hilbert spaces: 
i ve/ 
K = [ L 2 ( R 3 ) β L 2 ( s ) ] ®N . 
„3N 3. A vector in L2 (R ) w i l l be w r i t t e n as Ф(г) with 
-*•-*•-*• ->-,-- 3N 2 N 
r = ( г . , г . , . . . , r ) t R . Analogously a vector in L (s) ® 
w r i t t e n as Θ ( s . , s,,, . . . , s ) , where s. i s the spin coordinati 
1 ¿ Ν 1 
p a r t i c l e i , i = 1, . . . , N. 
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4. Note that L·2 (F? ) ® L (s) is isomorphic with the space of (2σ+1 )-compo­
nent spinors (ref. 4, p. 192). This isomorphism also preserves inner 
products. So, the postulate above is equivalent to one which expresses 
that a state is characterized by a ray in a tensor product of the 
Hilbert spaces of (2σ+1)-component spinors. 
5. Although every state of a system is characterized by a ray in a Hilbert 
space, the converse is not true; that is, not every ray in a Hilbert 
space, associated with a system, represents a realizable state of this 
system. 
6 2 Symmetry of N-particle systems 
Before turning our attention to systems consisting of N identical par­
ticles, we first review briefly the case of one particle. 
Definitions. 
1. The set of all unitary and antiumtary operators [4, p. 203] on an n-
dimensional space is denoted by U— (n). It is easy to show that U— (n) 
forms a group. 
2. Let V = V φ V . The set of all unitary and antiumtary operators on 
η щ П2 
W that leave both V and V invariant is denoted by U— (ni ) χ U—(пг ) . 
ГЦ nj 
This s e t forms a group. 
Consider a o n e - p a r t i c l e system with conf igurat ion space IT and 
Hamiltonian h(r) , r £ R3 . Assume t h a t L2 (R ) i s completely decomposed i n t o 
eigenspaces of h ( r ) : 
h(r) ' ε , к > = e |ε , к ) , ι = 1, 2, . . . ; к = 1, . . . , η . 
1 1 1 ' 1 1 1 1 
Неге к runs over the degenerate states of energy ε . In this equation as 
in the rest of this chapter, it is ignored that part of the spectrum of 
*" 2 3 "*" 
h(r) may be continuous. All operators on L (R ) that commute with h(r) and 
that are either unitary or antiumtary form a group G · the full commu-
tator group of h(r). Knowirg the degeneracies η , ι = 1, 2, ..., of h (r), 
it can easily be derived [ 57] that 
G, = U^(ni ) χ и^іпг) x Ц^Спэ) x ... h 
And so each eigenspace of h(r) is invariant and irreducible under & . 
Clearly the full commutator group of h(r) lacks physical meaning and is 
10] 
not helpful in any way to the simplification of practical calculations. 
The group is only known after all degeneracies of h(r) have been given and 
hence cannot contribute to an a priori knowledge of the splitting of 
energy levels. 
However, if physical arguments, e.g. of geometric or Lie algebraic 
nature, make it possible to find subgroups of G , then group theory will 
f f become useful. If a subgroup of G, can be found that shares with G, all 
h h 
the irreps carried by I? (K*), or in other words if a subgroup can be found 
-+-
that predicts the spectrum of h(r), then group theory contributes to the 
solution of quantum mechanical problems in the maximal possible way. In 
general G can have several such spectrum predicting subgroups, the 
smallest of these will be called the symmetry group of h(r), denoted by G . 
Simple geometric arguments enable us almost always to define at least 
f ι -*• 
one physically meaningful subgroup of G : the invariance group & of h(r). 
This group is associated with the maximal group of isometric operators on 
P? that leave h(r) invariant. (See e.g. ref. 4, p. 214 for the association 
of a Hilbert space operator with an FT operator). Since isometric opera­
tors on R3 give rise to unitary Hilbert space operators and since the ele­
ments of G commute with h (r) [4, p. 214] , it follows that the invariance 
group is a subgroup of G . Also, because the eigenspaces of h(r) are stable 
under G , it follows that the invariance group is a (proper or improper) 
subgroup of the symmetry group. 
Example. 
To illustrate these points we consider the hydrogen atom. The energy levels 
are labelled by η = 1, 2, ..., the n-th level is n2-fold degenerate, and 
so the full commutator group is U—((1) ) χ ϋ—((2)")x ... . It has been 
found by Fock [58] that the 4-аітепзіопа1 rotation-reflection group 0(4) 
predicts the (discrete part of the) spectrum of the Η-atom, and so 0(4) is 
the symmetry group. Finally, the invariance group is 0(3) (this group does 
of course not predict the degeneracy of levels with the same n- but differ­
ent i.-quantum numbers) . Summarizing: 
ϋ±(1) x иІ(4) x υ^(9) x .. . Э 0(4) Э 0(3) . 
In this discussion of one-particle symmetry the definition of the 
- > • 
symmetry group of the Hamiltoman h(r) lacked preciseness; and indeed one 
s 
can only be assured that G really predicts the spectrum when this is known 
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completely. In most of the few cases where the spectrum is known exactly 
one finds degeneracies that are higher than those that can be expected on 
the grounds of the invariance group alone. Besides the Η-atom, other well-
known cases showing "hidden" symmetry are the 3-dimensional harmonic 
oscillator and the spherical top [ 59] . Also many model Hamiltonians have 
this feature [ 60] . 
Nevertheless, the one particle symmetry group G, is assumed to be 
h 
known in the now following discussion of N-particle symmetry. 
Definition^ 
Consider a system of N identical particles with Hamiltonian 
Ν N 
H = Σ h(i) + Σ Μι,]) 
1=1 1<з 
acting on the Hilbert space JC. Let G be the symmetry group of h(i) , and 
s 
let G, be the maximal (proper or improper) subgroup of G which is such 
that the elements of the N-fold inner direct product group (sec. 1.4.2) 
[ G.] commute with H. The symmetry group G of H is defined by: 
G H E [ G h l N ® S N ' 
where S permutes the spatial and spin coordinates of the particles, i.e. 
the particle labels. 
Notes. 
1. The elements of [ G, ] commute with those of S : this justifies the use 
η N 
of the direct product symbol in the definition of G . 
H 
2. Elements of G are unitary or antiumtary. This follows because the H g 
elements of З
жт
 are unitary and the elements of G, are either unitary 
N h 
or antiumtary. 
3. Umtanty or antiumtanty of an element U £ G assures that the trans-
H 
formed eigenstates U|E > of H cannot be distinguished by any measurement 
from the original states |E ) . 
4. The symmetry group G contains operators which effect the same symmetry 
H 
transformation on each particle separately, followed by a permutation 
of the identical particles among themselves. (Such a permutation is 
evidently an N-particle symmetry operator). 
5. The occurrence of an inner direct product in the definition of G is 
necessary if we wish to interpret the elements of Lie algebras of 
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symmetry groups as observables. For if this specific form of G were 
not stipulated we would be led to consider Lie algebras of outer direct 
product (or perhaps even larger) groups. The elements of such algebras 
do not commute with S , so they either do not correspond to observables, 
N 
or they can distinguish between the different particles in contradiction 
with the assumption that they are identical. 
6. The symmetry group G may or may not be identical with [ G ] ® S . A 
spinless N-electron atom yields an example of a proper imbedding· the 
г ι N N-electron symmetry group is S ® I 0(3)) , while the one-particle sym-
N 
metry group is 0(4). The appearance of 0(3) rather than 0(4) in the 
inner product is due to the presence of electron-electron interaction 
terms in H. In general, the interaction term h(i,]) may or may not lead 
s 
to a symmetry group m which G is a proper subgroup of G . 
The following postulate gives G quantum mechanical meaning. 
H 
Irreducibility Postulate. 
The eigenstates of H belonging to the same eigenvalue of H carry an irrep 
of G H. 
Knowledge of G and its Hilbert space irreps enables the prediction 
H 
of a good deal about the spectral decomposition of H. All degeneracies can 
be predicted and labelled. The transformation properties of the eigenstates 
of H can be derived, even if the states themselves are not known. From 
these one can derive e.g. selection rules, and rules to describe the 
splittings of levels in perturbing fields, etc. All this and much more has 
been worked out in detail in many text books on group theory. So, we forgo 
any discussion about these general aspects of the irreducibility postulate. 
The symmetry group G is a direct product of the two commuting groups 
[ G. ] and S . To obtain a decomposition of the system Hilbert space 
ÏC= [L2(R3) β L2 (s)] ® N 
under G one can use this fact by proceeding in the following manner 
H 
(ι) First decompose 3f into irreducible S -carrier spaces. All elements 
transforming according to the k-th row of the irrep Ι λΐ span a space 
3C С JC. This space is invariant under [ G ] . (Apply, to prove this, 
Schur's lemma in the manner of the proof given in sec. 1.2.3) . 
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(il) Decompose the spaces К , к = 1, .. .
 f f. , under IG.) , applying 
within each space the same basis transformation. 
Let 
(λ,μ) ,- [\] 
к,ρ 
3ΓΛ' ' С Ж' 
carry the representation (у) of [ GL] . The index ρ labels the multiple 
[ λ] 
occurrence of (μ) in 3C . It now immediately follows that 
Ρ - ^  к,р 
carries an irrep of G„ Ξ S„ ® [ G. ] . H Ν η 
If one would wish to arrive at a complete decomposition of JC into 
eigenspaces of H, then this is as far as group theory can go. To obtain a 
complete spectral decomposition of H one can continue as follows: Take 
from every space V ' , ρ = 1, 2, ..., the basis element that transforms 
to the same row of the irrep (λ,μ) of G , say the q-th row. The set: 
H 
{|[λ] , (μ), q, ρ > Ι ρ = 1, 2, ...} 
then spans a subspace of Jf invariant under H. Diagonalize Η over this set. 
The irreducibility postulate states that no eigenvalue of Η occurs more 
than once in this space, and so these eigenvalues may replace ρ to index 
uniquely the basis vectors. The index q labels the degenerate states. 
The preceding discussion exhibits that the eigenstates of Η are la­
belled by (u) and [λ] . The following postulate, however, shows that (λ] 
is superfluous for physically realizable states. 
Pauli Postulate. 
Only states belonging to one-dimensional irreps of S are physically 
realizable. Systems of identical particles with integral spin belong to 
the symmetric representation, systems of identical particles with half-
integral spin belong to the antisymmetric representation. 
Notes. 
1. The Pauli principle has essentially the form of a superselection rule 
[61, p. 32], with for instance the Hermitean class sum operators of S 
N 
(which are non-observable constants of motion), playing the rôle of 
superselection operators. 
2. The link between spin and permutation symmetry, here introduced as a 
IOS 
postulate, has been shown by Pauli [ 62] to be unavoidable in a consis­
tent quantum field theory. 
3. The Pauli postulate can be replaced by another postulate, viz. the 
permutations of identical particles cannot be observed. See ref. 63 
for a discussion of this alternative. 
6 3. A model for N-electron systems 
In this section some restrictions and approximations will be introduced 
leading to a widely used model for N-electron systems. 
One of the assumptions defining this model is: 
Ml. There are no spin-dependent contributions to the energy. Consequently 
the Hamiltonian has the form: 
H = H (г) ® 1 (s) , 
-+ 2 _з Ν -*• 
where Η (r) is an energy operator on L (FT ) <8> and 1 (s) is the unit 
2 N 
operator on L (s) ® . 
Notes. 
1. From here on we will ignore that Η may have antiunitary symmetry oper­
ators. This non-essential simplification is introduced as it would go 
beyond the scope of this work to explain where the presence of anti-
unitary symmetry operators causes doubling of degeneracies. See ref. 4 
for a careful discussion of the cases where this occurs. 
2. The assumption Ml and the simplification introduced in the foregoing 
note imply that the symmetry group G has the form: 
H 
С„ = [с' Г ) & SU(2)]N ® S„ , 
Η η Ν 
where G, ® SU (2) is a subgroup of the one-particle space-spin symmetry 
h 
group G , introduced in the foregoing section. SU(2) arises here be­
cause every unitary operator on the 2-dimensional space L (s) commutes 
with the one-electron part of H. It has been pointed out in sec. 1.4.6 
that it makes no difference whether we consider U(2) or SU(2). Accord­
ing to common practice we have chosen the group with the smallest number 
of parameters. 
The second assumption is m general a rather strong approximation, but 
is usually necessary.for calculations on systems with more than one electron 
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and other systems where the Schrödinger equation cannot be solved exactly. 
M2a. The Hilbert space TC of the model system is finite dimensional: 
M 
К = V ® (L2 (s) ® N) , 
M m 
2 3 N 
where V is an appropriately chosen m-dimensional subspace of L (R ). 
This assumption can be formulated alternatively thus: 
M2b. Replace everywhere the unit operator on Jf by the projector onto 3f . 
Let |k>, k = 1, 2, ..., » b e an orthonormal basis of Jf, and let the 
ir N 
first M vectors span Jt , M = m x 2 . The assumption M2b then reads: 
M 
M 
I, = ΐ |k )<k| ^ 1 = Г |k )<k| . 
k=l и k=l 
We obtain a representation Q of an observable Q in the following manner: 
M 
M 
^
 Ξ 1
„ ^ ^ ^
 1
M ^
 1
м
= Σ
 I ^ X H Q U X M = QM. 
кД=1 
The homomorphism condition for the multiplication of observables is only 
approximately fulfilled: 
M M M м ш д а м м м м м M M 
So strictly speaking Q is not a representation of Q. 
t t 
Further it is easy to show that 0 = 0 implies Q . = 0 . 
M M 
In practical calculations one often solves the eigenvalue problem of H 
M 
in order to obtain approximations to eigenstates of the exact Hamiltonian H. 
The following theorem provides a theoretical foundation for this procedure. 
Theorem. 
Let the following eigenvalue equations hold: 
Then· 
(ι) lim E = E , and the sequence {E |м = 1 , 2 , . . .} is monotomcally 
decreasing. 
dl) lim [ ¡EJI"1) - !Ek > | = 0 . 
M-Ho 
Proof. First replace the eigenvalue equations by variational equations 
and then invoke the variational principle. See ref. 64, p. 415 ff. for the 
details of the proof. 
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How good an approximation one gets by diagonalizing H is solely de-
M 
termined by the choice of the model Hilbert space 3C . This choice has been 
M 
the sub]ect of many computational experiments. In these experiments one 
nearly always chooses 5f to be of the form. 
M 
JC = [V ® L2(s)] ® N, 
Μ η 
where V is an n-dimensional subspace of the one-particle Hilbert space 
(orbital space) L (Br). Of course V must satisfy some basic requirements. 
η 
For instance it must belong to the domain of the observables of interest. 
Thus, in order to be able to compute the kinetic energy of the electrons, 
the elements of V must be at least twice differentiable. If, for instance, 
η 
the eigenstates of Η have to reflect the symmetry of the exact solutions, 
( Ί 
V must be invariant under the one-particle symmetry group G , etc. 
A model which uses a tensor product of finite-dimensional orbital 
spaces as the system Hilbert space is often called a multi-configuration 
model. Examples are provided by such well-known quantum chemical methods 
as the "limited" configuration interaction method or the "full" configura­
tion interaction method. In both cases V is spanned by self-consistent 
η 
field molecular orbitais; in the limited case only part of the basis of JC 
M 
is employed, whereas in full configuration interaction the complete basis 
of JL· is used. Also the valence bond method (V is spanned by atomic 
orbitals) and the multi-configuration self-consistent field method 
(orbitals and N-electron states are optimized simultaneously) belong to 
the category of multi-configuration methods. 
From here on we will only consider model Hilbert spaces of the form 
just introduced: 
JC = [ ν ® L2 (s) ] 
η η 
,Ν 
Let Η be a spin-free operator on this space, it is then easy to show that: 
M 
н„ = a (r) ® ι (s), 
M M 
-* Ν •* 
where Η (r) is an energy operator on V ® and 1(s) is the unit operator 
Μ η 
on the spin space. H (r) contains the coordinates of the N identical elec-
M 
trons constituting the system and commutes with all operators permuting 
these coordinates, so H (r) is bisymmetnc. In sec. 1.4.5 it has been 
M
 N 
proved that the algebra of bisymmetnc operators on V ® is generated by 
A([GL(n)] ) , therefore H (r) is expressible as a polynomial in the genera-
M 
tors of this algebra. The following formula, in this form due to Matsen 
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[ 25] , gives th is re lat ion e x p l i c i t l y : 
η N 
H„(?) = Σ H U , [ Σ E 1 3 (к)] + 
M
 i , j = l ^ к=1 
η η ._. Ν Ν 
+ h Σ Σ Η 1 ' [ Σ E l p ( k ) E34U) -S Е Е Ч ( к ) ] . 
1 / Э = 1 p,q=l
 1 ; | ; Р Ч
к Д = 1 " к=1 
То explain the meaning of the symbols we sketch part of the derivation. 
Let V be spanned by the orthogonal basis {|i)|i=l, ...,n}, and let 
η ' 
the spatial part of the exact Hamiltoman be: 
H(?) = ?H ( 1 )(Î k, +>, I {H(2)(?k,?.) - 6 k н ( 2 )(?
к
.?,}. 
k=l кД=1 
N Write the unit operator on V ® as: 
where |ij ij ... iN > stands for |ij > ® 112 ) ® ... ® |iN ) . 
Then the one-particle part becomes: 
HM 1 ) ( Í ) - lK Htl)(î) \ = Σ t( ΐ Ι ί 1 > <
1
ΐ Ι
) ® ( Σ : |ι2><ι2|) β ··· 
к=1 ι1=1 ι2=1 
. . . ® ( ς ς U k > < - k | H ( 1 ) b k > < D k | ) »...«( Σ U N > < i N | ) } = 
η Ν η Ν 
Σ H U ,[ Σ 1 ® 1 ® ...® ( |ι )(D|) ®...® 1]= Σ Н^Ч Σ E1:,(k)] 
1,3=1 1 3 к=1 .-— •— ι,3=1 •' к=1 
k-th position J 
We have used: 
< ih > = δ 
' 13 
Σ |ι ><ι| =1 
1=1 
and: 
E 1 3 (k) Ξ 1 ® 1 ® .. . ® 11 ) ( j | ® ... ® 1. 
Clearly the operator |i >(з| has the matrix E^  , defined in sec. 1.2.2 as a 
basis element of the algebra AL(n,C), which is the Lie algebra of GL(n), as 
we have seen in sec. 1.3.2. In sec. 1.4.3 it has been exhibited that 
A([GL(n)] ) is spanned by elements of the form: 
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Ν 
Σ Ε
1 3(к). 
к=1 
Hence the one-electron part of Η (r) is a linear function of the genera­
li 
tors of the Lie algebra of [GL(n)] . 
In exactly the same way one proceeds for the two-electron part of 
•* (2) ι 1 ι H, (r). Defining: Η = <ιη pq > one gets the final result. Note 
that the two-electron part is a second order polynomial in the generators 
of A([GL(n)] ) . The fact that H (r) is such a simple expression follows 
M 
from the fact that the basis of V was taken to be orthogonal. 
The model operator H (r) being bisymmetnc has also the interesting 
consequence that GL(n) is a dynamical group of the model system. 
Definition. 
A dynamical group of a system is a Lie group with a Lie algebra containing 
sufficient generators to express the Harailtoman of the system as a function 
of the generators. 
Well-known systems with a dynamical group are the three-dimensional 
harmonic oscillator [13, ch. 10] and the hydrogen atom [65] . In these two 
cases the dynamical group happens to be also the symmetry group of the 
system. This has the interesting consequence that the eigenvalues and eigen­
vectors of these systems can be determined from group theoretical arguments 
alone, without ever having to solve the Schrôdinger equation explicitly. 
To exhibit how the knowledge can help us that GL(n) is a dynamical 
N group (not a symmetry group!) of our model system,we assume that V ® has 
been decomposed into orthogonal irreducible GL(n)-carrier spaces. Assemble 
again all basis vectors carrying the irrep <λ> in one array. 
*ln
 л 
<λ> 
11 
<λ> 
21 ' ' · 
Φ 12 
,<λ> .<λ> 
w
 f
ur<x> 
By definition the rows span identical irreps of GL(n). (From the result of 
sec. 1.4.6 it follows that the columns span identical irreps of S ). Each 
row spans also an irrep of the algebra of bisymmetnc operators (sec. 1.4.5) 
UO 
and is hence invariant under H (r). Since the different rows are orthogonal, 
M
 + 
the spaces are non-interacting under H (r), and so this model operator can 
M 
be diagonalized within each row separately. If we know the explicit repre-
sentation of the generators of GL(n) carried by the subspaces, we can also 
write down the explicit representation of the model Harailtonian on basis 
of each of the rows. This is the approach to the multi-configuration prob-
lem described m réf. 34 and 35. 
Notes^ 
1. We are not yet in a position to consider which irreducible representa-
tions of GL(n) are physically realizable. This will be discussed in the 
next section, where we will find that only irreps with not more than 
(2σ+1) columns are allowed for half-integral σ. 
2. Although, as we have seen, the labelling of eigenstates of Η according 
to irreps of S is superfluous since only antisymmetric representations 
N 
of S are physically realizable, the labelling according to irreps of 
(r) 
S , the permutation group acting on spatial coordinates alone, is non-
tn v i a l . This justifies the attention paid to the representation theory 
of S in the preceding chapter. 
3. Much work [31, 53, 54] has been done to generalize the Wigner-Eckart 
theorem, so that the matrix elements of the raising and lowering opera­
tors E can be expressed in terms of the vector coupling coefficients 
of GL(n). This seems a promising approach to the N-electron problem. 
6 4 Symmetry restrictions imposed by spin 
In this section the same physical model will be considered as m the pre­
ceding section, but in a somewhat different manner. Whereas in the second 
part of the foregoing section the attention was restricted to the spatial 
- * • _ " * • " * • 
part H,(r) of the total spin-free Hamiltoman H = H (r) ® 1 (s) , and 
M M M 
accordingly only the spatial part of the model Hilbert space was considered, 
spin will remain included in the derivations presented subsequently. This 
will enable us to show that, although spin does not contribute to the 
dynamics of the model system, it still plays an important rôle by imposing 
certain symmetry restrictions. In particular we will be able to identify 
(r) 
the physically realizable irreps of S , 
N 
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For the following exposition the spatial one-particle symmetry is in­
essential; for reasons of clarity we assume it to be absent. The symmetry 
group of the system is then: 
G^ = [l(r)] N® [SU(2)] N® s„, 
Η N 
where 1(r) is the unit operator on L (FT). Since group theory states that 
inequivalent irreducible carrier spaces of the symmetry group are non-
interacting under the Hamiltonian of the system, we do not introduce an 
extra approximation, when H is diagonalized with respect to a basis of an 
M 
irreducible subspace of the model Hilbert space 
3C = (v ® N) ® (I? (s) ® N) . 
Μ η 
2 Ν 
To construct such a basis we first adapt L (s) ® to SU(2) and then adapt 
the whole spatial-spin Hilbert space to S ; that is, we subsequently anti-
symmetnze. 
In the foregoing chapters it has been discussed how to adapt a tensor 
product space to SU(n). We recapitulate the main findings, specialized to 
spin space : 
2 N 
- L (s) ® can be decomposed employing Lie algebraic techniques, e.g. 
ladder operators or vector coupling (sec. 1.4.7). This decomposition 
(s) 
under Λ(SU(2)) induces a complete decomposition under S , the permuta-
N 
tion group acting on the spin coordinates (sec. 1.4.6). 
2 N (s) 
- Alternatively, L (s) ® can be decomposed under S . This induces a 
decomposition into irreducible SU(2)-carrier spaces (sec. 1.5.5 and 
1.5.6) . 
- Each irreducible SU (2)-carrier space V in L2 (s) ® can be labelled by 
a partition <λ> of N. 
<λ> 
- Each space V occurs f, ι times, where ft •. is the dimension of the 
corresponding irrep [ λ] of S 
<λ> <λ> 
- The direct sum V Θ ... θ V (f, , terms) is a maximal eigenspace 
of the Casimir operator S2 , and belongs to eigenvalue S(S+1). So this 
space may be labelled alternatively by the spin quantum number S (sec. 
1.4.7) . 
- Since L (s) is 2-dimensional, only irreps with not more than two rows 
are afforded by this Hilbert space (sec. 1.5.5). 
- Each weight (uniquely characterized by an eigenvalue of S ) occurs once 
<λ>
 Z 
in V , for only one standard Weyl-Rumer or Gelfand tensor can be asso­
ciated with a certain weight (sec. 1.5.5 and 1.5.6). 
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It remains to associate the spin quantum number S defined by: 
S 20 < X >(s 1 s) = S(S + l)0 < X >(s 1, ..., s j 
I N I N 
with the corresponding partition <λ>. 
From angular momentum theory [ ref. 17, sec. 2.3] it is known that an eigen-
_2 <λ> 
space of S^  with quantum number S is (2S+1)-dimensional. A subspace V 
with Young diagram: 
<λ>: 
^(N-p) 
is (p+1)-dimensional. (Apply to prove this formula (14) given in ref. 51). 
Comparison of dimensions shows that ρ = 2S, so S corresponds to 
<"jN + S, 'sN - S>. 
Notes. 
1. The irreducibility postulate states: "Diagonalization of a spin-free 
Hamilton operator H = H(r) ® 1(s) induces a decomposition of the spin 
part of the Hilbert space into irreducible SU(2)-carrier spaces. Each 
SU(2)-carrier space belongs to one eigenvalue of H." (Therefore the 
dimension of such carrier spaces is called the "spin degeneracy" of 
the state). This group theoretical statement is equivalent to the 
quantum mechanical assertion: "The eigenstates of a spin-free Hamiltonian 
H are simultaneously eigenstates of the constants of motion S^  and S . 
The spin-degenerate states are connected via ladder operators." 
2. At this point it may seem surprising that the spin Hilbert space 
2 N 
L (s) ® will be decomposed by diagonalization of H, for H has the unit 
operator as its spin part. Subsequently we will see that the adaptation 
of 7C to S.. is responsible for this effect. 
Μ N 
3. It is transparent how to generalize the theory to arbitrary spin σ. The 
Hilbert space is in general (2σ+1)-dimensional, the spin symmetry group 
is in general SU(2a+l) and the maximum number of rows allowed in the 
Young diagram is then (2σ+1). 
The next step in the adaptation of the model Hilbert space 
чл N ? N 
У Ξ (V ® ) ® (L2 (s) ® ) 
Μ η 
to the symmetry group G is the projection onto the antisymmetric subspace 
of К. Doing this we will obviously profit by L2(s) ® already being 
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decomposed under SU(2), and hence under S 
At this point the choice must be made which of the possible bases of 
2 N 
L (s) ® is to be considered. Because the actual computations, reported 
on in the second half of this thesis, were performed on a basis of Weyl-
Rumer tensors, we proceed in that representation. (See e.g. ref. 66 or 
ref. 15 for the corresponding derivations in terms of Gelfand tensors). 
As we will see, the NP-structure matrix X (defined in sec. 1.5.1) 
will arise in the derivation below. It seems that the relevance of this ma­
trix for the antisymmetrization problem has not been recognized before. 
In the following theorem the operators on JC are all factorized into 
two factors, the first acting on V ® and the second on L (s) ® . The 
antisymmetrizer A reads in this notation: 
A = Ι/Ν: Σ ζ P O P . 
S
N ~ 
pes., p 
Theorem. 
where : 
£lx] 
r=l 
γι- is the Young unit belonging to the standard tableaux iL and T^ - , 
J λ] J λ] г к 
the associated tableaux of τ and τ. , respectively. 
[λ] [λ] r _[ λ] [λ] 
τ. is the parity of σ , the permutation which converts Γ into Τ 
g^ 1 = t
 η
[ λ 1
 γ
1
.*
1
 (a natural unit). 
ri. Г] ji 
η . is the (r,j)-element of the matrix ОТ ) defined in sec. 1.5.1. 
Proof. 
A d β Y [ ^ ) = l/NI Σ ζ Ρ ® ( P Y [ ^ ) = 1/N! Ι ζ Ρ ® (Σ
 Τ
ϋ
[ λ 1 ( Ρ ) . . Τ.) ) k£ ^ ρ k*
 reSN Ρ i L Dk ;,* 
R e c a l l ( s e c . 1 .5 .1 ) t h a t 
^(Pr^V'H^V' 
l i— — — 
where U ^р"І)ъ.о i s t h e coefficient of p"1 in Y . It can be seen from 
the definition of σ (Ρ) that: 
ς
 υ
1 λ 1 ( ρ - · 4 - ^ ^ » ( P ) . , . 
ρ kr kr гк 
and so: 
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Ad β ^ 1 ) = 1/Ν: Ζλ τ^( Ε ϋ[Χ1 (Ρ) Ρ)
 9 ( [ \ [ * γΙ*!) -
r=l PGS M J=\
 J J 
N 
.kr rk , Г] ]£ 
r=l ]=1 J J 
Notes^ 
1. This theorem shows that the adaptation of spin space to SU(2) by the 
Young unit Y , followed by the antisymmetnzation of JC , can also be 
performed in the following manner: 
(i) Adapt V n ® N to S^r) by Yjk , f = 1, ... , f г ^ , . 
(li) Adapt L2 (s) ® to SU (2) , using the natural units g . This gives 
(s) 
also adaptation to S 
(in) Form linear combinations of the tensors so constructed. This 
amounts to the construction of the Clebsch-Gordon series 
[X] ® [λ] + S„ associated with the restriction of S„ ® S„ to N NN 
V 
So, adaptation of the spin Hilbert space to SU(2) imposes, in coopera-
(r) tion with antisymmetnzation, S -symmetry on the spatial part of the 
wavefunction. See e.g. ref. 63 for a discussion of some of the physical 
consequences of this observation. 
2. In the preceding section it has been shown that diagonalization of 
•* N 
H. (r) on V ® decomposes this space into irreducible GL(n)-carrier 
spaces and hence, in the absence of spatial symmetry, to S . Using: 
and the theorem above it follows that the eigenstates of 
Η Ξ н (г) ® 1 (s) are adapted to S., and SU (2)-symmetry, i.e. they are 
M M N 
eigenfunctions of S . So, antisymmetnzation ensures that SU (2)-symmetry 
does not violate the irreducibility postulate. In more general terms 
it is the presence of S in the definition of G that takes care that 
the irreducibility postulate is not violated,even in the case of a spin-
free Hamiltoman. 
(s) 
3. Since irreps [λ] of S with more than (2σ+1) rows are not afforded by 
2 N 
a general spin Hilbert space L (s) ® , it follows from the theorem 
above that the only physically realizable states of spin σ fermions are 
those with not more than (2σ+1) columns in their Young diagrams. 
IIS 
6 5 A note on the calculation of matrix elements 
The main purpose of this review: the presentation of a self-contained 
account of the group theoretical properties of N-particle systems has at 
this point been fulfilled. The second stage in a consistent and logical 
treatment of such systems would be the calculation of matrix elements, 
employing to this end all the simplifications that group theory can offer. 
A discussion in the manner of the preceding chapters would certainly 
require more pages than the foregoing exposition. Also, this problem is 
still the subject of much current research, and therefore it would go 
far beyond the scope of this thesis to give an account including such 
exciting new developments as for example the use of double cosets in S 
or U(n)-shift operators for the evaluation of matrix elements. 
In this section we will just briefly mention some of the existing 
methods. 
If one wishes to employ the Gelfand basis a possible approach is from 
the side of AtGLtn)), writing the model Hamiltonian m terms of the gener­
ators of this Lie algebra (sec. 1.6.3). One then calculates the matrix 
elements of the generators in this basis [34, 35]. Alternatively, one can 
use permutation group techniques, reducing the group theoretical part of 
the problem to the calculation of spin-free fractional parentage coeffi­
cients. This has been worked out in detail in ref. 67. Both methods ulti­
mately end up with having to calculate 3n-] symbols of SU(2). (See also 
ref. 68 for a discussion of the permutation group method). 
Using the Weyl-Rumer basis, consisting of canonical valence bond 
functions, which in our terminology are called "NP-projected tensors 
characterized by standard index tableaux" (sec. 1.5.5), one can proceed 
in two different ways: "spin-free" or "conventional". To explain the dif­
ference we need the following theorem. 
Theorem. 
( Α ( Φ · ® γ [ λ 1 ο ) | н | Α ( Φ ® Y t x l o ) > = с τ [ λ 1 ( Y ' Î V IHI Υ Φ Φ ) , 
]g ' ' ig i] аз ' ' ai 
where: a, 1 <^  a <^  f, , , is arbitrary; 
С is a constant which vanishes after normalization; 
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[ λ1 ,-ν, ^ e ί λ 1 
τ i s the p a r i t y of σ ; 
Φ, Φ' e ι? (1^ ) ® ; 
0 ε L2 (s) ® is chosen such that TT 0 and τ 0 are represented by 
Dg ig 
a standard index tableau. 
Proof^ (Suppress [ λ] , put a tilde over the operator to denote association). 
First we show. 
t t 
Y, „ Y = С, Y . Υ , 
кЯ pq кр al aq 
where с is a scalar independent of I and q and a is arbitrary. Write: 
Y. .Y = Ρ.Ν.σ„.σ Ν Ρ (definition) ki pq I i Як pq q q 
= c', Ρ.Ν„σ„ Ρ (Von Neumann's theorem [36, p. 18] ) 
кр Я Я iq q 
=
(c
ν
0
ν hw^ (because <= 0 w 
"
 С
кр
Р
я яа
а
аЯ
а
Я
Ч
 д
 ((,ia0al = ( 1 )' Ckp " ^ к р ^ Я 1 
кр аЯ aq 
Using the theorem of the foregoing section, the matrix element becomes: 
(
^
) 2
 Л Л
 Т
Ч
Т
РЛЛЯ< V ' | н | * р 1 ф > < V > Yqg 0 > 
Using: 
к] pi kb b] pb bi kb bp ib bj kp ij 
.* - -f -
Y
r
-Y~- = er-Y -Υ
 Ύ kj pi kp a] ai 
we get the matrix element: 
τ <Ϋ -φ' ІНІ Ϋ ,φ )[ ¿г-)2 Σ Σ τ . c--n, η < Υ„ 0 Ι Υ 0 >] 
ΐ]Ν ay ' ' ai* Ν! кр кр'кЯ pqN Яд ' qg 
The expression between square brackets is independent of a, I and 3, call 
it С and the theorem has been proved. 
and: 
Notes. 
1. This theorem gives a relation for all matrix elements which do not 
vanish because of symmetry reasons, for recall: 
- Y С and Y 0 are of definite weight (i.e. are eigenfunctions of S ) 
Dg ig ζ 
- Each weight occurs only once in <λ>. 
- Vectors of different weight are orthogonal. 
- Vectors belonging to different <λ> are orthogonal. 
- The spin part of Η is the unit operator. 
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Hence all other matrix elements of H are zero. 
2. The spin-dependent eigenvalue problem gives the same result as the spin-
free eigenvalue problem defined in the space: 
V < X > E Y1*1 (V ® N) 
a aa η 
for arbitrary a, 1 _< a <_ f, , . The basis of this space consists of Weyl-
Rumer tensors of the NP-type (sec. 1.5.5). 
The "conventional" way of calculating matrix elements proceeds by 
evaluating the antisymnetrizers in the left hand side of the expression in 
the theorem above. This yields: 
ζ ς (Φ' 1 нрΙ Φ >(γ'λ'ο |p| Υ' λ'ο > . 
Ρ зд ig 
Ν 
Pauling [69] was the first to consider the evaluation of the spin matrix 
element arising in this evaluation. Or more precisely, he considered the 
special case of eigenfunctions of S which are of the form: 
(aS - ßa) (aß - ßa) ... (aß - ßa) . 
These functions are obtained by the action of the Young unit belonging to 
the tableau: 
onto the function: 
<aB) (aß) ... (aß). 
Clearly these projected functions have the eigenvalue S(S+1) = 0. Pauling 
imposed the Rumer diagram of the bra on the Rumer diagram of the permuted 
ket. This gives a superposition pattern, the analysis of which enables the 
formulation of very simple rules for the calculation of the spin matrix 
elements. Pauling's method has been extended to general spin multiplicities 
by, among others. Reeves [38] , Cooper and McWeeny [39] and Sutcliffe [40] . 
Reeves published his results in the form of a computer algorithm which 
forms an important part of our programs. The reader is referred to the 
work of Van Berkel [47] , who, following the Cooper and 'IcWeeny paper, has 
described in detail the calculation of the spin matrix elements and the 
manner in which Reeves' algorithm has been implemented in our programs. 
The "spin-free" method on the other hand starts working on the right 
hand side of the expression in the theorem above. This yields: 
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(Ф' | н о Л Ь ?1) | Φ > - < Φ · | Н Р І ^ ^ Р І ^ Л 1 |Φ> Ξ Ε [ Ρ ] 1 - ? 1 <Φ· | Η Ρ | Φ ) . 
The scalars [ Ρ] ,, are sometimes called Pauling numbers [70] , they clearly 
satisfy: 
[P i l i 1 « с < ^ Х 1 О | Р | ν [ λ 1 ο > . 
31 ρ ]g ' ig 
It is possible to evaluate Pauling numbers by purely group algebraic argu­
ments, see Roël's dissertation [ 7l] . Roêl uses for the evaluation a double 
coset [68, 70] decomposition of S with respect to the normalizer [4, p. 15| 
[ X] 
of the row group R- . He then proves that all elements belonging to one 
double coset have the same Pauling number and that elements belonging to 
different double cosets have different Pauling numbers. These double co-
sets can be uniquely characterized by diagrams that are in one-to-one 
correspondence with Pauling's superposition patterns and their generaliza-
tion to arbitrary spin multiplicities. 
Notes. 
1. All that has been said in this section about the calculation of matrix 
elements of the spin-free Hamiltoman holds for other spin-free opera-
tors too. 
2. In the case of spin-dependent operators it is often advantageous to re-
duce the total Hilbert space first with respect to S.. and S„ and to 
N N 
apply the Wigner-Eckart theorem to space and spin matrix elements 
separately [72, 73]. However, not all spin-dependent operators are 
adapted to S and S , although every physical operator is of course 
symmetric under S . In ref. 74 it has been discussed how operators can 
be classified according to irreps of S and S separately. 
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Received 24 February 1970 
A short method is given for the claSRificntion of the atomic Russcll-Snunders coupling terms arising 
from an (0R conüguration consisting of η equivalent electrons. The method uses Young diagrams. 
1. INTRODUCTION 
The classification of the L- S coupling states 
of an alom or ion having more than two electrons 
outside a closed shell, is a cumbersome task If 
one uses the procedure of Slater [1]. An alterna­
tive and shorter route is presented which arrives 
at the same results. 
In order to clarify the method a brief outline 
is presented to illustrate the connection between 
the irreducible representations of the general 
linear group GL(n) and the symmetric group S^. 
Let V be an «-dimensional linear space and ^ ® ^ 
its fc-fold (contravariant) tensorial product As is 
well known [2,3], we can characterize the irre­
ducible GL(n)-subspaces of V S д, with the aid of 
Young diagrams This is so because all the part­
ners in an irreducible representation of GL(R) 
can be generated by the action of a Young projec­
tor (ref [2], ρ 102) on the basis of Vpk Let 
the Young projector КИ' be constructed from the 
ptb standard tableaux BÍM with shape [λ] Let И * ' 
operate on the tensor F i ^ . . .¡¡, e .^S £> 1 * 'ι * 
n, 1 « j s k. We can represent КІХ' Лцг . . . ¡ * 
graphically by the Young tableau that is obtained 
by replacing the digit; by the index ι, in θ 1 λ ' By 
substituting in і*' all the possible index sets 
{¿j 1 ΐ j « k, 1 « ij s и} we generate a basis set 
for an irreducible GL(n)-subspace. 
Of course, not all the (пГ tensors yield linear­
ly independent basis vectors; only those basis 
vectors are linearly independent in which the 
graphical representations satisfy the following 
two conditions: 
Supported in part by NASA University Sustaining 
Grant NGR 34-001-005 
1-1 Going from left to right in a row the in­
dices may not increase; 
1-2 Going down a column the indices must de­
crease. 
The irreducible GL(n)-spaces generated in this 
way are irreducible under the subgroups U(n) and 
SU(n) of GL(H) as well An immediate conse­
quence of these rules for eigenfunctions of the 
total spin angular momentum S 2 is that these 
functions can only be represented by Young dia­
grams of at most two rows As is easy to prove, 
the Young diagram [i(ft* s), \(k- s)] corresponds 
to a (s + l)-dimensional representation of SU(2) 
2. Z.-S COUPLING CASE 
Let us consider an atom with the electron con­
figuration (/)*. According to the Russell-Saunders 
rules we form from a product of k one-electron 
spin functions an eigenfunction Ad, . .k) of S 2 
with eigenvalue ¡ s ( ¿ s * l ) . This function can be 
represented by a Young tableau with pattern 
[¿(fe+s), г№-а)] Next we form a spatial pro­
duct ψ ( 1 , . . .k) of * orbitale with eigenvalue 1(1 * 1) 
of L 2 J 1 Ι 6 w e construct an element of the *-fold 
lensorlal product of the (2Ì+ l)-dimensional car-
rier space of the irreducible representation D"' 
of the full rotation group 0(3). If one now anti-
symmetrizcs the function ψ(1, . . * ) Й Л ( 1 , . A) 
according to the Pauli principle, one finds [4] 
that the only non-vanishing components of ^ are 
those tensors that can be represented by Young 
tableaux with the shape [ 2 1 / ! ( * - s ) , I s ] . Thus, 
the Pauli principle together with the fact that the 
atomic wavefunction ought to be an eigenfunction 
of S 2 causes the spatial part of the wavefunction 
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to belong to specific irreducible representat ion 
spaces of SU(2i + 1) As pointed out in the intro­
duction, il is very easy to write down the spatial 
wavefunctions that satisfy this s\mmetry r e s t r i c ­
tion However, since the hamilton operator con­
tains spatial e lectron-electron interaction t e r m s , 
the total fe-electron wavefunction ought to t rans­
form according to irreducible representat ions of 
the group 0(3) ^ SV(2l + 1) That means that we 
have to decompose the irreducible SU(2i + l)-sub-
spaces with respect to 0(3) It is possible, using 
a formula derived bv Goscinski and Ohrn [5], to 
find out which irreducible 0(3)-subspaces are 
contained in an irreducible SU(2/ + l)-space 
Their formula is however difficult to apph be­
cause a knowledge of the c h a r a c t e r s of all the in­
volved representat ions is required A faster wa\ 
is the following write down the possible basis 
vectors of the irreducible SU(2i * 1) space that 
corresponds to a spin multiphcitv s + 1 That i s , 
construct all the possible tensors in the Young 
tableau representat ion using the shape 
[2 1 ' i * " 4 ) i s | (aking into account the rules 1 1 
and 1-2 Tabulate these tensors according to the 
quantum number Μ ι of the г-component of the 
angular momentum From this table it is imme-
diateU clear which representations are contained 
in the SU(2/»l)-subspace 
In order to make the argument concrete the 
triplet functions of a (d) configuration are de­
rived The orbital part should transform accord­
ing to the Young tableau [2, I 2 ] , so we get t a b l e 1 . 
We see that a (dp configuration gives r i se to the 
follow mg tr iplets 
3 p 3 p 3 D 3 F 3 F 3 G з н 
One can check the total multiphciU foi the or­
bital state bv modif\ing Robinson's formula (ref 
[6| eq 3 282) to give 
. / 9+J \ / 2 г + 1 \ / 2 Ь 2 \ 
' 4 ( A + s ) * l / 4(fe + s ) / \'z(k-s)) 
In this example s 2, k 4 1-2 hence ƒ -
(3 4Ч3Ч1) - 45 This agrees with the sum of the 
multiplicities of L-states 
ƒ 2 х З - > 5 * 2 х 7 + 9 + П - 4 5 
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CLASSIFICATION OF INTERACTION OPERATORS 
WITH RESPECT TO MANY-PARTICLE PERMUTATION SYMMETRY 
A VAN DfcR AVOIRD and Ρ E S WORMfcR 
Jnslitute of Thiorcileal Chcimslr\ Um\ersit\ of\ijnicf;en The \erherlands 
Rcuvul 6 Mjrch 1972 
Two promdure* лтс developed lor (hi. (.UssilKdlton ol intcrjLtion optrjlors with rcspctl to the pcrmutjtion 
s->mim.tTy ut a mdny (\) pjrlii.le system whkh is j ncLt-ssary hrst step for deriving selection rules Гиг nutnx ele-
nKnts at spin dépendent operators over nun) partiele wavctunetions. The Hrst method based on character relations 
m Hie Symmetrie t.roup S^ r is applied to one and two partiele operators The second usint. Young diagrams is easily 
applied to the general else ol n particle interaction operators 
I Introduction 
Recently Miislier[l| has derived selection rules 
for matrix elements ol spin dependent operators over 
many electron wavclunctions only using the property 
that such operators shotild be symmetric under per 
mutations of the electrons whereas the wavcrunclions 
must tic antisymmetric The lormalism works lor 
symmetric wavcfunctions as well and, therefore ein 
bc applied to all systems containing V identical par 
tides It is based on the decomposition of the con 
tiguralion space and the spin space separately into 
sub spaces which span the irreducible representations 
of the symmetric group SN A symnielnc/anlisymme 
trie wavefunction can be written as a sum ol space 
lunclions which translorm according to the irreducible 
represent nions ol S\ each term nuilliplied bv a spin 
lunclion which is a basis vector of llie same'the associ 
ate representation [2 1| II the wavefunction is an 
eigcnluiiction ol the total spin operator S- it corre 
sponds to one specific irreducible reprcsenlation An 
analogousсчрапыоп can be made lor the symmetric 
space spin operators Aller this decomposition ol 
the waieluncM MIS and the operator malm elements 
can be calculated bv integrating снег space and spin 
coordinates scp iralelv and appK mg the Wigncr 
Lek in theorem lor the permutalion group The ic 
duccd mairix elements describe ihc dynamics ol the 
problem the 3 ; symbols contain all information re 
garding the symmetry Matrix elements are zero, by 
vanishing of all 3·/ symbols, if the threefold (inner) 
product of the irreducible representations spanned by 
the components ol the bra vector, the operator and 
the ket vector does not include the symmetric re­
presentation Since the operator only contains some 
specific irreducible representations of S^·, this results 
in certain spin selection rules between the bra vector 
and the kel-veclor ( 1) 
Methods for calculating non-vamshmg 3-/ symbols 
of the pennulation group are given by Gallup [ 4 ] , 
Sullivan l'i] ( oopcr and Mushcr [6] Inordcrtoap-
ply this procedure lor the simplification ol matrix 
elements explicitly one must find out which irre 
duuble reprcscnlalions ol S
v
 are carried by the se 
parale space and spin operators that constitule the Л' 
particle мііегасіюп operator 
( 0 One particle operalors 
{ r t ' ) | i = l , \ } 
are contained in the general interaction operator 
\ 
0] =Stf(f,)/)(o/) 
ι I 
which describes e g spin orbit coupling or the hernii 
hvperlinc interaction 
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(ii)Two-pjrlitle operjtors 
{ Д , / ) | í = l , . ^ , / = 1 , , , 1} 
occur in interactions of the type 
ν ;- ι 
0 2 = Σ Σι g(ri,r)lt(ol,o) 
They can be symmetric, J{i,i) = til ι) such is dec 
Iron electron, spin spin coupling, or jmiiymmetric 
Д;,/) = - ƒ 0 , / ) , in case ot vector torces [7] Non 
symmetric two-pjiticle operators appearing in the 
spin other-orbit coupling [8 ] , can be written as sums 
ol a symmetric and an antisymmetric part An im 
portant class ot two-particle spin operators is given 
by various eltcctive hamiltonians, symmetric il ihcy 
are ot the Heisenberg type (У), antisymmetric in 
some more extended models [ 10| 
(in) Many-parlicle operators 
{ƒ( ' . / ,* , )\N>i>i>k> > 1} 
involving inleraclions between more than two par 
deles simultaneously, are not found in any "physical" 
hamihonian Still they do arise in el fee uve interaction 
operators [ I I , 12) 
In this letter we first use the character relations in 
order to prove the decomposition ol ilie spaces 
spanned by the one particle and two-particle operators 
given by Musher [Ij and Gallup [4| We then treat 
the general case of и particle operators in the \ par 
tide Hilbert space 
2 One and two-particle operators 
(a) The one-particle operators 
O l z ) l / = l , , Λ } (1) 
carry an V dimensional (reducible) representation I | 
ol the symmetric group S\ which should be decom 
posed as a direct sum ol irreducible representations 
The character ol this "permutation representation 
Г, for a certain class of S \ is derived by acting with 
a permutation trom this class on the basis ol 1 particle 
operators The character equals (he number ol basis 
vectors mapped on itsell The class structure ot S\ is 
completely determined by the cycle structure ol the 
permutations, so that we can denote an arbitrary class 
01 pc'rimitjuons consisting ol к I cvcles /2 c) des 
ni 1-cydes etc as 
(A l,m ) = ( l * 2' V" ) , (2) 
with 
* + 2/ + Vn + = V 
II an operator I rom this class acts on the basis (I ) all 
2 cycles and Іагцег cycles interchange operators 1 adi 
1 cycle leaves one operator invariant So the character 
ot this permutation representation is 
x(V,,„ ) = * (3) 
This character must be written as a sum ol irreducible 
characters ot S\ which can be derived by an algorithm 
described m Haniermcsh 11 J | Using the partition 
notati »ι lor the irreducible representations ol S\ one 
finds ih it 
x
a ι Ή . ι 
" l = A ι 
(4) 
(5) MA / ш ι 
so that the unique decomposition ol the representa 
lion I | is given by 
Γ, = [ V | [V I I ] (6) 
(b) The two particle operators 
{ m / ) | / = l V y = l , 1 } (7) 
spana^V(\ 11 dimensional representation Let us 
again act with a pcnmilalion operator ol the arbitrary 
dassd* 2' 3'", (onal ly l i/ ) The A I clement 
parutions leave a certain III /) invariant il they ш 
dude both (/) and (/) Λ »quince ol к numbers con 
lams ik[k 1 ) dillerent pairs (//) with/>/ sol ini 
the 1 element partiuons in the ретин mon operator 
leave [kik I ) opeiators/d /) nnalterid Besides il 
we assume that the opoiators l{i /I aie all symmetric 
οι all aiitisvinmetric i'iider the transposition (//) an 
/(ι y) is lell imanani or turned into /(( y) respec 
lisdv by this tr insposition Iherelore every 2 cycle 
in the permut mon operator maps onc/(i /) on itsell 
in the SMiimelric с ise or on its negative loi anlisym 
metric operators Since all larcei oc les ncee'ssanly 
interdiange іІіеДі y) the ehaiaetersol the repiesen 
t nions spanned tu the sviumeirie and antisymnictrie 
2 particle operators are respcetiveli 
Л"' ,
 = i A < * ' · + / ( 8 ) 
128 
хім^.г**'*-
1)-'· Ρ) 
Inspecting the irreducible characters of S^ given by 
Hamermesh [ 1 3 ] . 
x'u^lW'*-1**--2^'-1' ( , 0 ) 
x&'.V^^-'X*-2)-'· <») 
we find that 
Г 2 5 у т
 =
 1 Л ' 1 Ф 1 Л ' - 1 ' , 1 Ч Л ' - 2 , 2 | , (12) 
r 2 i l n t l - [ / V - l , l ) M t f - 2 . 1 2 l . (13) 
Although possible in principle, the treatment of 
three- or more-particle operators in a similar manner 
would become very laborious. For this reason we 
sitali consider the general case of//-particle operators 
by an alternative technique, which basically is de­
rived from character relations as well [ 14). 
3. General theory 
The general problem is to find, which representa­
tions are carried by the set of all n-particle operators 
in N-particle space (1 < м <jV). Without loss of 
generality the м-particle operators are assumed to be 
symmetry adapted with respect to the permutation 
group S„, they are irreducible tensor operators which 
transform according to the representation [λ] of SH 
(i.e., the symmetric or the antisymmetric one in case 
of 2-particlc operators). If this would not be the case 
for any practical set of operators we could always ex­
pand them as linear combinations of such symmetry 
adapted operators. We denote these operators by 
{^ λ | (/
η
)Ι*=ι, · · · ,/
λ
}. (M) 
where l
n
 stands for a set of π different particle co­
ordinates (taken from the total set /д ol /V particle 
coordinates) and/
λ
 is the dimension of the irreducible 
representation [ λ ] . Special cases of this formula are 
given by the cxpressions(l) and (7). We factori/e 
the/V-parliclc Hilbert space asa Iwofold Icnsonal 
product, one factor being the space of functions on 
/„, the other one the space of functions on the set of 
coordinates which do not occur in /„. This difference 
set is denoted by l\\l
n
 This facton/ution ol the /V-
particle Hilbert space corresponds to an equivalent 
faeton/mg of the operators on this space. So we write 
the operators/] λ ' (l
n
) in У -parlicle space as: 
where 1(/
л
,\/
п
) stands for the identity operator in the 
space of the particles in the difference set lN\ln. 
Consider a particular one of these operators, for in­
stance' 
/ f ' d я)« 1(я+І Ν)- (16) 
It is apparent that l(n + 1, ...,Λ') transforms according 
to the symmetric representation of Svr_
n
, correspond­
ing to the partition \N - n\. Since ƒ)*•] transforms 
according to the representation [λ] of S„, the opera­
tor given by ( 16) must carry the (irreducible) represen­
tation [λ] « \N - n] of the productgroup S
n
 » Sfl/_n, 
which is a subgroup of S γ . The total set of n-partide 
operators in jV-particle space can be generated from 
this particular operator (16) by the coset generators 
of S,,» 5 _
И
 in S / V . The representation spanned by 
these operators is thus obtained by inducing the re­
presentation [λ| я [Л' - NJ to the permutation group 
SN. It is symbolically denoted by [λ] β [Ν - η] Τ SN. 
The rules for decomposing such representations 
which have been given by Littlewood [ 1 4 ] , are as 
follows After writing the Young diagram for the ir­
reducible representation [ λ ] , one adds the boxes of 
the (single row) diagram [/V - n] one by one to the 
boundary of | λ] so that 
(ι) the augmented diagram remains a proper Young 
diagram, 
(u) not more than one box is added to each column 
of [λ] 
hor example, let us treat the two-electron operators 
again (H = 2). If they are symmetric, |λ] = [2] and 
the decomposition reads. 
:i >: τ:" ]ts
v
=rri ιπ>Π-Τΐΐ>ρρχ] 
" i V i i = | 2 | . < І ч Л ,SN' l * | ci' \N I .I] Φ |/V-2.2| 
For anlisynimetric operators with [λ | = ( I 2 ] , we find. 
;i-:7:.i.tsN=r;~ ΪΖ>~>—J 
І 2 л и г І І 2 М 21 tSv= |/ - І , 1 | Ф | . 2 . l ! | 
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4 Conclusion References 
We have derived two methods for demmposing 
the reprcsentjtion spjnned by (he » pjiiide operators 
in /V parliüc Hilbert space into irrcdiiLiblc representa 
lions ol S¿v The second method using Younp diagrams 
is much easier to handle than the tirst one based on 
charattcr relations Since this decomposition can be 
applied to both the space and spin operators separate 
ly general spin dependent operators can be decom 
posed and their matrix elements simplilied by the tech 
niques described m the inlroduction 
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Transformation Properties of Antisymmetric Spin Eigenfunctions under Linear Mixing 
of the Orbitals 
PAUL E S WORMER AND AD VAN DER AVOIRD 
InstituU of Theoretical Chemistry, I'niversily of Ifijiuegen, The Netherlands 
(Received 8 May 1972) 
After recalling the duality between the general linear group GL{m), represented by its N-io\d inner 
product, and the permutation group SN, we have given a survey of its quantum chemical consequences. 
It causes the one-to-one correspondence between the total spin quantum number and the permutation sym­
metry of JV-electron spin functions, and, via the Pauli principle which imposes permutation symmetry on 
the spatial part also, it leads to specific properties of antisymmetric spin eigenfunctions under orbital 
transformations Such functions can be classified according to the irreducible representations of GL(m) 
For special orbital transformations, often occurring ш quantum chemistry, which mix only Orbitals in 
different subsets among each other, we have derived how the transformation of the JV-electron wavefunctions 
simplifies, by a reduction of the representations of GL(in) The theory is illustrated by an example and 
some applications are discussed 
I. INTRODUCTION 
The last years have shown among theoretical chemists 
a renewed interest in the applications of the permutation 
group tp many-bod\ problems. Kotam el al.' and 
Johnston1 revived the early work of Hund, London, 
Heitler, Wigner, and, especially, Weyl.' The theory was 
worked out further by Matsen and co-workers4 in a 
series on "spin-free quantum chemistry". It was applied 
to variational calculations by Goddard,' Harris,' and 
Morrison and Gallup,7 whereas van der Avoird,8 Amos 
and Musher· and Klein10 continued the work of Eisen-
schitz and London1 1 on permutation symmetry adapted 
perturbation theory. 
One aspect of the theory is missing in this recent 
work: The duality between the representations of the 
permutation group 5.v on the one hand and the general 
linear group in m dimensions GL(m) on the other. 
These groups are related via their representations 
carried by TVth rank tensor space. Still, this relationship 
is of paramount importance. In the first place it forms 
the basis of the connection between the spin quantum 
number and permutation symmetry: iV-electron eigen­
functions of S5, which carry irreducible representations 
of GL(2) and its subgroup SU(2), must span certain 
irreducible representations of the permutation group 
S.v. Secondly, the Pauli principle, requiring the anti­
symmetry of the total many-electron wavefunction, 
imposes the permutation symmetry on the spatial part 
as well. Using the duality between Su and GL(m) 
again, it follows that the spatial function must have 
specific behavior under orbital transformations, which 
can be studied by considering the group GL(m). 
The global representation theory of GL(m) on which 
this paper is based, originates from Schur and has been 
outlined in great detail by Wejl,3 who was the first to 
recognize its quantum mechanical importance. The 
books by Boerncr11 and Murnaghan" give a good 
survev of the mathematical background. 
In many practical cases one is not interested in 
general orbital transformations, but, given a partitioning 
of tht orbitals in different subsets, in those transforma­
tions which mix only orbitals belonging to the same 
subset. Examples are given by: 
the hybridization of orbitals on the separate atoms in 
a molecular Valence Bond calculation, 
orthogonahzation of orbitals in different sets by 
intraset transformations (According to the pairing 
theorem such transformations can orthogonalize an 
orbital in a definite set to all orbitals except one in 
another set.), 
mixing schemes in pair-correlated DODS methods, 
such as AMO " or extended VB,1' 
Roothaan's procedure1' of simplifying the open-shell 
Hartree-Fock problem by transformation of the closed 
and open shell orbitals separately. 
In this paper we have derived which antisymmetrized 
eigenfunctions of S1 are mixed under such "partitioned" 
orbital transformations and indicated a way to cal­
culate the mixing coefficients. The theory is outlined 
for a system consisting of two parts, but, by induction, 
is easily extensible to many subsystems. I t could be 
considered as a supplement to Matsen and Klein's 
"aggregate theory,"4 regarding the transformation 
properties of aggregate states. Before we proceed to 
our results we shall give a brief survey of the general 
formalism which is extensively, but rather untrans-
parently, described by Weyl.' 
II. REVIEW OF THE DUALITY 
S
w
 AND GL(m) 
BETWEEN 
For the construction of the wavefunction, let us begin 
with an »i-dimensional orbital set spanning a linear 
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space
 щ
', 
V.'l | Φ . ( Γ ) | , = 1 , . · .
Ι Β
. | (1) 
The general linear group GL(m) consists of all non 
singular linear mappings (orbital transformations) y, 
y: I V - . K „ ' (2) 
Formation of all A' electron product functions amounts 
to constructing a tensonal product space spanned by 
A'th rank (purely contravanant) tensors, 
Κ . ' ® " ( Φ , , , , ,„\ΐι,*,···,ι«=1,'··,*ί, (3) 
where 
Φ » = * „ ( » · | ) ® * „ ( Γ » ) ® · · · ® * , » ( Γ Α ) 
Similarly, the JV-electron spin space VV®" is an iV-fold 
tensonal product of 2 dimensional one electron spin 
spaces г' 
The linear space F „ ' ® v is stable under both the 
permutation group 5v and the V fold inner product 
group [_GL(m)y The latter consists of the tensor 
products of mappings [уУ, 
0 } v VseK-tV.'®4, (4) 
which are defined by 
W " * . i •· .* = > * . ( г і ) ® 7 * , ( ч ) ® - " ® т * . „ ( ' * ) , 
(5) 
that is, by a simultaneous transformation of all Orbitals 
m Φ , ! , , ι* under y If Ό (y) is the matrix of y, then 
[РМУі the iVth power Kronecker product of Ο ( γ ) , 
is the matnx of [yjf The group consisting of these 
Kronecker product matrices is a faithful representation 
of GL(m) (and of the isomorphic group [GL{m)y} 
earned by Nth rank tensor space This tensor space 
can be decomposed with respect to the permutation 
group 5jv using the matnx element operators or Wigner 
operators (which generate minimal right ideals of the 
group algebra of Su " ) 
» V x | = ( / i x i A V ' ) E D , . w ( J , - 1 ) J ' (6) 
FtSH 
Here D j , | k | is a matnx element of the /щ dimensional 
irreducible matnx representation [ λ ] of Sw (which can 
be denoted by a partition of N) Because the elements of 
SN commute with all the elements of the group 
[GL(m)y, it follows that a complete reduction of 
Vm'®" under S\ brings along the following complete 
reduction under [GL(m)y and, consequently, under 
GL(m) " 
V . ' ® A , = Σ Я ( М (7) 
(Χ) 
portJtioiu of JV 
n<»> 
ι 1 
.1 X X I X 1 X X X X 
[" X X ι X ι χ χ χ χ " ! «,^* 
L J
 Χ Χ Ι Χ ι X X X x 
I 
• ι X X | X | X χ X X 
I I 
«w 
1 το 1 Simultaneous decomposition of the space RM m baais 
vectors oí the irreducible representations [λ J of Sjv and (λ ) 
of GL(m) These basts vectors can be obtained by applying the 
Wigner operators W,4IM ; = ! , · · · /w, [Formula (6)J on dif 
ferent product confìgurations which can be constructed from 
the given orbital set 
wi th 
1-1 , - l 
R іч spans the /щ dimensional representation [ λ ] of 
5v which occurs nix) times in l ' „ ' ® v , whereas J?/*' 
spans the я м dimensional representation (λ) of GL(m) 
occurring/n] times Here Robinson's18 notation is used 
Both dimensions, /щ and »<i), are easily calculated by 
means of hook graphs and m graphs, respectively " " 
Schematically this decomposition (7) is shown in Fig 1. 
Henceforth we assume that the different spaces 
/ί,Μ, i = l , · · , Жх), which span the irreducible repre­
sentations [Xj of Ss, c a m identical matrix representa­
tions We) 1's proof shows that, in this case, the spaces 
Л / М , у = 1 , ·,/[χ), сагт) identical matnx representa­
tions D ч of GI (m), so that we obtain the following 
decomposition of [ D ( y ) ] v 
[ D ( 7 ) ] v = Σ θ/ιχ]ΙΧχ>(7) (8) 
(M 
partiuona of V 
Since the elements of D * ' 1 ^ ) are integral functions 
( λ th order homogeneous polynomials) of the elements 
of D(y), these irreducible representations of GL(m) 
are called integral " u The reason that this one to-one 
correspondence between the irreducible representations 
of 54 and GL(m) has important consequences in the 
quantum mechanics of .V electron systems is explained 
in the next two sections 
Ш SPIN QUANTUM NUMBER AND 
PERMUTATION SYMMETRY 
The {-component of the spin operator, 5{, for one 
electron is related to the unitary mappings in two-
dimensional spin space Vt' by 
£ / ( ( ф ) = е х
Р
( . 0 5 | ) , (9) 
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where ϋ\(φ) can be thought to represent a rotation 
around the { axis over angle φ. These "rotations" form 
the group SU(2) of all two-dimensional unitary 
transformations with unit determinant. In case of І 
electrons the same formula (9) holds for the tensor 
product operators [ ^ ' ( ( Φ ) ^ , constituting the group 
[SU(2)y of mappings in V,·®". 
Using Formula (9) it is easily proved that the group 
[_SU{2)y commutes with the total spin operator S* 
and, invoking Schur's lemma, that Л'-electron spin 
functions which are basis vectors for the irreducible 
representations of [Si/(2) J ' , and of SU{2), are eigen-
functions of S*. The duality between the representa­
tions of \_U{2)y and SK and the property that irre­
ducible representations of (7(2) stay irreducible under 
the subduction U{2) { S6'(2), then leads to the one-
to-one correspondence between the irreducible repre­
sentations of SN and the total spin quantum number. 
Eigenfunctions of S* are basis vectors for the irreducible 
represeotations of Sy, corresponding to partitions of 
І , graphically represented by Young diagrams. The 
dimensionality 2 of the spin space causes at most two-
element partitions (two-row diagrams) to occur, so 
that one can write a basis element of t V ® " as 
| [ .V/2+S, .V/2-5] , M.,j), (10) 
where 5 denotes the total spin quantum number, M, 
the ζ component of the spin, and the index j=\, ···, 
IV. TRANSFORMATION PROPERTIES OF THE 
SPATIAL WAVEFUNCTIONS 
If one neglects spin-djnamics, then 5 and M, are 
good quantum numbers and the spin part of the .V-
electron wavefunction must be an eigenfunction of S2. 
In order to construct the spatial wavefunction one must 
first select an appropriate configuration ¡ Ф;„), where 
/ν corresponds to a set of specific orbital indices 
/ v = hi, »j, • •·, iv | . The total Л'-electron wavefunction, 
which must be antis>mmetrized according to the Pauli 
principle, can then be written as3 
Л /2+S Y/2-S] 
I * : „ . * * "•>= Σ | [ .ν/2+5,Λ72-5] ,Λ/. , ; ·> 
¡-ι 
β
Ι Ι ' , 4 Ρ " "
Μ
· '
Μ 1 , Ф
Г
„>. ( Π ) 
In this expression [ 2 V 2 " S , I м ] is the associate (two-
column) representation of £X/2+S, . V ' 2 - 5 ] . The 
index * of the Wigner operator has to be chosen such 
that the resulting tensor is not equal to zero. In general, 
several choices of k, resulting in tensors with different 
parentage, are possible. 
Summarizing, it follows that spin symmetry together 
with the Pauli principle imposes definite permutation 
symmetry on the spatial part of the wavefunction. The 
latter symmetry in turn, because of the duality between 
Sx and GL(m), causes a reduction of ν,,'®" under 
GL(m). 
When neglecting spin terms in the Hamiltonian, a 
general Hamilton matrix element takes the form 
Χ (Φ,,. I Я I N W * * * , , ) , (12) 
where [λ ] stands for | > v ' * - s , 1« ] . 
For arriving at this result we used the property that 
the Wigner operators commute with Η and the relation 
И
 1
*'
11W,kw=Sivìp,jS,.,Wk.km. (13) 
Formulas (12) and (13) show in the first place that the 
carrier spaces R,™, J=l, •··, }m, of GL(m) are non-
interacting for different (λ) and different j . Secondly, 
instead of writing the matrix elements over antisym­
metric space-spin functions ' ψ), one can also write 
matrix elements over the space functions Ifjt1*1 | Фг
я
) 
only. The reason is that the matrix elements over such 
space functions are independent of j , and identical 
(except for multiplication by a constant) to the matrix 
elements over the space spin functions. Concluding, we 
can take just ont of the carrier spaces R^ of GL(m) 
in order to construct all matrix elements in the secular 
problem. Neglecting spin dynamics, we may replace the 
Pauli principle and the spin symmetry by the single 
postulate: Λ ph>sically allowable .V-electron spatial 
wavefunction must be expanded in partner basis 
elements of an integral representation of GL(m), 
characterized by a Young diagram with an most two 
columns. 
Although this postulate is equivalent to Matsen's,*1 
which concerns the permutation group Sn, the formula­
tion in terms of GL{m) emphasizes directly the spatial 
transformation properties of the wavefunction. This 
postulate has one drawback. We change the degeneracy 
of the system from 2 5 + 1 to/ij»"-» i M ], where the latter 
degencracj cannot be resolved by any physical means 
whatever (Ref. 3, p. 321). 
Let us illustrate the quantum chemical application 
of this theory by an example. The O2 molecule counts 10 
atomic orbitals in the A' and L shells that can be con­
sidered in a valence bond calculation, or the same 
number of molecular orbitals if we start with an MO 
treatment on that basis Suppose we wish to construct 
an antisymmetric wavefunction for the triplet ground 
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state of Οι containing 16 electrons This triplet function 
must be a basis element of the representation <2', 1') of 
GL(10) A simplification is obtained by noting that 
this representation has the same dimension as the 
representation (V, 1') of 51/(10), which is equivalent 
to the "hole" representation (2, I2) of SI (10) " This 
hole representation is defined such that its Young 
diagram added to the original diagram as in Fig 2 
yields the Young diagram for m doubly occupied 
orbitals 
The dimension nti i'), which equals the number of 
triplet configurations that can be constructed from the 
given orbital basis, is easily calculated b\ Robinson's 
formula18 
и(х)=С(х)(т)/Я<х>, (14) 
where G(x>(m) is the product of numbers in them graph 
and Hb.) is the product of hook lengths The dimension 
is 990 
10 
9 
8 
11 4 
2 
1 
1 
This means that an orbital transformation of the 
original 10 orbital basis set, for instance a Lowdm 
orthogonahzation of the VB orbitals or a DODS mixing 
of the MO's, would mix 990 triplet states of Oj If the 
applied orbital transformation D ( 7 ) is predetermined, 
as for the Lowdin orthogonahzation, the weights of all 
mixed configurations are fixed the) are the matrix 
elements of О Ы < г ' " , " в ,M> In the case of the DODS 
procedure, the matrix elements of D(y) are used as 
variation parameters The theory of this section then 
tells immediately that the DODS approach is equivalent 
to a full configuration interaction with somewhat 
restricted CI coefficients that are homogeneous pol) 
nonuals of the DODS parameters 
V. PARTITIONED ORBITAL TRANSFORMATIONS 
So far we have outlined the basic theor) derived b) 
Schur and Weyl From this theory follows the manner 
m which an antisymmetric spin eigenfunction behaves 
under arbitrary orbital transformations In many 
practical cases, however (examples are given in the 
introduction), one can divide the orbitals in different 
subsets and restnet the transformations between 
orbitals of the same subset In these cases the matrix 
D ( Y ) has a blocked form We have denved exphcitk 
how the transformation of the many electron wave 
td 
* h 
FIG 2 Young diagram for the triplet (5=1) stateofOt number 
oí electrons Л —16, number of orbitals m = 10 
(unction simplifies under such orbital transformations 
The result is desenbed in this section for a two-subset 
partitioning of the orbital set, but, b) induction, can be 
easily extended to the general case 
A division of the orbital set into two subsets is 
equivalent to the following decomposition of the 
orbital space 
„ = К
т
, Ф К „ 1 (15) 
We consider orbital transformations of the form 
Ί ^ Τ ι Φ τ . (16) 
where γι is the restriction of y to K™, and -γι to V
r
, The 
mappings γ of this form constitute a group which we 
denote b\ CZ.(mi+m«) Since mx+mi=m, this group 
is tlearh a subgroup of GI (m) Thinking in terms of 
matrices instead of linear mappings GZ-fmi+m^) can 
be defined as the group of matrices with the blocked 
structure 
D ( 7 ) = D ( 7 , ) © D ( T , ) , (17) 
where Ο(γι) is a »iiXmi matrix and Df-ya) a mjXmj 
matrix 
The problem we have to solve is to find the behavior 
of the irreducible representations (λ) of GL(m) under 
the subduction Gl (m) J. Gl {m,+mt) First we decom 
pose the Λ th rank tensor space V
n
® v bv a generaliza 
tion of Newton's binomial theorem for noncommuting 
factors 
¡®")®(V„,®'· (18) 
The elements С* 5\ which take care of the proper 
ordering of the factors in the tensonal products arc the 
cosct generators of the subgroup S„®S\-„ in 54 Note 
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that this decomposition of V*®" is joined b> a reduc 
tion of [yj'f1 [ С Д я ^ + т г ) ] " , namelv, 
iyJ'V„®v=(yV„)®>' 
= ( 7 . ^ . 0 7 ^ - ) ® " 
= Σ Σ Φ ^ Κ τ . ν . , ) ® - ! 
iM) Ь-1 
®|(7^„,)®%-"1 
»(ϊ) 
= Σ Еесм-вЫ"-"^«.,®") 
®(V
nt®
,
'-) 
= Σ Σθ|0[τι]"®[7,] ν -"α-4 
Х|С»(К
т 1 ®")®(И„,® у -)) Ц9) 
Hence, 
ν (i) 
[7і ^
г
} = Σ Σ ec*[7i]"®[7.]N- er1, (20) 
п^) * * l 
where the summand is the restriction of [7і 7г1ч to 
C»(V„,®")®(V„?®V-») 
If we cho"«e tbe basis elements in each of the spaces 
CtfK^,®")® I „,1®v-',) such that the\ are obtained 
f ι от an original basis in (V«,,®'1)® (Kr,,®v ") b\ the 
permutations Ct it follows that all elements Ctfyi] ® 
[7 г Р - С Г 1 for 
have the same matrix 
[D(7.)]"®[D(7 2)] v-' 1 (21) 
This is easilj proved since C» is a linear operator 
*hich does not act on the transformation coefficients of 
[D(7l)]' ,®[D(7^)Dч-' , We thus arrive al a reduction 
of the matrix representation of GL(m) carried b) the 
complete tensor space V„® v under G¿(mi+íBí) 
We must now look for the reduction of the irreducible 
representations (λ) of GL(m) under GIAiti+mt) To 
this end we reduce the spaces И,»,®" and ΙΊ»,®ν -" 
according to i or mula (7) 
/1,1 
^-1®"= Σ Σ Φ Λ , ' * ) , 
(M) t - l 
partitions of я 
/1.1 
^ , ® v - = Σ Σ ®a,·', 221 
partitions o[ Ν - л 
where Л,'*' is irreducible under [GZ.(mi)]" and Л/'' 
is irreducible under fC^.(mг)]ΛΓ-^ Therefore the 
tensor product space Rl<',)®Ä,<r) is irreducible under 
[C¿(mi)]"®[GÍ.(mi)]%"" and, consequently, under 
GL(mi+m¡) K Since we just derived [see Expression 
(21)] that all spaces Ct( И»,®") ® ( V„,<8>"-") span the 
same matrix representation of GL(m¡+mt), it follows 
that all spaces МЛ,1»1® Л,<'>) for 
*=1. · ,Q), '=1 . •••,/ы, }=l, ••·,/|.ι 
are irreducible under Gifmi+m^) and span the same 
matrix representation D'^eD 1 " ' 
Let us imagine that we place the n<M)Xn<,) basis 
vectors of Я/^вА/'· in rows Taking these rows for 
i = 1. ···./[»l. ; = 1 | · "p /[»li w e obtain a scheme com­
parable to iig 1 We construct identical schemes for 
the spaces (^(Д.'^вЛ/'') and place these directly 
under the first scheme, getting 
0 
blocks with each/i„|X/[.i rows As shown above, each 
row carries the same irreducible matrix representation 
D<*>®D('> of G/^mt+mj) tsing Weyl's result [bq 
(7)] again, we find that each column in the first block 
spans the irreducible representation [ м ] ® Ы of 
•bn® .S4_n The columns of the next blocks are generated 
from the first block by the coset generators Ck of 
S*® Sv-n m ¿v We can prove that a full column spans 
the induced representation of Sv denoted by [μ]® 
Ы Т Sn Ever) one of the η<μ)ΧηΜ different columns 
spans an identical induced representation, thus assuring 
that all these induced representations can be reduced by 
the same basis transformation But, if we perform the 
same basis transformation on all columns, we do not 
disturb the matrix representation of GL(mt+mt) 
afforded by the rows 
Let the reduction of every column be written as 
follows 
Ы в И Т А « - Σ « , Λ Μ , (23) 
t» 
partitions of N 
and let us perform on the columns the basis trans­
formation corresponding to this reduction In our 
scheme we then have blocks in which the columns span 
the irreducible representations [λ] oí Su, the same 
block appearing m„K times The rows still span the 
representation D'^eD''» of GI (mi+mt) This result is 
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expressed mathematically as 
( • ) /г.] /[F] 
J ^ l imi J—1 
/[»I 
Σ Θ Λ ^ Σ Α Γ * ' » ® * ' 1 (24) 
(Χ) Γ-1 
partltionB of JV 
Note that the space JJ
r
(»>e<') cannot be wntten as a 
tensor product, although it spans the representation 
DdieD« 1 » 
We now consider the complete reduction of the full 
space K « ® " under GL(mi+nh) 
(N) 
v.®"» Σ Σ θ Ο ^ κ . , β - ΐ β ί ^ , ® " - " ) 
" ( » ) /1,1 /[.I 
= Σ Σ Σ Σ Σ Σ ec4Ä,w®Äj(.) 
»-O W1 (,) (.) 1-1 , -Ι 
part of η pert of V - и 
(25) 
Substituting Formula (24) yields 
v.® w = Σ Σ Σ Σ т.* 
»-0 Ιμ> (.) Ι») 
part of • pan oí N ~ я part of \ 
/lul 
ΧΣθΑ
Γ
(»>β<'> (26) 
г-1 
Comparing this to the original reduction of V
m
® v under 
GL(m), 
/HI 
V„®»= Σ Σ®№\ (27) 
(») ' - l 
p a r t of Λ 
we find 
Rrm= Σ Σ Σ ffim,
rtRr'»)8(> ^28) 
n-O (μ) ( . ) 
part of a part, of JV— я 
This reduction is accompanied bv a decomposition of 
the matrix representation 
Ι)< χ >(Τιθ7 ! )= Σ Σ Σ т„.»0<">Ы 
part of я part of \ -n 
®D<'>(T !) (29) 
With this result we have fulfilled our aim the decom 
position of the irreducible representations (λ) of 
GL(m) with respect to CLimi+wij) They are expressed 
in tensor products of irreducible representations (μ) 
and (v) of GL(mi) and С і ( т г ) , respectivelv, with 
multiplicit\ coefficients that are derived from an 
induction problem in 5N a According to rrobemus' 
reciproca) theorem we can also obtain the coefhcicnts 
from the subduction 
M i 5 .®^-.= Σ Σ Ф и х ^ М в И , 
M (•) 
p a r t of n p a r t of \ - я 
(30) 
where mt,i, = mx,, 
Generalh this induction subduction problem is not 
multiplicit\ free ι e mf,y can be larger than 1 If wc 
restrict the problem to man\ electron s\ stems how 
ever onlv representations are allowed with doling 
diagrams of two columns at most, ind mM,x can just 
become 0 or 1 \ constructive method of cilculaling 
these multiphciU factors has been given In Littlewood24 
and bv Robinson 1β Extensive tables can be found in 
appendix В of Ref 25 
For demonstrating the application of our result (29) 
we again turn to the example of the O2 molecule 
Suppose that we first wish to separate the core orbit ils 
and then to perform an orbital transformation (e g 
h\bridi7ation or orthogonah^ation) which mives onlv 
the valence orbitals of each atom imong e ich other 
For the separation of the two core orbitals we consider 
the reduction of the triplet représentation {27 Г) of 
61(10) under 6 / ( 2 + 8 ) 
(2', Г ) = (Π ® ( 2 M ) 
triplet 0^ doublet core doublet valence 
f 16 electrons') ( l e l l I l i c i ) 
dimension 990= 2 X 8 
(2) ® (2» η θ ( П ® (2П 
sinket r triplet ν triplet с sinjet ν 
(2) (141 (21 (141 
+ 3 Χ 28 + 1 X Ì6 
θ < η ® ^ Γ) θ (2 Γ ® <26 V 
triplet с triplet ν doublet с doublet ν 
(2) (14) (3) ( l i ) 
+ 1 Χ 28 + 2 Χ 168 
θ < 2 1> ® <26, 1J1 Φ \2 ) ® (25 Γ) 
doublet с quartet ν чт^іеі с triplet ν 
( i l f ΠΙ (41 (121 
+ 2 Χ 56 + 1 Χ ^74 
We are onlv interested in those si ilcs with 4 electrons 
in the core forming ι singlet so th it wc ire lell with 12 
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electrons m the 8 valence Orbitals carrving the triplet 
representation (2', 1') of G¿(8) Formula (14) shows 
that we find 378 such states The second step of our 
procedure amounts to the reduction of the latter 
representation under GL(i+4), which reads (indicating 
the atoms by Λ and B) 
(2»(1»> - (2,1') ® (2«) 
valence triplet triplet A1* singlet B' -
(12 electrons) (4 el ) (8 el ) 
dimension 378 = IS X 1 
© (2, I3) ® (2M> θ <2M) ® (2M) 
quartet A+ doublet B - doublet \+ doublet B -
(S) (7) (5) (7) 
+ 4 X 4 + 2 0 X 4 
θ (2J) ® <22, 1!> θ (2!, I2) ® (21, 1!) 
singlet A triplet В triplet A triplet В 
(6) (6) (6) (6) 
+ 10 X 6 + 6 X 6 
θ (2!, 1') ® (2') Θ <2', 1) ® (2', 1) 
triplet A singlet В doublet A" doublet B+ 
(6) (6) (7) (5) 
+ б X 10 + 4 X 20 
Θ (2>,1) ® (2,1'} φ (2') ® (2,1') 
doublet A- quartet B+ singlet \'- triplet BJ+ 
(7) (5) (8) (4) 
+ 4 X 4 + 1 X IS 
One could imagine that the secular problem including 
all configurations mixed b) GL(8) is too large In this 
case, »e can, for instance, consider onh the triplet 
ground state which is formed b\ covalent interaction 
between the atomic ground slate triplets We then find 
36 states which transform as 
(2*) ® (2г, ls)®(2», 1=) 
core atom A atom В 
singlet triplet triplet 
It is important to note, as we remarked before, that 
the product notation for the representations does not 
impl) that the wavefunctions are simple tensonal prod­
ucts, they should have the proper s>mmetrj also with 
respect to permutations exchanging electrons between 
subs\ stems Still, the\ are basis elements of tensonal 
product representations \\ e have developed a method" 
to construct such wavefunctions by means of reduced 
Wigner operators, which is closelj related to the 
aggregate theon of Matsen and Klein ' 
VI DISCUSSION 
Starting from \Ve)l's theory which describes the 
behavior of antisymmetric spin eigenfunctions under 
general orbital transformations, we have denved how 
this behavior simplifies for partitioned orbital mixings 
This simplification can be considerable, as in the 
example of the preceding section, where a full valence 
bond calculation is restricted to include only covalent 
states Both the general result and its specification for 
partitioned transformations have numerous applica­
tions in quantum mechanical methods applied to atoms 
and molecules 
An example for the use of the general result is given 
b) a complete orthogonalization of a linearly inde 
pendent basis set This orthogonalization of the orbital 
set can significanth change the interaction energy 
between atoms or molecules calculated with a limited 
number of atomic or molecular orbital configurations 
In practice, this effect was noticed by Magnasco and 
Musso" in their computation of the interaction between 
two Hj molecules and b\ \ onsovskv and Karpenko" 
in discussing superexchange b> Anderson's model The 
results of both studies depend sensitivel) on whether the 
atomic orbitals are orthogonah/ed or not Weyl's 
theorv tells in this case which configurations should be 
included in order to obtain a result which is independent 
of orbital mixing and, in case one takes fewer con 
figurations, which new ones are introduced and how the 
weights are changed b\ a given orbital transformation 
Our special result for partitioned orbital transforma­
tions has been used in two different subjects so far 
(1) In connection with Roothaan's open shell Har­
tree Fock method" we have proved, verj compactly, 
that 
an antis\nimetric spin eigenfunction is invariant 
under mixing of the closed shell orbitals, 
an antisvmmetnc spin eigenfunction transforms 
under miving of the open shell orbitals as if the closed 
shells were not present 
Lsing the latter theorem one shows verj easil> that by 
mixing of the open shells also non degenerate states 
(with the same spin multiplicitv but different spatial 
s\mmetr\ ) can be mixed 
(2) we have derived the explicit relation between a 
pair correlated DODS method and the CI approach 
Particularh the effect that vanous matrix elements in 
the DODS secular equations do not depend on some 
mixing parameters could be explained 
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Transformation Properties of Many-Electron 
Wave Functions with Special Attention to 
the Relation Between Pair-Correlated 
DODS and Configuration Interaction 
P E S . W O R M E R A N D A V A N D E R A V O I R D 
Institute of Theoretical Chemistry, University of Nijmegen, Toemooiveld, Nijmegen, The Netherlands 
A b s t r a c t s 
A method is presented that leads to a simple derivation of the explicit relation between 
pair-correlated DODS schemes (e g , the alternant molecular orbital method and the ex-
tended valence bond method) and configuration interaction 
This result is based on a reduction formula for the representations of the general linear 
group, GL{m), carried by the N-electron function space Generally, this paper deals with 
the effect of "partitioned" orbital transformations on states with "local" permutation 
symmetry 
On presente une methode qui fournit une dérivation simple de la relation explicite 
entre les procédés de type DODS-paires correlées (par ex la methode des orbitales molécu-
laires alternantes et la methode de la mesomene généralisée) et l'interaction des configur-
ations 
Ce résultat est basé sur une formule de réduction pour les représentations du groupe 
linéaire général, GL(m), portees par l'espace des fonctions de ./V électrons En général 
l'article traite l'effet des transformations d'oibitales "partitionnées" sur les états avec une 
symétrie de permutation "locale" 
Eine Methode wird vorgelegt, die zu einer einfachen Herleitung der expliziten Beziehung 
zwischen paar-korreherten uous-Verfahren (z В der Methode mit alternierenden Molckul-
orbitalen und der verallgemeinerten Valenzbindungsmethode) und Konfigurations­
wechselwirkung fuhrt 
Das Ergebnis gründet sich auf eine Reduktionsformcl fur die Darstellungen der all-
gemeinen linearen Gruppe, GL{m), die von dem Raum der ^-Elektronenfunktionen 
getragen werden Im allgemeinen behandelt der Artikel die Wirkung von "partiomerten" 
Orbitaltransformationen auf Zustande mit "lokaler" Permutationssymmetrie 
1. In troduct ion 
Start ing from a molecular calculation by the Har t ree-Fock self-consistent 
field procedure, various methods exist for the computation of the remaining 
correlation energy One of the traditional methods is the configuration interaction 
technique, which permits the Har t ree-Fock single configuration wave 
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function (which is an antisymmetrized JV-electron eigenfunction of the total 
spin operator S2 in restricted Hartree-Fock) to be mixed with excited configuration 
wave functions (of the same spin multiplicity). Excited configurations are con-
structed from the original configuration by promoting electrons from occupied 
to virtual Hartree-Fock orbitals. By Hartree-Fock orbitals we do not necessarily 
understand the canonical Hartree-Fock orbitals ; they may localized, for instance, 
and are even not required to be orthogonal. 
Other methods for calculating correlation energy follow the different orbitals 
for different spins (DODS) scheme described by Lowdin [1]. JV different orbitals 
are obtained, for instance, by linear mixing between occupied and virtual Hartree-
Fock orbitals. The correct iV-electron wave function is formed from a product of 
such orbitals and a spin function product by antisytnmetrization and spin projec-
tion. The mixing coefficients of the orbitals are considered as variation parameters 
which must be energy-optimized. Special forms of this DODS method mix each 
occupied Hartree-Fock orbital with just one virtual orbital, which should already 
account for a substantial part of the pair-correlation energy between the electrons 
in the doubly occupied Hartree-Fock orbital. Examples of such methods, which 
we shall call pair-correlated DODS, are given by the alternant molecular orbital 
method [2] and by the extended valence bond method [3, 4]. 
Although it can be readily recognized that the mixing between virtual and 
occupied orbitals introduces excited configurations into the Hartree-Fock wave 
function, so that DODS methods are in principle equivalent to configuration inter-
action with somewhat restricted interaction coefficients, it is not so easy to derive 
these coefficients explicitly. In a recent paper [5] we have reviewed the group-
theoretical treatment of general orbital transformations as given by Weyl [6], and 
we have presented a new result which permits us to simplify the relation with ci 
considerably for pair-correlated DODS-methods. This is worked out in the present 
paper. 
Our result is not restricted to the special orbital transformations occurring in 
pair-correlated DODS, and we have also indicated the specific transformation 
properties of some currently used iV-electron wave functions. 
2. Transformation Properties of N-Electron Wave Functions 
We discuss JV-electron wave functions that are composed of spatial orbitals 
and spin functions. They are considered to satisfy the Pauli principle, and to be 
eigenfunctions of the total spin operator S2 with multiplicity 2 5 + 1 . Given a 
certain basis set of m orbitals we can construct n ^ linearly independent N-
electron wave functions for a given S and Sz where n ^ is determined by m, N 
and S as described in ref. [5]. A linear transformation of the orbitals (e.g., a 
DODS mixing) will mix these TV-electron wave functions among each other. 
The formal theory for general orbital transformations was treated by Weyl 
[6] using the duality between the group GL(m) of all linear (nonsingular) orbital 
140 
transformations and the permutation group 5 . This duality rests on the commut-
ability of simultaneous orbital transformations for all iV-electrons and the electron 
permutations. It implies that JV-electron basis functions for a certain irreducible 
representation [λ] oíSN are also basis functions for an irreducible representation of 
GL(m), denoted by (λ). Now, we know that spatial wave functions which span a 
certain irreducible representation [Я] of SX) must combine with spin functions 
spanning the associate representation [Д] (because of the antisymmetry of the total 
wave function) and, moreover, that this is uniquely connected to the spin functions 
being eigenfunctions of S2 with definite S. 
Combining these results, we find that the antisymmetric eigenfunctions of 
S2 with fixed S form a basis for an irreducible representation (λ) oïGL{m). The 
irreducibility of (λ) implies that a general orbital transformation D(y) (a non-
singular m Χ m matrix) will mix all n^ JV-electron antisymmetric wave functions 
belonging to the same 5 (and 5Z). The mixing coefficients are the matrix elements 
of D(y)<' l>, the irreducible matrix representation (A) of GL(m) (dimension n^). 
They are Nth order homogeneous polynomials in the matrix elements of D(y), 
which can be derived after the actual construction of the iV-electron basis functions 
of (A). 
Because orbital transformations do not affect the spin part of the wave func­
tions, the theory is most easily formulated in a spinfree manner. The irreducible 
representations [Д] of SSy and also (A) of GL(m), are denoted by partitions of N 
or Young diagrams. The two-valuedness of the electron spin permits only two-
row diagrams [%N + S, %N — S] for the electron spin functions, so that the spatial 
wave functions must be basis elements of a two-column representation [A] = 
[2 ~ , I2*] of S y [7]. Such wave functions can be constructed by acting with 
the Wigner operators: 
(i) w*=fi?, Σ Dip~l№r 
Nl j'tsK 
on an A'-fold orbital product which corresponds to the desired electron-configura­
tion (/[д] is the dimension of the irreducible representation [A] of 5
Λ
). By the 
theory of ref. [5] it is easily proved that the Лг-е1есігоп eigenfunctions of S2 with 
given S, taken as a basis for the irreducible representations (A) = (2 ' _ , 1 ) 
of GL(m), generate a matrix representation Ό(γ)<λ> that is exactly identical to the 
one which is generated by the spinfree basis projected by И ,¿ for arbitrary, but 
fixed ƒ We denote the latter basis for the representation (A) of GL(m) by: 
(2) Т < Д > ( 1 , - - - ) І ) = И ^ Ф Л І , · · · , # ) ; ¿ = 1 , · · · , η α > 
with Φ,Π, · · · , Ν) =
 і 1(1)у„(2) · · • φιΛ.(Ν) 
The index / in principle runs over all orbital occupations (г, = 1, · · , m ; г
г
 = 1, · · , 
m; · · ; г = 1, · · · , m). Different choices of index к with fixed I project wave 
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functions which are either linearly independent or identical (except for a scalar 
factor which might be zero). T h e number of linearly independent wave functions 
that can be projected equals η < Λ > . 
Once we have constructed the spinfree basis functions of (λ) we can proceed 
with the explicit derivation of the elements of the matrix D(y)< A : > by inspecting 
the result of an arbitrary orbital transformation Ώ(γ) on these basis functions. 
If we realize that each orbital product in principle transforms into τη' products 
we can understand that this derivation is certainly not trivial. T h e complexity of 
the problem rapidly increases with N and m. For instance, a transformation of 
four Orbitals in a four electron system mixes twenty singlet configurations with 
coefficients that are fourth order polynomials; for the singlet states of eight 
electrons in eight orbitals we need already a 1764 dimensional transformation 
matrix of eighth order polynomials. If we wish to find the explicit relation between 
a Doos t reatment a n d a ci approach the expressions for the elements of these 
transformation matrices must be derived. Therefore it is very useful that we can 
simplify the transformation properties considerably if we restrict ourselves, for 
instance, to pair-correlated DODS. 
3. Par t i t ioned Orbita l T r a n s f o r m a t i o n s 
T h e orbital transformations occurring in pair-correlated DODS are given by a 
direct sum of 2 χ 2 matrices which mix every occupied Hartree-Fock orbital with 
one virtual orbital. They form a special case of " p a r t i t i o n e d " orbital transforma­
tions, for which we have derived a simplified transformation formula for the 
^-electron wave functions. Partitioned orbital transformations are defined as 
follows : 
(3) D(y) = D (
r i ) © D ( 7 2 ) 
where Τ)(γι) mixes only m1 orbitals and D ( y 2 ) mixes only m2 orbitals among each 
other (m1 + m 2 = m). 
Transformations of this type form a group GL{mi + ^г) which is a subgroup 
oïGL(m). We derived in ref. [5] that the restriction to this subgroup reduces the 
irreducible representation (A) of GL(m) in the following way: 
(4) Ό(γ)<» l СЦт, + * , ) = £ Σ I ® т^Щу^® D(y2)<*> 
n = 0 (μ) (>) 
partitions partitions 
tít η o í Λ' fi 
where (μ) are those irreducible representations of GLÇrn^, the group of trans-
formations Ό(γ
ι
), labelled by partitions of« and v, those irreducible representa­
tions of GL(m2) labelled by partitions of (Λ' — и). T h e outer direct products 
(μ) ig) (ν) are irreducible representations of the outer product group CL(W]i S 
GZ,(/7i2), which is isomorphic to GL(ml + m 2 ) . T h e multiplicity coefficients 
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7ημνχ are obtamed from an induction problem m the permutat ion group, namely 
the induction of the representations of the product group S
n
 <§? SA_n to the full 
permutat ion group 5
Λ
. 
(5) [μ] ® [ ] t 5л = Σ Φ "WW 
(Я) 
part i t ions 
This reduction of the irreducible representations (Я) of GL(m) for part i t ioned 
orbital transformations implies that no longer all n^ basis functions of D ( y ) < ^ 
are mixed among each other, but only the n,^ χ n<v:> basis functions of the 
product representations D(y 1 ) < ' ' > © D ( y 2 ) < v ; ' . T h e last n u m b e r usually is con­
siderably smaller and, moreover, the form of the mixing coefficients for A :-electron 
wave functions will be m u c h simpler 
I n order to obtain these mixing coefficients explicitly we have to construct 
the ^-electron basis functions of D(y 1 ) < ' i > ® D ( y 2 ) < v > These functions must 
simultaneously be basis elements of a two-column representation [Я] of £
ν
 . 
Wave functions which satisfy the latter condition (which is the spinfree equivalent 
of the total wave function satisfying the Pauli principle and being an eigenfunction 
of S2), we shall call Pauli kets T h e duality between GL(m) a n d 5 N implies that 
Pauli kets must also be basis elements of a two-column representation Ό(γΥλ> 
of GL{m) (see ref [ J ] ) . O u r special Pauli kets must therefore simultaneously be 
basis elements for (/) oîGL(m) and for (μ) $·, 'ν) oíGL^j^ + m2). We say that they 
are "sequence-adapted" to the two-membercd sequence GL(m) => GL(Tnl + m2) 
Let us start the construction of these Pauli kets by taking the basis functions 
for the irreducible representations D(y1)< ' '> and D(y2)< v > , which are also basis 
functions of the representations [μ] of S
n
 and [v] of 6 4 _ n , respectively (Again, 
because of the duality between the general linear group and the permutat ion 
group) Such basis functions can be obtained by projection with the Wigner 
operators of S
n
 a n d ύ
Ν
 „ (compare formula (2)) : 
^ ( i , , Ό = И ^ Ф Л І , ,η), ρ = ϊ, ··,*<„> 
(6) 
T ^ n + l , , ЛГ) = H t >
s
( f i + Ι, · ,Λ 7 ) , s=\,· , « < v > 
T h e (tcnsonal) products of these basis functions 
{ΨΪ>ργΜ
ιΡ=1ί , „ ^ , , = 1, ,„<ν>} 
form a basis for the representations Ό(}Ί) < μ > D(y¿)<v> of CZ,(m1 + m2) 1 hey 
are not Pauli kets, however, although the) are adapted to the permutation s \m-
metry of the group 9,, &\-„ , because tlie\ do not span an irreducible representa-
tion of the full permutation group S4 Pauli kets can be generated by acting with 
the left coset generators {( , , / = 1, , (, ¡} of the subgroup Sn С ^ „ i n >.S\ 
on the product functions, which Melds a basis for the induced representation 
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[μ] ® [ν] | SN , and a subsequent basis transformation which corresponds to the 
reduction (5). This induction-reduction process with respect to 5^ does not 
influence the transformation properties of the wave functions, so that they still 
form a basis for Ό(γ1)<-μ> (gì D(y2)<v>. In fact, this construction forms an essential 
part of the derivation of formula (4), as described in ref. [5]. 
One way to obtain the proper Pauli kets is by direct action with the Wigner 
operators И 7^ 1 of the full permutation group SN on the product functions 
Ψ^ ® Ψ£ ν\ Thus, we can be sure of the correct permutation symmetry. It is 
better, however, to take advantage of the permutation symmetry which is already 
present in the product functions by using the "reduced Wigner operators":* 
- i ( v ) 
(7) ^1JK = ^ ( Т І ^ О & С , 
with J = (μ', ν', ν, w) and К = (μ, ν, q, t) 
In this formula D [ i l must be an irreducible matrix representation of SN 
which is "sequence adapted" to the subgroup S
n
 ® S
x
_„ . A method for deriving 
such representations is described by Matsen and Klein (ref. [8], Appendix 3). 
Acting with the reduced operators, which only contain the coset generators Cj of 
S
n
 ® SN_n in 5 V , on a function which is already symmetry adapted to Sn ® SN_n 
we can obtain the same result as by acting with the full Wigner operator. This is 
expressed by the following relation: 
( 8 ) И . . .юНм. .г.и) = Σ Σ Μ/(μ·.ν'.».«.·)(μ.ν.
ί
.ί)Μ/»Γ Wtl 
β = 1 ί = 1 
The form of a sequence-adapted representation, the derivation of expression (8) 
and the meaning of all indices is shown in the Appendix. 
Using this property of the reduced Wigner operators, we can write the resulting 
Pauli kets as follows: 
ψ
< , > ® < ν > ( 1 ) . . . ) 7 ν ) 
( 9 )
 Jf /І^(,- ]. -.^».(,. .
в
,Д? > ( і , • • ·, Ό s ч1,% + ι, · · ·, лг) 
« = 1 ί = 1 
where/» = 1, · · · , η< μ >, s = 1, · · • , η<ν> and the functions on the right-hand side 
are given by (6). The reduced Wigner operator being a linear combination of 
left coset generators, Equation (9) is the algebraic analogue of the induction-
reduction process described before. 
* This problem of obtaining the correct overall permutation symmetry for wave functions 
which are already permutation symmetry adapted to certain subsystems forms the basis of what 
is called by Matsen and Klein " the aggregate theory" [8, 9]. 
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It is easily proved [5], by using the commutation of the matrices representing 
GL(m1 + m2) and the coset generators C, , that expression (9) indeed produces 
basis elements for the irreducible representation (μ) ® (v) of GL{m
x
 + m2). 
Moreover, it produces proper Pauli kets with the representation [X] of SN and 
(λ) of GL(m), so that we now have obtained basis vectors which are adapted to 
the sequence GL{m) ^ GL{tn1 + m2). Equation (4) then shows the way to obtain 
a full basis of GL(m). 
The irreducibility of the representations (μ) (g) (ν) with respect to the group of 
partitioned orbital transformations GL(m1 + mj) implies that the basis functions 
which we have now constructed give maximum simplification of the transformation 
matrix for the JV-electron wave functions. Moreover, their expression by means 
of the reduced Wigner operators appears to be particularly convenient for deriving 
the remaining matrix elements explicitly. This we will demonstrate by an example 
in the next section. 
We conclude this section by summarizing the above considerations in a 
corollary, while at the same time extending the theory to an arbitrary number of 
subsystems. Assume that the spatial wave function Φ ( 1 , (1, · • · , rij) is an orbital 
product, or a linear combination of orbital products, constructed from the first 
m1 orbitale of the ra-dimensional orbital basis. (It forms an element of the n^fold 
tensor product space V
m
 ® Пі). Analogously, Φ 1 2 ' ^ + 1, • · · , τίγ + я2) is 
constructed from the second set of m2 Orbitals. We continue until Ф ' * ' ^ — я 4 + 1, 
• · · , Ν), which is built from the last set of mk orbitals. 
(τ«! + m2 + • · • + mK = m; ^ + n2 + · · · + nk = N) 
Let the Wigner operator И j ¿ be constructed on the basis of an irreducible 
representation [λ] of SN that is sequence adapted to 
s
x
 => з
Пі
 ® 5
П 2 ® • · · ® snic 
The column index К of the Wigner operator corresponds with the irreducible 
representation [μ^ ® [μ2] ® · • · ® [//j.] of the subgroup (see Appendix). By 
an easy generalization of the contents of this section one can show that the Pauli ket 
ψ = ^ ¿ φ ( 1 > ( 1 , - - • ,
 Я і
) ® ф ( 2 ) (
П і
 + 1, · · • ,
 Я і
 + „,) 
(10) 
® - - - ® Ф < * ) ( Л Г - н , + 1 , · · · , ^ ) 
is an element in the basis of the irreducible representation (μ^ ® (μ 2 ) ® · • · ® 
(¿/t) of the group GL{ml + m2 + · · · + m¿}. If the functions Φ ' 0 are already 
symmetry adapted to the permutation group S
n
 (ι' = 1, · · · , k), we can use the 
reduced Wigner operators in order to replace (10) by an expression which is the 
generalization of (9) to an arbitrary number of subsystems. 
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By constructing basis functions that are sequence adapted to the permutation 
group sequence SN ^> Sn <g) · · · ® Sn — M a t s e n and Klein [8] call such functions 
"aggregate s tates"—we have obtained a basis that is also sequence adapted to the 
orbital transformation groups GL(m) >^ СЦет^ + т
г
 + · · · + я ^ ) . I n other 
words, by fixing the parentage of the Pauli kets with respect to the permutation 
groups S
n
 , S
n
 , • • · , S
n
 , we have completely determined their transformation 
behaviour under partitioned orbital transformations belonging to the group 
GL(m1 + тг + · · • + mk). 
4. R e l a t i o n b e t w e e n Pair-Correlated DODS a n d CI 
T h e matr ix of a pair-correlated DODS transformation is a direct sum of 2 X 2 
matrices (not necessarily orthogonal), which mix pairs of orbitals that for physical 
reasons are chosen to be coupled. Matrix elements are "he mixing coefficients 
which serve, according to the DODS formalism on a finite basis, as variation param­
eters. Mathematical ly, this pair-correlated DODS matr ix is an element of a matrix 
group isomorphic to GL{2 + 2 + · · · + 2). In order to project Pauli kets 
transforming to irreducible representations of this group, one needs, according 
to the above prescription, representations [A] of ^д- adapted to 8
г
 ® 8
г
 ® · · · <§) 8
г
. 
This type of representation is known as Serber representation [10]. T h e corollary 
of the previous section states that the DODS wave function projected by a Wigner 
operator on basis of a Serber representation transforms according to an irreduc­
ible representation of GL{2 + 2 + · · · + 2). Knowing this, we can readily 
derive the explicit expansion of the DODS wave function in terms of configurations, 
without necessity to write out the projection of any wave function involved in the 
expansion. 
Let us illustrate the characteristic features of the theory by a rather simple 
example: the DODS treatment of a four electron system. Due to the simplifications 
which the theory permits for pair-correlated DODS, this treatment can easily be 
extended to larger systems. 
We start with a basis set of four orbitals {φ1 ,φ^,ψι, ψ^, e.g., two occupied and 
two virtual molecular orbitals from a SCF-LCAO calculation. (In the AMO method 
these MO'S are the canonical ones, in extended valence bond they are localized). 
T h e DODS scheme allows these four orbitals to be mixed in order to form four 
different orbitals {ψ^ ,щ,гр
г
, γ^}, in each of which one electron is placed. This can 
be achieved by a 4 χ 4 orbital transformation matrix D ( y ) . T h e theory for 
general orbital transformations then tells us that we mix twenty singlet configura­
tions: the SCF ground state with two doubly occupied MO'S: ψιψΐ and all excited 
singlet configurations which can be constructed within the given basis. T h e 
mixing coefficients of the four-electron configurations, which form a 20 χ 20 
matrix, are fourth order homogeneous polynomials of the elements o f D ( y ) . 
If we restrict ourselves to pair-correlated DODS the matrix D(y) has the following 
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typical form : 
(11) D(y) 
In this example the occupied orbitals tp1 and ç)2 are mixed with the virtual Orbitals 
φ3 and φί , respectively. Partitioned orbital transformations of this type cause the 
following reduction of the twenty-dimensional singlet representation of GZ,(4) into 
outer direct products of representations of GL(2) : 
(2 2,0 2) = (22) ® (02) ® (2, 1>® <1,0>θ 
(12) ® ( 2 , 0 ) ® {2,0)© (I 2) ®(12> 
© ( 1 , 0 ) ® (2, 1)® (Ο2) ® (22) 
with dimensionality 20 = 1 x l + 2 x 2 + 3 x 3 + l χ 1 + 2 χ 2 + 1 χ 1. 
In order to indicate clearly to which group the representations belong we have 
placed zeros for the nonoccurring rows in the Young diagrams. Note that the 
representation D(y)< 0 > is the identity representation oí GL(2) and that the repre-
sentation D(y)<1,0> is identical to D(y) itself. 
Because in the DODS scheme we assign four different orbitals to the four electrons, 
thus placing two electrons in each orbital pair, the DODS four-electron singlets 
can only span the representations (2, 0) ® (2, 0) or (I2) ® (I2). (The other 
representations occurring in (12) correspond physically with one or two orbitals 
being doubly occupied.) In fact, from the configuration Уі з г і we can construct 
two linearly independent singlet wave functions, one of which spans the representa­
tion (I 2) ® (I 2), whereas the other one is a basis element of (2, 0) ® (2, 0). In 
order to derive the explicit relation between the DODS wave functions and a ci 
basis we construct these wave functions and show their transformation behaviour. 
In the first step we use the Wigner operators of the group S2 : 
И
/ [ 2 , 0
 і з = ¿( і э + з і) = <Vi3 l ' , / t 2 ' 0Wi + 
(13) + α
η
α33Η'
ίίηί
Ψίψ3 + (dnd33 + d13d31) ΐν™Ψιφ3 
1Г[і2]у>і з = KViVs - з і) = K A - ¿i3rf3i) И ^ і^з 
We note that for the triplet state several terms cancel. One proceeds analogously 
for the other electron pair. 
The next step is to find an irreducible matrix representation [22, 02] of St 
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¿11 
dn 
0 
0 
d13 
¿33 
0 
0 
0 
0 
^ 
¿42 
0 
0 
¿24 
¿44 
= Щуі) ® D(yt) 
which is sequence adapted to S« ® S2 . Accidentally, in this case the Serber 
representation is identical with the Young-Yamanouchi representation [11, 12]. 
We do not need this Serber representation explicitly, we only need to know the 
parentage of its different columns. The operator I t 7 ^ * ' 0 2 1 has the parentage 
[2, 0] ® [2, 0 ] , whereas П'^-о11 corresponds with [ I 2 ] ® [ I 2 ] . Therefore, we can 
write the DODS wave functions as follows: 
T < 2 . 0 > ® < 2 . 0 > = ^ [ i 2 V ] v , i V , 3 V W 4 
= wtf-^iW^fw) ® (^[2-01vW4) 
Substituting the formula (13) and using relation (8) again, we can easily express 
the DODS wave functions in terms of the MO configurations that form the basis of a 
ci t reatment (they should be Pauli kets also) : 
№·<2.0>®<2,0> _ J J J J M/t 2 2 ' 0 V m fr m 
+ d3ldMduduW
{
^
 Λ ί
φ
ί
φ3ψ2ψ2 
+ ¿π^ΑΛ^Ίϊ '0 \з<р2<гт 
„
 ч
 + dnd13(dÌZdu + dudtt)W1^·0 \
ι
ψ
ι
ψ2ψ
ί 
(15)
 | 2 2 
+ (^П^ЭЗ + ^13^31)^2^24^11 ' 0 ^Ψίψίψίψΐ 
+ 4і і4>з(4А4 + ^24^42) W1^ · 0 э Т э ^ г ^ 
+ (^п^зз + ¿ і з ^ з і К г ^ И 7 1 ! 2 ! ' 0 \\ψ3ψ*ψ* 
+ (¿іЛэ + ¿1з4)і) (^ 22^44 + ¿24í/42) ^11 " і Т з Т г ^ 
ψ<Λ®<ι2> = (d
n
d33 - dM(dî2du - агіаіг)\ ^ \ ^ Ш і 
This result tells us explicitly which configurations are mixed in a pair-correlated 
DODS wave function and how the mixing coefficients vary as a function of the 
orbital mixing coefficients. 
I n the special case of the AMO method, where the orbital transformation matrices 
have the form : 
(cos ·&, cos ι?, \ /cos i?, cos # , \ 
. , . J . »(y.)- . ; . J 
sin t?! — sini/j/ ЧіП 172 — sin # 2 / 
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various terms cancel and we find the following simple relation: 
ψ<ι.ο>βαο>
 = c o s
2
 ϋ ι c o s
2 tf,,^·0V-PIÇWÎ 
- cos2 ι?! sin2 ötWl£Λ\
λ
·\ο
χ
φ
ί 
— sin2 ^ ! cos 2 ^ ¡ ¡ Ж ^ ^0 :1С'а95з9'2?>2 
+ sin2 ι?! sin2 ^ г ^ п ^0 39's9'39W4 
ψ<ι2>®<1
ΐ>
 =
 4
 c o s
 ^
 s i n ^ cos tf, sin &гІ &
0\і<Рз<Р2<Гі 
No singly or triply excited states occur in the singlet AMO wave functions. 
This example can be easily extended to systems with more t h a n four electrons 
by using the results of the previous section, formula (10) in part icular. T h e 
complete pair-correlated DODS wave functions can be built u p from the singlets 
and triplets of formula (13) by using the reduced Wigner o p e r tors based on the 
Serber representations of S
x
 • If one wants to derive which configurations occur 
in a certain DODS wave function and to calculate the configuration interaction 
coefficients as functions of the orbital mixing coefficients, it is not necessary to 
construct these complete wave functions, however. Only knowing their parentage 
with respect Ιο £ 2 ® £ 2 ® • · • ® S 2 , i.e., the singlet and triplet states from which 
they are built, is sufficient. 
5. T r a n s f o r m a t i o n o f S o m e ν j m m o n A n t i s y m m e t r i c Sp in 
Eigen/unct ions 
We have seen in the previous section that the transformation properties of 
antisymmetric spin eigenfunctions under pair-correlated DODS mixing become 
particularly simple if we project such wave functions by means of Wigner operators 
based on lY s Serber representations of .S\ . Although Serber funcuons have found 
recent -ntcrest in q u a n t u m chemistry [13], m a n y other projectors have been used 
in the literature to construct antisymmetric eigenfunctions of S2. We shall briefly 
discuss the transformation properties of some of these other Pauli kets also. 
T h e general section about partitioned orbital transformations tells us that the 
transformation behaviour of Pauli kets can be largely simplified if one knows the 
permutational genealogy of their projectors. 
Let us first look at some Wigner operators based on the orthogonal Young-
Yamanouchi representations [12], called orthogonal units by Rutherford [11]. 
We shall label the basis functions for a given irreducible representation [Д] = 
[2 1 2* ~ , I 2 ] of S
s
 according to decreasing Yamanouchi symbols, using H a m e r -
mcsh's [14] definition of these symbols. It follows immediately from the construc­
tion rules for the Young-Yamanouchi representations (ref. [14], Section 7-7) 
and from the form of the first s tandard Young tableau that the Wigner operator 
W\? is invariant under all transpositions (12), (34) · · · , (Лг - 2S - \, N -2S) 
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and spans an antisymmetric representation of all permutations among the last 
2S electrons. Thus, the Wigner operator U'lï1 generates spatial functions that 
carry the representation 
[2] ® [2] ® · - · ® [2] ® [12S] 
^ ^ ^ 
%N — S factors 
of the group $
г
 ® $
г
 ® · · · ® S2 © S2S . Such functions are also sequence adapted 
to 
GL(m) => GL(mi + m2 + · · · m^N_s -\- m^v-s+i) 
and transform according to the representation: 
(2) ® (2) ® · · · ® (2) ® (12 S) of the latter group. 
In order to get nontrivial results the partitioning of the orbital basis (m = 
m1 + тг + · · · +
 mi/2.\-s+i) n 1 1 1 5 1 satisfy the relations 
Щ , тп
г
 • · • , m1/2S_s ^ 1 ; т 1 / г л - _ £ + 1 ^ 2S 
This projector is used by Goddard in his Gl-method [15]. 
Basis functions projected by this operator transform identically to one of the 
Serber basis functions under GL(ml + іи2 + · · · + "і1/2Л,), namely according to 
( 2 ) ® · · - ® (2)® ( I 2 ) ® · · · ® (1*) 
$N — S factors S factors 
Consequently, this projector connects pair-correlated DODS and ci in the manner 
described in the previous section. 
Another Wigner operator with a physically interesting parentage is И 7 ^
 г
. 
where/[^] is the dimension of the irreducible representation [λ] = [2 1 / 2 ' ~s, l2S]. 
It is sequence-adapted to S
x
 ^> SliÎX+s © •S'1/2iV_s and corresponds to the repre-
sentation [I1 '2 ' T ' ] ® [1 , / 2 A _ S ] . Pauli kets which are projected by this operator 
transform according to ( l 1 / 2 ; w ) © ^ьгл-в^
 0{ дцщ _^ ГПі)- -phc partitioning 
of the orbital basis must satisfy m, ^ ^Л' + S, 7n2 ^ ^Л
г
 — 5. If the equal signs 
hold, the irreducible representation (1 1 / г " + s ) © ( l l / 2 ' ~s) is one-dimensional, and 
the functions carrying ^ і 1 / г л - г і ^ and (1 _ ) are simply Slater determinants 
composed of ^^ V + S and £.V — S spatial orbitals, respectively. In general, this 
projector corresponds to a physical system with antiferromagnetic coupling 
between two subsystems with -¿Λ* -f S and \N — S parallel spins. This projector 
is also of importance if one fills up degenerate DODS orbitals according to Hund's 
rules [16]. 
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Also a common way of constructing antisymmetric eigenfunctions of S2 is by 
acting with the Young operators [17], PtNi or NtPl , either on the spin part or on 
the spatial part of a wave function. 
Each Young operator corresponds with a standard Young tableau (i = 1, · • · , 
fix)) ; the operator N, is a product of antisymmetrizers over the electron indices 
occurring in the columns of tableau i, Pt symmetrizes over indices occurring in 
rows. These Young operators, which project nonorthogonal bases, can be related 
to the spinfree Wigner operators. In case they project spin functions, the first 
step involves transferring the permutational symmetry from spin to spatial 
coordinates by using one of the relations : 
A{I® Ρ,Ν™) = AiP.N™ ® /) 
(18) , 
A(I® N,P[V= АЩР1»®!) 
where the first factor acts on the spatial coordinates and the second on the spin 
coordinates, ƒ is the identity operator and A is the antisyrrçmetrizer over spatial 
and spin coordinates. The representation [1] is associate to [Я] and г = /щ + 1 — i 
counts according to increasing Yamanouchi symbols. These two relations are 
easily proved following the arguments of Heldmann [18]. Furthermore, one can 
show, using elements of Goddard's proof [19], that the following expansions must 
hold: 
'M
 r 
(19) 
Because the second index of the Wigner operators determines their permutational 
genealogy, and therewith the transformation properties of projected wave functions, 
and we have already discussed the Wigner operators W™ and WW /
ш
 , relations 
(18) and (19) are sufficient to uncover these properties for the given Young 
operators. 
The projector -N/ J5^;' acting on a spin function a/3 a/5 · · ·α/?αα · · · a generates 
the Boys-Reeves "spin-bonded" functions [20]. Using (18) and (19) we conclude 
that such functions transform according to (2) ® (2) ® · · · ® (2) ® ( l 2 5 ) under 
GL^m^ + m2 + · · • + Щ/tN-s +
 mi/i\-s+i)· ^ ^ e projector P1N[Xi acting on: 
αα · · · α.ββ • • • β 
^N + S^^ïf^S 
yields the same result as the Löwdin operator [21] acting on this function [22]. 
The Pauli kets corresponding to this choice transform as (ll/ii +s) ® (\V*N-Sy 
isi 
under GL(m1 + т г ) . If we have just N orbitals, these Pauli kets are invariant 
(except for a scalar factor) under mixing the spin-up and the spin-down orbitals 
among themselves. This result lies at the basis of the pairing theorem [23, 24]. 
6. Conclusion 
In this paper we have treated the effect of orbital transformations on some 
commonly used many-electron wave functions, that are antisymmetric eigen-
functions of S2. Especially, orbital mixings occurring in pair-correlated DODS-
schemes were considered in more detail, in order to find the explicit relation 
between such schemes and the configuration interaction method. Orbital trans­
formations were regarded as elements of the general linear group, GL{m), and their 
effects were studied group theoretically. Although some of the transformation 
properties that we have discussed in this paper have already been derived for 
special cases [2, 25], the group theoretical approach places these results in a 
general and more formal framework. It gives much deeper insight as it clearly 
shows the relation between the permutational characteristics of wave functions 
and their transformation behaviour. Moreover, by using a group-theoretical 
formula that we have derived for the subduction of the representations ofGL(m), 
we can very often simplify complicated transformation matrices to a large extent 
and, thus, save much labour. 
Appendix 
We have shown in this paper that the transformation properties of jV-electron 
wave functions under partitioned orbital transformations can actually be simplified 
if we construct basis functions of the type (9) by means of the "reduced" Wigner 
operators which satisfy relation (8). We will now show the derivation of this 
relation (8) and explain the meaning of all occurring indices. (A similar result 
has been derived by Klein et al. [9], using the theory of semi-simple algebras, and 
by Jahn [26] and Gerrat [16], who both restrict their attention to one- and two-
column representations only). 
Start with an irreducible representation [Д] of S
s
 which is "sequence adapted" 
to the subgroup S
n
 ® ^ _
n
 . 
By definition such a representation [λ] is completely decomposed if it is restricted 
to the subgroup S
n
 (g> SN_n . Therefore we can write for an arbitrary element 
PQ of this subgroup (P e S
n
, Q e 5
v
_
n
) : 
(Al) D(PQ)W = 2 Σ ®mXl,vO(P)^®O(Q)^ 
(μ) (ν) 
part. part. 
of η ΛΓ—η 
(According to Frobenius' theorem the multiplicity coefficients in this subduction 
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-—L 
DIPOI = 
ι 
Figure 1. Form of a representation [Я] which is adapted to the sequence Sy >^ 
s
n
 ® %_„ · 
problem are equal to those occurring in the induction (5) : 
The matrix D(PQ) has a diagonal blocked form with the Kronecker products 
Ό(Ρ)ίμ' ® D(Q) [ v ] occurring τη
λμν times on the diagonal (see Figure 1). If we 
want to write out relation (Al) in terms of matrix elements we necessarily have to 
introduce a large number of indices. The rows of the matrix Ώ(Ρ(2)ίλ' are num­
bered by: 
μ (running over partitions of n) 
ν (running over partitions οΐ N — η), 
α = 1, · • · , τη
λμν (numbering multiple occurrences of [μ] ® [ν]), 
г = 1, · · · ,ƒ[,,] (running over the rows of D(P)['11), 
и = 1, · · · ,/[v] (running over the rows of D(Q)C v l). 
All these indices can be collected in one index K, numbering the rows oíD(PQ)11^, 
such that there is a unique relation Κ = (μ, ν, α, г, и). In the same manner we 
label the columns by L = (μ',ν', x',q,t). Then, the following relation is obtained: 
(A2) 
Л ( « ? ) * х = άμμ. δνν. d„.D(P)™D[Q)™ 
with К = (μ, ν, α, г, и) and 
L = {μ, ν', χ', q, t) 
x W Although this factorization 'is only valid for the matrices D(P(¡)) representing 
the subgroup Sn ® Ss_n , we must realize that the sequence-adapted representation 
D(Ä)U ] is defined for all R e Ss . So, the labelling К = (μ, ν, α, г, и), L = ( / , ν', 
α', q, t) can be carried through for all R eSN . 
1S3 
We now write a Wigner operator for the (sequence-adapted) representation 
[A] of 5„ : 
(A3) w™ -•%; 2 ^ ( А - ^ Л 
Every permutation ReSN can be written as Д = CfQ, where Ρ eSn, Q e SN_n 
and {C, ; / = ! , · · · , (^)} are the (left) coset generators of S
n
 <8> SN_„ in SN. 
Replacing the summation over all R e SN by a threefold sum over Ρ e 5 n , Q Ε ίΝ_η 
and / = 1, · · · , (η) we obtain 
, & 
Κκ = ^ Σ Σ IDiQ-'p-'cr^jC^Q 
/AAS -íV! PeS* QeSH-nlil 
(Ν) 
=
ff,2 l ì ÏVv-y^Ccr'fcpç 
iV! PeSn Р£8^_„І=1 L=l 
Substitution of expression (7) for the reduced Wigner operator yields 
(A5) wfK= *f" 'ÎW™Ï 2 D{Q-1P-^LPQ 
n\ (N — n)\ L-l PeS« QeSs-n 
Since the permutation Q-1P-1 is an element of the group Sn ® SN_n we can use the 
decomposition formula (A2) : 
f f flM 
(A6) у
к
= , У ' \ , Σ ^ Σ Σ ^ . ^ ¿ „ ^ ( P - ^ D Î Ç - 1 ) ^ « 
Π! {Ν — η) ! ¿=1 PeSn «еЯлг-» 
Remember that /ί = (μ, ν, α, г, и) and Ζ, = (μ', ν', л', q, t). Because of the 
Kronecker delta's the summation over L = (μ', ν', α', q, t), which is in fact a 
fivefold summation, can be reduced to a twofold sum. Moreover, we can substitute 
formula (1) for the Wigner operators o(S„ and SN_n to obtain the final result: 
(A7) ΐν?κ-ϊ'ϊντ™ν*4νϊ? 
where К = (μ, ν, α, г, и), L = (μ, ν, α, q, t) and J = 1, · · ·,/^ is some arbitrar) 
index, which could also be written as a contraction of the same type: J = (μ', ν', 
α', ν, w). 
If we restrict ourselves to two-column representations of the permutation group, 
the induction-subduction problem (Equations (5) and (Al)) is multiplicity-free: 
τπχ,,, must be 0 or 1. In that case we can drop the indices α and a' to obtain 
Equation (8). 
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Formula (A7) can be easily generalized to an arbitrary number of subsystems. 
Suppose that we have ^ electrons occupying the first ml orbitals, n2 electrons in 
the second set of m2 orbitals, etc., and nk electrons in the last mk orbitals, as in 
Equation (10). Irreducible representations of 5
Я і
, S„ , • · · , S
n
 are denoted by 
[/¿iL t^ali ' ' ' ) [/"*] and their rows and columns are numbered by r, = 1, · · · ,/[„ (] 
and qt = 1, · · · ,/ΐμ,ί, respectively, for i = 1, · · · , к. The reduced Wigner 
operator WLK . which contains the left coset generators of the subgroup S
ni ® 
•Sn, ® " * ' ® Snk
 m
 SN > ' s constructed on a representation [λ] that is sequence-
adapted to this subgroup. The rows and columns of [λ] are numbered by К = 
(/"ι. Иг > · ' ' . i"t > <*. r i > тг > ' · ' > rk) a n d L = (μΊ. μ'ϊ ι • • · у μ*. «', ^ , д
г
, 
• · · , qk), respectively. The relation between a normal Wigner operator on the basis 
of this sequence-adapted representation [A] and the reduced Wigner operators 
becomes : 
(A8) w™ = ς" Y • 'fñiWJWZ • • · и^ 
«1=1 ï î = l ï t = l 
where К = (μ
ι
, · · · , /^ , α, г,, · · · , т
к
), L = (μ
ι
 , · · · , ^ , α, q1, · • · , qk) and 
J = (M'Í > ' ' ' > f*'k > &\νι У ' ' ' > vk)· This equation can be substituted into expres­
sion (10) in order to obtain a generalization of (9) for an arbitrary number of 
sub-systems. 
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PART II: 
INTERMOLECULAR FORCES 
CHAPTER II 1 INTRODUCTION 
The study of intermolecular forces impinges on many of the natural sciences. 
For example, intermolecular forces determine the thermodynamical properties 
of gases and liquids, they establish to a large extent the conformation and 
dynamical behaviour of the polymers, including the biopolymers, they con-
trol the structure of molecular crystals and biomembranes, etc. In all these 
examples one is mostly interested in the behaviour of the system at tempera-
tures not much higher than room temperature, and consequently in the region 
of the intermolecular potential surface that reaches up to a few thousand 
calories per mole. 
Calculations on such weak interactions are difficult mainly because of 
the following two reasons: 
- The interactions are very small compared to the total energy of the sys-
tem (the ratio is in the order of 1 to 10 6). One must realize in this 
respect that many quantum chemical methods compute interaction energies 
by subtracting energies that include the contributions of all the elec-
trons in the system, including the inner shell electrons. 
- The interaction itself is a delicate balance between a relatively strong 
repulsive and an equally strong attractive force. 
The repulsive force has an exponential behaviour with an onset at a 
relatively short intermolecular distance R, therefore it is typically a 
short range force. The attractive force has a much longer range; accordingly 
the term long range force is frequently used as a synonym for intermolecular 
attraction. The physical origin of these forces has been explained quali-
tatively a long time ago, but it is only recently that quantitative calcu-
lations have come within reach. 
The repulsive part of the potential,proposed by Van der Waals to 
account for the properties of imperfect gases,has been discussed by 
Eisenschitz and London [ l]. They showed that the short range repulsion has 
the same quantum mechanical origin as chemical bonding, viz. the exchange 
phenomenon. The one-structure valence bond treatment of the hydrogen mole-
cule is well-suited to illustrate this, because H2 is a chemically bonded 
system in its singlet ground state, whereas the triplet state exhibits a 
repulsion which is characteristic for the complexes studied in this thesis. 
The H2 singlet energy, then, is given by the formula [2] : 
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_ COQ + A(R) 
E S t R ) ~ 1 + S(R) 
and t h e t r i p l e t e n e r g y b y : 
C(R) - A(R) 
E
m
(R) 
Τ 1 - S(R) " 
The presence of the Coulomb term C(R) in these formulas can be rationalized 
quantum mechanically as well as classically. The exchange term A(R) (and 
also the overlap term S(R)) originates from the fact that electrons are in­
distinguishable, which means that the molecular wave function must be anti­
symmetric under permutation of all electrons. This typically quantum mechan­
ical observation has been discussed in a more formal setting in sec. 1.6.2 
of this dissertation. Now, explicit calculation of A(R) and C(R) shows that 
A(R) is negative and much larger than C(R) , at least for distances down to 
the equilibrium distance. Further S(R) << 1. So, A(R) gives rise to a 
strong (chemical) bonding in the singlet state, whereas the very same term 
causes a strong repulsion in the triplet state. 
In principle it is feasible to exhibit the origin of the exchange 
repulsion also for larger systems than Hi, but because of the multitude of 
integrals arising in such an exhibition this would be very tedious and not 
very illuminating. However, all calculations performed to date bear out 
that the valence bond method (and also the Hartree-Fock method for that 
matter) always predicts exchange repulsion between systems without unsatu­
rated valencies. 
As a possible explanation for the long range mtermolecular attraction 
several possibilities had already been proposed before the advent of 
quantum mechanics. Keesom [ 3] had attempted an explanation in terms of 
electrostatic interactions between permanent moments on the interacting 
systems. Debije [4] had suggested that induction might be an important 
factor. In 1930 London [ 5] came with a quantum mechanical treatment which 
unified into one single consistent theory the Keesom and Debile forces to­
gether with a force unknown until that time. London called this new force 
"dispersion force", because of the noticeable resemblance of his theory 
with the Kramers-Heisenberg dispersion theory. (It is interesting that a 
simple semi-classical version of London's theory [6], which considers an 
interacting dimer as two coupled harmonically oscillating dipoles, has 
also a strong likeness with the classical Drude-Lorentz theory of disper­
sion. Hence the name of the newly discovered force may be explained by the 
quantum mechanical as well as the classical analogy). 
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London's theory rests on two fundamental ideas: a Rayleigh-Schrödinger 
perturbation expansion of the interaction energy and a multipole expansion 
of the interaction operator. We will consider these points in somewhat more 
detail in the following chapters. This will be done because the calculations 
performed m the course of this work have been guided by London's theory, 
which therefore has considerable impact on this work. Furthermore, London's 
theory in its elegant irreducible tensor formulation, does not belong to 
the standard equipment of the average quantum chemist. Irreducible tensors 
allow, as we will see, the presentation of all the formulas in closed form. 
The discussion of the long range intermolecular forces is followed by 
a few reprinted papers, the oldest of which presents computations on a 
charge transfer complex. Here the complete neglect of differential overlap 
(CNDO) method, a semi-empirical Hartree-Fock LCAO-MO method, has been em-
ployed. Although it is generally felt that the Η-F model does not yield 
dispersion energy, it is accepted that the model is capable of giving elec­
trostatic, induction and charge transfer interactions. So, reasonable 
answers may be obtained from Η-F calculations on complexes in which charge 
transfer forces are thought to be the main bonding factor. 
As for an approximation which neglects the differential overlap 
occurring in the integrals, it must be noted that in such a method the 
Coulomb integrals arising in the Η-F equations do not vanish and so the CNDO 
method might in principle be able to give a reasonable account of the 
electrostatic forces. Moreover at the time the calculations were undertaken 
(autumn 1969) it was already known that CNDO usually gives fair results for 
hydrogen bonded complexes. 
However, the paper shows rather unexpectedly that the transfer of 
charge from the donor to the acceptor is highly exaggerated, giving rise 
to unphysical interactions. Via a Mulliken population analysis the origin 
of these interactions could be traced back to the effect of charge transfer; 
at the same time this population analysis established also that no sort of 
intermolecular chemical bond was formed. 
The other three articles reprinted below are chiefly based on the 
multi-structure valence bond method, although also CNDO and ab initio SCF 
calculations are reported for the ethylene diraer. The VB calculations were 
performed by computer programs especially developed for this purpose. (As 
a matter of fact the writing and debugging of these programs was the most 
time consuming part of the work performed for this dissertation). See 
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réf. 7 (reprinted in this thesis) for a short description of the programs. 
The basis m the VB calculations consists of canonical valence bond struc-
tures, defined in sec. 1.5.4, and there called standard Weyl-Rumer tensors. 
The unperturbed monomer states entering the VB calculations were all 
obtained from Η-F calculations on the free monomers. To that end a standard 
SCF program (IBMOL-V) was employed. This program fulfilled all our needs, 
including the calculation of excited states. Because SCF-LCAO-MO calcula­
tions on open- and closed-shell systems have become a routine matter in 
most laboratories, and because the corresponding theory can be found in 
any text book on quantum chemistry, it is unnecessary to go into details 
about this part of the work. The same holds for the integration of atomic 
orbitals. See for instance ref. 8 for a discussion of these topics. 
All the VB calculations have been performed within an orthogonalized 
basis of monomer orbitale. For He-He and the ethylene dimer we have inves­
tigated whether the intermolecular orthogonalization formed not too drastic 
an approximation. This was done by transforming the VB structures back to 
the original basis of non-orthogonal monomer orbitals. We used to that end 
matrices in irreps of GL(n). The explicit construction of such matrices 
has been described in sec. 1.5.7 of this thesis. 
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CHAPTER II 2 THE MULTIPOLE EXPANSION OF l/m 
In order to introduce the physical problem that forms the topic of this 
chapter, we consider a system of two point charges qi and qj. We further 
take two coordinate systems: one with an origin at A and another one ob-
tamed by translation of the system at A along a vector R. The second sys­
tem has an origin at B. So, the vector R points from the origin of system 
A to the origin of system B. The coordinate vector of qi with respect to 
->• -+ 
the system of axes at A is denoted by r. ; г.. is the coordinate vector of 
la lb 
- • - » • - » ' 
qj with respect to the system of axes at B. So we have r. = r. + R. The 
coordinate vectors of qj are analogously denoted by r 9 and r. . Now, 
Coulomb's law states that the electrostatic interaction between qi and q2 
is proportional to: 
1/r,,
 Ξ
 l/|île-?2al - 1 / І ? 1 а - (Î2b + ? )l· 
If the length R of R is larger than r. + r,, the electrostatic interaction 
can be expanded into a series in 1/R. Each term in this series represents 
an interaction between a multipole centered on A and one centered on B,-
therefore this series is called the multipole expansion of the interaction. 
In this chapter this multipole expansion will be derived. 
Obviously, the multipole expansion is an unnecessarily complicated 
way of expressing the interaction between two point charges. However, if 
we have a continuous charge distribution ρ around A and another continu­
ous charge distribution ρ around B, then the multipole expansion furnishes 
a convenient means of computing the interaction between ρ and ρ . For m 
that case we let qi stand for ρ (r. ) dx dy dz and qi for ρ (г., )dx, dy, dz, , 
a la a a a b 2b Ъ b b 
expand the interaction and integrate term-wise over both the charge dis­
tributions. Provided R is always larger than r. + r , that is, provided 
ρ and ρ do not overlap, we have found a converging and physically 
appealing manner of expanding the interaction between ρ and ρ . 
Quantum mechanically the multipole expansion of І/Г12 enables the expan­
sion of the interaction part of a Hamiltoman describing a system of two 
non-penetrating atoms or molecules. 
There are two essentially different ways of writing the multipole 
series. The first employs Cartesian coordinate systems at the origins A 
and В and expresses the interaction completely in terms of Cartesian 
tensors. The "geometrical" variables do not appear m closed form but in 
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Operator expressions of the type [ 9] : 
αβ,.,γ α Β γ R 
The operators V , V , ..., 7 standing for the Cartesian components of the 
nabla operator,Τ is a Cartesian tensor. The Cartesian approach has 
the disadvantage that the final formula is highly redundant. This follows 
from the fact that the components of Cartesian tensors span reps and not 
irreps of the full rotation group 50(3), and accordingly the problem has 
not been disentangled to its limit. (The group S0(3) arises in this con­
nection as the invariance group of l/rn). Rotational invariance is of 
course preserved upon expansion, and so the terms in the multipole expan­
sion are all invariant under rotation. Reduction of the tensor components 
under S0(3) will indeed bring a considerable simplification, because out 
of the hin + 1)(η + 2) different components of a Cartesian multipole moment 
tensor of rank η only 2n + 1 contribute to the interaction. 
The second manner of writing the multipole expansion makes use of 
irreducible tensors, thus assuring a maximal disentanglement of the problem. 
An additional advantage of this approach is that the expansion is not only 
in closed form, but also solely in terras of spherical harmonics and Clebsch-
Gordan coefficients, which can both be found m many tables. Furthermore 
we can often profit by the fact that the Wigner-Eckart theorem can be 
applied directly in ensuing calculations. 
A disadvantage of the irreducible tensor notation is that the deri­
vation of the multipole expansion, as for instance given by Rose [ ΙΟ] , is 
rather involved, whereas the Cartesian derivation can be followed by 
everybody who knows how to differentiate a function of x, y and z. However, 
a considerably shorter derivation will be presented subsequently, which, 
as far as I am aware, has not been given before. The final result is pre­
sented in the form of a theorem (the second theorem of this chapter). 
Firstly, we establish some notation and some necessary definitions. 
In the following we will adhere to Edmonds [ll] with regard to all conven­
tions , including for instance the phases of Clebsch-Gordan coefficients 
and of spherical harmonics, the definition of standard bases for irreps of 
S0(3) , etc. 
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Definitions. 
1. The function Y. (f) is a spherical harmonic of the order I. See for 
an explicit definition ref. 11, formula 2.5.5. The vector t is a unit 
vector with the polar coordinates θ and φ. 
2. The function: 
S (ΐ) Ξ r V (t) 
Л ,m л ,m 
is a regular solid harmonic. 
The same function considered as a multiplicative operator is a multi-
pole operator. 
3. The function: 
•+ -Ä-1 
Ζ (r) = r V (f) 
x.
 fm Jt ,m 
is an irregular solid harmonic. 
4. Let the set 
V ? ) Ξ t T*,m ( ? )l m = -£ «> 
consist of 24 + 1 quantities defined with respect to a set of coordi­
nates in IT . Describe a rotation of R by: 
->• •+ 
Г ' = R Г 
(i.) 
and let D (R) be the matrix representing R in the (2i,+l)-dimensional 
- * • irrep of S0(3). If the set Τ satisfies the transformation equations: 
Л,m m'^-l ' ~~ 
then Τ (г) is an irreducible tensorlal set of the order i. Examples of 
irreducible tensorial sets are spherical harmonics, angular momentum 
operators, multipole operators, etc. 
5. Let U and V be irreducible tensorial sets. The irreducible product 
of these sets is defined by 
I"» x V0 Ι ^ ' Ξ Ζ и. т V. ^Ui.milt.nbll.m), m = -I,..., +1 
ίι І2 ш Ui
 r
mi ί.2 ,m2 
mi ,щг 
where (Αι ,mi ;І2 ,тг |¿m) is a Clebsch-Gordan coefficient. Clearly an 
irreducible product is an irreducible tensorial set. 
6. Inserting the value of (A,m;£,-m|o,0) one gets: 
[и.х 1<0) = (-i)£(2î + ir» τ (-i)mü, ν, . 
ί. £.0 Я,-m Ι,m 
m 
7. Let r = (x,y,ζ) be a vector in R . Its spherical coordinates are 
defined by: 
r
+ 1 = -Ι/Λ (x + iy) r 0 = ζ г^ = 1//2 (χ - iy) 
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In the sequel spherical coordinates of vectors will be labelled by m 
or v. 
Θ. The inner product of two vectors r and r' can be written thus: 
r-r· = ς (-i) r r· = -/з [r χ r·];: ' 
-m m 0 
m 
The following lemma will be needed in the proof of the translation 
formula for irregular solid harmonics. 
Lemma. 
[. . .π?, a<» χ ?)<3> ^ ( 4 ) ... χ Kk) - M w ^ f k ! S K - ( ? ) · 
Proof. F i r s t note t h a t r = /4тг/3 S, (r) , m = - 1 , 0 , + 1 , and t h e r e f o r e : 
m 1 ,m 
[ . . . [ ì x ? i ( 2 ) x ì ] ( 3 ) . . . x ? ] ( k ) =
 {лт>
і\..лГ>$.і2)*Ъ1і3)...*іл™. 
m 1 1 1 l m 
The r i g h t hand s i d e can be e a s i l y e v a l u a t e d by r e c u r s i o n from the r e l a t i o n : 
which we now d e r i v e : 
[ S . χ S 1 ] p + 1 ) Ξ Σ (j,mi f l .n&l j+l.m) S. m S, . ] 1 m ] ,mi 1 ,m2 
mi ,mj 
I n s e r t i n t o the r i g h t hand s i d e the Gaunt s e r i e s ( r e f . 1 1 , formula 5 . 1 . 6 ) : 
[ S x S j ] ^ " 1 " 1 1 = Σ (j,mi ¡ b m i l j + l . m ) Σ (j ,mi ;1 ,τη \ i ,m' ) χ 
mi /Taz ¿ гШ1 
«^^•»'ЩЩ
11
^·· 
Using the fact that the C-G coefficients constitute a real orthogonal 
matrix and inserting 
(j 
we arrive at: 
,0;i,o|j+i,o) = [afri] 
[s. xi,]"*" = Л Т ^ и ^ Л " 5 S. , . 3 lm L23 + 3J 3+1 «ш 
If we apply this relation repeatedly, for j = 1, . . . , k - l , w e get: 
r ft χ ΐ ι (2) * t ι (3) « ? ι (k) - гтг^ к- 1Г : | , к-'' к : , 2 к1 Ь с l.-.lsjxs^ χ Sj] ...*s1]a - (Л74І) L (2k + D-J sk,ra· 
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U s i n g S. = J3/4ir r we o b t a i n i m m e d i a t e l y t h e r e l a t i o n t o be p r o v e d . 1 ,m m 
The now f o l l o w i n g t h e o r e m g i v e s a t r a n s l a t i o n f o r m u l a f o r i r r e g u l a r 
s o l i d h a r m o n i c s . 
Theorem. 
Proof^ Expand according to Taylor: 
Z. (г, + г,) = Ε ¿ τ <Γ,·7, Ζ. (r_ . £ ,m 1 2 к! 1 2 í,,m 2 
To evaluate the terms in the expansion we use the gradient formula (ref. 
12, p. 150): 
Σ ( - 1 ) μ г . 7 , Z 0 (?„) = [ (21 + DU + Ι ) ] * 1 Σ U + 1 ,m+u ; 1 ,-μ 14 ,m) χ 1 ,-μ 2 ,μ H ,m ¿ μ μ
 + 
>< Zl+l,m+vlX2) Γ 1 , - μ ' 
which w r i t t e n more c o m p a c t l y r e a d s : 
r . · 7 . Ζ. ( г . ) = (2Í. + 1) a + 1 ) P [ Ζ ( r , x г . Г . 1 2 Л,m 2 Я+1 2 l m 
R e p e a t e d a p p l i c a t i o n of r . · 7 g i v e s : 
(r · 7 ) Ζ ( r 0 ) = е . . Ι . . . [ Ζ . ,. r_) х г . ] х г . ] х . . . r i 
1 2 ί ,m 2 kí.m î.+k 2 1 1 l m 
and one easily derives for the constant c. „ : J
 Wim 
kim 
(2ί + 2k) 'I ^  
L (2Í,) : 2 k 
-* ·*• к 
The coupling scheme originating from the application of (r ·7 ) is 
equivalent to the quantum mechanical coupling case of adding к particles, 
all with quantum number j = 1, to a state with j = Я + к in such a manner 
that a state with 3=1 results. This same state can also be obtained by 
first coupling the к particles to a state of maximal multiplicity, i.e. 
with j = k, and then coupling this state with ] = ÍL + к to give ] = t. 
This is so because there is only one state with quantum numbers ] = I and 
3 = m and genealogy (¿+k,l,1,...,11 4) . So: 
r ri ,-*• ч ^ т U+k-l) •* -, •* ι U) 
i t r-+ Ì г г^ -»• ι (2) -»· ι (3) •* , (к), U) 
^ к^ г'
 x [
- - -
[ r i x ' i 1 x ' i 1 •••x r l ] 'm · 
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l..«..Í.l'a.Í1l0'...Í1l»-*[¡sÍT^ „^tf,, 
From t h e lemma j u s t p r o v e d : 
and s o : 
2k 
Substitution of this expression into the Taylor expansion gives the 
desired result. 
We have now at our disposal the necessary machinery to state and 
prove the essential result of this chapter. 
Theorem (The multipole expansion of І/гц). 
i h 
l/rI2 = (4π)
3 / 2
 Σ ! (-l) b/ 2 L\ [(21 + 1) (21. + 1) (2L + D] '^ χ 
Vo Vo \2ÍJ 
" i1" (-1)М ZL,-M^ l V ? 2 b J Х ^ ( ^ ) 1 M L ) · 
М=—L Ь a 
-+• -*• -*• 
Here: L = i + í,. ; г. , r„,_ and R are the vectors introduced in the 
a b la 2b 
beginning of this chapter, and the lengths of the vectors satisfy: 
la 2b 
Ρ
Ξ 2 2 ^ АРРІУ ^ е Laplace expansion of І/гц [13, p. 79] : 
Ü 
l/rIa = ! 4π<2*
 +
 I)"15 (-1) a [5 (? )x I (? )] ¿ 0 ) . 
i =0 a a 
a 
Because, as discussed in the beginning of this chapter, R > r + r it 
follows that always r„ > r. . This has been used in the Laplace expansion 
2a ^. l a _>. _,. 
j u s t g i v e n . S u b s t i t u t i n g r = r + R, and a p p l y i n g t h e f o r e g o i n g t heo rem 
we f i n d : 
I / 2t + 24 \ Ь 
1/r,, = ( 4 π ) 3 / 2 Σ Σ (-1) a [ (2¿ + 1) (2a. + 1) ] ~h \ * Ь x 
I =0 JL =0 a Ь 2Я / 
a b \ a / 
a b b a 
T h e r e i s o n l y one s t a t e w i t h j = 0 , j = m and g e n e a l o g y (Í +1,1,1 |0) 
Ζ Э D D ä 
and so we can write, substituting L = {, + Я. : 
a b 
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(I ) 
" V R ) х s r ^ ь ' 1 х 5 г ^ a ' l o = l Z L ( R ) x I ^) X S i ( Г і а , ] ' o 
b a b a 
L h M -*• г-*- •*• -*••*• ι (L) 
= ( - 1 ) Ь ( 2 Ь
 + Ι)*5 Σ (-1) Ζ (R) [ S ( r 2 b ) x S £ (г ) ] ¿ 
M b a 
(Of course one can prove the validity of this recoupling more explicitly 
by evaluation of the associated 6j-symbol). 
Substituting this result in the expansion of 1/ri2 we have proved the 
theorem. 
Notes. 
r -y -*• - • - > • _ (L) 1. The expression [S (г..) * S. (r )J represents physically the 
J6. 2b & la N b a 
coupling of a multipole moment of order I. on В with a multipole moment 
of order I on A to a total moment of maximal order L. 
a 
2. The terms in the expansion are invariant under SOP) as it, of course, 
must be. 
3. The multipole expansion in this form clearly separates the "geometrical" 
variables R from the "structure" variables contained in the irreducible 
product of moments. 
4. To exhibit more clearly the 1/R-dependence of the terms, we use the 
fact that the range 0 < I < », 0 < £,,<«> is also covered by 0 < L < ·, 
— a — b — 
0 < L· < L. Eliminating I we get: 
— b — ' a 
3/2 » -L-l 
l/r12= (4IT)
J/
^ Σ R У
т U(R) x 
L=0 I""M 
, M r->- -»• ->• -*· 1 (L) 1 
x { Σ Σ (-1)" с. „ [S (r,.) x S (r. )]„ } 
л л .. ЬД. Je. 2b ь-Я. la M l. =0 M=-L· ' b b b b 
where : 
ι ч 
CT . = (-1)
 b
 / 2 L \ [(2b - 21. + 1) (2JL + 1) (2L + l)]"5. [21J 
For instance the physical interactions: hexadecupole-monopole coupling 
(£ =4,£. =0) , octupole-dipole coupling (l =3,4. =1), and quadrupole-quadru-
a b a b 
pole coupling (î. =2,1 =2) all have an R" S dependence. 
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CHAPTER II 3 LONG RANGE FORCES 
In this chapter general formulas for the long range interaction between 
two systems (atoms or molecules) will be derived. As has been shown in 
ref. 7, these formulas form an asymptotic expansion (for large R) of the 
VB interaction energy. 
From the outset we make the assumption that the monomer wave functions 
do not overlap. This has two immediate consequences: 
- All intermolecular exchange integrals vanish, and so we are relieved of 
the difficult task of intermolecular antisymmetnzation. 
- The multipole expansion derived in the preceding chapter is applicable. 
Let us choose two parallel space fixed coordinate systems A and В 
located at the centers of mass of the subsystems A and B, respectively. 
The vector R connects the origins. The particles (nuclei and electrons) of 
A are labelled by a. Their charge is denoted by q and their position 
vector with respect to the coordinate system at A by r . Similarly r gives 
the position with respect to the system at В of particle β, belonging to 
monomer В and having charge q . Monomer A may be rotated over a set of 
ρ 
Euler angles ω, = (α,,β,,γ.) and monomer В over ω = (α ,β ,γ ). Subse-
Α Α Α Α Β Β Β Β 
quently expressions will be derived for the first and second order inter-
->-
action energy as a function of R, ω and ω . It is apparent that these 
coordinates are redundant in a description of the complete interaction 
-> 
potential surface. For example just R and ω are sufficient. 
В 
Write the Hamiltonian of the system as: 
Η = н
А
 +
 н
в
 + v ^ (i) 
where: 
7 ^ = Σ ^ і . (2) 
α,β
 Γ
αβ 
The i n t e r a c t i o n can be expanded (see c h . I I . 2 ) : 
+λ 
ν " " = Σ q q 0 Ζ l с . „ Σ ( - 1 Г Ζ. (R) x 
α,β
 α
 ß
 *
д
- 0 £
в
=0 вд=-Х λ ' - μ 
(3) 
г •+ •+ -*••*• Λ ( λ ) 
x [ S < r
e
) > S ( r ) ] « J 
A Β 
where : 
λ Ξ Я , + J. (4) 
Α Β 
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с. . = (-1) B {4-n)3/2[l.2li+l)(2l+l)(2i+2l+í)]'h¡ A B] . (5) 
VB A B A B \ 21 \ 2t* I 
Let {]a ) } be a complete and discrete set of eigenstates of H : 
HA|a > = Eja ) , a = 0, 1, 2, ..., » (6) 
and similarly on B: 
HB|b > = Eb|b > , b = 0, 1, 2, ..., ». (7) 
Define a multipole (transition) moment on A: 
<a|îA|a· > Ξ {(а|г
д
,т
д
|а ,> ; т
д
 = - г
д
 +г
д
} (8) 
where : 
< a U A , m Ä | a · ) = < a | j : q S ( ? a ) | a · ) . (9) 
α A A 
In exactly the same way the multipole transition moment (b|{. lb' ) is 
defined. 
The transition moments are irreducible tensorial sets. Rotation of 
molecule A over ω gives the following mapping: 
<а|г
д
|а·) •+ <а|Я
д
-0 ( ω ^ 1 ) ^ 1 > (10) 
where: 
(Α.) (£,) 
(a|(il-D A (ω"1)) ¡a' > = ^ D (ω"1) , < a k ,m'|a' ). (11) 
A — A m . ' , A m'm ' A A' 
A m' A A 
A 
Here D^  is the (2£ +1)-dimensional irrep of SO(3). In an analogous 
manner one proceeds for the transition moments on B. 
AB 
Up to second order perturbation the interaction energy ΔΕ becomes: 
Л Е ^ - ΔΕ ( 1 )
 +
 ΛΕ'
2
' (12) 
ΛΕ
( 1 )
 = (ООІ ^ІОО > (13) 
ΔΕ ( 2 ) = Σ' (Λε^)" 1 {ООІ ^ ab )(ab|vÄB|00 ) (14) 
a,b=0 
Δε . = (E . - E ) + (E, - E, ) . (15) 
ab a=0 a b=0 b 
In eq. (13) and (14) a product ket |a ) SS 'b > is written as | ab ) , with 
the first quantum number labelling a ket on A and the second a ket on В. 
The same holds for the bra. 
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The first order interaction energy can be written as an explicit 
tion of R, ω and ω , when we insert 
(13) and use the rotation property (10) : 
func the multipole expansion (3) into 
(16) 
(1) ->• CD tO II -+-
ΔΕ 1 1' (ω-,ω_,Κ) = Σ Σ с. . Σ (-1)μ Ζ. (R) x 
Α Β
 £ =0 I-O ЯА £В μ=-λ λ'-μ 
А В 
x [(0|t -D Α (IÛV)|0> x<0|t-D Β U'HO > ] (λ) 
А — А ' ' В — В μ 
where λ = I + ί,^  and c„ „ is the coefficient defined in eq. (5) . The 
A B Я
А
Я
В І
л 
expression between square brackets stands for the coupling of a 2 -pole 
on A with a 2 -pole on В to a resulting tensor of maximal degree 
λ Ξ i + í. . The resulting tensor is coupled with an irregular harmonic 
A В 
to form an SO(3) scalar. 
So, the terms with fixed £. and I in this expansion of the first 
A B 
order energy represent a tensor interaction [ 14] between a (rotated) per­
manent moment on A and a (rotated) permanent moment on B. The total inter­
action is zero if one of the monomers has no permanent multipole moment, 
that is, if one of the subsystems is a neutral atom in an S-state. Inter­
preting the wave function squared as a classical charge distribution, eq. 
(16) can also be looked upon as the multipole expansion of the classical 
electrostatic interaction energy. So, in fact we have found a general 
expression for the tensor force which was considered by Keesom [ 3] up to 
quadrupole-quadrupole interaction (f. =1=2). 
Because of the orthogonality relation in the full rotation group: 
7T i l l D(0) ( α Β Ύ , ° 0 OW (αβΎ)-' da sinß d0 dY = 6m0 ^0 δ*0 <17) 
8тг 0 0 0 
(see réf. 11, eq. 4.6.1) and because D (αβγ) = 1, it follows that the 
first order energy, averaged over all orientations of one of the subsys­
tems, is zero. This is not to imply that powers of the first order inter­
action also vanish upon onentational averaging. The electrostatic energy 
does give a contribution to the second vinal coefficient of an imperfect 
gas, but only in second and higher order of (1/kT). 
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The second order energy becomes after insertion of the multipole 
expansion (3) into eq. (14) : 
Л Е ( 2 )
™
 =
 , 'o. , ' , . 4 ' * CK^ ! , n l Δ E - Ь Γ , Ql£A'1Bí£A'1¿) C18) 
А.ДІ ^„»С A B AB a,b=0 
А А В В 
^
( V V t À ' t ¿ ) = ^ ) , / - 1 5 ^ ' ^ ^ ^ ζ λ·,- μ · ( 5 ) τ λ, μ τ ; · , μ · (ΐ9) 
\1 ~"~ A 1J — — Α 
where : 
Τ
λ,μ - l< 0l^ Al
a
>
 Χ
 <
0I^Bl b > ]w X ) (20) 
Т
Х',У -
 [ < a l ^ l 0 > Χ < bl^l 0 >lμУ ,· <21) 
This expression for the second order energy has two disadvantages: the R-
dependence is given as a product of two irregular solid harmonics, which 
is inconvenient; furthermore this expression becomes a rather complicated 
function of ω, and ω„ after substitution of rotation matrices in the 
A В 
manner of the first order energy (16). Therefore we will rewrite this 
expression, so that all interactions are given in terms of irreducible 
tensorial products. 
Consider the quantity Q(S. Л-;*·! ¡11) defined in equation (19) . Write: 
h , - v ζλ·,-μ· =
 z
 < Ь . Ф , - Ч ; Х ' , - Р · ) l\ * V i i " (22) 
L,M 
Ί\ „ Τ', „, = Σ (Ι/,Μ'Ιλ,νι,-λ',μ·)^ χ Τ ^ , ] ^ '. (23) 
L'.M' λ,μ *λΜι· τ : Μ,^ '"
 ,
" " '
, n
 '
Η
 '
ι
'λ ^λ-'Μ-
Use: 
( L , M | X , ^ ; A , , - U · ) = (-1) X + A' + L ( L . - M I A ^ ^ · ^ · ) , 
apply the orthogonality of C-G coefficients and we get: 
^
( W l l · Ч , = ( - 1 ) λ + λ ' Σ ( - 1 ) L ï ( - 1 ) Μ [ ζ χ χ ^ χ · 1 - ^ í V 5 » · 1 ™ · C24) 
L M 
From the Gaunt s e r i e s (ref. 11, eq. 5.1.6) one der ives e a s i l y : 
«i's 
r-»- ->· i ( L ) [ ZX * ZX']J 
(2λ+ΐ) (гл'+п 
4ii(2L+l) 
( A , 0 ; A ' , 0 | L , 0 )
 κ
-
( λ + λ , + 2 )
 γ (R) . (25) 
1
 L,-M 
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The product [ Τ. χ Τ',] is in fact a fourfold irreducible product (see 
A A M 
(20) and (21)). We can recouple this product: 
[ [ < o | t l a > » < ( o | t | b > l ( X ) χ [ < a | î ; | o > x < b | l ; | o ) ] ( X , ) ] 1 ! L ) = 
= z ς ( 0iaML„,(i
o
e')L ,L| α.Λ
Ώ
)\Λί'ί')^',ь) * (26) 
. . A A A В В В А В A B 
А В 
H e r e : 
[ м о а χ м о Ь ] ( L ) , 
(VÀ)LA (V¿>LBM 
LA= К' li} \ + l k 
τ ' в в' в в 
А А А 
Kiv)L 5 І < 0 І г в І ь > x <b| l¿ |o>] 
B B в 
( L J 
( 
(27) 
(28) 
The r e c o u p l i n g c o e f f i c i e n t i s ( r e f . 1 1 , e q . 6 . 4 . 2 ) : 
( ( V A ) L A ' ( V ¿ ) L B ' L I ( V B ) X ' ( W A , ' L ) 
ч 4 LB 
A A A 
= [ (2LB + 1) (2L + 1) (2λ + 1) (2λ· + Ι)]"1 { i il L A B J В В В 
λ λ ' L 
(29) 
The expression between curly brackets is the Wigner 9j-symbol. Substitu­
tion of (25), (26) and (29) into (24) yields: 
ς>α
Λ
,ι·,ί·Κΐ = ( - i ) x + x , / f Η " ( λ + λ , + 2 ) ζ τ τι ( - i r - χ .L+M 
Α ' Β A Β 4π 
L A S Ì L M (30) 
Χ
 d ( W y V ¿ V L ) YL,-M(&) [ 5U £ML * KjlizJ™ 
A A A a D o 
w h e r e : 
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d t V¿VV¿V L ) = (2λ + 1 ) ( 2 λ ' + l) 
(2LA + 1) ( 2 1 ^ + 1)Ί>5 
(2L + 1) ^ 
^ A l Í L A A A A 
x ( λ , 0 ; λ · 0 | ΐ , , 0 ) { i D i ' L 
В В В 
(31) 
λ λ ' L 
S u b s t i t u t i n g (30) i n t o (18) and f u r t h e r u s i n g t h e f a c t t h a t t h e c o u p l e d 
moments, d e f i n e d i n (27) and ( 2 8 ) , a r e i r r e d u c i b l e s e t s , we a r r i v e f i n a l l y 
a t : 
Δ Ε ( 2 ) (ω ,ω ,R) = ( 4 т т ) 5 / 2 Σ (-1) А А 
V*À v*¿ 
*
 A(V'Á<VV R _ ( г д + г . + £ . + 2 ) 
Σ Σ Σ B ( ( V - A ) L A , ( V ¿ ) L B , L ) 
LA S L 
(32) 
Σ· (Δε . J " 1 Σ ( - 1 ) " YT M(R) χ 
ν, η ab « L,-M 
a,b=0 Μ 
"
І (
^ і : ) Ч - ( І , А ) , и » ) ] 
A A A 
'"«^'ч·^'^
1
"™ 
where : 
a n d : 
І
л'
1
к~
 0
' ^
 2
' 
г
в
д
в
 = 0
'
 1
'
 2
' 
L A = l £ A - * À l 
L 
M 
1
 В В
1 
1
 А В
1 
U A - £ · ! + ι, 
U B - i ¿ l + ι. 
| b A - L B | + 1, 
"
 lh ^А 
в в 
' \ + ьв 
*
(
 £
А' 
- L , -L + 1, . . . , L 
г (21 + 21„ + D Ì (211' + 21' + 1 ) ! η 1 
Α Β Α Β 
[ _ ( 2 г
д
+ 1 ) : ( 2 £
Β
+ 1 ) : ( 2 Я ^ + 1 ) ! (2JI¿+1)!_ (33) 
^
 ( VA ) L A' ( V¿ , L B' L ) = [ (2LA + 1) ( 2 1 ΐ + ^ 1 
h / Α Β A B ' 
A A 
В В 
A B A B 
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(34) 
A term with fixed L and L in the second order interaction (32) represents 
-•oa "^ ob 
the coupling of the tensor M ,. centered on A with a tensor M ., 
U A V L A UB £B ) LB 
centered on B. Hence the second order interaction is, just like the first 
order interaction, a tensor interaction [ 14] , but contrary to the case of 
the first order interaction the two monomer tensors do not only couple to 
their maximal L-value (L = L + L ), but to all their possible lower L-values 
->oa 
as well. Note that the monomer tensor Μ
 0 1 > τ ι which is of order L , 
J>A
 U A V L A І'
К
 A 
originates from the coupling of a 2 -pole on A with a 2 -pole on A. In 
the same way the tensor Μ »ι\τ arises on monomer В from the coupling of 
В В в 
two multipoles on B. 
It is customary to distinguish three different contributions to the 
second order energy. To that end one splits the sum over the excited states 
of the dimer thus: 
? ' = ? + ? + ? ™ (35) 
a,b=0 b=l a=l a=l b=l 
The first term in the right hand side gives rise to interactions of the 
type: 
АР
**в -
( W W 2 ) V , 1,м ,., AE(ind) α R I ™ YL,-M(R) * 
M
 (36) 
χ [м о а V P ] ( L ) . 
(VÂ)LA (V¿)LBM 
?
ιν;>4,4 ?, '^ь'"' 5( ;>ь
п
 (37) 
В В В b=l B B в 
is an irreducible polarizability tensor giving a 2 -pole and a 2 -pole 
^A *À 
on В, which in eq. (36) are interacting with a permanent 2 -pole and 2 
pole on A. The interaction (36) has a classical counterpart in Debije's 
induction force [4]. Debije considered the special case I = Í' = 2, 
{.=£.'= 1, that is, a permanent quadrupole on A inducing a dipole on B. 
В a 
This interaction has an R dependence. 
The second term in (35) gives a sum of interactions, all arising from 
the induction of multipoles on A by permanent moments on B. 
The last term does not allow a classical interpretation, it gives 
Here: 
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London's dispersion force [ 5] . London considered the special case 
I = i' = I = A' = 1, the induced-dipole-induced-dipole interaction. This 
interaction has an R dependence. 
When we average the second order energy (32) over all orientations of 
the monomers: 
<ДЕ* ' (R)> =f f ΔΕ ν '(ω ,ω ,R) <3
Шд
 άω
Β
 (38) 
Ά Β 
and use (17), we obtain only a contribution for L = 0 and L_ = 0. And 
since: 
* ' А
) 0
'
(
 в
, 0
'
0 ) = &l I' \ I' {~l) ' " A + 2lB + l) l 3 9 ) 
А А В В 
we g e t : 
H +1 
< Δ Ε < 2 ) (R) ) = (4тг)2 I (-1) A B [ [21 + 1) m + D ] 
i l A b 
/21 + 21 \ -2 (Л + 4 + 1 )
 и 
х
А В
 R А В Σ ' (Δε ) ' х 
I 2і
А
 I а,Ь ^ (40) 
х Σ (-1) < 0 | £
д
, т
д
| а ) < а | г
д
, - т
д
| 0 > χ 
т
А 
m 
х Σ (-1) В < 0 U B , m B | b ) ( b | i B , - m B | 0 ) . 
т
в 
The m a t r i x e l e m e n t s a r i s i n g i n t h i s e x p r e s s i o n eire d e f i n e d m (9) . For 
i n s t a n c e t h e a v e r a g e d i p o l e - d i p o l e i n t e r a c t i o n i s . 
Л
2\ш ) = 2/3 R"6 „ _ . , „ - , . , _ , , - , ^ , d-d . ab ' A ' A' 
a
'
b
 (41) 
(AE^_'(R)   3 6 Σ ' (Δε Γ 1 « 0 \r | a ) ·< a | ? 10> ) χ 
χ « о | г
в
| ь >-<b|rB |o>) 
where 
< 0 | r | a ) - < a | ? | 0 > = | < 0 | Z x
a
| a ) | 2 + | < 0 | і у
а
| а ) | 2 + |< 01 Σ ζ
α
| a > | I (42) 
α α α 
and a similar definition holds for (0|r |b ) '(blr |θ ) . This same formula 
(41) has been derived by London [5] for the case of two interacting atoms. 
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London averaged by summing over the degenerate states of the atoms. Note, 
however, that equation (40) is completely general, no assumption whatever 
А В 
has been made about the symmetry of H and H , so the formula is valid 
for molecules of arbitrary symmetry. 
Notes. 
1. A formula similar to (40) has been derived by Riera and Meath [15]. 
These authors take the orientational average of the second order energy 
given in eq. (18). Since formula (18) is not simplified to the utmost 
with respect to its transformation properties, the final formula of 
ref. 15 is not as simple as our expression (40). Furthermore the result 
of Riera and Meath contains a small error; it seems that the authors 
have not divided by the volume of SO(3) and hence they present an un-
normalized averaged interaction energy. 
2. Contrary to the electrostatic (first order) interaction, neither the 
induction energy nor the dispersion energy vanishes upon orientational 
averaging. The leading contribution to the second vinal coefficient 
arising from these torces is therefore proportional to 1/kT and hence 
is in general much larger than the electrostatic contribution, al­
though the (non-averaged) electrostatic interaction is often larger 
than the (non-averaged) induction and (non-averaged) dispersion inter­
action. 
The second order interaction energy computed above is always attrac­
tive, as can be seen from eq. (14). Nonetheless it is experimentally 
known that two closed-shell molecules repel each other at short distances, 
and so there is something lacking in the theory. Now, one of the basic 
assumptions we made in the beginning of this chapter was that intennolec-
ular antisymmetnzation is unnecessary, but, as we have already discussed 
in ch. II.1, intermolecular exchange causes repulsion and so we miss this 
effect. One can remedy this fault by including the intermolecular anti-
symmetnzer into the perturbation formulas. This approach has already 
been pursued by Eisenschitz and London [ l] ; more recently their results 
have been recast into a wave operator formalism by Van der Avoird [ 16]. 
Many other workers have also attempted to derive a practical exchange-
perturbation theory [17] , and several authors have applied such a theory 
to calculations on simple systems [18, 19]. The general experience is 
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that a second order energy which includes exchange is difficult to compute 
for any but the simplest systems. Moreover the practical exchange-pertur-
bation calculations usually proceed by a variational approximation. There-
fore, we decided rather to use the variational principle from the start. 
The first of the following papers is based on a semi-empirical SCF 
method. This approach has the great advantage that relatively large com-
plexes can be handled. However, as already has been discussed in the 
introduction (ch. II.l), the outcome of these calculations was not very 
promising. Therefore we turned to the ab initio multi-structure VB method. 
The paper on Hei must be considered as a first test on this formalism; the 
work on the ethylene dimer is an application of the VB method to a chemi-
cally more interesting complex. The paper on He-tfe has been an attempt to 
obtain an mtermolecular potential of such quality that it could be of 
use in molecular beam scattering experiments. This attempt has proved to 
be successful [ 20] . 
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CNDO/2 calculations on the TCNE-benzenc complex are reported A stable complex is found 
which exhibits a relatively large stabilization energy (0 2 a u ) at a short interplanar separation (1 75 A), 
the binding apparently arises solely through charge transfer Mulliken population analyses were per-
formed by reinterpreting the C'NOO orbilals as Lowdin orbitals Sample calculations on small organic 
molecules and first row diatomici, indicate (he procedure to be satisfactory It is shown that generally 
only overlap populations that are summed over the orbitals of the atoms in question reflect the 
symmetry of the molecule 
Die Ergebnisse von CNDO/2-Rechnungen an Tetracyanaoathylen-Benzol-Komplexen werden 
mitgeteilt. Es wird ein stabiler Komplex gefunden, der eine relativ große Stabilisierungsencrgie 
(0,2 A E ) bei geringem Abstand ( 1.75 A) der Molekulebenen besitzt. die Bindung entsteht anscheinend 
nur durch Ladungsubertragung Eine Populationsanalyse nach Mulliken wurde mit Hilfe der Inter-
pretation der CNDO-Orbitale als Lowdin-Orbitale durchgeführt Berechnungen an Beispielen wie 
kleinen organischen Molekülen und zweiatomigen Molekülen aus Elementen der ersten Reihe zeigen, 
daß die Methode befriedigende Ergebnisse liefert Es wird gezeigt, daß im allgemeinen nur die Über-
lappungs-Populationen, die über die Orbitale der betrachteten Atome summiert werden, die Symmetrie 
des Moleküls widerspiegeln 
Calculs CNDO/2 sur le complexe TCNE-benzene Un complexe stable apparaît pour une 
séparation interpian courte (1,75 A) avec une energie de stabilisation relativement forte (0,2 u a); la 
liaison provient apparemment du seul transfert de charge. Une analyse de population de Mulliken a 
été effectuée en réinterprétanl les orbitales CNDO comme orbitales de Lówdin Des calculs échantillonés 
sur de petites molecules organiques et des molécules diatomiques de la première ligne montrent que 
le procédé s"avère satisfaisant On montre qu'en général, seules les populations de recouvrement 
sommées sur les orbitales des atomes en question reflètent la symétrie de la molécule 
Introduction 
π-π molecular complexes pose an interesting study in bonding. The question 
of the prime efTect in stabilizing such systems is not yet clear due mainly to the 
difficulty in adequately treating such large systems. For some time it was 
generally felt that charge transfer stabilization was mainly responsible for bonding, 
but spectroscopic measurements on some TCNE (tetracyanoethylcne) complexes 
do not seem to support this idea [1]. Studies employing a π-only extended Hiickel 
approach [2] have given indications of reproducing relative molecular geometries 
at chosen experimental interplanar intcrmolecular separations but in general 
fail to predict absolute binding. The advent of approximate self-consistent field 
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treatments introduced by Pople and coworkers [3] allows a more readily justi­
fiable treatment of large systems and avoids many of the pitfalls of one-electron 
methods For example, several recent calculations [4, 5] using this method on 
hydrogen bonded systems have yielded reasonable results. In the present paper 
we present CNDO/2 calculations of the TCNE-benzene complex for a restricted 
region of relative intermolecular geometry 
A basic purpose for initiating such a calculation is the elucidation of those 
factors which dictate the observed relative intermolecular geometry characteristic 
of the majonty of both charge transfer and charge resonance complexes 
Unfortunately, the current calculations do not reveal any particular simplifying 
feature, on the contrary, the issue is clouded a bit by our results which indicate 
small and negative intermolecular overlap populations and a high degree of 
charge transfer It is worthwhile to discuss these results in light of the general 
problems above. Too, since no previous CNDO calculations on systems of this 
kind have been performed the present calculations may be taken as a model 
study of the CNDO approach to a π-bonded bimolecular system. 
Choice of Model 
The dominant structural fragment seen in most π-π molecular complexes 
consists of a bonds-over-bonds arrangement shown below, 
XX 
X K 
"XX-, 
4 X X 
b 
where the benzenoid moiety projects onto an ethylene-like fragment arising either 
from a real ethylene group (case a, as, for example, the central portion of TCNE 
itself) or from a fused benzenoid system (case b) Examples of such structures can 
be seen in Chesnut and Moseley's paper [2] and from the review paper of Prout 
and Wright [6] We wished to carry out calculations on a system that exhibits 
such a characteristic projected structure and at the same time was small enough 
to minimize computer time The available program is limited to 80 orbitals 
which severely restricts our selection The TCNb-benzene system represents a 
70-orbital problem and, although its structure is not known, one would expect 
a behavior similar to the general class of materials Indeed, the TCNE-naph-
thalene crystal structure is known [7], exhibiting the projection 
183 
An interesting aspect of the TCNE-naphthalene structure is that as the TCNE 
and naphthalene molecules stack alternately with planes parallel to one another 
the TCNE molecules project onto one ring of the naphthalene below and the 
opposite ring of the naphthalene above. 
Since we are interested in general trends we have concentrated on the above 
type of projected structure in the TCNE-benzene calculations. We have performed 
a few calculations on other geometries and, as discussed later, find that a rotated 
form of the complex exhibits greater binding according to the computational 
method we have employed. Aside from questioning the general integrity of the 
calculational approach, this raises the well-known problem of comparing 
calculations on an isolated molecular system (a gas-phase calculation) with 
experimental structural data obtained from studies of crystals. 
Calculations and Method of Population Analysis 
The calculations were performed on the IBM 360/75 computer at the Triangle 
Universities Computer Center, Research Triangle Park, North Carolina, using a 
modified version of the semiempirical self-consistent field CNINDO program 
supplied by the Quantum Chemistry Program Exchange, University of Indiana, 
Bloomington, Indiana. The semiempirical parameters used were the CNDO/2 
parameters given by Pople et al. [3]. The internal geometries of TCNE and 
benzene were held fixed throughout the calculations. For TCNE, 120° angles 
plus the distances reported in Bekoe and Trueblood's crystal structure investi­
gation [8] were used; for benzene, standard hexagonal symmetry was assumed 
with C-C and C-Η distances of 1.40 Â and 1.08 Â, respectively. The molecular 
planes were always maintained parallel to each other. 
Two modifications to the basic program were made. In its original form 
CNINDO showed diverging SCF cycles for TCNE and TCNE-benzene. To 
circumvent this difficulty the program was modified so that in the (n+l) l h 
iterative SCF cycle the entered density matrix (charge and bond-order matrix), 
P<n), used was taken to be 
p<n) _ p(n - 1 ) _|_ fripW _ p(n - ι h 
where /*"" " is the density matrix entering the n lh cycle, J"1"' is the density matrix 
exiting the nth cycle, and δ is a damping factor. A value of 0.7 for δ was found to 
yield optimum convergence for TCNE (convergence in 14 cycles) and proved 
satisfactory for the TCNE-benzene complex and another large cyanocarbon, 
TCNQ (tetracyanoquinodimethane). An average calculation on the TCNE-
benzene complex took about 12 5 minutes. 
The second modification involved the addition of a subroutine to perform a 
Mulliken population analysis [9] in terms of a transformed basis. One of the 
main points of interest of this work was the question of whether or not one can 
detect intermolecular bonding in the complex. One such measure has been simply 
to use the non-diagonal elements of the charge and bond-order matrix, the bond 
orders [10]. We are interested in the total measure of bonding between any two 
atoms and would thus want to sum individual bond orders of the various atom-
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localized orbitals. This procedure, however, fails in general for an arbitrary choice 
of local atomic coordinate systems (to which the localized AO's are attached); 
physically equivalent (symmetry related) bonds can have different total summed 
bond orders (See Appendix). A simple example is to note that the π-bond order 
between a pair of Ρ
ζ
-π orbitals in an aromatic system is changed in sign by 
inverting one of the local z-axes. The fact that the use of simple bond orders is 
justified in π-electron calculations depends upon the standard choice of parallel 
local axes normal to the π-plane. 
A way of avoiding this problem is to use the sum of Mulliken orbital overlap 
populations. We show in the Appendix that these summed populations reflect 
the symmetry of the molecules. The CNDO orbitals, however, are orthogonal in 
the zero-differential-overlap approximation so that there are no non-vanishing 
overlap populations. We choose, however, to consider the CNDO orbital as 
Löwdin orbitals [11], that is, semi-localized orbitals which resemble localized 
atomic orbitals as closely as possible [12] and yet are mutually orthogonal. Thus, 
the CNDO orbital set {ф
л
} is taken to be related to a localized, non-orthogonal 
set {ф'„} by the transformation. 
φ' = φΞ
ίι2
, 
where S is the overlap matrix in the basis {φ'„} and was constructed from the 
overlap integrals of the Slater orbitals used in the CNDO program. Expressing 
our CNDO wave functions in the {ф'
п
} basis then allows one to perform a 
Table 1 Comparison of bond overlap populations 
Umbracketed values 
Molecule 
A Li2 
N 2 
F 2 
LiF 
Li Η 
В benzene 
elh>lenc 
ethane 
acetylene 
iis-butadicne 
HCN 
TCNE 
Present 
Bond 
__ 
-
-
— 
--
C-C 
C-H 
c=c 
C-H C-C 
C-H 
C-C 
C-H 
C-C 
C-C 
C-H 
C=N 
C-H 
C=C 
C-C 
C=N 
work, bracketed 
σ 
0 872 (0 962) 
0 431 (0 220) 
0 256(0 297) 
0 155(0 190) 
0 757(0 691) 
0 876(0 82) 
0916(0 791) 
--
0 390 (0 544) 
0 910(0 77) 
0 832(0 81) 
--
0 390 (0 544) 
0818 
0 844 
0 824a 
values Ref [14"], part 
π 
0 0 (0 0) 
0 880 (0 880) 
-0017(-0001) 
0 322 (0 208) 
00(00) 
0 240 (0 240) 
— 
0 428 (0 420) 
-
-
0920(0918) 
-
0 412(0 39) 
0 050(0 09) 
0 920(0 918) 
0 376 
0 052 
0 448" 
A and Ref [15], part В 
Total 
0 872(0 962) 
1.311 (1 100) 
0 239 (0 296) 
0 477 (0 398) 
0 757(0 691) 
I 116(106) 
0 768 (0 78) 
1344(1211) 
0 778(0 812) 
0 856(0 710) 
0 766(0 785) 
1 310(1 462) 
0 810(0 800) 
1322(1 16) 
0 882(0 92) 
0 764, 0 780, 0 798 (0 78) 
1310(1462) 
0 810(0 800) 
1 194 
0 896 
1272 
' Includes the equivalent of one (in plane) Tt-bond 
ь
 The "pure" π-bond 
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Mulliken population analysis in terms of net atomic charges and total bond 
overlap populations and this is the procedure we have followed. Recently, Brown 
and Roby [13] have shown that this interpretation of zero-differential-overlap 
theories can be justified from first principles. 
To test this procedure we calculated total bond orders for a series of first row 
diatomics and small organic molecules and compared our results with literature 
values. The agreement is quite adequate; the comparisons for some representative 
systems are shown in Table 1, where the present results are compared with the 
calculations of Fraga and Ransil [14] for the diatomics and with the calculations 
of Lipscomb and coworkers [15] for the polyatomics. We used the same diatomic 
distances as Fraga and Ransil; for the organic systems we employed values from 
the "Tables of Interatomic Distance and Configurations in Molecules and Ions" 
(The Chemical Society, London, 1965) which differ very slightly in a few instances 
with the values of Newton, Boer, and Lipscomb. 
Results and Discussion 
Although no experimental gas phase data are available for the stabilization 
energy, the dipole moment and the intermolecular of the TCNE-benzene complex, 
one can get a rough idea of the order of magnitude of these quantities by com­
parison with similar complexes. In Table 2 some illustrative experimental data 
for complexes in which TCNE acts as the acceptor are presented. 
To date no calculations, except those of Chesnut and Moseley [2] on the 
TCNE-anthracene complex, have been performed that vary the interplanar 
distance. Lippert, Hanna, and Trotter [18] take the fixed interplanar distance 
3.50 A and calculate by means of Morrell's perturbation theory [16] a dipole 
moment of 0.54 D and a stabilization energy of -6.21 kcal/mole. Their method 
is especially devised for charge transfer complexes and they use some parameters 
that are determined for the case under consideration. Herndon and Feuer [20] 
take a fixed distance as well (3.20 A). They apply a perturbational method using 
as first-order functions for the separate molecules CNDO/2 functions and find 
a —3.54 kcal/mole stabilization energy. Mantiene [21] calculated Van der Waals-
London interactions in TCNE complexes with p-xylene, o-xylene, mesitylene and 
durene. His results agree remarkably well with the experimental results. Again 
the distance was fixed (3.30 A). 
The current calculations represent an attempt at a somewhat more general 
approach in which the relative geometry is determined by the calculation. Even 
Table 2 Illustrative data for some TCNE iomplexes 
Donor 
benzene 
durene 
naphthalene 
Δ ¿(kcal mole) 
- 3 34' 
- 1 0 1 ь 
- 4 06" 
/<(Debve) 
126е 
1 28е 
я (А) 
3 30' 
• In ССЦ (Rcf [16]) " In СС14 (Ref [16]) 
* In gas phase (Ref [17]) « In CCI4 (Ref [15]) 
c
 InCCI4(Ref [16]). ' In solid state (Ref [7]) 
IS6 
10 
40 
30-5 
V >· £¡ 
V 
2 0 9 
a. 
10 
0 0 
го зо 
4 0 
R(A) 
Fig 1 Λ E = E - £„ (in a u ) as a function of the interplanar separation, R (in A), for the relative 
geometries studied μ, the dipole moment (in Debyes) is also shown for the non-rotated structure 
The structure projections are approximately to scale and illustrate the two relative geometries studied 
so, finite computer time and funds necessitated a limitation on the possible 
geometries to be studied Most of the calculations refer to that situation in which 
the two molecules are brought together directly on top of each other with the 
projected TCNL double bond direction colmear with the 1,4-carbon atoms on 
the benzene ring (the non-rotated form), a few points for the geometry in which the 
TCNE was rotated by 30 about the axis normal to its plane (the rotated forms) 
were also calculated The non-rotated and 30° rotated geometries are shown in 
projection as part of Fig 1 One must note that the optimum procedure in 
calculations of this kind would be to vary all distances to find the minimum 
energy, this would require very extensive calculations for the present case, 
calculations which we don't believe are warranted Thus, in all our calculations 
the internal geometries of the component molecules are held fixed as the distance 
between them, R, was varied 
Fig 1 shows the calculated energy versus the interplanar separatton for both 
the rotated and non-rotated structures, in Table 3 the electronic and nuclear 
energy components are listed along with the total energy While the non-rotated 
structure is the one for which most calculations were carried out, the rotated form 
(30) at R = 115A actually exhibits a lower minimum (EJQ < £ , , < E 0 at 
1 75 À) Relative to one's a priori prejudices, the energy curve shows too deep a 
minimum at too short an interplanar separation with an extremely steep variation 
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Table 3 Retatile energia (таи) ατ a function of R 
Ец = nuclear repulsions, £ t l = electronic energy = E - £
ч
, £ = total energy = £„ + £,, 
R(A) 
125 
1375 
1 50 
164 
175' 
175b 
175е 
200 
2 25 
2 50 
300 
3 50 
Ε
Ν
-Ε„„ 
271401 
262 258 
253 567 
244 349 
237471 
237417 
237 358 
222 948 
209 827 
197 945 
177 339 
160 180 
£.,-£.,, 
-270 925 
- 262 206 
- 253 700 
- 244 543 
-237670 
-237 629 
-237 586 
-223 099 
-209915 
-197 990 
-177 348 
-160181 
/!£ = £-£„ 
0 476 
0052 
-0 133 
-0 194 
-0199 
-0212 
-0 228 
-0151 
-0 088 
-0045 
-0009 
-0001 
• 0° rotation - ь 15° rotation c 30° rotation 
of the energy at both small and large values or R Whereas stabilization energies 
of the order of 2 to 5 kcal/mole might be expected, an energy minimum here is 
calculated to be approximately 125 kcal'mole Whereas mterplanar separations 
in crystals are from 3.2 to 3.5 Â, the minimum here occurs at approximately 
1.75 Л. The energy curve at large R approaches an R " 1 4 behavior with no hint 
of the London R~6 dispersion force behavior. The absence of the London forces 
in our results need not be surprising since it is generally held that these forces 
cannot be reproduced in a self-consistent field calculation without configuration 
interaction. 
The large value of AE, the energy of stabilization, is somewhat characteristic 
of the CNDO method which tends to overemphasize binding This property may 
well also explain why the minimum in Λ E occurs at too short a distance To 
improve usefulness of these calculations a detailed study of what parameters or 
integrals led to this effect should be made and the necessary reparametenzation 
be made As alluded to above, the importance of configuration interaction must 
also be ascertained The lowering of A t
m
,
n
 that occurs in going to the rotated 
complex occurs through a lowering of the nuclear repulsion terms which over­
come an increase in the electronic energy (see Table 3) It is clear that the detailed 
geometry may well be very sensitive to the specific input parameters in systems 
as large and complicated as the present one Jesaitis and Streitwieser [22] point 
out that because the CNDO method uses s-orbitals to calculate the coulomb 
repulsion, the electron-electron repulsive cnerg> ma> be underestimated in systems 
where the charge can be highly delocalized This effect may be quite significant in 
the present case since transfer of charge from benzene to TCN'L allows the trans­
ferred electron greater delocalization Thus, the underestimation of coulomb 
repulsion would promote such charge transfer 
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Fig 2 Various summed overlap and net charge populations and the amount of charge transfer 
(all in a u ) as a function of the interplanar separation К for the non rotated structure See text for 
definition of symbols 
Also plotted m Fig 1 is the dipole moment, μ, which was calculated directly 
m the CNDO approximation Here again the value at the calculated equilibrium 
separation (about 3 5 debyes) is larger than the generally expected moments 
(of the order of 1 to 1 5 debyes) The large dipole moments is attributed to the 
large degree of charge transfer found in the calculations The behavior of the 
dipole moment and also the charge populations shown in Fig 2 as one 
approaches the equilibrium separation and proceeds to shorter distances indicates 
clearly the onset of the repulsive interactions which have clearly changed the 
behavior of the electrons in the complex Although μ tends to drop ultimately, 
Aq, the amount of charge transfer, continues to increase as shorter distances are 
approached Were we to take our interpolated results at, say, 3 25 Λ, we obtain 
at ΔΕ of —3 3 kcal/mole and a dipole moment of about 0 1 Debye Clearly one 
must be cautious in handling results obtained from a single geometry 
The search for possible intermolecular bonding was one of the initial reasons 
for initiating this study and was the reason for performing the Mulliken population 
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analyses. For R ä 1.75 A no positive inlermolecular overlap populations (OP's) 
are found: indeed, all values are in the range generally expected for non-bonded 
atoms. 
At Я = 1.75 À the C2-C5 OP is -0.078, the largest magnitude observed, while 
the 0 , -04 OP is -0.018 One might have expected this latter OP to be most 
indicative of bonding; perhaps the fact that it is the least negative of the signi-
ficant OP's does hint at this fact. All of the atoms "near" each other exhibit similar 
negative OP"s and this includes the hydrogen interactions (which would indeed 
normally be expected to show repulsive effects). 
To indicate some general trends in the charge populations we have plotted 
certain sums for the non-rotated structure in Fig. 2. PT-T and Ρ
Β ζ
-
β Γ
 represent 
the sums of OP's between atoms (all atoms) on TCNE and, separately, on benzene, 
respectively; PT-B2 represents the summed OP's between all atoms on the two 
different molecules. Q™* and Ql'J are the net Mulliken charges summed for the 
separate molecules and Aq represents the total charge transferred from benzene 
to TCNE; a value of +1 for Aq would represent the system (TCNE)"1 
(benzene)+1. Aq is calculated by dividing Ρ
Γ
_
β 2 equally between the two mole­
cules and represents the increase in the total Mulliken gross charge on TCNE. 
The energy curve is indicated in the background for reference. There are 
several interesting aspects. The PT-T and PBz-B: sums hardly change (slight 
increase) as R decreases, indicating that the net intramolecular binding is not 
being much affected by those forces which are stabilizing the complex. The total 
OP (Ργ-τ + PBZ-BZ + Ρτ -ΒΓ· does show a uniform decrease throughout the range 
of decreasing R while both net charge sums increase We interpret this to indicate 
that the stabilization arises essentially solely from charge transfer. Nearly all the 
individual atomic net charges increase, except for the hydrogen atoms which 
show a decrease. 
Decreasing overlap populations are indicative of the increase of anti-bonding 
MO's in the total wave function. Such anti-bonding orbitals will tend to pile charge 
up on atoms as net charges at the expense of bond populations. This is apparently 
what is happening in our present calculation. The inlermolecular OP's are being 
driven negative causing the net atomic charges to increase on both molecules The 
distribution is such as to favor the more electron-accepting TCNE molecule 
giving rise to a finite Aq and dipole moment. The parallel nature of —PT-BZ Άη^ 
Aq would seem to indicate that it is basically only the inlermolecular coupling 
which is anti-bonding (in the sense of negative OP's) and that the MO's of the 
whole complex are the MO's of the individual molecules weighted (polarized) 
toward the TCNE molecule. This fits in with the essentially constant behavior 
of PT-T and PB2-Bz (down to R = 1 75 A, at least) which indicates that molecular 
integrity is maintained for each molecular component. Although the calculated 
energy and equilibrium distance might indicate the formation of one "super 
molecule", the Mulliken population analysis shows clearly that this is not what 
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is happening; rather, the two component molecules remain easily recognizable 
as such, down to the shortest distance calculated (1.25 Â). 
Obviously a careful study of the dominant parameters in the CNDO approach 
should be made in order to make a proper evaluation of the method as applied to 
these systems. If London forces are indeed the significant factor perhaps more 
than a simple SCF approach will be necessary. However, if one is to accept both 
the present method of calculation and the premise that SCF wavefunctions are 
"reasonably good" one must conclude that charge transfer may yet prove to be 
a significant factor in the stability of molecular complexes. 
Acknowledgement. We are indebted to Duke University and the Duke University Computational 
Center for partial support of our computer calculations and for technical assistance. 
Appendix 
In this appendix we will show that equivalent bonds in a molecule are not 
necessarily characterized by identical bond orders but that summed overlap 
populations do reflect the physical equivalence of symmetry-related bonds. The 
latter summed, or total, overlap populations are thus better suited to characterize 
chemical bonds within a molecule. 
In most computer work the localized atomic orbitals (AO's) are determined 
by the local coordinate system whereas at other times one often employs equi-
valent AO's (characterized by the fact that symmetry operations induce essentially 
permutations of the equivalent AO"s among themselves). We consider initially 
an arbitrary set of AO's. 
The charge and bond order matrix, P, for a single determinantal wave function 
constructed from orthonormal molecular orbitals is invariant under transfor-
mations of the subspace spanned by the occupied MO's. A symmetry operation 
g mixes only MO's of equal energy; thus, for a closed-shell system, symmetry 
operators transform only occupied MO's among themselves and therefore leave 
Ρ invariant. 
gP=P=P (1) 
To describe the symmetry operation g with respect to the AO's let |αι> be 
the /lh АО on center я; then in general 
0 Ι*'> = Σ IÄ/'> *%),,•:.,-. (2> 
ßj 
Since g is a one-to-one mapping of the set of nuclei onto itself, we can write 
£>(i/W,, = VD , a ' (0) , , s : * - a ' (3) 
in which a' is the g-image of a. If the atomic orbitals span representations of the 
full rotation group, then the matrix Di:"(g) will represent the rotation of the local 
axes on a' relative to the ¡7-image of the a-coordinate system. We will assume that 
this is the case, and furthermore that the representation is orthogonal. 
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Consider next how the filled MO's {|s>} transform under g, let | s> be the MO 
«1 
Then 
g\s) = £<:„,
 sg\<xi) 
at 
= llC*.M9)ßj,l\ßj> (4) 
I I ßj 
= lc'ß.s\ßj> 
β) 
Where the second and third lines of Eq (4) define the quantity C'fj s Thus, 
assuming for simplicity real coefficients, 
P' — V с с 
«" ßj ~ L· «' s ßl. s 
(5) 
= Σ Σ Σ
 DÜ): ykD{9)ßj ipCyk
 scip s 
yk 6p s 
Where, from the definition of the set {|s>}, the sum over s implies a sum over the 
occupied MO's of the system 
The matrix representation D(g) of g is orthogonal, that is 
D(9)., ,» = 0(0 " ' ) , * . . (6) 
Put h = g~l and define a" by h a-*χ" 
D(g)1¡/k = D(h)/kl, = oiJDM(h)k¡. (1) 
Eq (1) indicates that P = gP = P',so 
p
*. ь=11*у* 0 , а , (ЧАд D^(h)pjP/k ip 
,V Op (8) 
Iß ," ,('«)klO" ,(Ä)w/,.*/i 
We conclude that Ρ,,
 β] is m general not equal to P, , ,, , in which a' and /J" 
denote atoms equivalent to, respectively, α and β If we sum over ι and 7 m order 
to obtain the total bond order, we will get different answer for the bond orders 
of the α-β and the «"-/T bond, [unless, of course. D<J"(/i) and Οφ(Η) are identity 
matrices, meaning that the local coordinate systems transform into one another 
under /1] 
We now prove the validity of the following relation between summed 
Mulliken overlap populations 
Σ Σ а^і />Αι tj= Σ Σ Pi ¡ β ¡s* \ β j W 
ι on α J on β ι on 1 ι on β 
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First we transform S with h, since S is invariant under a unitary transformation: 
yk ip 
= Yt>m(b)kjI>w(h)plSß.k,a~p (10) 
k.P 
= Zo(')Wji1ö(e)Wr,1V*.."p· 
Substituting the results (8) and (10) in the 1. h.s. of (9) and using the fact that S is 
symmetric we obtain : 
I^..^S...iJ=III^,(/i)*1D(",(A)17lD,',(fc)wD<')(fc)j;,/,.-*.r,S..>.rf 
• .J M *.P i ,r 
=
 ¿ ^ "n k.ß pSa'k.ßp- ( ' I ) 
k.p 
This result indicates that the overlap population between two atoms summed 
over the atomic orbitals of the atoms is identical for equivalent pairs of atoms. 
If one is dealing with equivalent atomic orbitals, the matrix Dl!"(g) takes a 
simple form. Suppose g transforms |αι'> into £„ |αΊ">, in which E,,, = ± 1 
(if we use real AO's). Dw(q) takes the form : 
D ' ^ ^ . E , , . (12) 
Substituting this in (8): 
and in (10): 
"HI, β J — £ | | EJJ' ' a V, ßf ( 13) 
Α.,.,,-Ε,,Ε^δ..,..,..,. (14) 
From this we see that symmetry related elements of Ρ and S differ at most in 
sign; further the product equality 
'xi,ßj^ai,ßi= "ι ι\β1,^α ι ' ,ΡΥ ' ' 
will hold. 
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Ab-initio valence bond calculations on the He-He potential 
curve using small basest 
by Ρ VUL E S. W O R M E R , T O N VAN B E R K E L and AD VAN DER A V O I R D 
Institute of Theoretical Chemistry, University of Nijmegen 
Nijmegen, T h e Netherlands 
(Received 20 Ma) 1974) 
In studving methods for the ab-imtto calculation of Van der Waals 
interactions which can be extended to larger molecules, we have tested the 
Valence Bond scheme on the He2 system This method looks promising, 
as it appears to yield in one consistent formalism both the attractive dipole-
dipole terms and the repulsive exchange terms with reasonable accuracy, 
using onlv a simple orbital basis and a very small number of VB structures 
1 INTRODUCTION 
T h e interaction between two ' S ground-state He atoms has been investigated 
by many people with methods of varying degrees of accuracy and sophistication. 
T h e older approaches (e.g reference [1]) use perturbation formalisms which 
account for the long-range Van der Waals attraction, and superpose empirical 
repulsive potentials in an ad hoc manner, in order to give good fits to the depth 
and position of the Van der Waals minimum Later workers |2-4] concentrated 
on the exchange interaction, mainly using an M O scheme. These investigators 
were not able to obtain minima in the potential curves, so one started to realize 
that the computation within a uniform model of a complete interaction curve 
for He 2 poses a real problem Even the 64-term Configuration Interaction wave 
function of Phillipson [5] did not predict the correct depth of the Van der Waals 
minimum One still had to obtain the repulsive and attractive contributions to 
the energy by separate calculations [6] T h i s situation remained unaltered all 
through the sixties [7-10], which led to the now common conviction that a single 
configuration potential curve for two closed-shell atoms must be entirely 
repulsive [11]. 
In 1970 two independent simultaneous publications [12, 13] presented high 
quality potential curves, each calculated by a single consistent computational 
technique Although these results prove beyond doubt that the Van der Waals 
potential well can be computed with an accuracy comparable to that of experiment, 
it will be difficult to apply these methods to larger systems 
T h e purpose of this communication is to point out that reasonable results can 
be obtained by very simple calculations, that is, simple with regard to the size of 
the basis sets and the computer time spent on the whole curve Only if one is 
f The investigations were supported in part by the Netherlands Foundation for Chemical 
Research (SON) with financial aid from the Netherlands Organization for the Advancement 
of Pure Research (ZWO). 
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able to predict with minimal effort the Van der Waals energy of a small system 
like He-He will it be possible to hope for positive results in computations on 
larger systems. 
2. METHOD 
The Valence Bond (VB) method is similar to a perturbation treatment in the 
sense that it is based on the states of the unperturbed atoms. In VB theory, 
one solves a secular problem in which an element of the hamiltonian matrix has 
the general form 
Я
и
 = ^ Л Л У Ч ' , . " / / j a f i y F / r , . " ) . (1) 
Here ,ai' is the antisymmetrizer for the total system, P
s
 a spin-adapting projection 
operator and 4·',,-*, Ψ,." are unperturbed states of the atoms A and В respectively. 
The two main problems in the computation of Hl are the effect of P s and the 
non-orthogonality between the orbitals on the atoms A and B. The matrix 
elements (1) are constructed by Reeves' algorithm [14] which is based on a 
Young projector [15]. 
This algorithm expects orthonormal spatial orbitals, and so we orthonormahzc 
a chosen set of atomic orbitals by means of a matrix t. Then the full i/-matrix H 
with elements defined by (1 ) is constructed on the basis of all states (with a certain 
spin multiplicity) which arise from the orthonormalized АО set. The effect of 
the orbital transformation t _ 1 on the ./V-electron wave functions is given by an 
Mh-order tensor representation [16] Τ ( t - 1 ) which undoes the effect of t after 
performance of the transformations 
0 = H ' C ' - S ' C ' E = T t ( t - 1 ) H T ( t - 1 ) T ( t ) C - T t ( t - 1 ) S T ( t - 1 ) T ( t ) C E . (2) 
Specific VB structures can be selected by considering only certain columns of 
T(t~1) and so the dimension of the primed secular equation, which is on the basis 
of the original non-orthogonal AO's, is generally smaller than the dimension of 
the //-matrix defined by (1). Solution of the transformed equation in the usual 
manner gnes the desired VB states and energies. 
In this procedure, which we intend to elaborate in a future publication, one 
avoids tedious demations of matrix-elements on basis of non-orthogonal 
orbitalsi). 
The exact form chosen for the matrix t is unimportant if the effect of the 
orthonormahzation is annihilated according to equation (2). However, for large 
problems this is not feasible and in that case the choice of a good orthonormahzation 
procedure [17] becomes important. We have promising experiences with the 
following three-step process : 
(i) Lòwdin-orthonormalize the orbitals occupied in the free atoms. 
(ii) Perform a Gram Schmidt orthonormahzation of the remaining orbitals 
onto the occupied ones. 
(lii) Lowdin-orthonormalize the orbitals obtained in step (ii) among each 
other. 
§ We thank the referee for сігл ипд our attention to two papers [25, 26] which treat the 
non-orthogonalit\ problem in a similar wa\ In these references the secular matrices are 
denned on the basis of Slater determinants instead of Young projected functions. Although 
the use of Slater determinants facilitates the construction of T ( t " ^ , it requires a much 
larger dimension of the secular problem, since one does not work with eigenfunctions of S*. 
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Programmes based on the outlined ideas have been written for an I B M 370/158 
computer, taking as integral input the output from the I B M O L - 5 programme [18]. 
3. RrSULTS 
On each He atom the four orbitale: Is, 2p,., 2PJ,, 2 p . arc placed. T h e Is 
orbitale (SCI· - orbitals from Huzinaga [19]) are represented by a contracted set 
of six primitise gaussians. Also six primitives are contracted to represent a 
single-ζ Slater-type ρ orbital. T h e exponent ζ,, of this S T O can be optimized 
in four différent ways, see table 1. 
Energy minimized ζ 
Correlated atomic 'S energy 2-45 
Kxcited state SCF 'P energy 0-58 
Kxutccl state SCF 'P energy 0 47 
Van der Waals energy He He at R = 5b bohr 1 3 
Table 1. Optimized STO exponents ζ
ρ
 of the 2p orbital. 
T h e value £,, = 1-3 compares well with the value ζ
ρ
 = 1-378 found from an 
analytic optimization of the Van der Waals attraction [20]; the other values in 
table 1 agree with those given in reference [12]. In all subsequent calculations 
the value of ζ μ is held fixed on 1-3. T h e first calculations are based on the four 
tr-type AO's only. Although the usual perturbation approach [ I I ] starts from 
purely to-\ aient states, yet we started with a set of ' full ' VB calculations. Since 
four AO's gi\ e rise to at most 20 singlet structures, full V В implies a 20-dimensional 
secular problem. T h e results are shown in figure 1. 
Compared to the experimental values [21] : E
m
lk= 11-0 К and i?
m
 — 5-6 bohr f 
the minimum is much too deep. Inspection of the wave function 4 ' at the 
minimuin, while retaining only the dominant terms 
M^O-yWfs^s , , 1 ]-0-034{[s A *,p n *] HpZ-.s,,*]} 
- 0-005 \[s\, ρ
 x
, p,,] - [ p
x
, ρ,,, s,,
2] } + 0-004[s,, ρ , , sM, ρ,,] 
shows that the leading structure represents the Hartree -Fock uncorrelated ground 
state in the separated atom limit. T h e last term in 4 ' is the one predicted by 
perturbation theorv to be lesponsible for the induced dipolc-induced dipole part 
of the dispersion energy [11] The second structure I s / , p
n
2 ] is known to 
contribute considerably to the intra-atomic correlation energy of atom B, and 
[P\"i ^м"] dot's the same for atom A. But we expect a more or less constant shift 
of the potential cur\ e from these latter terms, as the intra-atomic correlation energy 
does not depend heavily on R [22]. This is confirmed by the coefficients of the 
first three structures which are practically independent of R up to the separated 
atom limit. 
Unexpected is the presence of the excited C T (charge transfer) structures 
I s \"· P\> Pn] a , K ' fP\>Pn> sii' ;] " h i l e the C T states [s
x
-, Pv,s, t] and [ s x , р А , 8 и 2 ] are 
t A-1-38054x10-'»J К (Boltzmann's constant). 1 bohr= 5 29167 χ 10 -» m. 
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Δε/κ!« 
Figure 1. Interaction energy m He, calculated by full VB (20 structures) on four σ Orbitals. 
absent. After a moment of thought the relative importance of these terms can 
be explained as follows. Making the formal expansion of p\(i\) in a set of 
atomic functions centred on В : 
we write 
Р л М = Іс*лМпА'в) 
К
2
. Рл-
 S B ] = Σ Cr,,i(R)t s\ 2. f«.i(r„). sB(rIl)]-
The right-hand side of this equation is an expansion in singly excited states on 
atom B, which, з^Гц) being an SCF orbital, does not contribute to the ground-
state via intra-atomic terms in the hamiltonian operator. (Even in the case of 
non-orthogonal orbitals [27] it can be proved easily, by invoking Brillouin's 
theorem, that the admixture of singly excited states leaves the ground state of 
atom В a pure [βμ2] state.) This explains the unimportance of CT terms without 
simultaneous excitation. 
In the same way the excited CT structure becomes 
I ^ . P A . P I J = ZC,u(R)[sA I,/ 1,.,(r l l),pn(r I ))], 
n.l 
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from which we deduce immediately that this structure yields a contribution to the 
intra-atomic correlation energy of atom В Because of the Ä-dependent expansion 
coefficient Cni (R) this contribution is distance dependent T o get a better 
grasp of this distance-dependent improvement of the intra-atomic correlation 
energy we performed VB calculations on the free He atom A, with a basis of 
structures on the ' e m p t y ' (no electrons, no nucleus) centre В approaching A 
T h e results are plotted in figure 2 T h e influence of the basis on В is seen to 
grow drastically with decreasing distance It is important to note that the 
He atom is physically unperturbed, and that this artificial energy lowering is a 
mathematical effect due to the enlargement of the structure basis Around 5 5 
Δε/|,[l(] 1 
0-
2 
I 
6 
» 
12 
Figure 2 Distance dependenev of the епегд of the He ¿torn A in the structure basis of 
λ-Η В multiplied bv 2 Onl\ the structures with non-negligible contribution are 
indicated 
bohr this energy lowering is of the same order of magnitude as the physical 
interaction between two He atoms, but together with the physical interaction this 
energy docs not full) add up to the well depth of the full VB calculation So we 
must conclude that the effect of the basis set enlargement is not an additive one 
and, thtr t fore, to eliminate this phenomenon we omit all structures that contri­
bute to the intra-atomic correlation, in accordance with the purpose of this 
in\estigationt In figure 3 three computed potential curves are exhibited T h e 
t -Vfter completion of this work a paper on the He-He interaction [28] appeared which 
also considers in detail the effect of basis enlargement 'I he authors use a larger atomic 
orbital and configuration basis 'I he\ perform a large Configuration Interaction calculation 
and correct for the distance-dependent basis-set effect bv subtracting the result of an 
atomic calculation with a vacant basis on the other centre, thus assuming additiv it} 
4(bohr] 
slruc'ures (s4ssJ i P o j S j l [ ρ σ 4 Ρ σ 8 1 
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upper two are calculated with σ-type AO's, taking into account the two co-valent 
structures [ s^ .Sn 2 ] and LS\>PA>SH> PHJ only- I be lower of these two is obtained 
from pure, non-orthogonal AO's, and the higher one from AO's that are ortho-
gonahzed by the three-step process described in the previous section. Notice 
that because of the careful orthogonalization the curves almost coincide. 
We ha\e tried several other ways of orthonormalization, for instance S C F 
followed by localization, but they all give results that are definitely inferior to the 
ones shown. 
лемк] 1 
3 
2 
ι 
0 -
-1 
-2 
-3 
- t 
-5 
-6 
-7 
-β 
Figure 3. Van der Waals energy calculated by VH on the basis of four σ orbitala (two 
structures) or ei^ht σ + π Orbitals (four structures). 
T h e lowest of the three curves in figure 3 has been computed by inclusion of 
two л- AO's on each atom and the four structures : 
[s
 v
2
, s,,
2], [ s 4 , p., K, s,,, p.,,], [s v , p„ 4, s,,, p,,,,], [ s A , р х ч, s,,, p x I ) ] . 
Here the AO's are orthogonahzed, again following the described three-step 
scheme. 
All doubly-excited configurations give rise to two linearly independent 
singlet VB structures. One of these structures corresponds to the coupling of 
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two excited singlet He atoms, the other one to the coupling of two excited triplet 
atoms [15] It appears that the contributions of the latter structures to the 
interaction energy are negligible 
4 DISCUSSION 
In figure 3 is shown how a very simple calculation based on two σ-type AO's 
per atom and only two VB structures is capable of giving already an important 
part of the experimental Van der Waals energy (upper two curves) One cannot 
expect much more, of course, since in effect only the σ-dependent part of the 
dipole-dipole interaction [11J is taken into account 
Including the π contributions to the dispersion energy by adding just two 
more structures it can be concluded that a very simple computation suffices to 
give a major part of the Van der Waals energy Here the theoretical limit is the 
total induced dipole-induLcd dipole (R~e) contribution to the dispersion energy 
Kestner [11] estimated this to give a minimum of 5 68 K, but this agrees neither 
with the results of Schaefer et al [12, 23], nor with ours 
In table 2 our results are compared with those of Schaefer et al , the agreement, 
especially in the outer region, is striking, since these authors based their σ + η 
calculations on five s and ρσ onbitals and four рл- Orbitals per atom, yielding 72 
σ configurations and 16 π· configurations 
SCF <sA
,
sB
2lH|sAIsD«> <j(s + p) a+7r(s + p) 
Я bohr 
52 
5 4 
56 
58 
6 0 
6 2 
6 4 
6 5 
66 
68 
7 0 
80 
9 0 
100 
120 
140 
Ref [23] 
24 45 
15 03 
9 24 
5 66 
3 45 
100 
0 287 
0 023 
0 002 
0 000 
This work 
23 43 
14 11 
8 46 
5 05 
300 
1 77 
1 04 
0 63 
0 32 
0 22 
0 03 
000 
0 00 
000 
000 
Ref [23] 
+ 77 
+ 1 7 
- 1 6 
- 3 08 
- 3 64 
- 3 38 
- 2 5 1 
- 1 23 
- 0 61 
- 0 3 3 
This work 
+ 8 08 
+ 1 64 
- 1 71 
- 3 25 
- 3 82 
- 3 85 
- 3 60 
- 3 25 
- 2 87 
- 2 49 
- 1 17 
- 0 S 7 
- 0 28 
- 0 09 
0 00 
Ref [23] 
- 0 6 
- 5 0 
- 7 0 
- 7 46 
- 7 1 7 
- 5 56 
- 3 90 
- 1 85 
- 0 9 2 
- 0 49 
This woi 
+ 0 57 
- 6 63 
- 7 26 
- 7 14 
- 6 60 
- 5 90 
- 4 48 
- 1 83 
- 0 06 
Table 2 Interaction energies in units of degrees Kelvin The SCF energy for two 
isolated He atoms is —5 722 232 8 hartree 
Concluding, it can be stated that the VB method performs very well for weakly 
interacting systems such as two He atoms It constitutes a single consistent 
model capable of giving a good prediction of the entire Van der Waals well. 
Of course, in this work the intra-atomic correlation correction is neglected by 
using a Hartree- Fock atom as the reference system At the Van der Waals 
minimum, however, this correction differs only 1-23 К from the correlation energy 
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in t h e free a t o m s [23] A l t h o u g h t h i s d i f f e r e n t e i n c r e a s e s for s h o r t e r i n t e r a t o m i c 
d i s t a n c e s [24·], it r e m a i n s r a t h e r smal l re la t ive t o t h e r e p u l s i o n e n e r g y M o r e o v er, 
t h e V B s c h e m e c a n o n l y b e e x p e c t e d t o p e r f o r m well if t h e a t o m s d o n o t d e v i a t e 
t o o m u c h f r o m t h e i r e l e c t r o n i c s t r u c t u r e a t inf in i te d i s t a n c e If o n e is i n t e r e s t e d 
in t h e r e p u l s i v e r e g i o n a t s m a l l e r d i s t a n c e s , a n a p p r o a c h b a s e d o n t h e H a r t r e e 
F o c k m o l e c u l e a s t h e r e f e r e n c e s y s t e m s e e m s m o r e a p p r o p r i a t e , u n l e s s o n e is 
p r e p a r e d t o i n c l u d e s u b s t a n t i a l l y l a r g e r n u m b e r s of V B s t r u c t u r e s t h a n we d id i n 
t h i s p a p e r 
T h e a u t h o r s t h a n k D r s E C l e m e n t i a n d F . В. v a n D u i j n e v e l d t for m a k i n g 
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Ab initio valence-bond calculations of the van der Waals 
interactions between π systems: The ethylene dimer* 
Paul E S Wormer and Ad van der Avotrd 
¡nstuute of Theoretical Chemtsiry Untvemty of Wtjmegen The Netherlands 
(Received 3 December 1974) 
A mullistmcture valence-bond method for the calculation of van der Waals forces is presented which 
includes in one consistent formalism the electrostatic, induction, and dispersion forces and takes 
exchange correctly into account The application of this method to the ethylene dimer leads to the 
following main conclusions (1) The "first order" electrostatic forces are comparable in magnitude lo 
the "second order" fore« even though the molecules posses no permanent dipole moments 
Dispersion forces are much larger than induction Second order interactions are more isotropic than 
first order forces (2) In the multipole expansions of the long range forces, the inclusion of the fini 
term only is not sufficienl for a good approximation to the interaction (3) Exchange cfTects become 
nonnegligible at approximately 12 bohr, while the van der Waals minimum between two 
perpendicular molecules is at 9 4 bohr At about 6 bohr, penetration cfTects make the mullipole 
expansion meaningless Possible simplifications for future calculations arc suggested A seemingly good 
van der Waals minimum which i4 calculated by the ab mino SCF method is shown to be caused in 
part by the (mathematical) 'Tect of basis set fn nrwement CNDO reaults disagree completely with 
the ab initio calculations 
I. INTRODUCTION 
Van der Waals forcee between jr-electron systems are 
of great importance in accounting for the conformation 
of many of the blopolymers.l Together with hydrogen 
bonding, these forces play a decisive role in the second-
ary structure of the nucleic acids and proteins. Many 
authors z~5 have discussed the interaction between the 
π electrons in the stacked bases of the double stranded 
DNA molecule. 
Similar stacks of molecules are found in all solid CT 
(charge transfer) complexes of the n-v type.* In CT 
complexes, 7~11 as well as in the majority of the molec­
ular crystals, 12~15 van der Waals forces can be held 
responsible for the stabilization energy. 
Most of the calculations on the long and intermediate 
range interactions between organic molecules are based 
on the ideas of London,ί9,ΙΊ who applied Rayleigh-Schro-
dlnger first and second order perturbation theory. In 
his earlier work,1β London proposed a multipole expan­
sion of the interaction operator, whereas later17 he sug­
gested rather to approximate the charge distributions on 
the monomers Both London schemes neglect inter­
ni ole cui ar exchange and hence lack completely the Pauli 
exchange interactions. These are repulsive for closed-
shell monomers and very dominant at shorter distances, 
Since the long range London forces are mostly attractive, 
Inclusion of the Pauli repulsion is necessary in order 
to-account for a van der Waals minimum. Several ways 
of dealing with the exchange have been proposed. On 
the one hand, perturbation formalisms have been derived 
which take exchange into account in all orders of per­
turbation, l e~2 0 but in general these methods are not 
practical for larger systems unless extra approximations 
are Introduced, On the other hand, simpler and less 
rigorous ways of dealing with the exchange have been 
discussed,13'21 all of which include parameters that are 
to be fitted to experiment, ^ 1 2 3 
Although the semiempirical methods of computing 
intermolecular forces contain questionable approxima­
tions and assumptions,3 they have been extremely use­
ful in deepening the insight in the structure of blopoly­
mers and molecular crystals; moreover, once the am­
biguities in the approximations are removed, they are 
likely to remain the most fruitful approach In this field, 
since the more rigorous ab initio methods will In all 
probability stay too expensive to be applied to large sys­
tems in the foreseeable future. 
Still, ab tnitio methods can be of great help in clearing 
up unsettled questions, as for Instance the convergence 
of the multipole expansion, ^ - 2 * the correctness of the 
segment monopole approximation,27 or the nature of the 
exchange repulsion,a 
Unlxke the situation a decade or so ago, the apprjxt-
mations proposed by LondonΙΛ,ΙΊ for computing the ma­
trix elements occurring in a description of the van der 
Waals forces are no longer a necessity. Since the ad­
vent of high speed computers and sophisticated program 
packages (e.g., Ref. 28), one is not only able to produce 
good quality wavefunctions for the monomers, but also 
to calculate exactly all the intermolecular Coulomb and 
exchange integrals. Of course, this does not solve 
some of the more formal problems ι β , 1 β · how to account 
for the exchange and how to approximate the infinite sum 
in the second order perturbation. 
The first efforts made into the direction of ab initio 
calculations for intermolecular forces stayed within the 
SCF framework.29,30 However, it soon became clear 
that the Hartree-Fock method does not yield dispersion 
energies,31 but only electrostatic, induction, and ex­
change energies. So, a realistic calculation must in­
clude at least intermolecular correlation energy. u ' u 
In earlier work,34 we have shown that It is feasible to 
calculate in the consistent formalism of the multistruc-
ture valence-bond method both the attractive dispersion 
and the lepulsive exchange contribution to the total in­
teraction energy. The valence-bond method is an ap-
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pealing formalism in this respect, as it converges into 
London's theory (or increasing intermolecular distan­
ces. Furthermore, a judicious choice of VB structures 
yields a quantitative description of the intermolecular 
correlation. 
We have chosen to study the ethylenr dimer because 
it Is the simplest organic π-π complex. As such, and 
also in its own right it has received much attention.3 5"" 
IL THEORY 
A. The valence-bond method and its connection with 
perturbation theory 
In valence-bond theory, one calculates the energy of 
a system by solving a secular problem over "VB struc­
tures," which are antisymmetric many-electron eigen-
functions of the spin operator Sz. Spin-free VB struc­
tures may conveniently be constructed by acting with a 
Young operator Y on simple orbital products.4 5 In this 
paper, where we are concerned with the Interaction be­
tween two molecules A and B, the dimer VB structures 
are denoted by Υ (Φ*Ψ*). Here ψ* and ψ* aro monomer 
structures obtained from products of molecular orbitals 
localized on A and B, respectively, by projection with 
monomer Young operators. The monomer MO's used 
in this work are obtained from LCAO-SCF calculations 
on the separate monomers. It can be proved" that the 
dimer VB structures may also be constructed by acting 
directly with Y on simple products consisting of the 
same MO's as contained in ΨΪ and Φ*. In practice, we 
apply this latter procedure. 
The monomer structures included in our calculations 
are the ground states ψ* and ψ* and singly excited states 
Ψ* and i/'J. We expect the dlmcr structure y U * 4") 
to account for the interactions between the unpolanzed 
molecules, the structures y(i/>f ψζ) and Υ^αΨ*) for the 
mutual induction effects and the doubly excited struc­
tures Υ(ΨΪφ*) for dispersion forces. This is clarified 
by the following discussion of the long range asymptotic 
behaviour of the valence-bond results. 
It may be shown46 that the contributions of the inter-
molecular permutations in Y to the Hanultonian and 
overlap matrix elements start vanishing if the intermolec 
ular distance ft is increased. The VB structures 
Yfyfuf) then become effectively equal to the products 
tpfif. These productb form an orthonormal basis and 
the VB total energy for large R can be obtained by di-
agonalization of the total Hamiltomanon this basis The 
relation with Rayleigh-Schrödinger perturbation theory 
is shown if we write 
Я=Я
А
 + Я В + Г** (1) 
and imagine the di agonali ζ ati on of Η to be performed in 
two steps. First, diagonalize HA in the basis {$*} by a 
linear transformation to {0f} so that 
(0? | ΗA | ф$) = б
и
.Е? , ι = 0,1, 2 , . . . (2) 
and analogously on monomer B: 
( Φ ? ! * 1 | # ) = β „ . £ » , ^ . ; = 0 , 1 , 2 , . . . (3) 
Because of Brilloum's theorem, also valid in a finite 
LCAO model,47 the SCF ground state ¡¿odoes not Γη 
act with the singly excited structures ψ*, 1*0 unde1-
Я
А
, and therefore 
Фо M o . 
and the same on B: 
ФІ • Φί . 
After this first diagonalization step, we have the matrix 
elements 
<<й*ф? | Я | of.*».) = 5 H . e j / ( E f + E J) 
+ < * * * ; ! V A B Ф А .Ф^> (4) 
The second step, which actually calculates the VB ener­
gy by completing the diagonalization of H, has to anni­
hilate ail the nondiagonal elements over VAB. Assuming 
that the matrix elements over this operator are small, 
we can use the following expansion48 for the lowest 
eigenvalue of H· 
Evti-Fl¡ + L·BQ+(ΦÎΦ*, V " l « > 
+ Σ ' 1<№№^т+ъщъ*Г order terms. 
Because φΑ0ο is identical to the ground state vi-*?, and 
the excited states can be regarded as the eigenstates of 
Я
( 0 ,
- Я
А + Я В In the finite structure basis {ф?ф*} this 
formula shows an explicit relation between perturbation 
theory and the valence-bond energy, valid for large 
intermolecular distances. We define for all distances 
і ^ - т М І я r***ì> , (6) 
the expectation value of the total Hamiltoman over the 
dimer ground state VB structure, and 
the energy lowering due to the inclusion of excited struc-
tures, and obtain expressions for the interaction éner-
gies, 
АЕув ~ EVB — E $ — Ε ΰ t (8) 
ЛЕЙ = Е й , (« 
which go asymptotically over into the first and second 
order perturbation energies. (The assumption that 
higher-order terms are small is confirmed by our cal­
culations.) Note finally that these valence-bond expres­
sions take exchange into account in a correct manner, 
because of the action of the projector Y. 
B. Valence bond and the multipole expansion 
Besides invoking the Rayleigh-Schrödinger second-
order perturbation theory, London18 and many workers 
after him also introduced an approximation to the inter-
action operator VAB by expanding VAB in a multipole 
series49 '50 and then truncating this series after the first 
few terms. Although we did not follow this procedure, 
but rather worked with the full interaction operator, we 
can still compare our results with those obtained in a 
multipole approximation by virtue of the high symmetry 
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(О
гл
) of the ethylene monomer. In the multipole ap­
proximation one has to calculate expressions of the gen­
eral form 50 
where R is the intermolecular distance, v i^ ^ г ^ 3 is 
a component of a 2'1-pole operator on А, (л- п ^ п 2 + п 3 ) , 
and л-в '^в 2 2 ^ 3 l s a component of a 2"-pole operator on 
B, (m = m, + m g + m 3), Because the ground state of the 
ethylene monomer possesses A^ symmetry, only local­
ly excited states on A with the same symmetry as 
XA1 У А2 гАэ t a n d locally excited states on В with the 
symmetry of з г ^ У в ^ в 3 . w l l l m l x W l t h t h l s ground 
state. The symmetry of these operators Is determined 
by their exponents ηìt и
а
, n 3 , a n d m ^ mZt m 3 being 
even or odd. See Table I, 
Conversely, using an untruncated operator V*3, as 
we do in our calculations, and mixing only states of 
certain local symmetry with the ground state, Table I 
will tell us which terms of the multipole expansion are 
therewith implicitly taken into account. It is easy to 
see that the consecutive terms of V**, included by se­
lecting the excited states of a certain symmetry, form 
a power series in l/Д 2 in which the first term is the 
most Important (around 10 bohr) Thus, by performing 
VB calculations on basis of states of well defined local 
symmetry, we have a means of comparing the exact 
results with those obtained from the multipole approxi­
mation. Furthermore, the analysis of the energy in 
terms of multipole interactions will guide us through 
the difficult process of selecting suitable states to be 
included in a multistructure VB calculation. 
C. The η on orthogen ah ty end spin problem 
Although the valence-bond method has obvious concep­
tual advantages, its applications have not been very fre­
quent. The main reason is the difficulty in the compu­
tation of the matrix elements 
H„ = mt4>*\H\Y4>f.ilfy) (11) 
These matrix elements are hard to evaluate because of 
(1) the occurrence of the operator У, (2) the nonvamsh-
ing overlap between the monomer states ψ* and ¡I*. 
Much effort has been put Into the elaboration of the first 
TABLE I. bymmetry of multipole 
component under О
гл
, η,, п
г
 п
э 
= 0 . 1 , · · · 
1*1 уЪ £** А^ 
,tai*i yb^i ¿ъа
 в
^ 
х
*п*і у** *&·>·» B
u 
χ**!*1 у*1*** і 2 ^ · 1 χ 
χ
2
"! 3,»"ϊ*1 χ** B
u 
τ*"!*1 у*1: <^э а3|| 
TABLE II Lffect of orthunornnliz-Uion on second order t nei -
КУ Results for gpometrv / (Fi[i 1) 0|»in shell orbinls -k 
"в
 rA "в· σΑ· σΒ Siiucturob in both cases [σ-torcl ["дКтІІ 
[ a - c o r t | h A - J ( - B - 5 l , [cT-coie|[-Aa;i[rBn¿] Heir [tr-corel 
bUndb for τ ¿h-electron btiuctuic with ill 14 σ orbitnls doubly 
occupied The fiibl order епегцу \ъ not shown, ыпсе it is not 
affected b> the oithonornulizjtion 
Nonorthoponal OrthoRonal 
Distance' orbitalsb orbuals 6 
4 0 - П7 10 -398 49 
5 0 -160 71 -1Θ7 58 
6 0 - 7 1 57 -74 46 
7 0 _2β Π - 2 8 35 
8 0 -11 6¿ - 1 1 63 
10 0 - 2 64 - 2 64 
13 0 - 0 49 - 0 49 
16 0 - 0 13 - 0 13 
'Distance in bohr 96 "Lnergy in 10'ь hartree. 
point; 5 1 "" but the second problem, s e" e 0 in some cases 
In connection with the first,β 1 , β 8 also received much at­
tention From the different ways of dealing with Y we 
have chosen Reeves' method based on the equivalent 
concept of "spin-bonded" functions." We refer to the 
paper of Cooper and McWeeny" for the theoretical back­
ground of this method. 
Reeves' algorithm assumes orthonormal orbitale, and 
so we are bound to orthonormalize. However, Slater6* 
proved that this destroys chemical bond formation, and 
although it does not necessarily follow that orlhonormal-
ization is equally disastrous for van der Waals bonding, 
we still felt that we had to look into this problem. 
In the first place, one notes that in the presence of 
closed-shell Orbitals,05 two orthonormallzations can be 
performed which do not alter the VB structures (except 
for a factor that disappears after normalization). The 
first orthonormalization regards the transformation of 
the closed-shell orbital s among themselves, and the 
second consists of the orthogonalization of the open-shell 
orbitals onto the closed shells. Further, we note that 
the orthonormalization of the open-shell orbitals among 
each other (by a matrix t) gives rise to a mixing of all 
structures with the same spin originating from the given 
open-shell orbital set. The mixing coefficients are ele­
ments of the tensor representation T(t) . M , e 7 
To study the effect of orthonormalization, we proceed­
ed by constructing the matrix T(t) explicitly for the case 
of four open-shell electrons coupled to a singlet. The 
matrix t is obtained by a Gram-Schmidt orthonormali­
zation β β of the open-shell orbitale among themselves, 
all of which were first Gram-Schmidt orthonormahzed 
onto the closed-shell orbitals which themselves were 
already L5wdinee orthonormahzed among each other. 
Having obtained T(t), the secular problem is trans­
formed to the original nonorthogonal orbital basis as 
described in Ref. 34. The results for a typical case 
with and without orthonormalization using the same VB 
structures are given in Table II. 
As can be concluded from this table, the interaction 
20S 
energy is slightly larger in the orthogonal case, which 
must probably be ascribed to the admixture of ionic VB 
structures by the orthogonahzation This contributes 
to the intramolecular correlation energy.34 The eliecr 
of ortlioponalization being very small indeed in the re-
gion of interestto us, we conclude thatfor the calculation 
of van der Waals forces, in contrast to chemical bond-
ing, the use of orthogonalized monomer orbitals seems 
fully justified. In the actual calculation only the lowest 
two monomer MO's originating from the carbon Is or-
bitals are kept doubly occupied. We have decided on the 
following orthonormahzation procedure, which leaves 
the first order energy unaltered and the excitod orbitals 
as close as possible to the original ones99, (1) Lówdin 
orthonormallze among each other ail the orbitals that 
are occupied in the free monomers (seven σ-MO's and 
one ïï-MO); (2) Gram-Schmidt orthogonalize the excited 
orbitale onto all the thus obtained monomer orbitals; 
(3) Löwdin orthonormallze among each other the orthog-
onahzed excited orbitals 
I I I . COMPUTATIONAL ASPECTS 
A. Computer programs 
The calculations were performed by the following 
chain of six programs: 
(i) the integral program of IBMOL-5,70 producing one 
and two electron integrals over contracted Cartesian 
Gaussian functions.28 This program has been modified 
so that storage requirements are reduced by a factor of 
2,6 and run times by a factor of 4 (for cases without 
symmetry). Still, this program is about 5 times slower 
than a later version of IBMOL 71 implemented after this 
work was finished; 
(il) the SCF program of IBMOL-5, which Is essentially 
the same as that of ALCiitHY72; 
(in) an orthonormalization program performing all 
the orthonormalizations described in this paper, 
(iv) a transformation program73 yielding integrals 
over MO's and based on an л* algorithm; 7 2 ' 7 1 
(v) the first part of the VB program, which gener­
ates and sorts coefficients that do only depend on the 
spin, the number of orbitals, and the VB structures to 
be specified as input. Usually, these choices are kept 
unaltered In a series of related calculations (e, g., ex­
ponent or geometry variation), and in that case this 
step needs to be executed only once. The coefficients 
are generated by a FORTRAN translation of Reeves' al­
gorithm, " published in ALGOL Besides the coefficients 
occurring in the one electron part of the Я matrix, the 
subroutine also calculates coefficients arising in the 
following expansion of the two electron part of the H-
m at rix elements: 
(*, ΙΣ τ-l*/> 
t i k t 
This matrix element is based on VB structures con­
structed Ггот orthonormal orbitale It is one of the strong 
points of Reeves algorithm that it doos not put any con­
straints on the spin quantum number or or the number 
of singly occupied orbitals that can be nandled The 
summation in the right-hand side of Ec (121 is restrict­
ed to a "canonical" order in ι ; ' T 7:) The coefficient» 
C(I,J,i,jtk,l) permit the follow.nt, factorization7t!· 
C(I,J;i,j,k / U d t f . J X ^ C . J , ι,j. A·. /) (13) 
where C^I, J) is independent of ι i,k. I and С
г
 il, J; ι, 
j,k,l) can take on only 11 different values.7 6 These 
properties of the С coefficients can be made useful to 
limit the input ^output and main storage requirements of 
the VB program by the following procedure. Store Ci 
(/,</) in canonical order of / and J discarding labels. 
Pack the value of C3 (I, J; i,j,h,l) together with its six 
labels into one eight-byte word and perform all the en­
suing processing on the C2 {I, J; i,j,k,l) alone. After 
the construction of the Я matrix is completed, the coef­
ficients C, (I, J) are retrieved to multiply each Я-та-
trix element. 
The coefficients C2 (ƒ, J; i,j, k, i) are generated by 
Reeves' algorithm in a sequential order of I and Jt with 
ƒ * J, and in a rather arbitrary order of i,],h, I. The 
four index transformation program, however, produces 
a canonically ordered List of integrals. In order to 
avoid enormous data transports at the execution of Eq. 
(12), the generation of the С
г
 (I, J; t,j,k,l) is followed 
by a sorting procedure which brings the coefficients in 
canonical order of t,j,kt I. Because we followed closely 
an idea of Yoshimine77 to minimize the number of ΙΌ 
operations, here as well as in the construction of the 
Я matrix, we refer to that author for more details. 7 8 
(vi) The second part of the VB program constructs 
the S and Я matrix [Eq (11) | and transforms these ma­
trices optionally to nonorthogonal orbitals by means of 
a matrix T(t). We intend to give more details about the 
actual construction of T(t) in a later paper. As the last 
step the secular problem is solved, employing fully the 
blocked structure of S (only structures with the same 
orbital occupancy give an overlap). The present version 
of the program contains a diagonali ζ at ion subroutine 
based on the Givens-Householder-QR scheme, 7 9 , e 0 
demanding core space for one full matrix and a few col­
umns. At the moment this is the only, but easily re­
movable, bound to the maximum number of structures. 
We conclude by quoting a few representative figures, 
all regarding double precision arithmetic on an IBM 
5370/158 computer: The computation of the integrals for 
the ethylene dimer in the 84-dimensional primitive basis 
specified below took on the average 54. 4 mm. The 
transformation of a list of integrals derived from 52 
AO's to one on basis of 28 MO's needed 32 mm. The 
generation of a list of 70 606 coefficients deriving from 
183 singlet structures. 28 orbitals. and 32 electrons 
takes 79 sec. The reordering of this list takes 19 sec. 
The construction of the corresponding 183-dimensional 
Я matrix takes 24 sec and the solution of the secular 
problem 263 sec. 
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TABLE Ш АО basis for ethylene TABLb V Quadrupole moments,* ethylene la u ) 
Coeff ic ients* 1 xponenlsb 
0 026910 
C(6,3/3,2) 
s 0 197505 
' 0 845777 
I 0 574336 
5
 Ю 482412 
s 1 0 
I 0 212G96 
P
 I 0 878780 
l> 1 0 
I 0 141689 
S
 I 0 91J002 
s 1 0 
087 10 
163 867 
J7 4090 
10 5181 
3 32078 
0 293436 
4 20169 
0 858491 
0 202063 
6 4B05 
0 9H104 
0 21798 
0 ( 8 , 3 / 3 , 2 ) . Н И / г ) " 1 15ЭЭ 
Double z c t a e 1 4642 
F x p e r l m e n t a l " · ' 
^ h i s w o r k , c o o r d i n a t e s of m o n o m e r A, 
' R e f e r e n c e 88 
" R e f e r e n c e 89 
•Reference 90 
1 oB75 
1 4982 
t i g 1 
- 2 7408 
- 2 9624 
- 2 9 8 d 
- 2 7 3 · 
"References 81 and Θ2 
B. Atomic and molecular orbitali 
For reasons of economy, a rather small basis of con­
tracted GTO's was employed a C(6, 3/3,2) set on the 
carbons and a H(3/2) set on the hydrogens. See Table 
Ш The hydrogen exponents taken from Ref. Θ1 were 
scaled by a factor 1.2 The contraction coefficients 
of all АО's were obtained from a calculation on the free 
ethylene in an uncontracted basis, applying the rules of 
Dunning." In accordance with the findings of Moskowitz 
and co-workers,и an isotropic basis of ρ orbital s was 
observed to give good results, so we used the same ex­
ponents and contractions for the three ρ orbitale. Sev­
eral degrees of contraction have been tried, with the 
rather loose scheme which was finally decided on (Table 
Ш) yielding the most acceptable deviation from the un­
contracted computation. For comparison's sake sev­
eral SC F results of ethylene are listed in Table IV 
Quadrupole moments are given in Table V. 
No atomic polarization functions (carbon 3d, hydrogen 
2p) were Included because this would have lead to pro­
hibitive calculation times. Using the faster Integral pro­
gram available now, some tests are underway to study 
the effect of such functions. The АО basis used gives 
rise to 26 molecular orbitale on each monomer, of which 
only the lowest β are doubly occupied in the ground state, 
the virtual ones playing the role of molecular polari­
zation functions. To keep the VB calculations tractable, 
we were forced to make a selection of the virtual orbit-
ale to participate in the dimer VB calculations. From 
TABLE IV Ethylene calculations in différent Ьааів sets 
B a s i s 
5 7 0 - 4 0 ' 
C ( 6 , 3 / 3 , 2 ) . H(3/2) · 
C ( 6 , 3 ) , H(3) b 
s+p l i m i t ' 
H a r t r e e - P o c k l i m i t d 
L n e r g y ( h a r t r e e s ) 
- 7 7 85810 
- 7 7 900063 
- 7 7 901246 
- 7 8 0062 
- 7 8 0623 
•Reference 4 
*ΤίιΐΒ work, atomic coordinates from НеГ Я5 
'Reference Θ6 
^Reference 87 
earlier work,34 It could be inferred that an optimization 
of the virtual orbitale is important for the correct esti­
mate of induction and dispersion energy. Therefore, it 
was decided not to proceed simply with the virtual Or­
bitals originating from a ground state Hartree-Fock 
calculation, but to determine individually each MO to be 
included in the pool of excited MO's. To this end a 
π-electron was consecutively promoted to the lowest or­
bital of each occurring symmetry: bj,, б^, а
и
, b^, blet 
and bllM whereupon these six orbital s were one by one 
optimized through open-shell SCF procedures on the 
respective excited states. The orbitals obtained this 
way are orthogonal neither on each other nor on the 
ground state orbitals (except perhaps for symmetry 
reasons), which is why we performed a preliminary 
Gram-Schmidt orthonormahzation on the separate set 
of monomer orbitals, preserving the energy order of 
the orbitals. The orbital energies and symmetneB are 
shown in Table VI. 
С VB structures 
As was pointed out in the foregoing section, only those 
VB structures are to be taken into account that mix un­
der the first few multipole operators resulting from the 
expansion of the interaction operator. Only single ex­
citations on each of the monomers have to be included to 
calculate a substantial part of the London-van der Waals 
TADLE VI t thy lene orbitale included m VB calculations, 1-6 
from closed-shell SCF on ground state, 9-14 from open-shell 
SCF on singly excited states 
ñymmet r iea* Energy (hartrees) 
10 
11 
12 
13 
14 
* t « 
- 1 1 267616 
- 1 1 2661L6 
- 1 025231 
- 0 783828 
- 0 641625 
- 0 582004 
- 0 499021 
- 0 37*118 
0 007255 
0 060831 
0 082727 
0 132136 
0 225237 
1 062311 
•Point group Dih 
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TABLE VII Contributions4 of local ехст і іопь to the lowest 
mulupole operators of cert tin symmetry 
Quadiupolc moment Dipole nu 
B i . 
If) 
β „ 
(у) 
ω 
jment 
Ι - Ι 4 1 ' 
6 - 1 4 
β - 1 1 
4 - 9 
1-12 
6 - l ¿ 
4 - 1 1 
Β - 9 
7 - 1 0 
5 - 1 3 
1-10 
6 - 1 0 
5 - П 
7 - 1 2 
4—13 
B i t 
(ХУІ 
Bu 
(хг) 
(ve) 
b - l l 
7 - I i 
Ч — 1 4 
ι — Ι Ο 
1 — И 
6 — η 
7 — 11 
4 — 10 
- ) - l 2 
7 — 9 
")-14 
β - 1 0 
1 — 9 
6 - 9 
4 — 14 
8 - 1 2 
*Table relates to monomer A in l· ig 1 t or monomer В in 
geometry II, the у and г coordinates must be intcrchanßecl. 
bOrbital numbers from Table VI 
energy. Induction energy is obtained by exciting one 
molecule only, w h e r e a s the s imul taneous excitat ions of 
both m o n o m e r s yield d i spe r s ion fo rces . The subsystems 
can be excited to a s inglet o r a t r ip le t s t a t e , and s ince 
two s ingle ts as well a s two t r ip le t s can couple to a sin-
glet d l m e r s ta te , each pa i r of local exci tat ions will 
yield two l inear ly independent s t r u c t u r e s . In Table П 
the exci tat ions a r e given which admix to the ground slate 
under the v a r i o u s components of the dipole and the quad-
rupole o p e r a t o r . In this table, a s in the calculat ions, 
the as sumpt ion Is m a d e that the carbon I s e lec t rons do 
not contr ibute to the induction and d i s p e r s i o n energy, 
and consequently the lowest two m o n o m e r MO's a r e kept 
doubly occupied. F r o m Table П one d e r i v e s Table 
Ш , w h e r e the n u m b e r s of VB s t r u c t u r e s a r e exhibited 
which m u s t be included to get a full descr ipt ion of the 
following second o r d e r i n t e r a c t i o n s : induced dipole/in-
duced dipole, induced dipole/lnduced quadrupole, in­
duced quadrupole/induced quadrupole, and permanent 
quadrupel e /indu с ed dipole. At this point it must be 
s t r e s s e d agam that by using a nontruncated interaction 
o p e r a t o r , s y m m e t r y a r g u m e n t s can not completely sep­
a r a t e the higher mult ipole i n t e r a c t i o n s from the lower 
ones . F o r ins tance, the r e s u l t to be p r e s e n t e d a s "z-
component p a r t of dipole/dlpole d i s p e r s i o n e n e r g y " in­
cludes in fact a l so the z-component p a r t of dipole/octu-
pole, octupole/octupole, e t c . d i s p e r s i o n energy. From 
Tables I and П it can immedia te ly be deduced which 
of the higher mult ipole i n t e r a c t i o n s a r e also included 
u n d e r the different choices of local s y m m e t r y . From 
t h e s e tab les it can a l so be concluded, even though we 
did not Include a tomic polar iza t ion functions, that all 
s y m m e t r i e s a r e r e p r e s e n t e d except one: A
m
. The low­
e s t o r d e r o p e r a t o r with A,, s y m m e t r y is the ryz com­
ponent of the octupole o p e r a t o r which couples with the 
xy component of the quadrupole o p e r a t o r on the other 
center , циInfi r i s e to а Л ' -dependent contribution to 
the d i spers ion energy. 
No ionic s t r u c t u r e s w e r e added because the included 
covalent VB s t r u c t u r e s should account for the e l e c t r o ­
s ta t ic , induction, and d i spers ion forces (Sec. П. A). The 
covalent s t r u c t u r e s a r e a l so expected to d e s c r i b e ex­
change forces r a t h e r well although we use orthogonalized 
orb i ta l s , because the f i rs t o r d e r interaction between 
c losed-shel l m o n o m e r s i s invariant under or thogonal-
ization (Sec. П. C). So, the flrbt o r d e r exchange forces 
a r e accounted for exactlv: only for short d i s t a n c e s a r e 
ionic s t r u c t u r e s expected to improve the exchange e n e r ­
gy (in second o r d e r ) . Moreover , the inclusion of ionic 
s t r u c t u r e s would great ly complicate the formal i sm, s ince 
they a r e known to yield a d i s tance dependent contribution 
to the i n t r a m o l e c u l a r c o r r e l a t i o n energy 3* implying that 
we would have to take the fully c o r r e l a t e d m o n o m e r s a s 
the re fe rence s y s t e m . 
IV. RESULTS 
To date , a l m o s t all s c m i e m p l r i c a l calculat ions on the 
conformation of b iopolymers and molecular c r y s t a l s 
apply the pa i r approximat ion neglecting t h r e e and m o r e 
body i n t e r a c t i o n s . 9 1 A recent s tudy 4 1 looked into the 
pa i r approximat ion for the c a s e of the ethylene c r y s t a l 
and concluded that t h r e e body forces a r e indeed negli­
gible. So, in a c c o r d a n c e with the purpose of th i s work, 
we r e s t r i c t the attention to the d i m e r . 
The in teract ion energy as a function of d i s t a n c e h a s 
TAB! L Vili Number of П structureB contributing to the com­
ponents of second order multipole inter ictions 
Multipole interaction 
»•í-tí 
«í-eí 
"i-M? 
Total dipole—dipolo 
(сііврегыоп) 
i>i-& + Qh-f. 
^i-Q^Q}.-^ 
μί-β?.·9ί.-ιί 
Total dipole-quadrupoLe 
(dispersion) 
«?!-«?! 
«b-«5, 
9i.-9?. 
QÌ.-QÌ. 
Total quadrupole-quadrupole 
(dispersion) 
Permanent quadrupole—ι 
dipole (Induction) 
induced 
Oeomplry I 
12 
72 
50 
154 
96 
96 
00 
252 
72 
50 
18 
32 
172 
8 
Geometiy U 
48 
48 
_ ) 0 
146 
120 
80 
80 
280 
72 
30 
30 
32 
164 
10 
Total multipole interaction 
(up to quadrupole-quadrupole) 
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FIG. 1. Geometries of the ethylene dimer considered in this 
work. 
been computed for two r e l a t i v e or ientat ions of the eth­
ylene molecules (Fig. 1)· 
(i) Geometry I i s the s t r u c t u r e occurr ing in the 
s tacks of jT-electron s y s t e m s mentioned In the introduc­
tion. This s t r u c t u r e a l so const i tutes the s implest pos­
sible model exhibiting all the b a s i c features of t rans-
annular interaction^ such a s it a p p e a r s for instance in 
the (m,n)-paracyclophanes or b i c y c l o o c t a t n e n e . 9 г 
(ii) Geometry Π is the s t r u c t u r e yielding the maxi­
mum e lec t ros ta t ic quadrupole-quadrupole a t t r a c t i o n . 5 0 
[Note that the quadrupole moment of ethylene is close to 
that of a l inear molecule (Table V), with the axis perpen­
dicular to the molecu lar p lane. ] 
The importance of quadrupole-quadrupole interaction 
for determining the spat ia l a r r a n g e m e n t of molecular 
c r y s t a l s has often been emphasizod, " " ^ w h e r e a s m 
o t h e r work і г ' 1 3 the s ignif icance of this interaction m 
solids i s cas t into doubt. So it i s a point of interes t to 
compute the s ize of this t e r m . 
In Table DC. the total f i r s t- and second o r d e r inter­
action energ ies defined in Sec. Π a r e given: the same 
r e s u l t s a r e graphically p r e s e n t e d in F i g s . 2 and 3. The 
TABLE IX First order, second order, and total interaction 
encrßies Lnergy umtb 10"b hartree Э6 Distance R between 
the centers of mass in bohr 3G Geometries given in Fig 1 
Definitions of interaction enerRieb Riven by Eqa ( ) and (9) 
?ero point of energy -IS") B001251 hartree 
я 
j II 
- i 
10 и 
11 к 
1 1 il 
Il π 
•lfm 
*LI4 
-Ι-M 
Ι '-ί^ . 
--(•_ 
S*. 
'J 
чЭ 
>' 
4-1 
ч_ 
Г ™ . - m I 
- i f « , 
- I. )·-
_ l-t I ». 
- I>l J ' 
- I " 3_ 
- Л *4 
- - J j 
1 "ι 
-' ·>' 
^Г в 
Π - Ι Ν 
i n . h ) 
-9L 1 
_ i - Ы 
-i ' f 
--I 11 
1 l b 
\ ., 
( 
_
i F
™L_ 
-ІНЧ7 40 
«64 ¿¿ 
UH 71 
- Ч 01 
- I J 44 
- 10 12 
- 5 i J 
-¿ U 
e u m p i r y II 
_«&_ 
- ¿ І 6 
-14¿ 
-tb 
- ¿1 
- 1 1 
- 5 
- ¿ 
-υ 
i', 
J6 
01 
75 
07 
97 
ог 
І7 
¿ F « 
4571 Ol 
761 B6 
Sf) 70 
- ¿ 9 SO 
- 2 6 51 
- 1 6 09 
- 7 ЬЬ 
- 2 71 
Δ Ε 
К Г * Hartru 
100 
sc 
β 9 10 11 1ϊ 13 li. 15 1Б 
fi (Bohr) 
FIG. 2. i irsi order and total valence-bond Interaction energies 
for Geometry I (Table IX). 
f i r s t o r d e r energy cons i s t s In general of s h o r t r a n g e ex­
change and penetra t ion effects on the one hand, and long 
r a n g e e l e c t r o s t a t i c in teract ions on the o ther . In Table 
FIG. 3. First order and total valence-bond interaction energie 
for Geometry U (Table LX). 
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TABLE λ Decomposition first order е п е і ^ into electrosla ic quadrupole-qu idi U|X>le ^EQ-Q, quadrupoU-
hexadecupole Д^оіід, hexadecupolc-hcxadecupole A£'|_w intcracnon cnorfçy and shot ι ι ітц,е txch m^t and 
penetration effects t nits IO"1 hai l iet 
я 
(bohr) 
4 0 
5 0 
6 0 
7 0 
β 0 
9 0 
10 0 
11 0 
13 0 
16 0 
**& 
4407 
1444 
580 
26В 
137 
76 
45 
28 
12 
4 
69 
31 
44 
55 
74 
44 
13 
03 
16 
30 
G e o m e t r y 
Δ ^ ' « 
- 1 0 3 1 2 
- 2 1 6 ¿ 
- 6 0 3 
- 2 0 5 
- 8 0 
- 3 5 
- 1 6 
- 8 
- 2 
- 0 
75 
74 
07 
17 
57 
33 
89 
67 
69 
63 
¿'"¿-V 
11843 05 
1589 55 
308 06 
76 93 
23 12 
β 01 
3 10 
1 32 
0 29 
0 05 
Lxchanpe-
репеилиоп 
12166 60 
3374 69 
767 64 
145 24 
22 34 
1 33 
0 16 
0 02 
"& 
- 2 6 0 4 
- S 5 3 
- 3 4 2 
- 1 5 8 
- 8 1 
- 4 5 
- 2 6 
- 1 6 
- 7 
- 2 
47 
43 
97 
68 
39 
16 
67 
56 
18 
54 
G e o m e 
ЬЕЩн 
6198 
1299 
362 
123 
48 
21 
10 
5 
1 
0 
12 
84 
76 
31 
42 
23 
15 
21 
62 
38 
ryll 
¿W, 
- 5 0 3 0 
- 6 7 5 
- 1 3 0 
- 1 2 
- 9 
- 3 
- 1 
- 0 
- 0 
- 0 
01 
12 
84 
68 
82 
40 
32 
56 
12 
02 
t x c h a n g e -'• 
p e n e t r a t i o n 
4918 51 
9J2 27 
147 i0 
19 ¿8 
2 40 
1 79 
0 Ь 
0 04 
X and Figs. 4 and 5, these long and short range contri­
butions to the first order energy are separated. The 
electrostatic force has been split as follows the clas­
sical quadrupole-quadrupole Interaction Δ£0
(1^ has been 
computed using our own quadrupole moments shown in 
Table V. Lacking a computer program generating fourth 
moments, we took hexadecupole values from Ref. 88, 
which are of double-1 quality. We employed these for 
the h exadecupole-quadrupel e Interaction Δ ^ 1 ^ and 
hexadecupole-hexadecupole interaction ДЕ^'-я- Invoking 
Rose's formula, " one easily derives the values given 
In Table X. The difference between the quantum me­
chanical first order energy and the classical electrostatic 
Interaction (up to hexadecupole-hexadecupole) Is also 
given in Table X under the heading "exchange and pene­
tration energy. " Besides the real exchange and pene­
tration effects, these values also contain the deviations 
caused by the use of hexadecupole moments that are not 
derived from our monomer wavefunction and the contri-
bubón of higher mud ti pole interactions. Work is in pro-
gress to refine the analysis on these points. 
In Table XI, the second order energy is decomposed 
into the various components of the multipele moments, 
a decomposition that is not obtained by expanding the 
interaction operator but is induced by the use of local 
symmetry, as described in Sec. II. Making this de-
composition, one implicitly assumes that the contri-
butions to the second order In our definition (7) are 
heitdecutmtf hexadecupole 
•—quidrupote-Quadrupote 
- toral electrostatic 
FIG. 4. Decomposition of first order energy for Geometry I 
(Table X). 
FIG 5 Decomposition of first order energy for Geometry Π 
(Table X). 
210 
TABLb XI, Decomposition oí second order energy into com pone m·* ol dipole-dipole, dipole—quadrupole, and quadrupole-
quadrupole dispereion ana permanent quadrupole-induced di|xiic induction F nerp,v in КГ"1 hartree,'* disunce in bohr." 
z-r \-Λ- Λ-Ϊ7 
Й г-г -1 -х •г-г +\z-\ + i í - t r2-·*2 r\-x\ xz-xz yz-yz Induction 
G(om(4i> 1 
4.0 
5.0 
6.0 
7.0 
.0 
10.0 
13.0 
16. 0 
-20.31 
-10 3J 
-4.84 
- 2 34 
-1 ¿0 
- 0 37 
- 0 09 
-0.02 
-469.54 
-225 82 
-95.99 
-40.31 
-18 29 
-4.89 
-1 05 
-0.30 
-95.64 
-44.43 
-21.10 
-10 64 
-5.68 
-1 87 
- 0 47 
-0.15 
-47 0b 
-IG 41 
-Ь 81 
-2 9(, 
-1 JO 
-0 21 
-0 04 
-0.00 
-125 1)9 
-51.20 
-18 15 
-6 ¿7 
-2 JJ 
-0 43 
-0 06 
-0 01 
-1Л.91 
-5 83 
-2 23 
-Ü.89 
-0.38 
- 0 08 
-0.01 
-0.00 
-52 78 
-10 12 
-5 4J 
-1 92 
-0 69 
-0.10 
-0.01 
-0.00 
-16 76 
-5 29 
-1 68 
- 0 58 
-0.21 
-0.03 
- 0 00 
-0.00 
-2 32 
- 0 63 
-0.20 
-0.06 
-0 02 
-0.00 
-0.00 
-0.00 
-14 21 
-4.72 
-1.32 
-0.38 
-0.12 
-0.01 
-0.00 
-0.00 
-168.92 
-9 80 
-3.62 
-1.63 
-0.69 
- 0 15 
-0.02 
-0.00 
Geometry II 
6.0 
7.0 
8.0 
9.0 
10.0 
11.0 
13.0 
16 0 
-28 15 
-15.15 
-8.16 
-4.49 
-2.57 
-1.50 
-0.59 
-0 19 
-32 62 
-13.03 
-5.26 
-2 33 
-1 15 
- 0 36 
-0.20 
-0.06 
-56.00 
-27.18 
-13.15 
-6.64 
-3 55 
- 2 28 
-0.72 
-0 21 
-30 IS 
-12 5J 
-5.50 
-2 48 
-1.1Θ 
-0 58 
-0.17 
-0 04 
-21 91 
-7 70 
-2 60 
-0 94 
-0 39 
-0 18 
-0 04 
-0 01 
-32 45 
-14.57 
-6 19 
-2 70 
-1 26 
-0 62 
-0 17 
-0.04 
-5 09 
-1.29 
-0.38 
-0 14 
-0 06 
-0.02 
-0.00 
-0 00 
-0 44 
-0 14 
-0 04 
-0.01 
-0.01 
-0.00 
-0.00 
-0.00 
-Э.81 
-1 60 
-0 56 
-0.18 
-0.07 
-0.03 
-0.00 
-0.00 
-2.73 
-0.84 
-0.25 
-0.07 
-0.03 
-0.01 
-0.00 
-0.00 
-24.36 
- β . 45 
-3.93 
-1.74 
- 0 . 82 
-0.40 
-0.11 
-о.оз 
additive/ just as they are in the corresponding second 
order perturbation energy. To verify this assumption 
we performed four different sets of calculations: one 
simultaneously including all structures that contribute 
to the μ-"μ (dipole-dipole) part of the dispersion; one 
calculation giving the full ξΓ-μ (quadrupole-dipole) dis­
persion; one yielding the fullTj-i^tquadrupule-quadru-
pole) dispersion, and a computation on the μ-μ plus 
Q-μ second order energy. A simplification could be 
made since it appeared from the calculations on the in­
dividual components that almost all VD structures rep­
resenting the coupling of triplet excited monomers 
give nse to negligible contributions (in general less than 
10** hartree; exceptions are discussed ш the next sec­
tion). The computations were accordingly done with 
omission of all noncontnbuting triplet-triplet structures 
The differences between the energies of the four over­
all calculations and the sum of the corresponding com­
ponent energies are very small, less than 0. 6x 10"* 
hartree for R = 6 bohr, less than 10"1 hartree for R = θ 
bohr. 
The ratios of the different terms in the multipele ex­
pansion to the second order energy are plotted In Figs. 
6 and 7, clearly exhibiting the convergence of the multi-
pole series. In Fig, 6, the corresponding ratio of the 
contribution of the π - π* excitation has also been drawn. 
Note that this part of the dipole-dipole dispersion is ob­
tained from a three-structure VB calculationonthebasis 
of only the ground state and the two states representing 
the intermolecular coupling of the Tirm*) and viirv*) 
states, respectively, whereas Table Ш tells us that 
the total second order energy is obtained from as many 
as 600 VB structures. The effect of the ir- IT* transi­
tion Is not shown in Fig. 7, because no special contri­
bution is noticeable in the case of Geometry П. In 
neither of the two geometries does any other structuré 
yield a dominant contribution. 
Wondering if possibly the first order and Induction 
energy could be accounted for by the SC F formal le m, 
we performed two sets of LCAO-MO-SCF calculations 
on the dimer, treating it as if it were one "eupermole-
cule. " One set was done with the CNDO/2 program, " 
using the original parameter setting,06 and the other 
calculations were of the ab initie type, employing the 
GTO basis given in Table III. The results are given in 
Figs, θ and 9. 
n-FT* 
1Z 11 16 
R(Bohr) 
FIG. 6. Relative contributions to second order energy for 
Geometry I. Absolute values given in Table XI. 
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ipoít -dipoff dispersion 
H IE 
F) (Bohr) 
FIG 7 Relative contributions to second order energy for 
Geometry II Absolute values given in Table XI 
V. DISCUSSION 
A. Long rang» interactions and their multipolo expansions 
The difference between the interaction of two parallel 
(Fig. 2) and two perpendicular (Fig. 3) ethylene mole-
cules, one being repulsive and the other attractive, ÍS 
seen from Tables DC and X to be mainly due to the first 
order electrostatic interaction. At large and inter-
mediate distances, the Q-Ç'(quadnipoLe-quadnipole) 
interaction is the dominant term in this first order 
energy, but at smaller distances the higher mul tipo les 
become Important as well. Note that the multipole ex-
pansion In first order diverges completely at Λ=> 5 bohr, 
with even ^ЕЦ^ < áE^ for Geometry I. Clearly, 
penetration effects have rendered the expansion invalid 
In this region. Note also that the three term expansion 
ceases to be an adequate representation of the in ter-
ra olecular potential much earlier for distances smaller 
than 10 bohr, the interaction between higher moments 
than hexadecupoles must be Included. The decisive role 
of the ^-^interaction In determining the energy differ-
ence between the two geometries considered suggests 
that these interactions are also important In determin-
ing the structure of molecular crystals. и ~ и In a crys-
tallographic environment, the effect of the surrounding 
quadrupoles on a molecule may average out though. ^ " 
Still, our calculations show that first order electrostatic 
forces cannot be neglected a prion. If (he Ç^-5*inter-
action is calculated, higher multipoles cannot consis-
tently be omitted. 
As far as the second order forces are concerned they 
are always attractive and, therefore, they will certainly 
contribute to the cohesion energy of the crystal. The 
attraction is slightly larger for the perpendicular geom-
etry than for the parallel one Comparimi Figs 6 and 
7, we note that the dipoie-dipole dispersion has rel-
atively moro weicht in the parallel geometry. In Table 
XI, the source of this phenomenon can readily be lo-
cated it is the v-v component of the dispersion, which 
in Geometry I receives a considerable contribution from 
the ff-jr* transition on both monomers In Geometry Π, 
these JT-IT* transitions contribute to different dipole-
d ι pole components, and it appears that they play no 
particular role in this geometry. In the second order 
energy, as in the first order, we find that the leading 
term in the multipole expansion does not suffice for a 
good description of the interaction energy, so that we 
should also take higher multipoles Into account. The 
induction energy is not very large, which is not a widely 
accepted fact. A point of criticism could here be that 
the Induction of a quadrupel e by the permanent quad ñi-
póle on the other monomer has not been calculated. But 
since the corresponding energy has a R'10 dependence 
and since the quadrupole- Induced dipoi e (Я~в) term is 
already quite small, we felt safe in neglecting It 
В Penetration and exchange effects 
Although we have not calculated these effects directly, 
their occurrence can easily be recognized from our re­
sults. Figure 6 shows a sudden drop In the relative 
dipole-dipole contribution originating from a steep rise 
in the induction energy, which we ascribe to the same 
penetration of the charge distribution that also causes 
the divergence of the expanded first order energy. If 
this assignment is correct, the exponential increase of 
the first order repulsion at about 7 and 6 bohr for Geom­
etry I and П, respectively, must be caused by exchange 
FIG. 8 Interaclioo energies from CNDO calcul а Нош < 
super molecule. 
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10 "s Hardee 
HG 9. Interaction energies from ab tmttn LCAO-SCt cilcu-
lations on the supermotecule 
effects. Actually, Ihe differrnce of about 1 bohr ir the 
"hard core" diameters for Geometry I and II. toçether 
with a scattering diameter er of . 3 bohr for Georrotry 
JI (Fig. 3) matches a geometrical model thai attnbutpç 
a van der Waals radius of 3.7 bohr to a spherical methy-
lene group. Pauline" suçeests 3 θ bohr for this radius 
a number which is also in accordance with the С . · · С 
and С . . . Η contact distances proposed by Kitamorodski n 
The over-all repulsive interaction between two paral­
lel ethylene molecules is also in agreement with the 
well-known fact that a strong s tenc hindrance exists 
between two Iransannular ethylemc moieties. This has 
been discussed earlier in connection with the influence 
on the ïï-TT* transitions localized in the double bonds in0 
and it has been investigated by means of extended Huckel 
calculations.к 
С. Comparison with experiment 
Figure 3, relating to the perpendicular geometry. 
shows a van der Waals well depth £ of 33 5* 10-5 hartree 
аіЛ 0 =9.4 bohr and a scattering diameter σ of about 
8. 3 bohr. The first order contribution to € is 12. 5* 10"5 
hartree. 
Experimental values for the van der Waals well of the 
ethylene dimer are as follows: с = 72.9x 10"5 hartree, 
σ = 7. 7 bohr1 0 1; or e-65. Ox IO"5 hartree, σ-Θ.Ο bohr. l tE 
While our scattering diameter agrees reasonably with 
both values, the discrepancy between the measured and 
computed values of € is considerable. Since the experi-
mental values lia\p been obtained from viscosity data in 
which a certain rotational a\eraging is included, the 
difference mav be even larger. Two points are relevant 
m this respect. Earlier calculations5* on Не
г
 pointed 
to a need for the optimization of the excited monomer 
orbitala and also showed that the excited state SCF meth­
od is not an adequate tool to this end. (The behavior of 
virtual SCF orbitals is worse.) So. not having employed 
excited orbitals which are fullv optimized for a descrip­
tion ol the Ion;! range interaction, and not having in­
cluded atomic polarization functions, we feel that our 
results maj undcrestimatp the dispersion energy. Also 
the question whether Rydberg orbitals should have been 
included seems appropriate, since the ethylene spectrum 
shows several Rydberg series and there is even some 
doubt if the r * orbital may not be Rydberg-like ι ω One 
must realize, however that the ab initio calculation of 
van der Waals forces between molecules of this size is 
not an easv matter and requires very time-consuming 
computations. In view of this, we feel that our results 
are promising. Further work on the optimisation of 
excited orbitals. including atomic polanration functions. 
is in progress 
Another reason for the disagreement with the experi­
mental results may lie on the experimental side. The 
viscosity data were interpreted in an isotropic 6-12 
potential, which is not very realistic for this case. To 
give an impression how sensitively the e values depend 
on the measured viscosities, we quote FlynnandThodos,101 
who call the difference "plausible" between viscosity 
t/k аіиеь of 410 ""K and 208 "К found for r/-butane by 
themselves and Hirschfelder vt η!. iX respectively. 
This underlines the unreliability of the few experimental 
data available to nauge the parametnzation of sennem-
pincal calculations 
Even though the second order energy may be under­
estimated ue still feel that the ratios oí the different 
contributions (Figs. Ь and 7) are of corrüct magnitude 
because thev are computed in a single consistent manner 
without introduction of any η prion prejudices about 
their important e. 
D. Interactions between stacked π systems 
The repulsive interaction calculated between two 
parallel ethylene molecules may seem in contradiction 
to the opinion1-4 that the stabilization of the helical con­
formation of DNA is mainly caused by attractive vertical 
interactions between the bases and, equally to the 
idea that n-ir charge transfer complexes are stabilized 
by van der Waals interactions. Although the ethylene 
dimer evidently falls short in exhibiting all the properties 
of interactions between DNA bases or large charge trans­
fer complexes we can still offer a possible explanation 
on the basis of Fig. 6 Here a very pronounced contri­
bution of the π electrons to the dispersion energy is ob­
served, and we may therefore, not without justification, 
speculate that in the case of large, very polanzable it 
systems, the second order energy is able to surmount 
the first order repulsion, that is, of course, in the re­
gion where the Pauli repulsion is still negligible. This 
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outstanding contribution of the ---π* excitations is only 
found for parallel π svstems. 
E. Local $y m me try, additivity, and perturbation theory 
Two important conclusions concermmç the method ol 
calculation of the second order energy can be drawn. 
The triplet-triplet VB structures hardly mixing with 
the ground state, it appears that local spin selection 
rules, forbidding the mixing of triplet-triplet and sin-
glet-singlet structures, are very well preserved upon 
formation of Ihe dimer. So, VB calculations on the weak 
Interactions considered in this work can be drastically 
simplified by omitting all the structures representing 
the triplet-triplet coupling. There is a small exception 
though: for the short distances of the parallel geometry, 
11 triplet-triplet structures, all belonging to the v-v 
dispersion component, contribute slightly to second 
order energy (З.О хІО- 5 and 1.66X10"5 hartree for К 
equal to 4. 0 and 5. 0 bohr, respectively). Themost 
noticeable among these 11 functions is the one represent­
ing the coupling of the Γ(ππ*) states. Subsequent in­
clusion of all triplet-triplet structures gave no further 
improvement, and it can thus be concluded that down to 
4.0 bohr the triplet-triplet couplings give rise to negli­
gible contributions to the ground state. 
Another important conclusion to be drawn regards 
the possibility of approximating the lowest eigenvalue 
of the secular problem over VB structures by a pertur-
bationlike formula. Recall that each component of the 
second order energy has been computed on a basis of 
VB structures which are adapted to the local symmetry, 
in this case characterized by D^®/^. The off-diagonal 
//-matrix elements connectin£t blocks of different local 
symmetry contain only terms arising from the inter­
action operator VAB. The high degree of additivity in 
the multipele components of the second order energy 
shows these elements to be so small that the higher 
order terms in formula (5) can be neglected between 
structures of different local symmetry, thus enabling 
a componentwise construction and dlagonallzation of H. 
This In itself is already a great help in keeping the meth­
od tractable for large complexes, but it also points to 
a further potential simplification. Although from our 
present calculations it cannot be inferred with absolute 
certainty that the V " terms within the symmetry blocks 
are equally small, there is no reason why they should 
not be. This additivity even holds in the region where 
the Pauli repulsion has become large, and we may there­
fore tentatively conclude that a perturbationlike second 
order formula may be applicable to the lowest eigen­
value of the Η matrix including exchange for the whole 
range of the potential curve. It should be said that the 
Η matrix in this conclusion is assumed to be over a 
basis of the eigenvectors of HA and H B , as described 
in Sec. Π of this paper, because otherwise Η contains 
nondiagonal terms originating from HA or H B . 
F. SC F Results 
Let us finish this section by making a few comments 
on the SC F results presented in Figs, θ and 9, It is 
noteworthy that the CNDO calculations predict the paral­
el geometry to be the more stable one, whereas the 
ab initio results fall in une with the VB predictions in 
ihis respect. \ similar disagreement of CNDO with 
ab imtto SCF has been noted before for (HCN),. ' w and 
has there been ascribed to the neglect of three and four 
center repulsions causing CNDO to favor a cyclic struc­
ture. This explanation being very plausible, it makes 
the CNDO results for this complex meaningless. 
The ab initio results on the other hand, seem surpris­
ingly good, with a σ value of 8.0 bohr and e - 57. 6х IO-5 
hartree, which may be compared with the experimental 
values1 0 2 σ-β.Ο bohr, e =65. O^IÍT5 hartree. However, 
as a check on the usefulness of these results, we per-
formed an SCF computation on the free monomer A in 
its own АО basis augmented by the vacant АО basis of 
monomer В placed at a distance 9. 0 bohr, assuming 
Geometry II. This basis set enlargement gave an energy 
improvement of 56.09ХІ0"5 hartree, which might be­
come somewhat smaller by accounting for the filling of 
the orbitals on monomer B. Still, this proves that the 
splendid SCF curve is partly due to the mathematical 
artifact of distance dependent basis set enlargement, and 
has little physical significance. It is difficult to separate 
the physical interaction energy from these SCF results, 
since the energy lowering by the basis sel enlargement 
is a nonadditive effect. This pitfall, threatening those 
who apply small basis SCF to the computation of inter-
molecular forces was first noted by Kestner3 0 in a 
discussion of early ab imito SCF calculations on Не
г
.
г9 
Our results bear witness again to the fact that calcu­
lations on van der Waals interactions employing the 
SCF "super-molecule" approach must necessarily be 
looked upon with mistrust as long as the monomer bases 
do not approach the Hartree-Fock limit. 
ACKNOWLEDGMENT 
We would like to thank Dr. C. Moser for his hospital­
ity at CECAM, where part of the programs have been 
developed, A. van Berkel for his help in writing the 
program for nonorthogonal orbitals, and Dr. F.B. van 
Duijneveldt and Dr. M. van Hemert for valuable dis­
cussions, 
•Supported in part by the Netherlands l· oundation for Chemical 
Research (SON) with financial aiti from the Netherlands Or­
ganization for the Advancement of Pure Research (ZWO). 
l
.Molecular A4sociati(ms in Biolog\, edited by Б Pullman tAca-
demic, Ne* York, 196Θ), especially Pullman's introduction 
2H. de Voe and I Tinoco, Jr , J Mol Biol 4, 500 (1962) 
3 P . Clavene, П Pullman, and J Cullet. J Theor Diol. 12, 
419 (1966). 
' P . Hein and M Pollak, J Chem Phys 47,2039(1967). 
5A. Saran, D. Perahla, and В Pullman, Theor Chlm Acta 
30, 31 (1973). and references therein 
*C K. Prout and J. D Wright, Ange* Chem. Ont. Ld Lngl ) 
7, 659 (1968). 
7M J S. Dew ar and С С Thompson Jr, Tetrahedron Suppl 
7, 97 (1966) 
eR J V, L e i ê v r e , Π V Radford, and Ρ J Stile*. J 
Chem Soc В 1968. 1.Î97. 
Ч
М J Mantione, I neor Chim. \ctz 15, 141 (1969) 
'"M W. Hannn ind J L Llppcri, in Molecular Complexes, 
edited by It footer (Paul t lek Scientific Воокь, London, 
1971). 
" t . L. Hancock and J Is. Murrell. Chem. boc. i araday 
214 
Trans U I . 115 (197J) 
, ! D Ρ Craig, Η Mason Ρ Pauling and υ Ρ Santry Ρηκ 
R Ьос Lond А 266. 98(1965) 
13
А I Kltaigorodsky, Molecvlar Cnslítls an/t lìotec^'гч lACi-
demic. Neu ^оік, 197 1) 
" D t Willi ims Τ (.hem Phy>. 45, J770 (ІЭбіі) 
1SA I M Нас, Mol Ph>!> 16, 2->7 (19691 
16l· London, ¿ Phys 63. ¿4o (1910) 
" F London J РПуч Chem 46, 1υ5 (1942) 
"A van der Avoird J Chem Phys 47, J M " 1196") 
I eD M Ctupmin. J D Bowman, ττκΙ J U llirschfelder J 
Chem Phys 59, 2910 (197.1), and references ihcrein 
" A van der Avoird Chem Phys Leti 1,429(1967) 
!
' j N Murrcll, M Handll, and I) H Williams Proc Л 
Ьос Lond A 284, 566 (1965) 
" j L Lipiwrl, M W Hanna, and Ρ J Trotter, J Am 
Chem Soc Bl, 4035 (1969) 
" P Clavene, in Hef 1 
" G К Pack, II Wang, and R Rein, Chem Phys Lett 17, 
381 (1972) 
2ÏR Bonaccorsl, R Clmiraglia E Scrocco, and J Tornasi, 
Theor Chim Acta 33, 97 (1974) 
:β
Α Riera and W J Meath, Int. J Quantum Chem 7, 959 
(1973) 
t T J R RAbinowltz, Τ J Swiasler, and R Rein, Int J Quan­
tum Chem S6, 353 (1972) 
î eE Clement! and J Mehl, IBMOL -5 program 'Quantum Me-
chanical Concepts and Algorithms," June 22 1971, IBM Re-
port RJ8e3 
! ÎB J Ranail, J Chem Phys 34, 2109 (1961) 
31N R Kestner, J Chem Phys 4Θ, 252 (1968) 
3 1H Margenau and N R Kestner, Theory of Intermotecvlar 
Force* (Perçamon, Oxford, 1969) Appendix A 
" H F Schaefer Ш. D R McLaughlin, F £ Harris, and В 
J Alder. Phys Rev Lett 25, 988 (1970) 
" Ρ BertonclQi and A С Wahl, Phys Hev Lett 26, 991 
(1970) 
Э 4
Р L S Wormer, A van Berkel, and A van der Avoird, 
Mol Phys (lo be published) 
" С A Coulaon and Ρ L Davies, Trans Faraday Ьос 48, 
777 (19ä2) 
" E F Haugh and J O Hirschfelder J Chem Phys 23, 
1778 (195o) 
I!A Schweig, Int J Quantum Chem 3, 823 11969) 
38M Hashimoto, M Hashimoto and Τ Isobe, Bull Chem 
Soc Jpn 44, 3230 (19711 
" c R Llliot and О L Leroi. J Chem Phys 59,1217 
(1973) 
'
0M Hashimoto and Τ Isobe, Bull Chem Soc Jpn 46, 2581 
(1973) 
41M Hashimoto and Τ Isobe, Bull Chem Soc Jpn 47, 40 
(1974) 
< !C Brecher and R S Halford, J Chem Phys 35, 1101 
(1961) 
" D A DOWS, J Chem Phys 36, 2836 (1962) 
" C Taddei and E Giglio, J Chem Phys 53, 2768 (1970) 
ІЪ
Ъ A Matsen, Adv Quantum Chem 1, 60 (1964) 
4 6 P E S Wormer and A van der Avoird, Int J Quantum 
Chem 8, 713 (1974) 
*
7R McWeeny and Β Τ Sutcllffe Methods of Molecular Quan­
tum Mechames (Academic, London. 1969), ρ 136 
*
β
Η Margenau and Ο M Murphy, The Mathematics of Physics 
and Chemistrv (Van Nostrana, Princeton, 19o6), 2nd cd 
" Μ E Rose, J Math and Phys 37, 215 (1958) 
i 0A D Buckingham, Q Rc\ (Lend I 13, 183 (1959) 
5 I L Paul Int., J Chem Phys 1,280(19)3; 
MH McWeeny. Proc H Soc Lond A 223, 306(1954) 
5SC M Reeves, Thesis, University of Cnnibndgc, England, 
1957 
M I L Cooper and R McWeeny, J Chem Phys 45,226 
(1966) 
S1B Τ Sutcllffe, J Chem Phys 45, 235 (1966) 
^ F A Matsen A A Cantu, and R D Poshusta, J Phys 
Chem 70, 1558 11960) 
S
*G f Tanlaidini M Raimondi, and M Simonetta, Int J 
Quantum Chem 7, 893 (1973) 
S
*W Moffitt. Proc H Ьос I ond A 219, 486 (1953) 
И
І · О Loudin Phv. Rei »7. 1474 (ІЭ^Ч) 
e c l Prosser and ь Hjgblrnm, Ini J Quantum Chem 2, 89 
(1968) 
n G A Callup [ni J Quantum Chem 6, 899 (1972) 
е г
І С Kaplin ind О П Radimova, Int J Quantum Chem 7, 
1201 (1973) 
α
Γ M Reeves, Commun ACM (Assoc Compul Mach > 9, 
276 (1966) 
S
' J С Slater, J Chem Phys 19, 220 (1951) 
G
*We call those orbiuls closed-shell orbitals that arc doubly 
occupied in all Vii structures entering the calculation Orbit­
als that are singly occupied in one or more slructuree are 
called open-shell orbitals 
6 e P L· S Wormer and A van der Avoird, J Chem Phys 
57, 2498 (19721 
eTTh]b method of dealing with the nonorthogonallty was first 
used by Moffitt58 and later by G G Balinl-Kurtl and M Kar­
plus, J Chem Phys 80, 478 (1969) 
" P О Lòwdin, Adv Quantum Chem S, 185 (1970). 
n B С Carlson and J M Keller, Phys Rev 105, 102 (1957) 
'
cThe authors thank Dr E Clementi and Or F В van Duljne-
veldt for making available the IBMOL -5 program 
Л
Е Clementi, Proc Natl Acad Sci USA 69, 2942 (1972). we 
thank ü r L Clementi and Dr M van Hemert for making 
available the IBMOL -5A program 
nA D McLean, "Proceedings of the Conference on Potential 
Energy Surfaces in Chemietry," Pubi RA18. IBM Research. 
San Jose. CA. 1971 
13The authors thank Dr M van Hemert at Leiden University 
for his four-index transformation program 
T
*M Yoshimlne, 'The Lsc of Direct Access Devices In Prob-
lems Requiring Reordering of Long Data Lis ts ," Pubi RJ555, 
IBM Research, San José, CA, 1969 
"H С Raífenetti, Chem Phys Lelt 20, 335 (1973) 
T<A Pipano and I Shavilt, unpublished notes, Haifa, June 
1965 
"M Yoshimme. J Comput Phys 11, 449 (1973) 
7eHecentl>, a description of a computer program written by G 
II i Dierckscn and ¡Ì Г Sutcllffe ITheor Chim Acta 34, 
10Ό (1974)] appeared, which incorporates Reeves' aLgorllhmu 
with a sorting procedure similar to that of Yoshlmine M 
™T J Dekker AL(-OI 60 Procedures In Numerical Algebra," 
Malhemaucil Centre TrjLls Amsterdam 1968, Vol 2 
M H A iaulkner. Computational Methods in Band Theory, 
edited by Ρ M Marcus J t Janak, and A R WllllamB 
(Plenum, New York 19711 
" s lluzinaga, J Chem Phys 42, 1293 (1965). 
e iS Huzinaga ' Approximate Atomic Functions I , " Report of 
Division of Theoretical Chemistry, The Lnlvereity of Alberta, 
1971 
Ю
Т H Dunning J r . J Chem Phys 55,716(1971) 
"W J Hehre И Dilchfield, and J A Pople J Chem Phys 
53, 9J2 (1970) 
•
SH С Allen and ί l·. Plyler, J Am Chem Soc 80, 2673 
(1958) 
" j M bchulman, J W Moskowliz and С Holllster, J 
Chem Phys 46, 2759 (1967) 
β τ
Ι ï i schcr-Hjalmirs and Ρ Siegbahn, Theor Chim Acta 
31, 1 (1971) 
BeL С Snyder and H Basch Molecvlar Wave Functions and 
Properties (Wiley, New York 1972) 
^A D Buckingham R I Disch, and D A Dunmer, J 
Am Cliem Soc 90, 3104 11968) 
'"A D King. J Chem Phys 51, 1262 (1969) 
9 l l t is often found stated in the literature (e g , Ref 31) Mut 
215 
three-body long-range interactions only start аррелппц in 
third order of perturbation theory, while cht· corrcbpondinf, 
pair forces occur in second order. ГКіь sULeinenl іь tjnly 
strictly true for the intei action between neutral atoms in an 
S state, since its proof as given in Hef. J l , Ch.ip f>, re­
quires the vanishing of(#£¿C I V " l#£<f£). Still, the three-
body forces arc expected to be much smaller than the pair 
forces. 
s ïR. Polak and J. Paldus, Theor. Chim. Acta 4. J7 (1966). 
" O . Nagai arai T. Nakamura, Prog. Theor. Phys 24, 432(1960), 
"T.KIhara, Acta Crystallogr. A 26, 315 (1970). 
'
SJ . F el sterner and D. D. Lilvin, Phys. Rev. В 4, 671 0971). 
»
β1 hartree=27.21 eV = 627.49 kcal/mol = 2.625x 10е J/mol, 
1 bohr=0. 529167 xlO· 1 0 m. Quadrupel e units 1 a.u. =1.344 
MIO"1* esu>cm 2. 
(MMXI Molecular Orbital Program by !> A Oobosh, distribut­
ed hy Q С ρ Y , Indiana I ni^ersity, Шоотіпцюп IN. 
J Α. Pople ind [) L Hevendge, Appronniatc iJolecvlar 
Orbital ThtoY\ iMcüiaw-Uill, New \ ork, 1970). 
" b . Pnuling, The Sature of the Chemical Bond (Cornell Ϊ.. P . , 
Ithaca, NY, 1960) 
Ш
С . P. Wilcox, S. Wmbtein. and W. G McMillan, J Am. 
Chcm. Soc. 82, J4Ô0 (1960) 
l 0 ,L. W. Flynn jnd G. Thodos, Am. Inet. Chem. Eng J. 8, 
J(i2 (1962). 
i n J . О Hlrechfelder, C. F. Curtías, and R. B. Bird, Molecu-
lar Theory of Gases and Liquids (Wiley, New York, 1954). 
, И
Н . Basch, Chem. Phys. Lett. 19, 323 (1973). 
IMA. Johansson, Ρ Kol I man, and S. Rothenberg, Theor. Chim 
Acta 26. 97 (1972). 
216 
INTERACTION POTENTIAL FOR He H 2 IN THE REGION OF THE VAN DER WAALS MINIMUM 
I' J M Ы I RTS, I' I S WORML R .inJ A VAN 1)1 R AVOIRO 
tti\tííttlí ui linen Inai С IH umin l un t/MM i>l \l/nn ut il \//шіім( /IH \ ι tili líumh 
К ч ч кІ-) Іч1\ I97S 
l i iu r j Í l ion Likruk1. lor Ila Ik Из svsuin InvL I x t i i L44tt|nikil In ι VU inithod lor lilt inkmmlLUil ir disi mecs 
5 2 A' * 20 (I Ініііт nid Iwo dilk.[eiH um ni пкнь і»1 I lk I I j mok n i k (0 - 0" 90 r ) Tik re Mill s tspLujIly lur t ik 
пичиігору .ігі. ш ^uüd j j iLLi iknt v\illi k 4|krink»! I Ik dis|4.rsu)n (.otisl mts С 6 nul ( g md ι ht lurasiinnduiL unisolropy 
.oust mts а
ь
 md (кц ITI. prLsLtiKd 
I Introduction 
As one of the snnplcsl systems with J inulli-dimcn-
SIIIII.II polcnlial surLicc. (lie He l b uimplex is ol ex-
pernneiiul JS well as (hcoicdul intcrcsl Inlcgr.il 
toul collision (.ross sections 111 spin Ijtlicc icl.ix.i 
lion tunes |2| .mei R.im.in line shapes (1) have yielded 
experimental inforni.ilion on the He l b potential 
surlace and not long ago an analvtic intennoleculai 
potential has been proposed by ShaCei and Cordon 
|4| (lunn here on icleired to as SG) wludi accurately 
fits all these experimental data 
Theoietical investigations have conccnttalcd eithei 
on llie short range (repulsive) potential \Ί 7| or on 
the long range dispersion forces |8| Tsaplmc and 
Kiit/elmgg [9| (hencefoi ih relcricd lo as T k ) were 
llie Inst to calculate van der Waals minima foi He Hj 
Their minima aie close lo the experiiiiental icsiilts 
However, TK predict the lineai conliguialion ol the 
He H-, system tobe favouied by 2 ^ X 10 5 liarliec 
above (lie perpendicular geometry whereas the enipni-
cal resulls o1 SG show the lineai gcomcliy to be slight­
ly less stable than the perpendicular one (bv an aniount 
oft) 4 X 10 s hartree) Also llie theoietical and c\-
pei mien lal van der Waals radii are not in complete 
agiceinenl 
It could be supposed Ihat this discrepancy is 
caused by the neglect ol inlra-monomer corrclalion 
in the calculalions and more specifically by ihc 
coupling ol intra-with mler-nmnonier conelalion 
(l) 10] However, as it seems hard to accept that this 
conelalion ellect could be responsible tor such a 
lelaiivcly large crior in the amsoimpy, we thought 
it worthwhile lo pcrloim some of Ihc calculations as 
well, usinganoihei formalism |l I I 4) and another 
basis of atomic orbilals, but also ueglecliug the cflecls 
01 intra nionomcr conelalion Inleiaction curves for 
iwo diflcrcni geometries are presented 
(i) the perpcndiculai geometry with an angle 0 = 40° 
between the molecular axis ol Hi and the vector R 
connecling the midpoint of Hi with He and 
(n) llie linear geometry wilh 0 = 0° 
The distance R has been varied from S 2 lo 20 0 bohr, 
the Η-H distance has been kept constant (I 40 bolli) 
2 Method 
The method employed in this work is essentially a 
multistructurc valence-bond method based on VB 
slruclures containing AG's on He and MO's on H2 
In tins roimalisin it is possible by using local sym­
metry to sepatate the dtllcrcni lerms 111 the multipolc 
expansion of the dispersion eneigy [1 1 ] . al thou gli the 
complete unexpanded foim of the inteiaction operator 
is used m our calculalions I о obtain the contribution 
from a certain componcnl of ihc multipolc operator 
the basis must include at leasl one VB structure rep­
resenting a locally excited stale that combines with 
the monomer ground stale undei this multipolc com­
ponent 
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> NuinlK-r oí pninitivc CrO's in Lonlr.11. It d sci. b ) ( onlr κ l u i M I iLprcsenls STO with oxponenl ξ (bolir - 1 ) 
ι
' I xponinl ( П О о = 0.2738 (li i i l ir" s|. <·) ( ontr jt l ion LOLII I I ILI I IS oplinii/od L') I \poncnl υ ! Ο α = 0.1 576 (bohr - 2 ) 
Wi ih in the V B I r j m c w o i k one u m define two 
q u j i i t i l i c s Δ/ " , and Δ/ ( " ' rescinblmg f i r i l - and 
sciond-oidci p c i l u i b j t i o n energies, rcspcLlivelv 
Ai ' is the cxpeLtJtmn value o l the total l i . imil lom.in 
over the dunci g iound siale minus the S( l· eneigies 
o f the fice nionoineis Δ / 4 - ' is the d i f l c r c i u e between 
the V B niult i-structure in terat t ion energy and i l ic |iist 
defined fiisl-ordei energy. Tins dillcreiiLC is asvmp 
U I I I L J I K equal to London's well-known seuind »idei 
cncigy expression |l 11 
The orbi lals on (he d i l l e i e n l inonoineis do oí 
course ovei lap, but suite we have lound pieviousK 
that a well-thosen or lhogonah/a l ion docs no l i i i l lu -
ente (he rcsulls lo a signil icanl extent , wc have 
o i thogonal i /ed the basis, while ineenng the lo l lowiuc 
rcquircnienls 
the giound stale V B s i iu i . t i i i c . and wi th it àJiU. 
is lett invanant . 
Ihe oihi tals leniain as Ima l i /ed as possible on Ilio 
icspeit ive nionoineis. tonsequcntU they I L U C L I the 
symmelry ol the subsysteins 
A careful or thogonah/at ion is of the uttuost mipo i -
laiKC I I , lor inst j iKC. one allows all o ib i ia ls in the 
dual space lo mix among each o l h e i . as is done in ihe 
method o fb i -o r thogona l Orbitals (14 | one luids 
first-oider eneigies which aie veiy sensitive to the 
basis set and which sometimes arc ncgalive 111 icgjons 
o f the potent ial sui lace where strong repulsions aie 
expected | I 4 ] 
3. Basis 
The selection ol an 01b1t.1l basis needs special caie 
in the sludy o f van der Waals interactions, because 
these arc usually very small It has been lound [ 1 3 ) , 
lo i instance, that the Orbitals const i tut ing the excited 
states must be op l im i /ed by maxnn i /mg Ihe dispcision 
eneigy Good ground stale Orbitals are also requned 
loi a ichable esliinate of dispersion energies [13] as 
well as for coi r e d exchange repulsions [15 ] Thus, we 
have included in Ihe ΛΟ basis two p-orbitals on each 
hvdiogen one rathei dif lusc o i b i l a l lo obtain (he 
corresponding parts of the dispersion energy and anoth-
ei m o i e coiupacl o i b i l a l necessary lor the descnpl iun 
of the exchange icpulsion between l ie and II-) The 
need lor at least (wo p-orbilals in cases such as this has 
some I unes been ovci looked | I 6 | Cont iary Ιο I he case 
ol the p-oibilals one d oibi ta l per hydiogen atom ap­
peals lo be suf l ic ienl mainly because the orbi ta l cx-
ponenl i c q u n c d lo i gett ing a good ground state energy 
ol ll-> vciy neaiK opi imi/es the dispersion energy o f 
Ile l b une must ical i/e, in this connect ion, that the 
dispcision eneig\ is not vc4\ sensitive to variations of 
this exponent in the neighbourhood of the o p t i m u m 
The inclusion ol an optuni/cd p-oibital on Me is 
noccssais lo accoll i l i loi the i l ipole excitations on this 
aloni one o p l i m i / e d d-oibital on Me takes caie ol the 
quadiupolc excitations 
The AO's used 111 this w o i k are contracted CTO's 
w i t h tcsseial haiinonics as their angular pai ls, t x c e p t 
lor Ihe Is-orbiu ls on I I and lie thev have been fitted 
to SrO's w i t h exponents f The f-values h ive subsc-
qucntls been o p i u i u / e d See table 1 loi a summaiy 
ol ihe basis \\L hase also cxpernnenied w i t h laigcr 
conl iact ions ol ihe He and I I p-oihilals. but this hardly 
a l l c d c d the icsults 
The MO's ol 0 ssminel iv on 111 aie obtained I n u n 
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T.ibli' 2 
I'ri-Ncnl «or t Tk | 9 | I I I I I Í I I I I 
SCI cu i r» IK·'1 ' 2.861116.1 2.Η6Ι49Ϊ2 2.86l68i) 
SCI спсцл l i j ·'· 1.13302.47 1.13291)92 - 1.131629 '') 
qiLidrupnk' l i j d> П.491І η.Ί933Μ 
•'•ll.irlri4·. b>Ri·!. |18|. 
d 4 ( 3 ( : 2 ) <I2))|I1JII 
l> Ri'l. | 1 7 | . 
T.ibU· 3 
I ir'-Htrdcr, scioniKirder .nìd ini.tl ІПКГ.І(.ІКМІ CHLTIJLCN. DIS-
ijncL'in bohr, ciiLT^v m IO"5 lurtrcc 
Λ 
5.2 
5.6 
6.Ü 
6.3 
6.5 
6.6 
7.0 
8.0 
9.П 
ino 
11.0 
12.0 
20.0 
1 IIK'JT 
μι'υιηιΊιν , ( î = 0 
56.5(1 
24.411 
10.41 
5.45 
3.52 
2.83 
1.16 
0.11 
o.no 
0.00 
0.00 
0.00 
0.00 
Δ /<
2 > 
28.32 
18.71 
12.59 
9.49 
-7.91 
-7.23 
- 5 10 
2.26 
1.08 
0.56 
-0.32 
0.18 
0.01 
•i' lol 
28.18 
5.69 
-2.18 
-4.04 
4 39 
4.40 
3.94 
2 15 
1.08 
0.56 
0.32 
•0.18 
-0.01 
IVrpciulklihir 
priinw m , η = 90° 
38.87 
16.79 
7.15 
1 7 3 
2.41 
I 93 
0 78 
0.07 
0.00 
0.00 
0 00 
О 00 
о.оо 
Δ/·'2' 
- 2 2 13 
14.91 
10.16 
7.68 
6.41 
5.85 
-4.11 
-1.81 
-0.87 
0.46 
-0.26 
-0.15 
0.02 
ΔΊυι 
16.74 
1.88 
-3.01 
-3.95 
-4.00 
-3.92 
3.33 
-1.74 
0.87 
-0.46 
0.26 
0.15 
0.02 
an SCF C J I U I I J I I O I I on (lie free molecule, j n d lliose at 
π- and δ-syniinelry aie simply synnnelric anil antisyin-
inclr ic combinations оГсс|иі аІспі m M u l s on the 
atoms. 
As in cai her w o r k [ I I - I 3| wc have l o u n d again 
thai V B s lruclu ics icp icscnl ing llic coupl ing o f l n p l c l 
excited niononieis can be o i n i l t c d . This halves the 
number ol V B sl iucturcs c o n t r i b u t i n g lo the disper­
sion energy. In t o l a l , about 50 o f such smglet-singlct 
slruclures can be derived I r o m ll ic given orbi ta l basts, 
all o f these have been taken into account in tins work. 
The quality o f the atomic orbi ta l basis may be 
judged f rom the values in table 2. Another cr i tcnon 
foi the adequacy o l the basts is the "satuiat ion test" 
[ 1 9 ] , which is a c o m p u t a t i o n o f the SCF energy o f 
each o f the single subsystems in the dimcr basis. We 
have found the f o l l o w i n g small energy improvements 
at R = 6.5 bohr, expressed m 10 5 hartree 0.34 and 
1 ij:. I . PcrpcndicuLir pcumetry. "lol.il interjUion encrpy 
ДА•„! ol I k I9I.SC |4| jnd Mm walk. I irst-ordcr energy 
Δ/ " ' ol ilus work. SC I -inicrjLimn encrpy Д^ЗСІ оГТК 
[9|. I rom I X 10"'' liartrei upwards (he enerp) '.cale is 
lopjrithmie. 
0.26 for l i e , 0.16 and 0 0 8 for H , in the case of the 
linear and (he perpendicular geometry, respectively. 
I f wc had obtained the Inst-order interact ion f r o m 
SCI' calculations on the d i m c i , wc would have had 
to c o r r e d for lliesc small effects, but because we ca 
culate Δ / 4 " directly f r o m the monomer orbitals, th 
fact that the basis set is not completely saturated dc 
not concern us. 
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this work S( I -in(i.r Kilon iiur^j Δ/
 s ( | o l 1 k | 9 1 I rum 
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4 Results and discussions 
In tabic 3 the Inst-ordcr second-order jnd total 
interaction energies are given loi the tveo conligiira 
tions considered in this woik bigs 1 and 2 cive some 
of these results graphically, showing also a companson 
with the total mteiaction energies ol SO | 4 | and the 
SCF and total interaction energies ol TK [4] 
4 I hinl order cncigi' 
For Ihe peipendicular geometry one notes Hut our 
first-oider cncigics are very similar to the S O ener­
gies ofTK the hardly significant difference can prob­
ably be explained by the diflercnces in the basis sets 
In the case ol the linear geometry, our first order 
results dillei a little moie from the SCF curve ofTK, 
which is lying lower The induction part (mainly per 
manen! qiudrupolc on H^ induced dipolo on He) of 
the interaction energy could be a source ol this dis­
crepancy, because it is contained in the dinier SCF 
energy bul nol in our first ordei energy We have 
therefore computed the induction energy explicitly, 
by the VD method as well as classically using the 
quadrupole momcnl of 11т Troni table 2 and the po-
lari/abilily a= 1 Ш (bohi) 3 of lie [13] We find 
thai the two methods agicc in all significant figures, 
which arc not many m this case because the ellect is 
veiy small indeed 0 OS X 10 s harnee at 6 5 bohi 
(lineai geomctiy) In any event this value is loo small 
to explain the diflerence between TK's and our results 
Possibly TK have unproved the SC F eneigies ol the 
subsystems somewhat in the (limer basis, due to a 
non-saluraled monomer basis and have not subse­
quently conecled lor this ellect This allegation is 
supported by the occmicncc of a minimum in their 
cuivc which, although very weak, is still too deep to 
be caused by induction Also our lirst-order energy 
at S 2 bohi coripaies quite well with the best SCF 
value ol rel [S | altei collection lor Ihe induction 
eiieig\ 56 S X 10 s hartree vcisus 56 1 X 10 , 
hartree | 5 | whereas TK Imd about 4 X 10 hartree 
(mlcipolaied) loi the same value (For the perpendu 
ul.и case with Ihe same distance these values are 18 4 
(this woik) 3') (, [5] and about 17 (TK) ) 
The lust oider repulsion can be fitted quite satis· 
facloril) b\ the following potential wild lor R S* 5 2 
bohi (The 0 dependency is given by a second older 
Lcgcndie poknonual ) 
И
1
' ! « 0)= l e ^ " |1 -t-T/SkosO)] 
The opunial pai ameléis are 
1 = 34 5 ha, nee ¿ = 2 16 (boli.) ' , γ = 0 26•, 
The (3 ν due is some» li it lai gei than am ol the values 
pioposed in iel |5] toi > 8 < A' < S 2 (bolli) a 
• anse »Inch is dtlleicnl hom ouïs though Silicea 
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Tabic 4 
Lincjr iiconietry 
thiswork TK [ 9 | 
K
m
 (bohr) 6.58 6.25 
/•mdU" 4 luclrcc) 4.4« 6.75 
smjll dcvi.uion m β gives a considcrjble cflcct on A, 
it is nol surpiising thjt our A -value dilTcrs by a 
laclor i)l jbout 3 from I lie values of rel. | 5 ] . 
4.2. Tula! energy 
Willi legarci lo the total energy, we see from table 
4 that for the perpendicular gcomctiy TK's calcula­
tions agree better with the experimental results than 
ours, although our values do not deviate too much 
either We have obseivcd before that our method has 
a tendency to underestimate the dispersion energy 
lo some extent. Using a comparable basis wc have 
found for lie He [13] a dispersion energy ΔΛ'( ' 
which is 90% of the value computed in a much lar­
ger basis including Г-orbit.tls [20\. 
As (и the linear geometry, the results of (his 
work are in full agreement with the experimental 
/?
m
-valuc and, again, underestimate the experimen­
tal well depth somewhat, whereas TK Imd too deep 
a minimum at loo short a distance (table 4) *. 
So, although the anisolropy found in (his work 
is much less pronounced than (hat ol TK | 9 | , wc 
still piedicl (he wiong geometry to be more stable, 
that is. comparing with SG [ 4 | . To explain (his dis­
crepancy one may point oui several inaccuracies in 
tins work, such as the neglect ol intia-monomer 
correlation or a possible geometry-depciidenl under-
oslmialc ol the dispeision. but il musi also be noted 
that SCs potential lacks some flexibility in the 
long lange part. The lollowing discussion may clarify 
* When inlormod .ihiuil nur ГСЧІІІІЧ (Чоісччог KiH/dillL'i! ha·. 
loniiniink.itcü thjl llieir pntcnlul IUTVCS Ьсюшс мчу 
Ч І П І Ы lo ОІІГ^ when thev L'\H пікчі iheir іигш.ііімп m 
order It) ,Κι,οιιηΙ Гиг Ihc іопрІШі: hctui'cn inter- .nid in-
lr ι-ιηοηοηκτ Lorri'lahons. tn MHnp.irinü ihcic rcsutb It 
н и м be rcitu'inbered ihoimh. th it tlic relative tontribu-
ΙΙΟΠΝ Irom inter and пим-пюпошег Іеппч depeiul on the 
dei^ee ol locali/.ilu>n of the orhil.ils on tile MIIÍN> stems. 
Perpendicular geometry 
S G | 4 | this work TK SG 
6.5B 6.42 6.24 6.30 
4.77 4.02 4.40 5.06 
this remark. Within the VB formalism one can cal-
culate the dispersion coefficients C6, C e , etc., direct-
ly. Thus computing C6 and Cg for the linear and per-
pendicular gcomctiy, one may extract averaged Cj-
and Cj-values plus the corresponding amsotropy con-
stants ûf, and ag. In this manner we have computed 
the lollowing long range potential' 
И
2
»(Я,0) = - С 6 Л 6 [I +a6/>2(cos0)] 
- Cg/r 8 [1 -i-ag/Sicose)] , 
with 
C'6=4.34au, С я = 4 9 а и , a 6 = 0 . 1 4 9 , tt8 = 0 .23. 
The values of C6, С я and u 6 are in fair agreement 
with the values C6 = 4 01 au,C 8 =41 au, a6 =0.105 
quoted by SC. This potential gives an excellent fit 
to the second-order energies of table 3 for Я > 7.0 
bohr. Now, SG a:sume a 6 and o:8 to be identical, (hus 
overestimating C'g lor the perpendicular geometry, 
while underestimating Cg lor the linear case. So, by 
this lack of flexibility in their long range amsotropy 
they lavour (he perpendicular geometry somewhat 
above (he linear one, bul because of (he way (hey fit 
the polcnlial, it is dilficult to see how (his affects (he 
minima. 
It could be presumed that (he superposition, 
(/I)
 + ^2) 0f t | ] c s | U ) r l J n (j ,^с ] o n g range potential 
can yield a reasonable fit for (he whole range. This 
is not so, mainly because of the inadequacy of И ' 
to represent charge-penetration effects. A better fit 
would require some extra (exponential) terms to ac­
count for charge penctralion. 
Since scattenng experiments are often interpreted 
by Ihc use ol Lcnnard-Joncs potentials [21), we 
have computed (he following analytic form from the 
positions and the depths ol the minima 
K, . j (Ä.e)= -leiRo/R)6 [1 +<,2 i 6 / '2(cos0)] 
+ c ( f l ( l / R ) l 2 I I + i / 2 1 2 / ' 2 ( c o s 9 ) ) , 
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with 
e = 4.13 Χ ΙΟ" 5 hartree, Я 0 = 6.48 bohr, 
<?2γ6= 0.164, q2i2 =0.271. 
The L-J potential gives a good description of the com­
puted van der Waals well, but overestimates both the 
repulsion and the long range attraction in the region 
considered. The anisotropy constants i j 12 an^ 42 6 
are not very different from our corresponding asymp­
totic values у = 0.267 and a 6 = 0.149. Furthermore, 
they are in good agreement with experimental results 
[22] obtained from the scattering of molecular H2 
beams with several of the noble gases. 
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SUMMARY 
The most important part of this dissertation consists of reprints of 
papers published earlier. Two subjects are treated in these papers: 
I. Application of the representation theory of GL(n) and S to the many-
N 
body problem. 
II. Calculations on intermolecular forces. 
Many of the techniques discussed under I are applied in II. 
I. In the chapters 1.1. through 1.6. of this dissertation the close con­
nection is discussed which exists between spin, permutation symmetry and 
transformation properties of N-electron wave functions. This mathematical 
connection is treated in detail, mainly because this theory is not yet 
very well-known among chemists. In two of the reprinted papers the results 
of the theory are applied to the transformation properties of N-electron 
wave functions with respect to "blocked" orbital mixings. 
The other two group theoretically oriented papers treat respectively 
the group theoretical classification of atomic Russell-Saunders states and 
the classification of more-particle interactions with respect to permuta­
tion symmetry. 
II. The goal of these investigations has been the development of a prac­
tical method for the computation of intermolecular potentials in the 
region of the Van der Waals minimum. The first article on this subject 
presents the results of calculations by means of a simple semi-empirical 
method (the OJDO method). The results were such that we looked for a more 
reliable method. This was found in the multi-structure valence bond for­
malism. The first paper based on this formalism (calculations on He^) 
presents a test on the reliability and the tractability of the method. 
The second article is an attempt to furnish more insight into the bonding 
of a chemically more interesting complex (the ethylene dimer). In the 
third valence bond paper we have attempted to calculate a potential of 
good quality for He-Hej . An important reason for the choice of the Не-Нг 
complex was the fact that experimental work on this complex was under 
way in the atonic and molecular spectroscopy group of this university. 
So the computed potential could be compared directly with the experiment. 
Because the VB calculations were guided by London's theory of inter-
molecular forces, the papers are preceded by a presentation of this 
theory in terms of irreducible tensor operators. 
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SAMENVATTING 
Dit proefschrift bestaat voor het voornaamste gedeelte uit herdrukken 
van reeds eerder verschenen artikelen. Deze artikelen betreffen twee 
onderwerpen : 
I. Toepassing van de representatietheorie van GL (η) en S . op het veel-
N 
deeltjes probleem. 
II. Berekeningen aan intermoleculaire wisselwerkingen. 
Vele van de technieken besproken onder I zi]n toegepast in II. 
I. Zoals uiteengezet wordt m de hoofdstukken 1.1 t/m 1.6 van deze 
dissertatie, bestaat er een nauw verband tussen spin, permutatiesymmetne 
en transformatie-eigenschappen van N-elektron golffuncties. Dit wiskundig 
verband wordt in detail behandeld, voornamelijk omdat deze theorie voor 
een groot gedeelte nog nauwelijks bekend is onder chemici. In twee van de 
herdrukte artikelen worden de resultaten van de theorie toegepast op de 
transformatie-eigenschappen van N-elektron golffuncties onder "geblokte" 
orbital mengingen. 
De andere twee groepentheoretisch georiënteerde artikelen betreffen 
respectievelijk de groepentheoretische klassificatie van atomaire 
Russe11-Saunders toestanden en de klassificatie van meer-deelt]es inter-
acties met betrekking tot permutatiesyrametrie. 
II. Doel van dit onderzoek was te komen tot een bruikbare methode voor 
de berekening van intermoleculaire potentialen in het gebied van het Van 
der Waals minimum. Het eerste artikel over dit onderwerp geeft de resul-
taten van berekeningen met een eenvoudige semi-empirische methode (de 
CNDO methode). Deze resultaten waren zodanig dat gezocht werd naar een 
meer betrouwbare methode. Deze werd gevonden in het "multi-structure 
valence bond" formalisme. Het eerste artikel dat gebaseerd is op dit 
formalisme (berekeningen aan Нег) presenteert een test op de betrouwbaar­
heid en handelbaarheid van de methode. Het tweede artikel is een poging 
meer inzicht te verschaffen in de binding van een chemisch interessanter 
complex (het etheen dimeer). In het derde valence bond artikel is gepro­
beerd een potentiaal voor He-H^ van goede kwaliteit te berekenen. Een 
voorname reden voor de keuze van het complex Не-Нг was dat hieraan ex­
perimenteel werk werd verricht op de afdeling atoom- en molecuulspec-
troscopie van deze universiteit, en dat de berekende potentiaal dus 
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direct aan het experiment getoetst kon worden. 
Omdat de VB berekeningen London's theorie voor intermoleculaire 
krachten als leidraad hadden, worden de artikelen voorafgegaan door 
een presentatie van deze theorie in termen van met-reduceerbare 
tensoroperatoren. 
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STELLINGEN 
I 
Een van de voornaamste uitkomsten van ETBM berekeningen aan de kern-
bewegingen in het He-trimeer, nl. het resultaat dat de gemiddeld kernafstand 
23 \ is, moet op fysische en mathematische gronden verworpen worden. 
Т.К. Lim, M.A. Zuniga, J. Chem. Phys. 63, 2245 (1975). 
II 
Auteurs die het chemisorptiegedrag van overgangsmetalen proberen te voor­
spellen aan de hand van de eigenschappen van het ongestoorde oppervlak, 
via het "surface molecule" model, doen vaak onvoldoende recht aan dit 
model, omdat ze geen rekening houden met de sterke chemische binding die 
kan optreden bij adsorptie. 
D.R. Penn, Surface Sci. 39, 333 (1975). 
M.J. Kelly, Surface Sci. 43, 587 (1974); 
J. Phys.C7, L157(1974). 
Ill 
De metingen van Kessener en Reuss aan de anisotropie van de werkzame 
doorsnede van het systeem NO-N2 zouden een aanwijzing kunnen zijn dat 
dipool-quadrupool- en quadrupool-quadrupool-interacties de glory interferen­
ties volledig "quenchen". Deze interacties kunnen namelijk het Van der 
Waals minimum in bepaalde orièntaties doen verdwijnen. 
H.P.M. Kessener, J. Reuss, Chem. Phys. Lett. 31, 212 (1975). 
Dit pioefschiift. 
IV 
Het bewijs van Margenau en Kestner dat drie-deeltjes-interacties pas beschre-
ven kunnen worden met derde en hogere orde storingsrekening is slechts 
geldig voor atomen in een S-toestand. 
H. Margenau, N.R. Kestner, Theory of Intermolecular Forces, 
Peigamon Press, Oxford 1969. 

ν 
Het is verbazingwekkend dat Χα berekeningen aan het Ar-kristal een rooster­
energie en een roosterafstand vrijwel gelijk aan de experimentele waarden 
geven, terwijl uit berekeningen aan het Ne-dimeer geconcludeerd wordt dat 
de Xa-methode niet in staat is Van der Waals interacties te beschrijven. 
D.D. Konowalow, P. Weinberger, J.L. Calais, J.W.D. Conolly, 
Chem. Phys. Lett. 16, 81 (1972). 
S.B. Tiickey, F.W. Averill, F.R. Green jr., Phys. Lett. 41 A, 385 (1972). 
VI 
Het toch al naïeve CFSO-BEBO model voor de beschrijving van chemisorptie 
op overgangsmetalen neemt ten onrechte aan dat de som van de bondorders 
in Pt2-X2 complexen altijd gelijk twee is, ongeacht de bindingsafstanden. 
W.H. Weinberg, R.P. Merrill, Surface Sci. 33, 493 (1972). 
W.H. Weinberg, H.A. Deans, R.P. Merrill, Surface Sci. 41, 312 (1974). 
VII 
Een van de conclusies van het advies van de gezondsheidsraad luidt dat de 
biologisch effectieve stralingsdosis welke de Nederlandse bevolking in het jaar 
2000 zal ontvangen (na algemene invoering van kernenergie), niet noemens-
waard groter zal zijn dan momenteel. Deze conclusie is aanvechtbaar omdat 
de totale hoeveelheid radioactieve isotopen in de biosfeer wél zeer aanzienlijk 
zal toenemen. Daarom zal eerst meer onderzoek verricht moeten worden 
naar het effect van straling op gehele eco-systemen voordat men besluit tot 
toepassing van kernenergie op grote schaal. 
Advies Gezondheidsraad: "Kerncentrales en Volksgezondheid; invloed van de 
kernenergie op volksgezondheid en milieu in Nederland bij een totale 
capaciteit van 3500 MWe". September 1975. 
Nijmegen 11 december 1975 P.E.S. Wormer 



