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Abstract
We investigate well posedness of the Cauchy problem for SG hyperbolic systems with non-smooth coef-
ficients with respect to time. By assuming the coefficients to be Hölder continuous we show that this low
regularity has a considerable influence on the behavior at infinity of the solution as well as on its regular-
ity. This leads to well posedness in suitable Gelfand–Shilov classes of functions on Rn. A simple example
shows the sharpness of our results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We deal with the hyperbolic Cauchy problem{
∂tu = K(t, x,D)u+ f (t, x),
u(0, x) = g(x), (1.1)
u = u(t, x), (t, x) ∈ [0, T ] ×Rn, Dx = −i∇x , where K is a matrix of pseudo-differential opera-
tors with symbol k(t, x, ξ) defined on [0, T ] × Rn × Rn, smooth in x, ξ and Hölder continuous
with respect to the time variable t .
It is well known that solutions of hyperbolic problems with Hölder continuous coefficients
in t show a loss of regularity with respect to the space variable x. This was first pointed out
by Colombini, De Giorgi and Spagnolo [10] who tested this phenomenon on strictly hyperbolic
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nerally that whenever the coefficients of the equation are less than Lipschitz continuous in t , a
loss of derivatives appears in the energy estimate for the solution. If the coefficients are Log-
Lipschitz continuous, cf. [10], the loss is finite and the problem is still well posed in C∞(Rn).
For Hölder continuous coefficients in Cχ([0, T ]), 0 < χ < 1, the Cauchy problem is well posed
only in the Gevrey classes Gσ (Rn) with 1  σ < 1/(1 − χ). After [10], many authors studied
more general hyperbolic problems with non-Lipschitz coefficients, see for example [8,25,26] and
the references quoted therein. In particular, for Hölder continuous coefficients, the results of [10]
have been extended by Jannelli to higher order equations with time depending coefficients [17]
and by Nishitani [22] to second order strictly hyperbolic equations with coefficients of class Gσ
in x. Using pseudo-differential operators of infinite order, Cicognani proved in [7] that the result
holds also for a general strictly hyperbolic system. Further generalizations to nonlinear weakly
hyperbolic systems with constant multiplicities were then given by Cicognani and Zanghirati [9].
In [7,9,22] coefficients are assumed to be uniformly bounded with respect to x ∈ Rn and the role
of x is examined only with respect to the regularity. In this paper we want to analyze in detail the
global behavior on Rn of the solution of (1.1) and to weaken the assumptions on the coefficients
allowing for them a linear growth for |x| → ∞. Namely we assume that there exists a constant
C > 0 such that∣∣Dαξ Dβx (k(t, x, ξ)− k(s, x, ξ))∣∣ C|α|+|β|α!β!σ |t − s|χ 〈ξ 〉1−|α|〈x〉1−|β| (1.2)
for every α,β ∈ Zn+, x, ξ ∈ Rn, t, s ∈ [0, T ], with χ ∈ (0,1) and 1 < σ < 1/(1 − χ).
A growth of type (1.2) characterizes the class of the so-called SG hyperbolic systems, stud-
ied by Cordes [11], Coriasco [12], Coriasco and Rodino [13], Cappiello [3,4], Ruzhansky and
Sugimoto [28]. For these systems it is natural to analyze also the behavior of the solution for
|x| → ∞ besides the local regularity. In particular, for strictly hyperbolic SG systems with
smooth coefficients in t, x, ξ , Cordes [11] proved well posedness of the related Cauchy problem
in the Schwartz spaces S(Rn), S ′(Rn) and in weighted Sobolev spaces Hs = H(s1,s2), defined for
s = (s1, s2) ∈ R2 by
H(s1,s2) =
{
u ∈ S ′(Rn): 〈x〉s2〈D〉s1u ∈ L2(Rn)}, (1.3)
and generalizing the usual Sobolev spaces. We recall that⋂
s∈R2
Hs = S
(
R
n
)
,
⋃
s∈R2
Hs = S ′
(
R
n
)
and that the Fourier transform F is a linear and continuous bijection
F :H(s1,s2) → H(s2,s1) (1.4)
for every s1, s2 ∈ R. A more general setting for this kind of problems is represented by the class
of manifolds with cylindrical ends, studied by Melrose [20], Schrohe [29], Schulze [30].
In this paper we limit our attention to the case of coefficients defined for x ∈ Rn and we
focus on the relations between the regularity in t of k(t, x, ξ) and the behavior of the solution
for |x| → ∞. In the recent paper [1], dealing with SG systems with Log-Lipschitz coefficients
in t , we proved that if we start from data with a prescribed decay at infinity, a loss of decay
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the solution presents a stronger growth which increases with time. Moreover we proved that the
Log-Lipschitz regularity is the optimal threshold for well posedness in S(Rn),S ′(Rn).
Here we want to examine in detail what happens when t → k(t, x, ξ) is Hölder continuous.
As for the local results on the loss of derivatives, in our case an infinite “loss” is proved also for
the behavior at infinity. Namely, even if we start from data with a polynomial decay for |x| → ∞,
we may obtain a solution presenting an exponential growth in x. This leads in a natural way to
study the problem (1.1) in the Gelfand–Shilov class Sμν (Rn), μ > 1, ν > 1, defined as the space
of all functions f ∈ C∞(Rn) such that∣∣∂αx f (x)∣∣C|α|+1(α!)μe−a|x|1/ν (1.5)
for some positive constants C,a independent of α and for all x ∈ Rn. This space, and the dual
space of tempered ultradistributions, were introduced in the book [15]. Motivation in [15] was
the study of the (non-Kowalewskian) Cauchy problem for parabolic equations with constant co-
efficients. Functional properties and different characterizations of these spaces were then studied
by Mitjagin [21], Pilipovic [24], Chung, Chung and Kim [6]. Here we recall that f ∈ Sμν (Rn) if
and only if there exists a constant C > 0 such that
sup
α,β∈Zn+
sup
x∈Rn
C−|α|−|β|(α!)−μ(β!)−ν ∣∣xβ∂αx f (x)∣∣< +∞. (1.6)
In particular we can write
Sμν
(
R
n
)= lim−→
C→+∞
Sμν
(
R
n;C),
where Sμν (Rn;C) is the Banach space of all functions f satisfying (1.6) for a fixed C > 0. More-
over S
μ
ν (R
n) ↪→ Sμ′
ν′ (R
n) if μ μ′, ν  ν′ and the Fourier transform F acts as an isomorphism
F :Sμν
(
R
n
)→ Sνμ(Rn). (1.7)
Recently, see [3,4], the study of pseudo-differential and Fourier integral operators in this func-
tional framework led to applications in hyperbolic problems. In this paper we prove that the
Cauchy problem (1.1), (1.2) is well posed in the space Sσ (Rn) := Sσσ (Rn) and in the dual space
S′σ (Rn) for 1 < σ < 11−χ . We follow the same approach used in [7], based on conjugation by op-
erators of infinite order, cf. Kajitani [18], Kajitani and Wakabayashi [19]. We remark that when
k(t, x, ξ) is bounded with respect to x, our statements are consistent with the results in [7], but
give more precise information about the behavior of the solution at infinity, see Remark 4.
The paper is organized as follows. In Section 2 we introduce the class of pseudo-differential
operators we are concerned with, and the related hyperbolic systems; then we state the well
posedness theorem. A detailed calculus for this class of operators on Gelfand–Shilov spaces is
postponed to Appendix A at the end of the paper. Section 3 is devoted to conjugation theorems
by operators of infinite order. Unlikely from [7,9,18,19], here we need a conjugation by operators
of infinite order with respect to both x and ξ . In Section 4 we prove energy estimates and well
posedness for the Cauchy problem (1.1), (1.2). There the loss of derivatives and the effect on
the behavior at infinity turn up. In Section 5 we show by means of an example that the latter
phenomenon effectively appears.
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In this section we introduce the SG hyperbolic systems and give the main result of well posed-
ness for them, cross-referring to Section 4 for all proofs. Let us start by defining the class of
operators involved.
Let μ,ν be real numbers with μ 1, ν  1 and let m = (m1,m2) ∈ R2.
Definition 2.1. For any given A > 0 we denote by Γ m
μ,ν;A the Banach space of all functions
p(x, ξ) ∈ C∞(R2n) satisfying the following condition:
sup
α,β∈Nn
sup
(x,ξ)∈R2n
A−|α|−|β|(α!)−μ(β!)−ν〈ξ 〉−m1+|α|〈x〉−m2+|β|∣∣Dαξ Dβx p(x, ξ)∣∣< +∞ (2.1)
endowed with the norm defined by the left-hand side of (2.1). We set Γ mμ,ν = lim−→A→+∞ Γ mμ,ν;A.
Moreover, we shall denote by Γ˜ mμ,ν the space of all functions p(x, ξ)∈C∞(R2n) such that
sup
α,β∈Zn+
sup
(x,ξ)∈R2n
A−|α|−|β|(α!)−μ(β!)−ν〈ξ 〉−m1〈x〉−m2 ∣∣Dαξ Dβx p(x, ξ)∣∣< +∞
for some positive constant A independent of α,β .
Symbols from Γ mμ,ν represent a subclass of the more general class of SG symbols, studied (in
different settings and notations) in several works, see for example [11,14,20,23,29]. A calculus
for pseudo-differential operators with symbols from Γ mμ,ν in the Gelfand–Shilov spaces was given
in [5] assuming the restriction μ> 1, ν > 1. Here we need to refine the arguments used in [5] in
order to deal with symbols which are analytic in ξ and Gevrey of order σ > 1 with respect to x.
Unlikely from the preceding literature on analytic symbols, see for example [16,31,33], here we
impose analytic estimates on an exterior domain of R2n but we need also a global condition on
the whole space. A suitable class for our purposes is defined as follows.
Definition 2.2. We shall denote by Γ mσ the space of all symbols p(x, ξ) ∈ Γ mσ,σ satisfying the
following condition: there exist positive constants A,B such that
sup
α,β∈Nn
sup
|x|+|ξ |B|α|σ
A−|α|−|β|(α!)−1(β!)−σ 〈ξ 〉−m1+|α|〈x〉−m2+|β|∣∣Dαξ Dβx p(x, ξ)∣∣< +∞.
The following inclusions obviously hold:
Γ m1,σ ⊂ Γ mσ ⊂ Γ mσ,σ ⊂ Γ˜ mσ,σ . (2.2)
Given p ∈ Γ mσ , we can consider the pseudo-differential operator defined as standard by
Pu(x) =
∫
Rn
eix·ξp(x, ξ)uˆ(ξ) d−ξ, u ∈ S(Rn), (2.3)
where we denote d−ξ = (2π)−n dξ . We shall denote by OPΓ mσ the space of all operators of the
form (2.3) defined by a symbol of Γ m. Operators from OPΓ m map continuously S(Rn) intoσ σ
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rem 2.2 in [5], they are bounded operators from Sσ (Rn) to Sσ (Rn) and from S′σ (Rn) to S′σ (Rn).
Indeed, the arguments in [5,11] show that these results hold true more generally for operators
with symbols in the class Γ˜ mσ,σ .
Definition 2.3. An operator is said to be σ -regularizing if it can be extended to a linear and
continuous map from S′σ (Rn) to Sσ (Rn). We shall denote by Kσ the space of all σ -regularizing
operators of the form (2.3).
As standard, to handle with operators from OPΓ mσ we need to construct for them a suitable
calculus and to prove a composition formula. In order to point out the main results of the paper,
here we shall consider these technical facts as acquired and address the reader to Appendix A for
a detailed exposition of the calculus.
In what follows we are going to consider symbols which depend also on the time variable t
and which are Hölder continuous in t .
Definition 2.4. For χ ∈ (0,1), m ∈ R2, σ > 1 we denote by Cχ([0, T ],Γ mσ ) the class of all
symbols p(t, x, ξ) satisfying the following conditions:
(i) There exist positive constants A,B such that∣∣Dαξ Dβx (p(t, x, ξ)− p(s, x, ξ))∣∣A|α|+|β||t − s|χα!(β!)σ 〈ξ 〉m1−|α|〈x〉m2−|β|
for every α,β ∈ Zn+, t, s ∈ [0, T ] and for |x| + |ξ | B|α|σ .
(ii) For every B0 > 0 there exists C > 0 such that∣∣Dαξ Dβx (p(t, x, ξ)− p(s, x, ξ))∣∣ C|α|+|β||t − s|χ (α!β!)σ
for every α,β ∈ Zn+, t, s ∈ [0, T ] and |x| + |ξ | B0|α|σ .
We introduce here the notation: e1 = (1,0), e2 = (0,1), e = (1,1), Γ 0σ = Γ (0,0)σ . Notice that
the assumption (1.2) implies k ∈ C([0, T ],Γ eσ ).
We now give a precise notion of hyperbolicity for the system (1.1).
Definition 2.5. Consider the problem (1.1) and set k = k1 + k0, with
k1 ∈ C
([0, T ],Γ eσ ) and k0 ∈ C([0, T ],Γ 0σ ).
The system (1.1) is said to be
• symmetric hyperbolic if, denoting by K(t) = Op(k(t)) the L2-adjoint of K(t), we have
k + k ∈ C([0, T ],Γ 0σ );• strictly hyperbolic if k1 has distinct purely imaginary eigenvalues iλj (t, x, ξ), j = 1, . . . ,m,
satisfying the following condition:
λj+1(t, x, ξ)− λj (t, x, ξ) C〈x〉〈ξ 〉, j = 1, . . . ,m− 1, (2.4)
for some positive constant C > 0 and for all t ∈ [0, T ], (x, ξ) ∈ R2n with |x| + |ξ |R > 0.
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Then there exists an operator S ∈ Cχ([0, T ],OPΓ 0σ ) such that
(i) (Su,u)L2  C0‖u‖L2 for all u ∈ L2(Rn) and for some C0 > 0;
(ii) (SK)(t)+ (SK)(t) ∈ C([0, T ],OPΓ 0σ ). (2.5)
In the sequel, the operator S will be referred to as a global symmetrizer, cf. [11]. Proposi-
tion 2.6 can be proved following standard arguments. We leave the details to the reader.
As a final step before giving the main result, we need to characterize the spaces Sσ (Rn),
S′σ (Rn) in terms of suitable Sobolev type norms. Fixed two real numbers ε1 = 0 and σ  1, we
shall denote by exp(ε1〈D〉1/σ ) the pseudo-differential operator (2.3) with symbol eε1〈ξ〉1/σ .
Definition 2.7. Given σ > 1, ε = (ε1, ε2), with εj > 0, j = 1,2, we denote by Sσ,ε(Rn) the space
of all u ∈ L2(Rn) such that exp(ε2〈x〉1/σ ) exp(ε1〈D〉1/σ )u ∈ L2(Rn). Moreover, we shall denote
by S′σ,ε(Rn) the dual space of Sσ,ε(Rn).
It is easy to verify that Sσ,ε(Rn) is a Hilbert space endowed with the inner product
〈u,v〉ε,σ :=
〈
exp
(
ε2〈x〉1/σ
)
exp
(
ε1〈D〉1/σ
)
u, exp
(
ε2〈x〉1/σ
)
exp
(
ε1〈D〉1/σ
)
v
〉
L2(Rn).
We denote by ‖ · ‖ε,σ the corresponding norm. Moreover, we have that
Sσ
(
R
n
)= lim−→
ε→(0,0)
Sσ,ε
(
R
n
)
and S′σ
(
R
n
)= lim←−
ε→(0,0)
S′σ,ε
(
R
n
)
. (2.6)
The topology fixed here is equivalent to the one given in the Introduction.
Similarly we can introduce weighted Sobolev spaces.
Definition 2.8. Given s = (s1, s2) ∈ R2, σ > 1, ε = (ε1, ε2), with εj > 0, j = 1,2, we denote by
Hs,ε,σ the space of all u ∈ L2(Rn) such that exp(ε2〈x〉1/σ ) exp(ε1〈D〉1/σ )u ∈ Hs equipped with
the norm
‖u‖s,ε,σ =
∥∥〈·〉s2〈D〉s1 exp(ε2〈·〉1/σ ) exp(ε1〈D〉1/σ )u∥∥L2(Rn).
Let us now state well posedness for the problem (1.1). We suppose that the symbol k(t, x, ξ)
of K is such that k = k1 + k0 with
k1(t, x, ξ) ∈ Cχ
([0, T ];Γ eσ ), χ ∈ (0,1), (2.7)
k0(t, x, ξ) ∈ C
([0, T ];Γ 0σ ). (2.8)
We assume moreover (1.1) to be symmetric hyperbolic or strictly hyperbolic according to
Definition 2.5, or, more generally, that there exists a global symmetrizer
S ∈ Cχ ([0, T ];OPΓ 0σ ) (2.9)
for K .
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(2.8) for
1 < σ <
1
1 − χ . (2.10)
Suppose moreover that L = ∂t −K(t, x,D) admits a global symmetrizer S as in (2.9). Then, for
every f ∈ C([0, T ];Sσ (Rn)), g ∈ Sσ (Rn) there exists a unique solution u ∈ C([0, T ];Sσ (Rn))
of (1.1). The same result holds replacing Sσ (Rn) with S′σ (Rn).
Precisely, there exist positive constants δ, T0, with T0  T , such that u satisfies the following
energy estimate:
∥∥u(t)∥∥2
s,δ(T0−t)e,σ  Cs
(
‖g‖2s,δT0e,σ +
t∫
0
∥∥f (τ)∥∥2
s,δ(T0−τ)e,σ dτ
)
(2.11)
for t ∈ [0, T0] and for some Cs > 0.
We will prove Theorem 2.9 in Section 4. First we need to formulate and prove some conjuga-
tion theorems as preliminary results.
3. Conjugation by operators of infinite order
In this section we perform a conjugation of operators from Γ mσ,σ with operators of infinite
order. This is a usual procedure in this kind of problems, see [7,9,18,19]. The novelty in our
case is that we need to consider symbols of infinite order with respect to both x and ξ . For
technical reasons, we prefer to perform the conjugation in two steps. The next proposition is
about conjugation of an operator in OPΓ mσ,σ by exp(ε1〈ξ 〉1/σ ).
Proposition 3.1. Let p ∈ Γ m
σ,σ ;A for some σ > 1, A > 0, m = (m1,m2) ∈ R2, m2  1. Then,
there exists ε0 > 0 depending only on A such that for |ε1| < ε0
exp
(
ε1〈D〉1/σ
)
p(x,D) exp
(−ε1〈D〉1/σ )= p(x,D)+ rε1(x,D), (3.1)
where rε1(x,D) is an operator with symbol rε1(x, ξ) ∈ Γ˜ (m1−1+1/σ,m2−1)σ,σ .
To prove this result we need a preliminary lemma.
Lemma 3.2. Let ε = 0, σ  1. Then, for every α ∈ Zn+, we have
∂αx e
ε〈x〉1/σ = eε〈x〉1/σ kα,ε(x),
where kα,ε(x) is a smooth function such that for every fixed ε0 > 0∣∣∂γx kα,ε(x)∣∣ C|α|+|γ |α!γ !〈x〉−(1− 1σ )|α|−|γ |
uniformly for |ε| < ε0 and for a positive constant C independent of α,γ .
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the proof for the sake of brevity.
Proof of Proposition 3.1. Arguing as in [18], the symbol pε1,σ of
exp
(
ε1〈D〉1/σ
)
p(x,D) exp
(−ε1〈D〉1/σ )
can be written as follows:
pε1,σ (x, ξ) =
∫ ∫
e−iz·ζ+ε1〈ξ+ζ 〉1/σ−ε1〈ξ〉1/σ p(x + z, ξ) dz dζ, (3.2)
where the right-hand side of (3.2) has the meaning of an oscillatory integral. We have to prove that
pε1,σ − p ∈ Γ˜ (m1−1+1/σ,m2−1)σ,σ for |ε1| < ε0 with ε0 depending only on A. A Taylor expansion
of p in the first variable gives for every N = 1,2,3, . . . :
pε1,σ (x, ξ) =
∑
|α|<N
(α!)−1∂αξ p(x, ξ)Dαζ
(
eε1〈ξ+ζ 〉1/σ−ε1〈ξ〉1/σ
)∣∣
ζ=0 + rN,ε1(x, ξ),
where
rN,ε1(x, ξ) =
∑
|α|=N
∫ ∫
e−iz·ζ
(
∂αξ p
)
(x + tz, ξ)Dαζ
(
eε1〈ξ+ζ 〉1/σ−ε1〈ξ〉1/σ
)
dzd−ζ
for some t ∈ ]0,1[. Hence, in particular, for N = 1 we get
rε1(x, ξ) := pε1,σ (x, ξ)− p(x, ξ)
=
n∑
j=1
∫ ∫
e−iz·ζ (∂ξj p)(x + tz, ξ)Dζj
(
eε1〈ξ+ζ 〉1/σ−ε1〈ξ〉1/σ
)
dzd−ζ.
Let us now estimate the derivatives of rε1(x, ξ). Arguing as in [18], we can write for every
β,γ ∈ Zn+, q ∈ Z+:
∂
γ
ξ ∂
β
x rε1(x, ξ) =
n∑
j=1
∑
γ ′γ
(
γ
γ ′
)∫
(1 −ζ )q∂γ−γ
′
ξ Dζj
(
eε1〈ξ+ζ 〉1/σ−ε1〈ξ〉1/σ
)
· Jβγ ′qj (x, ζ, ξ) dζ,
where
Jβγ ′qj (x, ζ, ξ) =
∫
e−iz·ζ 〈z〉−2q(∂γ ′ξ ∂β+ejx p)(x + tz, ξ) dz.
Integrating by parts as in [18], we can easily show that
∣∣Jβγ ′qj (x, ζ, ξ)∣∣C|β|+|γ ′|+11 (β!γ ′!)σ 〈ξ 〉m1−|γ ′|〈x + tz〉m2−|β|−1〈z〉−2q(C1|δ|σ )|δ|〈ζ 〉
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We observe moreover that for |z|  |x|, we have 〈x + tz〉m2−1−|β|  C〈x〉m2−1 since m2  1,
whereas for |z| > |x|, choosing q such that 2q  m2 + n, we have 〈z〉−2q〈x + tz〉m2−1 
C〈x〉m2−1〈z〉−n−1. Finally we deduce
∣∣Jβγ ′qj (x, ζ, ξ)∣∣ C|β|+|γ ′|+13 (β!γ ′!)σ 〈ξ 〉m1−|γ ′|〈x〉m2−1〈z〉−n−1e−c0〈ζ 〉1/σ . (3.3)
On the other hand, applying Lemma 3.2 it follows that
∣∣(1 −ζ )qDζj ∂γ−γ ′ξ (eε1〈ζ+ξ〉1/σ−ε1〈ξ〉1/σ )∣∣C|γ−γ ′|+14 (γ − γ ′)!σ 〈ζ + ξ 〉−(1−1/σ )
· eε1〈ζ+ξ〉1/σ−ε1〈ξ〉1/σ , (3.4)
where the constant C4 > 0 depends on q and can be chosen independent of ε1 for |ε1| < 1.
Finally, by (3.3) and (3.4), we obtain
∣∣∂γξ ∂βx rε1(x, ξ)∣∣ C|β|+|γ |+15 (β!γ !)σ 〈ξ 〉m1〈x〉m2−1
·
∫
Rn
eε1〈ζ+ξ〉1/σ−ε1〈ξ〉1/σ−c0〈ζ 〉1/σ 〈ζ + ξ 〉−(1−1/σ ) dζ
with c0 depending only on the constant A. Since 〈ζ + ξ 〉−(1−1/σ )  〈ξ 〉−(1−1/σ )〈ζ 〉1−1/σ , we get
∣∣∂γξ ∂βx rε1(x, ξ)∣∣ C|β|+|γ |+15 (β!γ !)σ 〈ξ 〉m1−1+1/σ 〈x〉m2−1
·
∫
Rn
eε1〈ζ+ξ〉1/σ−ε1〈ξ〉1/σ−c0/2〈ζ 〉1/σ dζ.
Since c0 is independent of ε1, then there exists ε0 > 0 such that, taking |ε1| < ε0 we obtain the
estimate ∣∣∂γξ ∂βx rε1(x, ξ)∣∣ C|β|+|γ |+16 (β!γ !)σ 〈ξ 〉m1−1+1/σ 〈x〉m2−1,
uniformly for |ε| < ε0. Then rε1 ∈ Γ˜ (m1−1+1/σ,m2−1)σ,σ . 
Remark 1. With respect to Proposition 2.3 in [18], in the proof above we lose information about
the decay of the derivatives of the remainder which is not necessary for the arguments in the
sequel. On the other hand, we are able to estimate the Gevrey regularity of rε1 . This is a crucial
point which allows to perform the second conjugation with operators of infinite order with respect
to x.
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σ,σ ;A for some σ > 1, A > 0 and m = (m1,m2) ∈ R2, with m1  1.
Then there exists ε0 > 0 depending only on A such that for every ε2 ∈ R with |ε2| < ε0 we have
exp
(
ε2〈x〉1/σ
)
p(x,D) exp
(−ε2〈x〉1/σ )= p(x,D)+ rε2(x,D),
where rε2(x,D) is defined by a symbol rε2(x, ξ) ∈ Γ˜ (m1−1,m2−1+1/σ )σ,σ .
Proof. Arguing as in the proof of Proposition 3.1, we can write the symbol pε2,σ (x, ξ) of
exp(ε2〈x〉1/σ )p(x,D) exp(−ε2〈x〉1/σ ) as follows:
pε2,σ (x, ξ) =
∫ ∫
e−iy·η+ε2〈x〉1/σ−ε2〈x+y〉1/σ p(x, ξ + η)dy d−η.
Then there exists t ∈ ]0,1[ such that
rε2(x, ξ) := p(x, ξ)− pε2,σ (x, ξ)
=
n∑
j=1
∫∫
e−iy·η(∂ξj p)(x, ξ + tη)Dyj
(
eε2〈x〉1/σ−ε2〈x+y〉1/σ
)
dy d−η.
To estimate the derivatives of rε2(x, ξ) we follow the same scheme as in Proposition 3.1. We
have, for every β,γ ∈ Zn+, q ∈ Z+,
∂
γ
ξ ∂
β
x rε2(x, ξ) =
n∑
j=1
∑
β ′β
(
β
β ′
)∫
(1 −y)q∂β−β ′x Dyj
(
e−ε2〈x+y〉1/σ+ε2〈x〉1/σ
)
· J ′β ′γ qj (x, ξ, η) dy,
where
J ′β ′γ qj (x, ξ, η) =
∫
e−iy·η〈η〉−2q(∂γ+ejξ ∂β ′x p)(x, ξ + tη) d−η.
Choosing q sufficiently large and arguing as for the estimate (3.3) we obtain that∣∣J ′β ′γ qj (x, ξ, η)∣∣ C|β ′|+|γ |+1(β ′!)σ (γ !)σ 〈x〉m2−|β ′|〈ξ 〉m1−1〈η〉−2qe−c0〈y〉1/σ (3.5)
for some positive constants C,c0 depending only on A. Analogously, applying again Lemma 3.2
we get ∣∣(1 −)qDyj ∂β−β ′x (eε2〈x〉1/σ−ε2〈x+y〉1/σ )∣∣ C|β−β ′|+1(β − β ′)!σ 〈x + y〉−1+1/σ
· eε2〈x〉1/σ−ε2〈x+y〉1/σ . (3.6)
From (3.5) and (3.6), we deduce∣∣∂γξ ∂βx rε2(x, ξ)∣∣ C|β|+|γ |+1(β!γ !)σ 〈ξ 〉m1−1〈x〉m2−1+1/σ ,
hence rε ∈ Γ˜ (m1−1,m2−1+1/σ )σ,σ . 2
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p ∈ Γ˜ mσ,σ . In this case, the proof is analogous, but the estimate (3.5) gives∣∣J ′β ′γ qj (x, ξ, η)∣∣C|β ′|+|γ |+1(β ′)!σ (γ !)σ 〈ξ 〉m1〈η〉−n−1〈x〉m2e−c0〈y〉1/σ . (3.7)
Then, combining (3.6) and (3.7), we obtain that rε2 ∈ Γ˜ m1,m2−1+1/σσ,σ .
As a consequence of Propositions 3.1, 3.3 and Remark 2, we obtain the following crucial
result.
Theorem 3.4. Let p ∈ Γ mσ,σ for some σ > 1, m = (m1,m2) ∈ R2, with mj  1, j = 1,2. Then,
there exists ε0 > 0 such that for every ε = (ε1, ε2) ∈ R2 with |εj | < ε0, j = 1,2, we have
exp
(
ε2〈x〉σ
)
exp
(
ε1〈D〉σ
)
p(x,D) exp
(−ε1〈D〉σ ) exp(−ε2〈x〉σ )
= p(x,D)+ r1(x,D)+ r2(x,D)
for some r1 ∈ Γ˜ (m1−1+1/σ,m2−1)σ,σ , r2 ∈ Γ˜ (m1−1,m2−1+1/σ )σ,σ .
Proof. Applying Proposition 3.1, we can find ε′0 > 0 such that
exp
(
ε2〈x〉σ
)
exp
(
ε1〈D〉σ
)
p(x,D) exp
(−ε1〈D〉σ ) exp(−ε2〈x〉σ )
= exp(ε2〈x〉σ )(p(x,D)+ rε1(x,D)) exp(−ε2〈x〉σ )
for |ε1| < ε′0. Furthermore, by Proposition 3.3 and Remark 2, there exists ε′′0 such that if |ε2| < ε′′0 :
exp
(
ε2〈x〉σ
)
p(x,D) exp
(−ε2〈x〉σ )= p(x,D)+ rε2(x,D)
and
exp
(
ε2〈x〉σ
)
rε1(x,D) exp
(−ε2〈x〉σ )= rε1(x,D)+ rε1ε2(x,D),
with rε2 ∈ Γ˜ (m1−1,m2−1+1/σ )σ,σ and rε1ε2 ∈ Γ˜ (m1−1+1/σ,m2−2+1/σ )σ,σ . Then, choosing ε0 =
min{ε′0, ε′′0 } and denoting r1 = rε1 + rε1ε2, r2 = rε2 , the theorem is proved. 
As a consequence of Theorem 3.4, we are able to prove the following continuity theorem.
Theorem 3.5. Let p ∈ Γ mσ,σ for some m = (m1,m2) ∈ R2 and σ > 1. Then there exists ε0 > 0
such that for every ε = (ε1, ε2) ∈ R2, with |εj | < ε0, j = 1,2, and for every s ∈ R2, the operator
P = p(x,D) maps continuously Hs+m,ε,σ into Hs,ε,σ .
Proof. By Theorem 3.4, there exists ε0 > 0 such that if |εj | < ε0, j = 1,2, we have for every
s ∈ R2:
‖Pu‖s,ε,σ =
∥∥exp(ε2〈·〉1/σ ) exp(ε1〈D〉1/σ )Pu∥∥s
= ∥∥(P +R)(exp(ε2〈·〉1/σ ) exp(ε1〈D〉1/σ )u)∥∥s
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ously Hs into Hs+m. Then we conclude that
‖Pu‖s,ε,σ  Cs
∥∥exp(ε2〈·〉1/σ exp(ε1〈D〉1/σ )u∥∥s+m = Cs‖u‖s+m,ε,σ .
The assertion is proved. 
4. Energy estimates and well posedness
The proof of Theorem 2.9 will be given by reducing the system (1.1) to an equivalent one of
the form
L1 = ∂t − K˜(t, x,D)+A(t, x,D), (4.1)
where K˜ = Op(k˜) is such that
k˜ ∈ C([0, T ];Γ eσ ), (4.2)
k˜ + k˜ ∈ C([0, T ];Γ 0σ ) (4.3)
and the remainder A = Op(a) satisfies{
A = A1 +A2,
Aj ∈ C
([0, T ],OPΓ (1−χ)ejσ ), j = 1,2. (4.4)
We are now going to state and prove an a priori estimate which holds true for first order
symmetric hyperbolic systems of the form (4.1)–(4.4).
Theorem 4.1. Consider the system (4.1) under conditions (4.2)–(4.4), and suppose moreover
(2.10) to hold. Then there exist δ > 0 and T0  T such that for every v ∈ C([0, T0];Hs+e,δT0e,σ )∩
C1([0, T0];Hs,δT0e,σ ), s ∈ R2, the following a priori estimate holds:
∥∥v(t)∥∥2
s,δ(T0−t)e,σ Cs
(∥∥v(0)∥∥2
s,δT0e,σ
+
t∫
0
∥∥L1v(τ)∥∥2s,δ(T0−τ)e,σ dτ
)
(4.5)
for every t ∈ [0, T0] and for some Cs > 0.
Proof. Set
ε(t) = δ(T0 − t), (4.6)
with t ∈ [0, T0] and with δ > 0 and T0  T to be chosen later on, and consider the system
L1 = 〈x〉s2〈D〉s1eε(t)〈x〉
1
σ
eε(t)〈D〉
1
σ
L1e
−ε(t)〈D〉 1σ e−ε(t)〈x〉
1
σ 〈D〉−s1〈x〉−s2 .
By Theorem 3.4 we know that there exists ε0 > 0 such that for |ε(t)| < ε0 we have
L1 = L1(t, x,D)− ε′(t)
(〈D〉1/σ + 〈x〉1/σ )I +R1(t, x,D)+R2(t, x,D)
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1
σ
ej
σ ), j = 1,2. From (2.10), (4.4), denoting
Bj (t, x,D) = Aj(t, x,D)+Rj (t, x,D) ∈ C
([0, T ], Γ˜ 1σ ejσ ), j = 1,2, (4.7)
we get
L1 = ∂t − K˜(t, x,D)− ε′(t)
(〈D〉1/σ + 〈x〉1/σ )I +B1(t, x,D)+B2(t, x,D). (4.8)
Estimate (4.5) for v will be so proved if we prove for the new variable
w = 〈x〉s2〈D〉s1 exp(ε(t)〈x〉1/σ ) exp(ε(t)〈D〉1/σ )v
the estimate
∥∥w(t)∥∥2
L2  C
(∥∥w(0)∥∥2
L2 +
t∫
0
∥∥L1w(τ)∥∥2L2 dτ
)
, t ∈ [0, T ], C > 0, (4.9)
for every w ∈ C([0, T0];He)∩C1([0, T0];L2).
We consider
d
dt
∥∥w(t)∥∥2
L2 = 2
〈
w′(t),w(t)
〉
L2
= 〈(K˜ + K˜)w,w〉
L2 − 2
〈
(B1 +B2)w,w
〉
L2
+ 2〈ε′(t)(〈D〉1/σ + 〈x〉1/σ )w,w〉
L2 + 2〈L1w,w〉L2 .
For j = 1,2 we have
2〈Bjw,w〉L2 =
〈
(Bj +Bj )w,w
〉
L2 = 〈Gjw,w〉L2,
where Gj = Bj +Bj ∈ C([0, T ];OPΓ˜
1
σ
ej
σ ), cf. [11, Theorem 4.8, p. 69]. Thus
d
dt
∥∥w(t)∥∥2
L2 =
〈
(K˜ + K˜)w,w〉
L2 − 〈G1w,w〉L2 + 2
〈
ε′(t)〈D〉1/σw,w〉
L2
− 〈G2w,w〉L2 + 2
〈
ε′(t)〈x〉1/σw,w〉
L2 + 2〈L1w,w〉L2 . (4.10)
Now we are going to choose suitable δ, T0 for the function ε(t) in (4.6) in such a way that both
−〈G1w,w〉L2 + 2
〈
ε′(t)〈D〉1/σw,w〉
L2  0 (4.11)
and
−〈G2w,w〉L2 + 2
〈
ε′(t)〈x〉1/σw,w〉 2  0. (4.12)L
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for an operator G˜1(t, x,D) ∈ C([0, T ],OPΓ 0σ ), cf. Theorem A.6. We have
G˜1〈D〉1/2σ = 〈D〉1/2σ G˜1 +H1,
with H1(t, x,D) ∈ C([0, T ],Γ (1/2σ−1,−1)σ ), cf. Corollary A.7. So,∣∣〈G1w,w〉L2 ∣∣= ∣∣〈(〈D〉1/2σ G˜1 +H1)〈D〉1/2σw,w〉L2 ∣∣
= ∣∣〈(G˜1 + 〈D〉−1/2σH1)〈D〉1/2σw, 〈D〉1/2σw〉L2 ∣∣
 δ1
∥∥〈D〉1/2σw∥∥2
L2 , (4.13)
where δ1 denotes the norm of continuity of the operator G˜1 + 〈D〉−1/2σH1 :L2 → L2, by
Caldéron–Vaillancourt Theorem. So, finally,∣∣〈G1w,w〉L2 ∣∣ δ1〈〈D〉1/σw,w〉L2 ,
and
−〈G1w,w〉L2 + 2
〈
ε′(t)〈D〉1/σw,w〉
L2 
(
δ1 + ε′(t)
)〈〈D〉1/σw,w〉
L2  0
if ε′(t)−δ1, that is δ  δ1 by (4.6). Similarly, we can find δ2 > 0 such that
−〈G2w,w〉L2 + 2
〈
ε′(t)〈x〉1/σw,w〉
L2 
(
δ2 + ε′(t)
)〈〈x〉1/σw,w〉
L2  0
if δ  δ2.
Summing up:
• we choose δ = max{δ1, δ2}, so that both (4.11) and (4.12) hold true;
• we choose T0 < ε0/δ to guarantee that |ε(t)| < ε0 and to apply Theorem 3.4.
These choices give, from (4.10)–(4.12), and using (4.3):
d
dt
∥∥w(t)∥∥2
L2  C
(‖w‖2
L2 + ‖L1w‖2L2
)
, C > 0.
Applying Gronwall’s inequality we finally come to the desired estimate (4.9). The proof is com-
plete. 
Remark 3. By (2.6), the energy estimate (4.5) implies well posedness of the Cauchy problem
for a first order symmetric hyperbolic system of the form (4.1)–(4.4) in the Gelfand–Shilov class
Sσ (R
n) and in the dual space S′ (Rn), provided 1 < σ < 1/(1 − χ).σ
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system of the form (4.1)–(4.4), and to apply Theorem 4.1.
To this purpose, let us denote by
R = Op(r), r ∈ Cχ ([0, T ],Γ 0σ ), (4.14)
the square root of the global symmetrizer S in (2.9); since R is invertible, by (2.5) there exists
K˜ = Op(k˜) satisfying (4.2), (4.3) and such that
RK = K˜R. (4.15)
We need to regularize R with respect to the time variable. We first extend r(t, x, ξ) on Rt setting
r(t, x, ξ) = r(0, x, ξ) for t < 0, r(t, x, ξ) = r(T , x, ξ) for t > T .
Then, we consider the function (t) = 1√
π
e−t2 and define the operator R˜ = Op(r˜) by
r˜(t, x, ξ) = r(t, x, ξ) ∗ ε(t), t ∈ R, (4.16)
where ε(t) = ε−1(t/ε), and ε = (〈x〉 + 〈ξ 〉)−1. Computation gives
r˜(t, x, ξ) = (〈x〉 + 〈ξ 〉)∫ r(t − s, x, ξ)((〈x〉 + 〈ξ 〉)s)ds
=
∫
r
(
t − τ(〈x〉 + 〈ξ 〉)−1, x, ξ)(τ) dτ (4.17)
with the change of variable τ = (〈x〉 + 〈ξ 〉)s. We are going to prove that
{
r˜ − r = r1 + r2,
rj (t, x, ξ) ∈ C
([0, T ];Γ −χejσ ), j = 1,2, (4.18){
∂t r˜ = r ′1 + r ′2,
r ′j (t, x, ξ) ∈ C
([0, T ];Γ (1−χ)ejσ ), j = 1,2. (4.19)
Let us prove (4.18). Since ∫ (τ) dτ = 1 we have
(r˜ − r)(t, x, ξ) =
∫ (
r
(
t − τ(〈x〉 + 〈ξ 〉)−1, x, ξ)− r(t, x, ξ))(τ) dτ
=
∫ (
r(s′, x, ξ)− r(t, x, ξ))((t − s′)(〈x〉 + 〈ξ 〉))ds′ · (〈x〉 + 〈ξ 〉)
= r1(t, x, ξ)+ r2(t, x, ξ), (4.20)
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r1(t, x, ξ) =
∫ (
r(s′, x, ξ)− r(t, x, ξ))((t − s′)(〈x〉 + 〈ξ 〉))ds′ · 〈x〉, (4.21)
r2(t, x, ξ) =
∫ (
r(s′, x, ξ)− r(t, x, ξ))((t − s′)(〈x〉 + 〈ξ 〉))ds′ · 〈ξ 〉, (4.22)
and the change of variable t − τ(〈x〉 + 〈ξ 〉)−1 = s′ has been performed.
We focus on r1. Given α,β ∈ Zn+, we have
∣∣∂αξ ∂βx r1(t, x, ξ)∣∣ ∑
α1+α2=α
α!
α1!α2!
∑
β1+β2+β3=β
β!
β1!β2!β3!
·
∫ ∣∣∂α1ξ ∂β1x (r(s′, x, ξ)− r(t, x, ξ))∣∣ · ∣∣∂α2ξ ∂β2x ((t − s′)(〈x〉 + 〈ξ 〉))∣∣ds′
· ∣∣∂β3x 〈x〉∣∣. (4.23)
Let us compute aside, by the Faà di Bruno formula and for α,β ∈ Zn+, the derivative
∂αξ ∂
β
x 
(
(t − s′)(〈x〉 + 〈ξ 〉))= ∂αξ |β|∑
k=1
(k)((t − s′)(〈x〉 + 〈ξ 〉))
k!
·
∑
β1+···+βk=β|βj |1, j=1,...,k
β!
β1! · · ·βk!
k∏
ν=1
∂βνx
(
(t − s′)(〈x〉 + 〈ξ 〉))
= ∂αξ
|β|∑
k=1
(k)((t − s′)(〈x〉 + 〈ξ 〉))
k!
·
∑
β1+···+βk=β|βj |1, j=1,...,k
β!
β1! · · ·βk!
k∏
ν=1
(
∂βνx 〈x〉
)
(t − s′)k
=
|α|∑
j=1
∑
α1+···+αj=α
|αs |1, s=1,...,j
α!
α1! · · ·αj ! (t − s
′)j
j∏
μ=1
(
∂
αμ
ξ 〈ξ 〉
)
·
|β|∑
k=1
∑
β1+···+βk=β|βj |1, j=1,...,k
β!
β1! · · ·βk! (t − s
′)k
·
k∏
ν=1
(
∂βνx 〈x〉
)(k+j)((t − s′)(〈x〉 + 〈ξ 〉))
k!j ! . (4.24)
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·
|β|∑
k=1
|α|∑
j=1
〈x〉k〈ξ 〉j
k!j ! ·
∣∣(k+j)((t − s′)(〈x〉 + 〈ξ 〉))∣∣ · |t − s′|k+j ,
(4.25)
for a positive constant C2. Moreover, since  ∈ S1(R), then in particular∣∣(k+j)((t − s′)(〈x〉 + 〈ξ 〉))∣∣Ck+j+13 k!j !〈(t − s′)(〈x〉 + 〈ξ 〉)〉−2−k−j (4.26)
holds for some C3 > 0 independent of j, k. Coming back to (4.23), from (4.14), (4.25), (4.26)
there exist B,C4 > 0 such that if |x| + |ξ | B|α|σ we get∣∣∂αξ ∂βx r1(t, x, ξ)∣∣ C|α|+|β|+14 α!(β!)σ 〈x〉1−|β|〈ξ 〉−|α|
·
|β|∑
k=1
〈x〉k
|α|∑
j=1
〈ξ 〉j
∫
|t − s′|χ+k+j 〈(t − s′)(〈x〉 + 〈ξ 〉)〉−2−k−j ds′.
The change of variable t − s′ = τ(〈x〉 + 〈ξ 〉)−1 gives∣∣∂αξ ∂βx r1(t, x, ξ)∣∣ C|α|+|β|+14 α!(β!)σ 〈x〉−|β|〈ξ 〉−|α|〈x〉(〈x〉 + 〈ξ 〉)−1
·
|β|∑
k=1
|α|∑
j=1
〈x〉k〈ξ 〉j (〈x〉 + 〈ξ 〉)−k−j−χ ∫ |τ |χ+k+j 〈τ 〉−2−k−j dτ
 C|α|+|β|+15 α!(β!)σ 〈x〉−|β|〈ξ 〉−|α|
(〈x〉 + 〈ξ 〉)−χ . (4.27)
Similarly, for every B0 > 0 it is easy to verify that∣∣∂αξ ∂βx r1(t, x, ξ)∣∣ C|α|+|β|+16 (α!β!)σ 〈x〉−|β|〈ξ 〉−|α|(〈x〉 + 〈ξ 〉)−χ
for |x| + |ξ | B0|α|σ . Since (〈x〉 + 〈ξ 〉)−χ  〈x〉−χ and (〈x〉 + 〈ξ 〉)−χ  〈ξ 〉−χ for every x, ξ ,
we have
r1(t, x, ξ) ∈ C
([0, T ],Γ −χe1σ )∩C([0, T ],Γ −χe2σ ).
Analogous estimates can be proved for r2(t, x, ξ). Thus in particular (4.18) holds since
Γ −χe1σ ∩ Γ −χe2σ ⊂ Γ −χe1σ + Γ −χe2σ .
Moreover
R˜ = (R˜ −R)+R ∈ C([0, T ],OPΓ 0σ ). (4.28)
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∂t r˜(t, x, ξ) = ∂t
∫
r(s′, x, ξ)
(
(t − s′)(〈x〉 + 〈ξ 〉))ds′ · (〈x〉 + 〈ξ 〉)
=
∫
r(s′, x, ξ)′
(
(t − s′)(〈x〉 + 〈ξ 〉))ds′ · (〈x〉 + 〈ξ 〉)2
=
∫ (
r(s′, x, ξ)− r(t, x, ξ))′((t − s′)(〈x〉 + 〈ξ 〉))ds′ · (〈x〉 + 〈ξ 〉)2. (4.29)
We compare (4.20) and (4.29) and we notice that also ′ ∈ S1(R); thus, like in (4.20)–(4.27), we
can split ∂t r˜ into symbols r ′1 and r ′2 satisfying (4.19).
Furthermore, (4.27) gives∣∣r˜(t, x, ξ)∣∣ ∣∣r(t, x, ξ)∣∣− ∣∣(r − r˜)(t, x, ξ)∣∣ C1 −C2(〈x〉 + 〈ξ 〉)−χ  C12
if |x| + |ξ | is sufficiently large. Thus by Theorem A.11, R˜ admits a left parametrix
R˜−1 ∈ C([0, T ];OPΓ 0σ ). (4.30)
Let us now introduce the new variable v = R˜u. We have
u = R˜−1v + Ju for some J ∈ C([0, T ],Kσ ). (4.31)
From (1.1), (4.15) we obtain
∂tv = R˜∂tu+ [∂t , R˜]u = R˜Ku+ R˜f + (∂t R˜)u
= RKu+ (R˜ −R)Ku+ R˜f + (∂t R˜)u
= K˜Ru+ (R˜ −R)Ku+ (∂t R˜)u+ R˜f
= K˜R˜u+ K˜(R − R˜)u+ (R˜ −R)Ku+ (∂t R˜)u+ R˜f
= K˜v + (K˜(R − R˜)+ (R˜ −R)K + (∂t R˜))R˜−1v + J ′u+ R˜f (4.32)
for some J ′ ∈ C([0, T ],Kσ ). We denote
A = (K˜(R − R˜)+ (R˜ −R)K + (∂t R˜))R˜−1;
by (4.15) we substitute K˜ = RKR−1 so obtaining
A = (RK −RKR−1R˜ + R˜K −RK + (∂t R˜))R˜−1
= (−KR˜ − [R,K]R−1R˜ + R˜K + (∂t R˜))R˜−1
= ([R˜,K] − [R,K]R−1R˜ + (∂t R˜))R˜−1. (4.33)
From (2.7), (2.8), (4.14), (4.18), (4.19), (4.28), (4.30), we get
A = A1 +A2, Aj ∈ C
([0, T ],OPΓ (1−χ)ejσ ), j = 1,2. (4.34)
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∂tv = K˜v +Av + f˜ , (4.35)
where f˜ = J ′u+R˜f . This system fulfills conditions (4.1)–(4.4). We apply Theorem 4.1 to (4.35)
and we obtain estimate (4.5). Then, from (4.31), by standard arguments, we come to (2.11).
Theorem 2.9 is then proved. 
Remark 4. We remark that when the symbol k1 in (2.7) belongs to Cχ([0, T ];Γ e1σ ), our method
can be simplified and reduced to the one used in [7], providing well posedness in weighted
Gevrey–Sobolev classes H(s1,s2),εe1,σ with only a loss of derivatives. Hence, in this case our
results are consistent with those of [7] for s2 = 0 and give in general precise information about
the behavior at infinity of the solution.
The arguments before apply also to higher order scalar equations. Let us consider the Cauchy
problem ⎧⎪⎪⎨⎪⎪⎩
∂mt u−
m−1∑
j=0
Am−j (t, x,D)∂jt u = f (t, x), (t, x) ∈ [0, T ] × Rn,
∂
j
t u(0, x) = gj (x), j = 0, . . . ,m− 1,
(4.36)
where Am−j (t, x,D) ∈ C([0, T ],OPΓ (m−j)eσ ) admit principal symbols
a¯m−j ∈ Cχ
([0, T ],Γ (m−j)eσ ), j = 0, . . . ,m− 1, (4.37)
and the characteristic equation
(iτ )m −
m−1∑
j=0
a¯m−j (t, x, ξ)(iτ )j = 0
admits only purely imaginary roots iλj (t, x, ξ) ∈ Cχ([0, T ],Γ eσ ), j = 1, . . . ,m, satisfying (2.4).
The analogue of Theorem 2.9 for problem (4.36) reads as follows.
Theorem 4.2. Consider the Cauchy problem (4.36), (4.37) with λj as in (2.4) and 1 < σ <
1/(1 −χ). Then, for every f ∈ C([0, T ];Sσ (Rn)), gj ∈ Sσ (Rn), j = 0, . . . ,m− 1, there exists a
unique solution u ∈ Cm−1([0, T ];Sσ (Rn)) of (4.36). Moreover there exist positive constants δ,
T0  T such that u satisfies the following energy estimate:
m−1∑
j=0
∥∥∂jt u(t)∥∥2s+(m−1−j)e,δ(T0−t)e,σ
 Cs
(
m−1∑
j=0
‖gj‖2s+(m−1−j)e,δT0e,σ +
t∫
0
∥∥f (τ)∥∥2
s,δ(T0−τ)e,σ dτ
)
for t ∈ [0, T0] and for some Cs > 0.
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tem of the form (1.1). This can be achieved by introducing the regularized characteristic roots
λ˜j (t, x, ξ), j = 1, . . . ,m, obtained from the λj ’s as in (4.16), (4.17), then factorizing as follows:
∂mt −
m−1∑
j=0
Am−j (t, x,D)∂jt =
(
∂t − iλ˜m(t, x,D)
) · · · (∂t − iλ˜1(t, x,D))+R(t, x, ∂t ,D)
for some
R(t, x, ∂t ,D) =
m−1∑
j=0
Rm−j (t, x,D)∂jt ,
Rm−j = Op(rm−j ), with rm−j = r(1)m−j + r(2)m−j , r(i)m−j ∈ C([0, T ],Γ m−je−χeiσ ), i = 1,2,
j = 1, . . . ,m− 1, and finally performing the reduction⎧⎪⎪⎪⎨⎪⎪⎪⎩
u0 = 〈x〉m−1〈D〉m−1u,
u1 = 〈x〉m−2〈D〉m−2(∂t − iλ˜1)u,
...
um−1 = (∂t − iλ˜m−1) · · · (∂t − iλ˜1)u.
5. Examples and concluding remarks
Theorem 2.9 states that the Hölder regularity in t of the matrix K(t, x,D) produces a loss
in the Hs,ε,σ -regularity of the solution with respect to the initial data. Hence, also the behavior
at infinity of the solution is influenced by the low regularity in t . In [1], dealing with Log-
Lipschitz coefficients, we proved by means of an example that this kind of phenomena effectively
appear in SG hyperbolic problems and are not a consequence of an ill-chosen approach. Precisely,
in [1] the loss is finite. Namely, if we start from data in Hs , s = (s1, s2), we obtain a solution in
C([0, T ],Hs−δT e) for some δ > 0. On the other hand, for Hölder continuous coefficients, it is
known from [10] that the loss of derivatives is not finite and leads to ultradistributional solutions
even if we start from smooth data. In this section we want to reconsider the example given in [1],
and show that we have an infinite loss also with respect to the behavior at infinity. This means
that, even if we start from data with polynomial decay or growth we may obtain a solution with
exponential growth. This motivates the choice of Sσ (Rn), S′σ (Rn) as natural functional setting
for well posedness of (1.1).
For any M > 0, χ ∈ (0,1), set
C
χ
M [0, T ] =
{
a :R → R: ∣∣a(t)− 1∣∣ 1/2, ‖a‖Cχ [0,T ] M},
where
‖a‖Cχ [0,T ] = sup |a(t + τ)− a(t)||τ |χ .0<|τ |<1/2
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∂2t u+ a(t)x2u = 0, (5.1)
where a(t) ∈ CχM [0, T ]. Notice that (5.1) can be reduced to a symmetric hyperbolic system in
the variable U = (u0, u1) by setting{
u0 = 〈x〉u,
u1 =
(
∂t − i√a(t)〈x〉
)
u,
and diagonalizing by the matrix
(
1 (2i
√
a(t) )−1
0 1
)
, cf. [1].
For every fixed s, ε ∈ R2, σ > 1 we denote
Es,ε,σ (u)(t) =
∥∥u(t)∥∥2
s,ε,σ
+ ∥∥∂tu(t)∥∥2s−e,ε,σ (5.2)
and write Es(u)(t), or equivalently E(s1,s2)(u)(t), for Es,(0,0),σ (u)(t) for any σ > 1. For k ∈ Z,
x ∈ R we denote gk = F(eikx). By (1.4) we have gk ∈ H(s1,s2) for every s1 < −1/2, s2 ∈ R,
cf. [1].
Theorem 5.1. For every fixed M > 0 there exist a sequence {ak(t)}k∈Z+ ⊂ CχM [0, T ] and a
sequence {uk(t, x)}k∈Z+ satisfying⎧⎪⎨⎪⎩
∂2t uk + ak(t)x2uk = 0, (t, x) ∈ [0, T ] × R,
uk(0, x) = 0,
∂tuk(0, x) = gk(x),
(5.3)
and such that for every s < −1/2 we have
E(s,1)(uk)(0) = C
for some constant C independent of k whereas for every δ > 0
sup
k∈Z+
E(s,1),(−δ,0),σ (uk)(t) = +∞ for all t ∈ ]0, T ]. (5.4)
Proof. Consider the sequence
εk = M10
(
π
k
)χ
(5.5)
and define
ak(t) = αεk (kt), k ∈ N, (5.6)
where
αε(t) = 1 − 4ε sin(2t)− ε2
(
1 − cos(2t))2. (5.7)
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– |αε(t)− 1| 4ε + ε2  5ε (and |αε(t)− 1| 1/2 if k > kM );
– sup
0<|τ |<1/2
|ak(t + τ)− ak(t)|
|τ |χ
 sup
0<|τ |<π/k
|αεk (k(t + τ))− 1| + |αεk (kt)− 1|
|τ | · |τ |
1−χ
 10εk
π/k
(
π
k
)1−χ
= M. (5.8)
Thus, ak ∈ CχM [0, T ] for every k  k¯M .
Moreover, the solution of (5.3) is given by
uk(t, x) = vk(t)gk(x),
where vk is the solution of the initial value problem⎧⎪⎨⎪⎩
v′′k (t)+ ak(t)k2vk(t) = 0, t ∈ [0, T ],
vk(0) = 0,
v′k(0) = 1,
(5.9)
that is
vk(t) = 1
k
sin(kt) · exp
(
εk
(
kt − 1
2
sin(2kt)
))
.
Let us compute by (1.4):
E(s,1)(uk)(0) = ‖gk‖2(s−1,0) = 2π
∥∥eikx∥∥2
(0,s−1)
= 2π
+∞∫
−∞
〈x〉2s−2 dx = C,
since we are assuming s < −1/2. Now, by (1.4) one easily obtains that
F :H(s1,s2),(ε,0),σ → H(s2,s1),(0,ε),σ
for every ε ∈ R. Hence, fixed δ > 0, we have, for every t > 0,
E(s,1),(−δ,0),σ (uk)(t) =
∥∥uk(t)∥∥2(s,1),(−δ,0),σ + ‖∂tuk‖2(s−1,0),(−δ,0),σ
= v2k (t)‖gk‖2(s,1),(−δ,0),σ + (v′k)2(t)‖gk‖2(s−1,0),(−δ,0),σ
= 2π[v2k (t)∥∥eikx∥∥2(1,s),(0,−δ),σ + (v′k)2(t)∥∥eikx∥∥2(0,s−1),(0,−δ),σ ]
= 2π[v2k (t)(C1 + k2C2)+ (v′k)2(t)C3]
 2πC
[
v2(t)k2 + (v′ )2(t)], (5.10)k k
A. Ascanelli, M. Cappiello / J. Differential Equations 244 (2008) 2091–2121 2113with C = min{C2,C3}. Finally, cf. [1], we get
k2v2k (t)+ (v′k)2(t)
= {sin2(kt)+ [cos(kt)+ εk sin(kt)(1 − cos(2kt))]2} exp(2εk(kt − 12 sin(2kt)
))
= {1 + ε2k sin2(kt)(1 − cos(2kt))2 + 2εk sin(kt) cos(kt)(1 − cos(2kt))}
· exp
(
2εk
(
kt − 1
2
sin(2kt)
))
 (1 − 4εk)e−εk e2εkkt  12e
2εkkt ; (5.11)
with the choice of εk in (5.5) we obtain from (5.10), (5.11)
E(s,1),(−δ,0),σ (uk)(t) πCe
1
5 Mπ
χk1−χ ·t → +∞ for k → +∞, (5.12)
for every t ∈ ]0, T ]. This gives (5.4) and concludes the proof. 
Remark 5. Theorem 5.1 states that the energy (5.2) goes to infinity for k → +∞ if we do not
accept a loss in the space variable x, even if we allow an infinite loss of derivatives in the energy
estimate. On the contrary, given δ > 0 we have
E(s,1),(0,−δ),σ (uk)(t) =
∥∥uk(t)∥∥2(s,1),(0,−δ),σ + ‖∂tuk‖2(s−1,0),(0,−δ),σ
= v2k (t)‖gk‖2(s,1),(0,−δ),σ + (v′k)2(t)‖gk‖2(s−1,0),(0,−δ),σ
= 2π[v2k (t)∥∥eikx∥∥2(1,s),(−δ,0),σ + (v′k)2(t)∥∥eikx∥∥2(0,s−1),(−δ,0),σ ].
(5.13)
On the one hand, we get
E(s,1),(0,−δ),σ (uk)(t) C′e−2δ〈k〉
1/σ+ 15 Mπχk1−χ ·t , (5.14)
hence
sup
k
E(s,1),(0,−δ),σ (uk)(t) < +∞
for 1 < σ < 1/(1 − χ); on the other hand, for some C′′ > 0 we obtain
E(s,1),(0,−δ),σ (uk)(t) C′′e−2δ〈k〉
1/σ+ 15 Mπχk1−χ ·t , (5.15)
which is bounded for all t ∈ ]0, T ] with respect to k only if 1 < σ < 1/(1 − χ). Then, The-
orem 5.1 states that in problem (5.3) no loss of derivatives appears but we can find solutions
which present an exponential growth even if the data grow like polynomials. Furthermore, we
have also an estimate from below of this increase of growth at each time t .
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Appendix A. A calculus for the class OPΓ mσ
We give here a pseudo-differential calculus for the class OPΓ mσ . Our aim is to prove a com-
position formula, see Theorem A.6, and the existence of parametrices for SG-elliptic operators,
see Theorem A.11, which are essential in the proofs of the theorems of Sections 3 and 4. The
results presented here have also an interest per se in the general theory of pseudo-differential
operators with analytic-Gevrey symbols on Rn, see [2,16,32,33]. Some of the results given here
can be deduced from previous papers, see [3–5], but we need also specific statements due to the
analyticity of the symbols involved here.
Fixed P ∈ OPΓ mσ we can consider its kernel KP ∈ S′σ (R2n), denoted formally by
KP (x, y) =
∫
Rn
ei(x−y)·ξp(x, ξ) d−ξ.
Setting
Ωk =
{
(x, y) ∈ R2n: |x − y| > k〈x〉} for k ∈ (0,1), (A.1)
Theorem 2.3 in [5] states that∣∣Dβx Dγy KP (x, y)∣∣ C|β|+|γ |+1(β!γ !)σ exp[−a(|x| 1σ + |y| 1σ )] (A.2)
for every (x, y) ∈ Ωk , β,γ ∈ Zn+ and for some positive constants C, a depending only on p
and k.
Let us now construct a symbolic calculus for Γ mσ . Set for any fixed t > 0:
Qt =
{
(x, ξ) ∈ R2n: |x| < t and |ξ | < t}
and
Qet = R2n \Qt.
Definition A.1. We shall denote by FSmσ the space of all formal sums
∑
j0 pj (x, ξ) such that
pj (x, ξ) ∈ C∞(R2n) for all j  0 and the following conditions hold:
(i) There exist A,B > 0 such that
sup
j0
sup
α,β∈Zn+
sup
|x|+|ξ |B(j+|α|)σ
A−|α|−|β|−2j (α!)−1(β!j !)−σ
· 〈ξ 〉−m1+|α|+j 〈x〉−m2+|β|+j ∣∣Dαξ Dβx pj (x, ξ)∣∣< +∞. (A.3)
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sup
α,β∈Zn+
sup
|x|+|ξ |B0(j+|α|)σ
C−|α|−|β|−2j (α!β!j !)−σ · ∣∣Dαξ Dβx pj (x, ξ)∣∣< +∞. (A.4)
Every symbol p ∈ Γ mσ can be identified with an element
∑
j0 pj of FSmσ , by setting p0 = p,
pj = 0 ∀j  1.
Definition A.2. Two sums
∑
j0 pj ,
∑
j0 qj ∈ FSmσ are said to be equivalent if there exist
constants A,B > 0 such that
sup
N∈Z+
sup
α,β∈Zn+
sup
|x|+|ξ |B(N+|α|)σ
A−|α|−|β|−2N(α!)−1(β!N !)−σ
· 〈ξ 〉−m1+|α|+N 〈x〉−m2+|β|+N
∣∣∣∣Dαξ Dβx ∑
j<N
(pj − qj )
∣∣∣∣< +∞.
In this case we write
∑
j0 pj ∼
∑
j0 qj .
Proposition A.3. Let p ∈ Γ 0σ and assume that p ∼ 0. Then the operator P defined by (2.3) is
σ -regularizing.
Proof. By Proposition 2.11 in [4], it is sufficient to prove that p ∈ Sσ (R2n). Now, if p ∼ 0, we
have
∣∣Dαξ Dβx p(x, ξ)∣∣A|α|+|β|+1α!(β!)σ 〈ξ 〉−|α|〈x〉−|β| inf
1NB−1/σ (|x|+|ξ |)1/σ
A2N(N !)σ
(〈x〉 + 〈ξ 〉)N
A|α|+|β|+10 α!(β!)σ exp
(−τ(|x| + |ξ |)1/σ )
for some positive constant τ , see [27, Lemma 3.2.4]. Then p ∈ Sσ (R2n). 
Theorem A.4. Given a sum
∑
j0 pj ∈ FSmσ , there exists p ∈ Γ mσ such that
p ∼
∑
j0
pj in FSmσ .
Proof. To construct the symbol p, we consider two types of cut-off functions. Namely, follow-
ing [16,32], fixed R > 0, we can find a sequence of functions gj (ξ), j = 0,1,2, . . . , such that
0 gj (ξ) 1 for all ξ ∈ Rn, gj (ξ) = 1 if |ξ | 2R sup(jσ ,1), gj (ξ) = 0 if |ξ | 3R sup(jσ ,1)
and satisfying the following estimates:∣∣∂αξ gj (ξ)∣∣ C|α|1 (R sup(jσ−1,1))−|α| if |α| 3j,
and ∣∣∂αgj (ξ)∣∣ C|α|+1(α!)σ (R sup(jσ ,1))−|α| if |α| > 3j,ξ 2
2116 A. Ascanelli, M. Cappiello / J. Differential Equations 244 (2008) 2091–2121for some positive constants C1,C2 independent of α,R, j .
Similarly, we can choose a sequence of functions ψj(x) ∈ Gσ0 (Rn), j = 0,1,2, . . . , supported
for |x| 3R sup(jσ ,1), ψj (x) = 1 for |x| 2R sup(jσ ,1) and∣∣∂βx ψj (x)∣∣C|β|+13 (β!)σ (R sup(jσ ,1))−|β| for all x ∈ Rn, β ∈ Zn+.
Let us now define ϕj (x, ξ) = 1−ψj(x)gj (ξ), j = 0,1,2, . . . . By the properties listed above, we
deduce that the functions ϕj are smooth on R2n, supported in Qe2R sup(jσ ,1) and ϕj (x, ξ) = 1 in
Qe3R sup(jσ ,1). Moreover
∣∣Dαξ Dβx ϕ0(x, ξ)∣∣A(CR
)|α|+|β|
,
whereas, for j  1 the functions ϕj satisfy the following estimates:
∣∣Dαξ Dβx ϕj (x, ξ)∣∣A(CR
)|α|+|β|
(β!)σ (jσ−1)−|α|j−σ |β| (A.5)
for |α| 3j , β ∈ Zn+ and
∣∣Dαξ Dβx ϕj (x, ξ)∣∣A(CR
)|α|+|β|
(α!β!)σ j−σ(|α|+|β|) (A.6)
for |α| > 3j , β ∈ Zn+, with A,C positive constants independent of α,β,R, j .
We now define
p(x, ξ) =
∑
j0
ϕj (x, ξ)pj (x, ξ).
Let us first prove that p ∈ Γ mσ . We estimate the derivatives of p in the region |x| + |ξ | 
2R|α|σ . On the support of ϕj we have |x| + |ξ |  2R sup(jσ ,1). Choosing R  2σ−1B ,
where B is the same constant appearing in Definition A.1, for |x| + |ξ |  2R|α|σ , we have
|x|+|ξ | B(j +|α|)σ , then the estimates (A.3) on the pj hold true. Moreover, if (α,β) = (0,0),
Dαξ D
β
x ϕj (x, ξ) is supported in Q3R sup(jσ ,1), then 2R|α|σ  |x| + |ξ | 6Rjσ , and this implies
|α| 3j . Then (A.3), (A.5) and Leibniz formula give
∣∣∂αξ ∂βx (pj (x, ξ)ϕj (x, ξ))∣∣ ∑
α′α
β ′β
(
α
α′
)(
β
β ′
)∣∣∂α′ξ ∂β ′x ϕj (x, ξ)∣∣∣∣∂α−α′ξ ∂β−β ′x pj (x, ξ)∣∣
 C|α|+|β|+11 α!(β!)σ 〈ξ 〉m1−|α|−j 〈x〉m2−|β|−j
(
C2
R
)j
(j !)σ
·
∑
α′α
′
(α′!)−1(β ′!)−σ j |α′|j−σ(|α′|+|β ′|)〈ξ 〉|α′|〈x〉|β ′|χsupp(ϕj ),
β β
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we have 〈ξ 〉−j 〈x〉−j  (2Rjσ )−j and 〈ξ 〉|α′|〈x〉|β ′|  C|α′|+|β ′|jσ(|α′|+|β ′|), while (α′!)−1j |α′| 
2jC|α′|. Hence
∣∣Dαξ Dβx (pj (x, ξ)ϕj (x, ξ))∣∣C|α|+|β|+13 α!(β!)σ 〈ξ 〉m1−|α|〈x〉m2−|β|(C4R
)j
,
where C4 is a constant independent of R. Then, possibly enlarging R and summing over j we
obtain that ∣∣Dαξ Dβx p(x, ξ)∣∣C|α|+|β|+15 α!(β!)σ 〈ξ 〉m1−|α|〈x〉m2−|β|
for some C5 > 0 independent of α,β and for |x|+|ξ | 2R|α|σ . Similarly, using estimates (A.4),
(A.6), we can prove that p ∈ Γ mσ,σ . Then p ∈ Γ mσ . To prove that p ∼
∑
j0 pj we observe that
for |x| + |ξ | 6RNσ , we have
p(x, ξ)−
∑
j<N
pj (x, ξ) =
∑
jN
ϕj (x, ξ)pj (x, ξ)
which we can estimate as before, cf. [4]. Details are left to the reader. 
We now prove that the transpose of an operator of OPΓ mσ still belongs to OPΓ mσ and that the
class is closed with respect to composition.
Proposition A.5. Let P = p(x,D) ∈ OPΓ mσ and let tP be its transpose defined by〈
tP u, v
〉= 〈u,Pv〉, u ∈ S′σ (Rn), v ∈ Sσ (Rn). (A.7)
Then, tP = Q+R, where R ∈Kσ and Q = q(x,D) is in OPΓ mσ with
q(x, ξ) ∼
∑
j0
∑
|α|=j
(α!)−1∂αξ Dαx p(x,−ξ)
in FSmσ .
Theorem A.6. Let P = p(x,D) ∈ OPΓ mσ , Q = q(x,D) ∈ OPΓ m′σ . Then PQ = T + R where
R ∈Kσ and T = t (x,D) in OPΓ m+m′σ with
t (x, ξ) ∼
∑
j0
∑
|α|=j
(α!)−1∂αξ p(x, ξ)Dαx q(x, ξ)
in FSm+m′σ .
As an immediate consequence of Theorem A.6, we get the following result.
Corollary A.7. Let P ∈ OPΓ mσ , Q ∈ OPΓ m′σ . Then the commutator [P,Q] belongs to
OPΓ m+m′−e .σ
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including Γ mσ .
Let μ,ν be real numbers with μ 1, ν  1 and let m = (m1,m2,m3) ∈ R3.
Definition A.8. We denote by Πmμ,ν the space of all functions a(x, y, ξ) ∈ C∞(R3n) satisfying
for some positive constant C the following estimate:
sup
α,β,γ∈Zn+
sup
(x,y,ξ)∈R3n
C−|α|−|β|−|γ |(α!)μ(β!γ !)−ν
· 〈ξ 〉−m1+|α|〈x〉−m2+|β|〈y〉−m3+|γ | · ∣∣Dαξ Dβx Dγy a(x, y, ξ)∣∣< +∞.
For any fixed σ > 1, we also denote by Πmσ the space of all amplitudes a(x, y, ξ) ∈ Πmσ,σ satis-
fying the following condition: there exist positive constants A,B such that
sup
α,β,γ∈Zn+
A−|α|−|β|−|γ |(α!)−1(β!γ !)−σ
· sup
min{|x|,|y|}+|ξ |B|α|σ
〈ξ 〉−m1+|α|〈x〉−m2+|β|〈y〉−m3+|γ | · ∣∣Dαξ Dβx Dγy a(x, y, ξ)∣∣< +∞.
It is immediate to verify the following relations:
(i) if a(x, y, ξ) ∈ Πmσ , m = (m1,m2,m3), then the function (x, ξ) → a(x, x, ξ) belongs to Γ m¯σ ,
where m¯ = (m1,m2 +m3);
(ii) if p ∈ Γ mσ for some m = (m1,m2) ∈ R2, then p(x, ξ) ∈ Π(m1,m2,0)σ and p(y, ξ) ∈
Π
(m1,0,m2)
σ .
Given a ∈ Πmσ , we can associate to a a pseudo-differential operator defined by
Au(x) =
∫
R2n
ei(x−y)·ξ a(x, y, ξ)u(y) dy d−ξ, u ∈ Sσ
(
R
n
)
, (A.8)
with the standard meaning of oscillatory integral.
Theorem A.9. Let A be defined by (A.8) for some a ∈ Πmσ , m = (m1,m2,m3). Then we may
write A = P +R, where R ∈Kσ and P = p(x,D) ∈ OPΓ m¯σ , with m¯ = (m1,m2 +m3). Moreover
p ∼∑j0 pj in FSm¯σ , where
pj (x, ξ) =
∑
|α|=j
(α!)−1∂αξ Dαy a(x, y, ξ)
∣∣
y=x. (A.9)
The proof of this result can be achieved repeating readily the same standard arguments used
in the proof of Theorem 3 in [3], cf. also Theorem 2.14 in [5]. We omit the details for the sake of
brevity.
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tP u(x) =
∫
R2n
ei(x−y)·ξp(y,−ξ)u(y) dy d−ξ, u ∈ Sσ
(
R
n
)
.
Thus, tP is an operator of the form (A.8) with amplitude p(y,−ξ). By Theorem A.9, tP = Q+R
where R ∈Kσ and Q = q(x,D) ∈ OPΓ mσ , with
q(x, ξ) ∼
∑
j0
∑
|α|=j
(α!)−1∂αξ Dαx p(x,−ξ). 
Proof of Theorem A.6. We can write Q = t ( tQ). Then, by Theorem A.9 and Proposition A.5,
Q = Q1 +R1, where R1 is σ -regularizing and
Q1u(x) =
∫
R2n
ei(x−y)·ξ q1(y, ξ)u(y) dy d−ξ (A.10)
with q1(y, ξ) ∈ Γ m′σ , q1(y, ξ) ∼
∑
α(α!)−1∂αξ Dαy q(y,−ξ). From (A.10) it follows that
Q̂1u(ξ) =
∫
Rn
e−iy·ξ q1(y, ξ)u(y) dy, u ∈ Sσ
(
R
n
)
,
from which we deduce that
PQu(x) =
∫
R2n
ei(x−y)·ξp(x, ξ)q1(y, ξ)u(y) dy d−ξ + PR1u(x).
We observe that p(x, ξ)q1(y, ξ) ∈ Π(m1+m
′
1,m2,m
′
2)
σ , then we may apply Theorem A.9 and obtain
that
PQu(x) = T u(x)+Ru(x),
where R ∈Kσ and T = t (x,D) ∈ OPΓ m+m′σ with
t (x, ξ) ∼
∑
j0
∑
|α|=j
(α!)−1∂αξ p(x, ξ)Dαx q(x, ξ)
in FSm+m′σ . 
Finally, we recall the definition of SG-ellipticity (or md-ellipticity), cf. [11,14,23,29].
Definition A.10. Given m = (m1,m2) ∈ R2, a symbol p ∈ Γ mσ is said to be SG-elliptic if there
exist C,R > 0 such that ∣∣p(x, ξ)∣∣C〈ξ 〉m1〈x〉m2 for |x| + |ξ |R.
2120 A. Ascanelli, M. Cappiello / J. Differential Equations 244 (2008) 2091–2121Theorem A.11. If p ∈ Γ mσ is SG-elliptic, then there exist E1,E2 ∈ OPΓ −mσ such that E1P =
I +R1, PE2 = I +R2, where I is the identity operator and R1,R2 ∈Kσ .
The proof of this result is a standard application of Theorem A.6. We omit the proof for the
sake of brevity and refer the reader to [3–5] for details.
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