In precision agriculture (PA), soil sampling and testing operation is prior to planting any new crop. It is an expensive operation since there are many soil characteristics to take into account. This paper gives an overview of soil characteristics and their relationships with crop yield and soil profiling. We propose an approach for predicting soil pH based on nearest neighbour fields. It implements spatial radius queries and various regression techniques in data mining. We use soil dataset containing about 4, 000 fields profiles to evaluate them and analyse their robustness. A comparative study indicates that LR, SVR, and GBRT techniques achieved high accuracy, with the R2 values of about 0.718 and M AE values of 0.29. The experimental results showed that the proposed approach is very promising and can contribute significantly to PA.
Introduction
Precision agriculture can be described as an autonomous process that collects data and presents it to analysis systems to mine it. And the application of data mining to agricultural data becomes highly important, as it is capable of mining huge collections of data to look for new knowledge and, thus, improve the current practices. In this context, soil profile is one of preconditions for making good agronomic decisions. This practical information can be obtained by soil sampling, however, it is costly and very time consuming. In addition, it is often not necessary to conduct soil tests for all fields when the field conditions can be similar to the neighbourhood fields.
In general, the use of data mining techniques allows us to study a large number of soil profiles [11] and monitor soil characteristics and other factors that affect crop yield [7] [12] . These data mining techniques have been successfully used to classify soil data [6] , to predict soil map [2] and soil salinity [15] . However, to the best of our knowledge, there is no study on predicting soil characteristics for new fields with only their locations and some other features. Prediction of soil features based on nearest fields not only supports to fill omitting values for soil profiling but also reduces cost for soil sampling.
In this paper, we propose a solution to generate features for new fields without sampling. This is of great help, mainly when some data values were missing during their collection. We also propose a data mining approach to predict soil pH values based on neighbourhood field values. Finally, we test and evaluate our approach experimentally on real data collected from about 4, 000 soil profiles. The next section gives an overview of soil properties and reviews several soil studies that are related to precision agriculture.
Related Work
The most important soil characteristics can be divided into three categories: composition, physical and chemical characteristics [9] . In addition, there are several features, which relate to soil fertiliser and biological properties, such as CEC (Cation exchange capacity), SOC (soil organic carbon), and EC (Soil electrical conductivity). In fact, soil profiles mainly include physical and chemical characteristics (such as pH, N, P, K, etc), SOC, or SEC [4] , [11] , [12] . These soil characteristics were already represented using the AgriOnto ontology [8] . Many studies can be found in the literature on building soil profiles or datasets, monitoring soil characteristics that affect crop yield. Many of those studies use data mining techniques on soil characteristics to predict crop yield and other measures or objectives.
Wei Shangguan et al. [11] built a China soil dataset of 8, 979 soil profiles for land surface modelling. The data set includes 28 attributes for 8 vertical layers (from 0 to 2.296m) which were collected from 2, 444 counties, 312 national farms and 44 forest farms. In an other soil study, P.K. Singh et al. [12] monitored pH, EC, CEC, and chemical characteristics of soil samples during and after crop harvesting to evaluate the effect of waste water on soil properties, crop yield and the environment.
In P. Han et al. [6] , soil colour characteristics are used to classify 10 soil types. They used soils layers in a depth of 40 − 80cm below the surface. Their classifier is based on RGB signals and principal component analysis (PCA) to classify the data. The experimental findings have been obtained and evaluated on a data set of 50 soil samples per soil type (500 samples in total).
For the prediction of soil characteristics, authors in [4] compared 3 prediction methods for mapping CEC. Their study was carried out on a 74ha field in Australia for a duration of 2 years (1996 sorghum and 1997 wheat). [15] predicted soil salinity in three geographically distinct areas in China. They compared five regression algorithms based on 21 data sets with 189 soil samples to predict soil salinity. In their experiments, random forest (RF) and stochastic gradient treeboost (SGT) achieved the highest accuracy with R 2 score of 0.63. However, the scores of RF and SGT predictions are not stable by time and locations. The most wide range of soil chemical and physical characteristics prediction was conducted by M.J. Aitkenhead et al. [1] . They used artificial neural networks (ANN) and the soil color (RGB values) to predict 44 soil parameters including chemical, physical characteristics and soil texture. They also demonstrated that several soil parameters can be predicted accurately (with R 2 > 0.5).
In summary, several studies on the use of data mining techniques to predict other soil characteristics of each soil profile or predict other factors related to soil characteristics have been presented in the literature. To the best of our knowledge, there is not any study on predicting new soil profiles without main soil characteristics. Moreover, previous studies on soil profile prediction based on soil characteristics constitute a solid foundation for us to carry on this work.
Predicting Soil pH

Soil Dataset
The soil dataset includes soil sampling of 3, 809 fields, which are extracted from a large raw agriculture dataset of the CONSUS project. The soil datasets were collected from a widely distributed agriculture area of the UK. These fields grow many different plants, but the collected datasets were mainly focus on crops, fruits, vegetables, and grass. Each record in the dataset corresponds to one field, which includes field information, location information (longitude, latitude), chemical features (pH, P, K, Mg), and soil texture (sand, clay, and silt percentage). According to [10] , soil pH is the most important attribute. The values of this attitude are between 0 and 14, but, they are mainly from 5 to 8.5 for cultivated fields in our dataset.
Features based on Nearest Fields
The number of fields, which have nearest fields within the radius of 250m, is the highest and most fields have neighbours within the radius of 2, 000m (3,760 of 3,809 fields, as shown in Table 1 ). But, there are several fields that only have nearest fields in the radius of 10, 000m (10km). There are about 50 fields without neighbours within the radius of 2, 000m. Our approach is based on field's location. For each field in the dataset, we can get the nearest fields that are within a radius of a given field (based on spatial queries). The radius (in meters) is the maximum allowed distance between the given field and the returned list of nearby fields. In our experience, the radius is in the range between 200 − 2, 000m.
To predict the pH attribute of data object y (or field y), we estimate the average, maximum, and minimum pH values based on the pH values of the returned list of nearby fields of y and the distance Dist between the centre of the list and the location of y.
pH min (y, r i ) = min(pH(x j )); pH max (y, r i ) = max(pH(x j ));
where k is the number of neighbours in the radius of r i (e.g. 200m, 300m, 400m, and 500m), x j is the neighbour field in this region ( j={1..k}), and x centre is the centre of k neighbours for each radius r i (m).
Data Mining Techniques for Prediction
There are many data mining techniques used for soil classification and prediction. In our study, we propose to use common data regression techniques to predict soil pH. These techniques include Linear regression (LR), Support Vector regression (SVR) [3] , Decision Tree Regression (DTR) [14] , Least Absolute Shrinkage and Selection Operator (LASSO) [13] , Random Forests (RF) [5] , and Gradient Boosting Regression Tree (GBRT) [5] . In our experiments, we use Scikit-learn toolkit (https://scikit-learn.org/) to deploy and evaluate these techniques.
Experimental Results
In our experiments, the comparative evaluation of the prediction models is based on the coefficient of determination (R 2 ) and the mean absolute error (MAE). The best possible coefficient score R 2 is 1.0 and the worst is 0.0. A constant model that always predicts the expected value of y, disregarding the input features, would get a R 2 score of 0.0. In the first experiment, we apply six regression techniques (LR, SVR, LASSO, DTR, RF, and GBRT) on a part or the whole dataset depending on the evaluated features. For example, when evaluating a group of features related to the radius of 200m, only 756 fields have neighbour fields, therefore the size of data for evaluating CropName+Min/Max/Avg200 features is (756, 4) ( Table 2 ). The obtained results for Soil pH prediction were very low with owned field features (1st row of Table 2 ). The results improved significantly when adding average pH features. We achieved high results with CropName+Min/Max/Avg400 features.
In another experiment, we evaluated the contribution of features to prediction. Only three regression techniques have returned high scores; these are LR, SVR and GBRT. We have also evaluated the CropType feature, which represents a mapping of the crop name to a crop type list (including Crops, Vegetables, Table 2 . Result of Soil pH regression based on radius-based features llcn * : Long/Lat/CropName; r200 * * : CropName+Min/Max/Avg200 Fruits, and Grass) by using lists of concepts and instances from the AgriOnto ontology [8] . Although the CropName feature contains over 40 different crop names, it is mapped to the CropType feature with four crop types. The results are approximately the same for both experiments (3rd, 4th row of Table 3 ). In the next experiments, we extended the number of features to include more radius values. As shown in Table 4 , it calculates the average pH value of neighbours in the radius ranging from 200m to 2, 000m. The same algorithms achieved their highest scores at the radius values 400m and 500m.
Conclusion and Future Work
We presented a short study on soil properties and how to construct soil profiles which can be sued in crop yield management. We proposed an approach to predict soil pH based on the average pH values of the nearest neighbour fields. This can be applied to predict other characteristics of the soil profile if these characteristics were missing. With large soil dataset, our approach based only on neighbour fields has a great potential not only for pH prediction but also to predict other soil features. As a result, we plan to extend our model and perform more experiences to predict other soil characteristics. Moreover, the weather data or crop yield are also highly valuable to add into prediction models.
