In this work, the existence, uniqueness and regularity of solutions to the time-dependent Kohn-Sham equations are investigated. The Kohn-Sham equations are a system of nonlinear coupled Schrödinger equations that describe multi-particle quantum systems in the framework of the time dependent density functional theory. In view of applications with control problems, the presence of a control function and of an inhomogeneity are also taken into account.
Introduction
The time-dependent density functional theory (TDDFT) was introduced to model multi-particle quantum systems avoiding the solution of the full Schrödinger equation (SE) in multi-dimensions [6, 8, 9, 10] .
The central concept of TDDFT is to describe the configuration of a N -particle quantum system using the density function ρ that depends on the n-dimensional physical space coordinates and time. This is in contrast to the wave function representation of the full Schrödinger problem where n·N space coordinates are involved.
Specifically, in the TDDFT framework a system of N nonlinear SEs is considered that governs the evolution of N single-particle wave functions Ψ = (ψ 1 , . . . , ψ N ), ψ i = ψ i (x, t), x ∈ R n , t ∈ R. These SEs are coupled through a potential that depends on the density ρ(x, t) = N i=1 |ψ i (x, t)| 2 . This time-dependent Kohn-Sham (TDKS) system is given by i∂ t Ψ(x, t) = I N ⊗ −∇ 2 + V ext (x, t; u) + V (x, t; Ψ) Ψ(x, t), Ψ(x, 0) = Ψ 0 (x) (1) where ∇ 2 is the Laplacian, V ext is an external potential that includes the confining potential, e.g., the surrounding walls or the Coulomb potential of the nuclei of a molecule, and, possibly, a control potential. V denotes the coupling KS potential. See [9] for a review on this model.
The purpose of our work is to theoretically investigate (1), with a given control function u ∈ H 1 (0, T ), and an adjoint version of (1) that appears in the following optimal control problem min (Ψ,u)∈(W,H 1 (0,T ))
where ν > 0 is a weight parameter and J 1 depends on the whole solution Ψ, while J 2 depends on the wave function at the final time Ψ(T ) only. The functionals J 1 , J 2 are assumed to be lower semicontinuous and Fréchet differentiable with respect to Ψ.
To characterize the solutions to (2) using the adjoint method [1] , the following adjoint equation is considered. 
where we again denote by Ψ the adjoint variable while the solution to (1) is denoted with Λ. We remark that (3) has a similar structure as (1) with an additional inhomogeneity resulting from the Fréchet derivative D ψ J 1 (Λ)Λ of J 1 with respect to the wave function, as well as additional terms resulting from the linearization of the Kohn-Sham potential. On the other hand, V now depends on Λ and is no longer a function of the unknown variables. The derivative of J 2 gives a terminal condition for (3) that evolves backwards in time.
In this paper, we theoretically analyse (1) and (3) as two particular instances of a generalized TDKS equation, proving existence and uniqueness of solutions. At the best of our knowledge, this problem is only addressed in [5] for (1) . In this reference, the Author proves existence and uniqueness of solutions assuming that the Hamiltonian is continuously differentiable in time. We improve these results in such a way that this theory can accommodate TDKS optimal control problems. In particular, existence and uniqueness of solutions with similar regularity as in [5] are proved also in the case when the external potential is only H 1 and not C 1 . These results are achieved in the Galerkin framework. We remark that by this approach, we address the TDKS equation (1) and its adjoint (3) in an unique framework. Notice that the adjoint problem has a different structure that can make it difficult the use of semi-group theory.
This paper is organized as follows. In Section 2, we discuss the KS potential V and the external potential V ext . Further, we formulate our evolution problem in a weak sense that embodies both (1) and (3) . Also in this section, we discuss the initial and boundary conditions, and provide specific assumptions on the potentials and the spatial domain Ω and the time interval (0, T ) where the KS problem is considered. In Section 3, we investigate some properties of the KS potential and discuss continuity properties of the bilinear form resulting from the weak formulation. In Section 4, we use the Galerkin framework to obtain a finite dimensional approximation of our weak problem. In Section 5, we present energy estimates for the finite dimensional representation and their extension to the infinite dimensional case. In Section 6 and 7, we prove existence and uniqueness of solutions to our weak problem. First, we prove convergence of the Galerkin approximation to the infinite dimensional solution and use our results on the Lipschitz properties of the potential to prove uniqueness of this solution. In Section 8, assuming Ψ 0 ∈ H 1 0 (Ω), we prove that the solution of our problem has higher regularity. The Sections 6, 7, and 8 present our main theoretical results. A section of conclusion completes this work.
The model description
In this section, we introduce the weak formulation of our evolution problem, define the potentials and discuss our assumptions. To introduce the weak formulation of the evolution problem, we define the following function spaces. We use L 2 (Ω; C N ) where (·, ·) L 2 is the scalar product defined as follows
and · L 2 denotes the corresponding norm. Further, we denote by (·, ·) C the scalar product for C N and | · | is the corresponding norm. The scalar product of the
and · H 1 denotes the corresponding norm. Furthermore, the following spaces of functions of time and space with function values in C
) and the space of solutions W := {u ∈ X such that u ′ ∈ X * }. We prove the existence of a solution of the controlled Kohn-Sham model (1) and at the same time of (3) on a bounded domain Ω ⊂ R n , n = 3, with homogeneous Dirichlet boundary conditions. For this purpose, we denote by Ψ ∈ X the vector of the wave functions corresponding to N particles
and assume that ψ j (x, t) = 0 for x ∈ ∂Ω and consider the initial condition ψ j (x, 0) = ψ 0,j (x) with ψ 0,j ∈ L 2 (Ω; C). Moreover, to include a possible inhomogeneity of the PDE, we consider the function F ∈ Y defined as follows
where f j ∈ L 2 (0, T ; L 2 (Ω; C)). The wave function Ψ gives rise to the density ρ defined as follows
which is used to characterize the nonlinear potential V (x, t; Ψ). The dependence of V on Ψ is always through the density ρ, so we may also write V (x, t; ρ). In the local density approach (LDA) framework, V is given by the sum of the Hartree, the exchange, and the correlation potentials. We have
V x is often derived from an approximation called the homogeneous electron gas [8] and then given by V x = cρ(x, t) β , where c is a negative constant and 0 < β < 1 depends on the dimension n. For the correlation potential V c only numerical approximation exists. In the course of the years, physicists and quantum chemists have developed a collection of different V c functions. Similar to Jerome [5] , who uses a Lipschitz assumption on V x + V c , we make some general assumptions on the structure of the potentials rather than using an explicit form for one of the approximation used in applications. The external potential is given by
where V 0 models a confinement potential, e.g., a harmonic trap in a solid state system or a molecule. The control potential V u (x)u(t) may represent a gate voltage applied to the solid state system or a laser pulse on the molecule. We consider problems (1) and (3) in a unified framework by introducing a parameter α that indicates the case (1) by α = 1 and (3) by α = 0. The inhomogeneity F can be zero as in (1) or given as in (3) . The equations are studied in the following weak form:
Find a wave function Ψ ∈ X with Ψ ′ ∈ X * , such that
a.e. in (0, T ) and ∀Φ ∈ H 1 0 (Ω; C N ),
where the bilinear form B(Ψ, Φ; u) is defined as follows
The additional terms of the adjoint equation are given by
where
We remark that when studying the adjoint equation, the adjoint variable is also denoted with Ψ, and Λ = (λ 1 , . . . , λ N ) corresponds to the solution of the forward equation (1) . As we later prove in Theorem 6, the solution of the forward equation Λ is in L 2 ((0, T ); H 2 (Ω)) and the embedding H 2 (Ω) ֒→ C(Ω) guarantees that Λ(t) is bounded a.e. in (0, T ), see, e.g., [3, p. 332] . Here, C(Ω) is the space of continuous functions with the norm f C = max k=1,...,N sup x∈Ω |f k (x)|, In a quantum control setting, the inhomogeneity F is zero in the forward equation and contains the derivative of J 1 with respect to the wave function in the adjoint equation. However, for generality we allow a nonzero F when studying (1) . As in the argument above, Λ and J 1 (Λ) are continuous functions of x and hence in L 2 (Ω). To incorporate a final condition Ψ(T ) instead of an initial condition Ψ(0), we substitute t → T − t. Now, we want to summarize our assumptions that we make throughout our paper. Assumption 1. We consider the following. a. A bounded domain Ω ⊂ R n with n = 3 and a Lipschitz boundary; and, for the improved regularity in Theorem 6 and 7, ∂Ω ∈ C 2 .
b. The correlation potential V c is uniformly bounded in the sense that
this is the case, e.g. for the Wigner potential [14] .
c. The exchange potential V x is Lipschitz continuous in the sense
, for Ψ and Υ being weak solutions of (9) and locally Lipschitz continuous for
cf. the similar assumption in [5] . This assumption will be motivated further in Remark 1.
d. V x and V c are weakly differentiable as functions of ρ and ∂Vxc ∂ρ (ρ)ρ is bounded for finite values of ρ. For V x = cρ β , this can be shown directly:
e. The confining potential and the spacial dependence of the control potential are bounded, i.e.
; as we consider a finite domain, this is equivalent to excluding divergent external potentials.
f. The control is u ∈ H 1 (0, T ). This a classical assumption in optimal control, see, e.g. [12] .
g. Ψ 0 ∈ L 2 for existence and uniqueness of the forward and adjoint equations and Ψ 0 ∈ H 1 for the improved regularity. For the adjoint equation, we assume that the solution of the forward problem Λ is in L 2 (0, T ; H 2 (Ω; C N )), this can be shown by applying Theorem 6 to the forward problem.
Preliminary estimates
In this section, we study continuity properties of the KS potential and of the bilinear form. We begin with a general result on the Coulomb potential w(x) = 1 |x| . Then we investigate the continuity of the Hartree potential that is defined as the convolution of w with the density ρ, and of the KS potential in more detail. Finally, we prove some estimates for the bilinear forms B and D.
Lemma 1. Given a bounded domain Ω ⊂ R n containing the origin, it holds that w ∈ L p (Ω) if and only if n > p.
Proof. By B R (0) := {x ∈ R m : |x| < R}, we denote the open ball of radius R ∈ R + around the origin. Consider now a ball B R (0) ⊂ Ω. Then by using spherical coordinates and the fact that |x| does not depend on the orientation of x, we get (see e.g. [4] )
where Γ is the Γ-function. Outside this ball, 1 |x| is globally bounded.
Proof. We adapt Lemma 5 in [2] to our case of vector valued functions. To this end,
Using this fact and setting Υ = (v 1 , . . . , v N ), we have
Now, we apply this to
and Υ = Ψ, Φ 1 = Φ − Ψ, Φ 2 = Φ for the first term, and Υ = Ψ, Φ 1 = Φ − Ψ,Φ 2 = Ψ for the second term, we find
With this, the proof of Lemma 5 in [2] extends to the vector case.
Proof. First, we show that ρ(Ψ) is a continuous mapping from
where c := ψ L 2 and we use Cauchy-Schwarz inequality.
Second, V H is a continuous function of ρ as follows
where Lemma 1 and Young's inequality [11, Theorem 14.6 ] are used. Finally, since V x and V c are pointwise differentiable as functions of ρ, they are also continuous.
We continue with some estimates for the bilinear form B for arbitrary wave functions.
Lemma 4.
There exist positive constants c 0 , c 1 , c 2 and c 3 such that the following estimates hold
Re
and
Proof. For D(Ψ, Φ) given by (11), we use the fact that Λ(·, t) ∈ L ∞ (Ω) and Assumption 1 (d) to get
where Young's inequality, see e.g. [11, Theorem 14.6] , is used. Together, we have the desired bound on D with c 0 = c
For the second estimate, we first recall that the embedding H 1 (0, T ) ֒→ C[0, T ] is continuous and compact (see, e.g., [3] ), hence there exists a positive constant K such that u C[0,T ] ≤ K u H 1 (0,T ) for any u ∈ H 1 (0, T ); this is used for the control u. Consequently, recalling (10), we obtain the following estimate
hence there exists a constant c 1 such that (15) holds. The estimate (16) is easily verified with the above estimates for D,
To prove the last statement, we recall (10), and similar to (18) we have the following
Taking the real part of this equation results in
Adding Ψ 2 L 2 on both sides we obtain
A Galerkin approach
In this section, we introduce a finite-dimensional subspace P m of H 1 0 (Ω; C N ), and show existence of a unique solution of (9) in this subspace. To this end, we take
is a normalization parameter. For a fixed positive integer m, we define a function Ψ m as follows
where the coefficients d
for k = 1, . . . , m. The space spanned by the first m basis functions is called
Moreover, by testing (9) for Φ = Φ k , we obtain the following
for almost all 0 ≤ t ≤ T and all k = 1, . . . , m. Thus we seek a solution Ψ m in the form (22) that satisfies the projection (25) of problem (9) onto the finite dimensional subspace W m = L 2 (0, T ; P m ).
Proof. We want to show local Lipschitz continuity in d m , i.e. that for every ǫ > 0 there exists a positive constant L such that
. For a wave function in the Galerkin subspace with d m ∈ B ǫ (0), we have the following bounds
From these two bounds, we obtain Ψ m H 1 ≤ (c m + 1)m 2 ǫ 2 . Now, we prove local Lipschitzianity for the different potentials. Consider Ψ m and Υ m with coefficients in B ǫ (0). We obtain the following
where the constant L depends on the dimension of the Galerkin space m, the norm of the derivatives of the basis functions C m and ǫ.
For the exchange-correlation potential, we have from the Assumption 1 (b) and (c) the following estimates
Using the estimates (26) and (27), we have
Further, we have
All together, we have that
To show existence of a unique solution in the finite-dimensional Galerkin space, we use the Carathéodory theorem, see, e.g., [13] , because the time-dependent coefficients satisfy our differential equation only almost everywhere.
Theorem 1 (Carathéodory). Consider the following initial value problem
Let S = [0, T ] × R m and assume f satisfies f (·, y) ∈ L 1 (0, T ) for fixed y and a generalized Lipschitz condition
Then there exists a unique absolutely continuous solution satisfying (28) a.e. in Proof. Assuming Ψ m has the structure (22), we note from the fact that Φ k are an orthonormal basis that
Furthermore
Then (25) becomes a nonlinear system of ODEs as follows kl ∈ H 1 (0, T ) through u, the right hand side is also in L 2 (0, T ) and therefore the required L 1 (0, T )-bound exists. Hence, we can invoke the Carathéodory theorem to show that (31) has a unique solution in the sense of Theorem 1.
Energy estimates
In this section, we discuss energy estimates concerning our evolution problem that are used to prove existence of solutions in W . Further, we apply these energy estimates for solutions in W to show uniqueness of the solution.
a.e. in (0, T ). Then there exist positive constants C, C 0 , C 1 , C ′ and C ′′ such that the following estimates hold
ess sup
The same estimates hold for a Ψ ∈ W solving (9).
Proof.
Estimate 1 Testing (32) with Ψ(·, t), we obtain
a.e. in (0, T ). This equation is equivalent to (see e.g. [4] )
Now, we notice that the left-hand side is purely imaginary, while the terms (V (Ψ)Ψ, Ψ) L 2 and B(Ψ, Ψ; u) apart from D(Ψ, Ψ) are purely real. Consequently, by splitting (39) into real and imaginary parts, we obtain the following
Now, using Lemma 4 and definingc 0 := (1 − α)c 0 , equation (40) becomes as follows
By defining η(t) := Ψ(t) 2 L 2 and ξ(t) := F (t) 2 L 2 the previous inequality becomes as follows
a.e. in (0, T ). Thus, by applying the Gronwall inequality [4] in the differential form, we obtain the following
Notice that by (24), it holds that
Consequently, by using (44), we know that there exists a positive constant C such that the following estimate holds max
For Ψ ∈ W , we have the continuous embedding W ֒→ C([0, T ]; L 2 (Ω; C N )), see, e.g. [4, p. 287] . With this, we can evaluate Ψ at time t and find the same estimate if Ψ ∈ W solves (9).
Estimate 2
Taking the real part of (39), we find
From the assumption 1 (c) and using (33), we obtain the following
By Lemma 4, it holds that Im
Combining these two estimates one concludes (34).
As for the first estimate, the same applies in the case when Ψ ∈ W solves (9).
Estimate 3 For the second bound, we simply combine Lemma 4 with (34) and (33). We have
If Ψ ∈ W , one has to use the fact that given u k ⇀ u in L 2 (0, T ; H 1 0 (Ω)) with the uniform bound ess sup 0≤t≤T u k (t) ≤ C it follows that ess sup 0≤t≤T u(t) ≤ C. With this fact, we obtain ess sup
Estimate 4 First, we need an adequate bound for the term (V (Ψ)Ψ, Φ) L 2 for any Φ ∈ L 2 (Ω; C N ). For this reason, we write the following
To bound V H , we use the Cauchy-Schwarz inequality, Lemma 2, and (35) to arrive at
Next, we recall that x → V c (x, ·) is bounded (Assumption 1 (b)) and V x is Lipschitz continuous (Assumption 1 (c)). Consequently, from (46), it follows that there exists a positive constant K ′ such that the following holds
L and F Y . By summing term-by-term (40) with (41), we get the following
Adding to both sides the term c 3 Ψ 2 L 2 , where c 3 is the same as in Lemma 4, we obtain the following
Next, by applying Lemma 4 and using (48) we get the following
By manipulating (51) and integrating over (0, T ), we have
which implies that
where we used (33). Using the dependence of K ′ on the data, the previous (53) implies that there exists a positive constant C ′ such that
The same calculation can be done for Ψ ∈ W being a solution of (9).
Estimate 5 Fix any
Next, utilizing (9) with Ψ ∈ W m , we obtain
a.e. in [0, T ]. Using the decomposition of v, this implies that
(Ω) → C denotes the dual pairing for H 1 0 (Ω) and its dual H −1 (Ω). By using the Cauchy-Schwarz inequality and Assumptions 1 (b) and (c) and v 1 H 1 ≤ 1, we have that there exists a positive constantK such that
By recalling Lemma 4, (47) and v H 1 ≤ 1, we obtain that there exists a positive constantC such that
and from (58), we have the following
This implies that
By integrating over (0, T ) and using (36), we obtain that there exists a positive constant C ′′ such that the following estimate holds
where X * = L 2 ((0, T ); H −1 (Ω)) and the proof for Ψ ∈ W m is completed. For Ψ ∈ W , no decomposition is necessary in (57), so we can use v 1 = v, v 2 = 0 and apply the same estimates to conclude our proof.
Existence of a weak solution
In the preceding section, we have shown the estimates in Theorem 3 for solutions Ψ m ∈ W m in the Galerkin subspace. In this section, we use these estimates to show the existence of a solution in the full Sobolev space W . To this end, we make use of the following embedding theorem by Lions [7, 1.5.2] . 
is compactly embedded in L p (0, T ; B).
Theorem 4. Problem (9) admits a weak solution, i.e. there exists a Ψ ∈ W such that
Proof. Consider a sequence {Ψ m } ∞ m=1 of solutions of the Galerkin problem (32), then according to the estimates (33), (36), and (37) in Theorem 3, the sequence is bounded in X and {Ψ
see, e.g., [4] . Moreover, by Lions' theorem (Lemma 6) we know that W is compactly embedded in Y := L 2 (0, T ; L 2 (Ω)), consequently, we have strong convergence of the subsequence Ψ m l → Ψ in Y .
Next, we fix a positive integer M and construct a test function
where {d
are given smooth functions. We choose m ≥ M , multiply (25) by d k m (t), sum over k = 1, . . . , M , and integrate with respect to t to obtain the following
By setting now m = m l and by recalling continuity of V (Ψ) from Lemma 3 and strong convergence Ψ m l → Ψ in Y , we can pass to the limit to obtain
This equality holds for all Φ ∈ X as functions of the form (62) are dense in X. Hence, in particular
for any v ∈ H N ) ). It remains to prove that Ψ(·, 0) = Ψ 0 . For this purpose, we first notice from (64) that the following holds
We set m = m l and use again the considered convergences to find
because Ψ m l (0) → Ψ 0 . As Φ(0) is arbitrary, by comparing (66) and (68) we conclude that Ψ(0) = Ψ 0 .
Uniqueness of a weak solution
We have shown that there exists at least one solution Ψ ∈ W of (9). Now, we can apply the extension of Theorem 3 to the space W and use the Lipschitz properties of the potentials to show that the solution is indeed unique. Proof. Seeking a contradiction, we assume that there exists two distinct weak solutions of (9) Ψ and Υ in W with Ψ − Υ X > 0. Therefore, we have
for all test functions Φ ∈ H 1 0 (Ω; C N ). Subtracting term-by-term (70) from (69) and definingΨ := Ψ − Υ we obtain the following
By testing the previous (71) with Φ =Ψ(t), we obtain
Similarly, as for (39) we have
Now, we notice that the left-hand side is purely imaginary. Consequently, by taking the imaginary part of (73), we obtain the following
From (74) and (14) in Lemma 4, we get
Using Lemma 2, Assumptions 1 (b), (c), (33), and Theorem 3, we obtain
By applying the Gronwall's inequality, we obtain the following
By noticing that
and by recalling that η(0) = Ψ (0) L 2 = 0, we obtain that Ψ L 2 ≤ 0 a.e. in (0, T ), and the claim follows.
Improved regularity
We have established the existence and uniqueness of a solution to (9) in W . Although our methodology and assumptions on V differ from [5] , our result is similar to [5] . Now, we improve these results in the case Ψ 0 ∈ H 1 0 (Ω). With this setting, we prove that the solution to (9) is twice weakly differentiable in space and its first spatial derivative is bounded.
Lemma 7 (Difference quotients). Assume that for fixed
where C may depend on u, e.g. on u L p (Ω). Furthermore, the statement holds for the case of two half-balls Ω = {|x| < R} ∩ {x n > 0} and V = {|x| < 
Proof. To extend the results in [4, §6.3.2, Theorem 4], two issues have to be treated carefully. First, the nonlinear potential has to be bounded in a suitable way and, second, extra care has to be taken when changing the coordinates.
The nonlinear potential has to be bounded in such a way that Lemma 7 can be applied. Therefore, we need to find a constant c such that
where c is allowed to depend on ϕ. This can be done using Lemma 2 as follows
and using Assumptions 1 (c) and (b), we obtain
Now, we can apply Lemma 7 to obtain that the solution is in H 2 (U ) for a half-ball U .
Furthermore, in the proof it is necessary to locally flatten out the boundary. This is done by a C 2 -map that keeps all the coordinates apart from one dimension which is transformed onto a line. This ensures that the determinant of the Jacobian is equal to one.
The coordinate transformation of the Laplacian and the linear external potential is as for standard parabolic PDEs. The exchange and correlation potentials do not explicitly depend on space and time but only pointwise on the wave function. Hence a change of coordinates does not change the potential. For the Hartree potential, however, more care is needed. Let the change of coordinates be given by
Regarding the Hartree potential, one has to account for the fact that the transformation k is only locally defined as a C 2 map, so the transform to a global integral operator is not well-defined. However, it is possible to evaluate V H (Ψ)(x) as V H (Ψ)(x) in x = k(x).
With this preparation, let U be the image of a half-ball under k. Then we
As Ω is compact, it can be covered with finitely many sets U i , so we find
Now the standard proof for elliptic equations based on difference quotients can be applied, e.g., [4, §6.3.2, Theorem 4].
Furthermore the following estimate holds
Proof. We recall (35), that is,
which means that Ψ ∈ L ∞ (0, T ; H 1 0 (Ω)). For ∂ t Ψ, we consider the Galerkin space W m and take a fixed m, multiply (25) with ∂ t d k m (t), and sum for k = 1, . . . , m to obtain the following
a.e. in (0, T ). For D(Ψ m (t), ∂ t Ψ m (t)), we have
where we use Young's inequality for products. For D H , we use Young's inequality for convolutions [11, Theorem 14.6 ] and the fact that Λ ∈ L ∞ (Ω). We have
where w represents the Coulomb potential. Consequently, by (81) and (82), we get the following
Estimate (82) is used together with (80) to obtain the following
where we use Lemma 2 and Assumptions 1 (b) and (c) to estimate V . Next, by using Cauchy-Schwarz inequality, (35) and Young's inequality with an arbitrary positive ǫ, we get
where Γ is a constant depending only on
K. Now, we choose ǫ small enough, that is ǫ < 1 Γ and integrate from 0 to T . We obtain
Using (33) and (35), this gives
Passing to the limit as m → ∞ we find Ψ ′ ∈ Y . Now, we rewrite (9) for a fixed time t as follows
where Ψ is the solution to (9) . Using Theorem 3 we have that the solution is bounded and, therefore, the estimate in Lemma 8 holds. We have
where A(t) = −F (t) + i∂ t Ψ(t). Next, we integrate (86) from 0 to T , and use (36) and (84) to obtain the following (Ω), and F ∈ H 1 (0, T ; L 2 (Ω)) hold, then for the solution of (9), we have
Proof. Take a fixed m ≥ 1. Differentiate (25) with respect to t, multiply this equation with ∂ t d k m (t), sum over k, and integrate over t to obtain
For the left-hand side, we have
We remark that for any f (Ψ, x, t) ∈ R, we have
Hence, using this result for the product terms in (89), we get
Taking the imaginary part of (89) and using (90) and (91) gives the following
From this, using (14), we obtain the following
By (78), ∂ t Ψ m Y is bounded by F and Ψ 0 . Hence, there exists a constant c 6 depending only on T , Ψ 0 L 2 , F Y and u H 1 (0,T ) , such that the following holds
To bound ∂ t Ψ m (0) 2 L 2 , we test (25) with ∂ t Ψ m (0) to obtain
Here, we used (48) for the nonlinear potential and we use the modified proof of Lemma 4 by replacing (∇Ψ, ∇Φ) L 2 by ∇ 2 Ψ, Φ L 2 using integration by parts. Dividing by ∂ t Ψ m (0) L 2 gives
Furthermore, we have Ψ m (0) H 2 ≤ C Ψ 0 H 2 ; see, e.g., [4, p. 363] . Using this in (93) gives the following
Therefore, using (94) in (92), we obtain the following
Taking the limit m → ∞, we find Ψ ′ ∈ L ∞ (0, T ; L 2 (Ω)). Using this result in (87), we have that Ψ ∈ L ∞ (0, T ; H 2 (Ω)) and Ψ is globally bounded by a constant c 8 depending on T , Ψ 0 L 2 , F Y and u H 1 (0,T ) as follows ess sup 
Remark 1. By (95), the solution of (9) is everywhere and for almost all times bounded by a constant. As V x (Ψ)Ψ is a convex function of Ψ, it is hence Lipschitz continuous for solutions of (9). Assumption 1 (c) is hence a reasonable assumption as it holds for all solutions.
Conclusion
In this paper, the existence, uniqueness and improved regularity of solutions to the time-dependent Kohn-Sham (KS) equations and related equations were proved. These results were proved considering a representative class of KS potentials. This work is instrumental for investigating optimal control problems governed by the KS equations.
