Online advertising enables advertisers to reach customers with personalized ads. To maximize the probability of customer engagement, advertisers are interested in targets: showing a particular ad to a customer segment through an online channel. In the online advertising portfolio optimization problem, advertisers decide which targets to bid on in online ad auctions. Collaborating with Adobe, we observe that data for most targets is limited, implying the need to learn their value. We study online advertising portfolio optimization problem as a Multi-Armed Bandit (MAB) problem with periodic budgets. At the beginning of each time period, an agent (advertiser) needs to determine which set of arms (portfolio of targets) to pull to maximize the expected total revenue (revenue from clicks/conversions), while maintaining a total cost (costs from auction payments) within the budget (advertising budget). In this paper, we formulate the problem, and develop an Optimistic-Robust Learning (ORL) algorithm that uses ideas from Upper Confidence Bound (UCB) algorithms and robust optimization. For this, we prove that the expected regret of the algorithm is bounded over time. Additionally, through simulations based on synthetic data and real-world advertising portfolio data, we can show that the algorithm reduces regret by at least 10-20% compared to benchmarks.
Introduction
Due to the tremendous growth in personalized data and online channels, advertisers have gained the ability to create ad campaigns that target advertisements to specific customer segments through a variety of online channels. Each such combination of ad, segment, and channel forms a different target. An example of a target can be showing a particular website link to users searching for a particular keyword on Google. In general, publishers of online advertisements (e.g., Google, Facebook) have a limited supply of advertising slots on their platform when compared to the large demand from advertisers for showing advertisements. For this reason, many publishers run realtime auctions to determine which advertiser gets to show their ad to the platform's visitors. The market associated with these online advertising auctions is large and growing rapidly. According to PricewaterhouseCoopers (2017) , in the United States alone, online advertising revenues were on the order of $40.1 Billion in the first half of 2017 and had increased by 22.6% when compared to the first half of 2016. Thus, it is important for the publishers to create the right auction platform and for the advertiser to place the right bids in these auctions.
Previous studies have largely focused on the auction and ad allocation problem of the publishers.
In contrast, through a collaboration with Adobe, we focus on the online advertising portfolio optimization problem that advertisers face in practice (for example, Adobe's clients). We observe that publisher's platforms require online advertisers to maintain portfolios of targets that they are interested in, and to update these portfolios on a periodic basis. The publisher allows the advertiser to update the portfolio at the beginning of each time period (often an hour or day), and will only give feedback on the performance of the portfolio at the end of the time period. During the period, whenever a user visits, the platform will place a bid if the advertiser selected the corresponding target. Thus, the advertiser wishes to select the portfolio of targets (at the beginning of the period) that will result in the largest advertising revenue (by the end of the period). Simultaneously, the advertiser only has a limited advertising budget to spend (during the period). Outspending this periodic budget leads to lost revenues. This is caused by the advertiser being unable to participate in any further ad auctions during that period once a period's advertising costs exceed the budget.
The periodic advertising revenue of a target comes from clicks or conversions, i.e., revenues are gained when customers click on ads and possibly generate purchases. At the same time, the periodic advertising cost of a target is dictated by the payments that need to be made in the auctions during the period, i.e., costs are incurred when auctions are won and possibly result in customer clicks.
Feedback on these revenues and costs is not available for every ad impression served or clicked but rather provided by the platform in a delayed manner (Google Adwords 2018) . This causes advertisers to periodically update their portfolios whenever they receive new feedback. Before a time period, the advertising revenues and costs of that new period are unknown to the advertiser, due to their dependence on random factors such as the conversion behavior of customers and the bidding of competing advertisers. In addition, the large number of targets (possibly millions) leads to limited data per ad, which makes estimating the expected revenue and cost of each target difficult.
Working together with Adobe, we observe that the difficulty of estimating revenue and costs is not addressed by the current online advertising portfolio optimization software and literature. Current methods periodically solve an optimization model that incorporates deterministic estimates of the expected revenue and cost, which are assumed to be accurate. However, in reality, the estimates may be far from the target's true expected revenue and cost. In the long run, this may cause the repeated selection of less profitable targets, and this may lead to lost profits. In this paper, our goal is to construct a method that is able to learn every target's periodic advertising revenue and cost, yet not sacrifice too much in terms of revenue. As a consequence, we will formulate a complex problem where revenues and costs of targets need to be learned (exploring value), while bidding as often as possible on the most efficient targets (exploiting value). To address this problem, we will cast the online advertising portfolio optimization problem into an exploration-exploitation framework (particularly, a Multi-Armed Bandit problem).
Contributions
The main contribution of this paper is the introduction of the exploration-exploitation framework to the online advertising portfolio optimization problem. This is accompanied by the development of the Optimistic-Robust Learning (ORL) algorithm, that is a new type of algorithm for the MultiArmed Bandit (MAB) problem. In our analysis, we show strong results on the expected regret of our proposed algorithm, both in terms of a theoretical guarantee as well as computational results.
In more detail, our contributions are the following:
1. Online advertising portfolio optimization as a Multi-Armed Bandit with periodic budgets. In comparison to most online advertising literature that focuses on the publisher's perspective, we focus on the advertiser's problem of bidding for the right targets in online ad auctions over a finite time horizon. In reality, advertisers split their advertising campaigns (often last for weeks or months) into time periods (often last hours or days). In each time period, the advertiser's goal is to bid on a portfolio of targets that maximizes advertising revenues under the constraint that advertising costs should not exceed the period's advertising budget. In the stochastic MAB context, in each time period, the agent wishes to pull a set of arms that maximizes revenue while keeping the cost of pulling those arms below the period's budget. This problem differs in two ways from the traditional advertiser's problem and the standard MAB problem. Firstly, the decision-making process features both the offline optimization of the target porfolio and the online learning of each target's revenue and cost estimates.
Previous literature on the advertiser's problem does not account for this online component.
Secondly, the portfolio selection entails pulling multiple arms in a time period bounded by a budget constraint, in which the cost parameters are uncertain. Existing literature on the MAB problem does not study this pulling of an uncertain set of arms. Section 2 describes the online advertising process in more details, and Section 3 introduces the exploration-exploitation framework to the online advertising portfolio optimization problem and formulates it as an MAB with periodic budgets.
2. Optimistic-Robust Learning algorithm incorporating upper confidence bound and robust optimization techniques. We show that the MAB problem with periodic budgets is difficult to solve, even for an oracle that knows the expected revenue and cost of each arm. Therefore, we use techniques from robust optimization to create an oracle policy that is similar to the optimal policy. Robust optimization methods help to avoid the case where the cost of pulling arms exceeds the budget. As the expected revenue and cost of each target are unknown, this oracle policy is not implementable, and hence, we devise the ORL algorithm. We base this algorithm on Upper Confidence Bound (UCB) algorithms, which are well known in the MAB literature, and additionally use robust optimization to protect against exceeding the budget.
This algorithm is able to explore the possible arms (learn the expected revenue and cost), and exploit the valuable arms (generate revenue while staying within budget). Section 4 describes the ORL algorithm.
3. Bound on the expected regret of the Optimistic-Robust Learning algorithm. We show how the parameters of the ORL algorithm can be tuned to achieve a bound on expected regret. We observe that the regret is bounded by a function that is polylogarithmic in the number of time periods and polynomial in the number of arms. The problem that we consider can also be written as a standard MAB problem in which the arms represent collections of targets, but here, the bound on expected regret for usual MAB algorithms is exponential in the number of arms. Section 5 presents and proves the bound on expected regret.
4. Strong computational performance of the Optimistic-Robust Learning algorithm against benchmarks. To benchmark the ORL algorithm, we devise a Sample Average Approximation (SAA) type of algorithm that does not explore unknown targets or account for budget violations.
This approach passively updates the revenue and cost estimates over time. Through simulations under various settings, we observe that the ORL algorithm significantly reduces regret by more than 20% compared to a passive learning approach. Moreover, we develop a UCB type of algorithm that explores unknown targets but does not account for budget violation.
This approach actively tries unseen targets to learn about every target's revenue and cost estimate. In the same simulations, we observe that the regret of the ORL algorithm is at least 10% smaller that of the active learning algorithm. Section 6.1 introduces the benchmarks, and Section 6.2 discusses the results from simulations with synthetic data.
5. Significant regret reduction in simulations based on real-world data. Working together with a large online advertising intermediary, we test the algorithm on instances based on the data from advertising portfolios of Adobe's clients. In these simulations based on real-world data, we observe an improvement of 10-15% over the SAA-based and UCB-based algorithms. Section 6.3 introduces the data from several Adobe clients and tests the strength of the ORL algorithm on this data.
Literature Review
In this work, we study the online advertising portfolio optimization problem that is heavily related, practically, to the literature on online advertising, theoretically, to the literature on Multi-Armed Bandit (MAB) problems, and methodologically, to the literature on Upper Confidence Bound (UCB) algorithms. These topics cover areas in operations research, operations management, revenue management, marketing, and machine learning.
Online Advertising. From a practical point of view, online advertising has recently attracted attention from researchers in the field of pricing and revenue management. Most of this literature has focused on the publisher's problem. Publishers use a variety of methods to sell their advertisement space, ranging from real-time bidding where advertisers bid on advertisement slots to ad contracts where advertisers purchase a fixed number of advertisement slots at a pre-specified price. Using an MAB framework, Cohen et al. (2016) consider a dynamic pricing model that allows publishers to optimally price ad impressions (generated by visiting users) to advertisers. Candogan and Pekeč (2018) devise an algorithm that creates market-clearing prices for publishers that allocate ad slots to advertisers whose valuations for targets might differ depending on the bundle of targets that is won in the auction. In this context, where many publishers use second-price auctions, Golrezaei et al. (2017) develop a boosted second-price auction that improves revenues when the bidding advertisers are heterogeneous in their valuation for ad slots.
The literature on the advertiser's side of the problem is limited. Rusmevichientong and Williamson (2006) analyze the advertiser's problem of selecting the right set of targets when advertising on a search platforms over time. This problem is modeled as a stochastic knapsack problem and develop an adaptive algorithm able to solve this problem. In contrast to our model, this paper assumes that the cost of bidding on a keyword is deterministic. Borgs et al. (2007) consider the problem from a game-theoretic perspective, where multiple bidders with limited budgets participate in auctions for multiple targets and multiple ad slots. More recently, in Balseiro and Gur (2018) , the problem of selecting how much to bid on a single target is viewed as a sequential game with incomplete information, as bidders do not know their valuation distribution or their competitor's valuation distribution. This paper shows that an adaptive pacing strategy attains asymptotic optimality when competitor's bids are independent and identically distributed. Pani et al. (2018) consider the online advertising portfolio optimization problem where an advertiser selects both which targets are of interest and how much to bid on them. Contrasting our model based on exploration-exploitation, the revenue and cost of each target are assumed to be known, and hence, the paper focuses on finding a fast algorithm to solve this deterministic problem.
Multi-Armed Bandit Problem. On the theory side, the literature on the MAB problem is extensive. Originally proposed by Robbins (1952) , Lai and Robbins (1985) , and Auer et al. (2002) , the standard stochastic MAB problem is an example of the trade-off between exploration and exploitation. In the original setting an agent has n arms available, each delivering revenues from unknown distributions once pulled. The agent's goal is to learn the revenue of each arm and pull the best one in each time period to maximize its expected total revenue. Fundamentally, the MAB problem is characterized by the trade-off between pulling the best arm based on the gathered information (exploitation) and pulling other arms to gather more information (exploration). Many different types of algorithms have been constructed to balance this trade-off and generate good solutions to this problem. In particular, our algorithm relates to the type of UCB algorithms (Auer 2002 ).
However, our algorithm also uses ideas from robust optimization (Bertsimas et al. 2011) as there are significant differences between the standard MAB and the MAB with periodic budgets.
The original MAB setting assumes that pulling arms is free of cost, but this does not describe the real world sequential decision-making scenarios where pulling an arm can be costly. Some examples of such scenarios are the bid optimization problem in online ad auctions (Borgs et al. 2007 ) and the real-time bidding problem in ad exchanges (Chakraborty et al. 2010) . To address this, Tran-Thanh et al. (2010) introduce the budget-limited MAB. In this problem, every time period, the agent pulls an arm that generates a random revenue and incurs a fixed cost for the agent. The agent has a budget that is diminished every time by the incurred cost, and once the budget is depleted the agent stops pulling arms. This budget constraint is a 'global' constraint that holds over all the time periods that the algorithm runs. Tran-Thanh et al. (2010) discuss that the standard MAB model is not able to describe this problem and propose an algorithm for this problem that achieves a sublinear regret as a function of the budget. Tran-Thanh et al. (2012) devise a new algorithm for this problem that has a logarithmic regret in the budget.
Subsequently, Amin et al. (2012) , Ding et al. (2013) , Tran-Thanh et al. (2014) , Xia et al. (2016) use UCB algorithms to study this problem of maximizing revenue subject to a budget constraint in the setting where both revenues and costs are randomly drawn from unknown distributions.
In particular, Badanidiyuru et al. (2018) extends to the problem of multiple 'global' constraints.
In this case, whenever an arm is pulled, multiple resources are consumed. Each of these resources has their own budget constraint, and once one of the resources depletes, the algorithm has to stop pulling arms. In contrast to the UCB algorithm, Ferreira et al. (2018) propose a Thompson sampling algorithm to solve this problem. In Agrawal and Devanur (2014) , this problem is extended with a concave objective and 'global' convex constraints. The main difference between this literature and our paper is that the previous literature considers an agent that pulls one arm in a time period, whereas we assume that at the beginning of each period the agent needs to select which set of arms to pull. In previous works, the budget constraint is 'global', meaning the algorithm stops when the cost incurred over all time periods exceeds the budget. In our work, the budget constraint is 'local', meaning the cost incurred during each time period should stay below the period's budget.
To the best of our knowledge, in all previous work on the budgeted MAB problem the budget constraint applies to the cost of all arm pulls over the time horizon (i.e., bounding the advertising cost of an entire campaign). However, there are applications such as ad campaigns (often running for weeks or months) for which the time horizon is divided into time periods (often lasting a day or several hours) where each period has its own allocated budget (Pani et al. 2018) . In addition, the advertiser is not able to decide which targets to bid on one by one, but has to select a portfolio of targets at the beginning of the period. The reason for this is that ad platforms only send revenue and cost feedback in a delayed manner at the end of a period (Google Adwords 2018). In such scenarios, at the beginning of each time period, a set of arms is chosen that maximizes the expected total revenue while respecting the period's budget constraint. This paper aims to address the gap between the case where there exists a single budget for the entire time horizon and the case that each time period has its own budget limit. We assume that all time periods have the same budget and access to the same set of arms, each associated with a random reward and cost.
Upper Confidence Bound Algorithms. From a methodological point of view, this paper casts the online advertising portfolio optimization problem in an exploration-exploitation framework. In doing this, we apply the UCB algorithm (Auer 2002 , which is a natural algorithm for MAB problems, to help both learn the value of targets and optimize the portfolio of targets.
The study of UCB-based algorithms has extended well beyond the traditional MAB problem, such as linear contextual MAB problems (Dani et al. 2008, Rusmevichientong and Tsitsiklis 2010 ). An additional challenge in our MAB with periodic budgets is that during the arm selection process the to-be realized costs are unknown. Hence, the selected set of arms might in fact be infeasible to pull. We use techniques from the robust optimization literature to bound the probability that the realized cost of the chosen arms violates the budget constraint. Similar probabilistic guarantees on the feasibility of a solution to a robust optimization problem can be found in . The interested reader is referred to , Bertsimas et al. (2011 ), Gabrel et al. (2014 for an overview on robust optimization.
Online Advertising Process
In this section, we describe the process by which online advertising platforms function. The process Process of online advertising portfolio optimization on an advertising platform during one time period:
a portfolio of targets is selected at the beginning of the period, bids are placed on selected targets if they appear during the period, and the resulting revenue and cost are observed at the end of the period.
In Figure 1 , the clock represents a period, which is often an hour or a day long. At the beginning of the period, the advertiser decides on a portfolio of targets to bid on and communicates these to the platform. During the period, users visit the platform and if a visiting user is among the targets in the portfolio, the platform will place a bid for the advertiser. Inherently, the revenue and cost from each user is random to the advertiser, and hence, the period's revenue and cost for each target is random as well. The period's revenue of a target depends on the number of visiting users, whether the auctions are won, whether the customers click the ad, and possibly whether the customers purchase the item. The period's cost of a target depends on the number of visiting users, whether the auctions are won, and possibly whether the customers click the ad. At the end of the period, the platform gives the advertiser feedback on the total revenue and cost that each target produced during the period.
The nature of this process implies that, at the beginning of each period, the advertiser's objective is to select a portfolio of targets that maximizes advertising revenue, while keeping the advertising cost within the period's budget. Staying within the budget is important to avoid lost revenues. The advertiser cannot participate in any further auctions once the budget is depleted, which could lead to lost revenues. Once a target portfolio is selected at the beginning of a time period, it will not be modified for that specific time period anymore. This has two reasons. Firstly, the revenue and cost data is received in a delayed manner. If no new information is received during the period, there is no reason to update the portfolio. Secondly, the rate with which users visit the platform is very high. If the advertiser would update the portfolio after every user visit, the frequency of updates would need to be very high as well, which requires extensive computational power. Nevertheless, from one period to another, we can use the new revenue and cost information to modify our target portfolio. This illustrates the offline decision-making, where a target portfolio is chosen and not changed during an entire time period, and online learning, where the data obtained during previous periods can be used to make better decisions for the next period.
Figure 2
Process of online advertising portfolio optimization for an advertising campaign of T time periods: a portfolio of targets is selected for the first time period and feedback on their revenue and cost is received, which is information that can be used to update the portfolio of targets for the second time period and so on.
In Figure 2 , the timeline depicts the entire ad campaign divided into T time periods. With the new information provided at the end of a time period, the question is how to update the portfolio for the next time period accordingly. After several time periods, some data is available to select a target portfolio that provides good short-term profits. However, this target portfolio might not yield the best long-term profits, as more data might have given a better indication of the most profitable portfolio. Therefore, this problem lends itself to an exploration-exploitation framework,
where we want to learn the expected revenue and cost of each target while maximizing the expected revenue, or equivalently, minimizing the expected regret. Naturally, we formulate this problem as an altered Multi-Armed Bandit (MAB) problem. In the MAB context, in each period, an agent wants to pull a set of arms that yield maximal revenue while their cost is below the period's budget.
Here, the arms represent the available targets, and a period represents the interval between the time at which a target portfolio is given (by the advertiser to the platform) and the time at which feedback on that target portfolio is received (by the advertiser from the platform).
Multi-Armed Bandit Problem with Periodic Budgets
In this section, we formulate the online advertising portfolio optimization problem as the MAB problem with periodic budgets. First, we describe how the budget affects the expected revenue.
Then, we determine how an oracle policy that does not need to learn expected revenues and costs would maximize the expected revenue. Finally, we define the MAB problem with periodic budget as finding a learning policy that minimizes the expected regret.
Expected Revenue Maximization
Consider the case in which we have access to a total of n arms (targets), indexed by i. Over a time horizon of T time periods, indexed by t, we are interested in maximizing expected revenue by selecting a set of arms to pull while being constrained by a budget B in each period. For this,
we use the binary decision variable x Π it to indicate whether the learning algorithm Π pulls arm i in period t. Additionally, for each arm there is an associated revenue and cost. In particular, we let r it and c it be the random variables representing the to-be-realized revenue and cost if arm i is pulled in period t. For ease of notation, we assume that these observations are independently drawn from distributions supported on [0, 1] with stationary expected revenue µ r i and cost µ c i , yet any bounded distributions suffice. We assume that we always receive feedback about the realized revenues and costs from the arms that were selected.
In each period, we are constrained by a budget B that is assumed to be at least 1. This assumption guarantees that at least one of the arms can be pulled in each period. The implications of this budget are that in a period where the cost is within the budget, we will obtain the usual revenue.
However, if the cost in a period exceeds the budget, we will incur a revenue penalty. In particular, we let L( n i=1 c it x it , B) be the loss function describing which fraction of the portfolio's realized revenue, n i=1 r it x it , will be obtained if the portfolio's realized cost is n i=1 c it x it and the period's budget is B. Altogether, this means that the realized total revenue equals
(1)
We remark that our analysis applies to any general loss function. Nevertheless, in what follows we consider the following two specific loss functions: the fractional loss function and the indicator loss function. The fractional loss function resembles reality and is given by L (
. If the portfolio's realized cost is within budget, the portfolio's revenue is fully obtained. But, if the portfolio's realized cost exceeds the budget, the portfolio's revenue is multiplied by a factor describing roughly how long during the period we were able to bid. The indicator loss function is given by L (
, where the full revenue is obtained if the realized cost is within the budget and no revenue is obtained if the realized cost exceeds the budget. More generally, it is realistic to assume that any loss function equals 1 if the cost is within budget, and is a non-increasing function of the portfolio's total realized cost if the cost exceeds the budget.
In this paper, we assume an indicator loss function, i.e., no revenue is obtained if the total realized cost exceeds the budget. We remark that our analysis in this paper carries over to any general loss function. Thus, we can write the realized total revenue as
where I(·) is the indicator function. In reality, the realized revenue and cost in (1) are not known beforehand. Therefore, we select arms to maximize the expected total revenue,
For every time period t, we want to maximize the inner expression of (3), this problem is denoted by (P ):
Our goal is to construct a learning algorithm Π that does not know the expected revenues and costs (µ r i , µ c i ) nor realized revenues and costs (r it , c it ), but yields revenues that are close to the optimal revenue of (P ). To analyze the closeness in revenue, we will use the notion of expected regret: if we knew the expected revenues and costs, how much more revenue could have been gained over time?
Oracle Policy
In order to formulate the expected regret, we need to understand how an oracle policy that knows expected revenues and costs would function. From (4), we observe that directly maximizing the expected revenue in each period is difficult. More precisely, the second term, the probability that the cost is within the budget, is hard to optimize over, as it is hard to compute. Computing this probability requires convolutions of non-identically distributed random variables, which is NP-hard (Möhring 2001) . Thus, even though a natural idea for the oracle would be to solve (P ), we will focus our attention on a more tractable version.
For this purpose, let us lower bound the probability of staying within budget by 1 − α. Then, we can solve the following problem to find the optimal arms to pull given the required probability of feasibility, we call this problem (P α ):
Now, the optimal solution to (P ) can be obtained by solving (P α ) for all α ∈ [0, 1], and then selecting the solution corresponding to the α that maximizes
We denote the optimal α by α * , and note that (P ) = (P α * ). Yet, for the same reason as before, (P α ) is still intractable for a fixed α. Nonetheless, in the rest of this paper, we propose the following analyzable oracle. The oracle policy applies ideas from robust optimization to relax (P α ) into a tractable problem (RP Λ ):
where we select Λ such that P (
This relationship between Λ and α is specified in Proposition 1. By selecting the smallest Λ that still guarantees P ( n i=1 c it x it ≤ B) ≥ 1 − α, we ensure that the optimal solution of (RP Λ ) equals the optimal solution of (P α ). Hence, by setting Λ in such a way, we might be able to extrapolate our expected regret bound from the case where the oracle solves (RP Λ ) to the case where the oracle solves (P α ). In particular, Proposition 1 describes the smallest Λ such that the probability of exceeding the budget is at most α.
, then for any x t feasible for (RP Λ ),
Proof. By definition of the solution to (RP Λ ) we know that
, and hence,
where the second inequality follows from Hoeffding's inequality.
To formulate our notion of regret, we need to understand the structure of the optimal solution to (RP Λ ). We observe that (RP Λ ) is a robust version of the binary knapsack problem, which is an NPhard problem that cannot be solved to optimality in polynomial time, unless P=NP. Nonetheless, by making an assumption on the parameters of (RP Λ ), the oracle policy is to apply the greedy algorithm that finds an optimal or near-optimal solution to (RP Λ ). The greedy algorithm picks the arms with the largest reward-to-cost ratios. If we order the reward-to-cost ratios in decreasing order (i.e.,
), then the first h arms form the greedy solution in which x it = 1 for all 1 ≤ i ≤ h and x jt = 0 for all h < j ≤ n.
The optimality gap of this solution depends on how much of the budget is leftover. For example, in the case where the expected cost of the first h arms exactly depletes the budget (i.e.,
, the greedy solution is optimal. On the other hand, when a small part of the budget is leftover after subtracting the expected cost of the first h arms (i.e., there exists a δ > 0 such that
, then the greedy solution is near-optimal. In the context of online advertising, the assumption that a portfolio's expected cost fully utilizes the budget B or only leaves a small part of the budget δ > 0 leftover is justified. In the case of online advertising, we mentioned that the number of arms is large (possibly millions) and the expected costs of each arm are rather close and small compared to the budget. Generally, this means that the leftover budget should be negligible compared to the entire revenue, leading to a negligible optimality gap.
In fact, the following proposition shows that the optimality gap shrinks as the number of arms n increases, as long as the periodic budget B is not constant and grows with the number of arms n. In practice, the budget normally increases as more arms are introduced, because it creates more opportunities for additional revenues. Even though the budget might not increase very steeply as the number of arms grows, this result holds regardless of the rate of growth. Thus, the result holds even if the budget grows slowly, for example, log * (n) (that is the number of times to iteratively apply the logarithm function on n before the result is less than one).
Proposition 2. If B increases to infinity as n increases, then the greedy solution converges to the optimal solution of (RP Λ ) as n increases.
Proof. Suppose the greedy solution to (RP Λ ) takes the first h items ordered decreasingly based on their
. If δ = 0, then in fact there is no optimality gap and the greedy algorithm's solution to RP Λ is optimal, and thus, the regret bound in Theorem 1 holds for the case that the oracle is stronger and can solve RP Λ to optimality.
Hence, let us focus on the case that δ > 0. We have that δ < µ c h+1 + Λ, otherwise the greedy algorithm could pick the (h + 1)-th item. Let rev(greedy(RP Λ )) and rev(OPT(RP Λ )) denote the total revenue gained by the greedy and optimal algorithms on (RP Λ ). As discussed in Section 3,
as the greedy algorithm utilized only B − δ of the budget and picked items with better revenue-tocost ratio than item h + 1. Furthermore, observe that
since the right-hand side of (8) is the solution to the LP relaxation of (RP Λ ), as it fully consumes the budget with the best set of items, hence it is an upper bound for rev(OPT(RP Λ )). From (8) we can derive the following:
where the second inequality follows from (7). Furthermore, for (9) we used the fact that δ < ratio decreases. More specifically is the limit of B as n goes to infinity is infinity, then rev(greedy(RP Λ )) converges to rev(OPT(RP Λ )) as n goes to infinity, by applying the squeeze theorem.
Expected Regret Minimization
When the expected revenue and cost of each arm are known, Proposition 1 allows the oracle policy to pull the optimal set of arms for a given feasibility probability α. However, in reality, the expected revenue and cost of each arm are unknown and have to be learned. Fortunately, we can learn from the revenue and cost data that was observed in past periods. In the MAB problem, our goal is to develop an adaptive learning algorithm Π that minimizes the expected regret: the revenue loss due to not knowing the expected revenue and cost. Given that the oracle policy is the greedy solution to (RP Λ ), we define the (cumulative) expected regret as follows,
where R * T represents the revenue of the oracle policy given α, and R Π T represents the revenue of the policy given by learning algorithm Π given α. In other words, we use R * T and x * it to denote the revenue and solution of the oracle, which knows the expected revenue and cost are known, while we use R Π T and x Π it for the algorithm, which does not know the expected revenue and cost.
Optimistic-Robust Learning Algorithm
In what follows, we propose the Optimistic-Robust Learning (ORL) algorithm Π that uses optimistic estimates of the expected revenues, and uses robust estimates of the expected costs. More precisely, for each arm i, the ORL algorithm uses the sample average of revenue and cost, r it and c it , the oracle's robustness, Λ ≥ 0, as well as a revenue bonus Γ it ≥ 0 and a cost bonus ∆ it ≥ 0. In every period t, the ORL algorithm solves the following optimistic-robust problem (ORP Λ ):
where Γ it and ∆ it are selected as later described in Theorem 1. Generally, the sample average of revenue, r it , is a consistent estimate of the expected revenue µ r i , but due to limited data the average might deviate considerably from the expectation. Therefore, we use r it +Γ it as an optimistic overestimate of µ In contrast to Λ in the case where the expected revenues and costs are known, the parameters Γ it and ∆ it can change with time t and the number of times arm i has been pulled,
The intention is that we gain more trust in the sample averages as we gather more data about revenues and costs. This allows us to be less optimistic by shrinking Γ it and less robust by shrinking ∆ it .
To describe the ORL algorithm in more detail, we presume that (ORP Λ ) is solved using the same greedy algorithm as is used when expected revenue and costs are known. This means that the algorithm will select the arms with the highest adjusted reward-to-cost ratios r it +Γ it c it +Λ+∆ it until the budget is depleted. The ORL algorithm runs as follows for a given structure on the oracle's robustness Λ, the revenue bonus Γ it , and the cost bonus ∆ it : Algorithm 1. (Optimistic-Robust Learning)
1. Initialize the sample averages of revenue r i1 and cost c i1 by pulling each arm at least once.
2. Learn the optimal set of arms over the time horizon. For time period t = 1, . . . , T : a. Select arms through solving (ORP Λ ). The optimal solution to (ORP Λ ) is given by setting x Π it = 1 for the arms with the largest estimated reward-to-cost ratios,
, as long as , and the sample average of the cost of arm i by time t + 1
.
Regret Bound
In order to use the ORL algorithm, we need to specify how the parameters Γ it and ∆ it are set.
Theorem 1 establishes a theoretical bound on the expected regret of the ORL algorithm for the appropriate Γ it and ∆ it . Theorem 1. Let r it and c it be independent and identical random variables supported on [0, 1] for any i = 1, . . . , n and t = 1, . . . , T and let η = min i=1,...,n µ c i . Let Γ it and ∆ it used in the ORL algorithm be as follows
Then, the expected regret of the ORL algorithm is bounded as follows:
Most importantly, we observe that the expected regret bound in Theorem 1 is logarithmic in time. As a function of time, this is the best bound on expected regret that can be achieved for many instances of MAB problems. In addition, it is important to note that the bound is polynomial in the number of arms. To understand this importance, consider an MAB problem that views each solution of (ORP Λ ) as an arm that yields some total revenue and incurs some total cost. Any MAB algorithm would play a single arm (a single solution) in every period and learn the specific total revenue and cost of that solution. Expected regret bounds that are known in the MAB literature would apply to this case. However, as there is an exponential number of solutions, these bounds are exponential in the number of targets. Instead, the above bound on expected regret is polynomial in the number of targets, which is important in the case of online advertising portfolios where there can be many targets.
Furthermore, this theorem functions as a guide to the right tuning of the parameters. We note that the revenue bonus Γ it consists of two parts. The first term indicates a link between the need for optimism and robustness; if we become less robust, we also need to be less optimistic. The second term shows that as we pull an arm more (τ it increases), we gather more data, and we have more trust that r it is a good estimate of µ r i . Similarly, the cost bonus ∆ it also consists of two terms. The first part is a static robustness parameter with a similar function as that of Λ for the oracle policy; protecting us against the case where the to-be-realized cost c it far exceeds the mean µ c i . The second part indicates that pulling an arm more often (τ it increases), should give us more faith that c it estimates µ c i correctly.
Proof of Theorem 1
In what follows, we prove the main result of Theorem 1. Initially, we decompose the expected regret into the probabilities of certain unlikely events. Afterwards, we prove in more detail how each of these probabilities are bounded. Taken together, this leads us to a bound on the expected regret.
Rewriting the expected regret. In this proof, we bound the expected regret (10) that is given by
First, we use the independence of the selection (x Π it ), the realized revenue (r it ), and the realized cost (c it ) between arms,
Next, we use the definition of the expectation of indicator random variables,
Clearly, we can construct an upper bound to this expression by removing the negative terms, and we can use the union bound to split the probability,
Bounding the expected regret by three unlikely events. We begin by bounding the first probabilistic term in (13). This term describes the case where the oracle's solution is feasible but the algorithm's solution turns out to be infeasible. In particular, we observe that if this probability is positive, then at least one of the arms j = h + 1, . . . , n must be pulled. If this was not the case, then the realized cost of the pulled arms will be at most the realized cost of the first h arms, which is within budget, leading to a contradiction. Thus, using this fact and the union bound we obtain
So, we need to analyze the probability that a suboptimal arm j > h is pulled by the algorithm. Given that the suboptimal arm j is pulled there are two cases: i) either at least one better arm i < j is not pulled, or ii) all better arms i < j are pulled. These two cases and the union bound yield the following bound,
We then bound the second probabilistic term in (13) that describes the case where the oracle's solutions is feasible and there exists an optimal arm that is not picked by the ORL algorithm.
The probability that both events described in this term occur is bounded above by the probability that one of the events occurs. Thus, we can analyze the following probability instead,
. In contrast to before, we now need to analyze the probability that an optimal arm i ≤ h is not pulled by the algorithm. Again, given that the optimal arm i is not pulled we split into two cases: iii) either at least one suboptimal arm j > h ≥ i is pulled, or iv) not a single suboptimal arm j > h ≥ i is pulled. In conjunction with the union bound, this means we can analyze the following bound,
With the two bounds provided by cases (i)-(iv) described above, we create an upper bound in terms of three unlikely events,
Proving bounds on the three unlikely events. Next, we show that each of these three probabilities are small. Before proving this, let us briefly discuss Lemma 1 that will be used later in the proofs.
This lemma can be proved easily using Hoeffding's inequality.
Lemma 1. If r it and c it are independent and identically distributed random variables supported on [0, 1], for any i = 1, . . . , n and t = 1, . . . , T , then
Bounding the probability of picking a suboptimal arm over an optimal arm. The event in (16) should be unlikely, because after pulling arms sufficiently enough we should learn that all arms i < j are better than the suboptimal arm j. In terms of the algorithm, for a suboptimal arm j to be picked over a better arm i < j, we need that the estimated reward-to-cost ratio of arm j is better than that of arm i.
In Lemma 2, we analyze this event
and we prove that its probability is small after pulling each arm sufficiently.
, and let
Proof of Lemma 2 can be found in Section A.1 of the appendix.
Bounding the probability of picking too many arms. Additionally, the event in (17) should be improbable, because we learn that pulling more than the optimal h arms is too costly after pulling arms sufficiently enough. Specifically, if all of the first j arms are pulled by the ORL algorithm, then their estimated cost should have been within the budget. In Lemma 3, this event is written as j i=1 (c it + Λ + ∆ it ) ≤ B and we prove that its probability of occurring is small.
, then for all h < j ≤ n,
The proof of Lemma 3 is provided in Section A.2 of the appendix.
Bounding the probability of picking too few arms. Furthermore, the event in (18) will also be rare, as after pulling arms sufficiently enough we learn that the optimal h arms can be pulled without violating the budget. The event that an optimal arm i and all suboptimal arms are not pulled can only occur when we overestimate the cost of pulling arms. In Lemma 4, after pulling each arm sufficiently many times, we prove that this probability is small.
Section A.3 of the appendix provides the proof of Lemma 4.
Merging results to find the expected regret bound. With these three lemmas we can construct the upper bound stated in the theorem. We split each probability (if it is needed) into two cases: one where enough pulls are made and one where not enough pulls are made,
Next, we use the lemmas to bound the probabilities where enough pulls are made. Additionally, we observe that arms that were pulled insufficiently could only have been pulled at most a logarithmic number of times as a function of T . Altogether, this results in the upper bound on the expected regret of the ORL algorithm that is stated in Theorem 1:
In the following, we prove the three lemmas that we used to establish the result of Theorem 1.
Computational Analysis
In this section, we analyze the computational performance of the Optimistic-Robust Learning (ORL) algorithm against two benchmarks: one based on Sample Average Approximation (SAA) algorithms and another based on Upper Confidence Bound (UCB) algorithms. We compare against the SAA algorithm as similar methods are widely used in the current practice of online advertising portfolio optimization. Additionally, we compare against the UCB algorithm as variations have been applied extensively and successfully for MAB problems. These algorithms are described in more detail in Section 6.1.
In what follows, we run a variety of simulations to test the performance of these algorithms.
First, we simulate based on synthetic data, where the revenues and costs are drawn from Bernoulli and beta distributions whose parameters are set randomly. Second, we simulate based on real-world data, where we use Adobe client data to produce empirical distributions that the revenue and costs can be drawn from. In these simulations, we let each algorithm select their portfolio, randomly draw revenues and costs for the selected targets, and update their estimates. We iterate through time periods until we reach the time period T , the end of the time horizon. After the simulation, we can evaluate the sample average of each algorithm's regret, a consistent estimator of the expected regret. Sections 6.2 and 6.3 discuss results for synthetic and real-world datasets, respectively.
Benchmark Algorithms
Before discussing the results, we describe the SAA-based and UCB-based algorithms in more detail.
The SAA type of algorithm only uses the sample average revenue r it and sample average cost c it on past data as an estimate of expected revenue and expected cost. In other words, this algorithm periodically solves (ORP Λ ) where Λ = 0, Γ it = 0, and ∆ it = 0 for all i = 1, . . . , n and t = 1, . . . , T .
Essentially, the SAA algorithm is a passive learning algorithm. It uses new data to update the revenue and cost estimates, but without a revenue bonus it is not encouraged to explore, nor is it robustified against high cost realizations. The SAA algorithm is a natural benchmark as it is easy to implement, and widely used in online advertising practice. The SAA algorithm runs as follows:
Algorithm 2. (Sample Average Approximation)
1. Initialize the sample averages of revenue r i1 and cost c i1 by pulling each arm at least once. , and the sample average of the cost of arm i by time t + 1 to
. The main issue with the SAA-based algorithm is that lacks the ability to explore, and hence, can easily get stuck in a locally optimal solution. For example, consider a valuable target with a large expected revenue and small expected cost, and suppose that the initial revenue and cost observations are small and large, respectively. This discourages the SAA algorithm from picking this target. If this continues, then it is plausible that the SAA algorithm discards this target permanently. To have a more powerful benchmark that does not fall into this trap, we develop a UCB-based algorithm gives more details on UCB algorithms). The UCB type of algorithm uses not only the sample average revenue r it and sample average cost c it , but also the revenue bonus Γ it . This means that the UCB algorithm is actively learning in the revenue-space, however it is not accounting for the losses due to exceeding the budget. Every period, it solves (ORP Λ ) with Λ = 0, Γ it ≥ 0 and ∆ it = 0 for all i = 1, . . . , n and t = 1, . . . , T . The UCB algorithm proceeds as follows when given a particular policy for the revenue bonus Γ it : Algorithm 3. (Upper Confidence Bound)
2. Learn the optimal set of arms over the time horizon. For time period t = 1, . . . , T : a. Select arms by setting x Π it = 1 for the arms with the largest augmented reward-to-cost ratios,
, as long as
it ≤ B, and setting x Π it = 0 for all other arms. If the sample average cost of every arm exceeds the budget, we pick the largest augmented reward-to-cost ratio arm i,
b. Receive feedback r it and c it from their respective distributions.
c. Update Γ i,t+1 according to the given revenue bonus policy. Update the number of pulls of arm i by time t + 1 to τ i,t+1 = s≤t x Π is , the sample average of the revenue of arm i by time t + 1 to
, and the sample average of the cost of arm i by time t + 1
In essence, the difference between the SAA and UCB algorithms is that the UCB algorithm explores the value of targets, due to the positive valued Γ it being added to the estimated revenue.
However, both algorithms do not protect against high costs, as the oracle's robustness Λ and the cost bonus ∆ it are removed.
Synthetic Data
In the first set of experiments on synthetic data, we draw the revenue and cost realizations for each target in each time period from certain classes of distributions. The distributions that we consider are the Bernoulli and beta distributions. The support of these distributions is in [0, 1] which corresponds to the assumption in Theorem 1 that revenues and costs are bounded in [0, 1].
In each experiment we fix a parameter setting (number of targets n, budget B, and feasibility probability α) and choose distribution family (Bernoulli or beta). In a particular experiment, we run 10 simulations where we change the parameters of each target's revenue and cost distributions. If a target's revenue and cost are Bernoulli-distributed we need to specify one parameter (probability parameter p), while if a target's revenue and cost are beta-distributed we need to specify two parameters (shape parameters α beta and β beta ). Before specifying the parameters, we randomly draw the expected revenue µ r i and cost µ c i for each target i. In the case of a Bernoulli distribution, we set its probability parameter p equal to the expected value µ r i or µ c i , for revenue and cost respectively. In the case of a beta distribution, we set the shape parameter α beta equal to is that the distribution has a right-tail when β beta ≥ 1, and is U-shaped when β beta < 1. Often, targets will generate little revenue and incur little cost implying a right-tailed distribution. On the other hand, the U-shaped distribution approximates the Bernoulli distribution. In particular, note that the beta distribution approaches the Bernoulli distribution when its shape parameters approach zero. Hence, one can regard the experiments under a Bernoulli distribution on revenues and costs as a special case of the experiments on the beta distribution.
As mentioned, in every experiment we fix the parameter setting as well as distribution family.
In all experiments we fix the number of targets to n = 200. We vary the budget B, the feasibility probability α, and between the Bernoulli and beta distributions. Within each experiment we run 10 simulations where different random seeds allow us to vary the revenue and cost distributions.
In each time period of a simulation, we let the algorithms select their portfolios, draw the revenue and cost realizations from the distribution of every selected target, and update the estimates of each algorithm. In every period, we also compute the sample average of cumulative regret up to that time period. After T time periods, we obtain the sample average of cumulative regret for each algorithm.
Bernoulli-Distributed Revenues and Costs. First, we discuss the cumulative expected regret of the SAA, UCB and ORL algorithms when the revenues and costs of each target in each time period are drawn from the Bernoulli distribution. We select the Bernoulli distribution as its support is contained in the interval [0, 1], which respects the modeling choices in Theorem 1. Additionally, it can model the realistic scenario where, if someone clicks on an advertisement, the advertiser needs to pay (c it = 1), but the advertiser does not pay (c it = 0) without a click. Similarly, it also models the case where, if someone clicks on the link and converts into a purchase, the advertiser gains revenue (r it = 1), but the advertiser does not obtain any revenue (r it = 0) without a conversion.
To inspect how the feasibility probability α affects the expected regret, we try two values of α, namely α = 0.5 and α = 0.8 (equivalent to Λ = 0.59 and Λ = 0.33). We also test the effect of the budget B on the expected regret, again trying two values of B, those are a high budget B = 25 and a low budget B = 20. For all the algorithms and parameter settings, we first pull each arm once to have initial estimates of the cost and revenue averages. Then, in each time period, the algorithms determine which arms to pull according to their own specific procedure, receive feedback on these pulls, and update their parameter estimates. This process repeats until we reach time period T = 1000. Figure 3 shows the expected regret under the worst-case revenue loss function for two different feasibility probabilities α and budgets for the SAA, UCB and ORL algorithms. In these figures, the green curve corresponds to the SAA approach, the red curve corresponds to the UCB procedure, and the blue curve is associated to the ORL algorithm. The first pair of figures presents results for α = 0.5, and the second pair presents results for α = 0.8. In Figures 3(a) and 3(c) , the green curve associated to the SAA algorithm is not visible as it closely coincides with the expected regret curve of the UCB algorithm. However, as the budget increases the two curves become distinguishable in Expected cumulative regret under Bernoulli distributed revenues and costs with the worst-case loss function for different feasibility probabilities α and budgets B.
Figures 3(b) and 3(d)
. Similarly, Figure 4 shows the expected regret with the fractional revenue loss function for two different feasibility probabilities α and budgets.
As expected, Figures 3 and 4 show that for both values of α and budgets as well as both the worstcase and the fractional loss functions, the ORL algorithm generates less regret and outperforms the SAA and UCB algorithms over the long run. Moreover, it can be seen that the SAA cumulative regret has a linear nature. This is in accordance with our expectation, because the SAA method is a greedy approach. This stems from the fact that if a target is not promising when it is initially picked by the SAA, then it could be discarded from further consideration. In other words, it avoids exploration and quickly starts to exploit the set of targets that seem most profitable. On the other hand, the UCB and ORL algorithms explore the value of targets since they are based on MAB Expected cumulative regret under Bernoulli-distributed revenues and costs with the fractional loss function for different feasibility probabilities α and budgets B.
algorithms. Therefore, it is expected that the performance of the UCB algorithm lies closer to that of the ORL algorithm than that of the SAA algorithm.
As the periodic budget B increases, this difference becomes more visible. The larger available budget allows for picking a larger portfolio, but this can also lead to more wrong choices that add to the regret. Observe that the gap between the SAA and UCB algorithms and the ORL algorithm increases over time. Unlike the expected regret curve of the SAA and UCB algorithms, the cumulative regret of ORL plateaus very quickly (after about 600 time periods) for α = 0.5 regardless of budget and loss function. This efficiency of the ORL algorithm is due to its more sophisticated nature that allows exploring the arms that previously performed poorly. Moreover, since the ORL algorithm is robust against large realized costs, it is less prone to violating the budget constraint and not gaining any revenue as a result. Whereas, over time, the SAA and UCB algorithms regularly incur regret due to violating the budget constraint.
Finally, we observe that the ORL algorithm performs better when α = 0.5. This indicates that robustifying too little against adverse costs is not as effective (α = 0.8 or α = 1 for the SAA and UCB algorithms). On the other hand, one can check that robustifying too much is too conservative leading to a weak expected regret. Overall, we note that an optimal α * can be found through a line search on the value of α. Concluding, the tuned ORL algorithm improves significantly over the benchmark approaches, and these results are robust with respect to the feasibility probability α and the budget B.
Beta-Distributed Revenues and Costs. Next, we extend the simulations on synthetic data to targets with beta-distributed revenues and costs. The support of the beta distribution is also bounded on [0, 1] corresponding to our assumptions in Theorem 1. However, in contrast to the Bernoulli distribution, the beta distribution is continuous and allows for more granular revenues and costs. These simulations are similar to those for the Bernoulli-distributed revenues and costs.
Primarily, we can analyze whether the algorithms are robust to the revenue and cost distribution in terms of expected regret. Expected cumulative regret under beta distributed revenues and costs for different budgets B. Figure 5 shows the expected regret for two different budgets for the SAA, UCB, and ORL algorithms. As before, the green curve corresponds to the SAA algorithm, the red curve corresponds to the UCB algorithm, and the blue curve corresponds to the ORL algorithm. The primary observation is that the results on expected regret are consistent between the case of Bernoulli-distributed and beta-distributed revenues and costs. Again, the SAA and UCB algorithms incur significantly more regret than the ORL algorithm. This difference is particularly larger in the case where the budget is higher, as we observed in the case of the Bernoulli distribution.
Real-World Data
In what follows, we use the advertising portfolio data of several Adobe clients to test the performance of the ORL algorithm against the benchmarks. Each observation in the dataset describes the associated client, target, time period, number of clicks, advertising revenue, and advertising cost. All datasets span a period of approximately half a year from December 2017 to June 2018.
Altogether, the datasets contain more than 65,000 observations on average coming from at least 13,000 unique targets.
Notably, the available datasets are generated by the historical implementation of Adobe's algorithm that makes bidding decisions for its clients. The workings of this algorithm are closer to that of the SAA-based algorithm, which is more likely to favor short-time exploitation over long-term exploration. This means that the generated data often features a small number of targets with many observations and a large number of targets with few observations. More specifically, out of about 6,500 targets, only 1,300 of them have at least one observation where revenues were obtained and costs incurred. As a consequence, to build a simulator that will present a fair measurement of the performance of the ORL algorithm, we filter out targets that have no revenue and cost data as they offer nothing to learn from.
Unfortunately, we do not have access to the true underlying expected revenues and costs of each target, nor the true underlying distributions functions of revenue and cost. Hence, we are not able to draw the revenue and cost realizations in our simulation from their respective true underlying distributions. Instead, if a target has a reasonable amount of data, we can use the empirical distribution function as a reasonable estimate of the true distribution function. Therefore, in our simulations, we sample with replacement from the available data, which is similar to sampling from the empirical distribution function. By this method, we can create random sequences of revenues and costs for each target during the course of a simulated advertising campaign. In a similar vein, we view the empirical mean of revenue and cost of each target as the respective true expected revenue and cost.
On the subset of targets with more than one data point, we then perform the SAA, UCB and ORL algorithms for both a small budget (B = 1) and a large budget (B = 10). Figure 6 demonstrates that, for a small budget, the UCB algorithm outperforms the ORL algorithm, while for a large budget, they have similar performance.
This initial result might seem discouraging as it suggests that there is no need for cost robustification and the UCB algorithm performs sufficiently. However, focusing more on Adobe's client Expected cumulative regret on raw Adobe data for feasibility probability α = 0.8 and different budgets B on filtered Adobe data.
data reveals why this result should not be surprising. As mentioned earlier, the dataset provided by
Adobe is created by their historical bidding algorithm that acts similar to SAA. This algorithm is more likely to pick targets whose revenue and cost distributions have a reasonable mean and small variance. This is due to the fact that the SAA algorithm (and similar heuristics) lack sufficient exploration and exploit the data early in the process. Hence, they choose targets that demonstrate high estimated revenues and low estimated costs in the first few times they are picked and exploit this choice for the rest of the procedure. Due to lack of adequate exploration, such algorithms tend to ignore and not benefit from the targets with higher variance in their revenues and costs that also have high revenue and low cost expectations. Therefore, the bulk of targets of the Adobe's client data have low variance in their costs and revenues as shown in Figure 7 .
(a) (b) Figure 7 Majority of costs and revenues of targets of Adobe's client dataset have near-zero variance. Figure (a) shows an example for how costs/revenues of majority of the targets are distributed. Only a small fraction of these targets (less than 1%) have notable variance in their costs or revenues, see Figure ( b) for an example of cost/revenue distribution of these targets.
It is clear that if variances of costs of targets are low, then with high probability the realized cost values are close to their means and a learning algorithm's estimates. Thus, in such scenario, cost robustification of the ORL does not add much value to the algorithm and in fact it reserves a part of budget unused as buffer, while UCB utilizes that budget portion to bid on more targets and collect more revenue. This suggests that when variances of costs of targets are low, it is not essential to use a robust algorithm and UCB performs reasonably well. In other words, the power of the ORL algorithm is best observed when targets have higher variance in their costs. Due to the nature of its creation, the Adobe's client dataset does not provide us with high variance cost data points, while in real-world cases, revenues and costs of targets do not always have concentrated distributions. To make our dataset a better approximation of real-world scenarios, we artificially create targets with high revenue and cost variance in two ways: increasing the filtering threshold on the number of observations per target, and artificially increasing variance of revenues and costs for these targets by randomly coupling targets with each other.
(a) B=1 (b) B=5 Figure 8 Expected cumulative regret on filtered Adobe data (i.e., targets with less than 80 data points are filtered out and randomly picked pairs of targets are coupled) for feasibility probability α = 0.8 and different
budgets B. Figure 8 shows the expected cumulative regret of the SAA, UCB and ORL algorithms on the dataset created after performing the above two manipulations on Adobe's client dataset. In particular the minimum number of data points for each targets is set as 80 and pairs of targets chosen uniformly at random are coupled to each other. It can be seen that for low budget (i.e., B = 1) the ORL algorithm performs better than the UCB algorithm, and for large budget (i.e., B = 5) the performance of both algorithms are close with UCB performing slightly better. This is not surprising as when the budget increases the number of targets that one can bid on also increases. Hence when the costs of some targets go above their estimates, it is likely that there exist other chosen targets whose costs are below their estimates, resulting in the total cost staying within the budget.
Moreover, we want to remark that for these simulations we assumed that at the beginning of the process, the algorithms do not have access to any revenue or cost data. Therefore, as time goes on they gradually learn about the revenues and costs of the targets they select in their portfolios. This is not the case in real-world scenarios. In practice, at the beginning of the advertising campaign there is some available data of the revenue and cost of some targets from previous campaigns that can be used to further improve the portfolio selection process. Hence the performance of the ORL algorithm in practice is even better than what is depicted in Figure 8 . In particular, in the case of Figure 8 (a), the ORL algorithm starts further ahead in time in practice and outperform the SAA and UCB algorithms by higher margins.
Conclusions
In this paper, we studied the problem of learning optimal online advertising portfolios with periodic budgets. In this problem, during an advertising campaign an advertiser aims to learn the best portfolio of targets to show its ads to with the goal of maximizing its total expected revenue. The advertising campaign is divided into smaller periods (hours or days), each with an advertising budget that cannot be exceeded by the advertising costs of that period. At the beginning of each period, the advertiser selects the portfolio of targets to show the ads to and collects information about the revenues and costs of those targets. This information is used to modify the target portfolio for the next period. Due to the uncertainties in the costs and revenues of targets, we used the MAB framework to explore the targets and exploit the most profitable set of them. We developed the ORL algorithm to address the trade-off between exploration and exploration, and we show that the ORL algorithm obtains polylogarithmic total expected regret. Moreover, we tested the performance of this algorithm and compared it with two standard learning benchmarks (the SAA and UCB algorithms) on synthetic and real-world datasets. We observed that the the ORL algorithm outperforms these benchmarks in both settings.
Similarly, whenever event (ii) holds either r jt − µ
A.2. Proof of Lemma 3
For x Π 1t = . . . = x Π jt = 1 where h < j ≤ n to hold, we need that j i=1 (c it + Λ + ∆ it ) ≤ B because otherwise the algorithm cannot pick all the first j arms. This implies that we can bound the probability of interest by using the smallest possible j,
Recall that solving (RP Λ ) guarantees that
− for some > 0 that can be viewed as the added cost of the h + 1'th arm that disallows us from pulling that arm.
We use this fact as well as the definition of ∆ it to obtain the following,
we have that the above inequality holds when for i = 1, . . . , h + 1 we have
When this takes place, since the right-hand side is positive, we can take an approach similar to that used in Hoeffding's inequality. Let θ ≥ 0 and apply Markov's inequality,
Now, we use the independence of realized costs (c it ) between targets and periods,
where in the first inequality we use Hoeffding's lemma and the fact that µ 1 τ it to minimize the bound, which yields,
A.3. Proof of Lemma 4
First recall that the ORL algorithm picks at least one item at each time period. In fact, it is essential to do so, otherwise as t increases τ it 's remain the same which causes ∆ it 's to increase. , and therefore, if no item is picked at a time period t, the best item remains the same for period t + 1. Since ∆ it of the best item increases at time period t + 1, we can again not pick any item at period t + 1 and the ORL algorithm falls into a vicious cycle. We can assume the single item picked by the algorithm is one of the optimal arms as the lemma assumes x Π h+1,t = · · · = x Π nt = 0. That is, neither item i nor any item j > h is picked by the algorithm while at least one optimal arm k ≤ h is selected.
The ORL algorithm could not pick arm i. This means that the total cost of the picked arms plus the cost of the last arm considered to be picked (not necessarily item i) was more than the budget B. Let X be the set of arms picked by the ORL as well as the arm that made the algorithm halt (let us call it arm k , where k might or might not be the same as i). There exist three possibilities here, i) arm k that caused the ORL to halt is suboptimal, i.e., k > h, or ii) some arm l such that i < l ≤ h is picked or considered to be picked by the ORL (i.e., ∃i < l ≤ h, l ∈ X), or, iii) all arms in X have indices less than i, or equivalently, ∀l ∈ X, 
, i}).
Note that k is the arm that made the algorithm halt due to lack of budget, hence x k t = 0; however, for the ease of communication in the above inequalities, we abused the notation and used x k t = 1 to express that the ORL was about to pick k , if the budget constraint allowed. By Lemma 2, we
t 2 for any l > i. Therefore,
i}).
Now consider the case that X ⊆ {1, . . . , i}. Since only optimal arms are in X, we have |X| ≤ h.
Again two possibilities are present here: i) there exists some 1 ≤ l ≤ i such that all items indexed from 1 to l are in X and nothing else, i.e., X = {1, 2, . . . , l}, and, ii) there exists l 1 < l 2 ≤ i such that l 1 / ∈ X and l 2 ∈ X. Let us denote the maximum index in X by max(X). Since X ⊆ {1, . . . , i}
we have max(X) ≤ i. Hence, P(x Π it = 0 ∩ X ⊆ {1, . . . , i}) = P(x Π it = 0 ∩ X ⊆ {1, . . . , i} ∩ ∀1 ≤ l ≤ max(X), l ∈ X) + P(x Π it = 0 ∩ X ⊆ {1, . . . , i} ∩ ∃1 ≤ l < max(X), l / ∈ X) In case ii), there exists an optimal item l / ∈ X (i.e., x Π lt = 0) that has smaller index than at least one item X, in particular m. We thus have P(x The only case left to bound is when for some m ≤ i we have X = {1, 2, . . . , m}. In what follows we upper bound the probability of this event. X = {1, 2, . . . , m} means that all the arms picked by the ORL algorithm including the arm that made it halt are indexed by 1, . . . , m, that is, the sum of the estimated costs of these items is above the budget while the sum of their estimated costs except for the one that caused the halt is within the budget. Therefore, Proof. We use the definition of ∆ it to obtain the following,
P(x
Given that τ it ≥ max{16 ln(t) 2 , 4 ln(t) Λ 2 } then we have min{ 4 1 τ it , Λ} − ln(t) τ it > 0, which allows us to take an approach similar to that used in Hoeffding's inequality. Let θ ≥ 0 and apply Markov's inequality, 
