Abstract: Recent estimates show that one third of the world's land and water resources are highly or moderately degraded. Global economic losses from land degradation (LD) are as high as USD $10.6 trillion annually. These trends catalyzed a call for avoiding future LD, reducing ongoing LD, and reversing past LD, which has culminated in the adoption of Sustainable Development Goal (SDG) Target 15.3 which aims to achieve global land degradation neutrality (LDN) by 2030. The political momentum and increased body of scientific literature have led to calls for a 'new science of LDN' and highlighted the practical challenges of implementing LDN. The aim of the present study was to derive LDN soil organic carbon (SOC) stock baseline maps by comparing different digital soil mapping (DSM) methods and sampling densities in a case study (Otjozondjupa, Namibia) and evaluate each approach with respect to complexity, cost, and map accuracy. The mean absolute error (MAE) leveled off after 100 samples were included in the DSM models resulting in a cost tradeoff for additional soil sample collection. If capacity is sufficient, the random forest DSM method out-performed other methods, but the improvement from using this more complex method compared to interpolating the soil sample data by ordinary kriging was minimal. The lessons learned while developing the Otjozondjupa LDN SOC baseline provide valuable insights for others who are responsible for developing LDN baselines elsewhere.
Introduction
The state of the world's land resources is increasingly disturbing. In 2011, the FAO [1] estimated that 33% of the world's land and water resources are highly or moderately degraded (land degradation is defined as a loss of ecosystem functionality that affects the biological or economic productivity due to unsustainable human activity in combination with natural processes [2] . Arable land, in particular, shows alarming trends [3] . Recent estimates show that 52% of agricultural land worldwide is degraded [4] . Given that the majority of terrestrial carbon is stored in soils [5] , the potential loss of carbon that is currently sequestered in soils poses an additional climate change threat beyond the loss of soil health. Global economic losses from LD start are estimated to be USD $10.6 trillion annually [4] . In Sub-Saharan Africa, alone, 180 million people are affected by LD [6] . 2 Otjozondjupa region in Namibia. The map was generated based on Landsat 8 data and 279 ground-truth observations collected during the field work. The regional capital Otjiwarongo is marked.
Study Scope and Design
In the present study we followed the tiered approach recommended by the UNCCD's LDN Target Setting Programme as outlined in the methodological note on setting national LDN targets [22] . This approach calls for three levels of computation for developing a baseline map of SOC stock (in kg m −2 ) for the 0-30 cm soil layer: Tier 1, using globally-available soil maps; Tier 2, using national legacy soil maps; and Tier 3 using maps developed from newly-acquired field data. The methodological note further recommends that existing maps can be enhanced and complemented with additional field data, where possible. For the purposes of this paper, we call this enhancement approach Tier 4 in order to distinguish it from the Tier 3 approach, which does not use the existing spatial data as an input. In Namibia there was no national SOC baseline available, and Tier 2 was, therefore, excluded.
In the absence of local data, the recommended default global SOC dataset is SoilGrids250m (www.soilgrids.org) [23] , which is made available by ISRIC-World Soil Information [22] . SoilGrids250m is a series of freely-available global gridded maps of basic soil properties and classes at 250 m resolution. SoilGrids250m maps were developed by combining field data from about 150,000 soil sampling sites and 158 remotely-sensed covariates with global coverage in a machine-learning model [23] . Here we used a SoilGrids250m-derived SOC stock map as the Tier 1 baseline map. As a Tier 3 approach we developed a SOC baseline map using ordinary kriging (OK) from newly-acquired soil sample data, and we developed two Tier 4 baseline maps from soil sample data and the SoilGrids250m product using different digital soil mapping methods with different levels of complexity (see Section 2.5), one using the SoilGrids250m SOC stock map and the other using 222 covariate layers that included the layers used to develop the SoilGrids250m maps supplemented with layers of biophysical Earth surface properties that were available at continental and regional scales. To test the effect of different sampling densities on map accuracy, in total 48 maps were produced 2 Otjozondjupa region in Namibia. The map was generated based on Landsat 8 data and 279 ground-truth observations collected during the field work. The regional capital Otjiwarongo is marked.
In the absence of local data, the recommended default global SOC dataset is SoilGrids250m (www.soilgrids.org) [23] , which is made available by ISRIC-World Soil Information [22] . SoilGrids250m is a series of freely-available global gridded maps of basic soil properties and classes at 250 m resolution. SoilGrids250m maps were developed by combining field data from about 150,000 soil sampling sites and 158 remotely-sensed covariates with global coverage in a machine-learning model [23] . Here we used a SoilGrids250m-derived SOC stock map as the Tier 1 baseline map. As a Tier 3 approach we developed a SOC baseline map using ordinary kriging (OK) from newly-acquired soil sample data, and we developed two Tier 4 baseline maps from soil sample data and the SoilGrids250m product using different digital soil mapping methods with different levels of complexity (see Section 2.5), one using the SoilGrids250m SOC stock map and the other using 222 covariate layers that included the layers used to develop the SoilGrids250m maps supplemented with layers of biophysical Earth surface properties that were available at continental and regional scales. To test the effect of different sampling densities on map accuracy, in total 48 maps were produced (three mapping methods × 16 different sample sizes: 20, 30, 40, . . . , 170), in addition to the Tier 1 baseline map.
Soil Sampling and Soil Analyses

Sampling Design
Soil sample locations were selected across Otjozondjupa using a directed stratified sampling design. This method takes advantage of available and assumed relevant spatial reference information that directs the selection of sampling locations in such a way that areas with higher variability are more intensively sampled and areas which are relative homogenous are less intensively sampled. Sampling locations are, thus, selected successively, guided by the variation in the reference map. The basic principle behind the sampling method is that if data from the reference map at the selected sampling locations are interpolated using inverse distance squared weighting [24] , the resulting map should be as similar as possible to the reference map (i.e., have the smallest MAE [25, 26] . Here we used the SOC map derived from SoilGrids250m as the reference map for the selection of sampling locations. For stratification, the region was divided into 25 × 25 km grid cells. The reference map was smoothed using 3 × 3 cells mean filtering prior to selection of sampling locations. We transformed the mapped SOC stock values with a natural logarithm to obtain a normal distribution. The log-transformed SOC map was used for directing samples allocation. Further boundary conditions in the sample selection process were (i) a maximum of three samples to be located within one 25 × 25 km grid cell; (ii) the minimum distance between two samples should be at least 10 km; and (iii) points should not be assigned within a buffer of 5 km along the region border.
Soil Sample Collection and Laboratory Analyses
We aimed to sample 325 locations. Each location contained four sub-plots, one central plot and three peripheral subplots equally distributed along the perimeter of a 5 to 6 m radius circle (i.e., a sample support of 0.01 ha). The procedure for taking a composite sample for SOC analysis was as follows:
i.
Extract soil from the center of each of the four sub-plots to a depth of 30 cm using a soil auger. Record the exact auger depth at each sub-plot. ii. Bulk samples from each subplot together in a bucket and mix the soil thoroughly. iii. Take a representative 1 kg sub-sample from the bucket and place it in a paper bag. Place the paper bag in a clear plastic bag (double bag) and place a paper label inside the outer one with details seen from outside. Air-dry the sample.
Bulk density samples were collected from the center sub-plot. The procedure was as follows: Dig a hole using a shovel/hoe to 20-30 cm depth, vertically cut one side using a machete to have a flat surface. Using a hammer, firmly insert the core sampler at 15 cm depth until the cone is at level with the vertical soil surface. Carefully, take out soil around the core, and place a machete on the inner side of the core and gently remove it. Smoothly cut off the sides using a knife.
Soil samples were analyzed for dry mass and SOC at the Ministry of Agriculture, Water, and Forestry using the Walkley-Black method [27, 28] .
Mapping Methods
The four mapping approaches (Tier 1, 3, and 4 approaches) range in degrees of complexity, from a spatial interpolation method that is now standard in most geographic information systems (GIS) software packages and can be readily applied, to more complex DSM approaches (Table 1 ). The latter require more advanced programming, data preparation, and analytical skills, and are commonly used across a range of spatial scales, including at the continental and global level [23, [29] [30] [31] [32] . In order of increasing complexity, these methods are:
SOC stock derived from the Soilgrids250m dataset (SG) (Tier 1); ii. Ordinary kriging of the collected field data (OK) (Tier 3); iii. Regression kriging of the collected field data using SG as a single covariate (RK) (Tier 4); and iv. Random Forest kriging of the collected field data with a large stack (n = 222) of (freely available) environmental covariates in addition to SG (RFK) (Tier 4).
Soilgrids250m
The SoilGrids250m database provides global maps of eight soil properties at seven depths from the surface: 0 m, 0.05 m, 0.15 m, 0.3 m, 0.6 m, 1 m, and 2 m [23] . Maps of SOC concentration (g kg −1 ) and bulk density (kg m −3 ) were downloaded for the first four depth layers (version 12 May 2016). These were subsequently used to derive SOC concentration and bulk density maps for the 0-30 cm layer using the trapezoidal rule for numerical integration [23] . From these two maps, the SOC stock (kg m −2 ) was calculated by multiplying the SOC concentration with bulk density and depth (0.3 m). The coarse fraction (>2 mm) content was not taken into account since this property was not determined for the soil samples.
Ordinary Kriging
Kriging is a linear geostatistical interpolation technique that exploits the spatial autocorrelation structure in a sample dataset. Kriging predictions are optimal in a sense that these are unbiased and are of minimum variance, which means that the prediction error is minimized, i.e., kriging gives the best linear unbiased prediction. There are many forms of kriging [33] . We used ordinary kriging (OK) that only makes use of sampling data. The first step in OK is to parameterize a semivariogram model which describes the spatial variation structure of the dataset, i.e., it quantifies how similar two measurements are in relation to the distance between them (the principle is that two locations that are closer together are likely to have more similar properties than two locations that are farther apart). In a second step, the target property is predicted at unsampled locations (in mapping typically the nodes of a regular discretization grid) by means of taking a weighted linear combination of the values at the sampling sites. The weights allocated to the sampling sites, the so-called kriging weights, are calculated from the semivariogram model. In general, sampling locations close to the prediction location receive a larger weight than sampling sites farther away.
Regression Kriging
Regression kriging (RK) is a spatial interpolation method that combines linear regression with kriging of the regression residuals [34] [35] [36] . The linear regression step relates the observations to one or more spatially-exhaustive explanatory variables. These are often gridded maps of biophysical Earth surface properties related to terrain, climate or vegetation derived e.g., from satellite imagery. These layers are typically referred to as environmental covariates. The regression residuals are checked for remaining spatial autocorrelation (typically the regression model does not explain all variation in the dataset) by fitting a semivariogram model to the residuals. In case the residuals show spatial autocorrelation, these are interpolated by OK. The fitted regression model is applied to the environmental covariates to generate spatial predictions. The final regression kriging prediction is computed as the sum of the regression prediction and the kriged residuals. Regression kriging can potentially improve on regression modelling by exploiting the spatial dependence among the regression residuals, and typically gives better prediction accuracy than OK [36] .
Random Forest Kriging (RFK)
Random forest is a machine learning method that has recently become popular in DSM [23, 37, 38] . Random forest is a so-called 'ensemble' method. It builds a large collection (an ensemble) of decision tree models. The trees can either be classification trees, in the case the dependent variable is categorical, or regression trees, in the case the dependent variable is continuous. Prediction by random forest is based on the whole ensemble by taking a majority vote, in the case of classification trees, and by averaging, in the case of regression trees [39] [40] [41] .
Random forests combine bootstrap aggregation (bagging) and random sampling of predictor variables (covariates) to grow a forest of trees. This means that for each tree in the forest a bootstrap sample is drawn from the calibration dataset randomly-a bootstrap sample is a subset of the full dataset drawn with replacement. Typically, the bootstrap sample contains two-thirds of the dataset. A random-forest tree is fitted using the bootstrap sample. This is done as follows [40] :
• Select m covariates at random from the full set of p covariates, where m is often taken as the square root of p or p/3.
• Select the best covariate/split-point among the m. This is the covariate/split-point that results in the largest reduction in error.
• Split the node into two daughter nodes.
These steps are repeated recursively until a minimum node size is reached. The minimum node size is the minimum number of observations that must be included in a terminal node. Bootstrapping and growing trees is repeated many times, as a random forest typically contains 500 to 1000 trees. Each tree is used to make a prediction at the data points or at new points (for instance the nodes of a prediction grid in case of DSM). The predictions of the individual trees are then aggregated in a single prediction: the random-forest prediction. If the random forest model residuals show spatial correlation these can be interpolated with kriging in the same way as with RK. The kriged residual value is then added to the random forest prediction to obtain the RFK prediction. Table 1 . A summary of the requirements for adopting different methods for deriving baseline soil organic carbon stock maps. SG = Soilgrids250m, OK = ordinary kriging, RK = regression kriging, RFK = regression forest kriging. GIS = geographical information system. (−) denote that it is not applicable to the method and (+), (++), . . . , (+++++) denote whether the requirement is high or low, one plus-sign meaning low requirement and five plus sign meaning high requirement. 
Applying the Mapping Methods
SOC stock was mapped at the nodes of a grid of 250 m grid covering the Otjozondjupa region. In order to maintain consistency and automate the kriging procedure, we chose to use a standardized variogram instead of one parameterized for each data subset [42] . This standardized variogram-an exponential model fitted to the SoilGrid250m SOC stock data first filtered by averaging 10 × 10 cells to reduce small scale noise-was used for kriging of the SOC stocks and the regression residuals ( Figure 2 ). The sill value was set to the variance of the SOC stock data (in case of OK) or the variance of the regression residuals (in case of RK or RFK) was used. The nugget and range were estimated from the SoilGrids250m SOC stock map. The nugget was set to 30% of the sill value and the range was set to 50 km. For random forest modelling we used the default parameter settings for the number of trees fitted in each forest (500) and the number of randomly selected covariates (p/3) for data splitting. SOC stock was mapped at the nodes of a grid of 250 m grid covering the Otjozondjupa region. In order to maintain consistency and automate the kriging procedure, we chose to use a standardized variogram instead of one parameterized for each data subset [42] . This standardized variogram-an exponential model fitted to the SoilGrid250m SOC stock data first filtered by averaging 10 × 10 cells to reduce small scale noise-was used for kriging of the SOC stocks and the regression residuals ( Figure 2 ). The sill value was set to the variance of the SOC stock data (in case of OK) or the variance of the regression residuals (in case of RK or RFK) was used. The nugget and range were estimated from the SoilGrids250m SOC stock map. The nugget was set to 30% of the sill value and the range was set to 50 km. For random forest modelling we used the default parameter settings for the number of trees fitted in each forest (500) and the number of randomly selected covariates (p/3) for data splitting. 
Evaluation of the Mapping Approaches
Map accuracy and the effect of changing the number of samples on accuracy were evaluated for the OK, RK, and RFK methods by a five-fold cross-validation procedure that is illustrated in Figure  3 . The sample data were randomly split into five subsets (or folds). For each cross-validation run, one subset is set aside for evaluation. The sample data in the other four subsets are pooled and used to calibrate a prediction model and then predict SOC stock at the sampling sites included in the evaluation fold. This is repeated five times, each time leaving out a different subset for evaluation so that each sample in the dataset receives an independent prediction of the SOC stock. From the crossvalidation predictions four map accuracy measures were computed to evaluate the four baseline mapping methods: the mean error (ME), mean absolute error (MAE), model efficiency (E), and coefficient of determination (R 2 ). Their equations and interpretations are presented in Table 2 . 
Map accuracy and the effect of changing the number of samples on accuracy were evaluated for the OK, RK, and RFK methods by a five-fold cross-validation procedure that is illustrated in Figure 3 . The sample data were randomly split into five subsets (or folds). For each cross-validation run, one subset is set aside for evaluation. The sample data in the other four subsets are pooled and used to calibrate a prediction model and then predict SOC stock at the sampling sites included in the evaluation fold. This is repeated five times, each time leaving out a different subset for evaluation so that each sample in the dataset receives an independent prediction of the SOC stock. From the cross-validation predictions four map accuracy measures were computed to evaluate the four baseline mapping methods: the mean error (ME), mean absolute error (MAE), model efficiency (E), and coefficient of determination (R 2 ). Their equations and interpretations are presented in Table 2 . The MAE is the average of the absolute prediction errors. [43] Mean error ME
The ME is a measure of prediction bias. A positive ME indicates an overestimation of the predicted values, while a negative ME indicates an underestimation. Ideally, the ME should be zero, meaning that predictions are unbiased.
[43]
Modelling efficiency E 1 −
The modelling efficiency measures the relative improvement in accuracy over the mean of the calibration dataset. A value of 1 means that all predicted values are equal to the observed values. A value larger than zero means that the model predictions are an improvement over the mean of the calibration dataset, while a value smaller than zero indicates that the calibration dataset mean is more accurate than the predicted values.
[44]
Coefficient of determination of a linear regression model between the predicted and observed values. [45] 
Method Complexity and Cost Estimation
For each of the tiered mapping methods we evaluated the complexity on the basis of data, labor, software, skills and budget requirement, and provided an estimation of the total cost (in US dollars) for each of the 49 LDN baseline maps. The cost estimate included costs for staff (technicians and data analysts), field work, and lab analyses. Overhead costs were excluded and costs for software and covariate data were set to zero (freeware and open data were used). This is an oversimplified budget; the estimated costs were intended for the cost-accuracy tradeoff analyses only and should not be used for other purposes.
Software
The modelling was implemented in R version 3.3.2, 'Sincere Pumpkin Patch' (R Core Team, 2016), using the following packages: gstat [46, 47] plyr [48] , raster [49] , rgdal [50] , sp [51, 52] , spatstat [53] , randomForest [54] , caret [55] , and GSIF [56] . All visualization of spatial data (maps) was done using ArcGIS 10.4 (ESRI, Redlands, CA, USA).
Results
Soil Sampling
Results from the iterative soil sampling design procedure, and the locations of the collected soil samples are shown in Figure 4 . In the iterative targeted sampling procedure, the MAE is reduced quickly as the number of samples is increased. In this case the reduction leveled off at about 100 samples, which means that most of the variation in the background map can be described by this number of samples. A total of 325 sampling sites were selected to achieve good spatial coverage (Figure 4 ). Due to practical conditions prevailing in the field however, a total number of 223 locations 
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Results from the iterative soil sampling design procedure, and the locations of the collected soil samples are shown in Figure 4 . In the iterative targeted sampling procedure, the MAE is reduced quickly as the number of samples is increased. In this case the reduction leveled off at about 100 samples, which means that most of the variation in the background map can be described by this number of samples. A total of 325 sampling sites were selected to achieve good spatial coverage (Figure 4 ). Due to practical conditions prevailing in the field however, a total number of 223 locations were sampled and the samples were sent to the laboratory for analyses. In particular, samples were missing in an area in the southernmost part of the region, as well as parts in the southeast. The reason for this reflects the reality of doing field work in difficult terrains within a fixed time frame: the field teams were unable to reach all targeted sites with the available time and budget and, therefore, sampled fewer points towards the end of the sampling period in the southeast. Out of the 223 sampling sites, 214 had complete information to calculate the SOC stock for the 0-30 cm layer [57] .
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Method Complexity and Cost Estimation
The estimated costs of data collection and baseline production are presented in Table 4 . The SG method had a small total cost, while the three methods using local samples were more expensive, and increasingly so depending on the number of soil samples taken. Costs for data analysis (independent of sample number) was USD $1800 and USD $2400 for the OK and RK methods, respectively, and much higher (USD $4000) for the RFK method because of the time required for preparing the covariate raster datasets. Table 3 shows descriptive statistics of the Soilgrids250m data and the lab-analyzed soil properties. It is evident that the SoilGrids250m map overestimates the SOC stock in the Otjozondjupa region: the Soilgrids250m mean was 2.1 kg m −2 , while the sample mean was 1.3 kg m −2 . The magnitude of the Soilgrids250m bulk density was, however, not deviating substantially from the bulk density determined in the soil samples. Table 3 . Descriptive statistics of the Soilgrids250m data and the lab analyzed soil properties at the 214 soil sample locations (i.e., n = 214 in both cases). SOC = soil organic carbon; BD = bulk density.
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The estimated costs of data collection and baseline production are presented in Table 4 . The SG method had a small total cost, while the three methods using local samples were more expensive, and increasingly so depending on the number of soil samples taken. Costs for data analysis (independent of sample number) was USD $1800 and USD $2400 for the OK and RK methods, respectively, and much higher (USD $4000) for the RFK method because of the time required for preparing the covariate raster datasets.
While all costs are estimated, the costs for field and lab work are easier to estimate than those of data preparation and analysis. The cost of the former is lower when fewer samples are collected, which means fewer days in the field, which is the case when selecting a more complex method. Estimating the cost of the latter is more difficult because it depends greatly on the level of existing technical capacity. In Namibia, we worked with a team of relatively highly-skilled technical staff which kept data preparation and analyses costs relatively low. More capacity building may be needed in other locations when selecting the RK and RFK methods, which require knowledge in GIS, statistics, and programming. Costs of RK and RFK can, therefore, increase by several factors when the starting technical skill level is low, and this is not reflected in Table 4 . 
Map Accuracy versus Sampling Density
We plotted the four accuracy measures against the number of soil samples used to derive the baseline SOC stock map (Figure 4) . The estimated accuracy measures are summarized in Table 5 . In all cases, local adaptation (Tier 4) improved the SOC stock baseline maps compared to using SG without correction (Tier 1). The difference between the three methods using local soil samples (OK, RK, and RFK) was, in general, small but for small sample sizes ( 100 samples) there was a gain in accuracy using the covariate stack (the RFK method) over creating a SOC stock baseline map by soil samples alone (OK) or in combination with the SG SOC stock map (RK). Kriging of the regression residuals and then adding these to the linear regression prediction did not, in this case, generate any consistent improvement over OK. Instead the RK method was often less accurate than the OK method. Presumably, because the SG map made a poor covariate.
The SG map overestimated the SOC stock in Otjozondjupa, but the positive bias (ME) could be rectified even by a small set of soil samples ( 60) . The SG map itself was less accurate than the regional mean calculated from all soil samples (E < 0), while even a map made by OK of 20 samples was an improvement over the regional mean (E > 0). There was, however, a positive linear relationship (r = 0.38) between the SG map and the observed values at the sampling locations, and the negative E value of the SG maps was mainly due to the bias. Table 5 . Evaluation measures for three of the sample sizes (n). SG = Soilgrids250m; OK = ordinary kriging; RK = regression kriging; RFK = random forest kriging, MAE = mean absolute error, ME = mean error, E = Nash-Sutcliffe modelling efficiency, and r 2 = the coefficient of determination for a linear regression model between predicted and observed values. Figure 5 shows SOC stock baseline maps of the Otjozondjupa region created by different methods using different numbers of local samples. The original SoilGrids250m map is less smooth than the other maps; it shows a speckled, small-scale variation pattern. The general pattern with the lowest areas in the eastern part, and higher values in the west and northwest, is evident in all maps. In the mid-central part there is also an area of high values, something not captured with RK mapping. In the southwest, almost no samples were collected (Figure 4 ), and this is the area where the maps differ most; in some cases the area was mapped as having low SOC stock whereas the RFK maps indicated that SOC stock is high in that part. One can note that the maps derived from 170 local samples show different spatial variation structures depending on the method (OK, RK, or RFK) even though the evaluation statistics ( Figure 6 ) indicate that they are about as accurate. The maps also show that RK and RFK produce spatial patterns that are more consistent across different sampling sizes than OK. RK and RFK, therefore, seem to be more robust predictors, i.e., depending less on the sampling configuration, than OK. Figure 5 shows SOC stock baseline maps of the Otjozondjupa region created by different methods using different numbers of local samples. The original SoilGrids250m map is less smooth than the other maps; it shows a speckled, small-scale variation pattern. The general pattern with the lowest areas in the eastern part, and higher values in the west and northwest, is evident in all maps. In the mid-central part there is also an area of high values, something not captured with RK mapping. In the southwest, almost no samples were collected (Figure 4 ), and this is the area where the maps differ most; in some cases the area was mapped as having low SOC stock whereas the RFK maps indicated that SOC stock is high in that part. One can note that the maps derived from 170 local samples show different spatial variation structures depending on the method (OK, RK, or RFK) even though the evaluation statistics ( Figure 6 ) indicate that they are about as accurate. The maps also show that RK and RFK produce spatial patterns that are more consistent across different sampling sizes than OK. RK and RFK, therefore, seem to be more robust predictors, i.e., depending less on the sampling configuration, than OK. 
Maps
Discussion
Map Accuracy vs. Cost Considerations
It is self-evident that an increase in sampling points and, thus, cost, results in better map accuracy. The question is: at which point is the diminishing marginal increase in accuracy too costly? The present results indicate that with only a limited number of samples available, e.g., fewer than 60, it would be better to invest resources in using a more complex method to obtain better results. However, with an increasing number of samples, the difference in accuracy between the methods is relatively small. Given the high cost of soil sampling in the Otjozondjupa region it would, therefore, be best to sample between 80 and 100 locations and use the more complex RFK method. In a different region where the sampling cost is lower, it may be a better investment to collect more soil samples and use a less complex and costly method that does not have a high data preparation cost.
We include time requirements for different tasks in Table 4 and we assume that practitioners are familiar with the different DSM methods. By providing the time requirement in addition to the costs, a more accurate estimate of the total cost can be obtained which includes staff costs in different contexts. Given that Otjozondjupa is a large, sparsely-populated region with few roads and a high number of fenced private ranges, the data collection costs were relatively high.
Local Adaptation of Large-Extent Maps
It has been demonstrated that large-extent soil maps can be locally improved by the use of local soil observation data. For example, Malone et al. [58] first downscaled the SOC layer of the soil and landscape grid of Australia [59] to a finer grid by use of a set of high-resolution environmental covariates (Dissever method; originally described by Malone et al. [60] ) and subsequently extended by Roudier et al. [61] . Then they adapted the downscaled map-that was rather biased-by use of local SOC observations for one test farm. By using residual kriging, Söderström et al. [62] tested local 
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Local Adaptation of Large-Extent Maps
It has been demonstrated that large-extent soil maps can be locally improved by the use of local soil observation data. For example, Malone et al. [58] first downscaled the SOC layer of the soil and landscape grid of Australia [59] to a finer grid by use of a set of high-resolution environmental covariates (Dissever method; originally described by Malone et al. [60] ) and subsequently extended by Roudier et al. [61] . Then they adapted the downscaled map-that was rather biased-by use of local SOC observations for one test farm. By using residual kriging, Söderström et al. [62] tested local adaptation of the SOC and pH layers of the AfSoilgrids250m, an earlier version of Soilgrids250m covering the African continent [63] , for the country of Rwanda. Similarly, Söderström et al. [64] updated a national soil texture map of Sweden [65] by re-parameterization of a MARSplines model that was used for prediction with local samples (farm extent) added to the calibration dataset, according to the principles of spiking [66] . In all cases the large-extent maps were improved by local adaptation. From the user´s perspective, regression kriging may be preferred over re-parameterization of the model used to derive the original map, since it does not require access to the data and models used to derive the original map. Local adaptation by regression kriging can also be performed directly without need for any harmonization of different soil sample datasets [42] .
The results from the present study in a region of Namibia showed that using local samples (Tier 3) was better than using the global Soilgrids250m data (Tier 1), due to a severe bias of the global data. This was true whether the soil samples were used alone (OK) (Tier 3), in combination with the global soil dataset (RK) (Tier 4), or in combination with a large set of environmental covariate layers (RFK) (Tier 4). This bias in the SoilGris250m SOC stock map can be explained by the fact that the SoilGrids250m maps were developed using a global model and global datasets of (legacy) sample data and covariate layers. The global model does give unbiased predictions at global level given the input data, but this does not necessarily mean that, at the local level, there is no systematic difference between the mapped values and measured values. Furthermore, SoilGrids250m relies, to a large extent, on legacy sampling data, which might be dated and of limited accuracy that can cause further discrepancies between mapped values and values measured recently. Additionally, sampling sites used to develop the SoilGrids250m maps are unevenly distributed across the global land area. Nevertheless, SoilGrids250m is designed as an updateable mapping system that allows maps to improve over time when new datasets become available. Adding local data, such as the Otjozondjupa data to the SoilGrids250m sample dataset, might help to improve predictions for this region. Although digital soil maps of global, continental, or national extent may be invaluable as decision supports at the spatial scales for which they were intended, it shall not be taken for granted that such large-scale digital soil mapping products are relevant and directly applicable in smaller areas, such as a region, village, or farm [58, 62] .
Model Complexity and Costs
It is assumed that the degree of difficulty increases to implement and interpret the results from SG to OK, RK, and RFK. Local capacity, therefore, needs to be taken into consideration when evaluating which method to use in a given setting. For the more complex (higher tier) methods, training may be required. While the Otjozondjupa SOC baseline map was primarily produced by a team of international scientists, led by ISRIC, a subsequent SOC baseline is currently being produced by national technical staff who received two weeks of training. This investment will likely pay off for Namibia as the national capacity continues to grow and no additional training cost will be incurred with each subsequent sub-national baseline production or future monitoring.
The dilemma that decision-makers face in producing SOC baseline maps is whether to invest financial resources in collecting more samples and using a less complex method, or invest in building technical capacity in order to use a more complex method while collecting fewer samples, both approaches resulting in similar accuracy. Local decision-makers often want more autonomy over developing national LDN baselines and monitoring systems, and therefore tend to invest in technical capacity when possible. While this strategy can pay off in terms of having capacity that can be used in multiple ways, also beyond LDN, the risk is turnover and the resulting cost of training new staff. Therefore, when investing in technical capacity it is desirable to invest in redundancy by having more people trained in GIS, statistics, and programming than is required.
Recommendations
An obvious recommendation based on the present study, and also other literature, is to always take, at least a few, local soil samples, because (i) without local samples you will not know the accuracy of the global (or other large-extent) digital soil mapping product in your specific area of interest; and (ii) even a small set of local samples will help correct for a potential bias of the large-scale DSM product and thereby gain a great deal in accuracy for a relatively small cost.
Automatized web applications might be an option for this type of mapping. Even more complicated digital soil mapping functions using built-in prepared covariate layers can reduce labor costs and assist in the production of LDN baseline SOC stock maps of high accuracy. If interactive functionality is added, already a small number of national soil samples can be added to improve the modelling output. There is a working example of such an interactive web application for uploading soil sample data (at the farm level) which adapts a national scale digital soil map in Sweden [42] , showing that such a solution is a feasible approach. Designing soil sampling based on the built-in covariates could be another function of such an application. Finally, a lesson learned from this (and other) studies is to take accessibility into account when designing the sampling.
General Validity of the Results
The present study was conducted in one region and the specific results cannot be regarded as pertinent for any area. However, we do believe that the following observations are general and also valid in other areas: (i) soil samples (even a few) improves large-scale maps (because possible local bias is removed); (ii) more local samples mean a better map and the increase in accuracy follows an increasing (concave down) shape showing diminishing returns; and (iii) the use of environmental covariates means a relatively larger improvement in accuracy when small sample sizes are used. For sufficiently large sample sizes, the added value of using covariates becomes less.
The finding that it is better to invest in soil samples than in salary for a well-trained data analyst using a more sophisticated mapping method is case-specific. Many countries would rather invest more in local capacity-building to increase in-house expertise which will pay dividends over a longer period. Nevertheless, the Otjozondjupa region is rather homogeneous and the dominating large-scale spatial variation patterns can easily be captured by taking a reasonable number of soil samples. In an area with more pronounced small-scale heterogeneity or in a patchy landscape with multiple land uses, the accuracy gain in using covariates is likely to be larger.
Conclusions
The lessons learned while developing the Otjozondjupa SOC baseline provide valuable insights for government departments that are responsible for developing LDN baselines elsewhere. The following observations made in the present study are considered general and can be used as a guide for planning LDN SOC stock baseline mapping:
(i) taking a few local soil samples (e.g., 20) is necessary to assess the local accuracy of the large-scale map. The soil samples can also be used to alleviate local bias of the large scale map; (ii) taking more local samples further improves the map accuracy. The improvement will generally be smaller for each additional sample taken; (iii) using relevant environmental covariates will most likely improve the baseline SOC stock map.
A relatively larger improvement in accuracy can be expected when soil sampling densities are used; and (iv) taking accessibility into account when designing the sampling can considerably save costs and labor in some areas.
The presented cost estimation for different DSM methods and sample sizes can be used as a budget template for new areas, but the amounts must be updated for the new context in which it is applied.
In the specific area of Otjozondjupa, Soilgrids250m generally overestimated the SOC stock in the upper 0.3 m of the soil profile in the Otjozondjupa region of Namibia. By using data from as few as 20 local soil samples, the Soilgrids250m map could be improved considerably. Using the local soil sample data to re-parameterize the random forest model was found to be the best option, statistically, but the improvement from using this more complex method compared to simply interpolating the soil sample data by ordinary kriging was minimal. 
