Abstract. We introduce a non-linear criterion which allows us to determine when a function can be written as a sum of functions belonging to homogeneous fractional spaces: for ℓ ∈ N * , si ∈ (0, 1) and pi ∈ [1, +∞), u : Ω → R can be decomposed as
Introduction
Given Ω an open set of R n or an n-dimensional Riemannian manifold with n ≥ 1, s ∈ (0, 1) and p ∈ [1, +∞), the homogeneous fractional Sobolev spaceẆ s,p (Ω) (or Slobodeskii space) is defined aṡ and d Ω (x, y) denotes the Euclidean distance between the points x ∈ Ω and y ∈ Ω when Ω ⊂ R n or their geodesic distance when Ω is a Riemannian manifold. Fractional Sobolev spaces are linear spaces which can be summed, given ℓ ∈ N * , s 1 , . . . , s ℓ ∈ (0, 1) and p 1 , . . . , p ℓ ∈ [1, +∞), aṡ W s 1 ,p 1 (Ω) + · · · +Ẇ s ℓ ,p ℓ (Ω) u 1 + · · · + u ℓ ; for each i ∈ {1, . . . , ℓ}, u i ∈Ẇ s i ,p i (Ω) .
(1.2) While the definition of the Gagliardo semi-norm (1.1) extends readily to the case where the target space R is replaced by any metric space, the definition of the sum (1.2) relies strongly on the linear structure of the space. The goal of the present work is to give the sum of fractional Sobolev spaces a metric characterization which does not depend on the linear structure of the space R and thus to pave the way to a definition of the sum of some nonlinear spaces. Our study of the problem was motivated by the appearance of the space W s,p (Ω) + W 1,sp (Ω) in the lifting of maps in W s,p (Ω, S 1 ) [2, 3, 8, 9, 11] . A first step of the generalization of these results to liftings over a general covering of a manifold [1] is the definition of an appropriate nonlinear counterpart of W s,p (Ω) + W 1,sp (Ω). The present work shows how to define this for fractional Sobolev spaces.
The proof of the inclusion of the sum in Theorem 1.1 is quite straightforward and independent on any assumption on the domain Ω (Proposition 2.1). The associated estimate has a constant that remains bounded if the number ℓ ∈ N and the exponents p 1 , . . . , p ℓ ∈ [1, +∞) remain bounded.
For the converse inclusion, we first recall that the function u : Ω → R in the righthand side of (1.4) can be decomposed by defining the functions u 1 , . . . , u ℓ in such a way that for every x and every j ∈ N, one has u j (x) ∈ {0, u(x)} and ℓ j=1 |u j (x)| p j = min 1≤i≤ℓ |u i (x)| p i . Such an approach fails for fractional Sobolev spaces because these spaces are defined by a double integral, and this strategy would provide a decomposition on Ω × Ω rather than on Ω.
We tackle the problem through the characterization of fractional Sobolev spaces as traces of weighted Sobolev spaces [6, 10, 13] . When Ω = R n , we show that any measurable function u : R n → R, has an extension U :
We then decompose the derivative ∇U of this extension into functions Θ 1 , . . . , Θ ℓ : R n+1 + → R n+1 that satisfy weighted estimates; these are not necessarily derivatives but can be used to construct functions u 1 , . . . , u ℓ : R n → R that are controlled by some trace estimates. The resulting estimates blow up when s i → 1.
When Ω is a domain or a manifold, we first prove the decomposition by an extension argument on a ball and then extend the theorem to general domains and manifolds through local charts, a partition of the unity and a suitable estimate on a low-frequency part that connects the local patches. The regularity assumptions on the domain Ω that we are making are probably not optimal in view of the possibility of extending functions under much weaker assumptions [14] .
Nonlinear estimate of sums
In this section, we prove that any sum of fractional Sobolev functions satisfies an estimate on a minimum. Proposition 2.1. Let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1), let p 1 , . . . , p ℓ ∈ [1, +∞) and let Ω be an n-dimensional Riemannian manifold with a possibly non-empty boundary. If the functions u 1 , . . . , u ℓ : Ω → R are measurable and if u u 1 + · · · + u ℓ , then
Proof. For every x, y ∈ Ω such that x = y, there exists j ∈ {1, . . . , ℓ} such that
and thus by the triangle inequality, we have
Therefore, for every x, y ∈ Ω,
The conclusion then follows by integrating the inequality (2.1) with respect to (x, y) over the set Ω × Ω.
Remark 2.2. Proposition 2.1 can also be proved by Jensen's inequality applied to a suitable inf-convolution: one defines for each x, y ∈ Ω the function Φ x,y : R → [0, +∞) for every t ∈ R by
one observes that the function Φ x,y is convex since p 1 , . . . , p ℓ ≥ 1; since u =
one concludes by observing that for each x, y ∈ Ω and t ∈ R, by definition of Φ x,y ,
Decomposition of functions in the Euclidean space
We decompose here measurable function on the Euclidean space R n with an estimate involving fractional Sobolev spaces. Proposition 3.1. Let n ∈ N * , let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1) and let p 1 , . . . , p ℓ ∈ [1, +∞). There exists a constant C such that for every measurable function u : R n → R there exist measurable functions u 1 , . . . , u ℓ : R n → R such that u = u 1 + · · · + u ℓ almost everywhere on R n and
Our first tool is the following Jensen type inequality for minima.
, let µ be a probability measure on Ω and let
Proof. We define for every j ∈ {1, . . . , ℓ}, the set
By definition, we have ℓ j=1 A j = Ω, and thus there exists j ∈ {1, . . . , ℓ} such that
Since µ is a probability measure and p j ≥ 1, we have by Jensen's inequality,
and thus
and the conclusion follows.
Remark 3.3. Lemma 3.2 can also be proved by Jensen's inequality applied to a suitable inf-convolution: one defines the function Φ : R → [0, +∞) for each t ∈ R by
one observes that the function Φ is convex since p 1 , . . . , p ℓ ≥ 1 and α 1 , . . . , α ℓ ≥ 0; hence Jensen's inequality with Φ and µ applies to f ; one concludes by noting that by definition of Φ, for each t ∈ R,
Next we have an extension inequality with an estimate on a minimum of derivatives.
Lemma 3.4. Let n ∈ N * , let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1) and let p 1 , . . . , p ℓ ∈ [1, +∞).
The function U is the convolution product of u with a family of rescaled functions, with the scaling parameter as the last variable. Indeed, one has for each (x, t) ∈ R n+1 , U (x, t) = (u * ϕ t )(x), where for t ∈ (0, +∞), the function ϕ t : R n → R is defined for y ∈ R n by ϕ t (y) 1 t n ϕ(y/t). The constant C in Lemma 3.4 remains bounded when ℓ and p 1 , . . . , p ℓ ∈ [1, +∞) remain bounded.
Proof of Lemma 3.4. For every (x, t) ∈ R n+1 , we have by a change of variable y = x−th,
We define the function ξ ∈ C c (R n , R n+1 ) for each x ∈ R n by ξ(x) (∇ϕ(x), nϕ(x) − ∇ϕ(x) · x), and we write for every (
since´R n ξ = 0, and thus for each (
We apply Lemma 3.2 with α i 1/t 1−(1−s i )p i , µ the normalized Lebesgue measure on the ball B(x, t) and the function f : R n → R defined for each y ∈ R n by f (y) |u(y) − u(x)|, and we get for each (x, t) ∈ R n × (0, +∞),
By integration of the inequality (3.1) with respect to x and t and by Fubini's theorem, we getR
We conclude by Lemma 3.5 below.
Lemma 3.5. Let γ 1 , . . . , γ ℓ ∈ (0, +∞) and β 1 , . . . , β ℓ ∈ [0, +∞). For every r ∈ R, one hasˆ+
Proof. We fix r ∈ [0, +∞) and we choose j ∈ {1, . . . , ℓ} such that
We then have
The proof of the second inequality is similar.
From Lemma 3.4, the function U can be decomposed as
(see (3.9) and (3.10) below). In the following we show how to construct a function u i from the vector field Θ i with an estimate of the Gagliardo semi-norms.
where ψ = (ψ x , ψ t ) with ψ x : R n → R n and ψ t : R n → R.
For example, if ϕ ∈ C 1 c (R n ), if´R n ϕ = 1 and if supp ϕ ⊂ B(0, 1), then the function ψ : R n → R n+1 defined for each x ∈ R n by ψ(x) ϕ(x)(−x, 1) is a reconstruction kernel.
Lemma 3.7. Let ψ : R n → R n+1 be a reconstruction kernel and let U ∈ C 1 (R n+1 + ). For every τ < T and every x ∈ R n ,
Proof. Since the function U is smooth and ψ is compactly supported, we have by the divergence theorem
The conclusion follows then from the definition of reconstruction kernel (Definition 3.6).
Lemma 3.8. Let n ∈ N * , let s ∈ (0, 1), let p ∈ [1, +∞) and let ψ : R n → R n+1 be a reconstruction kernel. There exists a constant C ∈ R such that if the function Θ : R n+1 + → R n+1 is measurable and satisfies for almost every x ∈ R n , +∞ 0ˆB(x,t)
|Θ(y, t)| t n dt dy < +∞ and if the function v : R n → R is defined for almost every x ∈ R n by
The constant C in Lemma 3.8 depends on the reconstruction kernel ψ, on the s and p and blows up like s −p (1 − s) −p when s → 0 and s → 1.
Since by Definition 3.6, supp ψ ⊂ B(0, 1), the integrability assumption on the vector field Θ ensures that the function v(x) is well-defined almost everywhere on R n .
The proof of Lemma 3.8 follows the strategy of proofs of extensions of functions in fractional Sobolev spaces [10, 13] 
and (Hardy inequality at ∞)
Proof of Lemma 3.8. By definition of the function v, we have for every
We next have by Hölder's inequality, for every x, y ∈ R n ,
Hence, by integration,
By performing the integration in spherical coordinates of y centred at x, we get
In view of Hardy's inequality at 0 (Lemma 3.9), we have for every x ∈ R n ,
Hence, we havë
Similarly, we have by exchanging x and y,
We observe now that if t ≥ |x − y|, then
Moreover since the function ψ is Lipschitz continuous, we have for every x, y, z ∈ R n and every t ∈ (0, +∞),
We have thus
|Θ(z, t)| t n+1 dz dt By Hölder's inequality, we deduce that
By integration with respect to (x, y) over R n × R n , we geẗ
By a change of variable x = w + rσ and y = w − rσ, with w ∈ R n , r ∈ (0, +∞) and σ ∈ S n−1 , we geẗ
By Hardy's inequality at ∞ (Lemma 3.9), we get for every w ∈ R n ,
By combining the inequalities (3.5), (3.6), (3.7) and (3.8), we reach the conclusion.
Proof of Proposition 3.1 when´R n |u(x)|/(1 + |x| n ) dx < +∞ . We fix a function ϕ : R n → R that satisfies the assumptions of Lemma 3.4 and a reconstruction kernel ψ : R n → R n+1 . Let U ∈ C 1 (R n+1 + ) be the function defined in Lemma 3.4. Since the function u is locally integrable, for almost every x ∈ R n , we have u(x) = lim t→0 U (x, t). By letting τ → 0 and T → +∞ in Lemma 3.7 and noting that lim inf R→∞ 1 R n´B (0,R) |u| = 0, we obtain for almost every
We define for each i ∈ {1, . . . , ℓ}, the vector field
where the function 1 A i : R n+1 + → R is the characteristic function of the set
and for each j ∈ {i + 1, . . . , ℓ}
We observe that ℓ i=1 A i = R n and that if i, j ∈ {1, . . . , ℓ} and i = j, one has A i ∩A j = ∅. Therefore,
and by Lemma 3.4
(3.12)
For every i ∈ {1, . . . , ℓ} and R ∈ (0, +∞), we have by Hölder's inequality,
On the other hand, we have for each x ∈ B(0, R),
Hence, by (3.13) and (3.14), for almost every x ∈ R n , +∞ 0ˆB(x,t)
In view of (3.15), we define for each i ∈ {1, . . . , ℓ} the function u i : R n → R by setting for each x ∈ R n
In view of (3.11) and (3.9), we have
almost everywhere in R n . Moreover, by Lemma 3.8, we havë
We conclude by the estimate (3.12). 
implies the existence of a constant κ ∈ R such that R n |u(x) − κ| 1 + |x| n dx < +∞.
Indeed, for every R ∈ (0, +∞), one has by Lemma 3.2,
if α min 1≤i≤ℓ
and hence by a dyadic decomposition of radii, if ρ ≥ R ≥ 1,
is well-defined, and
This approach fails when max 1≤i≤n s i p i ≥ n since there exist then functions u ∈Ẇ s 1 ,p 1 (R n ) with sp ≥ n such that lim |x|→+∞ |u(x)| = +∞.
In order to treat the case where u ∈ L 1 loc (R n ) but´R n |u(x)|/(1 + |x| n ) dx = +∞ we rely on a truncation construction.
Lemma 3.12. Let n ∈ N * , let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1) and let p 1 , . . . , p ℓ ∈ [1, +∞).
In the statement of Lemma 3.12, we define (uη) = 0 on R n \ B(0, R).
Proof of Lemma 3.12. We have for every x ∈ B(0, R) and y ∈ R n ,
We define the sets
In view of (3.16) we have A ∪ B = B(0, R) × R n , and thereforë
We first observe that since η = 0 in R n \ B(0, R), we have |η| ≤ |η| C 0,1 R in B(0, R), and thus
Next we observe that since´B (0,R) u = 0 by our assumption, we have for every x ∈ B(0, R),
and thus by Lemma 3.2, for every x ∈ B(0, R) and y ∈ R n ,
Since for every x, y ∈ R n , |η(x) − η(y)| ≤ |η| C 0,1 min(|x − y|, R), we deduce thaẗ
We rewrite the integrals with respect to y on the right-hand cite in spherical coordinates centred at the point x and we obtain
By applying Lemma 3.5, we deduce thaẗ
The conclusion follows from (3.17), (3.18) and (3.19).
Proof of Proposition 3.1 in the general case. We assume without loss of generality thaẗ
it follows then that u ∈ L 1 loc (R n ) (see Lemma 4.2 below). We choose a function η ∈ C 1 c (R n ) such that η = 0 in R n \ B(0, 1) and η = 1 on B(0, 1 2 ). We define for each R ∈ (0, +∞), the function u R : R n → R, by setting for each
By Lemma 3.12, we have for each R ∈ (0, +∞),
and thereforeˆR
By the first part of the proof, for each R ∈ (0, +∞), there exist measurable functions
If R ≥ 2, we can assume without loss of generality by adding suitable constants to the functions u 1 , . . . , u ℓ , that for every i ∈ {1, . . . , ℓ},
This implies in turn that for every ρ > 0,
In view of (3.21) and (3.22), for every ρ > 0 and i ∈ {1, . . . , ℓ}, the family (u R i ) R>2 is bounded in the space W s i ,p i (B(0, ρ) ). By the Rellich compactness theorem in fractional Sobolev spaces [5, theorem 7.1] , there exist functions u 1 , . . . , u ℓ : R n → R and a sequence (R m ) m∈N diverging to +∞ such that the sequence (u Rm i ) m∈N converges almost everywhere to u i in R n . This implies in particular that for almost every x ∈ R n ,
Finally, by Fatou's lemma and by (3.21), we havë
Decomposition of functions in bounded domains and on manifolds
The aim of this section is to prove the counterpart of Proposition 3.1 in bounded domains and compact manifolds having possibly a boundary.
Proposition 4.1. Let n ∈ N * , let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1) and let p 1 , . . . , p ℓ ∈ [1, +∞). Let Ω be a bounded domain with a smooth boundary or a smooth compact manifolds with (a possibly empty) boundary. There exists a constant C such that for every measurable function u : Ω → R, there exist measurable functions u 1 , . . . , u ℓ : Ω → R such that u = u 1 + · · · + u ℓ on Ω and
The constant in the previous proposition depends on the domain or the manifold Ω and also on the number ℓ and the parameters s 1 , . . . , s ℓ and p 1 , . . . , p ℓ in the same way as in proposition 3.1.
We first remark that the boundedness of the integral in the right hand-side of Proposition 4.1 implies integrability and thus it will make sense to prescribe average values. Lemma 4.2. Let n ∈ N * , ℓ ∈ N * , s 1 , . . . , s ℓ ∈ (0, 1) and p 1 , . . . , p ℓ ∈ [1, +∞). If Ω is a bounded manifold, then there exists a constant C such thaẗ
Proof. We observe that since Ω is bounded and p i ≥ 1, we have for every i ∈ {1, . . . , ℓ},
and hence the inequality follows by taking the minimum over i ∈ {1, . . . , ℓ} and by integrating over Ω × Ω.
Lemma 4.3. Let n ∈ N * , let ℓ ∈ N * , let s 1 , . . . , s ℓ ∈ (0, 1) and let p 1 , . . . , p ℓ ∈ [1, +∞).
There exists a constant C such that for every measurable function u : B(0, R) → R is measurable, there exists a measurable functionũ : B(0, 2R) → R, such thatũ = u in B(0, R) and
Proof. We define the functionũ : Proof of Proposition 4.1 when Ω = B(0, R). Let u : B(0, R) → R be a measurable function and letũ : B(0, 2R) → R be the extension given by Lemma 4.3. We define the function v η(ũ − ffl B(0,2R)ũ ) : R n → R, where the function η ∈ C 1 c (R n ) satisfies η = 1 in B(0, R) and η = 0 on R n \ B(0, 2R). By Lemma 3.12, we havë
We conclude by setting u i (v i + Since Ω is a compact Lipschitz manifold, there exist N ∈ N, and for k ∈ {1, . . . , N }, a bi-Lipschitz homeomorphism ψ k :
We take a partition of unity (ϕ k ) 1≤k≤N associated to the sets U k , that is, for every k ∈ {1, . . . , N }, ϕ k ∈ C 1 (Ω) and ϕ k = 0 in Ω \ U k , and Since the proposition is proved on a ball and the set ψ k (U k ) is either a ball or a half-ball which is the image of a ball under a bi-Lipschitz homeomorphisms, for every k ∈ {1, . . . , N }, there exist measurable functions v k 1 , . . . , v k ℓ :
Moreover, we can assume that for each k ∈ {1, . . . , N } and i ∈ {1, . . . , ℓ} we have
We define for each i ∈ {1, . . . , ℓ} the functioñ
Since the map ψ k is bi-Lipschitz and by Lemma 3.12, we havë
If we define the low frequency component We compute now for each k ∈ {1, . . . , N }, The conclusion then follows.
