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The perovksite rare-earth nickelates, RNiO3 (R=La ... Lu), are a class of materials displaying a rich phase-
diagram of metallic and insulating phases associated with charge and magnetic order. Being in the charge
transfer regime, Ni3+ in octahedral coordination displays a strong hybridization with oxygen to form 3d - 2p
mixed states, which results in a strong admixture of 3d8L into 3d7, where L denotes a hole on the oxygen.
To understand the nature of this strongly hybridized ground state, we present a detailed study of the Ni and O
electronic structure using high-resolution soft X-ray Absorption Spectroscopy (XAS). Through a comparison
of the evolution of the XAS line-shape at Ni L- and O K-edges across the phase diagram, we explore the
changes in the electronic signatures in connection with the insulating and metallic phases that support the idea
of hybridization playing a fundamental role.
I. INTRODUCTION
Complex oxides offer a diverse range of phenomena that
span magnetism to superconductivity to collosal response at
phase transitions[1, 2]. Of particular interest here is under-
standing why materials undergo a conversion from metallic to
insulating phases[3]. Nickelates form an intriguing case for
materials that undergo a metal-to-insulator transition (MIT)
connected to the onset of charge and magnetic order. As is
encountered in other complex oxides with multiple degrees of
freedom, the underlying cause can be difficult to unravel[4, 5].
The case of RNiO3 has been well studied for several
decades as a case of charge and magnetic order associated
with a metal to insulator transition (MIT) for the late 3d tran-
sition metal oxides[7–11]. Originally, it was expected that
the Jahn-Teller active Ni3+(3d7) state should demonstrate or-
bital order[12, 13], but this was ruled out in the favor of a
charged ordered (CO) phase both experimentally[14, 15] and
theoretically[16–19]. The magnetic state was characterized
early on as E′-type antiferromagnetic (AFM) order with a
4×4×4 monoclinic unit cell with large and small moment
Ni sites arrange in an -up-up-down-down- pattern[12, 20]; a
definitive assigning the moment orientations has proven to
be difficult with powder samples. Later, scattering exper-
iments on relaxed NdNiO3 thin films measured at the Ni
L3 resonance supported a spiral structure[21, 22] and when
extended to powder samples showed the same resonant re-
sponse in the soft X-rays possibly indicating the same mag-
netic structure[23, 24]. While scattering probes showed a
clear ordering of the local magnetic moments, magnetic prop-
erties explored by other methods illustrated a complex cross-
over of the magnetic state from Pauli like to Curie-Weiss
type[25]. Recent total moment methods found the evidence
for spin-canting[26]. Additionally, experiments on LaNiO3
emphasized the difficulty in understanding the total magnetic
moment due to strong electron-electron correlations[27].
On the electronic side, the trends across the series were
connected with the decreasing band-width as one moves to
smaller R ions[6, 11, 28, 29], which was also early on as-
sociated with a change in the p − d covalency[30] that has
a consequence of moving the boundary between metal and
insulator in the Zaanen-Sawatzky-Allen (ZSA) diagram for
charge-transfer compounds[31]. Photoemission[32–35] and
optical[36] measurements also showed that the gap is quite
small (100 - 200 meV). Early on it was recognized that the
charge-transfer nature of the compounds played an important
role in the physics[4, 37], which indicated that Ni3+ contained
more of 3d8L character than 3d7, where L denotes a ligand
hole on the oxygen site. This was explored in more detail
by Mizokawa et al.[16] and further supported by recent ad-
vances in theoretical approaches for strongly correlated elec-
tron states[17–19, 38, 39]. These findings support the view
that the charge order is more likely oxygen-site or bond cen-
tered (3d8L + 3d8L → 3d8 + 3d8L2) rather than the Ni site
centered picture (3d7 + 3d7 → 3d7−δ +3d7+δ).
In this article, we explore the detailed evolution of the
nickel and oxygen electronic structure throughout the phase
diagram above and below the MIT and AFM ordering transi-
tions by using spectroscopic probes at the Ni L-edge and Oxy-
gen K-edge to track the evolution of the electronic structures
to understand the underlying physics.
II. EXPERIMENTAL DETAILS
Bulk RNiO3 samples were studied in the powder form and
the details of high-pressure oxygen synthesis are discussed
elsewhere[29]. X-ray absorption measurements were under-
taken at beamline 4-ID-C of the Advanced Photon Source and
were simultaneously recorded by surface sensitive total elec-
tron yield (EY) and bulk-sensitive partial fluorescence yield
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FIG. 1: (a) Bulk RNiO3 phase diagram for the series of samples
explored in this paper. Data is from Ref. [6] (b) Crystal struc-
tures for the low-temperature charge-ordered monoclinic and high-
temperature metallic orthorhombic phases.
(FY) modes. In addition, a NiO sample was positioned up-
stream of the experiment and recorded during every scan to
perform alignment between samples with up to 50 meV preci-
sion. Powder samples were mounted on electrically conduct-
ing carbon tape. Excellent agreement between EY and FY
measurements indicates no degradation of the surface with re-
spect to the bulk phase. The beamline resolution was 100 meV
at the oxygen K-edge and 200 meV at the Ni-L edge.
III. RESULTS
A. Ni L-edge Absorption
In this section we present a summary of the Ni L-edge X-
ray absorption, which is an excitation from the Ni 2p core state
to the unoccupied Ni 3d states just above the Fermi level. Fig-
ure 2 shows the L3 portion of the spectra in both EY (a) and
FY (b). Aside from the strong self-absorption of the FY spec-
tra, there is a very good correspondence of the spectral fea-
tures across the series from R = Gd to La. Aside from the over-
lap with the strong La M4 line for LaNiO3, the spectra show
a clear evolution across the series as one moves across the
metal-insulator transition. These spectra are in good agree-
ment with previous measurements on bulk RNiO3[37, 40].
The spectra are qualitatively described by a sharp mutliplet
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FIG. 2: Ni L3 absorption data at 300 K acquired in (a) surface sen-
stive EY and (b) bulk sensitive FY across the series from R = Gd to
La. Panel (c) shows the multiplet peak splitting that is discussed in
the text.
near 852 eV and a broad multiplet near 854 eV, labeled as A
and B respectively in Fig. 2. The bulk sensitive FY shows
the same features indicating that the surface and bulk have the
same electronic structure although they are less pronounced
due to strong self-absorption at the L3 edge[41]. Note that
these spectra were aligned using a NiO standard which has
a peak at 852 eV, which is close yet distinct from the multi-
plet labeled A. While not presented here, a change in valence
from Ni3+ to Ni2+ due to oxygen non-stoichiometry (e. g.
RNiO3−δ) occurs by an increase in the A peak intensity and
gradual shifting to 852 eV while the B peak diminshes.
By treating the spectra as containing two main components,
we have fit all the L3 with a two Gaussian model to extract
3the position of the two main multiplets. While the multiplets
are clear in the insulating phase, there also exists features in
the metallic state consistent with some remaining multiplet
character, which is heavily screened by the metallic state. The
results of this fit can be seen in Fig. 2(c) as a function of rare
earth ion. A direct inspection of the Fig. shows the presense of
two distinct well defined splittings depending on the metallic
vs. insulating nature of the ground state of 1 eV (metallic) and
1.7 eV (insulating), respectively. The data of Nd0.5Sm0.5 is an
outlier since at 300 K and are very close to the transition from
the metallic to insulating phase. In previous work, we used a
NiO6 cluster calculation that connected the splitting of these
features to the charge transfer energy, ∆(3) = E(3d8L) −
E(3d7)[42]. This notion will be addressed in more detail in
the Theory and Discussion sections below, and implies that
there might be a discontinuous change in ∆ across the MIT.
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FIG. 3: (a) The oxygen K-edge spectra at 300K for the series from
R = Gd to La with the Ni3d-O2p marked by the vertical. (b) shows a
comparison of the ends members of the measured series highlighting
the pre-peak from hybridization with Ni and the second feature due
Re-O hybridization. (c) This panel shows the FWHM of the pre-peak
at 300K as a function of R. (c) Comparison between LaNiO3 XAS
and the oxygen projected density of states (DOS) from Ref. [43]
B. Oxygen K-edge Absorption
Due to the highly covalent nature of the bonding between
Ni and O, probing the oxygen states is equally important to
that of Ni. Figure 3 shows the oxygen K-edge absorption
spectrum for the series shown in Fig. 1(a). In all cases the
spectra are broadly defined by a sharp pre-peak around 529
eV due to Ni 3d and O 2p hybridization and a broad peak
around 538 eV connected to mixing of the rare earth (R) states
with oxygen. These spectra are in good agreement with other
published data[37, 44–46] and are consistent with fully oxy-
genated case of RNiO3[45]. In this case we present only the
bulk-sensitive FY since they suffer less from self-absorption
and due the fact that the EY data for the insulating samples
lead to difficulties in creating a consistent comparison be-
tween the data.
One of the main findings of this measurement is that the
leading edge of the pre-peaks are all aligned and the changes
occur only the higher energy side of the pre-peak. This is best
seen in the comparison of the two ends of the series for Gd
and La shown in Figure 3(b). Here we see that the main ef-
fect is the reduction in the pre-peak width and perhaps a drop
in overall area size. Since small changes in the normaliza-
tion of the oxygen spectra can influence the small changes in
the pre-peak height, here we focus on the changes in the peak
width across the series (Fig. 3(c)). As clearly seen, there is
a linear trend that tracks well with the decreasing bandwidth
across the RNiO3 series inferred from changes in the bond
angle[6, 11]. With the shrinking 3d bandwidth, the overlap
with the 2p bands decreases as seen by the loss of pre-peak
intensity at higher energy. An important aspect of the oxy-
gen K-edge measurements is that due to the weak core-hole
interaction at this edge, the XAS can be directly compared to
the oxygen partial density of states[47–49]. To illustrate this
point we consider the comparison of the LaNiO3 XAS with
the calculated density of states from Ref. [43]. As seen, there
is the good agreement between the two that will be utilized
during the discussion in connection to the underlying physics.
C. Case of NdNiO3
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FIG. 4: (a) Ni L3 edge below and above the MIT. (b) Corresponding
oxygen K-edge in the metallic vs. insulating phases.
The situation of R = Nd offers a representative compound to
4explore the spectroscopy of the insulating vs. metallic phases.
As shown in Fig. 4, as a function of temperature the Ni L-
edge across the MIT changes in the same manner as it does
as a function of R. Specifically, below the MIT (TMIT=190
K) there is an abrupt change in the XAS into the multiplet
split phase of the Ni L-edge for NdNiO3, which is exactly the
same as that of the other insulating phases. In this context, we
can conjecture that understanding the spectra for the case of
Nd should provide an understanding of all the other members
in the series. For the case of oxygen, tracking the change in
the same compound allows a quantitative comparison of the
variation in the oxygen spectrum. As seen in Fig. 4, there is a
narrowing of the pre-peak associated with the decrease of the
Ni 3d bandwidth that results in a decrease of the overlap with
the oxygen 2p states. The integrated area decreases by∼ 15%
in the insulating phase. A similar analysis of the Ni L-edge is
not as clear largely due to the change of the screening across
the transition that complicates analysis of the total area of the
spectrum.
At this point is worth noting that the same change occurs
for the case of PrNiO3 albeit at a lower temperature while for
LaNiO3 no noticeable change found in the L-edge spectrum at
low temperature, which is consistent with the persistent metal-
lic phase. For the case of R from Sm to Gd, we also looked
for changes when crossing the low temperature transition into
the E’-type AFM phase; no clear changes has been observed
at the L-edge. This indicates that the fundamental change in
the L-edge spectrum is connected with the transition into the
insulating phase rather than to magnetism. In addition, the
oxygen K-edge shows a very slight decrease in the pre-peak
that will be discussed in more detail below.
D. Theory of the Ni L-edge X-ray Absorption Lineshape
The ground state of trivalent nickel compounds has been a
long-standing discussion [37, 40, 50–53]. The question is di-
rectly related to the lowest electron-removal state of divalent
nickel compounds. Historically Ni(2+)O has been extensively
studied in context of charge transfer insulators. The ground
state of NiO is a high-spin triplet state with two holes in the
eg orbitals. Within octahedral symmetry (Oh), the ground
state is 3A2 and can be written as |dx2−y2↑d3z2−r2↑〉. NiO is
known as a charge-transfer insulator with a gap of 4.3 eV[54].
The size of the insulating gap is directly related to the charge-
transfer energy ∆(n) for n holes, defined as
∆(2) = E(d9L)− E(d8), (1)
where L stands for a hole on the oxygen ligands. In order to
reproduce the gap, a charge-transfer energy of 5.5-6.5 eV is
needed. Since the Coulomb repulsion is of the same size, NiO
is in fact very close to the boundary between a charge-transfer
insulator and a Mott-Hubbard insulator [31]. This observation
has important consequences for trivalent nickel compounds.
Instead of a high-spin state favored by the Hund’s exchange
terms in the dd Coulomb interaction [50], the strong cova-
lency stabilizes the low-spin state (2E in Oh) [52]. The strong
covalency is due to the lowering of the charge-transfer energy
when the valency is increased. The charge-transfer energy for
the trivalent system can, in a first approximation, be related to
that of the divalent system via
∆(3) = E(d8L)− E(d7) ∼= ∆(2) − U. (2)
This situation is similar to copper oxides, which, with a
charge-transfer energy of 2-3 eV, are clearly in the charge-
transfer regime. For cuprates, the lowest electron-removal
state is a singlet [55, 56] with predominantly d9L character.
When hole is doped in to a cuprate, these lowest electron-
removal states, known as a Zhang-Rice singlet, are responsi-
ble for the conductivity. For nickelates the configuration of
the lowest electron-removal state has mainly |d2eg↑Leg↓〉 char-
acter. The assignment of low-spin was further supported by
O 1s X-ray absorption [51] that clearly showed a strong in-
crease in the ligand-hole character with hole doping of NiO
via Li substitution. In addition, the 2p→ 3d X-ray absorption
could only be interpreted following the assumption that the
additional holes couple antiparallel to the spin on the nickel
ion [57].
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Following this idea, calculations were performed for a
NiO6 cluster with octahedral coordination using the methods
5described in Ref. [53]. The Hamiltonian includes the on-
site Coulomb between the 3d electrons and between the 3d
electrons and the 2p core hole. The parameters are calculated
within the Hartree-Fock limit and scaled down to 80% to ac-
count for intra-atomic screening effects. The monopole parts
were F 0dd = 6 eV and F 0pd = 7 eV. The spin-orbit coupling
was included for the 3d and 2p electrons. The hybridization
with the ligands was taken into account by including configu-
rations up to double ligand hole. The hybridization parameter
is V = 2.25,−1.03 eV for the eg and t2g orbitals, respec-
tively. The cubic crystal field 10Dq is 1.5 eV.
Despite its relative simple appearance, the L-edge spectra
for trivalent nickel compounds are significantly more difficult
to interpret that those for divalent nickel systems, such as NiO.
As seen in Fig ???, the spectra consist of a sharp peak at the
low-energy side of the edge, followed at higher energy by a
broad feature. These broadenings are difficult to explain by
multiplet effects with a constant broadening and indicate the
presence of additional broadening effects. First, it is important
to note that the sharp features often found at the L-edges in
transition-metal compounds are due to the creation of an exci-
tonic state below the continuum states by the strong Coulomb
attraction between the 2p core hole and the 3d electrons. The
energy needed to transfer an electron from the ligands to the
transition-metal in the XAS final states is given∆(n)−Uc+U .
Since generally Uc > U , the effective charge-transfer is lower
in the XAS final states compared to the ground state. For
divalent nickel oxides, such as NiO, ∆(2) ∼= 5.5 − 6.5 eV,
and this difference is not too important. However, for triva-
lent nickel oxides the charge-transfer energy is approximately
∆(3) ∼= 0 − 3 eV. This means that, in particular, the high-
energy final states can overlap with the continuum states. The
dramatic effects of coupling to the continuum were appar-
ent in non-resonant inelastic x-ray scattering on rare-earth
compounds [58], where the substantial broadening in addi-
tion to the usual core-hole lifetime broadening was observed
for states at higher energies. This coupling to the continuum
can be included by having the Lorentzian broadening increase
parabolically from the core-hole broadening due to Auger ef-
fects of 0.25 eV at the absorption edge to 1.25 eV at 1 eV
above the edge. Assuming that the coupling to the continuum
does not vary strongly this broadening is then kept constant.
Figure 5 shows the change in spectral line shape as a func-
tion of charge-transfer energy. Decreasing the charge-transfer
energy makes the system more covalent. In the final state,
the 1s3d9L states will be closer in energy to the 1s3d8 con-
figurations. The closer proximity increases the hybridization
between these states leading to a compression of the spectral
features[59]. At the L3 edge, the decrease in covalency in-
creases the energy separation between the two features. At the
L2 edge, an increase in charge-transfer energy leads to the de-
velopment of a more pronounced shoulder at the low-energy
side. These trends correspond well to the trends observed ex-
perimentally in Ref. [40] and in Fig. 5. In metallic systems
with RE =Nd or Pr at low temperatures, the covalency is
stronger and no clear separation of the features in the L3 edge
is observed. For insulators with R =Eu, Y, Lu, on the other
hand, the L3 is clearly split into two features.
IV. DISCUSSION
In this section, we begin with a quick summary of the key
features observed in our measurements. As shown above,
one of the key question concerns understanding the role of
the 3d8L character in the ground state of nickelates and the
data analysis requires to include this state to reproduce the ob-
served XAS features. As noted by Mizokawa et al.[16], nick-
elates should really be view as a self-doped Mott insulator,
where the doping comes from the oxygen 2p band[60]. Cer-
tainly understanding the spectroscopy necessitates the inclu-
sion of a significant 3d8L component to reproduce a similar
spectrum from the calculations. As seen above in the Ni L-
edge data, the key factor in the change of the spectrum shown
in Figs. 2 and 4 is the transition from the metallic to insulat-
ing phase. In the calculations shown in Figure 5, the split-
ting between the A and B multiplets is directly influenced by
the charge transfer energy, ∆(3). An interesting suggestion
is that the change between the features in the metallic vs. in-
sulating phases could be due to a change in ∆(3). Since the
charge transfer energy is closely tied to the splitting of the 3d
and 2p levels, perhaps as a gap opens there is an increase in
the offeset of these states. However, the small nature of the
gap[32–36] might suggest that screening in the metallic phase
also plays a role since there is a Madelung term in the deriva-
tion of the charge transfer energy[61] that could be affected
by free-carriers and covalency.
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FIG. 6: The Ni3d-O2p oxygen pre-peak width as a function of R and
temperature. The green line marks the extrapolated width for the
case of an MIT at 300K.
From the oxygen site perspective, the strong pre-peak also
indicates a significant 3d8L contribution to the ground-state
wave function. Unlike the Ni L-edge data that undergoes a
profound change in lineshape, the K-edge is much more sub-
tle and in line with the energy scale of the physics that splits
the metallic vs. insulating phases. Within 50 meV, there is
no observable increase in the energy of the leading edge that
has been observed in other systems where gaps open[62–65].
For the case of oxygen all of the changes occur on the high
energy side and result in a decreased peak-width (and corre-
spondingly peak area) consisted with the reduction in d − p
overlap resulting from a bandwidth reduction. Since the peak
6area is proportional to the 3d8L component, this indicates the
reduction in the ligand hole content both as a function of R
and across the MIT. This is clearly seen in Fig. 6, where we
have include the low temperature data for the pre-peak width.
For the cases where the system always stay metallic, there is
also a slight decrease in the width, although it is just outside
the error bars and might not be real. For the R = Sm, Eu, Gd,
there is no change when crossing the magnetic transition indi-
cating the primary effect in the bandwidth reduction occurs at
the MIT. For the cases of Pr and Nd, there is clear drop in the
pre-peak width associated with a reduction of 3d8L spectral
weight.
While band effects play a very important role here, by start-
ing from the ionic perspective the wave function can be writ-
ten as:
|Ni3+〉 = α|3d7〉 + β|3d8L〉 + γ|3d9L2〉 + . . . (3)
which implies that a reduction in the ligand hole terms will
lead to an increase in the 3d7 component. This is basically
the idea first promoted by Sarma et al. [30], that changes in
the p − d hybridization can move the metal to insulator line
in the ZSA diagram. More recent work with DFT-DMFT[66],
presented a similar diagram from the perspective of the lo-
cal count of the 3d electrons, Nd. In this self-doped case,
a reduction in the ligand hole components could reduce Nd
and push the system across the MIT boundary if it were at
the close proximity. From the perspective of this picture, one
might imagine that there is a critical value of the ligand hole
weight below which the system becomes insulating as high-
lighted by the green line in Fig. 6. This also connects with the
recent results that suggest there could be a pre-formed bond-
disproportionated state even in the metallic phase[67–69]. In
the future, we hope to develop better ways to model these
spectra in order to quantitatively assess these changes to better
understand the physics of the MIT in the rare-earth nickelates
and other complex oxides in the charge-transfer regime.
V. CONCLUSION
In conclusion, we have highlighted the importantance if the
3d8L state in order to understand the details of the Ni L- and
O K- edge spectra of the perovskite nickelates. Given the de-
tailed knowledge that exists about the physical properties as a
function of rare earth ion, R, we hope that the systematics of
this data can aid in building a better picture of the physics of
co-existing charge and magnetic orders that result in a metal
to insulator transition.
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