V C H C V with dense and continuous injections. Let L H H and A V --. V be two linear, bounded, and selfadjoint operators. In addition, it is assumed that L and A are monotone, that is, non negative due to their linearity, and that A satisfies some condition of coerciveness. Also, let B be a maximal monotone operator from V to V', possibly nonlinear and multivalued. Then, the present paper is concerned with the Cauchy problem for evolution (1.2) where T > 0, f :]0, T[--> V' and u0, v0 E V are given. In the case where L coincides with the identity operator in H, the problem (1.1-2) is well-known. The existence and uniqueness of the solution has been originally established by Lions and Strauss [9] by using a Faedo-Galerkin approximation procedure. Another simple proof has been given by Brzis [3] (cf. also [1, ter V]) in the framework of the theory of nonlinear semigroups. It should be remarked that such a result applies to various significant cases of hyperbolic partial differential equations. For applications we refer to [1, 8] and especially to [9] , where other hyperbolic problems, not included in this setting, are considered.
Here, we are interested to investigate (1.1-2) when L is possibly degenerate, provided that the sum L + B be coercive in H. Thus, our analysis concerns initial-boundary value problems for partial differential equations and systems, nonlinear in the first time derivative, of mixed hyperbolic-parabolic type. The hypothesis of coerciveness for L + B implies that, in the set where degeneration of L may occur, the operator B does not degenerate, and conversely. Also the linear mapping A is required to be coercive, but with respect to the space V in a weak sense (cf. the later assumption (2.15)), following a usual position (see, e.g., [1, Chapter V] ). Exaxnples of operators L, A, and even B can be constructed very easily, for instance when H (L2(f)) M and V (Hl(ft)) M (U >_ 1), f denoting a bounded domain of R N (N >_ 1). Regarding this matter, the reader can find several interesting choices still in [9, 1] or in [2, 11] [11, 7, 10] for a nonlinear right hand side f(u) and for operators L, B possibly depending on time. However, a careful analysis of the linear case (already addressed in [5, Chapter 3] ) is carried out in [6] , where strong solutions of (1.1) are examined and discussed under rather general conditions on the mapping B.
In this paper we seek solutions of (1.1) with first derivative in L(0, T; V) and second derivative in L2(0, T; H) so that the initial conditions (1.2) 
Note that a comparison of the terms in (2.16) (see also (2.12)) yields w WI,(0,T; V') + L2(0, T; H). Actually, we will show that Lu" L(O, T; H), whence w L(0, T; Y'). For the approximation of Problem (P) we introduce a backward finite differences scheme where, n being bitry positive integer, r := T/n denotes the time step. Since Now, we are in a position to derive estimates, independent of v, for the discrete solutions.
A PRIORI ESTIMATE.
We start by writing the equation (3.5) also for the index 1 and then take the difference.
With the help of (3.3) and (3.7) it is straightforward to verify that We want to estimate the right hand side of (4.6) with respect to N,,. Setting (cf. Owing to (4.14) Mong with (3.11), (2.13), (3.14), we eily deduce the further estimate (4.17) ThaWs to (4.14-17), ting the limit in Problem (P) as r tends to 0, we e able to find a solution of Problem (P), thus achieving the proof of Theorem 1. This argument will be developed in the next section.
PASSAGE TO THE LIMIT.
Recalling that r T/n,-let us first state the following convergence property (see (3.8) (.0)
In order to show the existence of solutions of Problem (P) and thus complete the proof of Theorem 1, we establish the following result.
THEOREM 3. The above defined limit function u solves Problem (P). Moreover, the convergences (5.2-6) hold not only for subsequences, but for the whole sequences.
PROOF. Noting that the last part of the statement follows easily from the uniqueness for the solution of Problem (P), let us just check that u, along with the auxiliary function w specified by (5.6), satisfies (2.16-18) . In view of (3.10), the initial conditions (2.18) result from (5.3-4) and (5.9). Next, observing that (5.11) because of (3.8-9) and (4.14), it is straightforward to deduce that u,-u weakly star in L(O,T;V) (5.12) as r goes to 0. Hence, on account also of (5. (6.4) and (3.11) , the last inequality implies (6.1).
This concludes the proof of Theorem 4.
REMARK 3. The rates of convergence in (6.1) may appear non optimal from the point of view of the numerical analysis, in regard to the regularity of the solution u to Problem (P). But the order r 1/2 is optimal with respect to the hyperbolic nature of the problem (an interesting and rigorous discussion on the optimality, distinguishing between parabolic and hyperbolic Cauchy problems, is carried out in [12] ), even in the simple case where L I (el. [1, pp. 268-269] ).
