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Fire suppression systems are ubiquitous throughout the built environment as
a means of protecting life and property from fire hazards. Despite their prevalence
and reliability, there remains a limited understanding of the phenomena governing
the performance of these systems. While the primary mechanisms of flame suppres-
sion are known, including thermal, aerodynamic, and kinetic quenching, detailed
insight into how these mechanisms dictate fire behavior, for conditions ranging from
complete combustion to total extinguishment, has yet to be attained.
The physical processes that govern fire suppression represent complex coupled
phenomena that are worthy of exploration, including turbulence, multiphase ther-
modynamics, and intricate combustion chemistry. The complexity of these processes
lends to the limited understanding of fire suppression behaviors, a profound result
of which is the present absence of an established analytical framework for predicting
suppression performance.
Without an analytical framework for performance-based design, the design
process for fire suppression systems is mostly relegated to a prescriptive code-based
approach [1–3]. By this methodology, systems are designed not based on their pre-
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dicted performance relative to the application of interest, but rather are based on
the results of qualification tests for representative configurations and hazards which
are then extrapolated to the application of interest. This approach is grounded
in empiricism and significantly limits the opportunity for design innovation. Fur-
thermore, such prescriptive design guidelines become unclear for applications that
deviate from previous design experience.
In recent years, design efforts in the fire protection engineering discipline have
migrated away from prescriptive code-based approaches toward more performance-
based methods. Performance-based methods are advantageous in that they poten-
tially offer both cost savings and improvement in design performance by permitting
engineers to develop systems based on specific design objectives. Certainly, in cases
where design requirements differ significantly from the domain of the prescriptive
codes, performance-based methods provide the only available solution. Unfortu-
nately, due to the aforementioned absence of an established analytical framework
for predicting suppression performance, performance-based design methods for fire
suppression systems are currently limited to scaled or full-scale experiments, which
are often prohibitively costly or time consuming for design applications, while offer-
ing limited insight into the true performance of the design.
An attractive alternative to the use of full-scale experiments for performance-
based design is the use of computational fluid dynamics (CFD) fire modeling tools.
While there are several open-source CFD packages available for fire modeling appli-
cations [4–6], current suppression models are largely incapable of accurately resolv-
ing or predicting fire response to modern suppression technologies. The limitations
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of these models are largely due to the aforementioned complexity of the processes
that govern suppression performance, particularly turbulence-induced separation of
scales and intricate reaction chemistry. Another key factor contributing to the lack
of advancement in current suppression models is the unavailability of experimen-
tal data for model validation. Though there have been numerous previous studies
exploring the extinction behavior of flames (see Sec. 1.2), none has provided the
detailed, comprehensive extinction measurements required for model validation.
Were a detailed understanding of fire suppression available, such knowledge
could be applied toward the development of advanced suppression models that would
ideally capture the essential global suppression behaviors without requiring the pro-
hibitively costly resolution of the underlying turbulence and chemical processes.
Implementation of such models as design tools would then require their validation
against detailed experimental measurements. Appropriate measurements should
capture variations in suppression behavior in a well-characterized configuration that
may be easily represented in the numerical models, but also contains sufficient com-
plexity for relation to realistic fire scenarios.
Following this insight, the primary motivations for the present work include
the pursuit of an improved understanding of fire suppression phenomena in a context
that facilitates the development of advanced suppression models, while concurrently
developing an experimental database suitable for model validation. These motiva-
tions represent the obvious next steps toward realizing a truly performance-based
approach for the design of fire suppression systems.
3
1.2 Review
The existing literature of fire research provides an established foundation for
the investigation of suppression phenomena. Recent anthological works [7–9] pro-
vide useful summaries of the current fire suppression knowledgebase, identifying the
principal mechanisms of suppression. These mechanisms include thermal quenching,
whereby the flame is weakened due to heat losses; aerodynamic quenching, whereby
the flame is weakened due to flow-induced perturbations in the fuel-oxidizer mixing
rate; and kinetic quenching, whereby the flame is weakened due to interactions with
chemically active agents. Numerous experimental and numerical studies have inves-
tigated the relative importance of these mechanisms in various applications [10–17].
Most experimental studies of diluent-based suppression utilize small-scale lam-
inar flames [18–29]. These works have been particularly useful in exploring extinc-
tion theory, as well as establishing critical extinguishing limits for many fuels. Many
of these studies utilize the cup-burner configuration, featuring small laminar flames
immersed in a diluted co-flowing oxidizer [30]. Extinguishment for this configuration
is observed primarily as flame detachment and liftoff from the burner, mainly due
to weakening of the edge reaction kernel responsible for flame stabilization [31–35].
This type of suppression is believed to be more characteristic of partially-premixed
flames, than of the diffusion flames encountered in typical fire applications. It is then
questionable whether liftoff extinguishment relates to the suppression of larger-scale
turbulent flames, where suppression is believed to result from progressive localized
extinction throughout the main combustion region [36–46].
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Many studies of water-mist suppression [47–53] have focused on variations in
performance with spray characteristics, most of which reveal a non-monotonic vari-
ation in performance with droplet size. This behavior is due to evaporation, where
small droplets evaporate before reaching the flame, while large droplets with high
terminal velocities pass through the flame too quickly to evaporate. Maximum per-
formance is noted for droplets that evaporate close to the flame, enhancing flame
cooling. Unfortunately, any such findings are configuration dependent, where many
studies offering conclusions of an ideal droplet size are of questionable value for
general applications. Other studies have suggested that the more appropriate pa-
rameter to gauge mist performance is the mass fraction of droplets in the entrained
flow [54–56]. Recent works have also investigated water-based suppression effects
in large-scale fires of realistic configuration, primarily to evaluate suppression per-
formance in specific scenarios [57–60]. Others have focused on developing scaling
relationships to compare results from different sized configurations [61,62].
Regarding the numerical modeling of fire suppression, several recent works
have made progress in the development of simple formulations to model flame ex-
tinction in cases applicable to realistic fire scenarios [63–67]. Additional studies have
highlighted the primary features of flame reignition events, which may follow local-
ized extinction in large-scale turbulent flames [67–73]. As noted in these works, the
primary difficulty associated with modeling flame extinction and reignition in fire
applications is that both phenomena are controlled by small-scale quantities that
are typically unresolved in the simulations, including the flame temperature and the
fuel-oxidizer mixing rate at the flame sheet.
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Despite the progress previous works have made toward an improved under-
standing of fire suppression processes, a number of questions remain unanswered
and several areas require further research. Most previous studies, both experimen-
tal and numerical, are limited to simplistic configurations for which conclusions
may not extrapolate to more realistic conditions. Experimental studies in partic-
ular are mostly limited to laminar flames and lack the integral measurements nec-
essary for insight into model development. Unlike laminar flames, turbulent flames
offer additional features including more intense radiative emissions, structural non-
uniformity, flame-flame interactions, and a greater dynamic range of the dominant
physical scales. It has not yet been demonstrated how or whether these features
affect flame suppression behavior. Studies that have employed large-scale realis-
tic configurations with turbulent fires often lack the detailed characterization and
controlled conditions necessary for usefulness in fire modeling applications.
The fundamental fire suppression mechanisms have been established and sup-
pression studies, both experimental and numerical, have been conducted over a range
of scales and configurations. Visibly absent, however, are studies employing a well-
characterized canonical configuration containing both the complexity required for
relation to actual fire scenarios (turbulence, non-liftoff extinction) and the detailed
diagnostics required for CFD model development and validation (integral measure-
ments of suppression performance). In addition, most previous works have limited
their focus to the extinction limit, which while critical, provides limited insight
into how the noted suppression mechanisms dictate flame behaviors for conditions
ranging from complete combustion through partial and total extinguishment.
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1.3 Objective
The present research seeks to fill the void in the current understanding of the
complex physical phenomena that govern fire suppression. This research features
detailed experimental and numerical modeling efforts, focusing on the suppression
of turbulent flames via nitrogen dilution of the oxidizer, but including a develop-
ment of capability for future studies investigating suppression via fine water mist.
Of specific interest in this study are observations and measurements of flame behav-
iors and suppression performance for variable suppressant-loading conditions from
extinction-free through partial and total flame quenching.
Experimental efforts for the present work include the development of a canon-
ical laboratory-scale facility for the observation and measurement of fire suppression
phenomena applicable to realistic fire scenarios, and that provides well-characterized
inlet and boundary conditions suitable for application to CFD fire simulations.
Within this configuration, non-intrusive integral diagnostics measure the flame-
suppressant interactions and suppression performance metrics of interest. With
feedback from parallel numerical efforts, the experimental configuration and se-
lected diagnostics are designed to provide a detailed dataset suitable to support the
development and validation of predictive fire suppression models.
Numerical efforts focus on the evaluation and improvement of capability for
current CFD fire modeling tools to accurately predict suppression behavior. To this
end, the results of numerical simulations tailored to the designed configuration are
compared with the measured experimental data. Based on these comparisons, the
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proficiencies and limitations of the suppression models are assessed and recommen-
dations for improvement are identified and implemented.
The primary deliverables for the present work include (1) the development of
a well-characterized experimental facility for present and future studies of turbulent
fire suppression phenomena; (2) the development of multiple non-intrusive integral
diagnostics to provide insightful measurements of flame-suppressant interactions and
global suppression performance; (3) the provision of a database of measurements,
made available to the general fire modeling community and suitable to support the
development and validation of advanced fire suppression models; (4) the analysis of
high-fidelity CFD simulations to evaluate current suppression modeling capabilities
via comparisons with the measured data; (5) the development and implementation
of model improvements to bolster the accuracy and predictive capability of current
fire suppression models; and (6) the dissemination of these and other results of
interest through scientific journal publications and conference proceedings.
The long-term goal to which the present work aims is the successful realization
of performance-based design methods for fire suppression systems. The achievement
of this objective would equip fire protection engineers with analytical design tools
based on a fundamental understanding of suppression phenomena. These tools
would provide a framework for evaluating suppression performance as a function
of design input, enhancing design efficiency for standard applications while permit-
ting the design of innovative solutions for exotic applications. The hopeful broader
impact of this would be the development of more cost-effective fire suppression tech-




The primary objective for the experiment is the observation and measurement
of flame behaviors and suppression effects across varying suppressant-loading condi-
tions from extinction-free through partial and total flame quenching. The selected
experimental configuration facilitates isolation of suppression effects, while produc-
ing flames with sufficient complexity for applicability to realistic fire scenarios. The
careful design of the configuration also provides controlled and well-characterized
inlet and boundary conditions, which are easily applied within CFD simulations.
The present facility features a slot burner flowing gaseous fuels to provide
a low-strain, buoyant, turbulent diffusion flame in a canonical line-fire configura-
tion. This burner permits well-controlled inlet conditions for the fuel stream, while
introducing the complicating effects of buoyancy and turbulence characteristic of
realistic large-scale fires. The selected two-dimensional line-fire configuration is also
especially amenable to a variety of non-intrusive diagnostics suitable for the study
of fundamental flame suppression phenomena. The burner is surrounded by a co-
flowing oxidizer stream, which permits a well-controlled delivery of suppressants to
the flame environment, while also isolating flame-suppressant interactions.
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Two suppression capabilities are introduced, including a system for adding
gaseous N2 to the oxidizer, whereby the primary means of flame suppression is ther-
mal quenching due to oxidizer dilution, and a system for adding a fine water mist to
the oxidizer, whereby the primary means of flame suppression is thermal quenching
due to a combination of oxidizer dilution (via water-vapor) and evaporative cooling.
A comprehensive description of each component in the experimental configuration
is provided in Sec. 2.2.
Present measurement capabilities include several non-intrusive integral diag-
nostics meant to capture essential flame features related to strength and behavior
throughout the progression to extinction. Measurement methods utilize detailed an-
alytical techniques to derive a depth of rich information from these relatively simple
diagnostics. These measurements are useful for both probing flame-suppressant
interactions and gauging global suppression performance. Measurements are also
suitable as validation data for comparison with CFD simulation results.
Among the selected diagnostics, flame imaging provides visual observation and
identification of flame suppression behaviors, as well as a means for quantitative eval-
uation of mean flame height. Luminous flame emissions give further information re-
lated to soot production and incandescence. Radiative flame emissions provide flame
strength information related to radiative emissive power and heat losses. Finally,
calorimetry techniques are used to measure flame heat release rate and combustion
efficiency for direct analysis of global flame strength and suppression performance.
Full descriptions of each measurement system are presented in Sec 2.3, while data
collection and analysis procedures are discussed in Sec 2.4.
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2.2 Configuration
2.2.1 Burner and Flame
The slot burner utilized in the present facility is specifically designed to pro-
duce buoyant, turbulent diffusion flames in a canonical line-fire configuration. As
such, design attributes for the burner (dimensions and fuel mass flow rates) have
been selected to ensure the studied flames meet the following line-fire, buoyancy,
and turbulence constraints.
The line-fire constraint limits the mean flame height, Lf , relative to the burner
length, Lb, so that Lf/Lb < 1, while also limiting the burner length-to-width aspect
ratio so that Lb/Wb > 10 in order to minimize three-dimensional edge effects in the







where α is an empirical correlation coefficient for the flame height and Q̇conv is the
convective portion of the flame heat release rate, given by
Q̇conv = (1− χrad) ηcomb ∆hcomb ṁfuel, (2.2)
where χrad is the flame radiative heat-loss fraction (here treated as a fuel property),
ηcomb is the combustion efficiency (here assumed to be unity), ∆hcomb is the mass-
specific enthalpy of combustion of the fuel, and ṁfuel is the mass flow rate of fuel.
For the purposes of the burner design, α has been determined based on preliminary
experimental data as α ≈ 0.0003 m5/3/W2/3 for the present configuration.
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The buoyancy constraint requires that a characteristic fire-source Froude num-
ber, Q̇∗, be less than a critical value defining transition from buoyancy-driven to





ρ∞ cp,∞ T∞ g 1/2W
3/2
b
< Q̇∗crit ≈ 10, (2.3)
where ρ∞, cp,∞, and T∞ are respectively the mass density, heat capacity, and tem-
perature of the ambient and g is the gravitational acceleration constant [75].
The turbulence constraint requires that a characteristic fire-source Grashof
number, Gr, evaluated at one-tenth the flame height, be greater than a critical
value defining transition from laminar to fully-turbulent flow regimes according to






ρ∞ cp,∞ ν 3∞
> Grcrit ≈ 1010, (2.4)
where z measures elevation above the burner, β∞ is the volumetric thermal expan-
sion coefficient of the ambient, and ν∞ is the ambient kinematic viscosity [76–81].
In the present study, the burner is fueled with either methane (CH4) or
propane (C3H8) gaseous fuel to yield respective flames with either minimal or ap-
preciable net soot yield. Utilizing reference property values for these fuels, as well as
those for ambient air at normal temperature and pressure, the preceding constraint
expressions may be solved simultaneously to visualize the feasible design space for
the burner. To simplify the analysis, the burner length-to-width aspect ratio is
explicitly defined as Lb/Wb = 10. The preceding set of constraints can then be
formulated to express ṁfuel as a function of Wb, yielding the design spaces depicted
in Fig. 2.1 for CH4 and Fig. 2.2 for C3H8.
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Figure 2.1: Burner design space for CH4 fuel; Wb and ṁfuel satisfying
all design criteria lie within the shaded region.



















Figure 2.2: Burner design space for C3H8 fuel; Wb and ṁfuel satisfying
all design criteria lie within the shaded region.
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The shaded regions in Figs. 2.1 and 2.2 identify the feasible design space within
which burner attributes satisfy all design constraints. Note that for either fuel, the
buoyancy constraint is inactive and the feasible design space is limited only by the
bounds of the line-fire and turbulence constraints.
As guided by the preceding design model, and illustrated in Figs. 2.1 and
2.2, a slot burner with dimensions Wb = 5 cm and Lb = 50 cm is utilized in the
present configuration. For these dimensions, solution of the constraint expressions
indicates that flames for either fuel with ṁfuel ≈ 1 g/s are sufficiently buoyant and
turbulent with respect to the design criteria, and fit the desired line-fire geometry.
A detailed schematic for the present design, which is denoted as the turbulent line
burner (TLB), is presented in Fig. 2.3.
CH4 and C3H8 fuels are each supplied to the burner at 99.5% purity from
pressurized cylinders. Either fuel initially passes through a 7.5 m length of 6.4 mm
outer-diameter copper tubing coiled in a water bath, warming to ambient temper-
ature to facilitate steady flow measurement. The fuel next passes through a mass
flow controller before entering the burner through two equally-spaced ports.
Figure 2.3: Schematic detailing the turbulent line burner (TLB) design.
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The burner consists of a 5-cm-wide by 50-cm-long by 7-cm-tall stainless-steel
slot with 1.5-mm-thick side walls. Within the burner, fuel enters at the bottom
of a lower 2-cm-tall plenum space, then filters through a 5-cm-tall bed of ground
glass (25–40 mesh size) to facilitate uniform fuel delivery. A perforated aluminum
plate (40% open area) covered with a stainless-steel wire mesh (50 by 250 mesh size)
separates the lower plenum space from the upper glass-filled section of the burner.
Buried within the layer of ground glass, an exposed-junction K-type thermocouple
probe positioned at the center of the fuel port measures the inlet temperature of the
fuel with an uncertainty of ±2 K and response time of roughly 3 s.
A nominal CH4 flow rate of 1.00± 0.02 g/s (6.0 cm/s from the fuel port) or a
nominal C3H8 flow rate of 1.08±0.02 g/s (2.3 cm/s) is utilized for the present study.
Assuming complete combustion, the total heat release rate is roughly 50 kW for ei-
ther fuel in the unsuppressed flames. Representative images depicting simultaneous
front and end views of a CH4 flame produced in the present configuration are shown
in Fig. 2.4. The flame resembles a line fire in that its length (y-direction, shown in
front view) is much larger than its width (x-direction, shown in end view).
The entrance flow of the fuel stream is laminar for the specified fuel flow rates,
and therefore the flame base is expected to be laminar. Transition to buoyancy-
generated turbulence is estimated via a re-expression of Eq. 2.4 as
zcrit =






where zcrit is the elevation above the fuel port at which flow-regime transition occurs




Figure 2.4: Front and end views of a representative CH4 flame.
conditions, evaluation of Eq. 2.5 gives zcrit = 1.2 cm for laminar to transitional flow
(Grcrit = 10
9) and zcrit = 2.7 cm for transitional to turbulent flow (Grcrit = 10
10)
[76–81]. As shown in Fig. 2.4, these elevations reasonably match the length scales
over which turbulent flame structures develop at the base of the flame.
2.2.2 Co-flowing Oxidizer
Surrounding the burner is an apparatus designed to produce a controlled,
uniform co-flowing oxidizer, with capacity to deliver various suppressants to the
flame. The oxidizer is intended to minimally impact the entrainment structure of
the flame, while also shielding the flame from significant interaction with ambient
air (thus ensuring that the flame interacts primarily with the suppressant-laden
environment provided by the oxidizer). As such, design attributes for the oxidizer
apparatus (dimensions and oxidizer mass flow rates) have been selected to ensure the
oxidizer meets the following flame-interaction and ambient-occlusion constraints.
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The flame-interaction constraint requires that the oxidizer velocity, wox, be
significantly less than a characteristic buoyant velocity scale for the flame, wf , so
that






where ∆T is a characteristic temperature rise for the fire plume gases over ambient,
here assumed to be 500 K [82], and other terms are as previously defined. For the
present flames, wf ≈ 3 m/s, and therefore by Eq. 2.6, wox < 30 cm/s.
The ambient-occlusion constraint then requires that fuel leaving the burner
react predominantly with air supplied by the co-flowing oxidizer, rather than that
entrained from the ambient. Formulated from the perspective of heat release rate





where ηox is defined as the ambient-occlusion efficiency of the oxidizer, Q̇ox is the
rate of heat release by fuel reacting only with oxidizer air, and Q̇ is the total rate of
heat release by fuel reacting with oxidizer air and air entrained from the ambient.
While it is not feasible to measure or estimate ηox experimentally, such may be
achieved via CFD simulation. For the present design analysis, Eq. 2.7 is evaluated
using the Fire Dynamics Simulator (FDS), an open-source CFD software tool for
thermally driven flow [4]. As a CFD solver, FDS provides an adequate means of
resolving the turbulent mixing dynamics that govern the variations in ηox that should
occur with changing oxidizer attributes. A detailed description of the FDS solver
and the present numerical configuration is deferred to Chapter 3.
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For the oxidizer design simulations, a dual-reaction formulation is developed
for which one fuel species (here limited to CH4) reacts with either of two distinct (but
chemically equivalent) air species, the first representing the background ambient air,
and the second representing air supplied by the co-flowing oxidizer. The heat release
rates for these two reactions are readily distinguished in the simulation results, from
which ηox is evaluated via Eq. 2.7.
Simulations are conducted for two conditions, where theO2 mole fraction in the
oxidizer, XoxO2 , is varied to represent different suppressant-loading conditions of the




represents an unsuppressed condition where the oxidizer comprises pure air. The
second case, corresponding to XoxO2 = 0.15, then represents a partially-suppressed
condition where the oxidizer includes a diluted mixture of air with added N2. As
the diluted oxidizer contains less O2 available for reaction with the fuel, it may be
expected that the flame be more susceptible to ambient interaction for the partially-
suppressed case than for the unsuppressed case. This is confirmed in the following
simulation results, where values for ηox are generally lower at X
ox
O2
= 0.15 than at
XoxO2 = 0.21.
Time-mean simulated ηox are plotted versus oxidizer-port width (Wox) in
Fig. 2.5 and oxidizer-port length (Lox) in Fig. 2.6. As shown, there is a non-
monotonic variation in ηox with changing oxidizer-port dimensions. Because the
oxidizer flow rate (ṁox) is held constant for these cases, variations in the size of the
oxidizer port yield inverse variations in the oxidizer velocity (wox). Note that ηox
should tend to increase with increasing Wox and Lox, but also with increasing wox,
18














Figure 2.5: Simulated oxidizer ambient-occlusion efficiency (ηox) plotted
versus oxidizer-port width (Wox); Lox = 75 cm, ṁox = 75 g/s.














Figure 2.6: Simulated oxidizer ambient-occlusion efficiency (ηox) plotted
versus oxidizer-port length (Lox); Wox = 50 cm, ṁox = 75 g/s.
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as these variations should encourage isolation of the flame from the ambient. The
peak values in ηox may then be interpreted to indicate oxidizer-port dimensions for
which wox is optimized at a given ṁox. From their relationship to wox, optimum
values of Wox and Lox should increase with increasing ṁox and decrease with de-
creasing ṁox. For the present configuration, a representative ṁox = 75 g/s indicates
optimum oxidizer-port dimensions of Wox ≈ 50 cm and Lox ≈ 75 cm.
Simulated ηox for the stated optimum Wox and Lox are plotted versus ṁox in
Fig. 2.7. As shown, ηox is an increasing function of ṁox, as expected. From these
results, the ambient-occlusion constraint is appropriately satisfied for Wox = 50 cm
and Lox = 75 cm and with ṁox ≈ 85 g/s, limited by the partially-suppressed case at
XoxO2 = 0.15. For these conditions, and accounting for the cross-section of the burner,
wox ≈ 25 cm/s, also satisfying the flame-interaction constraint given in Eq. 2.6.














Figure 2.7: Simulated oxidizer ambient-occlusion efficiency (ηox) plotted
versus oxidizer mass flow rate (ṁox); Wox = 50 cm, Lox = 75 cm.
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Detailed simulation results are presented in Fig. 2.8, where simulated ηox for
Wox = 50 cm, Lox = 75 cm, and ṁox = 75 g/s, for both X
ox
O2
= 0.21 and XoxO2 = 0.15,
are plotted versus elevation above the fuel port, z. Also plotted is the time-mean
integrated total heat release rate per-unit-elevation above the fuel port, Q̇/dz. As
shown, Q̇/dz attains peak values for z < 25 cm (∼ Lf/2), but drops considerably
thereafter, falling to zero for z > 75 cm (∼ 3Lf/2). Correspondingly, ηox = 1 for
z < 25 cm, indicating that no ambient interaction occurs over the region of peak
Q̇/dz. For z > 25 cm, ηox decreases continuously as ambient entrainment begins to
dominate the oxidizer. Still, the observed drop in ηox with increasing z is outpaced
by declining Q̇/dz so that any ambient interaction that occurs high in the flame
represents only a small portion of the total combustion reaction.
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Figure 2.8: Simulated oxidizer ambient-occlusion efficiency (ηox) and
heat release rate per-unit-elevation (Q̇/dz) plotted versus elevation above
the fuel port (z); Wox = 50 cm, Lox = 75 cm, ṁox = 75 g/s.
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As guided by the preceding analysis, the oxidizer apparatus and associated flow
conditioning systems are illustrated in Fig. 2.9. The oxidizer apparatus comprises
a sealed rectangular structure with internal dimensions 50-cm-wide by 75-cm-long
by 100-cm-tall. Oxidizer enters at the base of the structure, mixing within its
internal volume before passing through a 38-mm-thick aluminum honeycomb of
3.2 mm hexagonal cells. This honeycomb defines the oxidizer port at the top of the
structure, conditioning the flow with a uniform vertical velocity profile. The oxidizer
port sits 15 mm below the fuel port, while the 10-cm-wide perimeter of the oxidizer
apparatus sits at the same elevation as the fuel port.
Also shown in Fig. 2.9, the N2 and water-mist suppression systems represent
integral components of the oxidizer apparatus. Detailed descriptions of these sys-














Figure 2.9: Schematic detailing the experimental configuration, includ-
ing the turbulent line burner (TLB) and co-flowing oxidizer apparatus,
as well as the integrated N2 and water-mist suppression systems.
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On top of the honeycomb and surrounding the burner lies a 5-mm-tall by 5-cm-
wide strip of ceramic fiberboard, positioned so the top of the board is 10 mm below
the fuel port. This board reduces the vertical component of the oxidizer velocity near
the flame base, forcing the onset of buoyancy-generated turbulence upstream toward
the fuel port and helping to prevent the oxidizer from impacting the entrainment
structure of the flame (see Sec. 4.2.1 for a comparison of flame structure with and
without the board). This configuration also yields horizontal entrainment conditions
at the flame base that more closely resemble those of realistic buoyant liquid-pool
and solid-fuel fires.
A plan-view illustration of the fuel and oxidizer ports is presented in Fig. 2.10.
Also shown, an optional O2-anchor sits on top of the fiberboard against each long
















Figure 2.10: Plan-view illustration detailing the fuel and oxidizer ports.
23
Air for the oxidizer is supplied by an electric centrifugal blower through 8.9 cm
outer-diameter piping, with flow rate controlled by a manual gate valve and mea-
sured using a United Sensor pitot-static probe connected to a Setra Model 264
differential pressure transducer. Sufficient lengths of straight piping are provided
upstream (25 diameters) and downstream (5 diameters) of the pitot probe to ensure
fully-developed flow and promote measurement stability.
The pitot probe is calibrated by adding measured amounts of gaseous N2 into
the oxidizer upstream of the pitot probe and measuring the resulting changes in XoxO2
at the oxidizer port (see Sec. 2.2.3). From the measured variations in XoxO2 , the total

















mole fraction in the ambient air, Pox is the static pressure, Mox the molar mass, and
Tox the temperature of the oxidizer mixture, and R is the ideal gas constant. Note
that Eq. 2.8 utilizes the ideal gas law to estimate the mass density of the oxidizer.









where ∆Pox is the pitot-measured differential pressure and C
ox
f is a flow coefficient
characterizing the velocity distribution across the cross-sectional area, Aox, of the
oxidizer piping at the probe location. Equation 2.9 relies on Bernoulli’s principle to
relate the measured differential pressure to the flow velocity, which is related to the
mass flow rate via the flow density, again estimated using the ideal gas law.
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Calibration of the pitot probe is then accomplished by determining an appro-
priate value for Coxf so that ṁox evaluated using both Eqs. 2.8 and 2.9 agree for a va-
riety of flow conditions. A typical calibration curve corresponding to measurements
in the present configuration is presented in Fig. 2.11, from which Coxf = 0.8972.
As shown, the calibration measurements derived using Eq. 2.8 reasonably follow the
trend produced using Eq. 2.9 across a wide range in pitot-measured ∆Pox, indicating
satisfactory calibration of the probe.
Adjacent to the pitot probe, an exposed-junction K-type thermocouple probe
measures the oxidizer temperature with an uncertainty of ±2 K and response time of
roughly 3 s. Immediately downstream of the probes, the oxidizer piping is split, with
each path delivering half the oxidizer to opposite sides of the oxidizer apparatus.
The fixed total oxidizer flow of ṁox = 85±7 g/s (25 cm/s) provides roughly five-times
the O2 required for stoichiometric combustion of either fuel.















Figure 2.11: Calibration measurements for the oxidizer pitot probe.
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To further characterize the oxidizer boundary condition, qualitative observa-
tions of the oxidizer flow patterns are performed using a flow-visualization technique
derived from previous work [83]. By this technique, an electrically heated wire is
used to flash-pyrolyze a thin film of mineral oil applied to the wire surface. This
produces a line source of highly visible white smoke, which can be recorded using
standard imaging devices to visualize flow patterns. A schematic illustrating the
present implementation of this technique is presented in Fig. 2.12.
As depicted in Fig. 2.12, a 2 m length of 0.5 mm diameter Nickel-Chromium
wire is suspended across the oxidizer port, supported by ceramic rods mounted
on brackets at either end of the apparatus. The excess length of wire at each
end is wound between two additional ceramic rods, which are attached to small
2 kg weights. The ceramic rods provide sufficient resistance to isolate the electrical
current in the wire, while the weights hold the wire in tension, preventing undesirable










Figure 2.12: Technique to visualize flow patterns in the co-flowing oxi-
dizer.
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Each end of the wire is connected in an electrical circuit containing a 120-volt
AC power supply and a relay switch. A thin film of mineral oil is uniformly applied
to the portion of the wire suspended above the oxidizer port. Upon activation of the
power source, the relay switch provides a 0.2 s duration of electrical current before
opening the circuit. During this time, the wire is electrically heated to the point
of pyrolyzing the mineral oil, producing an instantaneous line-source puff of visible
white smoke, distributed along the length of the wire.
Images of the smoke-trace flow visualization are utilized to qualitatively char-
acterize the oxidizer boundary condition. A sample image is presented in Fig. 2.13,
depicting a smoke trace across the center of the fuel and oxidizer ports (x-direction).
Note that the image presented in Fig. 2.13 has been post-processed via color inver-
sion and gamma correction in order to enhance the visibility of the smoke. As shown,
the smoke trace remains flat and even on either side of the fuel port and ceramic
fiberboard, suggesting adequate uniformity in the oxidizer flow field.
Figure 2.13: Smoke-trace flow visualization of the co-flowing oxidizer
across the center of the fuel and oxidizer ports (x-direction), showing
adequate uniformity in the oxidizer flow field.
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2.2.3 Nitrogen Suppression
The N2 suppression system provides controlled flame quenching by introducing
a variable flow of gaseous N2 into the oxidizer stream. As N2 is added to the oxidizer,
the O2 mole fraction in the oxidizer (X
ox
O2
) is reduced, such that a greater volume of
oxidizer must be entrained into the flame to supply the stoichiometric O2 required
for combustion. The additional N2 in the oxidizer acts as an inert diluent in the
combustion region, dissipating the heat released by the reaction and lowering the
flame temperature. Flame suppression via oxidizer dilution then occurs primarily
as thermal quenching, where the flame is extinguished once the flame temperature
is reduced below a critical value necessary to sustain combustion [8].
For the present configuration, the N2 suppression system is designed to provide
a full range of controlled conditions from extinction-free through partial and total
extinguishment of the flame. The central components of the system are illustrated
in Fig. 2.9. Gaseous N2 (99.99% purity) for suppression is furnished from a pressur-
ized Dewar, passing through a 15 m length of 19 mm outer-diameter copper tubing
coiled in a water bath, warming to ambient temperature to facilitate steady flow
measurement. The flow rate of N2 is controlled using a needle valve and measured
using a calibrated variable-area rotameter. The N2 is injected into the oxidizer pip-
ing downstream of the blower and upstream of the pitot probe used to measure the
oxidizer flow rate. Air and N2 in the oxidizer are thoroughly mixed, passing through
a sufficiently long section of piping (> 50 diameters) to ensure fully-developed flow
before the mixture enters the oxidizer apparatus.
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The suppression potential of the N2 suppression system is characterized by
the quantity XoxO2 , where decreasing X
ox
O2
indicates increasing suppression potential
of the oxidizer. The flow rate of N2 supplied by the system varies between 0–40 g/s
yielding changes in XoxO2 from the ambient X
ox
O2
= 0.21 to as low as XoxO2 = 0.11, a
value sufficient to achieve global flame extinguishment for either CH4 or C3H8 fuel.
Quantity XoxO2 is measured using a Servomex 540E paramagnetic analyzer via a
sampling probe located inside the oxidizer port. The oxidizer sample is drawn using
a vacuum pump, through a length of 3.2 mm inner-diameter tubing toward the ana-
lyzer. The sample passes through a section of DrieriteTM desiccant to remove H2O,
and a 2 μm particulate filter prior to analysis. The analyzer provides a measurement
uncertainty of ±1250 ppm O2 and response time of roughly 5 s. The characteristic
transport time of the sampling system, measured to be roughly 22 s, is compensated
to provide synchronous data collection with other diagnostics. Measurements of
XoxO2 at steady N2 flow and with the sampling probe positioned at various locations
across the oxidizer port confirm sufficient uniformity in the oxidizer composition.
The value of XoxO2 at global flame extinction is termed the limiting oxygen
index (LOI) and is used to characterize the extinction limit for a particular fuel.
Similar to LOI is the minimum extinguishing concentration (MEC), defined as the
mole fraction of added suppressant in the oxidizer at global extinction. LOI and
MEC are used interchangeably in the literature and are simply related via
LOI = X∞O2 (1−MEC) , (2.10)
where X∞O2 is the mole fraction of O2 in the ambient air. In the present work,
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extinction conditions are reported using LOI, though the equivalent MEC may be
determined using Eq. 2.10.
In agreement with previous works [27–35], preliminary extinction results in
the present configuration have shown that weakened flames in co-flow may liftoff
and detach from the fuel port prior to extinction. As introduced in Sec. 1.2, this
extinction behavior is undesirable as it is questionable whether liftoff events relate
to the extinction processes of large-scale turbulent fires.
To prevent liftoff extinction events in the present configuration and permit
the study of substantially weakened flames, an O2-anchor is optionally applied to
strengthen the flame base (see Fig. 2.10). Gaseous O2 (99.994% purity) is supplied
to the anchor by a pressurized cylinder, with flow rate controlled using a needle valve
and measured using a calibrated variable-area rotameter. The O2-anchor comprises
two 60-cm-long, 12.7 mm outer-diameter, sintered stainless-steel tubes. Each tube
sits on top of the ceramic fiberboard, along opposite edges of the burner. The surface
of each tube is wrapped with aluminum foil such that the O2 flow is directed at a
45◦ angle toward the flame base through a 2 mm-wide by 50-cm-long port.
The fixed O2 flow of 0.08 ± 0.0008 g/s (3 cm/s) provides less than 2% of the
stoichiometric O2 requirement for either fuel and less than 0.5% of the total O2
content supplied by the oxidizer at ambient condition. Localized XoxO2 measurements
in the vicinity of the O2-anchor verify that its direct region of influence is limited to
within 1 cm from the tube surface. In the present work, experiments including this
O2 flow are referred as ‘anchored’, while those without are referred as ‘non-anchored’,
with all other conditions being the same between the two cases.
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2.2.4 Water-Mist Suppression
The water-mist suppression system provides controlled flame quenching by in-
troducing a fine water mist into the oxidizer stream. Suppression via water-mist
occurs primarily as thermal quenching, where evaporation of mist near the flame
leads to direct flame cooling due to the high latent enthalpy of vaporization of H2O
(∆hvapH2O ≈ 2260 J/g). Evaporation of mist upstream from the flame also contributes
to suppression by increasing the water-vapor mole fraction in the oxidizer (XoxH2O),
thereby lowering XoxO2 . This yields an oxidizer-dilution effect similar to N2 suppres-
sion, where the additional gaseous H2O in the combustion region dissipates heat
from the reaction and lowers the flame temperature.
The cooling efficiency of water-vapor (cp,H2O ≈ 1870 J/kg/K) is notably greater
than that of N2 (cp,N2 ≈ 1040 J/kg/K). Still, global dilution of the oxidizer via
water-vapor is strictly limited by saturation, where XoxH2O cannot exceed an amount
corresponding to 100% relative humidity in the oxidizer (XsatH2O). This saturation
limit is strongly temperature dependent, where XsatH2O at ambient temperature is too
low to accomplish suppression, but near the flame where temperatures are elevated,
XsatH2O increases significantly (see Fig. 2.14). For saturated oxidizer conditions, mist
evaporation can only occur within this near-flame heated region.
Though H2O is also known to exhibit chemical influence in the combustion
reaction [10–15], such effects are comparatively slight. Through a combination of the
prior mechanisms, the flame is extinguished once the flame temperature is reduced
below a critical value necessary to sustain combustion [8].
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Figure 2.14: Saturated H2O mole fraction (X
sat
H2O
) in ambient air
(101,325 Pa) plotted versus temperature.
The dominance of either evaporative cooling or oxidizer dilution during water-
mist suppression is strongly configuration dependent, related primarily to the loca-
tion at which the mist evaporates relative to the flame. As mentioned in Sec. 1.2,
the location of mist evaporation in a given configuration is mainly determined by de-
livery characteristics, most notably the droplet size distribution of the mist. For the
present configuration, the provision of well-characterized boundary conditions ne-
cessitates that the mist be generated with low momentum to give a steady, uniform,
mist-laden oxidizer that is naturally entrained into the flame. In this application,
the droplet size distribution of the delivered mist is mostly limited by available mist-
generation methods (low-momentum mist generation precludes most high-pressure
nozzles), but also by the requisite capacity for the oxidizer to carry the mist.
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where ρm is the mass density, dm the diameter, and Cd the drag coefficient of the mist
droplet, ρox is the mass density of the oxidizer, and wterm is the terminal velocity of
the droplet relative to the oxidizer velocity. The left-hand side of Eq. 2.11 represents
the gravity force pulling the droplet downward against the flowing oxidizer, while the
right-hand side represents the drag force of the oxidizer pulling the droplet upward.
For droplet Reynolds number less than unity, Cd = 24/Red. This treatment
is presently valid for dm < 80 μm, but conservatively underestimates Cd for dm >







where µox is the dynamic viscosity of the oxidizer (treated as ambient air). Using
Eq. 2.12, wterm is plotted versus dm in Fig. 2.15.
Note that wterm quantifies the minimum oxidizer velocity necessary to suspend
a mist droplet of corresponding diameter dm. Droplets with wterm = wox are sus-
pended in the oxidizer with zero net velocity, whereas droplets with wterm > wox
fall against the flowing oxidizer and only droplets with wterm < wox may be carried
with the flow. For the present configuration, for which wox = 25 cm/s, droplets
with wterm > 25 cm/s (dm > 90 μm, see Fig. 2.15) are too heavy to be carried by
the oxidizer and cannot be delivered to the flame. Certainly, only droplets with
wterm  wox may be effectively transported with the flowing oxidizer.
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Figure 2.15: Terminal droplet velocity (wterm) plotted versus droplet
diameter (dm).







formulated so that wterm < wox/3, and therefore droplets satisfying Eq. 2.13 are
terminally carried at two-thirds the velocity of the background flow. For the present
configuration, Eq. 2.13 gives dm < 53 μm.
As with the N2 suppression system, the water-mist suppression system is de-
signed to provide a full range of controlled conditions from extinction-free through
partial and total extinguishment of the flame. From previous work [8,53], it is esti-
mated that a mist mass fraction in the oxidizer, Y oxm > 0.15, is sufficient for flame
extinguishment. For the present configuration, this criterion corresponds to a mist
supply rate of ṁm > Y
ox
m ṁox = 12.8 g/s (for ṁox = 85 g/s).
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where Q̇ is the flame heat release rate, ∆hvapH2O is the mass-specific latent enthalpy of
vaporization of H2O, and ηm,crit is a critical value defining the fraction of the flame
heat release that is absorbed by mist evaporation at extinction. Equation 2.14 im-
plicitly assumes the dominant suppression mechanism of the mist to be latent evap-
orative cooling, which may not apply in all configurations, though sensible cooling
effects are conservatively neglected. Experimentally reported values for ηm,crit vary
considerably in the literature, from as low as 0.10, to as high as 0.70 [7]. Assuming
a conservative value of ηm,crit = 0.75, applying Eq. 2.14 to the present configuration
(Q̇ = 50 kW) gives ṁm > 16.6 g/s.
As designed in the present configuration, mist is generated using an array of
ten model DK12-36 ultrasonic mist generators, submerged in a 7-cm-deep layer of
water within the base of the oxidizer apparatus (see Fig. 2.9). Each mist generator
includes twelve individual 20-mm-diameter piezoelectric atomizers, with each gen-
erator capable of producing mist at a maximum rate of 6 L/hr. The characteristic
droplet size of the generated mist is roughly 10 μm, satisfying the droplet-size crite-
rion given in Eq. 2.13. The maximum mist generation rate from this configuration
is roughly ṁm ≈ 17 g/s (Y oxm ≈ 0.20), satisfying the previously stated supply-rate
criteria for flame extinguishment.
The water level inside the apparatus is precisely maintained using a float
control valve that closes once the water level reaches a specified depth, and reopens
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once the water level begins to recede. Here, proper maintenance of water level is a
primary determining factor in the mist-generation efficiency of the atomizers. The
base of the oxidizer apparatus additionally includes a drain for water removal.
Inside the apparatus, the oxidizer piping is redirected and redistributed to
provide a downward flow of air across the cross section of the apparatus. This
supports symmetric mixing of the oxidizer with the mist. The mist is entrained
into the oxidizer and delivered through the oxidizer port directly at the flame base.
Images depicting mist delivery via the oxidizer for varying mist-loading conditions
are provided in Fig. 2.16. As shown, the mist behaves as a dense gas [84], exhibiting
Rayleigh-Taylor instabilities with the lower-density ambient and, in the absence of
buoyant flame entrainment, tending to spill over the sides of the oxidizer structure.
The suppression potential of the mist-laden oxidizer is primarily characterized
by quantity Y oxm . Also of importance are the droplet size distribution of the mist and
the mole fraction of water-vapor in the oxidizer (XoxH2O). Variation of Y
ox
m (and cor-
respondingly XoxH2O) is achieved by either varying the total flow rate of the oxidizer
at constant mist-loading capacity, or by varying mist-loading capacity at constant
oxidizer flow. No significant variation in the droplet size distribution is permissible
using the present ultrasonic mist generators. It is then desirable to maintain a con-
stant droplet size distribution, thus isolating the variation of suppression potential




Quantity Y oxm and the corresponding droplet size distribution are measured us-
ing a Malvern Instruments Spraytec system, which uses a laser-diffraction technique







Figure 2.16: Images depicting water-mist delivery at selected Y oxm ; (a) Y
ox
m = 0.00,
(b) Y oxm ≈ 0.03, (c) Y oxm ≈ 0.06, (d) Y oxm ≈ 0.09, (e) Y oxm ≈ 0.12.
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Helium-Neon laser (632.8 nm) is passed through the mist, while a multifaceted ring
detector collects and analyzes the resulting light scattering patterns produced by
the laser-mist interactions. The droplet size distribution is evaluated from the beam
scattering patterns, while the volumetric mist concentration is determined from the
obscuration of the beam through the mist. This volumetric concentration is related
to quantity Y oxm using a characteristic droplet mass density combined with the mea-
sured droplet size distribution and the droplet velocities, which are estimated from
the droplet size distribution and the oxidizer velocity via Eq. 2.12. The Spraytec sys-
tem resolves droplet diameters in a range between 0.1–2000 μm with a measurement
accuracy of ±1%. This accuracy is retained across a wide range of Y oxm , permitting
up to 95% obscuration of the laser.
For mist characterization measurements in the present configuration, the laser
source and detector components of the Spraytec system are positioned so that they
face each other from opposite sides of the oxidizer apparatus, located directly above
the oxidizer port. The Spraytec is positioned so that the laser passes over the
edge of the oxidizer port, without intersecting the space above the fuel port or
ceramic fiberboard. The beam path-length is controlled so as to provide total laser
obscuration within the accuracy limitations of the instrument.
Quantity XoxH2O is measured using a Michell Instruments PCMini52 relative
humidity sensor mounted to the interior of the oxidizer apparatus. This sensor
provides a measurement uncertainty of ±1% RH and response time of roughly 10 s.
The measured relative humidity is related to absolute humidity via a thermodynamic
state equation for the saturation pressure of H2O as a function of temperature [86].
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2.3 Instrumentation
2.3.1 Flame Imaging / Flame Height
Flame images are utilized to qualitatively identify and observe flame dynamics
and extinction behaviors, and also to quantitatively evaluate mean visible flame
height. Flame images are recorded using two digital single-lens reflex cameras,
where a remote trigger-switch is used to capture simultaneous images (±50 ms) of
the front view (Canon EOS 40D) and end view (Nikon D100) of the flame.
For flame height measurements, an additional video camera (Casio Exilim
EX-F1) records flame images continuously at 60 frames per second using variable
exposure settings. Each frame is thresholded (via fixed gray value) to a binary
black/white image wherein white pixels (value 1) correspond to luminous flame
emissions and locate the flame, while black pixels (value 0) correspond to the absence
of flame. Exposure settings are selected to maintain high contrast between the flame
and background, minimizing thresholding errors and providing a clear demarcation
of the visible flame location, accurate to within a few pixels (±1 mm). The set
of continuous frames is then divided into subsets of 600 sequential images (each
representing a 10 s recording), where this sample size has been found sufficient to
produce steady first-order flame shape statistics.
Within each subset, all 600 frames are averaged together to produce a single
grayscale image, in which grayscale pixel intensities represent flame intermittency.
An isocontour corresponding to a grayscale value of 0.5 then marks locations where a
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visible flame is present 50% of the time. This contour fits the classical definition for
the 50% intermittent flame height established in previous work [87], and is presently
defined as the mean visible flame shape. The mean elevation of this contour above
the central half of the fuel port (neglecting the end regions) then defines the mean
visible flame height, Lf , as measured in the present configuration. A sample flame
image depicting this technique is provided in Fig. 2.17.
The presently described image-based Lf measurements rely on luminous flame
emissions, due predominantly to the incandescence of soot particles. Measurements
reported by this technique then include regions of the combustion zone made visible
by soot, and do not strictly define the location of the stoichiometric flame sheet.
Using this technique, uncertainty in each Lf measurement is estimated to be less
than ±1.5 cm, from statistical analyses of steady flame measurements.
50
cm
Figure 2.17: Illustration of flame image-processing technique depicting
a thresholded flame image (black/white regions) overlaid with the cor-
responding mean visible flame shape (gray contour); Lf = 45 cm.
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Following classical scaling relationships [88,89], a correlation to predict Lf for
a buoyant line fire in diluted oxidizer conditions may be derived as follows. The













where s is the stoichiometric oxidizer-to-fuel mass ratio, χconv is the convective
fraction of the total heat release, D is a characteristic length scale of the fuel source,
and other terms are as previously defined.
From Eq. 2.15, s may be expanded as s = sO2/Y
ox
O2
, where sO2 is the stoichio-
metric oxygen-to-fuel mass ratio, and Y oxO2 is the mass fraction of O2 in the oxidizer.
This substitution permits the extension of Eq. 2.15 to include diluted oxidizer envi-
ronments. Further, χconv may be expanded as χconv = (1− χrad), where χrad is the
radiative fraction of the total heat release. Introducing the combustion efficiency,
ηcomb, as a product coefficient to ṁfuel then accounts for partial suppression of the
flame. Finally, fitting the present line-fire geometry, D may be defined as the width
of the fuel source, Wb, and ṁfuel may be expressed per-unit-length of the fuel source,


































the scaling relationship becomes
Lf
Wb
= fn (N) . (2.18)
As defined in Eq. 2.17, N characterizes the oxidizer environment (left term),
the properties of the fuel (center term), and the configuration of the fuel source
(right term). Note that N provides a generalized form of the more familiar scaling




Y oxO2 (1− χrad) ∆hcomb
)3
Q̇∗ 2. (2.19)
Previous scaling analyses [74, 90] have established that for line-source flames,




In applying Eq. 2.20 to the present configuration, Y oxO2 (in Eq. 2.17) is derived







where Xoxk is the mole fraction and Mk the molar mass of each species, k, present
in the oxidizer. Further, χrad and ηcomb (in Eq. 2.17) are derived from experimental
measurements via methods respectively described in Secs. 2.3.3 and 2.3.4. Other
terms in Eq. 2.17 are defined by the configuration and testing conditions. A com-
parison of the Lf scaling predicted by Eq. 2.20 with presently measured data is
presented in Sec. 4.2.3.
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2.3.2 Luminous Flame Emissions
Luminous flame emissions result almost exclusively from the incandescence of
soot particles (yellow-white in color), with minor contributions from the emission
spectra of heated combustion radicals such as CH or C2 (blue in color), which are
often detectable only in the absence of the dominant soot emissions. Quantitative
measurements of luminous flame emissions are then particularly well representative
of flame sooting propensity, where previous work has shown a direct correlation
between flame luminosity and the local soot volume fraction in the flame [91].
In the present configuration, luminous flame emissions are measured using a
Hamamatsu S2281-01 photodiode and C9051 photosensor amplifier, positioned 2 m
radially outward from the burner centroid, 5 cm above the fuel port, facing perpen-
dicular to the long axis of the burner. This device provides a local measurement
of the luminous flux at its sensor surface within a spectral range of 190–1000 nm, a
maximum viewing angle of 90◦, and a response time of 7 μs. Neutral density filters
(total ND 5.0) shield the sensor to prevent saturation of the measurement signal,
and background measurements are subtracted to correct for ambient interference
and isolate flame emissions.
Using a steady, unsuppressed flame as a light source, the photodiode is cal-
ibrated by placing various neutral density filters in front of the photosensor and
recording the resulting variations in the measured signal. Reductions in the signal
strength are then correlated to the corresponding net filter transmittance, which
defines the ratio of the measured luminosity to that of the unsuppressed flame. The
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resulting calibration correlation then relates the measured signal to a dimensionless
luminosity ratio, LR, normalized to a value of unity for the unsuppressed flame.
Uncertainty in each LR measurement is estimated to be less than ±15%.
2.3.3 Radiative Flame Emissions
Radiative flame emissions result from a combination of spectral emissions from
heated combustion gases (particularly CO2 and H2O, as well as preheated unburned
fuel), with additional contributions from soot incandescence. The relative contri-
butions of soot and gas-phase emissions depend on the sooting propensity of the
fuel, where for large, highly sooting fires, radiation from soot typically dominates.
Measured variations in radiative flame emissions are representative of changes in
flame temperature and/or the local composition of combustion products, both of
which indicate effects of suppression and variations in flame strength.
Quantities of interest in characterizing radiative flame emissions include the
flame emissive power, Q̇rad, defined as the rate of heat release in the form of thermal





where the product (ṁfuel ∆hcomb) characterizes the total chemical heat release po-
tential for combustion based on the rate of fuel consumption.
Radiative flame emissions are presently measured using a factory-calibrated,
water-cooled, MedTherm model 64-2-20 Schmidt-Boelter type heat flux transducer.
This device provides a local measurement of the total incident heat flux at its sen-
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sor surface with a hemispherical absorptance of 0.94 for a spectral range between
0.6-15.0 μm, a maximum viewing angle of 90◦, a response time of 0.25 s, and a mea-
surement uncertainty of ±3%.
The transducer is positioned 1 m radially outward from the burner centroid,
18 cm above the fuel port, facing perpendicular to the long axis of the burner. This
location is sufficiently remote from the flame such that the temperature gradient
between the water-cooled body of the sensor and the surrounding air is negligible.
Neglecting this convective portion, the measured heat flux is interpreted as entirely
radiative. As with the luminous emissions, background measurements are subtracted
to correct for ambient irradiation and isolate flame emissions.
The measured heat flux data are related to the global radiative loss frac-
tion (χrad) using a weighted multipoint source model [92], adapted to the present
two-dimensional flame geometry from the original concepts put forth in previous
work [93]. While relatively complex, the multipoint source model provides a more
accurate representation of radiative emissions than that given by the simpler and
more conventional single-point isotropic source model [94–99]. The single-point
source model is reasonably accurate when the sensor is located sufficiently far from
the source, but can suffer significant inaccuracies when the measurement is close
enough for source geometry effects to be important.
Using the multipoint source model, the measured heat flux is assumed to be
received from an array of isotropic point sources uniformly distributed over a two-
dimensional plane oriented across the visible surface of the flame. A schematic
illustrating this approach is presented in Fig. 2.18.
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θ
Figure 2.18: Schematic depicting the two-dimensional multipoint source
model.
The radiative heat flux measured by the transducer, q̇′′g , is evaluated as the













where Fj,k is a weighting factor applied to the (j,k)
th point source, nj and nk are
respectively the number of point sources in the y and z directions, τj,k is the atmo-
spheric transmissivity over the separation distance, Sj,k, between the (j,k)
th point
source and the heat flux transducer, and θj,k is the angle between the normal out of
the transducer surface and the line of sight to the (j,k)th point source.





Fj,k = 1. (2.24)
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where (xg, yg, zg) is the location of the heat flux transducer, and (yfr, zfr) gives the
boundary dimensions of an arbitrary two-dimensional frame containing the flame.













For the present study, the weighting factors, Fj,k, are determined via spatially-
resolved flame images recorded using a FLIR ThermaCAM SC3000 infrared camera.
The camera sensor has a spectral range between 8–9 μm, providing a maximum image
resolution of 320 by 240 pixels at 60 frames per second. A sample grayscale infrared
flame image is presented in Fig. 2.19.
Recorded flame images are synchronized with q̇′′g measurements and averaged
over the response time of the transducer. The array of Fj,k applicable to each q̇
′′
g
measurement is then determined from the corresponding array of grayscale pixel







The array of point sources (nj,nk) is conveniently bounded by the frame of
each image, where yfr and zfr are defined as the outer dimensions of each frame. As




Figure 2.19: Sample infrared flame image.
flame is contained within the image and background interference is negligible. The
flame shape is then resolved within each image, while the peripheral pixels around
the flame (for which Ij,k = Fj,k = 0) do not affect the computation. The length-per-
pixel in each frame is determined by placing an object with known length within
the frame, which is then referenced during image processing.
The atmospheric transmissivity, τj,k, in Eq. 2.27 is presently assumed to be
unity for all point sources. This approximation is valid for the present configuration,
where the heat flux transducer is relatively close to the flame, though for alternative
conditions, such as those incorporating an increased presence of water-vapor (such
as during water-mist suppression cases), the atmospheric transmissivity may be
approximated using established methods [100]. Using Eq. 2.27 in conjunction with
the recorded flame images and stated weighting factor conventions, χrad is evaluated
from each q̇′′g measurement with an estimated uncertainty of roughly ±4.5%.
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Alternative to the multipoint model, the conventional single-point model char-
acterizes the radiation source as a single isotropic point located at the flame centroid,
yielding
χrad =





which provides a simplified analogue to Eq. 2.27.













where ζ provides a measure of the relative agreement between the two source mod-
els, approaching a value of unity when the two models agree. Note that Eq. 2.30
is independent of q̇′′g , and can be evaluated analytically as a function of transducer
position (xg, yg, zg), requiring only a spatially resolved image of the flame to define
a representative Fj,k array. Using two sample flame images from the present config-
uration with respective characteristic Lf = 50 cm and Lf = 10 cm, ζ is plotted vs
xg (yg = yfr/2, zg = zfr/2) in Fig. 2.20.
As shown in Fig. 2.20, the single-point model under-predicts the multipoint
model with decreasing accuracy as the transducer is moved closer to the flame, an
expected result that is consistent with previously reported results for axisymmetric
flames [101]. For large xg, where the single-point model is most valid, ζ correctly
asymptotes toward unity. Comparing the trends for the two flames, the relative
accuracy of the single-point model is shown to vary not only with xg, but also
with flame geometry, where differences in Lf also affect source model accuracy.
Intuitively, a larger radiation source (increasing Lf ) requires larger xg to yield ζ ≈ 1.
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Lf = 50 cm
Lf = 10 cm
Figure 2.20: Ratio of multipoint to single-point radiation source models
(ζ) plotted versus transducer position (xg).
Applicable to any configuration, Eq. 2.30 may be combined with a representa-
tive image of the radiation source to determine a priori the appropriate transducer
distance for accurate application of the simplified single-point source model. For the
present configuration, where the transducer is located 1 m away from the flame, the
single-point source model under-predicts the multipoint model by roughly 10% (see
Fig. 2.20). In order to reduce this discrepancy to less than 1%, the transducer would
need to be located more than 2 m away from the flame. Such large separation dis-
tances are not always feasible due to space constraints or limitations associated with
achieving a measurable signal. For such situations, the multipoint model presents
an attractive alternative, where Eq. 2.27 may be directly coupled with transducer
measurements and resolved flame images to correct for source geometry affects.
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2.3.4 Calorimetry
Rate of heat release (Q̇) is generally regarded as the most important parameter
available to characterize a fire hazard [102]. This parameter is useful and often es-
sential in deriving various other fire properties including size, rate of growth/spread,
material flammability and toxic species yields. Measurements of Q̇ may also be used





which simply provides a dimensionless quantification of normalized flame strength
and is an ideal metric for the assessment of suppression performance.
Despite its recognized importance, Q̇ is typically difficult and costly to measure
accurately, with only a limited set of feasible measurement techniques available. Of
the available techniques, species-based calorimetry is widely recognized as the most
appropriate [103, 104], whereby Q̇ is derived from the rates of consumption and
production of the major chemical species involved in the combustion reaction. The
two standard formulations include oxygen-consumption (OC) or carbon-dioxide-
generation (CDG) based methods [105–113].
Species-based calorimetry methods have been widely adopted by the fire test-
ing and research communities and successfully employed in numerous studies [114–
139], Unfortunately, most of these implementations utilize simplified formulations
that rely on specific and often unstated assumptions. In particular, traditional for-
mulations apply only to simple systems where the primary mass exchanges to/from
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the combustion region are limited to the supply of fuel, entrainment of ambient air,
and exhaust of combustion products. Certainly, this scenario adequately describes
most fires, for which existing formulations have been shown to apply very well.
However, for more complex systems with additional mass exchanges, such as those
involving suppression agents or sprays, the existing formulations may not be appli-
cable. The present configuration, which involves a diluted oxidizer with variable O2
concentration, is a prime example of such a system.
Despite the wide body of existing literature, there is also a limited availabil-
ity of general guidelines to direct the design and implementation of calorimetry
measurements in complex applications. As a result, it can be difficult to confi-
dently extend the traditional formulations to novel applications that may oppose
their simplifying assumptions. In order to fill this need and permit highly accurate
calorimetry measurements in the present configuration, a comprehensive derivation
of the physical principles underlying species-based calorimetry and a corresponding
generalized framework for the design of calorimetry measurement systems have been
developed and are presented in Appendix A [140].
While more complex than the simplified expressions offered by traditional for-
mulations, the framework presented in Appendix A is advantageous in that it is
directly relatable to the physical principles from which species-based calorimetric
methods are derived, offering transparency to the model formulation and the under-
lying assumptions. The formulations presented in Appendix A are also clearly rep-
resentative of the conditions for which they have been developed, and may therefore
be easily adapted to alternative applications requiring greater or lesser complexity.
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To satisfy the calorimetry model presented in Appendix A, necessary measure-
ments include the compositions and mass flow rates of the primary mass exchanges
into and out of the combustion region. For the present configuration, the applicable
control volume is depicted in Fig. 2.21, where mass exchanges include the fuel source
(ṁfuel) with surrounding co-flowing oxidizer (ṁox) and ambient air entrainment
(ṁa). A reaction source term (ṁ
rxn
k ) accounts for species consumption/generation
due to combustion, while all ṁfuel, ṁox, ṁa, and ṁ
rxn
k are assumed totally captured
within an exhaust collection system (ṁe).
Figure 2.21: Control volume for species-based calorimetry analysis; a
fuel source (ṁfuel) is located beneath an exhaust collection system (ṁe)
with ambient air entrainment (ṁa), co-flowing oxidizer (ṁox), and reac-
tion source (ṁrxnk ). All ṁfuel, ṁa, ṁox, and ṁ
rxn
k are assumed totally
captured within ṁe.
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The experimental apparatus (Fig. 2.9) is centrally positioned roughly 1.1 m
beneath a 2 m by 2 m fire-products collection hood connected to an exhaust evacua-
tion system. A 60-cm-tall fiberglass curtain hangs from the perimeter of the hood to
ensure total capture of all combustion products into the exhaust system. Within the
exhaust system, measurement sensors are contained within a 3-m-long straight sec-
tion of 28 cm inner-diameter round duct. All sensors are located roughly 5.2 m (18.5
diameters) downstream of the collection hood, such that sufficiently fully-developed
and well-mixed flow conditions may be assumed.
A Veris Verabar V100 averaging pitot tube connected to a Setra Model 264
differential pressure transducer is used to measure the exhaust flow rate with an
uncertainty of ±1% (see Eq. A.49, C ef = 0.7530). Adjacent to the pitot tube,
an exposed-junction K-type thermocouple probe measures the exhaust temperature
with an uncertainty of ±2 K and response time of roughly 3 s.
A Michell Instruments PCMini52 relative humidity sensor is used to measure
the exhaust H2O content in situ with an uncertainty of ±1% RH and response time
of roughly 10 s. The measured relative humidity is related to absolute humidity via
a thermodynamic state equation for the saturation pressure of H2O as a function
of temperature [86]. This compensation is performed automatically by the sen-
sor via simultaneous internal temperature measurement, significantly improving the
accuracy and transient response of the measurement.
A sampling probe collects a portion of the exhaust flow for extractive com-
position measurements. The sampling probe consists of a 4.5 mm inner-diameter
stainless-steel tube with 1.5 mm perforations spaced 1.27 cm uniformly along its
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length, running the full diameter of the exhaust duct. A vacuum pump draws the
exhaust sample from both ends of the probe, through a length of 3.2 mm inner-
diameter tubing toward a rack of species analysis instrumentation. The sample
passes through a 2 μm particulate filter, a section of DrieriteTM desiccant, and an
additional 2 μm filter prior to analysis.
Composition measurements include O2 content via a Rosemount Model 755
paramagnetic analyzer and CO2 and CO content via a Siemens ULTRAMAT 23
infrared analyzer. Measurement uncertainties are ±1250 ppm O2, ±1000 ppm CO2,
and ±100 ppm CO, with a response time of roughly 5 s for both analyzers. Prior
to each experiment, all species analyzers are calibrated against reference mixtures
with known composition to ensure measurement accuracy and minimize effects of
calibration drift. The exhaust sampling system is also used to measure the ambient
composition, which is assumed to remain constant at initial condition measured
prior to each experiment.
Additional required measurements including the flow rates and compositions
of the fuel and oxidizer are described in Sec. 2.2. In particular, unmeasured species
in the oxidizer are estimated by assuming the oxidizer comprises a uniform mix-




Secs. 2.2.3 and 2.2.4 respectively) are then directly related to the mole fractions of
CO2 and CO in the oxidizer based on the measured composition of those species in
the ambient. For anchored experiments (see Sec. 2.2.3), the O2 flow introduced by
the anchor is directly included as an additional term in the applicable expressions
in the calorimetry formulation (see Appendix A).
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2.4 Data Collection and Analysis
Experiments in the present configuration begin with the establishment of a
stable unsuppressed flame in co-flowing oxidizer for either CH4 or C3H8 fuel and for
either non-anchored or anchored condition. From this initial state, the suppression
potential of the oxidizer (XoxO2 or Y
ox
m ) is gradually increased, through introduction
of either gaseous N2 or fine water mist into the oxidizer, until the flame is extin-
guished. The rate of change in oxidizer suppression potential is sufficiently slow to
ensure steady flame behavior is maintained at all incremental suppression conditions
(dXoxO2/dt ≈ 0.005 min
−1, dY oxm /dt ≈ 0.01 min−1). Flame images and measurement
data are recorded continuously throughout the duration of each experiment.
Measurement data are recorded using a National Instruments (NI) data acqui-
sition (DAQ) system incorporating a SCXI-1600 USB DAQ module, a SCXI-1102
signal conditioner, and a SCXI-1303 terminal block, all integrated within a SCXI-
1000 chassis. This system provides 32 measurement channels with a 16-bit analog-
to-digital converter and a maximum data rate of 200,000 total samples per second.
The signal conditioner provides a 2 Hz low-pass filter across each measurement chan-
nel to eliminate high-frequency fluctuations in the data signals. Data management
and visualization are conducted using the DAQ system-associated NI LabVIEW
software. Using this system, data for all instrumentation are recorded continuously
at a rate of 10 Hz, where measurement response delays, due to differences in flow
transport time to the various instruments, are compensated to provide synchronous
data collection across all measurements.
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Data are post-processed using a moving-average temporal filter with an aver-
aging window of 10 s to further smooth fluctuations in the measured trends. The
filtered data are then truncated to remove extraneous measurements recorded be-
fore the initiation of suppression and after the occurrence of extinguishment. The
first data point in the truncated set is defined as the measurement recorded 10 s
before the appropriate suppression potential metric (XoxO2 or Y
ox
m ) deviates by more
than 0.1% from its initial ambient value. The final data point is then defined as
the measurement recorded just before the fuel flow is shut off, where fuel shut-off is
manually performed in each experiment immediately following flame extinction.
Uncertainties for all experimentally-derived quantities are estimated using a
Monte-Carlo error propagation analysis [141]. By this method, every individual raw
measurement is expanded to produce a one-dimensional array of N + 1 values, with
the first value in the array representing the actual measurement, and the remaining
values in the array representing a random sample of N values drawn from a normal
probability distribution with mean equal to the actual measurement, and standard
deviation equal to the uncertainty of the recording instrument.
All mathematical operations performed on the raw measurements are then
repeated for every value in the associated random sample of each measurement.
Any quantity derived from the raw measurements then also includes an associated
random sample, where the uncertainty in the derived quantity is defined as twice the
associated sample standard deviation (representing a 95% confidence interval). For
the present study, a random sample size of N = 10, 000 has been found appropriate




Numerical simulations of the experiments are conducted using the Fire Dynam-
ics Simulator (FDS), an open-source computational fluid dynamics (CFD) software
tool developed by the National Institute of Standards and Technology [4]. FDS
is widely used throughout the fire-safety consulting and design industries by prac-
ticing fire protection engineers and is thus a premier candidate for evaluation and
improvement of its flame suppression predictive capabilities. A brief introduction
to the primary features of the FDS numerical solver is presented in Sec. 3.2.
The present work seeks to evaluate the performance of and offer improvements
to the baseline extinction and reignition models available within FDS, both of which
use the concept of a critical flame temperature [142]. As applied in these models,
a critical flame temperature should be viewed as an empirically-determined, fuel-
specific quantity approximating the flame temperature at the limits of flammability
(considering heat losses). Comparisons between simulated and experimental results
provide a suitable metric to evaluate the capability of these models to describe
flame suppression. A detailed description of the extinction and reignition treatments
considered in the present work are provided respectively in Secs. 3.2.1 and 3.2.2.
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Simulations are constructed to match as closely as possible the configuration
of the present experimental facility, including all applicable geometric and boundary
conditions. For the present study, simulations are limited to cases including the use
of CH4 fuel and the N2 suppression system. Simulations of cases involving C3H8 fuel
and the water-mist suppression system are left to future work. A detailed description
of the numerical configuration is presented in Sec. 3.3, while considerations of the
requirements for adequate numerical resolution in this configuration (for both the
gas-phase flow solver and the radiative transfer solver) are discussed in Sec. 3.4.
3.2 Numerical Solver
FDS provides a variable density, low Mach-number Navier-Stokes solver tuned
for buoyancy-driven flows with heat release. FDS features a block-structured, Carte-
sian staggered grid for numerical meshing capability and a parallel computing capa-
bility using MPI and OpenMP protocols. The numerics are generally second-order
accurate with explicit time integration. Reaction chemistry is first-order accurate
and time-split from transport, consistent with the classical eddy-dissipation concept
(EDC) model [143, 144], which FDS uses to describe turbulent combustion. As ap-
plied in the present work, combustion is treated with a single-step, global reaction
involving lumped species for the fuel, oxidizer, and products of combustion [145].
A large eddy simulation (LES) framework is employed for subgrid-scale tur-
bulence modeling, where the LES residual stress and transport terms are closed via
gradient diffusion coupled with a modified version of the Deardorff eddy-viscosity
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model [146], using an algebraic model for the subgrid kinetic energy based on scale
similarity [147], and constant values for the turbulent Schmidt and Prandtl numbers.
FDS models thermal radiation via the radiative transfer equation (RTE) using
a discrete-ordinates, finite-volume method with gray absorption properties [148].
In the present study, the description of thermal radiation is further simplified by
modeling flame emission using the concept of a global radiative loss fraction (χrad);
where χrad is prescribed in the simulations a priori from experimental measurements.
For a comprehensive discussion detailing the mathematical models employed
in the FDS solver, the reader is referred to the FDS technical reference guide [149].
Additional resources [150,151], present an extensive catalog of verification and vali-
dation cases for the primary FDS models. Particularly relevant to the present work,
the local volumetric heat release rate due to combustion, Q̇
′′′













k is the volumetric mass reaction rate, and ∆h
◦
f,k the mass-specific standard
enthalpy of formation, for each lumped species, k, in the reaction. The volumetric
mass reaction rate of fuel, ṁ
′′′







where ρ is the local mass density, Yfuel and Yox are the local mass fractions of fuel
and oxidizer, and s is the stoichiometric oxidizer-to-fuel mass ratio. Other ṁ
′′′
k are
then determined from ṁ
′′′
fuel based on stoichiometric reaction coefficients.
In Eq. 3.2, τmix is a modeled characteristic mixing time-scale for the reaction
with alternate definitions based on the resolution of the flow-field [152]. For all
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numerical resolutions considered in the present study (see Sec. 3.4), τmix is governed





where Cu = 0.4 is a model coefficient calibrated to match experimental flame height
measurements [151], ∆ = (∆x∆y∆z)1/3 is the LES filter width defined by the
local grid resolution (∆x, ∆y, ∆z), and ksgs is the modeled subgrid turbulent kinetic
energy derived from the turbulence sub-model.
Using the Deardorff model [146], the turbulent viscosity, µt, is given by
µt = ρCv ∆
√
ksgs, (3.4)
where Cv = 0.1 is a model coefficient set to match a value reported in the literature
[153]. Turbulent transport coefficients for mass and energy are then derived from
µt via constant Schmidt and Prandtl numbers, Sct = Prt = 0.5.





(u− û)2 + (v − v̂)2 + (w − ŵ)2
)
, (3.5)
where [u, v, w] are the cell-mean values of the x, y, and z-components of the local
velocity field, and [û, v̂, ŵ] are weighted averages of their respective cell-mean coun-
terparts over the adjacent computational cells (representing a test-filtered velocity
field over length scale 2∆) [147,149].
The fundamental limitation of the mixing-controlled combustion scheme pre-
sented in Eqs. 3.1–3.5, is that combustion is guaranteed to occur anywhere fuel and
oxidizer are mixing, regardless of local conditions for temperature or fuel/oxidizer
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dilution. This represents the characteristic ‘mixed-is-burned’ treatment adopted by
the EDC framework and has the advantage that detailed heat transfer and chem-
ical kinetics treatments are not necessary to achieve primary ignition. As a result
however, additional modeling provisions must be made in order to account for flame
extinction (Sec. 3.2.1) and prevent spurious reignition (Sec. 3.2.2).
3.2.1 Extinction Treatment
Accurate modeling of flame extinction in fire applications remains a significant
challenge in modern CFD codes. This is because the physical phenomena that govern
extinction are characterized by quantities, including the flame temperature and the
fuel-oxidizer mixing rate at the flame sheet, that cannot be resolved numerically in
configurations of practical interest. Still, much progress has been made in recent
years toward meaningful improvement in the extinction modeling capability of open-
source LES solvers [63–67].
According to the established extinction theory [31–46], diffusion flames may
be extinguished according to three primary mechanisms, which include
1. Thermal quenching — characterized by flame weakening due to heat losses,
such as that due to radiation, flame interaction with a cold boundary, or cool-
ing induced by inert dilution and/or the latent evaporation of water droplets;
2. Aerodynamic quenching — characterized by flame weakening due to flow-
induced perturbations, which increase the rate of fuel-oxidizer mixing beyond
that capable of sustaining combustion; and
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3. Kinetic quenching — characterized by flame weakening due to interactions
between reaction intermediates and chemically active agents, which act to
limit the chain-branching reactions responsible for self-sustaining combustion.
The flame extinction algorithm implemented in FDS uses the concept of a crit-
ical flame temperature, which adequately addresses the thermal quenching mecha-
nism. The aerodynamic and kinetic quenching mechanisms however, are not repre-
sented in this model and FDS simulations applied to cases including these effects
should not be expected to yield reasonable suppression performance. In the present
configuration, thermal quenching acts as the dominant mode of extinction for ei-
ther N2 or water-mist suppression; therefore the baseline critical flame temperature
based extinction model is sufficient.
The criterion for flame extinction in FDS incorporates an enthalpy balance
where in order for combustion to occur, the potential combustion heat release must
be sufficient to increase the mean temperature of the reaction mixture above a
critical value, Text, defined as the critical flame temperature. Combustion is allowed
to proceed if the inequality given by
Ŷfuel(hfuel(T ) + ∆hcomb) + Ŷoxhox(T ) + Ŷprhpr(T ) >
Ŷfuelhfuel(Text) + Ŷoxhox(Text) + Ŷprhpr(Text), (3.6)
is satisfied, where T is the initial cell temperature, [Ŷfuel, Ŷox, Ŷpr] and [hfuel, hox, hpr]
are, respectively, the mass fractions and mass-specific sensible enthalpies of the fuel,
oxidizer, and products of combustion in the reaction mixture, and ∆hcomb is the
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mass-specific enthalpy of combustion of the fuel. Here, extinction occurs if the local
concentrations of fuel and oxidizer and/or the local cell temperature are too low to
support combustion (thermal quenching).
The reaction-mixture components in Eq. 3.6 are defined via the following,
Ŷfuel = min (Yfuel, Yox/s) , (3.7)





Yfuel − Ŷfuel + Yox
)
, (3.9)
where [Yfuel, Yox, Ypr] are the local mass fractions of the fuel, oxidizer, and products
of combustion in the computational cell at the beginning of the combustion time
step (after transport) and s is the stoichiometric oxidizer-to-fuel mass ratio for
combustion. These definitions for the reaction mixture components (Eqs. 3.7–3.9)
have the effect that excess fuel is treated as a diluent but excess oxidizer is not. As
a result of this convention, combustion is likely to occur in a cell having a small
amount of fuel in excess oxidizer, but is likely to be suppressed in a cell having a
small amount of oxidizer in excess fuel. This treatment accommodates reasonable
combustion and extinction performance in relatively coarse computational cells, as
are frequently used in simulations of practical-scale fire configurations.
The default critical flame temperature, Text = 1600 K, as used in the present
study, is representative of typical hydrocarbon fuels [142]. If the criterion specified
in Eq. 3.6 fails, combustion is suppressed and the reaction source terms for species
generation/consumption and heat release are set to zero for that computational cell,




k = 0 in Eqs. 3.1 and 3.2).
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3.2.2 Reignition Treatment
Accurate CFD modeling of flame ignition and reignition in fire applications
presents perhaps an even greater challenge than that for flame extinction. As with
extinction, ignition phenomena are governed by quantities (flame temperature and
fuel-oxidizer mixing rate) that cannot be resolved numerically in configurations of
practical interest. Compounding this issue is the question of how to discern in
the model the difference between primary ignition at the fuel source (which is of-
ten desirable and necessary to achieve a stabilized flaming condition) and spurious
reignition occurring downstream of localized extinction events (which is undesirable
when such reignition is non-physical).
By inspection of the combustion scheme presented in Eqs. 3.1–3.5, which is
representative of the broader EDC combustion framework, it is apparent that spu-
rious reignition may be an issue anywhere fuel and oxidizer mix downstream of a
localized extinction event. Including consideration for the extinction criterion pre-
sented in Sec. 3.2.1, reignition occurs as long as fuel and oxidizer are locally present
in sufficient quantities to satisfy Eq. 3.6, which is possible even for low initial cell
temperatures near ambient condition. An example of this fact is the initial ignition
of primary combustion at the start of a simulation, which desirably does not require
any specification for an ignition source. Still, any non-physical, low-temperature
reignition of previously extinguished fuel can significantly degrade the suppression
performance of the extinction model. For applications in which suppression is the
primary modeling interest, such spurious reignition must be prevented.
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Restricting available solutions, any ignition or extinction criterion that is im-
plemented to prevent spurious reignition cannot be generally applied in the model
without also suppressing primary ignition at the fuel source. This issue may be cir-
cumvented by modeling primary ignition, though this would require an explicit igni-
tion source coupled with detailed reaction kinetics and a highly-resolved treatment
for heat transfer at the fuel source. Such an option is generally unavailable in fire
applications which often include fuel sources that cannot be described with detailed
reaction kinetics and complex configurations for which resolved heat transfer at the
fuel source would require prohibitive computational cost. Despite these challenges,
recent affiliated works have made notable progress in modeling and distinguishing
ignition, extinction, and reignition processes in LES applications [64–67].
Simulations in the present configuration highlight the noted issues surrounding
spurious reignition, including conditions for which flame extinction leads directly
to non-physical reignition if explicit treatment preventing such reignition is not
provided in the model. Proper reignition treatment may be guided by the established
ignition theory [68–73], from which flame ignition and reignition phenomena may
be classified according to three primary mechanisms, including
1. Autoignition — characterized by a spontaneous autoignition event in a fuel-
oxidizer mixture (which may be initially premixed or non-premixed);
2. Edge flame propagation — characterized by the piloted ignition of a fuel-
oxidizer mixture due to the propagation of a partially-premixed edge (triple)
flame along the stoichiometric surface; and
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3. Flame-flame interaction — characterized by the piloted ignition of a fuel-
oxidizer mixture due to interaction with an adjacent flame in a direction nor-
mal to the stoichiometric surface.
It has not yet been demonstrated which of these mechanisms dominate reigni-
tion processes occurring in turbulent fire applications, though each likely plays a role.
Existing insight suggests that these mechanisms are either temperature-controlled
(mechanism 1) or mixing-controlled (mechanisms 2 and 3) [68]. As a preliminary
modeling attempt, and following the convention of the critical flame temperature
employed by the extinction criterion, a simple temperature-based ignition/reignition
criterion may be written as
T > Tign, (3.10)
where T is the initial temperature of the computational cell (before the combustion
time step) and Tign is a critical temperature for reignition. As with the extinction
criterion, if the inequality in Eq. 3.10 is unsatisfied, combustion is suppressed and
the reaction source terms for species generation/consumption and heat release are




k = 0 in Eqs. 3.1 and 3.2).
As previously noted, Eq. 3.10 cannot be generally applied in the solver without
requiring an explicit treatment for primary ignition at the fuel source. To avoid
this complication, implementations with selective application of Eq. 3.10 that still
permit spontaneous primary ignition are explored. Three simple modeling cases,
respectively denoted M1, M2, and M3, and each utilizing Eqs. 3.6 and 3.10 to treat
extinction and reignition in various capacities, are summarized as follows [67].
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In each of the following cases, the baseline single-step global reaction scheme
employed for primary combustion follows the EDC treatment and is defined as
Fuel + sOxidizer→ (1 + s) Products, (R1)
where reaction R1 is allowed to proceed only if the inequalities in both Eqs. 3.6 and
3.10 are satisfied, subject to the respective temperature criteria Text and Tign.
The first case, M1, represents the standard EDC behavior for which Text =
1600 K and Tign = 0 K everywhere in the computational domain. Here, Eq. 3.10 is
universally satisfied such that M1 includes no provision to prevent spurious reigni-
tion. As previously stated, spurious reignition may occur if, downstream of a region
where Eq. 3.6 is unsatisfied (and therefore reaction R1 is suppressed), the resulting
unburned fuel propagates to a region where Eq. 3.6 is satisfied such that reaction R1
then proceeds (potentially at non-physical low temperature).
The second case, M2, is a simple extension of M1, but including a small
prescribed ignition zone near the fuel source within which Tign = 0 K. Elsewhere
in the domain, Tign = 900 K, a value approximately equal to an experimentally
measured auto-ignition temperature for CH4 fuel [154]. Everywhere in the domain,
Text = 1600 K, consistent with M1. The ignition zone is defined within a region that
extends 5 mm below, 5 mm around, and 2 cm above the surface of the fuel port. A
diagram illustrating the bounds of the ignition zone is provided in Fig. 3.1.
The spatially-variable application of Tign employed by M2 effectively eliminates
the issue of spurious reignition. Reignition is allowed to occur, but only if the local
cell temperature is high enough to support such a process (via Eq. 3.10).
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Figure 3.1: Diagram of the ignition zone applied in modeling case M2.
The confined region of the ignition zone permits the convenience and simplic-
ity of spontaneous primary ignition, but does so without subjecting the bulk of the
computational domain to this convention. Despite these advantages, the specifica-
tion of this zone is somewhat arbitrary and guidelines for its size and location do
not yet exist. These are subjects of interest in the present work.
The third case, M3, follows conventions developed in recent affiliated works
[64–67], separating ignition and reignition using a tiered reaction mechanism. In-
cluding the primary reaction, R1, two additional reactions are introduced as
Fuel + sOxidizer→ Fuel∗ + sOxidizer, (R2)
Fuel∗ + sOxidizer→ (1 + s) Products, (R3)
where Fuel∗ is a secondary fuel species representing unburned fuel that has had the
opportunity to react, but has been suppressed by Eq. 3.6. Here, reaction R2 acts
as a mutually-exclusive alternate reaction pathway to reaction R1, transforming
the primary Fuel into Fuel∗ if, and only if, R1 is suppressed. Reaction R3 then
provides for the reignition of Fuel∗, where the reignition criterion in Eq. 3.10 may
be independently applied to R3 without affecting primary ignition in R1.
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In M3, Text and Tign apply uniformly throughout the domain but take different
values for each reaction. For reaction R1, Text = 1600 K and Tign = 0 K, equivalent to
the treatment in M1. For reaction R2, Text = 0 K and Tign = 0 K, signifying that R2
is always unrestricted whenever R1 is suppressed. For reaction R3, Text = 1600 K
and Tign = 900 K, matching the treatment in M2 (outside the ignition zone). A
summary of the critical temperature parameters, Text and Tign, as presently applied
in cases M1, M2, and M3 is displayed in Table 3.1.
The tiered reaction mechanism adopted in case M3 is advantageous in that it
does not require an arbitrarily specified ignition zone and is therefore configuration
independent. To its disadvantage however, M3 requires the additional complexity of
reactions R2 and R3 and the computational expense of transporting an additional
reacting species in Fuel∗.
It is also important to recognize the implications of the stoichiometric re-
quirement for oxidizer in the fuel transformation reaction, R2. This convention is
necessary for the system of reactions R1–R3 to reduce back to the classical EDC
treatment (R1) in cases of zero or total extinction; however, in situations where
reaction R1 is extinguished and there is insufficient oxidizer to support reaction R2,
Table 3.1: Critical temperature parameters for model cases M1, M2, and M3.
Case Reaction Text (K) Tign (K)
M1 R1 1600 0
M2 R1 1600 900
R1 1600 0
M3 R2 0 0
R3 1600 900
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fuel transformation will fail, permitting the persistence of the primary fuel in condi-
tions of extinction, and providing the potential for spurious reignition to later occur
(see Fig. 4.19 for a visualization of this effect). While technically permissible, this
issue is limited to cases of extreme oxidizer dilution and in the majority of practical
applications, M3 effectively eliminates spurious reignition.
As originally presented in previous work [64–66], no extinction criterion is
applied to reaction R3 (equivalent to Text = 0 K), so that the only restriction on R3
is the ignition temperature criterion provided by Eq. 3.10. This treatment creates
an issue in that reaction R3 may then permit combustion outside the limits of
flammability, where heavily diluted fuel-oxidizer mixtures are allowed to burn if
their initial temperature exceeds Tign. This issue is limited to Tign < Text, though
such is typically the case. The convention adopted in the present work, where
Text,R3 = Text,R1 adequately prevents this issue and is therefore preferred.
3.3 Numerical Configuration
An illustration of the numerical configuration is depicted in Fig. 3.2, which
visualizes the simulated flame at ambient condition. The computational domain is
a 2.0-m-wide by 2.0-m-long by 2.0-m-tall box (x× y × z), which is large enough to
prevent excessive boundary-condition effects on the simulated flame. This domain
contains a numerical grid with two levels of refinement. The level-one refinement
region comprises a 1.0-m-wide by 1.0-m-long by 1.0-m-tall box, centered around and
above the experimental facility and flame. This region contains a uniform numerical
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Figure 3.2: Illustration of the numerical configuration; a 50 kW CH4
diffusion flame is visualized where the local volumetric heat release rate
exceeds 200 kW/m3.
grid in each coordinate direction with ∆x = ∆y = ∆z = 5.0 mm. The level-two
refinement region comprises the remainder of the computational domain, extending
1 m above and 0.5 m around the level-one refinement region in each direction and
containing a uniform numerical grid with ∆x = 10.0 mm. The total number of
computational cells in both regions is 15 million.
A reduced computational domain comprising a 0.8-m-wide by 1.0-m-long by
1.0-m-tall box, having a baseline uniform numerical grid with ∆x = 5.0 mm (total
6.4 million cells) is also employed for focused grid-convergence and model sensitivity
studies (Secs. 3.4.1 and 4.3.2 respectively).
All edges of the computational domain feature an open, passive-flow boundary
condition, with a background species of ambient air. The boundary conditions
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at the fuel and oxidizer ports feature a prescribed mass-flux boundary condition
(accounting for both convective and diffusive components), with values specified
to match the experiment (fuel mass flow, ṁfuel = 1 g/s, and oxidizer mass flow,
ṁox = 85 g/s). The fuel and oxidizer, as well as any ambient entrainment, enter the
domain with a constant temperature of T∞ = 293 K. All solid surfaces within the
domain, comprising the structural rim of the oxidizer apparatus and the ceramic
fiberboard around the fuel port, are described as inert, isothermal objects with
constant temperature, T∞ = 293 K, and with zero-flow boundary condition. At
initial condition, the interior of the domain includes a uniform composition of air at
T∞ = 293 K with ambient relative humidity of 40%.
For comparison with N2 suppression measurements, simulations feature con-
trolled variation in the value of XoxO2 applied at the oxidizer-port boundary condition.
Variation in XoxO2 is achieved by controlling the relative mass fluxes of air and N2
leaving the oxidizer-port, which are varied to maintain a constant total oxidizer flow




constant at this value for the first 5 s of simulation time. This provides a sufficient
duration to achieve steady conditions in the flame and oxidizer flow fields.




0.002 s−1. Simulations are conducted for a total duration of 60 s so that XoxO2 = 0.10
at the end of the simulation, a value sufficient to achieve global flame extinction.
Occurring concomitantly with the reduction in XoxO2 , the value of χrad also steadily
decreases over the course of the simulation, with a prescribed trend matching that
measured in the experiment (see Sec. 4.2.4).
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In addition to the previously described transient simulations, which feature
continuously variable XoxO2 , additional steady-state simulations are conducted to pro-
vide converged turbulent statistics at discrete XoxO2 conditions. For these simulations,
XoxO2 = 0.21 again for the first 5 s of the simulation to establish a stabilized ambient
flaming condition. After t = 5 s, XoxO2 is decreased rapidly over a 3 s duration to a
final specified value, which is then held constant for the remainder of a 40 s duration
simulation. Turbulent statistics are collected over the final 30 s of these simulations,
during a period when the flow is statistically stationary.
Simulations are conducted using 60 processors (reduced-domain simulations
use 40) on the University of Maryland Deepthought2 high-performance computing
cluster, a large-scale Linux-based system of interconnected compute nodes. Typical
simulations require roughly 2500 processor-hours using Intel Ivy Bridge E5-2680v2
2.80 GHz processors.
3.4 Numerical Resolution
3.4.1 Gas-Phase Flow Solver
To evaluate the numerical resolution requirement for a given configuration, it
is necessary to consider the integral length scales characterizing the applicable flow
field. For the present configuration, the integral length scales of interest include the
flame height (Lf ≈ 50 cm) and the flame width (approximated as the burner width,
Wb = 5 cm). Here, the limiting length scale is the burner width, and for the baseline
numerical resolution of ∆x = 5.0 mm, Wb/∆x = 10, indicating that this length scale
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is resolved over ten computational cells. This resolution may be considered marginal
in the near-field region of the flame base (where Wf ≈ Wb), but adequate in the
intermediate and far-field regions within and above the bulk of the flame (where
Wf increases with elevation so that Wf > 10.0 mm and Wf/∆x > 20 at mid-flame
height, z = 25 cm). Still, it may be questionable whether this resolution accurately
captures the transition from laminar to turbulent flow near the flame base.
To evaluate grid-convergence in the present configuration, a series of sim-
ulations have been conducted featuring uniform grid resolution corresponding to
∆x = 20.0 mm, 10.0 mm, 5.0 mm, and 2.5 mm. These simulations are conducted
using the reduced computational domain (see Sec. 3.3), with XoxO2 = 0.21 (no sup-
pression), and each for a duration of 30 s. Selected diagnostics include vertical
centerline (z-direction), and lateral cross-flame profiles (x-direction) of various lo-
cally computed quantities including volumetric heat release rate, gas-phase temper-
ature, z-component of flow velocity, and the resolved and subgrid turbulent kinetic
energies. Time-mean and root-mean-square (rms) statistics for each quantity are
gathered over the final 25 s of each simulation. Run-time characteristics for each
resolution case are presented in Table 3.2, comparing the total number of cells,
processors, and computational cost applicable to each resolution.
Table 3.2: Run-time characteristics for simulations with varying grid resolution.
∆x (mm) Wb/∆x (-) # Cells (-) # Processors (-) CPU Time (hr)
20.0 2.5 356,000 2 22
10.0 5.0 1,056,000 5 111
5.0 10.0 6,400,000 40 1,085
2.5 20.0 51,200,000 320 30,655
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Figure 3.3 presents comparisons of vertical centerline and cross-flame profiles of
the time-mean and rms volumetric heat release rate, Q̇
′′′
, among each resolution case.
As shown, grid-convergence is not observed in mean Q̇
′′′
for the presently considered
resolutions, though variations are relatively slight (∼10%), with maximum deviation
in the peak mean value of Q̇
′′′
on the order of 1000 kW/m3 amongst all resolutions.
Comparatively, Q̇
′′′
rms is significantly under-predicted by the coarser resolutions, with
deviation in the peak value of more than 6000 kW/m3 compared to the finest resolved
case at ∆x = 2.5 mm. These results indicate that significant unresolved turbulent
fluctuations in the flame sheet location persist for ∆x ≥ 2.5 mm; however, the impact
of these fluctuations on the mean field are comparatively slight. Certainly, the
characteristic length scale of a turbulent flame sheet is on the order of 1 mm or less,
and should not be expected to be resolved in the presently considered resolutions,
nor in any typical large eddy simulation.
Figure 3.4 similarly presents comparisons of vertical centerline and cross-flame
profiles of the time-mean and rms gas temperature, T . As shown, adequate grid-
convergence is observed for ∆x ≤ 5.0 mm in the mean temperature field, though Trms
is again under-predicted on the order of 50 K compared to the finest resolved case
at ∆x = 2.5 mm. These results also indicate that there remain unresolved turbulent
fluctuations in the temperature field for ∆x ≥ 2.5 mm, though these fluctuations
negligibly impact the mean field. The simulated peak mean value of T ≈ 1200 K also
closely resembles a value of 1191 K predicted by an empirical correlation developed
for line-fire geometries from corresponding experimental measurements in a similar
configuration [155].
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Figure 3.3: Simulated volumetric heat release rate (Q̇
′′′
) at selected grid resolutions;
(a) mean z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms
x-profile at z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at
z = 0.50 m.
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Figure 3.4: Simulated gas temperature (T ) at selected grid resolutions; (a) mean
z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile at
z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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Figure 3.5 presents resolution comparisons of the time-mean and rms z-velocity
component magnitude, w. As shown, adequate grid-convergence is observed for
∆x ≤ 5.0 mm in both the mean and rms values. As with the results for temperature,
the simulated far-field value of w ≈ 2.8 m/s agrees well with a value of 2.88 m/s
predicted by empirical correlation [155].
Particularly noteworthy, the simulated results for ∆x = 20.0 mm and ∆x =
10.0 mm resolution, though not fully converged with the finest resolved results at
∆x = 2.5 mm, still approximate the mean T and w fields in the present configuration
remarkably well. As shown in Table 3.2, these simulations accomplish this agreement
with significantly reduced computational cost. These results suggest that while the
flame width, Wf , may be the limiting length scale in the present configuration,
the flame height, Lf , is perhaps the more dominant length scale in governing the
behavior of the flame. Even for the coarsest presently considered case of ∆x =
20.0 mm, Lf/∆x = 25, indicating good resolution of this length scale.
An alternative scaling parameter [149], adapted to the present line-fire geom-





ρ∞ cp,∞ T∞ g 1/2
)2/3
, (3.11)
provides a characteristic length scale based on buoyant plume scaling, where Q̇
′
is
the flame heat release rate per-unit-length of the line source, ρ∞, cp,∞, and T∞ are
respectively the mass density, heat capacity, and temperature of the ambient, and g
is the gravitational acceleration constant. For the present configuration, L∗ ≈ 0.2 m,
which is also reasonably well-resolved in all of the presently considered cases.
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Figure 3.5: Simulated z-velocity magnitude (w) at selected grid resolutions; (a)
mean z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile
at z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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where urms, vrms, and wrms, are respectively the root-mean-square statistics for the
x, y, and z components of the flow velocity. Vertical centerline and cross-flame
profiles of kt, as well as those for the unresolved subgrid turbulent kinetic energy,
ksgs, retrieved from the turbulence model (see Eq. 3.5), are presented in Fig. 3.6. As
shown, values for kt are reasonably well-converged amongst all considered resolu-
tions, while values for ksgs decrease steadily with decreasing ∆x, due to diminishing
influence of the turbulence model.
From these diagnostics, and following the conventions given in previous work





where this ratio indicates the percentage of the modeled turbulent kinetic energy
that is resolved by the numerical grid, taking a value of unity when ksgs is negligible
and decreasing toward zero as ksgs begins to dominate kt. Note that ksgs is a modeled
quantity and should not be expected to represent the true turbulent fluctuations in
the unresolved flow. As a result, M = 1 does not imply that 100% of the turbulence
in the flow is resolved by the grid. This criterion merely indicates the degree of
influence that the turbulence model has on the flow field. Following established
recommendations [153,156], M ≥ 0.8 satisfies reasonably well-resolved LES. Vertical
centerline and cross-flame profiles of M are presented in Fig. 3.7.
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Figure 3.6: Simulated resolved (kt) and unresolved (ksgs) turbulent kinetic energy
at selected grid resolutions; (a) kt, mean z-profile, (b) ksgs, mean z-profile, (c) kt,
mean x-profile at z = 0.25 m, (d) ksgs, mean x-profile at z = 0.25 m, (e) kt, mean
x-profile at z = 0.50 m, (f) ksgs, mean x-profile at z = 0.50 m.
82
















































Figure 3.7: Simulated turbulence resolution criterion (M) at selected grid resolu-
tions; (a) mean z-profile, (b) mean x-profile at z = 0.25 m, (c) mean x-profile at
z = 0.50 m.
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As shown in Fig. 3.7, for ∆x ≤ 5.0 mm, M ≥ 0.8 for all z along the flame
centerline and for all x along representative cross-flame profiles, though for ∆x =
5.0 mm, there is a small region very near to the fuel port for which M < 0.8. This
downward peak is attributed to the laminar-turbulent transition that occurs at the
flame base (from Eq. 2.5, 1.2 cm < zcrit < 2.7 cm). In consideration of this result
and the preceding grid-convergence analysis, the ∆x = 5.0 mm resolution is deemed
adequate for the aims of the present study and this resolution is employed as the
baseline in all of the presently conducted simulations.
Supplementing the preceding analysis, additional grid-convergence results in-
cluding resolution comparisons for the simulated gas-phase mass density, perturba-
tion pressure, x-component velocity magnitude, y-component velocity magnitude,
and total flow kinetic energy are presented in Appendix B.
3.4.2 Radiative Transfer Solver
In addition to the preceding discussion, which considers the numerical dis-
cretization of the gas-phase flow field, and following recent affiliated work [65, 66],
it is also worth considering the discretization in angular space used to resolve ra-
diation transfer via the RTE. For the present configuration, which uses a heat flux
transducer to measure radiative flame emissions, the integral length scales of interest
are the flame surface area (Af = Lf × Lb ≈ 0.25 m2) and the separation distance
between the transducer and the flame (xg = 1 m). The angular region occupied by
the flame, as viewed from the transducer is then given by the ratio, Af/x
2
g = 0.25 sr.
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In FDS, angular space (see Fig. 3.8) is discretized into Nθ polar bands and
Nφ (θ) azimuthal bands, where Nθ is an integer divisible by 2 and each Nφ (θ) is an




Nφ (θi) , (3.14)
is determined based on computed values for Nθ and Nφ, which are set to yield NΩ
as close as possible to a user-specified value (subject to the preceding constraints for
Nθ and Nφ and while maintaining equal solid angles so that ∆Ω = 4π/NΩ) [149].
A series of simulations featuring NΩ ranging between 32–512 have been per-
formed to evaluate the angular resolution requirements for convergence in the simu-
lated transducer heat flux, q̇′′g . Simulations are conducted with 5 mm grid resolution,
θ
ϕ
Figure 3.8: Illustration of the coordinate system used to discretize an-
gular space for solution of the radiative transfer equation, as applied in
the Fire Dynamics Simulator (FDS).
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at XoxO2 = 0.21, and for a duration of 10 s. Time-mean simulated q̇
′′
g , averaged over
the final 8 s of each simulation, are plotted versus NΩ in Fig. 3.9. As shown, simu-
lated q̇′′g converge with the experimentally measured value for NΩ ≥ 320.
For NΩ = 320, the angular resolution is given by ∆Ω = 4π/NΩ ≈ 0.04 sr, for
which the region of interest, Af/x
2
g = 0.25 sr is resolved in roughly 6 solid angles,
a result consistent with that reported in affiliated work [65,66]. A general criterion





where A is the visible surface area of a radiation source and r is the radial distance
between the source and the position of a sensor for which converged radiative in-
tensity measurement is desired. In consideration of this result, NΩ = 320 angles is
utilized for all simulations conducted in the present study.



















Figure 3.9: Simulated q̇′′g plotted versus angular RTE resolution; conver-
gence is observed for NΩ ≥ 320.
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Chapter 4: Results and Discussion
4.1 Overview
Results for the present work showcase a range of detailed experimental and
numerical analyses that offer insight and understanding into fire suppression phe-
nomena. Experimental measurements of suppression effects and discussions thereof
are presented in Sec. 4.2. Within, qualitative observations of visible flame structure
and extinction behaviors are summarized in Sec. 4.2.1. Preliminary observations
of water-mist suppression effects are included, though detailed measurements and
analyses for this suppressant are deferred to future study. Following, Sec. 4.2.2
portrays a comparison of measured extinction limits for N2 suppression with those
reported in the literature, including a discussion of the dominant observed extinction
mechanisms and their relevance to turbulent fire applications.
An analysis of visible flame height measurements is presented in Sec. 4.2.3,
including measurement comparisons to classical scaling predictions. In Sec. 4.2.4,
luminous and radiative flame emissions measurements are reported, where their
comparison offers insight into the dominant form of flame radiative heat losses during
suppression. Measurements of combustion efficiency and associated calorimetry-
derived quantities are presented in Sec. 4.2.5, offering a quantitative evaluation
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of suppression performance and providing a basis for understanding the dominant
mode of flame extinguishment in the present configuration.
Following the experimental analysis, numerical simulation results are discussed
in Sec. 4.3, including a comprehensive evaluation of the alternate flame extinction
and reignition cases introduced in Sec. 3.2.2. Each modeling case is evaluated based
on result comparisons with the measured experimental data (Sec. 4.3.1) and with re-
gards to model sensitivity to input parameters and numerical resolution (Sec. 4.3.2).
Simulation performance is summarized in Sec. 4.3.3, highlighting the significance of
spurious reignition in determining the simulated suppression behavior, and identify-
ing the relevant modeling issues that limit the broader applicability of the available
extinction and reignition treatments.
4.2 Experiment
4.2.1 Flame Structure
Flame images depicting the results of preliminary burner configuration testing
are presented in Fig. 4.1. In each of these images, fuel and oxidizer flow conditions
are as specified in Sec. 2.2, except as otherwise stated. Images in Fig. 4.1 portray the
observed flame structure for conditions (a) without the co-flowing oxidizer, (b) with
the co-flowing oxidizer but without the ceramic fiberboard around the fuel port, and
(c) including both the oxidizer and the board.
Figure 4.1(a) provides a baseline representation of the flame with no influence





Figure 4.1: Comparison of visible flame structure for varying oxidizer conditions;
(a) no co-flowing oxidizer, (b) with co-flowing oxidizer, (c) with co-flowing oxidizer
and ceramic fiberboard around fuel port.
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flow structures developing very near to the fuel port (from Eq. 2.5, 1.2 cm < zcrit <
2.7 cm). As shown in Fig. 4.1(b), and despite the design intent to the contrary, the
co-flowing oxidizer appears to influence entrainment dynamics at the flame base,
extending the laminar length of the flame by several factors (zcrit ≈ 7 cm, as appears
in the image). An effective deterrent to this influence is illustrated in Fig. 4.1(c),
where inclusion of the ceramic fiberboard around the fuel port recovers and enhances
buoyancy-induced turbulence at the flame base. This board encourages cross-flame
directed entrainment flow at the flame base, a feature that more closely resembles
the entrainment dynamics of realistic large-scale buoyant fires.
Cross-flame profiles (x-direction) of local thermocouple temperatures, Ttc, are
presented in Fig. 4.2 for an unsuppressed flame condition. For these measurements,
an array of exposed-junction, 1.0 mm bead-diameter K-type thermocouple probes
(uncertainty ±2 K, response time ∼ 3 s) is suspended across the center of the fuel
port at selected elevations corresponding to z = 25 cm (∼Lf/2), z = 50 cm (∼Lf ),
and z = 75 cm (∼3Lf/2). Reported thermocouple temperatures are uncompensated
time-mean values, averaged over a duration of roughly 5 minutes.
As shown in Fig. 4.2, Ttc measurements exhibit expected symmetric Gaussian
profiles across the width of the flame. Centerline peak temperatures decrease, while
characteristic profile widths increase, with increasing elevation above the fuel port.
The measured peak temperature of Ttc ≈ 1100 K at z = 25 cm also closely matches
previously reported measurements in a similar line-fire configuration [155]. A scaling
correlation developed from those data predicts a peak temperature of 1191 K in the
present configuration, in reasonable agreement with the present measurements.
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z = 25 cm
z = 50 cm
z = 75 cm
Figure 4.2: Time-mean cross-flame profiles (x-direction) of local ther-
mocouple temperature (Ttc) at selected elevations above the fuel port.
Representative images depicting simultaneous front and end views of non-
anchored flame quenching behavior due to N2 suppression are presented in Fig. 4.3
for CH4 fuel and Fig. 4.4 for C3H8 fuel. Camera exposure settings are fixed for
these images, permitting comparable visibility of the dim blue flames observed near
the extinction limit, but resulting in extensive saturation of the bright yellow un-
suppressed flames. This marked difference in flame luminosity is explored through
quantitative measurements in Sec. 4.2.4. Here, yellow and blue flame regions respec-
tively indicate the local dominance of either soot incandescence or the luminescence
of intermediate CH radicals. Shown in Figs. 4.3 and 4.4, as XoxO2 is reduced for both
fuels, soot incandescence diminishes, leading to a transition in flame color from









non-anchored condition; (a) XoxO2 = 0.209, (b) X
ox
O2
= 0.181, (c) XoxO2 = 0.168, (d)
XoxO2 = 0.158, (e) X
ox
O2









non-anchored condition; (a) XoxO2 = 0.209, (b) X
ox
O2
= 0.172, (c) XoxO2 = 0.154, (d)
XoxO2 = 0.144, (e) X
ox
O2
= 0.140, (f) XoxO2 = 0.139; Exposure: 1/30 s, f/2.0, ISO 1250.
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In the CH4 flame (Fig. 4.3), there are minimal observable suppression effects




0.18, a transition in flame color from yellow to blue begins to occur at the flame base.
Around XoxO2 ≈ 0.17 (Fig. 4.3(c)), soot incandescence diminishes rapidly, resulting
in a progressive growth of the blue flame region until XoxO2 ≈ 0.16, below which
the flame appears entirely blue (Fig. 4.3(d)). Further reductions in XoxO2 result in
significant flame weakening, evidenced by drastic changes in flame structure and
periods of localized detachment from the fuel port (Fig. 4.3(e)), owed to extensive
localized quenching coupled with flame-base destabilization. Global extinction is
immediately preceded by total detachment of the flame from the fuel port and
subsequent liftoff, occurring at XoxO2 = 0.152 (Fig. 4.3(f)).
Shown in Fig. 4.4, suppression of the C3H8 flame occurs with a similar se-
quence, excepting that notable visual (color) transitions are extended to much lower
XoxO2 . The unsuppressed C3H8 flame is visibly sootier than the CH4 flame, evidenced
by the faint envelope of smoke emanating from the flame sheet at ambient condition
(Fig. 4.4(a)). Corresponding to this increased sooting propensity, initial bluing of
the flame base does not occur until XoxO2 < 0.155 (Fig. 4.4(c)). With further reduc-
tions in XoxO2 , the flame rapidly deteriorates with respect to both soot incandescence
and flame strength, as shown in Fig. 4.4(d) (XoxO2 = 0.144), which depicts a partially
lifted C3H8 flame with roughly equal portions of yellow and blue. Transition to
an entirely blue flame does not occur until XoxO2 < 0.14 (Fig. 4.4(e)), with global
extinction following immediately thereafter at XoxO2 = 0.139 (Fig. 4.4(f)). As with
the CH4 flame, global extinction occurs as flame-base detachment and liftoff.
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Comparing suppression observations for the two fuels, the CH4 flame experi-
ences complete suppression of soot radiation at relatively high XoxO2 > 0.163, then ex-
hibits a prolonged period of stable, soot-free (blue) combustion between XoxO2 = 0.163
and XoxO2 = 0.153 prior to extinction. The C3H8 flame however, does not experience
complete suppression of soot radiation until XoxO2 < 0.14 (if at all), in the midst of
rampant localized flame quenching and structural instability, occurring immediately
before global extinction at XoxO2 = 0.139. The observed discrepancies between the
sooting tendencies of each fuel are attributed to respective differences in soot for-
mation kinetics, where compared to the CH4 flame, soot formation is favored in the




Additional representative images depicting front and end views of anchored
flame quenching behavior due to N2 suppression are presented in Fig. 4.5 for CH4
fuel and Fig. 4.6 for C3H8 fuel. As shown in these figures, suppression observations
for the anchored condition closely resemble those for the non-anchored condition,
comprising a gradual reduction in flame luminosity and transition in flame color
(due to diminishing soot incandescence), followed by global flame extinction.
Specific to the anchored condition, the O2-anchor fosters a stabilized flame
base that effectively prevents flame detachment and liftoff extinction for both fuels,
also extending the domain of flammability to lower XoxO2 . Anchored extinguishment
occurs as progressive localized extinction throughout the body of the flame (depicted
in Fig. 4.5(e) for CH4 and Fig. 4.6(e) for C3H8), where a condition is eventually
reached where only a small pilot flame remains attached to the O2-anchor, with no





Figure 4.5: Simultaneous front and end-view CH4 flame images at selected X
ox
O2
for anchored condition; (a) XoxO2 = 0.209, (b) X
ox
O2
= 0.175, (c) XoxO2 = 0.160, (d)
XoxO2 = 0.149, (e) X
ox
O2





Figure 4.6: Simultaneous front and end-view C3H8 flame images at selected X
ox
O2
for anchored condition; (a) XoxO2 = 0.209, (b) X
ox
O2
= 0.152, (c) XoxO2 = 0.142, (d)
XoxO2 = 0.139, (e) X
ox
O2
= 0.126, (f) XoxO2 = 0.122; Exposure: 1/30 s, f/2.0, ISO 1250.
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Images depicting preliminary results of water-mist suppression testing are
presented in Figs. 4.7 and 4.8. Each figure portrays a reduced-size CH4 flame
(Q̇ ≈ 30 kW) subjected to varying levels of mist loading, where variation in Y oxm is
achieved by controlling the number of mist generators in operation (presently 0–6
generators, see Sec. 2.2.4 for details). For each case, the oxidizer flow rate is held
fixed at a relatively low value (ṁox ≈ 40 g/s in Fig. 4.7) or a relatively high value
(ṁox ≈ 85 g/s in Fig. 4.8) to achieve further variability in Y oxm . Decreasing ṁox in-
creases Y oxm (for a given number of generators in operation), but restricts the extent
of the mist to the base-region of the flame (recall that the relatively dense mist tends
to sink in the ambient due to gravity, see Fig. 2.16). Increasing ṁox encourages mist
delivery at higher elevations in the flame, but also reduces Y oxm .
For the low oxidizer-flow case (Fig. 4.7), the mist reaches a maximum of
roughly 10–15 cm above the fuel port, covering the flame base, but leaving the top of
the flame mist-free. For maximum mist loading at this condition (Y oxm ≈ 0.15), the
flame is extinguished within the mist layer, though a quasi-stabilized lifted flame
continues to burn on top of the mist (Fig. 4.7(f)). Here, the observed extinguishing
limit of Y oxm ≈ 0.15 agrees with previously reported results [8, 53]. For the high
oxidizer-flow case (Fig. 4.8), the mist reaches the mean flame height, but with re-
duced Y oxm insufficient for global flame quenching. Comparing results for the two
cases, similar suppression effects are observed at different ṁox, but corresponding
to equivalent Y oxm (see Figs. 4.7(c) and 4.8(d)). This agreement demonstrates that
the suppression potential of the mist-laden oxidizer is primarily determined by Y oxm





Figure 4.7: Front-view CH4 flame images (Q̇ ≈ 30 kW, ṁox ≈ 40 g/s) at selected
Y oxm ; (a) Y
ox
m = 0.00, (b) Y
ox
m ≈ 0.02, (c) Y oxm ≈ 0.05, (d) Y oxm ≈ 0.09, (e) Y oxm ≈ 0.12,





Figure 4.8: Front-view CH4 flame images (Q̇ ≈ 30 kW, ṁox ≈ 85 g/s) at selected
Y oxm ; (a) Y
ox
m = 0.00, (b) Y
ox
m ≈ 0.02, (c) Y oxm ≈ 0.04, (d) Y oxm ≈ 0.05, (e) Y oxm ≈ 0.06,
(f) Y oxm ≈ 0.07.
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Shown in Figs. 4.7 and 4.8, the CH4 flame experiences a significant reduction
in luminosity with increasing Y oxm , similar to the observations reported for N2 sup-
pression (see Figs. 4.3–4.6). Unlike N2 suppression however, no significant portions
of the flame transition in color from yellow to blue, suggesting that soot production
persists in spite of the suppression effects of the flame-mist interactions. The ob-
served reduction in flame luminosity is then likely due to flame cooling, where the
visible intensity of soot incandescence is strongly dependent on the flame temper-
ature (see Fig. C.1 in Appendix C for a related discussion of spectral radiation).
Though the observed reduction in luminosity is principally due to diminishing soot
incandescence, there is notable attenuation of the visible emissions due to Mie scat-
tering within the mist (see Figs. 4.8(c)–(f)).
As noted in Secs. 2.2.3 and 2.2.4, both N2 and water mist achieve flame sup-
pression primarily due to thermal quenching (reduction in flame temperature). De-
spite this similarity, the cooling potential of water mist is significantly greater than
that for N2 due to a greater sensible heat capacity and the latent contribution of
evaporation (see Sec. 2.2.4). As a result of this difference, a greater amount of N2
(and therefore a lower value of XoxO2) is required to achieve comparable flame cooling
to that of water mist. The observed differences in soot-suppression behaviors be-




for N2 suppression, where soot production kinetics are highly sensitive to the local
O2 concentration [157–159].
From the present results, it is not discernible whether mist suppression is pri-
marily due to latent cooling (evaporation) or sensible cooling (water-vapor dilution).
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As mentioned in Sec. 2.2.4, this distinction is configuration dependent and primarily
related to droplet size. Results from previous work suggest that for the mist utilized
in the present configuration (dm ≈ 10 μm), all drops should evaporate well outside
the flame sheet and therefore sensible cooling effects should dominate [17,53].
4.2.2 Extinction Limit
The flame extinction limit (LOI, see Sec. 2.2.3) is identified from recorded
flame images as the condition for which the main visible flame ceases to exist. For
non-anchored extinction, this condition corresponds to the flame liftoff event. For
anchored extinction, this condition corresponds to the initiation of a prolonged total
quenching of the main flame, though a small pilot flame may persist in the immediate
vicinity of the O2-anchor (see Figs. 4.5(f) and 4.6(f)).
The presently measured LOI are compared in Table 4.1 against similar mea-
surements reported in the literature. Literature values comprise data from a range of
experimental configurations having either opposed-flowing or co-flowing fuel-oxidizer
streams, but all incorporating small laminar flames. Only the present study provides
conditions for moderate-sized turbulent flames. Listed conditions for the present
study include (1) the anchored condition, (2) the non-anchored condition, and (3)
the non-anchored condition without the ceramic fiberboard around the fuel port (see
Fig. 2.10). While present conditions (1) and (2) exhibit turbulence very near to the
flame base, condition (3) provides an unprotected, extended laminar flame base (see
Fig. 4.1(b)) and more closely resembles the laminar cup-burner configuration [30].
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Table 4.1: LOI data for CH4 and C3H8 flames extinguished in N2-diluted air.
Source Burner Type Flamea Flowb LOI, CH4 LOI, C3H8
Current (1) TLBc T C 0.122± 0.002 0.122± 0.002
Current (2) TLBc T C 0.152± 0.002 0.139± 0.002
Current (3) TLBc T C 0.155± 0.002 0.142± 0.002
[18] Porous L O 0.139 0.127
[25] Tsuji L O 0.140± 0.001 0.128± 0.001
[20] Tsuji L O 0.143 —
[21] Opposed-Jet L O 0.150 0.137
[23] Cup L C 0.153 0.139
[27] Cup L C 0.155± 0.002 —
[24] Cup L C — 0.141
[22] Cup L C — 0.142± 0.003
[25] Santoro L C 0.164± 0.001 0.151± 0.002
a Flame regime, laminar (L) or turbulent (T).
b Oxidizer flow condition, co-flow (C) or opposed-flow (O).
c Turbulent line burner.
From Table 4.1, the presently measured LOI in condition (3) for both CH4
and C3H8 fuels are shown to closely match previously reported values from the cup-
burner apparatus. As noted, this agreement is attributed to the similarities between
these two configurations, which produce flames in a co-flowing oxidizer with laminar
base regions and yield liftoff extinction events [22–29,35].
Presently measured LOI for condition (2) are slightly lower than those for
condition (3), attributed to the stabilizing influence of the ceramic fiberboard, which
reduces strain and prevents vertically directed flow at the flame base, such as would
promote detachment of the flame from the fuel port. Though condition (2) includes
turbulence very near to the flame base, it is unclear if this turbulence impacts
the flame destabilization process that leads to liftoff extinction. Certainly, at the
location of the edge reaction kernel responsible for flame stabilization, the flow
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remains laminar. This fact, the observation that extinction occurs as liftoff, and
the relative agreement with the extinction limit in condition (3) all suggest that the
condition (2) limit still represents a laminar quenching event, despite the bulk of
the flame being turbulent.
The lowest presently measured LOI for either fuel corresponds to condition
(1), which includes the flame-base strengthening influence of the O2-anchor to pre-
vent liftoff extinction events. This limit more clearly represents turbulent flame
extinction, where global extinguishment occurs as a result of progressive localized
quenching throughout the body of the turbulent flame (see Figs. 4.5 and 4.6). The
LOI for condition (1) may be interpreted as a piloted extinction limit, corresponding
to a condition where the small base-flame attached to the O2-anchor can no longer
reignite locally quenched fuel in the body of the flame. This condition relates to
the extinction of large-scale turbulent fires, in which flame regions that experience
localized quenching may be reignited due to interaction with adjacent burning re-
gions [68–70]. For turbulent flames in particular, such interactions are significantly
enhanced due to turbulent mixing, whereas such interactions may be much less likely
to occur in small laminar flames.
Global extinguishment in a large-scale turbulent fire may then be interpreted to
result from any one of three potential occurrences. First, extinguishment may be due
to the progressive development of conditions throughout the flame for which piloted
reignition cannot occur (represented by the condition (1) limit). Second, extinguish-
ment may be due to a single localized quenching event that globally destabilizes the
flame, potentially at a condition prior to the piloted extinction limit (represented
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by liftoff, as in the condition (2) and (3) limits). A third case then accounts for a
sudden global extinction event that quenches the entire flame simultaneously, which
may be likely for small flames, but is certain to be unlikely for large-scale flames.
From the range of values presented in Table 4.1, it is readily shown that
reported laminar LOI are configuration-dependent measurements that vary with
burner geometry. Studies using opposed-flow configurations report lower LOI, while
higher LOI are reported for co-flowing configurations, particularly for the Santoro
burner. Relative trends in LOI across differing burner geometries are also identical
for both CH4 and C3H8 fuels. The large variations in LOI with burner geome-
try, which are well outside the respective uncertainties noted for each study, are
most attributable to variations in flame strain-rate and conductive heat losses spe-
cific to each type of burner. It is suspected that the presently reported anchored
LOI for condition (1), representing a more fundamental piloted extinction limit,
should exhibit greater configuration independence, though this would need to be
demonstrated through additional testing in a variety of configurations.
Despite the noted dependence of laminar LOI on burner geometry, LOI in
the present configuration are found to be relatively invariant for fuel flow between
0.6–1.3 g/s and for oxidizer flow between 50–85 g/s (these ranges in flow conditions
are included in the noted uncertainty bounds in Table 4.1). Similar results have
been previously reported, limited to configurations with low-strain flames where the
observed extinction limit is believed to be dominated by thermal effects rather than
strain-related effects [18, 23, 25, 27]. As in these cases, thermal effects are believed
to dominate the extinction limit in the present configuration.
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Still, there are cases in which both strain and thermal effects impact extinction
behavior, and within certain regimes, flow conditions can dominate the extinction
limit. Such behaviors have been well summarized by previous work [35], in which
flammability maps illustrate the effects of fuel and oxidizer flow variations on liftoff
and extinction limits. Here, it is noted that these two limits need not correspond to
the same condition, where a liftoff limit that precedes the extinction limit leads to
a stabilized lifted flame elevated over the fuel source. For the present configuration,
previous work does predict overlapping liftoff and extinction limits that remain
relatively invariant with changes in fuel and oxidizer flow rate, matching the present
results [35]. In any case, the piloted extinction limits reported for condition (1) are
suspected to be most applicable to the suppression of realistic turbulent fires.
4.2.3 Flame Height
Measurements of mean visible flame height (Lf ), derived via image-processing
techniques described in Sec. 2.3.1, are plotted versus XoxO2 for both fuels and for
both non-anchored and anchored conditions in Fig. 4.9. As shown, Lf increases
with reducing XoxO2 , in agreement with previous observations [13, 28]. This trend
is rationalized that, as XoxO2 decreases, a greater volume of oxidizer must be en-
trained to support complete combustion. In addition, buoyant entrainment should
decrease due to suppression and reduced flame temperatures; therefore the flame
must lengthen to entrain the additional required oxidizer, where entrainment rate
increases with rising elevation along the flame.
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ing XoxO2 , the flame lengthens to accommodate the additional entrainment
required to support complete combustion.
Following the scaling relationship developed in Sec. 2.3.1 (Eq. 2.20), measured
and scaling-predicted Lf are plotted in Fig. 4.10 versus the dimensionless scaling
parameter, N . Values for N , as plotted in Fig. 4.10, are evaluated via Eq. 2.17
using presently measured values for χrad (see Sec. 4.2.4) and ηcomb (see Sec. 4.2.5).
A constant of proportionality of 22 is applied to Eq. 2.20 in order to fit the scaling




as plotted in Fig. 4.10. As shown, the predicted scaling reasonably matches the
measured trends.
Recall that the present image-based measurements for Lf rely on luminous
flame emissions, which are predominantly due to soot incandescence. Soot radiation
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Figure 4.10: Normalized flame height (Lf/Wb) plotted versus scaling
parameter, N ; the solid line represents the scaling correlation given in
Eq. 4.1, which exhibits reasonable agreement with the measured data.
should tend to increase the presently measured Lf because the soot burnout region
extends beyond the location of the stoichiometric flame sheet. This effect is greatest
in the unsuppressed C3H8 flame due to greater sooting propensity, helping to explain
the higher measured Lf compared to the predicted trend for C3H8 at near-ambient
XoxO2 . The inverse effect, occurring due to soot extinction and transition in flame
color from yellow to blue, then helps to explain the slight over-predictions in Lf
for the CH4 flame below X
ox
O2




Similarly declining visible flame height measurements coinciding with flame color
transition have been reported in previous work [28].




CH4 fuel, or below X
ox
O2
= 0.147 for C3H8 fuel. Below these respective thresholds,
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soot radiation in each flame diminishes rapidly, causing an overall reduction in
luminosity and transition in flame color from yellow to blue (see Figs. 4.3–4.6). This
transition, along with the development of increasingly intermittent flame structures,
results in unreliably unsteady flame shape statistics (as derived using the present
image-based technique). As a result of these processes and their combined effect on
measurement uncertainty, Lf data are not reported for the affected conditions.
4.2.4 Flame Emissions
Flame luminosity ratio (LR, see Sec. 2.3.2) and radiative loss fraction (χrad,
see Sec. 2.3.3) measurements for non-anchored CH4 and C3H8 flames are plotted
versus XoxO2 in Fig. 4.11. As shown, LR decreases monotonically with declining X
ox
O2
by at least six orders of magnitude for both fuels. This significant reduction in lumi-
nosity is readily discerned from the flame images presented in Sec. 4.2.1. From those
images, three flame sooting regimes are identified, corresponding to transitions in
flame color from entirely yellow, to transitional yellow-blue, to entirely blue. The yel-
low regime represents standard combustion with soot production and incandescence
within the flame, while the yellow-blue regime represents the period during which
soot production and radiation are diminished. The blue regime then represents
soot-free combustion occurring beyond the extinction limit for soot production.
Notably, the boundaries of the three sooting regimes coincide well with sharp
changes in the logarithmic LR trends. This agreement is noted for both fuels, despite
their respective transitions occurring over different ranges of XoxO2 . Transitions for
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Figure 4.11: Measured flame luminosity ratio (LR) and radiative loss
fraction (χrad) plotted versus X
ox
O2
for the non-anchored condition; ver-
tical dotted lines highlight XoxO2 values where each flame transitions be-
tween sooting (color) regimes.
CH4 occur at higher X
ox
O2
(0.180± 0.002 for yellow to yellow-blue and 0.163± 0.002
for yellow-blue to blue) than those for C3H8 (0.155± 0.002 for yellow to yellow-blue
and 0.140±0.002 for yellow-blue to blue), owed to the greater sooting propensity of
the C3H8 flame. Despite the difference in domain of transition, transitions for both
fuels correspond to roughly equal LR, with yellow to yellow-blue transition occurring
at roughly LR = 7 × 10−2 and yellow-blue to blue transition occurring at roughly
LR = 5× 10−6. These trends reinforce the concept that flame luminosity and soot
volume fraction in the flame are correlated, as has been previously reported [91].
Unique to the CH4 LR trend, there is an inflection point within the yellow-blue
regime, after which the rapidly declining LR tapers for a prolonged period of steady,
soot-free (blue) combustion between XoxO2 = 0.163 and X
ox
O2
= 0.153. Afterwards, LR
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shows a steep decline coinciding with flame extinction. In comparison, the C3H8 LR
trend experiences continuously sharpening decline throughout the yellow-blue and
blue regimes. These trends agree well with the preceding flame image observations
(see Sec. 4.2.1) and suggest that for the case of CH4 suppression, soot radiation
terminates independently of global flame extinction, whereas for C3H8 suppression,
termination of soot radiation and flame extinction occur simultaneously, with the
prospect that soot is still present at extinction. It is unclear what affect (if any) the
continued presence of soot may have on the C3H8 extinction limit.
Also plotted in Fig. 4.11, χrad measurements are shown to decrease linearly
for both fuels with declining XoxO2 . At ambient condition, χrad for the C3H8 flame
(0.32± 0.014) is greater than that for the CH4 flame (0.23± 0.010), consistent with
previously reported measurements in an axisymmetric pool-fire configuration [160].
This increase is attributed to greater soot radiation in the C3H8 flame, where broad-
band soot incandescence is detectable in both the visible and infrared spectra. The
slope of χrad decline is then steeper for the C3H8 flame, with trends for both fuels
approaching roughly equal χrad (0.13± 0.015) within their respective blue regimes.
That the χrad measurements for both fuels agree once soot radiation terminates re-
inforces the notion that their disparity at higher XoxO2 is principally due to differences
in soot radiation. Still, partial quenching effects occurring within the blue regime
of the C3H8 flame could complicate this interpretation.




for CH4 fuel and X
ox
O2, crit
≈ 0.141 for C3H8 fuel, in both cases coinciding with the
rapid onset of extinction. Based on observations from the previously discussed flame
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images (see Figs. 4.3 and 4.4), the terminal decline of χrad for both fuels is noted to
occur over a period of intermittent flame structural instability, including localized
lifting at the flame base and expansive quenching throughout the flame.
An interesting additional observation is made when comparing directly the LR
and χrad data for the CH4 flame (in Fig. 4.11). While measured LR decreases by
four orders of magnitude throughout the yellow-blue transition regime and between
sharp changes in the surrounding trend, over the same XoxO2 range, χrad measures
no remarkable change in its otherwise linear decline. This disparity suggests that
soot radiation, which is the principal source of the visible emissions, is too weak to
significantly impact the infrared emissions, where the latter must then be dominated
by the gas-phase spectral emissions of heated combustion products (CO2, H2O) and
unburned fuel. Similar behavior has been previously reported for laminar flames [43],
but not for turbulent flames, as presently studied. Note that this result presently
applies only to the CH4 flame and is expected to be configuration dependent.
Though the disparity between LR and χrad trends is clear in the CH4 flame,
such behavior is only loosely present in the C3H8 flame, for which there is observed
a slight variation in slope of χrad decline within the yellow-blue transition regime.
This non-linearity could be attributed to variations in soot radiation, though the
effect appears minor, suggesting that contributions from gas-phase emissions remain
significant in the infrared spectrum. Causation between changing soot radiation and
the observed tapering in the χrad trend is questionable however, as it is difficult to
disassociate the effects of soot termination and global flame quenching which occur
simultaneously in the blue regime of the C3H8 flame.
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Measured LR and χrad for anchored CH4 and C3H8 flames are plotted versus
XoxO2 in Fig. 4.12. As shown, trends in the anchored LR and χrad data closely
resemble those for the non-anchored condition, with a few notable exceptions. With
inclusion of the O2-anchor, sooting regime transitions are shifted toward lower X
ox
O2
(0.178± 0.002 and 0.155± 0.002 for CH4 fuel; 0.152± 0.002 and 0.131± 0.002 for
C3H8 fuel). These shifts are attributed to the direct influence of the O2-anchor,
where locally high XoxO2 at the flame base stimulates increased soot production,
resulting in greater soot radiation throughout the flame. Matching observations
from the flame images (see Fig. 4.5), the lower plateau region in the LR trend for
CH4 fuel is considerably lengthened, representing stable soot-free (blue) combustion































Figure 4.12: Measured flame luminosity ratio (LR) and radiative loss
fraction (χrad) plotted versus X
ox
O2
for the anchored condition; vertical
dotted lines highlight XoxO2 values where each flame transitions between
sooting (color) regimes.
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As with the non-anchored measurements, anchored χrad data decrease linearly
with declining XoxO2 , also experiencing a notable transition in slope, though at lower
XoxO2, crit for each fuel (X
ox
O2, crit
≈ 0.143 for CH4 and XoxO2, crit ≈ 0.135 for C3H8). By
preventing flame detachment and liftoff, the O2-anchor additionally extends the do-
main of flammability for both fuels to lower XoxO2 , permitting continued measurement
of χrad and LR beyond the non-anchored extinction limit.
4.2.5 Calorimetry
Measurements of total heat release rate (Q̇) and combustion efficiency (ηcomb)
are derived via the calorimetry framework presented in Appendix A. In applying this
framework, the standard oxygen-consumption (OC) and carbon-dioxide-generation
(CDG) based formulations are utilized (neglecting soot), given respectively as







Q̇CDG = ∆hCO2 ṁ
rxn
CO2







where values for the ∆h parameters in Eqs. 4.2 and 4.3 are summarized in Table 4.2,
using fuel-specific values for CH4 and C3H8 (see Appendix A for details).









As discussed in Sec. 2.3.4, and formalized in Appendix A, a premier advan-
tage of the present calorimetry framework is its capacity to handle complex mass
exchanges in the measurement system. Applied to the present configuration, this
framework explicitly accounts for the variations in XoxO2 that occur with N2 dilution
of the oxidizer. Due to their inherent simplifying assumptions, traditional calorime-
try formulations found in the literature are unable to account for these effects.
To explore this distinction, Q̇ measurements for an anchored CH4 flame, de-
rived using both the present and traditional calorimetry formulations, are plotted
versus XoxO2 in Fig. 4.13 for OC and Fig. 4.14 for CDG based methods. Model vari-
ants include (1) the present framework; (2) the present framework, but with ṁox = 0
within the model, so as to artificially remove the influence of the diluted oxidizer;
and (3) a traditional formulation for either OC [106] or CDG [109] based methods.




with models (2) and (3) remaining in close agreement for all XoxO2 . This agreement
confirms that the present framework converges with the traditional formulation when
the diluted oxidizer is neglected. Notably, models (2) and (3) significantly overpre-
dict Q̇, with deviations between these models and the reference model (1) increasing
linearly with declining XoxO2 . This trend is due to the inherent sensitivity of the OC
formulation to XoxO2 , which directly impacts the O2 mass balance of the system.
Specifically, as XoxO2 is reduced, the O2 deficit in the exhaust due to dilution of the
oxidizer begins to dominate that due to O2 consumption in the flame. As models
(2) and (3) cannot account for oxidizer dilution, they incorrectly attribute the entire
exhaust O2 deficit to the combustion reaction, resulting in vastly overpredicted Q̇.
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Figure 4.13: Measured Q̇OC for an anchored CH4 flame plotted versus
XoxO2 for varying calorimetry formulations; models include (1) the present
formulation with ṁox as measured, (2) the present formulation with
ṁox = 0, and (3) a traditional OC formulation from the literature [106].
Contrary to the noted discrepancies in the OC formulations, Q̇CDG for all
three models converge for all XoxO2 (see Fig. 4.14). This agreement is due to the
relative insensitivity of the CDG formulation to variations in XoxO2 , where the CO2
content of the oxidizer remains nearly negligible and does not deviate significantly
from that in the ambient. As a result, variations in XoxO2 do not significantly impact
the CO2 mass balance of the system, and surplus CO2 in the exhaust is consistently
dominated by that generated in the flame. Hence, models (2) and (3) maintain
accurate predictions for Q̇, despite neglecting the diluted oxidizer.
While the preceding result may be interpreted to suggest superiority of the
CDG over the OC formulation, it must be noted that such a conclusion is configura-
tion dependent. If, for example, oxidizer dilution in the present configuration were
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Figure 4.14: Measured Q̇CDG for an anchored CH4 flame plotted versus
XoxO2 for varying calorimetry formulations; models include (1) the present
formulation with ṁox as measured, (2) the present formulation with
ṁox = 0, and (3) a traditional CDG formulation from the literature [109].
accomplished via CO2 instead of N2 addition, the CDG formulation would expect-
edly be significantly more sensitive to dilution of the oxidizer. For such a scenario,
the traditional CDG formulation should not be expected to yield accurate results.
The model comparisons in Fig. 4.13 emphasize the importance of a comprehen-
sive control-volume analysis in the derivation of any calorimetry framework, where
the undue omission of applicable mass exchanges may significantly affect the accu-
racy of the model. However, comparisons in Fig. 4.14 highlight that for complex
systems, not every applicable mass exchange need significantly influence both the
OC and CDG formulations. Careful consideration of the mass balances in a given
application may provide a useful means to determine a priori which formulation
should be preferred and whether any omission of measurements may be acceptable.
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Having demonstrated that the calorimetry framework presented in Appendix A
is appropriate (and necessary) for accurate evaluation of heat release information
in the present configuration, associated measurements for suppression analysis are
presented as follows. Calorimetry-derived Q̇OC and Q̇CDG are plotted versus X
ox
O2
in Fig. 4.15. Individual plots present data for the non-anchored CH4 (Fig. 4.15(a)),
anchored CH4 (Fig. 4.15(b)), non-anchored C3H8 (Fig. 4.15(c)), and anchored C3H8
(Fig. 4.15(d)) flames. Also included in each plot are the corresponding combustion
efficiency data, with ηcomb as defined in Eq. 2.31.




















































































































Figure 4.15: Calorimetry-derived heat release rate (Q̇) and combustion
efficiency (ηcomb) plotted versus X
ox
O2
for various flames; (a) non-anchored
CH4, (b) anchored CH4, (c) non-anchored C3H8, (d) anchored C3H8.
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As shown in Fig. 4.15, Q̇OC ≈ Q̇CDG for all XoxO2 and for all four flames, indi-
cating good agreement between the two formulations, as should be expected with
the present framework. Notably, uncertainties in Q̇OC and Q̇CDG are initially com-




in Q̇OC gradually increases, eventually and significantly exceeding that in Q̇CDG
(±11 kW max for Q̇OC versus ±2 kW max for Q̇CDG). This trend is principally due
to the heightened sensitivity of the OC formulation to uncertainties in the oxidizer
composition and flow rate, for reasons previously discussed (see Fig. 4.13 discussion).
Also shown in Fig. 4.15, ηcomb ≈ 1 for all flames over a wide range of reduced
XoxO2 . For the non-anchored flames (Figs. 4.15(a) and (c)), ηcomb tapers only slightly,
lowering to a value of roughly 0.8 for both fuels immediately before extinction. For
these flames, extinction occurs as liftoff (see Figs. 4.3 and 4.4), whereby a potentially
significant portion of the flame is still burning at initiation of the liftoff event. The
extinction limit for each flame (LOI, see Table 4.1) is marked with a vertical dotted
line in each figure, where LOI for the non-anchored flames are presently denoted




Q̇ and ηcomb are equivalent to those measured for the non-anchored flames. For
XoxO2 < LOIna, the O2-anchor prevents liftoff extinction, so that Q̇ and ηcomb reduce
gradually with declining XoxO2 due to progressive quenching until global extinction.
From the calorimetry-derived species reaction rates (ṁrxnk , see Appendix A),










As before, individual plots present data for the non-anchored CH4 (Fig. 4.16(a)),
anchored CH4 (Fig. 4.16(b)), non-anchored C3H8 (Fig. 4.16(c)), and anchored C3H8
(Fig. 4.16(d)) flames. Included in each plot are the reference stoichiometric yields





where νk,st is the stoichiometric molar reaction coefficient for species k in the bal-
anced combustion mechanism for either fuel (see reaction R0 in Appendix A).




























































































































































Figure 4.16: Calorimetry-derived net combustion yields (yO2 , yCO2 , yH2O,
and yCO) plotted versus X
ox
O2
for various flames; (a) non-anchored CH4,
(b) anchored CH4, (c) non-anchored C3H8, (d) anchored C3H8.
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As shown in Fig. 4.16, yk ≈ yk,st for all species and for all four flames over a
wide range of reduced XoxO2 . As expected, trends in yO2 and yCO2 closely match those
noted for the Q̇OC and Q̇CDG measurements (see Fig. 4.15). Trends in yH2O resemble
those for yO2 and yCO2 , though with significantly greater measurement uncertainty.
Uncertainty in yH2O is principally attributed to the relative inaccuracy of the H2O
sensor, as compared to the highly accurate analyzers used for the other species
(see Sec. 2.3.4). Despite the relatively high uncertainty, measured yH2O reasonably
match the expected yH2O,st for the present flames. As has been reported in previous
works [107, 110, 112, 137], the OC and CDG calorimetry formulations are relatively
insensitive to uncertainty in the H2O measurements, therefore the noted uncertainty
in yH2O does not significantly affect the other calorimetry-derived quantities.
Also shown in Fig. 4.16, yCO ≈ 0 for all four flames, indicating that there are no
appreciable effects of incomplete combustion in the present suppression experiments.
For the non-anchored flames (Figs. 4.16(a) and (c)), a small but nearly negligible
increase in yCO is observed at the moment of global extinction. A more pronounced
increase in yCO is measured for the anchored flames (Figs. 4.16(b) and (d)), where
yCO > 0 only for X
ox
O2




of yCO,max = 0.045 at X
ox
O2




C3H8. With further reduction in X
ox
O2
, yCO for either fuel diminishes as extinction
effects begin to dominate any incomplete combustion.
Recalling the discussions presented in Secs. 4.2.1–4.2.4, previously described
observations and measurements demonstrate significant effects of suppression in the
present configuration through changes in visible flame structure and reductions in
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radiative emissions with declining XoxO2 . Still, the presently measured trends in ηcomb
and yk reveal that despite these other suppression effects, for all of the present
flames and for XoxO2 > LOIna, nearly all of the fuel continues to react and com-
bustion products are produced in stoichiometric proportions. These results agree
with speculations reported in previous studies [161–163], for which locally measured
species concentrations suggested the persistence of complete combustion until the
extinction limit, but validating combustion efficiency measurements were not pro-
vided. The present results establish a definitive confirmation of these behaviors.
To further investigate the significance of the present measurements, a direct
comparison of the measured ηcomb and χrad data is provided in Fig. 4.17. Recall that
the present measurements comprise ηcomb that remain constant near unity and χrad
that decline linearly with reducing XoxO2 . Considering the discrepancy between these
trends, it is apparent that in order for ηcomb to remain near unity with declining
XoxO2 , the measured reduction in χrad should occur with a concomitant increase in
the convective fraction of the total heat release, χconv.
A measured estimate of χconv is also plotted in Fig. 4.17, defined as
χconv =
ṁe cp,e (Te − T∞)
ṁfuel ∆hcomb
, (4.6)
where ṁe is the mass flow rate, Te the temperature, and cp,e the heat capacity of
the exhaust gases in the fire-products collection system (see Sec. 2.3.4), with other
terms as previously defined. Here, cp,e is estimated as the corresponding value for
ambient air, evaluated at temperature Te. Also included in Fig. 4.17 is the sum,
χsum = χconv + χrad. (4.7)
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Figure 4.17: Comparison of measured ηcomb (species calorimetry de-
rived), χrad (thermally derived), and χconv (thermally derived) plotted
versus XoxO2 for various flames; (a) non-anchored CH4, (b) anchored CH4,
(c) non-anchored C3H8, (d) anchored C3H8.
As shown in Fig. 4.17, measured χconv increase quasi-linearly with declining
XoxO2 for all four flames, due primarily to associated increases in Te. The increasing
trend in χconv is nearly perfectly offset by the decreasing trend in χrad, so that χsum
closely matches ηcomb. The χsum trend slightly, but consistently under-predicts the
ηcomb trend, attributed to heat losses that are not accounted for in the χconv and
χrad measurements. Such losses likely include conduction losses at the flame base to
the burner or additional losses to the walls of the exhaust system. In comparing the
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offset between ηcomb and χsum, these losses are suggested to be small and unaffected
by declining XoxO2 , though such agreement is likely configuration dependent.
The agreement between the present ηcomb and χsum measurements offers two
additional conclusions. First, χsum, which is based entirely on thermal measure-
ments, provides an independent validation of the species-based calorimetry prin-
ciples used to evaluate ηcomb, where the calorimetry-derived heat release rate is
determined using mass-conservation analyses and species measurements only and
includes no actual thermal measurements.
Second, because of the measurement complexity required for accurate species-
based calorimetry (see Appendix A), the present results suggest that coupled mea-
surements of χrad (requiring only a heat flux transducer and resolved flame images)
and χconv (requiring only a thermocouple and the collection and measurement of the
exhaust flow rate) may provide an attractive and inexpensive alternative method
for global heat release rate measurements, particularly for cases where qualitative
trends are desired and a systematic offset in quantitative result due to heat losses
may be acceptable. For suppression studies in particular, qualitative ηcomb trends
inferred from χconv and χrad measurements may potentially be calibrated to yield
quantitative results, provided ηcomb at an unsuppressed condition is known and any
offset due to heat losses may be assumed to be independent of suppression effects.
Summarizing the present experimental results, it is expected that the pri-
mary effect of the N2-diluted oxidizer is to reduce the flame temperature, where
the increasing presence of inert N2 in the reacting mixture dissipates heat from the
combustion reaction. Because the radiative flame emissions scale with temperature
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to the fourth power, χrad is most sensitive to this effect and reduces linearly with
declining XoxO2 . Despite the reducing flame temperature, ηcomb has been found to re-
main close to unity until the extinction limit is reached, suggesting a constant rate
of heat release into the reacting mixture. With less of that heat lost to radiation,
a greater fraction is convected away from the flame into the plume, resulting in
increased plume and exhaust temperatures. In this fashion, the reduction in flame
temperature that may be intuitively expected during flame suppression can also be
(somewhat counter-intuitively) expected to cause increasing plume temperatures.
This result could perhaps have implications for the design of fire suppression sys-
tems. The observed changes in the visible flame structure (see Figs. 4.3–4.6) are
then the limited result of diminishing soot incandescence where soot inception is
highly sensitive to both flame temperature and dilution effects [157–159].
4.3 Simulation
The present investigation considers three alternative treatments for modeling
extinction and reignition in numerical simulations of the experiments. The primary
features of these cases are summarized in the following (see Sec. 3.2.2 for details).
1. M1 — baseline case featuring the standard EDC combustion model with a
temperature-based extinction criterion, but no explicit reignition treatment.
2. M2 — extension of case M1, including a prescribed ignition zone that permits
spontaneous combustion at the fuel port, but applies a temperature-based
reignition criterion elsewhere in the computational domain.
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3. M3 — advanced case featuring a tiered combustion mechanism, where sec-
ondary and tertiary reactions respectively allow the transformation of primary
fuel to secondary fuel (upon extinction of the primary reaction) and the reig-
nition of secondary fuel (subject to a temperature-based reignition criterion).
Each of the preceding cases include an extinction criterion (Eq. 3.6) with crit-
ical temperature parameter, Text, and a reignition criterion (Eq. 3.10) with critical
temperature parameter, Tign. The values of these parameters as specifically applied
within each case are described in Table 3.1. Applied to the preceding cases, simu-
lations consider only N2 suppression of the anchored CH4 flame, where the use of
CH4 fuel permits the model assumption that combustion occurs with zero net soot
yield, and use of the anchored condition avoids the complexity associated with liftoff
extinction events (which are not expected to be modeled adequately).
4.3.1 Measurement Comparisons
A preliminary validation of each modeling case against measured thermocouple
temperatures (Ttc) and local O2 mole fractions (XO2) is presented in Fig. 4.18. Mea-
sured and simulated data are reported as lateral cross-flame profiles (x-direction) at
selected elevations corresponding to z = 12.5 cm (∼Lf/4) and z = 25.0 cm (∼Lf/2)
above the fuel port, for a partially-diluted oxidizer condition of XoxO2 = 0.18. This
validation condition serves to evaluate the influence that each extinction and reigni-
tion treatment may have on the flame structure for a partially suppressed condition
where complete combustion is still expected.
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Figure 4.18: Simulated and measured mean x-profiles of local thermocou-
ple temperature (Ttc) and O2 mole fraction (XO2) at selected elevations
above the fuel port, and for XoxO2 = 0.18; (a) Ttc at z = 12.5 cm, (b) Ttc
at z = 25.0 cm, (c) XO2 at z = 12.5 cm, (d) XO2 at z = 25.0 cm.
As shown in Fig. 4.18, simulated Ttc and XO2 for all three cases agree reason-
ably well with the measured values. In particular, peak Ttc at both z = 12.5 cm and
z = 25.0 cm show good agreement, though the simulated profiles are slightly wider
than measured at both elevations. Agreement for XO2 at z = 12.5 cm is also good,
though the simulated trends at z = 25.0 cm are slightly sharper than measured.
These results validate that each case yields mean temperature and mixing fields
resembling those measured in the experiment, confirming that the simulated flame
structures are not unreasonably skewed by the extinction and reignition treatments.
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A preliminary verification test to evaluate the capacity for spurious reignition
in each case is depicted in Fig. 4.19, which visualizes each simulated flame atXoxO2 = 0
(pureN2 co-flowing oxidizer). For this condition, total flame extinction is definitively
expected with no possibility of reignition, corresponding to simulated ηcomb = 0.













is the local volumetric heat release rate in each computational cell, ṁfuel
is the mass flow rate of primary fuel from the fuel port, V is the volume of the
computational domain, and τ is a time-averaging window.
(a) (b) (c)
Figure 4.19: Spurious reignition in each modeling case for XoxO2 = 0;
(a) M1 suffers significant spurious reignition (ηcomb = 0.69), (b) M2
thoroughly eliminates spurious reignition (ηcomb = 0), (c) M3 suffers
slight, but nearly negligible spurious reignition (ηcomb = 0.01).
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For case M1 in Fig. 4.19(a), as expected, there is significant spurious reignition
and ηcomb = 0.69. As shown, extinction is correctly predicted within the region of
influence of the diluted oxidizer; however, as soon as the plume of unburned fuel
mixes with sufficient air from the surrounding ambient (roughly 1 m above the fuel
port) the inequality in Eq. (3.6) is satisfied and combustion proceeds spontaneously.
For case M2 in Fig. 4.19(b), there is no spurious reignition and ηcomb = 0. For
M3 however, in Fig. 4.19(c), there is a nearly negligible, but still finite occurrence of
spurious reignition (ηcomb = 0.01). This is due to the tiered reaction scheme imple-
mented in M3, where the fuel transformation reaction (R2) includes a stoichiometric
requirement for air. As there is no air present in the oxidizer at XoxO2 = 0, reaction R2
fails within the diluted oxidizer, allowing the extinguished primary fuel to persist
within the domain. Upon initial mixing with air in the ambient, most but not all
of this primary fuel is eventually transformed to secondary fuel (via the extinction
model). Spurious reignition in case M3 is thus significantly reduced compared to
M1, though it is not as thoroughly eliminated as in M2.




compared against experimental data (derived via CDG calorimetry, see Sec. 4.2.5).




> 0.14. For XoxO2 < 0.14, M1 fails to follow the experimental trend
and significantly over-predicts ηcomb, primarily due to the occurrence of spurious
reignition, as illustrated in Fig. 4.19(a). Notably, M1 does not predict deviation
from ηcomb ≈ 1 until XoxO2 < 0.12, where the experimental data (and M2 and M3)
show global extinction. Also noteworthy, M1 fails to ever predict extinguishment.
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Figure 4.20: Simulated and measured combustion efficiency (ηcomb) plot-
ted versus XoxO2 ; M1, which permits spurious reignition, fails to match the
measured trend, while M2 and M3, which include provisions to prevent
spurious reignition, match the measured data well.
As shown in Fig. 4.20, cases M2 and M3 follow the experimental ηcomb trend
very well, falling within measurement uncertainty (±0.04), and matching the extinc-
tion limit at LOI ≈ 0.12. Despite their different approaches at addressing spurious
reignition (M2 via spatially defined ignition zone, and M3 via tiered reaction mecha-
nism), the two cases also agree with one another remarkably well. In both cases, this
agreement is achieved using relatively simple temperature-based extinction and reig-
nition treatments, with established critical temperature values (Text = 1600 K and
Tign = 900 K). The results in Fig. 4.20 demonstrate the significance of adequately
preventing spurious reignition in simulations with localized flame suppression.
Supplemental measurement comparisons for the simulated flame height (Lf )
and flame radiative heat flux (q̇′′g ) are presented respectively in Figs. 4.21 and 4.22.
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Figure 4.21: Simulated and measured flame height (Lf ) plotted versus
XoxO2 ; measured Lf is derived via visible flame emissions, simulated Lf is
derived via peak local volumetric heat release rate.





















Figure 4.22: Simulated and measured flame radiative heat flux (q̇′′g ) plot-
ted versus XoxO2 ; agreement between measured and simulated results is
expected because the measured χrad is prescribed in the simulations.
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z | Q̇′′′ > Q̇′′′crit
)
dAdt, (4.9)
where A is the cross-sectional area of the computational domain, Q̇
′′′
crit is a critical
value for the local volumetric heat release rate defining the extent of the flame,
and other terms are as previously defined (see Eq. 4.8). Here, Q̇
′′′
crit = 1 kW/m
3, is
selected to produce agreement between the simulated and measured Lf at ambient
XoxO2 . Sensitivity of the simulated Lf to Q̇
′′′
crit is relatively slight, such that variation
in Q̇
′′′
crit between 0.1–10 kW/m
3 yields deviation in the simulated Lf of roughly 4 cm.
Shown in Fig. 4.21, measured and simulated Lf among all three cases agree
reasonably well for XoxO2 > 0.16 (where measured data are available). With declining
XoxO2 , simulated Lf match the measured increasing trend, indicating that oxidizer
entrainment in the simulated flames correctly responds to conditions of oxidizer
dilution. For XoxO2 < 0.16, simulated Lf for all three cases continue to increase
until XoxO2 ≈ 0.13, at which point Lf for M2 and M3 rapidly decline due to flame
extinction. Contrarily for case M1, Lf increases monotonically due to continuous
spurious reignition at high elevations in the domain.
Depicted in Fig. 4.22, very good agreement is obtained between the measured
and simulated q̇′′g . This agreement is expected, where the measured χrad (which is
derived from the measured q̇′′g ) is prescribed in the simulations (so that the simulated
q̇′′g is derived from the prescribed χrad). The observed agreement then serves as a
verification of consistency between the measured and prescribed trends in χrad, and
that the angular RTE resolution in the simulation is sufficient (see Sec. 3.4.2).
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With its tiered reaction mechanism, case M3 permits additional detailed di-
agnostics to compare the relative contributions of heat release from either primary
combustion (reaction R1) or reignition (reaction R3). These results are presented
in Fig. 4.23. As shown, combustion is initially dominated by R1 at ambient XoxO2 ,
though there is considerable reignition heat release from R3 (∼30%), indicating that
even at ambient conditions, M3 predicts localized extinction (though later reignition
satisfies total ηcomb ≈ 1). As XoxO2 is reduced, ηcomb,R1 steadily and monotonically
decreases while ηcomb,R3 gradually increases. For X
ox
O2
> 0.14, these trends offset,
resulting in constant total simulated ηcomb ≈ 1. Near XoxO2 ≈ 0.135, ηcomb,R3 attains
a peak value of roughly 80%, dropping off abruptly with further declining XoxO2 .
Along with the continuous decline in ηcomb,R1, total ηcomb also decreases, tapering
once ηcomb,R3 drops to zero, occurring just before global extinction.
In agreement with the results of recent affiliated work [66], these trends clearly
demonstrate that reignition treatment can dominate simulated suppression perfor-
mance, where ηcomb,R3 is maximized and significantly greater than ηcomb,R1 through-
out the region of rapidly declining ηcomb in advance of the extinction limit. The
simulated result that ηcomb,R3 > 0 at ambient X
ox
O2
additionally suggests that local
extinction and reignition events may be prevalent in turbulent fires, even for unsup-
pressed conditions. While these insights are interesting, it must be noted that no
experimental measurements presently exist which could corroborate any distribution
of total heat release amongst primary combustion and reignition. The present re-
sults are then useful to evaluate model performance, but should not be construed to
represent actual flame behaviors until supporting measurements are made available.
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Figure 4.23: Simulated and measured combustion efficiency (ηcomb)
among tiered reactions in modeling case M3; reaction R1 represents pri-
mary combustion, while reaction R3 represents reignition.
4.3.2 Model Sensitivity
The sensitivity of modeling cases M1, M2, and M3 to variations in input pa-
rameters is examined in Fig. 4.24, which primarily compares simulated ηcomb trends
for each case among Text between 1500–1700 K, and Tign between 800–1000 K. Spe-
cific to case M2, an additional sensitivity study considering the influence of the size
of the prescribed ignition zone has also been performed.
Shown in Figs. 4.24(a), (c), and (e), respectively for cases M1, M2, and M3, a
shift of Text by 100 K in either direction produces a corresponding shift in LOI by
roughly 0.015. The same also results in a shift in the value of XoxO2 at the inflection
point of ηcomb decline (X
ox
O2, crit
) by roughly 0.015, such that the entire ηcomb trend
is synchronously shifted to higher or lower XoxO2 with variation in Text. Similarly
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Figure 4.24: Sensitivity of simulated combustion efficiency (ηcomb) to varying model
parameters; (a) M1 Text sensitivity, (b) M2 ignition-zone size sensitivity, (c) M2 Text
sensitivity, (d) M2 Tign sensitivity, (e) M3 Text sensitivity, (f) M3 Tign sensitivity.
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shown in Figs. 4.24(d) and (f), respectively for cases M2 and M3, a shift of Tign
by 100 K in either direction results in a negligible change in LOI, but a shift in
XoxO2, crit of roughly 0.01 (with M2 slightly more sensitive to variation in Tign than
M3). Shown in Fig. 4.24(b) (case M2), variations in ignition-zone elevation between
1.0–4.0 cm lead to a negligible change in LOI, with changes in XoxO2, crit of less than
0.005. Simulated suppression performance in each case is then most sensitive to
Text, less sensitive to Tign, and for M2, even less sensitive to ignition zone size.
Note that while simulated suppression performance is relatively insensitive to
increasing size of the ignition zone, as shown in Fig. 4.24(b), there does exist a mini-
mum effective size for the ignition zone below which spontaneous primary ignition is
not achieved. For the present configuration, this ineffectiveness limit corresponds to
an ignition zone one computational-cell high, extending 5 mm above the fuel port.
This minimum size is likely to depend on the configuration of the fuel source, the
selected value for Tign, and the grid resolution (see Fig. 4.25 below), though no
numerical or theoretical basis for its recommendation has yet been determined. A
maximum size for the ignition zone however, may be intuitively discerned relative
to the mean flame volume at ambient condition, where a size of one-tenth the mean
flame volume may be considered as a suitable initial limit.
The sensitivity of each modeling case to variations in grid resolution is explored
in Fig. 4.25, including comparisons between the baseline resolution, ∆x = 5.0 mm,
and coarsened resolutions, ∆x = 10.0 mm and ∆x = 20.0 mm (the refined resolution
of ∆x = 2.5 mm is deemed prohibitively expensive for the present analysis, with an
estimated computational cost of more than 100,000 processor-hours).
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Figure 4.25: Sensitivity of simulated combustion efficiency (ηcomb) to varying grid
resolution; (a) case M1, (b) case M2, (c) case M3.
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As depicted in Fig. 4.25(a), grid sensitivity in case M1 is relatively negligi-
ble, attributed to the dominance of spurious reignition over extinction within the
domain. Comparatively, grid sensitivity in cases M2 and M3 is significant, respec-
tively shown in Figs. 4.25(b) and (c). In both cases, grid coarsening leads to an
over-prediction of suppression, attributed to the inherent grid sensitivity of the gas-
phase cell temperature on which the reignition criterion is solely based and which
tends to be under-predicted in coarse grids. Grid sensitivity is greatest in case M2,
attributed to the bounds of the specified ignition zone, whose size does not scale
with the underlying grid resolution so that for coarse grids, the relative size of the
ignition zone becomes too small (contains too few cells) to support primary ignition.
4.3.3 Model Performance
Drawing from the present simulation results, a set of target objectives for
modeling extinction and reignition in fire applications could include the following.
1. When desirable, fuel should be allowed to ignite spontaneously without the
need to model complex ignition physics.
2. Combustion should be extinguished wherever extinction conditions are en-
countered, as determined by the chosen extinction model.
3. Following extinction events, fuel should not spuriously reignite once non ex-
tinction conditions are encountered elsewhere in the computational domain.
4. The model should ideally be free of arbitrary user input.
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5. When desirable, the model should also be able to handle non-burning fuel
sources, such as fuel leakages.
Here, objective (1) is necessary for reasons described in Sec. 3.2.2, where the
modeling of primary ignition is generally unavailable in fire applications, which often
include fuels that cannot be described with detailed reaction kinetics and complex
configurations for which resolved heat transfer at the fuel source would require
prohibitive computational cost. The current state-of-the-art solution to objective
(1) in the classical EDC combustion treatment is to completely neglect ignition,
where fuel burns spontaneously upon mixing with oxidizer. This convention then
necessitates objectives (2) and (3), respectively for the provision of flame extinction
and the prevention of spurious reignition, where the significance of objective (3) is
readily demonstrated in the simulation results presented in Sec. 4.3.1.
Objective (4) recognizes the desire for a model that requires no arbitrary or
configuration-dependent user input, while objective (5) accommodates potential spe-
cialized applications whose interests may include the modeling of fuel transport
through a domain with spontaneous ignition occurring at a specified location other
than the location of fuel injection. Note that objectives (4) and (5) are likely to
conflict with one another, as user input is sure to be necessary to distinguish be-
tween a fuel source where spontaneous ignition is desired and a fuel leakage, where
spontaneous ignition may be undesirable.
Of the presently considered cases, all incorporate EDC mixing-controlled com-
bustion, by which objective (1) is satisfied. Each case additionally includes a sim-
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ple extinction criterion based on the concept of a critical flame temperature (see
Sec. 3.2.1), satisfying objective (2). As discussed in Sec. 3.2.2 (and demonstrated
in Sec. 4.3.1), this combination of EDC combustion treatment with simplistic ex-
tinction modeling unfortunately leads to spurious reignition and thus the potential
failure of objective (3), as demonstrated in case M1, which includes no explicit
treatment to prevent spurious reignition.
While the present case M2 passes objective (3), it does so with the requirement
that a prescribed ignition region be explicitly specified within the computational do-
main. While a prescribed ignition zone may be desirable in some applications (as
recognized in objective (5), which only M2 passes), its requirement will be undesir-
able in many more cases where the appropriate spatial bounds of the ignition zone
are not easily discernible. In general, the size and shape of the ignition zone must re-
late to the physical configuration of the fuel source and therefore no one-size-fits-all
approach may be advised. Additional model sensitivities to the size of the ignition
region and its performance dependency on grid resolution must also be considered
(see Sec. 4.3.2). For these reasons, case M2 fails objective (4).
Case M3 addresses objective (3) using a configuration-independent tiered reac-
tion mechanism (see Sec. 3.2.2), which avoids the constraint of arbitrary user input
and therefore passes objective (4). Still, case M3 does require the added compu-
tational expense associated with the solution of an additional transport equation
for the secondary fuel species. Additionally, though M3 adequately prevents spu-
rious reignition in most situations, there are cases for which it fails to do so (see
Fig. 4.19(c)). For this reason, M3 only qualifies objective (3).
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The performance of each of the presently investigated extinction/reignition
cases with respect to the stated modeling objectives is summarized in Table 4.3,
where X, ×, and O respectively indicate a passed, failed, or qualified objective.
From Table 4.3, it is readily apparent that there is no simple and generally
applicable approach to achieve accurate modeling of extinction and reignition within
the limitations of the EDC combustion framework. In the present configuration, for
which objective (3) has been shown to be paramount to achieve reasonable simulated
suppression performance, cases M2 and M3 (which pass or qualify this objective)
are shown to yield accurate results when compared to measured global combustion
efficiency data (see Fig. 4.20). While the reignition treatments adopted in these
cases are simplistic, they produce significant improvements in model performance
with manageable added complexity and computational cost.
The present results offer incentive to open new dialogues regarding the issue
of spurious reignition in EDC combustion models, which until this investigation,
have received limited or no attention in the broader research community, with all
existing focus paid exclusively to extinction. The present results highlight that
extinction modeling, while key to model performance, can be significantly affected
and potentially dominated by the chosen reignition treatment.
Table 4.3: Summary of objective performance for model cases M1, M2, and M3.
Objective M1 M2 M3
(1) X X X
(2) X X X
(3) × X O
(4) X × X




The present work features a fundamental investigation of fire suppression phe-
nomena, wherein a buoyant, turbulent, methane (CH4) or propane (C3H8) diffu-
sion flame is suppressed via either nitrogen dilution of the oxidizer or application
of a fine water mist. The carefully designed laboratory-scale facility comprises a
slot burner centrally located within a co-flowing oxidizer. The oxidizer provides
controlled delivery of either suppressant to achieve a range of conditions from un-
suppressed combustion through total flame extinguishment. An optional O2-anchor
establishes a strengthened flame base that resists liftoff extinction, permitting the
study of weakened turbulent flames applicable to realistic fire suppression scenarios.
A variety of non-intrusive, integral diagnostics are used to develop detailed
analyses examining flame-suppressant interactions and the underlying suppression
processes. Primary measurements include oxidizer composition analysis to monitor
suppression potential, flame imaging to observe suppression response and quantify
visible flame structure, flame emissions measurements (luminous and radiative) to
assess sooting propensity and heat losses, and species-based calorimetry to evaluate
global heat release rate and combustion efficiency.
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Measured results reveal a variety of interesting suppression behaviors includ-
ing transition in flame color from bright yellow to dim blue (due to diminishing soot
incandescence), expansion in flame height (due to diluted oxidizer entrainment),
structural intermittency (due to localized quenching effects), and reduction in ra-
diative heat emissions (due to to lowering flame temperature). Despite these effects,
metrics of global suppression performance indicate the persistence of stoichiometric
combustion and total consumption of available fuel, with an abrupt transition to
complete extinguishment occurring only at the extinction limit.
Experimental measurements are compared with the results of large eddy sim-
ulations performed using the Fire Dynamics Simulator (FDS), an open-source com-
putational fluid dynamics (CFD) software tool. These comparisons provide a basis
for evaluating the performance of available extinction and reignition models with
respect to their ability to accurately predict fire suppression. The present simula-
tions utilize the concept of a critical flame temperature to individually treat flame
extinction and reignition processes. These treatments are uniquely applied within
three modeling cases, each addressing flame reignition in a different capacity.
Simulations in the present configuration highlight a key combustion modeling
issue in the occurrence of spurious reignition, which may follow localized extinction
and can significantly degrade model performance. Applied to the present simula-
tions, models including provisions to prevent spurious reignition are found to pro-
duce excellent agreement with measured trends in the global combustion efficiency.




Primary findings derived from the present measurements and simulations are
summarized in the following. Detailed discussions regarding the interpretation and
significance of these findings may be found in associated sections of the dissertation.
Nitrogen Suppression Observations
• As XoxO2 is reduced for either CH4 or C3H8 fuel, soot radiation diminishes,
visualized through a significant reduction in flame luminosity and a transition
in flame color from yellow to blue.
• The CH4 flame exhibits a prolonged period of stable, soot-free (blue) combus-
tion prior to extinction, whereas the C3H8 flame experiences suppression of
soot production simultaneously with global extinction.
• Non-anchored flames are extinguished via flame-base detachment and liftoff
(LOI = 0.152 for CH4, LOI = 0.139 for C3H8), while anchored flames are
extinguished via progressive localized quenching throughout the main com-
bustion region (LOI = 0.122 for CH4 and C3H8).
Water Mist Suppression Observations
• Water-mist suppression potential is primarily determined by Y oxm and not by
the total delivery rate of water to the flame.
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• As Y oxm is increased for CH4 fuel, flame luminosity decreases significantly, but
without a transition in flame color from yellow to blue.
• Localized flame quenching is observed for Y oxm ≈ 0.15, a limit in agreement
with previously reported results [8, 53].
Turbulent Flame Extinction
• Non-anchored LOI in the present facility are found to closely resemble previ-
ously reported results in the laminar cup-burner configuration; these laminar
liftoff limits are established to be highly configuration-dependent measure-
ments and are not expected to represent realistic turbulent flame extinction.
• Anchored LOI in the present facility, representing piloted extinction, are sus-
pected to offer a more appropriate measure of the turbulent extinction limit.
• Global extinguishment in large-scale turbulent fires is suspected to result from
any of three potential occurrences: (1) a progressive growth of multiple local-
ized quenching events throughout the main combustion region, (2) a single
localized quenching event that globally destabilizes the flame, or (3) a sudden
global quenching event that extinguishes the entire flame simultaneously.
Flame Height
• Mean visible flame height is found to increase with reducing XoxO2 , in agreement
with classical scaling predictions, and previously reported observations [13,28].
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Flame Emissions
• Flame luminosity decreases significantly with declining XoxO2 , by at least six
orders of magnitude for both CH4 and C3H8; sharp bends in the logarithmic
luminosity trend coincide with transitions in flame sooting behavior between
regimes identified by changes in flame color: yellow, yellow-blue, and blue.
• Radiative loss fraction (χrad) is found to decrease linearly with declining XoxO2
for both CH4 and C3H8, where the value of χrad at ambient conditions and
the ensuing slope of linear decline is dependent on fuel sooting propensity.
• For the CH4 flame, radiative and luminous flame emissions are uncoupled,
suggesting that the radiative emissions are dominated by the spectral emis-
sions of heated gas-phase combustion products, while soot incandescence is
dominant only in the visible spectrum.
Calorimetry
• The omission of applicable mass exchanges in the derivation of a calorimetry
formulation may significantly affect the accuracy of the formulation; however,
careful consideration of the mass balances in a given configuration may provide
a useful means to determine a priori whether omission of measurements may
be acceptable or whether oxygen-consumption or carbon-dioxide-generation
based formulations should be preferred.
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• Global combustion efficiency (ηcomb) is found to remain constant near unity
with declining XoxO2 for both CH4 and C3H8, decreasing abruptly only upon
global flame extinction; until the extinction limit is reached, nearly all fuel
continues to react and primary combustion species (O2, CO2, H2O) are con-
sumed/produced in stoichiometric proportions.
• With declining XoxO2 , net yields of CO remain close to zero for both CH4 and
C3H8, but increase slightly near the extinction limit; there is no significant
presence of incomplete combustion in the presently studied flames.
• The convective heat release fraction (χconv) is found to increase linearly with
declining XoxO2 for both CH4 and C3H8 due to increasing combustion exhaust
temperature, in agreement with the measured trends in ηcomb and χrad.
• Measured ηcomb, which are derived via species-based calorimetry, are found to
closely match the measured sum χsum = χconv + χrad, which are derived via
thermal measurements (respectively exhaust temperature and flame emissive
heat flux); this agreement provides a validation of the calorimetry principles
used to evaluate ηcomb, which include no actual thermal measurements.
• For applications where species-based calorimetry measurements may be pro-
hibitively difficult or costly, carefully measured χrad, requiring only a heat flux
gauge and resolved flame images, and χconv, requiring only a thermocouple and
collection/measurement of combustion exhaust, may provide an attractive and
inexpensive alternative for measurement of the global heat release rate.
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Extinction/Reignition Modeling
• Numerical results highlight the importance of reignition, where models that
prevent spurious reignition yield results that match experimental data, while
those that permit spurious reignition fail to predict flame extinction.
• Extinction modeling, while key to suppression performance, can be signifi-
cantly affected and potentially dominated by reignition behavior.
• No simple and generally applicable approach is available to accurately model
extinction and reignition within the limitations of a mixing-controlled combus-
tion framework; the requirement for arbitrary user input to treat ignition and
reignition is inevitable for certain applications using these types of models.
5.3 Contributions
A major contribution of the present work is the development of the turbulent
line burner (TLB) measurement facility. The TLB facility represents a canonical
laboratory-scale configuration that has been carefully designed to produce controlled
flames with the complex features necessary for relation to realistic fire applications.
The facility also provides well-characterized and controlled inlet and boundary con-
ditions that are easily represented within CFD fire simulations. With its current sup-
pression capabilities, the TLB configuration facilitates isolation of flame-suppressant
interactions and provides for a variety of detailed and non-intrusive diagnostics to
observe and quantify suppression performance. Beyond its use in the present work,
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the TLB facility is well poised for an expanding role in a variety of future investi-
gations, supporting potential innovations in fire suppression technologies.
Demonstrated through a variety of experimental diagnostics, the present work
also contributes a number of advanced analytical methods for measurement analysis:
• A robust image-processing technique has been developed for consistent mea-
surement of mean visible flame height (Lf ), avoiding the subjective complica-
tions associated with manual flame observations. Supplementing this devel-
opment, a complimentary Lf scaling analysis has been extended to consider
non-standard ambient conditions, adaptable to a variety of fire configurations
in alternative environments (see Sec. 2.3.1).
• For evaluation of radiative flame emissions, a novel weighted, two-dimensional
multipoint radiation source model has been developed, providing meaningful
improvement over the traditional single-point source model when source ge-
ometry effects are important. Derived from the model, a simple procedure
has also been established to evaluate whether measurement conditions are
appropriate for use of the less complex single-point model (see Sec. 2.3.3).
• A generalized framework for species-based calorimetry analysis has been for-
malized. Unlike the overly simplified treatments in existing formulations, this
framework is directly relatable to the physical principles from which it is de-
rived, offering transparency to its formulation and underlying assumptions.
This model may also be more easily adapted to complex applications oppos-
ing the simplifying assumptions in traditional formulations (see Appendix A).
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With its well-characterized configuration, detailed measurements within the
TLB facility are particularly useful as validation data to supporting the development
of advanced fire suppression models. All measurements reported in the present
work represent an additional contribution to the fire modeling community, where
the present data are made available in an open-source repository provided for the
inaugural meeting of the IAFSS Working Group on Measurement and Computation
of Fire Phenomena (the MaCFP Working Group) [164, 165]. The availability of
these measurements represents a meaningful expansion in the library of validation
data applicable to CFD fire suppression models, where the quantity and quality of
existing data are notably limited.
The reignition treatments developed and analyzed in this work represent fur-
ther contributions for the notable performance improvements they afford when ap-
plied in a configuration subjected to spurious reignition. As spurious reignition is
likely to be a modeling issue in most realistic fire configurations, these reignition
models are particularly useful for their potential applicability to such scenarios.
5.4 Future Work
Following the contributions and progress of the present study, select recom-
mendations for future work are summarized in the following.
• The continued analysis of water-mist suppression measurements within the
TLB facility would provide potential insight for water-mist suppression be-
havior, as well as useful validation data for comparison with CFD fire models.
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• Detailed local measurements of flame temperature or flow velocity would pro-
vide additional useful data both for the evaluation of flame suppression re-
sponse and for the validation of CFD fire models.
• A detailed investigation of the anchored extinction condition, including exten-
sions to additional configurations, would provide clarity regarding its relevance
to the extinction of realistic turbulent fires.
• The presently advocated treatments for modeling extinction and reignition
could be further evaluated via comparisons with: the existing N2 suppression
measurements for C3H8 fuel in the present configuration, future water-mist
suppression measurements in the present configuration, or other suppression
cases in alternative configurations.
• The present simulations could be reevaluated with fully modeled flame emis-
sion, replacing the prescribed χrad approach adopted in the present work.
• The TLB facility could be enhanced to accommodate alternative suppressants,
including inert agents, water-mist additives, or some combination thereof.
• The TLB facility could be enhanced to accommodate alternative fuel sources,
particularly liquid or gaseous fuels incorporating the additional physics of heat-
feedback driven fuel pyrolysis; such an enhancement would provide for poten-
tially interesting suppression observations, as well as enhanced relatability of
the measurements to realistic fire conditions.
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Appendix A: General Framework for Species-Based Calorimetry
A.1 Overview
The foundation for species-based calorimetry is the thermodynamic concept
that the heat released by a chemical reaction is directly related to the rates of
consumption and production of the major chemical species involved. In any species-
based calorimetry application, it is necessary to first determine the applicable com-
bustion chemistry. The major species present in the assumed reaction determine
which species must be considered in the enthalpy balance for the reaction (Sec. A.2),
tracked in the mass-conservation analysis that follows (Sec. A.3), and that must
eventually be measured in the calorimetry system (Sec. A.4).
The principal tenants of the present calorimetry framework follow.
1. Determine the appropriate global combustion chemistry, as in Eq. A.1.
2. Develop a formulation for the reaction enthalpy balance; for standard applica-
tions, the established expressions in Eqs. A.27 and A.31 or a novel formulation
in Eq. A.36 may be used; for special applications including complex reactions
or exotic combustion species, Eq. A.6 may be used, or an alternative case-
specific formulation may be derived via the methods discussed in Sec. A.2.
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3. Determine appropriate values for the parameters in the chosen enthalpy formu-
lation; for applications with known fuel chemistry, these may be evaluated via
Eqs. A.2 and A.15; or for applications with unknown fuel chemistry, standard
reference values may be used, subject to accuracy limitations (see Table A.2).
4. Develop a control-volume-based mass-conservation analysis applicable to the
measurement configuration that considers all relevant mass exchanges and
from this analysis, derive Eqs. A.38 and A.40.
5. With considerations for Eqs. A.38–A.49, determine and implement the ap-
propriate configuration of instrumentation necessary to close this system of
expressions, including any necessary modifications for specific applications.
6. Using available measurements and following the solution framework presented
at the end of Sec. A.4, solve the system of Eqs. A.38–A.49 to evaluate the
desired combustion heat release rate.
General assumptions utilized in the present analysis that are necessary for any
species-based calorimetry application include the following.
1. The assumed global combustion chemistry comprises all major species actually
present in considerable quantities before and after the reaction; ‘before’ refer-
ring to an initially non-reacting fuel-oxidizer mixture, and ‘after’ referring to
the mixed products of combustion far downstream from the combustion region.
2. The system in which the reaction occurs remains at constant pressure and any
work done by the system on its surroundings is limited to expansion work.
153
3. The assumed control volume completely characterizes all unique compositions
of mass exchanged across its boundaries.
4. The reaction occurs entirely within the assumed control volume.
Optional simplifying assumptions applied in the present analysis also include
the following. Omission of these assumptions may be possible, but could consider-
ably complicate the analytical and/or measurement requirements. Further simplifi-
cations are available, but would require additional assumptions.
5. Nitrogen in the ambient is conserved and unaffected by the reaction.
6. Any soot produced by combustion consists of pure graphitic carbon.
7. All flow streams crossing the boundaries of the control volume are quasi-steady,
and therefore any net accumulation or reduction of total mass within the
control volume is neglected.
8. No mass is lost from the system (except that exiting through the monitored
exhaust pathway).
9. All flow streams are well-mixed at the locations in which they are measured.
10. For flow measurement via differential pressure methods (Eq. A.49), compress-
ibility effects are neglected and ideal gas behavior is assumed, also neglecting





Considering the combustion of a simple organic fuel in air, a global single-step
reaction perspective gives
CxHyOz + νO2 O2 + νN2 N2 → νH2OH2O + νCO2 CO2
+ νCO CO + νC(s) C(s) + νUHC UHC + νN2 N2, (A.1)
where νk are the molar reaction coefficients for each species, k, involved in the reac-
tion. In this mechanism, an arbitrary fuel compound (CxHyOz) and oxygen (O2) are
consumed to produce water-vapor (H2O) and carbon-dioxide (CO2), while carbon-
monoxide (CO), soot (C(s)), and unburned hydrocarbons (UHC) are included as
potential products of incomplete combustion. Nitrogen (N2) and any other inert
species that may be present are assumed to be globally unaffected by the reaction.
Detailed reaction kinetics are safely neglected in Eq. A.1 via Hess’s law, where
the total enthalpy change over the course of a chemical reaction, ∆H, is independent


















where ∆h̄◦f,k are the mole-specific standard enthalpies of formation for each species,
k, involved in the reaction. Via Eq. A.2, the global reaction perspective is appro-
priate, so long as the primary species included in the assumed reaction mechanism
(Eq. A.1) indeed represent the major species actually present in considerable quan-
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tities at the initial and final states of the reaction. Here, the initial state refers to
an initially non-reacting fuel-oxidizer mixture and the final state refers to the mixed
products of combustion far downstream from the reaction zone. Any species present
in insignificant quantities may be safely neglected.
The mechanism in Eq. A.1 adequately applies to most fire applications. For
special applications in which complex fuel chemistry, involvement of other reac-
tive compounds, or any other factor leads to the net consumption or production
of additional species in considerable quantities, those additional species should be
accounted for in the assumed mechanism and included in the analysis that follows.
For the mechanism assumed in Eq. A.1, Eq. A.2 becomes












where ∆h̄◦f,fuel is the mole-specific standard enthalpy of formation for the fuel species
(CxHyOz) and terms for O2, N2, and C(s) are dropped because ∆h̄
◦
f,k = 0 for these
species. Reference ∆h̄◦f for typical combustion species are presented in Table A.1.
Table A.1: Reference ∆h̄◦f for standard combustion species.










Direct solution of Eq. A.3 requires knowledge of ∆h̄◦f for each species involved
in the reaction. These values are known for most combustion species (see Table A.1),
but may be unknown for the fuel (CxHyOz) and are ill-defined for unburned hydro-
carbons (UHC).
The appropriate treatment for ∆h̄◦f,UHC depends on available measurement
methods. If UHC are suspected to be negligible or if measurement is unavailable,
this term should be neglected. If UHC species are individually measured, such as
via infrared detectors, this term should be split into individual terms for each mea-
sured hydrocarbon species, where ∆h̄◦f for each may be determined from reference
values (as in Table A.1). If UHC are measured in total, such as via flame ioniza-
tion detector, measured UHC should be treated with a representative hydrocarbon
species, typically CH4 or C3H8. Care must be taken in selecting this representa-
tive species because ∆h̄◦f for hydrocarbons do not scale directly with number of C
atoms (as does the measured signal from a flame ionization detector). As a result,
if UHC are represented by a low (high) carbon-count hydrocarbon relative to what
is actually being measured, ∆h̄◦f,UHC will be over (under)-estimated.
Solution of Eq. A.3 additionally requires knowledge of all νk in the stoichio-
metrically balanced combustion reaction. While an idealized combustion reaction
may be easily balanced, reactions involving products of incomplete combustion can-
not be balanced unless yields for CO, C(s), and UHC are known. As a result, all νk
cannot be generally determined a priori.
To circumvent this issue, each νk may be evaluated from experimentally mea-







where ṁfuel is the mass flow rate of fuel, ṁ
rxn
k is the mass reaction rate of species k,
and Mfuel and Mk are respectively the molar masses of the fuel and species k. Using
Eq. A.4, each νk may be dynamically evaluated from the measured time-history for
each ṁrxnk (see Sec. A.3 for determination of ṁ
rxn
k ), provided the fuel composition
is known and the mass flow rate of fuel is measured.
Once all νk and ∆h̄
◦
f,k are known, ∆H may be evaluated via Eq. A.3, and the





where by the first law of thermodynamics, ∆H = ∆Q, provided the system in which
the reaction occurs remains at constant pressure and any work done by the system
on its surroundings is limited to expansion work.

















Equation A.6 provides for the direct determination of Q̇ from experimentally
measured ṁrxnk . This formulation is advantageous in that it requires no presump-
tion of the reaction stoichiometry and may be easily extended to include additional
combustion species. It may be best applied in applications involving complex com-
bustion mechanisms where additional or exotic reactant and product species are
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present. For such applications, Eqs. A.1, A.3, and A.6 may be directly extended to
include those additional species, provided each additional ∆h̄◦f,k may be determined,
and each additional ṁrxnk may be measured.
Despite this advantage, Eq. A.6 may be applied only in applications where
ṁfuel is measured and the fuel composition is known (∆h̄
◦
f,fuel and Mfuel must be
known). Furthermore, Eq. A.6 is highly sensitive to the mass reaction rates of
all major combustion products, including ṁrxnH2O, which is not easily or accurately
measured in most calorimetry systems. As these limitations are prohibitive for
most fire applications, alternative more generally-applicable enthalpy formulations
are desirable.
Toward this goal, let Eq. A.1 be simplified to give the following baseline com-
bustion reaction,
CxHyOz + νO2 O2 → νH2OH2O + νCO2 CO2 + νCO CO + νC(s) C(s), (R0)
where terms involving N2 are dropped for brevity (N2 is assumed inert and does not
participate in the reaction) and UHC are neglected to simplify the analysis that
follows.

























































H2O + xC(s), (R3b)
where x, y, and z are respectively the number of carbon, hydrogen, and oxygen
atoms in the applicable fuel species.
Here, sub-reactions R1, R2, and R3 are specifically defined so that their sum
yields the original combustion mechanism given in reaction R0. That is, let each




























(Fn ∆HRn) , (A.11)
where ṁRnk and ν
Rn
k are respectively the mass reaction rate and molar reaction
coefficient of species k in sub-reaction Rn, and ∆HRn is the enthalpy of reaction of
sub-reaction Rn.
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The value of Eq. A.12 is realized in that the heat release rate for an arbitrarily
complex combustion mechanism may be determined via the sum of a series of simpler
sub-reactions. As long as these sub-reactions are balanceable, each νRnk may be
directly determined and each ∆HRn may be evaluated by applying Eq. A.2 to each
sub-reaction.







where k1 and k2 are any two species participating in any stoichiometrically balanced










where kn is any species participating in reaction Rn. Each summation term in
Eq. A.14 may therefore be individually applied to any species appearing in each
sub-reaction. That is, the terms in Eq. A.14 need not be limited to include only the
same species across all sub-reactions.
















Equation A.16 shares all the noted benefits of Eqs. A.12 and A.14, but has been
presented in simpler form. The primary limitation of Eq. A.16 is realized in that each
ṁRnkn is generally unknown and must therefore be related to some measured ṁ
rxn
k us-
ing Eqs. A.9 and A.13. Depending on the complexity of the combustion mechanism
and the resulting number of sub-reactions, Rn, extensive algebraic manipulations
may be required to derive a usable form of Eq. A.16. It is for this reason that the
previous formulation leading to Eq. A.6 may be preferred for applications involv-
ing complex reactions. Fortunately, the preceding system of sub-reactions R1–R3
is relatively simple and general enthalpy formulations for combustion mechanisms
resembling reaction R0 may be derived, as summarized in the following sections.
A.2.2 Oxygen-Consumption (OC) Formulation
Applying Eq. A.16 to sub-reactions R1–R3, and selecting the O2 term in each
gives a preliminary formulation for an oxygen-consumption (OC) based determina-






























while applying Eq. A.13 to the second and third terms in Eq. A.18 then allows the






The advantage of this substitution is realized in that via Eq. A.9, ṁR2CO = ṁ
rxn
CO
and ṁR3C(s) = ṁ
rxn
C(s)
(CO only appears in sub-reaction R2 and C(s) only appears in
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O2 → CO2, (R4)
C(s) +O2 → CO2, (R5)
defined such that








and therefore, via Hess’s law,







































































Inserting values for all νRnk in Eq. A.26, which are obtained from the balanced






















where all ṁRnk have been substituted for measurable ṁ
rxn
k , and all resulting ν
Rn
k
have been eliminated from the expression (so that no fuel-dependent x, y, or z
terms remain in the final expression).
Equation A.27 presents the familiar formulation for OC calorimetry [105–113],
where the heat release rate for any combustion reaction resembling the originally
assumed mechanism (R0) may be evaluated from measurements of ṁ
rxn
O2
, ṁrxnCO , and
ṁrxnC(s) , and using the enthalpy parameters ∆h
R1
O2




parameter may be determined by applying Eqs. A.2 and A.15 to the appropriate
balanced sub-reaction Rn. Note that ∆h
R4
O2
and ∆hR5O2 are defined via reactions R4
and R5, which are independent of fuel composition and may therefore be treated as
configuration-independent constants.
The parameter ∆hR1O2 , which represents the sole configuration-dependent pa-
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rameter in Eq. A.27, is defined via reaction R1, representing the stoichiometrically
complete combustion of the applicable fuel species. Though ∆hR1O2 may be accu-
rately determined only if the fuel composition is known, values for ∆hR1O2 have been
demonstrated in previous work to remain relatively constant amongst a wide range
of fuel species (of the general form CxHyOz) [166–169]. As a result, an average
value for ∆hR1O2 may be assumed (see Table A.2) and Eq. A.27 may be applied with
reasonable accuracy to applications with unknown fuel composition.
A.2.3 Carbon-Dioxide-Generation (CDG) Formulation
By similar methods to those presented in Sec. A.2.2, Eq. A.16 may be applied
to the system of sub-reactions R1–R3, now selecting the carbon-containing product












which provides a preliminary formulation for a carbon-dioxide-generation (CDG)
based determination of the combustion heat release rate.




, ṁR2CO = ṁ
rxn
CO , and ṁ
R3
C(s)












Equation A.29 presents the familiar formulation for CDG based calorime-
try [105–113]; however, this formulation is undesirable because it contains three





, all of which bear
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sensitivity to the composition of the applicable fuel species. In order to alleviate
this sensitivity, further manipulation of Eq. A.29 may be performed as follows.























to which values for all νRnk , again obtained from the balanced sub-reactions R1b–R3b,





















Equation A.31, which is analogous to the OC formulation in Eq. A.27, is pref-







(and like ∆hR4O2 and ∆h
R5
O2
), are independent of fuel composition
and may be treated as configuration-independent constants. With a definition anal-
ogous to that of ∆hR1O2 , ∆h
R1
CO2
is then the sole configuration-dependent parameter in
Eq. A.31. As with ∆hR1O2 , values for ∆h
R1
CO2
have been similarly demonstrated to re-
main relatively constant amongst a wide variety of fuel species [169]. Equation A.31
may then also be applied with reasonable accuracy to applications with unknown
fuel composition, provided an average value of ∆hR1CO2 is assumed (see Table A.2).
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A.2.4 Alternative Formulations
Recalling the previously stated notion that Eq. A.16 may be applied to any
species appearing in each sub-reaction, the presently formulated OC and CDG ex-
pressions (respectively Eqs. A.27 and A.31) represent only two of the possible deriva-
tions of Eq. A.16. For a system of n sub-reactions containing nk species, the number
of unique calorimetry formulations that may be derived is determined via
N =
nk!
n! (nk − n)!
. (A.32)
For the present system of three sub-reactions containing six species (R1–R3),
N = 20. Most of these formulations are of questionable value, requiring species
measurements that are not easily performed (ṁrxnH2O) or including enthalpy param-
eters, that unlike ∆hR1O2 and ∆h
R1
CO2
, may not be reliably estimated using average
values. Any formulation involving H2O or the fuel species may then be disregarded
(though for applications of interest, such formulations may still be derived follow-
ing the methods exemplified in Secs. A.2.2 and A.2.3), leaving a system of three
sub-reactions containing four species, for which N = 4.
The OC formulation (O2, CO, and C(s)) and the CDG formulation (CO2, CO,
and C(s)) represent two of those four combinations. The remaining two combina-
tions include the species O2, CO, and C(s), or the species O2, CO2, and CO. In
most calorimetry systems, O2, CO2, and CO are measured with relative ease and
accuracy, while C(s) measurements are comparatively difficult and undesirable. This
last combination is then of particular interest and is derived as follows.
167
Beginning with the preliminary OC formulation presented in Eq. A.17, and
now applying Eq. A.9 to the third term (instead of the first term, as was performed
previously) gives
















Again applying Eqs. A.9 and A.13 to the second and third terms in Eq. A.33
then allows the substitution of ṁR1O2 for ṁ
rxn
CO2
and ṁR2O2 for ṁ
rxn
CO respectively. Per-
forming these operations gives


















Applying Eqs. A.24 and A.25 to the second and third terms in Eq. A.34 re-
spectively yields





































Inserting values for all νRnk , again obtained from the balanced sub-reactions
R1b–R3b, R4, and R5, Eq. A.35 becomes




















As with the preceding OC and CDG formulations, Eq. A.36 evaluates the com-
bustion heat release rate via measured mass reaction rates (ṁrxnO2 , ṁ
rxn
CO2
, and ṁrxnCO )
and reference enthalpy parameters (∆hR3O2 , ∆h
R4
O2
, and ∆hR5O2). As in the OC for-
mulation, ∆hR4O2 and ∆h
R5
O2
may be treated as configuration-independent constants.
Unlike the OC formulation, which contains the configuration-dependent parameter




the stoichiometric combustion of the applicable fuel species to H2O and C(s) (instead
of H2O and CO2).


















where x, y, and z are the numbers of carbon, hydrogen, and oxygen atoms in the
applicable fuel species. Using Eq. A.37, an average value for ∆hR3O2 may be esti-
mated from an existing tabulation of ∆hR1O2 data. A collection of average values and
corresponding standard deviations for ∆hR1O2 , ∆h
R1
CO2
, and ∆hR3O2 , determined from ex-
isting data spanning a collection of roughly 150 basic hydrocarbon compounds [169],
is presented in Table A.2. Note that for certain compounds such as formaldehyde
(CH2O), for which z = y/2, sub-reaction R3b contains no requirement for O2, and
∆hR3O2 is undefined. Such compounds are omitted from the reported averages.
As shown in Table A.2, the standard deviation in ∆hR3O2 is comparable to, but




this result, Eq. A.36 may also be applied with reasonable accuracy to applications
with unknown fuel composition, provided an average value for ∆hR3O2 is assumed.
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Table A.2: Measured and theoretical averages for reaction enthalpy parameters.
Parameter Measured [169] (MJ/kg) Theoretical (MJ/kg)
∆hR1O2 13.1± 0.6 12.89± 0.24











a Not measured, evaluated from measured ∆hR1O2 using Eq. A.37.
b Fuel-independent constant.
The primary advantage of Eq. A.36 is that it contains no requirement for the
measurement of C(s), which can be difficult to measure accurately in most applica-
tions. Still, Eq. A.36 has been derived from reaction R0, which includes considera-
tion for C(s) production. Equation A.36 therefore includes implicitly a correction for
the enthalpy associated with the production of C(s), without requiring actual C(s)
measurements. This is accomplished by leveraging the balanced stoichiometry of the
presumed system of sub-reactions (R1–R3), where it may be recognized that distinct




6= νR2O2 6= ν
R3
O2
). By measuring total O2 consumption, combined with mea-
surements of CO2 and CO production, C(s) production may be inferred from these
stoichiometric relationships. The novel formulation presented in Eq. A.36 may then
be particularly desirable for applications in which C(s) production is considerable,
but accurate C(s) measurements are unavailable.
170
It should be emphasized that the enthalpy parameters in each of the presently
derived formulations are defined based on stoichiometrically idealized reactions (R1–
R5), which may not be fully realized in actual combustion conditions. Average values
for the enthalpy parameters (∆hR1O2 , ∆h
R1
CO2
, and ∆hR3O2) are then most appropriately
based on theoretically derived values, and not experimental measurements. This is
because any combustion experiment pursuing the measurement of these parameters
likely includes some effects of incomplete combustion. These effects are configuration
dependent and are therefore undesirable in the pursuit of generally representative
values for each parameter. Any experimental deviations from ideal behavior likely
involve the under-consumption of O2 or the under-production of CO2, effects which
lead to over-prediction of the enthalpy parameters.
Instead, theoretical values for ∆hR1O2 , ∆h
R1
CO2
, and ∆hR3O2 may be evaluated using
Eqs. A.2 and A.15 for any number of fuel species, provided the chemical composition
(CxHyOz) and enthalpy of formation (∆h̄
◦
f,fuel) of the fuel may be determined. The-
oretical average values for ∆hR1O2 , ∆h
R1
CO2
, and ∆hR3O2 are also presented in Table A.2,
evaluated for the same collection of hydrocarbon compounds used to produce the
measured averages [169]. As shown, measured values for each parameter indeed
overpredict the theoretical values by roughly 2%.
It is important to note that the presently derived formulations, Eq. A.27 for
OC-based and Eq. A.31 for CDG-based calorimetry, as well as the novel formulation
presented in Eq. A.36 (and any of the 17 other available formulations not presently
derived), apply only to reactions resembling the originally assumed mechanism given
by R0. Here, combustion products are limited to H2O, CO2, CO, and C(s), while
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UHC are neglected. These reaction-enthalpy formulations should not generally be
applied to mechanisms including significant yields of additional or exotic species as
these may substantially alter the enthalpy of reaction. For such applications, the
simple formulation presented in Eq. A.6 may be utilized, or the preceding derivation
framework may be applied to the applicable combustion mechanism.
While the familiar OC and CDG calorimetry formulations in Eqs. A.27 and
A.29 are somewhat intuitive and have been firmly established in the existing lit-
erature [105–113], the present analysis demonstrates that the derivation of these
expressions from first principles is non-trivial. The present derivations not only
reinforce the general validity of these expressions, but also offer clarity into the
assumptions inherent in their formulation and the most appropriate definitions for
their characteristic parameters. This analysis also highlights the flexibility in the
derivation framework, revealing the existence of potentially attractive alternative
formulations such as the novel expression given in Eq. A.36.
A.3 Mass Conservation Analysis
The primary duty of a calorimetry measurement system is the accurate deter-
mination of the species mass reaction rates, ṁrxnk , present in the applicable reaction-
enthalpy formulation (see Sec. A.2). These reaction rates are most appropriately
derived via a control-volume-based mass-conservation analysis applied to the mea-
surement system. A model control volume is depicted in Fig. A.1, representing a
simple open combustion system comprising a fuel source (ṁfuel) placed beneath an
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exhaust collection system (ṁe) with ambient air entrainment (ṁa). Matching the
experimental configuration utilized in the present work, an additional mass source is
included, representing a co-flowing oxidizer around the fuel source (ṁox). Systems
lacking this source may simply ignore associated terms in the analysis that follows.
More complex systems may also be considered, where additional or alternative mass
exchanges must be included. It is essential that the assumed control volume com-
pletely characterize all unique compositions of mass actually exchanged across its
boundaries.
Figure A.1: Control volume for species-based calorimetry analysis; a
fuel source (ṁfuel) is located beneath an exhaust collection system (ṁe)
with ambient air entrainment (ṁa), co-flowing oxidizer (ṁox), and reac-
tion source (ṁrxnk ). All ṁfuel, ṁa, ṁox, and ṁ
rxn
k are assumed totally
captured within ṁe.
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where ṁj is the mass flow rate of stream j across the boundary of the control volume
and dm/dt accounts for the accumulation or reduction of mass within the control
volume due to unsteady flow at the boundaries. This term is typically important
only for very large systems where the flow-through time of the control volume is
significantly greater than the measurement time-scales of interest. Recent studies
have explored calorimetry measurements in applications where such dm/dt effects
are important, with limited success [121,126,127].
For the control volume depicted in Fig. A.1 and including a steady-state as-
sumption where dm/dt effects are neglected, Eq. A.38 simplifies to
ṁe = ṁfuel + ṁa + ṁox, (A.39)
where it is additionally assumed that there be no loss of mass from the system
except through the exhaust flow. As most system designs include measurement
instrumentation in the exhaust stream, this limitation ensures that all products of
combustion are collected and measured. Alternative configurations are possible, but
may considerably complicate measurement requirements.








where ṁrxnk is the mass reaction rate of species k, ṁ
j
k is the mass flow rate of species
k within stream j, and mk is the mass of species k contained in the control volume.
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Applied to the control volume in Fig. A.1 and including a steady-state as-







k − ṁoxk . (A.41)
Equation A.41 may be further simplified through assumptions limiting the
constituent species in each flow stream. For example, the fuel stream usually consists
of pure fuel and products of incomplete combustion are usually negligible in the
ambient, though some applications may feature complex or diluted fuel mixtures or
significant ambient vitiation. In general, no simplifying assumptions need be made
regarding the composition of each flow stream unless the measurement capabilities
to fully characterize those streams are unavailable.








where Xjk is the mole fraction of species k within stream j, Mk is the molar mass of
species k, and Mj is the mixed molar mass of stream j, which can also be expressed










Xjk = 1, (A.44)
must also be satisfied.
By direct application of Eq. A.39, ṁj for one of the flow streams in the system
may be obtained provided all others are known. For open systems, ṁa is typically
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difficult or impossible to measure, and therefore all ṁj except ṁa should be mea-
sured. Alternatively, assuming non-reactivity of N2 (ṁ
rxn
N2
















When available, Eqs. A.45 and A.46 typically provide a more accurate deter-




be measured or estimated for all N2-containing flow streams (which usually also
requires measurement of all ṁj except ṁa). Similar formulations may be derived
for applications where other inert species are present.
An additional simplification is noted in Eq. A.44, where Xjk for one of the con-
stituent species in each flow stream (considered as the background species) may be
obtained provided all others are known. In the exhaust and ambient, N2 is typically
the most appropriate species to omit measurement, and thus all relevant species ex-
cept N2 should be measured for these streams. The appropriate background species
for any additional flow streams may vary, dependent on the stream composition.
Required composition measurements may be further simplified via assump-




XeC(s) = 0, etc.). However, if such assumptions are unwarranted, the accuracy of
the mass-conservation analysis may be impacted and any affected ṁrxnk may then
be significantly misrepresented.
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An additional mass-conservation statement may also be applied to the com-
bustion reaction, giving ∑
k
ṁrxnk = 0, (A.47)
which states that there can be no net change in mass within the control volume
due to chemical reaction. This expression may be used as a simple check on mass
conservation to verify that all ṁrxnk indeed sum to zero, but is perhaps more useful
as a means of evaluating ṁrxnk for one species provided all others are known. Though
useful, this expression is more complex to implement than the preceding simplifi-
cations, requiring an iterative procedure where the composition of the unmeasured
species must first be estimated in order to determine ṁrxnk for the others.
Eqs. A.38–A.47 provide the necessary mass-conservation framework for any
calorimetry measurement system, where the desired species reaction rates, ṁrxnk , as
appear in the reaction-enthalpy formulation, may be determined from measurements
of the compositions (Xjk) and total mass flow rates (ṁj) of the applicable mass
exchanges in the system. Additional considerations for the measurement of these
quantities are presented in Sec. A.4.
A.4 Measurement Considerations
In a typical calorimetry system, composition instrumentation is installed in
the exhaust stream using an extractive sampling system leading to various species
analyzers. For most analyzers, the flow sample must be conditioned via filtration to
remove soot and other particulates and a combination of cold-traps and desiccation
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to remove H2O. Note that Drierite
TM, which is the most appropriate desiccant for
H2O removal in calorimetry applications, is known to also interact with CO2 and can
impede CO2 measurement response in samples with transient CO2 content [170,171].
The amount of DrieriteTM used for sample conditioning should be minimized to
alleviate such effects.
The removal of any species from the sample presents additional challenge be-
cause the analyzer-measured sample composition sans the removed species does not
accurately represent the true stream composition. Analyzer composition measure-











where Xjk,A is the analyzer-measured mole fraction of species k in the stream j
sample. The summation in Eq. A.48 is performed over any species k that is removed
from the sample during conditioning (usually only H2O removal is necessary), where
Xjk for any such species must be directly measured via either in situ sensors or
extractive analyzers installed upstream of the applicable sample conditioning.
Mass flow rates may be measured by numerous techniques, the proper choice
of which depends on the applicable flow characteristics. For applications using
solid or liquid fuel sources, a load-cell may be employed to measure the rate of
fuel pyrolysis. For applications using pressurized gaseous fuels, direct measurement
instruments such as mass flow meters or rotameters may be used. Such instruments
are viable for low-flow, high-pressure applications, but are not suitable for high-flow,
low-pressure conditions as typically encountered in calorimetry exhaust systems.
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For calorimetry applications, differential pressure methods are preferred, for
which a differential pressure sensing device is placed in the applicable flow stream









where Aj is the cross-sectional area of the flow stream, ∆Pj is the sensor-measured
differential pressure, Pj is the static pressure of the flow, Tj is the temperature of
the flow, Mj is the molar mass of the flow mixture, R is the ideal gas constant, and
Cjf is a flow coefficient characterizing the velocity profile across the cross-section of
the stream. All of these quantities must be evaluated at the location of the probe.
Note that Eq. A.49 relies on Bernoulli’s principle to relate the measured differ-
ential pressure to the flow velocity, hence compressibility effects are neglected. The
flow velocity is related to the mass flow rate via the flow density, which is estimated
from the stream composition, pressure, and temperature via the ideal gas law. As
a result, condensed-phase contributions to the stream mass, such as soot and other
particulates or condensed forms of H2O and UHC, are neglected.
The flow coefficient, Cjf , may be determined by calibrating the differential pres-
sure sensor to a condition with known flow rate. A suitable procedure may include
passing an accurately measured flow of some species into the flow stream, while
accurately measuring the concentration of that species using an available species
analyzer. The total flow rate may then be obtained by relating the known species
flow to the background flow required to yield the measured concentration. Sensors
with known and constant Cjf are also available, which require no calibration.
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A number of previous works have advocated the treatment of Cjf as a calibra-
tion factor applicable to the entire calorimetry system, whereby Cjf is determined
by placing a calibration burner with known heat release in the measurement system.
The value of Cjf is then fixed so that the system returns the correct heat release
rate. This type of calibration procedure should be avoided because it lumps any
and all extraneous factors affecting the measurement into a single factor that has
no physical relationship to many of the effects that may be included. Such effects
may vary for measuring conditions different from the calibration test, potentially
resulting in significant unidentifiable errors in the measurements. It is highly rec-
ommended that Cjf be determined via independent flow calibration and not using a
calibration burner.
The solution procedure for the preceding mass-conservation analysis requires
first the determination of the compositions of all applicable flow streams using an
appropriate configuration of species analyzers. This includes measuring Xjk for
any species removed during sample conditioning, measuring Xjk,A for all remaining
species, correcting all Xjk,A via Eq. A.48, obtaining X
j
k for each selected background
species via Eq. A.44, and determining each Mj via Eq. A.43. Next, ṁj for all flow
streams (typically with the exception of ṁa) are either directly measured or are





obtained via Eq. A.42. Typically unavailable for direct measurement, ṁa is obtained
via Eqs. A.45 and A.46 using all ṁjN2 . Next, all ṁ
a
k are determined via Eq. A.42.
With all ṁjk now available, the desired ṁ
rxn
k are determined via Eq. A.41, from
which Q̇ may be evaluated using the appropriate reaction-enthalpy formulation.
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Appendix B: Supplemental Results for Grid Convergence Study
B.1 Overview
The following sections present supplemental results evaluating numerical grid-
convergence in large eddy simulations (LES) of the present turbulent line-fire config-
uration. A detailed description of the experimental facility is presented in Sec. 2.2,
while a discussion of the numerical configuration is presented in Sec. 3.3. A descrip-
tion of the numerical solver, the Fire Dynamics Simulator (FDS), is presented in
Sec. 3.2, with primary grid-convergence results included in Sec. 3.4.
Grid-convergence simulations feature a uniform numerical grid with varying
resolution corresponding to ∆x = 20.0 mm, 10.0 mm, 5.0 mm, and 2.5 mm, in a
computational domain comprising a 0.8-m-wide by 1.0-m-long by 1.0-m-tall box
(x × y × z) surrounding the flame (see Fig. 3.2). Simulations are conducted for a
duration of 30 s, where time-mean and root-mean-square (rms) statistics for each
quantity are gathered over the final 25 s of each simulation, during a period when the
flow is statistically stationary. A comparison of run-time characteristics for these
simulations is presented in Table 3.2. Supplemental results include statistics for gas-
phase mass density (ρ), perturbation pressure (p), x-component velocity magnitude
(u), y-component velocity magnitude (v), and total flow kinetic energy (k).
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B.2 Density





























































































































Figure B.1: Simulated mass density (ρ) at selected grid resolutions; (a) mean z-
profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile at
z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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B.3 Perturbation Pressure








































































































Figure B.2: Simulated perturbation pressure (p) at selected grid resolutions; (a)
mean z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile
at z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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B.4 x -Velocity Magnitude










































































































Figure B.3: Simulated x-velocity magnitude (u) at selected grid resolutions; (a)
mean z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile
at z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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B.5 y-Velocity Magnitude










































































































Figure B.4: Simulated y-velocity magnitude (v) at selected grid resolutions; (a)
mean z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile
at z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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B.6 Total Kinetic Energy



























































































































Figure B.5: Simulated total kinetic energy (k) at selected grid resolutions; (a) mean
z-profile, (b) rms z-profile, (c) mean x-profile at z = 0.25 m, (d) rms x-profile at
z = 0.25 m, (e) mean x-profile at z = 0.50 m, (f) rms x-profile at z = 0.50 m.
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Appendix C: Spectral Resolution of the Radiative Transfer Equation
C.1 Overview
The following presents an investigation of different treatments of spectral reso-
lution for evaluation of the radiative transfer equation (RTE). Common methods, in
order of decreasing accuracy (and computational cost), include line-by-line, narrow-
band, wide-band, and gray calculations. Line-by-line calculations treat individually
each and every absorption/emission line across the spectrum of interest (typically in
the millions), and are prohibitively expensive for most applications. Narrow-band
calculations provide a drastic reduction in computational cost by dividing the spec-
trum into a series of only hundreds or thousands of narrow bands, with each band
typically spanning hundreds or thousands of individual lines. Wide-band calcula-
tions further coalesce the spectrum into much wider bands, with the full spectrum
typically divided into only several bands. Gray calculations provide the least expen-
sive option by treating the entire spectrum as a single band, neglecting any variation
in radiative properties over the spectrum.
The present study features a comparison of the narrow-band model used within
RadCal, a stand-alone RTE solver [172], and a standard gray model, solved using
simple hand calculations. A description of the narrow-band formulation included
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in the RadCal solver is presented in Sec. C.2, while the gray formulation is dis-
cussed in Sec. C.3. Careful analysis of the differences between the mathematical
frameworks for each of these models provides guidance toward which applications
the gray formulation is most appropriate (Sec. C.4). Comparisons between model
results then highlight and quantify the various penalties in accuracy that result from
the simplifying assumptions employed in the gray formulation (Sec. C.5).
C.2 RadCal Formulation
RadCal evaluates a one-dimensional RTE with narrow-band spectral resolu-
tion in a configuration comprising a series of homogeneous gas layers. Radiative
emission and absorption within the layers are considered, though scattering effects
are neglected. The boundary condition for the system consists of background irra-
diation from an infinitely-far blackbody at specified temperature. Other specified
quantities include the number of layers along the radiation path, the path length,
temperature, and composition of each layer, and the bounds of the spectral domain.
The radiation spectrum is discretized in terms of a spectral variable, usually
either wavelength, λ (μm), or wavenumber, ω (cm−1). Reference values for each
of these quantities, corresponding to the bounds of the visible and infrared spectra
are provided in Table C.1. The narrow-band resolution for RadCal computations is
5 cm−1 in the range (50 < ω < 1100), 25 cm−1 in the range (1100 < ω < 5000), and
50 cm−1 in the range (5000 < ω < 10000). Wavenumber is the spectral variable of
choice for the present study and is also the default used for RadCal computations.
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Table C.1: Reference values for bounds of the visible and infrared spectra.
Spectrum Wavelength (λ, μm) Wavenumber (ω, cm−1)
Far Infrared (FIR) 1000 – 10 10 – 1000
Mid Infrared (MIR) 10 – 2.5 1000 – 4000
Near Infrared (NIR) 2.5 – 0.75 4000 – 13300
Visible 0.75 – 0.38 13300 – 26300
RadCal-computed quantities, each evaluated over the total radiation path,
include the end-path received intensity (Ī), the effective absorption coefficient (κ̄E),
the Planck mean absorption coefficient (κ̄P ), the total transmissivity (τ̄), and the
total emissivity (ε̄). Each of these quantities are defined as follows.










where Bω is the spectral blackbody intensity (Planck distribution), τω is the spectral
transmissivity of the gas layer, L is the path length, Tl is the temperature of the gas
layer, and TB is the temperature of the boundary blackbody. The first term on the
right-hand side of Eq. C.1 represents background irradiation reduced by absorption
within the layer, while the second term represents emission from within the layer.
The integral in this expression is evaluated over the range of discrete spectral bands
within the domain bounded by (ωmin < ω < ωmax).













where hP is the Planck constant (6.6261 × 10−34 J s), c0 is the speed of light in
vacuum (2.9979×108 m/s), and kB is the Boltzmann constant (1.3807×10−23 J/K).
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where Iω is the end-path spectral radiative intensity, defined as the integrand from
Eq. C.1.










where κω,k is the spectral absorption coefficient and Pk the partial pressure of species
k in the gas layer. Here, κω,k is referenced from either line-by-line calculations or
fitted experimental data. As defined in Eq. C.4, κ̄P is a function of the local gas
temperature and composition only and is independent of the path length. This
desirable trait allows κ̄P to be treated as a pseudo optical property of the medium.








ε̄ = 1− exp (−κ̄E L) , (C.6)
where ε̄ is derived from the computed effective absorption coefficient, κ̄E, while τ̄ is
determined based on the narrow-band modeled spectral transmissivity, τω.
Narrow-band modeled τω are defined via the following expressions, taking dif-
ferent definitions based on the participating radiative species present in each gas
layer. For the case of blackbody spectral behavior, which is applicable only for soot,
τω,k = exp (−κω,k L) . (C.7)
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For gas-phase species, τω is determined using one of the following expressions,
which provide alternate statistical representations of the average radiative properties
over each narrow band. In these expressions, terms are as previously defined, where
βω,k is a spectral band-overlap parameter for species k, referenced from either line-
by-line calculations or fitted experimental data.
By the Elsasser model,
τω,k = 1− erf




π κω,k Pk L
16βω,k
 , (C.8)
which assumes that all spectral lines have equivalent strengths, widths, and spacing.
These strong assumptions are typically only valid for very light gaseous species so
that within RadCal, Eq. C.8 is applied only for CH4.
By the Goody model,
τω,k = exp





which assumes an exponential distribution of line strengths within the narrow-band.
The Goody model is generally superior to the Elsasser model, though the assumption
of an exponential distribution of line strengths substantially underestimates the
number of low-intensity lines. Within RadCal, Eq. C.9 is applied for H2O, CO2,
and CO.











which assumes an exponential-tailed distribution of line strengths that varies pro-
portionally to inverse line strength. The Malkmus model is generally recognized
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as the most suitable statistical narrow-band model for polyatomic gases. Within
RadCal, Eq. C.10 is applied for all remaining species, primarily polyatomic fuels.
For a gas layer with multiple participating radiative species, the total effective





where the applicable τω,k are determined using Eqs. C.7–C.10, depending on which
participating species are present in the layer.
The solution procedure for the RadCal narrow-band formulation requires first
the specification of all relevant initial and boundary conditions for temperature and
composition of the applicable gas layer. In addition, any participating radiative
species must have spectral absorption coefficients, κω,k, and band-overlap parame-
ters, βω,k, defined for each narrow-band. For most primary combustion species, these
quantities are inherent to the RadCal solver and need not be specified by the user.
Depending on the participating species, spectral transmissivities, τω,k, are evaluated
for each band from the tabulated κω,k and βω,k via one of Eqs. C.7–C.10. From these
τω,k, effective τω are determined using Eq. C.11, and the total layer transmissivity,
τ̄ , is determined via Eq. C.5. Next, the end-path intensity, Ī, is evaluated using
Eq. C.1. From Ī and the path length, L, the effective absorption coefficient, κ̄E,
is determined via Eq. C.3. Finally, the total emissivity, ε̄, is evaluated from κ̄E
and L using Eq. C.6. The Planck mean absorption coefficient, κ̄P , is additionally




The following formulation provides gray-resolution radiative properties for
comparison against the narrow-band resolved quantities defined in Sec. C.2. The
standard gray model requires an estimate of an effective absorption coefficient for
the medium, which is here referenced from the RadCal-computed Planck mean ab-
sorption coefficient, κ̄P , defined in Eq. C.4. Here, κ̄P is selected over the effective
absorption coefficient, κ̄E, due to its path-length independence and treatability as a
pseudo optical property of the medium. As defined, the numerator term in Eq. C.4
is integrated over the spectral domain bounded by (ωmin < ω < ωmax), while the
denominator term is integrated over the full spectrum (0 < ω <∞). As a result of
this convention, RadCal-computed κ̄P are artificially reduced when evaluated over
limited spectral domains. To correct for this, a modified Planck mean absorption








where the indefinite integral is approximated as∫ ∞
0




and σ is the Stefan-Boltzmann constant (5.6704× 10−8 W/m2/K4).
From the modified Planck mean absorption coefficient, κ̃P , defined in Eq. C.12,
gray-resolved end-path intensity, total transmissivity, and total emissivity are de-
fined respectively via










τ̃ = exp (−κ̃P L) , (C.15)
ε̃ = 1− exp (−κ̃P L) . (C.16)
The solution procedure for the gray formulation requires first the evaluation of
the modified Planck mean absorption coefficient, κ̃P , using the RadCal-computed
κ̄P within Eq. C.12. Next, the gray-resolved end-path intensity, Ĩ, total trans-
missivity, τ̃ , and total emissivity, ε̃, are determined via Eqs. C.14–C.16. Because
the gray formulation makes use of the RadCal-computed κ̄P , all initial and bound-
ary conditions for the gray-resolved quantities must match those employed for the
narrow-band computations. Note that the only spectral information utilized within
the gray formulation is that which is modeled by κ̃P .
C.4 Key Discrepancies Between Formulations
In comparing the narrow-band and gray formulations (respectively described
in Secs. C.2 and C.3), four primary discrepancies between the two formulations may
be identified. These discrepancies are described as follows and are further explored
in the detailed result comparisons presented in Sec. C.5.
The first discrepancy (1) arises from details in the narrow-band modeled spec-
tral transmissivity, which are neglected in the gray formulation. In the narrow-band
formulation, τω,k for gas-phase species are calculated via Eqs. C.8–C.10 as functions
of not only κω,k, but βω,k as well. From the forms of Eqs. C.8–C.10, it is apparent
that any influence of βω,k is negligible for short path length, L, but increases with
the pressure path length (defined as the product Pk L). The gray-formulated trans-
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missivity, given via Eq. C.15 (and influenced by Eqs. C.4 and C.12), contains no
information on βω,k and therefore fails to correctly model this behavior. Note that
βω,k is defined only for gas-phase species, and thus discrepancy (1) is negligible for
media where the principal participating species is soot.
The second discrepancy (2) is due to an erroneous reversal of mathematical
operations used to evaluate the gray-formulated τ̃ . In the narrow-band formulation,
τω is determined directly from κω,k via Eqs. C.7–C.11. The narrow-band τ̄ is then
evaluated by integrating τω over the spectrum via Eq. C.5. The order of operations
for the narrow-band τ̄ is then
∫
f (κω) dω. In the gray formulation, κ̄P is defined
by integrating κω,k over the spectrum via Eq. C.4. The gray-formulated τ̃ is then
determined from κ̄P via Eqs. C.12 and C.15. The order of operations for the gray-











equality is satisfied only for certain functions and integration domains.
The third discrepancy (3) results from the temperature dependence of the
Planck distribution, Bω, which is used as a weighting function for spectral inte-
grations in both formulations. In the narrow-band formulation, τ̄ is determined
via Eq. C.5 as a weighted spectral average of τω, where Bω is evaluated at the
background blackbody temperature, TB. As used in the gray formulation, κ̄P is de-
termined via Eq. C.4 as a weighted spectral average of κω,k, where Bω is evaluated
at the layer temperature, Tl. Because the shape of the Planck distribution varies
significantly with temperature (see Fig. C.1), any discrepancy between Tl and TB
can cause significant inaccuracy in the gray formulation, where κ̄P is then skewed
by the offset shape of Bω.
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Figure C.1: Normalized Planck distribution (Bω) evaluated at selected
temperatures and plotted versus wavenumber (ω).
The fourth discrepancy (4) arises from the gray formulation’s direct use of
Kirchhoff’s law in the evaluation of the total emissivity. By Eqs. C.15 and C.16, τ̃
and ε̃ are related via τ̃ + ε̃ = 1. Kirchhoff’s law, which dictates that the spectral
absorptivity, αω, and emissivity, εω, of a medium be equal, generally applies only
discretely to monochromatic radiation, but extends to the full spectrum for media
or objects that exhibit blackbody behavior. It is also valid that if the reflectivity of
a medium is negligible, radiation that is not absorbed, must be transmitted, yielding
αω + τω = 1. But from Kirchhoff’s law, αω = εω, and therefore τω + εω = 1. This
result is valid for individual spectral lines, but is generally invalid when extended
across the full spectrum. This discrepancy can lead to inconsistencies between the
gray-formulated τ̃ and ε̃ (unless the medium exhibits blackbody behavior).
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Discrepancies (1) through (4) are a direct result of the simplifying assumptions
inherent to the gray formulation. The primary advantage of the gray formulation is
that it neglects spectral variations in the computed quantities and requires only a
single calculation to cover the entire spectrum. This is accomplished by modeling
all spectral information within κ̄P , which is defined solely via local properties of the
medium and is independent of path length and boundary conditions. While their
effects may be minimized by limiting use of the gray formulation to certain scenarios,
these discrepancies cannot be fundamentally corrected without also crippling the
computational advantages that they afford.
C.5 Formulation Performance
The present analysis considers one-dimensional radiative transfer through a
single homogeneous gas layer for varying property scenarios. The considered scenar-
ios include variation of the spectral domain over which computations are performed,
variation of the path length and thus optical depth of the layer, and alternation be-
tween a scenario involving dominance of gas-layer emission relative to background
radiation (low TB, high Tl) and dominance of gas-layer absorption (high TB, low Tl).
The spectral domains considered include 1400–1600 cm−1, 1200–2200 cm−1,
1000–4500 cm−1, and 50–10000 cm−1. Path lengths range from 0.5–50 cm. For the
scenario involving layer emission dominance (scenario 1), the background and layer
temperatures are respectively 300 K and 800 K, while for the scenario involving layer
absorption dominance (scenario 2), respective temperatures are 800 K and 300 K.
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Calculations for each scenario are conducted within four principal test cases,
each investigating a different radiative species. Differentiation between these cases
is meant to clearly identify the previously defined formulation discrepancies as well
as quantify their effects on the computed radiative properties.
Case 1 considers a modified (hypothetical) soot species for which both κω,k and
τω,k are constant across the spectrum. Case 2 considers a modified (hypothetical)
water-vapor species for which κω,k is constant, while τω,k varies non-linearly across
the spectrum. Case 3 considers soot, for which κω,k varies linearly, while τω,k varies
non-linearly across the spectrum. Finally, case 4 considers water-vapor, for which
κω,k and τω,k both vary sharply and non-linearly across the spectrum.
All cases consider a homogeneous gas layer at atmospheric pressure. Layer
composition for cases 1 and 3 comprises respective mole fractions of N2 and O2 of
0.80 and 0.20, with a soot volume fraction of 1 ppm. Layer composition for cases 2
and 4 comprises respective mole fractions of N2, O2, and H2O of 0.75, 0.20, and 0.05.
In all cases, the excess N2 and O2 act as an inert background and do not participate
in the radiation transfer (but are important for collision broadening effects).
Results for case 1 are presented in Fig. C.2, representing a trivial condition
for which κω,k and τω,k are both invariant across the full spectrum. As a result,
the narrow-band and gray formulations reduce to mathematically equivalent forms
and all four of the previously noted formulation discrepancies do not apply. This
is illustrated in Fig. C.2, which shows that the narrow-band and gray-formulated
end-path intensities, transmissivities, and emissivities respectively agree across all
computed conditions, in agreement with expectations.
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Figure C.2: Case 1 comparison of narrow-band (nb) and gray (gr) formulated end-
path intensity (I), transmissivity (τ), and emissivity (ε) for layer emission domi-
nance (scenario 1) or layer absorption dominance (scenario 2), plotted versus ef-
fective optical depth (κ̄E L); S1: 50–10000 cm
−1, S2: 1000–4500 cm−1, S3: 1200–
2200 cm−1, S4: 1400–1600 cm−1; (a) I, scenario 1, (b) I, scenario 2, (c) τ , scenario
1, (d) τ , scenario 2, (e) ε, scenario 1, (f) ε, scenario 2.
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Results in Figs. C.2(c)-(f) show that ε̄ and τ̄ are independent of the width of
the spectral domain over which they are computed. In addition, ε̄ and τ̄ computed
for scenario 1 are equivalent to those for scenario 2, indicating no variation of behav-
ior with dominance of absorption or emission within the layer. These observations
are consistent with κω,k being invariant across the spectrum. Intuitively, τ̄ decreases
and ε̄ increases, both with increasing optical depth of the layer.
The observed variations in the computed end-path intensities with changing
spectral domain, as shown in Figs. C.2(a)-(b), are also expected. These differ-
ences occur because, as the width of the computed spectrum increases, the energy
contained within that spectrum must also increase. Supporting this explanation,
plotted intensities increase with increasing width of the computed spectrum.
For scenario 1 results, end-path intensities increase with increasing optical
depth of the layer, due to the dominance of emission within the layer, where a
thicker layer yields greater emission. For scenario 2, end-path intensities decrease
with increasing optical depth of the layer due to the dominance of absorption within
the layer, where a thicker layer yields greater absorption of the background radiation.
Results for case 2 are presented in Fig. C.3, representing a more complex
condition then case 1, where κω,k remains constant across the spectrum, but τω,k
does not. This results from the dependence of τω,k on βω,k, which also varies across
the spectrum due to Doppler broadening effects. Results for case 2 highlight the
effects of discrepancy (1) when comparing the narrow-band and gray-formulated
results. As in case 1, because κω,k is constant across the spectrum, discrepancies
(2), (3), and (4) do not apply.
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Figure C.3: Case 2 comparison of narrow-band (nb) and gray (gr) formulated end-
path intensity (I), transmissivity (τ), and emissivity (ε) for layer emission domi-
nance (scenario 1) or layer absorption dominance (scenario 2), plotted versus ef-
fective optical depth (κ̄E L); S1: 50–10000 cm
−1, S2: 1000–4500 cm−1, S3: 1200–
2200 cm−1, S4: 1400–1600 cm−1; (a) I, scenario 1, (b) I, scenario 2, (c) τ , scenario
1, (d) τ , scenario 2, (e) ε, scenario 1, (f) ε, scenario 2.
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For case 2, τω,k is modeled via Eq. C.9, from which it is apparent that the
asymptotic behavior follows − ln (τω,k) ≈ κω,k Pk L for short pressure paths and
− ln (τω,k) ≈
√
4 βω,k κω,k Pk L for long pressure paths. From Eq. C.15, it is apparent
that the gray formulation assumes the short pressure path asymptotic behavior
independent of the actual path length. Matching the results shown in Fig. C.3, it is
expected that the gray results initially agree with the narrow-band results for short
pressure paths, then deviate with increasing path length.
Despite the observed deviations between the narrow-band and gray-formulated
results, general trends in the computed quantities are in agreement with those noted
for case 1. Considering the deviations, end-path intensities are consistently over-
predicted by the gray formulation for scenario 1 (emission dominance) and under-
predicted for scenario 2 (absorption dominance). Independent of the scenario, τ̃ are
consistently under-predicted by the gray formulation, while ε̃ are consistently over-
predicted. Computed transmissivities and emissivities for both formulations are
independent of the bounds of the computed spectrum, and are equivalent between
scenarios 1 and 2. These results are consistent with those reported for case 1 and
are again the direct result of κω,k being invariant across the spectrum.
Results for case 3 are presented in Fig. C.4, representing a more complex
condition for which κω,k varies linearly across the spectrum. From Eq. C.7 (which is
here applicable because the layer contains only soot), τω,k varies as the exponential
of κω,k. Because τω,k is here defined by blackbody behavior, and not a statistical
narrow-band model, discrepancies (1) and (4) do not apply to this case. Still,
because of the noted spectral variations in κω,k, discrepancies (2) and (3) are present.
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Figure C.4: Case 3 comparison of narrow-band (nb) and gray (gr) formulated end-
path intensity (I), transmissivity (τ), and emissivity (ε) for layer emission domi-
nance (scenario 1) or layer absorption dominance (scenario 2), plotted versus ef-
fective optical depth (κ̄E L); S1: 50–10000 cm
−1, S2: 1000–4500 cm−1, S3: 1200–
2200 cm−1, S4: 1400–1600 cm−1; (a) I, scenario 1, (b) I, scenario 2, (c) τ , scenario
1, (d) τ , scenario 2, (e) ε, scenario 1, (f) ε, scenario 2.
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As shown in Fig. C.4, general trends in the computed quantities are in agree-
ment with those observed in the preceding cases. Additional deviations between the
narrow-band and gray results generally increase with both increasing width of the
computed spectrum and with increasing optical depth, consistent with errors that
result from discrepancies (2) and (3).
While the narrow-band formulation resolves spectral variations in κω, the gray
formulation does not. Rather, the gray formulation assumes that a constant, mean
value of κ̃P applies over each computed spectrum. While it is generally the case that
there exists an effective mean value, κ̄E, that accurately models spectral variations
in κω, such a value cannot be accurately computed while retaining the simplifying
assumptions of the gray formulation. Certainly, κ̃P deviates from κ̄E due to dis-
crepancies (2) and (3). Agreement between κ̃P (or any other mean value of κω)
and κ̄E generally deteriorates as the width of the computed spectrum increases. In
addition, any effect of such a disagreement on computed results is amplified as the
path length is increased. These rules match the trends depicted in Fig. C.4.
As shown in Fig. C.4(a), end-path intensities are well approximated with the
gray formulation for scenario 1, whereas from Fig. C.4(b), end-path intensities are
approximated comparably poorly for scenario 2. From Figs. C.4(e) and (f), an
analogous observation is obtained from the emissivity results. Contrastingly, from
Figs. C.4(c) and (d), transmissivities are approximated poorly for both scenarios.
These observations are a direct result of discrepancy (3), where the only change
between scenarios 1 and 2 are the layer and background temperatures. In particu-
lar, the emission spectrum of the gas layer is well represented by κ̃P , which assumes
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blackbody behavior evaluated at the layer temperature. Comparatively, the absorp-
tion spectrum of the gas layer is poorly represented by κ̃P , because the appropriate
absorption spectrum depends not on the layer temperature, but on the layer bound-
ary condition, which is typically unavailable when κ̃P is determined. The net effect
of this result is that κ̃P always favors accuracy of emission over absorption, in par-
ticular for layers that exhibit blackbody behavior. Caution should thus necessarily
be taken when attempting to employ a κ̃P based gray formulation to model a con-
figuration involving primarily absorption of external radiation.
The observation that τ̃ results poorly match the narrow-band solutions for
both scenarios is supported by the notion that κ̃P poorly represents absorption
behavior. Contrarily, ε̃ are well matched for scenario 1 (layer emission dominance)
because κ̃P represents emission behavior well. The poorly matched ε̃ results for
scenario 2 (layer absorption dominance) are then also due to the dominance of
background radiation, which is not well represented by κ̃P .
Shown in Figs. C.4(c) and (d), τ̃ under-predict the narrow-band solutions for
scenario 1 (Tl > TB) and over-predict them for scenario 2 (Tl < TB), consistent with
the temperature differences in each scenario. Careful comparison of Figs. C.4(c) and
(d) also suggests that, were κ̄P to be evaluated at TB instead of Tl (see Eq. C.4), τ̃
would more accurately match the narrow-band solutions. Such a convention cannot
generally be employed however, because boundary-incident radiation at an arbitrary
location within a medium cannot typically be known prior to solution of the RTE.
Results for case 4 are presented in Fig. C.5, representing the most complex of
the presently considered cases.
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Figure C.5: Case 4 comparison of narrow-band (nb) and gray (gr) formulated end-
path intensity (I), transmissivity (τ), and emissivity (ε) for layer emission domi-
nance (scenario 1) or layer absorption dominance (scenario 2), plotted versus ef-
fective optical depth (κ̄E L); S1: 50–10000 cm
−1, S2: 1000–4500 cm−1, S3: 1200–
2200 cm−1, S4: 1400–1600 cm−1; (a) I, scenario 1, (b) I, scenario 2, (c) τ , scenario
1, (d) τ , scenario 2, (e) ε, scenario 1, (f) ε, scenario 2.
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For case 4, κω,k and τω,k both vary sharply, non-monotonically, and non-linearly
across the spectrum. As a result, all four of the previously described formulation
discrepancies apply and compound on one another. From the plotted results (see
Fig. C.5), agreement between the narrow-band and gray formulations is found only
at low optical depth. Also shown, agreement is not necessarily improved with nar-
rowing of the computed spectrum. General trends in the computed quantities agree
with the preceding cases, but with significantly increased discrepancy between the
narrow-band and gray formulations. Certainly, for conditions dominated by the
spectral characteristics of a radiative species such as water vapor, the gray formu-
lation should be employed only for clearly optically thin conditions.
The preceding analysis highlights the effects that the aforementioned formu-
lation discrepancies (see Sec. C.4) can have on radiative transfer computations in
a range of conditions. While the narrow-band formulation provides more accurate
results in all scenarios, there are situations for which the gray formulation may be
appropriate. As the gray formulation offers significant advantages in terms of sim-
plicity and computational cost, there are clear motivations toward its use in place
of a more resolved or more accurate radiation model. Based on the present results,
the gray formulation should be reliably implemented only in cases where (1) the
dominant participating radiative species exhibit principally blackbody behavior, (2)
the dominant role of the medium is to emit rather than absorb radiation, and most
importantly (3) the optical depth (path length) through the medium is sufficiently
low. Actual deviations between gray-formulated results and the correct behavior
will depend on the specific scenario being modeled.
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[43] P. Narayanan, H. R. Baum, A. Trouvé, Effect of soot addition on extinction
limits of luminous laminar counterflow diffusion flames, Proceedings of the
Combustion Institute 33 (2) (2011) 2539–2546.
[44] P. G. Arias, H. G. Im, P. Narayanan, A. Trouvé, A computational study of
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