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k-MODULES OVER LINEAR SPACES BY n-LINEAR MAPS ADMITTING A MULTIPLICATIVE BASIS
E. BARREIRO, I. KAYGORODOV, AND J.M. SA´NCHEZ
ABSTRACT. We study the structure of certain k-modules V over linear spaces W with restrictions neither on the dimensions of V and W
nor on the base field F. A basis B = {vi}i∈I of V is called multiplicative with respect to the basis B
′ = {wj}j∈J of W if for any
σ ∈ Sn, i1, . . . , ik ∈ I and jk+1, . . . , jn ∈ J we have [vi1 , . . . , vik , wjk+1 , . . . , wjn ]σ ∈ Fvrσ for some rσ ∈ I . We show that if V
admits a multiplicative basis then it decomposes as the direct sum V =
⊕
α Vα of well described k-submodules Vα each one admitting
a multiplicative basis. Also the minimality of V is characterized in terms of the multiplicative basis and it is shown that the above direct
sum is by means of the family of its minimal k-submodules, admitting each one a multiplicative basis. Finally we study an application of
k-modules with a multiplicative basis over an arbitrary n-ary algebra with multiplicative basis.
Keywords: Multiplicative basis, infinite dimensional linear space, k-module over a linear space, representation theory, structure theory.
MSC2010: 17B10, 16D80.
1. INTRODUCTION AND PREVIOUS DEFINITIONS
In the literature it is usual to describe an algebra by exhibiting a multiplicative table among the elements of a fixed basis.
There exist many classical examples of algebras admitting multiplicative bases in the setting of several algebras as associative
algebras, Lie algebras, Malcev algebras, Leibniz algebras, hom-Lie algebras, etc. For instance, in the class of associative algebras
we have that the classes of full matrix algebras, group-algebras and quiver algebras when F is algebraically closed are examples
of (associative) algebras admitting multiplicative basis [3, 5, 6, 14, 27]. In the class of Lie algebras we can consider the semisim-
ple finite-dimensional Lie algebras over algebraically closed fields of characteristic 0, semisimple separable L∗-algebras [29],
semisimple locally finite split Lie algebras [30], Heisenberg algebras [26], twisted Heisenberg algebras [1] or the split Lie alge-
bras considered in [9, Section 3]. In the class of Leibniz algebras we have the classes of (complex) finite-dimensional naturally
graded filiform Leibniz algebras and n-dimensional filiform graded filiform Leibniz algebras of length n− 1 (see [2]). By look-
ing at the multiplication table of the non-Lie Malcev algebra A0 (7-dimensional algebra over its centroid), in [28, Section 6] we
have another example of algebra with a multiplicative basis. In [24] we can find examples of hom-Jordan algebras admitting
multiplicative bases. For Zinbiel algebras we have, for instance, that any complex n-dimensional nul-filiform Zinbiel algebra
admits a multiplicative basis (see [21]). We can also mention the simple Filippov algebras in [17] as examples of n-ary algebras
admitting a multiplicative basis (n = 3, 4, . . . ).
In 2004, Dzhumadil’daev studied n-Lie modules over n-Lie algebrasA as a vector space V such that a semi-direct sum A+V
is once again a n-Lie algebra (see [16]). So a module of n-Lie algebra is an usual module of Lie algebra if n = 2. The increasing
interest in the study of modules over different classes of algebras, and so over linear spaces, is specially motivated by their
relation with mathematical physics (see [13, 15, 18, 19, 23, 25, 31, 32]).
The present paper is devoted to the study of arbitrary k-modules over arbitrary linear spaces admitting a multiplicative basis,
by focussing on its structure. Caldero´n and Navarro introduced in [12] the concept of arbitrary algebras admitting a multiplicative
basis, and later in [11] it was extended to the setup of arbitrary modules over arbitrary linear spaces admitting a multiplicative
basis.
The paper is organized as follows. In Section 2, and by inspiring in the connections in the index set techniques developed
for arbitrary algebras in [12], we consider connections techniques to our set of indexes I of the multiplicative basis so as to get
a powerful tool for the study of this class of k-modules. By making use of these techniques we show that any k-module over a
linear space admitting a multiplicative basis is of the form V = ⊕αVα with any Vα a well described k-submodule of V admitting
also a multiplicative basis. In Section 3 the minimality of V is characterized in terms of the multiplicative basis and it is shown
that, in case the basis is µ-multiplicative, the above decomposition of V is actually by means of the family of its minimal simple
k-submodules. In the final section we study an application of k-modules considering n-ary algebras. Throughout this paper V
denotes an arbitrary k-module over an arbitrary linear spaceW in the sense that there are not restrictions on the dimensions of V
andW or on the base field F (same for both algebraic structures).
We denote by Sn the permutation group of n elements. For any σ ∈ Sn, we use the notation
[w1, . . . , wj , . . . , wn]σ = [ w1︸︷︷︸
σ(1)−pos
, . . . , wj︸︷︷︸
σ(j)−pos
, . . . , wn︸︷︷︸
σ(n)−pos
],
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to mean that the element wj is placed in position σ(j) in the n-linear map.
Definition 1. Let n ∈ N and fix k ∈ N such that 1 ≤ k ≤ n. Let V be a vector space over an arbitrary base field F. It is said
that V is k-moduled by a linear space W (over same base field F), or just that V is a k-module over W if it is endowed with a
n-linear map
[V, k). . .,V,W, n−k). . . ,W]σ ⊂ V,
for any σ ∈ Sn.
Example 2. Trivially common modules over linear spaces are examples of k-modules with n = 2 and k = 1. So the present
paper contains results that generalize the results from [11].
Example 3. We recall that an n-ary algebraA is just a linear space over F endowedwith a n-linear map 〈·, . . . , ·〉 : A×
n)
· · ·×A→
A called the n-product of A. By depending on the identities satisfied by the n-product we can speak about n-ary associative,
n-Lie algebras, etc. Clearly, any kind of n-ary algebra A is a k-module over itself in the case n = k. Hence, the present work
extends [10].
Example 4. Let S be a color n-ary algebra, graded by a groupG (see [20]). That is, (S, [·, . . . , ·]) is an algebra that decomposes
as the direct sum S = ⊕g∈GSg in such a way that [Sg1 , . . . , Sgn ] ⊂ Sg1+···+gn . Then S is a k-module over the linear space Sg
under the natural action.
Definition 5. Let V be a k-module over a linear space W. Given a basis B′ = {wj}j∈J of W we say that a basis
B = {vi}i∈I of V is multiplicative with respect to B′ if for any σ ∈ Sn, i1, . . . , ik ∈ I and jk+1, . . . , jn ∈ J we have
[vi1 , . . . , vik , wjk+1 , . . . , wjn ]σ ∈ Fvrσ for some (unique) rσ ∈ I .
Remark 6. Let us observe that Definition 5 agrees with the case for arbitrary algebras studied in [12] (indeed it is the particular
case for n = 2) and it is a little bit more general than the usual one in the literature (cf. [4, 6–8, 22]) because in these references
it is not supposed uniqueness on the element j ∈ I .
To get examples of k-modules admitting multiplicative basis we have just to consider two F-linear spaces V andW with their
respective basis {vi}i∈I and {wj}j∈J . Let us fix two arbitrary mappings
ασ : I ×
k)
· · · × I × J ×
n−k)
· · · × J → I and βσ : I ×
k)
· · · × I × J ×
n−k)
· · · × J → F,
where as before this notation means that the element xl is placed in position σ(l) in the n-linear maps. Then the space V with
the n-linear map defined by
[vi1 , . . . , vik , wjk+1 , . . . , wjn ]σ := βσ(i1, . . . , ik, jk+1, . . . , jn)vασ(i1,...,ik,jk+1,...,jn)
becomes a k-module admitting B as multiplicative basis.
2. CONNECTIONS IN THE SET OF INDEXES. DECOMPOSITIONS
At following W denotes a linear space with a basis B′ = {wj}j∈J and V a k-module over W with multiplicative basis
B = {vi}i∈I with respect to B′. Firstly we develope connection techniques among the elements in the set of indexes I as the
main tool in our study. For each i ∈ I , a new variable i /∈ I is introduced and we denote by
I := {i : i ∈ I}
the set consisting of all these new symbols. Analogously, for j ∈ J we define the symbols j and the set of symbols J. Let P(I)
be the power set of I . From now we denote (x) := x ∈ I ∪ J and A := {i : i ∈ A} for any A ⊂ P(I).
Next, we consider the following operation which recover, in a sense, certain multiplicative relations among the elements of
B. Let Sn be the group of all permutations of n elements. Given a σ ∈ Sn we define aσ : I ×
k)
· · · × I × J ×
n−k)
· · · × J → P(I)
such as
aσ(i1, . . . , ik, jk+1, . . . , jn) :=
{
∅ if 0 = [vi1 , . . . , vik , wjk+1 , . . . , wjn ]σ
{rσ} if 0 6= [vi1 , . . . , vik , wjk+1 , . . . , wjn ]σ ∈ Fvrσ
and bσ : I × I ×
k−1). . . × I × J × n−k). . . × J → P(I) such as
bσ(i, i2, . . . , ik, jk+1, . . . , jn) :=
{
i′ ∈ I : aσ(i′, i2, . . . , ik, jk+1, . . . , jn) = {i}
}
Then, we consider the following operation
µ : I × (I ∪˙ I)×
k−1)
· · · × (I ∪˙ I)× (J ∪˙ J)×
n−k)
· · · × (J ∪˙ J)→ P(I)
given by:
• µ(i1, . . . , ik, jk+1, . . . , jn) :=
⋃
σ∈Sn
aσ(i1, . . . , ik, jk+1, . . . , jn) for i1, . . . , ik ∈ I and jk+1, . . . , jn ∈ J ,
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• µ(i, i2, . . . , ik, jk+1, . . . , jn) :=
⋃
σ∈Sn
bσ(i, i2, . . . , ik, jk+1, . . . , jn) for i ∈ I, i2, . . . , ik ∈ I and jk+1, . . . , jn ∈ J .
We define µ(i, i2, . . . , ik, jk+1, . . . , jn) := ∅ if neither {i2, . . . , ik} ⊂ I and {jk+1, . . . , jn} ⊂ J nor {i2, . . . , ik} ⊂ I and
{jk+1, . . . , jn} ⊂ J.
Remark 7. Let us observe that
µ(i1, . . . , ik, jk+1, . . . , jn) = µ(iσ(1), . . . , iσ(k), jk+θ(1), . . . , jk+θ(n−k))
for any σ ∈ Sk and θ ∈ Sn−k if {i1, . . . , ik} ∈ I and {jk+1, . . . , jn} ∈ J . We have that µ also verifies
µ(i, i2, . . . , ik, jk+1, . . . , jn) = µ(i, i1+σ(1), . . . , i1+σ(k−1), jk+θ(1), . . . , jk+θ(n−k))
for any σ ∈ Sk−1 and θ ∈ Sn−k if {i2, . . . , ik} ∈ I and {jk+1, . . . , jn} ∈ J .
Now, we also consider the mapping
φ : P(I)× (I ∪˙ I)×
k−1)
· · · × (I ∪˙ I)× (J ∪˙ J)×
n−k)
· · · × (J ∪˙ J)→ P(I)
defined as
φ(A, x2, . . . , xk, yk+1, . . . , yn) :=
⋃
i∈A
µ(i, x2, . . . , xk, yk+1, . . . , yn),
whereA ∈ P(I), {x2, . . . , xk} ∈ I ∪˙ I and {yk+1, . . . , yn} ∈ J ∪˙ J. From Remark 7 we have for any σ ∈ Sk−1 and θ ∈ Sn−k,
φ(A, x2, . . . , xk, yk+1, . . . , yn) = φ(A, x1+σ(1), . . . , x1+σ(k−1), yk+θ(1), . . . , yk+θ(n−k)).
Next result show us the relation by µ among elements in I ∪˙ I .
Lemma 8. Let i, i′ ∈ I . Given {x2, . . . , xk} ∈ I ∪˙ I and {yk+1, . . . , yn} ∈ J ∪˙ J then i ∈ µ(i′, x2, . . . , xk, yk+1, . . . , yn) if
and only if i′ ∈ µ(i, x2, . . . , xk, yk+1, . . . , yn).
Proof. To prove the first implication let us suppose that i ∈ µ(i′, x2, . . . , xk, yk+1, . . . , yn). In the case {x2, . . . , xk} ∈ I and
{yk+1, . . . , yn} ∈ J , there exists σ ∈ Sn such that
{i} = aσ(i
′, x2, . . . , xk, yk+1, . . . , yn),
then i′ ∈ bσ(i, x2, . . . , xk, yk+1, . . . , yn) ⊂ µ(i, x2, . . . , xk, yk+1, . . . , yn). In the another case, if {x2, . . . , xk} ∈ I and
{yk+1, . . . , yn} ∈ J then exists σ ∈ Sn satisfying i ∈ bσ(i′, x2, . . . , xk, yk+1, . . . , yn) and so
{i′} = aσ(i, x2, . . . , xk, yk+1, . . . , yn) ⊂ µ(i, x2, . . . , xk, yk+1, . . . , yn).
To prove the converse we can argue in a similar way. 
As consequence of Lemma 8 we can state the next result.
Lemma 9. Let {x2, . . . , xk} ∈ I ∪˙ I, {yk+1, . . . , yn} ∈ J ∪˙ J and A ∈ P(I). It holds that i ∈ φ(A, x2, . . . , xk, yk+1, . . . , yn)
if and only if ∅ 6= φ({i}, x2, . . . , xk, yk+1, . . . , yn) ∩ A.
Proof. Let us suppose that i ∈ φ(A, x2, . . . , xk, yk+1, . . . , yn). Then there exists i′ ∈ A such that i ∈ µ(i′, x2, . . . , xk, yk+1, . . . , yn).
By Lemma 8
i′ ∈ µ(i, x2, . . . , xk, yk+1, . . . , yn) ⊂ φ({i}, x2, . . . , xk, yk+1, . . . , yn).
So
i′ ∈ φ({i}, x2, . . . , xk, yk+1, . . . , yn) ∩ A 6= ∅.
Arguing in a similar way the converse is proven. 
For an easier comprenhesion we firstly present a shorter notation. Let m be a natural number, we denote Xm :=
(xm,2, . . . , xm,k) ∈ I ∪˙ I ×
k−1). . . × I ∪˙ I and Ym := (ym,k+1, . . . , ym,n) ∈ J ∪˙ J ×
n−k). . . × J ∪˙ J . Let us also denote
Xm := (xm,2, . . . , xm,k) and Y m := (ym,k+1, . . . , ym,n).
Additionally, for t ≥ 1, by {X1, Y1, . . . , Xt, Yt} we mean the set of elements
{x1,2, . . . , x1,k, y1,k+1, . . . , y1,n, . . . , xt,2, . . . , xt,k, yt,k+1, . . . , yt,n}.
Finally, for A ∈ P(I) we denote φ(A, Xm, Ym) := φ(A, xm,2, . . . , xm,k, ym,k+1, . . . , ym,n).
Definition 10. Let i and i′ be distinct elements in I . We say that i is connected to i′ if there exists a subset {X1, Y1, . . . , Xt, Yt} ⊂
I ∪˙ I ∪˙ J ∪˙ J, for certain t ≥ 1, such that the following conditions hold:
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1. φ({i}, X1, Y1) 6= ∅,
φ(φ({i}, X1, Y1), X2, Y2) 6= ∅,
...
φ(φ(. . . φ({i}, X1, Y1), . . . ), Xt−1, Yt−1) 6= ∅.
2. i′ ∈ φ(φ(. . . φ({i}, X1, Y1), . . . ), Xt, Yt).
The subset {X1, Y1, . . . , Xt, Yt} is a connection from i to i′ and we accept i to be connected to itself.
Our aim is to show that the connection relation is of equivalence. Previously we check the symmetric property.
Lemma 11. Let {X1, Y1, . . . , Xt, Yt} be a connection from some i to some i′ where i, i′ ∈ I with i 6= i′ and t ≥ 1. Then the set
{Xt, Y t, . . . , X1, Y 1} is a connection from i′ to i.
Proof. Let us prove by induction on t.
For t = 1 we have that i′ ∈ φ({i}, X1, Y1). It means that i′ ∈ µ(i,X1, Y1) so, by Lemma 8, i ∈ µ(i′, X1, Y 1) ⊂
φ({i′}, X1, Y 1). Hence {X1, Y 1} is a connection from i
′ to i.
Let us suppose that the assertion holds for any connection with certain t, where t ≥ 1, and let us show this assertion also holds
for any connection from i to i′ of the form
{X1, Y1, . . . , Xt, Yt, Xt+1, Yt+1}.
Denoting the set A := φ(φ(. . . φ({i}, X1, Y1), . . . ), Xt, Yt) taking into the account second condition of the Definition 10 we
have that
i′ ∈ φ(A, Xt+1, Yt+1).
Then, by the Lemma 9, φ({i′}, Xt+1, Y t+1) ∩ A 6= ∅ so we can take h ∈ A such that
(1) h ∈ φ({i′}, Xt+1, Y t+1).
From h ∈ A we have that {X1, Y1, . . . , Xt, Yt} is a connection from i to h, so by induction hypothesys we get
{Xt, Y t, . . . , X1, Y 1}
connecting h with i. From here and Equation (1) we have
i ∈ φ(φ(. . . φ(φ({i′}, Xt+1, Y t+1), Xt, Y t) . . . ), X1, Y 1).
So {Xt+1, Xt+1, Xt, Y t, . . . , X1, Y 1} is a connection from i′ to i, which completes the proof. 
Now we can assert next result.
Proposition 12. The relation ∼ in I , defined by i ∼ i′ if and only if i is connected to i′, is an equivalence relation.
Proof. The reflexive and the symmetric character of ∼ is given by Definition 10 and Lemma 11. If we consider the connections
{X1, Y1, . . . , Xt, Yt} and {X ′1, Y
′
1 , . . . , X
′
p, Y
′
p} from i to i
′ and from i′ to i′′ respectively, then it is easy to prove that
{X1, Y1, . . . , Xt, Yt, X
′
1, Y
′
1 , . . . , X
′
p, Y
′
p}
is a connection from i to i′′. So ∼ is transitive and consequently an equivalence relation. 
By the above proposition we can introduce the quotient set
I/ ∼:= {[i] : i ∈ I},
where [i] denotes the class of equivalence of i, that is, the set of elements in I which are connected to i. For any [i] ∈ I/ ∼ we
define the linear subspace
V[i] :=
⊕
i′∈[i]
Fvi′ .
A linear subspace U of a k-module V is said a k-submodule if it satisfies
[U,V, k−1). . . ,V,W, n−k). . . ,W]σ ⊂ U
for any σ ∈ Sn.
Proposition 13. For any [i] ∈ I/ ∼ we have that V[i] is a k-submodule of V.
Proof. We need to check [V[i],V,
k−1). . . ,V,W, n−k). . . ,W]σ ⊂ V[i] for any σ ∈ Sn. Suppose there exist i1 ∈ [i], i2, . . . , ik ∈ I and
jk+1, . . . , jn ∈ J such that
0 6= [vi1 , vi2 , . . . , vik , wj1 , . . . , wjn ]σ ∈ Fvr,
for some r ∈ I . Therefore r ∈ φ({i1}, i2, . . . , ik, jk+1, . . . , jn). Considering the connection {i2, . . . , ik, jk+1, . . . , jn} we get
i1 ∼ r, and by transitivity r ∈ [i]. Consequently 0 6= [vi1 , . . . , vik , wj1 , . . . , wjn ]σ ∈ V[i] and so V[i] is a k-submodule of V. 
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By Proposition 13 we have next result.
Proposition 14. For any [i], [h] ∈ I/ ∼ such that [i] 6= [h] we have
[V[i], V[h],V,
k−2). . . ,V,W, n−k). . . ,W]σ = 0.
Definition 15. We say that a k-submodule U of V admits a multiplicative basisBU inherited fromB ifBU ⊂ B.
Observe that any k-submodule V[i] ⊂ V admits an inherited basisB[i] := {v[i′] : i
′ ∈ [i]}. So we can assert
Theorem 16. Let V be a k-module admitting a multiplicative basisB with respect to a fixed basis ofW. Then
V =
⊕
[i]∈I/∼
V[i],
being any V[i] ⊂ V a k-submodule admitting a multiplicative basis B[i] inherited from B. Moreover, it is satisfied
[V[i], V[h],V,
k−2). . . ,V,W, n−k). . . ,W]σ = 0, with σ ∈ Sn, in case [i] 6= [h].
We call that a k-module V is simple if its only k-submodules are {0} and V.
Corollary 17. If V is simple then any couple of elements of I are connected.
Proof. The simplicity of V applies to get that V[i] = V for some [i] ∈ I/ ∼. Hence [i] = I and so any couple of elements in I
are connected. 
3. THE MINIMAL COMPONENTS
In this section we show that, under mild conditions, the decomposition of V presented in Theorem 16 can be given by means
of the family of its minimal k-submodules. We begin by introducing a concept of minimality for k-modules that agree with the
one for algebras in [12] and for modules in [11].
Definition 18. A k-moduleV over a linear spaceW admitting a multiplicative basisB with respect to a fixed basis ofW is said
to be minimal if its unique non-zero k-submodule admitting a multiplicative basis inherited fromB is V.
Let us also introduce the concept of µ-multiplicativity in the framework of k-modules over linear spaces in a similar way to
the analogous one for arbitrary algebras and modules over linear spaces (see [11, 12] for these notions and examples).
Definition 19. We say that a k-module V over a linear space W admits a µ-multiplicative basis B = {vi}i∈I with respect to a
fixed basis B′ = {wj}j∈J of W, if it is multiplicative and given i, i′ ∈ I such that i′ ∈ µ(i, i2, . . . , ik, jk+1, . . . , jn) for some
i2, . . . , ik ∈ I ∪˙ I and jk+1, . . . , jn ∈ J ∪˙ J then vi′ ∈ [vi,V,
k−1). . . ,V,W, n−k). . . ,W]σ .
Theorem 20. Let V be a k-module over a linear space W admitting a µ-multiplicative basis B = {vi}i∈I with respect to the
basisB′ = {wj}j∈J ofW. It holds that V is minimal if and only if the set of indexes I has all of its elements connected.
Proof. Suppose V is minimal. Taking into account the decomposition of V given in Theorem 16, V =
⊕
[i]∈I/∼ V[i], and that
any V[i] admits a multiplicative basis, we get V[i] = V for some [i] ∈ I/ ∼ and so [i] = I .
To prove the converse, consider a non-zero k-submodule U of V admitting a multiplicative basis inherited fromB. Then, for
a certain ∅ 6= IU ⊂ I , we can write U =
⊕
i∈IU
Fvi. Fix some i0 ∈ IU being then
(2) 0 6= vi0 ∈ U.
We show by induction on t that if {X1, Y1, . . . , Xt, Yt} is any connection from i0 to some i′ ∈ I then for any h ∈
φ(φ(· · · φ({i0}, X1, Y1) . . . ), Xt, Yt) we have that 0 6= vh ∈ U .
In case t = 1, we get h ∈ φ({i0}, X1, Y1). Hence h ∈ µ(i0, i2, . . . , ik, jk+1, . . . , jn), then, taking into account that U is a
k-submodule of V, the µ-multiplicativity ofB and Equation (2) we obtain vh ∈ [vi0 ,V,
k−1). . . ,V,W, n−k). . . ,W]σ ⊂ U .
Suppose now that the assertion holds for any connection {X1, Y1, . . . , Xt, Yt} from i0 to some r ∈ I. Consider an arbitrary
connection {X ′1, Y
′
1 , . . . , X
′
t, Y
′
t , X
′
t+1, Y
′
t+1} from i0 to some i
′ ∈ I . By induction hypothesis we know that for g ∈ A, where
A := φ(φ(· · · φ({i0}, X ′1, Y
′
1) · · · ), X
′
t, Y
′
t ), the element
(3) 0 6= vg ∈ U.
Taking into account that the fact h ∈ φ(φ(· · · φ({i0}, X ′1, Y
′
1) . . . ), X
′
t+1, Y
′
t+1) means h ∈ φ(A, X
′
t+1, Y
′
t+1), we have
that h ∈ µ(g,Xt+1, Yt+1), with g ∈ A. From here, the µ-multiplicativity of B and Equation (3) imply that vh ∈
[vg,V,
k−1). . . ,V,W, n−k). . . ,W]σ ⊂ U as desired.
Given any i′ ∈ I we know that i0 is connected to i′, so we can assert by the above observation that Fvi′ ⊂ U . We have shown
V =
⊕
i′∈I Fvi′ ⊂ U and so U = V. 
Theorem 21. Let V be a k-module over a linear space W admitting a µ-multiplicative basis B with respect to a fixed basis of
W. Then V =
⊕
α∈Ω Vα is the direct sum of the family of its minimal k-submodules, each one admitting a µ-multiplicative basis
inherited from B and in such a way that [Vα, Vγ ,V,
k−2). . . ,V,W, n−k). . . ,W]σ = 0, with σ ∈ Sn, in case α 6= γ.
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Proof. By Theorem16,V is the direct sum of the k-submodulesV[i] (with [i] ∈ I/ ∼) satisfying [V[i], V[h],V,
k−2). . . ,V,W, n−k). . . ,W]σ =
0, with σ ∈ Sn, if [i] 6= [h]. Now for any V[i] we have that B[i] is a µ-multiplicative basis where all of the elements of [i] are
connected. Applying Theorem 20 to any V[i] we have that the decomposition V =
⊕
[i]∈I/∼ V[i] satisfies the assertions of the
theorem. 
4. k-MODULES OVER ARBITRARY n-ARY ALGEBRAS WITH MULTIPLICATIVE BASIS
In this section we study an application of k-modules with a multiplicative basis over an arbitrary n-ary algebra with multi-
plicative basis. We consider a n-ary algebra A of arbitrary dimension and over an arbitrary base field F with a multiplicative
basisB′ = {ej}j∈J . That is, for any j1, . . . , jn ∈ J we have 〈ej1 , . . . , ejn〉 ∈ Fej for some j ∈ J .
Let V be a k-module over an arbitrary n-ary algebra A. Assume that V has a multiplicative basis B = {vi}i∈I with respect to
the multiplicative basisB′. We say V is a k-module over A under the action [V, k). . .,V,A, n−k). . . ,A]σ ⊂ V, for any permutation σ
of n elements.
Consider the F-linear space A⊕ V with basisB′′ := B∪˙B′ and define the structure of k-module over itself determined by
(A⊕ V)× n). . .× (A⊕ V) −→ (A⊕ V)
Jx1, . . . , xnK := 〈x1, . . . , xn〉 ∈ A
Jy1, . . . , yk, xk+1, . . . , xnKσ := [y1, . . . , yk, xk+1, . . . , xn]σ ∈ V
Jy1, . . . , yt, xt+1, . . . , xnKσ := 0, 1 ≤ t ≤ n, t 6= k
(4)
for x1, . . . , xn ∈ A, y1, . . . , yn ∈ V and σ any permutation of n elements. Clearly, A ⊕ V is a k-module with respect to itself
with a multiplicative basisB′′. So Theorem 16 let us assert that
(5) A⊕ V =
⊕
α∈Ω
Uα,
being each Uα a k-submodule of A ⊕ V. Observe that the decomposition (5) and the construction of any Uα imply V =
⊕α∈Ω(Uα∩V) andA = ⊕α∈Ω(Uα∩A). By denotingVα := Uα∩V, Aα := Uα∩A for anyα ∈ Ω, andΩV := {α ∈ Ω : Vα 6= 0},
ΩA := {α ∈ Ω : Aα 6= 0} we can write
V =
⊕
α∈ΩV
Vα, and A =
⊕
α∈ΩA
Aα.
As consequence of the action (4), any Vα is a k-module with respect to A and by [10, Lemma 2.4] anyAβ is an ideal of the n-ary
algebra A.
Lemma 22. For any α ∈ ΩV such that JVα,V,
k−1). . . ,V,A, n−k). . . ,AKσ 6= 0, there exists a unique β ∈ ΩA such that
JVα,V,
k−1). . . ,V, Aβ ,A,
n−k−1). . . ,AKσ 6= 0.
Proof. In the opposite case, there exist vp, vs ∈ B ∩ Vα, ei ∈ B′ ∩ Aβ and ej ∈ B′ ∩ Aγ with β, γ ∈ ΩA, β 6= γ, such that
0 6= Jvp, vi2 , . . . , vik , ei, ejk+2 , . . . , ejnKσ ∈ Fvh
and
0 6= Jvs, vl2 , . . . , vlk , ej , eqk+2 , . . . , eqnKσ ∈ Fvh′ ,
with vi2 , . . . , vik , vl2 , . . . , vlk ∈ B, ejk+2 , . . . , ejn , eqk+2 , . . . , eqn ∈ B
′ and certains vh, vh′ ∈ F. Since [p] = [s] = α (see The-
orem 16) there exists a connection {X1, Y1, . . . , Xt, Yt} from p to s in case p 6= s. Let us define P := (i2, . . . , ik, jk+2, . . . , jn)
and Q := (l2, . . . , lk, , qk+2, . . . , qn). Let us fix the notation for A := (a1, . . . , an−2), (a,A) := (a, a1, . . . , an−2) and
φ({b}, (a,A)) := φ({b}, a, a1, . . . , an−2), with a, a1, . . . , ar ∈ I ∪ J ∪ I ∪ J and b ∈ I . Then we have that either the set
{(p, P ), (i, P ), (j,Q), (s,Q)} (if p = s) is a connection from i to j because
h ∈ φ({i}, (p, P )) 6= ∅
s = p ∈ φ(φ({i}, (p, P )), (i, P )) 6= ∅
h′ ∈ φ(φ(φ({i}, (p, P )), (i, P )), (j,Q)) 6= ∅
j ∈ φ(φ(φ(φ({i}, (p, P )), (i, P )), (j,Q)), (s,Q))
or in a similar way we can use the set {(p, P ), (i, P ), X1, Y1, . . . , Xt, Yt, (j,Q), (s,Q)} (if p 6= s) to conclude again that
[i] = [j]. That is (we apply Theorem 16 on A because it can be clearly seen as an n-module over itself), β = γ, a contradiction.
In a similar way, we can show that for any β ∈ ΩA such that JV,
k). . .,V, Aβ,A,
n−k−1). . . ,AKσ 6= 0, there exists a unique α ∈ ΩV
such that JVα,V,
k−1). . . ,V, Aβ,A,
n−k−1). . . ,AKσ 6= 0. 
By applying Theorems 16, 20 and Lemma 22 we can assert the next result.
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Corollary 23. Let A be an arbitrary n-ary algebra with a multiplicative basis B′ and V a k-module over the n-ary algebra A
admitting a multiplicative basisB with respect to B′. Then
V =
⊕
α∈ΩV
Vα,
being any Vα a k-submodule of V admitting a multiplicative basis inherited from the one of V, and
A =
⊕
β∈ΩA
Aβ ,
being any Aβ an ideal of A admitting a multiplicative basis inherited from the one of A. Furthermore, if we denote by Ω
′
V
:=
{α ∈ ΩV : JVα,V,
k−1). . . ,V,A, n−k). . . ,AKσ 6= 0} and by Ω′A := {β ∈ ΩA : JV,
k). . .,V, Aβ ,A,
n−k−1). . . ,AKσ 6= 0}, there exists a
bijection f : Ω′
V
→ Ω′
A
satisfying that JVα,V,
k−1). . . ,V, Af(α),A,
n−k−1). . . ,AKσ 6= 0 and JVα,V,
k−1). . . ,V, Aβ,A,
n−k−1). . . ,AKσ = 0
if β 6= f(α). If B′′ is also µ-multiplicative, then the above decompositions of V and A are by means of the family of its minimal
k-submodules and of the family of its minimal ideals, respectively.
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