The ever-increasing capacity of computing resources has extended ribosome calculations from the study of small-scale fluctuations to large-scale barriercrossing processes. As the field of computational/theoretical biophysics shifts focus to large-scale conformational transitions, there is a growing need for a systematic framework to interpret and analyze ribosome dynamics. To this end, energy landscape principles, largely developed for the study of biomolecular folding, have proven to be invaluable. These tools not only provide a foundation for describing simulations but can be used to reconcile experimental results, as well. In this review, I will discuss recent efforts to employ computational methods to reveal the characteristics of the ribosome's landscape and how these studies can help guide a new generation of experiments that more closely probe the underlying energetics. As a result of these investigations, general principles about ribosome function are beginning to emerge, including that: (1) smallscale fluctuations are the result of structure, rather than detailed energetics, (2) molecular flexibility leads to entropically favored rearrangements, and (3) tRNA dynamics may be accurately described as diffusive movement across an energy landscape.
Introduction
Inspired by decades of investigations into protein dynamics (Frauenfelder et al. 1991; Onuchic et al. 1995; Thirumalai and Hyeon 2005) , an increasingly adopted view of biomolecular function is that large-scale conformational rearrangements may be described as movement across an underlying energy landscape (Hyeon and Thirumalai 2011; Whitford et al. 2012; Hills and Brooks 2009; Chan et al. 2011) . With exponential growth in the scale of computing (Vendruscolo and Dobson 2011) , it is now possible to use simulations to learn about the energy landscapes of complex machines, such as the ribosome. In this review, I will discuss recent advances in molecular biophysics that have provided insights into features of the landscapes that govern ribosome function. The discussion will focus on the merits and limitations of computational techniques that have been applied to study large-scale movement (10-100Å) of transfer RNA (tRNA) inside of the ribosome, specifically tRNA accommodation and translocation (Fig. 1) . The aim is that the reader will be left with an understanding of how computational methods provide quantitative frameworks for describing ribosome dynamics.
As progress is made to understand the ribosome from kinetic approaches (Johansson et al. 2008; Rodnina and Wintermeyer 2011) , structural techniques (Korostelev and Fig. 1 The ribosome and the elongation cycle. The 23S rRNA (grey), 16S rRNA (cyan), ribosomal proteins (blue), EF-Tu (purple) , and EF-G (orange) are shown in tube representation. The tRNA molecules (yellow, red) are shown in the A) A/T-P/P, B) A/A-P/P, and C) P/P-E/E configurations. During translation of mRNA sequences into protein sequences, the tRNA molecules and ribosome undergo a range of conformational transitions. Two of the largest-scale conformational transitions are aa-tRNA accommodation, where the aa-tRNA enters the ribosome (panel A to B), and tRNA translocation, where the tRNA molecules move between binding sites (panel B to C). PDB IDs: 2WRN, 2WRO ), 3I8F, 3I8G (Jenner et al. 2010 ), 2WRI, 2WRJ Noller 2007; Frank and Spahn 2006) , and single-molecule methods (Petrov et al. 2011) , the field strives to integrate diverse findings into a cohesive and consistent picture. Similar to experimental approaches, each type of computation is suited to address specific questions, and each possesses limitations. Using the energy landscape description as a common framework for interpreting experiments and simulations, I provide my perspective on how theoretical techniques can provide insights that are integral to establishing a comprehensive understanding of the ribosome.
This review is focused on computational techniques applied to the elongation cycle of the ribosome. Elongation is the process by which tRNA molecules are recruited to translate messenger RNA (mRNA) sequences into protein sequences, and it encompasses numerous large-scale rearrangements. First, aminoacyl-tRNA (aa-tRNA) is delivered by elongation factor Tu (EF-Tu), which is followed by accommodation of the aa-tRNA into the ribosomal A site (≈ 100Å). Next, a peptide bond is formed between the nascent chain and the aa-tRNA. Subsequently, the tRNA molecules move between the ribosomal A, P, and E binding sites, a process known as translocation (≈ 20 − 50Å). During translocation, there are also global rearrangements in the ribosome, which are facilitated by elongation factor G (EF-G). Finally, tRNA is released from the ribosomal E-site.
To illustrate the relative strengths and limitations of computational approaches, the review is organized by types of landscape features, where examples of computational techniques that can characterize each feature are described. Within this context, examples of applications to the ribosome are presented. The discussion will begin with approaches for structural modeling, where individual structures describe minima on the energy landscape. Next, I will discuss the local shape of the landscape about these low-energy (stable) configurations. Finally, I will discuss the dynamics of large-scale rearrangements, where tRNA molecules interconvert between competing energetic minima. The progression from single-basin to barrier-crossing dynamics roughly mirrors the chronology of scientific progress, reflecting the increased challenges when addressing larger-scale features. By describing advances in terms of contributions to our understanding of energy landscapes, I aim to illustrate the connections between small-scale and large-scale motions, as well as the trajectory of ongoing research.
Modeling the structures at energetic minima
Before discussing landscapes, it is important to make a clear distinction between structural modeling and simulations. Here, "modeling" refers to methods that use experimental quantities as input in order to generate a set of atomic coordinates. For example, in X-ray crystallographicy studies, a scattering pattern is collected and then the coordinates of a structural model are refined until there is satisfactory agreement between the "theoretical" and observed patterns. For NMR, resonance peaks provide atomic distance/angle estimates, which are then imposed on a structural model through the use of energetic restraints. For both methods, one seeks to construct a structural model that is consistent with the experimental quantities. Typically, experimental measurements describe low-energy, highly populated configurations, though marginally stable configurations can sometimes be captured (Bouvignies et al. 2011 ). In the context of energy landscapes, these approaches search for a molecular configuration that is representative of the lowest free-energy ensemble of the system. While these methods are most commonly employed to obtain a single structure from a single experiment, modeling can encompass any number of observables (Alber et al. 2007 ) and may generate ensembles of structures (Yang et al. 2010) . In contrast to structural modeling, the term "simulation" describes methods where the time evolution of the coordinates is obtained for a given energetic model. It should be stressed that the term simulation does not imply a particular level of resolution (Fig. 2) , such as all-atom explicit-solvent. Rather, a simulation can be highly detailed (e.g., including quantum mechanical effects), less detailed (e.g., coarse grained), have implicit or explicit solvent, or be composed of any combination thereof.
With recent advances in structural modeling techniques, the distinction between modeling and simulations has become less transparent. A general strategy that has been applied to the ribosome is to build energy functions that encode experimentally obtained information, such as the proximity of specific atoms, interface interactions, or electron densities from cryo-EM (Trabuco et al. 2010; Whitford et al. 2011) . These experimentally guided restraints are designed to ensure that the lowest-energy configuration is consistent with the observable. By performing a simulation with this modeling energy function, the atomic coordinates relax from their initial configuration to a lower-energy configuration. When the modeling simulation is completed, each individual restraint should be at its respective minimum. While the relaxation process is technically a simulation, there is no physical justification for why an arbitrary modeling energy function would provide an accurate description of the energy landscape associated with a conformational transition.
Using computation to extract atomic models of the ribosome from cryo-EM data Simulation-based modeling has been particularly effective at determining structural details from cryoelectron microscopy (cryo-EM) data. As an example, we will consider one specific energy function used for constructing atomic models from cryo-EM densities:
where V theory can be any energy function for the molecule (e.g., all-atom explicit-solvent (Trabuco et al. 2010) , or simplified/coarse-grained energetics (Whitford et al. 2011)) , and V map is a biasing potential. The biasing potential is designed such that configurations that are more consistent the cryo-EM reconstruction are lower in potential energy. V map can take many forms, where an intuitive definition is the overlap of the simulated and experimental electron densities (Orzechowski and Tama 2008) :
W map is the energetic weight of the bias towards the EM density, which ensures the system rapidly adopts a configuration consistent with ρ exp . While the lowest-energy configuration in V model is consistent with the low-energy configuration probed experimentally, introduction of V map The sizes of the spheres in panels B and C reflect the typical effective size used in models of each resolution. When simulating smallscale fluctuations, coarse-grained and higher-resolution models often provide consistent descriptions. For large-scale conformational transitions, such as accommodation, the large number of steric interactions suggests that higher-resolution models are more appropriate. For example, use of a coarse-grained model can easily introduce steric interactions that are not present in the all-atom system (dashed circles).
In addition to choosing the most appropriate resolution, different energetic models are available at each resolution. For example, models with all-atom resolution may or may not include explicit-solvent. Additionally, all-atom models may employ semi-empirical or simplified descriptions of the energetics can result in high-energy pathways being accessed during a modeling simulation that are functionally irrelevant. Therefore, only the final configuration in a modeling simulation is reflective of the molecule's energy landscape. Pioneering efforts in cryo-EM applied to the ribosome (Frank and Agrawal 2000; Valle et al. 2003a; Valle et al. 2002; Valle et al. 2003b; Frank and Spahn 2006) have led to an abundance of cryo-EM reconstructions of the complex at various stages of function. Accordingly, simulationbased modeling strategies have been able to help extract atomic-resolution information of stable configurations from these, often lower-resolution, electron densities. To study tRNA accommodation, Schulten and coworkers developed a simulation-based approach that uses a slightly different definition of V map than used by Orzechowski and Tama, which is called molecular dynamics flexible fitting (MDFF, Trabuco et al. 2008) . With MDFF the team built models of aa-tRNA in complex with EF-Tu ). The Schulten and Beckmann groups later applied these algorithms to describe trapped configurations during ribosome stalling (Frauenfeld et al. 2011 ) and membrane translocation of a nascent peptide chain Seidelt et al. 2009 ). By adopting the V map function of Orzechowski and Tama (2008) and an all-atom model with simplified energetics (Whitford et al. 2009 ), we used simulationbased modeling to generate models of the ribosome during translocation with either one (Ratje et al. 2010 ), or two (Whitford et al. 2011) , tRNA molecules and EF-G. More recently, Bock et al. (2013) used a non-simulation-based iterative-refinement approach to construct atomic models for 13 different cryo-EM reconstructions obtained from a reverse translocation assay. In all of these studies, mediumto-high resolution cryo-EM reconstructions were available. Since each reconstruction is obtained by collecting images for highly populated configurations, each structural model describes a minimum on the free-energy landscape of the ribosome under the given experimental conditions.
Describing structural fluctuations about a minimum
After one identifies a configuration that is representative of an energetic minimum, the next step is to determine the shape of the landscape about that point. As discussed in the previous section, modeling techniques use experimental measurements to determine a structure. The subsequent discussion focuses on calculations that use a structural model as input. These experimentally obtained configurations are frequently assumed to represent energetic minima, about which the local landscape is extrapolated. While these approximations have limits, it has become clear that the structure is a major determinant of the landscape about a minimum.
Coarse-grained models predict correlated rearrangements of ribosomal stalks and subunits
To describe fluctuations about a minimum, it is convenient to consider the Taylor expansion of the energy about the point {x i0 }:
With regards to the shape of the landscape, one may disregard the constant V (x 01 , ..x 0n ). Further, at a minimum, the first derivatives are equal to zero. Finally, when considering small displacements, terms of O(3) may be neglected, leaving only:
Accordingly, for small fluctuations about a minimum, the landscape may be approximated as a sum of second-order terms. Assuming that the scale of intra-molecular interactions is correlated with the spatial proximity of each atom pair, then a reasonable approximation is that ∂ 2 V ∂x i ∂x j = 0 for atom pairs beyond a distance threshold. To obtain a more intuitive description of the landscape, one may convert to normal coordinates Q i , allowing the potential energy to be expressed as:
where ω i is the frequency associated with mode i. The landscape is then described in terms of displacements along orthogonal directions in which the potential energy is quadratic. Normal mode analysis (NMA) was first applied to a coarse-grained elastic-network model of the ribosome by Tama et al. (2003) , where they found that the lowestfrequency modes (i.e., smallest curvature, or largest-scale fluctuations) correspond to rotations of the subunits and rearrangements of the stalks. In a subsequent application of NMA using a coarse-grained elastic-network model, Kurkcuoglu et al. (2008) found that the presence/absence of specific ribosomal proteins perturbs the modes, implicating changes in the local landscape. While NMA is a powerful tool for deducing the local curvature of the landscape, and thereby inferring the directions of small-scale fluctuations, a limitation is that it is unknown how far the approximation is valid.
An alternative to NMA is principal component analysis (PCA). PCA is a general method by which a simulation is performed and the covariance matrix for atomic displacements is calculated and diagonalized. This yields a set of orthogonal eigenvectors, where each describes specific correlated motions within the system. Similar to NMA, PCA can be applied to any energetic model, regardless of the resolution and energetic detail. In contrast to NMA, PCA is not based on a second-order expansion of the energy, allowing it to be used to identify correlated motions that may involve barrier-crossing events. For the ribosome, Trylska et al. (2005) performed PCA analysis for a coarse-grained model and found anti-correlated movement of the stalk regions. By using a coarse-grained model, they were able to obtain a sufficiently long trajectory, allowing the covariance matrix to converge. It is now also possible to calculate PCs for an all-atom model with simplified energetics, which also implicates subunit rotation (Fig. 3) . For explicit-solvent simulations of the ribosome, interpreting PCs is often less straightforward. We recently attempted to calculate the PCs from a 1.4-microsecond all-atom explicit-solvent simulation , and found that the covariance matrix did not converge, due to a conformational rearrangement after ≈500 ns. In a separate study, Bock et al. (2013) calculated PCs from all-atom explicit-solvent simulations that were 200-300 ns in duration and they found reasonable convergence. Since shorter simulations only sample phase space in the immediate vicinity of each minimum, the local fluctuations may converge, whereas longer simulations often interconvert between minima a small number of times. Similar to NMA, PCA implicates the direction and scale of significant fluctuations by considering the covariance of coordinates. Thus, while PCA does not rely on a harmonic approximation to the landscape, higher-order correlations may not be detected.
Detailed simulations predict the scale of local fluctuations Coarse-grained approaches are often effective at identifying large-scale correlated movements, though most methods require the scale of the fluctuations to be fit to an independent metric. That is, the energy and temperature in coarsegrained models have effective values (i.e., averaged over the excluded degrees of freedom). Thus, it is necessary to tune the effective temperature or energy to yield structural fluctuations that are of the same scale as in solution. One way to address this is to calculate the fluctuations about a minimum using all-atom explicit-solvent simulations and then reparameterize the coarse-grained (or simplified) simulations until there is a satisfactory level of agreement. In contrast to coarse-grained models, or models that employ simplified energetics, explicit-solvent models assign non-specific van der Waals and electrostatic parameters to each atom, and the only experimental information explicitly included in the simulation is the initial configuration. Since these models have been parameterized so that absolute temperature scales are used, when sufficient computing resources are available, they can help verify the distribution of small-scale fluctuations observed with simplified models.
As all-atom explicit-solvent simulations have been extended to hundreds of nanoseconds (Whitford et al. 2010b; Bock et al. 2013) , and even a microsecond , it has recently become possible to use these simulations as reliable benchmarks for Fig. 3 Local fluctuations are consistent between highly detailed and simplified models. A) Spatial RMSF of the 16S rRNA calculated from a 250-ns explicit-solvent simulation (> 3 × 10 6 atoms) and an all-atom structure-based SMOG model (≈150,000 atoms) (Whitford et al. 2010a) . While the SMOG model uses a simplified description of the energetics, the local fluctuations are consistent in scale and distribution. B) The first principal component (PC) calculated from a simulation with an all-atom SMOG model (simulation described in Noel et al. (2014) ) is shown, where the arrows indicate the direction and scale of movement of each P atom in the small subunit (cyan). The first PC captures rotation of the small subunit, consistent with NMA and PCA results with coarse-grained models (Trylska et al. 2005; Tama et al. 2003) , demonstrating that local fluctuations are not strongly influenced by energetic details. For reference, the 23S rRNA is shown in transparent representation in the background parameterizing coarse-grained/simplified models. To construct coarse-grained models for which the localized fluctuations are consistently described, Voth and coworkers have developed general dynamics-based coarse-graining approaches (Saunders and Voth 2013) . With these methods, they used a 100-ns simulation of a ribosome in explicit solvent as a benchmark for constructing a minimal model composed of 480 beads that interact through harmonic potentials ). The strength of each beadbead interaction was adjusted such that the fluctuations in the coarse-grained system were consistent with the fluctuations in the explicit-solvent simulation. In principle, this model could be extended to study conformational rearrangements associated with elongation, though it is unclear what effect coarse-graining will have on large-scale movements of tRNA (Fig. 2) . In a separate study, we performed multiple 200-300-ns explicit-solvent simulations of a ribosome and calculated the RMSF of each atom (Whitford et al. 2010a) . We then compared these values to those obtained using an all-atom (all non-hydrogen atom) structure-based SMOG model. The SMOG model defines the crystallographic (or cryo-EM) structure as the lowest-energy configuration (Whitford et al. 2009; Noel et al. 2010 ). However, in contrast to the harmonic approximation made for NMA calculations, non-bonded interactions in the SMOG model can be broken at high temperatures. While the SMOG model lacks non-specific stabilizing interactions, when all native interactions were given equal energetic weight, the scale and distribution of the RMSF were consistent between both simulation approaches (Fig. 3) . The values from both simulations were also consistent with estimates obtained from anisotropic B-factors (Korostelev et al. 2008 ), converted to RMSF values according to the methods of García et al. (1997) . Agreement between models of multiple resolutions and energetic representations, as well as with experiments, indicates that the direction and scale of local fluctuations are dominated by the shape of the molecule, and they are not strongly dependent on the energetic details.
Traversing the landscape: conformational rearrangements between minima
With an understanding of the fluctuations about stable configurations, we turn our attention towards describing large-scale motions, where the tRNA and ribosome interconvert between energetic minima. Sanbonmatsu et al. (2005) were the first to attempt to address this via computation by performing a 2-ns explicit-solvent simulation that employed targeting protocols to induce tRNA movement. While kinetic and thermodynamic data could not be obtained at that time, those calculations did suggest the presence of a sterically accessible pathway along which aa-tRNA may enter the ribosome. With increases in computing capacity, this simulation can now be performed on a desktop computer, and large supercomputers (1024-16384 cores) can produce 15-170 ns per day Bock et al. 2013; Kutzner et al. 2014) . In addition to increased computing power, we made a significant shift in the simulation of ribosomes by adopting all-atom models with simplified energetic schemes (Whitford et al. 2010a; Noel et al. 2014) . Motivated by the study of protein folding, where analysis of energy landscapes is common practice (Frauenfelder et al. 1991; Onuchic et al. 1995; Thirumalai and Hyeon 2005; Hyeon and Thirumalai 2011; Whitford et al. 2012) , these simpler models allowed us to explore different realizations of the energy landscapes that govern large-scale conformational transitions. A fortuitous property of these models is that they are computationally less demanding than explicit-solvent simulations, which enables stochastic barrier-crossing processes to be simulated. Together, these advances are allowing simulations to begin to provide descriptions of how tRNA molecules diffuse across the landscape. Drawing significantly from our own work, I will highlight the most recent computational/theoretical studies that have employed the energy landscape description to quantitatively analyze large-scale transitions of the ribosome.
Describing diffusive barrier-crossing events in the ribosome While the energy landscape perspective provides an elegant conceptual framework for thinking about dynamics, it is also a robust quantitative framework for precisely describing how molecular energetics facilitate large-scale, often collective, dynamics. For example, in the analysis of chemical reactions, interconversion between the reactant and product states is described as being the result of molecular vibrations towards a transition state, which is defined as a saddle point on the energy landscape. Molecular vibrations give rise to characteristic frequencies with which attempts are made to cross the barrier (roughly ps −1 ), and the probability of successfully crossing is given
, where G T SE is the free-energy barrier height. In the context of biomolecular folding, movement between the folded and unfolded ensembles is not governed by molecular vibrations. Rather, these collective processes are diffusive (Fig. 4A) , and attempts to cross a barrier occur with frequencies of ≈ 1μs −1 (Kubelka et al. 2004 ). The stark difference between the fundamental character of these processes makes it clear that in order systematically study the ribosome, which encompasses chemical reactions and order-disorder transitions, it is essential that the appropriate landscape description be applied to each step. Two aspects of this objective are, (1) What coordinates Fig. 4 Relationship between landscapes, diffusion, and transition paths. A) Schematic illustrating an energy landscape where there is short-scale roughness and a large-length scale barrier. The shortscale roughness determines the effective diffusion coefficient along the coordinate. Diffusive movement leads to barrier crossing attempts, where the probability of successfully crossing is determined by the barrier height G T SE . B) Probability of being on a transition path during accommodation, for multiple coordinates, calculated from a simplified all-atom structure-based SMOG model (Noel et al. 2014) . A common coordinate in experiments (large dashed line) is a poor indicator of when the system is crossing the barrier. Two alternate coordinates (solid line, fine dashed line) perform significantly better, nearly reaching the diffusive limit of 0.5. To complement the analysis from simplified models, effective diffusion coefficients can be obtained from explicit-solvent simulations by calculating the slope of the displacement squared as a function of lag time for C) tRNA movements δR 2 tRNA (τ ) and D) subunit rotations δθ 2 body (τ ) (Whitford et al. 2010b; . With values for the effective diffusion coefficient, one may interconvert between barrier heights and rates most accurately describe the rate-limiting barriers? and (2) What are the values of the diffusion coefficients along functionally relevant coordinates? Each of these questions is discussed below.
Identifying coordinates along which ribosome motion is diffusive
To quantify the energy landscape of a process, one should determine which reaction coordinates ρ (not to be confused with the electron density in earlier discussions) accurately capture the transition state ensembles (TSEs), and whether the motion is diffusive. To address these points, we performed long simulations of aa-tRNA accommodation using an all-atom model with simplified energetics, where many (≈100) barrier-crossing events were observed in an individual trajectory. From a phenomenological standpoint, the overall dynamics exhibited by this model were consistent with a wide range of experiments, suggesting that it provides a satisfactory description of the structural properties associated with aa-tRNA accommodation. Further, use of this simplified model was particularly appropriate in this instance, since the barrier we were probing is the result of steric effects, specifically Helix 89 (Whitford et al. 2010a) . By properly accounting for the sterics through the explicit representation of all non-hydrogen atoms, the simulated movement across this barrier is expected to mimic tRNA movement in solution. From this trajectory, we projected the dynamics along more than 150 reaction coordinates. We quantified the dynamics along each by calculating the flux between the endpoints, the probability of being on a transition path P (TP|ρ), and by fitting the displacement squared [ρ(t + τ ) − ρ(t)] 2 to ρ 2 0 τ α . When the underlying dynamics is diffusive, and an appropriate coordinate is measured, P (TP|ρ) will reach a value of 0.5 at the TSE, the flux will be minimized (i.e., no false positives) and α = 1. Based on these metrics, our analysis demonstrated that the kinetics of aa-tRNA during accommodation may be accurately described as effective diffusion along a onedimensional coordinate based on atomic distances between tRNA molecules (Noel et al. 2014 ). In the same study, we also found that a currently used coordinate in smFRET experiments was a relatively poor indicator of when the tRNA is at the TSE, and numerous higher-performing coordinates were implicated (Fig. 4B) . Since all of the coordinates were based on atom-atom pairs, these results suggest that attaching FRET dyes to different residues on the tRNA molecules can lead to improved signals in single-molecule experiments. Specifically, the signals arising from these new labeling sites should be more strongly correlated with accommodation transition events, which may reduce the number of observed false positives and provide more precise information about the location of the transition state.
Effective diffusion coefficients bridge free-energy barriers and ribosome kinetics
One may use explicit-solvent simulations to estimate diffusion-limited attempt frequencies associated with barrier crossing. To this end, we have performed explicitsolvent simulations of the ribosome (200 ns (Whitford et al. 2010b ) to 1.4 microseconds ), from which we have calculated estimates of the effective diffusion coefficients D eff along putative coordinates (Fig. 4) . With knowledge of the length scale of the rearrangement and D eff , one may infer the likely time for barrier-crossing attempts. We found that for tRNA rearrangements the attempt frequencies are ≈ 1μs −1 , while for subunit rotations the frequencies range from 0.02 to 0.5 μs −1 . Comparing D eff with diffusion coefficients in solution (D f ree ) can be used to identify the scale of the short-scale roughness E that is introduced by ribosomal interactions, via the relation: (Bryngelson and Wolynes 1989) . We found that E ≈ 1−2k B T for both tRNA movements and subunit rotations. This is perhaps a surprisingly small value, considering the large number of interface interactions in the ribosome. Once these quantities are probed experimentally (Hyeon and Thirumalai 2003) , it will be interesting to see how similar the roughness is in all-atom explicit-solvent models and the ribosome in solution.
Entropic changes in tRNA can guide elongation dynamics When quantifying energetics, it is often necessary to consider entropic changes. By utilizing simplified models, spontaneous large-scale conformational transitions are computationally accessible. These types of simulations have made it clear that aa-tRNA molecules possess a high degree of flexibility in the 3'-CCA tail (Whitford et al. 2010a) . The flexibility of the 3'-CCA tail is not surprising, as it is the only single-stranded portion of the molecule. In addition to significant flexibility, the range of available configurations of the tail decreases as the aa-tRNA molecule enters the ribosome. This transition to an ordered ensemble indicates that configurational entropy of the aa-tRNA molecule decreases during accommodation. Analogous to folding, where the unfolded ensemble is stabilized by entropy and the folded configuration is stabilized by enthalpy, the A/T (pre-accommodation) ensemble is stabilized by configurational entropy and energetics drive movement to the A/A (post-accommodation) configuration. This interpretation is supported by the fact that as the simulated temperature is increased, the A/T ensemble becomes more thermodynamically favorable (Noel et al. 2014 ). This physical-chemical property carries significant biological implications. That is, the accommodation step is associated with fidelity of aa-tRNA molecules. If an aa-tRNA is not cognate (i.e., not correct), it can be rejected before fully accommodating. With regards to flexibility, since the change in entropy is centered about the tail, accommodation of the tail is the final substep. By delaying the entry of the 3'-CCA tail, which carries the covalently linked amino acid, proofreading steps may be employed before incorporating a potential mistake into the growing protein chain. In contrast, simulations of hybrid-state formation ), a step not implicated in fidelity, suggest at that point there are less significant changes in configurational entropy. While these results provide a clear connection between physical chemistry and biology, care should be taken to not over-interpret the simulated dynamics. That is, the presence of a change in configurational entropy is supported by the fact that the models' description of molecular flexibility is consistent with experimental observations and theoretical considerations. However, we would not claim an exact value of the change in configurational entropy from these simulations. That is, these calculations clearly indicate that there are significant changes in configurational entropy, though further analysis and measurements are required to determine the precise values.
Piecing together a free-energy profile for tRNA reverse translocation In a recent study, Bock et al. (2013) used 13 relatively long (≈200-300 ns) explicit-solvent simulations of the ribosome at intermediate stages of reverse translocation. Each simulation was initiated at a configuration identified through cryo-EM measurements. Consistent with earlier discussion, these snapshots represent local free-energy minima, under the specific experimental conditions. They next calculated the principal components about each minimum and then used the PCs to extrapolate likely rates of interconversion between minima. With the predicted barriers, they confirmed that the sequence of reconstructions represents an energetically viable pathway during reverse translocation. With regards to the full landscape associated with reversetranslocation (and possibly forward translocation), even this massive amount of sampling is insufficient to rule out the presence of alternate low-energy pathways. In future studies, it will be interesting to see the extent to which the results depend on the specific details of the explicit-solvent model and simulation parameters, and how well the landscape associated with forward translocation is described by the landscape of the reverse process.
Future challenges
The energy landscape approach to studying dynamics of the ribosome continues to be developed and refined. Here, I have focused on a series of theoretical advances that have been directed towards studying the properties of the energy landscapes associated with large-scale conformational rearrangements during elongation. To complement the study of large-scale motions, there has also been a broad range of simulations focused on smaller-scale transitions in the ribosome, chemical reactions, and transitions not directly involved with tRNA movement (Vicatos et al. 2013; Sanbonmatsu 2012 ). An outstanding challenge is to directly correlate the properties of the landscapes associated with chemical reactions and large-scale tRNA/ribosome rearrangements. An additional challenge facing the computational and experimental communities is that it is largely unknown how the landscape responds to changes in conditions, such as solvent composition, the presence of cofactors and modifications, or fluctuations in temperature. Through the systematic use of an energy landscape perspective, each of these factors may be rationalized, which will then provide a cohesive and comprehensive description of ribosome dynamics in the cell.
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