Abstract In this paper we propose finite volume schemes for solving the inviscid and viscous quasi-geostrophic equations on coastal-conforming unstructured primal-dual meshes. Several approaches for enforcing the boundary conditions are also explored along with these schemes. The pure transport part in these schemes are shown to conserve the potential vorticity along fluid paths in an averaged sense, and conserve the potential enstrophy up to the time truncation errors. Numerical tests based on the centroidal Voronoi-Delaunay meshes are performed to confirm these properties, and to distinguish the dynamical behaviors of these schemes. Finally some potential applications of these schemes in different situations are discussed.
schemes are the staggered-grid schemes of Arakawa and Lamb ( [1] ). Among this class of schemes, the most popular and the most widely used one is the so-called C-grid scheme, for its excellent representation of the inertial-gravity waves. The C-grid scheme, also known as the MAC scheme in the classical CFD community ( [15] ), specifies the scalar quantities, such as the mass and pressure, at cell centers, and the normal velocity components at the cell edges. In the simulations, the tangential velocity components are needed as well, due to the nonlinearity within the models. In the original settings of rectangular meshes for the C-grid or MAC schemes, the tangential velocity components can be easily reconstructed from the normal velocity components. However, when the C-grid scheme is implemented on unstructured meshes, the reconstruction becomes a non-trivial matter, and is a significant source of errors (see [29, 32, 33] ). One of the authors of this present paper (Q.C.) made an attempt to remedy such reconstruction issue by specifying both the normal and tangential velocity components on the edges ( [7] , and it has been shown that, for the linearized shallow water equations with a constant Coriolis force, the resulting scheme is decoupled on the primary and dual meshes ( [4] ).
Another type of numerical scheme that outperforms the C-grid in resolving inertial-gravity waves is the non-staggered Z-grid scheme ( [24] ). Indeed, it is clear that the Z-grid scheme possesses the optimal dispersive wave relations among second-order numerical schemes. The Z-grid scheme collocates the mass, vorticity, and the divergence at the cell centers. Both the normal and tangential velocity components can be recovered from the vorticity and divergence by solving some Poisson equations over the dual one of the primary-dual mesh. Thus, the tricky reconstruction issue is avoided, at the cost of inverting some Laplace operators. The Z-grid scheme has been implemented for the shallow water equations on icosahedral meshes on a global sphere by Heikes and Randall ([17, 16] ). The cost issue associated with inverting the Laplace operator on a global sphere was dealt by a multi-grid technique. However, we have not seen any numerical and analytic studies of that scheme on bounded unstructured meshes.
We aim to adapt the Z-grid scheme for simulations of more general oceanic flows over bounded domains. Our choice of the Z-grid scheme is based on two factors. The first factor, an obvious one, is already mentioned in above, that is, its optimal representation of the dispersive wave relations. The second factor, which is equally important, if not more so, is that the use of vorticity and divergence as prognostic variables enable more accurate simulations of these fundamental quantities of fluid dynamics. Due to the inherent irregularities on unstructured meshes, the commonly used finite difference and finite volume schemes on these meshes are only between first and second-order accurate. For momentum-based numerical schemes, this means that there is only a low, or even no accuracy for quantities that are higher order derivatives of the momentum.
In order to harness the great potentials of the Z-grid schemes, several outstanding issues need to be addressed. The first issue concerns the boundary conditions (BCs). For the momentum based systems and schemes, the no-flux or no-slip BCs on the velocity are the natural choices. But these natural choices do not have any counterparts on the vorticity or divergence variables. The second issue concerns the specifications of the diagnostic variables to ensure the proper transport and/or conservation of certain quantities such as the potential vorticity. Heikes and Randall ([16] ) only partially solved this issue for the icosahedral meshes and special types of flows. Lastly, in order for the vorticity-divergence based schemes to be appealing for practical applications, its efficiency needs to be improved, and be brought closer to, or on par with that of the momentum-based numerical schemes.
A large-scale geophysical flow such as the ocean or atmosphere is an extremely complex dynamical system that exhibits a wide spectrum of spatial and temporal scales and highly nonlinear phenomena. Developing a reliable and efficient vorticity-divergence based numerical scheme for this system demands careful planning and systematic efforts. Our plan is to utilize a hierarchy of models that have already been proposed for large-scale geophysical flows, and develop, implement, study, and test vorticity-divergence based schemes for these models, starting from simple models, and progressing to more complex and more realistic ones. In this work, we deal with the barotropic quasigeostrophic (QG) equation. More complex models, such as the shallow water equations, will be considered in the subsequent works.
The barotropic QG equation captures the dynamics of large-scale geophysical flows in a single scalar equation that describes the evolution of the QG potential vorticity (PV). It is the model developed and used by Charney for the very first numerical weather prediction on an electronic computer ( [3] ). The QG equation is already in a vorticity based form, and the velocity field for the QG, as the leading component of the full velocity field, is divergence free. For numerical simulation of the QG on an arbitrary bounded domain, the most pressing question is how to handle the boundary conditions. The question will be one of the main focuses of the current work. We will explore the proper setups for the inviscid and viscous models. We will also explore the difference and connection between artificial BC's, and implicitly and explicitly enforced BC's. The QG equation is relatively simple compared with other models, and therefore the specification or computation of the diagnostics (e.g. the stream function, the velocity field) are mostly straightforward. Under the numerical setting and discretization techniques that we choose in this paper, we are able to show the pure advection part of our schemes conserve the potential enstrophy up to time truncation error, and conserve the PV along the fluid paths in an averaged sense. The third issue, namely efficiency, will be left for future works, partly due to the fact that the QG is already in a vorticity-based form, and there is not any momentum-based numerical scheme for us to compare to.
We also note that a key part of the ingredients for our success in handling the BC's and the accuracy and conservation of the potential enstrophy and the PV is use of the coastal-conforming centroidal Voronoi-Delaunay mesh that we choose as the primal-dual mesh for the numerical simulations. Centroidal Voronoi tessellation (CVT) or spherical CVT (SCVT) with their dual Delaunay triangulations have been adopted for oceanic and atmospheric modeling by the MPAS ("Model for Prediction Across Scales") team ( [27, 26, 28, 18, 30] ). The C-grid staggering techniques are used, and the scalar quantities, such as mass, are specified at the Voronoi cell centers, because the Voronoi cells, which are mostly hexagonal, are more accommodating to the wave propagations compared with the dual triangular cells ( [9, 14] ). Meshes for bounded ocean basins are culled out of meshes on the global sphere. Meshes generated in this fashion are almost guaranteed to have non-smooth boundaries: every connected boundary edges form an angle of approximately 120
• , as they are the edges of (mostly) hexagonal cells. This type of meshes will present an even more serious complication for the vorticity-divergence based numerical schemes, because the cell-centered scalar quantities such as the vorticity, divergence, and stream functions, are always away from the boundary. For these reasons, we take a different bottom-up approach. Meshes will be generated for the ocean basins directly, with the boundary fitted with partial Voronoi cells (or dual triangular cells). With this approach, we are able to obtain a smooth fitting to the coastal line, and have nodal points, where certain scalar quantities are defined, on the boundary directly. On this mesh, a complete discrete vector field theory has been developed ( [5] ), which aides the subsequent development and analysis of the numerical schemes.
The rest of the paper is organized as follows. In Section 2 we recall the barotropic QG equation and its theoretically required boundary conditions and constraints. In Section 3 the specifications of the mesh are provided, and the main results of the discrete vector field theory on this type of meshes are recalled. In Section 4, some finite volume schemes, for both the inviscid and viscous models, are presented. Analyses of the transport part of the schemes concerning its conservation of the PV and the potential enstrophy are carried out in Section 5. Numerical tests and comparisons of these schemes to demonstrate their qualitative behaviors are given in Section 6. Concluding remarks and some potential applications of these schemes in different situations are finally given in Section 7.
The continuous model and the boundary conditions
The barotropic QG equation reads
In the above, q stands for the potential vorticity, ζ the relative vorticity, and u the horizontal velocity field, and ψ the stream function. The parameter f 0 represents the average Coriolis parameter, β (the beta term) the meridional changing rate of the Coriolis parameter, g the gravity, b the bottom topography, and H the average fluid depth. The friction with the bottom of the domain leads to an zeroth order damping to the vorticity field, as revealed by the asymptotic analysis that produces the QG model ( [23] ). The strength of the damping is parameterized by α on the right-hand side of (1a). The lateral friction leads to a second-order damping to the vorticity field, in the form of the Laplacian, as expected. The strength of the lateral damping is parameterized by µ. The vector field τ represents the only external forcing to the system, which is the wind in the physical world. The potential vorticity q is a scalar quantity that is being transported by the velocity field u, and they are related through the stream function ψ via (1b), (1c) and (1d). In this sense, the potential vorticity can be considered an active tracer ( [13] ). Within the specification (1b) for the PV, the zero order term ψ represents the impact on the vorticity from the fluctuations of the top surface. The fluctuations of the top surface is usually small, and thus this term is often omitted from the QG equation ([22] ). However, in the interior of the geophysical flows, where the interior Rossby deformation radius is on the same order as the flow length scale, the interface deforms much more easily, and thus is a major contributor to the vorticity ( [23] ). For this reason, we include the top surface fluctuation in our study.
On a bounded domain M, boundary conditions are required to complete the system (1). When the lateral friction is absent, we consider the no-flux boundary condition, which is the most natural choice for a bounded domain surrounded by non-penetrable walls,
where n represents the outer normal unit vector on the boundary ∂M. In terms of the stream function ψ, this conditions means that
where t represents the positively oriented unit tangential vector along the boundary ∂M. When the lateral friction is present, additional constraints are required. In the context of a closed domain, the most natural choice is the non-slip boundary condition,
In terms of the stream function ψ, this conditions means that
A key step, in both the theoretical analysis and the numerical computation of the QG equation is to recover the stream function ψ from the potential vorticity q. The procedure for recovering the streamfunction varies, depending on whether the friction is present or not.
Without lateral friction
When the lateral friction is absent, the stream function ψ satisfies the elliptic equation (1b) and the no-flux BC's (3). Compared with the standard elliptic BVP with Dirichlet BC's, this system still has one parameter to be determined, namely, the constant value of ψ along the boundary. We note that boundary value can not be arbitrarily set, due to the zeroth order term on the righthand side of (1b). An additional constraint is needed in order to determine the constant value of ψ along the boundary. A logical option is the mass conservation constraint,
Hence, in the inviscid case, the stream function ψ is the solution to a non-standard elliptic boundary value problem (BVP),
The solvability of this non-standard elliptic BVP and the uniqueness of its solution have been addressed in detail in [6] . Here, we recall the basic strategy, since it has bearing on the numerical computation as well. We let ψ 1 and ψ 2 be solutions of the following elliptic BVPs, respectively,
and
By the standard elliptic PDE theories, both BVPs (8) and (9) are well-posed under proper assumptions on the forcing on the right-hand side of (8a) and on the domain M. The solution to the original BVP (7) can be expressed in terms of ψ 1 and ψ 2 ,
The unknown constant l can be determined using the mass conservation constraint (7c)
which leads to
We would like to point out that the expression (11) for l is valid because, as a consequence of the maximum principle, ψ 2 is positive in the interior of the domain, and the integral ψ 2 in the denominator of (11) is strictly positive. The well-posedness of a frictionless (i.e., no bottom drag or lateral diffusion) version of the model (1) with the BC (7b) and the constraint (7c) has been established in [6] .
With lateral friction
When the lateral friction is present, both the no-flux and the no-slip boundary conditions (3) and (5) apply, however these conditions are over-specified for a second-order elliptic equation (1b). To obtain a well-posed system, one can apply the Laplacian operator ∆ to (1b) to get a fourth-order biharmonic equation,
The solution to the system (12) , (3) and (5) is not unique, since if ψ is a solution, then so is ψ + c for any constant c. To fix this arbitrariness, one can set ψ = 0 on the boundary. Doing so will not affect the shape of the stream function, and hence the velocity field, but it contradicts the assumption of a free top surface. A better option is again to enforce the mass conservation constraint (6) .
Hence, in the case with lateral friction, one can determine the stream function from the PV by solving a fourth-order BVP,
However, dynamically, this approach for determining the stream function ψ is defective. The beta term is a dominant term in the QG dynamics. But, as a linear function, the beta term falls into the null space of the Laplace operator ∆. As a consequence, when the Laplacian operator is applied to the original elliptic equation, the beta term completely disappears. In the next section, we will explore alternative approaches for numerically determining the stream function ψ when the lateral friction is present. In order to effectively describe the schemes on these meshes, some notations are in order, for which we follow the conventions made in [7, 29] . The diagram in Figure 2 represents a Voronoi-Delaunay mesh element. The primary cells are denoted as A i , 1 ≤ i ≤ N c + N cb , where N c denotes the number of cells that are in the interior of the domain, and N cb the number of cells that are on the boundary. The dual cells, which all lie inside the domain, are denoted as
Each primary cell edge corresponds to a distinct dual cell edge, and vice versa. Thus the primary and dual cell edges share a common index e, 1 ≤ e ≤ N e + N eb , where N e denotes the number of edge pairs that lie entirely in the interior of the domain, and N eb the number of edge pairs on the boundary. Upon an edge pair e, the distance between the two primary cell centers, which is also the length of the corresponding dual cell edge, is denoted as d e , while the distance between the two dual cell centers, which is also the length of the corresponding primary cell edge, is denoted as l e . These two edges form the diagonals of a diamond-shaped region, whose vertices consist of the two neighboring primary cell centers and the two neighboring dual centers. The diamond-shaped region is also indexed by e, and will be referred to as A e . The Euler formula for planar graphs states that the number of primary cell centers N c + N cb , the number of vertices (dual cell centers) N v , and the number of primary or dual cell edges N e + N eb must satisfy the relation
The sets of basic elements (cells, edges, etc) are given in Table 1 . Additional sets of elements, which define the connectivity of the primal-dual mesh, are given in Table 2 . Table 2 Sets of elements defining the connectivity of a unstructured primal-dual mesh. For each edge pair, a unit vector n e , normal to the primary cell edge, is specified. A second unit vector t e is defined as
Set Definition

EC(i)
with k standing for the upward unit vector. Thus t e is orthogonal to the dual cell edge, but tangent to the primary cell edge, and points to the vertex on the left side of n e . For each edge e and for each i ∈ CE(e) (the set of cells on edge e, see Table 2 ), we define the direction indicator n e,i = 1 if n e points away from primary cell
and for each ν ∈ VE(e), t e,ν = 1 if t e points away from dual cell A ν ,
For this study, we make the following regularity assumptions on the meshes. We assume that the diamond-shaped region A e is actually convex. In other words, the intersection point of each edge pair falls inside each of the two edges. We also assume that the meshes are quasi-uniform, in the sense that there exists h > 0 such that, for each edge e,
for some fixed constants (m, M ) that are independent of the meshes. The staggered dual meshes are thus designated by T h . For the convergence analysis, it is assumed in [5] that, for each edge pair e, the primary cell edge nearly bisect the dual cell edge, and miss by at most O(h 2 ). This assumption is also made here for the error analysis. Generating meshes satisfying this requirement on irregular domains, i.e. domains with non-smooth boundaries or domains on surfaces, can be a challenge, and will be addressed elsewhere. But we point out that, on regular domains with smooth boundaries, this type of meshes can be generated with little extra effort in addition to the use of standard mesh generators, such as the centroidal Voronoi tessellation (CVT) or Spherical CVT (SCVT) meshing algorithm ( [12, 11, 10] ).
Specification of the discrete differential operators
In this section, we denote by ψ h a discrete scalar field defined at the primary cell centers, and by ϕ h a discrete scalar field defined at the primary cell vertices,
Here, χ i and χ ν stand for the piecewise constant characteristic functions on the primary cells and on the dual cells, respectively. A discrete scalar field on the primary mesh can be mapped to a discrete scalar field on the dual mesh via area-weighted averaging,
In the above, |A i,ν | stands for the area of the kite-shaped region between cell i and vertex ν (see Figure 2) . A discrete scalar field on the primary mesh can also be mapped to a discrete scalar field on the edges via arithmetic mean,
boundary Fig. 3 With each (partial) edge on the boundary, only one vertex is associated.
On each edge e, the discrete gradient operator on ψ h is defined as
and the skewed discrete gradient operator on ϕ h is defined as
With each boundary edge e, since only one vertex is associated (Figure 3 ), the definition (22) can be written as
where ν is the single element in VE(e). This amounts to implicitly requiring that ϕ h vanishes on the boundary. We define the gradient of ψ h and the skew gradient of ϕ h as
Here χ e represents the piecewise constant characteristic function on the diamondshaped regions A e . We denote by u h and v h discrete vector fields defined at the edges, in the normal (w.r.t. the primary cells) and the tangential directions, respectively,
Around each primary cell i, a discrete divergence operator can be defined on the discrete vector field u h ,
It is worth noting that, on partial cells on the boundary, the summation on the right-hand side only includes fluxes across the edges that are inside the domain and the partial edges that intersect with the boundary, and this amounts to imposing a no-flux condition across the boundary, i.e. u · n = 0 on ∂M. It is clear from the definition (26) that the image of the discrete divergence operator ∇ h · on u h is a scalar field on the primary mesh, which can be written as
Around each dual cell ν, a discrete curl operator can be defined on u h ,
The tilde atop ∇ again signifies the involvement of the dual cells. Thus, the image of the discrete curl operator ∇ h × on each u h is a scalar field defined on the dual mesh,
For a scalar field ψ h defined at cell centers, the discrete Laplacian operator ∆ h can also be defined,
Finally, in this study, we need an inner product for scalar fields on the primary mesh, and an inner product for discrete normal vector fields on the edges,
The discrete forms of the integration by parts formulas are also available.
Lemma 1 For the discrete normal vector field u h and the discrete scalar fields ψ h and ϕ h , the following relations hold:
The proof can be found in [5] . We simply point out that these integration by parts formulas hold thanks to the no-flux boundary condition on u h , implied in the specification of the discrete divergence operator ∇ h · ( ), and the homogeneous Dirichlet boundary condition on ϕ h , implied in the specification of the skewed gradient operator ∇ ⊥ h .
4 Finite volume schemes for the QG equation
Finite volume schemes for the inviscid QG equation
We deal with the system (1), but with the viscosity µ set to zero. The proper boundary conditions for the resulting system are the no-flux boundary condition (3) and the mass conservation constraint (6).
A finite volume scheme for the inviscid QG equation (IVFV1)
The key quantity for the QG equation is the PV q. We approximate this quantity with a discrete scalar field q h that is defined at cell centers, i.e.,
Closely related to the PV is the discrete stream function ψ h , defined as
One can directly derive the stream function from the PV by solving a discrete elliptic BVP, which is a FV discretization of the continuous BVP (7),
We note that the BC (7b) and the constraint (7c) are enforced explicitly. This discrete system can be solved using the procedure outlined in (8)- (11). The velocity field u in the QG system is non-divergent, thanks to (1c). As a result, the nonlinear advection term in the transport equation (1a) can be written as a net flux of the PV q. With the discrete PV q h defined at the cell centers, the most natural way to compute its fluxes is to define the normal velocity components at cell edges and use the discrete divergence theorem. According to (1c), the normal velocity component u e can be computed using the stream function defined at the cell vertices. Therefore, to compute the velocity field u h , we first map ψ h to a scalar field ψ h on the cell vertices via (19) ,
The discrete velocity field is then computed using the discrete skewed gradient operator defined in (25)
The placement of these discrete variables is shown on Figure 4 in details. We recall that the PV q h is the only prognostic variable, and the rest are all diagnostic variables, and can be computed (or diagnosed) from the prognostic variables. The discrete PV filed evolves according to the following semi-discrete equation, Fig. 4 Placement of the discrete variables.
In the above, [∇ × τ ] i represents the value of the curl of the external forcing (wind) on cell i, which is calculated from the given function or data, and q h , the discrete PV field at the cell edges, is a diagnostic variable computed from q h by the cell-to-edge mapping (20) ,
The discrete relative vorticity is collocated with the PV q h and the stream function ψ h . It can be computed from the PV q h , using the equation (7a),
The advantage of this scheme is that the theoretical BC's (7b) and (7c) are enforced explicitly, and no artificial BC's are enforced or implied. The downside of this scheme is that, by discretizing the elliptic equation (7a) up to the boundary, it assumes that it holds up to the boundary, which is only possible if the stream function is smooth over the entire domain (i.e. C 2 (M)). The last requirement is unusually high in theoretical analysis of this type of problems.
In summary, the FV scheme IVFV1 for the inviscid QG equation consists of the semi-discrete equation (40) and the auxiliary equations (37), (38), (39), (41), and (42).
A FV scheme with artificial boundary conditions for the inviscid QG equation (IVFV2)
The previous numerical scheme IVFV1 leaves the PV q h freely advected by the velocity field, even on the boundary. The boundary conditions are applied on the stream function only, and they affect the evolution of the PV q h through the stream function. No explicit constraints are imposed on the boundary values of the PV. To maintain some control on the boundary behavior of the PV, an artificial BC can be utilized. For the inviscid flow and in the absence of external forcing near the boundary, the fluids there will flow along the boundary, and there should be no velocity differential in the immediate vicinity of the boundary. We consider a partial cell on the boundary ( Figure 5 ). We imagine that the partial cell is completed by a ghost partial cell (dashed) through mirroring. Then the cell center of the original partial cell becomes the center of the whole cell. Within this cell and near the boundary, due to the constraint exerted by the rigid but frictionless boundary, the flow has a uniform velocity along the direction of the boundary. Thus, at the cell center, the vorticity should be zero identically. The same conclusion will result when one project the velocity field onto the edges, and then apply Green's theorem on the tangential velocity components around the cell (red arrows). Thus, we propose the following BC for the relative vorticity,
For the PV, this condition implies that
Physically, the condition (44) means that, on the boundary, the PV equals the local planetary vorticity plus the variations in the top surface and the bottom topography. Both the planetary vorticity and the bottom topography are fixed in time; only the top surface is time dependent.
Near the boundary, the velocity component along the boundary is given by ∂ψ/∂n, and the vorticity is given by ∂ 2 ψ/∂n 2 , where n designates the outer normal unit vector on the boundary. Thus, in terms of the continuous variables, the artificial BC (43) means that
Geometrically, this condition mandates that, near the boundary, the stream function be linear along the direction normal to the boundary ( Figure 6 ). We point out that this BC is unphysical, not needed by the continuous system, and it cannot be supported either. But its discrete version, namely (43) and (44), can help to exert a certain amount of control on the behavior of the PV on the boundary. The rest of the scheme will remain the same as the previous scheme, except that the scope of the indices for certain equations (40) need to be adjusted to reflect the newly imposed BC's. Specifically, the discrete equation (40) is changed to
Free slip No slip and the equation (42b) is changed to
for computing the vorticity in interior cells. In summary, the FV scheme with an artificial boundary condition for the inviscid QG equation consists of the semi-discrete equation (46) and the auxiliary equations (37), (38), (39), (43), (44), (41), and (47).
Finite volume schemes for the viscous QG equation
The viscous QG equation (1) with a non-zero viscosity µ requires two boundary conditions (3) and (5) plus one constraint (13) 4 . It has been pointed out in Section 2 that, if one wants to determine the stream function ψ from the PV q, one needs to differentiate the elliptic equation (1b) to obtain a fourth-order biharmonic equation so that the full boundary conditions can be enforced. However, doing so will kill the beta term in the specification of the PV q, and will have a detrimental impact on the dynamical behavior of the system. Numerical tests have demonstrated that this approach leads to an over-diffusive system, and that the phenomenon that relies on the beta effect, namely the intensification of the western boundary current, is largely gone. To remedy this issue, we propose two different approaches.
A semi-implicit finite volume scheme for the viscous QG equation (VSFV1)
The first approach is to skip the intermediate step on the PV advection, and solve for the stream function from a semi-implicit discretization of the fourthorder equation (1a) directly. As before, the stream function ψ is approximated by a discrete scalar field ψ h defined at the cell centers. From the discrete stream function ψ h , the discrete relative vorticity ζ h can be full expressed on the interior cells,
The PV q h is also fully expressed on the interior cells, according to (1b) and (1d),
The diffusion ∆ζ can be expressed on the interior cells that are not connected to any boundary cells as
To obtain the discrete velocity field, one first maps the stream function ψ h to a discrete scalar field ψ h defined at the cell vertices via (38). The discrete vector field representing the velocity is given by (39b). Substituting the above expressions for q i , ζ i , [∆ h ζ h ] i and u h into the equation (1a), one obtains a semi-discrete scheme,
We note that, in order to be able to explicitly enforce the boundary conditions (3) and (5), we need to treat the (discrete) fourth order terms as unknowns. Thus, we discretize (51) by the semi-implicit Euler scheme,
Moving all the unknowns (i.e., the (n + 1)th-step unknown variables) to the left-hand side of the equation, and the rest to the right-hand side, we obtain
We emphasize that the discrete equations (52) are only for interior cells not connected to any boundary cells. Additional equations or constraints are needed to complete the system, and they are supplied by discretizations of the boundary conditions (3), (5) , and the constraint (13) 4 . The boundary condition (3) is discretized as
where, for each time step, l is an unknown scalar value. The BC (5) can be discretized by specifying that the stream function on the cells next to the boundary cells by assuming the same scalar value as on the boundary cells,
Finally, the constraint (13) 4 is implemented by requiring the area weighted sum of the stream function be zero,
To summarize, the semi-implicit numerical scheme for the viscous QG equation consists of (52), (53), (54), and (55). The main advantage of this approach is that the BC's are enforced explicitly and in a clean way. The main disadvantage is that the discretization of the fourth-order biharmonic operator results in a scheme with a stencil that is 2-3 times larger than the stencil of a secondorder elliptic operator, making the scheme more expensive to solve.
An explicit FV scheme for the viscous QG equation (VSFV2)
While the atmospheric and oceanic flows are considered viscous, the viscosity is extremely small. For example, in the interior of the world ocean, the flow has a Reynolds number on the order of 10 20 ( [8] ). Even though it is small, it would be a mistake to simply ignore the viscosity, for numerical and dynamical reasons. In fact, in the boundary layer region, both the length scale of the flow and the Reynolds are much smaller than they are in the interior of the domain, rendering the viscous terms dynamically significant. On the other hand, as pointed out in the previous subsection, incorporating the viscous terms implicitly in the solution process can be costly. In this subsection, we introduce a new scheme that is partly viscous and partly non-viscous. The viscosity is included, explicitly, in the PV advection. But it is not included when the stream function is computed from the PV.
As before, we approximate the PV q and the stream function ψ with the cell-centered discrete scalar fields q h and ψ h , respectively. Once the PV q h is known, the stream function ψ h is computed from a discrete elliptic BVP,
We note that, while the continuous viscous QG equation requires two boundary conditions, only one of the BC's, i.e. (3), is explicitly enforced in the computation of ψ h . In other words, the flow is simply treated as inviscid as far as the stream function is concerned. The stream function ψ h is then mapped to a scalar field defined at cell vertices
A discrete vector field representing the normal velocity components at cell edges is computed from ψ h by
A discrete scalar field representing the vorticity is needed for computing both the drag term and the diffusion term in (1a). The discrete vorticity is computed as
What distinguishes (59) from (48) is the range for the indices. The equation (48) is for interior cells that are not connected to any boundary cells, while the formula (59) is for all cells. The specifications (21), (26) , and (30) of relevant discrete differential operators make it clear that the discrete Laplacian operator is defined for all (interior and boundary) cells. It has been noted in the comment following equation (26) that a no-flux condition is implied on the boundary, because the edges along the domain boundary are not included in the calculation of the discrete divergence field. Hence, by computing the vorticity over the entire domain with the formula (59), we implicitly enforce the no-slip boundary condition (5),
which is required for the continuous viscous QG equation.
With the no-slip boundary condition implicitly enforced in the calculation of the vorticity, it makes sense to update the PV on the boundary
The updated PV field is then used for computing the PV on the cell edges
Finally, the PV evolves according to the semi-discrete equation
We note that the diffusion is included in the above explicitly. Since the diffusion is only computed for the interior cells, no artificial or non-physical boundary conditions are explicitly or implicitly enforced on the vorticity.
Analysis on numerical transport of the PV
We here deal with the properties of an essential component of three out of the four schemes presented in the previous section, namely the numerical transport of the PV. Rigorous numerical analysis of these schemes, concerning their stability and convergence, will be left for future work. The PV plays a central role in geophysical fluid dynamics ( [21, 23] ). Its importance stems from certain distinguishing properties that it enjoys. First, according to (1a), in the absence of the external forcing and the lateral and vertical diffusions, the PV is simply being transported by the velocity field. In other words, in the absence of the external forcing and the diffusions, the PV is preserved along the fluid paths. This property is of vital importance in the well-posedness analysis of the QG equation as well. Second, for predominantly two-dimensional large-scale geophysical flows, it is well known that the energy tends to concentrate at large scales (inverse energy cascade ( [2, 19, 20] ), and it is the (potential) enstrophy, i.e., the second moment of the (potential) vorticity, that cascades in the inertial range of the spectrum.
In the following we provide an analysis of the performance of the PV advection scheme on the PV dynamics and on the conservation of the potential enstrophy. For our analysis, all the external influences, such as the external forcing and the diffusions, have been dropped. Without these external factors, one will see that our pure advection scheme preserves the PV along the fluid paths in an averaging sense, and it also conserves the potential enstrophy up to the time truncation errors.
To evaluate the performance of the advection scheme on the PV dynamics, we start with the scheme (40). Substituting the specification (26) for the discrete divergence operator in the scheme and setting the external forcing τ and the bottom drag α to zero, we obtain
q e u e l e n e,i = 0, i ∈ IC ∪ BC.
Using the identity q e = q e − q i + q i in the above, we have
u e l e n e,i = 0, i ∈ IC ∪ BC.
(64) We note that the last term on the left-hand side of (64) vanishes because it involves the discrete divergence of u h , which is divergence-free on every cell ( [5] ). We also note that q e , computed via (41), is the arithmetic mean of q i and the value of the PV on the cell on the other side of edge e, and q e − q i will simply be half of the difference between these two discrete PV values, and oriented outwards from cell i, i.e.
Substituting (65) in (64), we obtain
Noticing that, for the diamond-shaped region,
we can write (66) as
Within the summation, [∇ h q h ] e u e is obviously an approximation of the inner product of the normal components of ∇q and u on the edge. For the centroidal Voronoi tessellation meshes ( [12, 10] ) , two neighboring cell centers are equidistant to the edge between them, and, thus, the following identity holds,
Therefore, the summation on the left-hand side of (67) is a linear convex combination of the discrete convections across the edges surrounding cell i. The factor 2 comes from the fact that only the normal components are represented in the linear combination.
In the absence of an external forcing and the diffusions, the potential enstrophy is conserved under the QG equation. This can be directly verified by multiplying (1a) with q and integrate over M,
We now show that our PV convection scheme also conserves the potential enstrophy, up to the truncation errors in time. We again start with the scheme (40), and drop the external forcing and the bottom drag,
Taking the inner product of (68) with q h , we have
In the above, both (·, ·) 0,h designate the inner product (31) of scalar fields on the primary mesh. Applying the discrete integration by parts formula (33) to the second term, we obtain
Here, the second (·, ·) 0,h designates the inner product (32) of discrete normal vector fields on the edges. We note that q h = q e χ e , and q e is the arithmetic mean of the discrete PV values on the neighboring cells on edge e, and ∇ h q h = [∇ h q h ] e χ e n e , where [∇ h q h ] e is the gradient between the discrete P V values on the neighboring cells on edge e. It is easy to see that,
Therefore, we can write (69) as
Applying the integration by parts formula (33) again, we arrive at
Thanks to the incompressibility of the discrete vector field u h , we have
The potential enstrophy is conserved up to the time discretization errors.
6 Numerical experiments
A test case with a freely-evolving circular flow
In the previous section we have shown that the transport part of our scheme conserves the PV along the fluid path in the average sense, and conserves the potential enstrophy up to the time truncation error. In order to evaluate the performance of the scheme in practical simulations where space averaging and time discretization errors are present, we apply the scheme to a freely-evolving circular flow with no external forcing, no diffusion or no bottom drag. We consider one section of the mid-latitude northern Atlantic ocean. The initial state of the flow is given by
In the above, θ c = 0.5088 and λ c = −1.1 are the latitude and longitude of the center point of the Atlantic section, ∆θ = .08688, ∆λ = .15. The tanh function is used to ensure that the initial stream function is flat (with one constant value) along the boundary of the domain. A plot of the domain and of the stream function is shown in Figure 7 . This stream function produces a circular clockwise velocity field in the middle of the ocean, with the maximum speed of about .8m/s near the center, which is considered fast for oceanic flows. No external forcing or diffusion is applied, and the flow is allowed to evolve freely. The circular pattern will breakdown eventually, because of the irregular shape of the domain and because of the non-uniform Coriolis force.
A spherical centroidal Voronoi-Delaunay mesh of the domain with 186,168 primary Voronoi cells and 367,589 dual Delaunay triangles is used, and the mesh resolution gradually changes from 21km to 2km when getting closer and closer to the boundary. The numerical scheme (IVFV1) of Section 4.1.1 is used, Fig. 7 The initial stream function for a test of the pure PV advection scheme.
but with the external forcing and the bottom drag α set to zero so that only the PV transport participates in the dynamics. A fourth-order Runge-Kutta scheme is used to discretize the equation (40). The model is run for 10 years, and the time step size is ∆t = 1350s.
For this simulation, we want to see how well the PV and the potential enstrophy are conserved. For the QG equation, since the velocity field is incompressible, the PV satisfies the conservation laws. Due to the finite volume discretization technique used for the scheme, the PV is expected to be conserved both locally and globally. The global conservation of the PV is verified by a plot of the total PV against time (Figure 8 (a) ). The total PV remains constant in time. Over the course of 10 years, the change in the total PV is only about 1.25 × 10 −16 of the original total PV. Thus, under this scheme, the total PV is conserved up the machine errors. In the continuous system, the PV is also a quantity that is being transported by the velocity field, which means that, in the absence of an external forcing or diffusion, the PV is conserved along the fluid path. In the previous section, it has been shown that the transport component of our schemes conserve the PV along the fluid path in the averaging sense. From the discrete velocity field, it is impossible to fully reconstruct the fluid path, and therefore it is impossible to observe how PV evolves along any given fluid paths. Instead, we focus on the maximum value and the minimum values of the PV field. In the continuous system, since the PV is just being transported along the fluid particles, its maximum and minimum values will remain constant for all time. We want to know how well our scheme is able to preserve the maximum and minimum values of the PV field. However, it is not reasonable to expect the maximum and minimum values of the discrete PV are preserved exactly, because the scheme has only been shown to conserve the PV along the fluid path in the averaging sense. Oscillations are expected in the PV values, especially on the extreme values. In Figure 8 ]. Finally, we examine the performance of the scheme in conserving the potential enstrophy, which is the second moment of the PV. In Figure 8 (c), we plot the potential enstrophy of the discrete system against time. The plot shows that the potential enstrophy remains largely constant in time. An close examination of the numerical values shows that, over the course of 10 years, the change in the potential enstrophy is about 3 × 10 −8 of the initial potential enstrophy, which confirms that, under this scheme, the potential enstrophy is conserved up to the time discretization errors.
A test case with the intensified western boundary current
In this subsection, we numerically study the qualitative behaviors of all the schemes presented in Section 4, and identify the scheme that is most suitable for simulation of realistic flows in terms of both performance and efficiency.
To accomplish these goals, we utilize a test case that has much relevance to the realistic oceanic flows, namely a model for the intensified western boundary current, which, in the real world, takes the form of the Gulf stream, the Kuroshio current, the Brazilian current, etc. We consider the same section of the Atlantic ocean as in the previous section. But, here, the flow is initially at rest, and is being constantly driven by a zonally uniform wind stress of the form
• the latitude of the southern edge of the domain, and ∆θ ≈ 30
• the latitudinal width of the domain. The wind stress has a negative curl, and thus is a source of negative vorticity to the flow. Stommel proposed the very first model ( [31] ) for the Gulf stream, articulating that the Gulf Stream is primarily the consequence of the anisotropic effect of the Coriolis force. What is the most surprising about Stommel's model is that the bottom drag, taking the same form as the zeroth order term on the right-hand side of (1a), is the only damping term, even though the Gulf stream has the appearance of a lateral boundary layer. When the lateral diffusion is included, the resulting boundary layer is called the Munk layer. Both the Stommel model and the Munk model are steady-state and linear. The solutions to these steady-state and linear models over the domain under consideration and with the wind stress are plotted in Figures 9 and 10 . These plots clearly show that the Stommel layer and the Munk layer share the same structure; they differ only in details near the western boundary. These steady-state solutions will serve as the reference solutions for the time-dependent solutions that we are about to compute. In the inviscid model, the bottom drag is the only dissipative mechanism. In the previous Section, two schemes were proposed for this model. The scheme IVFV1 of Section 4.1.1 only enforces the BC (3) theoretically required for the model, while the scheme IVFV2 of Section 4.1.2 enforces the BC (3) and an extra artificial BC (45). Both schemes are applied to this test problem, with the bottom drag parameter α = 5 × 10 −8 . The stream function computed using the scheme IVFV1, at the end of the 5-year simulation, is shown in Figure 11 (a). The domain is unmistakably divided into two regions, one with positive vorticity, and the other with flat stream function and (nearly) zero vorticity. In addition to the western boundary, the flow also exhibits intensified boundary currents at the northern and eastern boundaries. While this result is not a good reflection of the realistic oceanic flows, where the intensified boundary currents are only observed on the western boundary, it does confirm an important principle for large-scale geophysical flows, namely that, in the absence of frictions, the PV tend to homogenize its self in the interior of the flow ( [25] ). The region with negative vorticity on the top is trying to offset the increase in the planetary vorticity in the flow.
With the artificial boundary condition (45) imposed by the scheme IVFV2, the homogenization process is disrupted. Since the relative vorticity is set to zero on the boundary and the surface fluctuations remain small, the PV on the boundary remain close to the planetary vorticity. This is approximately the case in reality (the planetary vorticity always dominates), and as a consequence, the stream function (Figure 11 (b) ) is also much closer to those in Figures 9 and 10 . The currents are only intensified near the western boundary. The stream of vortices on the top of the domain is the result of the combination of the free slip boundary condition and the vanishing curl of the wind stress there. When the lateral diffusion is included in the viscous model, the extra noslip BC (5) is required for the continuous model. Both the BC's (3) and (5) are enforced explicitly in the semi-implicit scheme VSFV1, whereas the BC (5) is only implicitly enforced in the explicit scheme VSFV2. Both schemes are applied to this case, with a bottom drag α = 3×10 −8 , and the lateral diffusion
Day 1700 Day 1750 Day 1800 Fig. 13 The stream functions, at days 1700, 1750, and 1800, with a bottom drag α = 3 × 10 −8 , computed using IVFV1 and the Runge-Kutta 4th order scheme.
Day 1700 Day 1750 Day 1800
Fig. 14 The stream functions, at days 1700, 1750, and 1800, with a bottom drag α = 3 × 10 −8 and a viscosity µ = 40, computed using VSFV1 and the semi-implicit Euler scheme. µ = 40. The stream functions at the end of the 5-year simulation are plotted in Figure 12 (a) and (b). The stream functions from both schemes share the same large-scale structure of the steady-state Stommel-Munk boundary layers. Indeed, both schemes produce an intensified current near the western boundary only. The stream of vortices also disappear from the top of the domain, thanks to the no-slip boundary condition. A comparison of the details in the boundary layer region is warranted in order to further distinguish these schemes. Presented in Figures 13, 14 and 15 are detailed views of the boundary layer region along the east coast of the United States for the schemes IVFV2, VSFV1, and VSFV2, respectively. IVFV1 is not included in this comparison because it does not produce a realistic rendering of the intensified western boundary current. These figures reveal
Day 1700
Day 1750 Day 1800 Fig. 15 The stream functions, at days 1700, 1750, and 1800, with a bottom drag α = 3 × 10 −8 and a viscosity µ = 40, computed using VSFV2 and the Runge-Kutta 4th order scheme.
several aspects about these schemes. First, while the artificial BC (45) helps the scheme IVFV2 produce a stream function field that is close to that of the Stommel-Munk boundary layer, it also makes the boundary layer thinner than those produced by the scheme VSFV1 and VSFV2. Second, the artificial BC (45) also leads to subdued eddy activities in the boundary layer region, compared with those in Figure 14 and 15. Lastly, while the schemes VSFV1 and VSFV2 impose the theoretical BC (5) in different fashions, the boundary layers that they produce are of similar structures, with comparable width and eddy activity levels.
While the schemes VSFV1 and VSFV2 have similar dynamical behaviors, the scheme VSFV2, coupled with a higher-order explicit scheme such the the 4th order Runge-Kutta method, has significant efficiency advantages over the scheme VSFV1. The first advantage comes from the fact that the scheme VSFV2 only has to solve a second-order elliptic problem, while VSFV1 has to solve a fourth-order elliptic problem, which has a larger discrete stencil. Our simulation results indicate that solving a fourth-order elliptic PDE is more than twice as expensive as solving a second-order elliptic PDE. Another surprising and much more significant advantage of the scheme VSFV2 is that, with the 4th order Runge-Kutta method, it can use a comparable or larger time step size than the scheme VSFV1. This advantage can be attributed to the fact that the fourth-order Runge-Kutta method has a very large stability region. In our numerical tests, the scheme VSFV2 runs smoothly with a time step size of even 10800s, while the scheme VSFV1 can only use a time step size of 1200s. While using a different higher-order implicit time stepping technique may be able to ameliorate the efficiency for VSFV1, it is not expected that it can achieve the same performance as VSFV2.
Conclusions
The current work is part of the project to develop vorticity-divergence based numerical schemes for large-scale geophysical flows on arbitrarily unstructured primal-dual meshes over bounded domains. Vorticity-divergence based numerical schemes offer the optimal representations of the inertial-gravity wave relations, which are essential for an accurate simulation of the geostrophic adjustment process. They advance purely scalar quantities, i.e. the mass, vorticity, and divergence, and thus avoid the need for vector reconstructions, for which there is no satisfactory solutions yet on unstructured meshes. Finally, vorticitydivergence based numerical schemes, through the finite-volume finite-difference discretization techniques, offer the opportunity for a tighter control over such fundamental quantities as vorticity, and thus a more accurate simulation of the overall dynamics.
The current work concerns the barotropic QG equation with a free surface, which is a relatively simple model on the hierarchy of models for geophysical flows. Several finite volume schemes are presented for both the inviscid and the viscous equations. Great care is taken with regard to the specification of the boundary conditions. For the inviscid equation, a no-flux BC is required for the well-posedness of the model ( [6] ). We present a scheme (IVFV1) that implements this BC explicitly. But this scheme fails to produce a realistic rendering of the intensified western boundary current, due to the lack of control over the PV on the boundary. A second scheme (IVFV2) with an artificial free-slip BC is also presented. This scheme adds a certain level of control on the PV on the boundary by mandating that the vorticity be zero there. The rendering of the intensified western boundary current is improved, but, due to the free-slip condition, an unphysical stream of vortices appear along the northern boundary. The viscous model requires both no-flux and no-slip boundary conditions. Two schemes are proposed for this model as well. The scheme VSFV1 implements both the no-flux and no-slip BCs explicitly by using an semi-implicit time stepping scheme. The VSFV2 implements the no-flux BC explicitly, but the no-slip BC implicitly. Both schemes produce qualitatively similar results in the test involving the intensified western boundary currents. We find that the scheme VSFV2, coupled with the 4th order Runge-Kutta scheme, is significantly more efficient than the VSFV1 scheme. Realistic geophysical flows typically involve the lateral diffusion, usually in the form of eddy viscosity. The tests performed in this study show that, in these cases, the scheme VSFV2 should be used, as it can deliver the right dynamics at relatively little cost (compared with VSFV1). The scheme IVFV1, thanks to its clean implementation of the BC, is of theoretical interest, as it can be used in studies focusing on the inviscid nonlinear dynamics of the geophysical flows.
In subsequent works, we will consider more complex systems, such as the shallow water equations, the isopycnal models, etc. These system involve more prognostic and diagnostic variables, and it will be more challenging to find the right specifications for these variables so that certain quantities, e.g. the PV, the potential enstrophy etc., are conserved. As mentioned in the introduction, in order for the vorticity-divergence based schemes to be appealing for practical applications, the performance of these schemes need to be further improved. The performance issue was skipped over all together in the current work, but will be dealt with in subsequent works. Our strategy for dealing with this issue will be a combination of iterative solvers, preconditioners, and good initial guesses.
