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Abstract
In this thesis, we tackle the problem of video object segmentation where we have to classify
every pixel of every frame in a video sequence into background and foreground classes. Our
algorithms fall in the semi-supervised category, i.e., they start with the object of interest an-
notated in the first frame and then they track and segment that object in the following frames.
The first algorithm that we have implemented describes the object of interest in terms of a
set of points distributed on the object and then tracks them in the following frames. To make
the tracking robust, we impose that the spatial distribution of these points is stable along
the frames. To do so, we place a mesh on top of the mask of the object, whose vertices are
the interest points to track, and the edges define the spatial structure within them. We then
compute a descriptor of the appearance of each of the points and look for the displacements
that bring those points in the following frame to a point with a similar descriptor. We enforce
that the displacements of neighboring points are similar, which favors coherent deformations
of the object.
This algorithm may experience difficulties at the contours of the objects as the point descrip-
tors might be influenced by the background. To overcome this problem, our second algorithm
is based on the idea of tracking the contour of the object by imposing smooth deformations
between frames. Starting from a polygonal representation of the contour of the object, we look
for the locations at the following frame that have a strong response of an edge detector while
minimizing the deformation of the shape. Specifically, we build a multiscale pyramid of seg-
ments of the contour polygon and look for the displacement of every segment that matches
the edge response while being coherent with the rest of elements of the pyramid.
This second algorithm can be understood as complementary to the first one, since it might
fail in object with low-contrasted contours or with cluttered background. As an overall trade
off, we propose a combination of the two algorithms that tries to make the most out of each
of them and compensate their weaknesses.
In order to validate our approaches, we perform an extensive validation on a recently-published
database called DAVIS that provides fifty sequences with the ground truth annotated in each
of their frames. We sweep all the different parameters of the algorithms in order to achieve
the best performance in this database. The results show that the contour algorithm outper-
forms the mesh algorithm, so the weaknesses presented in the previous paragraph are more
prominent in the mesh algorithm. Once we combine both of them, although we have not
been able to do a full search in the parameter space, the results obtained are promising and
an increase in the parameter space search suggests that we would outperform any of the stan-
dalone methods. We also perform a comparison against six state-of-the-art algorithms which
shows that although we are still behind the better-performing ones, our approach might be
competitive with further tuning and experimentation.
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1Introduction
In recent years, computer vision has grown in popularity in an attempt of allowing the com-
puters to see as humans do. Moreover, the introduction of deep learning techniques, which
try to mimic how the human brain works, have provided huge improvements in all the differ-
ent computer vision areas and they have fostered the research on the topic, therefore we are
closer than ever to allow computers to interpret an image as a human would do. Furthermore,
it is already being used in many products, for example, augmented reality or facial recogni-
tion, and it will play a key role in future products like driveless cars. Thus, it is one of the most
exciting topics to work nowadays as incredible results are just around the corner.
This thesis focuses on the problem of video object segmentation. In the literature, there are
many definitions of what specifically video segmentation refers to. Here, we refer to video seg-
mentation as the the problem of finding a binary partitioning of pixels into foreground and
background classes in every frame of a video sequence. This is an important topic which has
not been fully solved yet and it is an essential building block for numerous applications in-
cluding video editing and post-processing, video retrieval, analysis of large video collections,
activity recognition and much more.
In previous works, there have been mainly two different approaches to tackle this problem,
unsupervised or semi-supervised. In the unsupervised methods, the algorithm tries to au-
tomatically group pixel that have similar appearance and motion to propagate them in the
whole video sequence. On the other hand, in the semi-supervised approach, the object that
we want to segment in the whole video sequence is given as the initial mask of the first frame
and we propagate that mask through the whole video sequence.
The algorithm that we have developed falls in the semi-supervised category, therefore, we
want to find the initial object highlighted by the mask in the following frames. In order to do
so, our first approach is to define a set of key points in the current object that allows us to
find it in the following frame. In our case, we mesh the object and we define the key points
as the vertices of the mesh. The mesh structure has been chosen in order to have equally
distributed points in the whole object and also because it is a deformable structure.To perform
the matching with the points in the next frame, the key points need a unique identifier that
in our approach consists on a deep learning version of the popular SIFT descriptor. However,
the main problem of this descriptor is that it uses a window around the point of interest, thus
the points that are in the contour of the object are highly affected by the background. To
overcome this issue, we have developed another approach that tries to take advantage of the
shape of the object to perform the segmentation. We take the contour of the object and build
a pyramid on which at each level we have the contour divided in segments of different lengths.
The pyramid structure is used to allow the contour to deform, but only to a certain point. In
order to find the different segments in the following frame, we use an edge detector that gives
us the provability of having the segments at a a certain location. This second approach has
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also it disadvantages as the contours segments may get stuck in edges that are close to the
object. As a final solution, we join the two different approaches as they are complimentary
and we expect that in this way we can overcome their standalone limitations.
In order to evaluate an algorithm performance, usually databases that have been annotated
are used, in our case we use the DAVIS database [PPTM+16]. This contains a mask for all the
frames of all video sequences that separates the object that we are tracking from the back-
ground. This mask has been obtained by human labeling and we refer to it as the ground
truth because it defines what would be the perfect result of algorithm. In Figure 1.1, we can
see a sequence and the ground truth mask overlaid to it.
(a) Frame 1 (b) Frame 10 (c) Frame 20
(d) Frame 30 (e) Frame 40 (f) Frame 50
(g) Frame 60 (h) Frame 70 (i) Frame 82
Figure 1.1: Bear annotated video sequence with the ground truth mask overlaid in green.
This document has been structured in the following way. First of all, in Chapter 2, the current
state of the art techniques in video object segmentation are reviewed in order to have an idea
of which are the advantages and drawbacks of the other methods. Then, in Chapter 3, the
algorithm that has been developed is explained in detail. After that, in Chapter 4, the differ-
ent experiments to test the algorithm and its performance in the public database DAVIS are
detailed. Finally, in Chapter 5, the conclusion explaining the benefits and drawbacks of the
algorithm as well as its future improvements are explained.
2State of the Art
In this section, we summarize the most relevant work in the video object segmentation field.
First, we focus on the unsupervised category and later we take a deeper look into the semi-
supervised one as the work presented falls in this category.
2.1 Unsupervised segmentation
In this category, the algorithm automatically groups pixels in the video that are visually and
motion-wise similar. Some of them use the superpixels in the reference frame and try to merge
them in a way that they have also consistency in time with the following frames. This approach
usually leads to over-segmented results and requires further human interaction. Another ap-
proach in this category is to start by searching which is the most important object in the video
sequence and propagate its mask in the following frames. However, this requires to have a
considerable number of frames to decide which object should be used. The latest work that
has been publish in this area tries to mix both approaches [ZJS13]. The algorithm of this cat-
egory that currently achieve the best results in the public dataset DAVIS [PPTM+16] is [FI14]
and uses a voting scheme on the graph of co-occurring regions in the video sequence, in Fig-
ure 2.1 we can see several frames of a specific sequence.
(a) Frame 1 (b) Frame 28
(c) Frame 55 (d) Frame 82
Figure 2.1: Final mask output of the best unsupervised method overlaid in green.
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2.2 Semi-supervised segmentation
In this category, the initial frame and sometime some other key frames during the video se-
quence are user labeled and the rest of the sequence has to be segmented. The following
works are the most relevant in this field:
• HVS [GKHE10]: This approach combines a volumetric over-segmentation with a hier-
archical re-segmentation to obtain regions that exhibit long-term temporal coherence
in their identities and boundaries. It is built upon a graph-based algorithm for image
segmentation that groups pixels that exhibit similar appearance. This algorithm is ex-
tended by constructing a graph over the spatio-temporal video volume based on a 26-
neighborhood in the 3D space-time. In order to improve the results, they use optical
flow to connect each voxel to the neighbors along the backward flow vector and also
as a feature for each region during hierarchical segmentation. In order to deal with
long video sequence, the video is partitioned in different clips, the algorithm is applied
to each of them and the final result is obtained by combining the results of each clip.
The result of the algorithm allows the users to select the desired granularity of the seg-
mentation. Its main limitations are the processing time that is around 20 minutes for
a 40 seconds video sequence and its inability to deal with occlusions or partial scene
changes.
• TSP [CWF13]: This work focuses on extending the superpixel concept to video sequences,
they define the Temporal SuperPixels (TSP) as a set of video pixels that are local in space
and track the same part of an object across time. The superpixel representation reduces
the number of variables by orders of magnitude while maintaining the most salient fea-
tures of an image. When computing the TSP for a single frame, they use the superpixel
method SLIC as a baseline and they reformulate the problem as a Gaussian mixture
model using a graphical model. In order to solve it, they perform a joint optimization of
labels and parameters. They define three different moves over the TSP that can modify
the value of the log likelihood: local moves, merge moves and split moves. When no
movements increase the value of the log likelihood, the algorithm has converged. This
schema is extended to develop a temporal superpixel representation, defining a graph-
ical model that also imposes dynamics on the learned parameters of each superpixel.
The solution to this graphical model is similar to the static case. This approach has dif-
ficulties when the video exhibits fast motion and it achieves the worst results among the
methods tested in the DAVIS dataset [PPTM+16].
• SeamSeg [RB14]: The idea behind this work is to connect p ×p patches across frames,
such that the distance between this patches is minimized but also taking into account
that seams in coherent regions move coherently. Seams are connected paths of low en-
ergy in an image and the authors extend the seam carving algorithm to video sequences
by modifying the energy function to capture the motion of objects and extending the
seamsizes to f frames. In order to perform the optimization, they use the Approximate
Nearest Neighbor Field algorithm to minimize the distance between patches while ex-
ploiting the coherency from consecutive frames. As a result, each pixel in a frame is
contained in p2 seams with each corresponding label. In order to decide the label of
each pixel, they make use of rough sets by which they classify the pixel as foreground,
background or boundary region. The main limitations of this algorithm are the label
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transfer for newly uncovered ambiguous objects or background regions and the han-
dling of complete occlusions.
• FCP [PWGSH15]: This technique tries to explore the combination of different object
proposals for every frame to obtain the video object segmentation. It starts taking as
an input a set of object proposals and a few annotated foreground proposals. Then,
each proposal is characterized by a set of features to capture its appearance, motion and
objectness. A rough classification and a subsampling of the proposals with the features
is performed using a Support Vector Machine classifier in order to reduce the size of the
proposal space. Using the remaining proposals, a maximum a posteriori inference is
performed on a fully connected conditional random field to determine the final labeling
of each of them. Finally, each labeled proposal cast a vote to the pixels that it overlaps
and a binary mask is obtained after thresholding the result. The algorithm achieves
good results in sequences with fast motion and occlusions, but it is challenged when
the resolution of the video is low and it can not produce enough object proposals.
• JumpCut [FZL+15]: This method is used to transfer masks and to interpolate with ex-
isting masks. Background and foreground regions are typically displaced in different
manner, FG displacement is typically larger and less rigid, whether BG displacement is
mainly induced by the motion of the camera. In order to take advantage of this situ-
ation, they first align the image with respect to the foreground and the background to
obtain two new images. In each of these images, they use a method based on Patch-
Match in order to compute the nearest neighbor field and then both results are fused
into one single NNF. They also incorporated edges in the process to prevent the mask
from aligning itself with irrelevant salient edges. An edge detector is used to extract the
edge map, then a pixel in each side of the edges is chosen and it is classified as FG or
BG. If the labels differs, it is considered as an edge between the BG and the FG. The fi-
nal step is cleaning up the mask boundary using an extension of the Geodesic Active
Contour method that takes into account the NNF, the edges obtained previously and
the previous mask. The algorithm is able to handle relatively good large changes in the
foreground, this allows it to deal with large optical flow displacements. However, it has
problems when it has to handle disocclusions.
• BVS [MPWSh16]: The main idea of this work is to perform the segmentation in a bilat-
eral space. Each pixel is embedded in a higher dimensional space using the colors, the
position and the temporal coordinates. The bilateral space is then resampled using a
regular grid and the vertices of this grid are computed using an adjacent interpolation
method. In order to find the optimum solution, the Graph Cuts algorithm is used defin-
ing the energy with a unitary term that models deviations from the supplied user input
and a pairwise term that attempts to ensure that neighboring vertices are assigned with
the same label. The final mask is obtained by interpolating grid labels at positions of
the lifted pixels in the output frame and performing some post processing techniques
to ensure smoothness in the final result. This method is the current top performing in
the DAVIS dataset and computes the mask for every frame in 0.37s in average. The final
result on some frames of a sequence can be seen in Figure 2.2.
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(a) Frame 1 (b) Frame 28
(c) Frame 55 (d) Frame 82
Figure 2.2: Final mask output of the best semi-supervised method overlaid in red.
3Our Algorithm
3.1 Introduction
The following sections provide all the details of the algorithm that has been designed in order
to perform video object segmentation. As stated previously, our algorithm falls in the semi-
supervised category as the starting point is the ground-truth mask of the first frame. Then, the
algorithm tries to segment the object that has been marked with the initial mask in the follow-
ing frames of the video sequence. Intuitively, our first idea is to describe the object by means
of a set of spatially-structured key points. To do so, we build a uniform mesh covering the
spatial extend of the object. We then try to find a correspondence that fits each point but also
keeps their spatial distributions. As we will see in the examples, though, this approach may
present poor results near the contour of the object as the descriptors used to describe each
point might be influenced by the background. To solve this, the second part of the algorithm
tries to track the object shape using the contours in the current frame and tries to find how it
has evolved by matching it to the detected contours of the next frame. As a final algorithm we
will propose a global approach that mixes both points of view to make the most out of their
strengths.
To help grasping the intuition behind our algorithm, we will illustrate the following sections
with the bear sequence from [PPTM+16] as an example. We will motivate each step performed
and show some of their limitations, which will justify the following step.
3.2 Mesh
In order to characterize the object that we want to segment from the video sequences, many
different methods have been proposed. As explained in Chapter 2, some try to describe each
pixel with a feature vector while others try to group similar pixels into superpixels [RM03] and
assign them a feature vector as well. The first approach may lead to high computational cost
and the second one, although it may look promising, it is not reliable when the boundaries
of the object do not have high contrast. In this method, we explore a different path, building
a structure in between of the previous approaches by placing some key points uniformly dis-
tributed in the object. This is done by meshing the object, taking the vertices of the mesh as
key points and then assigning to each of them a feature vector. In this way, we want to take
benefit of the single pixel approach while reducing the computational cost. Moreover, the
mesh imposes a geometrical relationship among the vertices that we can use when we have
weak correspondences in the feature matching. In the following sections, we explain in more
detail each of the different elements that compose the algorithm.
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3.2.1 Tessellation
In order to generate the mesh, our approach is inspired by two methods. First, the work
from [HAF+16] in the section where they discretize the volume of a 3D shape using centroid
Voronoi tessellation and second, from the Finite Element Method [BP15] that is used to find
approximate solutions to boundary values problems for partial differential equations. The
mesh is performed in the object of the frame N − 1 and a triangle is used as a construction
element. One of the main parameters to initialize any mesh algorithm is the contour, in order
to obtain it, we use the mask of the object in the frame N −1 and the set of functions available
in [PPTM+16] to convert a mask into its contour polygon. Once we have the contour, we use
one of the existing algorithm to produce a mesh from a polygon. After trying several options,
we found that the implementation provided by Matlab in the Partial Differential Equation
toolbox [MAT10] was the most suitable one for the results it produces and for the number of
parameters that can be configured.
The output of the Matlab mesh function is the coordinates of all the vertices as well as a matrix
with the vertices of each of the triangles that form the mesh. In Figure 3.1, we can see the
object with its corresponding mesh overlaid.
Figure 3.1: Output of the meshing algorithm on top of the object that we want to segment in
the video sequence.
3.2.2 Descriptor
In order to characterize every vertex in the mesh, we create a feature descriptor vector for each
of them. In the literature, there are many different ways of doing so, for example taking the lo-
cation of the pixel, its color or the values of the gradient in an area surrounding it. Instead, we
opt for a more complex descriptor called LIFT [SSTF+15] which is similar to the classical SIFT
descriptor [Low04], but it is obtained using a convolutional neural network (CNN). Since the
publication of the first paper from Alex Krizhevsky [KSH12] that showed an incredible boost
in performance in the algorithms to classify images, CNNs have been applied to many other
computer vision problems as it is the case in the descriptor that we are going to use. The LIFT
descriptor achieves better results in matching points from two different images and it is much
more robust to viewpoint changes, scaling, rotation, non-rigid deformations and varying il-
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lumination than traditional algorithms like SIFT [Low04], SURF [BEG08] or ORB [RRKB11].
Here, we use the code published by the authors and we take their CNN implementation in
Torch with the network parameters that they also published. The input of the CNN is a win-
dow around the point that we want to describe, the size of the window can vary from 64×64
to 8×8, and the output is a 128 dimensional descriptor. Its structure can be seen in Figure 3.2.
Figure 3.2: CNN structure schematic extracted from [SSTF+15].
In order to obtain the descriptor, they train a siamese network architecture that contains two
CNNs with identical parameters to compare pairs of patches. Considering the output of the
network as a patch descriptor, they use the L2-norm to enforce that the descriptors of non-
corresponding patches are far apart and that the descriptors of corresponding patches are
close together. They train the network using the MVS dataset [BHW11] and they propose a
strategy of aggressive mining of "hard" positives and negative to achieve better results.
3.2.3 Mask transfer
Once we have the necessary tools to describe our object, we define which method we use
in order to find the mask of the object in the following frame. After reviewing several opti-
mization techniques such as Graph cuts [BVZ01] or Gradient decent [Yua08], we decided to
formulate the problem as a Conditional Random Field (CRF) [LMP01] that is used in the field
of Probabilistic Graphical Models [DF09]. CRF formulation is suitable when we want to label
certain elements, but apart from taking into account the label cost for the specific element
(unitary term), we also want to take into account the labels of its neighbors (pairwise term).
The final result is an energy that is defined by the previous terms, the unitary and the pairwise,
and that we want to minimize using one of the existing techniques.
In our case, the mesh naturally defines the graph of the CRF, every vertex of the mesh is con-
sidered as a node and it is connected to the same neighbors that it has in the mesh. Moreover,
the labels are a set of possible displacements that every node can have.
As unitary term, we consider the cost of matching the initial node to a node in the second
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image located at the position of the initial node plus the displacement vector. Its value is
obtained computing the L2-norm of the descriptors of the two nodes involved:
Ui (t i )= ‖d1(q)−d2(q + t i )‖2 (3.1)
As a pairwise term, we compute the L2-norm of the displacement of one node and the dis-
placement of its neighbor, which enforces neighboring nodes to have similar displacements.
In this way, we prevent high deformations of the mesh that could come from weak local cor-
respondences:
Pi , j (t i , t j )= ‖t i − t j‖2 (3.2)
The global energy function that we want to minimize is then:
E(t )=∑
i
Ui (t i )+α
∑
i , j∈N
Pi , j (t i , t j ) (3.3)
where i , j ∈ N means that two nodes are neighbors that is, there is an edge in the mesh con-
necting them.
The parameterα in Equation 3.3 is used to increase or decrease the importance of the pairwise
term and it enables us to make the solution more rigid if we increase the alpha or more flexible
when we decrease it. There are also many heuristics to solve this minimization problem, but
we have selected the Loopy Belief Propagation (LBP) [FH06] algorithm. This provides an exact
solution if the graph does not have cycles, but our problem does have many cycles. However, it
has been shown that even if there is no warranty that the solution is optimal in a cyclic graph,
it performs very good and achieves relatively good results for the time it elapses to find the
solution [MWJ99]. In order to find the optimal displacement for each node, we have used the
implementation provided by the library OpenGM [ATK12]. Then, we apply the displacement
to the different nodes and we take the contour of the displaced mesh to build again a mask
that will be used to find the object in the following frame. In Figure 3.3, we can see the result
of the initial mesh and the resultant mesh after applying the optimal displacement found for
each of the nodes.
Using this procedure we have mainly two limitations, first, the vertices of the mesh that are in
the contour have a feature vector that is highly dependent on the background and this may
introduce distortion in the contours of the object as can be seen in Figure 3.4 (a). Moreover,
if the contour is quite irregular, the meshing algorithm will produce many vertices that are
really close, as it is shown in Figure 3.4 (b), so their descriptors are very similar and we have
some redundancy. Therefore, most of the problems are in the contour of the object and in the
next section we present another method to overcome them.
3.3 Contours
In Section 3.2, we saw that the main limitation of the mesh algorithm was in the contours.
Thus, in this section we develop an algorithm tailored to work in the contours in order to
complement the previous one. To do so, we take advantage of the shape of the object and
the fact that the contours of the object cannot suffer huge alterations from one image to the
next one because we are dealing with a video sequence. Our approach builds a pyramid in
which every level has segments of different lengths, then, using an edge detector, we try to
find each segment in the following frame. In the following sections, each step is explained in
more detail.
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(a) Frame 1 (b) Frame 28
(c) Frame 55 (d) Frame 82
Figure 3.3: Final output mask overlaid in green in different frames of the video sequence.
(a) Trail of the mask due to the background in-
fluence.
(b) Over meshed region near the contour.
Figure 3.4: Two examples where we can see see the limitations of the mesh algorithm.
3.3.1 Pyramid
In order to represent the contour of the object, we divide it in segments of different lengths
and structure the results in a pyramid. This has been inspired by the work of [KLSG13] and
its generalization for dense pixel matching [HLPA15] as they show that a much more coherent
and faster result can be achieved if the problem is described as a pyramid. To compute it, we
take the mask of frame N − 1 and we compute the contour polygon of the object using the
functions available in [PPTM+16]. In our case, in the top of the pyramid, we have the contour
surrounding the whole object. Then, at the second level of the pyramid, we have the initial
contour divided in a certain number of segments. In the following pyramid level, we have each
of the previous segments divided again by a certain number and we can continue iterating the
same structure for as long as we want until each segment is just one pixel. This structure can
be seen in Figure 3.5 where we have built a four-level pyramid dividing the segments in each
level by four every time. The results is that we have 1 segment in the first level, 4 segments in
the second level, 16 segments in the third level and 64 segments in the last level.
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(a) First pyramid level (b) Second pyramid level
(c) Third pyramid level (d) Fourth pyramid level
Figure 3.5: Different levels of the pyramid in which the contour is divided.
3.3.2 Edge detector
To find each of the segments that form the pyramid in the following frame, we use an edge
detector that gives us possible places where they may be present. There are many edge detec-
tor algorithms, from the classical Canny edge detector [Can86] to much more sophisticated
ones using machine learning. In our case, we have used the detector developed by P. Dol-
lar et al. [DZ15] which is one of the best at the time of developing the algorithm. Concurrently
with this report, a new contour edge detector based on deep learning named COB [MPTAG16]
that achieves almost human performance was released. This has not been used in this thesis,
but its usage may probably improve the results obtained as they are dependent on the quality
of the edge detector. In Figure 3.6, we can see an example of the output by the edge detector
that we are using. We can clearly see that the edge detector does not work perfectly and some
parts of the contour have low edge probability. It is in this situation where the usage of the
pyramid will improve the results as it forces segments with low edge probability to be labeled
similar to neighboring segments that have higher edge probabilities.
Figure 3.6: Result of applying the contour edge detector to a certain frame.
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3.3.3 Mask transfer
In order to solve the optimization problem, we use the same rational as in Section 3.2.3.
Therefore, we also describe the problem as a Conditional Random Field. In this case, we build
the graph in the following way. Each segment corresponds to a node and it is connected to the
segments that are before and after him as well as to the parent node representing the segment
that we divided to obtain it. For example, following with the same example that we showed
in Figure 3.5, the first pyramid level contains only one node corresponding to the whole con-
tour and it is connected to the four children nodes corresponding to the segments that are
obtained from dividing it. Each of these segments are connected to the one before and after it
in the contour. We can apply the same strategy to each of the child segments from the whole
contour and connect them to their child and so on. Once we have built the graph, we also
define the labels as a set of displacements that every node can have.
As a unitary term, we consider the probability that a displaced segment matches an edge in
the following frame. However, as we write the problem as a minimization, we have to invert
the previously stated probability. In Equation 3.4, E represents the result of the edge detector
and s(t i ) the segment after we have displaced it:
Ui (t i )= 1− cor r (E , s(t i )) (3.4)
As a pairwise term, we consider the same L2-norm of the the displacement of one node and
the displacement of its neighbor to ensure certain coherence among them as in Section 3.2.3:
Pi , j (t i , t j )= ‖t i − t j‖2 (3.5)
The final global energy function that we would like to minimize is then:
E(t )=∑
i
Ui (t i )+α
∑
i , j∈N
Pi , j (t i , t j ) (3.6)
where i , j ∈N means that two nodes are neighbors, that is, they are two segments connected
in the pyramid.
The parameter α in Equation 3.6 has a similar effect on the result as in Section 3.2.3. In this
case, if it has a small value, the segments will rely on their own edge probability. On the other
hand, if it has a high value, the label coherence with its neighbors and other levels of the
pyramid will be more important.
We also use the LBP algorithm to find the solution and its implementation in OpenGM. Once
the optimal displacement for each segment is obtained, these are applied to the last level of
the pyramid. Then, the segments displaced are used to obtain the contour to create the mask
that should contain the object that we are segmenting in the following frame. In Figure 3.7,
we can see the final mask overlaid in green on four different frames of the video sequence.
However, this method is also far from perfect as it struggles when there are strong edges close
to the contour of the object causing the algorithm to get stuck in those edges as it is shown in
Figure 3.8. This problem comes from the fact that the only structure that we enforce is along
the contour and it is rather weak compared to the mesh. Therefore, in order to enhance it, we
should use the inner key points of the previous algorithm. Thus, in the following section we
explain how we can join the two approaches that have been presented so far to improve the
results.
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(a) Frame 1 (b) Frame 28
(c) Frame 55 (d) Frame 82
Figure 3.7: Final output mask overlaid in green in different frames of the video sequence.
Figure 3.8: Zoom of two examples where the contour segments are stuck in an edge near the
contour.
3.4 Mesh and contours combined
Once we have the two parts of the algorithm detailed, we proceed to join them to have the
benefits of each of them and to try to compensate their weaknesses. The algorithm corre-
sponding to the contour is not modified, a pyramid is built in the same way as described in
Section 3.3.1 and we also use the edge detector explained in Section 3.3.2. On the other hand,
the mesh algorithm is slightly modified. We use the same meshing strategy as described in
Section 3.2.1, but now we remove all the vertices of the mesh that belong to the contour and
its corresponding edges. This is done because in the contour we rely in the contour algorithm
and we use the mesh algorithm just for the inner part of the object. For the remaining vertices
in the mesh, we use the same descriptor presented in Section 3.2.2 to obtain its feature vector.
The resultant pyramid as well as the pruned mesh are shown in Figure 3.9.
3.4.1 Mask transfer
The approach to find the optimal solution is similar to the ones used previously in Section 3.3.3
and Section 3.2.3, the main difference is in how we build the graph. First of all, we build a
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Figure 3.9: Last layer of the contour pyramid and pruned mesh overlaid in the object.
graph of the pyramid as explained in Section 3.3.3 and a separate one similar to the one ex-
plained in Section 3.2.3, but in this case using only the vertices and edges remaining in the
mesh after removing its outer crown. In order to connect both graphs, we take the nodes that
correspond to the lowest level in the contour pyramid (the one with the smallest segments)
and the nodes that correspond to the outer vertices of the mesh without the outer crown.
Then, for each of the selected vertices, we find the closest segment and we connect the nodes
that correspond to each of them. The result is depicted in Figure 3.10.
Figure 3.10: The connection of the segments in the last layer of the pyramid with the corre-
sponding vertices is depicted with a line of the same color as the segment.
Once we have the graph described, we use the same approach as before to find the optimal
solution, formulating the problem as a Conditional Random Field and using the Loopy Belief
Propagation algorithm to solve it. Therefore, we define a set of possible displacements for all
the nodes and we want to find the optimum displacement for each node.
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As a first unitary term, we consider the cost of matching the initial node to a node in the
second image located at the position of the initial node plus the displacement vector as in
Section 3.2.3. Its value is obtained computing the L2-norm of the descriptors involved in the
two nodes:
U 1i (t i )= ‖d1(q)−d2(q + t i )‖2 (3.7)
As a second unitary term, we consider the probability that a displaced segment matches an
edge in the following frame as in Section 3.3.3. However, as we write the problem as a min-
imization, we have to invert the previously stated probability. In Equation 3.8, E represents
the result of the edge detector and s(t i ) the segment after applying the displacement:
U 2i (t i )= 1− cor r (E , s(t i )) (3.8)
As a pairwise term, we compute the L2-norm of the displacement of one node and the dis-
placement of its neighbor to ensure certain coherence among them as in Section 3.2.3 and
Section 3.3.3:
Pi , j (t i , t j )= ‖t i − t j‖2 (3.9)
The final global energy function that we want to minimize is:
E(t )=∑
i
U 1i (t i )+β
∑
i
U 2i (t i )+α
∑
i , j∈N
Pi , j (t i , t j ) (3.10)
where i , j ∈N means that two nodes are neighbors in the graph that we have described previ-
ously.
The parameter α in Equation 3.10 has the same effect of enforcing a solution more rigid or
more flexible as in the previous sections. The new parameterβ in Equation 3.10 weights which
is the importance of the contours in the final solution with respect to the inner mesh points.
Once the optimal displacements are found, we take the segments corresponding to the last
layer of the contour pyramid and we apply the optimal displacement to them. Then, from
these displaced segments we obtain the mask that determines where the object is found in
the frame N . In Figure 3.11, we show the final mask, in green, overlaid to different frames
of the video sequence. In this case, we can see that we obtain a better result than the ones
obtained with each of the algorithms standalone.
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(a) Frame 1 (b) Frame 28
(c) Frame 55 (d) Frame 82
Figure 3.11: Final output mask overlaid in green in different frames of the video sequence.

4Experiments and Results
4.1 Introduction
In this section, we detail all the experiments that have been carried out in order to adjust all
the parameters of the algorithms presented in Chapter 3, as well as the final results obtained
with the optimum parameters. We use the DAVIS database [PPTM+16] in all the experiments,
therefore we first give an overview of the characteristics of this database, as well as the differ-
ent metrics to asses the performance of the algorithms that are presented in the database pa-
per. Then, we detail and sweep all the parameters involved in the standalone mesh and con-
tours algorithms and the final algorithm once we join them. An interpretation of the results is
given and they are compared to the results of the other methods presented in the Chapter 2.
4.2 DAVIS database
This video object segmentation dataset has been recently published and provides more se-
quences and better image quality than the previous existing ones like MoSeg [BM10], BVSD [SBM+11]
or SegTrack [TFM10]. It contains fifty high quality, Full HD video sequences spanning multi-
ple occurrences of common video object segmentation challenges such as occlusion, motion-
blur and appearance changes. Each sequence contains one target foreground object to be
separated from the background regions. The sequences are professionally annotated with
pixel-accurate ground-truth data provided for every video frame. Moreover, each video is an-
notated with specific attributes such as occlusions, fast-motion, non-linear deformation and
others, the full list is shown in Table 4.1.
4.2.1 Evaluationmetrics
Depending on the final application of the algorithm, the metrics to evaluate its performance
may vary. For example, if we use the algorithm mainly as a classifier for parsing large scale
datasets, we would like to have the lowest amount of mislabeled pixels. On the other hand,
if we use the algorithm in video editing applications, we would prefer that the contours are
accurate and have temporal stability. This is why it is important to have several metrics to
asses our algorithm. In [PPTM+16], they present three different metrics: Region Similarity,
Contour Accuracy and Temporal Stability. In the first two metrics, we use a given ground-
truth mask G on a particular frame and the output segmentation of our algorithm M whereas
in the last one, we use frame N −1 and frame N to compute the metric.
Region SimilarityJ . In order to measure the number of mislabeled pixels, they propose the
Jaccard index J defined as the intersection-over-union of the estimated segmentation and
the ground-truth mask. This metric provides intuitive, scale-invariant information on the
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ID Description
BC Background Clutter. The back- and foreground regions around
the object boundaries have similar colors (χ2 over histograms).
DEF Deformation. Object undergoes complex, non-rigid deformations.
MB Motion Blur. Object has fuzzy boundaries due to fast motion.
FM Fast-Motion. The average, per-frame object motion, computed
as centroids Euclidean distance, is larger than τ f m = 20 pixels.
LR Low Resolution. The ratio between the average object
bounding-box area and the image area is smaller than tl r = 0.1.
OCC Occlusion. Object becomes partially or fully occluded.
OV Out-of-view. Object is partially clipped by the image boundaries.
SV Scale-Variation. The area ratio among any pair of bounding-
boxes enclosing the target object is smaller than τsv = 0.5.
AC Appearance Change. Noticeable appearance variation, due
to illumination changes and relative camera-object rotation.
EA Edge Ambiguity. Unreliable edge detection. The average ground-
truth edge probability (using [DZ15]) is smaller than τe = 0.5.
CS Camera-Shake. Footage displays non-negligible vibrations.
HO Heterogeneus Object. Object regions have distinct colors.
IO Interacting Objects. The target object is an ensemble of multiple,
spatially-connected objects (e.g. mother with stroller).
DB Dynamic Background. Background regions move or deform.
SC Shape Complexity. The object has complex boundaries such as
thin parts and holes.
Table 4.1: List of video attributes and corresponding descriptions extracted from [PPTM+16].
number of mislabeled pixels and it is defined asJ = |M∩G||M∪G| .
ContourAccuracyF . In order to measure the contours, they propose to compute the contour
based precision Pc and recall Rc between the contour points of c(M) and c(G), via a bipartite
graph matching in order to be robust to small inaccuracies. The F-measure F is used as a
final metric and obtained usingF = 2Pc RcPc+Rc .
Temporal Stability T . In order to measure jittery and unstable boundaries, they transform
the mask Mt of the frame t into polygons representing its contours P (Mt ). Then, they de-
scribe each point p ti ∈ P (Mt ) using the Shape Context Descriptor (SCD) [BMP02]. After that,
they pose the matching as a Dynamic Time Warping [RJ93] problem, where they look for the
matching between p it and p
i
t+1 that minimizes the SCD distances between the matched points
while preserving the order in which the points are present in the shapes. This metric cannot
be computed in sequences with occlusions and very strong deformations as they would be
misinterpreted as contour instability.
4.2.2 Sequences
In order to have an idea of how the different sequences look like, in Figure 4.1 we depict the
initial frame of all 50 sequences with the ground-truth mask in red. Then, in Table 4.2 we show
which of the different attributes mentioned in Section 4.2 each of the sequences has.
4.2.3 Performance of state of the art algorithms
In order to asses our algorithm it is important to know which is the performance of the other
state of the art algorithms. The algorithms that we consider are NLC [FI14], CVOS [TKS15],
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Figure 4.1: Sample sequences from DAVIS dataset, with ground truth segmentation masks
overlayed. Figure extracted from the supplematal material of [PPTM+16].
TRC [FZS12], MSG [OB11], KEY [LKG11], SAL [WSP15] and FST [PF13] within the unsupervised
category, then in the semi-supervised category we have TSP [CWF13], SEA [RB14], HVS [GKHE10],
JMP [FZL+15], FCP [PWGSH15] and BVS [MPWSh16]. In Table 4.3, we can see the overall per-
formance of all the algorithms in the different metrics described in Section 4.2.1. To have a
more detailed result to compare with our algorithm, we also include in Table 4.4, Table 4.5 and
Table 4.6 the result for each sequence of the different algorithms and for each of the metrics
presented in Section 4.2.1.
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4.3 Mesh
In order to obtain proper results, there are many parameters that we have to consider in the
mesh algorithm. First, we will explain all the parameters and the different values that we have
used for each parameter in the optimization. Then, we will show the results of the parameters
optimization. Finally, we show the per-sequence results of the best configuration of parame-
ters and we interpret its performance.
4.3.1 Parameters
In this section, we will explain all the parameters that are fixed and also the ones that are swept
in the parameters optimization. First, we start with the parameters related to the Matlab mesh
function:
• Maximum length of the edges: This fixes the maximum length that an edge of the trian-
gles that form the mesh can have. It determines the density of the mesh, as the smaller
the value, the smaller the triangles into which the polygon is partitioned. The values of
this parameter that we will use in the parameters optimization are 20, 30, 40.
• Meshgrowth rate: This parameters specifies how easily the algorithm creates new smaller
triangles substituting a bigger existing one. The regions of the polygon that are usually
more complex with short segments that have huge changes in direction are meshed
with much smaller triangles. We would like to reduce this effect as much as possible
to avoid having vertices really close with similar feature vectors, therefore, the mesh
growth rate is set to the slowest rate possible. As the Matlab function specifies that has
to be between 1 and 2, we set a fix value of 1.999 for all the parameters optimization.
Then, we have the parameters related with the Condition Random Field formulation and the
Loopy Belief Propagation algorithm use to solve it:
• Step size of the displacement vector: This parameters defines the step size between
two elements of the displacement vector. The smaller the value, the more accurate the
solution will be. Therefore, we would like its value to be 1, but for computational reasons
we use 2 as it provides a reasonable accurate solution and we have half the displacement
vectors in the LBP computation.
• Maximumof the displacement vector: This parameter defines the span of the displace-
ment vector. The possible values of the displacement will go from minus this value to
plus this value. Therefore, the higher the value, the better we will be able to track large
movements in the objects. However, this comes also at a higher computational cost as
it increases the number of possible labels for each node in the LBP computation. The
values that we have decided to use in the parameters optimization is 10 and 15.
• Alpha: This parameter, as explained in Section 3.2.3, determines if the deformation of
the mesh is more rigid when its value is high or more flexible when its value is low.
The unitary and the pairwise in the energy functions are normalized to 1, therefore in
the parameters optimization the value of alpha does not need to be very high. We will
sweep alpha from 0 to 1 in 0.2 steps and from 2 to 10 in 2 steps.
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• Max iterations: This parameter defines the maximum number of iterations that the LBP
algorithm can do. The value that we will use in all the parameters optimization is 25, but
the algorithm usually takes much less iterations to converge and stops due to the energy
decrease parameter.
• Energydecrease: This parameter is used in the LBP algorithm to stop iterating when the
energy between one iteration and the previous one has decreased a certain percentage.
In most of the experiments, the algorithm stops due to this parameter as the results con-
verges relatively quickly. The percentage that we set in all the parameters optimization
to stop the LBP algorithm is 0.1.
There are also two parameters related to the LIFT descriptor used to obtain the feature vectors
of every mesh vertex:
• Patch size: As shown in Section 3.2.2, the size of the patches at the input of the con-
volutional neural network is 64. However, it is also possible to use smaller patch sizes
and rescale them before the CNN. In the parameters optimization, we have used always
64× 64 patches because it was the default value suggested by the authors of the LIFT
paper [SSTF+15].
• CNN model: The authors published the parameters for the CNN after training it with
different datasets. In our case, we use the most generic one that has been trained with
a subset of the Liberty, Yosemite and Notre Dame images taken from the Multi-view
Stereo Correspondence dataset [BHW11].
Finally, we have defined a parameter related to how we initialize the mesh in the frame N −1:
• Maintain mesh: This is a Boolean parameter. We always initialize the mesh from the
mask when we want to find the object in the second frame taking as a reference the
fist one. However, to continue in the video sequence we have two options. In the first
one, we obtain the mask for frame N after displacing the mesh obtained in frame N −1,
then we can use the mask from frame N to create a new mesh to find the object in the
frame N +1, the parameter value for this option is false. The other option is to use the
mesh obtained from frame N −1, apply the optimal displacement to obtain the mesh
in frame N and then use this mesh as the initial mesh to find the object in frame N +1,
this is represented as true value of the parameter. In the parameters optimization, we
will explore both values for this parameter.
4.3.2 Parameters optimization
In this section, we will sweep the parameters that we have described in the previous section in
all the sequences of the DAVIS database. In order to asses the results, we use two of the metrics
presented in Section 4.2.1, the Region similarity and the Contour accuracy, we do not use the
Temporal stability because it does not apply to all the sequences. Then, for every parameter
configuration, we compute the mean value of the two metrics using all the sequences in the
database. In Figure 4.2, we show the resultant plots and we detail in the legend and in the
titles which are the specific parameters values in each plot.
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Figure 4.2: Results of the parameter sweep using the mesh algorithm.
First of all, if we analyze the results of the Region similarity metric, we can see that they do not
vary very much for the different combinations of the Maximum length of the edges and the
Maintain mesh parameters. On the other hand, the results are quite different when we change
Alpha or the Maximum of the displacement vector. For the Alpha, we can see an optimum
point in most of the configurations that shows the correct balance of rigidity and flexibility.
Regarding the Maximum of the displacement vector, as we can expect, we have a boost in
performance when the value is higher, however this comes at a computational cost.
If we take a look at the results of the Contour accuracy metric, we can see that now the re-
sult does vary with Maintain mesh parameter. This is probably because keeping the mesh
enforces more the algorithm to keep the same shape as it had in the beginning and we have
less deformations. We can also observe that the results do not vary very much with the Max-
imum length of the edges and regarding the other two parameters we can see the same effect
described in the other metric.
Overall, if we consider both metrics, the best value for the different parameters is when the
Maximum length of the edges is equal to 20, the Maintain mesh is equal to false, the Alpha is
equal to 2 and the Maximum of the displacement vector is equal to 15. We have chosen this
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values because the increase in performance in the Region similarity metric is greater than the
decrease in the Contour accuracy metric. In this decision, we have not considered the time
that the algorithm takes for every frame as we have chosen the smallest possible Maximum
length of the edges that will produce the highest number of nodes in the graph and also the
highest possible value for the Maximum of the displacement vector which increases the num-
ber of possible labels for every node in the graph. In order to have an order of magnitude
this configuration takes on average for every frame of the database 140.1 seconds whereas
the complete opposite configuration with the Maximum length of the edges equal to 40 and
the Maximum of the displacement vector equal to 10, it takes on average for every frame 65.9
seconds. This timing values are obtained using a single CPU core that runs at 2.60 GHz ap-
proximately.
4.3.3 Results
Once we have found the optimal parameters, we would like to dig on the final result to have
a better understanding on which sequences the algorithm achieves an outstanding result or a
disastrous one. To do so, in Figure 4.3, we show the performance of the algorithm in the same
two metrics that we use in Section 4.3.2 for each specific sequence of the database. In Ta-
ble 4.7, we show the five sequences that achieve the best result as well as the five that achieves
the worst result ordered by the Region similarity metric, we also show the overall result.
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Figure 4.3: Per-sequence result of the best parameter configuration found.
Among the top performance sequences, we can find the two easiest sequences, the bear and
the blackswan, because the first only has the deformation attribute and the second one does
not have any attribute. We can also find in the top 5, the surf and the car-shadow sequences
where we achieve a better result than the top performing state of the art algorithm Bilateral
Video Segmentation (BVS) [MPWSh16]. It is important to note that in the second one, the
main challenge of the sequence is the appearance change attribute as there is a change in
illumination of the car, thanks to the LIFT descriptor that is invariant to this changes, we can
achieve a reasonably good result.
On the opposite side, we can find as the poorest performance sequences, the dog-agility and
the soccerball. This two sequences have many attributes in common, but one of them is the
occlusions attribute. Our algorithm is not ready for occlusions and therefore if there are huge
occlusions in the video sequence our algorithm will achieve a poor result.
Comparing the overall result with the other state of the art algorithm, we can see clearly that
our performance is only better than the Temporal SuperPixels (TSP) [CWF13], but it is still far
from the top performing one as it is 0.2 points below it. For this reason, we have to comple-
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ment this algorithm to improve the result.
4.4 Contours
In the contour algorithm, we also have to tune some parameters to adjust its performance.
Here, as in the previous section, first we detail the parameters and the values that we have
used in the parameters optimization. Then, we show the parameters optimization and finally,
for the best parameter configuration, we present the result on each sequence and we give an
interpretation of them.
4.4.1 Parameters
The parameters that are specific for this algorithm are related to the pyramid and the edge
detector:
• Pyramid levels: In order to structure the pyramid, we need to know how many levels
it has and in how many segments we divide the segments of the previous level each
time. We take for granted that we have the upper level with the whole contour and we
specify how we build the other levels. In the parameters optimization, we will use three
different configurations, first we use two layers with a division by 4 each time as they
use in the inspiration papers [KLSG13] [HLPA15]. The second configuration consists
of three layers and we divide by 4 in the first two and by 2 in the last one. In the last
configuration, we also have three levels but now we divide by 4 every time.
• Edge detector model: In order to perform the edge detection, the algorithm developed
by P. Dollar et al. [DZ15] needs a model for the decision tree, in our parameters opti-
mization we will use the one already provided by the author.
We also have the parameters related with the Conditional Random Field formulation and the
Loopy Belief Propagation algorithm, here we just enumerate them and give the values that
we have used in the parameters optimization, a detailed explanation can be found in Sec-
tion 4.3.1:
• Step size of the displacement vector: The value of this parameter in the parameters
optimization will be 2 as in the mesh algorithm.
• Maximum of the displacement vector: In this case, the number of nodes in the graph
is less than in the mesh algorithm. Therefore, we can increase the range of values and
we will use 10, 15 and 20.
• Alpha: This parameter, also explained in Section 3.3.3, determines how rigid is the pyra-
mid structure that we have built. In the parameters optimization, it will take values from
0 to 1 in steps of 0.2.
• Max iterations: In the parameters optimization, we will also use a value of 25 to leave
enough time to the LBP algorithm to converge.
• Energy decrease: In this case, we have also seen that the algorithm converges pretty
quickly, so this parameter almost always stops the LBP algorithm. The percentage that
we set in all the parameters optimization to stop the LBP algorithm is 0.1.
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4.4.2 Parameters optimization
Once we have defined all the parameters, we perform the experiments to find which is the
most suitable parameter configuration. We will also compare the results for each set of pa-
rameters using the Region similarity and the Contour accuracy metrics and we compute the
mean of these two metrics for the whole DAVIS database. In Figure 4.4, we show the plots
where we sweep the different value for the parameters, in the legend and in the titles we can
see which is the specific configuration of parameters for every result.
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Figure 4.4: Results of the parameter sweep using the contour algorithm.
First of all, if we analyze the Region similarity metric, we can see that for a fix value of the
Maximum of the displacement vector parameter, the difference of the maximums between
the three different pyramid configurations is quite small. However, it is important to note that
for the smallest pyramid configuration, the algorithm is quite sensitive to the Alpha parame-
ter value. Also, as we could expect, the performance of the algorithm improves as we increase
the Maximum of the displacement vector, because we are able to follow larger movements in
the objects. The two bigger pyramid configurations have more or less the same maximum
value with the different configurations and the only remarkable difference is when we have
the highest value for the Maximum of the displacement vector parameter that the 442 config-
uration is clearly better than the 444.
Regarding the Contour similarity metric, the difference of the maximum between the small
pyramid configuration and the other two is more significant than in the previous case. Prob-
ably, as there are less segments in the last layer, the algorithm cannot adapt so good to the
contour shape and thus we achieve a poorer result. The behavior of the two bigger pyramid
configurations is similar to the previous one and the algorithm also improves when we in-
crease the value of the Maximum of the displacement vector parameter, but less than in the
previous metric.
As a conclusion, the configuration of parameters that we chose as the best is when the Maxi-
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mum of the displacement vector parameter is equal to 20, the Alpha parameters is equal to 0.4
and the Pyramid levels parameter is equal to 442.
Here, we have to consider two important things, first that some of the lines in the plots still
have an upward trajectory and it would be interesting to expand the sweep of the Alpha pa-
rameter to higher values. Second, we have taken the decision of the best parameters without
considering the time the algorithm takes for every sequence. When we have a bigger pyramid
or we increase the Maximum of the displacement vector parameter, the graph will have more
nodes or more labels, correspondingly. As a result, the computation time increases, for exam-
ple, using the optimum configuration chosen, the average time that the algorithm takes per
frame is 26.2 seconds, whereas if we use the smallest value for the Maximum of the displace-
ment vector and the smallest pyramid, it takes 3.1 seconds per frame. Here, we have used the
same hardware to perform the experiments as in Section 4.3.2.
4.4.3 Results
In the previous section, we found which was the most suitable value for each parameter in
order to achieve the best results in the DAVIS database. Therefore, it is time to show the results
using those parameters. In Figure 4.5, we show the result for every sequence ordered by the
Region similarity metric. Moreover, in Table 4.8, we show the five sequences that achieve the
best result as well as the five that achieve the worst result ordered by the Region similarity
metric, we also show the final overall result.
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Figure 4.5: Per-sequence result of the best parameter configuration found.
First, let’s analyze the best performing sequences. In general, we have improved the overall
result compared to the mesh algorithm, in almost all of the sequences we achieve a better re-
sult. If we take a look at the top performing ones, we can find the easy ones like in the mesh
algorithm as the surf, the bear and the blackswan, but also two interesting ones the rhino and
the hike that they receive an important boost compared to before. The rhino sequence has
Background clutter and probably the descriptor in the mesh algorithm is confused with the
background and therefore here the contour approach achieves a better result. It is also impor-
tant to note that the performance of this specific sequence is really close to the Hierarchical
Video Segmentation (HVS) [GKHE10] algorithm that it is the top performing for this sequence
and it outperforms the BVS algorithm that is the currently overall top performer.
On the other hand, in the sequences that have the worst performance, we find similar ones
than in the mesh algorithm, for example the soccerball and the dog-agility. Here, we find
another one that it was not performing so bad in the mesh algorithm, the drift-chicane. This
sequence has among his several attributes the Edge ambiguity attribute. Therefore, as we are
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relying on an edge detector to find the contour of our object in the following frame, it is normal
that we achieve a bad result on this particular sequence. We have to consider that this one is a
difficult sequence as BVS also struggles with it and it is one of the sequences that no algorithm
can achieve a reasonable performance. Most of the other sequences where we achieve poor
results have important occlusions and the algorithm is not prepared to handle this.
In the overall result, we are still far from the best performing algorithms and we are only bet-
ter than the TSP algorithm. Our idea is to join both algorithms to try to improve further the
performance of our algorithms.
4.5 Mesh and contours combined
In the combined algorithm, we will have the parameters of each standalone algorithm plus
some others. This increases a lot the parameter space and it is more difficult to find the op-
timum value for the parameters. For this reason, we show the experiments that we were able
to perform in the limited time of the master thesis, which they may not correspond to the
optimum parameters. Then, we detail the results for each sequence with the best set of pa-
rameters that we were able to find and we comment these results intuitively.
4.5.1 Parameters
First of all, we detail the parameters that are inherited from the mesh algorithm. Here, we
enumerate them and give the values that we have used in the parameters optimization, a
more detailed explanation can be found in Section 4.3.1:
• Maximum length of the edges: In the parameters optimization we use similar values as
in the mesh algorithm, but we would like to have a less dense mesh because we have
the other algorithm at the contour so we increment the minimum value. Therefore, as
we found as optimal before a value of 20, now we are going to use 30.
• Mesh growth rate: This parameter is also set to the slowest mesh growth possible rate
that it is 1.999.
• Patch size: This parameter is set to the same value as in the mesh algorithm, therefore
we also use a whole patch of 64×64 without rescaling it.
• CNNmodel: The same model as the one explained in the mesh algorithm is used.
Regarding the parameters from the contour algorithm, we will also enumerate them as a more
detailed explanation can be found at Section 4.4.1:
• Pyramid levels: In this case, we try two different pyramid structures. In the first one, we
have three levels where we divide by 4 in the first two and we divide by 2 in the last one.
The other structure is built with also three levels, but in this case we divide by 4 every
time.
• Edge detectormodel: The edge model used in the parameters optimization is the same
used in the contour algorithm.
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Most of the parameters related with the Conditional Random Field formulation and the Loopy
Belief Propagation algorithm are the same as in Section 4.3.1 and Section 4.4.1, here we enu-
merate them and explain the new one:
• Step size of the displacement vector: In this case, we are also going to set this value to
2 for the reasons given previously.
• Maximum of the displacement vector: The graph that we build contains more nodes
than the previous ones, therefore for computational reasons in all the parameters opti-
mization its value is 10.
• Alpha: In the parameters optimization, we use values from 0 to 1 in steps of 0.2 and
from 2 to 10 in steps of 2.
• Beta: This parameter is specific from the combined algorithm. As explained in Sec-
tion 3.4.1, it will determine the importance of the contour in the final solution. In the
parameters optimization the values that we have tried are from 0.5 to 2 in steps of 0.5
and also 5 and 10 to explore higher values.
• Max iterations: The maximum number of iterations is also set to 25.
• Energy decrease: The LBP algorithm will stop also when the energy decreases a per-
centage of 0.1 from one iteration to the next one.
4.5.2 Parameters optimization
The combination of both algorithms brings also the combination of their parameters increas-
ing a lot the parameter space. In order to perform the parameters optimization, in the pre-
vious section we detailed the values for the parameters that we use here taking into account
the results obtained when we use the standalone algorithms. Similar to the parameters opti-
mization in the previous sections, we use two metrics, the Region similarity and the Contour
accuracy, and compute the mean of each of them for the whole database, we repeat this for
every possible combination in the values of the parameters. We show the results in the plots
of Figure 4.6, where the specific values for each parameter are explained in the legend and in
the titles.
First of all, let’s analyze the Region similarity metric. Here, we can see a strong variation in the
result for any of the three parameters that we are sweeping. The one that produces the biggest
variation is the Beta parameter, we obtain that the higher it is its value the better the result.
Regarding the pyramid levels, in contrast to what we obtained in Section 4.4.2, here it is better
when we divide the last layer in more segments. For both parameters, it would be interesting
to increase its values to see which is the limit where we do not obtain any more an increase in
the performance.
On the other hand, we have the Contour accuracy metric. The results are similar to the pre-
vious metric, so they are better as we increase beta and we have more segments in the last
layer of the pyramid. In this case, it would also be interesting to increase the parameter search
values especially in the Beta value as the best performance is obtained in the last value.
As a conclusion, the values for the parameters that we would consider optimum for the ones
that we have been able to obtain are the Pyramid levels equal to 4 4 4, the Beta equal to 10 and
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Figure 4.6: Results of the parameter sweep using the mesh and contour combined algorithm.
the Alpha equal to 1. In order to have an approximate idea of the timing when we are using
this algorithm, if we use the parameters specified as optimum, it takes on average for every
frame of a video sequences 48.6 seconds.
4.5.3 Results
Once we have tried to find the best possible value for each parameter in the limited time avail-
able, we show in Figure 4.7 which is the result for this configuration of parameters for every
sequence of the database. In Table 4.9, we show the best and the worst performing sequences
ordered by the Region similarity metric and the final overall result.
In the top five sequences with the best result, we have the easy sequences like the bear and
blackswan as in the previous results. Now we achieve the best result for the first one whereas
in the second one we achieve a result in between of the previous algorithms. The other three
sequences in the top five were not present in the previous algorithms results, this shows that
the results of the two algorithms combined are complimentary and we can improve the per-
formance of some sequences that none of the algorithms by themselves where doing properly.
If we take a look at the worst performing sequences, we also find the soccerball and the dog-
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Figure 4.7: Per-sequence result of the best parameter configuration found.
agility because they have severe occlusion and our algorithm is not design to handle them.
Furthermore, we also have some sequences that we had a bad performance in one of the
standalone algorithms, therefore in this sequences the join algorithm does not help in im-
proving the result. Finally, we have some sequences that we were doing much better in any
of the standalone algorithm, this is an unwanted situation and we believe that increasing the
parameters sweep and introducing some improvements, it should be fixed.
In the overall result, although we should achieve a better result than any of the two meth-
ods standalone, we only outperform the mesh algorithm. After analyzing the different results,
we have reached two conclusions. First of all, we should increase the search in the param-
eters space to find a configuration with better performance. Moreover, when we formulate
the Conditional Random Field problem we place the Beta parameter weighting the unitary
term related with the contours, probably it would be better to modify this and use the Beta
parameter weighting the unitary term related with the mesh. We would do this to increase
the importance of the contour algorithm as it is the one that achieves better performance. It
would also be interesting to substitute the mesh for a simpler structure like an skeleton, in this
way we would increase the speed of the algorithm and we would still enforce a more robust
structure than only the contours alone.
4.6 Qualitative results
In order to have a better idea of which is the output mask of the algorithms with the optimum
parameters, in this section we are going to give some examples. More precisely, we compare
the resultant mask using the two top performing algorithms, the contours algorithm and the
hybrid algorithm. The sequences that we have selected are the following: the blackswan in
Figure 4.8 because both of them achieve a very good result on it, the car-turn in Figure 4.9
because the hybrid algorithm is superior to the other, the hike in Figure 4.10 because the
contour algorithm performs better than the other, the scooter-black in Figure 4.11 and the
dog in Figure 4.12 because both of them achieve a similar not very good performance and
finally the parkour in Figure 4.13 because they both have a really poor result on it.
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(a) Result of the contour algorithm achievingJ = 0.903 andF = 0.924.
(b) Result of the hybrid algorithm achievingJ = 0.877 andF = 0.866.
Figure 4.8: Final output mask overlaid in green in the blackswan video sequence.
(a) Result of the contour algorithm achievingJ = 0.730 andF = 0.618.
(b) Result of the hybrid algorithm achievingJ = 0.816 andF = 0.668.
Figure 4.9: Final output mask overlaid in green in the car-turn video sequence.
(a) Result of the contour algorithm achievingJ = 0.819 andF = 0.878.
(b) Result of the hybrid algorithm achievingJ = 0.720 andF = 0.778.
Figure 4.10: Final output mask overlaid in green in the hike video sequence.
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Sequence AC BC CS DB DEF EA FM HO IO LR MB OCC OV SC SV
bear X
blackswan
bmx-bumps X X X X X X X X X X X
bmx-trees X X X X X X X X X X X X
boat X X X X
breakdance X X X X X X X
breakdance-flare X X X X X
bus X X X X
camel X X X
car-roundabout X
car-shadow X X X X
car-turn X X
cows X X X X X
dance-jump X X X X X X X
dance-twirl X X X X X X X
dog X X X X X
dog-agility X X X X X X X X
drift-chicane X X X X X X X
drift-straight X X X X X X X X X
drift-turn X X X X X X X
elephant X X X X
flamingo X X X X X
goat X X X X
hike X X X
hockey X X X X
horsejump-high X X X X X
horsejump-low X X X X X X
kite-surf X X X X X X X X
kite-walk X X X X X X
libby X X X X X X
lucia X X X
mallard-fly X X X X X X X X X
mallard-water X X X X
motocross-bumps X X X X X X X
motocross-jump X X X X X X X X X X
motorbike X X X X X X X X
paragliding X X X X
paragliding-launch X X X X X
parkour X X X X X X X
rhino X X X
rollerblade X X X X X X
scooter-black X X X X
scooter-gray X X X X X X X
soapbox X X X X X X
soccerball X X X X X
stroller X X X X X X
surf X X X X X X X
swing X X X X X X
tennis X X X X X X
train X X X
Table 4.2: List of attributes for each video in the DAVIS dataset.. Left to right: appearance
changes (AC), background clutter (BC), camera shake (CS), dynamic background (DB), non-
linear deformation (DEF), edge ambiguity (EA), fast-motion (FM), heterogeneus object (HO),
interacting objects (IO), low resolution (LR), motion blur (MB), occlusions (OCC), out-of-view
(OV), shape complexity (SC), scale variation (SV). Table extracted from the supplemental ma-
terial of [PPTM+16].
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Unsupervised Semi-Supervised
Measure NLC CVOS TRC MSG KEY SAL FST TSP SEA HVS JMP FCP BVS
MeanM ↑ 0.641 0.514 0.501 0.543 0.569 0.426 0.575 0.358 0.556 0.596 0.607 0.631 0.665
J Recall O ↑ 0.731 0.581 0.560 0.636 0.671 0.386 0.652 0.388 0.606 0.698 0.693 0.778 0.764
DecayD ↓ 0.086 0.127 0.050 0.028 0.075 0.084 0.044 0.385 0.355 0.197 0.372 0.031 0.260
MeanM ↑ 0.593 0.490 0.478 0.525 0.503 0.383 0.536 0.346 0.533 0.576 0.586 0.546 0.656
F Recall O ↑ 0.658 0.578 0.519 0.613 0.534 0.264 0.579 0.329 0.559 0.712 0.656 0.604 0.774
DecayD ↓ 0.086 0.138 0.066 0.057 0.079 0.072 0.065 0.388 0.339 0.202 0.373 0.039 0.236
T MeanM ↓ 0.356 0.243 0.327 0.250 0.190 0.600 0.276 0.329 0.137 0.296 0.131 0.285 0.316
Table 4.3: Overall results of region similarity (J ), contour accuracy (F ) and temporal (in-
)stability (T ) for each of the tested algorithms. For rows with an upward pointing arrow higher
numbers are better (e.g., mean), and vice versa for rows with downward pointing arrows (e.g.,
decay, instability). Table extracted from [PPTM+16].
(a) Result of the contour algorithm achievingJ = 0.535 andF = 0.374.
(b) Result of the hybrid algorithm achievingJ = 0.491 andF = 0.337.
Figure 4.11: Final output mask overlaid in green in the scooter-black video sequence.
(a) Result of the contour algorithm achievingJ = 0.391 andF = 0.354.
(b) Result of the hybrid algorithm achievingJ = 0.461 andF = 0.368.
Figure 4.12: Final output mask overlaid in green in the dog video sequence.
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Unsupervised Semi-Supervised
Sequence NLC CVOS TRC MSG KEY SAL FST TSP SEA HVS JMP FCP BVS
bear 0.906 0.864 0.873 0.851 0.891 0.657 0.898 0.778 0.912 0.938 0.929 0.906 0.955
car-shadow 0.645 0.759 0.449 0.880 0.589 0.538 0.698 0.636 0.775 0.699 0.645 0.723 0.578
elephant 0.518 0.494 0.760 0.689 0.675 0.510 0.824 0.666 0.553 0.742 0.750 0.655 0.849
lucia 0.876 0.840 0.669 0.417 0.847 0.706 0.644 0.377 0.626 0.776 0.836 0.801 0.901
rollerblade 0.814 0.406 0.566 0.801 0.510 0.141 0.318 0.098 0.138 0.461 0.726 0.449 0.588
blackswan 0.874 0.422 0.569 0.526 0.842 0.222 0.732 0.872 0.933 0.917 0.930 0.908 0.943
car-turn 0.833 0.820 0.805 0.621 0.806 0.611 0.851 0.323 0.909 0.810 0.834 0.724 0.844
flamingo 0.539 0.783 0.731 0.794 0.692 0.570 0.817 0.666 0.583 0.811 0.530 0.717 0.881
mallard-fly 0.617 0.380 0.293 0.033 0.585 0.227 0.601 0.200 0.557 0.436 0.536 0.541 0.606
scooter-black 0.162 0.759 0.435 0.579 0.502 0.348 0.522 0.378 0.793 0.624 0.626 0.504 0.337
bmx-bumps 0.635 0.368 0.350 0.353 0.309 0.188 0.241 0.290 0.198 0.428 0.336 0.300 0.434
cows 0.883 0.562 0.833 0.799 0.337 0.623 0.791 0.595 0.707 0.779 0.756 0.812 0.895
goat 0.010 0.074 0.793 0.736 0.705 0.257 0.554 0.444 0.535 0.580 0.731 0.677 0.661
mallard-water 0.761 0.245 0.190 0.045 0.785 0.085 0.087 0.623 0.865 0.704 0.751 0.687 0.907
scooter-gray 0.586 0.327 0.357 0.345 0.363 0.421 0.325 0.133 0.241 0.433 0.123 0.483 0.508
bmx-trees 0.212 0.121 0.162 0.188 0.193 0.194 0.180 0.095 0.113 0.178 0.229 0.248 0.382
dance-jump 0.718 0.341 0.303 0.065 0.748 0.291 0.598 0.132 0.662 0.680 0.490 0.522 0.745
hike 0.918 0.878 0.756 0.603 0.895 0.683 0.889 0.679 0.776 0.877 0.664 0.874 0.755
motocross-bumps 0.614 0.603 0.502 0.466 0.689 0.351 0.617 0.133 0.470 0.534 0.761 0.306 0.401
soapbox 0.634 0.832 0.294 0.672 0.757 0.332 0.410 0.247 0.783 0.684 0.759 0.449 0.789
boat 0.007 0.056 0.130 0.144 0.065 0.271 0.361 0.656 0.793 0.782 0.705 0.613 0.644
dance-twirl 0.347 0.452 0.366 0.366 0.380 0.372 0.453 0.099 0.117 0.318 0.444 0.471 0.492
hockey 0.810 0.817 0.674 0.713 0.515 0.566 0.468 0.413 0.714 0.698 0.677 0.647 0.829
motocross-jump 0.251 0.245 0.338 0.618 0.288 0.491 0.602 0.123 0.386 0.099 0.583 0.511 0.341
soccerball 0.829 0.242 0.350 0.370 0.878 0.378 0.843 0.029 0.653 0.065 0.096 0.820 0.844
breakdance 0.673 0.183 0.114 0.237 0.549 0.422 0.467 0.056 0.329 0.550 0.478 0.567 0.500
dog 0.809 0.753 0.786 0.331 0.692 0.566 0.708 0.313 0.581 0.722 0.673 0.774 0.723
horsejump-high 0.834 0.830 0.364 0.734 0.370 0.568 0.578 0.236 0.637 0.765 0.586 0.676 0.801
motorbike 0.714 0.387 0.723 0.737 0.572 0.335 0.558 0.340 0.451 0.687 0.506 0.713 0.563
stroller 0.850 0.619 0.720 0.678 0.759 0.466 0.580 0.369 0.464 0.662 0.656 0.597 0.767
breakdance-flare 0.804 0.317 0.245 0.157 0.559 0.476 0.616 0.040 0.131 0.499 0.430 0.723 0.727
dog-agility 0.652 0.193 0.138 0.110 0.132 0.055 0.280 0.079 0.354 0.457 0.699 0.453 0.345
horsejump-low 0.651 0.743 0.705 0.682 0.630 0.388 0.526 0.291 0.498 0.551 0.663 0.607 0.601
paragliding 0.880 0.890 0.816 0.933 0.861 0.568 0.725 0.735 0.863 0.907 0.951 0.866 0.875
surf 0.775 0.273 0.464 0.770 0.893 0.312 0.475 0.814 0.821 0.759 0.941 0.843 0.492
bus 0.629 0.664 0.684 0.885 0.785 0.739 0.825 0.515 0.752 0.809 0.668 0.832 0.863
drift-chicane 0.324 0.313 0.722 0.758 0.188 0.244 0.667 0.018 0.119 0.331 0.243 0.457 0.033
kite-surf 0.453 0.357 0.501 0.419 0.585 0.193 0.272 0.366 0.487 0.405 0.500 0.577 0.425
paragliding-launch 0.628 0.591 0.555 0.513 0.559 0.539 0.506 0.301 0.577 0.537 0.589 0.571 0.640
swing 0.851 0.533 0.413 0.622 0.710 0.569 0.431 0.098 0.511 0.104 0.115 0.648 0.784
camel 0.768 0.850 0.778 0.756 0.579 0.320 0.562 0.654 0.649 0.876 0.640 0.734 0.669
drift-straight 0.473 0.344 0.431 0.575 0.194 0.268 0.683 0.197 0.513 0.295 0.618 0.668 0.402
kite-walk 0.813 0.447 0.052 0.597 0.197 0.725 0.649 0.447 0.498 0.765 0.509 0.682 0.870
parkour 0.901 0.146 0.345 0.295 0.410 0.392 0.458 0.070 0.121 0.240 0.342 0.322 0.756
tennis 0.871 0.494 0.196 0.590 0.762 0.480 0.388 0.074 0.482 0.576 0.765 0.623 0.737
car-roundabout 0.509 0.871 0.552 0.630 0.640 0.500 0.808 0.614 0.708 0.777 0.726 0.717 0.851
drift-turn 0.154 0.615 0.412 0.638 0.255 0.349 0.533 0.162 0.667 0.276 0.717 0.606 0.299
libby 0.635 0.169 0.073 0.050 0.611 0.470 0.507 0.070 0.226 0.553 0.295 0.316 0.776
rhino 0.682 0.520 0.846 0.902 0.675 0.685 0.776 0.694 0.736 0.812 0.716 0.794 0.782
train 0.729 0.903 0.876 0.887 0.450 0.620 0.831 0.648 0.854 0.846 0.873 0.841 0.872
Mean 0.641 0.514 0.501 0.543 0.569 0.426 0.575 0.358 0.556 0.596 0.607 0.631 0.665
Table 4.4: Results of region similarity (J ) for each video sequence in the dataset. The best
performing method of each category is highlighted in bold. Table extracted from the supple-
mental material of [PPTM+16].
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Unsupervised Semi-Supervised
Sequence NLC CVOS TRC MSG KEY SAL FST TSP SEA HVS JMP FCP BVS
bear 0.850 0.845 0.832 0.781 0.775 0.495 0.860 0.635 0.899 0.905 0.904 0.845 0.945
car-shadow 0.546 0.617 0.474 0.858 0.459 0.441 0.540 0.513 0.755 0.594 0.625 0.642 0.474
elephant 0.251 0.359 0.546 0.505 0.324 0.231 0.569 0.523 0.399 0.579 0.542 0.430 0.632
lucia 0.872 0.801 0.663 0.491 0.819 0.691 0.568 0.453 0.542 0.782 0.870 0.708 0.900
rollerblade 0.868 0.475 0.687 0.822 0.351 0.211 0.411 0.143 0.155 0.552 0.759 0.576 0.645
blackswan 0.820 0.695 0.654 0.700 0.787 0.430 0.736 0.857 0.957 0.910 0.945 0.905 0.965
car-turn 0.634 0.703 0.741 0.677 0.632 0.485 0.731 0.379 0.883 0.605 0.742 0.614 0.689
flamingo 0.610 0.806 0.663 0.776 0.589 0.621 0.763 0.544 0.563 0.790 0.650 0.641 0.933
mallard-fly 0.660 0.391 0.332 0.019 0.631 0.293 0.633 0.235 0.607 0.441 0.579 0.539 0.645
scooter-black 0.228 0.557 0.304 0.565 0.420 0.257 0.395 0.411 0.722 0.574 0.529 0.363 0.407
bmx-bumps 0.734 0.409 0.325 0.410 0.453 0.313 0.349 0.338 0.254 0.525 0.397 0.340 0.493
cows 0.807 0.499 0.721 0.621 0.293 0.499 0.681 0.544 0.677 0.632 0.700 0.667 0.851
goat 0.133 0.241 0.724 0.657 0.552 0.187 0.400 0.404 0.470 0.546 0.617 0.576 0.584
mallard-water 0.692 0.254 0.225 0.000 0.733 0.115 0.079 0.585 0.886 0.646 0.755 0.557 0.914
scooter-gray 0.467 0.212 0.266 0.272 0.367 0.333 0.321 0.122 0.275 0.545 0.123 0.437 0.602
bmx-trees 0.330 0.118 0.189 0.263 0.366 0.206 0.348 0.138 0.125 0.282 0.309 0.324 0.652
dance-jump 0.567 0.282 0.272 0.038 0.569 0.262 0.462 0.186 0.567 0.571 0.526 0.418 0.645
hike 0.943 0.922 0.804 0.702 0.925 0.691 0.918 0.675 0.796 0.878 0.744 0.912 0.764
motocross-bumps 0.560 0.567 0.497 0.466 0.674 0.300 0.610 0.184 0.520 0.548 0.743 0.302 0.490
soapbox 0.658 0.754 0.389 0.633 0.719 0.307 0.355 0.336 0.750 0.690 0.677 0.423 0.762
boat 0.036 0.108 0.403 0.485 0.000 0.264 0.197 0.682 0.764 0.807 0.607 0.460 0.648
dance-twirl 0.365 0.444 0.376 0.325 0.317 0.301 0.471 0.128 0.213 0.516 0.520 0.427 0.481
hockey 0.808 0.789 0.651 0.761 0.560 0.559 0.584 0.579 0.721 0.778 0.726 0.612 0.850
motocross-jump 0.303 0.186 0.307 0.393 0.237 0.388 0.453 0.116 0.404 0.137 0.539 0.386 0.376
soccerball 0.855 0.262 0.377 0.401 0.924 0.355 0.900 0.059 0.697 0.074 0.127 0.836 0.849
breakdance 0.661 0.191 0.121 0.231 0.463 0.300 0.411 0.070 0.389 0.473 0.511 0.473 0.488
dog 0.707 0.761 0.695 0.304 0.633 0.418 0.659 0.295 0.543 0.635 0.596 0.672 0.594
horsejump-high 0.881 0.841 0.405 0.748 0.392 0.613 0.621 0.343 0.655 0.807 0.653 0.699 0.804
motorbike 0.571 0.380 0.541 0.594 0.726 0.391 0.585 0.406 0.481 0.823 0.578 0.632 0.696
stroller 0.874 0.606 0.691 0.662 0.751 0.417 0.558 0.404 0.525 0.708 0.718 0.581 0.790
breakdance-flare 0.808 0.335 0.301 0.230 0.585 0.512 0.694 0.116 0.167 0.625 0.523 0.738 0.775
dog-agility 0.551 0.262 0.122 0.076 0.095 0.102 0.265 0.083 0.410 0.446 0.654 0.315 0.346
horsejump-low 0.659 0.709 0.672 0.637 0.533 0.419 0.490 0.356 0.548 0.572 0.696 0.533 0.565
paragliding 0.744 0.744 0.724 0.909 0.681 0.541 0.675 0.634 0.744 0.857 0.907 0.727 0.773
surf 0.673 0.515 0.637 0.804 0.820 0.395 0.445 0.641 0.732 0.652 0.872 0.713 0.531
bus 0.406 0.535 0.542 0.657 0.635 0.570 0.584 0.477 0.724 0.682 0.604 0.539 0.844
drift-chicane 0.312 0.397 0.823 0.886 0.192 0.206 0.731 0.033 0.159 0.547 0.338 0.477 0.076
kite-surf 0.448 0.241 0.422 0.521 0.504 0.368 0.346 0.268 0.285 0.375 0.309 0.362 0.645
paragliding-launch 0.243 0.182 0.157 0.196 0.253 0.169 0.185 0.122 0.180 0.206 0.176 0.183 0.324
swing 0.778 0.493 0.417 0.611 0.614 0.502 0.491 0.087 0.409 0.091 0.109 0.538 0.746
camel 0.719 0.873 0.698 0.629 0.437 0.432 0.590 0.529 0.614 0.871 0.711 0.617 0.705
drift-straight 0.385 0.330 0.408 0.509 0.053 0.167 0.470 0.213 0.500 0.266 0.473 0.479 0.419
kite-walk 0.662 0.438 0.014 0.577 0.128 0.526 0.561 0.435 0.355 0.624 0.359 0.411 0.728
parkour 0.916 0.158 0.421 0.401 0.374 0.359 0.478 0.094 0.278 0.323 0.418 0.292 0.678
tennis 0.927 0.547 0.301 0.670 0.818 0.530 0.567 0.114 0.537 0.579 0.818 0.652 0.845
car-roundabout 0.250 0.678 0.451 0.602 0.362 0.301 0.625 0.435 0.710 0.551 0.619 0.478 0.624
drift-turn 0.185 0.480 0.310 0.459 0.018 0.231 0.442 0.217 0.512 0.216 0.631 0.488 0.371
libby 0.748 0.185 0.086 0.118 0.730 0.529 0.718 0.091 0.209 0.641 0.365 0.389 0.839
rhino 0.431 0.469 0.739 0.826 0.429 0.487 0.634 0.499 0.658 0.658 0.653 0.647 0.590
train 0.521 0.831 0.766 0.770 0.464 0.440 0.660 0.589 0.713 0.688 0.770 0.736 0.792
Mean 0.593 0.490 0.478 0.525 0.503 0.383 0.536 0.346 0.533 0.576 0.586 0.546 0.656
Table 4.5: Results of boundary precision (F ) for each video sequence in the dataset. The best
performing method of each category is highlighted in bold. Table extracted from the supple-
mental material of [PPTM+16].
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Unsupervised Semi-Supervised
Sequence NLC CVOS TRC MSG KEY SAL FST TSP SEA HVS JMP FCP BVS
bear 0.151 0.059 0.272 0.156 0.068 0.448 0.227 0.077 0.047 0.086 0.051 0.114 0.076
car-shadow 0.361 0.180 0.452 0.206 0.313 0.793 0.353 0.206 0.230 0.351 0.274 0.339 0.511
elephant 0.315 0.118 0.236 0.236 0.085 0.426 0.139 0.097 0.076 0.213 0.075 0.404 0.140
blackswan 0.110 0.058 0.219 0.145 0.049 0.660 0.225 0.049 0.032 0.060 0.029 0.064 0.034
car-turn 0.235 0.118 0.202 0.204 0.108 0.566 0.214 0.796 0.117 0.135 0.065 0.256 0.101
flamingo 0.138 0.173 0.215 0.382 0.113 0.486 0.175 0.118 0.069 0.133 0.089 0.182 0.134
scooter-black 0.760 0.320 0.577 0.364 0.558 0.790 0.475 0.960 0.216 0.599 0.282 0.423 0.835
cows 0.147 0.133 0.148 0.196 0.412 0.511 0.282 0.179 0.044 0.164 0.055 0.163 0.127
mallard-water 0.242 0.394 0.641 0.000 0.184 1.070 0.230 0.287 0.123 0.295 0.219 0.317 0.143
dance-jump 0.316 0.459 0.576 0.110 0.214 0.586 0.242 0.272 0.286 0.324 0.173 0.506 0.259
hike 0.158 0.125 0.230 0.251 0.117 0.412 0.247 0.141 0.122 0.120 0.092 0.164 0.129
motocross-bumps 0.541 0.327 0.566 0.481 0.344 0.903 0.329 0.628 0.289 0.767 0.211 0.486 0.650
soapbox 0.390 0.154 0.413 0.214 0.160 0.613 0.158 0.763 0.112 0.314 0.126 0.379 0.235
boat 0.559 1.159 0.350 0.163 0.015 0.382 0.177 0.067 0.055 0.125 0.062 0.136 0.605
hockey 0.227 0.159 0.228 0.211 0.162 0.377 0.276 0.403 0.103 0.258 0.102 0.228 0.245
stroller 0.205 0.116 0.235 0.366 0.127 0.546 0.184 0.134 0.130 0.363 0.189 0.376 0.251
surf 0.364 0.169 0.375 0.223 0.086 1.093 0.398 0.207 0.238 0.291 0.127 0.276 0.875
bus 0.178 0.146 0.194 0.154 0.143 0.369 0.270 0.293 0.109 0.306 0.193 0.156 0.200
kite-surf 0.944 0.248 0.432 0.507 0.233 0.568 0.404 0.278 0.125 0.497 0.117 0.212 0.701
paragliding-launch 0.259 0.273 0.347 0.331 0.213 0.602 0.703 0.660 0.208 0.316 0.180 0.329 0.230
camel 0.232 0.123 0.172 0.129 0.138 0.380 0.161 0.084 0.055 0.117 0.062 0.212 0.095
drift-straight 0.599 0.900 0.638 0.543 0.292 0.950 0.482 0.826 0.396 0.823 0.317 0.597 0.530
kite-walk 0.221 0.127 0.002 0.328 0.366 0.356 0.301 0.241 0.173 0.185 0.154 0.166 0.151
car-roundabout 0.352 0.064 0.382 0.291 0.161 0.536 0.242 0.158 0.071 0.255 0.078 0.283 0.149
drift-turn 0.850 0.334 0.475 0.402 0.150 1.002 0.258 0.633 0.168 0.703 0.128 0.328 0.722
rhino 0.188 0.064 0.153 0.093 0.056 0.390 0.138 0.066 0.037 0.093 0.037 0.151 0.089
train 0.576 0.056 0.110 0.070 0.270 0.396 0.159 0.249 0.069 0.106 0.047 0.448 0.320
Mean 0.356 0.243 0.327 0.250 0.190 0.600 0.276 0.329 0.137 0.296 0.131 0.285 0.316
Table 4.6: Results of temporal stability (T ) for each video sequence in the dataset. The best
performing method of each category is highlighted in bold. Please note that this measure
is only computed on those sequences without occlusions and strong deformations. Table
extracted from the supplemental material of [PPTM+16].
Top 5 best sequences
Sequence J F
blackswan 0.861 0.905
surf 0.821 0.711
bear 0.786 0.608
car-shadow 0.735 0.641
cows 0.731 0.637
Top 5 worst sequences
Sequence J F
bmx-trees 0.135 0.194
swing 0.113 0.132
libby 0.097 0.194
dog-agility 0.082 0.099
soccerball 0.066 0.071
OverallJ 0.436
OverallF 0.400
Table 4.7: Best and worst performing sequences and the overall result for the mesh algorithm.
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Top 5 best sequences
Sequence J F
blackswan 0.903 0.924
surf 0.846 0.829
bear 0.831 0.781
hike 0.819 0.878
rhino 0.793 0.697
Top 5 worst sequences
Sequence J F
parkour 0.142 0.178
swing 0.116 0.175
dog-agility 0.088 0.101
soccerball 0.079 0.082
drift-chicane 0.055 0.192
OverallJ 0.495
OverallF 0.465
Table 4.8: Best and worst performing sequences and the overall result for the contour algo-
rithm.
Top 5 best sequences
Sequence J F
bear 0.889 0.838
blackswan 0.877 0.866
car-turn 0.816 0.668
paragliding 0.795 0.654
car-roundabout 0.787 0.652
Top 5 worst sequences
Sequence J F
bmx-bumps 0.120 0.171
dog-agility 0.088 0.104
rollerblade 0.083 0.115
soccerball 0.044 0.057
drift-chicane 0.044 0.055
OverallJ 0.449
OverallF 0.422
Table 4.9: Best and worst performing sequences and the overall result for the combined algo-
rithm.
(a) Result of the contour algorithm achievingJ = 0.142 andF = 0.178.
(b) Result of the hybrid algorithm achievingJ = 0.225 andF = 0.293.
Figure 4.13: Final output mask overlaid in green in the parkour video sequence.

5Conclusions and FutureWork
In this Master thesis we have tackled the semi-supervised video object segmentation problem,
i.e., the segmentation of an object of interest in a video sequence starting from its mask in the
first frame. We have presented three different algorithms to do so. First, we define a set of
key points in the object using a mesh and tracking them while keeping the structure. This
approach shows poor results in the contours due to the influence of the background in the
point descriptors. To compensate this, the second algorithm builds a pyramid of segments
of the contour with different lengths and tries to find the correspondences in the following
frame using an edge detector. This algorithm also has its weaknesses as it may get stuck in
other strong edges which do not correspond to the object in the following frame. To overcome
the weaknesses of both algorithms, the third approach is a hybrid between the two.
We have validated the performance of the different algorithms in the DAVIS dataset. For each
algorithm, we have swept the different parameters and we have compared the results using
the Region similarity and the Contour accuracy metrics. We have seen that the contour algo-
rithm by itself achieves a better result than the mesh algorithm, so probably the weaknesses
presented for both algorithms are more relevant in the mesh algorithm. Once we combine
them, the experiments that we have done are promising and probably if we increase the search
in the parameter space, we would be able to achieve a better result than any of the other algo-
rithms standalone.
When we compare our algorithms to the other state of the art methods, we are still far from
most of them and we are only able to surpass the Temporal SuperPixels method. However,
we belief that the final algorithm developed is a good baseline to introduce new features to it.
One of the first improvements that we could add consist of introducing a recently published
edge detector called Convolutional Oriented Boundaries that would improve the candidate
positions for the pyramid segments in the following frame. Another possible improvement
could be tracking the background that is surrounding the object to know more precisely if the
object is moving or it is the background that is moving behind the object. Also, to improve
speed and performance, we plan to tailor the meshing algorithm to obtain a simplified mesh
that better matches our needs.
Once we have introduced the previous improvements to the algorithm and better swept all the
parameters, we belief that we will be competitive with the other state of the art methods and
thus we plan to submit the results to the Computer Vision and Pattern Recognition conference
to take place in 2017.
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