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1. I ntrod ucció 
"Quan parlem de la detecció de cares ens rejerim a trobar si hi ha o no cares en 
una imatge (generalment, en escala de grisos) i, si és així, retornar la localització 
i el contingut de cada cara. Aquest és el primer pas de qualsevol sistema totalment 
automdtic que analitza la injormació continguda en les cares (per exemple, la identitat, 
el genere, l'expressió, l'edat, la rara i la postura). Si bé els primers treballs treballaven 
principalment amb cares en posició frontal, actualment s 'estan desenvolupant varis 
sistemes que són caparos de detectar cares amb bastanta precisió, en dijerents posicions 
i en temps real. Encara que un módul de detecció de cares es dissenya típicament per 
treballar amb imatges soles, la seva juncionalitat pot millorar encara més si s 'habilita 
la seqüencia de vídeo." [6] 
1.1. La detecció de cares dins el camp de la visió per 
computador 
La vista és el sentit que ens permet percebre la llum i, d'aquesta manera, captar 
la mida, la forma, el color, la distancia, la posició i el moviment deis objectes que 
es troben en el nostre camp de visió. Aixó ens permet conéixer el medi del nostre 
entorn i relacionar-nos-hi. La visió per computador pretén emular el sistema de visió 
humá amb I'objectiu d'oferir a la máquina suficient informació per poder entendre 
una escena, o les característiques d'una imatge, de la mateixa manera que ho faríem 
nosaltres. 
Un deis molts objectius a resoldre pel camp de la visió per computador és el de la 
detecció i la localització d'objectes. La detecció i localització de cares n'és un cas 
particular . 
El primer pas de qualsevol sistema de tractament de cares és detectar i localitzar en 
una imatge on es traba la cara. La tasca no és gens trivial i presenta diferents reptes 
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deguts a la variabilitat en l'escala, localització, orientació i postura. Les expressions 
facials, les oclusions i les condicions de lluminositat són factors que també influeixen 
en el conjunt de l'aparen~a de la cara. 
Definidó Donada una imatge arbitraria, l'objectiu de la detecció de cares és deter-
minar si hi ha o no cares en la imatge i, en cas que n'hi hagi, tornar la ubicació en la 
imatge i la mida de cada cara. 
Hi ha molts problemes estretament relacionats amb la detecció de cares, veiem a 
continuació una mostra deis més significatius: 
• La localització té per objectiu determinar la posició d'una única cara; aquesta 
és una simplificació del problema de la detecció de cares amb la hipótesi que la 
imatge d'entrada conté únicament una cara. 
• La detecció de trets facials s'encarrega de detectar la presencia i indicar la 
localització de trets facials, com ara ulls, nas, orificis nasals, celles, boca, llavis, 
orelles, etc ... amb la hipótesi també que només hi ha una cara a la imatge. 
• El reconeixement facial o identificació facial compara una imatge d'entrada 
contra una base de dades de diferents cares i informa de les coincidéncies, si n'hi 
ha. 
• El propósit de l'autenticació de cares és verificar la identitat d'un individu en 
una imatge d'entrada. 
• Els metodes de seguiment de la cara estimen contínuament la localització i 
possible orientació d'una cara en una seqüencia d'imatges en temps real. 
• El reconeixement d'expressions facials es preocupa d'identificar els diferents 
estats afectius (felicitat, tristesa, enuig, etc ... ) deis humans. 
Es fa evident doncs que la detecció de cares és el primer pas en qualsevol sistema 
autómat que pretengui resoldre els problemes anteriorment anuncÍats. Per tant, l'éxit 
en la resolució de qualsevol d'aquests problemes passa obligatóriament per tenir el 
problema de la detecció de cares resolt correctament. 
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1.2. Problematica 
Com ja hem apuntat en l'apartat anterior, existeixen diverses dificultats associades 
amb el problema de la detecció de cares. Habitualment s'acostuma a atribuir aquestes 
dificultats als següents factors: 
• Posició. Les imatges d'una cara varien degut a la posició relativa entre la 
cámera i la cara (frontal, 45 graus, perfil, al revés), alguns trets facials com ara 
els ulls o el nas poden restar parcialment o totalment ocults. 
• Preséncia O abséncia d'elements estructurals. Trets facials com poden 
ser les barbes, els bigotis i les ulleres poden estar, o no, presents. Arnés hi ha 
una gran variabilitat en el conjunt d'aquests elements incloent variacions en la 
forma, color i mida. 
• Expressió facial. L'aparen~a de les cares queda directament determinada per 
l'expressió facial de la persona. 
• Oclusió. Les cares poden estar parcialment ocultes per altres objectes. En 
imatges de grups de gent, sovint les cares oculten parcialment altres cares. 
• Orientació de la imatge. La imatge de la cara varia directament per diferents 
rotacions sobre l'eix de visió de la camera. 
• Condicions de la imatge. Quan la imatge ha estat capturada, factors com 
ara la lluminositat (espectre, distribució de la llum i intensitat) i característiques 
de la cámera (resposta del sensor, lents) afecta a I'aparen~a de la cara. 
Aquests, entre d'altres menys significatius, són els factors que fan del problema de la 
detecció de cares un deIs reptes més complicats de resoldre dins el camp de la visió 
per computador. 
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1.3. Aplicacions 
Existeixen infinitat d'aplicacions que utilitzen la detecció de cares, sobretot en el camp 
de la biometria i en la interacció huma-computador. 
Figura 1.1.: La detecció de cares arribara ben aviat al món deIs videojocs millorant la 
immersió de l'usuari en el videojoc. 
En els sistemes biométrics és imprescindible localitzar les cares en una escena abans 
que es pugui aplicar qualsevol algorisme de reconeixement. Una interfície d'usuari 
intel·ligent basada en visió ha de ser capa~ de mantenir l'atenció focalitzada en l'usuari 
per poder respondre en conseqüéncia. Per poder detectar característiques facials de 
manera precisa, les cares han de ser localitzades i registrades per tal de facilitar la 
continuació del procés. 
Reconeixement de cares, seguiment de cares, reconeixement d'expressions facials, clas-
sificació de génere, etc. És evident que la detecció de cares juga un important i crític 
paper en l'éxit de qualsevol sistema de processat de cares. 
A continuació presentem algunes de les moltes aplicacions existents que fan ús de la 
detecció de cares. 
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Google Image Search1, classificació de la imatge Google és una de les empreses 
que esta aprofitant en els seus productes els aven~os en la tecnologia de la detecció de 
cares. El seu servei de cerca d'imatges, Google Image Search, ofereix la possibilitat 
de buscar imatges que únicament continguin cares. D'aquesta manera, sembla que el 
buscador classifica les seves imatges en diferents categories i una d'elles indica que a 
la imatge apareix una cara. 
Google ="r¡¡¡¡;;;;"oo-
1'1 !I M:_ ¡¡¡¡,-, 
I1bW 
_":IiJ_iIII_" 4S"'_-11k-1PI 
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Figura 1.2.: La cerca d'imatges de Google permet restringir els resultats a diferents 
categories. Una d'elles és la de cares que mostra únicament en els resultats 
aquelles imatges que contenen cares i coincideixen amb els parametres de 
cerca. 
Google M aps2, processament de la imatge automatic El servei de Google Maps 
també utilitza la detecció de cares. Aquest cop, pero, ho fa amb un proposit diferent, 
preservar la privacitat de la gent que surt fotografiada en I'Street View. 
La intenció d'Street View és mostrar els llocs i no pas la gent. D'aquí sorgeix la 
necessitat d'emmascarar la identitat de les persones que apareixen en les fotografies 
deis diferents carrers de les ciutats. S'aprofita la detecció de cares per automatitzar 
un procés que d'altre manera no seria possible abarcar: desenfocar el rostre de totes 
les persones que apareixen en les fotografies deis diferents carrers de les ciutats. 
lhttp://images.google.com 
2http://maps.googleocom 
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Figura 1.3.: L'Street View de Google Maps utilitza un sistema de detecció de cares 
per difuminar totes les cares que surten en les seves imatges i així protegir 
la privacitat de la gent que hi surto 
Figura 1.4.: Podem veure com les cares d'aquestes dos persones han estat difuminades 
per protegir-ne la seva identitat. 
Picasa Web Albums3. etiquetat de fotografies Altre cop Google. En aquest cas 
ens ofereix amb el seu servei d'emmagatzemament de fotografies, Picasa Web Album, 
la possibilitat d'automatitzar una tasca tediosa: I'etiquetat amb noms de la gent 
que apareix en les nostres fotografies. L'eina s'encarrega de cercar totes les cares 
que apareixen en els nostres aIbums i posteriorment les agrupa tenint en compte la 
semblan~a entre elles. D'aquesta manera, aconseguim tenir agrupades les fotografies 
d'una mateixa persona i per etiquetar-les només ens fa falta un simple dic. 
3http://picasaveb.google.com 
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Figura 1.5.: L'eina de Google, Picasa Web Albums, aprofita la detecció i el reconeix-
ement de cares per facilitar l'etiquetatge de les diferents fotografies deis 
nos tres albums online. 
MyHeritagé, a qui t'assembles? Similar a Picasa Web Albums, MyHeritage per-
met etiquetar automaticament les cares de la gent que apareix en les seves col·leccions 
de fotografies. A més a més, pero, afegeix un servei, si més no curiós: MyHeritage ofer-
eix reconeixement de cares que permet als usuaris pujar una fotografia d 'ells mateixos 
i trobar a quina celebritat s'assemblen. 
Assistencia en l' AF / AE de les cameres digitals, localització de cares Últimament 
la majoria de les cameres digitals inclouen un software de detecció de cares que permet 
detectar els rostres de les persones que es troben dins de l'enquadre de la camera i 
mantenir el focus fix sobre elles. Un cop més simplificant la feina a l'usuari. 
4http://www.myheritage.com 
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Figura 1.6.: MyHeritage ofereix un servei d'etiquetat de cares en fotografies i també 
ofereix una tecnologia de reconeixement de cares que permet utilitzar 
divertides aplicacions que utilitzen la similaritat entre cares. 
Figura 1.7.: Moltes de les cameres que podem trabar actualment al mercat inclouen la 
detecció de cares per optimitzar l'enfocament, l'exposició i l'exposició amb 
flash. Algunes d'elles també aprofiten aquesta tecnologia per l'eliminació 
d'ulls vermells. 
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ASIMO. un robot sociable ASIMO és un robot humanoide que entre d'altres coses 
té la capacitat de detectar i reconéixer cares. Aixo permet al robot interactuar amb 
les persones d'una manera molt reaIística tenint la possibilitat de dirigir-se a elles pel 
seu nom, dirigir la seva mirada cap a elles, etc. 
Figura 1.8.: ASIMO és un robot humanoide creat per Honda capa~ entre moltes altres 
coses de reconeixer cares. 
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1.4. Motivació 
Aquest treball és fruit de la co¡'¡aboració entre l'autor i el grup GRINS5 del departa-
ment d'ESAU6 de la UPC7. 
Actualment el grup de recerca col·labora amb el projecte ROBAUCOB, un consorci de 
diversos centres tecnologics que proposa desenvolupar diferents tecnologies necessaries 
pel desenvolupament de robots móbils capa<¡os de dur a terme tasques complexes amb 
un alt grau d'autonomia i capacitat de col·laboració. Aquests robots, a més arnés, 
han de compartir tasques amb persones de la manera més amigable i natural possible. 
Un deis objectius del projecte és desenvolupar noves formes d'interacció persona-robot 
més eficients i naturals. La idea és que el robot no es limiti tan sois a obeir les ordres 
formulades per via electrónica sinó que també sigui capa~ d 'interactuar amb els seus 
col·laboradors humans i, a més arnés, fer-ho de la manera més natural, inclús amb 
la veu i, sobretot, mitjan~ant gestos que, per tasques que es realitzen a I'exterior i en 
condicions extremes, pot convertir-se en el canal més fiable per la comunicació. 
El grup GRINS s'encarrega d'investigar aquest tipus de comunicació a partir de gestos 
que són reconeguts per I'ordinador mitjan~ant tecniques de visió per computador. 
Aquesta part del projecte implica principalment tres subtasques: la detecció de cares, 
el reconeixement de gestos i el seguiment de persones. 
D'altra banda, el grup de recerca també es troba investigant la viabilitat de la detecció 
de passatgers dins d'un vehicle. La idea és poder aplicar tarificacions variables als 
peatges en funció del nombre de viatgers que ocupin el vehicle. 
Aquests dos projectes mantenen un comú denominador, la detecció de cares com a 
sistema que permet pronosticar la presencia d'una persona. Aixi dones el grup de 
recerca ha obert dos vies d'investigació pel que fa a la detecció de cares: una primera 
que aprofita una llibreria de programari lliure de visió per computador que imple-
menta un sistema de detecció de cares; i una segona via, complementaria, que pretén 
desenvolupar un sistema de detecció de cares propi des de zero. Del desenvolupament 
d'aquesta segona via ha sorgit el projecte final de carrera que teniu entre manso 
5Grup de Robótica Intel·ligent i Sistemes 
6Enginyeria de Sistemes, Automatica i Informatica Industrial 
7Universitat Politecnica de Catalunya 
8 Autonomous and Cooperating Robots 
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1.5. Objectius del treball 
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Figura 1.9.: El sistema de detecció de cares que especifiquem és un sistema autonom 
que pot ser utilitzat per qualsevol aplicació que en requereixi la seva 
funcionalitat. 
L'objectiu principal d'aquest treball és construir una llibreria de detecció de cares 
propia que permeti a qualsevol aplicatiu detectar la presencia de cares en qualsevol 
imatge. La idea és que aquesta llibreria serveixi com a eina per a les aplicacions que 
necessitin la detecció de cares i que l'entorn de desenvolupament dissenyat per crear-la 
serveixi com a base per millorar-ne la fiabilitat de cara a un futur. 
A continuació descriurem quins són els requisits mínims que hauria de complir aquesta 
llibreria. 
Requisits de la llibreria La llibreria ha de ser capa~ de reconéixer en una imatge si hi 
ha una o més cares i, en cas que així sigui, també n'ha de precisar la seva localització, 
orientació i mida. És a dir, la llibreria rep com a entrada una imatge digitalitzada i 
retorna com a sortida la localització, l'orientació i les dimensions de cada una de les 
cares que hagi trobat, en cas d 'haver-ho feto 
Degut a la complexitat del problema, en aquest treball ens centrarem únicament en 
detectar cares que estiguin en posició frontal. Diem que una cara es troba en posició 
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fronta! quan aquesta s'orienta en l'eix que es dirigeix fins a l'óptica de la camera. 
Podem veure exemples de cares en aquesta posició en les imatges de la Figura 1.10. 
En les imatges de la Figura 1.11 veiem un conjunt de cares que es troben en posicions 
diferents a la frontal i que per tant el sistema de detecció que dissenyarem no en 
garantira la seva detecció. 
Figura 1.10.: Cares en posició frontal. 
Figura 1.11.: Cares en diferents posicions, cap d'elles frontal. 
Tampoc garantirem la detecció de cares semi ocultes, únicament ens comprometem a 
detectar aquelles cares que hagin quedat en la major mesura descobertes. Intentarem 
peró que les ulleres i les barbes i els bigotis no siguin un impediment a l'hora d'efectuar 
la detecció d 'una cara. 
També ens marcarem com a objectius aconseguir un percentatge de deteccions superior 
a! 90% i dotar a la llibreria d'una resposta rapida per facilitar-ne la integració en 
sistemes de detecció en temps real. 
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2. Analisi d' Antecedents 
Els darrers aven~os en les tecnologies de la computació, han facilitat el desenvolupa,-
ment de moduls de visió en temps real que interactuen amb els humans. Per aixo, el 
problema de la detecció de cares ha estat a l'ordre del dia en el camp de la visió per 
computador en aquests últims anys. 
Darrerament s'han anat desenvolupant diferents técniques per detectar una cara dins 
una imatge en escala de grisos o en color. Podríem classificar-les dins de les quatre 
categories següents: 
• Métodes basats en el coneixement (Knowledge-based methods). Cod-
ifiquen el coneixement huma del qué constitueix una cara típica (en general, les 
relacions entre els trets facials). 
• Métodes basats en característiques invariants (Feature invariant ap-
proaches). Es centren en trobar les característiques estructurals d'una cara 
que existeixen fins i tot quan la posició, el punt de vista, o les condicions 
d'il·luminació varien. 
• Métodes basats en patrons (Template matching methods). Es basen en 
diversos patrons estaudard emmagatzemats per descriure la cara com un tot o 
els trets facials per separat. 
• Métodes basats en l'aparenc;a (Appearance-based methods). Treballen 
amb models (o plantilles) que aprenen a partir d'un conjunt d'imatges d'entre-
nament que capten la variabilitat de l'aparen~a facial. 
Cal apuntar que sovint algunes técniques es poden superposar en més d'una de les 
categories presentades. 
Per més detall de les técniques que s'utilitzen en la detecció de cares podeu consultar 
l'estudi Detecting Faces in Images: A Survey [1]. 
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3. Conceptes Previs 
En aquest capítol presentaxem un segui t de conceptes que ens seran necessaris per 
desenvolupar la nostra solució. 
En primer lloc introduirem la técnica de la binarització d 'una imatge i veurem com 
la podrem adaptax a les necessitats que requereix el nostre problema. En segon lloc 
definirem un metode que ens permeti construir un patró d 'una cara en funció de la 
probabilitat de cada píxel en una cara binaritzada. l per acabar enunciarem quatre 
mesures que ens ajudaran a caracteritzar una imatge. 
3.1. Binarització 
Una correcta binaxització d'una imatge d'una caxa permet segmentar diferents trets 
facials com ara la zona deis ulls, del nas i la boca. Sembla ser que els trets facials 
coincideixen amb les zones més fosques del rostre i per tant la binarització ens permet 
distingir aquestes caxacterístiques comunes en totes les caxes. 
El nostre objectiu sera aconseguir segmentar correctament els trets facials de la cara 
mitjan~ant una binaxització de la imatge. En els següents apartats justificarem 
detallarem quina metodologia utilitzarem per a dur a terme aquesta tasca. 
3.1.1. Binarització per lIindar fix 
Normalment els metodes de binarització, segmenten en dos una imatge d'entrada le. 
L'assignació d'un píxel de la imatge binaritzada lb a un deis dos segments (O i 1) 
s'aconsegueix comparant el seu nivell de gris l(ij) amb un cert llindar preestablert t 
(en anglés threshold). La imatge final resulta molt senzilla de calcular ja que per cada 
píxel només s'ha d'efectuar una compaxació numérica. 
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{
O si 
h(i,j)= 1 t<Ie(i,j) 
altrament 
Aquest métode de binarització, tot i ser el més senzill, a la vegada també es caracteritza 
per ser el més sensible apetites variacions que puguin existir en la lJuminositat de la 
imatge. 
Quin llindar escollim? En Figura 3.1a hem fixat a ulJ el llindar de binarització a 
150. Aixo ens permet fer una binarització de la imatge de l'esquerra que segmenta els 
trets facials més característics com ara les celles, els ulls, el nas i la boca. Veiem en 
la imatge binaritzada de la dreta com aquestes regions han quedat pintades de color 
negre i en canvi la resta del rostre ha quedat pintat de color blanc, obtenint així el 
resultat desitjat. 
Aquest llindar, pero, no sera el mateix per a totes les imatges. Com veiem a la Figura 
3.1b, hem utilitzat el mateix llindar per binaritzar la imatge de l'esquerra. En aquest 
cas no hem aconseguit fer una correcta segmentació deIs trets facials. Les variacions 
del color de la pell i la il·luminació són alguns deIs factors determinants que ens 
impedeixen utilitzar un únic llindar per la binarització. Així dones haurem de trobar 
un altre métode que ens permeti fixar aquest lIindar de manera dinamica en funció de 
la imatge d'entrada. 
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(a) 
(b) 
Figura 3.1.: Binarització mitjan~ant llindar fix: la imatge de la dreta és el resultat de 
binaritzar la imatge de l'esquerra aplicant un llindar de binarització de 
150. Al mig veiem l'histograma corresponent a la imatge de l'esquerra 
segmentat en dues parts. 
3.1.2. Binarització per lIindar dinamic / Binarització per percentil 
Necessitem, dones, una binarització mitjan~ant un llindar dinamic que en funció de les 
característiques de la imatge d'entrada segmenti de manera correcta els trets facials. 
Utilitzarem en aquest cas un métode de binarització més complex en el que elllindar 
t sera funció de la imatge d'entrada le. Concretament t sera el valor de la intensitat 
on l'acumuladó de la suma de les freqüéncies de les intensitats f(lel, respecte el total, 
sigui més próxima al percentil p preestablert. 
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(Jo (le) + ... + Jt-1 (le)) ,¡; (JO (le) + ... + 1255 (le)) X l~O < (JO (le) + ... + Jt (le)) 
Si mirem I 'histograma de la Figura 3.1a podem veure que si apliquem un !lindar de 
150 el percentil que li correspon és el 65. Per contra, a I'histograma de la Figura 3.1h 
al !lindar 150 li correspon el percentil 69. 
Per utilitzar la binarització per percentil, pero, ens veiem obligats a limitar la regió 
a binaritzar. EIs entorns on es pot localitzar una cara son innumerables, per aquest 
motiu hem de procurar que la regió en la que ens centrem sigui el maxim invariant. 
Elecció de la regió d'interes Recordem que I'objectiu d'aquest apartat és segmentar 
correctament els trets facials d'una cara. Si volem utilitzar la binarització per percentil 
hem d'assegurar-nos que aquesta es faci en una regió de la cara que en el conjunt de 
totes les cares presenti el mínim de variacions possibles. 
Per exemple, si definim una regió que vagi des de la part superior de les ceBes a la part 
inferior deIs llavis i des de I'extrem de l'uB esquerra a I'extrem de l'ull dret, sembla que 
podem trobar un percentil que aconsegueixi segmentar els trets facials de qualsevol 
cara. 
Veiem-ho. En la Figura 3.3a, amb el percentil 25, que ens ajusta el !lindar de bina-
rització a 178, aconseguim segmentar els trets facials del rostre de la imatge. De la 
mateixa manera, en la Figura 3.3b, amb el percentil també ajustat a 25, el !lindar 
s'estableix a 56 i no obstant també aconseguim segmentar els trets facials del rostre 
de la imatge. 
Sembla dones que aquesta técnica de binarització ens servira i sera prou robusta 
com per segmentar qualsevol imatge d'una cara. No obstant aquest metode presenta 
I'inconvenient que cal ajustar la binarització a la regió d'interes que hem comentat 
anteriorment. 
Elecció del percentil de binarització Hem realitzat diferents proves en diferents 
cares d'exemple i hem trobat que un percentil igual a 20 és suficientment indicat per 
binaritzar una cara i segmentar de forma prou optima els seus ulls, nas i boca. 
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En la imatge de la Figura 3.2 podem veure les imatges resultants de binaritzar 100 
cares i com en cada una d'elles podem intuir la presencia d'una caraja que es distingeix 
la forma deis seus trets facials. 
Figura 3.2.: Conjunt de 100 imatges de cares binaritzades per llindar dinamic util-
itzant un percentil de 20. 
Podem observar en aquests resultats algunes anomalíes no desitjades. En alguns casos, 
a causa d'una il·luminació variant en la cara, els elements de la part esquerra de la cara 
queden millor segmentats que els de la part dreta, o viceversa. En d'altres casos, quan 
la cara és petita, en les cantonades inferiors de la regió d'interes queden segmentats 
elements que no formen part de la cara. 
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3.1.3. Ombres pronunciades i objectes oclusors 
La binarització mitjan~ant percentils és una opció molt bona quan la il·luminació 
del rostre és constant. Quan es dona el cas que una cara presenta ombres molt 
pronunciades degut a les condicions d'il·luminació, la binarització per percentil pot 
no segmentar correctament els trets facials de la cara. En podem veure un exemple a 
la Figura 3.3c on les ombres presents a la part dreta de la cara impedeixen segmentar 
correctament la cara. 
(a) 
(b) 
(e) 
Figura 3.3.: Binarització mitjan~ant llindar dinámic: la imatge de la dreta és el resul-
tat de binaritzar la imatge de l'esquerra utilitzant el percentil 25; al mig 
veiem l'histograma corresponent a la imatge de l'esquerra. 
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Ara per ara, deixarem aquest inconvenient per resoldre i avan~arem en el desenvolu-
pament de la nostra J1ibreria de detecció de cares. 
També, quan un objecte s'interposa davant del rostre i oculta parcialment la regió 
de la cara que estem binaritzant, la segmentació també pot patir irregularitats i no 
efectuar-se degudament. 
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3.2. Patrons 
A l 'ull huma li és senzill reconeixer la presencia o absencia d 'una cara en una imatge 
correctament binaritzada. Per dur a terme la mateixa tasca en una maquina, aquesta 
hauría de coneixer unes regles en base a les quals pogués determinar també la presencia 
d'una cara. 
En aquest apartat proposem un meto de que ens permeti saber, en la mesura del 
possible, quan una imatge binaria es correspon a una cara. 
La idea d'aquest metode sorgeix de la idea de comparar un patró (una imatge binaria 
representant) amb una imatge binaria per decidir si aquesta última pot ser o no una 
cara. 
El primer problema el trobem en I'elecció del patró. No hi ha un patró únic que 
caracteritzi a totes les cares. AIgunes cares seran més allargades, d'altres més amples, 
d'altres tindran els trets facials de diferents mides i formes, etc. 
3.2.1. Patró binari 
Donat un conjunt de n imatges binaries {II, ... ,In}, on cada imatge binaria queda 
representada per una funció I(i,j)--l{O,l} , anomenarem patró binari a la funció que 
compleixi la següent expressió: 
{ 
1 sí 
P(i,j)= O 
on 
n 
g>t 
altrament 
9 = Lh (i,j) = L!¡ (i,j) + .. , + In (i,j) 
k=l 
i on t representa un valor entre O i n. 
La idea és recollir en el patró els pixels negres que més apareixen en un conjunt de 
cares binaritzades. En la imatge de la Figura 3.4 podem veure la representació del 
patró obtingut d'un conjunt de 100 imatges de cares binaritzades. 
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Figura 3.4.: La imatge representa un patró binari de 3lx3l píxels. La imatge s'ha 
obtingut a partir d'un conjunt de 100 cares binaritzades per llindar 
dillll.mic amb un percentil igual a 20 i fixant t a 55. 
Un cop definit el patró, ens cal trobar una funció distancia que compari la similitud 
entre el patró i una imatge binaria qualsevol. La dificultat de trobar una funció 
distancia óptima ens obliga a buscar una altra estrategia més rigorosa per verificar la 
similitud d'un patró amb una imatge binaria. 
3.2.2. Patró de probabilitats 
Donat un conjunt de n imatges binaries {I¡, ... ,1n}, on cada imatge binaria queda 
representada per una funció I(i,j)-+{O,l}, anomenem patró de probabilitats a la funció 
que compleix la següent expressió: 
pe' ') _ 'L~_¡Idi,j) '1,,) -
n 
'Lh (i,j) + ... + In (i,j) 
n 
De la que es pot deduir que P(i,j)-+[O,l] i ho podem interpretar com la probabilitat 
que un píxel de les n imatges binaries sigui 1. 
Expressarem com a P'(i,j)-+l-P(i,j) la probabilitat que un píxel de les n imatges 
binaries sigui O . 
Per construir aquest patró de probabilitats utilitzarem un conjunt de 100 imatges de 
cares binaritzades amb un percentil igual a 20 com hem justificat en la Secció 3.1.2. 
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La imatge de la Figura 3.5 representa el patró de probabilitats obtingut d'aquestes 
100 imatges de cares. 
Figura 3.5.: La imatge representa un patró de probabilitats de 31 x 31 pixels; la imatge 
s'ha obtingut a partir d'un conjunt de 100 cares binaritzades per llindar 
dinamic amb un percentil igual a 20. Els pixels més foscos indiquen que 
en la binarització d'una cara és més probable que el valor en aquel! pixel 
sigui O. Els pixels més clars indiquen que en la binarització d'una cara és 
més probable que el valor en aquel! pixel sigui 1. 
24 
3.3. Extracció de característiques 
Per poder c1assificar les imatges en cares o no cares necessitem primer de tot tenir 
un conjunt de característiques que ens permetin diferenciar un tipus d'imatge d'una 
altra. En aquest apartat presentem diferents característiques segons el tipus d'imatge 
(imatges en escala de grisos o bé imatges en monocrom), que ens permetran distingir 
la presencia o absencia d'una cara. 
3.3.1. Característiques en imatges monocromes 
En una imatge monocroma cada píxel queda representat per 1 bit d'informació. Típi-
cament, les imatges mono cromes s'interpreten amb píxels de color blanc quan el seu 
valor és 1 i amb píxels de color negre quan el seu valor és O. Per aquest motiu també 
s'anomenen imatges en blanc i negreo 
Les imatges monocromes són molt utilitzades en visió per computador. No cal dir que 
sempre és pr~ferible treballar amb el mínim nombre de bits d'inforlI)ació mentre es 
facin valer les funcionalitats desitjades. Quan aixo sigui possible en el nostre sistema 
intentarem aplicar aquesta praxis i treballar, en aquest cas, amb imatges mOnocromes. 
A continuació presentem algunes característiques que aprofitarem d'aquest tipus d'i-
matge. 
Percentatge de píxels negres Mesura el nombre de píxels negres respecte el total. 
Distancia d'una imatge binaria a un patró de probabilitats Donada una imatge 
binaria 1 de n píxels qualsevol i un patró de probabilitats1 P amb les mateixes di-
mensions, definirem una distancia D que expressi la similitud entre aquests dos. Amb 
altres paraules, buscarem la similitud entre la imatge binaria i el conjunt d'imatges 
binaries que hem utilitzat per crear el patró de probabilitats: 
D(I P) _ ¿d(i,j) 
, - n 
lVeure la Secció 3.2.2 
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d( .. ) {P(i,j) si I(i,j) = 1 
',] = P'(i,j) si I(i,j) = O 
De la que podem deduir que la major semblan~a d'un patró a una imatge binaria, 
maxD, ve definida per la següent expressió: 
maxD(P) = ¿maxd(i,j) 
n 
d( .') {P(i,j) max '] = 
, P'(i,j) 
s, P(i,j) > 0.5 
altrament 
De la mateixa manera, la major diferencia d 'un patró a una imatge binaria minD ve 
definida per la següent expressió: 
Per tant: 
minD(P) = ¿mind(i,j) 
n 
. d(.') {P(i,j) mm '] = 
, P'(i,j) 
s, P(i,j) < 0.5 
altrament 
minD(P) :¡; D(I, P) :¡; maxD(P) 
Per exemple, la distilncia entre el patró de la Figura 3.6 i la imatge binaria de la Figura 
3.7a és de 0.77, de 0.5 amb la imatge de la Figura 3.7b i de 0.23 amb la de la Figura 
3.7c. En efecte, la imatge de la Figura 3.7a és la més semblant a la representada pel 
patró; la imatge de la Figura 3.7c és la que menys s'assembla; la imatge de la Figura 
3.7b es troba entre aquests dos llindars. 
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(a) 
0.9 0.2 0.9 
0.1 0.3 0.1 
0.4 0.6 0.4 
Figure 3.6.: Patró de probabilitats de 3x3 pixels 
(b) 
•• 
• (e) 
Figure 3.7.: Imatges binaries de 3x3 pixels 
3.3.2. Característiques en imatges en escala de grisos 
En el cas de les imatges en escala de grisos cada pixel queda representat normalment 
per 8 bits d'informació. Els pixels poden prendre ara un valor que va des de O fins a 
255. Tipicament es sol assignar als pixels amb valor O el color negre i als pixels amb 
valor 255 el color blanco La resta de valors queden assignats amb una gradació de 
grisos que va de grisos més foscos per valors propers al O, a grisos més clars a mesura 
que els valors s'apropen al 255. 
La utilització de les imatges en escala de grisos no és tan preferible com la de les 
imatges en monocromo Sovint, pero, es fa inevitable l'ús de la imatge en escala de 
grisos, ja que la informació addicional que presenta en relació a la imatge monocrOma 
es fa imprescindible per a la resolució de la funcionalitat requerida. Quan no ens quedi 
altre remei treballarem amb imatges en escala de grisos. 
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A continuació presentem algunes característiques que aprofitarem d'aquest tipus d'i-
matge. 
Mitjana d'una imatge Anomenarem mitjana d'una imatge 1 de n píxels a la mitjana 
de les intensitats deis seus píxels: 
_ ¿,I(í,j) 
x= 
n 
Desviació estandard d' una imatge Anomenarem desviació estandard d'una imatge 
1 de n píxels a la mesura de la dispersió de les intensitats deis seus píxels: 
n 
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4. Disseny 
Dividirem el disseny de la llibreria de detecció de cares en tres components principals: 
el recorregut de la imatge, la detecció de cares i el filtrat de deteccions per localització. 
Juntament amb aquests tres móduls ens haurem de preocupar també de dissenyar 
un entorn que ens permeti obtenir un conjunt de regles o models que ens ajudin a 
classificar una imatge com una cara o com una no-cara. 
En el diagrama de la Figura 4.1 podem veure com interaccionen entre ells aquests 
elements. 
Lllbrena de 
DetecclO de Cares 
Imatge NxM Recorregut de 
la Imatge 
I 
p'. de IUocal ~t 
P" d'"c.l. : I 
pa. d, rotacló I 
• 
'mocl.1 I 
• 
dl,tinel. entre I 
fln"tres vefn'l 1 ______ .. 
mlnlmde l flnetl:re veTn,s, 1 ____ .... 
t 
lII.ta de I 
clres 
l _ 
FIItnt de Dltecclons 
p.r Loc.utzac16 
alltad. __a 
• 
.mod.' .... 
------, 
DetecclO de Cares 
l ..... 
ftneltl'l' Mlb cvel 
Figura 4.1. 
Mod,13 
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4.1. Recorregut de la imatge 
L'objectiu d'aquest módul és proporcionar al módul de detecció de cares un conjunt de 
subimatges de la imatge d'entrada. La dimensionalitat d'aquest conjunt de subimatges 
estará directament relacionada amb de quina manera desplacem, escalem i orientem 
la finestra encarregada de recórrer la imatge d' entrada. 
Anomenem finestra, a l'enquadrament que utilitzem per centrar-nos en una regió d'una 
imatge. En el nostre cas, la finestra queda definida principalment per tres arguments: 
la localització, les dimensions i la orientació respecte la imatge. 
Així dones, el recorregut de la imatge dependrá de tres parámetres que definiran amb 
quin grau d'exhaustivitat es realitzará la cerca en la imatge d'entrada: el pas de lliscat, 
el pas d'escalat i el pas de rotació de la finestra. 
Recorregut de 
la Imatge 
r-------------
pe. de !liscat 
• pas d'ne.lat 
• piS de rotaeló 
• 
Imat;. NxM 
. -
IIIsta de 
fin .. t' •• , 
pIS de rotacló 
~ 
Con" 
d'O~.ntlcI6 
pas de III'cat 
~ 
Imllge 
1m .... BPII ~rl.t I ..... de_S_r~_ ...·:n_:_· ...... 
orIonIad. Canvl 
• ere.cll. 
Figura 4.2. 
En els següents apartats definirem quines dimensions i forma ha de tenir la finestra 
que recorri la imatge i de quina manera la despla~arem, l'escalarem i la orientarem 
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per tal d'obtenir el conjunt de subimatges que proporcionarem al módul de detecció 
de cares. 
4.1.1. Elecció de la finestra 
Forma de la finestra Dins de les moltes finestres que es poden escollir per realitzar 
aquesta tasca hem triat una finestra quadrada basant-nos en: 
• la simplicitat geométrica. 
• resulta suficient per acotar una zona mínima on apareguin trets facials invari-
ants com ara celles, ulls, nas i boca i on es minimitzin el nombre d'elements 
estructurals intrusius; tan sois apareixen ulleres i bigotis, no ho fan serrells, si 
barbes peró en menor mesura. 
Figura 4.3.: Les finestres mostren la regió d'interés de les cares 
Dimensions de la finestra La mida de la finestra és també una decisió important 
que influeix en el rendiment de la nostra solució. 
Si optem per una finestra molt petita les operacions que fem en aquesta seran menys 
costoses. No obstant estarem perdent resolució i, sovint, detalls que poden ser daus a 
1 'hora de detectar cares. Pel contrari, si optem per una finestra molt gran no haurem 
de patir pel detall que ens oferira la imatge peró sí, en canvi, pel cost computacional 
que vindra associat a cada operació efectuada sobre la finestra. 
Es tracta dones d'assolir un compromís i utilitzar una finestra el més petita possible 
que ens permeti reconéixer la presencia, o no, d 'una cara. 
Apel·larem a la nostra capacitat per detectar una cara per decidir amb quina mida 
de finestra treballarem. Com podem veure en la figura 4.4, amb una finestra de 
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21x21 pixels sembla que tenim suficient per percebre la presencia d'una cara, de totes 
maneres a simple vista també veiem que la pixel·lació de la regió d'interes és notable i 
aixo fa perdre un detall que sembla que pugui ser important. En canvi, entre la imatge 
de 31x31 pixels i la de 41x41 pixels, la perdua del detall ja és menys significativa i 
no sembla que a posteriori ens hagi d'impedir detectar una cara amb més o menys 
precisió. Aixi dones, sembla que una finestra de 31x31 pixels ha de ser suficient per 
detectar una cara. 
(a) (b) (e) 
Figura 4.4.: Relació entre la qualitat de la imatge i la seva mida 
4.1.2. Divisió solapada de finestres 
Volem localitzar una cara en una imatge. Per trobar-la utilitzarem una finestra que 
llisqui per tota la imatge d'esquerra a dreta i de dalt a baix de tal manera que en alguna 
posició encaixi amb la cara. Anomenarem pas de lliscat al salt que fa la finestra en el 
seu despla~ament horitzontal o vertical a l'hora de recórrer la imatge i el mesurarem 
en pixels. 
A cada pas de lliscat de la finestra obtindrem una nova subimatge. Com més petit 
sigui el pas de lliscat, major sera el nombre de subimatges que aconseguirem i es 
produira un major solapament entre elles. Per contra com més gran sigui el pas de 
lliscat, menor sera el nombre de subimatges que aconseguirem i es produira un menor 
solapament entre elles. 
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Figura 4.5.: En la seqüéncia d'aquestes imatges podem veure com és el lliscat de la 
finestra sobre una part de la imatge. En la imatge central el contingut de 
la finestra encaixa amb la cara. 
4.1.3. Canvi d'escala 
Per poder localitzar cares de totes les mides ens cal que la finestra capa~ de lliscar per la 
imatge pugui fer-ho amb diferents dimensions. Tenim dues alternatives: redimensionar 
la finestra mantenint la mida de la imatge, o bé redimensionar la imatge mantenint 
la mida de la finestra. 
Redimensionat de la finestra Podem veure un exemple il·lustratiu a la imatge de la 
Figura 4.6 de com podem obtenir cares de diferents mides redimensionant la finestra. 
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Figura 4.6.: Exemple de recorregut de la imatge amb escalat de '!a finestra. 
La idea és escalar la finestra des de els 31x31 píxels fins a qué aquesta no tingui 
cabuda dins de la imatge. Per fer-ho augmentem l'amplada i l'al~ada de la finestra 
progressivament. Anomenarem pas d'escalat al nombre de píxels en al~ada i amplada 
que augrnenta la finestra al aplicar-li un escalat. Per exemple, si el pas d'escalat és d'l 
píxel, la seqüéncia d'escalats de la finestra sera de 31x31 píxels, 32x32 píxels, 33x33 
píxels i així successivament. 
Com més petit sigui el pas d'escalat, major sera el nombre de subimatges que obtin-
drem i es produira un major solapament entre elles. Per contra com més gran sigui 
el pas d'escalat, menor sera el nombre de subimatges que obtindrem i es produira un 
menor solapament entre elles. 
Si optem per aquesta opció, redimensionar la finestra i mantenir la mida de la imatge 
constant, posteriorment ens caldra redimensionar cada subimatge obtinguda a una 
mida de 31x31 píxels. 
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Redimensionat de la imatge Podem veure un exemple il·lustratiu a la imatge de la 
Figura4.7 de com podem obtenir cares de diferents mides redimensionant la imatge. 
Figura 4.7.: Exemple de recorregut de la imatge amb escalat de la imatge. 
La idea és escalar la imatge des de J¡¡ seva mida original fins a la imatge de mida més 
petita que doni cabuda a la finestra 31x31 píxels. Farem servir análogament el pas 
d'escalat que hem definit anteriorment com el nombre de píxels en al~ada i amplada 
que augmenta la finestra al aplicar-li un escalat. En aquest cas, pero, haurem de 
calcular quin factor d'escala hem d'aplicar a la imatge per passar d'una finestra d'una 
mida a una altra. 
Per exemple si el pas d'escalat és de 2 píxels, la seqüencia d'escalats de la finestra 
seria de 31x31, 33x33, 35x35 i així successivament. En termes d'escalat de la imatge 
la seqüencia d'escalats quedaria definida pels següents factors d'escalat: 31/31,31/33, 
31/35 ... sempre tenint com a referencia la imatge original. 
Novament com més petit sigui el pas d'escalat, major será el nombre de subimatges 
que obtindrem i es produirá un major solapament entre elles. Per contra com més 
gran sigui el pas d'escalat, menor será el nombre de subimatges que obtindrem i es 
produirá un menor solapament entre elles. 
Si optem per aquesta opció, redimensionar la imatge i mantenir la mida de la finestra 
constant, per cada pas d'escalat haurem de redimensionar la imatge pero posterior-
ment no ens caldrá redimensionar la subimatge obtinguda de 31x31 píxels. 
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El cost computacional de redimensionar la imatge d'entrada tants cops com passos 
d'escalat apliquem és significativament inferior al de redimensionar totes les subi-
matges obtingudes de recórrer tota la imatge. Per aquest motiu ens decantarem per 
utilitzar aquesta opció per a trobar cares de diferents mides dins una imatge. 
4.1.4. Canvi d'orientació 
Estem en condicions d'obtenir subimatges de diferents mides i posicions en una imatge. 
No obstant, les cares es poden trobar en diferents orientacions i, per tant, també 
voldrem obtenir subimatges amb diferents orientacions. Així dones necessitem que la 
finestra pugui adoptar diferents orientacions. 
Ens trobem novament amb dues alternatives: rotar la imatge sencera, o bé rotar 
només la finestra. En els dos casos farem servir un pas de rotació que coincidira amb 
I'increment, en graus, que girara la finestra a cada iteració. 
Per exemple, si el pas de rotació és correspon a 5 graus aixo vol dir que obtindrem 
tot el conjunt de.subimatges rotades corresponents a la seqüéncia 0°, 5º, . .10º, ... 350º 
i 355º-
Com més petit sigui el pas de rotació, major sera el nombre de subimatges que obtin-
drem i es produira un major solapament entre elles. Per contra com més gran sigui el 
pas de rotació, menor sera el nombre de subimatges que obtindrem i es produira un 
menor solapament entre elles. 
Rotat de la finestra Podem veure un exemple il·lustratiu a la imatge de la Figura4.8 
de com podem obtenir cares en diferents orientacions rotant la finestra. 
36 
Figura 4.8.: Exemple de recorregut de la imatge amb rotat de la finestra. 
Si optem per aquesta opció, rotar la finestra i mantenir la orientació de la imatge 
constant, posteriorment ens caldn\ rotar cada finestra per obtenir la subimatge de 
31x31 píxels. 
Rotat de la imatge Podem veure un exemple il·lustratiu a la imatge de la Figura4.9 
de com podem obtenir cares en diferents orientacions rotant la imatge. 
Figura 4.9.: Exemple de recorregut de la imatge amb rotat de la imatge. 
37 
Si optem per aquesta opció, rotar la imatge i mantenir la orientació de la finestra 
constant, per cada pas de rotació haurem de rotar la imatge pero posteriorment no 
ens caldra rotar la subimatge obtinguda de 31x31 pixels. 
El cost computacional de rotar la imatge d'entrada tants cops com passos de rotació 
apliquem és significativament inferior al de rotar totes les finestres resultants de recór-
rer tota la imatge. Per aquest motiu ens decantarem per utilitzar aquesta opció per 
a trobar cares en diferents orientacions dins una imatge. 
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4.2. Detecció de ca res 
El modul de detecció de cares és l'encarregat de rebre les subimatges de 31x31 píx-
els proporcionades pel modul de recorregut de la imatge i, en funció del model de 
classificació seleccionat, decidir quines d'elles són cares i quines no. 
El diagrama de la Figura 4.10 mostra el funcionament intern d'aquest mOdul. Basi-
cament s'efectuen dos passos abans de tenir classificada la imatge d'entrada. 
En primer lloc, en funció del model seleccionat, es processa la imatge per obtenir la 
selecció d'atributs. En segon lloc, la classificació s'encarrega de classificar la imatge 
d'entrada com a cara o no-cara a partir de la selecció d'atributs i el conjunt de regles 
definides pel model seleccionat. 
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Figura 4.10. 
En els següents apartats veurem com l'aprenentatge supervisat ens ajuda a generar els 
conjunts de regles o models que ens permeten classificar una imatge de 31x31 píxels 
en cara o no-cara. 
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4.2.1. Aprenentatge supervisat 
Un classificador és una funció que pren un conjunt de característiques com a entrades i 
produeix com a sortida una classe etiquetada. Una manera de generar un classificador 
és agafar un conjunt d'exemples etiquetats i tractar de definir una regla que pugui 
assignar una etiqueta a qualsevol altra dada d'entrada. Sovint la construcció deis 
classificadors no és una tasca trivial i per aixo existeixen técniques d 'aprenentatge 
automatic que faciliten la construcció d'aquests models. 
L'aprenentatge supervisat és una técnica de l'aprenentatge automatic que permet 
aprendre una funció a partir d'unes dades d'entrenament. Aquestes dades consisteixen 
en un conjunt d'objectes d'entrada, típicament vectors, i les seves respectives sortides. 
La sortida de la funció apresa pot ser un valor continu o bé pot predir una etiqueta 
de classe. En el primer cas parlem d'una funció de regressió i en el segon cas parlem 
d'una funció de classificació. 
Així doncs la principal tasca de l'aprenentatge supervisat és predir el valor de la funció 
per a qualsevol objecte d'entrada valid després d'haver vist un nombre d'exemples 
d'entrenament. En el cas, que ens ocupa l'aprenentatge supervisat ens servira per a 
classificar l'objecte d'entrada com a cara o com a no-cara. 
A continuació enumerem els diferents passos que cal seguir per a obtenir el conjunt 
de regles que definiran el classificador: 
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• En primer lloc cal decidir quin tipus de dades es faran servir com a exemples 
per l' entrenament. 
• En segon lloc cal recopilar un conjunt de dades d'entrenament. El conjunt d'en-
trenament ha de representar de la millor manera possible les caracteristiques del 
món real. Per tant, cal recopilar un conjunt d'objectes d'entrada prou represen-
tatiu i fer correspondre a cada exemple la seva respectiva sortida. 
• El següent pas és determinar la representació de les característiques d'entrada 
de la funció d'aprenentatge. La precissió de la funció d'aprenentatge depén for-
tament en com els objectes d'entrada estan representats. Tipicament, l'objecte 
d'entrada es converteix en un vector de característiques o atributs. El nombre 
de característiques no ha de ser molt gran per no augmentar excessivament la 
dimensionalitat del problema pero, al mateix temps, cal tenir cura que sigui 
suficientment gran com per predir amb la maxima exactitud la sortida. 
• Seguidament cal determinar l'estructura de la funció d'aprenentatge i fer-li cor-
respondre un algorisme d'aprenentatge. 
• Un cop arribats aquí ens queda completar el disseny. Cal executar l'algorisme 
d'aprenentatge sobre el conjunt d'entrenament. Els parametres de l'algorisme 
d'aprenentatge s'han d'ajustar per optimitzar el rendiment del classificador. 
• Per acabar, després d'ajustar els parametres i efectuar l'aprenentatge, el rendi-
ment de l'algorisme pot ser mesurat a partir d'un conjunt de test diferent del 
conjunt d'entrenament. D'aquesta manera es garanteix, en la mesura del possi-
ble, que la predicció del classificador no esta sobreajustada al conjunt de dades 
d'entrenament. 
En els següents apartats descriurem de quina manera hem aplicat en el nostre cas cada 
un d'aquests passos proposats per obtenir els conjunts de regles que ens permetran 
classificar les imatges d'entrada del módul en cares o no-cares. 
4.2.2. Característiques de les imatges d'entrada 
El primer pas per generar el modelo conjunt de regles del classificador és especificar 
com han de ser les dades d'entrada. En el nostre cas les dades d'entrada seran imatges 
que compliran les següents característiques: 
• La imatge ha de tenir unes dimensions de 31x31 píxels, tal com s'ha descrit a la 
Secció 4.1.1. 
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Figura 4.11.: La imatge té una amplada i al~ada de 31 píxels. 
• La imatge és una imatge en escala de grisos, és a dir, no conté informació de 
color. 
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Figura 4.12.: La imatge d'entrada és una imatge en escala de grisos. 
4.2.3. Recopilació de les imatges 
El segon pas per generar el modelo conjunt de regles del classificador és recopilar un 
conjunt de dades d'entrenament que serviran a l'algorisme d'aprenentatge per entrenar 
el classificador. Per fer-ho, hem recollit un conjunt d'imatges que compleixen les 
característiques definides a l'apartat anterior i les hem etiquetat com a cara o no-cara, 
tot respectant els criteris que definim a continuació. 
Imatges etiquetades com a cara Per reconéixer una imatge com una cara, i per 
tant etiquetar-la com a tal, s'han de donar les següents condicions: 
Figura 4.13.: Conjunt de 100 imatges etiquetades com a cara. 
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• La imatge ha de contenir una cara en posició frontal . 
• La imatge ha d'emmarcar únicament la regió que va de la part superior de les 
celles a la part inferior deis llavis, i de I'extrem de I'ull esquerra a I'extrem de 
I'ull dret, tal com s'ha descrit a la Secció 3.1.2. 
Imatges etiquetades com a no cara Totes les imatges que no compleixen les condi-
cions de les imatges etiquetades com a cara les etiquetarem com a no-cares. 
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Figura 4.14.: Conjunt de 100 imatges etiquetades com a no-cara. 
4.2.4. Processat de la imatge 
El següent pas és definir el processat de la imatge d'entrada per tal d'obtenir el conjunt 
d'atributs o caracteristiques d'entrada del c1assificador. 
En el diagrama de la Figura 4.15 podem veure els passos que efectuem en el processat 
de la imatge. En primer lloc binaritzem la imatge d'entrada. Un cop binaritzada i en 
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funció del modelo conjunt de regles que vulguem utilitzar, obtindrem de la imatge 
en escala de grisos i de la imatge binária el conjunt d'atributs que caracteritzaran la 
imatge. 
• 
&tI.ccló d'AtrbD 
de 1.lmata_ 811*1. 
Figura 4.15. 
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Definició deis atributs EIs atributs que analitzarem estan basats en I'obtenció de 
dues mesures sobre la imatge d'entrada en escala de grisos i dues més sobre la imatge 
d'entrada binaritzada amb un percentil de 20 tal com hem justificat en la Secció 3.2.21 
i les identificarem amb la lletra M (de mesura) seguida d'un número identificatiu. A 
continuació enumerem aquestes quatre mesures: 
• Desviació estandard de la imatge en escala de grisos - MI 
• Mitjana de la imatge en escala de grisos - M2 
• Percentatge de píxels negres de la imatge monocroma - M3 
• Distancia de la imatge monocroma a un patró de probabilitats - M4 
Les quatre mesures presentades, per si soles, ens proporcionen informació molt valuosa 
sobre la imatge. El crucul de la desviació estandard, la mitjana i el percentatge de 
lvegeu el Capitol 3.3 
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pixels negres, ens donen informació relativa a la variació de la intensitat deis grisos de 
la imatge. En canvi, la distáncia de la imatge monocroma al patró de probabilitats 
ens aporta informació directament relacionada amb la morfologia de la imatge. 
De totes maneres, exceptuant la distáncia de la imatge monocroma al patró de prob-
abilitats, la resta de mesures desaprofiten en gran part la informació relativa a la 
posició dins de la imatge. Per exemple, no és el mateix calcular la desviació estándard 
en tota la imatge que només fer-ho en una regió específica. Per aquest motiu voldrem 
aprofitar la informació relativa a la posició dins de la imatge, i ho farem calculant les 
mesures descrites anteriorment en diferents zones de la imatge. 
A la Figura 4.16 podem veure el conjunt de regions que hem decidit utilitzar identifi-
cades cada una d'elles amb la lletra R (de regió) seguida d'un número identificatiu: 
(a) Rl (b) R2 (e) R3 (d) R4 
(e) R5 (f) R6 (g) R7 (h) R8 
(i) R9 (j) RIO 
Figura 4.16.: En les figures es mostra un quadrat de 31x31 píxels on el color negre 
representa la regió de la imatge sobre la qual s'efectua la mesura. 
La combinació del conjunt de mesures amb el conjunt de totes les regions on s'efectuen 
aquestes, dóna com a resultat els atributs que considerarem susceptibles de ser util-
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itzats pel classificador. En total són 40 atributs. A la Taula 4.1 apareixen aquests 40 
atributs obtinguts d'una imatge. Per exemple, la intersecció M2-R2 és un atribut que 
indica que la mitjana de la regió R2 de la imatge en escala de grisos és de 169.009. 
Taula 4.1.: La taula conté els atributs resultants d'aplicar les mesures a la imatge 
d' escala de grisos i a la imatge en blanc i negre de la primera cara de la 
Figura 4.13. Les files de la taula contenen les quatre mesures corresponents 
a cada una de les 10 regions definides. 
De tots els 40 atributs que hem definit, alguns d'ells poden ser optims, d'altres redun-
dants, i d'altres innecessaris per classificar la imatge com a cara o no cara. 
EIs classificadors acostumen a disminuir el seu rendiment quan apareixen atributs 
irrellevants, redundants o poc significatius ja que la seva presencia amplia I'espai 
d'hipotesi sobre el que es realitza la predicció. No obstant, en última instancia, aixo 
acaba depenent del classificador que s'utilitza. 
Per exemple, si s'utilitza un classificador nalve bayes, aquest assumeix la independen-
cia entre els atributs donat el valor de la classe, és a dir, els atributs redundants fan 
que el classificador funcioni molt pitjor. En canvi, els arbres de decisió, poden arribar 
a millorar el seu rendiment amb atributs redundants. 
Per tal d'optimitzar el nostre classificador obrirem la possibilitat de treballar amb 
diferents conjunts d'atributs per intentar trobar el conjunt que n'optimitzi el rendi-
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mento 
Selecció d'atributs L'aprenentatge automatic ens ofereix eines per tal de seleccionar 
els atributs més rellevants per dur a terme una c1assificació. Existeixen principalment 
dos métodes per a realitzar aquesta tasca: els basats en filtres i els basats en wrappers. 
Els métodes basats en filtres estableixen un ranquing per als atributs mesurant la 
rellevancia en la predicció de la c1asse per separat. En canvi, els métodes basats 
en wrappers avaluen subconjunts d'atributs fins ha trobar el més adequat. Aquests 
últims, utilitzen métodes d'aprenentatge per a l'avaluació. 
En la Taula 4.2 podem veure diferents conjunts d'atributs que hem obtingut mit-
jan~ant els métodes esmentats anteriorment i també d'altres conjunts que hem escollit 
seguint un criteri propi. 
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Taula 4.2.: La taula recull els diferents conjunts d'atributs. 
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Les columnes de la taula corresponen a cada un deis atributs, 40 en total, que hem 
definit anteriorment. Com es pot veure els atributs es troben agrupats en funció de la 
regió on s'han efectuat les mesures sobre la imatge. La darrera columna de la taula 
conté el nombre total d'atributs seleccionats pel conjunt de la fila. 
Les files de la taula corresponen a cada un deis conjunts definits. Aquests es troben 
agrupats en funció del métode de selecció segons si els hem escollit mitjan~ant un 
criteri propi, o bé si són fruit d'un métode basat en filtres o basat en wrappers. A 
continuació descriurem amb més detall com hem obtingut aquests conjunts d'atributs. 
En la darrera fila de la taula trobem el conjunt ALL que té en compte tots els atributs 
possibles. 
EIs conjunts 81, 82, 83, 84 i 85 els hem escollit de manera intencionada per verificar 
si realment es produeix una millora en realitzar la mesura sobre diferents regions de 
la imatge i veure també quines d'aquestes zones són més significatives. 
Per altra banda els conjunts F1, F2, F3, F4 i F5 els hem escollit utilitzant métodes 
de selecció basats en filtres i els conjunts W1, W2, W3 els hem obtingut mitjan~ant 
métodes de selecció basats en wrappers. 
Per a l'obtenció deis conjunts que han requerit de técniques basades en filtres i wrap-
pers ens hem valgut de l'eina Weka2 que ens proporciona diferents métodes per a la 
selecció d'atributs. L'aspecte de l'eina és la que es mostra en la captura de la Figura 
4.17. 
El programa treballa sobre un conjunt de dades d'entrenament. En el nostre cas hem 
utilitzat una base de dades formada per un conjunt de 300 cares i un altre conjunt de 
4.548 no-cares. Cada instancia d'ambdós conjunts queda representada pels 40 atributs 
mencionats anteriorment. 
Per a utilitzar aquesta eina de selecció d'atributs s'han de definir dos objectes: l' attribute 
evaluator i el search method. L' attribute evaluator determina quin métode s'utilitza 
per assignar un valor a cada subconjunt d'atributs. El search method determina quin 
estil de cerca es realitza. En la Figura 4.18 podem veure ampliada la zona on es 
defineixen aquests parametres. 
2Veieu la Secció 6.2 
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Figura 4.17.: Weka proporciona diferents técniques per realitzar la selecció d'atributs. 
Figura 4.18.: Cal definir l'attribute evaluatar i el search methad per realitzar la selecció 
d'atributs sobre un conjunt de dades d'entrenament. 
Detallem a continuació quines han estat les configuracions que hem aplicat a l'eina de 
selecció d'atributs per tal d'obtenir els conjunts F1, F2, F3, F4, F5, W1, W2 i W3 . 
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• Per a l'obtenció del conjunt F1 hem utilitzat CfsSubsetEval com a attribute 
evaluatar i BestFirst com a search methad . 
• Per a l'obtenció del conjunt F2 hem utilitzat ConsistencySubsetEval com a at-
tribute evaluatar i BestFirst com a search methad. 
• Per a I'obtenció deIs conjunts F3, F4 i F5 bem utilitzat InfoGainAttributeEval 
com a attribute evaluatar i Ranker Com a search methad seleccionant els 10, 20 
i 30 millors atributs respectivament. 
• Per a I'obtenció del conjunt Wl hem utilitzat WrapperSubsetEval com attribute 
evaluatar amb el classificador AdaBoostMl amb DecisionStump, i BestFirst com 
a search methad. 
• Per a I'obtenció del conjunt W2 hem utilitzat WrapperSubsetEval com attribute 
evaluatar amb el classificador J48, i BestFirst com a search methad. 
• Per a I'obtenció del conjunt W3 hem utilitzat WrapperSubsetEval com a at-
tribute evaluatar amb el classificador N aiveBayes, i BestFirst com a search 
methad. 
4.2.5. Classificadors i algorismes d'aprenentatge 
Recordem que un classificador és una funció que donats un conjunt de caracterís-
tiques com a entrades produeix com a sortida una classe etiquetada. Existeix una 
amplia gamma de classificadors disponibles, cada un d'ells amb les seves fortaleses i 
limitacions, pero cap d'ells, millor que la resta. Aixo, i el fet que el rendiment del 
classificador depen en gran mesura de les característiques d'entrada, fa que triar un 
classificador adequat per un problema determinat es converteixi més en un art que no 
pas en una ciencia. 
Per altre banda, els algorismes d'aprenentatge són els encarregats d'ajudar-nos a pro-
duir una funció que estableixi una correspondencia entre les entrades i sortides del 
classificador. 
En aquest treball utilitzarem 3 tipus de classificadors diferents: Naive Bayes, Decision 
Tree i AdaBoost que descriurem breument a continuació. 
Abans pero, dir que existeixen diferents eines que implementen aquests classificadors 
i algorismes d'aprenentatge, entre elles l'eina Weka que hem presentat en la secció 
anterior. No obstant hem decidit utilitzar aquest cop les implementacions que podem 
trobar en la llibreria d'aprenentatge automatic MLL3 d'OpenCV per a dur a terme 
I 'aprenentatge deIs diferents classificadors. 
3Machine Learning Library 
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Ara sí, procedim a descriure cada un deis 3 classificadors que utilitzarem per a la 
nostre solució. 
Normal Bayes Classifier / Na·ive Bayes Un classificador bayessiá és un tipus de 
classificador estadístic basat en el teorema de Bayes. Aquest utilitza l'aprenentatge 
probabilístic per calcular explícitament les probabilitats de la hipótesis. Els clas-
sificadars bayessians simples, o na"ive, assumeixen la independéncia total entre els 
atributs tot i que a la práctica també ofereixen bons resultats quan no es compleix 
aquesta premissa. A més, els classificadors baiesians funcionen bé amb grans conjunts 
de dades i tenen una alta precissió de classificació. 
Decision Tree En la mineria de dades i en l'aprenentatge automátic, un arbre de 
decisió és un model predictiu que pren estructura d'arbre, on els nodes interiors con-
tenen una pregunta sobre un atribut concret, amb un fill per cada possible resposta, 
i cada fulla de l'arbre es refereix a una decisió, una classificació. 
Els arbres de decisió ofereixen l'avantatge que són models simples d'interpretar i de 
comprendre i, a més a més, tenen un bon rendiment per a grans quantitats de dades 
en un temps curto 
AdaBoost Una alternativa per millorar la precisió d'un classificador és combinar la 
decisió de varis classificadors. Está demostrat que la combinació de classificadors amb 
diferents conjunts de dades en general millora els resultats d'altres classificadors més 
complexos. Es pot dir, que cada classificador aporta el seu punt de vista i la seva 
combinació aporta una visió més completa. 
El classificador AdaBoost és un exemple de classificador que combina la decisió de 
varis classificadars més senzills, en el nostre cas, arbres de decisió. 
4.2.6. Entrenament 
Ara ja disposem de tots els elements necessaris per poder entrenar el classificador. 
Per dur a terme l'entrenament utilitzarem la base de dades que hem recopilat amb un 
total de 300 imatges etiquetades com a cares i 4.548 etiquetades com a no-cares. 
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En primer lloc, processarem cada imatge de la base de dades per obtenir cada una de 
les seleccions d'atributs que hem definit a la Secció 4.2.4. 
Posteriorment com hem dit utilitzarem tres algorismes d'aprenentatge per dur a terme 
l'entrenament: Nalve Bayes, Decision Tree i AdaBoost. Amb cada un d'ells generarem 
un conjunt de regles o model a partir de cada un deIs conjunts d'atributs. Són 14 
conjunts d'atributs diferents, 3 algorismes d'aprenentatge i per tant generarem fins un 
total de 42 models diferents. 
Pel que fa a la base de dades d'entrenament que hem utilitzat, cal remarcar, que el 
fet que el nombre d'imatges etiquetades com a cara sigui significativament inferior 
al nombre d'imatges etiquetades com a no-cara, pot introduir un biaix no desitjat a 
favor de la c1asse no-cara. 
En el diagrama de la Figura 4.19 podem veure quin procés segueix l'entrenament 
deIs c1assificadors fins a obtenir cada un deIs conjunts de regles que ens permetran 
c1assificar una imatge com una cara o com una nü-cara. 
Entren.ment 
1 t1-:-
Model1 1 
F1-'-
-- 1 
Model2 1 
0-1-1 
Model3 
a_Hleador 
...... 
(NI1'vee •• ) 
a_lncactor 
Arbn de Dedtl6 
(Doc'1Ion 'lne) 
ComblnlCi6 di 
Clullftcldo ... 
(A$Boaol) 
----------
Figura 4.19. 
1 
-,_i=1 
1 ,---
______ J 
B.O. 
imatges 
etiquetades 
53 
4.3. Filtrat de deteccions per localització 
Arribats a aquest punt, disposem d 'un conjunt de finestres que el classificador ha 
detectat com a cares, és a dir, disposem de la localització i mida de les cares detectades. 
No obstant, aquest conjunt de finestres no té perqué correspondre amb el nombre de 
cares de la imatge. Es poden donar dos casos: per una part és possible que una cara 
hagi estat detectada en diferents finestres properes entre elles, d'altra banda pot ser 
que s'hagin prodult falses deteccions. 
En la imatge de la Figura 4.20 podem veure un exemple del que estem explicant. 
Per cada cara apareixen múltiples deteccions i a més a més apareixen també falses 
deteccions. 
Figura 4.20.: En la imatge podem veure totes les finestres que el classificador ha eti-
quetat com a cares. Podem veure com cada cara presenta múltiples 
deteccions. 
Aquests resultats no són desitjables: per una banda ens interessa que cada cara només 
sigui identificada un cop, d'altra banda ens interessa reduir el maxim possible el 
nombre de falses deteccions. 
A continuació veurem de quina manera podem utilitzar la informació relativa a la 
posició de les diferents finestres per millorar el maxim possible aquests resultats. 
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4,3,1. Fusió de finestres ve'ines 
Diem que una finestra A és veina d'una finestra B quan la distancia entre els seus 
centres és inferior a una distancia d. Definirem la condició de veinatge com transitiva, 
és a dir, si la finestra A és veina de la finestra B i la finestra B és veina de la finestra 
e, llavors direm que la finestra A també és veina de la finestra C. 
Le múltiples deteccions en una mateixa cara donen lloc a un conjunt de finestres que 
donada una distancia mínima compleixen que son veines entre elles. 
Aprofitarem aquesta circumstancia per garantir en la mesura del possible que cada 
cara és detecti una sola vegada. Aixó ho farem compactant cada conjunt de finestres 
veines en una única finestra. La finestra resultant s'obtindra d'una mitjana ponderada 
del centre i de les dimensions del conjunt de finestres veines. 
Veiem en la imatge de la Figura 4.21 que si apliquem el fusionat de finestres veines 
solucionem el problema de múltiples deteccions en una sola cara. 
Figura 4.21.: La imatge mostra les deteccions resultants de fusionar les fines tres veines 
de la imatge de la Figura 4.20. Ara cada cara només es detecta una 
vegada. 
Veiem pero, com de totes maneres continuen apareixent falses deteccions. Veiem a 
continuació qué més podem fer per intentar eliminar el maxim aquestes falses detec-
cions. 
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4.3.2. Mínim de finestres ve"ines 
Si tornem a observar la imatge de la Figura 4.20 podem veure que el nombre de 
fines tres velnes en les cares és molt superior al nombre de finestres velnes en les falses 
deteccions. 
Aprofitarem aquesta peculiaritat per intentar reduir el nombre de falses deteccions. 
Només ens quedarem amb aquelles finestres que siguin el resultat de fusionar un 
conjunt de finestres velnes amb un nombre de finestres superiors o iguals a un valor 
mínimo D'aquesta manera si ajustem el mínim de finestres velnes de forma correcta 
podrem reduir considerablement el nombre de falses deteccions. 
En la imatge de la Figura 4.22 podem veure el resultat d'aplicar aquesta nova restricció 
d'un mínim de finestres velnes i, veiem en aquest cas, com hem aconseguit eliminar 
totes les falses deteccions. 
Figura 4.22.: La imatge mostra les deteccions resultants de fusionar només els conjunts 
de finestres velnes amb un mínim de finestres determinat de la imatge 
de la Figura 4.20. Cada cara només es detecta una vegada i no hi ha 
cap falsa detecció. 
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5. Planificació Costos 
En aquest capítol resumirem la planificació i costos associats al projecte. En primer 
lIoc definirem els paquets de treball, després en planificarem el seu desenvolupament 
mitjan~ant un diagrama de gantt i ja per acabar resumirem els costos associats al 
desenvolupament del projecte. 
5.1. Paquets de treball 
El projecte s'ha estructurat ep 8 paquets de treball. Els detalls de cada un d'ells es 
presenten a continuació: 
• Estudi d 'antecedents i viabilitat. Abans d'encarar el projecte ha calgut fer una 
primera aproximació a la problematica de la detecció de cares, a les diferents 
solucions existents i fer algunes proves per veure la viabilitat de dissenyar un 
algorisme de cares basat, en part, en la binarització. Aquest paquet es divideix 
en les següents subtasques: 
Estudi de la pro blematica de la detecció de cares 
- Estudi d'algorismes actuals 
- Viabilitat d'implementar un algorisme de detecció de cares mitjan~ant la 
binarització de cares 
• Adaptació a l'entorn de treball. Ha estat indispensable aquesta fase d'aprenen-
tatge de les diferents eines que s'han fet servir en la realització d'aquest treball: 
Microsoft Visual Studio C++, OpenCV i Weka. Aquest paquet es divideix en 
l'aprenentatge de les següents eines: 
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Microsoft Visual Studio C++ 
Llibreries de tractament de la imatge d'üpenCV 
Llibreries d'aprenentatge automatic d'üpenCV 
- Weka 
• Disseny. L'especificació de cada modul junt amb la definició deis seus requeri-
ments i funcionalitats. El paquet es divideix en tres subtasques: 
- Recorregut de la imatge 
Detecció de cares 
Filtrat de deteccions 
• Recopilació de les imatges. Ha calgut preparar una base de dades de cares propia 
adaptada a les necessitats de la nostra solució. 
• Impl'ementació. Totes les tasques relacionades en portar á terme la imple-
mentació del disseny. El paquet es divideix en tres subtasques: 
- Recorregut de la imatge 
Detecció de cares 
* Processat de la imatge 
* Selecció d'atributs 
* Entrenament 
Filtrat de deteccions 
• Praves i resultats. Preparar una fase de proves per comprovar el rendiment deis 
diferents classificadors entrenats, treure'n conclusions i aplicar-les a la llibreria 
implementada. Veure el rendiment global de la llibreria practicant la detecció 
de cares en diferents imatges. Aquest paquets s'ha dividit en dues subtasques: 
- Proves del rendiment deis classificadors 
- Resultats en imatges 
• Disseny i implementació d'una interfície grafica d'usuari. Preparar una aplicació 
que faci ús de la llibreria implementada permetent la detecció de cares en una 
imatge . 
• Documentació del projecte. Redacció de la memoria del projecte. 
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5.2. Planificació 
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5.3. Costos 
El PFC esta reconegut amb un pes de 37,5 credits. Donat que 1 credit es correspon a 20 
hores de treball, tenim que cal destinar al projecte un mínim de 750 hores l'equivalent 
a uns 6 mesos de feina computant una jornada laboral de 4 hores. 
Per calcular el cost total per a la implantació del projecte es valorara per separat el 
cost de l'amortització del hardware utilitzat, el cost de l'amortització de les !licencies 
software utilitzades, el cost estructural i el cost destinat al personal encarregat del 
desenvolupament del pro jecte. 
Cost del hardware utilitzat: 
I producte I cantitat preu I total 
1 I 1300€: I 1300€: 
total 1300€: 
Taula 5.1.: Cost del harware utilitzat. 
valor I pla~ d'amortització %imputable I cost imputable 
1300€: I 42 mesos I (6/42)*100 - 14,3% I 185,72€: 
total 185,72€: 
Taula 5.2.: Cost de l'amortització del hardware a 4 anys. 
Cost del software utilitzat: 
I producte I cantitat preu total I 
Windows XP 1 123€: 123€: 
Microsoft Visual Studio 2008 1 787€: 787€: 
Weka 1 - -
OpenCV 1 - -
Gimp 1 - -
OpenOflice 1 - -
total 910€: 
. . Taula 5.3.: Cost del software utilJtzat . 
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%imputable I cost imputable I 
36 mesas (6/36)*100 = 16,7% 151,67€: 
total 151,67€: 
Taula 5.4.: Cost de l'amortització del software a 3 anys. 
Costos estructurals: 
I producte I cantitat preu I total I 
despatx 12m" x mes 295€:/mes 1. 770€: 
conexió ADSL x mes 38€:/mes 228€: 
material d'oficina - 150€: 150€: 
total 2.148€: 
Taula 5.5.: Costos estructurals. 
Costos de personal: 
I personal contractat I sou I total I 
11 I 2.500€:/mes I 15.000€: 1 
. total 15.000€. 
Taula 5.6.: Costos de personal. 
Estimació económica total: 
I tipus de cost preu 
hardware 185,72€: 
software 151,67€: 
estructural 2.148€: 
personal 15.000€: 
total 17.485,39€ 
Taula 5.7.: Pressupost total. 
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6. Implementació 
Hi ha dos opcions diferents per treballar amb imatges: utilitzar un sistema unificat que 
suporti el processament d'imatges com per exemple Matlab, o bé escollir un llenguatge 
i posteriorment integrar-hi llibreries de processament de la imatge. 
Si bé Matlab és una eina potent i extremadament senzilla d'utilitzar, treballar amb 
aquest software ens comporta alguns inconvenients: es tracta d'un programa molt 
pesat que requereix molta memoria, el paquet de processament de la imatge és exces-
sivament lent i es tracta d'un software de pagamento 
Per la realització d'aquest projecte hem decidit treballar amb llibreries de processa-
ment de la imatge i integrar-les en elllenguatge. El principal motiu d'aquesta elecció 
és l'eficiéncia significativament millor i el conjunt de funcions més avan~ades que ens 
ofereixen aquest tipus de llibreries. 
A més de les solucions pel processament de la imatge, degut a la complexitat del 
problema a resoldre, en el decurs del projecte necessitarem alguna eina que ens faciliti 
treballar amb l'aprenentatge autom,Hic. 
6.1. Llibreries 
La llibreria d'imatges utilitzada per Intel Processors s'anomena IPL1 . Qualsevol pot 
treballar directament amb la IPL, pero és més senzill utilitzar una llibreria de codi 
obert anomenada OpenCV que esta basada en la Intel IPp2 . 
lIntel Processing Library 
2Integrated Performace Primitives 
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OpenCV 
OpenCV és una !libreria de visió per computador de codi obert. La !libreri a esta 
escrita en C i C++ i corre sota Linux, Windows i Mac OS X. 
OpenCV ha estat dissenyat per a ser eficient en termes computacionals i ha estat 
especialment enfocat per aplicacions de temps real. 
Un deis objectius d'OpenCV es proveir una infraestructura de visió per computador 
simple que ajudi a la gent a construir sofisticades aplicacions de visió amb poc temps. 
La !libreri a d'OpenCV conté al voltant d'unes 500 funcions que abasten diverses arees 
de la visió, incloent inspecció de productes de fabrica, imatge médica, seguretat, in-
terfície d'usuari, cal·libració de cameres, visió estéreo i robótica. Com que la visió per 
computador i l'aprenentatge automátic sovint van de la ma, OpenCV també conté 
una amplia !libreria d'aprenentatge automátic, la MLL3 • 
6.2. Aprenentatge automatic 
Tot i que OpenCV disposa d'una llibreria d'aprenentatge automátic for~a completa, 
també hem optat per utilitzar Weka, un conegut software per l'aprenentatge automátic 
i la mineria de dades escrit en Java. Weka és un software !liure distribult sota !licéncia 
GNU-GPL. El paquet, conté una col·lecció d'eines de visualització i algorismes per 
l'análisi de dades i modelat predictiu, units a una interfície gráfica d'usuari per accedir 
facilment a les seves funcionalitats. 
3Machine Learning Library 
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6.3. Llenguatge de programació 
Treballar amb imatges sovint és sinónim d'enfrontar-se a problemes computacional-
ment complexos. Un deis requeriments d'aquest projecte és que el temps destinat al 
processament de la imatge sigui computacionalment assequible donada la dimension-
alitat del problema. 
C++ és un llenguatge en el que es té el control total de la maquina. Pot ser programat 
utilitzant instruccions bitsiques (C) o orientades a objectes (C++). L'orientació a 
objectes és una característica clarificadora, peró té l'inconvenient que alenteix molt el 
resultat deis programes. 
Desenvoluparem el sistema utilitzant C, i per la integració en altres sistemes C++. 
D'aquesta manera obtindrem la rapidesa que ens ofereix C i la usabilitat de C++. 
La llibreria OpenCV aprofita al maxim les característiques d'aquest llenguatge i al-
hora s'hi integra completament. Per aixó utilitzarem l'entorn de desenvolupament 
recomanat per als desenvolupadors d'OpenCV que és Microsoft Visual C++. 
Miausaft" 
Visual Studia 
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7. Tests Resu Itats Experi menta Is 
En aquest capítol ens centrarem en avaluar el rendiment deis classificadors entrenats 
per tal de veure quins d'ells ens ofereixen un millor rendiment. Discutirem també 
I'origen de I'elevat cost computacional de la nostra solució. Finalment comentarem 
un seguit de resultats d'aplicar la detecció de cares implementada en diferents imatges. 
7.1. Test 
Per a avaluar el rendiment de cada un deis classificadors que hem entrenat hem util-
itzat un conjunt d'imatges de test. Hem recopilat un total de 100 imatges de cares i 
23.573 imatges de no-cares, totes elles diferents a les del conjunt d'imatges d'entrena-
mento 
El procés per avaluar cada un deis 42 conjunts de regles ha estat el següent. En 
primer lloc hem processat cada imatge de la base de dades de test per obtenir el 
conjunt d'atributs d'entrada del classificador. En segon lloc per a cada imatge hem 
comparat la seva classe amb la que ha predit el classificador. 
D'aquesta manera hem obtingut un seguit de resultats que podem veure resumits en 
les taules i els grafics de les següents pagines. 
Per simplificar la comprensió deis grafics els hem dividit en funció del tipus de clas-
sificador utilitzat (nalve bayes, decision tree, adaboost) i del métode de selecció del 
conjunt d'atributs (criteri propi, filtre, wrapper). 
Abans de passar a comentar els resultats, peró, definirem un concepte que ens servira 
per a estimar el rendiment d'un classificador i que ens ajudara a avaluar els resultats 
obtinguts: la matriu de confusió. 
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7.1.1. La matriu de confusió 
La matriu de confusió és una eina de visualització que s'utilitza per a avaluar el rendi-
ment d'un classificador. Cada fila de la matriu representa el número de prediccions de 
cada classe, mentre que cada columna representa el número d'instimcies en la classe 
real. 
La detecció de cares és un problema de classificació de dues classes: cara o no-cara. 
Per aquest motiu, la matriu de confusió del problema de detecció de cares consta 
de dues files i dues columnes que informen del nombre de positius, falsos positius, 
negatius i falsos negatius resultants de classificar un conjunt de dades de test. En 
la matriu de confusió de la Taula 7.1 podem veure com es distribueixen els diferents 
resultats: 
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cara 
prodlcd6 
no-cara 
cara 
falsos 
neptius 
no-cara 
Taula 7.1.: Matriu de confusió. 
• Els positius són aquelles instancies que el classificador ha predit correctament 
com a positives, és a dir, com a cares, coincidint així amb el seu valor real. 
• En canvi, els falsos positius són totes aquelles instancies que el classificador ha 
predit com a positives, és a dir, com a cares, quan en realitat eren instancies 
negatives) és a dir, no-cares. 
• D'altra banda són negatius aquelles instancies que el classificador ha predit 
correctament com a negatives, és a dir, com a no-cares, coincidint així amb el 
seu valor real. 
• Anomenem falsos negatius a totes aquelles instancies que el classificador ha 
predit com a negatives, és a dir, com a no-cares, pero que en realitat eren 
instancies positives, és a dír, cares. 
Veiem un exemple que il·lustri de manera entenedora el comportament d'una matriu 
de confusió. Considerem un model que realitza la predicció per a 10.000 instáncies 
del qual obtenim la matriu de confusió que es mostra a la Taula 7.2. Com podem 
veure el model prediu correctament 9.700 no-cares i 100 cares. D'altra banda prediu 
erróniament 150 no-cares i 50 cares. 
_a ... 1 
cara no-cara 
cara 150 
precllcc16 
no-cara SO 
Taula 7.2.: Exemple d'una matriu de confusió. 
Nosaltres ens centrarem únicament en les falses deteccions i ho farem fixant-nos en 
els percentatges de falsos negatius i de falsos positius. Per exemple, de la matriu de 
confusió de la Taula 7.2 obtindríem un 0,5% de falsos negatius i un 1,5% de falsos 
positius. 
Com més reduit sigui el percentatge de falses deteccions del nostre c1assificador millor 
sera el seu rendiment. Dit d'una altra manera, millor sera el percentatge de cares 
detectades correctament. 
Un cop introduits aquests conceptes, ara sí, ja podem passar a comentar el resultats 
obtinguts d'una manera més detallada. 
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7.1.2. Models generats amb un classificador Na'ive Bayes 
En la taula de la Figura 7.3 podem veure els percentatges de falses deteccions re-
sultants d'aplicar el conjunt d'imatges de test als diferents models generats amb un 
classificador Nalve Bayes. Cada fila de la taula correspon a un model generat amb un 
conjunt d'atributs diferents. 
Taula 7.3.: La taula mostra els resultats d'avaluar els models generats amb un classi-
ficador N alve Bayes. 
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En el grafic de la Figura 7.1 podem veure els resultats de diferents models generats 
amb un classificador NaYve Bayes utilitzant els conjunts d'atributs seleccionats a partir 
d'un criteri propi. 
NIlYe lI8yes 
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Figura 7.1. 
Com podem veure, de tots els models, el generat amb el conjunt d'atributs SI, és el que 
obté uns resultats més desfavorables. D'aquesta manera es confirma el que havíem 
avan~at a I'apartat 4.2.4: realitzar les diferents mesures en diferents regions de la 
imatge per a obtenir els atributs, ajuda a millorar el rendiment del model generat. 
Efectivament, els models generats a partir deis conjunts d'atributs S2, S3, S4, S5 i 
ALL que contenen un major nombre d'atributs amb mesures efectuades sobre diferents 
regions de la imatge, obtenen un millor percentatge de falses deteccions que el model 
generat a partir del conjunt d'atributs SI. 
Aquesta tonica també es manté per a models generats amb diferents tipus de clas-
sificadors com podem veure en els grafics de les Figures 7.4 i 7.7, que mostren els 
resultats obtinguts de models generats amb els mateixos conjunts d'atributs i amb 
classificadors basats en Decision Tree i AdaBoost respectivament. 
Pel que fa a la resta de models generats, podem concloure que el percentatge de falsos 
negatius és millor en els generats amb els conjunts d'atributs S2, S3, S4 i S5 i que el 
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percentatge de falsos positius és millor en el model generat pel conjunt d'atributs ALL. 
En el gridic de la Figura 7.2 podem veure els resultats de diferents models generats amb 
un classificador Nalve Bayes utilitzant els conjunts d'atributs obtinguts mitjan~ant 
métodes de selecció basats en filtres. 
NolveBoyes 
~,----------------------------------------------------
-+-----
l,-+--
J • ..,. i ,..,. 
.-
.-
" " " _ ........ 
Figura 7.2. 
" 
Com podem veure, els models generats a partir deIs conjunts d'atributs F3, F4 i F5 
són els que obtenen uns millors resultats. El primer d'ells amb un total de 10 atributs, 
el segon amb 20 i el tercer amb 30. 
Aquesta observació la podrem fer també en els models obtinguts amb altres classifi-
cadors com podem veure en els granes de les Figures 7.5 i 7.8, que mostren els resultats 
obtinguts de models generats amb els mateixos conjunts d'atributs i amb classificadors 
basats en Decision Tree i AdaBoost respectivament. 
En el grane de la Figura 7.3 podem veure els resultats de diferents models generats amb 
un classificador Nalve Bayes utilitzant els conjunts d'atributs obtinguts mitjan~ant 
métodes de selecció basats en wrappers. 
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Recordem que el proposit d'utilitzar els métodes de selecció basats en wrappers és 
trobar un conjunt optim en funció del c1assificador que s'utilitzi: AdaBoost en el cas 
del conjunt d'atributs Wl, Decision Tree per al conjunt d'atributs W2 o Nalve Bayes 
per al conjunt d'atributs W3. Aixo en teoria, perqué com podem veure, a la practica 
no ha estat aixÍ. 
Veiem que el model generat a partir del conjunt d'atributs W3 no és el que obté un 
millor rendiment si el comparem amb la resta de models. Aixo succeeix també pels 
models generats mitjan~ant altres c1assificadors com podem veure en els grafics de les 
Figures 7.6 i 7.9. 
Així dones sembla ser que aquest métode de selecció d'atributs no ha donat els resultats 
esperats. El motiu que no hagi estat així, radica segurament en que s'han utilitzat 
diferents implementacions deis c1assificadors per dur a terme la selecció d'atributs i la 
generació deis models. La selecció d'atributs s'ha fet mitjan~ant les implementacions 
deis classificadors de l'eina Weka, mentre que la generació de models s'ha fet utilitzant 
les implementacions deis classificadors de les llibreries d'OpenCV. 
Un altre deis possibles motius perqué els conjunts d'atributs obtinguts a partir de 
métodes de selecció basats en wrappers no hagin prodult els resultats esperats és el 
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métode de cerca utilitzat per a obtenir-los, BestFirst, que no garanteix en cap cas 
obtenir el conjunt óptimo 
7.1.3. Models generats amb un classificador Decision Tree 
En la taula de la Figura 7.4 podem veure els percentatges de falses deteccions re-
sultants d'aplicar el conjunt d'imatges de test als diferents models generats amb un 
classificador Decision Tree. Cada fila de la taula correspon a un model generat amb 
un conjunt d'atributs diferents. 
Taula 7.4.: La taula mostra els resultats d'avaluar els models generats amb un classi-
ficador Decision Tree. 
En el gr<lfic de la Figura 7.4 podem veure els resultats de diferents models generats 
amb un classificador Decission Tree utilitzant els conjunts d'atributs seleccionats a 
partir d'un criteri propio 
78 
¡----
I i ~,-------------------------------------------------------
Declslon Trae 
, 
~t---~Mr---------------------------------------------
--
Figura 7.4. 
De la mateixa manera que en el grane de la Figura 7.1, són els models generáts a 
partir deis eonjunts 82, 83, 84, 85 i ALL els que mantenen un pereentatge de falses 
deteecions més bons. 
A més a més, es dóna el eas que el model generat amb el eonjunt d'atributs ALL és 
el que té un índex d'eneert més bo tant pels falsos negatius eom també pels falsos 
positius. 
En el gnl.fie de la Figura 7.5 podem veure els resultats de diferents models generats amb 
un classifieador Decision Tree utilitzant els eonjunts d'atributs obtinguts mitjan~ant 
metodes de selecció basats en filtres. 
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Altré cop, com en el gn\fic de la Figura 7.2, els models generats a partir deis conjunts 
d'atributs F3, F4 i F5 són els que obtenen un percentatge de falses deteccions més bo. 
Cal remarcar, que el model generat a partir del conjunt d'atributs F4 esta obtenint uns 
resultats igual de bons que el generat a partir del conjunt d'atributs ALL. Recordem 
que F4 treballa amb un total de 20 atributs quan ALL ho fa amb el doble, 40 en total. 
Una altra observació a tenir en compte és que, el model generat a partir del conjunt 
d'atributs Fl, de tan sois 4 atributs, és gairebé tant bo com els generats amb els 
conjunts d'atributs F4 i F5 amb 20 i 30 atributs respectivament. 
En el grafic de la Figura 7.6 podem veure els resultats de diferents models generats amb 
un classificador Decision Tree utilitzant els conjunts d'atributs obtinguts mitjan~ant 
metodes de selecció basats en wrappers. 
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Figura 7.6. 
Una altra vegada, comja ha succelt en el grafic de la Figura 7.3, els conjunts d'atributs· 
obtinguts mitjan~ant wrappers no donen els resultats esperats i el percentatge de falses 
deteccions deis seus models no millora el d'altres conjunts d'atributs. 
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7.1.4. Models generats amb un classificador AdaBoost 
En la taula de la Figura 7.5 podem veure els percentatges de falses deteccions re-
sultants d'aplicar el conjunt d'imatges de test als diferents models generats amb un 
c1assificador AdaBoost. Cada fila de la taula correspon a un model generat amb un 
conjunt d'atributs diferents. 
Taula 7.5.: La taula mostra els resultats d'avaluar els models generats amb un c1assi-
ficador AdaBoost. 
En el gráfic de la Figura 7.7 podem veure els resultats de diferents models generats 
amb un c1assificador AdaBoost utilitzant els conjunts d'atributs seleccionats a partir 
d'un criteri propio 
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Aquí podem veure que a diferencia deis models obtinguts amb altres classificadors, el 
percentatge de falsos negatius és menys favorable que el percentatge de falsos positius, 
sent aquest últim deis millors obtinguts fins ara. 
En el gnmc de la Figura 7.8 podem veure els resultats de diferents models generats 
amb un classificador AdaBoost utilitzant els conjunts d'atributs obtinguts mitjan~ant 
metodes de selecció basats en filtres. 
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Figura 7.8. 
Novament, els models generats a partir deIs eonjunts d'atributs F3, F4 i F5 són els 
que obtenen un pereentatge de falses deteccions més baix i, per tant, millor. 
En el grane de la Figura 7.9 podem veure els resultats de diferents models generats 
amb un classifieador AdaBoost utilitzant els eonjunts d'atributs obtinguts mitjan~ant 
métodes de selecció basats en wrappers. 
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Figura 7.9. 
Com en els grafics de les Figures 7.3·¡ 7.6 els resultats d'aquests models no aporten 
millors resultats que mereixin la nostra atenció. 
7.1.5. Conclusions 
Després de fer una primera avaluació deis 42 classificadors, podem extreure algunes 
conclusions: 
• En general, l'utilització d'un major nombre d'atributs al generar un model deriva 
en un millor rendiment d'aquest. 
• A vegades, peró, aquest rendiment es pot igualar o inclús millorar amb un nom-
bre més reduYt d'atributs. En aquest cas sera preferible escollir el model generat 
amb un nombre d'atributs més reduYt, que ens garantira un temps d'execució 
millor. 
• El percentatge de falsos negatius és millor en models generats mitjan~ant clas-
sificadors NaYve Bayes i Decision Tree que en models generats mitjan~ant un 
classificador AdaBoost. 
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• En canvi el percentatge de falsos positius és millor per als models generats mit-
janºant classificadors AdaBoost que no pas amb els models generats mitjanºant 
classificadors N alve Bayes i Decision Tree . 
• Els models generats a partir de conjunts d'atributs obtinguts mitjanºant métodes 
de selecció basats en wrappers no han donat els resultats esperats i en general 
han aconseguit uns percentatges de falses deteccions superiors, i per tant pitjors, 
als d'altres models. 
Amb tot aixo ens hem de decantar i escollir els models que ens ofereixin un millor 
rendiment. En triarem tres basant-nos en el percentatge de falses deteccions: un 
model generat mitjanºant un classificador Nalve Bayes, un altre generat mitjanºant 
un classificador Decision Tree i un altre generat mitjanºant un classificador AdaBoost. 
En la taula de la Figura 7.6 podem veure els percentatges de falses deteccions d'aquests 
tres models escollits. 
Taula 7.6.: La taula mostra els resultats d'avaluar els tres models, generats amb cada 
un dels classificadors, que presenten un percentatge de falses deteccions 
inferior més baix. 
Pel que fa al model generat amb un classificador Nalve Bayes escollirem el que utilitza 
el conjunt d'atributs ALL, és a dir, tots els atributs. El model ens proporciona un 
percentatge de falses deteccions d'un 1,96%, amb un 4% de falsos negatius i un 1,95% 
de falsos positius. 
Pel que fa al model generat amb un classificador Decission Tree escollirem el que 
utilitza el conjunt d'atributs F4. El model ens proporciona un percentatge de falses 
deteccions d'un 6,47%, amb un 1% de falsos negatius i un 6,49% de falsos positius. 
Pel que fa al model generat amb un classificador AdaBoost escollirem el que utilitza el 
conjunt d'atributs 83. El model ens proporciona un percentatge de falses deteccions 
d'un 0,55%, amb un 12% de falsos negatius i un 0,5% de falsos positius. 
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En el gráfic de la Figura 7.10 podem veure els percentatges de falses deteccions d'aque-
sts tres models escollits. 
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Figura 7.10.: El gráfic mostra els percentatges de falses deteccions deis 3 models que 
hem considerat millars per a cada tipus de classificadors. 
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7.2. Cost de recórrer la imatge 
Perqué ens fem una idea de la dimensionalitat del problema que ens toca resoldre 
aproximarem quin és el cost computacional de recórrer una imatge en busca de cares 
de diferents mides i en diferents posicions. Ho farem calculant el nombre de subimatges 
diferents que obtindrem de recórrer la imatge. 
En primer lloc el nombre de subimatges obtingudes de recórrer la imatge fent lliscar 
una finestra d'una mida determinada ve definit per la següent expressió: 
LF (I(M, N)) dv dh (N - 30) x (M - 30) = - x - = -'-----'--='------'-
pI pI p¡Z 
On: 
I (M, N) és una imatge de M píxels d'amplada i N píxels d'al~ada. 
dv és el despla~ament vertical que pot fer una finestra de 31x31 píxels. 
dh és el despla~ament horitzontal que pot fer una finestra de 31x31 píxels. 
pi correspon al pas de lliscat. 
La següent expressió correspon al nombre de vegades que s'ha d'escalar la imatge per 
obtenir subimatges de diferents dimensions: 
#E(I(M,N)) 
On: 
pe correspon al pas d'escalat. 
max (dv, dh) 
pe 
max ((N - 30), (M - 30)) 
pe 
Els factors d'escalat aplicats a la imatge d'entrada queden definits per la següent 
successió: 
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a (1) = 1 
a (n) = a (n - 1) x max (M, N) 
max(M,N)+(a(n-1) xpl x pe) 
Sabent dones el nombre d'escalats i els factors d'escala que s'apliquen a la imatge prin-
cipal, la següent expressió correspon al nombre de subimatges obtingudes de recórrer 
la imatge amb finestres de diferents mides: 
#E(I(M,N)) 
LEF (I (M x N)) = L (LF (I (M X a(n), N x a(n)))) 
n=l 
La taula de la Figura 7.7 ens mostra el nombre de subimatges obtingudes per a imatges 
de diferents mides, i per a diferents passos de lliscat i d'escalat. Podem veure com 
més gran és la imatge més es dispara el nombre de subimatges obtingudes. També 
podem veure que tan soIs passant d'un pas de lliscat i d'escalat de 1 a 2 redulm el 
nombre de subimatges obtingudes en un 8%. 
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Taula 7.7.: La taula mostra el nombre de finestres que recorre l'algorisme en funció 
de les dimensions de la imatge, de l'step de lliscat i de l'step d'escala. 
La última columna ens mostra el percentatge de fines tres recorregudes de 
totes les possibles. 
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7.3. Resultats 
En aquest apartat presentarem els resultats obtinguts d'aplicar la detecció de cares 
implementada en diferents imatges.! 
7.3.1. Comparació entre classificadors 
Com hem explicat en l'apartat anterior, al final, deis 42 classificadors que hem generat, 
n'hem seleccionat tres per a la nostra solució: Nalve Bayes - ALL, Decision Tree - F4 i 
AdaBoost - 83. Veiem a continuació com es comporta cada un d'el!s a l'hora d'atacar 
directament el problema de detectar cares en una imatge. 
En la imatge de la Figura 7.11 veiem el resultat de detectar les cares amb el model 
N alve Bayes - ALL. Podem veure que de les 9 cares que apareixen en la imatge, el 
nostre algorisme en detecta 7, pero en canvi apareixen un total de 24 falses deteccions. 
Cal remarcar que les dues cares no detectades estan l!eugerament inclinades i per tant 
pot ser comprensible que el nostre algorisme no les hagi detectat. 
Figura 7.11.: model utilitzat: nalve bayes - al! / mida de la imatge: 1182x683 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 3 / nombre de cares de la imatge: 9 / cares 
detectades: 7 / falses deteccions: 24 / temps d'execució: 16 min 57 seg 
lProves realitzades amb un processador Intel Core Duo T5500 a 1,66GHz. 
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En la imatge de la Figura 7.12 veiem el resultat de detectar les cares amb el model 
AdaBoost - S3. De les 9 cares que apareixen l'algorisme en detecta 4 i únieament 
apareix 1 falsa detecció. 
Figura 7.12.: model utilitzat: adaboost - s3 / mida de la imatge: 1182x683 / pas 
de lliseat: 2 / pas' d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 3 / nombre de eares de la imatge: 9 / eares 
deteetades: 4 / falses deteccions: 1 / temps d'exeeueió: 7 min 5 seg 
Podreu observar que no mostrem la imatge resultant de detectar les cares amb el 
model Deeision Tree - F4. El motiu és que les falses deteccions són tantes que la 
imatge queda plena de finestres impedint així una avaluació del resultat. 
Així dones, veiem com els resultats de les proves realitzades en la Secció 7.1 es 
traslladen en la deteeció de eares en imatges. En aquest cas quan hem utilitzat el 
model Nalve Bayes - ALL hem obtingut un percentatge de falsos negatius més baix, 
és a dir, un percentatge de positius més alt, per un pereentatge de falsos positius 
més alto En canvi quan hem utilitzat el model AdaBoost - S3 hem obtingut un per-
centatge de falsos negatius més alt, és a dir, un pereentatge de positius més baix, per 
un percentatge de falsos positius molt baix. 
Així dones ambdós models sembla que es complementen molt bé, no obstant si ens 
haguéssim de quedar amb un deIs dos eseolliríem el Adaboost - S3 ja que ens ofereix 
un percentatge de falses deteceions molt més redult. 
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En el següent apartat mostrarem diferents resultats d'aplicar la detecció de cares amb 
el model Adaboost - 83, amb diferents parametres i en diferents imatges. 
7.3.2. Resultats experimentals 
Figura 7.13.: model utilitzat: adaboost - s3 / mida de la imatge: 705x703 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres veYnes: 5 / 
minim de finestres veYnes: 5 / nombre de cares de la imatge: 4 / cares 
detectades: 4 / falses deteccions: O / temps d'execució: 4 min 19 seg 
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Figura 7.14.: model utilitzat: adaboost - s3 / mida de la imatge: 287x416 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres vernes: 5 / 
mínim de finestres velnes: 5 / nombre de cares de la imatge: 1 / cares 
detectades: 1 / falses deteccions: O / temps d'execució: 51 seg 
Figura 7.15.: model utilitzat: adaboost - s3 / mida de la imatge: 625x352 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres vernes: 5 / 
mínim de finestres Ve1nes: 5 / nombre de cares de la imatge: 4 / cares 
detectades: 3 / falses deteccions: O / temps d'execució: 1 min 34 seg 
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Figura 7.16.: model utilitzat: adaboost - s3 / mida de la imatge: 502x377 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
minim de finestres velnes: 5 / nombre de cares de la imatge: 2 / cares 
detectades: 2 / falses deteccions: 1 / temps d'execució: 1 min 26 seg 
Figura 7.17.: model utilitzat: adaboost - s3 / mida de la imatge: 500x315 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
minim de finestres velnes: 5 / nombre de cares de la imatge: 1 / cares 
detectades: 1 / falses deteccions: 4 / temps d'execució: 1 min 7 seg 
95 
Figura 7.18.: model utilitzat: adaboost - s3 / mida de la imatge: 3456x2304 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: lO/nombre de cares de la imatge: 54/ cares 
detectades: 35 / falses deteccions: 45 / temps d'execució: 23 min 
96 
Figura 7.19.: model utilitzat: adaboost - s3 / mida de la imatge: 356x554 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 8 / nombre de cares de la imatge: 1 / cares 
detectades: 1 / falses deteccions: O / temps d'execució: 1 min 23 seg 
97 
98 
8. Conclusions 
Podem dir que hem assolit amb prou exit els objectius marcats abans de comen~ar 
aquest projecte. Hem aconseguit desenvolupar una llibreria de detecció de cares que 
ens permet localitzar les cares en una imatge qualsevol. 1 no només aixó, a més a més, 
hem desenvolupat tota una metodologia per implementar el nucli d'aquesta llibreria, el 
classificador, que ens permet de cara a futures revisions seguir treballant per millorar 
la fiabilitat de la nostra solució. 
Tan soIs hi ha hagut un parell d' aspectes que no han quedat resolts com havíem 
marcat en els objectius degut a que hi han hagut altres aspectes més prioritaris que 
han requerit més temps del previsto Un d'ells ha estat implementar la detecció de 
cares amb diferents orientacions i l'altre ha estat optimitzar el temps de resposta de la 
llibreria que tot i haver tingut molta cura a l'hora de prendre decisions d'implementació 
i a l'hora d'escriure el codi, no hem tingut temps suficient per tal de proposar millores 
en el temps de resposta. 
8.1. Resultats 
El producte final és una llibreria per a la detecció de cares que compleix amb les 
següents característiques: 
• La cerca de cares dins la imatge es pot fer més o menys exhaustiva configurant 
els passos de lliscat i d'escalat de la finestra encarregada de recórrer la imatge . 
• Podem filtrar les deteccions en una imatge utilitzant un metode heurístic que 
garanteix una única detecció per cara i a més a més elimina algunes falses de-
teccions. Aquest filtratge també és configurable a partir de la definició de la 
mínima distancia entre finestres velnes i del mínim nombre de finestres velnes 
necessaries per confirmar una detecció. 
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• De la classificació d'una imatge en cara o no-cara se n'encarreguen els tres con-
junts de regles que hem constrult, cada un d'ells amb les seves característiques: 
Model 1 
* nombre d'atributs d'entrada: 40 
* percentatge de falses deteccions: 1,96% 
* percentatge de falsos negatius: 4% 
* percentatge de falsos positius: 1,95% 
Model2 
* nombre d'atributs d'entrada: 10 
* percentatge de falses deteccions: 6,47% 
,. percentatge de falsos negatius: 1 % 
* percentatge de falsos positius: 6,49% 
Model3 
* nombre d'atributs d'entrada: 10 
* percentatge de falses deteccions: 0,55% 
* percentatge de falsos negatius: 12% 
* percentatge de falsos positius: 0,5% 
8.2. Dificultats 
La detecció de cares és un problema extensament ampli i complicat en el camp de 
la visió per computador i prava d'alxo són la multitud de treballs i estudis que han 
intentat solucionar aquest problema. 
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Una de les principals dificultats que ens hem trobat a l'hora de realitzar aquest prob-
lema és que hem hagut de partir des de zero per crear la nostra solució. L'esfor~ que 
s'ha destinat a la investigació i proves previes a la definició de la nostra llibreria és 
una feina que tot i no estar reflectida en aquesta memoria ha suposat un gran esfor~ 
i moltes hores de dedicació. 
L'adaptació a l'entorn de desenvolupament i a les llibreries de tractament de la imatge 
d'OpenCV també han suposat un esfor~ addicional en el transcurs d'aquest treball. 
A més a més, l'aproximació al camp de l'aprenentatge automatic no ha estat senzill 
i ha suposat també un sobre-esfor~ tant a l'hora d'adquirir els coneixements com a 
l'hora d'utilitzar les eines i llibreries destinades aquest camp de la informatica. 
8.3. Treball Futur 
Per tal de millorar la fiabilitat i ampliar les funcionalitats de la llibreria de detecció 
de cares es proposa un seguit de treballs futurs: 
• Ha quedat pendent implementar el reconeixement de cares en diferents orienta-
cions. El disseny de la funcionalitat ha estat definit en la Secció 4.1.4, únicament 
queda implementar-lo i integrar-lo dins una nova revisió de la llibreria. 
• Un deis factors crítics de la llibreria és el seu temps de resposta. Els temps de 
resposta actuals no són acceptables per la majoria d'aplicacions que treballen 
amb la detecció de cares. Per aixo proposem dues línies de treball futuro Millorar 
l'eficiencia del codi i fer una proposta de paral·lelització de l'algorisme de detecció 
de cares. 
• Implementar un algorisme que binaritzi els trets facials incJús en condicions 
d'il·luminació desfavorables. Aconseguir una correcta segmentació deis trets fa-
cials en aquests casos pot incrementar significativament el nombre de deteccions. 
• Els cJassificadors s'han obtingut d'una base de dades d'imatges redulda. Per 
millorar-ne el seu rendiment seria molt desitjable reentrenar aquests cJassifi-
cadors amb les falses deteccions que es vagin produint en les diferents execucions 
del cJassificador. Seria bo construir una aplicació que facilités aquesta tasca. In-
tUlm que l'assoliment d'aquest objectiu pot aportar millores molt significatives 
en el rendiment de la nostra solució. 
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• Els classificadors de la llibreria actual s'han constrult a partir d'un conjunt 
de cares d'entrenament que no tenien ni ulleres no bigoti. Caldria estudiar 
la possibilitat de treballar amb diferents classificadors per detectar cares amb 
ulleres i cares. 
• Un altre aspecte a tenir en compte per a treballs futurs seria implementar nous 
heurístics que ajudessin a filtrar les falses deteccions a partir de les seves local-
itzacions a la imatge i la seva posició relativa a altres deteccions. 
• Per treballs futurs també seria bo veure si la combinació entre els diferents 
classificadors obtinguts pot millorar-ne el seu rendiment i fiabilitat. 
• Seria convenient també fer un estudi comparatiu amb altres algorismes de detec-
ció de cares per veure quins avantatges i quins inconvenients presenta la nostra 
solució respecte a les altres. 
Com podem veure pel nombre de propostes de treball futur, aquesta llibreria té molt 
camí per recórrer. El gran avantatge és que el tenir un entorn ja creat i una metodolo-
gia per generar els classificadors perfectament definida, facilita la implementació de 
qualsevol d'aquestes futures millores. 
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A. Continguts del DVD 
~/ 
~emória.pdf 
~workspace/ Aquest directori conté el codi i les diferents 
solucions implementades. 
~face database / Aquest directori conté la base de dades de 
~data/ 
~models/ 
eares i no-cares que s'ha utilitzat tant per 
entrenar com provar els classificadors 
generats. 
Aquest directori conté els fitxers de dades 
necessaris per dur a terme 1 'entrenament i les 
proves. 
Aques directori conté els diferents models o 
conjunts de regles obtinguts de I'entrenament 
deIs diferents classificadors. 
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~workspace/ 
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~include/ 
~facedetector/ 
~binarizer / 
~mask generator/ 
~face data mining/ 
~arff parser / 
~training/ 
Aquest directori conté el codi font de la 
llibreria de detecció de cares. 
Aquest directori conté una solució Visual 
Studio de l'aplicació de detecció de cares que 
hem desenvolupat. 
Aquest directori conté una solució Visual 
Studio d'una aplicació que permet binaritzar 
una imatge mitjan~ant llindar fix o llindar 
diniimic per percentil. 
Aquest directori conté una saludó Visual 
Studio d'una aplicació que genera un patró 
de probabilitats a partir d'un conjunt 
d 'imatges d' entrada. 
Aquest directori conté una solució Visual 
Studio que a partir d'una base de dades 
d'imatges genera un fitxer de dades en 
format arff. amb els atributs de cada una de 
les imatges. 
Aquest directori conté una solució Visual 
Studio d'una aplicació que permet convertir 
els fitxers de dades de format .arff a format 
.xml per que puguin ser llegits per la llibreria 
d'aprenentatge automatic d'üpenCV. 
Aquest directari conté una saludó Visual 
Studio d'una aplicació que efectua 
l'entrenament i les proves deIs classificadors a 
partir d'un fitxer de dades. 
~search algorithm cost/ Aquest directori conté una solució Visual 
Studio d'una aplicació que permet efectuar el 
~images/ 
caleul del cost de recórrer la imatge amb una 
finestra. 
Aquest directori conté les imatges utilitzades 
en les diferents aplicacions. 
B. Aplicació de Detecció de Cares 
Hem dissenyat una aplicació que fa servir la llibreria que hem constrult en aquest 
prajecte. Aquesta aplicació permet capturar imatges des d'una camera instal·lada a 
l'ordinador o bé obtenir-les de disc i detectar-hi la presencia de cares tot ajustant els 
parametres de detecció. La podeu trabar en el DVD annex a la memoria. 
Figura B.l.: Interfície de l'aplicació. 
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A la barra lateral de la interfície hi trobem les eines per obtenir la imatge i els elements 
que ens permeten configurar la detecció. 
~- SeJoctCllltlilier--
'0 __ 
iO~f'" 
:~~ 
rEIICIIcnImlgllParamt...........-·---, 
1 ....... Li)' 
I • 
i_ ... Li)i l---'-. ....:... __ ,~ __ ~ ____ ~_.:......._· _>_; 
I!!J __ 
r-· .... ·· ... -··-1 
,-- E::iII i· . I 
............... Li)¡ 
, _________ ~.J 
í"VINlllltzalianOJltione:·_-~ 
Aquest botó en permet seleccionar de disc una imatge. 
Aquest botó ens permet fer una captura de la camera de l'ordinador. 
Aquest botó permet desar la imatge de sortida del classificador amb 
les deteccions assenyalades. 
Aquest botó engega el procés de detecció de cares. 
Aquí podem sel·leccionar quin deis models implementats volem util-
itzar per detectar les cares. 
Aquí podem configurar amb quin grau d'exhaustivitat es dura a 
terme el recorregut de la imatge. Ens permet definir el pas de lliscat 
i el pas d' escalat. 
Si seleccionem aquesta opció abans de tornar el resultat filtrarem les 
deteccions per localització. Ens permet definir quin sera el mínim 
de finestres veines per considerar-les una detecció i la distancia que 
defineix la condició de velnatge. 
En aquest requadre podem veure les sortides de la detecció. 
I • I __ n I Aquí podem definir quin gruix tindran les finestres que assenyalaran 
I ¡¡¡ : les deteccions de les cares i podem veure quina és la finestra mínima 
•. ,1 
que fixa la mida mínima que ha de tenir una cara per ser detectada. 
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C. Alguns Resultats de Deteccions de 
Cares en Imatges 
Figura C.l.: model utilitzat: adaboost - s3 / mida de la imatge: 471x480 / pas de 
IIiscat: 2/ pas d'escalat: 2/ distancia entre finestres veYnes: 5/ mínim de 
finestres veYnes: 5 / nombre de cares de la imatge: 4 / cares detectades: 
3 / falses deteccions: O / temps d'execució: 1 min 39 seg 
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Figura C.2.: model utilitzat: adaboost - s3 / mida de la imatge: 1024x768 / pas de 
lliscat: 2 / pas d'escalat: 2 / distancia entre finestres veines: 5 / mínim de 
finestres veines: 5 / nombre de cares de la imatge: 3 / cares detectades: 
2 / falses deteccions: 2 / temps d'execució: 6 min 58 seg 
Figura C.3.: model utilitzat: adaboost - s3 / mida de la imatge: 1040x768 / pas de 
lliscat: 2 / pas d'escalat: 2 / distancia entre finestres veines: 5 / mínim de 
finestres ve1nes: lO/nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: 29 / temps d'execució: 8 min 1 seg 
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Figura OA.: model utilitzat: adaboost - s3 / mida de la imatge: 301x400 / pas de 
lliscat: 2 / pas d'escalat: 2 / distancia entre finestres veines: 5 / mínim de 
finestres veines: lO/nombre de cares de la imatge: 1 / cares detectades: 
O / falses deteccions: 1 / temps d'execució: 49 seg 
Figura 0.5.: model utilitzat: adaboost - s3 / mida de la imatge: 420x490 / pas de 
lliscat: 2/ pas d'escalat: 2/ distancia entre finestres veines: 5/ mínim de 
finestres veines: 5 / nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: 1 / temps d'execució: 1 min 32 seg 
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Figura C.6.: model utilitzat: adaboost - s3 / mida de la imatge: 298x450 / pas de 
lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / mínim de 
finestres velnes: lO/nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: 1 / temps d'execució: 54 seg 
Figura C.7.: model utilitzat: adaboost - s3 / mida de la imatge: 235x350 / pas de 
lliscat: 2/ pas d'escalat: 2/ distancia entre finestres velnes: 5/ mínim de 
finestres velnes: 3 / nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: O / temps d'execució: 32 seg 
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Figura C.8.: model utilitzat: adaboost - s3 / mida de la imatge: 512x512 / pas de 
lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / mínim de 
finestres velnes: 5 / nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: 1 / temps d'execució: 2 min 3 seg 
Figura C.9.: model utilitzat: adaboost - s3 / mida de la imatge: 502x320 / pas de 
lliscat: 2/ pas d'escalat: 2/ distancia entre finestres velnes: 5/ mínim de 
finestres velnes: 10 / nombre de cares de la imatge: 1 / cares detectades: 
1 / falses deteccions: O / temps d'execució: 1 min 6 seg 
113 
Figura C.IO.: model utilitzat: adaboost - s3 / mida de la imatge: 325x378 / pas 
de lliscat: l / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 5 / nombre de cares de la imatge: l / cares 
detectades: l / falses deteccions: l / temps d'execució: 6 min 23 seg 
Figura C.11.: model utilitzat: adaboost - s3 / mida de la imatge: 1152x689 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 5 / nombre de cares de la imatge: 6 / cares 
detectades: 5 / falses deteccions: 2 / temps d'execució: 6 min 55 seg 
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Figura C.12.: model utilitzat: adaboost - s3 / mida de la imatge: 633x347 / pas 
de lliscat: 2 / pas d'escalat: 2 / distancia entre finestres velnes: 5 / 
mínim de finestres velnes: 5 / nombre de cares de la imatge: 1 / cares 
detectades: 1 / falses deteccions: 2 / temps d'execució: 1 min 40 seg 
(a) (b) 
Figura C.13.: La llibreria no només detecta cares de persones. 
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