We consider the problem of learning a function from samples with 2 -bounded noise. In the simplest agnostic learning setting, the number of samples required for robust estimation depends on a condition number that can be arbitrarily large. We show how to improve this dependence in two natural extensions of the setting: a query access setting, where we can estimate the function at arbitrary points, and an active learning setting, where we get a large number of unlabeled points and choose a small subset to label. For linear spaces of functions, such as the family of n-variate degree-d polynomials, this eliminates the dependence on the condition number. The technique can also yield improvements for nonlinear spaces, as we demonstrate for the family of k-Fourier-sparse signals with continuous frequencies.
Introduction
A common task in many fields is to estimate a signal f (x) from noisy observations y i ≈ f (x i ). This problem takes many forms, depending on the measurement model, the signal structure, and the desired approximation norms. The classical solution to this problem is empirical risk minimization (ERM), which for m observations (x 1 , y 1 ), . . . , (x m , y m ) and the 2 loss function outputs
where F is the family of signals being learned. An important special case of this is when F is a linear vector space, such as the set of polynomials. In this case, solving (1) is referred to as ordinary least squares (OLS) regression.
Consider the mean-zero bounded-variance noise setting, where the x i are drawn from some distribution D, the signal f actually lies in F, and y i = f (x i ) + η i for independent mean zero random variables η i with E[η 2 i ] ≤ σ 2 . In this case, we would like to recover an f that satisfies
with 3/4 probability. In the body of this paper we will also consider noise that is not independent or mean zero, for which the desired guarantee is weaker. The sample complexity m required to achieve the guarantee (2) depends on the function family F and the sample distribution D. If functions in F have high variance at positions x that are rarely sampled under D, then the sample complexity can be quite high. One way to bound this is to measure the "condition number"
where f 2 D = E x∼D f (x) 2 as in (2). A bounded condition number lets us apply the Chernoff bound, so for any fixed function f ∈ F the empirical norm will approximate the actual norm with 1 − δ probability after O(K log(1/δ)) samples. When F is a dimension d vector space, classical results (e.g., Chapter 11 of [GKKW06] ) used this to show an O(
) bound on the sample complexity for OLS to guarantee (2). By applying matrix Chernoff, this has been improved to O(K log d + K ε ) [CDL13] . The condition number K is always at least d, but can be much larger in natural settings. For example, univariate degree d − 1 polynomials sampled uniformly over [−1, 1] have K = Θ(d 2 ), because Chebyshev polynomials contain most of their 2 mass in a 1/d 2 size region [CDL13] . And K can be even worse; adversarial distributions D can drive K arbitrarily large. Unfortunately, as we show in Section 7, the sample complexity required to achieve (2) under random samples really is Θ(K log d + K ε ), for any K, d, and ε, even via algorithms other than OLS. In this work, we show how to avoid the dependence on the condition number in two alternative models of access to the signal f . The first model is that we may query f wherever we want. The second model is active learning, where we get a fairly large number of unlabeled points x i and may choose a small set of them to see the labels y i .
Query access. In the query access model, we may freely choose the points x i at which we see y i = f (x i ) + η i . We also know the distribution D, which is only used to measure distances under Nonlinear function families. The above discussion is focused on function families F that are linear vector spaces, such as n-variate polynomials of degree d. Some of the techniques have more general application; we present one such example.
Consider estimating a function in the family of continuous k-Fourier-sparse signals
with real-valued frequencies f j having bandlimit |f j | ≤ F , over the domain D = [−1, 1]. Because the frequencies f j may be arbitrarily close to each other, this family is not very well conditioned. It was shown in [CKPS16] how to achieve (2) for this family in the query access model using poly(k log F ) samples and time. An important step was to bound the condition number
by O(k 4 log 3 k). We show that by querying points according to a nonuniform distribution biased towards high-variance positions x, analogous to D F from (4)-in fact, identical up to normalizationthe relevant condition number changes to
When F was a dimension d linear space, one could show that κ = d, which is why we could replace K by d in the sample complexities. For k-Fourier-sparse signals, we can instead show that κ = O(k 2 log 2 k)-which is still better than our bound on K. This in turn leads to a k 2 factor improvement in the sample complexity. We use a simple net argument to show this for an exponential time recovery algorithm, but the same thing should hold for fast algorithms by going through the (rather long) [CKPS16] machinery.
The final sample complexity bound we obtain is presumably not optimal, both because the other pieces of the proof remain inefficient and because κ might actually be smaller. Still, the argument demonstrates how non-uniform sampling can improve the sample complexity for nonlinear function spaces, and we expect that a similar sampling scheme will be necessary to achieve an optimal sample complexity for continuous Fourier-sparse signals.
Related work
Many different query strategies have been considered in the active learning literature (see [Set09] and references therein). Most of these, such as uncertainty sampling [LG94] and query-by-committee [SOS92] , are designed for the "serial" setting, where the algorithm iteratively requests labels and updates its model estimate. Our algorithm only queries a single batch, which is still (given our lower bounds) within a log factor of optimal. Variance reduction sampling techniques in the literature are also serial [Coh94, GBD92] , but one could consider our procedure as performing a form of worst-case variance reduction. Our result has a similar "agnostic" form to the active learning considered in [BBL06] , although the problems are quite different.
Our proposed algorithm is more similar to strategies proposed in the importance sampling literature [Owe13] . Importance sampling aims to find a sampling distribution D , much like our D F , that minimizes the variance in estimating a given function. One key difference is that the alternative distribution D in importance sampling is typically not defined with respect to a class F of functions f , as done here.
There is an enormous literature on least squares regression, in a variety of settings, which we cannot do justice to; see, for example, [SL12] for an overview. Many of these results are analyzed in a "fixed design" setting, which considers a deterministic set of observation points x i , and only wants to minimize the error at those points. One relevant work is [HKZ14] , which analyzes ridge regression-that is, linear regression with 2 regularization-and aims for robust recovery given samples from the same distribution D as error is measured in. The sample complexity then depends on properties of D.
Another body of closely related work involves leverage score sampling [DMM08, MI10, Woo14] , the goal of which is to approximately solve a finite linear regression problem y = Xβ + η; this is essentially the same as the fixed design linear regression problem. Our sample distribution D F can be seen as a continuous limit of the leverage score sampling distribution, so the condition number bound we show in Theorem 4.1 is very similar to the result in [MI10] .
In the non-fixed-design setting, we previously observed that [GKKW06] gives an O(
Kd log d ε ) bound to solve (2) for linear spaces. The bound shown is actually somewhat stronger: by truncating the output, the condition number K can be replaced by
, where f * is the actual function being learned. That is, the sample complexity depends on the conditioning of the actual function rather than the worst-case function in the family. It is a good question whether one can get a similar result without the factor d loss.
As discussed earlier, [CDL13] shows that O(K log d) samples suffice for (2) in linear function spaces. They also show for univariate polynomials that sampling from the Chebyshev measure 1 π √ 1−x 2 leads to an O(d log d) sample complexity, and that this can be improved to O(d) via a similarly explicit non-independent sampling. Our distribution D F behaves analogously to the Chebyshev measure on univariate polynomials, and extends the result to arbitrary linear function spaces.
It is an interesting question whether the O(d log d) term we get for general linear spaces can also be improved to O(d). The situation is somewhat similar to that of spectral sparsifiers of graphs: O(n log n) sparsifiers follow from appropriately weighted sampling using matrix Chernoff [SS11] , while O(n) sparsifiers exist via more clever constructions [BSS12] . Perhaps a more clever choice of queries can also avoid the log d we get from matrix Chernoff in this setting.
Organization:
We outline the proofs of our main results in Section 2. We introduce notation and tools in Section 3. Then we consider the number of samples for empirical norms of linear families in Section 4. Next we study the query access model in Section 5 and active learning in Section 6. We demonstrate lower bounds for query complexity and sample complexity in Section 7. Finally, we provide an application to nonlinear function spaces in Section 8.
Proof Overview
Consider observations of the form y(x) = f (x) + g(x) for f in a (not necessarily linear) family F and g an arbitrary, possibly random function.
Improved conditioning by better sampling. We start with the noiseless case of g = 0 in the query access model, and consider the problem of estimating y 2 D = f 2 D with high probability. If we sample points x i ∼ D for some distribution D , then we can estimate f 2 D as the empirical
which has the correct expectation. To show that this concentrates, we would like to apply Chernoff bounds, which depend on the maximum value of summand. In particular, the concentration depends on the reweighted condition number
We define D F to minimize this quantity, by making the inner term the same for every x. Namely, we pick
This shows that by sampling from D F rather than D, the condition number of our estimate (7) improves from K = sup
From the Chernoff bound, O(
ε 2 ) samples from D F let us estimate f 2 D to within accuracy 1 ± ε with probability 1 − δ for any fixed function f ∈ F. To be able to estimate every f ∈ F, a basic solution would be to apply a union bound over an ε-net of F.
Linear function families F let us improve the result in two ways. The effect of noise. Now we consider our actual problem, which is to estimate f from y = f + g for nonzero noise g of E[ g 2 D ] = σ 2 . Given samples x i ∼ D F , the empirical risk minimizer is the function f ∈ F closest to y under the empirical norm (7) for D = D F . When F is a linear family, the solution f is a linear projection, so it acts on f and g independently. The previous discussion showed that with O(d log d) samples, the empirical norm is a good estimator for every function in F, which indicates the projection of the samples x i on f into the linear subspace F equals f . Hence the error f − f is the projection of g onto F under the empirical norm.
First, suppose that g is orthogonal to F under the true norm · D -for instance, if g(x) is an independent mean-zero random variable for each x. In this case, the expected value of the projection of g is zero. At the same time, we can bound the variance of the projection of a single random sample of g drawn from D F by the condition number d · σ 2 , which indicates the projection of m = O( 
|y − f (x)| 2 with probability ≥ 0.99.
For a noise function g not orthogonal to F in expectation, let g ⊥ and g denote the decomposition of g where g ⊥ is the orthogonal part and
which provides the desired (1 + ε) g D -closeness via the Pythagorean theorem. This result appears in Corollary 5.1 of Section 5.
Active learning. Next we consider the active learning setting, where we don't know the distribution D and only receive samples x i ∼ D, but can choose which x i receive labels y i . Suppose the function family F is a dimension-d linear space, and let K be the condition number (3). We give an algorithm that uses
labeled samples, and achieves the same guarantees as in the query access model.
As an intermediate step, suppose that the algorithm knew the distribution D. To simulate our query-access algorithm, we would just need to simulate samples from D F , which we could do using rejection sampling by labeling each sample x with probability proportional to sup f ∈F
To make the probabilities at most 1, the actual probability of labeling x would be this value divided by the maximum it takes-which is K. The chance that a random sample x i ∼ D receives a label would become
labeled samples we need to run the query-access algorithm. The only problem is that we don't know D.
Fortunately, the only way in which the above algorithm uses D is to estimate f D for functions f ∈ F. After at least O(K log d) unlabeled samples, matrix concentration inequalities show that the empirical estimate
D for every f ∈ F. This suffices to get the desired bound, giving the following theorem proven in Section 6:
For any ε > 0, there exists an efficient algorithm that takes
Lower bounds. We first prove a lower bound on the query complexity using information theory. The Shannon-Hartley Theorem indicates that under the i.i.d. Gaussian noise
queries is necessary to recover a function in F. Next, for any K, d, and ε we construct a distribution D and dimension-d linear family F with condition number K over D, such that the sample complexity of achieving (2) is Ω(K log d + K/ε). The first term comes from the coupon collector problem, and the second from the above query bound. We summarize these results in Table 1 .
Lower bound
Upper bound Query complexity Signals with k-sparse Fourier transform. We now consider the nonlinear family F of functions with k-sparse Fourier transform defined in (6), over the distribution D = [−1, 1]. As discussed at (8), even for nonlinear function families, sampling from D F improves the condition number from K to
effectively replacing the sup x by E x . Before we describe how to bound κ, let us revisit the O(k 4 ) bound for K shown in [CKPS16] . The key step-Claim 5.2 in [CKPS16] -showed that for any ∆ > 0 and f ∈ F, f (x) can be expressed as a linear combination of f (x + j∆) | j = 1, . . . , l} with constant coefficients and l =Õ(k 2 ). This gives an upper bound on |f (−1)| 2 in terms of
To give a better bound for κ, we show that f (x) can be expressed as a constant-coefficient linear combination of the k elements of an arithmetic sequence on both sides of x, i.e., {f
. This is much shorter than the O(k 2 ) elements required by [CKPS16] for the one-sided version, and lets us show that
for any x ∈ (−1, 1). This leads to κ = O(k 2 log 2 k), which appears in Theorem 8.1 of Section 8. We note in passing that these two bounds are analogous to the Markov Brothers' inequality and Bernstein inequality for polynomials: when F is the space of univariate degree-d polynomials, the Markov Brothers' inequality shows K = O(d 2 ) and the Bernstein inequality shows κ = O(d).
Preliminaries
We use [k] to denote the subset {1, 2, . . . , k} and 1 E ∈ {0, 1} to denote the indicator function of an event E.
We first state the Chernoff bound for real numbers.
Corollary 3.2. Let X 1 , X 2 , · · · , X n be independent random variables in [0, R] with expectation 1.
with expectation 1 satisfies
. . , t m ) (allowing repetition in S) and corresponding weights (w 1 , . . . , w m ), let f 2 S,w denote the weighted 2 norm m j=1 w j · |f (t j )| 2 . For convenience, we omit w if it is a uniform distribution on S, i.e.,
and λ(A) denote all eigenvalues of A. Given a self-adjoint matrix A, let λ min (A) and λ max (A) denote the smallest eigenvalue and the largest eigenvalue of A.
We state the matrix Chernoff inequality from [Tro12] .
Theorem 3.3 (Theorem 1.1 of [Tro12] ). Consider a finite sequence {X k } of independent, random, self-adjoint matrices of dimension d. Assume that each random matrix satisfies
Pr λ max (
We state the Shannon-Hartley theorem in information theory. 
Weights between different distributions. Given a distribution D, to estimate h 2 D of a function h through random samples from D , we use the following notation to denote the re-weighting of h between D and D.
Definition 3.5. For any distribution D over the domain G and any function h : G → C, we define
For any function h ∈ F, from the definition,
Let S = (t 1 , . . . , t m ) be m random samples from the distribution D over G. We always choose
Condition Number Under Reweighted Sampling
The main result in this section is a distribution for sample-efficient 2 estimation of functions in a given linear family F of finite dimension. |h(x)| 2 and the distribution with corresponding weights (w 1 , . . . , w m ) guarantees, with probability at least 1 − δ,
For generality, we prove the sample complexity from an arbitrary distribution D to estimate the 2 norm of functions in F under D. We bound the number of samples by the condition number
Lemma 4.2. Let F be any linear family of dimension d from the domain G to C and D be any distribution over G. Let D be a distribution over G and
. . , x m ) from D with corresponding weights (w 1 , . . . , w m ) guarantees that with probability at least 1 − δ,
We prove 
In this work, we always use A to denote the following matrix.
Definition 4.3. Given the sample points S = (x 1 , . . . , x m ) and their weights (w 1 , . . . , w m ), we define a matrix A ∈ C m×d based on S and w as
Let A * denote the conjugate transpose of A, i.e., A * (j, i) = A(i, j). We prove Property (13) is equivalent to bounding the eigenvalues of A * · A. Next we bound the eigenvalues of A * A by a matrix Chernoff bound.
Lemma 4.5. Let D be an arbitrary distribution over G and
There exists an absolute constant C such that for any n ∈ N + , d ∈ N + , ε ∈ (0, 1) and δ ∈ (0, 1), when we sample S = (x 1 , . . . , x m ) independently from the distribution D with m =
m·D (x j ) for each j ∈ [m], the matrix A defined in (14) satisfies A * A − I ≤ ε with probability at least 1 − δ.
We finish the proof of Lemma 4.2 here and defer the proofs of Lemma 4.4 and Lemma 4.5 to Section 4.2.
Proof of Lemma 4.2.
We define A using (14) from the sample points in S and their weights (w 1 , . . . , w m ). We first apply Lemma 4.5 to bound the eigenvalues of A * A, i.e., λ(A * A) ∈ [1−ε, 1+ε] with probability 1 − δ.
From Lemma 4.4, λ(A * A) ∈ [1 − ε, 1 + ε] indicates the property (13) for any h ∈ F.
The Condition Number of D F
We describe the distribution D F with K D F = d that provides an almost optimal sample complexity. We first observe that the condition number of D F is always κ for any family F (not necessarily linear). 
Proof. For any g ∈ F and x in the domain G,
Next we use the linearity of F to prove 
exists an efficient algorithm to sample x from D F and compute its weight
Sample j ∈ [d] uniformly.
3:
Sample x from the distribution W j (x) = |v j (x)| 2 .
4:
Set the weight of x to be
Proof. Given an orthonormal basis v 1 , . . . , v d of F, for any h ∈ F with h D = 1, there exists α 1 , . . . , α d such that h(x) = α i · v i (x). Then for any x in the domain, from the Cauchy-Schwartz inequality,
This is tight because there always exist
From the above calculation,
and Claim 4.6,
We present our sampling procedure in Algorithm 1.
Proofs of Lemma 4.4 and Lemma 4.5
We first prove Lemma 4.4 then prove Lemma 4.5.
Proof of Lemma 4.4. For any function
We first prove the ⇐ direction. When all eigenvalues of (A * · A) are in
From our definitions of A and α(h), h
Now we prove the other direction. If there exists an eigenvalue of (A * · A) not in [1 − ε, 1 + ε], there exists a vector α(h) such that
|h(x)| 2 does not hold for some function in F.
We apply the matrix Chernoff bound of Theorem 3.3 to bound the eigenvalues of A * A.
Proof of Lemma 4.5.
At the same time, for any fixed
For each point x j in S with weight w j =
m·D (x j ) , let A j denote the jth row of the matrix A. It is a vector in C d defined by 
it is always 0. Notice that the only non-zero eigenvalue of
A * j · A j is λ(A * j · A j ) = A j · A * j = 1 m   i∈[d] |v (D ) i (x j )| 2   ≤ K D m from (16i, i ) in A * j · A j is E x j ∼D [A(j, i) · A(j, i )] = E x j ∼D [ v (D ) i (x j ) · v (D ) i (x j ) m ] = E x j ∼D [ D(x) · v i (x j ) · v i (x j ) m · D (x j ) ] = E x j ∼D [ v i (x j ) · v i (x j ) m ] = 1 i= i /m.
Now we apply Theorem 3.3 on
A * A = m j=1 (A * j · A j ): Pr [λ(A * A) / ∈ [1 − ε, 1 + ε]] ≤ d e −ε (1 − ε) 1−ε 1/ K D m + d e −ε (1 + ε) 1+ε 1/ K D m ≤ 2d · e − ε 2 · m K D 3 ≤ δ given m ≥ 6K D log d δ ε 2 .
Results for the Query Access Model
We prove Theorem 2.1 and a corollary in this section. 
We now give a corollary of Theorem 2.1 for specific kinds of noise. In the first case, we consider noise functions representing independently mean-zero noise at each position x such as i.i.d. Gaussian noise. Second, we consider arbitrary noise functions on G.
Corollary 5.1. Consider any dimension d linear space F of functions from a domain G to C and distribution D over G. Let y(x) = f (x) + g(x) be our observed function, where f ∈ F and g denotes a noise function. For any ε > 0, there exists an efficient algorithm that observes y(x) at m = O(d log d + d ε ) points and outputs f such that with probability 0.99,
is a random function from G to C where each g(x) is an independent random variable with 
Theorem 2.1 follows from Lemma 5.2 with the distribution D F in Lemma 4.7 that has a condition number
We introduce several notations in our algorithm. Let v 1 , . . . , v d be an orthonormal basis of F where the inner product is taken under the marginal distribution D. For any function h ∈ F, let α(h) denote the coefficients (α(h) 
Given S = (x 1 , . . . , x m ) and their weights (w 1 , . . . , w m ), let A ∈ C m×d denote the matrix in Definition 4.3, i.e.,
is large enough, we assume its eigenvalues satisfy λ(A * A) ∈ [1 − 1/4, 1 + 1/4], which happens with probability 1 − 10 −4 from Lemma 4.5. Let y w denote ( √ w 1 · y 1 , . . . , √ w m · y m ). From the definition of A and α(h),
Hence the empirical distance h − (y 1 , . . . , y m ) S,w equals A · α(h) − y w 2 for any h ∈ F. The function f minimizing h − (y 1 , . . . , y m ) S,w = min 
4:
Sample S = {x 1 , . . . , x m } independently from D .
5:
Set w j = D(x j ) m·D (x j ) for each j ∈ [m].
6:
Sample y i = Y (x i ) independently for each x i .
7:
8: 
Correctness
For any function h : G → C, let h S denote the vector (h(x 1 ), . . . , h(x m )) and h S,w denote h under the weights (w 1 , . . . , w m ):
We first prove the following lemma to bound
Proof. Recall that for any function f on G,
for each x j ∈ S. For (x 1 , y 1 ), . . . , (x m , y m ) independently randomly generated from (D , Y (D ) ), we first write
where the last step uses the property (17)
and the independence between different j ∈ [m] to eliminate the cross terms. Then we further simplify it by swapping the summations of i and j:
Notice that
On the other hand, we bound
w j · |v i (x j )| 2 using the definition of w j :
where we use (16) in the last step. From all discussion above, we bound
Next we prove Lemma 5.2.
Proof of Lemma 5.2.
|f (x j ) − y j | 2 . From the Markov inequality, with probability at least 0.991,
|f (x j ) − y j | 2 with probability 0.99.
Proof of Corollary 5.1
In this section, we finish the proof of Corollary 5.1.
Proof of Corollary 5.1. Let D F be the distribution of the linear subspace F under D with a condition number K D F = d from Lemma 4.7. We apply Procedure SubspaceLearning with ε, F, D, D F to obtain f .
For the first part, let (D, Y ) = D, f (x) + g(x) be our joint distribution of (x, y). Because the expectation E[g(x)] = 0 for every x ∈ G, arg min
, with probability 0.99.
For the second part, let g be the projection of g(x) to F and g ⊥ = g − g be orthogonal to F. Let α(g ) denote the coefficients of g in the fixed orthonormal basis
From Lemma 5.2, with probability 0.99, (
Results for Active Learning
In this section, we investigate the case where we do not know the distribution D of x and only receive random samples from D. We finish the proof of Theorem 2.2 for linear families that bounds the number of unlabeled samples by the condition number of D and the number of labeled samples by dim(F) to find the truth through D. [|y − h(x)| 2 ].
[|y − f (x)| 2 ] with probability ≥ 0.99.
We present our algorithm in Algorithm 3. It first takes m 0 = O(K log d + K/ε) unlabeled samples and defines a distribution D 0 to be the uniform distribution on these m 0 samples. Then we use D 0 to simulate D such that we could apply Procedure SubspaceLearning in Algorithm 2 to require labels. Set C to be a large constant and m 0 = C · (K log d + K/ε) .
3:
Take m 0 unlabeled samples x 1 , . . . , x m 0 from D.
4:
Let D 0 be the uniform distribution over (x 1 , . . . , x m 0 ).
5:
Let v 1 , . . . , v d be an orthonormal basis of F under D 0 .
6:
Apply Procedure SubspaceLearning in Algorithm 2 with parameters ε, F, D 0 , D 1 . 8: end procedure
From Lemma 4.5, with probability at least 1 − 10 −3 ,
Let y i denote a random label of x i from Y (x i ) for each i ∈ [m 0 ] including the unlabeled samples in the algorithm and the labeled samples in the 2nd stage of applying Procedure SubspaceLearning.
From Claim 5.4,
such that rescaling ε gives the desired result.
Corollary 6.1. Let F be a family of functions from a domain G to C with dimension d and D be a distribution over G with bounded condition number K = sup
. Let y(x) = f (x)+g(x) be our observation with f ∈ F. For any ε > 0, there exists an efficient algorithm that takes O(K log d + 
, when g is a random function where each g(x) is an independent random variable with E[g(x)] = 0.
Proof. This proof is essentially identical to that of Corollary 5.1. When g is a random function where each g(x) is an independent random variable with
with probability 0.99. For the second part, let g be the projection of E[g] onto F under D and g ⊥ = g − g be the orthogonal part. From the first part,
Similar to the proof of Corollary 5.1, we
Lower Bounds
We present two lower bounds on the number of samples in this section. We first prove a lower bound for query complexity based on the dimension d. Then we prove a lower bound for the sample complexity based on the condition number of the sampling distribution. Choose any h ∈ U and remove all functions h ∈ U with h − h D < 0.2.
5:
n = n + 1 and f n = h.
6:
end while
7:
Return M = {f 1 , . . . , f n }. 8: end procedure
We finish the proof of Theorem 7.1 using the Shannon-Hartley theorem.
Proof of Theorem 7.1.
Because of Yao's minimax principle, we assume A is a deterministic algorithm given the i.i.d. Gaussian noise. Let I( f ; f j ) denote the mutual information of a random function f j ∈ M and A's output f given m observations (x 1 , y 1 ), . . . , (x m , y m ) with
. This indicates
At the same time, by the data processing inequality, the algorithm A makes m queries x 1 , . . . , x m and sees y 1 , . . . , y m , which indicates
For the query x i , let D i,j denote the distribution of f j ∈ M in the algorithm A given the first i − 1 observations x 1 , y 1 , . . . , x i−1 , y i−1 . We apply Theorem 3.4 on D i,j such that it bounds
where we apply the second property of M in the second step to bound f (x) 2 for any f ∈ M. Hence we bound
Next we consider the sample complexity of linear regression. 
4 . Proof. We fix K to be an integer and set the domain of functions in F to be [K] . We choose D to be the uniform distribution over [K] . Let F denote the family of functions f :
provides the lower bound ≥ K. At the same time,
Hence the algorithm needs to sample f (x) for every x ∈ [d] when sampling from D: the uniform distribution over [K] . From the lower bound of the coupon collector problem, this takes at least Ω(K log d) samples from D.
Otherwise, we prove that the algorithm needs Ω(K/ε) samples. Without loss of generality, we assume E 
Application to Continuous k-sparse Fourier Transforms
We consider the nonlinear function space containing signals with k-sparse Fourier transform in the continuous setting. Let D be the uniform distribution over [−1, 1] and F be the bandlimit of the frequencies. We fix the family F in this section to be Our main technical lemma is an upper bound of |f (t)| 2 in every position of t ∈ (−1, 1).
Lemma 8.3. For any t ∈ (−1, 1),
The main ingredient is an interpolation lemma of complex numbers. m ← O(k 5 log 3 k + k 3 log 2 k log F T ε )
3:
Sample t 1 , . . . , t m from D F independently
4:
Set the corresponding weights (w 1 , . . . , w m ) and S = (t 1 , . . . , t m )
5:
Query y(t 1 ), . . . , y(t m ) from the observation y for all possible k frequencies f 1 , . . . , f k in N f do
8:
Find h(x) in span{e 2πi·f 1 x , . . . , e 2πi·f k x } minimizing h − y S,w
9:
Update f = h if h − y S,w ≤ f − y S,w 10:
end for 11:
Return f . We first pick 2k frequencies h 1 , . . . , h 2k in N f then construct a δ-net on the linear subspace span{e 2πi h 1 x , . . . , e 2πi h 2k x }. Hence the size of our δ net is
Now we consider the number of random samples from D F to estimate signals in the δ-net. Based on the condition number of D F in Theorem 8.1 and the Chernoff bound of Corollary 3.2, a union bound over the δ-net indicates
random samples from D F would guarantee that for any signal h in the net, h 2 S,w = (1 ± δ) h 2 D . From the property of the net, for any h(x) = From the Markov inequality, with probability 0.9, f − f D ε f D + g D .
