Estimation of the design flood flow for hydraulic structures is often performed by adjusting probabilistic models to daily mean flow series. In most cases, this may cause under design of the structure capacity with possible risks of failure because instantaneous peak flows may be considerably larger than the daily averages. As there is often a lack of instantaneous flow data at a given site of interest, the peak flow has to be estimated. This paper develops new machine-learningbased methods to estimate the instantaneous peak flow from mean daily flow data where long daily data series exist but the instantaneous peak data series are short. However, the presented methods cannot be used where only daily flow data are available. Developed methodologies have been successfully applied to series of flow information from different gauging stations in Iran, with important improvements compared to traditional empirical methods available in the literature.
INTRODUCTION
The first step in designing a culvert or bridge or any hydraulic structure for a particular location is determination of design flood. This is the flood that the culvert or bridge must be able to carry safely. This involves first choosing the suitable return period for the design flood, which involves considerations of cost, risk, consequences of failure, how to deal with uncertainty, etc. In fact, design flood is an instantaneous peak discharge (IPF) with a specific return period. In particular, estimation of the design floods of hydraulic structures requires the determination of instantaneous peak flows because there may be significant stream flow fluctuations within hours or even minutes, especially in the case of small basins (drainage area up to 1,000 km 2 ).
Another interesting aspect of this issue is related to the process by which gauge operating agencies evaluate and maintain hydrological data. In most cases, these agencies publish only the mean daily flow (MDF) data, and the use of these data in flood studies may cause underestimation of the design flood with possible risk of failure. In many hydrologic studies, particularly flood routing in reservoirs or channels, it is necessary to use the complete flood hydrograph. An important input to estimate this hydrograph is the instantaneous peak flow. There are several ways of estimating peak flow, depending on the area and the type of data available. Methods for estimating the instantaneous peak flow based on mean daily data have been studied by hydrologists for almost a century. In general, to tackle this problem, two different approaches have been presented.
The first approach includes methods that seek a relationship between the so-called peak flow coefficient, defined as the ratio of instantaneous peak and the corresponding MDF, with physiographic characteristics of the basin (Fuller Spain, and a regional equation to estimate IPF from MDF was developed. This equation was applied to a series of flows of nine stations in the southeast basin of Spain, and a significant improvement was achieved when applying this formula in comparison to the traditional method of Fuller. This study indicates possible restrictions to take into account when the traditional hydrological models are applied in semi-arid areas. The second approach includes methods that use the sequence of MDF data to estimate the peak flow ( Jarvis ; Langbein ; Linsley et al.
; Sangal ).
Using data-driven techniques such as artificial neural networks (ANNs) and adaptive neuro-fuzzy inference systems (ANFISs) is another possibility for solving this problem. In the last few decades, many types of datadriven model have been developed to simulate hydrologic processes, and this has led to an increasing interest in In this research, after evaluation of some existing methods, several ANN-as well as ANFIS-based models have been developed and used to estimate instantaneous peak flow using daily flow data. However, it must be mentioned that the proposed method is applicable for the places where long daily flow data series are available but the instantaneous peak flow data series are short. This method cannot be used where only daily flow data are available. The results produced by these models have been compared to those presented by the most famous existing methods, and related strengths and limitations have been discussed.
MATERIALS AND METHODS
The methods used in this research are briefly presented in the following subsections.
The Fuller method
Fuller () used data from 24 river basins with drainage areas varying from 3.06 to 151,592 km 2 and proposed the relationship:
where Q max is the predicted peak flow (m 3 /s), Q is the maximum MDF (m 3 /s) and A is the drainage area (km 2 ).
Following Fuller's method, many other authors have presented relationships between the ratio of peak flow and the MDF as a function of the drainage area for different regions of the world. Table 1 summarizes several formulae proposed in the literature.
The Sangal method
A more recent and well-known technique proposed by Sangal () is based on the assumption of a triangular hydrograph:
where Q max is the predicted instantaneous peak flow (m 3 /s), Q 2 is the MDF of the day that contains the peak (m 3 /s), and Q 1 and Q 3 are the MDFs for the posterior and anterior day, respectively (m 3 /s).
Sangal () used the MDF data of 3 consecutive days.
The method was tested with streams in Ontario, Canada, using 3,946 station-years of flow data collected from 387 stations. The method leads to results with reasonable accuracy, but it is downward biased for small basins.
Despite the fact that almost half of the data used in Sangal's study are from snowmelt floods, his method has been widely used in practice for flood routing through reservoirs for feasibility studies of hydroelectric plants in different parts of the world. For watersheds with drainage areas greater than 1,000 km 2 , results based on Sangal's method have indicated that calculated peak flow values are significantly higher (about 50%) than the observed values (Sangal ) . This trend of overestimating theoretical peak flows has been the motivation to review Sangal's methodology.
The Fill and Steiner method
Fill & Steiner () presented a formula almost similar to the Sangal () method to estimate the instantaneous peak flow from the MDF of 3 consecutive days including the peak day. The 3 days are the day with the maximum MDF and the adjacent days. Similar to the Sangal () formula, it is assumed that the peak flow could be estimated by a linear combination of the MDFs of these days:
where Q max is the predicted instantaneous peak flow (m 3 / s), Q 2 is the MDF of the peak day (m 3 /s), and Q 1 and Q 3 are the MDFs of the day preceding and succeeding the peak day (m 3 /s), respectively.
As can be seen, the equations presented by Sangal () and Fill & Steiner () are mostly similar. In both methods, peak flow is estimated using daily flow data of 3 consecutive days, with higher effects of the peak day (Q 2 ).
However, in analyzing the results computed by Equation 
Cypress Hills Gray () 1st and 3rd days and the MDF of the peak day. Next, it was verified that if a correction factor 'k' is applied to Equation (3), it would be possible to obtain better agreement between estimated and observed data. Hence:
The factor 'k' may be obtained from linear regression between the hydrograph shape factor x ¼ (Q 1 þ Q 3 )/2Q 2 and k for the observed cases.
The ANN-based method
In this research, in addition to the three above-mentioned methods, the ANN technique was also used to estimate instantaneous peak flow data using daily measured flow data. The ANN architecture used was a three-layer feedforward network (Figure 1 ).
This type of network is normally trained with the back- Layer 1: Every node in this layer is an adaptive node with a node function that may be a generalized bell membership function (MF) (Equation (5)) or a Gaussian MF (Equation (6)):
where a i , b i and c i are parameters determining the shape of the MFs. In addition, x is the input to node i, and A i is the linguistic label (for example, low and high) or simply fuzzy numbers associated with this node function.
Layer 2: Every node in this layer is a fixed node labeled Q , representing the firing strength of each rule, and is calculated by the fuzzy AND connective of 'product' of the incoming signals using:
where μ Ai x ð Þ and μ Bi x ð Þ are membership grades of fuzzy sets A and B, and w i is the firing strength of each rule.
Layer 3: Every node in this layer is a fixed node labeled N, representing the normalized firing strength of each rule. The ith node calculates the ratio of the ith rule's firing strength to the sum of two rules' firing strengths using:
where w i is the normalized firing strength that is the ratio of the ith rule's firing strength (w i ) to the sum of the first and second rules' firing strengths (w 1 , w 2 ). Layer 4: Every node in this layer is an adaptive node with a node function (Equation (9)), indicating the contribution of ith rule toward the overall output:
where z i is equal to p i x þ q i y þ r i ð Þ , and p i , q i and r i are consequent parameters.
Layer 5: The single node in this layer is a fixed node labeled P , indicating the overall output as the summation of all incoming signals calculated by:
where Z is the summation of all incoming signals.
When inspecting the above layers, the three different types of components that can be adapted as follows are important (Lughofer ).
Premise parameters as nonlinear parameters that appear
in the input MFs.
Consequent parameters as linear parameters that appear
in the rule consequents (output weights).
3. Rule structure that needs to be optimized to achieve a better performance.
In this study, different MFs were used including Gaussian, triangle, trapezoidal, sigmoidal and generalized bell MFs, and the results were compared. Finally, the model with the generalized bell MF presented the more accurate results in the testing phase. There is a wide variety of algorithms available for training a network and adjusting its weights. In this study, after consideration of the available algorithms, the hybrid algorithm (a combination of gradient descent and least squares) was used for training.
Matlab software was used for construction and implementation of the ANFIS model. Different numbers of epochs, including 100, 300, 500, 1,000, 1,500, 2,000 and 2,500, were used and evaluated, but 500 was the appropriate number of epochs to obtain more accurate results in the testing phase.
Study sites and data
Records of MDF and peak flow data from eight stations located in different places in Iran were applied in this study. The drainage areas varied from 418 to 7,432 km 2 . Table 2 shows the gauging station code, climate condition, drainage area and location of the sites. The length of data series used in this research was 30 years , which was divided into two parts. The first part (24 years) was for training of the machine-learning models, and the remaining 6 years for testing purposes. Generally, this is not enough data for data-driven models, but this is what was available on the studied stations. Therefore, 80% (24 data) was used for training and the remaining 20% (six data) was used for testing. It is clear that when few data are available, it is not possible to use many parameters in ANNs and ANFISs to train. Table 3 shows data used for training and testing of ANN and ANFIS models for one of the stations (station code 12-005) as an example.
In this study, for comparing the results, two performance criteria were used: root mean square error (RMSE) and coefficient of determination (R 2 ), which are calculated, respectively, by Equations (11) and (12):
where n is the number of data points, O i is the observed value, Ōis the mean of the observed values, and P i is the 
RESULTS AND DISCUSSION
For comparison of the results of the proposed ANN-and ANFIS-based methods and those of Fuller (), Sangal () and Fill & Steiner () , the values of R 2 and RMSE were computed for each site. The RMSE values are shown in Table 4 . Figures 3 and 4 show the quality of estimations made by different methods against the measured values for gauging stations codes 14-101 and 12-005, respectively, in the testing phase as samples. Results taken in the training phase in station code 12-005 are shown in Figure 5 .
The quality of the results produced by these methods varies, and as Due to lack of appropriate performance of traditional and statistical formulae used in hydrology, the interest of applying data-driven models such as ANNs and ANFISs for hydrological simulations is further increased. However, one of the major limitations of ANNs is their lack of explanatory power, also referred to as their 'black box problem'.
Neuro-fuzzy techniques remove some of the shortcomings of ANNs. They merge neural networks and fuzzy logic into an integrated system, with relatively higher abilities.
The obtained results confirmed the main hypothesis of the research (preference of the data-driven techniques over traditional methods on peak flow data estimation using daily records). However, it can be seen that although a large number of studies has been carried out and reported on, applications of ANN and ANFIS in hydrology, none of them is related to estimation of instantaneous peak flow using daily data series. Therefore, more investigations need to be completed on application of the mentioned techniques in this specific field.
The five methods mentioned earlier have been applied to the same problem under similar conditions and compared with the same performance indices. Referring to the relative performance of the five methods ( years, whereas the related instantaneous peak flow data can be found for only 30 years. In such a case, the peak flow data for the remaining 10 years can be estimated with high accuracy using the proposed models to prolong the peak data time series, which is important in water-related projects.
In this condition, models are trained using the mentioned 30
year data (as both mean daily and peak flow data are available). Inadequate peak data are possibly the problem for most developing countries, not just Iran, and finding a sophisticated approach to use the mean daily data to predict peak values (with acceptable accuracy) is an important step ahead in optimization of water-related projects.
CONCLUSIONS
This research was designed to evaluate the applicability of machine-learning techniques, including ANNs and ANFISs for estimation of instantaneous peak flow from MDF data in different climatic regions. It can be observed from the results of this research that the proposed ANFIS-based method displays an average relative RMSE considerably lower and an R 2 higher than other methods used. Comparing the results taken from this research shows the ability of ANFIS over the existing mentioned methods for this specific application. Important improvements of the results produced by machine-learning methods compared to traditional methods shows the superior abilities of machine-learning techniques to solve the problem of inadequate measured instantaneous peak flow data, and optimize water-related designs. In fact, the proposed method considerably improves the accuracy and precision of other traditional methods. This suggests that it is an appropriate method for estimating missing instantaneous peak flows for flood studies and the design of hydraulic structures when MDFs have been measured for long enough, but the instantaneous peak flows data series are short. A regional analysis is possible using different regressions for each basin or group of similar basins if sufficient numbers of data are available. This approach may result in further improvement of the accuracy. Of course, the methodology proposed in this study is not the last step for the estimation of instantaneous peak flows. More research in this subject is recommended in order to obtain better estimators, including methods using basin physiographic characteristics.
