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Abstract 
In this paper, we present an investigation of MAC protocols for linear wireless sensor networks (LWSNs). Recently, there have 
been a number of applications like roads, bridges and pipeline monitoring, in which the transmission of data over very long lines 
of consecutive nodes is required. Due to the additional restrictions imposed by the linear topology, such applications present new 
challenges regarding the provision of low latency and low energy consumption. In order to address these issues researches have 
proposed a number of protocols tailored specifically for linear topologies. Two different operational mechanisms stand out: the 
first is based on explicit book and burst transmission, while the second is based on low power listening (LPL) and adaptive sleep 
cycle. The paper covers the details of the operation of these two types of protocols and provides simulation results for their 
performance comparison in terms of latency, energy consumption and throughput. The results clearly show the limitations of 
burst transmission and the advantages of LPL and adaptive sleep cycle as realized in LINE_MAC. 
 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
Keywords: Wireless Sensor Networks; Linear Topology; Energy Efficiency; Latency  
1. Introduction 
Wireless sensor networks (WSN) consisting of multiple low-power sensor nodes operating in a synchronized 
manner, are used in many application scenarios today. In a lot of applications, the nodes in the network are to be 
deployed in long and narrow regions, such as roads1, bridges2, tunnel, pipelines3 etc. and this kind of networks are 
called “linear wireless sensor networks” (LWSNs). The linear topology of these networks is different from other 
applications and has special features, such as multi-hop delivery over long distances, long end-to-end delay, and low 
reliability4. Due to the nature of the LWSNs data packets are relayed hop-by-hop in a chain-to-one pattern. 
Therefore, traffic load increases for the relay nodes closer to the sink. This also leads to increased packet collisions, 
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congestion and loss and results in significant end-to-end delay. In turn this brings limited application fidelity at the 
sink and in worst cases severe congestion, often node failure due to exhausted energy and finally collapse of the 
sensor network5.  
1.1. Challenges in LWSNs 
One of the major challenges in LWSNs is to ensure the end-to-end packet delivery relaying on a more limited 
number of relay nodes than other WSNs. Clearly, nodes closer to the sink end up forwarding or relaying more 
packets than nodes further away. Over time, this uneven load distribution, known as the “relay burden problem”, 
results in a disproportionate share of energy consumption and leaves the “close-in” nodes with considerably less 
energy. Therefore the risk of prematurely terminating the network’s lifetime is greatly increased. At the same time, 
these nodes cannot afford long sleep times because they must be alert, in idle listening mode, to carry out their 
relaying functions6. Thus, more intelligent methods for traffic load distribution must be applied in order to ensure 
and prolong the network lifetime. 
Due to the linear topology of the network data delivery is more exposed to failure in LWSNs than in classic 
WSNs. A single node failure can totally disturb the communication process in the network which is an obvious 
weakness of LWSNs. Nodes can fail due to battery exhaustion, hardware failures, and natural or intentional damage. 
This kind of failures may cause drastic problems so innovative recovery solutions need to be considered at the MAC 
layer since there are no alternative routing possibilities to the sink. Furthermore, consecutive faulty nodes form holes 
which may cause the LWSN to be divided into multiple disconnected segments and failure of overloaded nodes 
closer to sink may cause terminating the network’s lifetime. Some interesting approaches related to failure recovery 
in LWSNs have been proposed in the literature so far7,8.  
In LWSNs, it is also difficult to deal with the accumulation of the traffic produced by each node. Nodes closer to 
the sink tend to be more congested than the others, channel access becomes more difficult which leads to buffer 
overflow and packet drop. As a result both packet loss and end-to-end latency is additionally increased9. One 
possible solution can be assigning bigger buffers to the nodes closer to the sink. However this simple approach is not 
always a viable solution since most WSN nowadays use off-the-shelf components with standard characteristics. 
Such a solution would require bringing heterogeneity in the network which would increase the implementation cost. 
Another important issue in LWSNs is energy consumption. Due to the linearity of the network and the traffic 
congestion created in the nodes close to the sink, there is an unbalanced energy consumption profile in the network. 
Also, the nodes in the network can experience exposed and hidden terminal problems which induce high latency and 
frame collisions. Thus, techniques for balancing the energy consumption should be considered while ensuring data 
traffic is being delivered within an accepted delay margin10.  
1.2. Potential benefits of LWSNs 
There are some potential benefits LWSNs may be able to offer. For example, nodes know their neighbors’ 
position, can schedule packet transmission beforehand and regulate the duty cycle accordingly. This has been used 
by a number of researchers11,12. In most cases nodes are deployed at equal distances which creates advantages 
positioning and synchronization6. Random node deployment along a line or chain provides advantages in 
formulating clusters, which has been used in some studies to introduce hierarchy in the network in order to regulate 
the load and the energy consumption. On the other hand, since the topology is already known, additional control 
overhead for network discovery is minimal. Thus, well known techniques like flooding are not required in LWSN. 
As routing solutions are very limited in LWSN, many researchers focus their attention and efforts on the MAC 
layer to solve the issues described above. Thus, there are some existing MAC protocols especially designed for 
LWSNs. However, study comparing superiority to each other almost none. In this paper we compare and discuss 
two representative MAC protocols of LWSNs in terms of energy consumption, delay and throughput.  
The remainder of this paper is organized as follows. Section 2 provides an overview of some recent and promising 
MAC protocols designed specifically for LWSNs. For the comparison and on the basis of the discussion above, 
Section 3 presents a comparison between two selected MAC protocols in more detail, while Section 4 demonstrates 
the results. Finally, the last section concludes the paper. 
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2. Related Work 
In this section, recent and current work on MAC protocols defined for LWSNs is covered briefly.  
Watteyne et al.11 propose a hard real-time MAC protocol with realistic assumptions for a random linear network, 
where sensors are deployed randomly along a line. The goal is to guarantee message delivery before certain 
deadline. The protocol operates in four phases - initialization, switching, unprotected and protected mode. The goal 
of the initialization phase is to organize the network nodes into cells so that all nodes of a cell can communicate with 
all nodes of the two neighboring cells. After the initialization, run time can start in unprotected mode which offers 
near optimal speed for message transmission towards the sink. If a collision occurs in unprotected mode, the network 
switches to protected which guarantees collision-free functioning with bounded transmission times. It is up to the 
sink to switch back to unprotected mode. Simulations have been used to quantify the transmission times and results 
have shown that a hybrid approach (using protected & unprotected mode) provides best performance and can be 
very attractive for real-time LWSNs.  
MFT-MAC (Multi frame transmission MAC)12 is a contention-based duty cycled MAC protocol using a 
synchronized approach. MFT-MAC forwards multiple data frames over multi-hops in a single duty cycle in order to 
reduce energy consumption without sacrificing the end-to-end delay. To achieve this, the authors introduce a control 
frame called PION to define the number of DATA frames to be transmitted to the next node. The protocol is well 
suited for data collection applications, in which sensor nodes have to reach the sink node through multi-hops in a 
chain topology.  
DiS-MAC13 is a Directional Scheduled MAC protocol which guarantees collision-free communication between 
synchronized sensor nodes arranged in a LWSN. It uses the advantages of directional antennas, increased spatial 
reuse, higher gains, longer ranges between communicating nodes and eliminates the interference and collisions by 
pointing the radio beam in the desired direction. This protocol has been implemented for highway monitoring. 
Channel access in DiS-MAC is divided in two phases. Each phase has the same duration. When the system is in 
Phase I, only the nodes in positions 2n-1 on the chain are allowed to transmit for a time interval T1 where n 
corresponds to each node’s position on the chain. Similarly, during Phase II, the rest of the nodes (i.e. the ones 
located at 2n points) can access the channel and transmit their packets. Upon concluding the scheduling cycle all 
nodes have been in two of the possible states, transmitting or receiving and packet transmission occurs 
simultaneously. Even though it is a contention based protocol, DiS-MAC doesn’t use RTS (ready to send)/CTS 
(clear to send). Directional antennas allow nodes to avoid collisions and solve hidden terminal problems as well as 
reduce control packet overhead. 
WiWi14 is a contention-free MAC protocol based on synchronous multi-hop transmission along a chain of 
independent nodes. The communication between WiWi nodes is synchronous, based on fixed size packets and 
follows a staggered pattern. The downstream data flow proceeds downwards from the head of the chain to the tail. 
Every node resynchronizes its clock upon the start of the incoming down-stream packets. Once a node is 
synchronized with the downstream flow, its activity pattern is receive-transmit-idle-transmit-receive-idle (R-T-I-T-
R-I) regardless its position in the chain. The upstream flow follows the same principle of passing messages along the 
chain, but between the reception of a packet and its forwarding, the node waits 4 time slots in order not to collide 
with the downstream one. Moreover, WiWi nodes require no explicit addressing because within the range of 
transmission there is only one receiving node (i.e the next hop for the packet).  The authors argue that WiWi 
provides deterministic and predictable latency and throughput in both directions. However, in this protocol power 
consumption is not considered. 
A more detailed survey of the existing protocols especially for LWSNs can be found in the provided references17. 
3. LINE-MAC vs LC-MAC 
In addition to the MAC protocols presented in the section 2, in our previous work we suggested LINE-MAC15, 
explicitly tailored for multi-hop linear wireless sensor networks. This section briefly summarizes the main features 
of LINE-MAC and compares it with another recently developed and promising protocol LC-MAC5. Both of them 
focus on reducing idle listening, as well as energy loss due to collisions, protocol overhead, and overhearing. 
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3.1. LINE-MAC 
The nodes in LINE-MAC15 use low power listening (LPL) and wake up very shortly to check the channel activity 
without actually receiving any data. They go back to sleep if the channel is idle, otherwise receive the data.  Nodes 
in LINE-MAC use short and adaptive preambles with destination address and acknowledgement combination. This 
solves many of the problems which arise with long preambles, such as energy consumption, overhearing at non-
target receivers, and excess latency at each hop. Neighboring nodes wake up for a small period of time and check the 
destination address (see Fig. 1). After the target node (Node 1) acknowledges the preamble, the sender (Node 3) 
stops sending more preambles and starts transmitting data packets. All the other non-target nodes go back to sleep 
immediately (Node 2). This minimizes the possibility of a collision, idle listening and overhearing. Over-emitting 
with LINE-MAC is also improved with adaptive duty cycling. When a node that has more than one data packets to 
send, it enables the “more-to-follow” bit in the data packet that is being sent. 
As we stated before, in LWSNs, nodes closer to sink end up forwarding more packets and this leads to “relay 
burden problem” which causes higher energy consumption and longer delays. Thus, transmission time must be 
longer for the nodes closer to sink because so that consecutive packets can be sent in the same check interval and not 
delayed until the next wake up interval. To reduce the delay, LINE-MAC adjusts the number of consecutive data 
packets to be sent according to the traffic conditions by using the parameter “packetLimit”.  
For contention based protocols there are always some possibility that neighboring nodes experience a collision. If 
two neighboring nodes receive broadcasted preambles at the same time and each immediately sends a preACK 
packet, then both packets will collide. However, in LINE-MAC, each node activates a timer and enters sleep mode 
for a random period of time. Thus preACK collision is avoided because one of the two nodes will wake up earlier 
and receive the next preamble packet first. When the other node wakes up it will find the channel busy and will enter 














Fig. 1.  Nodes enter random period sleep mode after WAIT_FOR_DATA timer expires. 
 
Overheard packets constitute a considerable portion of energy waste in WSNs. For LINE-MAC an overheard 
packet can be a preamble, an ACK or a data packet. If a node receives a preamble which is not destined to it 
(overhearing) it immediately enters long sleep mode. The information contained in the sender/receiver address 
portion of the preACK packet is also used by overhearing neighbors to determine whether they will be a next hop 
towards the sink. If an overhearing node is the next forwarding node for the current incoming data packet, it will 
only go to short sleep until the data transmission ends as shown in Fig 2. When the data transmission of the previous 
node ends, it will wake up to receive the first preamble packet. Thus, overhearing preACK packets are used in 




















Fig. 2.  Nodes consider both preamble and ACK packets to decide whether to enter long sleep. 
 
Furthermore, in LINE-MAC each receiving node sends an acknowledgement to the sender node for each data 
packet it receives. In order to adapt the schedule of the overhearing node as close as possible to the on-going 
neighboring data transmission process it is important that the overhearing node, which is a prospective forwarding 
node, knows how many data packets will be sent after the current preACK packet. This information does not require 
very strict synchronization but helps the node decide with good approximation how long the data transmissions will 
last. Without this information, it can wake up too early or too late. Therefore, similar to the 4-way handshaking, 
LINE-MAC uses the information about the number of remaining data packets which is indicated in each preACK 
packet. This value is determined according to the number of data packets waiting in the queue and the packetLimit. 
Therefore, neighboring nodes in LINE-MAC adjust their wake-up schedule. This leads to more stable, adaptive and 
reliable communication in a LWSN. 
LINE-MAC improves the timeliness and energy efficiency by using overheard ACK packets and by adding 
information about the number of consecutive data packets to be sent into the preamble packets. Especially for the 
nodes closer to the sink, the number of consecutive data packets is quite high. Additionally, the suggested 
randomized back-off for preACK packets helps prevent preACK collisions for broadcast preamble packets. 
3.2. LC-MAC 
LC-MAC (Long-chain MAC)5 is a duty cycle medium access control protocol that exploits a mechanism for 
relay nodes booking in advance and transmitting in a burst manner in order to reduce the end-to-end delivery delay 
in a long-chain sensor network without sacrificing energy efficiency. There are three steps involved. The first step is 
the location detection, which serves as an initialization phase. At the beginning relay nodes detect neighboring relay 
nodes. The relay node which only has one neighbor will set itself as an end point for the long-chain. 
During the second step, super SYNC message passing is done. Every relay node creates a Staggered Wakeup 
Schedule (SWS) for relaying super synchronization (SSYNC) message. The SWS for a relay node is calculated 
according to the node’s location. A relay action doesn’t include RTS or CTS, because every relay node follows the 
SWS to transmit SSYNC, so collision are avoided. The SSYNC is composed of a transmission information part and 
a registration part. The transmission information part includes a sleep schedule and address information. The 
registration part is divided into n fractions for n relay nodes. Each fraction has a space p bits to register the number 
of packets which the node is going to send. Once the endpoint is confirmed, the length of the SSYNC is fixed. Any 
relay node getting SSYNC will update it. After the second step, every relay node has information about the number 
of data packets belonging to each relay node. Then, every relay node will calculate the time to wake up and relay the 
data packets. It is also a staggered wake up. Finally, the third step comprises the burst transmission, where each node 
sends the packets it has declared. The authors evaluate the performance of LC-MAC through simulation, comparing 
LC-MAC with S-MAC and S-MAC with adaptive listen mode16. Results show that LC-MAC performs much better 
than S-MAC with more than 99% decrease in latency, a small amount decrease in energy consumption and a better 
throughput in heavier traffic for long-chain scenario. 
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4. Simulation Results and Discussion 
In this section we present the performance comparison between LC-MAC and LINE-MAC, which were 
specifically selected because they both have similar aims but the realization is quite different in principle.  LC-MAC 
relies on an explicit booking mechanism and sends packets in bursts, while LINE-MAC uses LPL and adaptive 
sleep-awake periods. The goal in both cases is to minimize latency as well as energy consumption for a network of 
wireless sensor nodes that are organized in a long line. 
The simulations were done using Omnet++ based Castalia simulator18.  We have considered the following 
scenario: a network consisting of N nodes indexed by 0,1, 2,….., N. The node indexed by 0 is always the sink, and 
we assume that the sink does not have any energy limitations, whereas other nodes have limited and non-replicable 
energy resources. All nodes except the sink node perform sensing, transmission and receiving, thus all nodes 
function both as sources and relay nodes. Each node transmits packet from the farthest node in the line only in the 
direction of the sink. The density of the nodes is high enough, so that a node can directly communicate with two 
neighbors on each side. The communication range for the nodes is fixed. A node may connect to the sink if it is 
within range or by multi-hop communication through other nodes. Packets are generated on a randomly with average 
inter-packet interval of 75s and deviation of 45s.  
The results given below provide the comparison between the performance of the two protocols in terms of 
latency, energy consumption and throughput. 
 
 
Fig. 3. Consumed energy per node for a total network of 10 nodes (a) and 20 nodes (b). 
 
The two protocols were compared for N= 10, and N= 20, because LC-MAC performs well only with a small 
number of nodes. When the number of nodes is increased above 20, the system collapses due to buffer overflow 
caused by the fact that each node adds its own packet to the transmission and the nodes close to the sink are 
overburdened; thus a lot of packets are dropped. On the other hand, if the buffer size is increased to overcome this 
problem, then the latency skyrockets. LINE-MAC however operates with quite a larger number of nodes15. In 
Fig.3a, 3b the consumed energy per node is given and it can be clearly seen that LINE-MAC performs much better. 
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Fig. 4. Latency estimated at the sink for a network of 10 nodes (a) and 20 nodes (b). 
 
Another important comparison parameter is the incurred latency (see Fig.4a, 4b). A large number of the packets 
arrive at the sink node with a min delay of up to 2.5 sec for LINE-MAC (green bars), while in LC-MAC different 
packets suffer very different delays ranging 200ms to 20 sec (red bars).  Finally, in Fig.5a, 5b results for the packet 
loss are presented. The packet loss is very low for both protocols, the difference between the two being around 2% 
(see Fig. 5a: 2.5 % for LINE-MAC green bars, 0.5 % for LC-MAC red bars). However, this difference increases to 
20% when the number of nodes is increased to 20 (see Fig.5b). 
Fig. 5. Packet loss estimated at the sink node for a network of 10 nodes and 20 nodes (b). 
 
From the simulations, we observed that number of consecutive packets to be sent for LC-MAC depends on the 
parameter p, which registers the max number of packets each node can send in a burst. As p is increased for each 
node, the sum of all packets sent in the burst is increased proportionally to the number of nodes and this in turn 
results in greater packet drops as well as increased latency and power consumption.  Even if p is set to the default 
value (2), increase in the number of nodes also leads to buffer overflow. On the other hand, LINE-MAC gracefully 
handles all issues arising from increasing the number of nodes (see Fig. 3, Fig. 4 and Fig. 5).  
4. Conclusion 
In this paper we have examined recently suggested protocols, specifically for LWSNs. These networks pose 
much more restrictions as compared to general WSN. However they also have two important advantages: knowing 
the address of the next hop neighbor and possibility to book the next transmission, which can be effectively used to 
increase network lifetime and reduce latency. Two protocols, namely LC-MAC, based on an explicit booking 
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scheme and burst transmission, and LINE-MAC, based on effective LPL and adaptive sleeping were compared in 
detailed simulation. The results revealed some problems with the operation of LC-MAC which reduce its 
performance when the number of nodes is increased. Thus simulations were carried for a limited number of nodes 
and the results show the advantages of LINE-MAC over LC-MAC especially in terms of latency and energy 
consumption. Regarding packet delivery loss, LC-MAC performs slightly better but only with very limited number 
of nodes. If that number is increased the losses become too much. The main contribution of this work is the 
comparison between MAC protocols for LWSNs based on different operational principles. It proves that the 
mechanism of adaptive LPL, combined with implicit booking of the transmissions outperforms, especially in respect 
to latency, a MAC protocol based on explicit booking with burst transmission. 
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