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Abstract 
Thermoelectric energy conversion has a wide range of potential applications but is 
currently inhibited by low efficiency (as governed in thermoelectric materials by the 
figure-of-merit ZT). Low-dimensional structures such as superlattices (SLs) and 
nanowires may offer a new approach to achieve high ZT, particularly at low 
temperatures where current thermoelectric materials are not as efficient. In this work, 
the thermal and thermoelectric properties of HgCdTe (MCT) SLs and doped/coated 
single-walled carbon nanotube (SWCNT) systems have been designed and measured 
near and below room temperature.   
A modified 3 method was used to measure both the thermal coductivity and 
Seebeck coefficient in the cross-plane direction for the SLs. The cross-plane electrical 
conductivity was determined through a modified transmission line method. The 
thermal conductivity of long-period SLs was found to be lower than the alloy value, 
especially at cyrogenic temperatures, and approximately constant over a wide range of 
temperatures.  
A comparative method was used to measure the thermal conductivity, electrical 
conductivity, and Seebeck coefficient of ultralow density SWCNT networks that were 
either pristine or coated by graphite, BN, or PEDOT:PSS. The thermal and electrical 
impedances were found to be dominated by intertube junctions in pristine networks 
and by tubes in coated networks. The thermal and electrical conductivities were found 
to be lower in coated networks even though they have higher densities due to strong 
xi 
 
scattering introduced by coatings.    
The effects of doping on SWCNT thermal conductivity were studied using molecular 
dynamics simulations. Phonon dispersion curves and phonon lifetimes were further 
calculated to examine scattering mechanisms. Substitutional and pyridine-like 
nitrogen doping was found to reduce thermal conductivity effectively even at low 
dopant concentrations. Since substitutional nitrogen doping has been shown to 
increase electrical conductivity in SWCNTs, it provides an interesting alternative to 
coating in improving ZT in such systems. 
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Chapter 1  
Thesis Overview and Thermoelectric Background 
The world currently faces numerous challenges relating to energy supply and 
consumption. Thermoelectric (TE) devices deliver electricity to a load using heat as a 
power source or provide refrigeration in the presence of an electrical current. In the 
mid-to-high temperature range (near or above room temperature), high efficiency TE 
materials are an important material system for power generation devices that harvest 
the waste heat expelled from power plants and vehicles and turn it into electrical 
energy. [1] TE generators can be easily scaled to satisfy the power requirements of 
increasingly miniaturized sensors and modules; a recent implantable medical sensor 
was powered by the difference in temperature between the skin surface and the core 
body. [2] In the mid-to-low temperature range (near or below room temperature), TE 
coolers (also called Peltier coolers), which have no moving parts, are important 
components for laser sources, switching/routing elements, detectors, and sensors 
because they produce less pollution and noise [3] [4] [5]. Keeping up with Moore’s 
law, semiconductor packing densities have increased so much that the dissipation of 
heat has become a major challenge, and there is a need for micro cooling with higher 
cooling densities. The conversion efficiency of TE materials is evaluated by a figure 
of merit (ZT, introduced in Chap. 1.1). In [6] the timeline of ZT in important TE 
materials as a function of temperature is plotted (Fig. 1.1). As can be seen, currently 
TE materials with decent ZT mainly work near and above room temperature. The need
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for developing high performance TE materials for Peltier cooling at mid-to-low 
temperature is urgent. Good TE material candidates which can be modified to both 
p-type and n-type are also highly needed to implement both p- and n- legs in device 
modules.
 
Figure 1.1 ZT as a function of temperature and year revealing the important 
development of TE materials. Reproduced from [6].   
1.0 Basic Concepts 
This section introduces some basic concepts of thermoelectric theory. A detailed 
description appears in [7].  
Seebeck effect: When two electrical conductors are brought together and the 
junction between them is heated up, a voltage is induced on the ends of the open 
circuit. The Seebeck coefficient (S) is defined as the ratio between the induced voltage 
(∆V) and the temperature difference (∆T): 
3 
 
V
S
T



 (1.0.1) 
Peltier effect: When an electrical current flows through a thermocouple, a small 
heating or cooling is produced depending of the direction of the current. The Peltier 
coefficient () is defined as the ratio between the heating/cooling rate at each junction 
(q) and the current (I) that passes through it: 
q
I
   (1.0.2) 
Thomson effect: This effect describes the reversible heating or cooling (q) present 
when there is an electrical current (I) flowing in addition to a gradient of temperature 
(∆T), q = I∆T, where is the Thomson coefficient. 
Thermoelectric generator: Consider a pair of semiconductor legs (p-type and 
n-type materials) connected electrically in series and thermally in parallel. If one side 
of the pair of legs is heated and the other side is kept at a reference temperature, the 
∆T between the two legs produces excess carriers which may diffuse from the hot to 
the cold side. The diffusion determines the Seebeck voltage that delivers a current I 
when the circuit is connected to a load as shown in Fig. 1.2 (a).  
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Figure 1.2 Schematic diagram of a single TE element formed by a pair of legs 
connected electrically in series and thermally in parallel. Th represents temperature at 
the hot end and Tc represents temperature at the cold end. (a) Thermoelectric power 
generation. (b) Thermoelectric cooling.  
The efficiency  of the device is given by the ratio of the output power (W) to the 
rate of the heat (Q) that is drawn from the source:  = W/Q. The current flowing 
through the circuit is given by 
  h c
L
p n
p n
S S T T
I
R R R
 

 
, (1.0.3) 
where R is the electrical resistance, subscripts p, n, and L represent semiconductor 
materials composing the p-type leg, n-type leg, and the load, respectively, and Th and 
Tc are the temperatures of the heat source (hot end) and heat sink (cold end). The 
power delivered to the load resistor is given by I2RL.The heat that is drawn from the 
source is given by 
    h h cp n p nQ S S IT k k T T     , (1.0.4) 
where kp and kn are the thermal conductivities of the two legs. The efficiency reaches 
(a) (b) 
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its maximum when  
L
n p
2
1
R
ZT
R R
S
ZT T
k

 


& (1.0.5) 
where  = n + p is the total electrical conductivity, S = Sp − Sn is the total Seebeck 
coefficient,  k = kp + kn is the total thermal conductivity of the material, and T = ½(Th 
+ Tc) is the mean temperature. Using Eq. (1.0.3) to Eq. (1.0.5), the maximum 
efficiency is given by  
c
h
h c
max
h
1 1
1
T
T
T T ZT
T ZT

  

 
 (1.0.6) 
when ZT is much larger than 1, the efficiency approaches the Carnot efficiency given 
by (Th − Tc)/ Th. Therefore, ZT is known as the figure of merit that defines the 
efficiency of a TE material.  
Thermoelectric cooler: In the pair arrangement similar to that of the TE power 
generator, when a current flows through the structure, a net cooling occurs at the cold 
end and a net heating at the hot end. Because their electrical conduction occurs 
through holes and electrons respectively, materials that are p-type and n-type have 
opposite directions of T for the same direction of current flow, as shown in Fig. 1.2 
(b).  
The energy efficiency of TE cooler is measured by coefficient of performance 
(COP) of the device and is given by the ratio of the heat absorbed (Q) to the electrical 
power input (W) drawn from the source. The input power is given by 
    2h c p n LW S T T I R R R I     , (1.0.7) 
where the potential difference applied to the module is used in part to overcome the 
electrical resistance and to balance the Seebeck voltage resulting from the temperature 
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difference across the legs. The cooling capacity is given by  
   2c p n h c12Q ST I R R I k T T     . (1.0.8) 
the first term represents the Peltier cooling, the second term is the Joule heat that 
returns to the cold end, and the third term accounts for parasitic heat conduction from 
the hot end to the cold end. The maximum COP is given by 
h
cc
max
h c
1
COP
1 1
T
T
ZTT
T T ZT
 

  
. (1.0.9) 
Similar to that of the TE generator, when ZT is much larger than 1, the COP 
approaches Carnot efficiency. 
1.1 Materials for Thermoelectric Applications 
1.1.1 Bulk Thermoelectric Materials 
A good TE material needs to have both high electrical conductivity and low 
thermal conductivity. In most solids, these two physical properties are positively 
correlated (e.g., the Wiedemann-Franz relation [8]). Furthermore, the Seebeck 
coefficient and electrical conductivity are negatively correlated.  
The Seebeck coefficient for metals and degenerate semiconductors is given by [9] 
2/32
*
2
2
3 3
BkS Tm
e n
 
  
 
, (1.1.1) 
where kB is the Boltzmann constant, ħ is the reduced Planck constant, e is the 
elementary charge, m* is the effective mass of the carrier, and n is the carrier 
concentration.  
The electrical conductivity as a function of the carrier concentration and mobility 
() can be defined as [8] 
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ne   (1.1.2) 
Eqs. (1.2.1) and (1.2.2) show that a low carrier concentration gives a large S, but 
at the same time decreases . A high carrier effective mass provides a higher S, but it 
also creates another conflict with , since heavier carriers move with slower velocity 
and therefore with smaller mobility. Improving one thermoelectric parameter could 
mean that the other one declines, resulting in a poor value of ZT.  
Several key studies have surveyed the developments in bulk materials. [9] [10] An 
ideal TE material which possesses the poor thermal properties of a glass and the 
excellent electronic properties of a crystal is known as a phonon glass electron crystal 
(PGEC). Skutterudites [11], clathrates [12], and other open cage structures may 
possess these features. These compounds have cage-like crystal structures filled with 
atoms that effectively rattle around. The “rattling” interferes with the conduction of 
heat but not electricity. Rare-earth compounds and intermetallics are another group of 
potential TE materials due to their large Seebeck coefficients. [13] ZT of the most 
common bulk TE materials are summarized in Fig. 1.3.  
 
Figure 1.3 ZT of state-of-the-art commercial materials and those used or being 
developed by NASA for thermoelectric power generation. (a) p-type. (b) n-type. 
Reproduced from [9]. 
Note that the peaks of ZT for these materials are mostly above room temperature. 
For TE cooling below room temperature, poor mechanical properties limit the usage 
(a) (b) 
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of Bi/Sb-based alloys. [9] The integration of TE devices made from bulk materials 
with optoelectronic devices is another difficult challenge. [3] Fig. 1.4 illustrates the 
incompatibilities between vertical-cavity surface-emitting laser (VCSEL) and bulk TE 
coolers as an example. The feature length of one element inside the VCSEL array is 
less than 10m. [14] For a bulk TE module, one element is at the size of 100m. [15] 
The heating density of VCSEL is typically above 100W/cm2 whereas the cooling 
density of bulk TE cooler is approximately 30W/cm2. [15] [16] The fabrication 
difference (VCSEL is fabricated through integrated circuit fabrication technology, 
while bulk TE cooler is individually fabricated) adds to the cost of production because 
of packaging; thus, alternative solutions such as thin film TE coolers are needed.        
 
Figure 1.4 Characteristic incompatibilities between VCSEL and bulk TE cooler. (a) 
VCSEL SEM [14]. (b) Micro TE cooler [15].  
1.1.2 Low-dimensional Thermoelectric Materials 
Due to the limitations of bulk materials, researchers have attempted to improve ZT 
using low-dimensional structures. Advanced fabrication techniques for superlattices 
(SLs), nanowires/nanotubes, and quantum dots have opened the door to new classes 
of TE materials.  
The additional new degree of freedom, such as the length scale of a material, can 
(a) (b) 
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contribute to an increase in efficiency and power output by decoupling  from S and k. 
To explain this, we refer to the Seebeck coefficient derivation simplified for metals 
and degenerate semiconductors by Clutter and Mott [17]:   
      2 2 2 2d ln d d1 1
3 d 3 d dF
F
B B
E E
E E
E n E Ek k
S T T
e E e n E E
  



       
 
, (1.1.3) 
which shows that the Seebeck coefficient could be enhanced by increasing the energy 
dependence of electrical conductivity near the Fermi level. Two mechanisms can 
increase S:  
i) An increased energy dependence of carrier density, which is a function of the 
electronic density of states Dg (for instance, by a local increase in Dg).   
ii) An increased energy dependence of mobility, for instance, by a scattering 
mechanism that strongly depends on the energy of the charge carriers.  
The first mechanism to enhance density of states potentially could be obtained by 
working with low-dimensional structures. Fig 1.5 shows the energy dependence of Dg 
from bulk material to 2D, 1D, and 0D systems. Referring to Eq. (1.1.3), Fig. 1.5 
shows that larger asymmetry in low-dimensional systems compared to bulk materials, 
could enhance the S value substantially. In an SL structure, an improvement in S over 
the bulk material has been discovered. [18] In a nanowire system, S measured from Bi 
nanowire composites increased significantly compared to that of bulk Bi by size 
quantization effects, and also because size quantization opens a bandgap in Bi 
nanostructures. [18]  
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Figure 1.5 Schematic diagram for the energy dependence of the electronic density of 
states. (a) 3D system. (b) 2D system. (c) 1D system. (d) 0D system.  
A second mechanism to increase the carrier mobility at a given carrier 
concentration is electron energy filtering. [19] In SLs, electron energy filtering 
consists of using potential energy barriers that filter electrons according to their 
energy band, thus promoting thermionic current emission. In [20], the room 
temperature ZT is predicted to increase by a factor of 10 in In0.53Ga0.47As/ 
In0.53Ga0.28Al0.19 SLs compared to their bulk counterparts, where 65% of the increase 
is due to electron filtering and the remaining 35% is due to a reduced thermal 
conductivity. Furthermore, in [20] electron filtering allows higher doping 
concentration for the increased Seebeck coefficient, thus achieving higher power 
factors (S2). 
(a) 
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In 1D system, the phonon-drag effect has been known to increase Seebeck 
coefficient, because the restriction of the interaction between phonons and electrons 
imposed by energy and momentum conservation along the confinement direction is 
removed. [21] Silicon nanowires with p-type doping of 7×1019cm-3 achieved ZT~1 at 
200K, [22] whereas the bulk alloy was only ~0.2 at 300K [9]. The very high Seebeck 
coefficient (~400V/K) for the nanowire case is one of the main contributors to the 
measured ZT.  
Reducing thermal conductivity is another major focus of research. The thermal 
conductivity of a SL can be much lower than that of its bulk material constituents and 
equivalent composition alloy. Phonons can be strongly scattered at interfaces formed 
by different layers due to phonon mismatch. [23] A reduction in the phonon group 
velocity can also be produced. [24] [25] The cross-plane thermal conductivity of 
Bi2Te3/Sb2Te3 SL has been found reduced from that of Bi0.5Sb1.5Te3 alloy by a factor 
of 2.2. [26] The cross-plane thermal conductivity of strained SiGe SLs was 3~10 
times lower than the alloy value. [27] Doped nanowires reached ultra-low thermal 
conductivities similar or lower than the theoretical limit for bulk Si [22] [28] for two 
reasons. First, the low frequency phonons whose wavelengths are longer than the 
length of nanowire cannot survive in nanowire, i.e., the low frequency contribution to 
thermal conductivity, which is substantial and significant, is largely reduced. Second, 
because of the large surface to volume ratio, the boundary scattering in quasi-1D 
structures is also significant.  
1.1.3 Material systems in this work 
This work examines low-dimensional TE materials for applications near and 
below room temperature. For a 2D structure, HgCdTe (MCT) SL system is chosen. 
MCT is currently the dominant material for infrared (IR) sensing and imaging, which 
is often performed at cryogenic temperatures to increase signal-to-noise ratio. 
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Monolithically integrated cooling could be achieved by growing MCT IR pixel 
elements above the MCT SL which functions as the TE cooler, analogous to 
approaches used in GaAs/InGaAsP and Si/Ge systems. [29] [30] 
To examine 1D structures, pristine/coated SWNT networks and single doped 
SWNT are studied. Theoretical simulation predicts high ZT (>2) for semiconducting 
SWNTs, with a very high Seebeck coefficient (> 500V/K). [31] Many experimental 
studies, however, indicate that S of CNTs/ CNT networks is low, e.g., 20 – 40V/K 
[32] [33] [34], and the ZT value is normally in range of 10-3 – 10-2. Pristine CNTs 
purified with standard procedures generally show positive S, indicating the major 
charge carriers are holes. The Seebeck coefficient of CNTs can change sign through 
n-type doping, and the highest negative value achieved is approximately -40V/K. 
[35] Doping CNT networks with polymer molecules and polymeric compounds can 
increase S to 50 – 80 V/K [35] [36], possibly due to the modification of the 
electronic density states near the Fermi level of the networks, where S increases as 
suggested by Eq. (1.1.3). This may also because the absorbed molecules increase the 
inter-tube hopping barriers for charge carriers, since reduced electrical conductivities 
are observed in these doped CNT networks. Ar-plasma treated CNT sheets cause a 
significant enhancement in Seebeck coefficient; the maximum Seebeck coefficient 
(e.g. >300V/K) as well as a large reduction in the thermal conductivity are found at a 
high temperature range, and a ZT of 0.4 is obtained.  
In this work we investigate the nitrogen doped SWNTs, because they are 
promising candidates for various applications including field effect transistors, 
biosensors and metal storage. [37] 
CNTs are also extensively used as fillers in polymer composites and the electrical 
conductivity of such composites are orders of magnitude higher than other polymer 
composites containing different conductive fillers. CNT based organic composites that 
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could be good TE materials are summarized in Table 1.1. [38] [39] [40] In this work, 
the thermoelectric properties of pristine/ graphene-/ BN-/ PEDOT:PSS-coated SWNT 
networks are measured and the coating effects on TE properties are analyzed.   
Table 1.1 Thermoelectric properties of CNT based organic polymer composites. 
TE materials  
S/m 
S 
V/K 
k 
W/m∙K 
CNT(60%)+PEDOT:PSS(30%)+PVA(10%) [38]  1.35E5 160 0.2–0.41 
CNT(20%)+PEI(10%)+SDBS(60%) [39]    1200 –70  
CNT(20%)+PEI(40%)+SDBS(4%) [39]    600 –100  
FWNT(30%)+Nafion(70%) [40]2 1400 30  
1 Thermal conductivity is measured in the out-of-plane direction and electrical 
conductivity and the Seebeck coefficient are measured along the in-plane direction.  
2 FWNT means few-walled nanotube. 
1.2 Thesis Outline 
Chapter 2 provides the measurement results of thermal conductivity, electrical 
conductivity, and Seebeck coefficient of MCT SLs from 100K to 300K. This is the 
first experimental research of TE properties of MCT SL down to cryogenic 
temperature. The phonon dispersion of SL is calculated using an elastic continuum 
model to explain the temperature independent thermal conductivity. It is found that 
even large period SLs can reduce thermal conductivity effectively due to the folding 
effect.  
Chapter 3 provides the measurement results of TE properties of pristine/ 
graphene-/ BN-/ PEDOT:PSS-coated SWNT networks from 100K to 300K. Coated 
networks have smaller conductivities and Seebeck coefficients than pristine networks. 
Analysis model based on scaling rules of rod-like network is developed and applied to 
separate the effect of tubes and junctions. The model is also applied to other SWNT 
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networks. It is found that the coatings outside the SWNT reduce the conductivity 
within the tube significantly. The reduction of thermal conductivity is consistent of a 
phonon mean free path analysis. The junction conductance derived from ultralow 
density networks consists well with the simulation result of a single junction whereas 
the junction conductance derived from dense networks are much smaller. The results 
suggest the possible phonon coherence in dense networks.  
Chapter 4 describes the use of molecular dynamics to simulate thermal 
conductivities of nitrogen doped SWNTs as functions of doping type, doping 
concentration and tube length. Low doping concentration is sufficient to reduce 
thermal conductivity. Combining their effects on electrical conductivity shows that 
substitutional nitrogen doped CNT is a potential candidate for TE applications. The 
typical phonon relaxation time, defect formation energy, and phonon density of states 
are calculated to explain the thermal conductivity results. We expect the greatly 
shortened phonon lifetimes account for the reduced thermal conductivities. This 
expectation is confirmed in Chapter 5. 
Chapter 5 describes a computationally efficient simulation method based on 
dynamic structure factors developed particularly for CNT systems. The phonon 
dispersion curves and phonon lifetime of the SWNTs in Chapter 4 are calculated. The 
results in Chapters 4 and 5 are consistent.  
Chapter 6 concludes and suggests future research directions.  
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Chapter 2  
Thermoelectric Properties of MBE-grown MCT SLs 
2.0 Introduction 
Mercury cadmium telluride (MCT or Hg1-x CdxTe) has shown promise as a 
thermoelectric (TE) material, particularly at low temperatures. [1] [2] The thermal 
conductivity of bulk Hg1-xCdxTe (MCT) is much lower than that of typical group III-V 
or II-VI semiconductors due to the large masses of the constituent atoms. And the 
electron mobility of MCT/ MCT epitaxial films is high (1.6×105 cm2/Vs and 105 
cm2/Vs respectively [3]). Simulation models [1] [2] predict that the thermoelectric 
figure of merit (ZT) of MCT superlattices (SLs) can be greater than 2 in both 
room-temperature and cryogenic temperature, which is more than twice that achieved 
in the best measured thermoelectric materials [4] at this temperature range (which are 
based on bulk Bi2-xSbxTe3). The high electron mobility of MCT allows it to benefit 
from electron energy filtering. Since energy filtering introduced by barriers brings 
additional electron scattering and may thereby reduce electron mobility, materials 
with high bulk electrical mobility such as MCT are preferred. The energy filtering 
effect has been found in long-period MCT SL by enabling several subbands to 
contribute to Seebeck, while the energy filtering effect is negligible in small-period 
MCT SL. [1]     
In this work long-period MCT SLs are studied, which have the potential to be   
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integrated with MCT IR sensors and provide very precise localized cooling, taking 
advantage of the supercooling effect [5] [6]. During transient operation, an 
energy-efficient rastered approach can be carried out in which a large current pulse is 
applied only to the TE elements beneath the pixel currently being read out. The 
thermal and electrical properties of MCT SLs at low temperature are also important 
for MCT SLs based VLWIR detectors, focal plane arrays, and infrared emitters.    
SLs present an anisotropic behavior, with different thermal conductivity in the 
in-plane and cross-plane directions. The in-plane thermal conductivity does not differ 
much from bulk values. [7] This work focuses on cross-plane properties (along the 
growth direction), which are more relevant for monolithically integrated TE coolers.    
2.1 Fabrication and Characterization Techniques 
Molecular beam epitaxy (MBE) is the best available technology for growing 
high-quality MCTs and it also produces third-generation multi-spectral IR detectors. 
Compared to other epitaxial methods, MBE has the lowest substrate temperature and 
the most precise control of thermal evaporation, which limits diffusion at the 
interfaces. Furthermore MBE allows the growth processes to be monitored by various 
in-situ technologies such as reflection high-energy electron diffraction (RHEED) to 
control the deposition of metal seeds and interface formation, and spectroscopic 
ellipsometry (SE) to characterize the composition and thickness. In summary, MBE 
creates MCT SLs with sharp interfaces and highly controlled layer thicknesses. [8] 
Samples used in this work is grown by EPIR Technologies: Hg0.8Cd0.2Te (252Å)/ 
Hg0.2Cd0.8Te (376Å) SLs are grown in a Riber 32P MBE system on a silicon substrate 
with 8mm CdTe and 2.5mm Hg0.5Cd0.5Te buffer layers deposited first. Solid CdTe, Te, 
and Hg are used as source materials. The Hg flux is controlled by adjusting the 
corresponding valve and the cell temperature. Two Te effusion cells are mounted for 
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separate control of HgCdTe layers with different compositions of the SL. The flux of 
the CdTe and two Te cells are controlled by using different cell temperatures in order 
to obtain the HgCdTe target composition and growth rate. More details can be found 
in [8]. 
2.1.1 Cross-plane Thermal Conductivity and the Seebeck Coefficient 
3 method, the most popular technique used to determine the thermal 
conductivity of thin films, [9] [10] is based on a metal line with four contacts which 
work as both a heater and a thermometer, as shown in Fig. 2.1 (a). Driving a 
sinusoidal current at frequency  through the metal line heats up the sample and 
creates a thermal wave at frequency 2. Due to the temperature dependent resistance 
of the heater, the resistance also oscillates at twice the frequency. The oscillation of 
the resistance at 2 combined with the current at  leads to a voltage signal at 3. By 
measuring the voltage signal, the temperature oscillation can be calculated from 
3
1
2RV dT
T
V dR
  , (2.1.1) 
where R is the average conductivity of the metal line, V1 is the voltage across the line 
at , and V3 is the voltage across the line at 3.     
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Figure 2.1 Schematic of (a) standard 3 method with cross-section view, and (b) 
differential 3 method with cross-section view.  
If the heater is very narrow, it acts almost like an isotropic heat source, and if it is 
very wide compared to the film thickness, it provides a near one-dimension uniform 
heat flow as shown in Fig. 2.1 (a). The first option is used for extracting in-plane 
thermal conductivity and the second one is used for cross-plane measurements.  
The thermal penetration depth is defined as √𝜁 2𝜔⁄ , where  is the thermal 
diffusivity of the measured film. Thermal penetration depth characterizes how deep 
the heat wave penetrates the film at a certain current frequency. [10] Using the 
thermal conductivity of Hg0.75Cd0.25Te/Hg0.7Cd0.3Te SL at 300K (0.82W/m∙K) [8], 
density and specific heat of Hg0.5Cd0.5Te (6961kg/m
3, 0.194J/g∙K) [3], gives an 
estimated thermal diffusivity of 0.6mm2/s. A frequency at least 193Hz is needed to get 
a penetration depth lower than 2m (the usual thickness of the SLs). We use a 
differential 3 technique to lower the frequency limitation, and eliminate the effects 
of the substrate, the insulating layers, and the interfaces on the voltage and 
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temperature measurements. [10] To ensure one-dimensionality of the heat conduction, 
we process the SL layers to yield a mesa structure with a geometry similar to that of 
the heating line. We obtain reference samples by performing inductively coupled 
plasma (ICP) etching on full height SLs to remove half of the materials, which have 
the same structure except for a thinner SL, as shown in Fig. 2.1(b). The cross-plane 
SL thermal conductivity is given by 
F Ref
F Ref2
t t P l P l
k
b T T
 
  
  
, (2.1.2) 
where b is the half-width of the heating line, t is the sample thickness, P/l is the 
applied heater power per unit length, and subscriptions F and Ref represent the full 
height and reference samples, respectively.  
To measure cross-plane thermal conductivity and Seebeck coefficient 
simultaneously, we use a modified differential 3 method. [11] A microprobe between 
the SL and top heater together with a contact probe away from the SL mesa, are used 
to measure the 2 Seebeck voltage. The fabrication process as shown in Fig. 2.2 
begins with depositing 0.3m thick ZnS on the sample. Then a small window is 
opened in this ZnS layer and an Au microprobe is deposited right above it as electrical 
contact. After that another 0.15m thick ZnS layer is deposited to insulate the 
microprobe from the top heater. The contact window length is equal to that of heating 
line, and its width is slightly smaller than heating line so that the insulation is secure. 
Then, etching away SL except for the area beneath the heating line to yield the mesa 
structure. 
Since the Seebeck coefficient of the Au leads is much smaller than that of the 
semiconductor SL, and we used a differential method, the contributions of the Au 
leads to the measured Seebeck coefficient is negligible. The magnitude of the 
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cross-plane Seebeck coefficient of the SL can be given as 
2 ,F 2 ,SL2
SL
2 2 ,F 2 ,SL
V VV
S
T T T
 
  

 
 
 (2.1.3) 
Our experiment shows that ∆V2 varies linearly with ∆T2, but does not go to 0 
whereas ∆T2 reaches 0. Therefore, Seebeck coefficient is determined by 
d(∆V2)/d(∆T2) instead of Eq. (2.1.3) by using several heater powers.  
 
Figure 2.2 Sample fabrication process for modified differential 3 method. The 
number just above each subplot represents the procedure sequence.  
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We mount the samples on the cold finger of a cryostat using a removable copper 
block. The contact pads of the heating line are wire bonded to external BeO chips 
with separate heatsinks to remove parasite heat. The BeO chips are in turn connected 
to a 10-pin vacuum feedthrough using copper wires. The cryostat is pumped to 
vacuum (<1×10-5 Torr) and a copper cylinder is used as a radiation shield to remove 
parasite temperature gradients caused by radiative heat transfer between the cold 
finger and surroundings. The electronic measurement setup includes a harmonic 
oscillator used to drive a bidirectional current source consisting of a Howland current 
pump circuit and a buffer amplifier to increase the current output. The current source 
provides a current input (30 – 1500Hz) to the heating wire. We measure the 1 and 
3voltages with a Stanford Research SR830 dual phase lock-in amplifier. In detail, 
we determine the current by connecting heating line and a precise heat sink resistor in 
series and measuring the 1 voltage drop across the resistor using the lock-in 
amplifier. We slowly heat the wire from 77K to 295 K to determine the temperature 
coefficient of resistance and measure the resistance of the wire using a four-probe 
method while simultaneously measuring the sample temperature. A photograph of our 
experimental setup is shown in Fig. 2.3. 
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Figure 2.3 Experimental setup for cryogenic thermal and Seebeck characterization.  
2.1.2 Cross-plane electrical conductivity  
We find the cross-plane electrical conductivity of the SLs by using a modified 
transmission-line method (TLM). [7] TLM was first proposed to determine the 
contact resistance for planer ohmic contacts. The structure consists of identical 
contacts of length L and width W spaced by different distance di. We etch a mesa 
structure of width Z on the thin film under characterization and pattern the TLM 
structure on top of the mesa as shown in Fig. 2.4 (a). The mesa structure gives a 
homogenous distribution of the current density under the contacts. Assuming the 
contact resistance RC is the same for all the contact, the measured total electrical 
resistance RT between two contacts is given by   
sh
T i C2
R
R d R
W
  , (2.1.4) 
where Rsh is the sheet resistance.  
Lock-in amplifier 
Cryostat 
Temperature 
controller 
Current source 
Multimeter 
To Vacuum pump 
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The linear relation given by Eq. (2.1.4) is shown in Fig. 2.4 (b). Note that Rsh can 
be calculated by the slope of the curve times the contact width W. The intercept 
resistance R0 is 2 times the contact resistance. The length of current transfer at the 
contact, LC, can be extracted when RT = 0.       
 
Figure 2.4 (a) Schematic diagram of TLM structure patterned on top of a mesa 
structure of width Z. Top view and side view. (b) Representative total resistance 
measured from the TLM structure shown in (a) as a function of spacing between 
contacts. (c) Schematic diagram of modified TLM structure after etching down the SL 
layer to create the mesa structure. (d) Representative intercept resistance measured 
from TLM structure in (c) as a function of mesa height.  
Here, the modification is to etch down the SL except for the area underneath the 
metal contacts so that we create a mesa structure with height of h as shown in Fig. 2.4 
(c). The RT now becomes   
 shT i C SL C2
R
R d R hL W
W
   , (2.1.5) 
where SL is the cross-plane electrical resistivity of SL. We use mesa structures with 
different heights to extract SL, which can be sensitively measured from R0 as a 
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function of h as shown in Fig. 2.4 (d).      
2.2 Results and discussion 
As shown in Fig. 2.5, the MCT SL shows an almost constant thermal conductivity 
of 1 W/m·K over the entire temperature range studied, which is 25% less than the 
model predictions for the Hg0.8Cd0.2Te bulk alloy at 295K and 66% less than the bulk 
alloy value at 80K. [3] The measured MCT SL thermal conductivity is below the 
predicted bulk alloy limit for Hg1-xCdxTe over the range x = 0 to 0.4, which occurs for 
Hg0.7Cd0.3Te [3] It is comparable to the lowest thermal conductivities reached in other 
leading SL-based TE systems such as IrSb3/CoSb3 (0.8–1.2 W/m·K over the range of 
100 – 300 K) [12], Bi2Te3/Sb2Te3 (0.25W/m·K at 300 K) [13], and Si/Ge (2.5W/m·K 
at 280 –320K), [11] even though the interface density of the MCT SL is ~1/10 that of 
these SLs.  
 
Figure 2.5 Measured temperature-dependent cross-plane thermal conductivities (■) of 
HgCdTe SL and literature values for bulk alloys [3]. Lines are from models and points 
are measured data. 
[3] 
[3] 
[3] 
[3] 
[3] 
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Note that the flat temperature profile is not indicative of a spurious contribution of 
thermal boundary resistance (TBR) between the SL layer and the substrate, since the 
differential technique removes the common contributions of TBR for the two samples. 
Furthermore, the temperature-dependent change in TBR need to be approximately 
4×10-7 ~ 8×10-7 m2K/W to account for the flat temperature profile whereas typical 
TBRs of silicon substrate based-interfaces are on the order of 10-9 m2K/W for both 
weak and strong coupling cases. [14] [15] [16] Because the MCT SL has a large 
period length and very little lattice mismatch, its low measured thermal conductivity 
is not likely due to phonon localization [13], or the presence of a high dislocation 
density. [12] [17] A high dislocation density would be expected to lead to a reduced 
electrical conductivity, which is not observed, also suggests the samples are in good 
condition.  
Both diffusive mismatch model (DMM) and acoustic mismatch model (AMM) are 
extensively used in determining TBR. [18] [19] Here, we use the simple expressions 
of the TBR limits given by these models to estimate the thermal resistance of a single 
interface within the SL along the growth direction. For interfacial phonon scattering 
that is completely diffuse, DMM [19] predicts a boundary resistance per unit area of  
  12 21 12 21
BD
v1 1 12
1 1
2
r r t t
R
C v t
  
 , (2.2.1) 
where subscripts 1 and 2 are the material properties on either side of the interface, Cv 
is the volumetric specific heat, and v is the sound velocity. We calculate the 
reflectivity and transmissivity at the interface from t12 = Cv1v2/[Cv1v1+Cv2v2] and r12 = 
1 − t12.  
For interfacial phonon scattering that is completely specular, AMM [18] predicts a 
boundary resistance per unit area of 
29 
 
 
1
2 4
2 3
BD 315
BkR v T


    
 
, (2.2.2) 
where the energy transmission probability Γ is given by 2Z2Z1/(Z1+Z2)2 and the 
thermal impedance Zi is given by density times sound velocity ρivi. 
The total thermal resistance is then the sum of the resistances of each layer and the 
boundary resistances. Using Cv_Hg0.75Cd0.25Te = 29 J/mol∙K, Cv_Hg0.2Cd0.8Te= 27 J/mol∙K, 
and v = (C11/)1/2 (where the elastic stiffness constant C11 is 56GPa) [3], the calculated 
diffuse and acoustic mismatch limits are 1.28 W/mK and 1.42 W/m∙K, respectively, at 
room temperature. The fact that both are higher than the value derived from the 
measurement above, which is 0.91 W/m∙K, suggests the possibility that other 
mechanisms are responsible for the measured low thermal conductivity.  
The literature has found reduced velocity in SLs due to folding of the phonon 
branches in the first Brillouin zone. [20] [21] Since the times that the phonon 
branches fold are proportional to the period length, we expect that the folding effect 
has an important role in long-period MCT SLs, compensating the low interface 
resistance. Therefore, we use the elastic continuum model developed by Rytov to 
calculate the dispersion curves of the acoustic phonons. The method has been well 
applied for folded acoustic phonons in quantum well SLs [22], also explains the 
acoustic phonon features in Ge/Si quantum dot SLs [23] and InAs/GaAs quantum dot 
SLs [24].  
The equation of motion for a crystal with cubic symmetry is given by [25] 
 
22 2 2 2 2
11 44 44 122 2 2 2
ji i i i k
i j k i j i k
uu u u u u
C C C C
t x x x x x x x

       
                     
, (2.2.3) 
where xi is the i-th component of Cartesian coordinates, ui is the i-th Cartesian 
component of the displacement, and C11, C44, and C12 are the three non-zero elements 
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of the stiffness tensor.  
We are interested in longitudinal waves propagating in the cross-plane direction (z 
direction). In this geometry, the right side of Eq (2.2.3) contains only the first term. 
Moreover, since the material properties are constant in each layer, the motion is 
described by the piece-wise constant wave equation 
2 2
2 2
j j
j j
u u
C
t z

 

 
, (2.2.4) 
where the index j = 1, 2 refers to the quantities in layer 1 or 2, respectively. Eq. (2.2.4) 
is a homogeneous wave equation with constant coefficients, i.e., for a given frequency 
, the waves in each layer are combinations of plane waves with wavevectors ± q1,2 = 
±/v1,2, where v is the corresponding speed of sound. We match the solutions at the 
interfaces between layers by requiring the continuity of the stress and the 
displacement  
1 2
1 interface 2 interface
1 interface 2 interface
u u
C C
z z
u u
 

 

. (2.2.5) 
By these two equations together with Bloch’s theorem to relate the waves in 
adjacent layers, Rytov’s model [22] gives the dispersion relations 
 1 2
1 2 2 2 1 1 1 2
1 2 1 1 2 2 1 2
cos
1
cos cos sin sin
2
q t t
t t v v t t
v v v v v v
     
 
   
         
          
         
, (2.2.6) 
where t is the layer thickness. We numerically solve Eq. (2.2.6) and the dispersion 
relation for longitudinal phonons is shown in Fig. 2.6 (a). We derive the phonon group 
velocity vg = 𝜕𝜔 𝜕𝑞⁄  from the dispersion relation and plot as shown in Fig. 2.6 (b). 
Note that the phonon group velocity in the MCT SL is significantly reduced with 
respect to that of bulk CdTe or HgTe [26] and is only approximately half of its bulk 
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value over a wide range of frequencies. Previous work has correlated reductions in SL 
thermal conductivity with reductions in phonon group velocity due to phonon folding. 
[20] The phonon group velocity of a 10×10 GaAs/AlAs SL is only 20% of its bulk 
value and account for a reduction of thermal conductivity by a factor 3. [20]  
 
Figure 2.6 (a) Phonon dispersion curves of bulk CdTe [26], HgTe [26], and MCT SL. 
For CdTe and HgTe, “a” is the lattice constant, and for MCT SL, “a” is the period 
length. (b) Phonon group velocity versus frequency derived from the dispersion 
curves; the region where phonon density of states (DOS) of bulk MCT is high [26] are 
also indicated. 
32 
 
The reduced temperature dependence in the measured SL thermal conductivity 
versus bulk MCTis consistent with previous studies of other SL and bulk materials as 
summarized in Fig. 2.7. [27] [28] [29] The phonon mean free path (lmfp) of bulk MCT 
is estimated to be 33nm at 300K and 85nm at 100K, through lmfp = lDebye, where 
lDebye is the mean free path based on the sound velocity and total specific heat (Debye 
model) and  = 6 is a factor that accounts for the contributions of optical phonons. 
[30] For the long-period SL studied here, the period length is comparable to the bulk 
lmfp at room temperature and it is much smaller at low temperatures. We suggest that 
interface scattering may significantly reduce lmfp (and hence thermal conductivity) at 
low temperatures and reduce the overall dependence of thermal conductivity on 
temperature.  
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Figure 2.7 Normalized thermal conductivities (k′ = k/k300K) and specific heats (C′ = 
C/C300K) of SLs and corresponding bulk materials. [27] [28] [29] [31] [32]
  is the 
exponential factor (from a 1/T relationship) and d is the SL period length. 
Furthermore, diffusive phonon transport resulting from scattering at SL interfaces 
has been proposed as a reason for the reduced temperature dependence of thermal 
conductivity observed in SLs. [33] [30] Diffuse contributions to thermal transport 
were modeled using a Kubo-Greenwood-type formula that included both a 
propagating contribution (C×v2×, where C is the phonon specific heat, v is the 
phonon group velocity, and  is the phonon relaxation time) and a diffuse contribution 
(C×, where  is the mode diffusivity). [34] [35] Typically,  is a 
[27] 
[32] 
[32] 
[32] 
[31] 
[31] 
[32] 
[29] 
[27] 
[31] 
[28] 
(b) 
(a) 
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temperature-independent intrinsic property of the mode. As suggested in Fig. 2.7, the 
temperature dependences of the propagating and diffuse terms (the first related to bulk 
thermal conductivity and the second related to specific heat) usually have opposite 
trends over our temperature range of interest, and the exponential factor  for the SL 
thermal conductivity ( ~ 1/T) lies between the  of bulk thermal conductivity and 
the  of specific heat. For the MCT SL components (Hg0.8Cd0.2Te and Hg0.2Cd0.8Te), 
however, the specific heat is nearly constant across the temperature range of interest. 
Therefore, we expect that the contributions of diffusive phonon transport to thermal 
conductivity in the MCT SLs are relative temperature-independent. We plot the fitting 
curves of the specific heat of MCT based on the experimental data as shown in Fig. 
2.8. [3] 
 
Figure 2.8 Specific heats of bulk forms of MCT SL components versus temperature, 
[3] Debye temperature of HgTe and CdTe, [3] and measured MCT SL thermal 
conductivity. 
The measured Seebeck coefficient for the MCT SL in the cross-plane direction is 
shown in Fig. 2.9. Note that the observed gradual rise in the Seebeck coefficient with 
increasing temperature is typical for SLs in this temperature range and agrees with 
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simulations of the MCT SLs. [2] The magnitude of the Seebeck coefficient is also 
similar to other SL systems, e.g., InGaAs/ InAlAs SLs. [36] The measured electrical 
resistivity of the MCT SL is shown in Fig. 2.9. Due to the contact resistance between 
measuring probe and contact pads, the relative error is large. The temperature 
dependence of the cross-plane electrical conductivity in the SL follows the trend for a 
lightly doped semiconductor over this temperature range, i.e., the electrical 
conductivity declines with decreasing temperature. The cross-plane electrical 
resistance, which is similar to that of the corresponding alloy value (Hg0.78Cd0.22Te, 
0.016~0.1 ohm∙cm), [37] and to the in-plane electrical conductivity in other MCT SLs 
and thin films as shown in Fig. 2.10 [8] [38] [39] [40], suggests that the SLs do not 
have significantly increased defect density relative to other MCT SLs and thin films.  
 
Figure 2.9 Measured Seebeck coefficient of MCT SLs versus temperature. 
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Figure 2.10. Electrical resistivity of MCT SLs and films versus temperature. [8] [38] 
[39] [40] 
2.3 Summary 
The cross-plane thermal conductivity, electrical conductivity, and Seebeck coefficient 
of long-period MCT SLs from 100K to 300K were measured. The thermal 
conductivity was lower than the alloy limit and exhibited little temperature 
dependence. In contrast to small-period SLs, the thermal conductivity was mostly 
reduced by decreased phonon group velocity due to the folding effect. The Seebeck 
coefficient and the electrical conductivity were reasonable, given the doping 
concentration.  
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Chapter 3  
Thermoelectric Properties of SWNT-based Networks 
3.0 Introduction 
Carbon nanotube networks offer significant technological promise as a means to 
realize on a macroscopic size scale the excellent thermal, electrical, mechanical, and 
functionalization properties of nanotubes in general and single-walled carbon 
nanotubes (SWCNTs) in particular. In such networks, the properties of the junctions 
between nanotubes can critically determine the performance of the entire network. For 
thermal and electrical applications of uncoated SWCNT networks, nanotube junctions 
are the primary bottleneck for heat and charge transfer, since thermal and electrical 
conductivities are high within the SWCNTs themselves. [1] [2] [3] In addition to the 
intrinsic impedances of the individual junctions, collective effects (e.g., phonon 
interference) can arise due to the interconnected nature of the network and contribute 
to the total impedance; Green’s functions calculations that include such effects have 
been used to study the large increases observed in junction impedance for SWCNT 
networks relative to that measured at the junction of two isolated (i.e., not within a 
network) SWCNTs. [1] 
In this chapter, we present the temperature-dependent (100 K – 300 K) thermal, 
electrical, and thermoelectric properties of SWCNT aerogels with ultralow density 
(≈ 6.6 kg m-3). The aerogels are three-dimensional, isotropic networks of SWCNTs 
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held together by van der Waals interactions at the junctions between nanotubes. [4] [5] 
Their ultralow density leads to an interjunction spacing (mesh size) of 20 nm [6] 
which is much larger than previous SWCNT networks (mesh size ~2 nm) [1] in which 
these transport properties have been studied. This enables the transport properties of 
the junctions to be distinguished from those of the nanotubes themselves.  
3.1 Measurement and Error Analysis 
The four types of network are: pristine SWNT networks ( = 6.2, 6.6kg/m3); 
graphitic- (Gr-) coated SWNT networks ( = 13.8, 15.4, 16.1kg/m3); BN-coated 
SWNT networks ( = 17.2kg/m3 with a weight percentage ratio of BN/SWNT = 
0.5/0.53,  = 11.82kg/m3 with a weight percentage ratio of BN/SWNT = 1.7/0.3,  = 
529.1kg/m3 with a weight percentage ratio of  BN/SWNT = 24.6/1); and 
PEDOT:PSS-coated SWNT networks with a volume percentage ratio of 
PEDOT:PSS/SWNT = 62.7/7.7, 44.4/5.5, 26.7/3.3). The first three networks are 
ultralow density aerogels.  
All the samples are synthesized by Islam Research Group in Carnegie Mellon 
University. Pristine samples are synthesized from SWNTs provided by SouthWest 
NanoTech with length l ≈ 1m and diameter d ≈ 0.93nm using a critical point drying 
technique. The graphitic-coated SWNT networks are synthesized from the pristine 
ones by soaking the pristine gels in 0.5wt% PAN, and transfer the PAN coating to 
multilayered graphenes on SWNTs. High resolution transmission electron microscopy 
(HRTEM), Raman spectroscopy, and electron energy loss spectroscopy (EELS) 
confirm that the coated graphitic layers are highly crystalline. The BN-coated samples 
are synthesized by soaking the pristine gels into H3BO3 solution, and then heat it in a 
nitrogen atmosphere. HRTEM and Raman spectroscopy confirm the continuous 
highly crystalline BN at tube junctions. Note that both graphitic coating and BN 
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coating are known to improve the mechanical properties of SWNT networks. [4] [7] 
Details of the sample fabrication can be found in [4] [5] [7].  
3.1.1 Measurement Setup 
We use a comparative method to measure thermal conductivity which is standard 
for materials with low thermal conductivity. [8] A disc-shaped sample of radius RS 
and thickness tS is sandwiched between two stainless-steel discs (SS304), each having 
the same radius as the sample, and temperature dependent thermal conductivity that is 
previously measured (geometry of each type of sample is summarized in Table 3.1). 
Silver paste (DuPont 4929N) is applied to reduce the contact resistance between the 
networks and steel plates without permeating the samples. A heater is mounted on top 
of one steel plate and used to generate a heat current while the other plate is placed 
with cold finger of a cryostat, thereby realizing a standard heat flux measurement 
geometry. Measurements are conducted in vacuum (<1×10-7 Torr) to prevent parasitic 
convection. Two copper cylinders are mounted outside the cold finger as radiation 
shields. The temperature of the sample holder is controlled by a Lakeshore 340 
temperature controller. Six thermocouples (TC1-TC6) are inserted into small-bore 
holes in the steel plates and affixed to the top and bottom of the samples and are used 
in separate measurements to determine: 1) the heat flux through the steel plates (TC5, 
TC6) and the temperature drop across the sample (TC3, TC4) when the heater is 
turned on, to derive the samples’ thermal conductivity; 2) the temperature drop and 
induced thermal voltage (T3, T4) across the samples when the heater is turned on, to 
derive the Seebeck coefficients; and 3) the voltage drop across the samples (T3, T4) 
when the current source (I) is turned on, to derive the electrical conductivity. The 
experimental setup is shown in Fig. 3.1. 
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Figure 3.1 Experimental setup. The aerogel sample is sandwiched between two 
stainless steel plates so the heat flux can be measured. All measurements are 
performed in a vacuum to prevent parasitic convection. Two radiation shields are used 
to reduce parasitic radiation loss.   
We derive the sample thermal conductivity (k) using the 1D Fourier law k = 
Qts/(As(T3-T4)), where ts and As are the sample thickness and cross-sectional area, 
respectively, and Q is the heat flux through the sample. We estimate Q using the heat 
flux Abkb(T5-T6)/tb transferred through the bottom steel plate, where kb is the steel 
plate thermal conductivity, and tb is the distance between TC 5 and 6. There are three 
major sources of error (discussed in the chapter subsection) associated with Q: 1) 
uncertainty due to the sample’s parasitic blackbody radiation losses to the 
environment (calculated to be less than 9.3%); 2) uncertainty due to the parasitic 
conduction losses through the thermocouples (calculated to be less than 0.1%);  and 
3) uncertainty in tb due to the nonzero thermocouple diameter (calculated to be less 
than 10%). Direct calculation of the heat loss by comparison of the heat fluxes in the 
top and bottom steel plates, while having a larger uncertainty than the component 
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analysis above due to the collective uncertainties associated with a larger number of 
thermocouples, likewise suggested that the heat loss was small compared to Q. The 
uncertainty in ts due to surface roughness is approximately 5%, and the uncertainties 
in both the temperature and voltage measurements are less than 0.01%. We estimate 
that the interfacial temperature drops at each end of the sample are less than 0.3% of 
the temperature drop across the pristine and Gr-coated samples. We calculate the 
fraction of Q carried by radiative heat transfer within the aerogel to be between 0.3% 
and 2.3% for the pristine sample and between 0.3% and 2.7% for the Gr-coated 
sample over the range of 100-300K. Accounting for these sources of uncertainty, we 
find a maximum error in the thermal conductivity of 19.1%. By using the same 
bottom steel plate for all measurements of pristine and Gr-coated samples, thus fixing 
tb, the relative uncertainty in thermal conductivity between these two types of samples 
is less than 9.5%, and the relative uncertainty between the BN-coated and 
PEDOT:PSS-oated samples is similar. 
Table 3.1 Geometry of samples and corresponding stainless steel discs 
Samples Sample radius 
(mm) 
Sample thickness 
(mm) 
Distance between TC5 
and TC6 (mm) 
Pristine 10 3 5 
Gr-coated 10 3 Same SS disks as 
pristine case are used 
BN coated 5 1~1.5 10 
PEDOT:PSS coated 
5 1 Same SS disks as 
BN-coated case are 
used 
3.1.2 Blackbody Radiation Losses 
While the samples are indeed relatively thin, the measured temperature drop 
across them is still large (up to 35K) due to the networks’ ultralow density. We use a 
45 
 
custom MATLAB script to numerically calculate the radiation loss from sample to 
environment. For the sidewall radiation companied 1D conduction along z direction, 
the heat balance equation is given by 
 
2
4 4S S
b e2
S
P td T
T T
dz A k
   , (3.1.1) 
where PS is the sample perimeter, Te is the environment temperature (in our case, the 
cryogenic setting temperature), b is the Stefan-Boltzmann constant, and  ≈ 1 is the 
sample emissivity (estimated from the data for the CNT array [9]). Three boundary 
conditions, two temperatures measured at the hot/cold ends of the sample, and the 
heat flux transferred through the sample at the cold end are given by 
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. (3.1.2) 
For our initial inputs, we use k calculated from the 1D Fourier. Note that we can 
numerically calculate the temperature distribution backwards from the cold end 
temperature. Then, we compare the deduced hot end temperature T3′ to the measured 
value and adjust the thermal conductivity accordingly. The iteration continues until 
|T3′- T3|/ T3 < 10-4. Obtaining the correct temperature distribution allows us to 
calculate the radiation loss. Note that k calculated from the 1D Fourier law is a little 
smaller than k calculated by this method. The difference is less than 7.1% for the 
pristine and Gr-coated samples and less than 8.8% for the BN-and 
PEDOT:PSS-coated samples. Using the 1D Fourier law, however, is preferred for 
simplicity with acceptable accuracy.  
3.1.3 Parasitic Conduction from Thermocouples to Environment 
We find the parasitic conduction from the thermal couples to the environment by 
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calculating Qconduction_loss = (kcopper+ kcons)ATC∆T/lTC for thermal couples TC3, TC4, 
TC5, and TC6, where kcopper and kcons are the thermal conductivity of copper and 
constantan, respectively, ATC is the cross-section area of the thermal couple wires 
(diameter ~ 10m), lTC ≈ 14cm is the length of thermocouple wires, and ∆T is the 
change in temperature from the sample to the environment. 
3.1.4 Interface Thermal Resistance 
Letting ∆Tint be the temperature drop at the sample/silver paste interface and ∆TS 
be the temperature drop across the sample, the measured temperature drop is given by 
2∆Tint + ∆TS. The value range is 30-35K. For a SWNT/metal interface, the highest 
reported thermal boundary resistance (TBR) is 9.2mm2K/W. [10] To account for the 
difference in volume fraction () for the SWCNT array in [10] and that for our 
networks, we use the relation Rint,i = Rint × , where Rint,i is the TBR of an interface 
between a metal and an individual SWCNT. This yields 36.5mm2K/W for an aligned 
SWCNT array with the same volume concentration as the concentration 
pristine/Gr-coated samples. Using the measured thermal conductivity, we find 2∆TS/ 
(2∆Tint + ∆TS) = 1.2×10-3 and 4.8×10-4 for an aligned SWNT array with the volume 
concentration of the pristine/ Gr-coated samples, respectively.   
Next, we consider the effect of the SWNT alignment on TBR. For an isotropic 3D 
network of rods (here, SWNTs), the average number of SWNTs crossing a plane can 
be calculated as [11]: 
2S V
V V1 4 ;
2
S
A n r
N n n l r
lr l
 
   
 
, (3.1.3) 
where r is the tube radius, nV = dl is the volume number density of the SWNTs, 
𝑛𝑉̅̅̅̅  is its dimensionless parameter, and Å is the graphite intersheet spacing. 
For an aligned SWCNT array, we calculate the average number of SWNTs at the top 
surface as NA = ASd. The ratio NS/NA is dl, which is very close to 0.5 
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for our SWNT networks. Based on the results of the aligned arrays above, we find 
2∆TS/ (2∆Tint + ∆TS) = 2.4×10-3 and 9.6×10-4 for an isotropic SWNT array 
corresponding to the pristine/ Gr-coated samples, respectively.   
There is little information about TBRs of BN-metal and PEDOT:PSS-metal 
interfaces. Thus, we omit discussion of the errors caused by TBR in BN-coated and 
PEDOT:PSS-coated systems. 
3.1.5 Radiation within SWNT Networks 
SWNT networks have optical properties similar to carbon aerogels, including 
optical thickness. [12] [13] Hence, phonon diffusive theory is appropriate for 
calculating radiation transfer within SWCNT networks. [13] We express the effective 
radiative conductivity of the pristine and Gr-coated samples by kr = 16n
2b 
TSbetemp, [13] [14] where the refractive index n can be calculated using the 
Clausius-Mossotti formula, (n2 – 1)/ (n2 – 2) = (ncarbon2 – 1)/ (ncarbon2 + 2) + (1–
(nvacuum2 – 1)/ (nvacuum2 + 2), for which ncarbon = 2 is the solid backbone refractive 
index, [15] and nvacuum = 1 is the pore refractive index. We derive the temperature 
dependent specific extinction coefficient etemp from the frequency dependent specific 
extinction coefficient using the Rosseland weighting function [13]; the range is 
between 550m2/kg and 800m2/kg over the temperature range of 100-300K. Again, we 
omit discussion within the BN coated and PEDOT:PSS coated networks, due to the 
absence of information about optical properties  
3.2 Pristine and Gr-coated SWNT Networks 
The thermal conductivities measured for the pristine and graphitic SWCNT 
aerogels at room temperature are shown in Fig. 3.2. Both aerogels have thermal 
conductivities similar to conventional carbon aerogels (CAs) of much higher density. 
[14] [16] [17] At room temperature, the average k/ is 85.9 W cm2 kg-1 K-1 for the 
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as-grown aerogels and 14.6 W cm2 kg-1 K-1 for the Gr-coated aerogels are much 
higher than in CAs (typically, ~5 W cm2 kg-1 K-1). The temperature dependence of the 
thermal conductivity measured for the SWCNT aerogels primarily in the range of 
100-300K is shown in fig. 3.3. The thermal conductivities of the as-grown aerogels 
strictly increase with temperature, similar to a single isolated (non-network) 
SWCNT-SWCNT junction over the same temperature range. [2] While the Gr-coated 
aerogels are more than twice as dense, their thermal conductivities are approximately 
half that of the as-grown sample, and exhibit a plateau region. Similar plateaus in 
thermal conductivity observed in amorphous materials (including aerogels) due to a 
strong Rayleigh scattering of phonons from local variations of density or bond length, 
typically occur in such materials at lower temperatures of ~30K. [18] [19]  
 
Figure 3.2 Thermal conductivities of SWCNT aerogels and carbon aerogels (CAs) 
with various densities at room temperature. ▲(red and blue): as-grown, ■(black 
and brown): Gr-coated, □,○,◇: CAs. [14] [16] [17] 
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Figure 3.3 Thermal conductivity of pristine and Gr-coated SWNT networks as a 
function of temperature. (b), which is an enlargement of (a) shows the size of the 
plateau region.  
Plateau region 
(a) 
(b) 
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To analyze the thermal performance of the two types of aerogels, we first express 
the aerogel thermal resistance as R = RNT + Rjunc, where RNT is due to transport within 
the SWCNTs, and Rjunc is due to transport at the junctions between the SWCNTs. We 
calculate RNT by considering a structure having the same radius, thickness, and 
density as the aerogel sample and containing n2 layers of SWCNTs (each having n1 
SWCNTs all of diameter d and length l) that perfectly align in the direction of the 
temperature gradient. RNT is then given by RSWCNT×n2/n1, where RSWCNT is the thermal 
resistance of a single SWCNT as shown in Fig. 3.4 (b). Because the phonon mean free 
path (lmfp) of an as-grown 1-nm-diameter SWCNT is larger than 750 nm for 
temperatures below 300K, [20] we assume ballistic heat transfer within the SWCNTs 
in the as-grown aerogel and set lmfp = l. Applying the thermal conductivity relation k = 
Cvlmfp/3, [21] we express RSWCNT of the as-grown aerogels as 3/πdCvB, where C is 
the SWCNT specific heat (taken to vary from 153 to 641 J kg-1 K-1 over the range of 
100-300K based on the data for an isolated uncoated (10, 10) SWCNT), [22] and vB is 
the ballistic phonon group velocity independent of nanotube length and calculated as 
~1.5×107 m s-1 based on vB = 3k/Clmfp and the measurement data for an as-grown 
1-nm-diameter SWCNT.[20] The above calculations predict a contribution of RNT to the 
total measured SWCNT aerogel thermal resistance of around 0.3~0.8%, Similar to the 
other SWCNT networks, junction resistances dominate the resistance of the as-grown 
sample . [1] [23] 
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Figure 3.4 (a) Length parameters defining SWNT networks: l = nanotube length, d = 
nanotube diameter, D ~ mesh size. Heat current flows through the connected 
nanotubes need to overcome the thermal resistance of the tubes and junctions. (b) 
Equivalent SWNT arrays to characterize the contribution of the nanotube resistances.  
Using an excluded volume approach, we derive the total contribution of the 
junctions to the aerogel thermal conductivity for a network of junctions each having 
thermal conductance G. [11] Assuming nanotube has infinitely large thermal 
conductivity, as a sequence, every tube in the sample is characterized by a single 
value of temperature Ti and the heat flux at contact between tube i and j is equal to Qij 
= G(Ti − Tj), where the inter-tube junction conductance, G, is assumed to be the same 
for all junctions. The heat flux through a cross section of the systems (asssumed at the 
plane z = 0, and the heat flux follows the positive z direction) as Qz = −ij(+)Qij, 
where ij(+) =1 if tube i intersects axis z = 0 and the point of contact between tube i and 
j is above crosssection, otherwise ij(+) =0. The ensmeble averaged heat flux is given 
by 
 ( ) ( ) 2z ij i j z JQ G T T G N N T        , (3.2.1) 
where is〈Nz〉is the average number of tubes crossing the plane z = 0, 〈NJ〉 is the 
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average number of junctions for tube,〈∆T(+)〉=∇Tz〈∆z(+)〉is the averaged temperature 
difference in junctions between tubes i and j with ij(+) =1, and〈∆z(+)〉is the averaged 
difference between the z coordinates of the centers of the interacting tubes, which 
satisfy the condition ij(+) =1. For a 3D system, the parameters are given by [11]       
 
  
    
2
2
2 3 4
(+) 2
1 4
2
1 8 32 3
1 16 80 192 153.6
9 1 4 1 8 32 3
V
z
J V
nL
N r
lr
N n r r
l r r r r
z
r r r

 
  
   
 
  
, (3.2.2) 
where L is the system size, r is the tube radius, ?̅? = r/l is the tube aspect ratio, nV is 
the volume number density of SWNTs, and 𝑛𝑉̅̅̅̅  = nVl
2r is the system’s dimensionless 
parameter. The junction thermal conductivity derived from Eq. (3.2.1) and (3.2.2) is 
given by 
 
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36
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Since the tube aspect ratio in our aerogels is very small, we only need the first 
term on the right side of Eq. (3.2.3). Realizing nv = /(grapheneld) , where graphene = 
7.6×10-7kg/m2 is the surface mass density of graphene, the thermal conductivity 
determined by junctions is given by Eq. (3.2.4). Note that Eq. (3.2.4) yields electrical 
and thermal conductivities proportional to 2 [11] [3], rather than  [1] [2] [24] 
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 (3.2.4) 
For a cubic cell with side length equals to mesh size D (Figure 3.5), the cell density 
is given by cell = 6dgraphene/D2. Considering geometry factor 〈cos 𝜃2〉 = 1/3 in a 
random SWCNT network, we have  ≅cell /3. Thus, mesh size and density have this 
approximation relation  ≅ 2dgraphene/D2. Eq. (3.2.4) can be rewritten as  
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Figure 3.5 Schematic representation of the relation between mesh size and density in a 
random SWCNT network. 
 We choose an average mesh size of D = 20 nm for the as-grown samples (which 
have volume fractions of ~0.52% and ~0.49%) based on small-angle neutron 
scattering measurements of pristine SWNT networks with 0.5% volume fraction. [6] 
As shown in Fig. 3.6 (a) and (b), the average individual junction conductances of the 
pristine SWNT networks derived from their measured thermal conductivities are very 
close to the value of 60 pW K-1 predicted by a Green’s function model for a single 
isolated (non-network) van der Waals bonded SWCNT junction. [2] To compare these 
average individual junction conductances to those of dense SWCNT networks, we 
re-apply the SWCNT network density relation and derive values of G for dense 
SWCNT networks [23] [25] [26] [27] [28] using G=GP(P/)2k/kP, where P refers to 
the pristine samples. Note that the thermal conductance of a single junction is 
proportional to k/2. The results plotted in Fig. 3.6, show that the thermal 
conductances of junctions in dense SWCNT networks have a typical magnitude of 2 
pW K-1, or 30 times less than that of the as-grown aerogel. 
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Figure 3.6 (a) Derived average junction thermal conductances for two pristine 
SWCNT aerogels (data points) and for a dense SWCNT network (dashed line), [23] 
and a theoretical junction thermal conductance of two isolated (non-network) van der 
Waals bonded (10,0) SWCNTs (solid line). [2] (b) Average junction thermal 
conductances of SWCNT networks with various mesh sizes: dense networks (▼,◇, 
□,★) [23] [25] [26] [27] and as-grown SWCNT aerogels (▲ red and blue). For ◇ 
and □, an isotropic SWCNT network of volume fraction 70% (typical of buckypaper) 
[28] is used to estimate the mesh size. Also shown is the theoretical junction thermal 
conductance of two isolated (non-network) van der Waals bonded (10,0) SWCNTs 
(dashed line) [2] and three crossed SWCNTs (○) from a Green’s function calculation. 
[1] 
Reduced junction thermal conductance due to phonon interference based on 
atomistic Green’s function simulations [1] has been considered as the reason for the 
very small thermal conductivities of dense SWCNT networks. Based on a simple 
dominant phonon model [29] and a longitudinal acoustic phonon velocity of 24 km/s, 
[22] we predict dominant phonon wavelengths of 1.5 nm at 300K and 4.5 nm at 100K. 
Pristine 
Pristine 
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Dense SWCNT networks previously studied had a typical mesh size of 2.5 nm, [23] 
[25] [26] [27] [28] making the space between adjacent SWCNTs less than 1 nm, 
comparable to phonon wavelength. Because of their relatively wide junction spacing, 
our expectation that the interference effects will be less pronounced in aerogel 
networks is supported by the similarity of the derived average as-grown junction 
conductance to the predicted value for a single isolated (non-network) SWCNT 
junction. Furthermore, since ultralow density SWCNT networks exhibit the intrinsic 
properties of SWCNT-SWCNT junctions, they provide an accurate means to 
characterize single-junction thermal properties that are simpler and less prone to 
significant experimental uncertainties than measuring a single-junction resistance 
directly. [30] 
The graphitic layers (composed of ~3nm long flakes between 1 and 5 atomic 
layers thick) [4] [5] accumulated at the junctions of the Gr-coated samples are 
expected to increase the contact area of each junction and hence its conductance G. 
[30] [31] Using the average number of layers (2.5) to scale [30] the junction 
conductance of the Gr-coated sample relative to that of the as-grown sample through 
GGr = GAG×( dGr/dAG)
2, and accounting for its same average mesh size D = 20 nm 
(since the graphitic coating is applied to the as-grown sample and therefore does not 
affect the mesh size[4]), we plot both the calculated total junction resistance Rjunc and 
the total measured thermal resistance R as shown in Fig. 3.7 (a).  
Since the small (less than 8%) contribution in our samples made by the junction 
resistance is not large enough to account for the measured thermal conductivity 
plateau, we use the difference R – Rjunc as the resistance of the Gr-coated SWCNTs 
themselves (RNT) and study the effect of the graphitic layers on phonon boundary 
scattering. Using the same ballistic phonon velocity derived for the as-grown aerogel, 
we find that lmfp for the Gr-coated SWCNT aerogel is on the same order as the 
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nanotube diameter, consistent with the Casimir limit (lmfp ≈ d) [31] and other 1D 
nanostructures such as Si nanowires coated with germanium. [32] Previous models for 
coated 1D systems predict a frequency-dependent lmfp that falls to a minimum at a 
particular frequency due to strong phonon coupling at that frequency between the 1D 
system and the coating. [33] Using a dominant phonon model [1]and the Debye 
temperature TD = 960 K for (10, 10) SWCNTs, [22] we translate this frequency 
dependence into a temperature dependence and find qualitative agreement with the 
trend in lmfp(T) derived for the Gr-coated samples (Fig. 3.7 (b)) as well as quantitative 
agreement in the temperature of the minimum. Our analysis suggests that the thermal 
conductivity plateau occurs because the dominant phonon mean free path reaches a 
minimum at that temperature. 
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Figure 3.7 Analysis of observed thermal conductivity plateau. (a) 
Temperature-dependent components of thermal resistance for Gr-coated samples. ■: 
R from measurement (radiation excluded), ◇ : RNT, ◆ : Rjunc. (b) 
Temperature-dependent phonon mean free path lmfp: predicted for a coated nanowire 
(orange dashed line),[7] derived for Gr-coated SWCNT aerogel (●). 
The measured electrical conductivities of the SWCNT aerogels (derived from = I
×ts/(V×As)) are shown in Fig. 3.8. As observed in other SWCNT networks, the 
electrical conductivities of all samples increase with temperature due to tunneling at 
the junctions. [23] Similar to the thermal conductivity measurements, the electrical 
conductivities of the Gr-coated samples are much lower than those of the as-grown 
sample. 
(a) 
(b) 
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Figure 3.8 Electrical properties. (a) Electrical conductivities of SWCNT aerogels vs. 
temperature. ▲ : pristine, ■ (black and olive): Gr-coated. (b) Temperature 
dependence of normalized conductivity of SWCNT aerogels. Dashed line shows data 
for an isolated (non-network) junction between two metallic SWCNTs.[37] (c) 
Temperature-dependent normalized conductivity of Gr-coated aerogel and: (solid line) 
a single 1.3 nm diameter SWCNT; [34] ◆: a single layer of graphene; [35] ●: 
bilayer graphene; [35] ★: a graphene ribbon with a width of 36 nm. [36](d) Junction 
electrical conductances of as-grown aerogel and dense SWCNT networks at room 
temperature. ◇,◆, ●: dense networks. [37] [23] 
Pristine 
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Similar to phonon transport, the mean free path and coherence length of electrons 
in SWCNTs are on the order of m, [38], i.e., transport at the junctions dominates 
electrical transport in pristine SWCNT networks. [3] Similar to the way that the 
average junction thermal conductance in a network is proportional to k/2, the average 
junction electrical conductance in a network is proportional to /2. As shown in Fig. 
3.8 (d), the average junction electrical conductance of an as-grown SWCNT aerogel is 
approximately 2 orders of magnitude greater than that of a dense or bundled SWCNT 
network. [23] [37] Following calculations equivalent to those given above for thermal 
conductance, we derive an average junction contact resistance for the as-grown 
aerogel of 9.8 MΩ. While smaller values in the range of 0.43-2.3 MΩ have been 
measured for a junction between two isolated (non-network) SWCNTs on a silicon 
dioxide substrate, [39] substrate effect has also been shown to pull SWCNTs into 
closer contact than when they are free-standing as in the SWCNT aerogels measured 
here.[6] The similarity in the temperature dependence of the electrical conductance for 
the SWCNT aerogel junctions and the isolated (non-network) junction (Fig. 3.8 (b)) 
further supports the electrical ideality of the SWCNT aerogel junctions. [40] 
The Gr-coated aerogel has a lower electrical conductivity than the as-grown 
aerogel (suggesting increased carrier scattering due to the coating) and greater 
temperature dependence (Fig. 3.8 (c)) than the as-grown aerogel, a single SWCNT, 
single-layer graphene, bilayer graphene, or a graphene ribbon. [34] [35] [36] These 
differences between the as-grown and Gr-coated aerogels likely arise from a 
perturbation of the structural symmetry and band structure of the SWCNTs by the 
graphitic coating similar to the way these characteristics are perturbed in single-layer 
graphene when adding a second layer [35]. The derived activation energy for the 
Gr-coated aerogel is Ea = 34 meV is consistent with the values found for graphene 
ribbons [36]. 
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Measured S data for the SWCNT aerogels are shown in Fig. 3.9. Unlike thermal 
conductivity and electrical conductivity, S does not have a strong dependence on 
density. The similarity of the S of the as-grown aerogel to a single (10, 0) SWCNT, 
[20]or a dense SWCNT network [41] suggests that S does not strongly depend on the 
junction properties. Both experiments [20] and simulations [42] have suggested that 
phonon drag effects strongly contribute to the Seebeck coefficient of a SWCNT and 
also increase over the temperature range of 10-300K. In fact, we find a much lower 
Seebeck for the Gr-coated aerogel than for the as-grown aerogel, as increased phonon 
scattering reduces ballistic phonon transport and hence the contribution of phonon 
drag(as well as the thermal conductivity discussed above).  
 
Figure 3.9 Seebeck coefficient. ▲: pristine, ■(black and olive): Gr-coated, 
dashed-dotted line: single (10, 10) SWNT, [20] dashed line: laser-synthesized dense 
SWNT mat, [41] dotted line: arc synthesized dense SWNT mat. [41]  
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3.3 BN-/ PEDOT:PSS-Coated SWNT Networks 
The measured thermoelectric properties of the BN-coated and PEDOT:PSS-coated 
SWCNT networks and the references from the pristine and Gr-coated samples are 
shown in Fig. 3.10. The BN/SWNT (0.5/0.53) sample has a density and 
coating/SWNT ratio similar to the Gr-coated sample. It has lower thermal 
conductivity, increased electrical conductivity, and improved Seebeck coefficient 
compared to the Gr-coated sample, and the highest ZT value among all samples. 
Keeping the network density but increasing the coating/SWNT ratio (BN/SWNT = 
1.7/0.3) doubles the thermal conductivity and stabilizes the electrical conductivity and 
Seebeck. We suggest that the improved coupling between the BN coating and SWNT 
backbones increases the heat-flow exchange to and from the coating [33]. The 
improved thermal conductivity may also be result from the excess BN coating 
contributing to thermal conductivity while the coated SWNT backbone remains at its 
lowest value.  
The tradeoff between the thermal conductivity decrease of SWNT and the coating 
increase, can be explained by that the fact that the thermal conductivity of SWNT 
drops quickly with N dopants (see Chapter 4 for the details). Therefore, the optimum 
coating/SWNT ratio should not be a large number, which is consistent with our 
experiments, i.e., sample BN/SWNT(24.6/1) of mild density and very large 
coating/SWNT ratio has the highest thermal conductivity and the lowest electrical 
conductivity and Seebeck. Although we expected to observe a strong enhancement of 
both thermal and electrical conductivity via the BN-coating by the covalent bonds 
created between SWNT junctions, our experiments did not show it. 
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Figure 3.10 Thermoelectric properties of BN-and PEDOT:PSS-coated SWNT 
networks. (a)Thermal conductivity. (b) Seebeck coefficient. (c) electrical conductivity. 
(d) ZT.   
The PEDOT:PSS coated samples have similar thermal conductivity to that of high 
ZT PEDOT:PSS film. [43] The electrical conductivity, however, is only 10% and the 
Seebeck coefficient is only 30% of that in PEDOT:PSS film. We conclude that a 
better de-doping method for 3D networks is still needed.   
3.4 Summary 
The dramatic (order of magnitude) improvements in the thermal and electrical 
conductances of the SWCNT junctions in ultra low density SWNT networks are 
measured and compared to previously reported junction conductances in dense 
SWCNT networks. The average junction conductances of the aerogel network are 
found to be close to the ideal thermal and electrical conductances at the junction of 
two isolated (non-network) van der Waals bonded SWCNTs, [2] [39], which suggests 
(a) (b) 
(c) (d) 
63 
 
the elimination of collective effects. Coating the junctions and nanotubes with a few 
layers of graphene/BN to improve the aerogel networks‘ mechanical properties [4] [7] 
degrade both electrical and thermal performance as the junction impedances became 
outweighted by the increased impedances of the coated SWCNTs themselves. The 
coating also caused a plateau region to in the aerogel thermal conductivity over a 
range of temperatures in the Gr-coated samples, which is consistent with a 
temperature-dependent phonon mean free path. [33] Reduction in the ballistic 
transport of phonon is evidenced by both thermal conductivity and Seebeck 
coefficient measurements; the latter suggests that increased phonon scattering in the 
Gr-coated aerogel reduces the contribution of phonon drag. 
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Chapter 4  
Thermal conductivity of N-doped SWNT from Molecular 
Dynamics  
4.0 Introduction 
Intrigued by their prominent potential as thermal management materials, many 
research have studied the thermal conductivity of pristine CNTs experimentally [1] 
[2] [3] [4] and theoretically [5] [6] [7]. The quantities of CNTs needed in applications, 
however, preclude the use of pristine products, e.g., the BN-coated CNT networks 
with modified thermal conductivity is better than pristine CNT networks for the 
thermoelectric applications discussed in Chapter 3.  
Defects (single vacancy, double vacancy, Stones-Wales, functionalized group with 
–OH/–H/–C6H5/–COOH) and dopants (isotope, substitutional N at extremely low 
concentration) have been shown to modify the thermal properties of CNTs [8] [9] [10] 
[11] [12] [13] [14]. Molecular dynamic- and first principles-based studies have 
predicted that thermal conductivity decreases as the defect concentration increases, 
with reductions as large as 80% depending on defect type and concentration.  
The choice of modification can allow the electronic properties of CNTs to be 
deliberately tuned by doping. Nitrogen is a natural choice for a CNT dopant because 
its atomic radius is similar to carbon while it possesses one additional electron. 
Various theoretical studies have predicted that substitutional N doping in           
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semiconducting CNTs will exhibit strong electron donor states near the Fermi level 
and also increase the bandwidth. Thus, the greater mobility of charge-carriers should 
make them favorable to conduction. [15] [16] [17] Seebeck coefficient measurements 
in N-doped MWNTs have confirmed that the majority charge carriers are electrons, 
and in fact, the doping reduces the inter-tube hopping barrier for the charges. [18] 
Reduced thermal conductivity and increased electronic conductivity suggest N doping 
could be better than coating to increase the thermoelectric performance of CNT 
materials.  
N-doped CNTs are also attractive for applications including field effect transistors 
(FET), field emission sources, bio- and gas-sensors, and metal storage. [19] [20] The 
thermal properties of N-doped CNTs play a key role in controlling the performance 
and stability of devices, e.g., FETs, which require accounting for the dissipation of 
waste heat to ensure optimal performance. [21] [22]    
This chapter uses MD simulations to investigate the effects of dopant types and 
concentration on N-doped SWNTs. The pyridine-like N dopant is studied for the first 
time, and the doping concentration range is broader than previous available studies 
[11]. We begin by describing the simulation methodology and thermal conductivity 
prediction procedure, and then investigate the variation in thermal conductivity for 5 
to 40 nm long SWNTs. A comparison of the phonon density of states (PDOS) of 
pristine and doped SWNTs demonstrates that thermal conductivity reductions are 
primarily due to the enhanced phonon scattering, which is further investigated in 
Chapter 5.    
4.1 Molecular Dynamic Simulation Techniques 
MD simulations can model phonon-phonon interactions, but not phonon-electron 
and electron-electron interactions. Since the electron contribution to the thermal 
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conductivity of CNTs can be considered negligible due to small electron specific heat, 
the phonon contribution dominates both MWNTs and SWNTs at all temperatures. 
[23] [24] [25] For this reason, the thermal conductivity obtained from a MD 
simulation, referred to as the lattice thermal conductivity, is expected to accurately 
represent the total thermal conductivity.  
In general there are three ways to compute the thermal conductivity (k) of a solid. 
Non-equilibrium Molecular Dynamics (NEMD) is based on Fourier’s law, which 
relates the heat current in the axial direction (z direction) to the axial temperature 
gradient through thermal conductivity. The heat flux is generated by exchanging the 
velocity vectors of an atom in the cool slab and one in the hot slab so that the 
temperature increases in the hot slab and decreases in the cool slab. The resulting 
temperature gradient is then measured as [26] 
d
d
z z
T
J q V kV
z
    (4.1.1) 
In principle, the use of NEMD techniques should allow for faster convergence 
[27] but there are some drawbacks: both finite size and boundary effects are serious 
concerns in nonhomogeneous NEMD simulations, and 1D systems do not obey 
Fourier’s law, [28] meaning that k may not be calculated directly from the temperature 
gradient, although it is still a well-defined quantity in terms of heat currents. [28] [29]  
Homogenenous NEMD (HNEMD) [30], a non-equilibrium approach, applies an 
external field to the system to represent the effects of heat flow without physically 
imposing a temperature gradient or flux. Fe is the external field that adds an extra 
force ∆Fi each individual atom according to 
     
( )
1
i i e ij ij e jk jk e
j i jk j kN
 
 
       F F f r F f r F , (4.1.2) 
where  is the atomic energy including both potential and kinetic energy, fij is the 
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force on atom i due to atom j, and rij is the atomic position vector from atom i to atom 
j. Extrapolating to zero external field Fe and applying in the axial direction allows the 
thermal conductivity to be determined as [30] 
 
0
,
lim lim
e
z e
F t
e
J t
k
F TV 

F
, (4.1.3) 
where the axial heat current it time averaged. The drawbacks are the challenge of 
extrapolating to zero field as well as the fact that the formation of solitons makes the 
approach improper for calculating k in 1D and quasi-1D systems. [31]  
Equilibrium Molecular Dynamics (EMD) is based on the Green-Kubo formula 
derived from linear response theory. [32] A system is considered to be in an 
equilibrium state if the velocity distribution of the atoms corresponds to a 
Maxwell-Boltzmann distribution and if the total energy of the system is constant in 
time. EMD avoids the unphysical huge thermal gradient introduced in the system 
during NEMD simulations (~1010K/m, difference of 50K in a 5nm long SWNT). 
Simplifying for the case of axial conduction yields the thermal conductivity 
expression [33] 
   2 0
MD
0z z
B
V
k J J t dt
k T

  , (4.1.4) 
where kB is the Boltzmann constant, TMD is the temperature of the system (taken as 
the time average of the mean temperature of the system during the simulation), V is 
the volume of SWNT (a hollow cylinder with a thickness equal to 3.4Å), and Jz is the 
axial component of the heat current, given by 
   
( )
1 1
2
i i ij ij i
i ij i j
t
V


 
   
 
 J v r f v  (4.1.5) 
the heat current auto-correlation function (HCACF) in Eq. (4.1.5) is calculated using a 
71 
 
fast Fourier transform (FFT), which is much faster than the direct method. The 
numerical implementation of the FFT method is detailed in [34].  
4.2 Pre Simulation 
Various structural models have been proposed for the bonding configuration of N 
doping in CNTs. There are three primary ways that nitrogen can be incorporated into a 
CNT structure. [19] [35] 
i) Substitutional: N is coordinated to three C atoms in sp3-like fashion, which 
induces sharp localized states above the Fermi level associated with the injection 
of additional electrons into the structure.  
ii) Pyridine-like: N is arranged around a vacancy, since the valency of the nitrogen 
can be satisfied by two sp2 bonds, a delocalized -orbital, and a lone pair in the 
remaining sp2 orbital, pointing at the vacancy. As a result this configuration is 
non-doping (neither electron donor nor acceptor). 
iii) Chemical adsorption of N2 molecules.  
We focus on the first two cases; the configurations are plotted in Fig. 4.1.  
 
Figure 4.1 Two major bonding configurations for N in CNTs. (a) Pyridine-like N. (b) 
Substitutional N.  
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We use custom MATLAB scripts to create the initial position of 
pristine/substitutional-N-doped/pyridine-like-N-doped SWNTs by reading the 
coordinate locations of a pristine (13, 0) SWNT listed in an ×.xyz file constructed by 
using visual molecular dynamics (VMD) software nanotube builder developed by the 
theoretical and computational biophysics group in University of Illinois. The atom 
index of a pristine SWNT is shown in Fig. 4.2 (this is also critical in the phonon 
dispersion calculations presented in Chap. 5). To create structures having 
substitutional N/ isotope dopants, we select atom identification numbers at random 
and replace them with the dopant atoms. To create structures having pyridine-like N 
dopants, we first create N atoms that follow the same rule as the substitutional ones, 
and then create the vacancies as shown in Fig. 4.3. For each pyridine defect, there are 
two candidate lattice sites for vacancy; we select one at random and delete it from the 
compiled list.  
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Figure 4.2 (a) A unit cell of a rolled (n, 0) CNT in the xyz plane. One unit cell consists 
of four atom rings distinguished in different colors. (b) The indices of the C atoms of 
the unrolled unit cell in the xy plane.  
 
Figure 4.3 Constructing pyridine-like N-doped SWNT. For each N atom, there are 
two candidate lattice sites for vacancy. One of the candidates is selected at random 
and deleted from the structure.  
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We note that the choice of the inter-atomic potential is a crucial step in the 
simulation procedure, because it must properly represent both the microscopic and 
macroscopic properties of the simulated materials. We use the Tersoff potential 
developed for BN-C hybrid structures [36] to simulate the interactions between 
carbon/carbon and carbon/nitrogen. Between atom i and j, the Tersorff potential is 
     exp expij C ij ij ij ij ij ij ij ijU f r A a r B b r      , (4.2.1) 
where fC is the cutoff function, and Aij, aij, Bij and ij and bij are the parameters 
obtained by fitting for each material.  
We find that the thermal conductivity of 5nm long pristine (13, 0) SWNT 
calculated from the BN-C Tersoff potential is within about 15% of that made using the 
second-generation REBO potential (there is no REBO potential includes interaction 
between C and N). [37] The difference caused by the slightly different form of 
potential used is within the acceptable range, considering the literature discrepancies 
of SWNT thermal conductivity (± ~30 %). [21] 
Next, we use periodic boundary conditions (PBCs) to avoid the boundary 
scattering at the ends of the samples with free boundary condition. Even though PBCs 
are meant to represent a system of infinite size, there are still issues which can cause 
finite size effect when using PBCs, e.g., the length dependence of thermal 
conductivity of SWNT using PBCs has been found in [6] [38], since no axial mode of 
wavelength larger than the simulation domain can exist.  
As mentioned, the initial velocities of atoms in the system are assigned by custom 
MATLAB script, so that the velocity distribution matches the Maxwell-Boltzamann 
distribution. Letting f(x) be the uniform probability density function (PDF), as in Fig. 
4.4 (b), F(x) = f(x)dx is the cumulative distribution function (CDF) of the uniform 
distribution, as in Fig. 4.4 (a). Similarly, letting f(v) be the Maxwell-Boltzmann PDF 
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at TMD, as in Fig. 4.4 (d), allows us to obtain the Maxwell-Boltzmann CDF F(v) by 
integrating f(v), as in Fig. 4.4. (c). To obtain a mapping from f(x) into f(v), we find the 
value vX by integrating f(v) on the interval [0, vX] that gives the same probability as 
the integral of f(x) on the interval [0, X], where X is randomly given by the uniform 
function f(x). Finally, we randomly assign a direction to each of the velocity vectors.  
 
Figure 4.4 Assign initial atom velocities using uniform and Maxwell-Boltzmann 
distributions. The small circle in (b) is an example of a random point sampled from 
the uniform PDF with a corresponding F(X) using the CDF (a). This probability must 
be the the same as the one given by the Maxwell-Boltzmann CDF (c). The velocity is 
then found by numerically integrating the Maxwell-Boltzmann PDF (d) until F(vX) = 
F(X). 
Once the velocity vectors of all the atoms (in total N atoms) have been initialized, 
we remove the total linear and angular momenta of the system by subtracting the 
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linear and angular velocity components. Doing so ensures that the isolated CNT does 
not have translational or rotational movements, which simplifies the calculation of 
heat current along the tube axis. [39] We calculate the center of mass (CM) velocity 
and remove it as follows  
old
new old
j
i i
j N
 
v
v v  (4.2.2) 
the angular momentum L and the moment of inertia coefficients tensor I of the system 
are given by  
 
 2 , , , , ,
i i i
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I m
I m r r r j k x y z
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  


L r v
, (4.2.3) 
where j and k represent component of Cartesian coordinates (x, y, or z). The Cartesian 
components of the positon vector ri are denoted by ri,x, ri,y, and ri,z. We obtain the 
angular velocity  from Eq. (4.2.2) and remove the rotational motion of the SWNT by 
applying  
new oldi i i  v v r  (4.2.4) 
We plot the initial velocity distributions from 5 independent runs using the above 
method. As shown in Fig. 4.5, 5 runs approximately reflect the shape of the 
Maxwell-Boltzmann distribution. We perform at least 5 independent runs for each set 
of simulations so that we can take ensemble averages to reduce noise. 
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Figure 4.5 Initial velocity distribution of a 5nm long (13, 0) SWNT from 5 runs at 
300K and the corresponding Maxwell-Boltzmann distribution.  
The time steps of each simulation set are listed in Table 4.1. Note that smaller time 
steps for doped SWNTs maintain the simulation temperature fluctuations near the 
desired temperature and avoid increases which may cause (for example) the system to 
become unstable.  
Table 4.1 Time steps for thermal conductivity simulation of (13, 0) SWNT. 
Simulation set Time step (fs) 
Pristine 1 
1% Substitutional doped (N/14C isotope) 1 
2~4% Substitutional doped (N/14C isotope) 0.5 
5% Substitutional doped (N/14C isotope) 0.25 
1% Pyridine-like N-doped  0.5 
2~5% Pyridine-like N-doped 0.25 
Well-equilibrated simulation structures with dopants and vacancies are achieved 
by performing a potential energy minimization routine [14] followed by 50ps of time 
integration with microcanonical ensemble (NVE). We bring each structure to the 
desired temperature (300K) using a minimum of 80ps of time integration with 
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canonical ensemble (NVT), which controls the simulation box temperature using a 
Nose-Hoover thermostat. Next, we monitor the potential energy of the samples for 
40ps of NVE integration time to ensure constancy of the system’s potential energy. 
Finally, we perform a 1.4ns long NVE to compute the heat current along the tube axis.  
HCACF is calculated up to 200ps, since after that it has decayed to approximately 
zero.   
4.3 Post Treatment 
To calculate thermal conductivity using EMD, it is necessary to integrate the 
HCACF (Eq. (4.1.4)). As suggested by [40], we fit the decay of the HCACF by the 
double exponential function  
    ac,sh ac,lg
ac,sh ac,lg
0 exp expz z
t t
J J t A A
 
  
        
   
, (4.3.1) 
where the subscripts ac,sh and ac,lg denote the acoustic short-range phonon and 
acoustic long-range phonon, respectively. Physically ac,sh and ac,lg are interpreted as 
half of the period for energy transfer between two neighboring atoms (local time 
decay) and as the average phonon-phonon scattering time, respectively. [41] This 
allows us to obtain the thermal conductivity by performing direct integrals of these 
exponential functions.  
When PBCs are used, phonons will reenter the simulation box and interfere with 
themselves at times longer than the time a phonon takes to ballistically traverse the 
nanotube, b, thus resulting in spurious self-correlation effects in HCACF. [42] We 
estimate the time conservatively as the nanotube length l divided by the speed of 
sound of the longitudinal acoustic mode vLA (20km/s) [23], which is the fastest 
traveling mode in the nanotube. For 5nm long SWNT, b is around 0.25ps. Although a 
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fitting time b can avoid the spurious effects, it improperly represents the slow 
exponential decay behavior because the relaxation time of the phonons that contribute 
to heat conduction has a fairly wide range; the details are given in Chap.5. Similar to 
that in [6], we use a longer fitting time (~20b, 5ps for 5nm long SWNT) to better 
represent the long exponential decay.  
When calculating the HCACF, the contribution from acoustic phonons is 
immersed in the optical-phonon oscillations, and causes huge oscillations in the 
HCACF, making it difficult to fit with the exponential decay form. Therefore, we use 
a low-pass Butterworth filter to remove high-frequency optical phonon components in 
the HCACF. As a first approximation, we assume that the highest physical frequency 
in the system is the natural frequency that exists because of the spring-like bond 
between two adjacent atoms. [43] The spring constant  can be approximated by  
2
2
d
d
x a
U
x
  , (4.3.2) 
where U is the potential energy of one atom and a is the lattice constant. For the 
Tersoff potential used in this study and combined with Eq. (4.2.1), the natural 
frequency can be calculated as 
 2
N
expij ij ija A a a
f
m m

  . (4.3.3) 
The calculated spring constant is 7.01×10-7 N/nm, similar to the literature value 
[44] 6.52×10-7 N/nm. We calculate the natural frequency to be 18.7THz, which is very 
close to the frequency of the longitudinal acoustic mode at the Brilliouin zone edge 
(~23THz) derived from the phonon dispersion curve described in Chap. 5. We use this 
value as the cutoff frequency for the low pass filter. Fig. 4.6 shows the typical 
HCACF as a function of time before and after applying the filter. After the filtering, 
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most of the large oscillations are removed and the expected decay emerges.  
 
Figure 4.6 Typical HCACF with respect to time at 300K for a 5nm long (13, 0) CNT 
before and after filtering.  
From the fitting, the typical relaxation time constants for short-range acoustic 
phonons and long-range acoustic phonons are listed in Table 4.2. An example of 
HCACF fitted to a double exponential function is shown in Fig. 4.7.   
Table 4.2 Relaxation time constants at different length.   
 ac,sh (fs) ac,lg (ps) 
5nm (pristine) 9.44 5.26 
5nm (5% substitutional N-doped) 6.10 2.57 
5nm (5% pyridine-like N-doped) 6.66 0.85 
10nm (pristine) 9.54 10.3 
20nm (pristine) 10.48 21.2 
40nm (pristine) 11.16 38.9 
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Figure 4.7 Example of HCACF and best fit of a 5nm long (13, 0) CNT, which is 
similar to the decay curve of a 5nm long SWNT (diameter 1.3nm) calculated in [45].   
Table 4.2 shows that the fast relaxation time ac,sh increases slightly with tube 
length, ranging between 7fs and 12fs, for the various cases considered. These local 
decay times are typically associated with half the vibration period of the C−C bond, 
which in general is a length independent quantity. Using the G-band mode frequency 
of 48THz [46] yields a ac,sh value of 10.4fs, which is similar to the values obtained 
from fitting. The slight length dependencies shown in the table are likely due to minor 
fitting errors.  
4.4 Thermal Conductivity Results and Analysis  
Fig 4.8 shows the thermal conductivity as a function of doping concentration of 
14C isotope/substitutional N/pyridine-like N in 5nm long (13, 0) CNTs at 300K. The 
thermal conductivity of pristine SWNT is calculated to be 92 ± 8.5W/m∙K, a 
reasonable value compared to 80W/m∙K as previously calculated for a 5nm long (6, 6) 
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CNT [14]. It is also higher than that of a 5nm long (10, 10) CNT (40W/m∙K) [6], most 
likely due to the larger fitting time used here.   
 
Figure 4.8 Thermal conductivity compared to doping concentration at 300K for 5nm 
long (13, 0) CNTs, with 1~5% isotope, substitutional N, and pyridine-like N dopants.  
We also investigate the effect of dopant mass ratio by calculating the thermal 
conductivity of SWNT with 14C impurities. Previous work studying a 1D diatomic 
chain indicated that a critical mass ratio (mlight/mheavy), rm,C (~0.85), is required for the 
transition of thermal transport from ballistic to semi-ballistic/ diffusive. [47] A mass 
ratio larger than rm,C has a limited impact on thermal transport. In our case, the mass 
ratio for 14C-doped SWNTs is 0.86, and we find that the thermal conductivities of 
isotope doped SWNTs and pristine SWNT are similar. For doped SWNTs, the thermal 
conductivity reduces almost linearly with increasing doping concentration. For 5% 
isotope concentration, the ratio of thermal conductivity (kisotope/kpristine) between 
isotope doped and pristine SWNTs is 85%. One study reported that this ratio is 61% at 
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10% concentration for a10nm long (5, 5) CNT [12], and 60% at 10.7% concentration 
for a 65nm long (7, 0) CNT [13]. 
Even though substitutional N dopants have the same mass ratio as 14C, the ratios 
of thermal conductivity (ksubN/kpristine) of substitutional N-doped SWNTs are much less 
than those of the isotope-doped ones, i.e., ksub_N/kpristine is 28% at 5% concentration. 
Similar to the isotope-doped SWNTs, there is a linear dependence between doping 
concentration and thermal conductivity. Using the ratio at 1% concentration, 
ksub_N/kpristine at 0.7% is 93.7%, which is consistent with 96% calculated from first 
principles [11].    
For pyridine-like N-doped SWNT the ratio is even smaller, i.e., kp_N/kpristine is only 
11% at 5% concentration.  
For thermoelectric applications, we prefer substitutional N dopants because even a 
small amounts (1–5%) effectively reduce the thermal conductivity whereas larger 
concentrations (5–10% doped MWNTs) enhance electrical conductivity. [48]. We 
believe that pyridine-like N dopants could reduce thermal conductivity even more, but 
their effects on electrical conductivity are still unclear. One study suggested it is 
neither an electron donor nor an acceptor, but others suggest it would act as an 
electron acceptor, creating localized valence states and shifting the Fermi level to the 
valence band [49].  
To understand the order of the thermal conductivities, we calculate the formation 
energy of dopants for the 1% doped samples, ∆def. For isotope-doped SWNTs, it is  
iso_SWNT pris_SWNT
dop
dop
E E
N


 , (4.4.1) 
where E is the total energy of the system, subscrips iso_SWNT and pirs_SWNT are the 
isotope doped and pristine SWNTs, respectively, and Ndop is number of dopant. For 
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N-doped SWNTs, it is [50] 
2N_SWNT pris_SWNT dop
dop
dop
2 NE E N E
N

  
 . (4.4.2) 
subscripts N_SWNT and N2 are N-doped SWNT and nitrogen gas, respectively. At 
300K the reduced pressure Pr = P/Pc (where Pc is the critical pressure) of saturated N2 
equals 0.03 which is sufficiently low for ideal gas law to be valid (for Pr < 0.1, the 
error is less than 10%) [51]. Therefore, EN2 can be determined from the molecular 
kinetic energy, since it is much larger than the molecular potential energy. The 
average energy per molecular equals 3kBT, which is approximately 0.084eV.  
Calculated formation energies and thermal conductivity ratios for various defect types 
are summarized in Table 4.3.  
Table 4.3 Thermal conductivity ratios and defect formation energies for SWNT. 
Defect type Thermal conductivity ratios Formation energy (eV) 
14C   98.5% @ 1% concentration 
85.4% @ 5%  
61% @ 10% [12] 
60% @ 10.7% [13] 1 
0.15 
Substitutional N   90.5% @ 1% 
27.7% @ 5% 
96% @ 0.7% [11] 
1.23 
Pyridine-like N 50.3% @ 1% 
11.2% @ 5% 
7.01 
Add –H (out) [14]2 
74% @ 1%  
45% @ 5%  
—— 
Add –C6H5 (out) [9]3 
54% @ 1%  
21% @ 5%  
—— 
Add –C (out) [8] 84% @ 0.1%  4.0  
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Add –C (in) [8] 75% @ 0.1%  4.7  
Vacancies 50% @ 1% [14] 
25% @ 1% [52] 
 
Single vacancy [8] 61% @ 0.1% 6.9 
Double vacancy [8] 54% @ 0.1% 9.3 
Stone-Wales  71% @ 0.1% [8] 
30% @ 1% [53] 
4.5 [8] 
1 Derived from the data of 65nm long (7, 0) CNT.  
2 Derived from the data of 14nm long (6, 6) CNT.  
3 Derived from the data of 60nm long (10, 10) CNT. 
The defect formation energy follows iso < sub_N < adatom < pyridine_N ≈ vacancy, and 
the thermal conductivities roughly follow the same order. Note that there is still 
significant uncertainty about the correct value for a SWNT with vacancy defects. The 
pyridine-like N-doped SWNT thermal conductivity calculated here is similar to those 
of CNT with Stone-Wales defects, even though the defect formation energy is higher.  
Fig. 4.9 shows that the thermal conductivity increases as the system size increases. 
This is consistent with the length dependence reported in the literature. [12] Since the 
longest tube here is 40nm, the thermal conductivity is still far from its ultimate bulk 
value.  
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Figure 4.9 Thermal conductivity (k) compared to tube length (l) in Log-Log scale for 
(13, 0) CNT at 300K. In all cases, k is fitted to l in the form of k ~ l(dashed line), 
whose slope is the value of . (a) Pristine SWNTs. (b) 5% substitutional N-doped 
SWNTs. (c) 5% pyridine-like N-doped SWNTs.  
(a) 
(b) 
(c) 
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The thermal conductivity of a 40nm pristine (13, 0) CNT at 300K is 132W/m∙K, 
similar to the 158W/m∙K for 40nm long and 160W/m∙K for the 61.5nm long (10, 10) 
CNTs reported in [6] and [9]. There are two reasons for the length dependence of the 
thermal conductivity in the PBC cases. First, longer nanotubes allow additional modes, 
and each mode provides a new channel for heat transport. The additional modes have 
smaller wavevectors, which have a lower probability of Umklapp scattering, and thus 
are more long lived than the already existing higher frequency modes. When 
including these modes, the net effect is to increase both the overall phonon lifetime 
and the thermal conductivity. Some studies have showed that a normalized phonon 
density of states displays weak length dependence. [6] [54] The frequency distribution 
does not remain constant with increasing length; instead, redistribution toward lower 
frequencies occurs. In general, the lower frequencies have higher group velocities, 
meaning that the total thermal conductivity increases accordingly.  
The thermal conductivity follows a power-law relationship with nanotube length k 
~ l, as suggested by [12] [55]. The value of  reflects the strength of mode coupling. 
In CNTs, a stronger coupling between the longitudinal and transverse modes lead to a 
smaller value of . [56] For a pristine (13, 0) CNT,  = 0.19, which falls between 0.15 
for and (8, 8) CNT and 0.27 for a (5, 5) CNT [55]. This is consistent with the finding 
that mode coupling is weaker in tubes with smaller radii. [12] For substitutional 
N-doped SWNTs, the best fit leads to  = 0.1. Note that this value excludes the data of 
the 5nm case, but if we include the 5nm case, then the value of  increases. The best 
fit of pyridine-like N-doped SWNTs gives  = 0.27, suggesting that its mode coupling 
is weaker than that of pristine SWNTs.  
Thermal properties strongly depend on the phonon density of states (PDOS), 
which is the number of vibrational states per unit frequency. We use the velocity 
autocorrelation function to calculate the PDOS. The full PDOS of a system is 
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proportional to the Fourier-transform of the velocity autocorrelation averaged over all 
atoms. Thus, the total PDOS of an N atom system at frequency  is given by [57] 
 
   
   
 
0
exp
0 0
j jj
j jj
t
D dt i t 






v v
v v
. (4.4.3) 
The projected PDOS along tube axis (Dz) gives the longitudinal PDOS, calculated 
by replacing the velocity vector in Eq. (4.4.3) with vz. The full and longitudinal 
PDOSs of 5% substitutional N-doped SWNTs (5nm) are plotted in Fig. 4.10, and 
those of pristine SWNTs are also plotted for reference. The PDOS of 5% pyridine-like 
N-doped SWNTs is plotted in Fig. 4.11. 
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Figure 4.10 Phonon density of states at 300K for 5nm long (13, 0) pristine and 
substitutional N-doped SWNTs. (a) Full PDOS. Insert: PDOS at low frequencies. (b) 
Longitudinal PDOS.  
(a) 
(b) 
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Figure 4.11 Phonon density of states at 300K for (13, 0) pristine and pyridine-like 
N-doped SWNTs. (a) Total PDOS. (b) Longitudinal PDOS.  
Our calculated PDOS resemble others’ work in shape. [6] [7] That is, longitudinal 
PDOS has stronger peaks at 50THz (G-band) than full PDOS, since the G-band is an 
optical mode related to the vibrations of C atoms within the tube surface. [46] In the 
(a) 
(b) 
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low frequency region, a longitudinal PDOS only covers part of the peaks shown in 
full PDOS. In pristine SWNTs, most peaks in the PDOS are kept after being doped 
with substitutional N atoms, while at the same time they are broadened particularly in 
the middle frequency region between 5 and 20THz. A slight redshift suggests that the 
phonon velocity changes very little. In pyridine-like N-doped SWNT, PDOS is greatly 
broadened; adjacent sharp peaks merge into broad single peak, and their magnitude 
reduces significantly. The integral of the PDOS is roughly the same for both pristine 
and doped SWNT, suggesting that specific heat is insensitive to dopants. Thermal 
conductivity can be expressed as [58] 
p mfp 3k Cv l , (4.4.4) 
where C is the specific heat, vp is the phonon velocity, and lmfp is the phonon mean 
free path. Since the change of specific heat and phonon velocity is small, the greatly 
reduced thermal conductivity in N-doped SWNTs most likely results from the 
shortened phonon mean free path, i.e., the phonon lifetime is shortened due to 
scattering. To validate this finding, a deeper study of the phonon spectrum is 
developed in Chap. 5.  
4.5 Summary  
The thermal properties of N-doped SWNTs are systematically investigated. Using 
molecular dynamics simulations, we calculate the thermal conductivity for (13, 0) 
SWNT as a function of doping type, doping concentration, and length. Thermal 
conductivity from high to low is in the order of kpris ~ kisotope > ksub_N > kpyridine_N, 
which is the same order of their defect formation energies from low to high. Thermal 
conductivity increases with length for all doping cases. The thermal conductivity 
diverges with tube length as l, and the modes coupling in pyridine-like N-doped 
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SWNTs is weaker than those of pristine SWNTs. The phonon density of states reveal 
that the reduced thermal conductivity in N-doped SWNTs is primarily due to smaller 
phonon lifetimes. Substitutional N-doped SWNTs is found to be a good candidate for 
thermoelectric applications because their thermal conductivity is effectively reduced 
in the concentration region where electrical performance could be improved. While 
pyridine-like N dopants also effectively reduce thermal conductivity, their impact on 
electrical conductivity is still uncertain.  
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Chapter 5  
Phonon Dispersion of N-doped SWNT from Molecular 
Dynamics  
5.0 Introduction 
Using Green-Kubo or non-equilibrium direct methods, molecular dynamics 
simulation can predict thermal conductivity. System-level analyses, however, only 
give very limited information about phonon group velocity, lifetimes and other 
phonon properties which are needed to fully understand the microscopic dynamics of 
phonon relaxation. Among phonon properties calculation methods, while anharmonic 
lattice dynamics (ALD) calculations based on perturbation theory can be used to 
predict the mode properties of a crystal in vacuum, [1] [2] the method is only valid at 
low temperatures (less than one fourth of the Debye temperature, ~120–240K for 
SWNTs), [3] [4] where 3-phonon processes dominate. At higher temperatures, as the 
magnitude of atomic displacements grows and the influence of higher-order phonon 
scattering events become increasingly important, overestimation of phonon lifetimes 
will occur. [2] [5] In doped CNTs, phonons scatter via interactions with defects at 
surfaces, but their effects on phonon properties cannot be directly incorporated into a 
lattice dynamics calculation since the interactions are non-periodic in space.  
Normal mode decomposition (NMD) is used to predict phonon lifetimes from
fitting the time auto-correlation of normal mode coordinates with an exponential 
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decay. [6] NMD is impractical, however, for SWNTs because the unit cell has a large 
set of basis atoms (e.g., in a (13, 0) CNT, the unit cell has 52 basis atoms) NMD also 
cannot provide dispersion relations.  
Chapter 5 proposes a computationally convenient method to predict phonon 
dispersion relations and lifetimes directly from the velocities and coordinates of the 
atoms using the dynamic structure factor. Our method, which extends formulations 
developed by others particularly for SWNT systems, [7] [8] [9] [10] includes the full 
temperature-dependent anharmonicity of the atomic interactions, can be applied to 
both crystal and disordered systems. We discuss its application to MD simulations of 
pristine, isotope doped, substitutional N-doped, and pyridine-like-N-doped SWNTs. 
We explain the main mechanisms of the reduced thermal conductivities of doped 
SWNTs by comparing the phonon properties obtained.  
5.1 SWNT Phonon Modes 
A SWNT can be thought of as an infinite strip that is cut from a graphene sheet 
and rolled up into a seamless cylinder. Its phonon modes therefore share many 
similarities with those of graphene. In fact, the zone-folding method is reasonably 
efficient for predicting the phonon dispersion relation of SWNTs from the phonon 
dispersion of a graphene sheet. [11] 
The phonons modes can be categorized in four groups by similarity with the four 
types of atomic displacements in the phonons of graphene: in phase & in plane, in 
phase & out of plane, out of phase & in plane, and out of phase & out of plane. 
Example modes in these four categories and their corresponding peaks (not all modes 
have peaks) in the Raman spectrum [12] are shown in Fig. 5.1.Each tube has four 
acoustic phonons: 
i) One in-phase & in-plane longitudinal (LA) mode,  
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ii) One in-phase & in-plane twist (TW) mode (shown in Fig. 5.1 (b)), and 
iii) Two degenerate in-phase & out-of-plane transverse (TA) modes.  
Among the optical phonons, the following Raman-active modes are the most intense: 
iii) In-phase & out-of-plane mode, otherwise known as the radial breathing mode 
(RBM), which is unique to CNTs. Its long wavelength limit frequency has 
inverse dependence on nanotube diameter d, given by  ~ 28meV∙nm/d [13]. It 
appears to at a low frequency in Raman spectrum (shown in in Fig. 4.1 (a)). 
iv) Out-of-phase & in-plane modes, (e.g., the G-band modes), with peaks in the 
approximate range of 1550-1600cm-1 related to the tangential vibrations of C 
atoms (shown in in Fig. 4.1 (d)).  
We limit our phonon dispersion analysis to the low frequency region where the 
phonon modes are concentrated.  
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Figure 5.1 Top: Typical atomic displacements associated with mode vibrations. (a) 
RBM, (b) Twist (TW) mode, (c) RO (radial optical) mode, and (d) G band mode, 
corresponding to the G-line in the Raman spectrum. Bottom [12]: Raman spectrum 
obtained from SWNT sample with diameter of approximately 1.07nm, showing most 
characteristic features of CNTs. 
5.2 Dynamic Structure Factor 
Neutron scattering is frequently used to measure phonon dispersion relations in 
crystals and amorphous materials. [14] [15] The change in neutron momentum is the 
negative of the change in total phonon crystal momentum, to within an additive 
reciprocal lattice vector. Among all possible types of scattering, one-phonon scattering 
can be distinguished from background (zero-phonon scattering, multi-phonon 
scattering). In the one-phonon process, the neutrons absorb or emit precisely one 
phonon within the detecting object. The change of neutron energy and momentum 
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follows [14] 
2 2
2 2
k
n n
p p
M M

   
   
 
p p
, (5.2.1) 
where p and p′ are the initial and final neutron momenta, respectively, Mn is the 
neutron mass, and k is given by the phonon dispersion relation.  
Neutrons are only scattered at a few discrete energies E′ = p′2/2Mn. Points in an 
object’s phonon spectrum are determined from p - p′ and E′- E. For perfect harmonic 
crystals, the one-phonon peak is perfectly sharp. In real materials, however, the peaks 
broaden since the harmonic stationary state decays with time due to anharmonic 
effects, and the peak width is associated with the phonon lifetime . [14] 
For given projectile neutrons, the scattering cross section d/(dΩdE), which 
quantifies the intrinsic rate that scattered neutrons can be detected at a certain angle, is 
related to the transition probability P, [14] 
 
3
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nPUM pdj
d dE

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
, (5.2.2) 
where j is the incident neutron flux, Ω is the angular span of the detector, and U is the 
neutron-atom interaction. P can be further calculated from time-dependent 
perturbation theory, [16] and Eq. (5.2.2) becomes 
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  (5.2.3) 
where S(q, ) is the dynamic structure factor, q is the wave vector,  is the frequency, 
N is the total number of atoms, Rj is the equilibrium positon of atom j, uj is the 
displacement of atom j from its equilibrium position, and the brackets < > denote the 
ensemble average. For a given q, as a function of energy, S shows a series of spikes at 
102 
 
phonon energy, and the phonon dispersion curves appear as ridges on the contour map 
of S(q, w). Furthermore, Eq. (5.2.3)  even without exploiting the harmonic 
approximation therefore can be applied to general material systems and temperature 
ranges. [14]  
S can be presented in different forms, depending on the simulation method used. 
Moving the relative position term in Eq. (5.2.3) into the bracket yields the most 
well-known expression for S, as the spectrum of intermediate scattering function F(q, 
t), where r = R + u is the atom coordinate  
   
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  (5.2.4) 
The time-dependent microscopic density is defined by weighting number wj =1 to 
get the particle density, and wj = mj/<m> to get the normalized mass density  
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1
,
N
j j
j
t w t 

 r r r  (5.2.5) 
F can be determined from the autocorrelation of density Fourier components q 
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 (5.2.6) 
The nature of the weighting number obtains either the number-based or 
mass-based dynamic structure factors, which should be similar for a 1D chain. [17] 
Since F only contains the ensemble information over all possible polarizations and 
suffers from slow decay, it is ill-suited for Fourier transformation. [7] Therefore, we 
modify the method by defining the density current associated with Eq. (5.2.6) as    
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where vj is the velocity of atom j. Applying Fourier transform on continuity equation, 
the corresponding equation for the Fourier components of J is 
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with the general property of autocorrelation d2<A(t)A*>/dt2 = −< A (t) A *> , Eq. 
(5.2.8) implies  
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where ˆFv is the projection of F on v direction. Written in terms of Laplace transform 
and taking the real part, Eq. (5.2.9) becomes 
   2 ˆ, ,C S t  vq q  (5.2.10) 
Since Jq is a vector, C is a second-rank tensor. The independent components of C 
(or S) representing different phonon polarizations are obtained by decomposing the 
velocity in a proper orthonormal coordinate system, where each coordinate is given 
by the polarization vector of normal modes, e.g., for isotropic materials, there are only 
two independent components SL (longitudinal) and ST (transverse), and v is 
decomposed as v∙q and v – v∙q. [8] 
Therefore, the phonon dispersion curve can be separately calculated by mapping 
the dynamic structure factor projected along the phonon polarization (S) in q space. 
Combining the separately taken phonon branches into one contour map leads to the 
overall phonon dispersion  
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5.3 Allowed Wavevectors of SWNT and Subbands  
Here, we explain how to evaluate and use the expression above to predict the 
phonon dispersion curves of SWNTs. By definition, we have to calculate S (or S) 
from allowed wavevectors (see Eq. (5.2.3)). Note that prohibited wavevectors would 
render exceptional low S value between the allowed wavevectors and would break the 
correct ridges of the contour map of S. For isotropic materials, we determine the 
wavevectors by n∙2/L, where L is the linear size of the simulation box, n is a natural 
number, and the maximum number cannot be larger than 2/a, where a is lattice 
constant. The process is somewhat complicated in anisotropic systems like SWNT.  
The lattice vectors and reciprocal lattice vectors for the zigzag (n, 0) SWNTs we 
use are shown in Fig. 5.2, and summarized in Table 5.1.  
 
Figure 5.2 (a) Zigzag SWNT is wrapped from graphene according to chiral vector Ch, 
and translation vector T gives the tube axis direction. (b) Unit cell of a zigzag SWNT 
is the highlighted cylinder. (c) Reciprocal lattice, axial vector Ka, and circumferential 
vector Kc, of the zigzag SWNT with the high-symmetry points illustrated.  
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Table 5.1 Parameters and associated equations for zigzag (n, 0) SWNT.1 
Symbol Name Expression 
a1, a2 primitive lattice vectors a1 = [√3𝑎/2, 𝑎/2], a2 = [√3𝑎/2, −𝑎/2] 
Ch chiral vector  n a1 
Ch length of Ch an 
T translation vector a1 − 2a2 
T length of T √3a 
Nh number of hexagons/cell  2n 
b1, b2 basis of reciprocal lattice b1 =[2𝜋/√3𝑎, 2𝜋/𝑎], b2 = [2𝜋/√3𝑎, −2𝜋/𝑎] 
Ka axial lattice vector − b2/2 
Ka length of Ka 2/T 
Kc 
circumferential lattice 
vector 
(2b1+b2)/2 
Kc length of Kc 2/Ch 
1 a is the Bravais lattice constant, a = √3aC-C = 2.46Å, and aC-C is the carbon-carbon 
bond length (~1.42 Å). 
We consider a finite length nanotube with Nuc unit cells and obtain the allowed 
wavevectors qa along the axial direction from periodic boundary conditions on Bloch 
wave functions: 
     0 e 0 e 1a uc a uciq N T iq N TucN T      , (5.3.1) 
which yields the set of wavevectors 
2
, 0,1 1a uc
uc
q l l N
N T

   , (5.3.2) 
where the maximum integer value of l is determined from the requirement that unique 
solutions for k are restricted to the first Brillouin zone. Applying the same period 
conditions to determine the allowed wavevectors qc along the circumferential 
direction yields 
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q = qa +qc give the allowed wavevectors.. The Brillouin zone of SWNT consists of Nh 
lines representing 1D bands as shown in Fig. 5.2 (c). Each line gives a phonon 
subband indexed with azimuthal quantum number .  
To calculate the exp(iq∙r(t)) in Eq. (5.2.11), we need to transform the global 
Cartesian coordinate system used in MD simulation to a local cylindrical coordinate 
system to get the correct dot production between the circumferential wavevector and 
the atom trajectory, reproducing the value in an unfolded 2D graphene plane. The 
transform method is shown in Fig. 5.3.  
 
Figure 5.3 (a) 2D x′y′ coordinate system in 2D graphene plane. A and B represent two 
C atoms along the chiral vector. (b) A and B in local cylindrical coordinate system 
Oz and in global Cartesian coordinate system xyz. (c) Defining the equilibrium 
coordinate of the center (point O) from a C-atom ring; atoms in one ring are the same 
color.  
Since tube axis (y′ in 2D coordinates, and z in Cartesian coordinates) is invariant 
during the transform, we easily obtain qa∙rj as qazj. In 2D graphene coordinates, when 
we choose the equilibrium position of a reference atom (A) as the origin point, qcx′j 
gives qc∙rj. After folding the graphene sheet to CNT, x′j becomes the arc length from 
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the reference point, , where  is the radial length from the center of the ring (point 
O) to the atom and is the azimuth angle. The position of point O is space-time 
dependent, since CNT would vibrate slowly (~0.005THz, shown in Fig 5.4) during 
simulation, as noted in [18].  
 
Figure 5.4 Two consecutive snapshots of a 21nm (13, 0) SWNT showing similar 
configurations. (a) At 8ps (b) At 200ps.   
Next, we evaluate the position of O points along the tube axis by averaging (x, y) 
of all the atoms in the C-atom rings. Each unit cell has 4 O points as shown in Fig. 5.3 
(c). For pristine and substitutional doped (n, 0) SWNT, the atom number in one ring 
(nR) equals to n; for pyridine-like doped SWNT, the atom number has to be counted 
individually for each ring based on the original configuration. Normally, the ring 
surface does not locate exactly in the x-y plane, but instead has a small titling angle  
which is caused by displacement in the z direction as shown in Fig. 5.5. Under 
small-angle approximation, we estimate (Eq. (5.3.4)), the calculation error of  from 
surface tilting), and find that it is less than 2% in all cases.  
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Figure 5.5 C-atom ring locates in O′′′ surface; its projection on x-y plane Ois 
used in calculation.  
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 (5.3.4) 
Therefore, the dot production between the allowed wavevectors in subband  are 
given by 
h
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 (5.3.5) 
we also transform the atom velocities into a cylindrical coordinate system in order to 
predict the projected dynamic structure factor and obtain the phonon branches along 
the z direction (longitudinal mode), along  direction (RBM and part of transverse 
mode), and along the x′ direction (twisting mode and part of transverse mode)  
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combining Eq. (5.2.11), Eq. (5.3.5), and Eq. (5.3.6), yields the projected dynamic 
structure factor S for the different subbands of zigzag SWNT, where  represents 
z//x′ polarizations. Note that we can extend the same scheme (transform between 2D 
and 3D global/local coordinate systems) to other nanotube structures (SWNTs or BN 
nanotubes); the only difference is we need to change the allowed wavevectors 
according to the tube structures.  
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5.4 Simulation Approach and Results of S(q, )   
We use the LAMMPS package to perform our MD simulations and to output the 
atomic trajectories and velocities. All simulations use the same temperature, 
inter-atomic potential, boundary conditions, and time step scheme as the thermal 
conductivity calculations. The process is as follows. 
We use 21nm long (containing 50 unit cells) (13, 0) SWNT/isotope-doped 
SWNT/N-doped SWNTs to derive dynamic structure factors, and give a resolution of 
wave-number axis of 0.02Ka. Similar to the 1D chain where the phonon dispersion 
curve is symmetric at q = /a, the phonon dispersion of CNT is symmetric at q = Ka/2 
= T/. Therefore, the dispersion curve of CNT are normally restricted to [0, T/]. [19] 
[20] After normalizing it to [0, 1] through qT/, our simulation gives a resolution of 
0.04 along the first Brillouin zone.  
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The sampling rate needs to be high enough to capture the maximum frequency in 
the system (larger than the Nyquist frequency). Based on the PDOS calculation 
described in Chap. 4, the highest phonon frequency of SWNT is around 50THz and so 
the corresponding Nyquist limit is 100THz. We use an interval of 8fs (125THz) to 
dump the atomic trajectory file, which is the same interval used in spectral energy 
density (SED) analysis of CNT on silica substrate. [21] We also test an interval of 2fs 
for the pristine SWNT and validate that 8fs gives the correct results.  
The temperature in all equilibrium MD simulations is 300K. We perform a 
potential energy minimization routine [22]followed by 20ps of time integration with 
NVE to get well-equilibrated simulation structures. Then, we bring each structure up 
to our target temperature by running an NVT ensemble using a minimum of 200ps 
with a Nose-Hoover style thermostat to maintain the temperature. After that, we run 
an NVE ensemble using a minimum of 200ps with a velocity Verlet scheme to allow 
the system to reach equilibrium.  We run one last 200ps NVE ensemble and use its 
data for our final calculation. Note that the record time has to be long enough to cover 
the longest phonon lifetime, which is approximately 100ps. [21] [23] [24] Chap. 5.5 
explains the equivalence between SED analysis and our dynamic structure factor 
analysis, but for now we note that the record time for SED analysis of similar CNT 
length varies from 130ps to 1ns. [21] [23] Testing a series of record time (100ps, 
200ps, 300ps, and 400ps) for the 0th subband of pristine SWNT case reveals no 
noticeable change beyond 200ps. Hence, we use a record time of 200ps, which gives 
the resolution of the frequency axis as~ 0.008THz.  
To compare our simulation scheme to other methods, we calculate the 0th subband 
of a 21nm (16, 0) SWNT and plot it with the literature value using 4 nearest neighbors 
force-constant (4NN) methods [20] as shown in Fig. 5.6.  
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Figure 5.6 Phonon dispersion of (16, 0) CNT calculated from dynamic structure factor 
(contour map) at 300K and from 4NN model [20] (dashed lines). ⃰ Phonon branches in 
[20] were labeled incorrectly and they are corrected in this plot.  
The phonon dispersions of the longitudinal, transverse, and RBM modes from two 
methods are similar whereas the RO mode shows a major divergence. The 4NN 
method heavily relies on the empirical force constant inputs which generate the 
dynamic matrix. The fact that different parametrizations give fairly different 
dispersions at high frequency region (> 10THz) [19] may explain the inconsistency 
here. 
We plot the projected and total dynamic structure factors of the first two subbands 
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of pristine (13, 0) SWNT as shown in Fig. 5.7 and obtain the fitted dispersion curves 
by capturing the peaks of the contour map.  
 
Figure 5.7 Dynamic structure factor of the first two subbands of (13, 0) CNT at 300K.  
(a-c) projected S. (d) total S and the dispersion curves of the acoustic modes.    
Note that at Γ point (q = 0), all of the phonon branches have pure polarization: 
(a) (b) 
(c) (d) 
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Longitudinal mode – Sz, Twiston mode – Sx′, and RBM mode – SThus, we conclude 
that the the branch assignment is meaningful. The eigenvectors of each phonon mode 
are mixed, however, when we move away from Γ point. For instance, the RBM mode 
soon has eigenvectors with x′ polarization.  The results suggest that we could process 
the projected dynamic structure factor to get the partial, but crucial, information of 
phonon eigenvectors, which is needed in order to calculate the electron phonon 
coupling [25] without the eigenvalue problem of dynamical matrix.   
The results of the number-based and mass-based dynamic structure factors are 
similar as shown in Fig 5.8. The minima value of the number-based dynamic structure 
factor, however, is smaller, yet the shape and linewidth of the phonon branches show 
no significant difference, probably because the mass ratio between the C and N atoms 
is close to 1 and the maximum doping concentration is still fairly small. Therefore, we 
use the mass-based dynamic structure factors in our analysis.  
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Figure 5.8 Dynamic structure factor of 5% substitutional N-doped (13, 0) CNT for the 
first subband at 300K. (a) Mass-based. (b) Number-based.  
We plot the first two subbands of pristine, 5% substitutional isotope doped, 5% 
substitutional N-doped, and 5% pyridine-like N-doped (13, 0) SWNT as shown in Fig. 
5.9.  
(a) (b) 
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Figure 5.9 Dynamic structure factor of pristine and doped (13, 0) CNTs for the first 
two subbands at 300K. (a) Pristine. (b) 5% substitutional isotope doped. (c) 5% 
substitutional N-doped. (d) 5% pyridine-like N doped.  
(a) (b) 
(c) (d) 
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The roughly similar shape of the dispersion curves suggests that doping does not 
significantly reduce the phonon velocity. With the same doping concentration, the 
frequency of main peaks and the linewidth are almost preserved in isotope doped 
SWNT; the linewidth increases in substitutional N-doped SWNT, especially in high 
frequency ranges; and the dispersion branches are further diffused beyond recognition 
in pyridine-like N-doped SWNT. Compared to substitutional doped modes, the 
acoustic modes are greatly broadened. Larger linewidths indicate a shortened phonon 
lifetime. The results, which are consistent with the thermal conductivity simulations, 
suggest that the reduced thermal conductivity is mostly due to the shortened phonon 
lifetime. Comparing the substitutional isotope to N-doped SWNT shows that the mass 
difference brought by doping does not create strong scattering. Phonon scattering is 
mostly due to the defect potential caused by different atom types.  
5.5 Phonon Lifetime 
Although dynamic structure factor can give additional information about phonon 
lifetimes, [26] spectral energy density (SED) analysis is the most frequently used 
method to calculate CNT phonon lifetime. [21] [23] [24] Here, we discuss the 
equivalent between the dynamic structure factor method and SED under the harmonic 
approximation. 
For a wide-sense-stationary random process x(t), the Wiener-Khinchine theorem 
states that the absolute square of the Fourier transform is equal to the Fourier 
transform of the autocorrelation Rx() [27] 
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The un-normalized mass-based structure dynamic factor given by Eq. (5.2.11) can 
be rewritten as  
      
2
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, d exp
T N
k j j
j
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note that Eq. (5.5.2) is similar to the definition of spectral energy density in [9] [10], 
where C is some constant 
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and similar to the definition in [21], where B is the atom number inside unit cell 
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the difference between Eq. (5.5.2) and Eq. (5.5.3) is that the exponent power of mass 
is one in Eq. (5.5.3). Since number-based and mass-based dynamic structure factors 
are similar in our cases, Eq. (5.5.2) and Eq. (5.5.3) should render similar results. In 
addition to the power of mass, the summation over  and j occurs outside the square 
modulus for Eq. (5.5.4) whereas the summation over  can be moved inside the 
square modulus since polarizations are orthonormal to each other. Therefore, we use 
the un-normalized square root of the mass-based dynamic structure (equals to Eq. 
(5.5.3)) in our phonon lifetime analysis. The steps are as follows. 
In the phonon lifetime approximation,  is a sum of damped harmonic oscillators. 
For a harmonic oscillator which is damped by a stochastic friction, the dynamic 
structure factor can be shown to be [28] 
 
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where M0 is the particle mass, 0 is the frequency of the undamped oscillator,  is the 
friction constant, and 1/2 is the lifetime. In the classical limit ħ → 0, this result 
reduces to  
 
   
2 22
0 B 0
1
S
M k T

   


 
. (5.5.6) 
Therefore, we fit the shape of at the available wavevectors using the Lorentzian 
function, where I is the peak magnitude and  is the half-width at half-maximum  
 
 
2 2
0
,
I
q 
  
 
 
. (5.5.7) 
The acoustic branches are mostly below 15THz as shown in Fig. 5.8 (d). of the 
first three subbands and the fitting parameter to the damped harmonic oscillator model 
along qT/ = 0.04, 0.4, 0.8 for frequencies below 15 THz are shown in Fig. 5.10−5.12. 
Similar peak-and-valley profiles exit along the entire frequency axis at each allowed 
wavevector.   
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Figure 5.10 Un-normalized √𝑚 based dynamic structure factor of pristine (13, 0) 
CNT for frequencies below 15 THz at 300K. The lifetime of each mode is determined 
by fitting each peak to Eq. (5.5.7). (a) Along qT/ = 0.04. (b) Along qT/ = 0.4. (c) 
Along qT/ = 0.8. 
(a) (b) 
(c) 
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(c) 
(b) (a) 
Figure 5.11 Un-normalized √𝑚 based dynamic structure factor of 5% substitutional 
N-doped (13, 0) CNT for frequencies below 15 THz at 300K. The lifetime of each 
mode is determined by fitting each peak to Eq. (5.5.7). (a) Along qT/ = 0.04. Low 
frequency region is enlarged in the inset. (b) Along qT/ = 0.4. (c) Along qT/ = 0.8. 
(c) 
(a) (b) 
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(c) 
(a) (b) 
Figure 5.12 Un-normalized √𝑚 based dynamic structure factor of 5% pyridine-like 
N-doped (13, 0) CNT for frequencies below 15 THz at 300K. The lifetime of each 
mode is determined by fitting each peak to Eq. (5.5.7). (a) Along qT/ = 0.04. (b) 
Along qT/ = 0.4. (c) Along qT/ = 0.8. 
(a) 
(c) 
(b) 
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While insignificant in contour maps of dynamic structure factors, the spectrum 
along certain wavevector shows a clear redshift around the  point for substitutional 
N-doped CNT. The frequency of LA mode in the first subband near point (qT/ = 
0.04) decreases from 1.36 THz in pristine CNT to 0.29 THz in substitutional N-doped 
CNT, but stays almost the same as 1.39 THz in pyridine-like N-doped CNT. Moreover, 
even a low level of substitutional N dopants has been shown to significantly reduce 
the local mechanical strength (along the tube axis). [29] [30] Based on the redshift at 
qT/ = 0.4, the longitudinal phonon velocity reduces about 16% from the pristine 
value results of 5% substitutional N-doping. Compared to a 4.1% reduction for 0.5% 
substitutional N-doping concentration [29] and a 30% reduction for C3N4 tubes, [31] 
we conclude that our reduction is reasonable. To explain the lack of redshift in 
pyridine-like N-doped CNTs, we note that the fracturing of pristine CNTs starts with 
creating pentagons and Sone-Wales defects to release strain whereas the substitutional 
N-doped CNTs starts with a C-N bond breaking process. [30] In pyridine-like 
N-doped CNT, the pentagon defects accompany the N- doping site intrinsically, so it 
is possible that these pentagon defects react as a strain releaser to maintain the tube 
strength. 
Note that the lifetime magnitude is 10~100ps for the phonon modes near the  
point, 1~10ps for modes around the zone center, and 0.1~1ps for modes near the zone 
edge. Compared to the average phonon-phonon scattering time of 21.2ps (20nm long 
pristine SWNT) obtained in Chap. 4, we conclude that phonon modes all across the 
Brillion zone involve in heat transfer with the low frequency modes contributing the 
most. Indeed, the lifetime of most modes decreases 2- 4 times from that of pristine 
CNT for substitutional N-doped CNT. The lifetime of most modes near the  point 
decrease 3-6 times for pyridine-like N-doped CNT, 10-50 times for modes near the 
zone center, and 8 times for modes near the zone edge, together with greatly reduced 
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available phonon modes. The results are consistent with the thermal conductivity and 
PDOS calculation discussed in Chap. 4.  
5.6 Summary 
A computationally efficient procedure for extracting phonon dispersion relations 
and the lifetimes of pristine and doped SWNTs directly from atomic trajectories and 
velocities was proposed. The calculation time scaled with atom number N the NMD 
scaled with N2, and the ALD scaled with N4. The polarization of each mode was 
obtained from projecting the dynamic structure factors. The predicted phonon 
dispersion relations agreed with those obtained using ALD. The predicted lifetimes 
explained the thermal conductivities in the equilibrium MD simulations that the 
greatly shortened phonon lifetimes were the chief cause of the reduced thermal 
conductivity in N-doped CNTs. The introduced N-C interaction breaking the structure 
symmetry of CNT caused much stronger scattering than that of isotope defects.  
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Chapter 6  
Conclusion and Future work 
6.0 Conclusion  
In this work the following has been done: 
The full thermoelectric properties (thermal conductivity, electrical conductivity 
and Seebeck coefficient) of long-period HgCdTe (MCT) superlattices (SLs) are 
measured from 100K to 300K. Phonon dispersion curves of MCT SL are calculated 
using Rytov’s elastic continuum model. It has been shown that phonon group velocity 
in long-period MCT SLs is greatly reduced due to Brillouin zone folding effect. This 
explains measured thermal conductivity which is lower than the alloy limit even the 
impedance from layer interfaces is small due to a low interface density. Diffusive 
phonons become important to thermal transport since the contribution from 
propagating phonon is reduced as phonon group velocity decreased. The specific heat 
of MCT SLs is almost temperature independent, therefore the diffusive thermal 
conductance is also temperature independent. This explains the measured thermal 
conductivity is nearly constant in a wide temperature range.   
The full thermoelectric properties are measured for ultralow density SWNT 
networks that are either pristine or coated by graphene (Gr), BN, or PEDOT:PSS. The 
large mesh size of these networks eliminates the collective effects (e.g., phonon 
interference) found in dense SWNT networks, thus allowed the transport properties of 
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junctions to be distinguished from those of the nanotubes for the first time. 
Gr-/BN-coatings, which improves network’s mechanical properties, degrades its 
thermal and electrical performances, as the junction impedances become outweighed 
by the increased impedances of the coated SWCNTs themselves. The Gr-coating 
further leads to a plateau in the network thermal conductivity over a range of 
temperatures, and is explained with a temperature-dependent phonon mean free path 
model. 
The effects of nitrogen dopants on SWNT thermal properties are investigated in 
detail. Tube thermal conductivity and phonon density of states are simulated with 
various doping type, concentration, and tube length by molecular dynamics. A 
dyanmic structure factor based method is further developed to calculate the phonon 
dispersion and lifetime of doped SWNTs. Even a small amounts of 
substitional/pyridine-like-N dpoant can effectively reduce the thermal conductivity by 
shorten the phonon life time. In the other hand, substitutional-N-doping could 
increase the electrical conductivity of SWNTs. Therefore substitutional-N-doping 
provides an interesting way in improving ZT in CNT systems.  
6.1 Future work 
The thermal conductivity value reported for long-period MCT SLs, which is 
comparable to that of short-period MCT SLs at room temperature, suggests possible 
improvement of ZT in MCT SLs through optimization of doping concentration and 
electron energy filtering in long-period (wide-barrier) SLs. In such SLs, the lowest 
subband lies mainly below the barrier potential while the higher subbands lie above it, 
and up to four subbands contribute to Seebeck voltage. [1] In short-barrier MCT SL, 
however, the lowest conduction subband extends well above the barrier, and influence 
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from higher subbands is negligible, indicating that the effect of energy filtering is 
small. [1] Therefore it may be possible to reach higher Seebeck coefficients in 
long-period MCT SLs than short-period ones with optimal doping, without elevating 
thermal conductivity. Investigating the effect of doping and well width on ZT of MCT 
SL could be one avenue for extending the current work.  
BN-coated SWNT aerogels exhibiting much better TE properties (reduced thermal 
conductivity, enhanced electrical conductivity and Seebeck coefficient) than 
pristine/Gr-coated aerogels with similar network mesh-size, suggest a new way to 
improve ZT of CNT networks through carefully designed coating/doping 
modifications. In contrast to other methods which only improve one or two 
parameters of ZT, coating/doping modifications could improve all three parameters 
simultaneously by tuning both the coating properties and the CNT backbone 
properties. Coatings with high Seebeck coefficient as well as both n- and p- type 
dopants could be explored. The greatly reduced thermal conductivity of N-doped 
SWNTs indicated by our simulations suggests there is plenty of room for doped CNTs 
in TE applications; also, this brings attention to a potential heat dissipation problem in 
FETs and other electronic devices fabricated using N-doped CNTs. The calculation 
method developed for CNTs using a projected phonon dispersion curve and phonon 
lifetime could be easily extended to CNTs with defects. In the long term it should be 
possible to integrate them with BTE (Boltzmann transport equation) based simulation 
of electron transport in order to predict and optimize the performance of doped-CNT 
based nano-electronic devices.  
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