Abstract. We obtain expressions for the Christoffel-Darboux kernel of antisymmetric multivariable orthogonal polynomials as determinants and pfaffians. These kernels include correlation functions of orthogonal polynomial ensembles (with β = 2). In subsequent work, our results are applied in combinatorics (enumeration of marked shifted tableaux) and number theory (representation of integers as sums of squares).
Introduction
The Christoffel-Darboux kernel plays an important role in the theory of onevariable orthogonal polynomials. In the present work, we study a multivariable extension of this kernel, more precisely to anti-symmetric polynomials. As is explained below, our original motivation came from a very special case, having applications in number theory (sums of squares) and combinatorics (tableaux enumeration). There also appear to be connections to orthogonal polynomial ensembles and to alternating sign matrices and related integrable models of statistical mechanics, though we do not know whether our results are useful in these contexts.
We first recall something of the one-variable theory. Let f → f (x) dµ(x) (1.1) be a linear functional defined on polynomials of one variable. We denote by V n the space of polynomials of degree at most n − 1. Assuming that the pairing
is non-degenerate on each V n , there exists a corresponding system (p k (x)) ∞ k=0 of monic orthogonal polynomials. We may then introduce the Christoffel-Darboux kernel
which is the reproducing kernel of V n , that is, the unique function such that (y → K(x, y)) ∈ V n and
The Christoffel-Darboux formula states that
More generally, let V m n , 0 ≤ m ≤ n, denote the m:th exterior power of V n . It will be identified with the space of antisymmetric polynomials f (x) = f (x 1 , . . . , x m ) that are of degree at most n − 1 in each x i . Writing
we equip V m n with the pairing
Equivalently, in terms of the spanning vectors det 1≤i,j≤m (f j (
The map f → f /∆ is an isometry from V m n to the space W m n , consisting of symmetric polynomials in x 1 , . . . , x m that are of degree at most n − m in each x i , with the pairing
We remark that, normalizing
to a probability distribution, it defines an orthogonal polynomial ensemble with β = 2 (more generally, one may consider the weight |∆(x)| β ), see [Kö] . An orthogonal basis of V m n is given by (p S (x)) S⊆{1,...,n}, |S|=m , where
(1.5) (The order of the columns is taken to agree with the natural order on S.) It follows from (1.3) that
The space V m n has the reproducing kernel S⊆{1,...,n}, |S|=m
The equality of the two expressions follows from the uniqueness of the reproducing kernel, and is also an instance of the Cauchy-Binet formula. We will denote the reproducing kernel of W m n by
In the context of orthogonal polynomial ensembles, ∆(x) 2 K m (x; x) can be interpreted as the m-th correlation function, see [D, Chapter 5] and Remark 2.4.
Our first main result is the following generalization of the Christoffel-Darboux formula.
Theorem 1.1. In the notation above,
where
As a consequence, the obvious S m × S m × Z 2 symmetry of K m extends to a non-trivial S 2m symmetry.
Our second main result, Theorem 1.3, gives pfaffian formulas for K m . As is explained below, it can be deduced from results of Okada [O1] and Ishikawa and Wakayama [IW2] . Nevertheless, we will give an independent proof, using Corollary 1.2. Recall that the pfaffian of a skew-symmetric even-dimensional matrix is given by pfaff 1≤i,j≤2m
Theorem 1.3. In the notation above, for any choice of square roots
Moreover, for any choice of ζ i such that
Note that (1.8) implies
In the special case x = y, corresponding to correlation functions of orthogonal polynomial ensembles, Theorem 1.3 reduces to more elementary facts, which may nevertheless be interesting to record. To avoid division by zero, we should in this situation choose
We then obtain the pfaffian formulas
i . These are special cases of the identity
which holds for general skew-symmetric A and symmetric B. Theorem 1.3 is actually equivalent to Proposition 1.4 below, which can be deduced from known results. Indeed, rewriting the determinant in (1.10) using [O1, Theorem 4 .2] and the first pfaffian using the case n = m of [O1, Theorem 4.7] , the resulting expressions are easily seen to agree. The second pfaffian can be treated similarly, or else shown to agree with the first pfaffian using a result of Ishikawa and Wakayama [IW2, Theorem 5 .1], see Remark 3.3 below. We remark that the relevant results of [O1] and [IW2] are closely related to Sundquist's identities [Su] , see [I] and [IW1] , respectively. Moreover, the determinant in (1.10) is related to the Izergin-Korepin determinant for the partition function of the six-vertex model [Iz] , which, as well as the Sundquist-type pfaffians in (1.10), has applications to alternating sign matrices [K1, K2, O2, Ze] . Proposition 1.4. Let a i and z i , 1 ≤ i ≤ 2m, be free variables, and let ζ i be as in (1.8). Moreover, let S ⊆ {1, 2, . . . , 2m} be an arbitrary subset of cardinality m. Then,
To see that Theorem 1.3 follows from Proposition 1.4, let a i = p n (z i )/p n−1 (z i ), {x 1 , . . . , x m } = {z i } i∈S and {y 1 , . . . , y m } = {z i } i / ∈S . Using (1.2) to express the matrix elements in terms of Christoffel-Darboux kernels, and also (1.9), one finds that the determinant is proportional to that in (1.6) and the pfaffians to those in Theorem 1.3. Conversely, it is not hard to show that for generic values of a i and z i , there exists a family (p k (x)) ∞ k=0 such that for a sufficiently large fixed value of n, p n (z i )/p n−1 (z i ) = a i , 1 ≤ i ≤ 2m. (Here, it is important that the moment functional (1.1) is not assumed to be positive.) Thus, Proposition 1.4 can be deduced from Theorem 1.3.
Though the Christoffel-Darboux formula is mainly used in the analytic study of orthogonal polynomials, we were led to our results through a very different route, which it may be of interest to describe. Motivated by the theory of affine superalgebras, Kac and Wakimoto [KW] conjectured certain new formulas for the number of representations of an integer as the sum of 4m 2 or 4m(m + 1) triangular numbers. These conjectures were proved by Milne [M1, M2] and by Zagier [Z] . In [R1] , we rederived and generalized the Kac-Wakimoto identities using elliptic pfaffian evaluations. Extending this analysis from triangles to squares leads to formulas involving Schur Q-polynomials [Ma] evaluated at a geometric progression. (To be precise, these polynomials are normally labelled by positive integer partitions, and have a combinatorial interpretation in terms of marked shifted tableaux. Here, however, we need an extension of Schur Q-polynomials to the case when some parts of the partition are negative.) Later, we realized that the resulting sums of squares formulas are equivalent to those of Milne [M1, M2] . To see this is far from obvious, requiring an identification of the Schur Q-polynomials with kernels K m (x; y), where the underlying orthogonal polynomials p k (x) are continuous q-Jacobi polynomials. The key fact for obtaining this identification is the second part of Theorem 1.3, which we originally believed to be a peculiar property of continuous q-Jacobi polynomials, only realizing later its general nature. In the presentation of these ideas, we find it natural to reverse the chronological order. Thus, in [R2] we use the results of the present paper to study Schur Qpolynomials and marked shifted tableaux, while [R3] describes the relation to sums of squares.
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Proof of Theorem 1.1
The following fact will be useful.
with p S is as in (1.5) and S c = {1, . . . , n} \ S.
A corresponding statement holds when V n is a general n-dimensional vector space and ∆ an element of the one-dimensional space (
n−m often being called Hodge star or Poincaré isomorphism. For completeness, we provide a proof in the present setting.
Proof. The Vandermonde determinant evaluation
where [m] = {1, . . . , m} and the sum is over bijections. By orthogonality, we may assume
with ρ a bijection [n − m] → S c . One easily checks that sgn(τ ) = (−1)
which gives indeed
By iteration, is follows from Lemma 2.1 that
By the uniqueness of the reproducing kernel, we deduce the following integral formula.
Lemma 2.2. One has
Remark 2.3. Lemma 2.2 can also be obtained as the special case l = n of the contraction formula
2) follows easily from Lemma 2.2.
Remark 2.4. In the case x = y, Lemma 2.2 can be written
which means that ∆(x) 2 K m (x; x) is a correlation function for the measure (1.4).
So far, our discussion extends to abstract reproducing kernel spaces. What is peculiar to the case under consideration is the equation
Applying this to Lemma 2.2 gives
where, as in (1.7), z = (x, y). Next we observe that, by (2.1), ∆(w) = p S (w), with S = [n − m]. Lemma 2.1 then yields
which completes the proof of Theorem 1.1.
Proof of Theorem 1.3
Our main tool is the following elementary property of pfaffians, which we learned from an unpublished manuscript of Eric Rains.
where χ(S) denotes the number of even elements in S.
For completeness, we sketch Rains' proof.
Proof. The left-hand side is given by
with S = {σ(1), σ(3), . . . , σ(2m − 1)} and τ a bijection S → S c . Identifying τ as an element of S m , using the natural orderings on S and S c , it is easy to check that sgn(σ) = (−1) χ(S) sgn(τ ). Since the map σ → (S, τ ) is m! to one, we obtain indeed S⊆{1,2,...,2m} |S|=m (−1)
The following identity appeared as [IW2, Theorem 5 .1]. The proof of Corollary 3.2 given in [IW2] is more complicated.
Remark 3.3. The second equality in (1.10) follows from Corollary 3.2. Indeed, using (1.9), one finds that the two pfaffians differ only by a prefactor.
We will only use Corollary 3.2 in the case when x i = z i . Then, the pfaffian is given by Indeed, one may use (3.1) to reduce oneself to the case a = 1, b = 0, c = −1, which is the pfaffian evaluation in [S, Proposition 2.3] .
