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ABSTRACT
Photometric stereo is a method for estimating the normal vec-
tors of an object from images of the object under varying
lighting conditions. Motivated by several recent works that
extend photometric stereo to more general objects and light-
ing conditions, we study a new robust approach to photomet-
ric stereo that utilizes dictionary learning. Specifically, we
propose and analyze two approaches to adaptive dictionary
regularization for the photometric stereo problem. First, we
propose an image preprocessing step that utilizes an adap-
tive dictionary learning model to remove noise and other non-
idealities from the image dataset before estimating the normal
vectors. We also propose an alternative model where we di-
rectly apply the adaptive dictionary regularization to the nor-
mal vectors themselves during estimation. We study the prac-
tical performance of both methods through extensive simula-
tions, which demonstrate the state-of-the-art performance of
both methods in the presence of noise.
Index Terms— Dictionary learning, photometric stereo,
sparse representations.
1. INTRODUCTION
Photometric stereo [1] is a method for estimating the normal
vectors of an object from images of the object under varying
lighting conditions. Since its inception, a significant amount
of work has been done extending photometric stereo to more
general conditions. This body of work has been divided into
two primary areas. Uncalibrated photometric stereo seeks to
solve the photometric stereo problem when the lighting di-
rections are unknown [2–5], while robust photometric stereo
algorithms attempt to estimate the normal vectors of an object
when the surface violates the assumptions of the underlying
model (usually, the Lambertian reflectance model). In this
work, we are primarily concerned with the latter problem.
The Lambertian reflectance model states that the observed
intensity of a point on a surface is linearly proportional to
the direction the surface is illuminated and the object’s nor-
mal vectors [1]. While this assumption holds in some cases,
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shadows, specularities, and other non-idealities can cause this
model to break down. A variety of techniques have been de-
veloped to compensate for these corruptions. Several works
seek to model non-Lambertian effects as outliers and employ
a framework to estimate these outliers and discard them from
the data, leaving only Lambertian data behind [6–10]. Of par-
ticular interest in this category are the more recent works by
Wu et al. [11] and Ikehata et al. [12]. These works model the
outliers as a sparse matrix, casting the problem as a matrix
completion problem, and use robust PCA or sparse regres-
sion, respectively, to solve for some Lambertian representa-
tion of the data. Other works have proposed more compli-
cated reflectance models to account for non-Lambertian ef-
fects, eliminating the need to discard non-ideal data [13–21].
The current state-of-the-art in this category are the works by
Ikehata et al. [22] and Shi et al. [23].
In this work, we propose two new approaches for pho-
tometric stereo that are robust to noisy data. Our methods
utilize a dictionary learning model [24, 25] to handle non-
idealities and impose some adaptive structure on the data. Our
approach is motivated in part by the recent success of dictio-
nary learning in other imaging domains [26, 27]. We demon-
strate the viability and performance of our methods on several
datasets with varying degrees of non-ideality—including the
recently proposed DiLiGenT dataset [28]—comparing them
to the performance of state-of-the-art methods. In particular,
we investigate the ability of our methods to handle general,
non-sparse errors and noise.
The rest of this paper is organized as follows. Section 2
introduces the photometric stereo problem. Section 3 presents
our dictionary learning based formulations and details their
implementation. Finally, in Section 4, we demonstrate the
performance of our methods on a variety of datasets.
2. PHOTOMETRIC STEREO PROBLEM
The Lambertian reflectance model states that, given an image
of a Lambertian object, the light intensity observed at point
(x, y) on the surface satisfies
I(x, y) = ρ(x, y)`Tn(x, y), (1)
where I(x, y) is the image intensity, ` ∈ R3 is the direction
of the light source incident on the surface, n(x, y) is the nor-
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mal vector of the surface, and ρ(x, y) is the surface albedo—a
measure of the reflectivity of the surface.
If we fix the position of a camera facing our surface and
vary the position of the light source over d unique locations,
we can write d equations of the form (1), which can be stacked
to form the system of equations
[I1(x, y) . . . Id(x, y)]
T = [`1 . . . `d]
T ρ(x, y)n(x, y). (2)
Assuming each of the d images has size m1 ×m2, Equation
(2) can then be solved m1m2 times to obtain the normal vec-
tors of the object at each point on its surface. These equations
can also be combined into a single matrix equation. Indeed,
let us define the observation matrix
Y := [vec(I1) . . . vec(Id)] ∈ Rm1m2×d, (3)
where vec(Ij) := [Ij(1, 1) . . . Ij(m1,m2)]T . Assuming our
light source is at infinity and there is no variation in illumi-
nation from point to point on our object, one can succinctly
express (2) as
Y = NL, (4)
where N = [ρ(1, 1)n(1, 1) . . . ρ(m1,m2)n(m1,m2)]T ∈
Rm1m2×3 and L = [`1 . . . `d] ∈ R3×d. For simplicity, we
assume that ‖`k‖2 = 1, and, without loss of generality, we
assume that n(x, y) are unit normals.
Given d ≥ 3 images and their corresponding light direc-
tions, one can solve (4) exactly to obtain the normal vector
matrix N , from which one can compute the full 3D represen-
tation of the underlying surface [29].
In theory, (4) should hold exactly for a Lambertian sur-
face, but, in practice, due to noise and other non-idealities,
one only expects that Y ≈ NL. In the latter case, one can
instead collect d > 3 measurements and solve the overdeter-
mined least squares problem
min
N
‖Y −NL‖2F , (5)
which has the convenient closed-form solution Nˆ = Y L†,
where † denotes the Moore-Penrose pseudoinverse.
3. DICTIONARY LEARNING MODELS
In this section, we propose two adaptive dictionary learning
methods for estimating the normal vectors of a surface from
(possibly) noisy images, Y . Intuitively, these models seek to
learn a locally sparse representation of the data with respect
to a collection of learned basis “atoms” that capture the un-
derlying local structure of the data.
3.1. Preprocessing Images through Dictionary Learning
(DLPI)
Our first approach applies dictionary learning to the data in
a preprocessing step before estimating the normal vectors.
This formulation represents the input image data Y as locally
sparse in an adaptive dictionary domain—thereby removing
non-idealities that are not well-represented by the dictionary.
Specifically, we propose to solve the problem
min
v,B,D
1
2
‖y − v‖22 + λ
(∑c
j=1 ‖Pjv −Dbj‖22 + µ2 ‖B‖0
)
s.t. ‖di‖2 = 1, ‖bj‖∞ ≤ a, ∀i, j. (6)
Here, y = vec(Y ) and Pj is a matrix that extracts a (vector-
ized) 3D patch of dimensions cx × cy × cz from v, where cx
and cy are the dimensions of the patches extracted from each
image and cz is the number of distinct images whose patches
are combined to form the 3D patch. D ∈ Rcxcycz×K is a
dictionary matrix whose columns di are the (learned) dictio-
nary atoms, and B ∈ RK×c is a sparse coding matrix whose
columns bj define (usually sparse) linear combinations of dic-
tionary atoms used to represent each patch. Also, ‖·‖0 is the
familiar `0 “norm", and λ, µ > 0 are parameters.
We impose the constraint ‖bj‖∞ ≤ a, where a is typically
very large, since (6) is non-coercive with respect to B, but
the constraint is typically inactive in practice [30]. Without
loss of generality, we impose a unit-norm constraint on the
dictionary atoms di to avoid scaling ambiguity between D
andB [31]. We allow the possibility that patches from cz > 1
input images can be combined into a 3D patch to allow the
dictionary atoms to learn correlated features between images,
but one can set cz = 1 to work with 2D per-image patches.
Once we have solved (6), we reshape v (back) into an
m1m2×dmatrix whose columns are vectorized (now prepro-
cessed) images, and then we estimate the associated normal
vectors using the standard least squares model (5). Hence-
forth, we refer to this approach as the Dictionary Learning
with Preprocessed Imgaes (DLPI) method.
3.2. Normal Vector Computation through Dictionary
Learning (DLNV)
We next propose modifying (5) by applying an adaptive dic-
tionary regularization term to the normal vectors, N , under
the Lambertian model (5). Specifically, we propose to solve
the problem
min
n,B,D
1
2
‖y −An‖22 + λ
(∑w
j=1 ‖Pjn−Dbj‖22 + µ2 ‖B‖0
)
s.t. ‖di‖2 = 1, ‖bj‖∞ ≤ a, ∀i, j. (7)
Here y = vec(Y ), A = LT ⊗ I—where ⊗ denotes the Kro-
necker product and I is the m1m2×m1m2 identity matrix—
and n = vec(N). Also, Pj denotes a patch extraction matrix
that extracts (vectorized) patches of dimensionswx×wy×wz
from n. All other terms are defined analogously to the corre-
sponding terms in (6) with appropriate dimensions.
The dictionary learning terms in (7) encourage the esti-
mated normal vectors to be well-represented by sparse linear
combinations of a few (learned) dictionary atoms. Intuitively,
this acts as an adaptive regularization that yields normal vec-
tors that are more robust to noise and other non-idealities in
the data. Henceforth, we refer to this approach as the Dictio-
nary Learning on Normal Vectors (DLNV) method.
3.3. Algorithms for DLPI and DLNV
We propose solving (6) and (7), respectively, via block co-
ordinate descent-type algorithms where we alternate between
updating n and v, respectively, with (D,B) fixed and then
updating (D,B) with n or v held fixed. We omit the (D,B)
updates here due to space considerations, but the precise up-
date expressions can be found in [30, 32].
3.3.1. v update
Solving (6) for v with D and B fixed yields the problem
min
v
1
2
‖y − v‖22 + λ
∑c
j=1 ‖Pjv −Dbj‖22. (8)
Equation (8) is a simple least squares problem whose solution
v satisfies the normal equation(
I + 2λ
∑c
j=1 P
T
j Pj
)
v = y + 2λ
∑c
j=1 P
T
j Dbj , (9)
where I denotes the identity matrix. The matrix pre-multiplying
v in (9) is diagonal, so its inverse can be cheaply computed,
allowing us to efficiently update v.
3.3.2. n update
On the other hand, solving (7) for nwithD andB fixed yields
the problem
min
n
1
2
‖y −An‖22 + λ
∑w
j=1 ‖Pjn−Dbj‖22. (10)
Note that while (10) is also a least squares problem, its nor-
mal equation cannot be easily inverted as in (8) due to the
presence of the A matrix. We therefore adopt a proximal gra-
dient scheme [33]. The cost function in (10) can be written
in the form f(n) + g(n) where f(n) = 12 ‖y −An‖22 and
g(n) = λ
∑w
j=1 ‖Pjn−Dbj‖22. The proximal updates thus
become
nk+1 = proxτg(n
k − τ∇f(nk)), (11)
where
proxτg(z) := argmin
x
1
2
‖z − x‖22 + τg(x). (12)
Define n˜k := nk − τ∇f(nk). Then (11) and (12) imply that
nk+1 satisfies the normal equation(
I + 2τλ
∑w
j=1 P
T
j Pj
)
nk+1 = n˜k + 2τλ
∑w
j=1 P
T
j Dbj .
(13)
As in (9), the matrix multiplying nk+1 in (13) is diagonal and
can be efficiently inverted, yielding nk+1. Note that proximal
gradient is one of a wealth of available iterative schemes for
minimzing the (quadratic) objective (10).
4. RESULTS
We now empirically demonstrate the performance of our
proposed methods on several real-world datasets. To ob-
tain quantitative results, we rely primarily on the DiLiGenT
dataset [28]. This dataset contains images of a variety of
surfaces and provides the true normal vectors of each ob-
ject, allowing us to evaluate the performance of each method
against a ground truth. We quantify error by measuring the
mean angular difference between true normal vectors and
estimated normal vectors.
For each experiment, we compare the results of our
method to Wu et al.’s robust PCA (RPCA) method [11], Ike-
hata et al.’s sparse regression (SR) method [12], and Ikehata et
al.’s constrained bivariate regression (CBR) method [22]. We
also compare against the simple least squares (LS) method
(5). With the exception of LS, each method contains one or
more tunable parameters that dictate their performance. For
each method, we sweep the parameters across a wide range
of values, including any values recommended by the authors
in this sweep. The reported results are the errors produced by
the optimal parameter values.
To evaluate the ability of our method to robustly reject
non-idealities, we add Poisson noise to the images in the orig-
inal datasets. In each case, we run the experiment over multi-
ple noise realizations and average the results.
4.1. Varying Noise Levels
We first simulate the addition of Poisson noise to the images,
varying the signal-to-noise-ratio (SNR). Figure 1 illustrates
the results of these simulations on a 20-image subset of the
DiLiGenT Cat dataset.
As Figure 1 shows, in the low SNR (high noise) regime,
both dictionary learning approaches significantly outperform
existing approaches and are able to produce much cleaner nor-
mal vectors. The performance of all methods becomes com-
parable in the high SNR (low noise) regime, although our pro-
posed dictionary learning based approaches are less sensitive
to changes in the noise strength.
4.2. Varying Number of Images
Table 1 illustrates the accuracy of the estimated normal vec-
tors of each algorithm as a function of the number of images
used in the reconstruction. We ran this experiment on the
DiLiGenT Bear dataset, sweeping from 5 to 96 images and
adding Poisson noise with 10 dB SNR.
Table 1 shows that our proposed DLNV and DLPI al-
gorithms significantly outperform existing methods on small
datasets, achieving nearly 15 degree improvements in mean
angular error. These results imply that, while dictionary
learning based approaches generally perform well in low
SNR (high noise) regimes, they are particularly robust to
noise on small datasets compared to existing methods.
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Fig. 1: Sweeping SNR on the DiLiGenT Cat [28] dataset
with 20 images.
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Fig. 2: Sweeping SNR on the Hippo dataset [34] with 20
images.
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Fig. 3: Normal vector plots and error maps computed from the Cat dataset [34] with 20 images and SNR = 1 dB. Error maps
plot angular error (in degrees) in the normal vectors at each point on surface.
No. of DLPI DLNV SR RPCA CBR LSImages
5 20.91 21.43 34.29 33.12 31.10 34.25
15 9.73 10.20 14.89 14.44 14.86 14.90
25 9.23 9.52 12.12 11.78 12.76 12.14
35 9.13 9.18 11.23 10.93 11.99 11.24
45 8.96 8.90 10.62 10.34 11.71 10.64
55 8.86 8.78 10.24 9.97 11.51 10.25
65 8.89 8.77 10.00 9.75 11.29 10.02
75 8.79 8.68 9.73 9.50 11.21 9.750
85 8.72 8.62 9.57 9.34 11.20 9.58
96 8.69 8.61 9.43 9.22 11.05 9.45
Table 1: Mean angular error sweeping number of images on
the DiLiGenT Bear dataset [28] with SNR = 10 dB.
4.3. Analysis of non-DiLiGenT datasets
In addition to the DiLiGenT dataset, we also consider the
dataset from1 [34]. This dataset contains images of several
real objects without ground truth normal vectors. To obtain
an estimate of the ground truth normal vectors, we assume
the objects in this dataset follow a truly Lambertian model
and compute normal vectors from the uncorrupted dataset us-
ing the simple least squares model (5). While the Lambertian
assumption may not hold exactly, the objects are matte in ap-
pearance – the primary characteristic of Lambertian surfaces
– so these vectors are a reasonable approximation of the true
1The data can be found at http://vision.seas.harvard.edu/
qsfs/Data.html
normal vectors. This approach allows us to isolate the robust-
ness of each method to noise when our data otherwise per-
fectly follow the modeling assumptions. Figure 2 depicts the
results of these experiments.
From Figure 2, we see that, for high SNR cases where
corruptions are minimal, all methods converge to (nearly)
zero mean angular error, as expected, since most methods
are based on a Lambertian model. However, in the low SNR
(high noise) regime, we see that, as in our previous results,
both proposed dictionary learning based methods are signifi-
cantly more robust to noise and produce much more accurate
reconstructions. Figure 3 illustrates the normal vectors ob-
tained by the dictionary learning based approaches and error
maps of all methods on the Cat dataset with an SNR of 1dB.
Intuitively, the proposed adaptive dictionary learning meth-
ods are able to learn local features of data that effectively
denoise the images (DLPI) or normal vectors (DLNV).
5. CONCLUSION
In this work, we investigated two dictionary learning based
methods for robust photometric stereo. Each method seeks
to represent some form of our data—either the original im-
ages or the estimated normal vectors—as sparse with respect
to an adaptive (learned) dictionary. We showed that both ap-
proaches are significantly more robust to noise than existing
methods. The results presented here indicate that DLPI usu-
ally outperforms DLNV, but which method performs best in
general may depend on underlying properties of the data. We
leave this nuanced investigation for future work.
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