The simulation-optimization (SO) modeling approach can be effectively used for aquifer parameter estimation. In this study, a numerical approach based on meshless local Petrov-Galerkin (MLPG) method is used for groundwater flow simulation and coupled with particle swarm optimization model for optimization. The study deals with the identification of the most suitable model structure for a hypothetical heterogeneous confined aquifer from a number of alternate models using zonation method of parameter estimation. A range of alternate models starting from homogeneous to more complex model structures are considered for the zonation. Inverse modeling of different model structures is carried out based on weighted least square performance criterion. The suitable models are selected and reliability analysis ascertained by computing three parameters of composite scaled sensitivity, coefficient of variation, and confidence interval, and the best model is selected. Sensitivity of estimated parameters is investigated by considering different sets of head data involving possible measurement errors. The solutions are compared with another inverse model using the MLPG and Levenberg-Marquardt algorithm. Based on the results, it is found that the proposed methodology can be utilized in the estimation of different unknown parameters in a regional groundwater system.
INTRODUCTION
The inverse problem of parameter estimation concerns the optimal determination of the system's hydro-geologic parameters based on the observations collected in the spatial and time domains. Hydraulic conductivity or transmissivity is often considered to be the most important calibration parameter in inverse modeling. Other parameters such as storativity, specific yield, contaminant transport parameters, stream-bed characteristics, or flows at model boundaries can also be estimated (Keidser & In the zonation approach, the entire aquifer domain is divided into a finite number of zones in which the parameter value is assumed to be constant. In the case of real field problems, the zonal structures may not be known and then the model structure is often determined by trial and error to minimize the error between observed and simulated head values (Ayvaz & Aral ) . The simulation modeling is often combined with optimization algorithms to get deterministic solutions corresponding to different model structures. However, due to the ill-posed nature of the inverse problems, when gradient-based optimization algorithms are used, some difficulties such as convergence problems may occur. Therefore, meta-heuristic algorithms are usually preferred due to their ability in finding the global or near global optimum solutions without the necessity of working with gradients, as well as requiring information on an initial solution. During the last two decades, several meta-heuristic solution algorithms have been proposed by many researchers, such as genetic algorithm, tabu search, simulated annealing, swarm intelligent techniques, etc. (Maier et al. ) . Generally, based on prior studies, real field data, computational tools' availability, and the user's discretion, the optimization algorithm is selected. The parameter structure identification procedures have been provided in earlier reviews and evaluations by Sun & Yeh () In the present study, we adopt an inverse modeling methodology which is based on zonation and is used to select an optimal zonation pattern based upon the weighted least squares performance criteria and covariance analysis. A coupled numerical model based on meshless local Petrov-Galerkin (MLPG) approach and particle swarm optimization (PSO) is developed to estimate the transmissivity in the various zones of an aquifer system. Here, 12 predesigned alternative models are considered and reliability analysis is performed to identify the best model structure for the assumed hypothetical confined aquifer. The sensitivity analysis of the estimated parameter is further investigated by considering different sets of head data involving measurement errors.
MESHLESS LOCAL PETROV-GALERKIN METHOD
The 2D groundwater flow governing equation for a heterogeneous, isotropic confined aquifer (Bear ) is considered as: Here, h(x, y, t) is hydraulic head (m); T ij is transmissivity (m 2 /d); S is storage coefficient; x, y ¼ horizontal space variables (m); Q w is pumping/injection rate at well (ÀQ w is pumping and þQ w is injection) (m 3 /d/m 2 ); t is time in days; Ω is flow region; @Ω is the boundary region (@Ω 1 ∪ @Ω 2 ¼@Ω); @ @n is normal derivative; h o (x, y) is initial head in the flow domain (m); h 1 (x, y, t) is known head value of the boundary head (m); q(x, y, t) is known inflow
For groundwater flow simulation using meshless 
The essential boundary conditions are enforced by the penalty parameter technique. Equation (2) is solved using the Gauss-Jordan method.
PARTICLE SWARM OPTIMIZATION
PSO is a swarm-based optimization which is based on the nature of flocking behavior of birds, fish, and other animals.
This technique was first introduced by Kennedy & Eberhart (). The 'particle' in PSO is related to three main parameters: position, velocity, and fitness. Position represents the unknown variable of the problem, the rate of change of position (or change of variable) is given by velocity, and the fitness is a measure of how well the particle solves the objective function optimally (Kennedy & Eberhart ) .
The objective function is a measure of the quality of a solution, and in the present study, PSO is applied to get optimal solutions based on the minimization of the considered objective function.
The number of particles in a swarm is called population and 'pbest' is the coordinate in the search space associated with the best solution (fitness) the particle has achieved so far and 'lbest' is the best value obtained so far by any neighboring particle. When a particle takes all the population as its neighbors, the best value is a global best 'gbest'. The PSO concept consists of, at each time step, changing the particle (velocity) towards its pbest and lbest locations.
Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and lbest locations. The individual particle position is updated as follows (Kennedy & Eberhart ):
where velocity is calculated as:
where, x i k is the particle position; v i k is the particle velocity; p i k is the best remembered individual particle position; p g k is the best remembered swarm position; c 1 and c 2 are the cognitive and social parameters; r 1 and r 2 are the random numbers between 0 and 1 and w is the constriction factor. The objective function (J ) considered involves weighted least squares criterion, and the functional to be minimized
MODEL DEVELOPMENT
subject to lower and upper bounds of the parameter:
is the MLPG head for the assumed parameter; h ob i,t is the MLPG head for the true parameter (these are replaced by observed head values in the field case studies); T i is transmissivity at block i; M is the parameter dimension; L is the number of observation wells; t 0 and t f are beginning and ending times of observations. Superscripts l and u are used to denote the lower and upper bounds of parameters and ω i,t is the weighting coefficient ¼ 1 for a parameter dimension. Also, the PSO model characteristics considered are: population size ¼100; maximum number of generations ¼ 400; c 1 , c 2 are 0.5 each; w is the constriction factor ¼ 1.2.
For the present case study, 12 alternate models were constructed ( Figure 4 ). The 12 models were decided based on trial and error such that the models vary from simplest (7).
whereT is estimated parameters, T is true parameters, E is mathematical expectation, and superscript T is a transpose
vector. An approximation of the covariance matrix of the estimated parameters can be represented (Yeh & Yoon ) by the equation:
where J(T ) is the least square error (LSE) (minimized value of objective function), L is the number of observations, M is parameter dimension, X is A T D A D Â Ã , and A D is the sensitivity matrix of h with respect to transmissivity T. Parameter estimation is performed for each model for transient state at 100 days and is presented in Table 1 .
Another inverse model with optimization based on the Levenberg-Marquardt algorithm (LMA) (Pujol ) with MLPG is developed in this study for the purpose of comparison. LMA is used to solve non-linear least squares problems and it interpolates between the Gauss-Newton algorithm and the method of gradient descent (Pujol ) . Table 2 shows the parameter estimation results for inverse model based on MLPG-LMA. The simulations are carried out on 
RELIABILITY OF ESTIMATED PARAMETERS
The reliability of estimated parameters is ascertained by computing three parameters, composite scaled sensitivity (CSS), coefficient of variation (CV) and the confidence interval (CI), which are subsequently explained. The above parameters are estimated for models 1, 2, and 4, which are presented in Tables 3 and 4 .
Coefficient of variation
The 
From Tables 3 and 4 , as expected, model 4 gives higher values and thus this model can be discarded. The CV values for model 1 (Table 3) in zones 2 and 5 are higher. This suggest that the reliability of the estimated parameters in these zones is less. From Table 3 , it is also found that the CV values for model 2 are far less compared to model 1 which suggest its better reliability. Also, PSO algorithm is able to estimate parameters better than LMA algorithm.
Confidence intervals
The confidence with which the parameters are estimated can be determined by computing the CI based on approximating the first order methods. The individual CIs presented in this study are calculated as the final estimated Then, when model 1 (Table 3) is considered, the CI values for the transmissivity estimates of zones 2, 3, and 5 are higher indicating that the parameter uncertainty is greater.
The results of model 2 show that the CI is very much less.
This suggests that higher CI for some zones in model 1 may be due to insufficient observed head data whereas reparameterization (model 2) has improved the reliability of estimated parameters. The higher CI (model 1) shows that the uncertainty of head observations with the estimated parameters in some of the zones is very low, hence such type of zones can be combined and thereby the number of zones can be reduced. The above results show that model 2 represents the aquifer zonation pattern more accurately.
Model 1 represents over-parameterization, which can be avoided by zonation-based studies. The CI results from Tables 3 and 4 prove that the meta-heuristic PSO algorithm is able to estimate parameters better than the LMA algorithm.
Composite scaled sensitivity
CSS is a statistic which summarizes all the sensitivities for one parameter and therefore indicates the cumulative amount of information that the measurements contain for the estimation of that parameter. CSS (Hill et al. ) for parameter j, is computed as:
where T j is the estimated transmissivity, ω i is the weighting coefficient, @h i @T i is the sensitivity coefficient, and L is the 
DISCUSSION
The MLS-based MLPG model has been proven to be an effective alternative approach in simulating groundwater flow. The MLPG is a truly meshless formulation which significantly reduces the manual efforts of meshing and remeshing leading to lesser computational efforts, which was However, in real-life scenarios where prior knowledge about an aquifer is sparse, the general approach to obtain the zonation pattern is to couple the zonation algorithm with a clustering approach, such as using hierarchical or fuzzy K-means, where the optimum parameter structure associated with the groundwater inverse problem is determined. This step, wherein an optimization technique which can be used to determine optimum zone structure where initially the number of zones selected are one and are increased over iterations until the optimum parameter structure is identified, is not attempted here, as this was the first attempt made to solve inverse modeling using the MLPG-PSO model. This can be attempted in future studies.
CONCLUSIONS
In this study, the application of a simulation optimization model based on MLPG method and PSO for aquifer parameter identification and zonation structure estimation is presented. For the considered case study, a number of possible alternate model structures using zonation method are identified through a trial and error approach. In the inverse modeling procedure, weighted least square performance criterion is considered for the estimation of transmissivity for the confined aquifer considered. Reliability analysis is performed to identify the best model structure. Models 1 and 2 are identified as better model structures out of the 12 considered models. However, based on reliability of estimated parameters, it can be concluded that over-parameterization occurs in the case of model 1 which leads to more uncertainty in the estimated parameters. Hence, model 2 is considered to be the best model for the studied aquifer system.
From the present study it can be concluded that estimation of parameters needs to be supported by reliability analysis for the appropriate inverse modeling of cates that the model can be applied to regional aquifers where the data available may be sparse and with errors.
The present study demonstrates the effectiveness of the proposed methodology for aquifer parameter and zonation structure estimation in groundwater systems.
