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Aquantum learningmachine for binary classification of qubit states that does not require quantummemory
is introduced and shown to perform with the minimum error rate allowed by quantum mechanics for any
size of the training set. This result is shown to be robust under (an arbitrary amount of) noise and under
(statistical) variations in the composition of the training set, provided it is large enough. This machine can
be used an arbitrary number of times without retraining. Its required classical memory grows only
logarithmically with the number of training qubits, while its excess risk decreases as the inverse of this
number, and twice as fast as the excess risk of an ‘‘estimate-and-discriminate’’ machine, which estimates the
states of the training qubits and classifies the data qubit with a discrimination protocol tailored to the
obtained estimates.
Q
uantum computers are expected to perform some (classical) computational tasks of practical interest,
e.g., large integer factorization, with unprecedented efficiency. Quantum simulators, on the other hand,
perform tasks of a more ‘‘quantum nature’’, which cannot be efficiently carried out by a classical
computer. Namely, they have the ability to simulate complex quantum dynamical systems of interest. The need
to perform tasks of genuine quantum nature is emerging as individual quantum systems play a more prominent
role in labs (and, eventually, in everyday life). Examples include: quantum teleportation, dynamical control of
quantum systems, or quantum state identification. Quantum information techniques are already being developed
in order to execute these tasks efficiently.
This paper is concerned with a simple, yet fundamental instance of quantum state identification. A source
produces two unknown pure qubit states with equal probability. A human expert (who knows the source
specifications, for instance) classifies a number of 2n states produced by this source into two sets of size roughly
n (statistical fluctuations of order
ffiffiffi
n
p
should be expected) and attaches the labels 0 and 1 to them. We view these
2n states as a training sample, and we set ourselves to find a universal machine that uses this sample to assign the
right label to a newunknown state produced by the same source.We refer to this task as quantum classification for
short.
Quantum classification can be understood as a supervised quantum learning problem, as has been noticed by
Guta and Kotlowski in their recent work1 (though they use a slightly different setting). Learning theory, more
properly named machine learning theory, is a very active and broad field which roughly speaking deals with
algorithms capable of learning from experience2. Its quantum counterpart3–7 not only provides improvements
over some classical learning problems but also has a wider range of applicability, which includes the problem at
hand. Quantum learning has also strong links with quantum control theory and is becoming a significant element
of the quantum information processing toolbox.
An absolute limit on the minimum error in quantum classification is provided by the so called optimal
programmable discrimination machine8–13. In this context, to ensure optimality one assumes that a fully general
two-outcome joint measurement is performed on both the 2n training qubits and the qubit we wish to classify,
where the observed outcome determines which of the two labels, 0 or 1, is assigned to the latter qubit. Thus, in
principle, this assumption implies that in a learning scenario a quantum memory is needed to store the training
sample till the very moment we wish to classify the unknown qubit. The issue of whether or not the joint
measurement assumption can be relaxed has not yet been addressed. Nor has the issue of how the information
left after the joint measurement can be used to classify a second unknown qubit produced by the same source,
unless a fresh new training set (TS) is provided (which may seem unnatural in a learning context).
The aim of this paper is to show that for a sizable TS (asymptotically large n) the lower bound on the probability
of misclassifying the unknown qubit set by programmable discrimination can be attained by first performing a
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suitable measurement on the TS followed by a Stern-Gerlach type of
measurement on the unknown qubit, where forward classical com-
munication is used to control the parameters of the second measure-
ment. The whole protocol can thus be undersood as a learning
machine (LM), which requires much less demanding assumptions
while still having the same accuracy as the optimal programmable
discrimination machine. All the relevant information about the TS
needed to control the Stern-Gerlach measurement is kept in a clas-
sical memory, thus classification can be executed any time after the
learning process is completed. Once trained, this machine can be
subsequently used an arbitrary number of times to classify states
produced by the same source. Moreover, this optimal LM is robust
under noise, i.e., it still attains optimal performance if the states
produced by the source undergo depolarization to any degree.
Interestingly enough, in the ideal scenario where the qubit states
are pure and the TS consists in exactly the same number of copies
of each of the two types 0/1 (no statistical fluctuations are allowed)
this LM attains the optimal programmable discrimination bound for
any size 2n of the TS, not necessarily asymptotically large.
At this point it should be noted that LMs without quantum me-
mory can be naturally assembled from two quantum information
primitives: state estimation and state discrimination. We will refer to
these specific constructions as ‘‘estimate-and-discriminate’’ (E&D)
machines. The protocol they execute is as follows: by performing,
e.g., an optimal covariant measurement on the n qubits in the TS
labeled 0, their state jy0æ is estimated with some accuracy, and like-
wise the state jy1æ of the other n qubits that carry the label 1 is
characterized. This classical information is stored and subsequently
used to discriminate an unknown qubit state. It will be shown that the
excess risk (i.e., excess average error over classification when the
states jy0æ and jy1æ are perfectly known) of this protocol is twice
that of the optimal LM. The fact that the E&Dmachine is suboptimal
means that the kind of information retrieved from the TS and stored
in the classical memory of the optimal LM is specific to the classifica-
tion problem at hand, and that the machine itself is more than the
mere assemblage of well known protocols.
We will first present our results for the ideal scenario where states
are pure and no statistical fluctuation in the number of copies of each
type of state is allowed. The effect of these fluctuations and the
robustness of the LM optimality against noise will be postponed to
the end of the section.
Results
Programmable machines. Before presenting our results, let us sum-
marize what is known about optimal machines for programmable
discrimination. This will also allow us to introduce our notation and
conventions. Neglecting statistical fluctuations, the TS of size 2n is
given by a state pattern of the form y6n0
 
6 y6n1
 
, where the
shorthand notation [?] ; j?æÆ?j will be used throughout the paper,
and where no knowledge about the actual states jy0æ and jy1æ is
assumed (the figure of merit will be an average over all states of
this form). The qubit state that we wish to label (the data qubit)
belongs either to the first group (it is [y0]) or to the second one (it
is [y1]). Thus, the optimal machine must discriminate between the
two possible states: either %n0~ y
6 nz1ð Þ
0
h i
AB
6 y6n1
h i
C
, in which
case it should output the label 0, or %n1~ y
6n
0
h i
A
6 y6 nz1ð Þ1
h i
BC
,
in which case the machine should output the label 1. Here and
when needed for clarity, we name the three subsystems involved in
this problemA,B andC, whereAC is the TS andB is the data qubit. In
order to discriminate %n0 from %
n
1 , a joined two-outcome
measurement, independent of the actual states jy0æ and jy1æ, is
performed on all 2n 1 1 qubits. Mathematically, it is represented
by a positive operator valued measure (POVM) E~ E0, E1~ {E0f g.
The minimum average error probability of the quantum
classification process is given by Pe 5 (1 2 D/2)/2, where
D~2maxE0
Ð
dy0dy1 tr %
n
0{%
n
1
 
E0
 
. This average can be cast as
a SU(2) group integral and, in turn, readily computed using Schur’s
lemma to give
D~2max
E0
tr sn0{s
n
1
 
E0
 
~ sn0{s
n
1
 
1
, ð1Þ
where I?I1 is the trace norm and sn0=1 are average states defined as
sn0~
nz16 n
dnz1dn
~
AB6 C
dABdC
and
sn1~
n6 nz1
dndnz1
~
A6 BC
dAdBC
:
ð2Þ
In this paper m stands for the projector on the fully symmetric
invariant subspace of m qubits, which has dimension dm 5 m 1
1. Sometimes, it turns out to be more convenient to use the
subsystem labels, as on the right of (2). The maximum in (1) is
attained by choosing E0 to be the projector onto the positive part
of sn0{s
n
1 .
The right hand side of (1) can be computed by switching to the
total angular momentum basis, {jJ,Mæ}, where 1
2
ƒJƒnz 1
2
and
2J # M # J (an additional label may be required to specify the
way subsystems couple to give J; see below). In this (Jordan) basis12
the problem simplifies significantly, as it reduces to pure state dis-
crimination14 on each subspace corresponding to a possible value of
the total angular momentum J and magnetic number M. By writing
the various values of the total angular momentum as J~kz
1
2
, the
final answer takes the form13:
Popte ~
1
2
{
1
d2ndnz1
Xn
k~0
k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2n{k
2
q
: ð3Þ
A simple asymptotic expression for large n can be computed using
Euler-Maclaurin’s summation formula. After some algebra one obtains
Popte ^
1
6
z
1
3n
: ð4Þ
The leading order (1/6) coincides with the average error probabilityÐ
dy0dy1p
opt
e y0, y1
 
, where popte y0, y1
 
is the minimum error in
discrimination between the two known states jy0æ and jy1æ.
Learning machines. The formulas above give an absolute lower
bound to the error probability that can be physically attainable.
We wish to show that this bound can actually be attained by a
learning machine that uses a classical register to store all the
relevant information obtained in the learning process regardless
the size, 2n, of the TS. A first hint that this may be possible is that
the optimal measurement E can be shown to have positive partial
transposition with respect to the partition TS/data qubit. Indeed this
is a necessary condition for any measurement that consists of a local
POVM on the TS whose outcome is fed-forward to a second POVM
on the data qubit. This class of one-way adaptive measurement can
be characterized as:
E0~
X
m
Lm6Dm, E1~
X
m
Lm6 1{Dm
 
, ð5Þ
where the positive operators Lm (Dm) act on the Hilbert space of the
TS (data qubit we wish to classify), and
P
m Lm~ n6 n. The POVM
L~ Lm
 	
represents the learning process, and the para-
meter m, which a priori may be discrete or continuous, encodes the
information gathered in the measurement and required at the classi-
fication stage. For each possible value of m, Dm~ Dm, 1{Dm
 	
defines the measurement on the data qubit, whose two outcomes
represent the classification decision. Clearly, the size of the
www.nature.com/scientificreports
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required classical memory will be determined by the information
content of the random variable m.
Covariance and structure of L.We will next prove that the POVM
L, which extracts the relevant information from the TS, can be
chosen to be covariant. This will also shed some light on the
physical interpretation of the classical variable m. The states (2) are
by definition invariant under a rigid rotation acting on subsystems
AC and B, of the formU 5 UACfl u, where throughout this paper,U
stands for an element of the appropriate representation of SU(2),
which should be obvious by context (in this case UAC 5 ufl2n,
where u is in the fundamental representation). Since tr E0sn0=1

 
~
tr E0U{sn0=1U

 
~tr UE0U{sn0=1

 
, the positive operator UE0U{
gives the same error probability as E0 for any choice of U [as can
be seen from, e.g., Eq. (1)]. The same property thus holds for their
average over the whole SU(2) group E0~
Ð
duUE0U{, which is
invariant under rotations, and where du denotes the SU(2) Haar
measure. By further exploiting rotation invariance (see Sec.
Methods for full details) E0 can be written as
E0~
ð
du UACVU
{
AC

 
6 u :½ u{  ð6Þ
for some positive operator V, where we use the short hand notation
:½ : 12 , 12
  1
2 ,
1
2
 . Similarly, the second POVM element can be
chosen to be an average, E1, of the form (6), with
;½ : 12 ,{ 12
  1
2 ,{
1
2
  instead of ["]. We immediately recognize
E~ E0, E1f g to be of the form (5), where u, Lu:UACVU{AC and
Du ; u["]u{ play the role of m, Lm and Dm respectively. Hence,
w.l.o.g. we can choose L~ UACVU{AC
n o
SU 2ð Þ
, which is a covariant
POVM with seed V. Note that u entirely defines the Stern-Gerlach
measurement, Du~ u :½ u{, u ;½ u{
 	
, i.e., u specifies the direction
along which the Stern-Gerlach has to be oriented. This is the relevant
information that has to be retrieved from the TS and kept in the
classical memory of the LM.
Covariance has also implications on the structure of V. In Sec.
Methods, we show that this seed can always be written as
V~
Xn
m~{n
Vm; Vm§0, ð7Þ
where Xj
m~{j
j, m Vmj jj, mh i~2jz1, 0ƒjƒn, ð8Þ
and j (m) stands for the total angular momentum jAC (magnetic
number mAC) of the qubits in the TS. In other words, the seed is a
direct sum of operators with a well defined magnetic number. As a
result, we can interpret that V points along the z-axis. The constrain
(8) ensures that L is a resolution of the identity.
To gainmore insight into the structure ofV, we trace subsystems B
in the definition of D, given by the first equality in Eq. (1). For the
covariant POVM (6), rotational invariance enables us to express this
quantity as
DLM~2max
V
tr sn0{s
n
1
 
V6 :½  	~2max
V
tr C:V
 
, ð9Þ
where we have defined
C:~trB :½  sn0{sn1
  	 ð10Þ
(the two resulting terms in the right-hand side are the post-measure-
ment states of AC conditioned to the outcome " after the Stern-
Gerlach measurement Dz is performed on B) and the maximization
is over valid seeds (i.e., over positive operators V such that
Ð
duUACVU
{
AC~ AC). We calculate C" in Sec. Methods. The result-
ing expression can be cast in the simple and transparent form
C:~
J^Az{J^
C
z
d2ndnz1
, ð11Þ
where J^A=Cz is the z component of the total angular momentum oper-
ator acting on subsystemA/C, i.e., on the training qubits to which the
human expert assigned the label 0/1. Eq. (11) suggests that the
optimal V should project on the subspace of A (C) with maximum
(minimum) magnetic number, which implies that mAC 5 0. An
obvious candidate is
V~ w0
 
, w0
 ~Xn
j~0
ffiffiffiffiffiffiffiffiffiffiffi
2jz1
p
j, 0j i: ð12Þ
Below we prove that indeed this seed generates the optimal LM
POVM.
Optimality of the LM. We now prove our main result: the POVM
E~ E0, E1f g, generated from the seed state in Eq. (12), gives an error
probability Popte equal to the minimum error probability P
LM
e ~
1{DLM

2
 
2 of the optimal programmable discriminator,
Eq. (3). It is, therefore, optimal and, moreover, it attains the
absolute minimum allowed by quantum physics.
The proof goes as follows. From the very definition of error prob-
ability,
PLMe ~
1
2
tr sn1E0ztr s
n
0
E1
 
, ð13Þ
we have
PLMe ~
tr A6 BC w
0 6 :½  ztr AB6 C w0 6 ;½  
2dndnz1
, ð14Þ
where we have used rotational invariance. We can further simplify
this expression by writing it as
PLMe ~
A6 BC w0j i :j ik k2z AB6 C w0j i ;j ik k2
2dndnz1
: ð15Þ
To compute the projections inside the norm signs we first write
jw0æj"æ (jw0æj#æ will be considered below) in the total angular
momentum basis jJ, Mæ(AC)B, where the attached subscripts remind
us how subsystems A, B and C are both ordered and coupled to give
the total angular momentum J (note that a permutation of subsys-
tems, prior to fixing the coupling, can only give rise to a global phase,
thus not affecting the value of the norm we wish to compute). This is
a trivial task since jw0æj"æ ; jw0æACj"æB, i. e., subsystems are ordered
and coupled as the subscript (AC)B specifies, so we just need the
Clebsch-Gordan coefficients
j+
1
2
,
1
2
j, 0;
1
2
,
1
2

 
~+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jz
1
2
+
1
2
2jz1
vuut
: ð16Þ
The projector A6 BC , however, is naturally written as
A6 BC~
P
J,M J, Mj iA CBð Þ J, Mh j. This basis differs from that
above in the coupling of the subsystems. To compute the projection
A6 BC w
0  :j i we only need to know the overlaps between the two
bases A(CB)ÆJ, MjJ, Mæ(AC)B. Wigner’s 6j-symbols provide this
information as a function of the angular momenta of the various
subsystems.
Using the Clebsch-Gordan coefficients and the overlaps between
the two bases, it is not difficult to obtain
A6 BC w
0  :j i~Xnz1
j~1
ffi
j
p ffiffiffiffiffiffiffiffiffiffiffidnzjp { ffiffiffiffiffiffiffiffiffiffiffidn{jpffiffi
2
p
dn
j{
1
2
,
1
2


A CBð Þ
, ð17Þ
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An identical expression can be obtained for AB6 C w
0 j;i in the
basis jJ, Mæ(BA)C. To finish the proof, we compute the norm squared
of (17) and substitute in (15). It is easy to check that this gives the
expression of the error probability in (3), i.e., PLMe ~P
opt
e .
Memory of the LM. Let us go back to the POVM condition,
specifically to the minimum number of unitary transformations
needed to ensure that, given a suitable discretization
Ð
du?
P
m pm
of (6), pmUm w
0 U{mn o is a resolution of the identity for arbitrary n.
This issue is addressed in15, where an explicit algorithm for
constructing finite POVMs, including the ones we need here, is
given. From the results there, we can bound the minimum number
of outcomes of L by 2(n 1 1)(2n 1 1). This figure is important
because its binary logarithm gives an upper bound to the
minimum memory required. We see that it grows at most
logarithmically with the size of the TS.
E&D machines. E&D machines can be discussed within this very
framework, as they are particular instances of LMs. In this case the
POVM L has the form Lai~Ma6Mi’, where M~ Ma½  and
M0~ Mi’½  are themselves POVMs on the TS subsystems A and C
respectively. The role of M and M0 is to estimate (optimally) the
qubit states in these subsystems16. The measurement on B (the data
qubit) now depends on the pair of outcomes of M and M0:
Dai~ Dai, 1{Daif g. It performs standard one-qubit discrimin-
ation according to the two pure-state specifications, say, the unit
Bloch vectors sa0 and s
i
1, estimated with M and M0. In this section,
we wish to show that E&Dmachines performworse than the optimal
LM.
We start by tracing subsystemsAC in Eq. (1), which for E&D reads
DE&D~2 max
M,M0
trB maxDaif g
trAC s
n
0{s
n
1
 
E0
 
: ð18Þ
If we write DE&D~maxM,M0 DM,M0 , we have
DM,M0~
X
ai
papi’ ra0{r
i
1
 , ð19Þ
where ra0 and r
i
1 are the Bloch vectors of the data qubit states
ra0~
1
pa
trA
AB
nz1
dnz1
Ma
 
, ri1~
1
pi’
trC
BC
nz1
dnz1
Mi’
 
, ð20Þ
conditioned to the outcomes a and i respectively, and pa~d{1n tr Ma,
pi’~d{1n tr Mi’ are their probabilities. We now recall that optimal
estimation necessarily requires that all elements of M must be of
the form Ma~caUa y
0 U{a , where y0 ~ n2 , n2
 E, ca . 0, and {Ua}
are appropriate SU(2) rotations (analogous necessary conditions are
required forM0)17. Substituting in Eq. (20) we obtain pa 5 ca/dn, and
u{ar
a
0ua~
1
dnz1
dn :½ z ;½ ð Þ ð21Þ
(a similar expression holds for ri1). This means that the Bloch vector
of the data qubit conditioned to outcome a is proportional to sa0 (the
Bloch vector of the corresponding estimate) and is shrunk by a factor
n/dn11 5 n/(n12) 5 g. Note in passing that the shrinking factor g is
independent of the measurements, provided it is optimal.
Surprisingly at first sight, POVMs that are optimal, and thus equi-
valent, for estimationmay lead to different minimum error probabil-
ities. In particular, the continuous covariant POVM is outperformed
in the problem at hand by those with a finite number of outcomes.
Optimal POVMswith few outcomes enforce large angles between the
estimates sa0 and s
i
1, and thus between r
a
0 and r
i
1 (p/2 in the n 5 1
example below). This translates into increased discrimination effi-
ciency, as shown by (19), without compromising the quality of the
estimation itself. Hence the orientation ofM relative toM0 (which
for two continuous POVMs does not even make sense) plays an
important role, as it does the actual number of outcomes. With an
increasing size of the TS, the optimal estimation POVMs require also
a larger number of outcomes and the angle between the estimates
decreases in average, since they tend to fill the 2-sphere isotropically.
Hence, the minimum error probability is expected to approach that
of two continuous POVMs. This is supported by numerical calcula-
tions. The problem of finding the optimal E&Dmachine for arbitrary
n appears to be a hard one and is currently under investigation. Here
we will give the absolute optimal E&D machine for n 5 1 and, also,
we will compute the minimum error probability for bothM andM0
being the continuous POVM that is optimal for estimation. The later,
asmentioned, is expected to attain the optimal E&D error probability
asymptotically.
We can obtain an upper bound on (19) by applying the Schwarz
inequality. We readily find that
DM,M0ƒ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ai
papi’ ra0{r
i
1j j2
r
~
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
a
pa ra0j j2z
X
i
pi’ ri1j j2
r
, ð22Þ
where we have used that
P
a par
a
0~
P
i pi’r
i
1~0, as follows from the
POVM condition onM andM0. The maximum norm of ra0 and ri1 is
bounded by 1/3 [the shrinking factor g for n 5 1]. Thus
DM,M0ƒ
ffiffi
2
p .
3v1
. ffiffi
3
p
~DLM, ð23Þ
where the value of DLM can be read off from Eq. (3). The E&D boundffiffi
2
p 
3 is attained by the choicesM"/# 5 ["/#] andM’z={~z={½ ,
where we have used the definition +j i~ :j i+ ;j ið Þ ffiffi2p .
For arbitrary n, a simple expression for the error probability
can be derived in the continuous POVM case, M~M0~
dnUs y
0 U{s 	s[S2 , where s is a unit vector (a point on the 2-sphere
S
2) and Us is the representation of the rotation that takes the unit
vector along the z-axis, z, into s. Here s labels the outcomes of the
measurement and thus plays the role of a and i. The continuous
version of (19) can be easily computed to be
DE&D~g
ð
ds z{sj j~ 4n
3 nz2ð Þ : ð24Þ
Asymptotically, we have PE&De ~1=6z2= 3nð Þz . . .. Therefore, the
excess risk, which we recall is the difference between the average
error probability of the machine under consideration and that of
the optimal discrimination protocol for known qubit states (1/6), is
RE&D 5 2/(3n)1…. This is twice the excess risk of the optimal pro-
grammable machine and the optimal LM, which can be read off from
Eq. (4):
RLM~Ropt~
1
3n
z . . . : ð25Þ
For n 5 1, Eq. (23) leads to RE&D~ 4{
ffiffi
2
p 
12. This value is
already 15% larger than excess risk of the optimal LM:
RLM~ 4{
ffiffi
3
p 
12.
Robustness of LMs. So far we have adhered to the simplifying
assumptions that the two types of states produced by the source
are pure and, moreover, exactly equal in number. Neither of these
two assumptions is likely to hold in practice, as both, interaction with
the environment, i.e., decoherence and noise, and statistical fluc-
tuations in the numbers of states of each type, will certainly take
place. Here we prove that the performance of the optimal LM is
not altered by these effects in the asymptotic limit of large TS.
More precisely, the excess risk of the optimal LM remains equal to
that of the optimal programmable discriminator to leading order in
1/n when noise and statistical fluctuations are taken into account.
Let us first consider the impact of noise, which we will assume
isotropic and uncorrelated. Hence, instead of producing [y0/1], the
source produces copies of
www.nature.com/scientificreports
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r0=1~r y0=1
h i
z 1{rð Þ
2
, 0vrƒ1: ð26Þ
In contrast to the pure qubits case, where y6n0=1
h i
belongs to the fully
symmetric invariant subspace of maximum angular momentum j 5
n/2, the state ofA/C is now a full-rankmatrix of the formr6n0=1 . Hence,
it has projections on all the orthogonal subspaces Sj6 n
n
j , where
Sj~span j, mj if gjm~{j

 
and n
n
j is the multiplicity space of the
representation with total angular momentum j (see Sec. Methods
for a formula of the multiplicity nnj ), and j is in the range from 0
(1/2) to n/2 if n is even (odd). Therefore r6n0=1 is block-diagonal in the
total angular momentum eigenbasis. The multiplicity space n
n
j car-
ries the label of the nnj different equivalent representations of given j,
which arise from the various ways the individual qubits can couple to
produce total angular momentum j. For permutation invariant states
(such as r6n0=1 ), this has no physical relevance and the only effect of
nnj in calculations is through its dimension nnj . Hence, the multipli-
city space will be dropped throughout this paper.
The average states now become a direct sum of the form
sn0~
ð
dy0dy1r
6 nz1ð Þ
0 6r
6n
1 ~
X
j
pnjs
n
0,j
sn1~
ð
dy0dy1r
6n
0 6r
6 nz1ð Þ
1 ~
X
j
pnjs
n
1,j,
ð27Þ
where we use the shorthand notation j 5 {jA, jC} [each angular
momentum ranges from 0 (1/2) to n/2 for n even (odd)], and
pnj~p
n
jAp
n
jC is the probability of any of the two average states project-
ing on the block labeled j. Hence,
DLM~
X
j
pnj s
n
0,j{s
n
1,j
 
1
: ð28Þ
The number of terms in Eq. (28), is [(2n1361)/4]2 for even/odd n. It
grows quadratically with n, in contrast to the pure state case for
which there is a single contribution corresponding to jA 5 jC 5 n/2.
In the asymptotic limit of large n, however, a big simplification
arises because of the following results: for each j of the form
j 5 {j, j} (jA 5 jC 5 j), the following relation holds (see Sec. Methods)
sn0,j{s
n
1,j~
r J^z
 
j
j
s
2j
0{s
2j
1

 
, ð29Þ
where s2j0=1 are the average states (2) for a number of 2j pure qubits.
Here J^z
 
j is the expectation value restricted to Sj of the z-compon-
ent of the angular momentum in the state rfln, where r has Bloch
vector rz. Eq. (29) is an exact algebraic identity that holds for any
value of j, n and r (it bears no relation whatsoever to measurements
of any kind). The second result is that for large n, both pnjA and p
n
jC
become continuous probability distributions, pn(xA) and pn(xC),
where xA/C 5 2jA/C/n g [0, 1]. Asymptotically, they approach
Dirac delta functions peaked at xA 5 xC 5 r (see Sec. Methods).
Hence, the only relevant contribution to DLM comes from
j 5 {rn/2, rn/2}. It then follows that in the asymptotic limit
X
j
pnj s
n
0,j{s
n
1,j

 
^
2 J^z
 
rn=2
n
srn0 {s
rn
1
 
: ð30Þ
Hence, mixed-state quantum classification using a TS of size 2n is
equivalent to its pure-state version for a TS of size 2nr, provided n is
asymptotically large. In particular, our proof of optimality above also
holds for arbitrary r g (0, 1] if the TS is sizable enough, and
RLM^Ropt. This result is much stronger than robustness against
decoherence, which only would require optimality for values of r
close to unity.
From Eqs. (28) and (30) one can easily computeDLM for arbitrary r
using that19 J^z
 
j^j{ 1{rð Þ= 2rð Þ up to exponentially vanishing
terms. The trace norm of srn0 {s
rn
1 can be retrieved from, e.g.,
Eq. (25). For rn pure qubits one has srn0 {s
rn
1
 
1^ 4=3ð Þ
1{1= rnð Þ½ . After some trivial algebra we obtain
PLMe ~
1
2
{
r
3
z
1
3rn
zo n{1
  ð31Þ
for the error probability, in agreement with the optimal program-
mable machine value given in13, as claimed above. This corresponds
to an excess risk of
RLM~
1
3rn
zo n{1
 
~Ropt: ð32Þ
In the non-asymptotic case, the sum in Eq. (28) is not restricted to
j5 {j, j} and the calculation of the excess risk becomes very involved.
Rather than attempting to obtain an analytical result, for small train-
ing samples we have resorted to a numerical optimization. We first
note that Eqs. (7) through (11) define a semidefinite programming
optimization problem (SDP), for which very efficient numerical
algorithms have been developed18. In this framework, onemaximizes
the objective function DLM [second equality in Eq. (9)] of the SDP
variables Vm $ 0, subject to the linear condition (8). We use this
approach to compute the error probability, or equivalently, the
excess risk of a LM for mixed-state quantum classification of small
samples (n# 5), where no analytical expression of the optimal seed is
known. Formixed states the expression ofC" andVm can be found in
Sec. Methods, Eqs. (57) through (59).
Our results are shown in Fig. 1, where we plot RLM (shaped dots)
and the lower bounds given by Ropt (solid lines) as a function of the
purity r for up to n 5 5. We note that the excess risk of the optimal
LM is always remarkably close to the absolute minimum provided by
the optimal programmablemachine and in the worst case (n5 2) it is
only 0.4% larger. For n 5 1 we see that RLM 5 Ropt for any value of r.
This must be the case since for a single qubit in A and C one has jA 5
jC 5 1/2, and Eq. (29) holds.
We now turn to robustness against statistical fluctuations in the
number of states of each type produced by the source. In a real
scenario one has to expect that jA 5 nA/2 ? nC/2 5 jC, nA 1 nB 5
2n. Hence, C" has the general form (57), which gives us a hint that
our choice V 5 Vm50 may not be optimal for finite n. This has been
confirmed by numerical analysis using the same SDP approach dis-
cussed above. Here, we show that the asymptotic performance (for
large training samples) of the optimal LM, however, is still the same
as that of the optimal programmable discriminator running under the
same conditions (mixed states and statistical fluctuations in nA/C).
Asymptotically, a real source for the problem at hand will typically
produce nA=C~n+d
ffiffiffi
n
p
mixed copies of each type. In Sec. Methods,
it is shown that the relation (30) still holds in this case if n is large. It
reads
sn0,j{s
n
1,j^r 1{
1{r
nr2
 
srn0 {s
rn
1
  ð33Þ
(d first appears at order n23/2). Hence, the effect of both statistical
fluctuations in nA/C and noise (already considered above) is inde-
pendent of the machine used for quantum classification (i.e., it is the
same for LM, programmable machines, E&D, …). In particular, the
relation (32), RLM 5 Ropt, between the excess rate of the optimal LM
and its absolute limit given by the optimal programmable discrim-
inator still holds asymptotically, which proves robustness.
Discussion
We have presented a supervised quantum learning machine that
classifies a single qubit prepared in a pure but otherwise unknown
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state after it has been trained with a number of already classified
qubits. Its performance attains the absolute bound given by the
optimal programmable discrimination machine. This learning
machine does not require quantum memory and can also be reused
without retraining, which may save a lot of resources. The machine
has been shown to be robust against noise and statistical fluctuations
in the number of states of each type produced by the source. For small
sized training sets the machine is very close to optimal, attaining an
excess risk that is larger than the absolute lower limit by atmost 0.4%.
In the absence of noise and statistical fluctuations, the machine
attains optimality for any size of the training set.
One may rise the question of whether or not the separated mea-
surements on the training set and data qubit can be reversed in time;
in a classical scenario where, e.g., one has to identify one of two faces
based on a stack of training portraits, it is obvious that, without
memory limitations, the order of training and data observation can
be reversed (in both cases the final decision is taken based on the very
same information). We will briefly show that this is not so in the
quantum world. In the reversed setting, the machine first performs a
measurement D, with each element of rank one um :½ u{m, and stores
the information (which of the possible outcomes is obtained) in the
classical memory to control themeasurement to be performed on the
training set in a later time. The probability of error conditioned to
one of the outcomes, say ", is given by the Helstrom formula
P:e~ 1{ C:
 
1
.
2

 .
2, where C" is defined in Eq. (10). Using
Eq. (11) one has C:
 
1~d
{2
n d
{1
nz1
P
m,m0 m{m
0j j~n= 3 nz1ð Þ½ .
The averaged error probability is then
P
LM
/
e ~
1
2
1{
1
6
n
nz1
 
: ð34Þ
In the limit of infinite copies we obtain P
LM
/
e ^5=12, which is way
larger than PLMe ^1=6. The same minimum error probability of
Eq. (34) can be attained by performing a Stern-Gerlach measure-
ment on the data qubit, which requires just one bit of classical
memory. This is all the classical information that we can hope to
retrieve from the data qubit, in agreement with Holevo’s bound20.
This clearly limits the possibilities of a correct classification —very
much in the same way as in face identification with limited mem-
ory size. In contrast, the amount of classical information ‘‘sent
forward’’ in the optimal learning machine goes as the logarithm
of the size of the training sample. This asymmetry also shows
that despite the separability of the measurements, non-classical
correlations between the training set and the data qubit play an
important role in quantum learning.
Some relevant generalizations of this work to, e.g., higher dimen-
sional systems and arbitrarily unbalanced training sets, remain an
open problem. Another challenging problem with direct practical
applications in quantum control and information processing is the
extension of this work to unsupervised machines, where no human
expert classifies the training sample.
Methods
Block-diagonal form of rfln. The state rfln of n identical copies of a general qubit
state r with purity r and Bloch vector rs, has a block diagonal form in the basis of the
total angular momentum given by
r6n~
X
j
pnj rj6
j
nnj
: ð35Þ
Here j 5 0 (1/2), …, n/2 if n is even (odd), j is the identity in the multiplicity space
nnj , of dimension nnj (the multiplicity of the representation with total angular
momentum j), where
nnj~
n
n=2{j
 
2jz1
n=2zjz1
: ð36Þ
The normalized state rj, which is supported on the representation subspace
Sj~span j, mj if g of dimension 2j 1 1 5 d2j, is
rj~Us
Xj
m~{j
ajm j, m½ 
 !
U{s , ð37Þ
where
ajm~
1
cj
1{r
2
 j{m 1zr
2
 jzm
and cj~
1
r
1zr
2
 2jz1
{
1{r
2
 2jz1( )
, ð38Þ
so that
Pj
m~{j a
j
m~1, and we stick to our shorthand notation [?] ; j?æÆ?j, i.e.,
[j, m] ; jj,mæÆj,mj. The measurement on rfln defined by the set of projectors on
the various subspaces Sj will produce rj as a posterior state with probability
pnj~n
n
j cj
1{r2
4
 n=2{j
: ð39Þ
One can easily check that
P
j p
n
j~1.
In the large n limit, we can replace pnj for a continuous probability distribution
pn(x) in [0, 1], where x 5 2j/n. Applying Stirling’s approximation to pj one obtains:
pn xð Þ^
ffiffiffiffiffi
n
2p
r
1ffiffiffiffiffiffiffiffiffiffiffiffi
1{x2
p x 1zrð Þ
r 1zxð Þ e
{nH 1zx2
1zr
2kð Þ, ð40Þ
where H(s jj t) is the (binary) relative entropy
H s tkð Þ~s log s
t
z 1{sð Þ log 1{s
1{t
: ð41Þ
Figure 1 | Excess risk RLM (points) and its corresponding lower boundRopt (lines), both as a function of the purity r, and for values of n ranging from1 to
5 (from top to bottom).
www.nature.com/scientificreports
SCIENTIFIC REPORTS | 2 : 708 | DOI: 10.1038/srep00708 6
The approximation is valid for x and r both in the open unit interval (0, 1). For non-
vanishing r, pn(x) becomes a Dirac delta function peaked at x 5 r, p‘(x) 5 d(x 2 r),
which corresponds to j 5 nr/2.
Covariance and structure of L. We start with a POVM element of the form
E0~
Ð
duU E0U{. Since Dmmust be a rank-one projector, it can always be written as
Dm~um :½ u{m for a suitable SU(2) rotation um. Thus,
E0~
X
m
ð
du UACLmU
{
AC

 
6 uum :½ u{mu{

 
: ð42Þ
We next use the invariance of the Haar measure du to make the change of variable:
u umR u9 and, accordingly, UAC?U ’ACU
{
mAC. After regrouping terms we have
E0~
X
m
ð
du’ U ’ACU
{
m ACLmUm ACU ’
{
AC

 
6 u’ :½ u’{ 
~
ð
du’ U ’AC
X
m
U{m ACLmUm AC
 !
U ’{AC
" #
6 u’ :½ u’{ 
~
ð
du UACVU
{
AC

 
6 u :½ u{ ,
where we have defined V~
P
m U
{
m ACLmUm AC§0. The POVM element E1 is
obtained by replacing ["] by [#] in the expressions above. From the POVM conditionP
m Lm~ AC it immediately follows that
Ð
du UACVU
{
AC~ AC , where AC is the
identity on the Hilbert space of the TS, i.e., AC~ A6 C . Therefore L~
UACVU
{
AC
n o
SU 2ð Þ
is a covariant POVM. The positive operator V is called the seed of
the covariant POVM L.
Now, let uz(Q) be a rotation about the z-axis, which leaves ["] invariant. By per-
forming the change of variables uR u9uz(Q) [and UAC?U ’ACUzAC Qð Þ] in the last
equation above, we readily see that V and UzAC Qð ÞVU{zAC Qð Þ both give the same
average operator E0 for any Qg [0, 4p). So, its average over Q,ð4p
0
dQ
4p
Uz Qð ÞVU{z Qð Þ, ð43Þ
can be used as a seed w.l.o.g., where we have dropped the subscriptAC to simplify the
notation. Such a seed is by construction invariant under the group of rotations about
the z-axis (just like ["]) and, by Schur’s lemma, a direct sum of operators with well
definedmagnetic number. Therefore, in the total angularmomentumbasis forAC, we
can always choose the seed of L as
V~
Xn
m~{n
Vm; Vm§0: ð44Þ
The constrain (8) follows from the POVM condition AC~
Ð
duUVU{ and Schur’s
lemma. The result also holds if A and C have different number of copies (provided
they add up to 2n). It also holds for mixed states.
Derivation of Eqs. (29) and (33). Let us start with the general case where j 5 {j, j9}.
To obtain sn0,j we first write Eqs. (27) as the SU(2) group integrals
sn0,j~
ð
duUAB
Xj
m~{j
ajm j, m½ A6rB0
 !
U{AB6
ð
du0U ’C
Xj0
m~{j0
aj
0
m j
0, m½ C
 !
U ’{C , ð45Þ
where ajm is given in Eq. (38), rB0 is themixed state r0, Eq. (26), of the qubit B. We next
couple A with B (more precisely, their subspaces of angular momentum j) using the
Clebsch-Gordan coefficients
jz
1
2
, mz
1
2
 j, m; 12 , 12
 

2
~
jzmz1
2jz1
and
j{
1
2
, mz
1
2
 j, m; 12 , 12
 

2
~
j{m
2jz1
:
ð46Þ
The resulting expressions can be easily integrated using Schur lemma. Note that the
integrals of crossed terms of the form jj,mæÆj9,mj will vanish for all j? j9. We readily
obtain
sn0,j~
Xj
m~{j
ajm
jz1zmr
d2j
AB
2jz1
d2jz1
z
j{mr
d2j
AB
2j{1
d2j{1
 !
6
C
2j0
d2j0
, ð47Þ
where 2j is the projector on Sj and d2j~2jz1~ dim Sj . The superscripts attached
to the various projectors specify the subsystems to which they refer. These projectors
are formally equal to those used in Eq. (2) (i.e., 2j projects on the fully symmetric
subspace of 2j qubits) and, hence, we stick to the same notation. Note that tr sn0,j~1,
as it should be.
We can further simplify this expression by introducing J^z
 
j~
P
m ma
j
m , i.e., the
expectation value of the z-component of the total angular momentum in the state rj
(i.e., of 2j J^z 2j in the state r
6n
0=1 ) for a Bloch vector rz:
sn0,j~
jz1zr J^z
 
j
d2j
AB
2jz1
d2jz1
z
j{r J^z
 
j
d2j
AB
2j{1
d2j{1
 !
6
C
2j0
d2j0
: ð48Þ
Using the relation
AB
2j{1~
A
2j6
B
1{
AB
2jz1, ð49Þ
and (j 1 1)/d2j11 5 j/d2j21 5 1/2, we can write
sn0,j
r J^z
 
j
j
AB
2jz1
d2jz1
z
j{r J^z
 
j
j
A
2j
d2j
6
B
1
2
 !
6
C
2j0
d2j0
: ð50Þ
Similarly, we can show that
sn1,j~
A
2j
d2j
6
r J^z
 
j0
j0
AB
2j0z1
d2j0z1
z
j0{r J^z
 
j0
j0
B
1
2
6
C
2j0
d2j0
 !
: ð51Þ
Therefore, if j9 5 j,
sn0,j{s
n
1,j~
r J^z
 
j
j
AB
2jz1
d2jz1
6
C
2j
d2j
{
A
2j
d2j
6
BC
2jz1
d2jz1
 !
: ð52Þ
Comparing with Eq. (2), the two terms in the second line can be understood as the
average states for a number of 2j pure qubits, i.e., as s2j0 and s
2j
1 respectively. Hence, if
j 5 {j,j} we have the relation
sn0,j{s
n
1,j~
r J^z
 
j
j
s
2j
0{s
2j
1

 
, ð53Þ
which is Eq. (29). It is important to emphasize that this equation is exact (i.e., it holds
for any value of j, n and r) and bears no relation whatsoever tomeasurements (i.e., it is
an algebraic identity between the various operators involved).
In the asymptotic limit, for nA and nC of the form nA=C^n+bna , n? 1, a, 1, the
probabilities pnj and p
n
j0 are peaked at j^rnA=2 and j
0^rnC=2, as was explained above.
Hence, only the average state components sn0=1,j with j 5 {j, j9} such that
j^ r=2ð Þn 1zbna{1ð Þ and j0^ r=2ð Þn 1{bna{1ð Þ are important. From Eqs. (50) and
(51) it is straightforward to obtain
sn0,j{s
n
1,j^r 1{
1{r
nr2
 
srn0 {s
rn
1
 
zo n{1
 
, ð54Þ
where we have used that19 J^z
 
j^j{ 1{rð Þ= 2rð Þ up to exponentially vanishing
terms. This relation, for the particular value of a 5 1/2, is used in the proof of
robustness, Eq. (33).
Calculation ofC".Here we calculateC:,j~trB :½  sn0,j{sn1,j

 n o
, where the average
states are defined in Eqs. (27), and explicitly given in Eqs. (50) and (51) for j 5 {j, j9}.
Let us first calculate the conditional state trB :½ sn0,j

 
. For that, we need to express
AB
2jz1~
P
m jz
1
2
, m
 
in the original product basis {jjA, mAæfl j" / #æ}. Recalling
the Clebsch-Gordan coefficients
1
2
,
1
2
; j, m
 jz 12 , mz 12
 
2~ jzmz1ð Þ= 2jz1ð Þ,
one readily obtains
trB :½ 
AB
2jz1
d2jz1
 !
~
Xj
m~{j
jz1zm
2 jz1ð Þd2j j, m½ A, ð55Þ
which can be written as
trB :½ 
AB
2jz1
d2jz1
 !
~
1
2
A
2j
d2j
z
1
d2j
J^Az
jz1
 !
, ð56Þ
where J^Az is the z component of the total angular momentum operator acting on
subsystem A. An analogous expression is obtained for trB :½  BC2j0z1

 
. Substituting in
Eqs. (50) and (51) and subtracting the resulting expressions, one hasC:~
P
j p
n
jC:,j ,
with
C:,j~
1
2d2jA d2jC
r J^z
 
jA
jA
J^Az
jAz1
{
r J^z
 
jC
jC
J^Cz
jCz1
 !
, ð57Þ
where we have written j5 {jA,jC}, instead of j5 {j,j9} used in the derivation. For pure
states, r 5 1, jA 5 jC 5 n/2, J^z
 
n=2~n=2, and we recover Eq. (11).
In order to minimize the excess risk using SDP, we find it convenient to write
Eq. (9) in the form
DLM~2 max
Vm,jf g
X
j
pnjtr C:,jVm,j
 
, ð58Þ
where we recall thatm 5 mAC 5 mA 1 mC, and we assumed w.l.o.g. that the seed of
the optimal POVMhas the block formVm~
P
j Vm,j . The POVM condition, Eq. (8)
must now hold on each block, thus for j 5 {jA,jC}, we must impose that
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Xj
m~{j
j, mh jVm,j j, mj i~2jz1, jA{jCj jƒjƒjAzjC : ð59Þ
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