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Abstract  
In this paper, a sensitivity study is performed with FireFOAM 2.2.x for a hot air plume, impinging onto a flat 
horizontal ceiling. The influence of the turbulence intensity imposed at the inlet, the eddy length scale and the 
turbulence model constant on the plume evolution and the induced ceiling flow are discussed. The level of 
fluctuations at the inlet and the choice of the turbulence model constant are shown to have a significant effect on the 
prediction of plume’s spreading and the ceiling flow velocity. For the case considered, the eddy length scale at the 
inflow does not have any significant influence on the results. Comparisons with the available experimental data 
indicate that FireFOAM is capable of well predicting the mean velocity values. In the near field region, under-
estimation of the velocity fluctuations is observed, whereas reasonably good agreement in the far field region is 
obtained. 
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Introduction 
In a compartment, the hot gases rising from a 
burning fuel travel upwards due to buoyancy and 
momentum, impinge on the ceiling and then spread out 
radially as a ceiling jet. The impingement of a hot gas 
plume or a jet on the ceiling is considered to be an 
important aspect in fire safety engineering mainly due to 
its influence on the activation of detection devices and 
automatic sprinklers that are located under the ceiling. 
In order to have a good prediction of ceiling-jet flows, 
accurate modeling of the turbulent plume structure is 
required. 
Buoyant plumes have been the subject of various 
experimental and numerical studies in the past. Mean 
and turbulence quantities for a free axi-symmetric hot 
air turbulent plume were studied experimentally in [1, 
2]. Both the Reynolds Averaged Navier-Stokes (RANS) 
[3] and the Large Eddy Simulation (LES) approaches 
[4-7] have been used in simulations of turbulent buoyant 
plumes. These studies are, however, based on a plume 
in an open environment. In [8, 9] a small-scale 
experiment of a hot air plume beneath a ceiling with 
three different convective heat release rates was 
conducted and the mean and turbulent velocities 
downstream of the flow were measured. Substantial 
work has also been dedicated to investigating the ceiling 
jet dynamics for predicting the velocities, temperature 
rises, and thicknesses of a steady fire-driven ceiling jet 
flows in e.g. [9-13].  
In this paper, LES simulations of a ceiling-jet 
induced by the impingement of a turbulent hot air plume 
are performed using FireFOAM 2.2.x [14] and the 
results are compared with experimental data. The 
structure of the hot air plume and the velocities near the 
ceiling at different radial locations are numerically 
investigated by mainly addressing the influences of the:  
1. inflow boundary condition,  
2. the size of eddies at the inlet, and  
3. turbulence model constant 
This study is the first stage of a larger research 
project regarding the investigation of the interaction 
between water sprays and ceiling layer flows.  
 
Test case 
The case considered is the hot air plume experiment 
carried out by Zhou [8, 9]. It consists of a 72 mm 
diameter nozzle, as the hot air source, with an aluminum 
ceiling plate with dimensions of 1.22 m x 1.22 m placed 
at 590 mm above the nozzle. Hot air with a temperature 
of 205 °C is issued through the nozzle. The ambient 
temperature is T∞ = 20 °C. The measured convective 
heat release rate was 2.6 kW (peak velocity = 5.3 m/s). 
A more detailed description of the experimental set-up 
can be found in [8, 9].  
The Reynolds number Re i
V D

 and Froude 
number 
2
iVFr
gD




are also listed in Table 1. 
Table 1 Flow parameters at the inlet 
D (m) 0.072 
Vi,max (m/s) 5.3 
Ti ( °C) 205 
Re 10000 
Fr 61.7 
Numerical modeling 
FireFOAM 2.2.x, is a CFD package based on the 
OpenFOAM [15] platform. FireFOAM is an LES code 
with various models for turbulence, radiation, 
combustion, and pyrolysis. 
- Governing equations: 
In the gas phase, FireFOAM solves the Favre 
filtered transport equations of mass, momentum, species 
and sensible enthalpy:  
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where ρ is the density, u is the velocity, p is the 
pressure, νt is the turbulent kinematic viscosity, gi is the 
gravitational acceleration, Yk is the mass fraction of 
species k, Dk is the molecular diffusivity, hs is the 
sensible enthalpy, Dth is thermal diffusivity and Prt is 
turbulent Prandtl number. 
Turbulence is modeled by the one-equation eddy 
viscosity [16]: a transport equation for the sub-grid scale 
kinetic energy, k, is solved: 
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The turbulent viscosity, μt, is then calculated as: 
1 2
t kc k                                                                (6) 
where ∆ is the filter width calculated as ∆ = 
(cell_volume)
1/3
 and ck is the model constant assigned a 
constant value (e.g., ck = 0.05 [17] or ck = 0.07 [18]).  
The production rate of the sub-grid scale kinetic energy, 
P, is calculated as: 
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where S  is the filtered strain rate. 
The dissipation rate, ε, is expressed as:  
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 c k                                                               (8) 
with cε, the dimensionless model coefficient (cε = 1.048 
[18]).  
 
Computational set-up 
The computational domain is 2 m x 2 m x 0.734 m. 
It is extended by 0.4 m at each side of the ceiling. An 
open boundary condition is employed at the sides, 
bottom and the extended parts on top of the 
computational domain. At the ceiling, zero gradient 
boundary condition is applied for the subgrid-scale 
viscosity in addition to no-slip boundary condition for 
the velocity.  
An unstructured Cartesian computational mesh, 
shown in Figure 1, is used in the simulations. It has 
been generated using OpenFOAM’s mesh generation 
utility snappyHexMesh [19]. The total number of the 
cells is 7 million, with 14 cells across the jet inlet (5 
mm) shown in Fig. 2. Mesh refinement is applied in the 
region of the thermal plume and the ceiling layer flow. 
The grid is also refined in the ceiling with a minimum 
wall-normal spacing of ∆z = 2 mm. The numerical 
simulations are run for 20 seconds of real time. The 
averaging is done over the last 17 seconds. 
 
Figure 1 Computational mesh 
 
Figure 2 Inlet patch 
Inlet boundary condition 
Based on the test data of Ref. [8], a velocity profile 
is imposed at the inlet: 
  10exp / 0.5mV V r D                                         (9) 
where Vm is the peak value (5.3 m/s), r is the radial 
location and D is the diameter of the nozzle.  
The method of random spots, the decaying- 
TurbulenceInflowGenerator B.C. [20], is used to excite 
the flow at the inlet. In this B.C. [21] the velocity 
fluctuations are superimposed onto the mean velocity 
based on the idea of turbulent flow being a motion of 
turbulent spots arising at random positions at random 
times. At each time instant M spots are randomly placed 
in the space, with every i
th
 spot having an inner 
distribution of a component of the velocity fluctuation, 
where 
( )n
rix is the center of the i
th
 spot. The velocity 
fluctuation at the n
th
 time instant u
n
 is calculated as the 
sum of fluctuations produced by each spot:   
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where ri are random numbers and xri is random position 
of spots.  
In order to generate velocity fluctuations at the inlet 
with this boundary condition, three parameters must be 
prescribed: (1) the velocity components, (2) the 
Reynolds stresses, and (3) the eddy length scale. 
 
Results and discussions 
Five simulations have been carried out to study the 
effect of the turbulence intensity imposed at the inlet, 
the constant ck and the size of eddies on the plume 
evolution and the resulting ceiling flow, as listed in 
Table 2. For all cases Pr = 0.7. For Case 1 ck = 0.05 
(corresponding to Smagorinsky constant,
 3 
 
1/2
0.1ks k
c
c c
c
 
   
 
[22]). An artificial disturbance 
with intensity of 2% (chosen based on the experimental 
data) was imposed at the inlet. For all the others ck = 
0.03 (corresponding to cs = 0.07). In Case 2 no 
perturbations were added, whereas in Case 3 an 
artificial disturbance with intensity of 2% was used. The 
size of eddies was chosen to be about 7% of the inlet 
diameter (6 mm). The influence of this parameter was 
investigated in Case 4 where an eddy length scale of 12 
mm was used. Case 5 was carried out to study the effect 
of imposing higher fluctuations at the inlet. 
Table 2 List of simulations  
Case No. Turbulence 
intensity 
Size of  
eddies (mm) 
ck 
1 2% 6 0.05 
2 - - 0.03 
3 2% 6 0.03 
4 2% 12 0.03 
5 10% 6 0.03 
The evolution of the mean axial velocity along the 
plume axis is displayed in Figure 3. For all cases a 
similar trend as the experiment is observed: a slight 
increase in centerline velocity due to buoyancy 
acceleration, followed by an abrupt decay due to 
turbulent mixing with the surrounding air. For Case 1, 
the break-down of the plume occurs later due to the 
higher value of ck , which acts on the SGS viscosity (Eq. 
(6)): the flow is more stable and less turbulent in the 
near-field of the plume. Decreasing ck, results in a faster 
break-down of the plume. Cases 2–4 give very similar 
results. Imposing larger eddies at the inlet results in a 
slightly faster decay due to somewhat stronger 
turbulence, but the effect is not significant. 
Increasing the turbulence fluctuations to 10 % 
results in a faster break-down of the plume and thus 
lower velocities than the other cases. Figure 4 presents 
instantaneous plume temperature contours for Cases 1, 3 
and 5, confirming the above. 
Figure 5 displays the radial profile of averaged axial 
velocities, the turbulent radial and axial velocities and 
the shear stresses at a height z = 1D downstream from 
the inlet. The symbols denote the experimental data. 
 
Figure 3 Axial velocities (m/s) comparisons 
Figure 5 (a) reveals that for all cases a top-hat 
velocity profile with peak value of 5.3 m/s is predicted. 
The experimental profiles are wider than the calculated 
ones. This is probably due to imposing slightly different 
velocity profile at the inlet from the one from the 
experiment. Figures 5 (b)-(d), reveal under-prediction of 
turbulent velocities and shear stresses with ck = 0.05 
(Case 1). Decreasing ck, results in higher values. Again 
Cases 2-4 reveal very similar results. As expected, 
imposing higher fluctuations (Case 5),  higher turbulent 
velocities and shear stresses are predicted. In general, 
for all cases the trend of the turbulent velocities and 
shear stresses is reproduced, albeit underpredicted 
(except for the turbulent vertical velocity for Case 5). 
Figure 6 presents the same comparisons at z/D = 6. 
As expected from Fig. 3, the peak mean velocity is 
under-predicted in Case 5. All other cases lead to 
similar mean axial velocity profiles, in good agreement 
with the experimental measurements. Figures 6 (b)-(d) 
now reveal that Case 1 over-predicts the experimental 
results. This is due to later breakage of the plume and 
therefore, the dissipation of the turbulent kinetic energy 
at a higher location downstream of the flow. Cases 2-5 
predict similar profiles. An over-prediction of 
approximately 10 %, 20 % and 17 % for the radial and 
vertical turbulent velocities and shear stresses, 
respectively, is observed. 
 
Figure 4 Instantaneous plume temperature contours (K) of (a) Case 1, (b) Case 3, and (c) Case 5 
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Figure 5 Mean profiles for (a) axial velocities (m/s), (b) turbulent radial velocities, (c) turbulent axial velocities, and 
(d) shear stresses at z/D = 1 
 
 
Figure 6 Mean profiles for (a) axial velocities (m/s), (b) turbulent radial velocities, (c) turbulent axial velocities, and 
(d) shear stresses at z/D = 6 
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Next, the ceiling jet flow is discussed. Figure 7 
depicts the mean ceiling layer horizontal velocities from 
z = 490 mm to z = 590 mm at 4 different radial 
locations, r. Similarly to the experiment, the maximum 
radial velocity decreases with radial distance from the 
center of the ceiling. At z = 100 mm, simulation results 
are slightly lower than the experimental data. At r = 200 
mm and r = 300 mm, on the other hand, some over-
prediction is observed in the region 550 mm < z < 580 
mm. The maximum velocities for all simulations are 
lower than the experiments (approximately 3 - 11 %). 
Similar peak velocities are calculated in Cases 2 – 4. 
Increasing the turbulence intensity at the inlet, results in 
a slightly lower velocity near the ceiling. This velocity 
reduction due to an increase in ck (Case 1) is more 
significant though: the increased turbulence make the 
boundary layer thicker. 
The correlations developed by Alpert [23] and  
Heskestad and Yao [23] for the prediction of steady 
ceiling jet flows beneath un-obstructed ceiling are used 
for comparison with the numerical simulations.  
Figure 8 presents the comparison between the 
maximum velocities for the correlations, experiment 
and simulations. All graphs show the same trend, i.e., 
the velocity decreases with radial distance. Good 
agreement between the measured and calculated 
velocities, especially for Case 5, is obtained. It should, 
however, be noted that the maximum velocities for the 
experiment are at z = 587 mm (the highest available 
measurement point), whereas in the simulation the 
maximum occurs at different heights. This reveals that 
for the experiment, the thickness of the viscous sublayer 
is at most δVmax = 3 mm, whereas for the simulations this 
thickness, for example in Case 5, changes from δVmax = 4 
mm at r = 57.6 mm to δVmax = 12 mm at r = 552.6 mm. 
The fact that the maximum velocities in the simulations 
are higher than the correlations is probably due to 
differences in test conditions. In particular, the hot air 
jet in the current experiments has a much higher Froude 
number. 
  
 
Figure 7 Mean ceiling layer horizontal velocities at different radial locations: (a) 100 mm, (b) 200 mm, (c) 300 mm, 
and (d) 400 mm 
 
Conclusions 
Large eddy simulations of a thermal plume under a 
horizontal ceiling and the induced ceiling flow have 
been performed. The influence of the turbulence 
intensity, the size of eddies and the constant used in the 
SGS eddy viscosity model have been examined. For the 
cases considered, the size of eddies imposed at the inlet 
has little influence on the results. The SGS model 
constant ck and to a lesser extent, imposing high 
fluctuations at the inlet, are important in the prediction 
of the plume’s evolution and the ceiling flow velocities. 
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The results demonstrated that FireFOAM is capable 
of predicting well the mean values. The velocity 
fluctuations were under estimated in the near-field 
region. However, reasonably good agreement was 
obtained at higher location (z/D = 6).  In general, it can 
be concluded that the simulation could benefit from 
more accurate knowledge of the inlet velocity profile. 
Future model improvement includes more investigation 
of the ceiling boundary condition. 
 
Figure 8 Comparison of the measured and simulated 
maximum ceiling velocity with the values obtained 
from the correlation. 
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