Abstract. We give a stochastic expansion for estimates θ that minimise the arithmetic mean of (typically independent) random functions of a known parameter θ. Examples include least squares estimates, maximum likelihood estimates and more generally M -estimates. This is used to obtain leading cumulant coefficients of θ needed for the Edgeworth expansions for the distribution and density of n 1/2 ( θ − θ 0 ) to magnitude n −3/2 (or to n −2 for the symmetric case), where θ 0 is the true parameter value and n is typically the sample size. Applications are given to least squares estimates for both real and complex models. An alternative approach is given when the linear parameters of the model are nuisance parameters. The methods are illustrated with the problem of estimating the frequencies when the signal consists of the sum of sinusoids of unknown amplitudes.
Introduction and summary
Let θ denote an estimate of θ in R p based on a random sample of size n. There is a large amount of work on expansions for θ − θ 0 , where θ 0 is the true value of θ. However, most of the work to date are for the sample mean and functions of it. For example, Monti [5] obtains an expansion for the sample mean up to the second order by expanding the saddlepoint approximation. Booth et al. [1] give tilted expansions of a sample mean from a distribution on k points. Kakizawa and Taniguchi [4] obtain expansions for P ( θ < x) under the assumption that θ has a cumulant expansion in powers of n −1 . Gatto and Ronchetti [3] provide approximations for P (m(X) < x) up to 1 + O(n −1 ) for m(·) a smooth function. For a comprehensive review of the known work, we refer the readers to [8] .
The aim of this paper is to provide expansions for those θ that minimise the arithmetic mean of random functions of θ. Maximum likelihood estimates (MLEs), least squares estimates (LSEs), and more generally M -estimates are examples of θ which minimise a random mean function Λ = Λ(θ) = n for θ in R p . If E ∂Λ/∂θ = 0 and E ∂ 2 Λ/∂θ∂θ > 0, then θ→ p θ 0 as n → ∞. (We use R and C to denote the real and complex numbers).
The contents of this paper are organized as follows. In Section 2 we give a stochastic expansion for θ − θ 0 of the form
where δ a = O p (n −a/2 ). (The a in δ a is a superscript not a power).
In Section 3 we use this to obtain the leading coefficients in the expansions for the cumulants of θ: give the Edgeworth expansion of the distribution of Y n to O(n −3/2 ) and P (Y n ∈ S) to O(n −2 ) for S = −S ⊂ R p . Section 4 applies these results to the LSEs for the general signal plus noise model
with Λ N (θ) = |Y N − S N (θ)| 2 /2, where the residuals e 1 , . . . , e n are assumed independent with mean zero. While the complex formulation can also be dealt with by the real formulation, there are some significant simplifications in staying with the complex model. The M -estimate with respect to a given convex function ρ on R or C for the model (1.2) is θ for Λ N (θ) = ρ(Y N − ρ(θ)). For smooth ρ the leading cumulant coefficients were essentially found by this method in the real case in [7] .
Section 5 considers two examples on the signal frequency problem In Section 6 we give a variation of the method for the case when the linear parameters of the model are nuisance parameters.
Appendix A provides a list of summation notations used throughout the paper. Some technical details required for the two examples in Section 5 are given in Appendices B and C. The proofs of all theorems are given in Appendix D.
For x a complex matrix we shall use x to denote its transpose,x its complex conjugate, and x * the transpose of its complex conjugate.
The stochastic expansion
Suppose {Λ N (θ)} are real random functions of θ in R p . Here we show that θ minimising Λ = Λ(θ) = n For θ to be a consistent estimate we need to assume that
Typically the model contains a location parameter, and the constraint (2.4) effectively specifies how it is defined, as well as identifying the other parameters of the model. The constraint (2.5) generally follows by the Central Limit Theorem, if the {Λ N (θ)} are independent or weakly dependent. 
The leading cumulant coefficients
In this section we give the cumulant coefficients of (1.1) needed for the distribution of
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. 3 , where we extend the notation of (D.1), (2.3) by setting k
. We now assume Λ 1 (θ), . . . , Λ n (θ) independent. For π a sequence of integers in {1, . . . , p}, using the dot notation of (2.2) for partial derivatives,
So, for π 1 , π 2 , . . . such sequences, the joint cumulants of the Λ ·π are given by
where 
Least squares estimates
Here we apply the previous section to LSEs for both real and complex models. We begin with the real model. Suppose we observe
with e 1 , . . . , e n independent and identically distributed (i.i.d.) with mean zero. Denote their rth cumulant by λ r = κ r (e 1 ). The LSE is θ minimising
Theorem 4.1 uses the previous section to express the cumulant coefficients we need in terms of these functions. Theorem 4.2 notes what form these take for the special case when A is diagonal, having in mind the example of the next section for the case R = 1. 
with e N = e N 1 + je N 2 for j = √ −1 and {e N 1 , e N 2 } independent and identically distributed with mean zero and cumulants {λ r }. The LSE is again given by (4.2). This can be put in the framework of (4.1) with n replaced by 2n, (so that Λ and A 1···r are half what they are for the complex version with e N 1 = e N of (4.1)), but it is simpler to adapt the preceding as follows:
(Recall thatȲ N is the complex conjugate of Y N , and S * =S .) Let us extend the notation of (4.3) by writing
and so on for π 1 , π 2 , . . . sequences of integers in 1 . . . p. One obtains and so on. We now give the complex form of (D.5). Set γ i = S ·πi and 
So, by (D.5) the cumulant coefficients for the complex case are obtained from those for the real case by replacing 
and so on. Now take
is twice the real version of π 1 , π 2 , π 3 for the real version of the complex version with n replaced by 2n. By (4.28) it equals the right hand side of (4.27). Similarly, one can write down π 1 , . . ., π r for the real version of the complex model in terms of π 1 , . . ., π r for the complex model. So, the real versions (4.4), (4.5), (4.6), imply the complex versions
·2 can be written down from its real form given by (3.5), (3.11), (3.12), (3.13), and k
can be written down from its real form given by (3.6), (3.14)-(3.17). Note that if e 1 is complex normal with components having the same variance, then 
Examples
We now drop the convention of Sections 2-4 of suppressing the i's to the usual convention that 
Example 5.1. Consider the R signal M frequency problem: observe = (a , ϕ , w ) . The main parameter is w; (a, ϕ) are nuisance parameters. We shall obtain the leading cumulant coefficients firstly by using the real model (4.1), and then for comparison using the complex model (4.24). For the real model the MLE θ minimises
and y km = y km1 + jy km2 . This puts the problem into the real formulation of (4. 
= a s (sin ϕ rs ) w 
where
In particular, 
Note that
so g Mr is real for r even, and imaginary for r odd, that is, h Mr (δ) = j −1 g Mr (δ) is real for r odd. The A i1···ir can be conveniently written in terms of the real and imaginary parts of the function
So, for r even,
, and for r odd, Although A for the real and complex formulations look different, A and A 1···r for the complex formulation are exactly twice what they are for the real formulation, as noted in Section 4.
For both the real and complex models A i1···ir requires 6, 10 and 16 formulas for r = 2, 3 and 4; we gave these six formulas for r = 2 above; we now give the ten formulas for r = 3 for the complex case. We use the notation 1 ≤ r, s, t ≤ R, r i = r + (i − 1)R, s i = s + (i − 1)R and t i = t + (i − 1)R. So, B r1s1t1 = 0 and A rst = A r1s1t1 = 0. Similarly, in terms of the Kronecker delta function δ ij = 1 for i = j and 0 for i = j, we have, for example, We now specialise the above example to the case R = 1.
Example 5.2.
Consider the one signal case, R = 1, of the previous example. By the real formulation above, with a = a 1 ,
. By (4.14), 
where c 1 = 3, 3i j, ji + 3, ij j, 3i and c 2 = 3, 3i A ijj + 2 j, 3i A 3ij . So,
f ij say. Note that Note that 
Note that 
and f 
When linear parameters are nuisance parameters
Here we give an approach that allows us to reduce the dimension of the parameter space by eliminating nuisance parameters that enter the model linearly, when using the LSE. (For example, in Example 5.1, θ has dimension 3R, but the parameter of interest w has dimension only R.)
The method of Section 2 does not require Λ = Λ(θ) to be the mean of random functions Λ 1 (θ), . . . , Λ n (θ), but only that A 1 = 0, A = (A 12 ) is bounded away from zero, A 1...r is bounded for r ≥ 1, and
. That is, we now suppose that θ = β w and
where w minimises Λ(w). Theorem 6.1 verifies that the conditions (6.1) hold with (θ, Λ(θ)) replaced by (w, Λ(w)).
Theorem 6.1. Consider the model (4.1). Assume that X X has full rank q ≤ n and that
for some function y(t, w). Also assume that e 1 , . . . , e n are i.i.d. in R with mean zero and cumulants {λ r }. Finally, assume that
y ·π1 (t)y ·π2 (t) dt, and ·π denotes differentiation with respect to w, not t. Then A 1 = 0, A = (A 12 ) is bounded away from zero, A 1...r is bounded for r ≥ 1, and (6.1) holds.
We now consider how to adapt Section 3. Since Λ(w) is no longer a sum of independent random variables, (3.1) with (3.2) no longer applies. So, let us take (3.1) as the definition of [·] . To be of use we need [·] to be bounded as n → ∞. Note that [π] = A π is bounded. For r > 1,
Clearly {Δ π1 } has rth-order cumulants O(n 1−r ):
By (D.12),
Similarly, one expects the moments and cumulants of {nΔ π2 } to be O (1), and so the rth-order cross-cumulants of {Δ π2 } to be O(n −r ). So, one expects the rth-order cross-cumulants of {Δ π11 , Δ π22 } to be O(n 1−r ) or O(n −r ) and so the [·] functions of (3.2) to be bounded. So, the results of Section 3 should hold with [·] defined by (3.1), not (3.2) .
The complex case is similar: observe
Assume that e N = e N 1 + je N 2 for j = √ −1 with {e Nk } i.i.d. with mean zero and rth cumulants λ r /2. So,
where w minimises Λ(w). Again we assume (6.2) and (6. 
Since q = 1 we now replace 1 . . . r, where it occurs by r and use the convention f (w) .r = (∂/∂w) r f (w) for any smooth function f (w). For example,
., where by (3.5), (3.6)-(3.11), replacing [1, 111] by [1, 3] and so on, 
Also for q r = e * Q ·r e and T r = tr Q ·r = 0, by Appendix B
, where
Appendix B So, in expanded form, the right hand side of (B.1) has n! terms, as compared with 1 · 3 . . . (2n − 1) = (2n)!2 −n /n! = EN (0, 1) 2n terms for the real case X ∼ N p (0, V ). Reed [6] proved (B.2) for the stationary case V ij a function of i − j, but his proof holds without this assumption.
and
In particular,
and so on. Also is given by (3.6), (3.14)-(3.17). for r ≥ 1. So, [1, 2] = λ 2 1, 2 = λ 2 A 12 . So, by (3.7), the asymptotic covariance of θ is given by (4.4). By (3.8), the asymptotic bias of θ is given by (4.5). For A diagonal (4.5) reduces to (4.14). By (3.4), (3.9) and (3.10), we have (4.6) and (4.15). Note that k
12
·2 is given by (3.5) in terms of (4.7)-(4.9). For A diagonal, (4.7), (4.8) and (4.9) reduce to (4.16), (4.17) and (4.18), respectively. Note that k 
