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Abstract We show that for every prime p, there is a class of Veronese vari-
eties which are set-theoretic complete intersections if and only if the ground
field has characteristic p.
Introduction
An affine or projective variety V is called a set-theoretic complete intersection
if it can be defined by the least possible number of equations, i.e., by codimV
equations. This property can depend upon the characteristic of the ground
field, but not many examples of this kind have been discovered so far. In [2]
the authors describe a class of codimension 2 toric varieties which are set-
theoretic complete intersections only in one positive characteristic. In this
paper we show that there is a class of Veronese varieties, of arbitrarily high
codimension, having the same property. We shall present them by means
of their parametrizations as toric varieties, which will enable us to apply
the criteria on the associated semigroup developed in [3]. We shall also use
cohomological methods to provide lower bounds for the minimum number of
defining equations.
1MSC 2000: 14M25, 14M10, 14M12, 14F20, 20J06
2Partially supported by PRIN Algebra Commutativa e Computazionale, Italian Min-
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1 Preliminary results
Let K be an algebraically closed field. Let p be a prime number, h a positive
integer and n ≥ 3 an integer. Consider the following subset of Nn:
T = {
n∑
i=1
aiei|
n∑
i=1
ai = p
h, ai ∈ N for all i = 1, . . . , n},
where {e1, . . . , en} is the standard basis of Z
n. With every
∑n
i=1 aiei ∈ T we
can associate the ph-uple
(i1, . . . , iph) = (1, . . . , 1︸ ︷︷ ︸
a1 times
, 2, . . . , 2︸ ︷︷ ︸
a2 times
, . . . , n, . . . , n︸ ︷︷ ︸
an times
),
and this defines a bijection between T and the set
P = {(i1, . . . , iph) | 1 ≤ i1 ≤ · · · ≤ iph ≤ n}. (1)
We know that |T | =
(
n+ph−1
ph
)
. In the affine space K |T | we fix the coordinates
xi1...iph , (i1, . . . , iph) ∈ P . With T we can associate the simplicial affine toric
variety V ⊂ K |T |, defined by the following parametrization:
V = V nph :


x1...1 = u
ph
1
x2...2 = u
ph
2
...
xn...n = u
ph
n
x11...112 = u
ph−1
1 u2
x11...122 = u
ph−2
1 u
2
2
...
x12...222 = u1u
ph−1
2
x11...123 = u
ph−2
1 u2u3
...
xn−1n...n = un−1u
ph−1
n
It has codimension N = |T | − n. In the sequel, for the sake of simplicity,
we shall set ph = q. Note that V is the affine cone over the projective
toric variety of P|T |−1 having the same parametrization; the latter is called
Veronese variety, and was extensively studied by Gro¨bner [6].
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We consider the polynomial ring R = K[xi1...iq | (i1, . . . , iq) ∈ P ], and, in
view of (1), we define the content of the indeterminate xi1...iq as the set (with
repeated elements):
u1, . . . , u1︸ ︷︷ ︸
a1 times
, u2, . . . , u2︸ ︷︷ ︸
a2 times
, . . . , un, . . . , un︸ ︷︷ ︸
an times

 .
More generally, the content of a product of indeterminates will be the (dis-
joint) union of the contents of its factors. Let I(V ) be the defining ideal of
V in R. Then I(V ) is generated by binomials. Clearly, given two monomials
M,N ∈ R, we have that M − N ∈ I(V ) if and only if M and N have the
same content. We have just established the following
Proposition 1 The binomials in I(V ) are the (non zero) differences
(*) F =
xi1...iqxiq+1...i2q · · ·xi(s−1)q+1...isq − xiσ(1)...iσ(q)xiσ(q+1)...iσ(2q) · · ·xiσ((s−1)q+1)...iσ(sq),
where s is a positive integer, and σ any element of the symmetric group Ssq.
Remark 1 We have that F = 0 if and only if σ
({
i(k−1)q+1, . . . , ikq
})
={
i(k−1)q+1, . . . , ikq
}
for some k ∈ {1, . . . , s}. This occurs if and only if F has
a monomial factor.
Example 1 For p = 2, h = 1, and n = 3 the variety V admits the following
parametrization
V :


x11 = u
2
1
x22 = u
2
2
x33 = u
2
3
x12 = u1u2
x13 = u1u3
x23 = u2u3
The ideal I(V ) is minimally generated by the following six quadratic bino-
mials:
x212 − x11x22, x
2
13 − x11x33, x
2
23 − x22x33,
x12x33 − x13x23, x13x22 − x12x23, x23x11 − x12x13.
In general we have
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Theorem 1 I(V ) is generated by its binomials of degree 2.
Proof .-Let B the set of binomials of type (*) having degree 2. Let F be
any non zero binomial of type (*), and suppose that σ = τ1 · · · τm, where, for
all i = 1, . . . , m, τi is a 2-cycle. In view of Remark 1, we can skip all τi which
involve two indices belonging to the same indeterminate. Up to a change of
indices we may thus assume that τm = (1 q + 1). We prove that F ∈ (B) by
induction on m ≥ 1. First suppose that m = 1. Then σ = (1 q + 1), so that
F = xi1i2...iqxiq+1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
−xiq+1i2...iqxi1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
= (xi1i2...iqxiq+1iq+2...i2q − xiq+1i2...iqxi1iq+2...i2q)xi2q+1...i3q · · ·xi(s−1)q+1...isq ,
where the term in brackets belongs to B. Hence F ∈ (B). Now assume that
m > 1 and suppose the claim true for m− 1. We have:
F = xi1i2...iqxiq+1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
−xiq+1i2...iqxi1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
+xiq+1i2...iqxi1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
−xiσ(1)iσ(2)...iσ(q)xiσ(q+1)iσ(q+2)...iσ(2q)xiσ(2q+1)...iσ(3q) · · ·xiσ((s−1)q+1)...iσ(sq)
= (xi1i2...iqxiq+1iq+2...i2q − xiq+1i2...iqxi1iq+2...i2q)xi2q+1...i3q · · ·xi(s−1)q+1...isq
+xiq+1i2...iqxi1iq+2...i2qxi2q+1...i3q · · ·xi(s−1)q+1...isq
−xiστm(q+1)iστm(2)...iστm(q)xiστm(1)iστm(q+2)...iστm(2q)
xiστm(2q+1)...iστm(3q) · · ·xiστm((s−1)q+1)...iστm(sq) .
Induction applies to στm = τ1 · · · τm−1, so that F ∈ (B) in this case, too.
This completes the proof.
The previous lemma was already shown in [6], but our approach is simpler
and emphasizes the combinatorial aspect. In [6] one can also find a proof of
the next result, for which we follow a more direct method.
Let {ei1...iq | (i1, . . . , iq) ∈ P} be the standard basis of Z
|T |. Here we assume
that the indices (i1, . . . , iq) are arranged in the ascending lexicographic order.
Lemma 1 The origin is the only singular point of V .
Proof .-We prove the claim using the Jacobian criterion. Let
w = (x¯1...1, . . . , x¯n...n, x¯1...12, . . . , x¯n−1n...n)
= (u¯q1, . . . , u¯
q
n, u¯
q−1
1 u¯2, . . . , u¯n−1u¯
q−1
n ) ∈ V,
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and let J(w) be a Jacobian matrix associated with the set B of generators,
evaluated at w. Its rows are
∑
(i1,...,iq)∈P
(
∂F
∂xi1...iq
)
(w)ei1...iq ,
where F ∈ B. Clearly J(0) is the zero matrix, so that 0 is a singular point
for V . Now suppose that w 6= 0. Up to a change of indices we may assume
that u¯1 6= 0. We prove that rankJ(w) ≥ N . Set
Fi1...iq = x1...1xi1...iq − x1...1iqx1i1...iq−1 ,
for all
(i1, . . . , iq) ∈ P
′ = P \ {(1, . . . , 1, i) | i = 1, . . . , n}.
These are N = |T | − n elements of B. Let J′ be the N × N -submatrix of
J(w) formed by the entries(
∂Fi1...iq
∂xj1...jq
)
(w) for all (i1, . . . , iq), (ji, . . . , jq) ∈ P
′.
The rows of J′ are
x¯1...1ei1...iq − x¯1...1iqe1i1...iq−1 ,
where the second summand is missing whenever i1 = · · · = iq−2 = 1. Oth-
erwise (1, i1, . . . , iq−1) is lexicographically smaller than (i1, . . . , iq). Hence J
′
is a lower triangular matrix whose diagonal entries are all equal to x¯1...1 6= 0.
Thus J′ is invertible. It follows that rankJ(w) ≥ N , and w is not a singular
point for V . This completes the proof.
The following result contains the notion of Galois covering: we refer to [8],
p. 43 for a definition.
Lemma 2 Suppose that charK 6= p. The map
φ : Kn \ {0} −→ V \ {0}
(u1, . . . , un) −→ (u
q
1, . . . , u
q
n, u
q−1
1 u2, . . . , un−1u
q−1
n )
is a finite Galois covering with cyclic Galois group of order q.
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Proof .-We show that φ is an e´tale finite surjective map and that the mul-
tiplicative group Cq of the complex q-th roots of unity acts transitively and
faithfully on every fiber of φ. Surjectivity and finiteness are clear. The coordi-
nate ring of V is A = K[uq1, . . . , u
q
n, u
q−1
1 u2, . . . , un−1u
q−1
n ], and the coordinate
ring of Kn is
K[u1, . . . , un] = A[T1, . . . , Tn]/(T1 − u1, . . . , Tn − un).
Set Pi = Ti − ui for all i = 1, . . . , n. Then the Jacobian matrix
(
∂Pi
∂Tj
)
is
the identity matrix of order n. According to [8], Corollary 3.16, p. 27, this
implies that φ is e´tale.
Let w = (u¯q1, . . . , u¯
q
n, u¯
q−1
1 u¯2, . . . , u¯n−1u¯
q−1
n ) ∈ V \ {0}. Up to a permutation
of indices we may assume that u¯1 = · · · = u¯k = 0 and u¯k+1, . . . , u¯n 6= 0,
for some k, 0 ≤ k ≤ n − 1. Let v = (0, . . . , 0, u¯k+1, . . . , u¯n) ∈ φ
−1(w).
Then for all v′ ∈ φ−1(w), v′ = (0, . . . , 0, gk+1u¯k+1, . . . , gnu¯n), where, for all
i = k + 1, . . . , n, gi ∈ Cq. We are going to show that
gi = gj for all indices i, j such that k + 1 ≤ i < j ≤ n. (2)
Let k + 1 ≤ i < j ≤ n. First assume that p = 2, and h = 1. In this case
gi ∈ {−1, 1} for all i = k + 1, . . . , n. Equating the entries of φ(v
′) and φ(v)
of index ij we have giu¯igju¯j = u¯iu¯j from which we deduce that
gigj = 1,
and this implies (2). Now suppose that p = 2 and h > 1. Equating the
entries of φ(v′) and φ(v) of index
i . . . i︸ ︷︷ ︸
2h−1
j . . . j︸ ︷︷ ︸
2h−1
we get g2
h−1
i u¯
2h−1
i g
2h−1
j u¯
2h−1
j = u¯
2h−1
i u¯
2h−1
j , whence
g2
h−1
i g
2h−1
j = 1, (3)
and equating their entries of index
i . . . i︸ ︷︷ ︸
2h−1−1
j . . . j︸ ︷︷ ︸
2h−1+1
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we get, similarly,
g2
h−1−1
i g
2h−1+1
j = 1. (4)
If we divide (3) by (4) we obtain gig
−1
j = 1, which implies (2). Finally
suppose that p is odd. Equating the entries of φ(v′) and φ(v) of index
i . . . i︸ ︷︷ ︸
q+1
2
j . . . j︸ ︷︷ ︸
q−1
2
we deduce that
g
q+1
2
i g
q−1
2
j = 1, (5)
and equating their entries of index
i . . . i︸ ︷︷ ︸
q−1
2
j . . . j︸ ︷︷ ︸
q+1
2
we get
g
q−1
2
i g
q+1
2
j = 1. (6)
From (5) and (6) we again deduce (2). It follows that, in all cases
v′ = gv for some g ∈ Cq.
This shows that
φ−1(v) ⊂ {gv | g ∈ Cq},
The opposite inclusion is obvious. This completes the proof.
2 The set-theoretic complete intersection prop-
erty
In this section we show that V = V nq is a set-theoretic complete intersection
(i.e., it is set-theoretically defined by N equations) if and only if charK = p.
We shall consider the subsemigroup NT of Nn and the subgroup ZT of Zn
generated by T . We need to recall the following two definitions, both quoted
from [3], pp. 1894–1895.
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Definition 1 Let p be a prime number and let T1 and T2 be non-empty
subsets of T such that T = T1 ∪ T2 and T1 ∩ T2 = ∅. Then T is called a
p-gluing of T1 and T2 if there is s ∈ N and a nonzero element α ∈ N
n such
that ZT1 ∩ ZT2 = Zα and p
sα ∈ NT1 ∩NT2.
Definition 2 An affine semigroup NT is called completely p-glued if T is the
p-gluing of T1 and T2, where each of the semigroups NT1,NT2 is completely
p-glued or a free abelian semigroup.
There is a large class of completely p-glued semigroups:
Lemma 3 Let p be a prime number, h a positive integer, and let
T0 = {p
he1...1, . . . , p
hen...n}.
If T0 ⊂ T ⊂ N
n, where T is finite, then the semigroup NT is completely
p-glued.
Proof .-We proceed by induction on |T | = t ≥ n. Since T0 is free, for t = n
there is nothing to prove. Suppose t > n and the claim true for all smaller t.
Pick any α ∈ T \ T0 and set T1 = T \ {α}, T2 = {α}. Then, being T0 ⊂ T1,
NT1 is completely p-glued by induction and, moreover, p
hα ∈ NT0 ⊂ NT1,
so that phα ∈ NT1 ∩NT2. Hence T is the p-gluing of T1 ad T2. This proves
that NT is completely p-glued.
In the same paper (see [3], Theorem 5) we find the following characterization
of set-theoretic complete intersections:
Theorem 2 Suppose that charK = p > 0. Then a toric variety in over K is
a set-theoretic complete intersection on binomials if and only if the associated
semigroup is completely p-glued.
We shall also need the following criterion, cited from [4], Lemma 3′.
Lemma 4 Let W ⊂ W˜ be affine varieties. Let d = dim W˜ \W . If there are
s equations F1, . . . , Fs such that W = W˜ ∩ V (F1, . . . , Fs), then
Hd+iet (W˜ \W,Z/rZ) = 0 for all i ≥ s
and for all r ∈ Z which are prime to charK.
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Finally we recall one result from group cohomology.
Lemma 5 Let p be a prime, and h be a positive integer. Let G be a cyclic
group of order ph. Then
H i(G,Z/phZ) 6= 0 for all i ≥ 0,
with respect to any G-action on Z/phZ.
Proof .-We consider G as a multiplicative group. Let g be a generator of G,
and let g[1] = [a], where a ∈ Z and [] denotes the residue class mod ph. Then
the action of g on A = Z/phZ is multiplication by a. Moreover, gp
h
= 1,
so that [1] = gp
h
[1] = [a]p
h
. Hence ap
h
≡ 1 (mod p). By Fermat’s Little
Theorem it follows that a ≡ 1 (mod p). Consequently, ph−1a ≡ ph−1 (mod
ph). Thus
g[ph−1] = [ph−1a] = [ph−1].
This shows that [ph−1] ∈ AG, the submodule of g-invariants of A. Now,
by definition of group cohomology, H0(G;A) = AG, so that H0(G;A) 6= 0.
By a well-known property (see, e.g., [11], Proposition 3-2-3), all cohomology
groups of a cyclic group with respect to a finite G-module A have the same
order. This completes the proof.
We are now ready to prove:
Theorem 3 V is a set-theoretic complete intersection if and only if charK =
p.
Proof .-Let T be the subset ofNn associated with V . ThenNT is completely
p-glued by virtue of Lemma 3. By Theorem 2 it follows that, if charK = p,
V is a set-theoretic complete intersection. Now suppose that charK 6= p.
According to [8], Theorem 2.20, p. 105, the map φ in Lemma 2 gives rise to
the following Hochschild-Serre spectral sequence:
H i(Z/qZ, Hjet(K
n \ {0},Z/qZ)) =⇒ H i+jet (V \ {0},Z/qZ),
where H · and H ·et denote group cohomology and e´tale cohomology respec-
tively. Recall that
Hjet(K
n \ {0},Z/qZ) ≃
{
Z/qZ if j = 0, 2n− 1
0 else
(7)
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and that, according to Lemma 5,
H i(Z/qZ,Z/qZ) 6= 0 for all i ≥ 0. (8)
Since 2n− 1 > 2, (7) and (8) imply that
Hn+1et (V \ {0},Z/qZ) ≃ H
n+1(Z/qZ, H0et(K
n \ {0},Z/qZ)) 6= 0. (9)
Since, by Lemma 1, V \ {0} is a smooth n-dimensional variety, we can apply
Poincare´ Duality to it (see [8], Theorem 1.11, p. 276), so that
Hn−1c (V \ {0},Z/qZ) ≃ H
n+1
et (V \ {0},Z/qZ), (10)
where H ·c denotes cohomology with compact support. In the sequel we shall
omit the coefficient group Z/qZ for the sake of simplicity. From (9) and (10)
we conclude that
Hn−1c (V \ {0}) 6= 0. (11)
We have a long exact sequence of cohomology with compact support
· · · −→ Hn−2c (0) −→ H
n−1
c (V \ {0}) −→ H
n−1
c (V ) −→ H
n−1
c (0) −→ · · · ,
where, being n ≥ 3, Hn−2c (0) = H
n−1
c (0) = 0. Hence
Hn−1c (V ) ≃ H
n−1
c (V \ {0}),
so that, by (11),
Hn−1c (V ) 6= 0. (12)
We also have a long exact sequence
· · · −→ Hn−1c (K
N+n) −→ Hn−1c (V ) −→ H
n
c (K
N+n\V ) −→ Hnc (K
N+n) −→ · · · ,
where Hn−1c (K
N+n) = Hnc (K
N+n) = 0, so that Hnc (K
N+n \ V ) ≃ Hn−1c (V ),
and thus, in view of (12),
Hnc (K
N+n \ V ) 6= 0.
If we apply Poincare´ Duality, we finally obtain
HN+n+Net (K
N+n \ V ) 6= 0.
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By Lemma 4 it follows that, under our present assumption that charK 6= p,
V is not set-theoretically defined by N equations, i.e. it is not a set-theoretic
complete intersection. This completes the proof.
According to the methods developed in [3], V nq is, in characteristic p, a set-
theoretic complete intersection on the following set of N binomials
xqi1...iq − x
i1
1...1 · · ·x
iq
q...q, (i1, . . . , ip) ∈ P \ {(1 . . . 1), . . . , (n . . . n)}.
The same set of N binomials was found by Gattazzo [5] by direct computa-
tions.
Remark 2 The variety V
n(n+1)
2
2 (of codimension
n(n−1)
2
) is the determinantal
variety defined by the vanishing of the 2-minors of an n×n symmetric variety
of indeterminates over K. Theorem 2 generalizes part of the results in [1]:
there it was shown that the minimum number of equations required to define
V
n(n+1)
2
2 set-theoretically is{
n(n+1)
2
− 2 if charK 6= 2
n(n−1)
2
if charK = 2
which means that, for n ≥ 3, V
n(n+1)
2
2 is a set-theoretic complete intersection
if and only if charK = 2.
Remark 3 A general lower bound for the minimum number of equations
which define a variety set-theoretically (the so-called arithmetical rank, ara)
is given by the local cohomological dimension: if I = I(V ), this number is
cd I = max{n ∈ N | HnI (R) 6= 0},
where H ·I denotes local cohomology with respect to I. In the case of the
Veronese variety V = V nph, the ideal I is perfect (see [6], p. 259), so that,
according to [9], Prop. 4.1,
cdI = ht I = N.
However, it follows from Theorem 3 that
N = cdI < ara I if charK 6= p,
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so that the lower bound for the arithmetical rank provided by the local co-
homological dimension is almost always non-sharp. Varieties where the local
cohomological dimension and the arithmetical rank differ are particularly
sought. The only previously known examples are the Pfaffian ideals of an
alternating matrix of indeterminates, in all positive characteristics (see [1],
Remarks 6.2), and Reisner’s variety, in all characteristics different from 2
(see [10], p. 250, [7], Example 1, and [12], Example 2).
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