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Abst rac t - -T ime dependent problems in Partial Differential Equations (PDEs) are often solved 
by the Method Of Lines (MOL). In many important instances, the exact solution of the resulting 
system of Ordinary Differential Equations (ODEs) satisfies recurrence relations involving the matrix 
exponential function. This function is approximated by a new type of rational function possessing real 
and distinct poles which, consequently, readily admits a partial fraction expansion thereby allowing 
the distribution of the work in solving the corresponding linear algebraic systems in essentially Back- 
ward Euler-like solves on concurrent processors. Locally One Dimensional (LOD) splitting methods 
with enhanced parallelization are developed for multispace problems utilizing Strang-like splitting 
techniques. The use of rational approximants with distinct real poles in the temporal direction, in 
collusion with splitting techniques in the spatial directions, creates the potential for efficient coarse 
grain time-stepping parallel algorithms on MIMD machines. The resulting parallel algorithms pos- 
sess appropriate stability properties, and are implemented on various parabolic and hyperbolic PDEs  
from the literature in higher space dimensional problems. 
Keywords - -Parabo l i c  equations, Hyperbolic equations, Method of lines, Rational approxima- 
tions, Splitting methods, Parallel algorithms. 
1. INTRODUCTION 
We consider linear PDEs of the form 
O~ u 8 02u (x, t) e f l x  [0, T], (1) 
i : l  
with homogeneous Dirichlet boundary conditions and prescribed initial conditions; here u = 1 or 
2 and ~ is the spatial domain [0, X] 8, s = 1, 2, or 3. We assume the functions c~(x) are positive 
and sufficiently smooth to guarantee the existence of an unique solution to (1). Using MOL, the 
PDE in (1) is first discretized with respect o space variables resulting in a system of ODEs of 
the form 
d~y 
= Ay, (2) 
dt ~ 
with prescribed initial conditions, where y(t) is a vector of unknowns of dimension N s and A is 
an N s x N 8 matrix. In the sequel, we assume a uniform discretization of size h = X / (N  + 1) 
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in each spatial direction and replace the second order spatial derivatives in (1) by the familiar 
central difference operator 5~u/h  2, where 
5~,u - u(x + hei, t) - 2u(x, t) + u(x - hei, t), (3) 
and the ei are the standard unit vectors in T~ s. With ~ = 1, the exact solution of the initial value 
problem (2) satisfies the two term recurrence relation involving the matrix exponential function 
y(t + r) = erAy(t), (4) 
while the three term recurrence relation 
y(t + T) -- [e rs  + e -rB] y(t) + y(t -- T) = 0, or, (5) 
y(t + ~-) - 2 cosh(TB)y(t) + y(t - T) -- 0, (6) 
where T is the time step and B 2 = A is satisfied corresponding to v = 2; in practice, the matrix 
B does not have to be computed. 
Several existing algorithms for the numerical solution of (1) can be generated through an 
approximation to the elementary functions appearing in (4)-(6). The use of rational functions 
for this purpose has a long and rich history (see, for example, [1-7] and references therein). 
Perhaps the most well known and frequently used are the Pad6 approximations due to their 
order and/or stability properties. Many algorithms for (1) have their roots in Pad6s; for example, 
Reusch et al. [3] have generated methods corresponding to high order factorized iagonal Pad6 
approximations for parabolic PDEs which are no more complicated to implement han that 
corresponding to the [1/1] Pad6, namely, the Crank-Nicolson method. Twizell and Tirmizi [8] 
compared methods corresponding to various Pad6 approximations for the wave equation where 
the space derivatives were approximated by the three-point central difference replacement (3). 
Zakian [9] suggested the use of a partial fraction expansion when computing the matrix ex- 
ponential function via Pad6 approximations. This is particularly useful in parallel computing 
environments. Gallopoulos and Saad [10] decomposed diagonal Pa~l~ approximants in this man- 
ner offering the potential for increased time parallelism for parabolic PDEs. While possessing 
high order, diagonal approximations lead to algorithms which are not strongly stable at infinity. 
Consequently, unless the time-step is suitably restricted, such algorithms will incur oscillations 
when applied to parabolic equations having high frequency components in their solution. This 
concern was addressed by several authors (see, for example, [11-13]). 
Methods for solving (4)-(6) corresponding to high order Pad6 approximations entail the use of 
complex arithmetic or reduce sparseness of the matrix factor by forming matrix products which, 
simultaneously, increase its condition number. Norsett and Wolfbrandt [14] considered rational 
approximations to the exponential function with only real poles and showed that those with the 
smallest error constant occurred in the case of repeated poles. Lawson and Swayne [15] used such 
a second order rational approximation possessing one pole of multiplicity two in constructing 
finite difference methods for one dimensional parabolic PDEs. The resulting scheme yields an 
efficient sequential implementation, however, it lacks natural parallelism. A two dimensional 
splitting analog of the Lawson and Swayne [15] method is reported in Swayne [16] offering coarse 
grain parallelism utilizing two processors (see also Swayne [17]). 
In this paper, we consider second order rational approximations which possess real and distinct 
poles. The resulting algorithms readily admit parallelization through a (real) partial fraction 
expansion [18]. In Section 2, these rational approximations are developed for the exponential 
and hyperbolic osine functions. In Sections 3 and 4, parallel methods based on these rational 
approximants are presented for parabolic and hyperbolic PDEs, respectively, where for multispace 
problems a Strang-like splitting technique leads to Parallel Locally One Dimensional (PaLOD) 
algorithms. Numerical results are reported in Section 5 using several problems from the literature. 
In addition, speedup erformance figures are presented when these algorithms are implemented 
on an Alliant FX/8. 
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2. RAT IONAL FUNCTIONS WITH REAL AND DIST INCT POLES 
We consider second order rational approximations to the elementary functions in (4)-(6) of the 
form 1 + alz 
r(z) = (1 - blz)(1 - b2z)' (7) 
where al, bl, and b2 are real numbers with bl ~ b2. The real partial fraction decomposition of
r(z) is then given by 
Wl W2 
r ( z ) -  (1 -  blZ------) + (1 -  b2z------)' (8) 
where 
w i= lim (1-b iz )  r(z), i=1 ,2 .  (9) 
z--,(1/b~) 
2.1.  Rat iona l  Approx imat ions  to  e z 
With b2 = 0, two archetypal Padd approximations to e z are represented in (7), namely, the 
first order L-acceptable [0/1] approximant 
1 
1 - z' (10) 
and the second order A-acceptable diagonal [1/1] approximant 
1 + ~ (11) 
1 z '  
2 
The rational approximation r(z) in (7) will be of order p to the exponential e z if r(z) = e z 
+Cp+lZ p+I + O(zP+2), where Cp+l denotes the error constant. Second order is achieved by 
equating the coefficients of z i, i -- 1, 2, in the power series expansions of e z and r(z) yielding 
bl +b2Ta l  = 1, 
1 
bl +b2 - bib2 = 2' 
(12) 
while the Maximum Modulus Theorem guarantees r(z) is L-acceptable if 
bl > 0 and b2 > 0. (13) 
From the order equations (12), it follows that 
1 
b lb2=~ - al, (14) 
and, consequently, (13) implies that a l  < 1/2. Note that al = 1/2 yields the A-acceptable [1/1] 
Padd approximant (11). The second order approximation to e z of the form (7) with smallest 
error constant occurs when bl = b2 [14], and the resulting L-acceptable approximation is given 
by 
l + az v/2 
a = v~-1 ,  b=l - - -  (15) 
(1 - bz) 2' 2 ' 
which has error constant 
4 - 3X/2 
C~ - ~ ~ -0.04044. 
In order for r(z) in (7) to have distinct real poles (bl % b2) while maintaining near optimal 
accuracy and L-acceptability, the parameter al should lie in the interval, x /2 -  1 < al < 1/2. As 
al approaches the left endpoint of this interval, the potential for parallelism is threatened, while 
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as al approaches the right endpoint, L-acceptability is threatened; moreover, the error constant 
C3 = (1/6) - ((al)/2) grows in magnitude as al increases from v~-  1 to 1/2. We select the 
free parameter al = 5/12 giving bl = 1/4 and b2 = 1/3 from (12), with expansion coefficients 
Wl -- -8  and w2 = 9 from (9). The resulting approximation 
8 9 
e z~- , r ( z ) -  1-$1z +z$1-1-  (16) 
possesses error constant C3 = -(1/24) = -0.0416 ~ C~. Consequently, this choice of al provides 
an error constant close to the optimum while ensuring ood separation between the real poles for 
the ensuing parallel implementation. 
2.2. Rat iona l  Approx imat ions  to cosh(z) 
Since 
e z + e - z  
cosh(z) - 2 ' (17) 
using an approximation of the form (8) to the exponential functions in (17), it readily follows 
that 
cosh(z) ~ Wl w2 
1 - b21z 2 + 1 - b2z 2" (18) 
In particular, the approximation (16) leads to the second order approximation 
8 9 1 + 1~4 z2 
cosh(z)~ - - + - -  - (19) 
1_  3z2 1-yz2 (1_~6) (1_~) ,  
with error constant C4 = -(11/144) ~ -0.076. 
Approximating cosh(TB) appearing in (5) in this manner yields an A-stable parallel algorithm 
which is discussed in Section 4. 
3. PARALLEL  ALGORITHMS FOR PARABOLIC  PDEs  (v = 1) 
Associated with PDE (1), the initial conditions 
u(x, 0) = f(x), x • Q, (20) 
and homogeneous boundary conditions 
u(x,  t) = 0, x • 0a  × [0, TI, (21) 
are applied. Our purpose is in the development of second order L-stable methods for parabolic 
equations which are suitable for use in a parallel computing environment. Such methods have 
particular usefulness in problems possessing high frequency components in their solution and axe 
typified by those with discontinuous boundary conditions, with rapidly decaying solution, and 
"stiff" parabolic equations. The one-step methods we consider all begin with y(0) = f, where f 
is the vector of dimension N s of initial values corresponding to ODE system (2). 
3.1.  One-D imens iona l  P rob lems (s = 1) 
Using (10) to approximate the exponential function in (4) results in the first order accurate 
Backward Euler method 
(I - rA)y(t + r) = y(t). (22) 
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Applying (15) to approximate he exponential function in (4) results in the second order L-stable, 
but inherently sequential algorithm 
( I  - brA)y* = y(t), 
( I  - bTA)y** = y*, (23) 
( a)y** a, y( t+r )= 1+~ -~y . 
Our goal is to develop a second order scheme which preserves L-stability but which can take 
advantage of several concurrent processors thereby enabling it to be implemented in essentially 
the same time as the Backward Euler method (22). Approximation (16) to the exponential 
function affords us this opportunity ielding the parallel algorithm 
Solve ( I -  4A)  ul  = y(t) on processor 1, 
Solve ( I -  3 A) u2 = y(t)on processor 2, (24) 
y(t + r) = -8u  1 -{- 9U2. 
Since approximation (16) is L-acceptable, it readily follows that algorithm (24) is L-stable. The 
local truncation error (LTE) of scheme (24) has the form 
04u 1 r~ 03u (25) 
LTE: - h2Cl(X) Ox 4 24 Ot a" 
3.2. Higher Dimensional Problems (s > 1) 
Using Strang [19,20] exponential splitting techniques, multispace parabolic PDEs can be solved 
in a locally one dimensional (LOD) manner. Specifically, the matrix A in (2) is split into con- 
stituent matrices Ai corresponding to ~52xu/h 2 such that 
8 
A = E (26) 
i=l  
where each matrix Ai may be written as a tensor product of N x N tridiagonal matrices (see, 
for example, [13,19,21,22]). In general, the matrices Ai do not commute. Using the second order 
exponential splitting [19] 
er A 1 erA~ = -~ + e TA` + O(r3), (27) 
i=1 
equation (4) may be approximated by 
1 -  
1 erAi YI erAi y(t + r) = ~ + y(t). (28) 
i=l i=s 
On replacing each matrix exponential in (28) according to (16), that is, 
erA i ,~Wl (Z-~Ai ) - l~-w2( I -3A i )  -1 , (29) 
yields the parallel splitting method 
1R [we (I-4Ai)-l+w2(Z-3Ai)-l]y(t) y( t+T)=~i=l  
(i aAO + 2 i=, w2 - y(t). (30) 
The L-stability of method (30) follows from the fact that for each i = l(1)s, the one-dimensional 
operator (29) is L-acceptable (see for example, [23-26]). Utilizing four processors, the parallel 
implementation of the resulting L-stable, second order PaLOD algorithm for three-dimensional 
problems is described by the flowchart in Figure 1 where Tij = I - rbiAj ,  1 < i < 2, 1 < j < 3 
and u n ~ y(nr), 0 < n < M. 
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Figure 1. PaLOD flowchart. 
4. PARALLEL  ALGORITHMS FOR HYPERBOLIC  PDEs  (v = 2) 
Associated with the PDE (1), we consider the homogeneous boundary conditions 
u(x, t) = 0, x E 012 x [0, T], (31) 
and initial conditions 
Ou x0 u(x, 0) =/ (x ) ,  ~( , ) =g(x) ,  xe~.  (32) 
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The initial conditions corresponding to the resulting second order ODE system (2) are y(0) = f, 
yt(0) = g, where f and g are vectors of dimension N s. The second order one-step schemes 
we consider begin with y(0) -- f, with the missing starting value supplied by the second order 
replacement 
y (T )~ I+-~-A  f+Tg.  (33) 
4.1. One-D imens iona l  P rob lems (s = 1) 
Using the [1/1] Pad6 approximant (11) to the matrix exponential, given by 
e 'S~(Z-2B) - l ( I+  2B) ,  (34) 
in (5) leads to the well-known nine-point implicit scheme [8;27, p. 235] 
y ( t+T) - -2  I - - -~-A I+-~-A  y ( t )+y( t - -T )=0.  (35) 
This is an unconditionally stable method (no restriction on "c/h) with 
~_~ 04u 1 T2 04u (36) 
LTE : - h2cl (x) OX 4 6 cot 4 " 
Using the new approximation (19) to the hyperbolic osine, given by 
c°sh(TB) ~ -8  ( I -  T2A~-116 ] 
in (6) leads to the parallel algorithm 
Solve 
Solve 
( T9A) - I  + 9 I -  , (37) 
( r~6A) I - ul = y(t) on processor 1, 
(79A)  I - u2 = y(t) on processor 2, 
y(t + 7) = 2[-8Ul + 9u2] - y(t - T). 
(38) 
4.2. Higher Dimensional  Problems (s > 1) 
Since 
cosh(TB) = e (~2/2)B2 + 0(7 -4) 
= eO'2/2)A + O(T4), 
(40) 
(41) 
it follows that (5) or (6) may be approximated by 
y(t + 7-) = 2e(~/2)Ay(t) -- y(t -- T), (42) 
Scheme (38) will take effectively the same time as scheme (35) on a machine with at least two 
processors while possessing a smaller error constant in time as seen in the form of its truncation 
error 
Oau 11 T2 04U (39) 
LTE : - h2cl(x) Ox--- ~ - 14---4 Ot 4" 
Using the matrix method of stability analysis, it easily follows that the implicit scheme (38) is 
also unconditionally stable in the constant coefficient case since the norm of its amplification 
matrix is less than 1. 
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incurring an error  0(7"4). Applying Strang splitting for s = 2, the matrix exponential function 
in (42) may be written as 
e(r2/2)A = e (rz/4)A1 e (r2/2)A2 e (r2/4)A' ÷ O(T4). (43) 
On replacing the matrix exponential functions in (43) by [0/1], [1/1], and [1/0] Padd approxi- 
mants, respectively, and substituting into (42) leads to the following two-dimensional exponential 
splitting analog of the well known scheme (35) for hyperbolic PDEs: 
I -  T2 ( I  T2 
-TA2} y* = + y, ~-A1) 
(1 - r2  w= + ~-a2)  y* -~-AI) (I T2 , 
y(t + T) = 2w(t) -- y(t -- T). 
(44) 
Turning to an alternative Strang exponential splitting depicted in (27), 
e(,2/2)A = 1 e (~2/2)A' + e ('2/2)A~ + O(r4). (45) 
2 
i=1 z=S 
Using (41) for each of the matrix exponential functions appearing in (45) yields 
In H ] 1 cosh(rBi) + cosh(rBi) + O(r4), (46) cosh(rB) = ~
L~=I i=s 
where B~ = Ai. Using (46), equation (6) may be approximated in split form to second order 
accuracy which leads to the following novel recurrence relation: 
In 1 ] y(t + T) -- cosh(rBi) + 1-I cosh(rBi) y(t) + y(t - r) = 0. (47) 
i= l  i=s 
This recurrence relation may be utilized in developing parallel algorithms through replacement 
of the hyperbolic osine functions with rational approximations. In particular, replacing the 
hyperbolic osine functions by (37) leads to the following second order unconditionally stable 
splitting method which possesses an amplification matrix similar to the one dimensional nalog 
Y(tq-T) r I [  i=1 -~Ai )_ -I -~- 9 (I ~Ai) --1 
÷ii  -1 (1 ,5 vAi} y(t) y ( t -  r). (48) 16 ~,] + 9 - - 
A hyperbolic PaLOD algorithm analogous to that in Figure 1 readily follows. 
5. NUMERICAL  RESULTS AND CONCLUSIONS 
Some representative problems from the literature for parabolic PDEs with discontinuities be- 
tween initial and boundary conditions are examined using the second order PaLOD schemes. 
PROBLEM 1. 
Ou 02u 02u 
& - oz~ + oz~' 
~(Xl,Z2,0) = sin (L~2), 
U(Xl, X2, t) = 0, 
0 < xl,x2 < 2, subject o 
0_<Xl,Z2_<2, and 
t > 0, (Xl,X2) E C9[-~. 
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h = 0.1 h = 0.05 h = 0.025 
6.4(-3) 6.3(-2) 6.3(-2) 
9.4(-4) 8.8(-4) 8.7(-4) 
3.9(-4) 4.5(-4) 4.6(-4) 
4.3(--5) 9.8(--5) 1.1(-4) 
r = 0.01 
h = 0.1 h ---- 0.05 h = 0.025 
6.4(-4) 5.8(-4) 5.7(-4) 
9.1(-5) 3.5(-5) 2.2(-5) 
7.0(-5) 1.5(-5) 2.7(--6) 
7.3(-5) 1.7(--5) 3.5(--6) 
The Fourier solution of this problem is given by 
U(Xl,X2,t) sin ~-~[1 (-1)"] 2 .  /n rx l~ __~_(n 2 
= - - -nTr  sm t , - - -~)  exp + 1)t . 
n=l  
Table 1 displays the maximum absolute rror at time t = 1 of the PaLOD algorithm given in 
(30). The results of other well-known LOD methods have also been reproduced for comparative 
purposes; these include the classical LOD method, the extrapolation method of Lawson and 
Morris [13], and Swayne's method [16]. The PaLOD algorithm clearly performs well with respect 
to accuracy on this problem. The extrapolation method of Lawson and Morris and Swayne's 
method are also unconditionally stable, however, the serial per-timestep complexity of PaLOD is 
approximately half that of either of the above two second order L-stable methods. 
Next, we consider athree-dimensional p rabolic problem discussed by Verwer and de Vries [28]. 
PROBLEM 2. 
0u (a< h 
U(Xl, x2, x3,0) = sin(lrx2) sin(lrx3), 
U(Xl, z2, xa, t) = 0, 
0 < Xl ,X2,X 3 < 1, t > 0, 
0 <_ Xl,X2,X3 _< 1, and 
(Xl ,X2,xa) e 0n ,  t > 0. 
subject o 
The Fourier solution is given by 
oo 
u(x l ,  x2, xa, t) = sin0rx2 ) sin(Trx3) Z [1 - (-1) '~] 5 sin(n~rxl) exp(-o, r2(n 2 + 2)t). 
n----1 




Verwer-de Vries 3 
PaLOD 2 
= 1/12 
h=01 h=0.05 h=0.025 
3.7(-3) 3.4(-3) 3.4(-3) 
6.3(-4) 4.0(-4) 3.4(-4) 
2.5(-4) 3.7(-5) 3.0(-5) 
2.6(-4) 3.8(-5) 1.7(-5) 
r = 1/24 
h = 0.1 h --- 0.05 h = 0.025 
1.9(-3) 1.7(--3) 1.7(--3) 
4.1(-4) 1.8(--4) 1.2(-4) 
2.9(-4) 6.9(--5) 1.3(--5) 
2.9(-4) 6.5(--5) 9.6(--6) 
Table 2 examines the performance ofPaLOD with other well-known splitting methods on this 
problem using different combinations of time and space steps. Again, a visual analysis of Table 
2 reveals the superior accuracy of the PaLOD algorithm for this problem. 
PROBLEM 3. 
02U "~ 0% (x, t) e ~ × [0, T], 
0t= = 0x~' 
i= l  
34 D.A. Voss AND A. Q. M. KHALIQ 
Table 3. Problem 3. Maximum absolute rrors at time t -- 0.6(0.6)3.0 







Algorithm (44) Lees PaLOD 
3.1(-2) 1.0(-2) 8.4(-3) 
7.4(-3) 3.8(-2) 3.1(-2) 
3.2(-3) 7.0(-2) 5.8(-2) 
1.3(-1) 8.7(-2) 7.3(-2) 
2.0(-1) 7.6(-2) 6.4(-2) 
Table 4. Maximum absolute rror and rate of convergence for Problem 3 with s -- 3. 
M h T error rate 
15 0.1 0.05 2.760(--2) 
1.942 
30 0.05 0 .025 7.183(--3) 
20 0.1 0.05 3.578(--2) 
1.989 
40 0.05 0 .025 9.014(--3) 
30 0.1 0.05 6.910(--2) 
1.993 
60 0.05 0 .025 1.736(--2) 
subject o the initial conditions u(x, 0) = I-L=1 sin(lrxi), o,  8 -~(x ,0 )  = 0, x E ~, and homogeneous 
Dirichlet boundary conditions. The solution of this problem is given by 
8 
u(x, t )  = cos (v~Trt) 1 ]  s in(rx i ) .  
i=1 
With  s = 2, the results in Table 3 confirm that the PaLOD method can be competit ive with 
well-known algorithms for hyperbolic PDEs as well. Included for comparative purposes are the 
results for the spl itt ing method (44), and a method of Lees [29] corresponding to the parameter 
-- 1/4 which gave the best results on this problem. 
The next experiment shows the O(h2+ T 2) accuracy of the PaLOD when applied to Problem 3 
with s = 3. First the problem was solved with T ---- h/2 -- 0.05 and then with T ---- h/2 = 0.025. 
The second order accuracy predicts a factor four decrease in the error. The results of this 
experiment showing the second order convergence rate are given in Table 4, where M is the 
number of t ime steps taken. 





















0.117 0.250 0.033 0.067 3.50 3.73 89 93 
1.650 3.300 0.517 1.017 3.19 3.24 80 81 
0.500 1.017 0.133 0.283 3.76 3.59 94 90 
14.783 29.617 4.583 9.233 3.23 3.21 81 80 
2.033 4.217 0.550 1.150 3.70 3.67 92 92 
133.067 265.900 40.233 80.450 3.31 3.31 83 83 
Lastly, Table 5 contains the actual t imings (CPU seconds) of runs corresponding to various 
values of N and M, the total number of space and time steps taken, respectively. All cases were 
implemented with PaLOD on an All iant FX /8  both in parallel and sequentially, with the relative 
speedup and efficiency defined as 
Speedup = sequential t ime Efficiency = speedup 
parallel t ime ' no. of processors x 100. 
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The results of Table 5 indicate that the run times per temporal step are fairly independent of M, 
while speedup and efficiency figures tend to increase with N. Less efficiency is apparent in the 
three dimensional case for these values of M and N due, primarily, to an additional level of 
synchronization. 
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