Abstract-This paper introduces a novel probabilistic spike-response model through the combination of avalanche diode-generated Poisson distributed noise, and a standard exponential decay-based spike-response curve. The noise source, which is derived from a 0.35-m single-photon avalanche diode (kept in the dark), was tested experimentally to verify its characteristics, before being combined with a field-programmable gate-array implementation of a spike-response model. This simple model was then analyzed, and shown to reproduce seven of eight behaviors recorded during an extensive study of the ventral medial hypothalamic (VMH) region of the brain. It is thought that many of the cell types found within the VMH are fed from a tonic noise synaptic input, where the patterns generated are a product of their spike response and not their interconnection. This paper shows how this tonic noise source can be modelled, and due to the independent nature of the noise sources, provides an avenue for the exploration of networks of noise-fueled neurons, which play a significant role in pattern generation within the brain.
I. INTRODUCTION
T HIS paper presents the initial proof of concept for a novel implementation of a probabilistic cumulative spike-response neural model (CSRM) with escape noise through the use of an avalanching diode acting as a Poisson distributed noise source. Most integrated-circuit (IC)-based spiking neural models are deterministic in nature, where incoming synaptic events are integrated on a capacitive membrane with either a firing threshold (integrate-and-fire-based models) [1] , [2] or voltage-dependent feedback mechanisms (conductance-based models) [3] - [5] to determine spike generation. Deterministic models have been used extensively to investigate single-neuron behaviors, and have even been incorporated with in-vitro experimentation to closely mimic the behavior of real neurons in real time [6] . Deterministic neural-network models have also been implemented extensively, but are nearly always sparsely connected due to the cost in chip area that large numbers of synapses represent [7] . Because of this, investigators tend to opt for implementations that utilize off-the-shelf memory architectures (such as those found in PCs and firmware, for example. FPGAs, graphics-processing units (GPUs), or super computers), which have more efficient memory structures to hold synaptic weight data and, therefore, allow larger networks with more synapses. However, even with efficiency gains through their use, network models still tend to be constructed with at least one order of magnitude fewer interconnections than the biology [8] - [10] . This leads to the need to simplify the topology to a sparsely connected network. See [11] for examples of possible population dynamics. One of these simplifications involves representing the local network behavior with a sparsely connected network model combined with a noise source at each neuron. The noise source represents the combined effects of synaptic stimulus originating from outside the network (Fig. 1) . Although this is a broad simplification, it is thought that the synaptic inputs for many of the neurons within the hypothalamus can be represented by two Poisson distributed noise sources outside the cell, or a Gaussian noise source within [12] . As a further simplification, the cell membrane and firing mechanism can be replaced by a Poisson-distributed noise source, with the local activity modulating its mean rate instead of being integrated onto the cell membrane. As with the integrate and fire model, this method requires the enforcement of a refractory period to reduce the probability of firing directly after a spike event and, hence, remove events that correspond to small interspike intervals.
Noise is widely used with neural networks. Within probabilistic structures, such as the Boltzmann machine [13] , noise can be used to escape local minimas and represent the natural variability of the data. In spiking neural networks, it has been observed that the mutual information transfer can be increased by stochastic resonance [14] . In addition, Fusi [15] showed that if stochastic learning takes place, the length of time that memories can be stored increases.
Creating a noise source with the required characteristics is not straightforward. A review of techniques for creating noise sources can be found in [16] ; however, few are suitable for very-large scale-integrated (VLSI) implementation. Alspector et al. [17] required a noise source for a modified Boltzmann machine VLSI implementation but found that although amplifying the thermal noise of a resistor was a good source of noise, highfrequency oscillations caused the noise generators to correlate. They developed an alternative technique to produce Gaussian noise that did not suffer from correlations, and was suitable for VLSI implementation [18] , but it was generated using a linear feedback shift register and was therefore only pseudorandom. If spiking noise is required, Chicca and Fusi showed how a randomly connected recurrent network can be used to generate a stochastic spike train [19] . This paper focuses on the development and testing of a probabilistic cumulative spike response model with escape noise, which utilizes the dark count of a single-photon avalanche diode (SPAD) to represent the cell membrane and firing mechanism. This paper shows that the dark count of a SPAD, when filtered for trapped charge effects, can be considered a pure Poisson distributed noise source. Furthermore, multiple SPADs used in this manner produce uncorrelated events, even when located next to each other on the substrate. Finally, we show that many of the single neuron behaviors recorded from the hypothalamic region of the brain can be replicated by applying a cumulative spike response mechanism to modulate the probability of avalanche diode-generated events. Replicated behaviors include spike adaptation, bursting, doublet, random, and regular activity.
The remainder of this paper is organized as follows. Section II introduces the cumulative spike-response model, highlighting its ties to observed biological phenomena. Section III introduces the SPAD architecture, discusses dark count, and why it is a suitable noise source, before presenting the method and results of experimentation to determine the quality of the noise produced. Section IV presents the proof-of-concept combination of the cumulative spike response (CSR) mechanism and SPAD noise source to create an avalanche diode-fuelled neural model. The method of implementation and results are presented, and the limitations of this form of model are discussed. This paper is drawn to a close by a brief conclusion.
II. INTRODUCTION TO SPIKE-RESPONSE MODELS
The spike-response model (SRM) [20] - [24] is an extension of the leaky integrate-and-fire (IF) model, where the membrane potential of the cell is derived from the time since the last action potential initiation, and the time since each incoming synaptic Fig. 2 . Graphs showing the kernels that control the model's response over time to (a) an outgoing action-potential and (b) three incoming synaptic events. The outgoing action-potential consists of an initial peak (the spike) followed by a refractory period which greatly decreases the probability of refiring. The incoming synaptic events are represented by a single exponential decay (the red lines are a best fit to different values of this exponential). (Both images are reprinted from [24] .) event. The impact of the cells' own action potential and incoming synaptic events is defined by two kernels that describe the shape of their impact with time. In this way, the SRM introduces a measure of refractoriness to the IF model that describes a combination of effects, such as increasing threshold, hyperpolarizing afterpotential, and post-action-potential reduced responsiveness (1) Equation (1) describes the membrane potential as a function of time . The neuron fires when the membrane voltage crosses the dynamic threshold, also enforced by a kernel , where is the firing time of the last spike. It is constructed through the sum of the influence from the kernel that describes the shape of the membrane potential, both during and postfiring , and the response to the influence from each synaptic input . An example of the kernels and is shown in Fig. 2 .
The advantage of this form of model is that it can be made to produce a biologically realistic response to incoming synaptic events, while still being extremely simple in structure. This makes the SRM an ideal candidate for network models [25] as well as being easily adaptable to experimental data [26] . However, the basic SRM cannot represent slow activity-dependent effects, of the order of seconds, which are involved in slow bursting (such as the phasic firing patterns of vasopressin cells [27] ). The cumulative spike-response model (CSRM) [28] provides the solution to this problem. Where the SRM is only interested in the most recent action potential, the CSRM calculates its membrane potential from the combined effects of several spikes, with synaptic events treated in the same manner as within the original SRM (2) . is the times of all previous firings (2) Both the adaptive exponential model [29] and Izhikevich's model [30] , include cumulative adaptive elements within them. However, these models were not used as only the spike-response elements, and not a firing mechanism, were required. In addition, as described later in Section II-B, two adaptive variables (DAP and AHP) were essential for the reproduction of experimental VMH data, as opposed to the one (AHP) present in both of the aforementioned models.
A. Noise and the SRM
The SRM and CSRM can be simplified by replacing the synaptic input with a noise source, which then allows their study through the cell's probability of firing. This model, which has been called a stochastic threshold model [23] , can now be analyzed analytically as a probability density function (PDF) of the model's ISI distribution. The same process can be performed for CSRMs but the calculation of the PDF is significantly more complex.
The most direct noise source implementation is to employ two Poisson-distributed sources in the place of all synapses, one to represent all excitatory presynaptic potentials (EPSPs), and the other to represent the inhibitory ones (IPSPs). These can be controlled to dictate the ratio (excitatory to inhibitory) of incoming events. Alternatively, if control of this ratio is not required, a Gaussian source may be instead implemented internally, as a diffusion approximation of many synaptic inputs. Finally, a Poisson-distributed source can be used as the output of the neural model. With this implementation, the probability of spike generation is modulated by the spike-response pattern to create the natural refractory periods produced from real neurons. This implementation, which can be considered to be an SRM with escape noise, has been chosen for our hardware implementation.
B. Probabilistic CSRM
The model presented in this paper is a CSRM with escape noise, using a series of summed exponential decays to represent the accumulation of all previous spike responses. Each exponential corresponds to an excitatory or inhibitory post-action-potential membrane dynamic (the hyperpolarizing after potential (HAP) [31] , depolarizing after potential (DAP), and after hyperpolarization (AHP) [27] , [32] ). The HAP is a brief hyperpolarization (half life 10 s of milliseconds) that sets the relative refractoriness of a cell after a spike-it can be modelled well with an SRM. The AHP is a much smaller and slower (half life-of the order of seconds) post-spike hyperpolarization that accumulates with successive spikes-this cannot be modelled with an SRM but instead requires a CSRM. The DAP characteristics fall between the two in magnitude and half life, and can be modelled by an SRM. However, longer term behaviors, such as phasic firing, require a CSRM since they can only be produced through the creation and suppression of a plateau of summed DAP activity. When combined with the noise-source control parameter, this creates a 7-D parameter space where pairs of parameters can be directly tied to the magnitude and duration of specific identifiable intrinsic cell characteristics. This form of model is computationally simple because the model's spike response is a sum of exponentials, where each can be calculated at every time step by single multiplication. In addition, the response to the entire spike history, instead of just the most recent spikes, can be calculated at the same time using the same method. This is because the overall spike response over time is split by individual post-action-potential membrane dynamics, which are described as (3) where is the magnitude of the post-synaptic action potential membrane dynamic, is the time constant of the membrane dynamic, the Dirac delta function approximates the effect of spike production upon the membrane dynamic through the addition of an -sized step increase or decrease, and is the time of spike production. With fixed control parameters for and , the bulk of the function can be simplified prior to simulation in discrete time to a single multiplication and a possible addition (4) where is the size of the simulation time step, and is the Kronecker delta function which is equal to 1 when is equal to . The integration of balanced (50% excitatory, 50% inhibitory) incoming synaptic noise on the membrane, combined with a threshold firing mechanism, is represented by the probability of a Poisson-distributed noise source generating a spike. The spike-response pattern, generated by the summed exponential decays representing a neuron's HAP, DAP, and AHP, applies an offset to the mean firing rate of the noise source and, therefore, facilitates a refractory period in addition to the creation of more complex firing patterns. This is described as when (5) where is the probability of spike generation for a given time step. This is kept much smaller than 1 by reducing the size of the time step. The time step used was 1 ms. Since most hypothalmic neurons fire at a rate much lower than 50 Hz, should have a base value of less than 0.05. , , and represent the current value of the individual exponentials that form the spike response, and is a nonlinear transfer function that converts the spike response into a probability of firing. The spike response is first combined with the base probability of firing before this function is applied. This function is explained in more detail in Section III since it is dependent on the Poisson-distributed random process.
The reason a Poisson-distributed noise source can be utilized in this fashion is due to the similarity between recorded cell data and a purely Poisson-distributed process. This can be shown by using the hazard function [33] , [34] , which is a modification of the ISI histogram,
, where is the bin number of the ISI histogram. It is calculated as follows: (6) The hazard function represents the probability of a spike event being generated at a given time interval since the previous event, provided that a subsequent event has not yet occurred. A Poisson-distributed process has a constant probability of producing an event irrespective of the time since the previous event, which is shown as a flat distribution. Fig. 3 shows the hazard functions of a randomly firing neuron and a Poisson-distributed noise source generated in Matlab. The recorded neuronal pattern is similar except for a refractory period immediately after a spike event, which is enforced to protect the cell from death due to overactivity. This shows that after this initial refractory period, the statistics are consistent with a homogeneous Poisson process. Sabatier and Leng [35] performed a study of cell-firing patterns recorded from the VMH, and showed that when normalized by their mean firing rate, they could be divided into nine distinct groups according to their hazard functions. These groups, with the exception of oscillatory behavior, are shown in Fig. 4 . By altering the ratio of the magnitudes and half lives of the exponential decays that form the spike response, this paper shows that similar behaviors can be generated from this Poisson-driven probabilistic CSRM. No attempt was made to reproduce the oscillatory behavior since it is thought to be a product of network phenomena, and not intrinsic cell properties.
The bulk of the model complexity is tied to an easily conceptualized and computational simple membrane response to cell activation. Since the spike response is the sum of three exponentially decaying variables, a solution could be constructed using either digital or analog; however, for this proof of concept, a digital implementation within an FPGA was chosen due to the low development costs.
III. AVALANCHE DIODE-DRIVEN POISSON-DISTRIBUTED NOISE SOURCE

A. Introduction to SPADs
The single-photon avalanche diode (SPAD) allows single-photon detection through the action of avalanche breakdown in a -photodiode, reverse biased above its breakdown voltage (Geiger mode). In Geiger mode operation, the gain of a SPAD becomes virtually infinite and, with suitable biasing, a transistor-transistor logic (TTL)-compatible pulse is produced upon detection of a single photon. The concept of the avalanche photodiode was first proposed by Haitz et al. [36] and, in recent years, much work has focused on implementing single-photon avalanche diodes in a standard complementary metal-oxide semiconductor (CMOS) process [37] - [40] . SPADs realized in a foundry CMOS process were first demonstrated by Rochas et al. in 2002 [41] .
A diode biased beyond its reverse bias breakdown voltage will remain in a quiescent state (zero current flowing) for a relatively long period of time (in the order of milliseconds). It is the occurrence of a primary-free carrier within the high electric field -junction that triggers an avalanche breakdown event [42] . When operated as a photodetector, it is always hoped that this primary-free carrier is generated as a result of an incident photon. However, spurious breakdown events do occur due to thermal-or tunnel-generated carriers and trapped charges.
If a free electron-hole pair is generated within the depletion region of the -junction, the high electric field caused by the large reverse bias voltage will accelerate the electrons and holes toward the and regions, respectively. The accelerated free electron and hole collide with static electron-hole pairs in the junction, resulting in impact ionization. These newly created free electrons and holes are subsequently accelerated, resulting in further collisions and, hence, ionization events. As the number of free electron-hole pairs increases, the current flowing through the SPAD exponentially increases until quenching occurs. Dark counts are non-photon-induced breakdown events and are a function of detector area and temperature. The primary causes of dark counts are thermal-or tunnel-generated carriers in the diode -junction [42] . As such, the dark count rate (DCR) of a SPAD is strongly temperature dependent and follows the temperature dependence of these mechanisms. As a rule of thumb, the dark count doubles every 10 C [42] . Dark count is also dependent on the reverse bias voltage placed across the SPAD. As this voltage is increased, the SPADs sensitivity increases, due to the higher electric field at the -junction increasing the likelihood of an avalanche breakdown event. However, the increased probability of breakdown also increases the probability of a nonphoton-induced breakdown occurring. It is this method of electron-hole pair generation that will be used as the noise source.
After-pulsing is defined as spurious counts caused by carriers temporarily trapped in the depletion region during a breakdown event. After a short time, these charges are released, causing a secondary Geiger pulse. The level of after-pulsing in a device is dependent on the quality of the silicon (which defines the trap concentration) and the number of carriers generated during a breakdown event [43] . The number of carriers generated is dependent on the parasitic capacitance of the diode and the quench circuitry used. If the hold-off time of the quench circuit is not long enough, trapped charges do not dissipate and after-pulsing occurs. As quench time increases, the correlation between the initial pulse and after-pulses decreases. After-pulsing also shows an inverse temperature dependence, increasing as temperature decreases [44] .
SPAD Structure and Biasing: The SPAD detector implemented in this project consists of a circular dual-junction structure: + anode/deep -well/ -substrate [ Fig. 5(a) ]. The + anode/deep -well junction forms the avalanche multiplication region where the Geiger breakdown occurs. The -well/ -substrate junction allows the + anode to be biased independently from the substrate and prevents electrical crosstalk. A -well guard-ring surrounds the + anode to prevent premature breakdown [45] . The device has a diameter of 6 m, resulting in an active area of 28.27 m .
To ensure the SPAD detector's compatibility with standard CMOS circuitry, the biasing of the SPAD must be carefully considered. The logic levels of the 0.35-m process used in this project were 0 V (logic 0) and 3.3 V (logic 1). Therefore, it had to be ensured that the output transition of the SPAD on breakdown had a 3.3-V swing. This is achieved by setting up appropriate bias conditions. For the SPAD to operate in Geiger mode, it must be biased above its breakdown voltage. The + anode of the SPAD is therefore biased at a high negative voltage [ Fig. 5(b) ]. The deep -well cathode is connected to a positive power supply , via a quench resistor. The key is to ensure that the excess bias voltage across the SPAD when in an armed state is equal to 3.3 V (for a 0.35-m process). The excess bias voltage is defined as (7) where is the SPAD excess bias voltage, and is the reverse bias breakdown voltage of the diode. At the onset of Avalanche breakdown in the photodiode, current begins to flow in the device. As this current increases, the voltage dropping across the quench resistor increases, thus lowering the reverse bias voltage across the diode. This process continues until the diode is brought out of Geiger mode and the avalanche process is halted. According to (7), the transition required to bring the SPAD out of avalanche breakdown is equal to . As the current through the diode is reduced, the voltage dropping across the quench resistor is reduced. In turn, the photodiode reverse bias voltage increases until the diode returns to Geiger mode operation. The SPAD is now rearmed and ready to detect the next photon. The quench resistor is sized so that the voltage transition seen at the SPAD output [ , Fig. 5(b) ] during this process is compatible with standard CMOS logic cells.
If the reverse bias across the SPAD is insufficient, the SPAD will never breakdown. Conversely, if the reverse bias voltage is too high, the SPAD will be in permanent breakdown. For the SPAD used in this project, the minimum reverse bias voltage was found to be approximately 20.8 V. The SPAD went into permanent breakdown at voltages above approximately 24.05 V.
B. Experimental Setup
To test the viability of avalanche diodes as a source of Poisson-distributed random events, an application-specific integrated circuit (ASIC), which included nine independently wired SPADs, was shielded from all light sources and analyzed. This analysis focused on how changes to the off-chip bias voltage affected the mean firing rate as well as determining if there was any cross correlation between adjacent SPADs. The correlations could be caused by optical or electrical crosstalk [45] . These types of crosstalk would both increase the likelihood of neighboring SPADs firing, but another type of correlation could be present. When an SPAD fires, quenching current is drawn from since this is a global signal and any variation in it will affect the probability of firing all of the other SPADs. Any of these would be highly detrimental to any future neural-network implementation. SPAD events were collected via an FPGA 1 and time-stamped before being passed to custom software via USB for analysis. Each timestamp (24 b) was accompanied by an address (8 b). The FPGA was clocked at 200 MHz, well above the Nyquist frequency for these particular SPADs (maximum output frequency of 30 MHz). 
C. Results
The first test undertaken was to look at the events recorded from a single SPAD and plot the ISI distribution and corresponding hazard function in order to verify that the SPAD-generated dark events were indeed Poisson distributed. The recorded events were first preprocessed to remove the spikes caused by after-pulsing. Any spike that occurred within 200 s of the previous event was deleted from the spike train. Fig. 6 shows the results and a comparison with Fig. 3 indicates that a SPAD can indeed produce a Poisson-distributed spike train. To further test the spike train, a negative exponential curve was fitted to the ISI histogram data, bin width 5 ms, and the coefficient of variation (CV), defined as , was also calculated. The curve was fitted with an adjusted value of 0.9966 and the CV was 1.0195 (a perfect Poisson spike train has a value of 1 for both). These results, when combined with the near flatness of the hazard function in Fig. 6(b) , give confidence that the spike trains can be regarded as Poisson.
The mean frequency of the spike train can be altered by VOP-the large negative voltage applied to the SPAD. Tests were run to find the range of frequencies that could be achieved. The mean dark count was recorded by the FPGA for voltages ranging from 17.71 v to 21 V. The results are shown in Fig. 7 . This mean dark count can be interpreted as the probability of firing given a varying . This allows us to implement (5) with representing . Above 20.5 V, the electric field across the SPAD becomes so high that the SPAD begins to break down laterally, in a more regular manner, and, therefore, the spike train loses its Poisson distribution. The results show that we can achieve a mean frequency of up to 40 Hz which is a good range for single neuron models. An array of 1024 of these SPADs has been reported in [46] . The event readout is address based, allowing the spike trains to be merged if a faster frequency is required.
It is also important to determine that the Poisson-distributed spike trains from neighboring SPADs are independent. If two Poisson-distributed spike trains are independent, the interspike interval between these two trains will also be Poisson. To illustrate this, three spike trains were generated: A) a recorded spike train from a SPAD that was preprocessed to remove the effects of after-pulsing. This was done by removing any spike that occurred within 200 s of the preceeding pulse; B) A Matlab-generated Poisson spike train with a mean frequency of 15.5 Hz; and C) a spike train recorded from another SPAD which had a 10% artifical correlation to A added to it. Fig. 8 shows three different hazard functions created from these spike trains. The line marked with triangles is the hazard function of spike train A. As expected, the hazard function is flat, indicating a Poisson-distributed spike train. The Matlab-generated Poisson spike train (B) was then compared to the train from the SPAD (A). The ISI from every spike in B to the next spike in A was calculated and the hazard function determined. This result is shown by the line marked with asterisks. Since the spike trains are independent, the hazard function is flat and has the same probability of firing as spike train A. Finally, the hazard function between trains C and A was calculated and is shown as the solid line in Fig. 8 . The peak in the hazard function clearly indicates a correlation is present.
To test that the spike trains were not correlating, the same process was performed on data recorded from eight neighboring Fig. 9 . The spike trains for 8 SPADS (A-H) were recorded simultaneously. The blue line in each graph shows the hazard function of each spike train. The green envelope shows the range of hazard functions of the ISI between spike trains. The probability of firing remains the same; therefore, no correlations are present. The initial hazard function for SPADS B, C, D, and G are high due to the after-pulsing effect. This is an undesirable effect but can be removed by applying a refractory period to the SPAD [46] . SPADs (A-H). Each train was individually preprocessed to remove the effects of after-pulsing, and had its hazard function calculated-the solid lines in Fig. 9 . The ISI between all possible combinations of spike trains was also calculated and then the hazard functions generated. The worst case (max and min) hazard function to a particular SPAD was calculated and is shown by the band. No high peaks in the hazard functions were detected, indicating that the spike trains can be regarded as independent. The curve fitting and coefficent of variation tests were performed for all the possible ISI combinations as further evidence, and the results are shown in Table I . The Adjusted and CV for the spike trains recorded from the SPADs are shown in bold. The results for the ISIs between spike trains are all close to one, providing a high level of certainty of the spike trains' independence. The results for the SPAD generated spike trains B, C, D, and G are further away from one. This is due to the after-pulsing effect not being entirely removed by the 200-s preprocessing of the spike train. The effect of the after pulsing is clearly visible in Fig. 9 , the probability of firing for SPAD B, C, D, and G is much higher just after the previous event. In a neural application, this does not pose a problem as a larger refractory period can, and will be, applied.
D. Summary
The three results presented in the previous section all underline that SPADs can produce Poisson-distributed spike trains, and that the spike trains from neighboring SPADs do not correlate.
The frequency of these spike trains can be controlled by the bias voltage VOP. Biologically plausible frequencies of up to 40 Hz can be achieved and, as each spike train is independent, they can be added together should faster frequencies be required.
IV. PROBABILISTIC CUMULATIVE SPIKE-RESPONSE MODEL
This section introduces the proof-of-concept implementation of an avalanche diode-based neuron. An implementation of the model presented in Section II is evaluated through the attempted replication of the eight preclassified VMH cell behaviors. We show that seven of the eight behaviors are reproducible in addition to longer term behaviors such as spike adaptation and bursting. 
A. Implementation
The neural model was implemented through the combination of a heavily light shielded SPAD and an FPGA-controlled 5-V 8-b digital-to-analog converter (DAC), see Fig. 10 . This DAC was placed to modulate VOP between 20.5 V and 16.5 V, the region that produces an almost linear relationship between mean dark count and VOP. This thereby allows the FPGA to linearly alter the probability of producing an event.
Within the FPGA, a state machine controls a cumulative spike-response (CSR) mechanism, which, in turn, controls the digital input to the VOP DAC. The model, which is a discrete implementation with a 1-ms time step, consists of three variables, each under a different constant decay, representing the HAP, DAP, and AHP of the neural model. If the SPAD produced one or more action potentials during the previous iteration (1 ms of time), a step increase or decrease is applied to each variable. These variables are combined with an offset variable to determine the final voltage produced by the DAC (8) The offset variable is used to position "0" so that the summed effects of the DAP or AHP will not cause clipping (See Fig.  11 ). The HAP is much larger than the DAP and AHP; hence, it is presumed that the HAP will clip. However, this is not a problem, as the clipping will force the SPAD into a region where avalanching is extremely unlikely to occur, hence enforcing a natural refractory period.
B. Results
The seven model control parameters (the magnitude and half life of the three decays, plus the offset) were tuned by hand to create a spike response that, when combined with the Poisson nature of the SPAD, would reproduce the likenesses of the patterns recorded from the VMH [35] . See Fig. 11 for an example of a generated spike response. The seven successful configurations are shown in Fig. 12 , overlaid with their biological counterparts. The solid lines are the data generated by our model. The data recorded from the VMH are shown with a dashed line.
One of the recorded biological behaviors (regular firing) was found to be extremely difficult to recreate, with Fig. 13 showing Fig. 11 . Spike response pattern. This pattern, recorded from the circuit implementation, consists of the summation of three exponential decays-HAP, DAP, and AHP. The pattern is centered within the 5 V peak-to-peak region of the DAC by the offset parameter. Any value outside this region will be clipped by either the upper or lower limit.
the closest match found. While this trace has been confirmed as regular firing, it was only possible through the implementation of bursting behavior caused by DAP summation. This, in essence, created a composite non-homeostatic behavior, where the hazard is the combination of ISI distributions drawn from the model when it is in its elevated and suppressed states.
The cause of the model's inadequacy is rooted in the random nature of the SPAD's dark count, and how this is manipulated to produce different probabilities of firing. The probabilistic model uses the Poisson-distributed noise source to generate spike events, where the spike-response pattern is used to alter the mean firing rate of the noise source with time. This alters the probability of producing a spike event with respect to all preceding events. In this way, the spike response is a direct representation of the resulting hazard function. This also means that behaviors can only be produced if the shape of the hazard can be constructed from the three exponential decays. The hazard of the regular firing behavior consists of a refractory period, which dictates the mean firing rate, followed by a large DAP that falls sharply to a much lower probability of firing (determined by the base firing rate of the SPAD, see Fig. 13 ).
Initially, it was thought that this behavior could be created though the combination of two exponentials; a large negative going exponential to represent the refractory period, and a positive one to create a brief period of time directly after the refractory period that greatly elevates the probability of firing. However, because the model applies a step increase to all exponentials at the same time, the DAP must have a longer half life than the HAP to have a positive effect on the spike response. This poses several problems; First, it is not possible to create a sharp enough DAP decay while maintaining the refractory period. Second, since the half life of the DAP is greater than that of the HAP, and the model takes account of all previous activity, DAP summation can occur. This promotes a rudimentary bursting behavior, as shown in Fig. 13 , where a self-sustaining plateau is formed that may randomly collapse and, as a result, longer interspike intervals can be generated randomly by the Poisson-distributed process. (e) Long-tailed type 1 behaviour: characterised by a broad peak probability of firing before falling to a lower level. (f) Long-tailed Type 2 behaviour: characterized by the distinctive shape of the rise to constant probability of firing. This shape is caused by the combination of a low magnitude HAP and a shorter half life AHP (100 s of microseconds). (g) Slow DAP behavior: characterized by a small initial peak of activity before stabilizing at a constant probability of firing. Ultimately, the recreation of regular firing behavior is impossible through the summation of exponentially decaying variables with synchronized step increases. However, if the correct spike-response pattern was created, then a true regular firing pattern could be recreated. This could be done by delaying the step increase of the DAP, thereby allowing it to have a shorter half life while still allowing it to have an effect on the resulting spike-response pattern, see Fig. 14. Fig. 15 shows how the model can be made to produce bursting activity. This behavior is possible because the method used to construct the spike-response pattern, being cumulative, takes account of all previous activity. Therefore, the model can create longer term behaviors through the summation and interaction of the positive and negative going exponential decays.
C. Spike Adaptation and Bursting
In the case of spike adaptation, the longer term inhibitory effects of the AHP summate over multiple spike events, providing a negative feedback mechanism that naturally reduces the probability of firing, see Fig. 15 . The DAP can be configured to provide the opposite effect in the form of a short-term positive feedback mechanism. When combined with the longer term AHP, both of these effects interact to produce bursting, see Fig. 15 . The DAP, having a larger magnitude, will accumulate more quickly, thereby further increasing the probability of firing. However, after a period of time, the AHP will become closer in magnitude and slow the firing rate to such a degree that the DAP summation will collapse. At this stage, the accumulated AHP remains, hence firing is halted until the AHP decays enough that the SPAD can fire again, and the cycle can repeat.
D. Summary
During this section, the Poisson-distributed SPAD output was modified with time by the inclusion of a CSR mechanism that consists of three exponential decays representing the HAP, DAP, and AHP intrinsic cell properties. This model was applied to the bias voltage and, therefore, altered the probability of firing with respect to previous spike events.
To evaluate this system, the model was adapted by hand to reproduce eight neural behaviors that were prerecorded from the VMH within the hypothalamus. Of these eight behaviors, seven were easily reproduced alongside spike adaptation and bursting, with only the regular firing behavior proving difficult to replicate.
This inadequacy was found to be caused by a limitation with the model, which cannot create a spike response with a sharper DAP decay rate than that of the HAP, which is responsible for enforcing the postfiring refractory period. This is not to say that this regular firing cannot be recreated; the hazard function of regular firing could be converted directly into a noncumulative SRM kernel that would naturally recreate this pattern. However, the removal of the cumulative nature of the CSRM would result in the inability to produce spike adaptation and bursting behavior.
V. CONCLUSION
This paper has introduced the SPAD device as a source of Poisson-distributed noise. We have shown that the dark count of an avalanche diode is: Poisson distributed; independent of other avalanche diodes in near proximity; and that the mean firing rate of the dark count is approximately linearly proportional to the magnitude of the negative bias voltage.
We then showed how this relationship can be utilized to implement a simple cumulative spike-response model with escape noise. This implementation represents a significant abstraction away from traditional models, where synaptic noise is integrated on a membrane, which then interacts with a deterministic firing mechanism. This is not to say that we could not implement such a model with SPAD noise sources; indeed, such a system could easily be constructed using multiple SPADs as independent synaptic inputs. However, since the long-term goal of this paper is to explore network activity on silicon, it is more practical to assume that the networks we aim to explore are fed by balanced tonic noise, and use a single device to represent the entire synaptic input and neuron.
Our model was tested and was capable of reproducing seven out of eight broad categories of single-cell spiking behaviors similar to those captured from the VMH region of the brain, as well as spike adaptation and bursting. We have explored the limitations of this model and show that regular firing activity is difficult to implement. This is, however, not a failure of the neural avalanche diode-based method, but rather a limitation of the model, which simply cannot produce a spike response of sufficient complexity to reproduce this regular behavior. The probability of firing for a given postfiring period of time can be derived empirically from the recorded interspike interval data in the form of hazard functions. This information can then be used to construct a more complex noncumulative spike-response kernel which could produce any desired behavior, including regular.
Although the work in this paper was motivated by the need for independent noise sources in a single-neuron spike-response model, the opportunities for avalanche-diode-generated noise are far wider. Models of spiking networks involving multiple noise sources will be made more compact, faster, and, thus, usable in the laboratory environment by the technology in this paper. Furthermore, noise-mediated effects, such as stochastic resonance [14] , and noise-driven artificial neural networks, such as the Boltzmann machine [13] , and its derivatives [47] need independent noise sources. If the promise of, for example, the continuous restricted Boltzmann machine as an embedded sensorfusion architecture [48] is to be fulfilled, multiple, integrated, compact, analog noise sources will be required. The SPAD-derived device described in this paper takes a fist step toward that hitherto-elusive goal.
A. Future Work
This work was carried out using a SPAD which was designed for low-light imaging tasks, such as florescent lifetime calculation [49] . The device has therefore been designed with photodetection in mind and, hence, has a large surface area to catch as many photons as possible. We do not require this detection. In fact, during this proof-of-concept study, the entire SPAD chip was heavily shielded from all light sources. Therefore, future work would first entail the design of an avalanching device designed specifically for our application. This device would be designed to have a large linear range of dark count rates to allow the more complex behaviors to be recreated. In addition, we would like to have a way of altering the probability of firing via a method that does not require rapid modification of a large negative voltage.
Ultimately, we would like to integrate the spike-response model, which is currently held within the FPGA and DAC, alongside the avalanche diode, to create an instantaneous probabilistic neural element that will allow the investigation of network behaviors with probabilistic systems, and provide a possible avenue for integration with biology.
