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Abatract 
Thia theaia is concerned with the network models 
of two kinds of approaches, namely, the International 
Standards Organization Open Systems Interconnection 
reference model (ISO/OSI) of layering approach and DOD 
Protocol Architecture (DPA) of hierarchical approach. 
It provides a brief history and an overview of two 
network models and makes a comparison between these 
two protocols. In a multivendor computing environment, 
common communication methods are required for 
integration and automation of processes. It also 
introduces a brief overview of a specification for a 
set of communication standards called Manufacturing 
Automation Protocol (MAP) developed by General Motors 
Corporation to provide for multi vendor data 
communications in the factory floor environment. The 
multivendor data communication is still undergoing 
changes. 
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Chapter 1 
Introduction 
During the twentieth century, the key technology 
has been information gathering, proc_essing, and 
distribution. Among other developments we have seen 
the installation of worldwide telephone networks, the 
invention of radio and television, the birth and 
unprecedented growth of the computer industry, and the 
launching of communication satellites. Although the 
computer industry I 1S young compared to other 
industries, computers have made spectacular progress 
in a short time. During the first two decades of their 
existence, computer systems were highly localized. 
During the last ten years, many computer networks have 
-been designed, implemented, and put into service in 
the United States, Canada, Europe, Japan and 
elsewhere. From the beginning, many networks were 
designed hierarchically, as a series of layers, each 
one building on the one below. At first, each network 
design team started out by choosing its own set of 
layers. However, in the past few years, a consensus 
embodied in the International Organization for 
Standardization's Reference Model of Open Systems 
2 
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Interconnection (ISO OSI). 
A computer network is a collection of computers, 
called hosts, which communicate with one another. The 
hosts may be large multiprogrammed mainframes or small 
personal computers. Networks can be classified as 
local networks or long-haul networks. The hosts on a 
local network are typically contained in a single 
building or campus and are connected by a 
high-band-width cable or other communication medium 
specifically designed for this purpose. Long-haul 
networks, in contrast, typically connect hosts in 
different cities using the public telephone network, 
an earth satellite, or both. Local networks are nearly 
always completely owned by a single organization 
whereas long-haul networks normally involve at least 
two organizations: the carrier, which operates the 
communication facility; and the users, who own the 
hosts. 
1.1 Protocols 
The term 'pi;otocol' can be used to describe the 
procedures for the exchange of information between 
processes not only in a network environment but also 
in multiprocessor systems for controlling the 
interaction of parallel processes. 
3 
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Protocol funct~ons are accomplished 
I 
by the 
exchange of messages between processes. The format and 
meaning of these messages form the logical definition 
of the protocol. Rules of procedure determine the 
actions of the processes cooperating in the protocol. 
The set of these rules constitutes the procedural 
definition of the protocol. Using these concepts we 
can give a formal definition of a protocol as 
logical and procedural specification 
communication mechanism between processes. 
Most important among the functions 
of 
of 
• 
• the 
the 
the 
communication protocols are error, flow and congestion 
control, and routing strategies. Error control 
protects the integrity both of user data and of 
control messages exchanged between the subnet. Flow 
and congestion control enables the communication 
subnet to share its resources among a large number of 
users. Routing strategies, as well as optimizing the 
utilization of the subnet resources, also increase the 
availability of the subnet services by providing 
alternative routes between two points in the network. 
The fact that these functions are provided in the 
communication subnet must be repeated in protocols 
implemented between computers in the network. 
4 
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1.2 Protocol an4 Interface 
When systems become so complex that it is 
necessary to break them down into subsystems, the 
interaction between the subsystems has to be defined 
very carefully. The boundary across which the 
interaction takes place is the 'interface'. 
First, we have to know what kinds of signals can 
I pass across the boundary. The form of the connector 
and the levels and significance of the signals are 
defined. They might consist of a stream of binary 
digits in either direction. Then we need to know more 
about the meaning of these signals and this can 
require several levels of definition. For example, a 
convention may be established which breaks the strings 
of digits into blocks so that each block has some 
significance as a message. The format of the blocks is 
defined and the meaning of certain messages laid down. 
For example, High-level data link control (HDLC) 
developed by the International Organization for 
Standardization (ISO) uses synchronous transmission. 
All transmissions are in frames, and a single frame 
format suffices for all types of data and control 
exchanges. The frame has the following fields: flag: 
8 bits; address: one or more octets; ~ol : 8 or 
16 bit; data: variable; frame check sequence (FCS) : 
5 
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16 or 32 bits, flag: 8 bits. The flag, address, and 
control fields that precede the data field are known 
as a header. The FCS and flag fields following the 
data field are referred to as a trailer. 
The protocols which are important in networks 
operate between distant parts ot the system, making 
,1 use of the ability of the network to carry messages. 
An interface can have similar procedural rules based 
on a means of communication which is a part of the 
interface definition. The essential difference is that 
an interface is defined locally but a protocol defines 
an interaction between physically non-adjacent 
systems. 
1.3 Hierarchies of Protocols 
Figure 1.1 shows schematically how the protocols 
operating in a network are related. Below the 
subscriber interface is the communications subsystem 
and attached to it above the line are two host 
computers. Taking the subsystem first, protocols exist 
here to carry iessages over the transmission lines 
between switching centers and there may also be 
end-to-end protocols inside the subnet. Across the 
subscriber interface there will usually be a link 
protocol which is designed to carry messages across 
6 
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this interface without error. There may be a further 
protocol across this interface for interaction between 
the host computers and the network itself, such'as 
setting up 1a call. 
The purpose of these protocols in the subnet and 
across the subscriber interface is to provide the 
means to carry messages reliably between host 
computers. In order to organize this message-carrying 
facility in a standard way, it is convenient to have a 
'basic transport protocol' established between the 
heats. Thi• i• shown in the figure as if it took place 
between two boxes, each forming part of a host. The 
boxes represent 'protocol mechanism' which are built 
into the software of the hosts. The earliest of these 
basic protocols was the ARPA network's 'host-to-host' 
protocol. 
From one point of I view, the communication 
subsystem includes the basic protocol and enables the 
upper part of the figure to base all its operations on 
' 
an identical and convenient interface to the basic 
protocol mechanism. Using the transport facility which 
this protocol provides, higher-level protocols can be 
established and these are shown as operating between 
the parts of the host software which implement them, 
of course, they actually operate by sending messages 
7 
down through all the mechanisms • 
• 
At the top of the figure are application programs 
written by the users of the network. These application 
programs use the higher-level protocols. Users 
anywhere in the network, with different kinds of 
computer, all employ these same higher-level protocols 
and basic transport protocol. 
I 
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Figure 1.1 Inter-related network protocols 
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1.4 Protocol Implementation 
A protocol is defined in terms of its syntax and 
semantics and has to be implemented between two 
processes. Process actions can be described in terms 
of process states and events which cause transmission 
between those states. An event is the arrival of a 
message at a process. When a process is in a 
particular state, it defines the subset of messages 
that can be received and the action that should be 
taken on receipt of any of those. If another message 
is received, then synchronization has been lost and 
the process must enter the appropriate error recovery 
) ~ 
part of the protocol. After receipt of a message from 
one of the input ports, the process can enter an 
intermediate state during which it formats and 
dispatches an output message. Figure 1.2 shows the 
state transition principle. Actions must be defined 
for all allowed messages. In figure 1.2, an event 
causing no change to the state is shown by a loop that 
starts and ends on state sl. The error recovery 
actions could depend on the actual type of the 
unexpected message. The actions must be unambiguous, 
so the receipt of a specific message must lead to a 
unique state. 
\ 
When a precise definition of a protocol has been 
10 
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achieved, it must be tested for correctness. This has 
sometimes been done by testing the implemented 
protocol and all the functions required of it and 
' 
correcting errors those are discovered, but such an 
exercise can prove cumbersome and expensive and can 
lead to the acceptance of inagequate protocols if 
changes prove difficult. 
• 
ee<.c. i ve 
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Figure 1.2 Example of state transitions 
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Chapter 2 
& • 
The Layered Approach: The OSI Modal 
2.1 Motivation and concepts 
When work is done that involves more than one 
computer, additional elements must be added to the 
system: the hardware and software to support the 
communication between or among the systems. 
Communications hardware is reasonably standard and 
generally presents few problems. However, when 
communication is desired among heterogeneous machines, 
the software development will be more difficult. 
Different users use different data formats and data 
exchange conventions. 
As the use of computer communications and 
computer networking increase, a one-at-a-time special 
purpose approach to communications software 
development is too costly to be acceptable. The only 
alternative way is for computer users to adopt and 
implement a common set of conventions. For this to 
happen, a set of international or national standards 
must be promulgated by appropriate organizations. This 
led the International Organization for Standardization 
(ISO) in 1977 to establish a subcommittee to develop 
12 
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such an architecture. The result waa the Open Systems 
\ 
Interconnection (OSI) reference model which is a 
framework for defining standards for linking 
heterogeneous computers. 
A widely accepted structuring technique, and the 
one chosen by ISO, is layering. The communications 
functions are partitioned into a vertical set of 
layers. Each layer performs a related subset of the 
functions required to communicate with one another 
system. It relies on the next lower layer to perform 
more primitive functions and to conceal the details of 
those functions. It provides services to the next 
higher layer. Ideally, the layers should be defined so 
that changes in one layer do not require changes • 1n 
the other layers. The task of the ISO subcommittee was 
to define a set of layers and the services performed 
by each layer. 
In general ternis, it takes two to communicate, so 
the same set of layered functions must exist in two 
systems. Communication I 1S achieved by having 
correspoding (peer) entities in the same layer in two 
different systems communicate via a protocol. 
Figure 2.1 shows the OSI model. Each system 
contains the seven layers. Communication is between 
applications in the systems, layered X and Yin the 
13 
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figure. If X wishes to send a message to Y, it invokes 
the application layer (layer 7). Layer 7 establishes a 
peer relationship#with layer 7 of the target machine, 
using a layer 7 protocol. This protocol requires 
services from layer 6, so the two layer 6 entities use 
a protocol of their own, and so on down to the 
physical layer, which actually passes the bits through "-.l. ' 
a transmission medium. 
-----
'E .. Yi Y"O l'U" f. "t 
A -- - A 
p - - - - - p 
s - s 
T - T 
N - N 
L L • 
- .. PH - - PH 
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Figure 2.1 The OSI environment 
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There is no direct c~mmunication between peer 
layers 1 except at the physical layer. That is, above 
the physical layer, each'protocol entity sends data 
down to the next lower layer in order te get the data 
across to its peer entity. Even at the physical layer, 
the OSI model does not stipulate that two systems be 
directly connected. 
•• 
' 
The at~ractiveness of the OSI approach is that it 
promises to solve the heterogeneous computer 
communications problem. Two systems, no matter how 
different, can communicate effectively if they have 
the following in common: they implement the same set 
of communications functions; these functions are 
organized into the same set of layers; peer layers 
must provide the same functions, but it is not 
necessary that they provide them in the same way; peer 
layers must share a common protocol. To assure the 
above, standards are needed. Standards must define the 
protocols between peer layers (each protocol must be 
identical for the two peer layers). The OSI model, by 
defining a seven-layer architecture, 
framework for defining these standards. 
2.2 Purpose of the OSI Model 
provides a 
The purpose of this International Standard 
15 
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Reference Model of Open Systems Interconnection is to 
provide a common basis for the coordination of 
standards development for the purpose of systems 
interconnection, 
be placed into 
Reference Model. 
while allowing existing standards to 
perspective within the overall 
The term Open Syste~s Interconnection (OSI) 
qualifies standards for the exchange of information 
among systems ·that are open to one another for this 
purpose because of their mutual use of the applicable 
standards. The fact that a system is open does not 
imply any particular systems implementation, 
technology or means of interconnection, but refers to 
the mutual recognition and support of the applicable 
standards. 
It is also the purpose of this International 
Standard to identify areas for developing or improving 
standards, and to provide a common reference for 
maintaining consistency of all related standards. It 
is not the intent of this International Standard 
either to serve as an implementation specification, or 
to be a basis for appraising the conformance of actual , 
implementations, or to provide a sufficient level of 
detail to define precisely the services and protocols 
of the interconnection architecture. Rather, this 
16 
International Standard provides a conceptual and 
functional framework which allows international teams 
. 
of experts to work productively and independently on 
the development of standards for each layer of the 
Reference Model of OSI. 
2.3 An overview of the ISO OSI Layers 
The International Standards Organization Open 
Systems Interconnection (ISO/OSI) model describes the 
communication process as a hierarchy of layers, each 
dependent on the layer directly beneath it. Each layer 
has a defined interface with the layer above and the 
layer below; this interface is made flexible so that 
designers can implement various communications 
protocols and still follow the standard. We first 
present an overview of each layer, to put the 
hierarchy in perspective as shown in figure 2.2. At 
the highest layer are the application programs and at 
... 
the lowest layer is the physical media over which the 
data is transmitted. 
. ·"· 
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LAYERS 
Layer 7 
Application 
Layer 6 
Presentation 
FUNCTION LAYERS 
-- -------·---·--c. 
Provides all services :Layer 7 
directly comprehensible :Application 
to application programs 
Restructures data to/from 
standardized format used 
within the network 
Layer 6 I 
Presentation! 
-~------- J 
Layer 5 
Session 
Layer 4 
Transport 
Layer 3 
Network 
Layer2 
Data link 
Layer l 
.Physical 
·Name/address translation, Layer 5 
access security, and Session 
synchronize & manage data 
Provides transparent, 
:reliable data transfer 
from end node to end node 
Performs message routing 
,for data transfer between 
non-adjacent nodes 
I 
·Improves error rate for 
;messages moved between 
\adjacent nodes 
I 
;Encodes and physically 
transfers messages 
between adjacent nodes 
Physical link 
I 
Layer 4 
Transport 
Layer 3 
Network 
\ Layer 2 
I 
Data link 
Layer 1 
Physical 
• 
Pigure 2.2 OSI reference model 
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The physical layer defines th 
connection between the computer and 
physical 
network, 
over a 
concerned with transmitting raw bits 
communication channel. Its protocol designers have to 
decide how a o or 1 bit is represented so that when 
one side sends a 1 bit, it is received by the other 
side as a 1 bit, not as a Obit: in particular, how 
many volts should be used to represent a 1 and how 
many for a o, how many microseconds a bit will last, 
whether transmission is full or half-duplex, how many 
pins the network connector has and what each pin is 
used for, and other electrical, mechanical and 
procedural details. Examples of standards at this 
layer are RS-232-C, RS-449/422-A/423-A, and portions 
of x.21. By far the most common interface standard is 
RS-232-C. It is used to connect DTE (data terminal 
equipment 
voice-grade 
,. . such as terminals and computers) devices to 
modems for use on the public 
telecommunications system. It is also widely used for 
many other interconnection functions. The most notable 
shortcoming of RS-232-C is its limited distance/speed 
characteristics. Also, in the case of its use with a 
modem, it provides very little DTE control og the 
modem. To make improvements in these areas, the 
Electronic Industries Association (EIA) issued a set 
• 
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of standards to replace the older standard: RS-449, 
RS-422-A, and RS-423-A. x.21 represents a major 
improvement over RS-232-C and RS-449. It is more 
flexible and should cost less. 
The task of the data link layer is to take a raw 
transmission facility and transform it into a line 
that appears free of transmission errors to the 
network layer. The technique for doing so is to break 
up the raw bit stream into data frames, each 
containing a checksum for detecting errors (A checksum 
is a short integer that depends on all the bits in the 
frame so that a transmission error will probably 
change it and thus be detectable.), transmitting the 
frames sequentially, and processing the 
acknowledgement frames sent back by the receiver. 
Since layer 1 only accepts and transmits a stream of 
bits without regard to meaning or structure, it is up 
to the data link layer to create and recognize frame 
boundaries. This can be accomplished by attaching 
special bit patterns to the beginning and end of the 
frame. These bit patterns can accidentally occur in 
the data, so special care must be taken to avoid 
confusion. The data link protocol usually ensures that 
the sender of a data frame will repeatedly transmit 
the frame until it receives an acknowledge frame from 
20 
the receiver. A noise burst on the line can destroy a 
frame completely. In this case, the layer 2 software 
on the source machine must retransmit the frame. 
However, multiple transmissions of the same frame 
introduce the possibility of duplicate frames. A 
duplicate frame could be sent, for example, if the 
• 
acknowledgement frame from the receiver back to the 
sender was destroyed. It is up to the layer to solve 
the problems caused by damaged, lost, and duplicate 
frames, so that layer 3 can assume it is working with 
an error-free line. The another task of layer 2 is how 
to keep a fast transmitter from drowning a slow 
receiver in data. Some mechanism must be employed to 
let the transmitter know how much buffer space the 
receiver has at this moment. Typically, this mechanism 
and the error handling are integrated together. 
Examples of standa~ds at this layer are HDLC, ADCCP 
and LAP-B. 
The network layer, sometimes called the 
communication subnet layer, controls the operation of 
the subnet. The basic service of the Qetwork layer is 
to provide for the transparent transfer of data 
between hosts. It relieves the transport layer of the 
need to know anything about the underlying data 
transmission and switching technologies used to 
21 
connect systems. The network service is responsible 
for establishing, maintaining, and terminating 
connections across the intervening 
' j 
communications 
facility. It also requests packet flow and defines how 
status messages are sent to computers on the network, 
so we should ensure that all packets are correctly 
received at their destinations, and in the proper 
order. What this layer of software does is to accept 
messages from the source host, basically, convert them 
to packets, and see to it that the packets get 
directed toward the destination. A key design issue is 
how the route is determined. It could be based on 
static tables that are wired into the network and 
rarely changed. It could also be highly dynamic, being 
determined new again for each packet, to reflect the 
current network load. If too many packets are present 
in the subnet at the same time, they will get in each 
others' way, forming bottlenecks. The control of such 
congestion also belongs to layer 3. The best known 
example of layer 3 is the X.25 layer 3 standard. 
The transport layer is also known as the 
host-host layer. Its basic function is to accept data 
from the ' session layer, split it up into smaller 
units, pass these to the network layer, and ensure 
that the pieces all arrive correctly at the other end, 
22 
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and in a way that isolates the session layer from the 
. 
inevitable changes in the hardware technology. The 
transport layer defines how you address the physical 
locations/devices on the network, how connections 
between nodes can be made and unmade, what the 
protocol is for guaranteed message delivery, and how 
to handle the internetwork routing of messages. The 
transport layer also determines what type of I service 
to provide the session layer, and to the users of the 
network. The most popular type of transport connection 
is an error-free (virtual) point-to-point channel that 
delivers messages in order in which they were sent. 
However, other possible kinds of transport service are 
transport of isolated messages with no guarantee about 
the order of delivery, and broadcasting of messages to 
multiple destinations. The size and complexity of a 
transport protocol depends on the type of I service it 
can get from layer 3. If layer 3 is unreliable, the 
layer 4 protocol should include extensive error 
detection and recovery. ISO has gone further and 
defined five classes of transport protocol, each 
oriented toward a different underlying service. 
The session layer is responsible for setting up, 
• managing, and tearing down process-to-process 
connections, • using the host-to-host service provided 
~ 
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' by the transport) layer. It also handles certain 
aspects of synchronization and recovery. Ignoring the 
presentation layer,· which merely performs certain 
transformations on the data, the session layer is the 
user's interface into the network. It is with this 
layer that the user must negotiate to establish a 
connection with a process on another machine. Once 
the connection is established, the session layer can 
manage the two-way simultaneous, two-way alternate, or 
one-way dialogue type in an orderly manner, if the 
user requests that service. The session layer can 
provide a checkpointing mechanism, so that if a 
failure of something occurs between checkpoints, the 
session entity can retransmit all data since the last 
checkpoint. At the minimum, the session layer provides 
a means for users (two application processes) to 
establish and use a connection, called a ' session. To 
establish. a session, the user must provide the remote 
address he wants to connect to. Session addresses are 
intended for the use by transport stations. So the 
session layer must be able to convert a session 
address to its transport address to request that a 
transport connection be set up. The session layer 
often provides a facility by which a group of messages 
can be bracketed, so that none of them are delivered 
24 
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to the remote user until all of them arrive. This 
mechanism ensures that a hardware or software failure 
within a subnet can never cause a transaction to be 
aborted halfway through. The session layer can also 
provide for ordering of massages when the transport 
service does not. In short, the session layer takes 
the bit for bit communication service offered by the 
transport layer and adds application-oriented 
functions to it. In some networks, the session and 
transport layers are merged into a single layer, or 
the session layer is absent, if what the users want is 
raw communication service. 
The presentation layer is concerned with the 
syntax of the data exchanged· between application 
entities. Its purpose is to resolve differences in 
format and data representation. The presentation layer 
defines the syntax used between application entities 
and provides for the selection and subsequent 
modification of the representation to be used. The 
presentation layer performs generally useful 
transformations on the data to be sent, such as text 
compression. It also performs the conversions required 
to allow an interactive program to converse with any 
one of a set of incompatible intelligent terminals. 
Generally, different computers usually have 
25 
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incompatible file formats, so sometimes a file 
conversion option might be useful. Similarly, there 
are many different incompatible terminals in use 
throughout the world. Line and screen length, end of 
line convention, scroll versus page mode, character 
sets, and cursor addressing are a few of many 
problems. The presentation layer attempts to alleviate 
these problems. 
The content of the application layer is up to the 
individual user. When two user programs on different 
machines communicate, they alone determine the set of 
allowed messages and the action taken upon receipt of 
each. Another use is problem partitioning • • how can 
the problem be divided up among the various machines, 
to take maximum advantage of the network. Distributed 
data bases also give rise to many interesting problems 
in the application layer. Industry specific protocols, 
such as for banking or airline reservation, allow 
computers from different companies to access each ~ 
other's data bases when it is needed. However, 
standard protocols for specific industries, such as 
airlines, and banking, are likely to develop, although 
few exist now. 
26 
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Chapter 3 
The Hierarchical Approach I The DOD Model 
3.1 An overview of Th• DOD Protocol Architecture 
In recent years, much of the discussion and 
' development work on communications protocols has used 
the terminology and frame of reference of the OSI 
model. currently, much attention has been given to a 
communications architecture which predates the OSI 
model and for which there is far more implementation 
and practical • experience. This architecture 
I 1s an 
outgrowth of the development of ARPANET and DON (the 
Defense Data Network). Both OSI and DPA (DOD protocol 
architecture) deal with communications among 
heterogeneous computers. Both are based on the concept 
of protocol and have many similarities. However, there 
are philosophical and practical differences between 
the OSI model and the DPA. 
The U.S. Department of Defense (DOD) is in the 
process of standardizing a variety of communications 
protocols. Its motivation are much the same as those 
' 
of the ISO. DOD needs to have efficient, 
cost-effective communications among heterogeneous 
computers. The DOD chose to develop its own protocols 
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and architecture rather than adopt the developing 
international standards is for two reasons • • 1 . 
DOD-specific communications requirements have a major 
impact on the design of protocols and an architecture. 
These concerns are not most important in minds of the 
ISO developers, and are not reflected in the OSI 
model. 2. There are philosophic differences concerning 
the appropriate nature of a communications 
architecture and its protocols. There are four 
fundamental differences between the DPA and the OSI 
model : the concept of hierarchy versus layering; the 
importance of internetworking; the utility of 
connectionless services; the approach to management 
functions. 
Hierarchy Versus Layering. The DPA found that the 
task of communications is too complicated to be 
accomplished by a single unit. Consequently,the task 
is broken up into modules or entities that may 
communicate with peer entities in another system. One 
entity within a system provides services to other 
entities and uses the services of other entities. It 
indicates that these entities be arranged 
hierarchically from the good software design point of 
view. That is, no entity uses its own services 
directly or indirectly. The OSI model is based on the 
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same reason, but takes it one step further. The next 
step is the that protocols at the same level of the 
hierarchy have certain features in common. This yields 
the concept of layers and the attempt to describe in 
an abstract fashion what features are held in commmon 
by the protocols within a given layer. As an 
explanatory tool, a layered model has significance 
value, but sometimes the designers of the DPA have the 
objection that the OSI model is prescriptive rather 
than descriptive. It dictates that protocols within a 
given layer perform certain functions. It is not 
always desirable. It is possible to define more than 
one protocol at a given layer, and the functionality 
of these protocols may not be the same or similar. 
Rather, what is common about a set of protocols at the 
same layer is that they share the same set of support 
protocols at the next lower layer. Furthermore, 
because interfaces between layers are well defined, 
there is the implication in the OSI model that a new 
protocol can be substituted for an old one at a given 
layer without impact on adjacent layers. OSI model has 
following pre~criptions to make the points above 
specific: level (N) entities must exchange data using 
services provided by level (N-1) entities,· it is that 
level (N-1) entities must be involved in every data 
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transfer between level (N) entities; level (N-1) 
.. 
entities provide their service by exchange data units 
which contain level (N-1) control information and data 
from level (N) entities; level (N) control information 
is passed to the remote side as level (N-1) data. 
The DPA is intended not to be so restrictive, it 
allows the following techniques • 
• an entity may 
• 
directly use the services of a hierarchically lower 
entity, even if it is not in an adjacent layer; escape 
characters can be used to allow the placement of 
control characters within a data stream; separate 
control and data connections may be used, in which 
higher-level data and control information do not share 
a data unit. It is useful if one might wish to provide 
different services such as priority, reliability for 
the different types of connections; lower-level 
control information can be used to accomplish 
higher-level control. For example, the closing of a 
lower-level connection can implicitly close an 
isomorphic higher-level connection, without • • requiring 
the higher-level entity to pass control informatj.on; 
multiple entity cooperation is allowed. For example, 
an application-level protocol may dictate that the 
services of a name server entity be employed at the 
start of a sequence of data transfer, but the server 
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entity need not to be involved after transfer begins. 
Certainly, it may be possible to provide all of those 
features within the OSI model, although neither the 
OSI document nor any of the developing protocols shows 
any evidence of them. It is not that certain things 
can be done in the DPA that can not be done in the OSI 
model. Rather, the DPA gives the designer more freedom 
to develop efficient, cost-effective, and rich 
protocols by mandating only that protocols be modular 
and hierarchical. 
Internetworking. A difference between the DPA and 
the OSI model is the importance that the DPA places on l 
internetworking. Internetworking occurs when two 
communicating systems do not attach on the same 
network. Then transferred data must traverse at least 
two networks and these networks may be quite 
dissimilar. The requirement for internetworking has 
led to the development of an Internet Protocol. such 
protocol was not originally given a place in the OSI 
model. 
Connectionless Service. A connectionless service 
is one in which data are transferred from one entity 
to another without the prior mutual construction of a 
connection (for example, datagrams). The DPA places 
equal importance on connectionless and 
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connection-oriented aarvicaa, whereas the OSI model ia 
only in terms of connaction-oriantad service. However, 
it is expected that future versions of the OSI model 
/ will incorporate connectionless service. A primary use 
of the connectionless service within the DPA is 
internetworking. A connectionless internet protocol is 
used with end-to-end connectivity provided at a higher 
level, although it is not safe to assume that all 
intermediate networks are reliable. 
Management Functions. This difference between the 
\ 
DPA and the OSI model is the way in which various 
management-related functions are treated. Examples of 
such functions are the identification of resources, 
the control of access to resources, and the accounting 
for resources and network usage. The concept of 
management functions does not seem to be well in the 
OSI model, partly because these are mostly 
connectionless services, and partly because there is 
no place for them. It appears that such functions must 
be classified according to layer and embedded as 
management entities within each layer. Within the DPA, 
a uniform approach is taken to many of these functions 
and they are provided by 'session layer' protocols. 
This description reflected that these protocols make 
use of transport services. The DOD protocol 
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architecture views the session functionality 
completely different form the OSI model. The generic 
••••ion control tunctions in the OSI model (dialogue 
management, recovery marking) are viewed as useful but 
minor and not sufficient to justify a separate layer. 
Rather, the DPA thinks various specialized I session 
entities which are amenable to standardization. These 
entities perform functions related to the 
establishment, monitoring, or termination of a 
user-to-user logical connection, but are not actively 
involved in data transfer. This view is incidentally 
reflected in DEC's DNA architecture. Here list a few 
session entities of DPA: name server, which allows a 
user to locate a service or application within the 
network; access control mechanism, which restricts 
user access to certain resources. Any user attempts to 
access a controlled resource triggers this entity, 
which mediates the establishment of a connection; 
preemptive mechanism • 
• if a low-priority user • 1S 
dominating a particular resource, and an agent of the 
network administration must preempt this user •.s 
communicat·ion on behalf of a user with a critical 
current need; statistics reporting servicFs, which • 1S 
invoked at termination of a user connection to 
communicate usage statistics to a network entity. 
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These two views between the OSI and the DPA are 
l· 
certainly different, but not necessarily conflicting. 
One can conceive of an architecture with a session 
layer that includes a connection-service entity which 
is involved throughout data transfer and a collection 
of specialized entities which provide services of 
general utility that do not endure for the lifetime of 
a session. The importment thing is the extent to which 
the services of any of these entities are needed, and 
how they should be integrated into a communications 
architecture. 
3.2 DPA Architecture 
ThEl__ DPA architecture is based on a view of 
communication that involves three agents: processes, 
hosts, and networks. Processes are the fundamental 
entities that communicate. Processes execute on hosts, 
which can often support multiple simultaneous 
processes. Communication between processes take across 
networks to which the hosts are attached. These three 
concepts yield a fundamental principle of the DPA • • 
the transfer of information to a process can be 
accomplished by first getting it to the host in which 
the process resides and then getting it to the process 
within the host. These two levels of demultiplexing 
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can be handled independently. Therefore, a network 
need only to be concerned with routing data between 
hosts, if the hosts agree how to direct data to 
. 
processes. With the concepts, it is natural to 
organize protocols into four layers and the importment 
fact is the hierarchical ordering of protocols. The 
designation of layers is purely for explanatory 
purposes. An entity in a layer may use the services of 
another entity in the same layer, or directly use the 
services of an entity in a lower but not adjacent 
layer. The DPA organizes protocols into four layers as 
shown in figure 3.1 (It suggests a structured set of 
protocols and uses layers for an explanatory 
purpose.): network access layer; internet 
host-host layer; process/application layer. 
Station I , 
\' 
\ 
Application~riented protocol . ' 
Station 2 
I 
Network 
services 
Process-to-process protocol 
...... ~----------+----+t . Network 
Internetwork protocol 
Entry-t<H:xit .. . 
• - . ··"i,rotocoi -. ~· .. . 
. : - -~-~~-- -Ne~~-~~ ·. 
. . . . -· ·.. •. ~ protocol 2 
Tcnninal . 
'services 
,-. 
' Network B 
,. 
layer; 
Figure l.l Relationship among communication protocols 
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The network access layer contains the protocols 
that provide access to a communication network. 
Protocols at this layer are between a communications 
node and an attached host. A function of all these 
protocols is to route data between hosts attached to 
the same network. Other services are flow control and 
error control between hosts and various quality of 
service features such as priority and security. A 
network layer entity is typically invoked by a 
process/application layer entity. 
The internet layer consists of the procedures 
required to allow data to traverse multiple networks 
between hosts. So it must provide a routing function. 
This protocol is usually implemented within hosts and 
gateways. A gateway is a processor connecting two 
networks whose primary function is to relay data 
between networks using an internet protocol. 
The host-host layer contains protocol entities 
with the ability to deliver data between two processes 
on different host computers. A protocol entity at this 
level may or may not provide a logical connection 
between higher-level entities. Other possible services 
include error and flow control and the ability to deal 
with control signals not associated with a logical 
data connection. There are four general types of 
I 
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protocols needed at this 
connection-oriented data 
level • • 
protocol, 
a 
a 
reliable 
datagram 
protocol, a speech protocol, and a real-time protocol. 
Each has different services requirements: a reliable 
~ 
connection-oriented data protocol is characterized by 
the need for reliable, sequenced delivery of data. 
Many data processing applications would use such a 
• service; a datagram protocol I is a low-overhead, 
minimum functionality protocol that may be appropriate 
for some applications that prefer to implement their 
own connection-oriented : functionality; a speech 
protocol is characterized by the need for handling a 
steady stream of data with minimum delay • variance; a 
real-time data protocol has the demanding 
characteristics of both a reliable connection-oriented 
protocol and a speech protocol. 
The Process/application layer contains protocols 
for resource sharing (computer-to-computer) ~nd remote 
access (terminal-to-computer). Figure 3.2 shows the 
way in which specific DOD protocols may invoke each 
other. For example, the file transfer protocol (FTP) 
may directly use the transmission control protocol 
(TCP), which provides reliable connection-oriented 
service, or it may use some of the services of the 
TELNET protocol as well. Figure 3.3 compares the four 
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layers ot the DPA to the seven of the OSI model. 
ad hoc 
interface 
Figure 3.2 DOD protocol architecture 
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Chapter 4 
conclusion 
Currently, a major problem to the effective data 
communications among various communicating devices is 
systems incompatibility. The installation of computing 
and processing equipment from different vendors in 
today's business and manufacturing environment has led 
to the need for common communication protocols. In a 
multi vendor computing environment, common 
communication methods are required for integration and 
automation of processes. General Motors Corporation 
developed a specification for a set of communication 
standards called Manufacturing Automation Protocol 
(MAP) to provide for a factury Local Area Network to 
support communications among computers and other 
intelligent devices. The specification of MAP is based 
on the International Standards Organization (ISO) 
seven-layer Open Systems Interconnection (OSI) model 
and this protocol will enable pieces of equipment from 
any vendor to communicate with each other. Since the 
ISO/OSI model specifies functions rather than 
protocols, compliance with the model does not ensure 
multivendor communication. During AUTOFACT'85, an 
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industry trade show, General Meters sponsored the 
demonstration of MAP protocol and received a great 
deal of interest and encouragement from the computer 
industry professionals ~nd manufacturers. MAP is an 
application subset of OSI and allows information 
exchange pertaining to factory floor computer data 
communications among different intelligent devices. 
MAP network is based on existing and proposed national 
standards for Local Area Networks and will 
interconnect freely as required. This interconnection 
includes computer-to-computer computer transaction 
processing, and application-to-application process 
initiation, transfer, and completion. The objective of ~ 
MAP is to define a standard protocol which can be 
implemented in all types of computers, terminals, and 
programmable devices. This • 1S assured of 
compatibility. 
This thesis has described in detail two kinds of 
approaches for network models: the ISO/OSI reference 
model and the DOD model. Both OSI and DPA deal with 
communications among heterogeneous computers. They 
both are based on the concept of protocol and have 
many similarities. Ho~ever, there are philosophical 
and practical differences between the OSI model and 
the DPA model and we need to understand both. Computer 
\ 
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networks are designed hierarchically, as a series of 
independent layers. Processes in a layer correspoQd 
with their peers in remote machines using the 
appropriate protocol, and with their superiors and 
subordinates in the same machine using the appropriate 
interface. The ISO/OSI reference model has been 
designed to ~rovide a universal framework in which 
networking can be discussed. Few existing networks 
follow it closely, but there is a general movement in 
that direction. Because of two reasons • • 1. 
DOD-specific communications requirements have a major 
impact on the design of protocols and an architecture. 
These concerns have not been upper most in the minds 
of the ISO developers, and predictably are not 
reflected in the OSI model. 2. There are philosophic 
differences concerning the appropriate nature of a 
communications architecture and its protocols. The DOD 
has_ chosen to 
architecture rather 
develop 
than 
international standards. 
its own protocols and 
adopt the developing 
Sophistication in networking today is ac ieved 
through integrated-software development. In a network 
architecture, networking software is at the lowest 
level, high-level languages and the operating systems 
are the next-higher level, and the application 
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software is at the highest level. Integrated software 
results in each level being transparent to all levels 
above and being able to embed in itself the next lower 
level. Network manufacturers are attempting to produce 
competitively priced components that, can handle high 
level languages and operating systems and can share 
mass storage and expensive peripherals. 
. . 
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