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Abstract. We study the effects of exotic kinetic terms on parametric resonance during the
preheating epoch of the early universe. Specifically, we consider modifications to the action of
ordinary matter fields motivated by generalized uncertainty principles, polymer quantization,
as well as Dirac-Born-Infeld and k-essence models. To leading order in an “exotic physics”
scale, the equations of motion derived from each of these models have the same algebraic form
involving a nonlinear self-interaction in the matter sector. Neglecting spatial dependence, we
show that the nonlinearity effectively shuts down the parametric resonance after a finite time
period. We find numeric evidence that the frustration of parametric resonance persists to
spatially inhomogenous matter in (1 + 1)–dimensions.
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1 Introduction
Motivated by dynamical dark energy models or theories of quantum gravity, many authors
have considered the possibility that kinetic terms appearing in matter actions get modified at
high or low energies. In a cosmological context, exotic kinetic terms are often applied to scalar
fields via direct modification of the covariant Lagrangian; examples of this include Dirac-Born-
Infeld (DBI) inflation [1, 2], k-essence [3], ghost condensates [4], and Galileon cosmology
[5]. On the other hand, some approaches to quantum gravity suggest that conventional
Schrödinger quantization is replaced with alternative quantizations at high energy, resulting
in non-trivial semi-classical corrections to the kinetic part of scalar field Hamiltonians (among
other effects). Various classes of novel quantization schemes considered in the literature;
including models involving generalized uncertainty principles (GUPs) or modified Heisenberg
algebras [6–16], and polymer quantization [17–28].
The effects of exotic kinetic terms on the evolution of the cosmological background,
the growth of classical perturbations, and the generation of primordial fluctuations during
inflation have been extensively studied [29]. Such modifications have also been applied to the
preheating phenomenon at the end of inflation, which is a mechanism to transfer the energy
stored in the inflaton φ to ordinary matter [30–32]. This process relies on the assumptions that
φ becomes oscillatory at the end of inflation (which is true in many models), and that there
exists some simple coupling between φ and ordinary matter (usually modelled by an effective
scalar degree of freedom χ called the “reheaton”). Oscillations in φ induce periodic variations
in the effective mass of χ, which in turn can cause the amplitude of χ to increase exponentially.
This is known as “parametric resonance” [33]. Upon quantization, the exponential divergence
of classical solutions for χ can be interpreted as “explosive” particle production of ordinary
matter.
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To incorporate exotic kinetic terms into this scenario, one can modify the action of
the inflaton, the reheaton, or both. Application of the DBI modification to the inflaton’s
kinetic term has been studied in references [34–38]. A particular type of scalar-tensor type
modification to the reheaton’s kinetic term was considered in [39]. The effects of GUPs on
the reheaton dynamics were studied in reference [10], where it was assumed that the exotic
physics effects were extremely small. The implications of a DBI kinetic term for the reheaton
was recently analyzed in [40].
The purpose of this paper is to systematically extend the analyses of [10] and [40] to
several different types of models and choices of parameters.1 In section 2, we review the basic
equations governing preheating when kinetic terms are of the standard form, and then present
modified reheaton equations of motion from GUP, polymer quantization, DBI, and k-essence
models. All of these models involve an “exotic physics” energy scale M? which determines
when kinetic terms differ significantly from the canonical choice. Working to leading order in
M−1? and in the long-wavelength limit, we demonstrate that the reheaton equation of motion
for all these models takes the same form; that of a damped Mathieu-type equation modified
by the addition of a nonlinear self-interaction. For most models, the nonlinearity takes the
form of a cubic polynomial in the reheaton amplitude and its time derivative.
In section 3, we analyze this equation using a multiple scales approximation to describe
near-resonance dynamics in terms of an autonomous dynamical system of ordinary differential
equations. Neglecting cosmological expansion, we find the fixed points of the system and
classify their stability in section 3.1. We determine that the exponentially growing solutions
familiar from canonical preheating theory are transformed into bounded periodic solutions
when the nonlinearity is present. That is, the reheaton self-interactions implied by the models
considered in this paper tend to frustrate parametric resonance, and hence curtail explosive
particle production. We confirm our analytic results by performing numeric simulations. In
section 3.2, we re-analyze the equation of motion when the Hubble parameter is small but
nonzero. In this case, the dynamical system governing the reheaton evolution exhibits a rich
bifurcation structure that we investigate in some detail. However, the main conclusions from
the non-expanding case are unaltered by the inclusion of a small Hubble parameter.
An open question is: do the results we obtained in section 3 for spatially homogeneous
modes generalize to the inhomogeneous case? In section 4, we conduct numeric simulations
of a spatially inhomogeneous reheaton in (1 + 1)–dimensions assuming the polymer quanti-
zation kinetic term. We find that again, the nonlinearity appears to frustrate the parametric
resonance effect. However, our results in this case are far less robust than in section 3; the
analysis is limited to numeric simulations and we do not attempt to make an exhaustive search
of parameter space. Nevertheless, we feel that the results of this section provide motivation
for further work.
Section 5 is reserved for our conclusions.
2 Preheating models with exotic kinetic terms
In this section, we review the basics of the preheating mechanism assuming canonical kinetic
terms and then derive modified reheaton equations of motion for GUP, polymer quantization,
1We note that [40] appeared while this manuscript was in preparation, hence there is some overlap with our
analysis of DBI modifications to reheaton dynamics in the homogeneous case. In particular, our conclusion
that DBI kinetic terms tend to frustrate parametric resonance agrees with [40], but our analysis methods are
somewhat different. Furthermore, we consider a number of additional models in this paper.
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DBI, and k-essence models. To leading order in an “exotic physics” scale M−1? , we find that
the reheaton’s equation of motion is the same for each model in the spatially homogeneous
limit, up to the choice of three dimensionless parameters.
2.1 Background evolution and the canonical reheaton equation of motion
We consider a theory of two interacting scalar fields φ and χ in the presence of gravity:
S[φ, χ, g] =
∫
d4x
√−g
[
1
2
M2PlR−
1
2
∇µφ∇µφ− 1
2
m2φφ
2 + Lm(χ, φ)
]
. (2.1)
In this expression φ is taken to be the inflaton field, while the reheaton χ represents some
“matter” degree of freedom. We assume that the matter Lagrangian Lm contains an interac-
tion term:
− 1
2
gφ2χ2 ⊂ Lm. (2.2)
Furthermore, we take the line element to be of the Friedmann-Robertson-Walker form:
ds2 = −dt2 + a2(t)dx2. (2.3)
During inflation, the homogenous mode of the inflaton is taken to be much larger than the
matter field, so we can initially neglect Lm. Under this assumption, the equations of motion
are:
φ¨+ 3Hφ˙+m2φφ = 0, (2.4a)
H2 = 16M
−2
Pl (φ˙
2 +m2φφ
2), (2.4b)
where H = a˙/a is the usual Hubble parameter.
The basic features of solutions of these equations are well-known. If the initial field value
is super-Planckian, φ &MPl then the cosmological dynamics will consist of a transient period
followed by an era of slow-roll inflation where the field amplitude decreases slowly. When
φ decreases below MPl, inflation ends and the inflaton oscillates about the minimum of the
potential 12m
2
φφ
2. During this epoch, we have
φ(t) ≈ Φ(t) cos(mφt), (2.5)
where Φ(t) ∝ 1/t is a function that varies slowly over the Hubble time H−1.
The phenomenon of preheating takes place in the era where the approximation (2.5)
holds. We consider timescales . H−1, which means we can treat Φ(t) as constant. The
dynamics of the matter field χ is then governed by the reduced action
Sm[χ] =
∫
d4x a3Lm(χ, φ). (2.6)
The standard choice of matter Lagrangian in the preheating literature is
Lm = −1
2
∇µχ∇µχ− 1
2
m2χχ
2 − 1
2
gφ2χ2, (2.7)
which gives rise to the χ equation of motion
χ¨+ 3Hχ˙+
(
−∇
2
a2
+m2χ + gφ
2
)
χ = 0, ∇2 = ∂2x + ∂2y + ∂2z . (2.8)
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During the preheating epoch this becomes:
χ¨+ 3Hχ˙− ∇
2
a2
χ+ [m2χ + gΦ
2 cos2(mφt)]χ = 0. (2.9)
We see that the effective mass of the χ field is harmonically modulated, which can exponen-
tially amplify the χ field’s amplitude via parametric resonance under certain circumstances.
The main goal of this paper is to study what happens to parametric resonance when the
matter involves the non-standard features described in the following subsections.
2.2 Generalized uncertainty principles (GUPs)
One possible consequence of quantum gravity is that the Heisenberg algebra of quantum
mechanics gets modified at high energies. Many authors have considered the phenomenolog-
ical implications of this idea by assuming the quantum commutator between configuration
variables {qi}Ni=1 and their conjugate momenta {pj}Nj=1 is deformed to
[qˆi, pˆj ] = ifij(pˆ1, pˆ2 · · · pˆN ). (2.10)
Here, we consider the effects of such modified commutators on the equations of motion of the
matter field χ during preheating. As described in detail in reference [10], specific choices of
fij give rise to various types of quantum corrections to the dynamics, which can be encoded
in an effective action
Seffm [χ] =
∫
d4x
[
pχχ˙−Heffm (χ, pχ)
]
. (2.11)
For a particular class of fij , the effective Hamiltonian density takes the form:2
Heffm (χ, pχ) =
p2χ
2a3
[
1 + κ
(
pχ
M2?a
3
)n]
+
1
2
a(∇χ)2 + 1
2
a3
[
m2χ + gφ
2
]
χ2, (2.12)
where κ = ±1, n is a integer, and M? is mass space that determines when deformed algebra
effects are important. The particular values of n and κ are determined by the exact form of
the generalized uncertainty relation; two common choices are n = 1 and n = 2. Hamilton’s
equations are
χ˙ =
∂Heffm
∂pχ
, p˙χ = −∂H
eff
m
∂χ
+ ∂i
∂Heffm
∂(∂iχ)
, (2.13)
which yield
χ˙ =
pχ
a3
[
1 + κ
(
n+ 2
2
)(
pχ
M2?a
3
)n]
, p˙χ = −a3(m2χ + gφ2)χ+ a∇2χ. (2.14)
These can be re-arranged into a single wave equation for χ:
χ¨+ 3Hχ˙+
(
−∇
2
a2
+m2χ + gφ
2
)
χ =
− κ
2
(n+ 2)
(
χ˙
M2?
)n [
(n+ 1)
(
−∇
2
a2
+m2χ + gφ
2
)
χ+ 3nHχ˙
]
+O
(
χ˙2n
M4n?
)
. (2.15)
Here, we have implicitly assumed that M? is a large mass scale.
2This is the effective Hamiltonian studied by [10] generalized to an FRW background.
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We now examine this equation in the long wavelength limit where spatial derivatives
can be ignored. We also drop O(χ˙2n/M4n? ) terms, and assume that we are in the preheating
phase φ = Φ cos(mφt). It is useful to define a characteristic frequency:
ω20 = m
2
χ +
1
2
gΦ2, (2.16)
with which we can define a dimensionless time and scalar field variable:
T = ω0t, X =
χ
ω0
. (2.17)
In terms of these quantities, the equation of motion reads
d2X
dT 2
+ 3Θ
dX
dT
+ (1 + h cos ΩT )X − µ
(
dX
dT
)n [
(1 + h cos ΩT )X +
3nΘ
n+ 1
dX
dT
]
= 0, (2.18)
where we have defined the dimensionless parameters:
h =
gΦ2
2ω20
, Ω =
2mφ
ω0
=
2mφ
√
1− h
mχ
, Θ =
H
ω0
, (2.19)
in addition to the dimensionless nonlinear coupling
µ = −κ(n+ 1)(n+ 2)
2
(
ω0
M?
)2n
. (2.20)
2.3 Polymer quantization
A different phenomenological implication of quantum gravity may imply that conventional
Schrödinger quantization needs to be replaced by an alternate scheme at high energy: namely
polymer quantization [17]. In the semi-classical approximation, it is possible to encode poly-
mer quantization effects in a effective Hamiltonian of the form [24]:
Heffm (χ, pχ) =
M4?a
3
2
sin2
(
pχ
M2?a
3
)
+
1
2
a(∇χ)2 + 1
2
a3
[
m2χ + gφ
2
]
χ2, (2.21)
where M? is a mass scale that defines when the polymer quantization effects are important.
In this case, Hamilton’s equations (2.13) yield
χ˙ =
M2?
2
sin
(
2pχ
M2?a
3
)
, p˙χ = −a3(m2χ + gφ2)χ+ a∇2χ. (2.22)
These can be re-arranged into a single wave equation for χ:
χ¨+
(
1− 4χ˙
2
M4?
)1/2 [(
−∇
2
a2
+m2χ + gφ
2
)
χ+
3
2
M2?H arcsin
(
2χ˙
M2?
)]
= 0. (2.23)
Let us examine this equation in the long-wavelength limit where spatial derivatives can
be ignored and in the preheating epoch when φ = Φ cos(mφt). Defining a characteristic
frequency ω0, dimensionless time T , and dimensionless field amplitude X as in equations
(2.16) and (2.17), respectively, we obtain that:
d2X
dT 2
+
[
1− 2µ
(
dX
dT
)2]1/2 [
(1 + h cos ΩT )X +
3√
2µ
Θ arcsin
(√
2µ
dX
dT
)]
= 0. (2.24)
Here, we have defined the dimensionless parameters h, Ω and Θ as in (2.19) and the nonlinear
coupling as
µ = 2
(
ω0
M?
)4
. (2.25)
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2.4 Dirac-Born-Infeld (DBI)
If we assume that the “matter” degree of freedom is actually a moduli field that measures the
position of a D-brane in a higher dimensional manifold, its low energy effective Lagrangian
will have a kinetic term of the Dirac-Born-Infeld (DBI) form [1, 2]:
Leffm = Λ4(χ)
[
1−
(
1 +
∇µχ∇µχ
Λ4(χ)
)1/2]
− 1
2
m2χχ
2 − 1
2
gφ2χ2. (2.26)
For simplicity, we take the “warp factor” to be equal to a constant mass scale:
Λ(χ) = M?. (2.27)
The Euler-Lagrange equations are
∇µ
[
∂Leffm
∂(∇µχ)
]
=
∂Leffm
∂χ
. (2.28)
This gives the equation of motion
−χ+ (g
ρµgλν − gρλgµν)∇ρχ∇λχ∇µ∇νχ
M4?
+
(
1 +
∇µχ∇µχ
M4?
)3/2
(m2χ+gφ
2)χ2 = 0. (2.29)
Let us examine this equation in the long-wavelength limit where spatial derivatives can
be ignored and in the preheating epoch when φ = Φ cos(mφt). Defining a characteristic
frequency ω0, dimensionless time T , and dimensionless reheaton field amplitude X as in
equations (2.16) and (2.17), respectively, we obtain that:
d2X
dT 2
+ 3Θ
dX
dT
+
[
1− 2µ
3
(
dX
dT
)2]3/2
(1 + h cos ΩT )X − 2µΘ
(
dX
dT
)3
= 0. (2.30)
Here, we have defined the dimensionless parameters h and Ω as in (2.19) and the nonlinear
coupling as
µ =
3
2
(
ω0
M?
)4
. (2.31)
2.5 k-essence
The DBI Lagrangian (2.26) is actually a particular type of k-essence model [3] where the
kinetic term for a scalar field has a nonstandard form. A sub-category of k-essence models
that encompasses the DBI action is given by
Leffm =
M4?
2
P (ζ)− 1
2
m2χχ
2 − 1
2
gφ2χ2, ζ = −∇
µχ∇µχ
M4?
, (2.32)
where P is a dimensionless function of one variable. In this paper, we wish to restrict ourselves
to k-essence models that reproduce ordinary results when M? →∞. Hence, we assume that
the series expansion of P about 0 is of the form:
P (ζ) = ζ +
β
k + 1
ζk+1 +O(ζk+2), (2.33)
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model µ q n parameters
GUPs −12κ(n+ 1)(n+ 2) (ω0/M?)2n 3n/(n+ 1) 1, 2 κ = ±1
polymer quantization 2 (ω0/M?)4 2 2 n/a
Dirac-Born-Infled 32 (ω0/M?)
4 2 2 n/a
k-essence β(1 + 2k) (ω0/M?)4k 6k/(1 + 2k) 2k β ∈ R, k ∈ Z+
Table 1. Summary of the values of the parameters appearing in the generic equation of motion (2.38)
for the various models considered in this paper. In all cases, M? is an energy scale that indicates the
threshold for exotic physics and ω0 is the natural frequency of the χ field in the limit µ → 0, h → 0
and Θ→ 0.
where k ≥ 1 is an integer and β is a number. Applying the Euler-Lagrange equations to this
Lagrangian yields:
− P ′(ζ)χ+ 2
M4?
P ′′(ζ)∇µχ∇νχ∇µ∇νχ+ (m2χ + gφ2)χ2 = 0. (2.34)
Specializing to the long-wavelength limit where spatial derivatives are dropped, we obtain:
χ¨+ 3Hχ˙+ (m2χ + gφ
2)χ− β
(
χ˙
M2?
)2k [
6Hkχ˙+ (1 + 2k)(m2χ + gφ
2)χ
]
= O
(
χ˙2(k+1)
M
4(k+1)
?
)
.
(2.35)
In the preheating epoch, we have φ = Φ cos(mφt). Dropping higher order terms, and defining
a characteristic frequency ω0, dimensionless time T , and dimensionless field amplitude X as
in equations (2.16) and (2.17), respectively, we obtain that:
d2X
dT 2
+ 3Θ
dX
dT
+ (1 + h cos ΩT )X − µ
(
dX
dT
)2k [
(1 + h cos ΩT )X +
6kΘ
1 + 2k
dX
dT
]
= 0. (2.36)
Also, we have defined the dimensionless parameters h, Ω and Θ as in (2.19) and the nonlinear
coupling as
µ = β(1 + 2k)
(
ω0
M?
)4k
. (2.37)
2.6 Summary
To leading order in the small parameter µ, all the matter equations of motion derived in this
section can be written as
d2X
dT 2
+ 3Θ
dX
dT
+ (1 + h cos ΩT )X = µ
(
dX
dT
)n [
(1 + h cos ΩT )X + qΘ
dX
dT
]
, (2.38)
where h, Ω and Θ are given by (2.19) while µ, q and n vary from model to model, and are
summarized in table 1.
3 Multiple scales analysis
We now consider the solutions of (2.38) when the nonlinear coupling parameter and the
inflaton-matter coupling are small; that is, |µ|  1 and |h|  1. To simplify the analysis, we
will concentrate on the case n = q = 2, which is common to all of the models summarized in
table 1. We also tune the dimensionless frequency of the inflaton Ω to be close to the optimal
value for parametric resonance.
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3.1 Non-expanding background
First, we examine (2.38) in the case where the expansion of the background is negligible; i.e.,
in the limit Θ→ 0. The equation of motion reduces to:
d2X
dT 2
+ (1 + h cos ΩT )X = µ(1 + h cos ΩT )
(
dX
dT
)2
X. (3.1)
If we set µ = 0, we obtain the well known Mathieu equation [41]:
d2X
dT 2
+ (1 + h cos ΩT )X = 0. (3.2)
This differential equation exhibits the parametric resonance phenomena when Ω ≈ 2/N with
N = 1, 2, 3 . . . [33]. The fundamental resonance N = 1 is the “strongest” in the sense that
it is the fastest growing instability of the equation. For the fundamental mode (Ω ≈ 2), an
approximate solution is
X(T ) ≈ a(T ) cos (12ΩT )+ b(T ) sin (12ΩT ) , a(T ) = a0esT , b(T ) = b0esT , (3.3)
where s > 0, a0 and b0 are constants.
We seek an approximate solution of the same form as (3.3) when µ 6= 0 in (3.1). We
restrict our analysis to n = 2. We adopt the ansatz:
X(T ) = a(T ) cos
(
1
2ΩT
)
+ b(T ) sin
(
1
2ΩT
)
. (3.4)
We work under the assumption that a(T ) and b(T ) are slowly-varying compared to the oscil-
lations of the trigonometric functions, which means that
√
a2 + b2 can be interpreted as the
overall amplitude X(T ). Also, we assume that Ω is tuned close to the fundamental resonance;
deviations of Ω from 2 are parametrized by , defined as
 =
Ω2 − 4
2
, ||  1. (3.5)
We substitute (3.4) into (3.1) and convert all the trigonometric functions into complex expo-
nentials. We then neglect:
• rapidly varying terms proportional to e± 32 iΩT and e± 52 iΩT ;
• second time derivatives of the amplitudes: a¨ and b¨; and
• products of a˙ and b˙ with µ.
Setting the coefficients of e±
1
2
iΩT equal to zero in the resulting expression yields a set of two
coupled first order equations for a and b:
da
dz
= −1
2
(+ h)b+
1
8
µb[2a2h2 − (2− h)(a2 + b2)], (3.6a)
db
dz
= +
1
2
(− h)a− 1
8
µa[2b2h2 − (2 + h)(a2 + b2)], (3.6b)
where z = T/Ω.
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fixed point a20 b
2
0 squared eigenvalues λ2 of Jacobian
Ξ 0 0
1
4
(h+ )(h− )
α±
4(h− )
µ(h+ 2)
0 −h(h− ) +O(h2, 2, h)
β± 0
4(h+ )
µ(h− 2) −h(h+ ) +O(h
2, 2, h)
δ±,±
2(h+ h2 − − 2)
µh(h2 − 2)
2(h− h2 + + 2)
µh(h2 − 2) not relevant for |h|, ||  1
Table 2. The fixed points of the dynamical system (3.6)
Equations (3.6) are an autonomous 2-dimensional dynamical system of the form:
da
dz
= f(a), a =
(
a
b
)
, f(a) =
(
f1(a, b)
f2(a, b)
)
. (3.7)
As usual, the qualitative behaviour of solutions of (3.6) is dictated by the nature of the
system’s fixed points [42]; i.e. points a0 ∈ R2 for which F(a0) = 0. For (3.6) there are 9
candidates for fixed points, as summarized in table 2. Not all of these are in R2 for certain
choices of (, h, µ). For example, for small h and  we see that δ±,± are located at
a20 ≈
2 + 
hµ
, b20 ≈ −
2 + 
hµ
. (3.8)
Since a20 ≈ −b20, it is impossible for both a0 and b0 to be real. Hence, the δ±,± fixed points
are not relevant for the dynamics of real solutions of (3.6) when h and  are small. We will
hence ignore them for most of the following analysis.
We can linearize (3.6) about each of the fixed points:
a = a0 + εa1,
d
dz
a1 = Ja1 +O(ε), J =
(
∂af1 ∂bf1
∂af2 ∂bf2
)
a=a0
, (3.9)
where J is the Jacobian matrix of F evaluated at the fixed point, and ε is a small perturbation
parameter. The eigenvalues λ of J determine the qualitative behaviour of solutions near each
fixed point, and are also listed in table 2. Notice that λ2 is real for each of Ξ, α±, and β±,
which implies that the eigenvalues are either purely real or purely imaginary. Based on the
signs of a20, b20, and λ2 for given (, h, µ) we can determine if a fixed point is in R2, and, if
so, if it is a saddle point (λ2 > 0) or it is a circle (λ2 < 0). The results of this classification
procedure are given in table 3.
Parametric resonance occurs when the vacuum fixed point Ξ is unstable; i.e., it is a
saddle as opposed to a circle. The necessary conditions for this are independent of µ:
|| < |h|. (3.10)
In this case, generic initial data with |a|  1 and |b|  1 will induce trajectories repulsed
away from a = b = 0 along preferred directions in the (a, b) plane. In the absence of the
nonlinear term (i.e., µ = 0) these trajectories would approach infinity, indicating that the
parametric resonance induces the X field to grow without bound. However, when µ 6= 0 we
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region definition µ Ξ α± β±
IA {(, h) | 0 < h < } + circle n/a n/a
− circle saddle circle
IB {(, h) | −  < h < 0} + circle n/a n/a
− circle circle saddle
IIA {(, h) | || < h} + saddle circle n/a
− saddle n/a circle
IIB {(, h) |h < −||} + saddle n/a circle
− saddle circle n/a
IIIA {(, h) | 0 < h < −} + circle circle saddle
− circle n/a n/a
IIIB {(, h) |  < h < 0} + circle saddle circle
− circle n/a n/a
Table 3. Classification of the fixed points of the dynamical system (3.6) based on values of the
(, h, µ) parameters. The entry “n/a” indicates that the associated fixed point is not in R2 for that
choice of parameters. Note that the special cases h = ± and h = 0 are not included in the table.
Figure 1. Phase portraits of dynamics in regions IA (left), IIA (centre) and IIIA (right) as obtained
from the numerical solutions of the dynamical system (3.6). The heavy blue lines are separatrices.
Portraits in regions IB, IIB or IIIB are qualitatively obtained by reflecting the above in the line h = .
find that there exist two additional circular fixed points on the a or b axes. In the middle panel
of figure (1) one can see the effect of these extra fixed points is to ensure that trajectories
repulsed from Ξ do not wander off to infinity; rather, they settle into periodic orbits focussed
around either Ξ or one of the other fixed points. That is, when µ is nonzero, the parametric
resonance effect is frustrated.
This conclusion is clearly illustrated in figure 2, where we plot the direct numerical
solution of (3.1) as well as the associated prediction from the multiple scales analysis. In this
plot, we have selected values of h and  that would give rise to parametric resonance if µ = 0.
Clearly, nonzero µ causes the growth of X(T ) to be curtailed, and the maximum amplitude
achieved decreases with increasing µ.
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Figure 2. Numeric simulations of the solutions of the equation motion (3.1) for  = 0.1 and h = 0.2
(grey). Also shown (blue) is the predicted amplitude
√
a2 + b2 of oscillations of X(T ), as obtained
from the numerical solution of the multiple scales equations (3.6). We see fairly good agreement
between the direct numerical solution and the multiple scales result. We also see that increasing the
magnitude of the nonlinearity µ tends to increasingly frustrate the parametric resonance effect.
3.2 Expanding background
We now examine solutions of (2.38) when the expansion of the background is small but not
negligible; i.e., Θ 1. For simplicity, we again restrict to n = 2 and take Θ to be constant.
To further simplify the analysis, we neglect terms proportional to µΘ and µh. The equation
to solve is
d2X
dT 2
+ 3Θ
dX
dT
+ (1 + h cos ΩT )X = µ
(
dX
dT
)2
X. (3.11)
Making use of the the same ansatz as before (3.4) and making the same approximations, we
obtain the following dynamical system for the a and b coefficients
da
dz
= −1
2
(+ h)b− 3Θa− 1
4
µb(a2 + b2), (3.12a)
db
dz
= +
1
2
(− h)a− 3Θb+ 1
4
µa(a2 + b2), (3.12b)
where
 =
Ω2 − 4
2
, z =
ΩT
(9Θ2 + Ω2)
, (3.13)
and we have only retained leading order terms in , h and Θ.
We now examine the fixed points of the system (3.12). There always exists a vacuum
fixed point with a0 = b0 = 0, which we call Ξ as in the last subsection. Linearization of the
system about this fixed point yields a Jacobian matrix with eigenvalues:
λ = −3Θ± 1
2
√
h2 − 2. (3.14)
From this we can distinguish three principal cases when Θ > 0:3
1. |h| < ||: Ξ is an attractive spiral;
3We exclude the special cases h = ± and 6Θ = √h2 − 2.
– 11 –
2. |h| > || and 6Θ < √h2 − 2: Ξ is a saddle point; or
3. |h| > || and 6Θ > √h2 − 2: Ξ is an attractive node.
Parametric resonance occurs only in case 2; that is, when Ξ is unstable. Also note if Ξ is
circle for Θ = 0, it is an attractive spiral for small Θ; and if it is a saddle for Θ = 0, it remains
a saddle for small Θ.
To find the non-vacuum fixed points, it is useful to transform to polar coordinates:
a(z) = r(z) cosφ(z), b(z) = r(z) sinφ(z), r(z) ∈ R+, φ(z) ∈ [0, 2pi). (3.15)
In terms of these variables, the dynamical system becomes
dr
dz
= −1
2
r(6Θ + h sin 2φ),
dφ
dz
=
1
4
(
µr2 − 2h cos 2φ+ 2) . (3.16)
The polar coordinates of non-vaccum fixed points (r0, φ0) must satisfy
sin 2φ0 = −6Θ
h
, r20 = −
2
µ
± 2
µ
√
h2 − 36Θ2 (3.17)
Clearly, a necessary condition for the existence of fixed points with r0 ∈ R+ is that
|h| > 6Θ. (3.18)
If sgn(/µ) = −1, this is also a sufficient condition. We can hence conclude that there are no
non-vacuum fixed points if the Hubble damping Θ is larger than |h|/6.
For very small damping, the non-vacuum fixed points are located at
φ0 =
1
2
npi − 3(−1)
nΘ
h
+O(Θ2), r20 =
2[(−1)nh− ]
µ
+O(Θ2), (3.19)
with n = 0 . . . 3. Comparing to table 2 and making use of (3.15), we see that n = 0, 2
corresponds to α± while n = 1, 3 corresponds to β±. It is obvious that, α± and β± will be in
R2 only if r20 > 0. Assuming that r20 > 0 and h > 0, it is clear that the effect of increasing
Θ away from zero is to rotate α± and β± counter-clockwise or clockwise about the origin,
respectively; the reverse is true if h < 0. To classify the stability of the non-vacuum fixed
points, we linearize (3.16) about (r0, φ0):
r = r0 + εr1, φ = φ0 + εφ1,
d
dz
(
r1
φ1
)
=
(
0 −hr0 cos 2φ0
1
2µr0 −6Θ
)(
r1
φ1
)
+O(ε). (3.20)
To leading order in the Hubble damping, the eigenvalues of the Jacobian matrix in the last
equation are
λ = −3Θ± r0
√
(−1)1+nµh
2
+O(Θ2). (3.21)
where n is odd for α± and even for β±. If the quantity in the square root is negative, the
fixed point will be a circle for Θ = 0 and an attractive spiral for 0 < Θ 1. It the quantity
in the square root is positive, the fixed point will be a saddle for all Θ 1.
To summarize, the inclusion of a small Hubble damping term tends to take circle fixed
points from the Θ = 0 case and convert them into attractive spirals. Conversely, any saddle
fixed points remain as saddles for Θ  1. Non-vacuum fixed points get rotated about Ξ
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Figure 3. A series of phase portraits showing how the dynamics associated with region IIA in the
(, h) space with µ > 0 is affected by a non-zero Hubble parameter; i.e. Θ 6= 0. As Θ increases from
zero, the α± fixed points rotate about the vacuum saddle fixed point Ξ in the clockwise direction and
also switch character from circles to attractive spirals. As Θ is further increased, α± approach Ξ until
they eventually meet and annihilate in a pitchfork bifurcation when Θ = 16
√
h2 − 2 ≈ 0.0722. After
the bifurcation, Ξ becomes an attractive spiral.
as Θ increases; the vacuum fixed point Ξ remains at (a, b) = (0, 0). All this means that
the essential conclusion of the previous subsection remains unchanged in a slowly expanding
background: non-linearities of the type induced by the models of section (2) tend to frustrate
the preheating phenomenon.
These analytic conclusions are based on the assumption that Θ is very small, but it is
also interesting to consider the dynamics for larger values of Θ using numerical simulations.
We find that system (3.12) exhibits a rich bifurcation structure as Θ increases past the regime
in which equations (3.19) and (3.21) are valid. In figures 3 and 4, we show how the phase
diagrams of the system change as Θ is increased from 0. As described in the captions, we
see the annihilation and stability changes of fixed points as the Hubble damping changes.
In figure 5 we plot the corresponding bifurcation diagrams, which depict the “position” and
stability of each fixed point as a function of Θ. Also shown in this figure is a more complicated
situation involving the creation of two new fixed points γ± as Θ is increased.
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Figure 4. A series of phase portraits showing how the dynamics associated with region IIIA in the
(, h) space with µ > 0 is affected by a non-zero Hubble parameter; i.e. Θ 6= 0. As in figure 3 the
α± fixed points rotate about Ξ in the clockwise direction and switch from circles to attractive spirals
as Θ increases from 0. Furthermore the β± fixed points rotate in the counterclockwise direction and
remain as saddle points. As Θ is further increased, the pairs (α−, β+) and (α+, β−) get closer and
closer together until they eventually annihilate when Θ = h/6 ≈ 0.042 , leaving Ξ as the sole fixed
point. Ξ is an attractive spiral for all Θ > 0.
4 Generalization to spatially inhomogeneous reheatons
A major limitation of the analysis presented so far is that we have restricted our attention to
homogeneous modes. The assumption leads to a single nonlinear ordinary differential equa-
tion (2.38) governing the resonance phenomenon that is rather simple to analyze. However,
making use of (2.19), we see that the homogeneity assumption lead to the following resonance
condition in the Mathieu equation (Ω ≈ 2/N with N = 1, 2, 3 . . .):
mχ ≈ Nmφ, (4.1)
which is a fairly stringent requirement to put on the preheating parameter space.
On the other hand, if we were to allow the field to have spatial dependence, we would
have a nonlinear partial differential equation to solve. For example, for polymer quantization
the dimensionless version of the equation of motion (2.23) would be:
∂2X
∂T 2
−D2X + (1 + h cos ΩT )X = µ
(
∂X
∂T
)2
(X −D2X), (4.2)
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Figure 5. Bifurcation diagrams showing the “position” and stability of fixed points of (3.12) as
functions of Θ. Here, we characterize the location of a given fixed point (plotted on the vertical
axis) by its distance from the origin r0 times the sign of its b coordinate. If the fixed point is stable
its position is indicated in dark blue, while if it is unstable the position is in light grey. The left
hand panel matches the simulations depicted in figure 3 and demonstrates the pitchfork bifurcation
where α± annihilate and Ξ changes stability. The middle panel corresponds to figure 4 and shows
the annihilation of (α−, β+) and (α+, β−) in saddle node bifurcations. The righthand panel shows
a more complicated scenario where Ξ first changes stability and gives birth to two new stable fixed
points γ± in a pitchfork bifurcation. Then at higher Θ, the γ± annihilate with α± in two saddle node
bifurcations.
where we have neglected the cosmic expansion (Θ = 0) and expanded to linear order in (h, µ).
The D operator is a dimensionless version of the spatial Laplacian
D2 = ω−20 ∇2. (4.3)
Of course, if µ = 0 this can be solved in terms of eigenfunctions of D2; i.e., Fourier modes:
X(T,Z) =
∫
dkQk(Z)fk(T ), D
2Qk = − k
2
ω20
Qk, (4.4)
with Z = ω0x. The Fourier amplitudes fk are time dependent and satisfy:
d2fk
dT 2
+
(
k2
ω20
+ 1 + h cos ΩT
)
fk = 0. (4.5)
This is again the Mathieu equation, and using (2.17) and (2.19) the condition for parametric
resonance is
k2 ≈ N2m2φ −m2χ. (4.6)
This means that no matter what the relative sizes of mφ and mχ are, there will alway an
infinite number of Fourier modes with k ≈
√
N2m2φ −m2χ prone to exponential growth via
parametric resonance. In this way, one can argue in the linear µ = 0 case that parametric
resonance is a rather generic feature.
But when µ 6= 0, one cannot perform the separation of variables (4.4) to obtain the linear
equation (4.5); rather, the nonlinearity on the righthand side of (4.2) induces non-trivial
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Figure 6. Simulations of parametric resonance in 1 + 1 dimensions as governed by equation (4.7).
We present results for standard preheating (left) and when the matter field equation of motion is
corrected by polymer quantization (right). We see that the resonance phenomenon is effectively shut
down by the µ 6= 0 nonlinearity for T & 80. Also observe the growth of small scale structure in the
nonlinear simulation for late times.
coupling between Fourier modes. It is not clear if the frustration of parametric resonance
that we found for k = 0 modes will persist to the k 6= 0 case. To investigate this, we have
performed numeric simulations of (4.2) in a toy model with one spatial dimension; i.e., we
solve the equation
∂2X
∂T 2
− ∂
2X
∂Z2
+ (1 + h cos ΩT )X = µ
(
∂X
∂T
)2(
X − ∂
2X
∂Z2
)
. (4.7)
When performing simulations, we assume initial data with compact support. For a simulation
that runs over the interval T ∈ [0, T0], we take the spatial domain to be X ∈ [−L,L] where
L > T0 is selected to ensure that the boundaries are outside the causal future of the initial
data. Typical simulation results are shown in figure 6 for µ = 0 and µ = 1. In the standard
µ = 0 case, we see the exponential growth of the initial profile as expected. The first part
of the µ = 1 simulation also shows exponential growth, but this eventually levels off after
some finite value of T . This tends to support the hypothesis that our results obtained for
the homogeneous case should generalized to inhomogeneous preheating; i.e., the nonlinearity
effectively shuts down parametric resonance,
However, there are a couple important caveats that should be stated: Perhaps most
obviously, we only simulate one spatial dimension here, so there is some uncertainly on how
these results will generalize to higher dimensions. Second, it is time consuming to run simu-
lations long enough to resolve an periodic variations in amplitude like the ones seen in figure
2. This is because the non-linearity in (4.7) tends to create smaller and smaller structures
in the solution as time goes on. This is easy to see perturbatively: if one assumes a small
amplitude zeroth order solution X(T,Z) ∝ eikZ/ω0 and then feeds it back into the righthand
side of (4.7) to find corrections proportional to µ, one immediately sees that such corrections
involve terms ∝ e3ikZ/ω0 . That is, the nonlinearity will cause modes with 1/3 the size of the
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initial data to grow. As the simulation proceeds, these modes will induce other modes with
1/9 the initial data size to increase in amplitude, and so on. One can actually see this in
figure 6: When µ = 0, the spatial profile of X(T,Z) remains more or less the same while the
amplitude increases. Conversely, when µ = 1 we can see the formation of non-trivial small
scale structure in the later stages of the simulation. The transfer of power from large scales
to small scales in nonlinear partial differential equations is known as “weak turbulence”, and
it represents a significant challenge for numerical simulations. Hence, we cannot say with
certainty that X(T,Z) remains bounded at T →∞, it is possible that small scale structures
in the solution grow exponentially as time progresses.
In summary, the numeric simulations we present in this section suggest that inhomoge-
neous parametric resonance will also be frustrated by the types non-standard kinetic behaviour
considered in this paper, but there is enough uncertainty in this hypothesis to warrant more
detailed studies in the future.
5 Conclusions
In this paper, we have studied the effects of non-standard kinetic terms on the parametric
resonance phenomenon in the preheating period after inflation. We considered a number of
different models with somewhat diverse motivations, and found that to leading order they
each led to very similar reheaton equations of motion, generally involving cubic nonlinear self-
interactions. In the spatially homogeneous limit and neglecting cosmological expansion, we
studied the nonlinear reheaton dynamics for parameters close to resonance using a multiple
scales analysis. We concluded analytically and confirmed numerically that the self-interaction
shuts down the parametric resonance effect after a finite amount of amplification of the re-
heaton amplitude. We then considered the effects of a small Hubble parameter and found
that the governing dynamical system exhibits a rich bifurcation structure. However, the main
conclusion that long-wavelength parametric resonance is frustrated is unaffected by cosmo-
logical expansion. Finally, we examined the behaviour of a spatially inhomogeneous reheaton
subject to polymer quantization in (1 + 1)–dimensions. We found numeric evidence that the
frustration of parametric resonance persists if we drop the long-wavelength assumption, but
our results should not be construed to be definitive.
At least one direction for future work is obvious: to determine whether or not the
effects found in this paper are robust, one would need to perform full (3 + 1)–dimensional
simulations in the same vein as reference [37], except with non-minimal kinetic terms applied
to the reheaton instead of the inflaton. From these, one could determine to what extent exotic
nonlinearities in the matter sector really do limit the effectiveness of resonant preheating in
the early universe.
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