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Predgovor
Doktorska disertacija je posvecena primeni teorije polugrupa operatora na
resavanje dve klase Cauchy-jevih pocetnih problema, te je podeljena u dva
osnovna dela.
U prvom delu smo ispitivali parabolicne stohasticke parcijalne diferen-
cijalne jednacine (SPDJ-ne), odredjene sa dva tipa operatora: linearnim
zatvorenim operatorom koji generise C0 polugrupu i linearnim ogranicenim
operatorom kombinovanim sa Wick-ovim proizvodom. Svi stohasticki pro-
cesi su dati Wiener-Ito^-ovom haos ekspanzijom. Dokazali smo postojanje
i jedinstvenost resenja ove klase SPDJ-na. Posebno, posmatrali smo i sta-
cionarni slucaj kada je izvod po vremenu jednak nuli.
U drugom delu smo konstruisali kompleksne stepene C-sektorijalnih ope-
ratora na sekvencijalno kompletnim lokalno konveksnim prostorima. Kons-
truisane stepene operatora smo posmatrati kao integralne generatore uni-
formno ogranicenih analitickih C-regularizovanih rezolventnih familija, i u-
potrebili dobijene rezultate na izucavanje nepotpunih Cauchy-jevih problema
viseg ili necelog reda.
} } }
Disertacija je podeljena u tri poglavlja. U prvom poglavlju smo izlozili os-
novne pojmove, oznake, denicije i vazne teoreme, koje smo koristili u daljem
radu. Uveli smo pojam uniformno neprekidne i jako neprekidne polugrupe
ogranicenih linearnih operatora (C0 polugrupe). Predstavili osnovne osobi-
ne C0 polugrupa i njihovih generatora. Ovi rezultati su kasnije korisceni
u drugom poglavlju. Zatim smo ukratko predstavili analiticke polugrupe i
teoriju frakcionih stepena sektorijalnih operatora. Uveli smo i integrisane,
konvolucione i C regularizovane polugrupe operatora, kao motivacija za
denisanje jos opstijeg pojma (a; k)  regularizovanih C rezolventnih familja
koje su tema trece glave disertacije.
ii
U drugom poglavlju izucavali smo stohasticke Cauchy-jeve probleme ob-
lika
d
dt
U(t; x; !) = AU(t; x; !) +BU(t; x; !) + F (t; x; !)
U(0; x; !) = U0(x; !);
gde je t 2 (0; T ], ! 2 
, i U(t; ; !) pripada nekom Banach-ovom prostoru
X. Operator A je gusto denisan, generise C0 polugrupu, a B je ogranicen
linearan operator koji zajedno sa Wick-ovim prizvodom  uvodi perturbaciju
konvolucionog tipa u jednacinu. Za sve stohasticke procese je pretpostavljeno
da su dati Wiener-Ito^-ovom haos ekspanzijom. Za resavanje datog Cauchy-
jevog problema koristili smo metod propagacije. Ovom metodom mi smo
sveli SPDJ na beskonacan trougaoni sistem PDJ-na, koji se moze resiti in-
dukcijom. Sumirajucu sve koecijente ekspanzije i dokazujuci konvergenciju
u odgovarajucim tezinskim prostorima, dobili smo resenje pocetne SPDJ. Na
kraju smo posmatrali i stacionarnu jednacinu oblika AU +BU + F = 0.
U trecem poglavlju smo prvo uveli razne tipove operatora C regulari-
zovanog tipa i istakli njihove osnovne strukturne osobine. Zatim smo pred-
stavili metod za konstrukciju frakcionih stepena C sektorijalnih operatora.
Analizirali smo neprekidnost, aditivnost i teoremu o preslikavanju spektra
za uvedene kompleksne stepene, kao i poznatu nejednakost momenta. U
nastavku smo se bavili analizom generisanja uniformno ogranicenih analitic-
kih C regularizovanih rezolventnih familija frakcionim stepenima. Dobijeni
rezultati su primenjeni na nepotpune Cauchy-jeve probleme viseg ili necelog
reda, uglavnom sa Liouville-ovim desnim vremenskim frakcionim izvodima.
} } }
Na ovom mestu zelim da izrazim svoju zahvalnost svima koji su me
podrzavali i pomagali mi tokom izrade doktorske disertacije.
Zahvaljujem se porodici i prijateljima na podrsci koju su mi pruzili tokom
izrade doktorske disertacije.
Zahvaljujem se svim mojim bivsim profesorima i ujedno sadasnjim kolega-
ma koji su probudili u meni interesovanje za matematiku i zelju za naucnim
radom.
Posebno sam zahvalna clanovima komisija za ocenu i odbranu ove dok-
torske disertacije, vanrednom profesoru Dori Selesi, docentu Tijani Levajko-
vic, docentu Jeleni Aleksic, profesoru Marku Nedeljkovu, profesoru Stevanu
iii
Pilipovicu i varednom profesoru Marku Kosticu, sto su dali niz korisnih su-
gestija u cilju poboljsanja kvaliteta disertacije.
Na kraju, posebno bih zelela da se zahvalim mentorima, akademiku Ste-
vanu Pilipovicu i vanrednom profesoru Marku Kosticu, koji su mi uvek pred-
stavljali neiscrpan izvor znanja i konstantno pruzali snaznu podrsku tokom
izrade doktorske disertacije. Od njih sam puno naucila tokom proteklih go-
dina i sigurna sam da bez njihovog usmeravanja ova disertacija ne bi imala
sadasnji oblik. Oni su i najzasluzniji za sam pocetak mog bavljenja ovom
disciplinom.
} } }
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Metode funkcionalne i harmonijske analize i PDJ sa singularitetima.
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Glava 1
Uvod
Teorija polugrupa ogranicenih linearnih operatora se veoma brzo razvijala
nakon sto su E. Hille [37] i K. Yosida [112] 1948. godine nezavisno obja-
vili prvu vaznu teoremu teorije polugrupa operatora, teoremu o karakteri-
zaciji innitezimalnih generatora. Sem pomenitih autora, teoriju su razvijali
medju ostalima i sledeci autori N. Dunford, W. Feller, I. Gelfand, T. Kato,
I. Miyadera, R. S. Phillips, L. Schwartz, E. Segal, H. Tanabe, H. F. Trot-
ter, i drugi. Trenutno, broj monograja i naucnih radova iz ove oblasti je
toliko velik da je tesko sve ih navesti, te cemo mi navesti samo nekoliko is-
taknutih referenci. Apstraktna teorija polugrupa linearnih operatora je deo
funkcionalne analize i kao takva opisana je u jednoj od klasicnih knjiga ove
oblasti [38]. Dobar uvod u apstraknu teoriju kao i neke njene primene je dat
u monograjama [27], [30], [86] i [113]. I danas, teorija polugrupa opratora
je standardni alat u teoriji verovatnoce, harmonijskoj analizi, teoriji parci-
jalnih diferencijalnih jednacina, funkcionalnoj analizi, matematickoj zici, a
posredno i u drugim prirodnim naukama zici, hemiji, biologiji, genetici.
Uopsteno govoteci, dinamicki sistem je jednoparametarska familija T (t);
0  t <1 operatora na X koja zadovoljava uslove:
T (t+ s) = T (t)T (s) za sve t; s  0; i
T (0) = I:
(1.1)
Skup X sadrzi sva moguca stanja dinamickog sistema, t 2 [0;1) predstavlja
vreme, a T (t) je preslikavanje koje opisuje tok promene sistema od stanja
x 2 X u momentu t = 0 do stanja T (t0)x u momentu t = t0. U termin-
ima teorije polugrupa operatora, prostor stanja X je vektorski prostor, svi
operatori T (t) su linearni nad prostorom X, a T (t); 0  t < 1 se naziva
(jednoparametarska) polugrupa operatora.
Standardni modeli u kojima se prirodno pojavljuju polugrupe operatora
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su apstraktni Cauchy-jevi problemi
d
dt
u(t) = Au(t) za t > 0;
u(0) = x;
(1.2)
gde je A linearan operator na Banach-ovom prostoru X. Pitanje koje se ovde
postavlja je kako naci diferencijabilnu funkciju u na [0;1) tako da vazi (1.2).
Ako za svako x 2 X postoji jedinstveno resenje u(; t), onda
T (t)x = u(t; x); x 2 X; t  0;
denise polugrupu operatora. Obrnuti problem, takodje ima smisla: pod
kojim uslovima za datu polugrupu operatora T (t); t  0 (tj. dinamicki
sistem) postoji aprstraktni Cauchy-jev poblem (1.2) koji ga opisuje, i kako
mozemo naci operator A.
U nekim jednostavnim i konkretnim situacijama, relacija izmedju polu-
grupe operatora T (t); t  0 i operatora (innitezimalnog generatora) A je
data sledecim jednacinama:
T (t) = etA i A =
d
dt
T (t)jt=0:
U ovom paraglafu izlozicemo organizaciju poglavlja. Prvo uvodno pog-
lavlje je podeljeno u tri sekcije. U prvoj sekciji utvrdjena je osnovna notaciju
koja ce biti upotrebljavana u celoj disertaciji. Takodje, navedene su i os-
novne denicije i svojstva pojmova funkcionalne analize koji ce biti korisceni
u nastavku rada. U celoj disertaciji X ce biti proizvoljan Banach-ov pros-
tor. Posebno su predstavljene funkcije sa vrednostima u proizvoljom Banach-
ovom prostoru; izlozena je teorija integracije i diferenciranja takvih funkcija.
U drugoj sekciji denisane su uniformno neprekidne i jako neprekidne polu-
grupe ogranicenih linearnih operatora (C0 polugrupe). Predstavljene su os-
novne osobine polugrupa i njihovih generatora. I kao najznacajnija se istice
teorema Hille-Yosida koja daje potreban i dovoljan uslov da linearan operator
A bude generator polugrupe linearnih operatora T (t); t  0. Rezultati ove
sekcije bice posebno korisceni u drugoj glavi disertacije. Zatim smo ukratko
predstavili analiticke polugrupe i teoriju frakcionih stepena sektorijalnih op-
eratora, kao uvod u rezultate iz trece glave disertacije. Treca sekcija u uvod-
nom poglavlju je posvecena prvim uopstenjima teorije C0 polugrupa opera-
tora. Naime, predstavljene su integrisane, konvolucione i C regularizovane
polugrupe operatora, kao motivacija za uvodjenje jos opstijeg pojma (a; k) 
regularizovanih C rezolventnih familja koje su tema trece glave disertacije.
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1.1 Osnovni pojmovi, denicije i oznake
1.1.1 Notacija i osnovne denicije.
Oznacimo sa K polje realnih R ili kompleksnih C brojeva. Sa X cemo
oznacavati Banach-ov prostor, sa k k normu na prostoru X, sa H Hilbert-ov
prostor i sa ( ; ) skalarni proizvod na H. Pretpostavicemo da su X i H
realni vektorski prostori, sto ukljucuje i kompleksne vektorske prostore na
uobicajen nacin. Notacije lim i ! upucuju na konvergenciju u jakoj (norm)
topologiji.
Neka je A linearna operator nad vektorskim prostorom X, tada se domen
i rang operatora A oznacavaju sa D(A) i R(A), redom. Neka je  2 C n f0g;
i neka su A i B linearni operatori. Tada denisemo A, A + B i AB na
sledeci nacin: D(A) =: D(A), D(A+B) := D(A)\D(B) i D(AB) := fx 2
D(B) : Bx 2 D(A)g, (A)x := Ax, x 2 D(A), (A + B)x := Ax + Bx,
x 2 D(A+B) i (AB)x := A(Bx), x 2 D(AB).
Neka su (X; k kX) i (Y; k kY ) normirani vektorski prostori nad istim
vektorskim poljem F. Skup svih linearnih i neprekidnih preslikavanja iz X
u Y oznacicemo sa L(X; Y ); dodatno, L(X;X) = L(X). Standardnu normu
na L(X;Y ) denisanu sa
kAk = sup
kxkX=1
kA(x)kY = sup
kxkX1
kA(x)kY ; A 2 L(X;Y );
cemo nazivati i uniformna operatorska norma, a odgovarajucu topologiju
uniformna operatorska topologija. Normiran vektorski prostor (L(X;Y ); k k)
je Banach-ov ako je (Y; k kY ) Banach-ov prostor.
Linearan operator A : D(A) ! E se naziva zatvoren ako je grak ope-
ratora A, denisan sa GA := f(x;Ax) : x 2 D(A)g, zatvoren podskup od
X X. Potreban i dovoljan uslov da linearan operator A : D(A)! X bude
zatvoren je da za svaku mrezu (x )2I u D(A) takvu da je lim!1 x = x
i lim!1Ax = y, vazi sledece: x 2 D(A) i Ax = y: Sledeca teorema je
poznata kao Teorema o zatvorenom preslikavanju.
Teorema 1.1.1 Neka su (X; k kX) i (Y; k kY ) Banach-ovi prostori i neka je
A : X ! Y linearan operator takav da je skup f(x;Ax) : x 2 Xg = G(A),
grak preslikavanja A, zatvoren u X  Y . Tada je A 2 L(X; Y ).
Za linearan operator A : X ! X (ogranicen ili neogranicen), rezolventni
skup je (A) = f :  2 C; (   A) 1 2 L(X)g. Spektar operatora A je
(A) = C n (A): Preslikavanje iz (A) u L(X),  ! (   A) 1 se naziva
rezolventa operatora A. Za ogranicen linearan operator rezolventni skup je
uvek otvoren.
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Teorema 1.1.2 Ako je A linearan operator i ;  2 (A), tada vazi
( A) 1  ( A) 1 = ( )( A) 1( A) 1 (rezolventna jednakost):
Teorema 1.1.3 Neka je A 2 L(X);  2 C i neka je kAk < jj. Tada je
  A invertibilan i vazi (  A) 1 2 L(X) i
k(  A) 1k  1jj   kAk :
Stepene operatora A denisemo rekurzivno uzimajuci da je: A0 =: I,
D(An) := fx 2 D(An 1) : An 1x 2 D(A)g i Anx := A(An 1x), x 2 D(An),
n 2 N. Tada je D(An) = D((A  )n), n 2 N,  2 C.
1.1.2 Funkcije sa vrednostima u Banach-ovim pros-
torima.
Neka je 
 interval (konacan ili beskonacan) u R. Opisacamo kako se izracu-
navaju integral i izvod funkcije koja uzima vrednosti u Banach-ovom prostoru
X a za domen ima 
.
Pocecemo sa denicijom Bochner-ovog integrala. Neka je M klasa svih
Lebesgue merljivih skupova sadrzanih u 
, i oznaciti Lebesgue-ovu meru
skupa A 2M sa m(A). Funkcija x : 
 ! X se naziva jednostavna funkcija
ako postoji prebrojivo mnogo skupova An 2 M (n = 1; 2; :::) koji su me-
djusobno disjunktni, takvi da je 
 =
S1
n=1An i x je konstanta na svakom
An.
Denicija 1.1.1 Neka je data funkcija x : 
 ! X. Ako postoji niz jed-
nostavnih funkcija fxng takvih da je x(s) = limn!1 xn(s) za skoro sve s,
tada kazemo da je funkcija x merljiva. Dakle, svaka jednostavna funkcija je
merljiva.
Iz denicije se vidi da je funkcija kxk : 
! R merljiva.
Funkcije koje se dobijaju kao linearne kombinacije merljivih funkcija,
proizvod realne (ili kompleksne) merljive funkcije koja uzima konacne vred-
nosti za skoro sve s 2 
 i merljive funkcije, i limit niza merljivih funkcija su
sve merljive funkcije.
Denicija 1.1.2 (1) Neka je x : 
 ! X jednostavna funkcija. Tada na
osnovu denicije postoji niz fang  X i niz medjusobno disjunktnih
skupova fAng tako da je x(s) = an; s 2 An i 
 =
S1
n=1An. Ako je
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kx(s)k; s 2 
, Lebesgue integrabilna na 
, kazemo da je x(s); s 2 
,
Bochner integrabilna i denisemo Bochner-ov integral saZ


x dm =
1X
n=1
anm(An) = lim
k!1
kX
n=1
anm(An):
(Iz
P1
n=1 kankm(An) =
R


kxkdm < 1, sledi da Pkn=1 anm(An) kon-
vergira ka elementu iz X kada k !1, i limit ne zavisi od reprezentacije
funkcije x. Dakle, denicija ima smisla.)
(2) Neka je x : 
 ! X. Ako postoji niz fxng Bochner integrabilnih jed-
nostavnih funkcija na 
 takvih da je
lim
n!1
xn(s) = x(s); za skoro sve s
i
lim
n!1
Z


kx  xnkdm = 0;
kazemo da je x Bochner integrabilna na 
. Bochner-ov integral funkcije
x denisemo sa Z


x dm = lim
n!1
Z


xn dm: (1.3)
(Kako se moze pokazati da limit na desnoj strani ove jednacine postoji,
i da limit ne zavisi od izbora niza Bochner integrabilnih jednostavnih
funkcija koje aproksimiraju x, denicija (1.3) ima slisla.) Dalje, ako je

 = (a; b) ili 
 = [a; b], integral
R


x dm cemo zapisivati sa
R b
a
x(s)ds.
Poznata je sledeca cinjenica.
Teorema 1.1.4 Potreban i dovoljan uslov da funkcija x : 
 ! X bude
Bochner integrabilna na 
 je da je x merljiva i da je kxk Lebesgue integrabilna
na 
.
Teorema 1.1.5 Ako je x : 
 ! X Bochner integrabilna na 
, onda za
svako " > 0 postoji niz fAng merljivih skupova koji su medjusobno disjunktni
takvi da je 
 =
S1
n=1An i vazi sledece tvrdjenje:
Neka su sn proizvoljni elementi u An Denisimo x"(s) = x(sn); s 2 An;
n = 1; 2; ::: Tada je x" Bochner integrabilna jednostavna funkcija na 

i vazi da je
Z


kx  x"kdm  ":
6 Uvod
Oznacimo skup svih Bochner integrabilnih funkcija na 
 sa L1(
;X).
Sledeca tvrdjenja vaze isto kao i u slucaju Lebesgue-ovog integrala:
(1)
 Z


x dm
  Z


kxkdm; za sve x 2 L1(
;X):
(2) Ako je xi 2 L1(
;X) i i 2 K; i = 1; 2, onda je 1x1+2x2 2 L1(
;X)
i Z



1x1 + 2x2

dm = 1
Z


x1 dm+ 2
Z


x2 dm:
(3) (Teorema o dominantnoj konvergenciji) Neka je xn 2 L1(
;X), n =
1; 2; ::: i neka je limn!1 xn(s) = x(s) za skoro sve s. Ako postoji
Lebesgue integrabilna funkcija g(s); s 2 
, takva da je kxn(s)k  g(s)
za skoro sve s i n = 1; 2; :::, onda je x 2 L1(
;X) i
lim
n!1
Z


xn dm =
Z


x dm:
(4) Denisimo kxk1 =
R


kxkdm za x 2 L1(
;X). Tada je L1(
;X)
Banach-ov prostor sa normom kxk1.
(5) Neka je x 2 L1(
;X), onda je za skoro sve s 2 

lim
h!0
h 1
Z s+h
s
kx(t)  x(s)kdt = 0
pa je
lim
h!0
h 1
Z s+h
s
x(t)dt = x(s):
Takodje, za funkcije dve promenljive x : 
  
 ! X, Fubini-jeva
teorema o zameni reda integracije vazi pod istim uslovima kao i za
Lebesgue-ove integrale.
Dalje, uvedimo koncepte neprekidnosti i diferencijabilnosti funkcije x :

! X.
Denicija 1.1.3 Neka je 
 otvoren interval, x : 
 ! X i s0 2 
. Ako
je lims!s0 x(s) = x(s0), tj. lims!s0 kx(s)   x(s0)k = 0, onda kazemo da je
funkcija x neprekidna u s0.
1.2 C0 polugrupe operatora 7
Neka je 
 zatvoren interval (na primer, 
 = [a; b]). Kazemo da je x
neprekidna na zatvorenom intervalu [a; b] ako je neprekidna na otvorenom
intervali (a; b) i vazi lims!a+ x(s) = x(a) i lims!b  x(s) = x(b).
Napomenimo da ako je funkcija x neprekidna na ogranicenom zatvorenom
intervalu [a; b], onda je x Bochner integrabilna na [a; b]. U tom slucaju,
mozemo denisati integral funkcije x na [a; b] metodom Riemamm-a, i takav
bi se integral poklopio sa Bochner-ovim integralom.
Denicija 1.1.4 Neka je x : (a; b) ! X i s0 2 (a; b). Ako vazi da je
limh!0 h 1[x(s0 + h)  x(s0)] = x0, onda kazemo da je funkcija x diferenci-
jabilna u s0 i x0 zovemo izvod funkcije x u s0.
Izvod funkcije x(s); s 2 (a; b) oznacavamo sa (d=ds)x(s) ili x0(s) ili dx(s)
ili Dx(s); s 2 (a; b).
Dalje, ako je limh!0+ h 1[x(s0 + h)  x(s0)] = x0, kazemo da je x0 desni
izvod funkcije x u s0. Levi izvod denisemo slicno. Desni (levi) izvod funkcije
x oznacavamo sa D+x(s) (D x(s)) ili d+x(s)(d x(s)), s 2 (a; b). Ako je
x : [a; b] ! X diferencijabilna na (a; b), i ima desni i levi izvodu u a i b,
redom, onda kazemo da je funkcija x diferencijabilna na [a; b].
Teorema 1.1.6 Neka je x : (a; b) ! X neprekidna na (a; b). Ako postoji
desni izvod D+x(s) za svako s 2 (a; b), i funkcija D+x je neprekidan na
(a; b), onda je funkcija x diferencijabilna na (a; b).
1.2 C0 polugrupe operatora
Nasa namera je da u ovoj sekciji izdvojimo najosnovnije karakteristike C0 po-
lugrupa operatora i njihovih generatora, koje ce biti koriscene u narednim
poglavljima disertacije. Izlaganje je uglavnom bazirano na monograji [86].
Denicija 1.2.1 Neka je X Banach-ov prostor. Jednoparametarska familija
T (t); 0  t < 1, ogranicenih linearnih operatora iz X u X je polugrupa
ogranicenih linearnih operatora na X ako vazi
(1) T (0) = I, (I je identicko preslikavanje na X).
(2) T (t+ s) = T (t)T (s) za sve t; s  0 (osobina polugrupe).
Polugrupa ogranicenih linearnih operatora, T (t), je uniformno neprekidna
ako je
lim
t!0+
kT (t)  Ik = 0:
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Linearni operator A denisan sa
D(A) =
n
x 2 X : lim
t!0+
T (t)x  x
t
postoji
o
i
Ax = lim
t!0+
T (t)x  x
t
=
d+T (t)x
dt

t=0
za x 2 D(A)
je innitezimalni generator polugrupe T (t), D(A) je domen od A.
Iz denicije je jasno da ako je T (t) uniformno neprekidna polugrupa
ogranicenih linearnih operatora onda je
lim
t!s
kT (s)  T (t)k = 0:
Teorema 1.2.1 Linearni operator A je innitezimalni generator uniformno
neprekidne polugrupe ako i samo ako je A ogranicen linearan operator.
Iz denicije 1.2.1 jasno je da polugrupa T (t) ima jedinstveni innitezi-
malni generator. Ako je T (t) uniformno neprekidna njen innitezimalni gene-
rator je ogranicen linearan operator. S druge strane, svaki ogranicen linearan
operator A je innitezimalni generator jedinstvene uniformno neprekidne
polugrupe T (t).
Lema 1.2.1 Neka je T (t) uniformno neprekidna polugrupa ogranicenih line-
arnih operatora. Tada
(1) Postoji konstanta !  0 tako da je kT (t)k  e!t.
(2) Postoji jedinstven ogranicen linearan operator A tako da je T (t) = etA.
(3) Operator A iz dela (2) je innitezimalni generator od T (t).
(4) t! T (t) je diferencijabilno u normni i vazi da je
dT (t)
dt
= AT (t) = T (t)A:
Denicija 1.2.2 (C0  polugrupe operatora) Polugrupa T (t); 0  t 
1, ogranicenih linearnih operatora na X je jako neprekidna polugrupa ogra-
nicenih linearnih operatora ako je
lim
t!0+
T (t)x = x; za sve x 2 X:
Jako neprekidnu polugrupu ogranicenih linearnih operatora na X cemo zvati
polugrupa klase C0 ili kratko C0 polugrupa.
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Napomenimo ovde da cemo tokom celokupnog izlaganja koristiti nekoliko
uobicejnih nacina za navodjenje C0 polugrupe; standardno T (t); 0  t  1
ili, skraceno, T (t) ako je iz konteksta jasan domen parametra t; fT (t); 0 
t  Tg, 0 < T  1; zatim (Tt)t0 ili skraceno (Tt); i (T (t))t0 ili skraceno
(T (t)).
Teorema 1.2.2 Neka je T (t) polugrupa klase C0. Tada postoje konstante
!  0 i M  1 tako da je
kT (t)k Me!t; za 0  t <1:
Lema 1.2.2 Ako je T (t) C0 polugrupa onda je za sve x 2 X, preslikavanje
t! T (t)x neprekidna funkcija iz [0;1) u X.
Teorema 1.2.3 Neka je T (t) polugrupa klase C0 i neka je A njen innite-
zimalni generator. Tada
(1) Za x 2 X, vazi da je
lim
h!0
1
h
Z t+h
t
T (s)x ds = T (t)x:
(2) Za x 2 X, vazi da je
Z t
0
T (s)x ds 2 D(A) i
A
Z t
0
T (s)x ds

= T (t)x  x:
(3) Za x 2 D(A), vazi da je T (t)x 2 D(A) i
d
dt
T (t)x = AT (t)x = T (t)Ax:
(4) Za x 2 D(A), vazi da je
T (t)x  T (s)x =
Z t
s
T ()Ax d =
Z t
s
AT ()x d:
Lema 1.2.3 Ako je A innitezimalni generator C0 polugrupe T (t) onda je
D(A), domen od A, gust u X i A je zatvoren linearan operator.
Ako je A innitezimalni generator C0 polugrupe onda na osnovu leme
1.2.3 vazi da je D(A) = X. Zapravo, mnogo jace tvrdjenje vazi.
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Teorema 1.2.4 Neka je A innitezimalni generator C0 polugrupe T (t). Ako
je D(An) domen od An, onda je
T1
n=1D(A
n) gust u X.
Primer 1.2.1 Neka je X = BU(R) Banach-ov prostor ogranicenih uni-
formno neprekidnih funkcija na R sa supremom normom. Za f 2 X de-
nisimo
(T (t)f)(s) = f(t+ s):
Lako je proveriti da je T (t) polugrupa klase C0 koja zadovoljava da je kT (t)k 
1 za sve t  0. Innitezimalni generator od T (t) je denisan na D(A) = ff 2
X : f 0 postoji i f 0 2 Xg i (Af)(s) = f 0(s) za sve f 2 D(A).
Hille-Yosida-ina teorema
Neka je T (t) polugrupa klase C0. Teorema 1.2.2 kaze da postoje konstante
!  0 i M  1 tako da je kT (t)k  Me!t za sve t  0. Ako je ! = 0,
polugrupa T (t) se naziva uniformno ogranicena, a ako je jos i M = 1 onda
se naziva C0 polugrupa kontrakcija.
Teorema 1.2.5 (Hille-Yosida [37] i [112]) Linearni (neogranicen) oper-
ator A je innitezimalni generator C0 polugrupe kontrakcija T (t); t  0 ako
i samo ako je
(1) A zatvoren i D(A) = X.
(2) Rezolventni skup (A) od A sadrzi realnu polupravu (0;1) i za svako
 > 0 vazi da je
k(  A) 1k  1

:
Zapravo moze se pokazati da je rezolventi skup i mnogo veci.
Lema 1.2.4 Neka je A innitezimalni generator C0 polugrupe kontrakcija
T (t). Rezolventni skup od A sadrzi otvorenu desnu poluravan, tj. (A) 
f : Re > 0g i za takve  vazi
k(  A) 1k  1
Re
:
Za operator A koji zadovoljava uslove (1) i (2) moze se pokazati da ima
i sledece osobine.
Lema 1.2.5 Neka A zadovoljava uslove (1) i (2) iz teoreme 1.2.5. Tada je
lim
!1
(  A) 1x = x za sve x 2 X:
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Sada, denisimo, za svako  > 0, Yosida-inu aproksimaciju za A sa
A = A(  A) 1 = 2(  A) 1   I:
A je aproksimacija za A u sledecem smislu:
Lema 1.2.6 Neka A zadovoljava uslove (1) i (2) iz teoreme 1.2.5. Ako je
A Yosida-ina aproksimacija od A, onda je
lim
!1
Ax = Ax za sve x 2 D(A):
Sledeci primer pokazuje da rezolventni skup innitezimalnog generatora
C0 polugrupe kontrakcija ne mora da sadrzi nista vise od desne poluravni.
Primer 1.2.2 Neka je X = BU(0;1), prostor svih ogranicenih i uniformno
neprekidnih funkcija na [0;1) sa supremum normom. Denisimo
(T (t)f)(s) = f(t+ s):
T (t) je C0 polugrupa kontrakcija na X. Njen innitezimalni generator je
dat sa
D(A) = ff : f; f 0 2 Xg
i
(Af)(s) = f 0(s) za sve f 2 D(A):
Na osnovu leme 1.2.4 znamo da je (A)  f : Re > 0g. Za svako
kompleksno  jednacina ( A)' = 0 ima netrivijalno resenje '(s) = es.
Ako je Re  0; ' 2 X, pa je zato zatvorena leva poluravan u spektru (A)
operatora A.
Sada cemo dati teoremu Hille-Yosida-inog tipa o karakterizaciji inni-
tezimalnog generatora uopstene C0 polugrupe ogranicenih operatora. Na
osnovu teoreme 1.2.2 znamo da za takve polugrupe postoje realne konstante
M  1 i ! takve da je kT (t)k Me!t. Naredna teorema je skoro istovremeno
bila dokazana od strane W. Feller-a [28], I. Miyadera-e [82] i R.S. Phillips-a
[89].
Teorema 1.2.6 Linearni operator A je innitezimalni generator C0 polu-
grupe T (t) koja zadovoljava da je kT (t)k Me!t, ako i samo ako
(1) A je zatvoren i D(A) je gust u X.
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(2) Rezolventni skup (A) od A sadrzi polupravu (!;1) i
k((  A) 1)nk  M
(  !)n za sve  > !; n = 1; 2; :::: (1.4)
Lema 1.2.7 Uslov da je svako ,  > !, u rezolventnom skupu od A zajedno
sa ocenom (1.4) implicira da svako kompleksno  takvo da je Re > !
pripada rezolventnom skupu i vazi da je
k((  A) 1)nk  M
(Re  !)n za svako Re > !; n = 1; 2; ::::
Inverzna Laplace-ova transformacija
Jedan od osnovnih problema u teoriji polugupa operatora je relacija izmedju
polugrupe i njenog innitezimalnog generatora. Za datu polugrupu T (t)
innitezimalni generator je dat sa
Ax = lim
t!0+
T (t)x  x
t
za x 2 D(A):
Drugi nacin za odedjivanje operatora A, ili tacnije rezolvente operatora A,
je iz jednakosti
(  A) 1x =
Z 1
0
e tT (t)x dt za sve x 2 X; Re > !: (1.5)
Sa tacke gledista primene u resavanju parcijalnih diferencijalnih jednacina,
mnogo je vaznije odrediti polugrupu T (t) iz njenog innitezimalnog genera-
tora. Razlog za to je sto je za x 2 D(A), T (t)x resenje pocetnog problema
du
dt
  Au = 0; u(0) = x:
Dakle, ako T (t) zadovoljava da je kT (t)k  Me!t onda rezolventa od A
zadovoljava (1.5), tj. rezolventa od A je Laplace-ova transformacija polu-
grupe. Zato mi ocekujemo da cemo dobiti polugrupu T (t) iz rezolvente od
A primenom inverzne Laplace-ove transformacije. Sledeca teorema daje do-
voljan (ali ne i potreban) uslov da operator A bude innitezimalni generator
C0 polugrupe. Za razliku od uslova u teoremi 1.2.6, uslovi sledece teoreme
su cesto laksi za proveru u konkretnim primerima.
Teorema 1.2.7 Neka je A gusto denisan operator na X koji zadovoljava
sledece uslove.
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(1) Za neko 0 <  < =2, (A)   = f : j arg j < =2 + g [ f0g:
(2) Postoji konstanta M tako da je
k(  A) 1k  Mjj za sve  2 ;  6= 0:
Onda je A innitezimalni generator C0 polugrupe T (t) koja zadovoljava da
je kT (t)k  C za neku konstantu C. Dalje,
T (t) =
1
2i
Z
 
et(  A) 1 d (1.6)
gde je   glatka kriva u  koja ide od 1e i# do 1ei# za =2 < # < =2+ .
Integral (1.6) konvergira za t > 0 u uniformnoj operatorskoj topologiji.
Perturbacije linearnim ogranicenim operatorima
Teorema 1.2.8 Neka je X Banach-ov prostor i neka je A innitezimalni
generator C0 polugrupe T (t) na X, takve da je kT (t)k  Me!t: Ako je B
ogranicen linearan operator na X onda je A + B innitezimalni generator
C0 polugrupe S(t) na X, takve da je kS(t)k Me(!+MkBk)t:
Apstraktni Cauchy-jevi problemi
Neka je X Banach-ov prostor i neka je A linearan operator iz D(A)  X u X.
Za dato x 2 X, apstraktni Cauchy-jev problem koji odgovara operatoru A sa
pocetnim uslovom x predstavlja odredjivanje resenja u pocetnog problema
du(t)
dt
= Au(t); t > 0;
u(0) = x; (1.7)
gde pod resenjem podrazumevamo funkciju u(t) sa vrednostima u Banach-
ovom prostoru X takvu da je u(t) neprekidna za t  0; neprekidno diferen-
cijabilna za t > 0; u(t) 2 D(A); t > 0 i u zadovoljava (1.7). Primetimo da
uslovi u(t) 2 D(A); t > 0 i u je neprekidna u t = 0 impliciraju da (1.7)
ne moze imati resenje za x =2 D(A): Jasno je da ako je A innitezimalni ge-
nerator C0 polugrupe T (t); onda apstraktni Cauchy-jev problem odredjen
operatorom A ima resenje dato sa u(t) = T (t)x; za svako x 2 D(A) (videti
Teoremu 1.2.3). Nije tesko pokazati da je to i jedino resenje od (1.7).
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Teorema 1.2.9 Neka je A gusto denisan linearan operator sa nepreznim
rezolventnim skupom (A): Pocetni problem (1.7) ima jedinstveno resenje
u(t); koje je neprekidno diferencijabilno na [0;1); za svako x 2 D(A) ako i
samo ako je A innitezimalni generator C0 polugrupe T (t):
Posmatrajmo nehomogeni pocetni problem
du(t)
dt
= Au(t) + f(t); t > 0;
u(0) = x (1.8)
gde je f : [0; T ) ! X: Pretpostavimo da je A innitezimalni generator
C0 polugrupe T (t) tako da odgovarajuci homogeni pocetni problem, tj.
jednacina gde je f  0; ima jedinstveno resenje za svaki pocetni uslov
x 2 D(A):
Denicija 1.2.3 Funkcija u : [0; T ) ! X je (klasicno) resenje pocetnog
problema (1.8) na intervalu [0; T ) ako je u neprekidna na [0; T ), neprekidno
diferencijabilna na (0; T ); u(t) 2 D(A); t 2 (0; T ) i (1.8) je zadovoljeno na
[0; T ):
Napomenimo da, ako je T (t) C0 polugrupa generisana operatorom A i
ako je u resenje pocetnog problema (1.8), onda je funkcija g sa vrednostima
u X; data sa g(s) = T (t  s)u(s); diferencijabilna za s 2 (0; t) i vazi da je
dg
ds
=  AT (t  s)u(s) + T (t  s)u0(s)
=  AT (t  s)u(s) + T (t  s)Au(s) + T (t  s)f(s)
= T (t  s)f(s):
Ako je f 2 L1((0; T ); X) onda je T (t  s)f(s) integrabilna funkcija, pa inte-
graleci prethodnu jednakost nad intervalom (0; t) dobijamo da je
u(t) = T (t)x+
Z t
0
T (t  s)f(s)ds:
Teorema 1.2.10 Neka je A innitezimalni generator C0 polugrupe T (t);
neka je f 2 L1((0; T ); X) neprekidna nad (0; T ] i neka je
v(t) =
Z t
0
T (t  s)f(s)ds; t 2 [0; T ]:
Pocetni problem (1.8) ima resenje u na [0; T ) za svako x 2 D(A) ako je
zadovoljen jedan od sledecih uslova:
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1. v(t) je neprekidno diferencijabilna na (0; T ).
2. v(t) 2 D(A); t 2 (0; T ) i Av(t) je neprekidna na (0; T ):
Ako (1.8) ima resenje u na [0; T ) za neko x 2 D(A) tada v zadovoljava oba
uslova (1) i (2).
Posledica 1.2.1 Neka je A innitezimalni generator C0 polugrupe T (t):
Ako je f neprekidno diferencijabilna na [0; T ] onda pocetni problem (1.8)
ima resenje u na [0; T ] za svako x 2 D(A):
Napomena 1.2.1 Ako je f 2 C1([0; T ]; X); x 2 D(A) i ako je u resenje
pocetnog problema (1.8) onda je u 2 C1([0; T ]; X) i du
dt
(0) = Ax+ f(0):
Analiticke polugrupe
Do sad smo radili sa polugrupama ciji je domen pozitivni deo x ose. Sad
cemo razmotriti mogucnost prosirivanja domena parametra na oblast u komp-
leksnoj ravni koji sadrzi pozitivan deo x ose. Jasno je da ako hocemo da
ocuvamo strukturu polugrupe, domen u kom je promenljiva kompleksan broj
mora biti aditivna polugrupa kompleksnih brojeva.
Denicija 1.2.4 Neka je '1;'2 = fz : '1 < arg z < '2; '1 < 0 < '2g i
za z 2 '1;'2 neka je T (z) ogranicen linearan operator. Familija T (z); z 2
'1;'2 je analiticka polugrupa na '1;'2 ako je
(1) z ! T (z) analiticka na '1;'2.
(2) T (0) = I i limz!0; z2'1;'2 T (z)x = x za sve x 2 X.
(3) T (z1 + z2) = T (z1)T (z2) za sve z1; z2 2 '1;'2.
Polugrupu T (t) cemo nazivati analiticka ako je analiticka na nekom sektoru
'1;'2 koji sadrzi realni deo x ose.
Jasno, restrikcija analitice polugrupe na realnu osu je C0 polugrupa. Mi
cemo u nastavku biti zainteresovani za mogucnost produzenja date C0 po-
lugrupe do analitice polugrupe na nekom sektoru '1;'2 oko pozitivnog dela
x ose.
Kako mnozenje C0 polugrupe T (t) sa e!t ne utice na mogucnost ili ne-
mogucnost prosirenja do analiticke polugrupe na nekom sektoru '1;'2 , mi
cemo se u ovom poglavlju ograniciti na ispitivanje uniformno ogranicenih
C0 polugrupa, tj. onih polugrupa T (t) za koje postoji M > 0 tako da je
kT (t)k M; t  0. Rezultati za uopstene C0 polugrupe ce iz odgovarajucih
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teorema za uniformno ogranicene C0 polugrupe slediti na ocigledan nacin.
Zbog jednostavnosti cemo jos najcesce pretpostavljati da je 0 2 (A) gde
je A innitezimalni generator polugrupe T (t). Ovo se opet, uvek moze pre-
vazici mnozenjem uniformno ogranicene C0 polugrupe T (t) za e "t za " > 0.
Oznacimo sa  = fz : j arg zj < g.
Teorema 1.2.11 Neka je T (t) uniformno ogranicena C0 polugrupa. Neka
je A innitezimalni generator od T (t) i pretpostavimo da je 0 2 (A). Sledeca
tvrdjenja su ekvivalentna:
(1) T (t) se moze prosiriti do analiticke polugrupe na sektor  = fz :
j arg zj < g i kT (z)k je uniformno ogranicen na svakom zatvorenom
podsektoru 0 ; 
0 < , od .
(2) Postoji konstanta C tako da je za sve  > 0;  6= 0
k( + i   A) 1k  Cj j :
(3) Postoje 0 <  < =2 i M > 0 tako da je
(A)   =
n
 : j arg zj < 
2
+ 
o
[ f0g
i
k(  A) 1k  Mjj za  2 ;  6= 0:
(4) T (t) je diferencijabilna za t > 0 i postoji konstanta C tako da je
kAT (t)k  C
t
za t > 0:
Frakcioni stepeni zatvorenih operatora
U ovom poglavlju cemo denisati frakcione stepene odredjenih neogranicenih
linearnih operatora i ispitati neke od njihovih osobina. Uglavnom cemo se
koncentrisati na frakcione stepene operatora A za koji je  A innitezimalni
generator analiticke polugrupe.
Koristicemo sledeci uslov.
(H) Neka je A gusto denisan zatvoren linearan operator za koji je
(A)  + = f : 0 < ! < j arg j  g [ V
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gde je V okolina 0, i
k(  A) 1k  M
1 + jj za  2 
+:
Ako je M = 1 i ! = =2 onda je  A innitezimalni generator C0 polu-
grupe. Ako je ! < =2 onda je, na osnovu teoreme 1.2.11,  A innitezimalni
generator analiticke polugrupe. Uslov da 0 2 (A) i da je zato i cela okolina
V od nule u (A) su uzeti radi pojednostavljenja. Vecina rezultata vezana
za frakcione stepene vaze i kada 0 =2 (A).
Za operator A koji zadovoljava uslov (H) i  > 0 denisemo
A  =
1
2i
Z
C
z (A  z) 1dz (1.9)
gde putanja C ide kroz rezolventni skup od A od1e i# do1ei#, ! < # < ,
izbegavajuci negativni deo x ose i koordinatni pocetak i z  uzimamo da je
pozitivno za ralne vrednosti z. Integral (1.9) konvergira u uniformnoj oper-
atorskoj toplogiji za sve  > 0 i denise ograniceni linearan operator A .
Ako je  = n podintegralna funkcija je analiticka na + i lako je proveriti
da se putanja integracije C moze zameniti malim krugom oko koordinatnog
pocetka. Tada koristeci teoremu o rezidijumu dobijamo da je integral jednak
A n, pa kada  uzima vrednosti prirodnih brojeva, denicija (1.9) se poklapa
sa klasicnom denicijom od (A 1)n.
Za 0 <  < 1 mozemo, koristeci Fubini-jevu teoremu i teoremu o rezidi-
jumu, dobiti da je integral (1.9) jednak sa
A  =
sin

Z 1
0
t (t+ A) 1dt 0 <  < 1:
Ako je ! < =2, tj. ako je  A innitezimalni generator analiticke polu-
grupe T (t) koristicemo i sledecu reprezentaciju kao deniciju frakcionih ste-
pena A  za  > 0.
A  =
1
 ()
Z 1
0
t 1T (t) dt (1.10)
gde integral konvergira u uniformnoj operatorskoj toplogiji za sve  > 0.
Denisimo A 0 = I.
Lema 1.2.8 Za ;   0 vazi da je
A (+) = A   A :
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Lema 1.2.9 Postoji konstanta C tako da je
kA k  C za 0    1:
Lema 1.2.10 Za sve x 2 X imamo da je
lim
!0
A x = x:
Kombinujuci prethodne rezultate dobijamo da je
Lema 1.2.11 Ako A zadovoljava uslov (H) gde je ! < =2 onda je A t
C0 polugrupa ogranicenih linearnih operatora.
Lema 1.2.12 A  denisano u (1.10) je injektivno.
Denicija 1.2.5 Neka A zadovoljava uslov (H) gde je ! < =2. Za svako
 > 0 denisemo
A = (A ) 1:
Za  = 0, A = I.
U nastavku cemo pretpostaviti da A zadovoljava uslov (H) gde je ! < =2
i prezentovati neke osnovne osobine A.
Teorema 1.2.12 Neka je A dato denicijom 1.2.5. Onda vazi da je
(1) A zatvoren operator sa domenom D(A) = R(A ).
(2)    > 0 implicira D(A)  D(A).
(3) D(A) = X za sve   0.
(4) Ako su ;  realni, onda je
A+x = A  Ax
za sve x 2 D(A) gde je  = max(; ;  + ).
U deniciji 1.2.5 denisemo A na indirektan nacin. Za x 2 D(A) 
D(A), 0 <  < 1, imamo da vazi sledeca eksplicitna formula za Ax.
Teorema 1.2.13 Neka je 0 <  < 1. Ako je x 2 D(A) onda je
Ax =
sin

Z 1
0
t 1A(t+ A) 1x dt:
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Teorema 1.2.14 Neka je 0 <  < 1. Tada postoji konstanta C0 > 0 tako
da za sve x 2 D(A) i  > 0, imamo da je
kAxk  C0(kxk+  1kAxk)
i
kAxk  2C0kxk1 kAxk:
Moze se pokazati da ako A zadovoljava uslov (H) bez ikakvih restrik-
cija na !, onda je  A za   1=2 innitezimalni generator C0 polugrupe
ogranicenih linearnih operatora. Ako je ! < =2 kao sto smo pretpostavili,
onda je  A innitezimalni genearator analiticke polugrupe za sve 0 <  
1.
Zavrsicemo ovo poglavlje nekim rezultatima vezanim za A i analitickim
polugrupama T (t) generisanim sa  A.
Teorema 1.2.15 Neka je  A innitezimalni generator analiticke polugrupe
T (t). Ako je 0 2 (A) onda je
(1) T (t) : X ! D(A) za sve t > 0 i   0.
(2) Za sve x 2 D(A) imamo da je T (t)Ax = AT (t)x.
(3) Za sve t > 0 operator AT (t) je ogranicen i vazi
kAT (t)k Mt e t:
(4) Neka je 0 <   1 i x 2 D(A) onda je
kT (t)x  xk  CtkAxk:
1.3 Integrisane, konvolucione i C regularizo-
vane polugrupe
U nastavku ovog uvodnog poglavlja denisacemo tri klase polugrupa opera-
tora: integrisane, konvolucione i C regularizovane polugrupe i dati njihove
osnovne osobine. Nase izlaganje u ovoj sekciji ce biti rukovodjeno monogra-
jom [80].
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1.3.1 Integrisane polugrupe
Poznato je da apstraktni Cauchy-jev problem (1.7) gde jeA generator C0 po-
lugrupe, ima jedinstveno resenje za sve pocetne uslove x 2 D(A). Sada cemo
posmatrati familije ogranicenih operatora koje odgovaraju pocetnom prob-
lemu (1.7) a koji nema jedinstveno resenje za sve x 2 D(A). Prvi tip ovakvih
familija su n puta integrisane polugrupe. One odgovaraju pocetnom prob-
lemu (1.7) koji ima jedinstveno resenje za sve x 2 D(An+1). Ako A generise
C0 polugrupu T (t), onda je n puta integrisana polugrupa generisana sa A
primitivna funkcija n tog reda familije T (t). Nasuprot C0 polugrupama,
integrisane polugrupe mogu da ne budu eksponencijalno ogranicene, mogu
biti lokalno denisane na [0; T ) i njihovi generatori mogu da ne budu gusto
denisani. U ovom poglavlju cemo posmatrati nedegenerisane eksponenci-
jalno ogranicene i lokalno integrisane polugrupe.
Eksponencijalno ogranicene integrisane polugrupe
Denicija 1.3.1 Neka je n 2 N. Jedno parametarska familija ogranicenih
linearnih operatora fV (t) : t  0g se naziva eksponencijalno ogranicena
n puta integrisana polugrupa ako vaze sledeci uslovi
(V1) V (t)V (s) =
1
(n  1)!
Z s
0

(s  r)n 1V (t+ r)  (t+ s  r)n 1V (r)

dr;
za sve s; t  0;
(V2) V (t) je jako neprekidna u odnosu na t  0;
(V3) 9 K > 0; ! 2 R : kV (t)k  Ke!t; t  0:
Polugrupa V (t) se naziva nedegenerisana ako
(V4) V (t)x = 0 za sve t  0 implicira da je x = 0
C0 polugrupa se naziva 0 puta integrisana polugrupa.
Iz (V1) i (V4) sledi da je V (0) = 0.
Pretpostavimo da je T (t) C0 polugrupa. Posmatrajmo integrale
V1(t) =
Z t
0
T (s) ds; :::
Vn(t) =
Z t
0
Vn 1(s) ds =
Z t
0
(t  s)n 1
(n  1)! T (s) ds; t  0:
1.3 Integrisane, konvolucione i C regularizovane polugrupe 21
Tada za generator A imamo da vazi
 1(  A) 1 =
Z 1
0
e tV1(t) dt; :::
 n(  A) 1 =
Z 1
0
e tVn(t) dt; Re > !
tj.
(  A) 1 = RA() =
Z 1
0
ne tVn(t) dt:
Pokazacemo da operator RA(), koji je denisan gornjom jednakosti, zado-
voljava rezolventnu jednakost ako i samo ako Vn zadovoljava (V1) i (V3).
Propozicija 1.3.1 Neka je n 2 N i V (t) strogo neprekidna operatorska
funkcija takva da
9 K > 0; ! 2 R : kV (t)k  Ke!t; t  0:
Neka je
R() =
Z 1
0
ne tV (t) dt; Re > !:
Tada R() zadovoljava rezolventnu jednakost
(  )R()R() = R() R()
za sve ;  2 C takve da je Re; Re > ! ako i samo ako V (t) zadovoljava
(V1).
Ako je polugrupa fV (t) : t  0g nedegenerisana, onda je operator R()
invertibilan. Iz rezolventne jednakosti sledi da I R() 1 ne zavisi od , tj.
da postoji jedinstven operator A takav da je R() 1 = I   A za Re > !.
Ovaj operator A = I   R() 1 se naziva generator n puta integrisane
polugrupe fV (t) : t  0g.
Sada cemo utvrditi vezu izmedju integrisanih polugrupa i Cauchy-jevog
problema (1.7).
Propozicija 1.3.2 Neka je A generator n puta integrisane polugrupe fV (t) :
t  0g (gde je n 2 N [ f0g). Tada vazi da je
1) za x 2 D(A); t  0
V (t)x 2 D(A); AV (t)x = V (t)Ax;
i
V (t)x =
tn
n!
x+
Z t
0
V (s)Ax ds;
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2) za x 2 D(A); t  0 Z t
0
V (s)x ds 2 D(A);
i
A
Z t
0
V (s)x ds = V (t)x  t
n
n!
x;
3) za x 2 D(An); n 2 N
V (n)(t)x = V (t)Anx+
n 1X
k=0
tk
k!
Akx;
4) za x 2 D(An+1)
d
dt
V (n)(t)x = AV (n)(t)x = V (n)(t)Ax:
Slede teoreme Hille-Yosida-inog tipa za integrisane polugrupe.
Teorema 1.3.1 Neka je n 2 N [ f0g; ! 2 R; K > 0. Linearni operator A
je generator (n+ 1) puta integrisane polugrupe V (t) koja zadovoljava uslov
lim
!0
sup
h
h 1kV (t+ h)  V (t)k  Ke!t; t  0;
ako i samo ako postoji a  maxf!; 0g tako da je (a;1)  (A) i(  A) 1
n
(k)  Kk!
(  !)k+1
za sve  > a i k = 0; 1; :::. U ovom slucaju
(  A) 1 =
Z 1
0
n+1e tV (t) dt;  > a:
Na prvi pogled, ekvivalencija je slabija nego kod C0 polugrupa, ali ci-
njenica je da integrisane polugrupe, za razliku od C0 polugrupa, mogu da
nemaju gusto denisane generatore. Ako je D(A) = X, onda imamo sledecu
teoremu.
Teorema 1.3.2 Neka je A gusto denisan linearan operator takav da je
(a;1)  (A), gde je a  0; K > 0; ! 2 ( 1; a]. Tada je uslov
(1.3.1) ekvivalentan tvrdjenju: A je generator n puta integrisane polugrupe
fV (t) : t  0g, takve da je
kV (t)k  Ke!t:
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1.3.2  konvolucione polugrupe
Poznato je da se n puta integrisana polugrupa sa gusto denisanim genera-
torom A moze denisati kao familija ogranicenih linearnih operatora fV (t) :
t 2 [0; T )g koja zadovoljava da je
V (t)x  t
n
n!
x =
Z t
0
V (s)Ax ds =
Z t
0
AV (s)x ds; 0  t < T; x 2 D(A);
i
V (t)x  t
n
n!
x = A
Z t
0
V (s)x ds; x 2 X:
Slican pristup koristicemo i ovde za denisanje  konvolucionih polu-
grupa.
Generatori  konvolucionih polugrupa
Denicija 1.3.2 Neka je A zatvoren operator i () neprekidna funkcija na
[0; T ); T  1. Ako postoji jako neprekidna operatorska familija fS(t) : t 2
[0; T )g tako da je S(t)Ax = AS(t)x za x 2 D(A); t 2 [0; T ) i za sve x 2 XZ t
0
S(s)x ds 2 D(A)
i
S(t)x = A
Z t
0
S(s)x ds+(t)x; 0  t < T; (1.11)
gde je (t) =
R t
0
(s) ds, tada S(t) zovemo  konvoluciona polugrupa
generisana sa A, i A nazivamo generator familije S(t).
Specijalno, ako je (t) = tn=n!,  konvoluciona polugrupa S(t) je
n puta integrisana polugrupa. Ako je A generator C0 polugrupe T (t), onda
je
S(t)x =
Z t
0
(t  s)n 1
(n  1)! T (s)x ds
n puta integrisana polugrupa i  konvoluciona polugrupa. Ovo je razlog
zasto S(t) zovemo  konvoluciona polugrupa, a ne  konvoluciona polu-
grupa.
Odgovarajuci Cauchy-jev problem
v0(t) = Av(t) + (t)x; 0  t < T; v(0) = 0 (1.12)
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se naziva  konvolucioni Cauchy-jev problem. Ako postoji resenje Cauchy-
jevog problema
u0(t) = Au(t); 0  t < T; u(0) = x;
onda, kao sto je uobicajeno za nehomogene jednacine, imamo da je resenje
od (1.12) dato sa v =   u.
Sledeci rezultat povezuje postojanje  konvolucione polugrupe sa po-
nasanjem rezolvente (   A) 1. U odnosu na eksponencijalno ogranicene i
lokalno n puta integrisane polugrupe, gde je rezolventa polinomijalno ogra-
nicena u poluravni ili logaritamski ogranicenoj oblasti, redom, u "konvolu-
cionom" slucaju rezolventa postoji u nesto manjoj oblasti i moze rasti eks-
ponencijalno:
k(  A) 1k  KeM():
Ovde, realna funkcija M();  2 C; raste ne brze od  i odredjena je ste-
penom opadanja funkcije e(), Laplace-ova tansformacija od (t).
Teorema 1.3.3 Neka je () eksponencijalno ogranicena funkcija tako da je
je()j = O(e M()); kada jj ! 1:
Pretpostavimo da je A generator  konvolucione polugrupe fS(t) : 0  t <
Tg, onda postoji oblast
 =
n
 2 C : Re > M()
T
+ 
o
tako da je k(  A) 1k  KeM() za sve  2  i neko K > 0.
Napomena 1.3.1 Ako, umesto uslova
je()j = O(e M()); kada jj ! 1:
uzmemo da je
je()j = O(e M()); kada jj ! 1:
za neko , tada za svako
 2 T;; =
n
 2 C : Re > M()
T
+ 
o
imamo da je
k(  A) 1k  KeM():
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Napomena 1.3.2 Primetimo da je jednakost (1.11) posmatrana na celom
X, a ne na D(A). To je razlog zasto u ovoj teoremi, u odnosu na slucaj
integrisanih polugrupa, nemamo uslov da je D(A) = X.
Teorema 1.3.4 Pretpostavimo da
8 2 ;; k(  A) 1k  KeM()
za neke K; ; ;  > 0; i da je
je()j = O(e M(&)); kada jj ! 1
za neko & > 0 tako da je (&= 1) > 0. Tada je A generator  konvolucione
polugrupe na [0; T1) = [0; (&=  1)).
Kombinujuci ove rezultate dobijamo potrebne i dovoljne uslove da A bude
generator  konvolucione polugrupe.
Teorema 1.3.5 Neka je M();  2 C; realna funkcija koja u beskonacnosti
ne raste brze od p; p < 1. Tada su sledeci uslovi ekvivalentni:
(K) A je generator  konvolucione polugrupe na [0; T ) za neko T > 0, gde
je  takva da je
je()j = O(e M(&)); kada jj ! 1; za neko & > 0;
(R) 9 ; ;  > 0 : 8  2 ;;; k(  A) 1k  KeM();
(K1) za svako T > 0, A je generator  konvolucione polugrupe na [0; T ),
gde je  takva da je
je()j = O(e M(&)); kada jj ! 1; za neko & > 0;
(R1) 8  > 0 9 ;  > 0 : 8  2 ;;; k(  A) 1k  KeM().
U ovom slucaju  konvolucioni Cauchy-jev problem ima jedinstveno re-
senje v(t) =
R t
0
S(s)x ds; t 2 [0; T ) za svako x 2 X.
Koristeci jedinstvenost resenja  konvolucionog Cauchy-jevog problema
mozemo dobiti za  konvolucionu polugrupu njeno "polugrupovno" svojstvo
za sve t; s 2 [0; T ):
S(t)S(s) = S(s)S(t)
=
Z t+s
s
(t+ s  r)S(r) dr  
Z t
s
(t+ s  r)S(r) dr:
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1.3.3 C regularizovane polugrupe
Nastavicemo izlaganje uvodjenjem familije ogranicenih operatora koja se
naziva C regularizovana polugrupa. Ona odgovara apstraktnom Cauchy-
jevom problemu (1.7) koji ima jedinstveno resenje za x 2 CD(A), gde je C
neki invertibilan ogranicen operator.
Generatori C regularizovanih polugrupa
Pretpostavimo da je C injektivan, ogranicen operator na Banach-ovom pros-
toru X.
Denicija 1.3.3 Jedno-parametarska familija ogranicenih linearnih opera-
tora fS(t) : t  0g se naziva eksponencijalno ogranicena C regularizovana
polugrupa ako vazi da je
(C1) S(t+ h)C = S(t)S(h); t; h  0; S(0) = C;
(C2) S(t) je jako neprekidna u odnosu na t  0;
(C3) 9K > 0; ! 2 R : kS(t)k  Ke!t; t  0:
Iz (C1) za t = 0 dobijamo da S(h) komutira sa C za sve h  0:
(C4) S(h)C = CS(h); h  0.
Ako je C = I, onda C regularizovana polugrupa postaje C0 polugrupa.
Denisimo operator
L()x =
Z 1
0
e tS(t)x dt; x 2 X:
Ako je C = I, onda je L() = (   A) 1, gde je A generator odgovarajuce
C0 polugrupe.
Osobina (C3) implicira da je L() ogranicen operator za sve  2 C takve
da je Re > !. Pokazacemo da je ovaj operator, koji se naziva C rezolventa,
invertibilan i da zadovoljava "regularizovanu" rezolventnu jednakost.
Propozicija 1.3.3 Neka je fS(t) : t  0g eksponencijalno ogranisena C 
regularizovana polugrupa. Tada za sve ;  2 C takve da je Re;Re > !
vazi da je
(  )L()L() = L()C   L()C;
i postoji zatvoren operator Z denisan sa
Zx = (I   L() 1C)x;
D(Z) = fx 2 X : Cx 2 R(L())g: (1.13)
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Denicija 1.3.4 Operator Z denisan sa (1.13) se naziva generator C 
regularizovane polugrupe fS(t) : t  0g.
Pored generatora Z uvedimo i innitezimalne generatore A i G na sledeci
nacin
Ax = C 1 lim
t!0
t 1(S(t)x  Cx);
D(A) = fx 2 X : 9 lim
t!0
t 1(S(t)x  Cx) 2 R(C)g;
i
Gx = lim
t!0
t 1(C 1(S(t)x  Cx));
D(G) = fx 2 R(C) : 9 lim
t!0
t 1(C 1(S(t)x  Cx))g: (1.14)
Propozicija 1.3.4 Neka je fS(t) : t  0g eksponencijalno ogranicena C 
regularizovana polugrupa. Tada operatori G, A i Z zadovoljavaju sledecu
relaciju
G  A = Z:
Ako je R(C) = X, onda je D(G) = X.
Denicija 1.3.5 Zatvaranje operatora G denisanog sa (1.14) se naziva
kompletan innitezimalni generator C regularizovane polugrupe fS(t) : t 
0g.
Za kompletan innitezimalni generator imamo inkluziju G  Z = A.
Propozicija 1.3.5 Neka je fS(t) : t  0g eksponencijalno ogranicena C 
regularizovana polugrupa. Ako je (G) 6= ;, onda je G = A = Z.
Sledeca teorema daje jasnu vezu izmedju generatora C regularizovane
polugrupe i Cauchy-jevog problema (1.7).
Teorema 1.3.6 Neka je Z generator eksponencijalno ogranicene C regula-
rizovane polugrupe fS(t) : t  0g. Tada je
S(t)x  Cx = Z
Z t
0
S()x d; x 2 X;
S(t)x  Cx =
Z t
0
S()Zx d; x 2 D(Z);
dS(t)
dt
x = S(t)Zx = ZS(t)x; S(0)x = Cx; x 2 D(Z);
dU(t)
dt
x = ZU(t)x; U(0)x = x; x 2 CD(Z);
gde je U(t)x = C 1S(t)x:
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Sada cemo formulisati teoremu Hille-Yosida-inog tipa za C regularizovane
polugrupe.
Teorema 1.3.7 Neka je Z generator eksponencijalno ogranicene C regu-
larizovane polugrupe fS(t) : t  0g, tada je Z zatvoren. Ako je, dodatno,
R(C) = X, onda je Z gusto denisan. Za sve  2 C takve da je Re > !
vaze sledece osobine
(Z1) (I   Z) 1Cx = C(I   Z) 1x za sve x 2 R(I   Z);
(Z2) 9K > 0; k(I   Z) mCk  K
(Re  !)m ; m = 1; 2; ::::
Sledeca teorema se odnosi na C regularizovane polugrupe takve da je
R(C) = X.
Teorema 1.3.8 Neka je Z gusto denisan zatvoren linearan operator koji
zadovoljava uslove (Z1) i (Z2) za  2 C takve da je Re > !. Tada postoji
eksponencijalno ogranicena C regularizovana polugrupa fS(t) : t  0g takva
da joj je Z generator.
Integrisane polugrupe i C regularizovane polugrupe
Sledece dve teoreme utvrdjuju vezu izmedju C regularizovanih polugrupa i
integrisanih polugrupa.
Teorema 1.3.9 Neka je A linearan operator na X za koji vazi (A) 6= ;.
Neka je  2 (A) i n  0 ceo broj. Sledeca tvrdjenja su ekvivalentna:
(I) A je generator (n+1)-puta integrisane polugrupe fV (t) : t  0g na X,
koja zadovoljava da je
9K > 0; ! 2 R : kV (t+ h)  V (t)k  Khe!(t+h)
za sve t; h  0;
(II) A je generator C regularizovane polugrupe fS(t) : t  0g gde je
operator C = ((  A) 1)n+1, koja zadovoljava da je
9K > 0; ! 2 R : kS(t+ h)  S(t)k  Khe!(t+h)
za sve t; h  0.
U slucaju kada je A gusto denisan operator, dobijamo sledeci rezultat.
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Teorema 1.3.10 Neka je A gusto denisani linearan operator na X,  2
(A) i n 2 N. Sledeca tvrdjenja su ekvivalentna:
(I) A je generator n-puta integrisane eksponencijalno ogranicene polugrupe
fV (t) : t  0g;
(II) A je generator eksponencijalno ogranicene C regularizovane polugrupe
fS(t) : t  0g gde je operator C = (  A) n.

Glava 2
Evolucione jednacine sa
stohastickom perturbacijom
Osnovni cilj ove glave je izucavanje stohastickih Cauchy-jevih problema obli-
ka
d
dt
U(t; x; !) = AU(t; x; !) +BU(t; x; !) + F (t; x; !)
U(0; x; !) = U0(x; !);
(2.1)
gde t 2 (0; T ], ! 2 
, i U(t; ; !) pripada nekom Banach-ovom prostoru X.
Operator A je gusto denisan, generise C0 polugrupu, a B je ogranicen li-
nearan operator koji zajedno sa Wick-ovim prizvodom  uvodi perturbaciju
konvolucionog tipa u jednacinu. Za sve stohasticke procese se pretpostavlja
da su dati Wiener-Ito^-ovom haos ekspanzijom. Detaljno objasnjenje delo-
vanja operatora A i B u ovakvoj postavci ce biti demonstrirano u Poglavlju
2.2.
Nasa istrazivanja su inspirisana radom [71] gde su autori dali detaljna
objasnjenja jednacine oblika
d
dt
u(t; x; !) = Au(t; x; !) + (Mu(t; x; !))
= Au(t; x; !) +
Z
Mu(t; x; !)W (x; !) dx;
gde  oznacava Skorokhod-ov integral a W oznacava proces prostornog belog
suma. U Propoziciji 2.2.2 cemo dokazati da za svaki operator M postoji
odgovarajuci operator B tako da je Bu = (Mu). S druge strane, klasa
operatora B je mnogo veca. Ovo je takodje tacno i za klasu operatora A
koje posmatramo (detaljnja analiza svih operatora je data u Polgavlju 2.2.1).
Dakle, uopstili smo rezultate date u [71] i [72] na vecu klasu stohastickih
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diferencijalnih jednacina koje su date sa dva multiplikativna linearna opera-
tora: A koji deluje kao uobicajena multiplikacija, dok B deluje kao Wick-ov
prizvod konvolucionog tipa.
Neke klase stohastickih parcijalnih diferencijalnih jednacina, tacnije sto-
hasticki Dirichlet-ovi problemi oblika Lu + f = 0; posmatrani su u nekim
ranijim radovima [91], [92], [63]. Kao prirodan sled ovog niza radova u ovoj
glavi cemo dati i analizu parabolicne SPDJ-ne oblika (2.3). Ove jednacine
takodje ukljucuju kao specijalne slucajeve i jednacine oblika d
dt
u = Lu + f
i d
dt
u = Lu + f , gde je L strogo elipticni parcijalni diferencijalni operator
drugog reda. Ove jednacine opisuju provodjenje toplote u slucajnoj sredini
(nehomogenoj ili anizotropnoj sredini), gde su osobine materijala modelovane
pozitivno denitnom stohastickom matricom.
Medju ostalim specijalnim slucajevima jednacine (2.3) su jednacina pro-
vodjenja toplote sa slucajnim potencijalom d
dt
u = u + Bu, Schrodinger-
ova jednacina (i~) d
dt
u = u+Bu+ f , transportna jednacina d
dt
u = d
2
dx2
u+
W d
dx
u odredjena belim sumom kao sto je dato u [94], uopstena Langevin-
ova jednacina d
dt
u = Ju+C(Y 0); gde je Y Levy-jev proces, J innitezimalni
generator C0 polugrupe i C ogranicen operator, kao sto je izucavano u [3],
kao i jednacina d
dt
u = Lu+Wu; gde je L strogo elipticni parcijalni diferen-
cijalni operator kao sto je posmatrano u [13] i [40].
Jednacine oblika d
dt
u = Au + BW su posmatrane u [78] i [79], gde A
ne generise obavezno C0 polugrupu, vec r-integrisanu ili konvolucionu polu-
grupu.
Da bismo resili pocetni problem (2.3) primenicemo metod Wiener-Ito^-ove
haos ekspanzije, takodje poznat kao metod propagacije. Ovom metodom mi
svodimo SPDJ na beskonacan trougaoni sistem PDJ-na, koij se moze resiti
indukcijom. Sumirajucu sve koecijente ekspanzije i dokazujuci konvergen-
ciju u odgovarajucim tezinskim prostorima, dobijamo resenje pocetne SPDJ.
Takodje smo posmatrali i stacionarnu jednacinu AU + BU + F = 0.
Do sada, elipticne SPDJ-ne su izucavane u [63], [72], [91] i [92]. Metod haos
ekspanzije takodje mozemo primeniti na parabolicne SPDJ-ne [43] i SPDJ-ne
sa singularitetima [98]. Jedana od njegovih prednosti je sto moze da da eksp-
licitno resenje u terminima razvoja u red, koji se lako moze implementirati i
primeniti u numerickim aproksimacijama i racunarskima simulacijama.
U nastavku glave uvek cemo pretpostavljati da je X Banach-ov prostor.
Koristicemo i poznate nejednakosti:
(a1 +   + an)  n(a21   + a2n); n 2 N; a1; : : : ; an 2 R;
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Cauchy-Schwartz-ovu nejednakost
X
i
jaibij 
X
i
a2i
 1
2
X
i
b2i
 1
2
;
kao i uopstenu nejednakost Minkowski-og:X
k
 X
i+j=k
aibj
2

X
i
ai
2X
j
b2j

:
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2.1.1 Uopsteni stohasticki procesi
Siroku klasu slucajnih procesa koji se na prirodan nacin javljaju u prime-
nama, nemoguce je denisati na klasican nacin. Izvod Brown-ovog kretanja,
odnosno proces belog suma je mozda najpoznatiji od njih. Koncept belog
suma se pokazao kao odlican model naglih i velikih uktuacija u dinamickim
sistemima, ali ga je matematicki korektno moguce denisati jedino u okviru
teorije uopstenih funkcija (distribucija). Uopsteni stohasticki procesi su prvi
put uvedeni 1955. u radovima I. M. Gel'fanda, N. Vilenkina i K. Urbanika,
a zatim je osmdesetih godina ova teorija dozivela snazan razvoj u K. Ito^-vim
i T. Hida-inim radovima. Tokom poslednjih decenija za razvoj ove teorije
prvenstveno su zasluzni T. Hida, Y. Kondratiev, H. Kuo i B. ksendal.
U nastavku ovog poglavlja cemo u izuzetno sazetom obliku, samo koliko
je neophodno, izloziti najosnovnije cinjenice o uopstenim stohastickim pro-
cesima za vise informacija videti iscrpne monograje [35], [39], zatim [97],
[61], kao i reference koje su tu navedene.
Denicija 2.1.1 Hermite-ov polinom n tog reda, n 2 N0; je denisan sa
hn(x) = ( 1)nex
2
2
dn
dxn
(e 
x2
2 ):
Prvih nekoliko Hermite-ovih polinoma su: h0(x) = 1; h1(x) = x; h2(x) =
x2   1; h3(x) = x3   3x; h4(x) = x4   6x2 + 3; : : :
Dobro je poznata cinjenica da:
Propozicija 2.1.1 Familija f 1p
n!
hn(x) : n 2 Ng cini ortonormiranu bazu
prostora L2(R; d), gde je d = 1p
2
e 
x2
2 dx Gauss-ova mera.
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Denicija 2.1.2 Hermite-ova funkcija (n + 1) og reda, n 2 N0, je deni-
sana sa
n+1(x) =
1
4
p

p
2nn!
e 
x2
2 hn(
p
2x):
Prvih nekoliko Hermite-ovih funkcija su: 1(x) =
1
4
p

e 
x2
2 ; 2(x) =
p
2x
4
p

e 
x2
2 ;
3(x) =
2x2 1p
2 4
p

e 
x2
2 ; 4(x) =
2x3 3xp
3 4
p

e 
x2
2 ; : : :
Takodje, dobro je poznata cinjenica da:
Propozicija 2.1.2 Hermite-ove funkcije cine ortonormiranu bazu prostora
L2(R; dx); gde je dx Lebesgue-ova mera.
Schwartz-ov prostor brzo opadajucih funkcija je prostor
S(R) = ff 2 C1(R) : 8n;m 2 N0; sup
x2R
jxnf (m)(x)j <1g;
gde je topologija na S(R) data familijom seminormi
kfkn;m = sup
x2R
jxnf (m)(x)j; n;m 2 N0:
Prostor S(R) je nuklearan prebrojiv Hilbert-ov prostor. Schwartz-ov prostor
sporo rastucih (temperiranih) distribucija, oznacen sa S 0(R), je dualni prostor
od S(R). Za Schwartz-ove prostore je dobro poznata cinjenica da grade
Gel'fand-ovu trojku, S(R)  L2(R)  S 0(R), kao i da su date inkluzije
neprekidne. Takodje, dobro je poznata i sledeca cinjenica:
Teorema 2.1.1 1. Funkcija f pripada prostoru S(R) ako i samo ako je
oblika
f =
X
k2N
akk; gde je
X
k2N
kpjakj2 <1 za sve p 2 N
i koecijenti su dati sa ak = hf; ki 2 C.
2. Funkcija f pripada prostoru S 0(R) ako i samo ako je oblika
f =
X
k2N
akk; gde je
X
k2N
k pjakj2 <1 za neko p 2 N
i koecijenti su dati sa ak = hf; ki 2 C.
Neka je E nuklearan prebrojiv Hilbert-ov prostor topologizovan nizom
seminormi j  jn. Borelova  algebra B(E 0) je  algebra generisana slabom
topologijom prostora E 0.
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Denicija 2.1.3 Funkcija C : E ! C se naziva karakteristicna funkcija ako
ima osobine
1. C je neprekidna na E,
2. C(0) = 1,
3. C je pozitivno denitna, tj. za proizvoljne z1; : : : ; zn 2 C i 1; : : : ; n 2
E vazi
nX
j;k=1
zjzkC(j   k)  0:
Teorema 2.1.2 (Bochner - Milnos) Neka je E nuklearan prostor i C ka-
rakteristicna funkcija na njemu. Tada postoji jedinstvena mera C na pros-
toru (E 0;B(E 0)) takva da je za svako  2 EZ
E0
eih!;idC(!) = C();
gde h ; i oznachava dejstvo distribucije ! 2 E 0 na test funkciju  2 E:
Prostor verovatnoce cemo oznaciti sa (
;F; P ) i u nastavku ove glave uvek
cemo pretpostavljati da je to Gauss-ovski prostor belog suma (S 0(R);B; );
gde S 0(R) oznacava prostor temperiranih distribucija, B je Borel-ova  al-
gebra generisana slabom topologijom na S 0(R) i  je mera Gauss-ovog belog
suma koja odgovara karakterisiticnoj funkcijiZ
S0(R)
eih!;id(!) = exp

 1
2
kk2L2(R)

;  2 S(R);
data Bochner-Minlos-ovom teoremom.
Koristicemo i sledecu notaciju za kvadratno integrabilne slucajne promen-
ljive nad S 0(R) u odnosu na meru , tj. sucajne promenljive sa konacnim
drugim momentom, L2(
; ) (videti [39]), gde je 
 = S 0(R) i  mera Gauss-
ovog belog suma. L2(
; ) je Hilbert-ov prostor.
Denisimo skup multi-indeksa I sa (NN0 )c, tj. skup svih nizova nene-
gativnih celih brojeva koji imaju samo konacno mnogo nenula komponenti.
Posebno, oznacimo da 0 = (0; 0; 0; : : :) multi-indeks kojem su sve komponente
nula; i oznacimo sa "k = (0; 0; : : : ; 1; 0; 0; : : :); k 2 N; multi-indeks koji
ima 1 na k tom mestu, dok su mu sve ostale komponente jednake nuli.
Duzina multi-indeksa je jj = P1i=1 i; za  = (1; 2; : : :) 2 I, i uvek je
konacna. Slicno, ! =
Q1
i=1 i!, i sve ostale operacije se takodje izvode po
komponentama. Koristicemo i sledecu konvenciju da je    denisano ako
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je n n  0 za sve n 2 N, tj. ako je    0, i ostaviti   nedenisano
ako je n < n za neko n 2 N. Za multi-indekse ;  2 I uvodimo oznaku
 = 11 
2
2 : : : i specijalnu oznaku koju su uveli autori u [39]
(2N) =
1Y
n=1
(2n)n ;  = (1; 2; : : : ; N ; 0; 0 : : :) 2 I:
Propozicija 2.1.3 (Zhang, 1992) Suma
P
2I(2N) p konvergira ako i sa-
mo ako je p > 1.
Oznacimo se H;  2 I; Fourier-Hermite-ove polinome,
H(!) =
1Y
n=1
hn(h!; ni);  = (1; 2; : : : ; n : : :) 2 I; ! 2 
 = S 0(R);
denisane pomocu Hermite-ovih ortogonalnih polinoma hn i Hermite-ovih
funkcija n. Poznato je da fHg2I obrazuju ortogonalnu bazu Hilbert-ovog
prostora L2(
; ). Vazi i E(HH) = !, gde  oznacava Kronecker-ov
delta simbol. Wiener-Ito^-ova teorema (ponekad takodje nazivana i Cameron-
Martin-ova teorema) daje reprezentaciju svake slucajne promenljive u ortog-
onalnoj bazi.
Teorema 2.1.3 (Wiener-Ito^-ova haos ekspanzija) Proizvoljan element
F 2 L2(
; ) ima jedinstvenu reprezentaciju oblika
F (!) =
X
2I
fH(!); ! 2 S 0(R); f 2 R;  2 I;
tako da vazi
kFk2L2(
;) =
X
2I
jfj2! <1;
gde se koecijenti f dati sa f = (F;H)L2(
;) = E(f H),  2 I:
Oznacimo sa Hm prostor haosa m tog reda, tj. zatvaranje linearnog
potprostora razapetog nad ortogonalnim polinomima H() gde je jj = m,
m 2 N0. Tada iz Wiener-Ito^-ove haos ekspanzije dobijamo da je L2(
; ) =L1
m=0Hm, gde je H0 skup konstanti u L
2(
; ). Dakle, svako F 2 L2(
; )
se moze predstaviti u obliku
F (!) =
X
n2N
X
jj=n
fH(!):
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Napomenimo da je haos prostor prvog reda H1 potprostor od L
2(
; ), raza-
pet nad polinomima H"k(!) = h!; ki, k 2 N. Potprostor H1 sadrzi Gauss-
ove stohasticke procese, npr. Brown-ovo kretanje je dato haos ekspanzijom
B(t; !) =
1X
k=1
Z t
0
k(s)ds H"k(!):
Dobro je poznato da vremenski izvod Brown-ovog kretanja (proces belog
suma) ne postoji u klasicnom smislu. Medjutim, uzimajuci slabiju topologiju
na L2(
; ), T. Hida [35] je denisao prostor uopstenih slucajnih procesa koji
sadrzi beli sum kao izvod Brown-ovog kretanja. Upucujemo citaoca na [35],
[39] za vise cinjenica o analizi belog suma (kao beskonacno dimenzionalnom
analogonu Schwartz-ove teorije deterministickih uopstenih funkcija).
Prateci ideju o konstrukciji Schwartz-ovih temperiranih distribucija S 0(R)
kao induktivnog limita nad prostorom L2(R) sa odgovarajucim tezinama,
moze se denisati prostor stohastickih uopstenih slucajnih promenljivih nad
prostorom L2(
; ) dodavanjem odgovarajucih tezina u uslove konvergen-
cije slucajnih promenljivih datih Wiener-Ito^-ovim haos ekspanzijama. Kao
primere prostora uopstenih stohastickih funkcija predstavljamo Hida-ine pro-
store i prostore Kondratiev-a.
Denisimo Banach-ove prostore, za svako p 2 N0;  2 [0; 1]; sa
(S);p = fF =
X
2I
fH 2 L2(
; ) : kFk2(S);p =
X
2I
(!)1+ f 2 (2N)p <1g:
Njihovi topoloski dualni prostori su dati, za svako p 2 N0;  2 [0; 1], sa
(S) ; p = fF =
X
2I
fH : kFk2(S) ; p =
X
2I
(!)1  f 2(2N) p <1g:
Denicija 2.1.4 Kondratiev prostor uopstenih slucajnih promenljivih je
(S)  =
[
p2N0
(S) ; p
snabdeven induktivnom topologijom. On je jak dual prostora
(S) =
\
p2N0
(S);p;
koji se naziva Kondratiev prostor test slucajnih promenljivih koji je snabde-
ven projektivnom topologijom.
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Za  = 0 prostori se nazivaju Hida-ini, a za  = 1 dobija se najveci
Kondratiev prostor uopstenih slucajnih promenljivih (S) 1. Vazi
(S)1      (S)0  L2(
; )  (S) 0      (S) 1:
Beli sum zivi u (S) 0. U nastavku uvek cemo raditi u prostoru Kondratiev-a
(S) 1: Dodatno,
(S)1  L2(
; )  (S) 1
formiraju Gel'fand-ovu trojku sa neprekidnim inkluzijama.
Primer 2.1.1 Vremenski izvod Brown-ovog kretanja postoji u uopstenom
smislu i pripada Kondratiev-om prostoru (S) 0; p za p  512 . Mi cemo ga
nazivati beli sum i njegova formalna ekspanzija je data sa
W (t; !) =
1X
k=1
k(t)H"k(!):
Poznato je da u opstem slucaju nije moguce denisati mnozenje uopstenih
funkcija koje predstavlja prosirenje klasicnoh mnozenja realnih brojeva. Prob-
lem mnozenja uopstenih stohastickih funkcija se prevazilazi uvodjenjemWick-
ovog proizvoda. Wick-ov proizvod je dobro denisan u prostorima test i
uopstenih funkcija Hida-e i Kondratiev-a (videti [35], [39]).
Denicija 2.1.5 Neka je  2 [0; 1] i neka su F;G 2 (S)  dati svojim haos
ekspanzijama F (!) =
P
2I fH(!), G(!) =
P
2I gH(!), za jedinstvene
f; g 2 R. Wick-ov proizvod F i G je element FG denisan sa
FG(!) =
X
2I
 X
+=
fg
!
H(!): (2.2)
Specijalno, za  = 1 vazi GG 2 (S) 1, tj. Kondratiev prostor uopstenih
slucajnih promenljivih je zatvoren za Wick-ov proizvod.
U radu [90] prosirena je denicija stohastickih procesa na procese koji
imaju haos ekspanziju oblika
U(t; !) =
X
2I
u(t)H(!);
gde su koecijenti u elementi nekog Banach-ovog prostora X. Kazemo da
je U uopsten stohasticki proces sa vrednostima u Banach-ovom prostoru X,
tj. U(t; !) 2 X 
 (S) 1 ako postoji p > 0 tako da je
kUk2X
(S) 1; p =
X
2I
kuk2X(2N) p <1:
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Wick-ov proizvod uopstenih stohastickih procesa se denise na slican
nacin kao i za uopstene slucajne promenljive. Pretpostavimo da je u Banach-
ovom prostoru X denisano mnozenje elemenata. Tada se Wick-ov proizvod
uopstenih stohastickih procesa denise tackasto.
Denicija 2.1.6 Wick-ov proizvod uopstenih stohastickih procesa F (t) =P
2I f(t)H; G(t) =
P
2I g(t)H 2 X 
 (S) 1; t  0; je dat sa
F (t)G(t) =
X
2I
X
+=
f(t)g(t)H =
X
2I
X

f(t)g (t)H:
Slicno, n ti Wick-ov stepen je denisan sa F n = F (n 1)F , F 0 = 1.
Primetimo da je Hn"k = H
n
"k
za n 2 N0, k 2 N.
Na primer, neka je X = Ck[0; T ], k 2 N. U radu [91] pokazano je da se
diferenciranje stohastickog procesa moze izvrsiti diferenciranjem koecijenata
haos ekspanzije, tj. na osnovu toga sto je (S) 1 nuklearan prostor dobijamo
da je Ck([0; T ]; (S) 1) = Ck[0; T ]
 (S) 1. To znaci da je stohasticki proces
U(t; !) k puta neprekidno diferencijabilan ako i samo ako su svi njegovi
koecijenti u(t),  2 I; u prostoru Ck[0; T ].
Isto vazi i za stohasticke procese sa vrednostima u Banach-ovom prostoru,
tj. elemente iz Ck([0; T ]; X)
(S) 1, gde je X proizvoljan Banach-ov prostor.
Na osnovu nuklearnosti prostora (S) 1, ovi procesi se mogu posmatrati kao
elementi tenzorskog prizvoda prostora, te vazi
Ck([0; T ]; X 
 (S) 1) = Ck([0; T ]; X)
 (S) 1 =
1[
p=0
Ck([0; T ]; X)
 (S) 1; p:
2.1.2 Fredholm-ova alternativa
Radi lakseg pracenja i kompletnosti izlaganja, u nastavku cemo ukratko pred-
staviti dobro poznatu Fredholm-ovu alternativu, prateci pristup dat u [29].
Neka su X1 i X2 normirani vektorski prostori. Preslikavanje T : X1 ! X2
se naziva kompaktno (ili kompletno neprekidno) ako T preslikava ogranicene
skupove iz X1 na relativno kompaktne skupove u X2, ili ekvivalentno, ako
T preslikava svaki ogranicen niz iz X1 na niz u X2 takav da ima bar jedan
konvergentan podniz. Iz ovoga sledi da je kompaktno linearno preslikavanje
takodje i neprekidno, ali obrnuto nije tacno u opstem slucaju, sem ako je X2
konacno-dimenzionalni prostor.
Fredholm-ova alternativa (ili Riesz-Schauder teorija) posmatra kompakt-
ne linearne operatore koji preslikavaju prostor X na samog sebe i prosirenje
je teorije linearnih preslikavanja konacno-dimenzionalnih prostora.
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Teorema 2.1.4 Neka je T kompaktno linearno preslikavanje normiranog
vektorskog prostora X na samog sebe. Tada vazi tacno jedno od tvrdjenja:
1. Homogena jednacina
x  Tx = 0
ima netrivijalno resenje x 2 X.
2. Za svako y 2 X, jednacina
x  Tx = y
ima jedinstveno odredjeno resenje x 2 X.
Dodatno, u slucaju 2., operator (I   T ) 1, cije postojanje je tu takodje pret-
postavljeno, je ogranicen operator.
Neki aspekti spektralnog ponasanja kompaktnog linearnog operatora slede
iz Teoreme 2.1.4. Broj  se naziva sopstvena vrednost operatora T ako postoji
nenula element x iz X (koji se naziva sopstveni vektor) tako da vazi Tx = x.
Jasno je da sopstveni vektori koji odgovaraju razlicitim sopstvenim vrednos-
tima moraju biti linearno nezavisni. Dimenzija jezgra operatora S = I T
se naziva visestrukost sopstvene vrednosti . Ako 0 6=  2 R nije sopst-
vena vrednost operatora T , na osnovu Teoreme 2.1.4, rezolventni operator
R = (I  T ) 1 je dobro denisan, ogranicen linearan operator na prostoru
X.
Teorema 2.1.5 Kompaktno linearno preslikavanje T normiranog vektorskog
prostora na samog sebe ima prebrojiv skup sopstvenih vrednosti koje nemaju
tacku nagomilavanja sem mozda tacke  = 0. Svaka nenula sopstvena vred-
nost ima konacnu visestrukost.
2.2 Stohasticki operatori
Denicija 2.2.1 Neka je X Banach-ov prostor i O : X
(S) 1 ! X
(S) 1
operator koji deluje nad prostorom stohastickih procesa. Operator O cemo
nazivati koordinatni operator ako postoji familija operatora o : X ! X,  2
I, takva da je O(
P
2I fH) =
P
2I o(f)H za sve F =
P
2I fH 2
X 
 (S) 1.
Jasno, nisu svi operatori koordinatni, na primer O(F ) = F 2 ne moze biti
zapisan u ovoj formi.
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Denicija 2.2.2 Potklasa jednostavnih koordinatnih operatora se sastoji od
onih operatora za koje vazi da je o = o = o, ;  2 I, sto znaci, da oni
mogu biti zapisani u formi O(
P
2I fH) =
P
2I o(f)H za neki operator
o : X ! X.
Na primer, operator diferenciranja [91] i Fourier-ova transformacija [98] su
jednostavni koordinatni operatori. Ornstein-Uhlenbeck-ov operator je koor-
dinatni operator ali nije jednostavan koordinatni operator.
Primetimo da cak i ako su svi o,  2 I, ograniceni linearni operatori,
koordinatni operator O sam ne mora biti ogranicen. Ako su o,  2 I,
uniformno ograniceni za neko C > 0, tada je O takodje ogranicen operator.
Ovo sledi iz
kO(F )k2X
(S) 1; p 
X
2I
kok2L(X)kfk2X(2N) p
 C2
X
2I
kfk2X(2N) p = C2kFk2X
(S) 1; p <1;
za F 2 X 
 (S) 1; p.
Pomenuti uslov je dovoljan, ali nije potreban, i moze biti oslabljen pri-
menom potapanja (S) 1; p  (S) 1; q, q  p.
Lema 2.2.1 Neka je O koordinatni operator za koji su svi o,  2 I, poli-
nomno ograniceni, tj. kokL(X)  R(2N)r za neke r;R > 0. Tada, postoji
q  p tako da je O : X 
 (S) 1; p ! X 
 (S) 1; q ogranicen.
Dokaz. Neka je q  p+ 2r. Tada,
kO(F )k2X
(S) 1; q  R2
X
2I
(2N)2rkfk2X(2N) q = R2
X
2I
kfk2X(2N) (q 2r)
 R2
X
2I
kfk2X(2N) p = R2kFk2X
(S) 1; p <1:
Dakle, kOkL(X)
(S) 1  R. 
Primetimo da je uslov kokL(X)  R(2N)r za neke r;R > 0 zapravo
ekvivalentan tvrdjenju da postoji r > 0 tako da je
P
2I kok2L(X)(2N) r <
1.
U ovoj glavi cemo posmatrati pocetni problem
d
dt
U(t; !) = AU(t; !) +BU(t; !) + F (t; !); t 2 (0; T ]; ! 2 
;
U(0; !) = U0(!);
(2.3)
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takav da su i A i B koordinatni operatori, tj. da su sacinjeni od familija ope-
ratora fAg2I, fBg2I, redom. Za operatore A,  2 I, cemo pretpostaviti
da su innitezimalni generatori C0 polugrupa sa zajednickim domenom D
gustim u X, a delovanje operatora A je dato sa
A(U) =
X
2I
A(u)H;
za U =
P
2I uH 2 Dom(A)  D 
 (S) 1, gde je
Dom(A) =
= fU =
X
2I
uH 2 D 
 (S) 1 : 9pU > 0;
X
2I
kA(u)k2X(2N) pU <1g:
Za operatoreB,  2 I, cemo pretpostaviti da su ograniceni linearni operatori
na X, a delovanje operatora B : X 
 (S) 1 ! X 
 (S) 1 je denisiano sa
B(U) =
X
2I
X

B(u )H =
X
2I
X
+=
B(u)H:
U naredne dve leme cemo dati dovoljne uslove koji obezbedjuju da je ope-
rator B dobro-denisan. Oba uslova su zapravo ekvivalentna cinjenici da je
familija B,  2 I, polinomno ogranicena, ali daju nije ocene stohastickog
reda (Kondratiev-ih tezina) domena i kodomena od B.
Lema 2.2.2 Ako su operatori B,  2 I, takvi da jeX
2I
kBk2L(X)(2N) r <1 za neko r > 0;
onda je B dobro-denisano preslikavanje
B : X 
 (S) 1; p ! X 
 (S) 1; (p+r+m); m > 1:
Dokaz. Za U 2 X 
 (S) 1; p i q = p+ r +m vazi da jeX
2I
k
X
+=
B(u)k2X(2N) q 
X
2I
h X
+=
kBkL(X)kukX
i2
(2N) (p+r+m)

X
2I
(2N) m
 X
+=
kBk2L(X)(2N) r
! X
+=
kuk2X(2N) p
!
M
 X
2I
kBk2L(X)(2N) r
! X
2I
kuk2X(2N) p
!
<1;
gde je M =
P
2I(2N) m <1, za m > 1. 
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Lema 2.2.3 Ako su operatori B,  2 I, takvi da jeX
2I
kBkL(X)(2N)  r2 <1 za nekor > 0;
onda je B dobro-denisano preslikavanje
B : X 
 (S) 1; r ! X 
 (S) 1; r:
Dokaz. Za U 2 X
(S) 1; r, koristeci uopstenu nejednakost Minkowski-og,
imamo da vaziX
2I
k
X
+=
B(u)k2X(2N) r 
X
2I
h X
+=
kBkL(X)kukX
i2
(2N) r

X
2I
h X
+=
kBkL(X)(2N)  r2kukX(2N)  r2
i2

 X
2I
kBkL(X)(2N)  r2
!2X
2I
kuk2X(2N) r <1:
2.2.1 Specijalni slucajevi stohastickih operatora
Jedni od najznacajnijih operatora stohastickog racuna su operatori Malliavin-
ovog racuna. Podestimo se njihovih denicija u uopstenom S 0(R) slucaju
[62].
 Malliavin-ov izvod, D, kao stohasticki gradijent u pravcu belog suma, je
linearno i neprekidno preslikavanje D : X
 (S) 1 ! X
S 0(R)
 (S) 1
dato sa
Du =
X
2I
X
k2N
k u 
 k 
H "k ; za u =
X
2I
u 
H:
U terminima kvantne teorije on odgovara operatoru anihilacije koji
smanjuje red prostora haosa ( D : Hm ! Hm 1).
 Skorokhod-ov integral, , kao prosirenje Ito^-vog integrala na neadapti-
rane procese, je linearno i neprekidno preslikavanje  : X 
 S 0(R) 

(S) 1 ! X 
 (S) 1 dato sa
(F ) =
X
2I
X
k2N
f
v;k
H+"k ; za F =
X
2I
f

 X
k2N
v;k k
!

H:
On je adjungovni operator za operator Malliavin-ovog izvoda i u ter-
minima kvantne teorije odgovara operatoru kreacije povecavajuci red
prostora haosa ( : Hm ! Hm+1).
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 Ornstein-Uhlenbeck-ov operator, R, kao kompozicija prethodna dva  
D, je stohasticki analogon Laplace-ovog operatora. On je linearno i
neprekidno preslikavanje R : X 
 (S) 1 ! X 
 (S) 1 dato sa
R(u) =
X
2I
jju 
H; za u =
X
2I
u 
H:
U terminima kvantne teorije on odgovara operatoru broja. On je samo-
adjungovan operator R : Hm ! Hm sa sopstvenim vektorima jednakim
baznim vektorima H,  2 I, tj. R(H) = jjH,  2 I. Dakle, Gauss-
ovski procesi sa ocekivanjem nula su zapravo ksne tacke Ornstein-
Uhlenbeck-ovog operatora.
Primetimo da je Ornstein-Uhlenbeck-ov operator koordinatni operator, dok
Malliavin-ov izvod i Skorokhod-ov integral nisu koordinatni operatori.
Ornstein-Uhlenbeck-ov operator je innitezimalni generator polugrupe
Tt = e
tR, t  0, date sa Tt(u) =
P
2I e
 jjtu 
H, za u =
P
2I u 
H 2
X 
 (S) 1. On je takodje usko povezan sa Ornstein-Uhlenbeck-ovim pro-
cesom. Ornstein-Uhlenbeck-ov proces je resenje stohasticke diferencijalne
jednacine du(t; !) =  u(t; !)dt + dB(t; !), u(0; !) = u0(x; !), i dat je sa
u(t; !) = e tu0(!)+
R t
0
et sdB(s; !). On je proces Markov-a sa tranzicionom
polugrupom fTtgt0 [12]. Resenje uopstene jednacine provodjenja toplote
d
dt
u + R(u) = 0, u(0) = u0, je dato sa u = Tt(u0), tj. u(t; x) = (Ttu0)(x)
i (Tt')(x) = E('(u(t; x)) za svako ' 2 Cb(R) i u je Ornstein-Uhlenbeck-ov
proces.
Vratimo se sada nasoj jednacini
d
dt
U(t; !) = AU(t; !) +BU(t; !) + F (t; !); (2.4)
gde su A i B koordinatni operatori, kao sto je opisano u Poglavlju 2.2,
sacinjeni od familija operatora fAg2I, fBg2I, redom, gde su A innite-
zimalni generatori na X a B ograniceni linearni operatori X, obe familije
su polinomno ogranicene, i njihova delovanja su data sa
AU =
X
2I
A(u)H; za U =
X
2I
uH; (2.5)
BU =
X
2I
X

B(u )H; za U =
X
2I
uH: (2.6)
Neki od vaznih specijalnih slucajeva su navedeni kao sto sledi:
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I) Specijalni slucajevi za A:
1) A je jednostavan koordinatni operator, tj. A = A;  2 I; gde
je A innitezimalni generator C0 polugrupe na X. Takvi opera-
tori su, su na primer Laplace-ov operator  na X = W 2;2(Rn) ili
bilo koji strogo elipticni linearan parcijalni diferencijalni operator
parnog reda P (x;D) =
P
jj2m a(x)D
. Na primer, elipticni ope-
rator drugog reda moze da se napise u divergentnoj formi kao
L = r(Qr+b)+cr, gde je Q pozitivno denitna funkcionalna
matrica.
2) A = A+R;  2 I, gde je A kao u 1), dok su R;  2 I; ograniceni
linearni operatori na X takvi da je R koordinatni operator
RU(t; !) =
X
2I
Ru(t)H(!):
Posebno, ako uzmemo da je A = 0 i R da je multiplikativni
operator R(x) = r  x, x 2 X, tada je rezultujuci operator
R samo-adjungovan operator sa sopstvenim vrednostima r koje
odgovaraju sopstvenim vektorima H; pa predstavlja prirodno
uopstenje Ornstein-Uhlenbeck-ovog operatora. Za r = jj,  2 I,
dobijamo Ornstein-Uhlenbeck-ov operator R.
Konacno, primetimo da se svaki ogranicen linearan koordinatni
operatorRmoze zapisati u formiRu = (Mu), gde jeM uopstenje
Malliavin-ovog izvoda. Ovo ce biti dokazano u Propoziciji 2.2.1.
II) Specijalni slucajevi za B:
1) B je operator koji deluje kao multiplikativni operator determinis-
tickom funkcijom, tj. B = b za  = (0; 0; 0; 0; : : :) i B = 0 za
sve ostale  2 I. Tada je njegovo delovanje dato sa
BU(t; !) =
X
2I
b  u(t)H(!):
Na primer, mozemo uzeti da je X = L2(Rn) i da je b = b(x),
x 2 Rn, esencijalno ogranicena funkcija b.
2) B je multiplikacija sa prostornim belim sumom na X = L2(Rn).
Neka je Bk := B"k = k, k 2 N, i B = 0 za  6= "k, tj. Bk(v(x)) =
k(x)  v(x), k 2 N. Tada,
BU(t; !) = W (x; !)U(t; !):
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Jasno,
BU =
X
2I
X
k2N
Bk(u "k)H =
X
2I
X
k2N
u "kkH
=
X
2I
X
+"k=
ukH = WU:
Multiplikacija sa prostornim belim sumom je vazan podslucaj jer
opisuje stacionarne perturbacije.
3) B je oblika B"k = Bk, k 2 N, i B = 0 za  6= "k, gde su
Bk : X ! X, k 2 N, ograniceni linearni operatori.
Primetimo da u ovom slucaju imamo jedan-na-jedan koresponden-
ciju izmedju operatora oblika B i operatora oblika (Mu) gde
je M jednostavan koordinatni operator. Ovo ce biti dokazano u
Propoziciji 2.2.2.
4) B je jednostavan koordinatni operator, tj. B = B; 2 I; gde
je B ogranicen linearan operator na X. Alternativno, mozemo
posmatrati operatore kao preslikavanjaB : X ! X 0 da bi ih ucinili
ogranicenima; takav operator je na primer operator divergencije
r kao preslikavanje iz X = W 1;2(Rn) u X 0 =W 1;2(Rn).
5) B = r  (Qr  +b) + cr kao strogo elipticni operator
drugog reda sa slucajnim koecijentima. Ovaj operator se dobija
ako je B = r  (Qr  +b) + cr,  2 I, i izucavan je u [91] i
[92].
Propozicija 2.2.1 Neka je R : X 
 (S) 1 ! X 
 (S) 1 ogranicen linearan
koordinatni operator denisan sa Ru(t; !) =
P
2IRu(t)H(!).
1. Tada postoji operator M : X 
 (S) 1 ! X 
 S 0(R)
 (S) 1 oblika
Mu =
1X
k=1
Mku
 k; u 2 X 
 (S) 1;
za neke koordinatne operatore Mk : X 
 (S) 1 ! X 
 (S) 1, k 2 N,
tako da vazi
Ru = (Mu):
2. Specijalno, ako je R samo-adjungovan operator, onda je M uopstenje
Malliavin-ovog izvoda.
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Dokaz. a) U [62] je dokazano da je Skorokhod-ov integral invertabilan, tj.
da postoji jedinstveno resenje jednacine oblika (v) = f . Posmatrajuci
jednacinu (Mu) =
P
2IRu H i primenjujuci rezultat iz [62], dobijamo
da je Mu oblika
Mu =
X
2I
X
k2N
(k + 1)
R+"k(u+"k)
j + "kj 
 k 
H:
Uzimajuci da je
Mku =
X
2I
(k + 1)
R+"k(u+"k)
j + "kj 
H; k 2 N;
dobijamo trazeno tvrdjenje.
b) Neka je R samo-adjungovan operator sa sopstvenim vrednostima r i
sopstvenim vektorima H,  2 I, tj. operator oblika Ru =
P
2I ruH.
Pretpostavimo da je r =
P
k2N rk;; za neko rk; 2 R, k 2 N,  2 I,
proizvoljna dekompozicija vrednosti r.
Denisimo
Mku =
X
2I
rk;u 
H "k :
Tada je Mu =
P
k2NMku
 k =
P
k2N
P
2I rk;u 
H "k 
 k i
(Mu) =
X
k2N
X
2I
rk;u 
H =
X
2I
ru 
H: 
Napomena 2.2.1 Obrnuto tvrdjenje nije tacno. Cak i ako su svi Mk, k 2
N, jednostavni koordinatni operatori (pa bi to bio i M), R :=  M ne mora
biti koordinatni operator. Da je to slucaj, sistem R(u) =
P
k2Nmk(u "k),
 2 I, bi morao biti resiv po R() za date funkcije mk(), k 2 N, sto u
opstem slucaju nije tacno.
Propozicija 2.2.2 Neka je M : X 
 (S) 1 ! X 
 S 0(R)
 (S) 1 oblika
Mu =
1X
k=1
Mku
 k; u 2 X 
 (S) 1; (2.7)
za neke jednostavne koordinatne operatore Mk : X 
 (S) 1 ! X 
 (S) 1,
k 2 N. Tada, postoji koordinatni operator B takav da je B = 0 za  6= "k,
k 2 N, i vazi
(Mu) = Bu:
Obrnuto, za svaki koordinatni operator B takav da je B = 0 za  6= "k,
k 2 N, postoji operator M oblika Mu =P1k=1Mku
 k za neke jednostavne
koordinatne operatore Mk, k 2 N, tako da vazi (Mu) = Bu:
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Dokaz. Neka je M operator kao sto je navedeno gore. Kako su Mk jednos-
tavni koordinatni operatori, mozemo ih napisati u formi
Mk(u) =
X
2I
mk(u)H; u =
X
2I
uH;
za neke operatore mk : X ! X, k 2 N. Dakle,
Mu =
1X
k=1
X
2I
mk(u)H 
 k
sto dalje implicira da je
(Mu) =
1X
k=1
X
2I
mk(u)H+"k =
1X
k=1
X
2I
mk(u "k)H: (2.8)
Sa druge strane, ako je B takav da je B = 0 za  6= "k, k 2 N, i oznacimo
sa Bk := B"k , k 2 N, operatore koji deluju na X, tada je
Bu =
X
2I
1X
k=1
Bk(u "k)H: (2.9)
Iz (2.8) i (2.9) sledi da je (Mu) = Bu ako i samo ako je mk = Bk za sve
k 2 N. Dakle, postoji jedan-na-jedan korespodencija izmedju operatora B
i  M. 
Napomena 2.2.2 U [71] i [72] Rozovskii i Lototsky posmatraju jednacinu
d
dt
u = Au+(Mu)+f , gde je M oblika (2.7). Oni su implicitno pretpostavili
da su njihovi operatori A i Mk, k 2 N, jednostavni koordinatni operatori.
Ovo odgovaran nasim specijalnim slucajevima I-1) i II-3).
U nastavku cemo dati neke specijalne slucajeve stohastickih diferencijal-
nih jednacina koje su obuhvacene sa (2.4):
 Jednacina provodjenja toplote sa slucajnim potencijalom
d
dt
u = u+Bu:
Posebno, ako je slucajni potencijal modelovan stacionarnom pertur-
bacijom, kao model mozemo uzeti prostorni beli sum i tako dobijamo
d
dt
u = u+Wu. To odgovara nasim specijalnim slicajevima za ope-
ratore I-1) i II-2).
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 Jednacina provodjenja toplote u slucajnoj (nehomogenoj i anisotrop-
noj) sredini, gde su zicke karakterisitike sredine modelovane stohasti-
ckom matricom Q. Ovo odgovara slicaju I-1) gde je A = 0 i II-5), sto
nas dovodi do jednacine
d
dt
u = r  (Qr  u+ bu) + cr  u+ f:
 Uzimajuci da je A = 0 i Bk := B"k = kr, k 2 N, (pogledati specijalni
slucaj II-2) i II-4)) dobijamo transportnu jednacinu odredjenu belim
sumom
d
dt
u = u+Wr  u:
 Langevin-ova jednacina
d
dt
u =  u+W (t);
 > 0, odgovara slucaju I-1) gde je A =  , f = W i B = 0. Njeno
resenje je Ornstein-Uhlenbeck-ov proces koji opisuje prostornu poziciju
Brownian-ove cestice u uidu viskoznosti .
U [3] autori su posmatrali uopstenu Langevin-ovu jednacinu koja ovodi
do uopstenih Ornstein-Uhlenbeck-ovih operatora datih Levy-jevim pro-
cesima
d
dt
u = Ju+ C(
d
dt
Y );
gde je Y Levy-jev proces, J innitezimalni generator C0 polugrupe i
C ogranicen operator. Svi procesi su sa vrednostima u Hilbert-ovom
prostoru. Ovo odgovara nasoj jednacini kada je X Hilbert-ov prostor,
A = J , B = 0 i f = C(Y 0).
 Jednacina d
dt
= Au + (Mu) + f , je intenzivno izucavana u radovima
[71] i [72]. Ona odgovara nasim specijalnim slucajevima I-1) i II-3).
 Jednacina
d
dt
u = Lu+Wu;
gde je L strogo elipticni parcijalni diferencijalni operator je izucavana
u [13] i [40]. Ona odgovara nasem specijalnom slucaju I-1) i II-2).
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2.3 Stohasticke evolucione jednacine
Vratimo se nasem opstem slucaju stohastickog Cauchy-jevog problema oblika
d
dt
U(t; !) = AU(t; !) +BU(t; !) + F (t; !); t 2 (0; T ], ! 2 
, sa pocetnom
vrednosti U(0; !) = U0(!), ! 2 
, gde su svi procesi X-znacni, X Banach-ov
prostor.
Denicija 2.3.1 Kaze se da je U resenje od (2.3) ako U 2 C([0; T ]; X) 

(S) 1 \ C1((0; T ]; X)
 (S) 1 i U zadovoljava (2.3).
Teorema 2.3.1 Neka je A koordinatni operator oblika (2.5), gde su opera-
tori A;  2 I; denisani na zajednickom domenu D gustom u X; innitezi-
malni generatori C0 polugrupa (Tt); t  0;  2 I; uniformno ogranicenih
sa
jj(Tt)kL(X) Mewt; t  0; za neke M;w > 0: (2.10)
Neka je B oblika (2.6), gde su B;  2 I; ograniceni linearni operatori na
X takvi da postoji p > 0 tako da je
K :=
X
2I
kBk(2N) p2 <1: (2.11)
Neka je pocetna vrednost U0 2 X 
 (S) 1 takva da je U0 2 Dom(A) tj.
U0(!) =
X
2I
u0H(!) 2 X 
 (S) 1; p;
tako da zadovoljava
X
2I
ku0k2X(2N) p <1;
(2.12)
i da je
AU0(!) =
X
2I
Au
0
H(!) 2 X 
 (S) 1; p;
tako da zadovoljava
X
2I
kAu0k2X(2N) p <1:
(2.13)
Dodatno, neka je
F (t; !) =
X
2I
f(t)H(!) 2 C1([0; T ]; X)
 (S) 1;
t 7! f(t) 2 C1([0; T ]; X);  2 I;
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tako da jeX
2I
kfk2C1([0;T ];X)(2N) p
=
X
2I

sup
t2[0;T ]
kf(t)kX + sup
t2[0;T ]
kf 0(t)kX
2
(2N) p <1: (2.14)
Tada, stohasticki Cauchy-jev problem (2.3) ima jedinstveno resenje U u
C1([0; T ]; X)
 (S) 1; p.
Dokaz. Trazimo resenje u obliku U(t; !) =
P
2I u(t)H(!). Tada je
Cauchy-jev problem (2.3) ekvivalentan beskonacnom sistemu:
d
dt
u(t) = Au(t) +
X

Bu (t) + f(t); t 2 (0; T ];
u(0) = u
0
 2 D;  2 I:
(2.15)
Neka je 0 multi-indeks 0 = (0; 0; :::). Sada mozemo (2.15) napisati kao
d
dt
u(t) = (A +B0)u(t) +
X
0<
Bu (t) + f(t); t 2 (0; T ];
u(0) = u
0
 2 D;  2 I:
(2.16)
Dalje, na osnovu Teoreme 1.2.8, A + B0 su innitezimalni generatori
C0 polugrupa (St) u X takvih da je
jj(St)k Me(w+MkB0k)t; t  0;  2 I: (2.17)
Na osnovu Teoreme 1.2.10, ako f;  2 I; zadovoljava uslov (i) ili
(ii), nehomogeni pocetni problem (2.16) ima resenje u(t) 2 C([0; T ]; X) \
C1((0; T ]; X),  2 I, dato sa
u0(t) = (St)0u
0
0 +
Z t
0
(St s)0f0(s)ds; t 2 [0; T ]
u(t) = (St)u
0
 +
Z t
0
(St s)
 X
0<
Bu (s) + f(s)

ds; t 2 [0; T ]:
(2.18)
Kako je f 2 C1([0; T ]; X); inducijom po  se moze pokazati da jeX
0<
Bu (s) + f(s) 2 C1([0; T ]; X); za sve  2 I:
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Dakle, u 2 C1([0; T ]; X) (videti Napomenu 1.2.1) i
d
dt
u(0) = (A +B0)u
0
 +
X
0<
Bu
0
  + f(0);  2 I:
Primetimo da za svako ksirano  2 I, u(t) postoji za sve t 2 [0; T ] i
ono je jedinstveno (klasicno) resenje na celom intervalu [0; T ]. Ostaje da se
pokaze da
P
2I u(t)H(!) konvergira u C
1([0; T ]; X)
 (S) 1; p.
Prvo cemo pokazati da je U(t; !) =
P
2I u(t)H(!) 2 C1([0; T0]; X) 

S 1; p za odgovarajuce T0 2 (0; T ], tj. pokazacemo da jeX
2I
kuk2C1([0;T0];X)(2N) p
=
X
2I

sup
t2[0;T0]
ku(t)kX + sup
t2[0;T0]
k d
dt
u(t)kX
2
(2N) p <1: (2.19)
Kasnije cemo dokazati da isto vazi i ako u (2.19) uzmemo supremume
nad intervalima [T0; 2T0], [2T0; 3T0]; ::: itd. Kako [0; T ] moze da se prekrije
sa konacno mnogo intervala oblika [kT0; (k + 1)T0]; k 2 N0; zakljucujemo da
vaziX
2I
kuk2C1([0;T ];X)(2N) p
=
X
2I

sup
t2[0;T ]
ku(t)kX + sup
t2[0;T ]
k d
dt
u(t)kX
2
(2N) p <1: (2.20)
Da bismo to uradili, uvescemo notaciju za podskupove multi-indeksa
In;m = f 2 I : jj  n ^ Index()  mg; n;m 2 N;
gde, za  = (1; 2; : : : ; m; 0; 0; : : : ) 2 I, imamo da je jj = 1+2+  +m
i Index() je mesto poslednje koordinate od  koja je ne-nula. Za kasniju
upotrebu, uvedimo i funkciju
C(t) =
M2
(w +MkB0k)2

e(w+MkB0k)t   1
2
(2.21)
i ksirajmo T0 2 (0; T ] tako da vazi C(T0) < 15K2 .
Prvo cemo pokazati da jeX
2I
ku(t)k2C([0;T0];X)(2N) p =
X
2I
sup
t2[0;T0]
ku(t)k2X(2N) p <1;
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tako sto cemo za parcijalne sume
P
2In;m supt2[0;T0] ku(t)k2X(2N) p; n;m 2
N; naci gornje ogranicenje.
Koristeci (2.18) dobijamo da je
1
3
X
2In;m
ku(t)k2X(2N) p 
X
2In;m
k(St)k2ku0k2X(2N) p
+
X
2In;m
h Z t
0
k(St s)k
X
0<
kBu (s)kXds
i2
(2N) p
+
X
2In;m
h Z t
0
k(St s)kkf(s)kXds
i2
(2N) p:
Prvi izraz sa desne strane, za sve t 2 [0; T0], imajuci u vidu (2.12) i (2.17),
je ogranicen sa
X
2In;m
k(St)k2ku0k2X(2N) p 
X
2I
k(St)k2ku0k2X(2N) p
M2e2(w+MkB0k)T0
X
2I
ku0k2X(2N) p := Q1 <1:
(2.22)
Slicno, za sve t 2 [0; T0], koristeci (2.14) i (2.17), treci izraz je ogranicen sa
X
2In;m
h Z t
0
k(St s)kkf(s)kXds
i2
(2N) p

X
2I
h Z t
0
k(St s)kkf(s)kXds
i2
(2N) p

h Z t
0
Me(w+MkB0k)(t s)ds
i2X
2I
sup
s2[0;t]
kf(s)k2X(2N) p
 M
2
(w +MkB0k)2

e(w+MkB0k)T0   1
2X
2I
sup
t2[0;T ]
kf(t)k2X(2N) p := G <1:
(2.23)
Primetimo da smo u (2.23) posmatrali supremum nad celim intervalom [0; T ].
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Drugi izraz, koristeci (2.11), (2.17), (2.21) i koristeci upstenu nejednakost
Minkowski-og, se moze oceniti sa
X
2In;m
h Z t
0
k(St s)k
X
+=
kBkku(s)kXds
i2
(2N) p
 C(t)
X
2In;m
h X
+=
sup
s2[0;t]
kBkku(s)kX
i2
(2N) p
 C(T0)
 X
2In;m
kBk(2N) p

2
2 X
2In;m
sup
t2[0;T0]
ku(t)k2X(2N) p

 C(T0)K2
X
2In;m
sup
t2[0;T0]
ku(t)k2X(2N) p: (2.24)
Konacno, za sve n;m 2 N, dobijamo
1
3
X
2In;m
sup
t2[0;T0]
ku(t)k2X(2N) p
 Q1 +G+ C(T0)K2
X
2In;m
sup
t2[0;T0]
ku(t)k2X(2N) p:
Kako je 1
3
  C(T0)K2 > 15   C(T0)K2 > 0, imamo da jeX
2In;m
sup
t2[0;T0]
ku(t)k2X(2N) p 
Q1 +G
1
3
  C(T0)K2 : (2.25)
Neka je (mn)n2N proizvoljan niz pozitivnih brojeva koji tezi u beskonacno.
Tada,X
2I
sup
t2[0;T0]
ku(t)k2X(2N) p = lim
n!1
X
2In;mn
sup
t2[0;T0]
ku(t)k2X(2N) p
 Q1 +G1
3
  C(T0)K2 ;
jer je to niz pozitivnih brojeva pa ne zavisi od redosleda sumiranja.
Sada cemo pokazati da je
X
2I
k d
dt
u(t)k2C([0;T0];X)(2N) p =
X
2I
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p <1:
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Da bismo to uradili, diferenciracemo (2.18) po t, i dobiti beskonacan sistem
d
dt
u0(t) = (St)0(A0 +B0)u
0
0 +
Z t
0
(St s)0
d
ds
f0(s)ds+ (St)0f(0); t 2 [0; T ];
d
dt
u(t) = (St)(A +B0)u
0
 +
Z t
0
(St s)
 X
0<
B
d
ds
u (s) +
d
ds
f(s)

ds
+ (St)
 X
0<
Bu (0) + f(0)

; t 2 [0; T ];  2 I:
(2.26)
U nastavku cemo oceniti parcijalne sume od
P
2I supt2[0;T0] k ddtu(t)k2X(2N) p.
Imamo da je
1
5
X
2In;m
k d
dt
u(t)k2X(2N) p 
X
2In;m
k(St)k2k(A +B0)u0k2X(2N) p
+
X
2In;m
h Z t
0
k(St s)k
X
0<
kB d
ds
u (s)kXds
i2
(2N) p
+
X
2In;m
h Z t
0
k(St s)kk d
ds
f(s)kXds
i2
(2N) p
+
X
2In;m
k(St)k2
h X
0<
kBu (0)kX
i2
(2N) p
+
X
2In;m
k(St)k2kf(0)k2X(2N) p:
Imajuci u vidu (2.12) i (2.13), dobijamo da je
P
2I(A + B0)u
0
H(!) 2
X 
 (S) 1; p. Na osnovu toga dobijam da se prvi izraz sa desne strane moze
oceniti na sledeci nacinX
2In;m
k(St)k2k(A +B0)u0k2X(2N) p

X
2I
k(St)k2k(A +B0)u0k2X(2N) p
M2e2(w+MkB0k)T0
X
2I
k(A +B0)u0k2X(2N) p := Q01 <1:
(2.27)
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Treci izraz, za sve t 2 [0; T0], je ogranicen sa
X
2In;m
h Z t
0
k(St s)kk d
ds
f(s)kds
i2
(2N) p

X
2I
h Z t
0
k(St s)kk d
ds
f(s)kXds
i2
(2N) p
 M
2
(w +MkB0k)2

e(w+MkB0k)T0   1
2X
2I
sup
t2[0;T ]
k d
ds
f(t)k2X(2N) p
:= G0 <1: (2.28)
Cetvrti izraz, koristeci (2.11), (2.12), (2.17) i uopstenu nejednakost Minkowski-
og, moze da se oceni sa
X
2In;m
k(St)k2
h X
0<
kBu (0)kX
i2
(2N) p

X
2I
k(St)k2
h X
+=
kBu0kX
i2
(2N) p
M2e2(w+MkB0k)t
X
2I
h X
+=
kBkku0kX
i2
(2N) p
M2e2(w+MkB0k)T0
X
2I
kBk(2N) p

2
2X
2I
ku0k2X(2N) p

:= H 01 <1:
(2.29)
Peti izraz, koristeci (2.14) i (2.17), je ogranicen sa
X
2In;m
k(St)k2kf(0)k2X(2N) p 
X
2I
k(St)k2kf(0)k2X(2N) p
M2e2(w+MkB0k)T0
X
2I
sup
t2[0;T ]
kf(t)k2X(2N) p := N 0 <1: (2.30)
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Konacno, za drugi izraz, koristeci (2.11), (2.17), (2.21) i uopstenu nejednakost
Minkowski-og, vaziX
2In;m
h Z t
0
k(St s)k
X
+=
kBkk d
ds
u(s)kXds
i2
(2N) p
C(t)
X
2In;m
h X
+=
sup
s2[0;t]
kBkk d
ds
u(s)kX
i2
(2N) p
 C(t)
 X
2In;m
kBk(2N) p

2
2 X
2In;m
sup
s2[0;t]
k d
dt
u(s)k2X(2N) p

 C(T0)K2
X
2In;m
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p: (2.31)
Konacno, za sve n;m 2 N, imamo da je
1
5
X
2In;m
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p  Q01 +G0 +H 01 +N 0
+ C(T0)K
2
X
2In;m
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p:
Kako je 1
5
  C(T0)K2 > 0, dobijamo da jeX
2In;m
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p 
Q01 +G
0 +H 01 +N
0
1
5
  C(T0)K2 : (2.32)
Ponovo, uzimajuci da je (mn)n2N poizvoljan niz pozitivnih brojeva koji teze
u beskonacno, dobijamo da jeX
2I
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p = lim
n!1
X
2In;mn
sup
t2[0;T0]
k d
dt
u(t)k2X(2N) p
 Q
0
1 +G
0 +H 01 +N
0
1
5
  C(T0)K2 :
Na osnovu svega pomenutog, imamo da je
U(t; !) 2 C1([0; T0]; X)
 (S) 1; p; tj.X
2I

sup
t2[0;T0]
ku(t)kX + sup
t2[0;T0]
k d
dt
u(t)kX
2
(2N) p 
2
X
2I

sup
t2[0;T0]
ku(t)k2X + sup
t2[0;T0]
k d
dt
u(t)k2X

(2N) p <1:
(2.33)
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U nastavku, cemo posmatrati (2.33) sa supremumima nad intervalom
[T0; 2T0]. Nad intervalom [T0; 2T0] sistem pocetnih problema (2.15) se moze
zapisati na sledeci nacin:
d
dt
v(t) = Av(t) +
X

Bv (t) + f(T0 + t); t 2 (0; T0]
v(0) = v
0
 := u(T0);  2 I:
(2.34)
Polugrupa koja odgovara innitezimalnom generatoru A + B0 u (2.34) je
ponovo polugrupa (St); t  0. Koristeci (2.15) i (2.33), dobijam da je
U(t; !) 2 Dom(A); za sve t 2 [0; T0]; i vazi AU(t; !) 2 X 
 (S) 1; p; t 2
[0; T0]:Koristeci tu cinenicu imamo da je V
0(!) = U(T0; !) =
P
2I v
0
H(!) 2
Dom(A) i AV 0(!) 2 X 
 (S) 1; p: Dakle,
v(t) = (St)v
0
 +
Z t
0
(St s)
 X
0<
Bv (s) + f(T0 + s)

ds; t 2 [0; T0];
i jasno vazi v(t) = u(T0 + t); t 2 [0; T0];  2 I.
Sada cemo oceniti parcijalne sume od
P
2I supt2[0;T0] kv(t)k2X(2N) p. U
odnosu na prethodne ocene za u(t), jedino ce konstanta Q1 biti drugacija, i
ovde, cemo je oznaciti sa Q2, i ponovo dobitiX
2I
sup
t2[0;T0]
kv(t)k2X(2N) p =
X
2I
sup
t2[T0;2T0]
ku(t)k2X(2N) p 
Q2 +G
1
3
  C(T0)K2 :
Slicno, za izvod d
dt
V (t; !) dobijamo da jeX
2I
sup
t2[0;T0]
k d
dt
v(t)k2X(2N) p 
Q02 +G
0 +H 02 +N
0
1
5
  C(T0)K2 ;
gde su, u odnosu na ocene za d
dt
U(t; !), jedino konstante Q01 i H
0
1 promenjene
i ovde smo ih oznacili sa Q02 i H
0
2.
Za prizvoljno T > 0, interval [0; T ] se moze prekriti intervalima [kT0; (k+
1)T0]; k 2 N0; u konacno mnogo koraka (recimo u l koraka). Na taj nacin
dobijamo da je X
2I
sup
t2[0;T ]
ku(t)k2X(2N) p 
Q+G
1
3
  C(T0)K2 ;
gde je Q = max1klfQkg. Dakle,
U(t; !) =
X
2I
u(t)H(!) 2 C([0; T ]; X)
 (S) 1; p:
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Takodje, X
2I
sup
t2[0;T ]
k d
dt
u(t)k2X(2N) p 
Q0 +G0 +H 0 +N 0
1
5
  C(T0)K2 ;
gde je Q0 = max1klfQ0kg, H 0 = max1klfH 0kg. Kako je
d
dt
u(t) 2 C([0; T ]; X);  2 I;
imamo da je
d
dt
U(t; !) =
X
2I
d
dt
u(t)H(!) 2 C([0; T ]; X)
 (S) 1; p:
Na osnovu svega do sad pokazanog, U(t; !) 2 C1([0; T ]; X)
 (S) 1; p pa je
U resenje (2.3) u smislu Denicije 2.3.1.
Resenje U je jedinstveno na osnovu jedinstvenosti koordinatnih (klasicnih)
resenja u u (2.18) i na osnovu jedinstvenosti Wiener-Ito^-ove haos ekspanzije.

Primetimo da na osnovu prethodne teoreme resenje U ostaje u prostoru
istog stohastickog reda (S) 1; p gde se nalaze pocetni uslov U0; AU0 i gde
pripada F .
Primer 2.3.1 U nastavku, cemo predstaviti tri primera jednacine (2.3) gde
je A uniformno ogranicen (ne jednostavan) koordinatni operator. Posmatraj-
mo Banach-ov prostor X = Lp(R); 1  p < 1; i stohasticki Cauchy-jev
problem
d
dt
U(t; x; !) = AU(t; x; !) +WU(t; x; !) + F (t; x; !);
U(0; x; !) = U0(x; !);
(2.35)
gde je A : Dom(A) ! X 
 (S) 1 koordinatni operator sacinjen od familje
zatvorenih operatora fAg2I oblika A = aD;  2 I, takvih da su funkcije
a 2 L1(R);  2 I; uniformno ogranicene, tj. supx2R ja(x)j  M;  2 I;
za neko M > 0; a D je jedan od sledecih diferencijalnih operatora: @
@x
; @
2
@x2
ili @
2
@x2
+ @
@x
, i W =
P
k2N kH"k predstavlja prostorni beli sum. Tada, (2.35)
je ekvivalentno beskonacnom sistemu:
d
dt
u(t; x) = Au(t; x) +
X
k2N
k(x)u "k(t; x) + f(t; x)
u(0; x) = u
0
(x);  2 I:
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C0 polugrupe koja odgovaraju zatvorenim operatorima D, ozncene sa
Tt; t  0; su, redom,
Ttg(x) = g(t+ x); g 2 Lp(R); za D = @
@x
;
Ttg(x) =
1p
4t
Z
R
g(x  y)e  y
2
4t dy; g 2 Lp(R); za D = @
2
@x2
;
Ttg(x) =
1p
4t
Z
R
g(x  y)e  (y+t)
2
4t dy; g 2 Lp(R); za D = @
2
@x2
+
@
@x
:
U svakom od slucajeva, imam da je, koristeci Young-ovu nejednakost, kTtk 
1; t  0: C0 polugrupe koje odgovaraju operatorima A;  2 I; su oblika
(St) = aTt. Dakle, k(St)k  M;  2 I. Operatori B;  2 I; su dati sa
B"k = k; k 2 N i B = 0;  6= "k: Pa je kBk  supk2N kkkL1(R)  1;  2
I. Sad, na osnovu Teoreme 2.3.1, pocetni problem (2.35) ima jedinstveno
resenje U(t; x; !) =
P
2I u(t; x)H(!); gde je
u(t; x) = (St)u
0
(x) +
Z t
0
(St s)(
X
k
k(x)u "k(s; x) + f(s; x))ds;  2 I:
Primer 2.3.2 Posmatrajmo Cauchy-jev problem
d
dt
U(t; !) = AU(t; !) +BU(t; !) + F (t; !)
U(0; !) = U0(!);
gde je A jednostavan koordinatni operator A = A,  2 I, koji generise
C0 polugrupu, B 6= 0 samo za  = "k; k 2 N; su takvi da jeP
k2N kB"kk(2k) 
p
2 < 1, i U0 i F su deterministicke funkcije, tj. u0 = 0 i
f = 0 za sve  2 I n f0g.
Resenje sistema, prema Teoremi 2.3.1, je
u0(t) = Ttu
0
0 +
Z t
0
Tt sf0(s)ds;
u(t) =
Z t
0
Tt s
X
k2N
B"ku "k(s)

ds;  2 I n 0;
istog oblika kao sto je dobijeno i u radu [71].
U nastavku cemo dati dva uopstenja Teoreme 2.3.1: jedna mogucnost
je da dopustimo da operatori B zavise od vremenske promenljive t (sem
operatora B0 koji mora biti nezavisan od t). Na taj nacin bismo pokrili
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SPDJ-ne u kojima gurisu prostorno-vremenski sumovi koji imaju ocekivanje
nula (pa su samim tim nezavisni od t). Druga mogucnost je da dozvolimo
da B0 bude neogranicen ali da zadovoljava neke druge osobine kako bi A +
B0 bili innitezimalni generatori C0 polugrupa. Na primer, ako je A =
@2
@x2
i B0 =
@
@x
, tada, iako je B0 neogranicen, A + B0 generise polugrupu
kontrakcija. Prateci [27] navescemo neke dovoljne uslove koji obezbedjuju
da A +B0 generise C0 polugrupu.
Napomena 2.3.1 U Teoremi 2.3.1 moze se pretpostaviti da operatori B(t);
 2 I n f0g, zavise od t, tako da je B 2 C1([0; T ]; L(X));  2 I n f0g,
B0(t) = B0 2 L(X); za sve t 2 [0; T ]; i da je
K : =
X
2I;
>0
kBkC1([0;T ];L(X))(2N) p2
=
X
2I;
>0

sup
t2[0;T ]
kB(t)kL(X) + sup
t2[0;T ]
k d
dt
B(t)kL(X)

(2N) p

2 <1: (2.36)
Zamenjujuci (2.11) sa (2.36) i ostavljajuci sve ostale pretpostavke Teoreme
2.3.1, moze se ponovo pokazati da postoji jedinstveno resenje U iz prostora
C1([0; T ]; X)
 (S) 1; p koje odgovara Cauchy-jevom problemu (2.3).
Resenje je U(t; !) =
P
2I u(t)H(!); u(t) 2 C1([0; T ]; X),  2 I, gde
je (videti (2.18))
u0(t) = (St)0u
0
0 +
Z t
0
(St s)0f0(s)ds; t 2 [0; T ];
u(t) = (St)u
0
 +
Z t
0
(St s)
 X
0<
B(s)u (s) + f(s)

ds; t 2 [0; T ]:
(2.37)
Njegov izvod je d
dt
U(t; !) =
P
2I
d
dt
u(t)H(!); gde je (videti (2.26))
d
dt
u0(t) = (St)0(A0 +B0)u
0
0 +
Z t
0
(St s)0
d
ds
f0(s)ds+ (St)0f(0); t 2 [0; T ];
d
dt
u(t) = (St)(A +B0)u
0

+
Z t
0
(St s)
 X
0<

B(s)
d
ds
u (s) +
d
ds
B(s)u (s)

+
d
ds
f(s)

ds
+ (St)
 X
0<
B(0)u (0) + f(0)

; t 2 [0; T ];  2 I:
(2.38)
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Dokaz se moze izvesti na isti nacin kao sto je to ucinjeno za Teoremu 2.3.1,
sada uzimajuci da je T0 2 (0; T ] dovoljno malo tako da vazi C(T0) < 16K2 ; jer
sad imamo sest sabiraka u (2.38) umesto pet koji su bili u (2.26).
Napomena 2.3.2 U Teoremi 2.3.1 moze se pretpostaviti da je B0 neogra-
nicen, gusto denisan na D (isti domen koji je zajednicki i za sve A) tako
da vazi bar jedan od sledecih uslova:
(i) A,  2 I, generisu polugrupe kontrakcija (tj. M = 1, w = 0), i B0 je
disipativan, A ogranicen sa a0 < 1 (tj. postoje a; b > 0 tako da je
kB0xk  akAxk + bkxk, x 2 D, i a0 = inffa > 0 : 9b > 0; 8x 2
D; kB0xk  akAxk+ bkxkg), za sve  2 I;
(ii) B0 je zatvorljiv, disipativan i A kompaktan (tj. B : (D; k  kA)! X
kompaktan, gde k  kA oznacava graf normu), za sve  2 I;
(iii) A generisu analiticke polugrupe (tj. w < 0),  2 I, i B0 je zatvorljiv
i A kompaktan.
Tada je A + B0 innitezimalni generator C0 polugrupe (oznacimo je sa
(St)) za sve  2 I. Ako je polugrupa (Tt) koja odgovara A uniformno
ogranicena po , tada ce to biti i (St). Ostavljajuci sve ostale pretpostavke
Teoreme 2.3.1, mozemo ponovo izvesti dokaz na isti nacin za polugrupe (St),
k(St)k  ~Me ~wt, za neke ~M  1, ~w 2 R, nezavisne od .
Konacno, primetimo da za slucajeve (i) i (ii) A+B0 generisu polugrupe
kontakcija, dok u slucaju (iii) imamo da generisu analiticke polugrupe.
2.4 Stacionarne jednacine
U ovom poglavlju posmatracemo stacionarnu jednacinu oblika
AU +BU + F = 0; (2.39)
gde su A : X 
 (S) 1 ! X 
 (S) 1 i B : X 
 (S) 1 ! X 
 (S) 1
koordinatni operatori kao sto je predstavljeno u (2.5) i (2.6). Pretpostavimo
da su fAg2I i fBg2I ograniceni operatori i da su A oblika
A = eA + C;  2 I;
gde su B0 i eA,  2 I kompaktni operatori i da su C samo-adjungovani
operatori za sve  2 I. Oznacimo sa r sopstvene vrednosti koje odgovaraju
ortogonalnoj familiji sopstvenih vektora H, tj. C(H) = rH,  2 I. Ko-
risteci klasicne rezultate za elipticne PDJ i Fredholm-ovu alternativu (videti
[29] i Poglavlje 2.1.2) dokazacemo postojanje i jedinstvenost resenja od (2.39).
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Teorema 2.4.1 Neka je X Banach-ov prostor. Neka su A : X 
 (S) 1 !
X 
 (S) 1 i B : X 
 (S) 1 ! X 
 (S) 1 koordinatni operatori, za koje
vaze sledece pretpostavke:
1. A je oblika A = eA +C, gde je eA(U) = P
2I
eA(u)H i eA : X ! X
su kompaktni operatori za svako  2 I, C(U) = P
2I
ruH, r 2 R,
 2 I, i B je oblika (2.6), gde je B0 : X ! X kompaktni operator.
Pretpostavimo da postoji K > 0 tako da:
 k eAk   kB0k   r  0; za sve  2 I; (2.40)
i da je
sup
2I
 
1
 r   k eAk   kB0k
!
< K: (2.41)
2. B je oblika (2.6), gde su B : X ! X,  2 Inf0g, ograniceni operatori
i postoji p > 0 tako da je
K
X
2I
>0
kBk (2N)
 p
2 <
1p
2
: (2.42)
3. Za svako  2 I
Ker
 eA + (1 + r)Id +B0 = f0g: (2.43)
Tada, za svako F 2 X 
 (S) 1; p postoji jedinstveno resenje U 2 X 

(S) 1; p jednacine (2.39).
Dokaz. Jednacina (2.39) je ekvivalentna sa U  (eA(U)+CU+U+BU) =
F , tj. sa
X
2I
 
u   eAu   (1 + r)u   X
+=
B(u)
!
H =
X
2I
fH:
Na osnovu jedinstvenosti Wiener-Ito^-ove haos ekspanzije ovo je ekvivalentno
sa
u  
 eA + (1 + r)Id+B0 u = f + X
0<
B(u );  2 I: (2.44)
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Iz (2.43) dobijamo da za svako  2 I homogena jednacina
u  
 eA + (1 + r)Id+B0u = 0
ima samo trivijalno resenje u = 0. Kako je operator eA + (1 + r)Id + B0
kompaktan, klasicna Fredholm-ova alternativa implicira da za svako  2 I
postoji jedinstveno u koje resava (2.44) i ono je oblika
u = (Id  ((r + 1) Id+ eA +B0)) 1 f +X
>0
B(u )
!
;  2 I;
tako da je
kuk  1 r   k eAk   kB0k 
 
kfk+
X
>0
kBkku k
!
;  2 I:
Pokazacemo da
P
2I
u 
H konvergira u X 
 (S) 1. Zaista,
X
2I
kuk2(2N) p  K2
X
2I
 
kfk+
X
=+;>0
kBkkuk
!2
(2N) p
 2K2
 X
2I
kfk2(2N) p +
X
2I
(
X
=+;>0
kBkkuk)2(2N) p
!
 2K2
 X
2I
kfk2(2N) p + (
X
>0
kBk(2N) 
p
2 )2
X
2I
kuk2(2N) p
!
:
Dakle,
(1  2K2(
X
>0
kBk(2N) 
p
2 )2) 
X
2I
kuk2(2N) p  2K2
X
2I
kfk2(2N) p:
Na osnovu pretpostavke (2.42) dobijamo da je
M = 1  2K2(
X
>0
kBk(2N) 
p
2 )2 > 0:
Sto sve zajedno implicira da jeX
2I
kuk2(2N) p  2K
2
M
X
2I
kfk2(2N) p <1:

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Primer 2.4.1 U nastavku cemo dati neke specijalne slucajeve jednacine
(2.39).
1. Ako je A = 0 za sve  2 I i ako su B,  2 I; strogo elipticni parcijalni
diferencijalni operatori drugog reda u divergentnoj formi dati sa
B =
nX
i=1
Di(
nX
j=1
aij (x)Dj + b
i
(x)) +
nX
i=1
ci(x)Di + d(x) (2.45)
sa esencijalno ogranicenim koecijentima, tada se jednacina (2.39) svodi
na elipticnu jednacinu
BU = F;
koja je posmatrana u [91] i [92].
2. Neka je eA = 0 za sve  2 I i neka je B,  2 I, strogo elipticni
parcijalni diferencijalni operator drugog reda u divergentnoj formi dat
sa (2.45). Neka je C = c P (R), za neko c 2 R, gde je R Ornstein-
Uhlenbeck-ov operator, P polinom reda m sa realnim koecijentima i
P (R) diferencijalni operator P (R) = pmR
m + pm 1Rm 1 + ::: + p1R +
p0Id. Tada su odgovarajuce sopstvene vrednosti date sa r = cP (jj),
 2 I. Dakle, jednacina (2.39) se svodi na elipticnu jednacinu sa per-
turbacijom datom polinomom po Ornstein-Uhlenbeck-ovom operatoru
BU + cP (R)U = F;
koja je resena u [63].

Glava 3
Kompleksni stepeni
C sektorijalnih operatora u
sekvencijalno kompletnim
lokalno konveksnim prostorima
Teorija frakcionih stepena operatora datira od rada E. Hilla (1939. god-
ina) u kom se istrazuju polugrupe operatora generisane frakcionim stepen-
ima ogranicenih linearnih operatora. Jedan od najznacajnijih radova u dal-
jem razvoju teorije je 1960. godine napisao A. V. Balakrishnan [7]. U
ovom radu, uvedena je metoda za konstrukciju frakcionih stepena siroke
klase zatvorenih linearnih operatora. Nakon 1960. razvijeni su i mnogi
drugi pristupi za konstrukciju frakcionih stepena, tako da bi bilo tesko ovde
navesti sve relevantne reference. Iscrpne informacije u ovom pravcu, citalac
moze naci u monograjama i naucnim radovima [4], [20], [21], [22], [23],
[27], [32], [50], [53], [75]-[76], [87], [100] i [111]. U ovom poglavlju cemo
izloziti osnovne rezultate teorije frakcionih stepena C sektorijalnih opera-
tora koje cemo nakon toga inkorporirati u analizi raznih tipova apstraktnih
frakcionih diferencijalnih jednacina. Prvo cemo konstruisati kompleksne ste-
pene za C sektorijalne operatore (videti [76] za skoro nenegativne opera-
tore), a zatim istraziti mogucnosti njihove primene na resavanje apstrakt-
nih parabolicnih problema (videti monograju [111]). Posmatrajuci moguce
primene na apstraktne frakcione diferencijalne jednacine, napomenimo da
cemo ispitati odredjene klase nepotpunih apstraktnih Cauchy-jevih problema
sa Liouville-ovim desnim vremenskim frakcionim izvodima. Interesovanje za
teoriju frakcionih deferencijalnih jednacina je stimulisano njenom primenom
u mnogim poljima nauke i tehnologije, posebno zike i hemije.
U ovom paragrafu cemo ukratko opisati organizaciju naseg rada. U pr-
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vom poglavlju izlozicemo notaciju i pripremni materijal koji je neophodan
za dalji rad. Predstavicemo osnovne informacije o sekvencijalno komplet-
nim lokalno konveksnim prostorima, zatim o zatvorenim linearnim opera-
torima. U nastavku cemo ukratko izloziti kako je zasnovana teorija integ-
racije i Laplace-ove transformacije u sekvencijalno kompletnim lokalno kon-
veksnim prostorim; predstavicemo i osnove teorije Riemann-Liouville-ovih i
Caputo-vih frakcionih izvoda. U drugom poglavlju dacemo osnovne karak-
teristike (a; k) regularizovanih C rezolventnih familija. U trecem poglavlju
uvescemo razne tipove operatora C regularizovanog tipa i istaci njihove
osnovne strukturne osobine (Propozicija 3.3.1). Glavni cilj Leme 3.3.1 -
Leme 3.3.3 je uopstenje nekoliko dobro poznatih rezultata iz teorije sek-
torijalnih operatora. U nastavku treceg poglavlja predstavicemo metod za
konstrukciju frakcionih stepena C sektorijalnih operatora. U Teoremi 3.3.1,
analiziramo neprekidnost, aditivnost i teoremu o preslikavanju spektra za
uvedene kompleksne stepene sa eksponentnom koji ima nenula imaginarni
deo. U nastavku treceg poglavlja, posmatramo cisto imaginarne stepene
C sektorijalnih operatora. Preostali deo treceg poglavlja je uglavnom komp-
letno posvecen izucavanju nejednakosti momenta (Teorema 3.3.3, Primer
3.3.1). Cetvrto poglavlje ovog rada pocinje analizom generisanja uniformno
ogranicenih analitickih C regularizovanih rezolventnih familija frakcionim
stepenima (Teorema 3.4.1, Napomena 3.4.1). Dobijeni rezultati su primenje-
ni u Primeru 3.4.1 na klasu apstraktnih vremensko-prostornih PDJ u pros-
torima ultradistribucija. U Teoremi 3.4.2 i Teoremi 3.4.3, posmatramo nepot-
pune Cauchy-jeve probleme viseg reda, uglavnom sa Liouville-ovim desnim
vremenskim frakcionim izvodima.
Tokom cele glave koristicemo sledece oznake. Za unapred dat broj n 2 N,
neka je Nn := f1;   ; ng i N0n := f0; 1;   ; ng: Za dato s 2 R, denisimo
bsc := supfl 2 Z : s  lg i dse := inffl 2 Z : s  lg: Oznacimo 0 := (0;1):
Ako je  2 (0; ] i d 2 (0; 1]; tada denisemo  := f 2 C :  6= 0; j arg j <
g; Bd := fz 2 C : jzj  dg i (; d) :=  [Bd: Neka je A linearan
operator nad sekvencijalno kompletnim lokalno konveksnim prostorom E.
Rezolventni skup, spektar i rang linearnog operatora A na E su oznaceni sa
(A); (A) i R(A); redom. Neka je  2 C n f0g; i neka su A i B linearni
operatori. Tada denisemo A, A + B i AB na sledeci nacin: D(A) =:
D(A), D(A + B) := D(A) \ D(B) i D(AB) := fx 2 D(B) : Bx 2 D(A)g,
(A)x := Ax, x 2 D(A), (A + B)x := Ax + Bx, x 2 D(A + B) i
(AB)x := A(Bx), x 2 D(AB). Gama funkciju cemo oznaciti da  () i uvek
cemo koristiti njenu glavnu granu za konstrukciju stepena. Neka je, za svako
 > 0; g(t) := t
 1= (); t > 0 i g0(t)  Dirac-ova delta distribucija.
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3.1 Uvod
3.1.1 Osnovni pojmovi i oznake u sekvencijalno komp-
letnim lokalno konveksnim prostorima
Sem ako nije drugacije naznaceno, u nastavku ove glave cemo uvek pret-
postaviti da je E Hausdor-ov sekvencijalno kompletan lokalno konveksan
prostor nad poljem kompleksnih brojeva, skraceno SKLKP; skracenica ~
oznacava fundamentalni sistem seminormi koji denise topologiju na pros-
toru E: Ako je X takodje SKLKP, tada sa L(E;X) oznacavamo prostor svih
linearnih i neprekidnih preslikavanja iz E u X; L(E)  L(E;E): Neka je
B familija ogranicenih podskupova od E i neka je pB(T ) := supx2B p(Tx);
p 2 ~; B 2 B; T 2 L(E): Tada je pB() seminorma na L(E) i sistem
(pB)(p;B)2~B indukuje Hausdor-ovu lokalno konveksnu topologiju na L(E):
Hausdor-ovu lokalno konveksnu topologiju na E; dualnom prostoru od E;
denise sistem (j  jB)B2B seminormi na E; gde je jxjB := supx2B jhx; xij;
x 2 E; B 2 B:Ovde h ; i oznacava dualnu zagradu izmedju E i E; ponekad
cemo takodje pisati hx; xi ili x(x) da oznacimo vrednost kompleksnog broja
hx; xi: Podsetimo se da su prostori L(E) i E sekvencijalno kompletni ako
je E bacvast ([77]).
Linearan operator A : D(A) ! E se naziva zatvoren ako je grak ope-
ratora A, denisan sa GA := f(x;Ax) : x 2 D(A)g, zatvoren podskup od
E  E; kako to ne pravi nesporazum, mi cemo identikovati A sa njegovim
grakom. Potreban i dovoljan uslov da linearan operator A : D(A)! E bude
zatvoren je da za svaku mrezu (x )2I u D(A) takvu da je lim!1 x = x i
lim!1Ax = y, vazi sledece: x 2 D(A) i Ax = y; videti [77] za notaciju.
Neka je E Banach-ov prostor i A linearan operator na E; tada mozemo
uvesti graf normu na D(A) sa kxk[D(A)] := kxk + kAxk, x 2 D(A). Tada
je (D(A); k  k[D(A)]) Banach-ov prostor akko je A zatvoren. Potprostor Y 
D(A) se naziva jezgrom operatora A akko je Y gust u D(A) u odnosu na graf
normu. U opstem slucaju, Hausdor-ova sekvencijalno kompletna lokalno
konveksna topologija na D(A) (D(A)) moze da se uvede sledecim sistemom
seminormi: pA(x) =: p(x) + p(Ax); x 2 D(A); p 2 ~ ((pjD(A))p2~). Mi cemo
sa [D(A)] oznaciti prvi od gornjih prostora. Ako je C 2 L(E) injektivan,
tada denisemo C rezolventni skup od A; C(A) skraceno, sa
C(A) :=
n
 2 C :   A je injektivan i (  A) 1C 2 L(E)
o
:
Na osnovu teoreme o zatvorenom graku [77], vazi sledece: Ako je E pauci-
nasti bornoloski prostor (ovo, specijalno, vazi ako je E Frechet-ov prostor),
tada se C rezolventni skup od A sastoji tacno od onih kompleksnih brojeva
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 za koje je operator    A injektivan i R(C)  R(   A): Iz uopstene
rezolventne jednakosti imamo da je 
z   A 1C   A kCkx
=
( 1)k
(z   )k
 
z   A 1Ck+1x+ kX
i=1
( 1)k i   A iCk+1x 
z   k+1 i ; (3.1)
za svako x 2 E; k 2 N0 i ; z 2 C(A) takve da je z 6=  (videti takodje
jednakost [18, (18)]). Pretpostavimo da je F linearan potprostor od E:
Tada je deo operatora A u F; oznacen sa AjF ; linearan operator denisan
sa D(AjF ) := fx 2 D(A) \ F : Ax 2 Fg i AjFx := Ax; x 2 D(AjF ):
Dalje, linearan operator A je zatvoriv akko postoji zatvoren linearan opera-
tor B tako da je A  B. Moze se lako pokazati da je linearan operator A
zatvoriv akko za svaku mrezu (x )2I u D(A) takvu da je lim!1 x = 0 i
lim!1Ax = y, imamo da je y = 0. Pretpostavimo da je A zatvoriv linearan
operator. Zatvaranje operatora A, oznaceno sa A, se denise kao skup svih
(x; y) 2 EE takvih da postoji mreza (x ) u D(A) tako da je lim!1 x = x
i lim!1Ax = y; tada je A zatvoren linearan operator i, za svaki drugi
zatvoren linearan operator B koji sadrzi A, vazi A  B. Pretpostavimo da je
A : D(A)! E linearan operator. Stepene operatora A denisemo rekurzivno
uzimajuci da je: A0 =: I, D(An) := fx 2 D(An 1) : An 1x 2 D(A)g i
Anx := A(An 1x), x 2 D(An), n 2 N. Tada je D(An) = D((A )n), n 2 N,
 2 C. Neka je D1(A) :=
T
n1D(A
n). Za zatvoren linearan operator A,
uvodimo poskup A od E  E na sledeci nacin
A :=
n 
x; y
 2 E  E : x(Ax) = y(x) za sve x 2 D(A)o:
Ako je A gusto denisan, tada je A poznat kao adjungovani operator od A
i on je zatvoren linearan operator na E. Mozemo pomenuti i da je D(A)
slabo gust u E cak i kada A nije gusto denisan u E (videti npr. [52, Lema
2.4] i [4, Propozicija B.10]).
Familija  neprekidnih linearnih operatora na E je uniformno ogranicena
ako za svako p 2 ~ postoje cp > 0 i qp 2 ~ tako da je
p(Ax)  cpqp(x); x 2 E; A 2 :
Integracija u sekvencijalno kompletnim lokalno konveksnim pros-
torima
U preostalom delu ovog poglavlja, podseticemo se osnovnih cinjenica i deni-
cija iz teorije integracije funkcija sa vrednostima u lokalno konveksnim pros-
torima. Sa 
 oznacavamo lokalno kompaktan i separabilan metricki prostor
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(na primer, za 
 moze birati (ogranicen ili neogranicen) segment I u Rn, gde
je n 2 f1; 2g) a sa  oznacavamo lokalno konacnu Borel-ovu meru denisanu
na 
:
Denicija 3.1.1 (i) Kaze se da je funkcija f : 
 ! E jednostavna ako
postoje k 2 N, elementi zi 2 E, 1  i  k i u parovima disjunktni
Borel merljivi podskupovi 
k, 1  i  k od 
, tako da je (
i) < 1,
1  i  k i
f(t) =
kX
i=1
zi
i(t); t 2 
: (3.2)
(ii) Kaze se da je funkcija f : 
 ! E (jako)  merljiva, (jako) merljiva
krace, ako postoji niz (fn) u E

 tako da je, za svako n 2 N, fn()
jednostavna funkcija i limn!1 fn(t) = f(t) za s.s. t 2 
.
(iii) Funkcija f : 
 ! E je slabo  merljiva, slabo merljiva krace, akko je
za svako x 2 E, funkcija t 7! x(f(t)), t 2 
; merljiva.
(iv) Funkcija f : 
 ! E je  merljiva seminormama, merljiva seminor-
mama krace, akko za svako p 2 ~ postoji niz (f pn) u E
 tako da je
limn!1 p(f pn(t)  f(t)) = 0 za s.s. t 2 
:
Jasno je da je svaka jako merljiva funkcija takodje i slabo merljiva i da
obratno tvrdjenje ne vazi u opstem slucaju. Ako je E Frechet-ov prostor,
potreban i dovoljan uslov pod kojim je slabo merljiva funkcija sa vrednostima
u prostoru E i jako merljiva moze da se nadje u [44].
U lokalno konveksnim prostorima moze se formulisati i Pettis-ijeva teo-
rema merljivosti (videti [4], [15], [25] i [103] za vise informacija).
Koncept Bochner integrabilnosti strogo merljivih funkcija f : 
 ! E
moze biti jednostavno prosiren sa Banach-ovih prostora ([4, Glava 1]) na
Frechet-ove prostore; u opstem slucaju, situacija je malo komplikovanija i
morali bismo koristiti ne-trivijalne adaptacije metoda koriscenih u Banach-
ovim prostorima. Prvo, denisemo Bochner-ov integral jednostavne funkcije
f : 
! E; date sa (3.2), R


f d :=
Pk
i=1 zi(
i). Moze se lako pokazati da
denicija Bochner-ovog integrala ne zavisi od reprezentacije (3.2).
Neka je 1  p < 1; neka je (X; k  k) kompleksan Banach-ov pros-
tor, i neka je (
;R; ) prostor mere. Tada se prostor Lp(
; X; ) sastoji
od svih strogo  merljivih funkcija f : 
 ! X takvih da je kfkp :=
(
R


kf()kpd)1=p konacno, takodje koristimo oznaku Lp(
; ) kada jeX = C:
Prostor L1(
; X; ) se sastoji od svih jako  merljivih, esencijalno ogra-
nicenih funkcija i snabdeven je normom kfk1 := ess supt2
 kf(t)k, f 2
L1(
; X; ). Ovde mi identikujemo sve funkcije koje su  skoro svuda
72
Kompleksni stepeni C sektorijalnih operatora u sekvencijalno
kompletnim lokalno konveksnim prostorima
jednake na 
; ako je  Lebesgue-ova mera na realnoj pravoj, tada ce, za
svako p 2 [1;1]; prostor Lp(
; X; ) biti oznacen sa Lp(
 : X): Na osnovu
Riesz{Fischer-ove teoreme, (Lp(
; X; ); k  kp) je Banach-ov prostor za sve
p 2 [1;1], i vise, zna se da je (L2(
; X; ); k  k2) Hilbert-ov prostor. Ako
je limn!1 fn = f u Lp(
; X; ), tada posotji podniz (fnk) od (fn) tako da
je limk!1 fnk(t) = f(t)  skoro svuda. Ako je Banach-ov prostor X ref-
leksivan, tada je Lp(
; X; ) reeksivan za sve p 2 (1;1) i njegov dual je
izometrijski izomorfan sa L
p
p 1 (
; X; ).
U nastavku cemo koristi sledecu notaciju  integrabilnosti, koja se po-
javljuje u monograji C. Martinez-a, M. Sanz-a [75, str. 99-102]; imajuci u
vidu sve koncepte, zeleli bismo da izdvojimo koncept Gelfand integrabilnosti
i integrabilnosti seminormama.
Denicija 3.1.2 Neka je K  
 kompaktan skup, i neka je funkcija f :
K ! E jako merljiva. Tada se kaze da je f() ( )integrabilna ako postoji
niz (fn)n2N jednostavnih funkcija tako da je limn!1 fn(t) = f(t) s.s. t 2 K
i da za sve " > 0 i za svako p 2 ~ postoji broj n0 = n0("; p) tako da jeZ
K
p
 
fn   fm

d  " (m; n  n0): (3.3)
U ovom slucaju, denisemoZ
K
f d := lim
n!1
Z
K
fn d: (3.4)
Jednacina (3.3) pokazuje da je (p(fn))n2N Cauchy-jev niz u prostoru L1(K;);
tako da je limit p(f) = limn!1 p(fn)  integrabilan. Na isti nacin se dobija
da je funkcija p(fn   f)  integrabilna i da niz odgovarajucih integrala
tezi ka nuli. Primetimo da denicija (3.4) ima smisla jer je E sekvencijalno
kompletan. Moze se lako pokazati da je svaka neprekidna funkcija f : K ! E
 integrabilna.
Denicija 3.1.3 (i) Funkcija f : 
 ! E je lokalno  integrabilna ako
je, za svaki kompaktan skup K  
; restrikcija fjK : K ! E  integ-
rabilna.
(ii) Funkcija f : 
! E je  integrabilna ako je lokalno integrabilna i ako
dodatno vazi Z


p(f) d <1; p 2 ~: (3.5)
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U ovom slucaju, denisemoZ


f d := lim
n!1
Z
Kn
f d;
gde je (Kn)n2N rastuci niz kompaktnih podskupova od E sa osobinom
da je
S
n2NKn = 
:
Gornja denicija je dobra i ne zavisi od izbora niza (Kn)n2N: Dodatno,
p
Z


f d


Z


p(f) d; p 2 ~:
Ako je funkcija f : K ! E; odnosno f : 
 ! E;  integrabilna, tada za
svako x 2 E imamo da je*
x;
Z
K
f d
+
=
Z
K


x; f

d; odnosno
*
x;
Z


f d
+
=
Z




x; f

d:
Pre nego sto nastavimo, bilo bi vazno da istaknemo da je Denicija 3.1.3
ekvivalentna sa denicijom Bochner-ovog integrala, kada je E Banach-ov
prostor. Svaka neprekidna funkcija f : 
 ! E koja zadovoljava (3.5) je
 integrabilna i vazi sledece.
Teorema 3.1.1 (i) (Teorema o dominantnoj konvergenciji) Pretpostavi-
mo da je (fn) niz  integrabilnih funkcija iz E
 i da (fn) konvergira
tackasto ka funkciji f : 
 ! E. Pretpostavimo da, za svako p 2 ~;
postoji  integrabilna funkcija Fp : 
 ! [0;1) tako da je p(fn) 
Fp; n 2 N: Tada je f()  integrabilna funkcija i limn!1
R


fn d =R


f d:
(ii) Neka je Y SKLKP, i neka je T : X ! Y neprekidno linearno preslika-
vanje. Ako je f : 
! X  integrabilno, onda je Tf : 
! Y takodje
 integrabilno i
T
Z


f d =
Z


Tf d: (3.6)
(iii) Neka je Y SKLKP, i neka je T : D(T )  X ! Y zatvoreno linearno
preslikavanje. Ako je f : 
 ! D(T )  integrabilno i Tf : 
 ! Y
takodje  integrabilno, tada je R


f d 2 D(T ) i vazi (3.6).
Dalje informacije o integrabilnosti funkcija sa vrednostima u lokalno kon-
veksnim prostorima mogu se naci konsultujuci reference [33]-[34], [48], [74],
[95], [99] i [102].
74
Kompleksni stepeni C sektorijalnih operatora u sekvencijalno
kompletnim lokalno konveksnim prostorima
Prostori funkcija
Za osnovne informacije o apsolutno neprekidnim funkcijama sa vrednostima
u Banach-ovom prostoru (funkcijama ogranicene varijacije), upucujemo na [4,
Glava 1] i [54, Glava 1]. Ako je X Banach-ov prostor, tada je prostor funkcija
sa vrednostima u prostoru X koje su apsolutno neprekidne (ogranicene va-
rijacije) na bilo kom podintervalu od [0;1) oznacen sa ACloc([0;1) : X)
(BVloc([0;1) : X)), dok je prostor k puta neprekidno diferencijabilnih funk-
cija (k 2 N0) iz nepraznog podskupa 
  C u proizvoljan sekvencijalno
kompletan lokalno konveksan prostor E oznacen sa Ck(
 : E); C(
 : E) 
C0(
 : E): Ako je X = C; tada takodje pisemo ACloc([0;1)) (BVloc([0;1)))
umesto ACloc([0;1) : X) (BVloc([0;1) : X)); prostor BV [0; T ]; BVloc([0; ));
BVloc([0; ) : X); kao i prostor L
p
loc(
 : X) za 1  p  1 su denisani na
veoma slican nacin (T;  > 0); Lploc(
)  Lploc(
 : C) i ne postoje razlike
medju prostorima Lploc([0; )) i L
p
loc((0; )); za proizvoljno  > 0 i 1  p  1:
Funkcija k 2 L1loc[(0; )) je kernel akko za svaku neprekidnu funkciju t 7! u(t);
t 2 [0; ); pretpostavka R t
0
k(t   s)u(s) ds = 0; t 2 [0; ) implicira u(t) = 0;
t 2 [0; ):
Ako je (Mp)p2N0 niz pozitivnih realnih brojeva takvih da je M0 = 1; tada
cemo koristiti sledece uslove iz teorije ultradistribucija:
(M.1): M2p Mp+1Mp 1; p 2 N;
(M.2): Mp  AHp min
p1;p22N;p1+p2=p
Mp1Mp2 ; n 2 N; za neko A > 1 i H > 1;
(M.3)':
P1
p=1
Mp 1
Mp
<1; i
(M.3): supp2N
P1
q=p+1
Mq 1Mp+1
pMpMq
<1:
Podsetimo se da je uslov (M.3) nesto jaci od (M.3)' i da, za svako s > 1;
Gevrey-ev niz (p!s) zadovoljava gornje uslove.
Sada cemo navesti, zarad daljeg lakseg citanja, osnovne strukturne oso-
bine prostora distribucija sa vrednostima u Banach-ovom prostoru. Pretpos-
tavimo, za sad, da je (X; jj  jj) kompleksni Banach-ov prostor. Schwartz-ov
prostor test funkcija D = C10 (R) i E = C1(R) su snabdeveni uobicajenom
induktivnom topologijom. Topologija prostora brzo opadajucih funkcija S se
uvodi sledecim sistemom seminormi: pm;n( ) =: supx2R jxm (n)(x)j;  2 S;
m; n 2 N0: Sa D0 oznacavamo potprostor od D koji se sastoji od eleme-
nata sa nosacem u [0;1). Dalje, D0(X) := L(D; X); E0(X) := L(E; X)
i S0(X) := L(S; X) su prostori neprekidnih linearnih funkcija D ! X;
E ! X i S ! X; redom; D00(X); E00(X) i S00(X) oznacavaju potpros-
tore od D0(X); E0(X) i S0(X); redom, koji sadrze elemente sa nosacem u
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[0;1): Oznacimo sa B familiju svih ogranicenih podskupova od D: Neka je
pB(f) := sup'2B jjf(')jj; f 2 D0(X); B 2 B: Tada je pB; B 2 B semi-
norma na D0(X) i sistem (pB)B2B indukuje topologiju na D0(X): Topologija
na E0(X); odnosno, S0(X); se denise na slican nacin.
Pretpostavimo da je k 2 N, p 2 [1;1] i 
 je otvoren neprazan podskup
od Rn. Tada se Sobolev prostor W k;p(
 : X) sastoji od onih distribucija
u 2 D0(
 : X) sa vrednostima u prostoru X (videti [54, Poglavlje 1.3])
takvih da, za svako i 2 f0;   ; kg i za svaki multi-indeks  2 Nn0 takav da
je jj  k, vazi Du 2 Lp(
; X). Ovde je izvod D uzet u distribucionom
smislu. Primetimo da prostor W k;p((0; ) : X), gde je  2 (0;1), moze
biti prolisan koristeci odgovarajuci prostor apsolutno neprekidnih funkcija
(videti na primer [9, Glava I, Poglavlje 2.2]). Sa W k;ploc (
 : X) oznacavamo
prostor onih distiribucija sa vrednostima u prostoruX, u 2 D0(
 : X), takvih
da, za svaki ogranicen otvoren podskup 
0 od 
; vazi uj
0 2 W k;p(
0 : X):
Neka su ';  : R ! E merljive funkcije, tada se konvolucije '   i ' 0  
denisu sa
'   (t) =
Z 1
 1
'(t  s) (s)ds
i
' 0  (t) =
Z t
0
'(t  s) (s)ds; t 2 R:
Primetimo da je '   = ' 0  ; ';  2 D0(E):
Cauchy-jeva integralna formula i analiticka svojstva funkcija sa
vrednostima u SKLKP-ima
Mogu se konsultovati [5], [10], [31], [42] i [49] za osobine analitickih funkcija
sa vrednostima u lokalno konveksnom prostoru. Kao sto je dobro poznato,
funkcija f : 
 ! E; gde je 
 otvoren podskup od C; je analiticka ako se
lokalno u okolini svake tacke z 2 
 moze predstaviti kao uniformno konver-
gentan stepeni red sa koecijentima u E: Kako je E SKLKP, pa samim tim
i lokalno kompletan prostor [31], analiticnost funkcije f() je ekvivalentna sa
slabom analiticnoscu od f(); tj., preslikavanje  7! f();  2 
 je analiticko
akko je preslikavanje  7! hx; f()i;  2 
 analiticko za svako x 2 E: U
kombinaciji sa jakom neprekidnosti preslikavanja  7! f();  2 
; gornje
osigurava da, za svaku zatvorenu konturu   u 
 takvu da je Ind (z) = 0;
z 2 C n 
; vazi sledece: f(z) = 1
2i
H
 
f()
 z d; z 2 
 n  ; Ind (z) = 1: Ko-
risteci teoremu o dominantnoj konvergenciji i dokaz Cauchy-jeve integralne
formule u skalarnom slucaju, dobija se da je preslikavanje  7! f();  2 
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beskonacno diferencijabilno i da je
f (n)(z) =
n!
2i
I
 
f()
(  z)n+1 d; z 2 
 n  ; Ind (z) = 1; n 2 N0; (3.7)
sto jednostavno implicira da je
f(z) =
1X
n=0
 
z   z0
nf (n)(z0)
n!
u okolini tacke z0 2 
: Takodje je vredno pomenuti da koriscenje bipolarne
teoreme implicira da teorema o jednakosti za analiticke funkcije [4, Propozi-
cija A.2, str. 456] ostaje validna i u slucaju kada je X proizvoljan lokalno
konveksan prostor, sto ce biti korisceno u nastavku.
Operatori frakcionog diferenciranja u prostorima funkcija sa vred-
nostima u SKLKP-ima, Mittag-leer-ove i Wright-ove funkcije
U poslednje vreme, izrazen interes za frakcioni racun i frakcione diferen-
cijalne jednacine je stimulisan njihovom upotrebom u modeliranju raznih
inzenjerskih problema, kao i problema iz oblasti zike, hemije, biologije i
drugih nauka. Mittag-Leer-ova i Wright-ova funkcija imaju znacajnu ulogu
u raznim primenama frakcionog kalkulusa. Za vise informacija o ovoj temi,
moze se konsultovati monograje autora D. Baleanu, K. Diethelm, E. Scalas,
J. Trujillo [8], K. Diethelm [24], A. A. Kilbas, H. M. Srivastava, J. J. Trujillo
[45], J. Klafter, S. C. Lim, R. Metzler (Eds.) [47], F. Mainardi [73], K. S.
Miller, B. Ross [81], K. B. Oldham, J. Spanier [85], I. Podlubny [93] i S. G.
Samko, A. A. Kilbas, O. I. Marichev [96].
Hronoloski, teorija frakcionih izvoda krece prepiskom W. Leibnitz i de
L`Hospital (1695) u kojoj je diskutovano o smislu izvoda reda jedne polovine;
u njegovoj kasnijoj prepisci sa J. Bernoulli (1695), pomenuti su i izvodi
\opsteg reda." Iako su L. Euler, P. S. Laplace, J. L. Lagrange, J. B. J.
Fourier, J. Wallis i S. F. Lacroix pominjali frakcione izvode, N. H. Abel
(1823) je bio prvi koji je koristio frakcione operatore. Preciznije, N. H. Abel
je primenio konacan konvolucioni proizvod
xZ
0
(x  t)1=2f(t) dt
za formulaciju izohronog problema. Krajem devetnaestog veka, teorija frak-
cionih izvoda i integrala je dobila svoj skoro konacan oblik; pregled istorije
frakcionog racuna moze da se nadje u [26], [81], [85] i [96].
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Neka je  > 0; m = de i I = (0; T ) za neko T > 0: Riemann-Liouville-ov
frakcioni integral reda  je denisan sa
Jt f(t) :=
 
g  f

(t); f 2 L1(I); t 2 I:
Riemann-Liouville-ov frakcioni izvod reda  je denisan za one funkcije f 2
L1(I) koje su takve da je gm   f 2 W 1;m(I); sa
Dt f(t) :=
dm
dtm
Jm t f(t); t 2 I:
Na osnovu [11, Teorema 1.5], znamo da je Dt J

t f() = f(); f 2 L1(I) i, ako
f() dodatno zadovoljava gm   f 2 W 1;m(I); tada je
Jt D

t f(t) = f(t) 
m 1X
k=0
 
gm   f
(k)
(0)g+1+k m(t):
U ovoj glavi, uglavnom koristimo Caputo-ove frakcione izvode; sem ako
nije drugacije naznaceno. Caputo-ov frakcioni izvod Dt u(t) je denisan za
one funkcije u 2 Cm 1([0;1) : E) takve da je gm   (u  
Pm 1
k=0 ukgk+1) 2
Cm([0;1) : E); sa
Dt u(t) =
dm
dtm
"
gm  
 
u 
m 1X
k=0
ukgk+1
!#
;
gde je uk = u
(k)(0). Pretpostavimo da je  > 0;  > 0 i da je D+t u(t)
denisano. Tada je Caputo-ov frakcioni izvodDtu(t) denisan za sve brojeve
 2 (0;  + ) ali jednakost D+t u = DtDt u ne vazi u opstem slucaju.
Jednakost moze da se pokaze ako je zadovoljen jedan od sledecih uslova:
1.  2 N;
2. d + e = de; ili
3. u(j)(0) = 0 za de  j  d + e   1:
Ako je u 2 C([0;1) : E); odnosno u 2 Cm 1([0;1) : E) i gm   (u  Pm 1
k=0 ukgk+1) 2 Cm([0;1) : E); tada vaze sledece jednakosti:
Dt J

t u(t) = u(t); t  0; odnosno
Jt D

t u(t) = u(t) 
m 1X
k=0
u(k)(0)gk+1(t); t  0:
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Pretpostavimo da je !  0 i da za svako p 2 ~ postoji Mp > 0 tako da
je p(u(t)) + p(Dt u(t))  Mpe!t; t  0: Tada se Laplace-ova transformacija
funkcije Dt u(t) moze izracunati na sledeci nacin:
1Z
0
e tDt u(t) dt = 
~u() 
m 1X
k=0
u(k)(0) 1 k; Re > !: (3.8)
Neka je  > 0 i  2 R: Tada je Mittag-Leer-ova funkcija E;(z) de-
nisana sa
E;(z) :=
1X
n=0
zn
 (n+ )
; z 2 C:
Ovde pretpostavljamo da je 1= (n + ) = 0 ako je n +  2  N0: Neka
je, krace, E(z) := E;1(z); z 2 C: Kao sto funkcija E1(z) = ez; zadovoljava
diferencijalnu relaciju (d=dt)e!t = !e!t, funkcija E(z) zadovoljava da je
Dt E
 
!t

= !E
 
!t

:
Takodje, kao sto je poznato, za svako  > 0; postoji c > 0 tako da je:
E(t)  c exp
 
t1=

; t  0: (3.9)
Asimptotska ekspanzija cele funkcije E;(z) je data sledecom vaznom
teoremom (videti npr. [104, Teorema 1.1]):
Teorema 3.1.2 Neka je 0 <  < 1
2
: Tada, za svako z 2 C n f0g i m 2
N n f1g;
E;(z) =
1

X
s
Z1 s e
Zs  
m 1X
j=1
z j
 (   j) +O
 jzj m; jzj ! 1;
gde je Zs denisano sa Zs := z
1=e2is= i prva suma je uzeta po svim celim
brojevima s koji zadovoljavaju j arg z + 2sj < (
2
+ ):
Kao specijalni slucaj Teoreme 3.1.2, imamo sledece asimptotske formule
koje se pojavljuju u [11]. Neka je  2 (0; 2) n f1g;  > 0 i N 2 N n f1g: Tada
vazi sledece:
E;(z) =
1

z(1 )=ez
1=
+ ";(z); j arg zj < =2; (3.10)
i
E;(z) = ";(z); j arg( z)j <    =2; (3.11)
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gde je
";(z) =
N 1X
n=1
z n
 (   n) +O
 jzj N; jzj ! 1: (3.12)
Mittag-Leer-ova funkcija E;(z) se moze u integralnom obliku pred-
staviti sa
E;(z) =
1
2i
Z
G
 e
   z d; z 2 C;
gde je G kontura (Hankel-ova kriva) koja krece i zavrsava u  1 i obilazi
oko diska jj  jzj1= u smeru obratnom od kazaljke na satu. Jedna od
najinteresantnijih osobina Mittag-Leer-ove funkcije je povezana sa sledecim
identitetom:
1Z
0
e tt 1E;
 
!t

dt =
 
   ! ; Re > !
1=; ! > 0: (3.13)
Vredno je pomenuti da je funkcija t 7! E;( t); t  0 kompletno monotona
(tj. da je ( 1)n(dn=dtn)E;( t)  0; t  0; n 2 N0) ako je  2 (0; 1] ili
   ([73]).
Postoji veliki broj identiteta za Mittag-Leer-ove funkcije a ovde cemo
navesti samo najvaznije:
(i) E;(z) =  ()
 1 + zE;+(z); z 2 C:
(ii) E;(z) = E;+1(z) + z
d
dz
E;+1(z); z 2 C:
(iii) Za svako j 2 N i  > 0; postoje jedinstveno odredjeni realni brojevi
c0l;j; (1  l  j) tako da je:
E(j) (z) =
jX
l=1
c0l;j;E;j (j l)(z); z 2 C: (3.14)
(iv) d
p
dzp
h
z 1E;(z)
i
= z p 1E; p(z); p 2 N; z 2 C n ( 1; 0]:
(v) E1=q(z) = e
z
h
1 +
Pq 1
k=1
(1 k=q;z)
 (1 k=q)
i
; z 2 C; q = 2; 3;   ; gde (a; z) =R z
0
e uua 1 du oznacava nepotpunu Gama funkciju.
Neka je  2 (0; 1): Tada je Wright-ova funkcija () denisana sa
(t) := L
 1 E( )(t); t  0:
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Wright-ova funkcija () se moze analiticki produziti na celu kompleksnu
ravan sa
(z) =
1X
n=0
( z)n
n! (1    n) =
1

1X
n=1
( z)n
(n  1)! (n) sin(n); z 2 C:
Dodatno, imamo da je:
(i) (t)  0; t  0;
(ii)
R1
0
e tt 1 (t ) dt = e 

;  2 C+; i
(iii)
R1
0
tr(t) dt =
 (1+r)
 (1+r)
; r >  1:
Wright-ova funkcija () ima integralnu reprezentaciju datu sa:
(z) =
1
2i
Z
G
 1 exp
 
  z d; z 2 C;
gde je G Hankel-ova kriva gore pomenuta. Asimptotska ekspanzija Wright-
ove funkcije (), za jzj ! 1 iz sektora j arg zj  min((1   )3=2; )   "
je data sa
(z) = Y
 1=2e Y
 
M 1X
m=0
AmY
 M +O

jY j M
!
;
gde su Y = (1  )(z)1=(1 ); M 2 N i Am odredjeni realni brojevi ([105]).
3.1.2 Laplace-ova transformacija u sekvencijalno komp-
letnim lokalno konveksnim prostorima
Autori W. Arendt, C. J. K. Batty, M. Hieber i F. Neubrander su u izvrsnoj
monograji [4] studiozno predstavili Laplace-ovu transformaciju funkcija sa
vrednostima u Banach-ovom prostoru. Znacajno manje cinjenica je poznato
o Laplace-ovoj transformaciji funkcija sa vrednostima u sekvencijalno komp-
letnim lokalno konveksnim prostorima (videti T.-J. Xiao, J. Liang [107], [108],
[106] i Y.-C. Li, S.-Y. Shaw [66]). Iako ne u potpuno uopstenom slucaju, sa
teorijske tacke gledista, praticemo metod koji je dat u radu [107] (videti
takodje [108, Poglavlje 1.1.1]). Kroz ovo poglavlje uvek cemo pretpostavljati
da je 
 = [0;1) i da je  Lebesgue-ova mera na [0;1): Ako je 1 < a < b <
1 i f 2 C([a; b] : E); tada se integral R b
a
f(t) dt; denisan u smislu Riemann-
ovih suma na isti nacin kao za numericke funkcije, podudra sa integralomR b
a
f(t) dt koji je uveden u prethodnom poglavlju.
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Neka je a 2 R: Slicno kao u Deniciji 1.1.3 datoj u [108], kazemo da
funkcija h : (a;1) ! E pripada klasi LT   E ako postoji funkcija f 2
C([0;1) : E) tako da za svako p 2 ~ postoji Mp > 0 tako da je zadovoljeno
p(f(t)) Mpeat; t  0 i
h() =
1Z
0
e tf(t) dt;  > a: (3.15)
Ako je ovo slucaj, h() se naziva Laplace-ova transformacija funkcije f(t).
Oznacimo sa L i L 1 Laplace-ovu transformaciju i njenu inverznu transfor-
maciju, redom:
L(f(t))() = h();  > a ; L 1(h())(t) = f(t); t  0:
Ponekad pisemo ~f() := L(f(t))(): Integral koji se pojavljuje sa desne
strane jednakosti (3.15) konvergira za sve  2 C takve da je Re > a i
denise analiticku funkciju na ovoj oblasti, tj. funkcija  ! h();  > a se
moze analiticki produziti na desnu poluravan f 2 C : Re > ag: Nije tesko
pokazati da je
dn
dn
h() = ( 1)n
1Z
0
e ttnf(t) dt; n 2 N;  2 C; Re > a:
Sem ako nije drugacije naglaseno, skracenica  oznacava konacni kon-
volucioni proizvod (videti (3.16)). Pretpostavicemo sledeci uslov za skalarnu
funkciju K() :
(P1) K() je Laplace transformabilna, tj. K 2 L1loc([0;1)) i postoji  2 R
tako da
~K() := L(K(t))() := lim
b!1
Z b
0
e tK(t) dt :=
Z 1
0
e tK(t) dt
postoji za sve  2 C takve da je Re > .
Neka je abs(K) :=inffRe : ~K() postojig.
Laplace-ova transformacija ima sledece osobine.
Teorema 3.1.3 Neka za f 2 C([0;1) : E) vazi da za svako p 2 ~ postoji
Mp > 0 tako da je p(f(t)) Mpeat; t  0; neka je z 2 C i s  0; i neka vazi
(3.15).
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(i) Neka je g(t) := e ztf(t), t  0. Tada je ~g() = ~f( + z),  2 C,
Re > a  Re z.
(ii) Neka je fs(t) := f(t + s), t  0. Tada je ~fs() = es( ~f()  R s
0
e tf(t) dt),  2 C; Re > a:
(iii) Pretpostavimo da je h 2 L1loc([0;1)) Laplace transformabilna i da
postoje konstante M; a0 > 0 takve da je
R t
0
jh(s)je!s ds Mea0t; t  0: Neka
je
(h  f)(t) :=
Z t
0
h(t  s)f(s) ds; t  0: (3.16)
Tada je preslikavanje t 7! (h  f)(t); t  0 neprekidno i za svako p 2 ~
postoji Np > 0 tako da je p((h  f)(t))  Npe!0t; t  0: Dodatno,
]h  f() = ~h() ~f();  2 C; Re > max abs(jhj); a0; a:
(iv) Neka je F (t) :=
R t
0
f(s) ds, t  0. Tada je ~F () = ~f()

,  2 C,
Re > max(0; a).
(v) Neka je
j(t) :=
1Z
0
e s
2=4t
p
t
f(s) ds i j(0) := f(0):
Tada je preslikavanje t 7! j(t); t  0 neprekidno i za svako p 2 ~ postoji
mp > 0 tako da je p(j(t))  mpemax(a;0)2t; t  0: Dodatno,
~j() =
~f(
p
)p

za sve  2 C gde je Re > max(a; 0)2:
(vi) (Teorema o jedinstvenosti Laplace-ove transformacije) Pretpostavimo
da je 0 > a i ~f() = 0 za sve  2 (0;1). Tada je f(t) = 0; t  0.
(vii) Neka za f1; f2 2 C([0;1) : E) vazi da za svako p 2 ~ postoji
M 0p > 0 tako da je p(f1(t)) + p(f2(t)) M 0peat; t  0: Pretpostavimo da je A
zatvoren linearan operator na E takav da je za  > a;
1Z
0
e tf1(t) dt 2 D(A);
i
A
1Z
0
e tf1(t) dt =
1Z
0
e tf2(t) dt;  > a:
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Tada, za svako t  0; imamo da je f1(t) 2 D(A) i Af1(t) = f2(t):
(viii) (Post{Widder-ova inverzija) Pretpostavimo t > 0: Tada vazi sledece:
f(t) = lim
n!1
( 1)n 1
n!
n
t
n+1
~f (n)
n
t

;
uniformno na kompaktnim podskupovima od (0;1):
(ix) Za svako t  0; imamo da je
tZ
0
f(s) ds = lim
!1
1X
n=1
( 1)n 1n! 1ent
1Z
0
e nrf(r) dr:
Sada cemo formulisati teoremu o inverziji Laplace-ove tansformacije sa
vrednostima u sekvencijalno kompletnom lokalno konveksnom prostoru.
Teorema 3.1.4 Pretpostavimo da je a > 0, r 2 R; q : f 2 C : Re >
ag ! E analiticka, i da za svako p 2 ~ postoji Mp > 0 tako da je
p(q()) Mpjjr; Re > a:
Tada za svako  > 1 postoji funkcija h 2 C([0;1) : E) takva da je h(0) =
0 i
p
 
h(t)
 MMpeat; p 2 ~; t  0;
q() = +r
1Z
0
e th(t) dt; Re > a;
gde je M nezavisno od p i q():
Primetimo da je funkcija h() data sa:
h(t) =
1
2i
a+i1Z
a i1
et r q() d; t  0;
i da prethodni nesvojstveni integral ne zavisi od izbora broja a > a. Cuvena
Arendt{Widder-ova teorema je blago uopstena u nizu radova (videti [54,
Poglavlje 1.1] za vise informacija); sledecu verziju su dokazali T.-J. Xiao i J.
Liang u [107].
Teorema 3.1.5 Neka je a  0, r 2 (0; 1], ! 2 ( 1; a]; Mp > 0 za svako
p 2 ~; i neka je q : (a;1) ! E beskonacno diferencijabilna funkcija. Tada
su tvrdjenja (i) i (ii) ekvivalentna, gde je:
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(i) Vazi p
 
(  !)k+1 q(k)()
k!
 M; p 2 ~;  > a; k 2 N0:
(ii) Postoji funkcija Fr 2 C([0;1) : E) koja zadovoljava Fr(0) = 0;
q() = r
1Z
0
e tFr(t) dt;  > a;
p
 t+hZ
0
(t+ h  s) r
 (1  r) Fr(s) ds 
tZ
0
(t  s) r
 (1  r)Fr(s) ds
!
Mphe!tmax
 
e!h; 1

;
za svako t  0; h  0 i p 2 ~; ako je r 2 (0; 1); i
p
 
Fr(t+ h)  Fr(t)
 Mphe!tmax e!h; 1; t  0; h  0; p 2 ~;
ako je r = 1: Dodatno, u ovom slucaju,
p
 
Fr(t+ h)  Fr(t)
  2Mp
r (r)
hrmax
 
e!(t+h); 1

; t  0; h  0; p 2 ~:
Analiza analitickih svojstava Laplace-ove transformacije u SKLKP-ima
zasniva se na sledecim rezultatima [4, Teorema 2.6.1, Propozicija 2.6.3, Teo-
rema 2.6.4]. Podsetimo se da je  = fz 2 C n f0g : j arg(z)j < g
( 2 (0; ]).
Teorema 3.1.6 ([56])
(i) Neka je  2 (0; 
2
]; ! 2 R i q : (!;1) ! E: Tada su sledeca tvrdjenja
ekvivalentna:
(a) Postoji analiticka funkcija f :  ! E takva da je q() = ~f();
 2 (!;1) i da je skup fe !zf(z) : z 2 g ogranicen za sve
 2 (0; ):
(b) Funkcija q() ima analiticko produzenje q^ : ! + 
2
+ ! E koje
zadovoljava da je skup f( !)q^() :  2 !+
2
+g ogranicen za
sve  2 (0; ):
Ako je ovo slucaj, tada imamo da je, za svako k 2 N i  2 (0; ); skup
fzke !zf (k)(z) : z 2 g ogranicen.
(ii) Neka je  2 (0; ] i neka je f :  ! E analiticka funkcija takva da
je, za sve  2 (0; ); skup ff(z) : z 2 g ogranicen. Neka je x 2 E:
Tada vazi sledece:
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(a) Pretpostavka limt!+1 f(t) = x implicira da je limz!1;z2 f(z) =
x za sve  2 (0; ):
(b) Pretpostavka limt!0+ f(t) = x implicira da je limz!0;z2 f(z) = x
za sve  2 (0; ):
(iii) Pretpostavimo da je x 2 E;  2 (0; 
2
]; ! 2 R; q : (!;1) ! E i neka
vazi (i)(a) iz ove teoreme. Tada:
(a) limt!0+ f(t) = x akko lim!1 q() = x:
(b) Neka je ! = 0: Tada limt!+1 f(t) = x akko lim!0 q() = x:
Dobro je poznato da teoreme Trotter-Kato tipa daju efektivne metode
ispitivanja konvergencije numerickih aproksimacija resenja PDJ-a. Sledeca
teorema o aproksimaciji Laplace-ove transformacije omogucava izvodjenje
nekoliko teorema Trotter-Kato tipa za (a; k) regularizovane C rezolventne
familije; za vise informacija u ovom pravcu, upucujemo na [1]-[2], [46], [67],
[69], [70] i [83]. U slucaju kada je E Banach-ov prostor, gore pomenut rezultat
je prvi put objavljen u radu [109] autora T.-J. Xiao i J. Lianga. Rezultati su
prvi put dokazani u [56].
Teorema 3.1.7 (Aproksimacija) Neka je fn 2 C([0;1) : E); n 2 N; neka
je skup fe !tfn(t) : n 2 N; t  0g ogranicen za neko ! 2 R i neka je 0  !:
Tada su sledeca tvrdjenja ekvivalentna:
(i) Niz ( ~fn) tackasto konvergira na (0;1) i niz (fn) je uniformno ogra-
nicen u svakoj tacki t  0:
(ii) Niz (fn) konvergira uniformno nad kompaktnim podskupovima od [0;1):
Pretpostavljajuci da vazi (ii) i da je limn!1 fn(t) = f(t); t  0; imamo da
je limn!1 ~fn() = ~f();  > 0:
Primetimo, na kraju, da se jednostavno moze dokazati blago uopstenje
Teoreme 3.1.7 prateci pristup M. Li-a i Q. Zheng-a [65, Propozicija 2.7].
3.2 Denicija i osnovne osobine (a; k) regu-
larizovanih C rezolventnih familija
U ovoj sekciji, izlozicemo pregled razlicitih strukturnih osobina (a; k) re-
gularizovanih C rezolventnih familija i njihovih podgeneratora, zajedno sa
teoremama Hille-Yosida-inog tipa.
Neka je E sekvencijalno kompletan lokalno konveksan prostor. Naredna
denicija je prvi put uvedena u [56].
86
Kompleksni stepeni C sektorijalnih operatora u sekvencijalno
kompletnim lokalno konveksnim prostorima
Denicija 3.2.1 Neka je 0 <   1; k 2 C([0; )); k 6= 0 i neka je a 2
L1loc([0; )); a 6= 0: Pretpostavimo da je C 2 L(E) injektivan, da je A zatvoren
linearan operator na E; i da je CA  AC: Tada je strogo neprekidna ope-
ratorska familija (R(t))t2[0;) (lokalna, ako je  < 1) (a; k) regularizovana
C rezolventna familija koja ima A kao podgenerator akko vazi sledece:
(i) R(t)A  AR(t); t 2 [0; ) i R(0) = k(0)C;
(ii) R(t)C = CR(t); t 2 [0; ) i
(iii) R(t)x = k(t)Cx+
R t
0
a(t  s)AR(s)x ds; t 2 [0; ); x 2 D(A):
(R(t))t2[0;) je nedegenerisana ako uslov R(t)x = 0; t 2 [0; ) implicira da
je x = 0; i (R(t))t2[0;) je lokalno uniformno ogranicena ako je, za svako
t 2 (0; ); familija fR(s) : s 2 [0; t]g uniformno ogranicena. U slucaju kada
je  = 1; (R(t))t0 je eksponencijalno uniformno ogranicena (uniformno
ogranicena) ako postoji ! 2 R (! = 0) tako da je familija fe !tR(t) : t  0g
uniformno ogranicena; za inmum ovih brojeva se kaze da je eksponencijalni
tip familije (R(t))t0:
Ako je k(t)  g+1(t); gde je  > 0; tada se kaze da je (R(t))t2[0;)
 puta integrisana (a; C) rezolventna familija; na ovaj nacin, objedinju-
jemo notacije (lokalne)  puta integrisane C polugrupe (a(t)  1) i kosi-
nusne funkcije (a(t)  t) u lokalno konveksnim prostorima. Dalje, u slucaju
kada je k(t) =
R t
0
K(s) ds; t 2 [0; ); gde jeK 2 L1loc([0; )) iK 6= 0; dobijamo
objedinjujuci koncept za (lokalne)K konvolucione C polugrupe i kosinusne
funkcije; preciznije, u deniciji lokalne K konvolucione C polugrupe (ko-
sinusne funkcije) i njenog podgeneratora dodatno pretpostavljamo da uslov
(3.17) dat u nastavku vazi za a(t)  1 (a(t)  t). Integralni generator
K konvolucione C polugrupe (kosinusne funkcije) uvodimo kao i u slucaju
Banach-ovih prostora ([54]). Ako je k(t)  1; tada je (R(t))t2[0;) takodje
i (a; C) regularizovana rezolventna familija sa podgeneratorom A: Neka je
(t) :=
R t
0
k(s) ds; t 2 [0; ):
Denicija 3.2.2 (i) Neka je  2 (0; ]; i neka je (R(t))t0 (a; k) regula-
rizovana C rezolventna familija. Tada se kaze da je (R(t))t0 anali-
ticka (a; k) regularizovana C rezolventna familija ugla ; ako postoji
funkcija R :  ! L(E) takva da je, za svako x 2 E; preslikavanje
z 7! R(z)x; z 2  analiticko i da vazi:
(i) R(t) = R(t); t > 0 i
(ii) limz!0;z2 R(z)x = k(0)Cx za svako  2 (0; ) i x 2 E:
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Kaze se da je (R(t))t0 eksponencijalana uniformno ogranicena, ana-
liticka (a; k) regularizovana C rezolventna familija ugla ; odnosno
uniformno ogranicena analiticka (a; k) regularizovana C rezolventna
familija ugla , ako za svako  2 (0; ); postoji !  0; odnosno ! = 0;
tako da je operatorska familija fe ! Re zR(z) : z 2 g uniformno
ogranicena. Kako nema opasnosti od zabune, u nastavku cemo identi-
kovati R() i R():
(ii) (a; k) regularizovana C rezolventna familija (R(t))t0 je cela, ako je,
za svako x 2 E; preslikavanje t 7! R(t)x; t  0 moguce analiticki
prosiriti na celu kompleksnu ravan.
Dodajmo jos, da se u radovima [52] i [56], (a; k) regularizovana C re-
zolventna familija (analiticka (a; k) regularizovana C rezolventna familija
ugla ) gde je k(t) = 1 i a(t) = g(t) za neko  > 0; naziva (g; C) regula-
rizovana rezolventna familija (S(t))t0 koja ima A kao podgenerator (ana-
liticka (g; C) regularizovana rezolventna familija ugla ). Svojstvo lokalne
uniformne ogranicenosti, kao i eksponencijalne uniformne ogranicenosti (uni-
formne ogranicenosti) je, takodje, denisano na isti nacin.
U nastavku ovog poglavlja, pretpostavicemo da su K; k; k1; k2;   
skalarne funkcije koje su kerneli i da je a 6= 0 u L1loc([0; )): Sem ako nije
drugacije naznaceno, uvek cemo pretpostavljati da je operator C 2 L(E)
injektivan i da zadovoljava CA  AC:
U nastavku ce biti korisceni sledeci uslovi:
(U1): A je gusto denisan i (R(t))t2[0;) je lokalno uniformno ogranicena.
(U2): (A) 6= ;:
(U3): C(A) 6= ;; R(C) = E i (R(t))t2[0;) je lokalno uniformno ogranicena.
(U3)': C(A) 6= ; i C 1AC = A:
(U4): A je gusto denisan i (R(t))t2[0;) je lokalno uniformno ogranicena, ili
C(A) 6= ;:
(U5): (U1) _ (U2) _ (U3) _ (U3)'.
Napomena 3.2.1 Pretpostavimo da je E bacvast i da je ; 6= 
  C: Ko-
risteci princip uniformne ogranicenosti [77, Propozicija 23.27, str. 273],
dobijamo da je familija fA(z) : z 2 
g u L(E) uniformno ogranicena akko je
skup fA(z) : z 2 
g (tackasto) ogranicen u L(E): Isti argument pokazuje da
je strogo neprekidna operatorska familija (R(t))t2[0;) u bacvastim prostorima
lokalno uniformno ogranicena (videti takodje T. Komura [51, Propozicija
1.1]).
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Propozicija 3.2.1 ([52], [56]) Neka je A podgenerator (lokalne) (a; k) re-
gularizovane C rezolventne familije (R(t))t2[0;): Tada pretpostavka C(A) 6=
; implicira da je A R t
0
a(t s)R(s)x ds = R(t)x k(t)Cx; t 2 [0; ); x 2 R(C):
Ako dodatno pretpostavimo (U5), imamo da je
A
tZ
0
a(t  s)R(s)x ds = R(t)x  k(t)Cx; t 2 [0; ); x 2 E: (3.17)
Nadalje cemo posmatrati samo nedegenerisane (a; k) regularizovane C 
rezolventne familije. Primetimo da je (R(t))t2[0;) nedegenerisana ako je
k(0) 6= 0 ili ako vazi (3.17). Skup koji sadrzi sve podgeneratore familije
(R(t))t2[0;); oznacen sa }(R); ne mora biti konacan. Lako se moze proveriti
da vazi:
(i) A 2 }(R) implicira C 1AC 2 }(R):
(ii) R(t)(   A) 1C = (   A) 1CR(t); t 2 [0; ); ako je A 2 }(R) i
 2 C(A):
(iii) Neka je a(t) kernel. Tada se integralni generator A^ od (R(t))t2[0;) moze
denisati sa
A^ :=
(
(x; y) 2 EE : R(t)x k(t)Cx =
tZ
0
a(t s)R(s)y ds; t 2 [0; )
)
:
Integralni generator A^ operatorske familije (R(t))t2[0;) je funkcija koja
zadovoljava C 1A^C = A^ i B  A^; B 2 }(R); pretpostavke B 2 }(R)
i (B) 6= ; impliciraju da je A^ = B = C 1BC: Neka je (R(t))t2[0;)
lokalno uniformno ogranicena. Tada:
(a) A^ je zatvoren linearan operator.
(b) A^ 2 }(R); ako je R(t)R(s) = R(s)R(t); 0  t; s < :
(c) A^ = C 1BC; ako je B 2 }(R) i vazi (U5) gde je A zamenjeno sa
B:
(iv) Neka je a(t) kernel i neka je fA;Bg  }(R): Tada je Ax = Bx; x 2
D(A) \ D(B); i A  B , D(A)  D(B): Pretpostavimo takodje da
vazi (3.17) za A (B) i C: Tada:
(a) C 1AC = C 1BC i C(D(A))  D(B):
(b) A i B imaju iste sopstvene vrednosti.
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(c) A  B ) C(A)  C(B):
(v) Neka je a(t) kernel, neka je C = I i neka vazi (U5) za neko A 2 }(R):
Tada je card(}(R)) = 1:
Propozicija 3.2.2 ([68], [52] i [56])
(i) Neka je A podgenerator (a; ki) regularizovane C rezolventne familije
(Ri(t))t2[0;); i = 1; 2: Tada je (k2  R1)(t)x = (k1  R2)(t)x; t 2 [0; );
x 2 D(A); ako dodatno vazi (U4), onda je gornja jednakost tacna za
sve t 2 [0; ) i x 2 E:
(ii) Neka je A podgenerator (a; k) regularizovane C rezolventne familije
(R(t))t2[0;): Ako je k(t) apsolutno neprekidna i k(0) 6= 0; tada je A
podgenerator (a; C) regularizovane rezolventne familije na [0; ):
(iii) Neka je (R(t))t2[0;) (a; k) regularizovana C rezolventna familija sa
podgeneratorom A; i neka je L1loc([0; )) 3 b kernel. Tada je A podgene-
rator (a; k b) regularizovane C rezolventne familije ((bR)(t))t2[0;):
(iv) Neka je (R(t))t2[0;) (a; C) regularizovana rezolventna familija kojoj
je A podgenerator. Tada je ((k  R)(t))t2[0;) (a;) regularizovana
C rezolventna familija kojoj je A podgenerator.
Teorema 3.2.1 Neka k(t) i a(t) zadovoljavaju uslov (P1), i neka je (R(t))t0
jako neprekidna operatorska familija za koju postoji !  0 tako da je fa-
milija fe !tR(t) : t  0g uniformno ogranicena. Dalje, denisimo broj
!0 := max(!; abs(a); abs(k)):
(i) Pretpostavimo da je A podgenerator globalne (a; k) regularizovane C 
rezolventne familije (R(t))t0 koja zadovoljava (3.17). Tada je, za
svako  2 C takvo da je Re > !0 i ~k() 6= 0; operator I   ~a()A
injektivan, R(C)  R(I   ~a()A);
~k()
 
I   ~a()A 1Cx = 1Z
0
e tR(t)x dt; x 2 E; Re > !0; ~k() 6= 0;
(3.18)(
1
~a()
: Re > !0; ~k()~a() 6= 0
)
 C(A) (3.19)
i R(s)R(t) = R(t)R(s); t; s  0:
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(ii) Pretpostavimo da vazi (3.18)-(3.19). Tada je A podgenerator globalne
(a; k) regularizovane C rezolventne familije (R(t))t0 koja zadovolja-
va da je R(s)R(t) = R(t)R(s); t; s  0:
Sledeca teorema Hille-Yosida-inog tipa moze biti izvedena pomocu Teo-
reme 3.1.4, Teoreme Arendt-Widder-a u SKLKP-ima (Teorema 3.1.5), pret-
hodne teoreme i principa analitickog produzenja u SKLKP-ima. Dokaz je
standardan pa je stoga izostavljen.
Teorema 3.2.2 (i) Neka je !0 > max(0; abs(a); abs(k)); i neka k(t) i a(t)
zadovoljavaju uslov (P1). Pretpostavimo da je, za svako  2 C takvo da
je Re > !0 i ~k() 6= 0; operator I   ~a()A injektivan i da je R(C) 
R(I   ~a()A): Ako postoji funkcija  : f 2 C : Re > !0g ! L(E)
koja zadovoljava:
(a) () = ~k()(I   ~a()A) 1C; Re > !0; ~k() 6= 0;
(b) preslikavanje  7! ()x; Re > !0 je analiticko za svako ksi-
rano x 2 E; i
(c) postoji r   1 tako da je familija f r() : Re > !0g uni-
formno ogranicena,
tada je, za svako  > 1; A podgenerator globalne (a; k  g+r) regula-
rizovane C rezolventne familije (R(t))t0 koja je takva da je familija
fe !0tR(t) : t  0g uniformno ogranicena.
(ii) Pretpostavimo da je ! 2 R; k(t) i a(t) zadovoljavaju (P1), i (U2) ili
(U3). Pretpostavimo da je, dodatno, A podgenerator globalne (a;) re-
gularizovane C rezolventne familije (R(t))t0 takve da je familija(
h 1e !tmin
 
e!h; 1
 
Rr(t+ h) Rr(t)

: t  0; h > 0
)
uniformno ogranicena. (3.20)
Tada postoji b  max(0; !; abs(a); abs(k)) tako da je:(
1
~a()
:  > b; ~k()~a() 6= 0
)
 C(A); (3.21)
preslikavanje  7! H() := ~k()(I   ~a()A) 1C;  > b; ~k()~a() 6= 0
je beskonacno diferencijabilno u L(E); (3.22)
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i familija(
k! 1(  !)k+1 d
k
dk
H() : k 2 N0;  > b; ~k()~a() 6= 0
)
je uniformno ogranicena: (3.23)
(iii) Pretpostavimo da je ! 2 R; funkcije k(t) i a(t) zadovoljavaju (P1),
b  max(0; !; abs(a); abs(k)); vazi (3.21), funkcija H : D(H)  f >
b : ~a()~k() 6= 0g ! L(E); data sa H()x = ~k()(I   ~a()A) 1Cx;
x 2 E;  2 D(H); je takva da je preslikavanje  7! H()x;  2 D(H)
beskonacno diferencijabilno za svako ksirano x 2 E i, za svako p 2 ~;
postoje cp > 0 i rp 2 ~ tako da je:
p
 
k! 1(  !)k+1 d
k
dk
H()x
!
 cprp(x); x 2 E;  2 D(H); k 2 N0:
(3.24)
Tada je, za svako r 2 (0; 1]; operator A podgenerator globalne (a; k 
gr) regularizovane C rezolventne familje (Rr(t))t0 koja zadovoljava
(3.17) gde je (R(t))t0 zamenjeno sa (Rr(t))t0; kao i da je, za svako
p 2 ~;
p
 
Rr(t+ h)x Rr(t)x
  2cprp(x)
r (r)
max
 
e!(t+h); 1

hr;
t  0; h > 0; x 2 E; (3.25)
i da je, za svako p 2 ~ i B 2 B; preslikavanje t 7! pB(Rr(t)); t  0
lokalno Holder neprekidno stepena r:
(iv) Pretpostavimo da je ! 2 R; k(t) i a(t) zadovoljavaju (P1), i da je A
gusto denisan.
(a) Neka je A podgenerator globalne (a; k) regularizovane C rezol-
ventne familije (R(t))t0 takve da je familija fe !tR(t) : t  0g
uniformno ogranicena. Tada vaze (3.21)-(3.23).
(b) Pretpostavimo da je ! 2 R; k(t) i a(t) zadovoljavaju (P1), i A
je gusto denisan. Neka je b  max(0; !; abs(a); abs(k)) takvo
da vazi (3.21). Pretpostavimo da je preslikavanje H : D(H) !
L(E); denisano u (i), takvo da je funkcija  7! H()x;  2
D(H) beskonacno diferencijabilna za svako ksirano x 2 E: Ako
vazi (3.24), onda je A podgenerator globalne (a; k) regularizovane
C rezolventne familje (R(t))t0 koja zadovoljava (3.17) i takve da
je familija fe !tR(t) : t  0g uniformno ogranicena.
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3.3 Kompleksni stepeni operatora C regula-
rizovanog tipa
Nasa namera je da u u ovoj sekciji damo, pod uslovom (H) navedenim kasnije,
pojednostavljenu konstrukciju kompleksnih stepena operatora C regularizo-
vanog tipa u SKLKP-ima (radi poredjenja videti [22]-[23]).
Denicija 3.3.1 Neka je 0  ! < . Tada se zatvoren linearan operator
A na E naziva C sektorijalanim ugla !; skraceno A 2 SectC(!); ako je
C n !  C(A) i ako je familijan

 
  A 1C :  =2 !0o
uniformno ogranicena za svako ! < !0 < ; u tom slucaju, C sektorijalni
ugao operatora A se denise sa !C(A) := inff! 2 [0; ) : A 2 SectC(!)g:
U sledecoj deniciji, uvescemo mnogo siru klasu operatora C regulari-
zovanog tipa.
Denicija 3.3.2 Zatvoren linearan operator A na E je C nenegativan ako
( 1; 0)  C(A) i ako je familijan

 
+ A
 1
C :  > 0
o
uniformno ogranicena; dalje, C nenegativan operator A se naziva C pozi-
tivan ako je, dodatno, 0 2 C(A):
Napomena 3.3.1 Jasno je da je C sektorijalni operator A uvek i C nene-
gativan; cak i u slucaju kada je E Frechet-ov prostor i C = I; (identicki ope-
rator na E), obratno tvrdjenje ne mora da vazi, u opstem slucaju (videti [75,
Poglavlje 1.4.1]). Primetimo takodje da C pozitivan operator A na Banach-
ovom prostoru E ne mora da bude C sektorijalan sem ako je C = I: U
cilju da to ilustrujemo, posmatrajmo operator A := 2   i% + & ( > 0;
% 2 R n f0g; & < 0), koji deluje na E := L2(Rn) sa svojim maksimalnim dis-
tribucionim domenom. Tada nije tesko dokazati da  A jeste A 1 pozitivan,
ali da  A nije A 1 sektorijalan (videti [54, Primer 3.5.30(ii)]). Konstruk-
cija frakcionih stepena C nenegativnih operatora koji nisu C sektorijalni je
van razmatranja u ovom radu; takodje je vredno pomenuti ovde da se pret-
postavka o C sektorijalnosti, koriscena za konstrukciju frakcionih stepena
operatora u ovom radu, moze blago oslabiti (videti [54], [75]-[76] i Napomenu
3.3.3 za vise informacija u ovom pravcu).
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Neke od osnovnih osobina o C nenegativnim operatorima su sadrzane u
sledecoj propoziciji. Dokaz je standardan te je izostavljen (videti [75, Glava
1] za slucaj da je C = I i [56, Napomena 2.2]).
Propozicija 3.3.1 (i) Ako je 0 2 (C), tada vazi A je C nenegativan
akko je A nenegativan.
(ii) Ako je A C pozitivan, tada je familija f( + C)( + A) 1C :  > 0g
uniformno ogranicena. Obratno, ako je prethodna familija uniformno
ogranicena i ako je
(ii.1) C je nenegativan, onda je A C nenegativan;
(ii.2) C je pozitivan, onda je A C pozitivan.
(iii) Neka je A C nenegativan. Tada vaze sledeci iskazi:
(iii.1) Familija fA(+ A) 1C :  > 0g je uniformno ogranicena.
(iii.2) Ako je A injektivan, onda je (+A 1) 1C = A( 1+A) 1C za
sve  > 0: Dakle, A 1 je C nenegativan.
(iii.3) lim!1An( + A) nCx = 0 , lim!1 n( + A) nCx = Cx,
n 2 N.
(iii.4) lim!0 n( + A) nCx = 0 , lim!0An( + A) nCx = Cx,
n 2 N.
(iii.5) Neka je E bacvast i neka je E, dualni prostor od E; snabdeven
jakom topologijom, tj., topologijom uniformne konvergencije nad
ogranicenim skupovima u E: Tada je adjungovani operator od A;
oznacen sa A, C nenegativan u E; pod uslovom da su, dodatno,
D(A) i R(C) gusti u E:
Neka je 0  ! < '   i 0 < d  1: U nastavku ovog poglavlja,
pretpostavicemo da zatvoren linearan operator A uvek zadovoljava sledeci
uslov.
(H): A je C sektorijalan ugla !; Bd1  C( A) i familija f(z   A) 1C :
z 2 Bd1g je uniformno ogranicena za sve d1 2 (0; d); i preslikavanje
z 7! (z   A) 1Cx je neprekidno na !;d := ((C n !) [ Bd) za sve
x 2 E:
Pre nego sto nastavimo dalje, zeleli bismo da napomenemo sledecu cinje-
nicu: Ako su D(A) i R(C) gusti u E; i prostor E je bacvast, tada operator
A zadovoljava uslov (H) sa C:
94
Kompleksni stepeni C sektorijalnih operatora u sekvencijalno
kompletnim lokalno konveksnim prostorima
Za zatvoren linearan operator A koji zadovoljava (H), moze se uvesti
H1 funkcionalni racun f(A) za odgovarajucu holomorfnu funkciju f . Ozna-
cimo sa H(') prostor svih holomorfnih funkcija na sektoru ' i sa H
1(')
prostor onih funkcija f 2 H(') koje zadovoljavaju
jf(z)j M jzj s (z 2 ')
za neke konstante M; s > 0. Primetimo da [56, Propozicija 2.16(iii)] im-
plicira da je preslikavanje z 7! (z   A) 1Cx analiticko na !;d kao i da je
(z   A) nC 2 L(E) i
dn 1
dzn 1
 
z A 1Cx = ( 1)n 1(n 1)! z A nCx; x 2 E; z 2 !;d; n 2 N:
(3.26)
Sada smo u poziciji da denisemo H1 funkcionalni racun fC(A) za operator
A na sledeci nacin
fC(A)x :=
1
2i
Z
 !0;d0
f(z)
 
z   A 1Cxdz; x 2 E; (3.27)
gde je  !0;d0 = @(!0nBd0), rub oblasti !0nBd0 orijentisana tako da Im z raste
duz  !0;d0 , gde su !
0 2 (!; ') i d0 2 (0; d) proizvoljni. Upotrebom Cauchy-
jeve teoreme pokazuje se da prethodna denicija ne zavisi od izbora brojeva
!0 i d0. Dodatno, jednostavno se pokazuje da je preslikavanje f 7! fC(A)
homomorzam iz H1(') u L(E) u sledecem smislu:
fC(A)gC(A) =
 
fg

C
(A)C; f; g; fg 2 H1('): (3.28)
Direktno iz (3.28) sledi da je
 
z b

C
(A)

1
+ zb

C
(A) =

z b
+ zb

C
(A)C
=
1
2i
Z
 !0;d0
z b
+ zb
 
z   A 1C2 dz; (3.29)
pod uslovom da je 0 < b < =' i  > 0. Za dato b 2 C takvo da je Re b > 0;
uzmimo da je A bC := (z
 b)C(A) i da je A 0C := C. Jasno, A
 n
C = A
 nC
(n 2 N), A bC C = CA bC (Re b > 0), preslikavanje b 7! A bC x; Re b > 0 je
analiticko za svako ksirano x 2 E; i vazi sledece:
d
db
A bC x =  
1
2i
Z
 !0;d0
(ln z)z b
 
z   A 1Cxdz; x 2 E; Re b > 0:
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Dalje, jednakost (3.28) implicira da je
A b1C A
 b2
C = A
 (b1+b2)
C C; Re b1; Re b2 > 0: (3.30)
Primetimo takodje da je preslikavanje z 7! z b; z 2  analiticko, sto impli-
cira, da za svako b 2 C takvo da je 0 < Re b < 1, mozemo uzeti da je !0 = 
u integraciji koja se pojavljuje u (3:27): Na taj nacin, dobijamo da vazi:
A bC x = lim"!0+
1
2i
Z
 ;"
z b
 
z   A 1Cxdz
=  sinb

Z 1
0
 b
 
+ A
 1
Cxd; 0 < Re b < 1; x 2 E:
(3.31)
Sada cemo pokazati da je familija fA bC : 0 < b < 1g uniformno ogranicena.
Da bismo to uradili, primetimo da je familija f(1 + )( + A) 1C :  > 0g
uniformno ogranicena, tj. da za svaku seminormu p 2 ~; postoji seminorma
qp 2 ~ i konstanta Mp > 0 tako da je:
p

(1 + )
 
+ A
 1
Cx

Mpqp(x);  > 0; x 2 E:
Kada poslednju ocenu primenimo na formulu (3.31) dobijamo da je:
p
 
A bC x
 sin b
 Z 1
0
 b
1 + 
p

(1 + )
 
+ A
 1
Cx

d
=
sin b
Mpqp(x)Z 1
0
 b d+
Z 1
1
 b 1 d

=Mpqp(x)
sin(1  b)(1  b)
+ sinbb

2Mpqp(x); 0 < b < 1; x 2 E:
Lema 3.3.1 Familija fA bC : 0 < b < 1g je uniformno ogranicena. Dodatno,
ako su D(A) i R(C) gusti u E; onda imamo:
lim
b!0
A bC x = Cx; x 2 E: (3.32)
Dokaz. Prvo primetimo da Lema 3.3.3, koja sledi, implicira da je skup E0 :=S
n2NR(( n A) 1C) gust u E. Na osnovu uniformne ogranicenosti familije
fA bC : 0 < b < 1g, dovoljno je pokazati da, za svako n 2 N i x 2 E, vazi
lim
b!0
A bC
  n  A 1Cx =   n  A 1C2x:
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To je direktna posledica teoreme o rezidijumu i teoreme o dominantnoj kon-
vergenciji. Zaista,
A bC
  n  A 1Cx = 1
2i
Z
 !0;d
z b
 
z   A 1  n  A 1C2x dz
=
1
2i
Z
 !0;d
z b
  n  A 1    z   A 1
z + n
C2x dz
=
( 1)
2i
Z
 !0;d
z b
z + n
 
z   A 1C2x dz
!( 1)
2i
Z
 !0;d
1
z + n
 
z   A 1C2x dz =   n  A 1C2x
kada b! 0 (x 2 E). 
Lema 3.3.2 Operator A bC je injektivan za sve b 2 C takve da je Re b > 0.
Dokaz. Pretpostavimo da je Re b > 0 i A bC x = 0. Tada iz (3.30) dobijamo
da je A nC Cx = A
 n+b
C A
 b
C x = 0; pod uslovom da je n 2 N i n > Re b. Kako
je A nC = A
 nC injektivan za sve n 2 N; sledi da je x = 0 i da je operator
A bC injektivan. 
Primetimo da svojstvo C regularizovane polugrupe (3.30) i Lema 3.3.1
zajedno impliciraju da je (A bC )b0 C regularizovana polugrupa na E; pod
uslovom da su D(A) i R(C) gusti u E: Denisimo stepene sa negativnim
imaginarnim delom.
Denicija 3.3.3 Neka je Re b > 0. Tada je stepen A b denisan na sledeci
nacin
A b := C 1A bC : (3.33)
Specijalno, A n = C 1A nC za sve n 2 N. Evidentno je da je A b zatvoren
i injektivan, pod uslovom da je Re b > 0. Takodje, na osnovu Leme 3.3.2
mozemo denisati stepene sa pozitivnim imaginarnim delom.
Denicija 3.3.4 Neka je Re b > 0. Tada je stepen Ab denisan na sledeci
nacin
Ab :=
 
A b
 1
=
 
A bC
 1
C: (3.34)
Jasno, An = C
 1AnC za sve n 2 N, i Ab je zatvoren (injektivan) na osnovu
zatvorenosti (injektivnosti) operatora A b (Re b > 0).
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Lema 3.3.3 Neka je k 2 N: Tada su familije fk( + A) kC :   0g i
fAk( + A) kC :   0g uniformno ogranicene. Ako su, dodatno, D(A) i
R(C) gusti u E; onda je lim!+1 k(+ A) kCx = Cx:
Dokaz. Uniformna ogranicenost familije fk(+A) kC :   0g je posledica
jednakosti (3.26) i Cauchy-jeve integralne formule [56, (1)], dok se uniformna
ogranicenost familije fAk(+A) kC :   0g moze pokazati na slican nacin.
Ako suD(A) i R(C) gusti u E; onda jednakost lim!+1 k(+A) kCx = Cx
sledi iz uniformne ogranicenosti familije fk(+A) kC :   0g; zajedno sa
identitetom
k
 
+ A
 k
Cx = Cx+
kX
j=1
( 1)j

k
j
 
+ A
 j
AjCx; x 2 D(Ak);
i cinjenicom da je D(Ak) gust u E (videti [22, Lema 2.13] za slucaj kada je
E Banach-ov prostor). 
U narednoj teoremi, navescemo sve najvaznije osobine uvedenih stepena.
Teorema 3.3.1 (i) Neka je Re b > 0: Tada je A bC 2 L(E) i C 1A bC C =
A bC . Dalje, operatori Ab su zatvoreni, injektivni i vazi C
 1AbC =
Ab.
(ii) Pretpostavimo da je b1; b2 2 C; Re b1 6= 0; Re b2 6= 0; k 2 N0 i:
() k  Re b2; ako je Re b1 < 0 i Re b2 > 0; i k > Re b2; ako je
Re b1 < 0 i Re b2 2 N;
() k  Re b1+Re b2; ako Re b1+Re b2 =2 N; i k > Re b1+Re b2; inace.
Tada vazi sledece:
k;!;d := C
 
D
 
Ak
 [ [
2!;d
R
  
 A kC  D Ab1Ab2 \ D Ab1+b2;
(3.35)
Ab1Ab2x = Ab1+b2x; x 2 k;!;d; (3.36)
i
Ab1+b2 =
  
  A kC 1Ab1Ab2   A kC;  2 !;d: (3.37)
Dodatno, Ab1Ab2 je zatvoriv i C
 1Ab1Ab2C  Ab1+b2 ; gde jednakost vazi
u slucaju kada je Re b1 < 0 i Re b2 < 0; ili kada su D(A) i R(C) gusti
u E:
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(iii)(iii.1) Neka je Re b > 0: Tada vazi limb0!bAb0x = Abx za sve x 2
C(D(A1+bRe bc)):
(iii.2) Neka je Re b < 0 i  2 (0; 
2
): Tada vazi limb0!bAb0x = Abx za sve
x 2 R(C): Dodatno, limb0!0;b02 Ab0x = x za sve x 2 R(C); pod
uslovom da su D(A) i R(C) gusti u E:
(iv) Pretpostavimo da je 0 < b < =!: Tada Ab zadovoljava uslov (H) gde
su ! i d zamenjeni redom sa b! i bd: Dalje, 
Ab

c
= Abc; c 2 R: (3.38)
Dokaz. (i): Dokazacemo da je C 1AbC = Ab: Pretpostavka da (x; y) 2 Ab;
tj. da (x; y) 2 (A bC ) 1C (videti (3.34)) implicira da je (A bC ) 1Cx = y;
Cy = C(A bC )
 1Cx = (A bC )
 1CCx i (x; y) 2 C 1[(A bC ) 1C]C = C 1AbC:
Pretpostavimo, obratno, da je (x; y) 2 C 1AbC = C 1[(A bC ) 1C]C: Tada
vazi C2x = A bC Cy = CA
 b
C y; Cx = A
 b
C y i (x; y) 2 (A bC ) 1C = Ab:
(ii): Jasno je da postoje cetiri moguca slucaja:
(ii.1) Re b1 < 0 i Re b2 < 0; (ii.2) Re b1 < 0 i Re b2 > 0;
(ii.3) Re b1 > 0 i Re b2 < 0; (ii.4) Re b1 > 0 i Re b2 > 0:
Pretpostavimo prvo da vazi (ii.1). Tada se iz (3.30) lako zakljucuje da je
R(C)  D(Ab1Ab2) \ D(Ab1+b2) i da vazi (3.36). Pretpostavimo da je k 2 N
i x = (   A) kCy za neko y 2 E i da je  2 !;d: Neka je !0 2 (!; ) i
d0 2 (0; d) tako da se  nalazi levo od  !0;d0 ; i neka se  !00;d00 nalazi levo od
 !0;d0 : Tada indukcijom dobijamo da, za svako z 2 C(A) n fg vazi:
 
z A 1C  A kCy = ( 1)k
(z   )k
 
z A 1C2y+ kX
i=1
( 1)k i   A iC2y 
z   k+1 i ;
(3.39)
sto uz teoremu o rezidijumu i Fubini-jevu teoremu implicira da je:
Ab1+b2C
 
  A kCy
=
1
2i
Z
 !0;d0
zb1+b2
h ( 1)k
(z   )k
 
z   A 1C2y
+
kX
i=1
( 1)k i 
z   k+1 i    A iC2y
i
dz
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=
( 1)k
2i
Z
 !0;d0
zb1+b2
 
z   A 1C2y 
z   k dz (3.40)
=
( 1)k
(2i)2
Z
 !00;d00
Z
 !0;d0
b1zb2
 
z   A 1C2y      A 1C2y 
z   k(  z) dz d
=
( 1)k
(2i)2
Z
 !00;d00
b1
 
  A 1C Z
 !0;d0
zb2
 
z   A 1Cy 
z   k dz d
= Ab1CAb2
 
  A kCy; (3.41)
gde (3.41) sledi iz formule (3.40). Dakle, dobijamo da vazi jednakost (3.36).
Pretpostavimo sada da vazi (ii.4) i da je x = Cy za neko y 2 D(Ak):
Pokazacemo da vazi (3.36) samo u netrivijalnom slucaju kada je b1b2 > 0:
Da bismo to uradili, primetimo da teorema o rezidijumu zajedno sa (3.26)
implicira da, za svako r 2 C gde je Re r 2 (0;Re b1 +Re b2] vazi:
C2y =
1
2i
Z
 !0;d0
 
z   A 1C2AbRe r+1cy
zbRe r+1c
dz:
Koristeci ovu jednakost, lako se moze videti da, za tako izabran broj r; vazi
sledece:
ArCy =
1
2i
Z
 !0;d0
zr bRe rc 1
 
z   A 1CAbRe r+1cy dz: (3.42)
Primetimo takodje da, za svako n 2 N0; z 2 C(A) n f0g i x 2 D(An+1) :
z (n+1)
 
z   A 1CAn+1x =  z   A 1Cx  nX
i=0
z (i+1)AiCx: (3.43)
Imajuci u vidu (3.42)-(3.43), metode koriscene u dokazu [54, Propozicija
1.4.4], i vec izlozene cinjenice, dobijamo da vazi CAb2Cy = A
 b1
c Ab1+b2Cy i
(3.36). Uzmimo sada da je x = (   A) kCy; za y 2 E i  2 !;d: Tada je
Cx = C(   A) kCy 2 C(D(Ak)) i, slicno kao i ranije, Cx 2 D(Ar) gde je
ArCx =
1
2i
R
 !0;d0
r bRe rc 1( A) 1CAbRe r+1c( A) kCy d: Zajedno sa
100
Kompleksni stepeni C sektorijalnih operatora u sekvencijalno
kompletnim lokalno konveksnim prostorima
(3.43) i (3.39), prethodna jednakost implicira:
ArCx =
1
2i
Z
 !0;d0
r bRe rc 1
bRe rc+1X
j=0
( 1)jbRe r+1 jc

bRe rc+ 1
j
 
  A 1C   Aj kCy d
=
1
2i
Z
 !0;d0
r bRe rc 1
( bRe rc+1X
j=0
( 1)jbRe r+1 jc

bRe rc+ 1
j
"
( 1)k j 
  )k j
 
  A 1C2y
+
k jX
l=1
( 1)k j l 
  k j l+1    A lC2y
#)
d
i x 2 D(C 1ArC) = D(Ar): Lako se pokazuje da je:
A bC Ar  ArA bC ; b > 0; r 2 C; Re r 6= 0: (3.44)
Sada iz (3.30), (3.34) i (3.44) dobijamo da je CAb2x = A
 b1
C Ab1+b2x i da
vazi (3.36). Sada dokaz jednakosti (3.37), i dokaz jednakosti (3.36) u slucaju
kada vaze (ii.2) ili (ii.3), postaje standardan pa je izostavljen. Preostali deo
dokaza (ii) nastavljamo pod uslovom da je Re b1 > 0 i Re b2 > 0: Pret-
postavimo da je Ab1Ab2x = y: Tada je Ab1Ab2(   A) kCx = (   A) kCy;
( A) kCAb1Ab2x = ( A) kCy i (( A) kC) 1Ab1Ab2( A) kCx = y:
Na osnovu (3.37), dobijamo da je Ab1+b2x = y i da je Ab1Ab2  Ab1+b2 ; sto
implicira zatvorivost operatora Ab1Ab2 i
C 1Ab1Ab2C  C 1Ab1+b2C = Ab1+b2 :
Koristeci Lemu 3.3.3, dokaz inkluzije Ab1+b2  C 1Ab1Ab2C izvodi se slicno
kao u dokazu [22, Teorema 4.1(5)].
(iii): Ako je Re b =2 N; tada (iii.1) sledi iz (3.42) i teoreme o dominantnoj
konvergenciji. Pretpostavimo sada da je Re b 2 N: Sada nije tesko dokazati
da je limb0!b;Re b0Re bAb0x = Abx: Koristeci jednakost
C2y =
1
2i
Z
 !0;d0
 
z   A 1C2ARe b+1y
zRe b+1
dz;
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lako dobijamo da, za svako b0 2 C gde je Re b0 2 (Re b   ";Re b); " > 0
dovoljno malo, vazi:
Ab0Cy =
1
2i
Z
 !0;d0
zb
0 Re b 1 z A 1CARe b+1y dz; y 2 D(ARe b+1): (3.45)
Zajedno sa teoremom o dominantnoj konvergenciji i teoremom o rezidi-
jumu, prethodno implicira da je limb0!b; Re b0<Re bAb0x = Abx. Jednakost
limb0!bAb0x = Abx; x 2 R(C); Re b < 0 sledi direktno iz denicije stepena,
dok je druga granicna vrednost u (iii.2) posledica Leme 3.3.1 i dokaza [111,
Teorema 2.21, str. 93].
(iv): Uzmimo da je, za svako  2 b!;bd;
Rb()x :=
1
2i
Z
 !0;d0
 
z   A 1Cx
  zb dz; x 2 E;
gde je !0 2 (!; ) izabrano tako da se  nalazi levo od  d!0;db: Tada se lako
pokazuje da je, za svako x 2 E; preslikavanje  7! Rb()x;  2 b!;bd analiti-
cko kao i da je preslikavanje  7! Rb() 2 L(E);  2 b!;bd ne-degenerisana
C pseudorezolventa u smislu [66, Denicija 3.1]. Takodje, injektivnost ope-
ratora Rb() za  2 b!;bd se lako proverava. Na osnovu [66, Teorema 3.4(i)-
(ii)], dobijamo da postoji zatvoren linearan operator Bb na E tako da vazi
sledece: D(Bb) = fx 2 E : R(Rb())g (D(Bb) je nezavisan od  2 b!;bd),
Bbx = ( Rb() 1C)x; x 2 D(Bb);  Bb je injektivan iRb()( Bb)  ( 
Bb)Rb() = C ( 2 b!;bd). Uzimajuci da je  = 0; dobijamo da je Bb  Ab:
Pretpostavka x 2 D(Ab) zajedno sa (3.34) implicira da je Cx 2 R(A bc ) =
R(Rb(0)); tako da je Ab = Bb; b!;bd  C(Ab) i Rb() = (   Ab) 1C;
 2 b!;bd: Direktnim racunanjem pokazuje se da je familija f(  Ab) 1C :
 2 Bbd1g uniformno ogranicena za sve d1 2 (0; d). Ostaje jos da se pokaze da
je, za sve d1 2 (0; d) i !1 2 (!; ); familija fRb() :  2 C n b!1 ; jj  bd1g
uniformno ogranicena i da vazi (3.38). Ako je b 2 (0; 1); tada prvo tvrdjenje
vazi na osnovu neznatne modikacije dokaza [111, Teorema 2.23, str. 95{97],
dok dokaz jednakosti (3.38) ostavljamo citaocu. Pretpostavimo sada da je
1 < b < =!; n 2 N; b = b1n za neko 0 < b1 < 1; i b1n!1 > n!0 > b1!:
Bez umanjenja opstosti, mozemo pretpostaviti da je b < =!1: Oznacimo, za
svako  2 C n b!1 gde je jj  b1nd1; sa 1;   ; n n te korene od : Tada
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je j 2 !0;d1 (1  j  n) i, na osnovu svega do sada recenog, imamo da je:
 
  Ab1n
 1
Cx =

  Ab1n 1Cx = ( 1)2i
Z
 !0;d0
 
z   Ab1
 1
Cx
  zn dz
=
( 1)
2i
Z
 !0;d0
"
1 
1   2
     1   n 1 z   1
+   + 1 
n   1
     n   n 1 z   n
# 
z   Ab1
 1
Cxdz
=
 
1   Ab1
 1
Cx 
1   2
     1   n 1 +   +
 
n   Ab1
 1
Cx 
n   1
     n   n 1 :
Dokaz se sada zavrsava uz standardne argumente. 
Pre nego sto nastavimo dalje, primetimo sledecu cinjenicu. Pretpostavimo
da je b1; b2 2 R; k 2 N0 i da vazi:
(0) k  b2; ako je b1  0 i b2  0;
(00) k  b1 + b2; inace.
Tada (3.35)-(3.37) i dalje vaze.
Slicno kao u Deniciji 7.1.2 datoj u [75], uvescemo i cisto imaginarne
stepene operatora A na sledeci nacin.
Denicija 3.3.5 Neka je  2 Rnf0g: Tada je stepen Ai denisan na sledeci
nacin
Ai := C
 2 A+ 1
2
A 1A1+i
 
A+ 1

 2C
2: (3.46)
Iz denicije je jasno da je Ai linearan operator. Sada cemo pokazati da
je Ai i zatvoren. Uzimajuci u obzir jednakosti (3.39), (3.42) i teoremu o
rezidijumu, dobijamo da je (A + 1)A 1A1+i (A + 1) 2C2 2 L(E) i da je, za
sve x 2 E;
(A+ 1)A 1A1+i
 
A+ 1

 2C
2x =
1
2i
Z
 !0;d0
z 1+i
z
z + 1
 
z   A 1C2x dz:
(3.47)
Koristeci da je C 1(A+1)1C = (A+1)1 = C 1(A+1)C; direktno dobijamo da
je x 2 D(Ai ) ako i samo ako 12i
R
 !0;d0
z 1+i z
z+1
(z A) 1Cxdz 2 D(C 2(A+
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1)C): Ako je to slucaj, imamo sledecu jednakost:
Aix = C
 2(A+ 1)C
1
2i
Z
 !0;d0
z 1+i
z
z + 1
 
z   A 1Cxdz: (3.48)
Zatvorenost operatora Ai sada sledi iz (3.48), zajedno sa zatvorenoscu ope-
ratora A + 1 i teoremom o dominantnoj konvergenciji. Primetimo da se
operator Ai moze ekvivalentno uvesti i sa:
Ai = C
 j A+ 
q
A pAp+i
 
A+ 

 qC
j;
gde je p; q; j 2 N; q > p i  > 0:
Teorema 3.3.2 Neka su ; 1; 2 2 R i k 2 N: Tada vazi sledece:
(i) C(D(Ak)) [ S2V!;d R((  A) kC)  D(Ai ):
(ii) C 1AiC = Ai :
(iii) Ai je injektivan i Ai = (A i ) 1:
(iv) Ai1Ai2  Ai(1+2); C(D(Ak)) [
S
2V!;d R(( A) kC)  D(Ai1Ai2);
Ai(1+2) =
  
  A kC 1Ai1Ai2   A kC; (3.49)
Ai1Ai2 je zatvoriv, C
 1Ai1Ai2C  Ai(1+2); i jednakost vazi ako su
D(A) i R(C) gusti u E:
(v) Neka je Re b < 0 i  2 R: Tada vazi sledece:
AiAb  Ab+i ; (3.50)
AiAb  Ai+b; (3.51)
Ab+i =
  
 A kC) 1AbAi  A kC; k 2 N;  2 ^!;d; (3.52)
Ab+i =
  
 A kC) 1AiAb  A kC; k 2 N;  2 ^!;d; (3.53)
operatori AiAb i AbAi su zatvorivi, vazi i C
 1AiAbC  Ab+i i
C 1AbAiC  Ab+i : Ako su D(A) i R(C) gusti u E; tada vazi i obratne
inkluzije.
(vi) Neka je Re b > 0 i  2 R: Tada vaze (3.50)-(3.51). Kada je k 
dRe be; vaze (3.52)-(3.53). Dalje, operatori AiAb i AbAi su zatvorivi,
C 1AiAbC  Ab+i i C 1AbAiC  Ab+i : Ako su D(A) i R(C) gusti
u E; onda vazi i obratne inkluzije.
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(vii) Pretpostavimo da je  2 R; x 2 E i  2 ^!;d: Tada vaze sledece
granicne vrednosti limb!i;Re b0Ab(   A) 1Cx = Ai (   A) 1Cx i
limb!i;Re b<0AbC(  A) 1Cx = Ai (  A) 1C2x:
Dokaz. Tvrdjenje (ii) je direktna posledica jednakosti (3.48) i cinjenice da
je C 2(A + 1)C2 = C 1(A + 1)C: Pretpostavimo sada da je x 2 C(D(A)) i
x = Cy za neko y 2 D(A): Tada (3.48) odmah implicira da je
Aix =
1
2i
Z
 !0;d0
z 1+i
z
z + 1
 
z   A 1C(A+ 1)y dz:
Koristeci ovu jednakost, tvrdjenje (ii) i dokaz Teoreme 3.3.1, lako dobijamo
da je C(D(Ak)) [ S2V!;d R((   A) kC)  D(Ai ): Dakle, dobijamo da
vazi (i). Injektivnost operatora Ai sledi iz injektivnosti svakog pojedinacnog
operatora koji ucestvuje u njegovoj reprezentaciji (3.46). Neka je x 2 D(Ai )
ksirano. Za dokaz jednakosti u tvrdjenju (iii), dovoljno je pokazati da je
A iAix = x: Koristeci Deniciju 3.3.5, imamo da je to ekvivalentno sa
C 2
 
A+ 1

2
A 1A1 iA 1A1+i
 
A+ 1

 2C
2x = x: (3.54)
Kako je C(D(A)2)  D(A1+i ) i L(E) 3 A 1C komutira sa A1+i ; imamo
ekvivalenciju (3.54) i sledece jednakosti
C 2
 
A+ 1

2
A 1A1 iA1+iA 1
 
A+ 1

 2C
2x = x;
cija tacnost sledi iz osobine polugrupe A1 iA1+iy = A2y; y 2 C(D(A3))
i direktnog racunanja. Inkluzija Ai1Ai2  Ai(1+2) moze da se dokaze na
skoro isti nacin, sto implicira da je operator Ai1Ai2 zatvoren, kao i da je
C 1Ai1Ai2C  Ai(1+2): Dalje, inkluzija C(D(A))  D(Ai1Ai2) jednos-
tavno sledi iz osobine polugrupe za stepene i cinjenice da, za svako y 2 D(A);
imamo da je Ai(1+2)(A + 1) 2C
3y 2 D(C 2(A + 1)2): Koristeci sada jed-
nakost (3.39), dokaz Teoreme 3.3.1 i C(D(Ak))  D(Ai1Ai2); u jednom
koraku se pokazuje da je
S
2^!;d R((   A) kC)  D(Ai1Ai2): Dokaz jed-
nakosti (3.49) je standardan, pa ce biti izostavljen. U slucaju kada su D(A)
i R(C) gusti u E; jednakost C 1Ai1Ai2C = Ai(1+2) sledi iz komutativnosti
Ai i ogranicenog linearnog operatora ( A) kC ( 2 ^!;d), i odgovarajuceg
dokaza [22, Teorema 4.1(5)]. Sve ovo zavrsava dokaz tvrdjenja (iv). Pret-
postavimo sada da je Re b < 0 i  2 R n f0g: Na osnovu (3.48) i elementarne
argumentacije, dobijamo da je
AbCAix = A
b+i
C x; x 2 D(Ai ): (3.55)
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Sada nije tesko pokazati da vaze (3.50)-(3.51). Takodje je jednostavno po-
kazati da je AiA
b
C 2 L(E) i da vaze (3.52)-(3.53). Dakle, operatori AiAb
i AbAi su zatvorivi, C
 1AiAbC  Ab+i i C 1AbAiC  Ab+i : Dokaz
[22, Teorema 4.1(5)] pokazuje da jednakosti u poslednje dve inkluzije vaze,
ako su D(A) i R(C) gusti u E: Neka je Re b > 0 i  2 R n f0g: Tada je
A bC A ix = A
 b i
C x; x 2 D(A i ): Zato vazi i A iCx = (A bC ) 1CA b iC x;
x 2 D(A i ) i AbA b iC x = A iCx; x 2 D(A i ): Za svako x 2 D(Ab) \
D(A i ); prethodni identiteti impliciraju da je A b iC Abx = CA ix i da je
Abx = Ab+iA ix: Uzimajuci da je y = A ix za takvo x 2 E; dobijamo
da je AbAiy = Ab+iy i da vazi (3.50). Na slican nacin moze se dobiti da je
A b iC [AiAbx] = A
 b
C Abx = Cx; x 2 D(AiAb) i da vazi (3.51). Jednakost
(3.52) moze biti dokazana kao i ranije pa cemo jedino jos dokazati jednakost
AiAb
 
  A kCx = Ab+i   A kCx;
za k  dRe be;  2 ^!;d i x 2 E date unapred (videti (3.53)). Na osnovu
denicije stepena Ai i osobine polugrupe dokazane u Teoremi 3.3.1, jednos-
tavno se moze dobiti da je Ab
 
  A kCx 2 D(Ai ) i
AiAb
 
  A kCx
= C 2
 
A+ 1

2
A 1A1+i
 
A+ 1

 2C
2Ab
 
  A kCx
= C 2
 
A+ 1

2
A 1A1+b+i
 
A+ 1

 2C
2
 
  A kCx
= C 2
 
A+ 1

2
Ab+i
 
A+ 1

 2C
2
 
  A kCx
= C 2
 
A+ 1

2
 
A+ 1

 2C
2Ab+i
 
  A kCx
= Ab+i
 
  A kCx:
Konacno, dokazacemo (vii). Na osnovu prethodnih argumenata, jednostavno
se moze proveriti da je
Ai
 
  A 1Cx = ( 1)
2i
Z
 !0;d0
zi
z   
 
z   A 1Cxdz; (3.56)
gde je  levo u odnosu na konturu  !0;d0 : Teorema o dominantnoj konvergen-
ciji implicira da je lim 0! Ai 0( A) 1Cx = Ai ( A) 1Cx: Pretpostavimo
sada da je b 2 C i Re b 2 (0; 1): Tada imamo sledece ocigledne jednakosti
AbCx =
1
2i
Z
 !0;d0
z 1+ib
z
z + 1
 
z   A 1Cxdz
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i
Ab
 
  A 1Cx = ( 1)
2i
Z
 !0;d0
zb
z   
 
z   A 1Cxdz: (3.57)
Na osnovu (3.57) i teoreme o dominantnoj konvergenciji, dobijamo da je
lim
b!i; Re b>0
Ab(  A) 1Cx = Ai (  A) 1Cx:
Dalje, dokaz Lema 3.3.1 implicira da je
lim
b!i; Re b<0
AbC(  A) 1Cx =
( 1)
2i
Z
 !0;d0
zi
z   
 
z   A 1C2x dz:
Takodje imamo i sledecu jednakost
Ai (  A) 1Cx = ( 1)
2i
Z
 !0;d0
zi
z   
 
z   A 1Cxdz;
koja na kraju zavrsava dokaz teoreme. 
Napomena 3.3.2 Neka je ;  2 C: Koristeci Teoremu 3.3.1(ii) i Teo-
remu 3.3.2(iv)-(vi), dobijamo osobinu aditivnosti za stepene AA  A+.
Koristeci jednakosti (3.37) i (3.52), moze se takodje jednostavno pokazati da
je D(A) \ D(A+)  D(AA) gde je AAx = A+x; x 2 D(A) \
D(A+): Ako su D(A) i R(C) gusti u E; tada vazi sledece C
 1AAC =
A+; ;  2 C (videti takodje [75, Teorema 7.1.1]).
Bilo bi preopsirno sada posmatrati i neke druge osobine i primene cisto
imaginarnih stepena C sektorijalnih operatora. Za dalje informacije u ovom
pravcu, citalac moze pogledati, medju mnogim radovima i monograjama,
[75, Poglavlja 7-10], [111, str. 105-116] i reference koje su tu citirane.
Napomena 3.3.3 (i) Za date    1; " 2 (0; 1] i c 2 (0; 1); uzmimo da
je P;";c := f+ i :   ";  2 R; jj  c(1+ ) g: Pretpostavimo da
je (E; jj  jj) Banach-ov prostor,    1 i A zatvoren linearan operator
na E takav da je:
(0;1)  (A) i sup
>0
 
1 + jj    A 1 <1:
Na osnovu uobicajenog niza argumenata, imamo da postoje d 2 (0; 1];
c 2 (0; 1) i " 2 (0; 1] tako da je ("; c(1 + ") ) 2 @Bd;
P;";c [Bd  (A) i sup
2P;";c[Bd
 
1 + jj    A 1 <1:
3.3 Kompleksni stepeni operatora C regularizovanog tipa 107
Uzmimo da je n := bc+2 ako  =2 Z; i n := +1; inace. Oznacimo
sa ( A)b (b 2 C) kompleksni stepen denisan u [54, Sekcija 1.4]. Zeleli
bismo da napomenemo da metod razvijen ovde, sa C = ( A) n ; daje
deniciju stepena ( A)b: Nije tesko pokazati da je ( A)b  ( A)b
za sve b 2 C: Dodatno, skup koji se pojavljuje u [53, Napomena 4.1,
str. 61, l -7], odnosno [53, Napomena 4.1, str. 61, l -6], se poklapa
sa D(( A!+)+"); odnosno D(( A)+"), i vazi jednakost ( A)b =
( A)k+n( A)b( A) (k+n) pod uslovom da je Re b  0 i k 2 N:
(ii) Takodje je vredno pomenuti da se metod opisan u prethodnoj napomeni
moze primeniti i u mnogim drugim slucajevima. Neka je    1,
" 2 (0; 1]; c 2 (0; 1); d 2 (0; 1] i n kao u prvom delu napomene, i neka
je 
;";c;d otvorena okolina oblasti P;";c [ Bd: Pretpostavimo da vazi
sledeci uslov:
(H1): 
;";c;d  C( A); familija f(1 + jzj) (z + A) 1C : z 2 
;";c;dg
je uniformno ogranicena, i preslikavanje z 7! (z + A) 1Cx; z 2

;";c;d je neprekidno za svako x 2 E:
Tada postoji dovoljno mali broj  > 0 tako da je operator C := (d +
   A) nC 2 L(E) injektivan i da komutira sa A (videti (3.26)).
Koristeci (3.39) i inkluziju R(C)  R((z + A)n); n 2 N; z 2 
;";c;d;
moze se lako videti da je, za sve z 2 P;";c [ Bd;
 
z + A
 1
Cx =
 
z + A
 1
Cx 
d+ + z
n + nX
i=1
 
d+   A iCx 
d+ + z
n+1 i ;
i da je familija fz(z+A) 1C : z 2 P;";c [ Bdg uniformno ogranicena.
Dakle, sada smo u poziciji da konstruisemo stepene Ab (b 2 C). Prime-
timo da ta konstrukcija ne zavisi od izbora brojeva ; "; c; d;  i n; i
da tvrdjenje Teoreme 3.4.1, kasnije, moze biti preformulisano u svetlu
ove napomene (sa ociglednim dodatnim poteskocama u slucaju kada je
 =2 Z). Analiza postojanja i rasta blagog resenja apstraktnog Cauchy-
jevog problema datog preko frakcionih integrisanih C polugrupa i ko-
sinusnih funkcija u lokalno konveksnim prostorima je proucena u radu
[57] (videti i [36], [84] i [53]).
Napomena 3.3.4 (i) U radu [16] konstruisani su frakcioni stepeni mnogo
sire klase operatatora. Naime, posmatrana je sledeca klasa operatora.
Neka je m 2 R: Operator A pripada klasi MC;m ako ( 1; 0)  C(A)
i familija n 
 1 + m
 1 
+ A
 1
C :  > 0
o
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je uniformno ogranicena. Dodatno, kaze se da je A skoro C nenega-
tivan ako postoji m 2 R tako da A pripada klasi MC;m: U pomenu-
tom radu data je kompletna konstrukcija frakcionih stepena operatora
A 2MC;m za m   1, dok za one operatore kod kojih je m <  1 kons-
trukcija zavisi od injektivnosti operatora A. U nastavku cemo ukratko
dati ideju konstrukcije stepena. Neka je A sada C nenegativan ope-
rator, tada je sa JC oznacen odgovarajuci Balakrishnan-ov operator
(videti [16, Denicija 2.2], [7] i [75, Glava 3]). Uvode se oznake
A1 = AjD1(A) i C1 = CjD1(A) i sa J1; se oznacava odgovarajuci
Balakrishnan-ov operator. Zatim se pokazuje da je u prostoru D1(A);
snabdevenog standardnom Frechet-ovom topologijom, moguce denisati
operator A1; := (A1)C1; = C
 1
1 J

C1 za Re > 0. Konacno uvode
se frakcioni stepeni ([16, Denicija 3.1]) sa:
Neka je m  1; n 2 N; p = bm + 2c; A 2 MC;m; Re > 0 i
0 < Re < n: Tada je stepen A denisan sa
A := C
 2
 
1 + A
 1
C
 n(p+1) p
A1;
 
1 + A
 1
C
n(p+1)+p
C2:
Dalje, neka je A injektivan, m   1; A 2MC;m;  2 C+ i  2 Rnf0g:
Tada se ostali kompleksni stepeni denisu sa
A  :=
 
A
 1
; A0 := I i
Ai := C
 3
 
1 + A
 1
C
 (3p+3)
A 1A1+i
 
1 + A
 1
C
3p+3
C3:
Denicija se za injektivne operatore A prosiruje i u slucaju kada je
m <  1. Neka je A injektivan, m <  1; A 2MC;m i  2 C: Tada vazi
da A 1 2MC; m 2, pa se stepeni A denisu sa
A :=
 
A 1

 :
Konacno, u [16, Napomena 3.11] pokazano je da, ako se sa bA oznace
stepeni denisani u nasem radu (Denicija 3.3.3 i Denicija 3.3.4),
vazi bA = Ab; b 2 C.
(ii) U [16, Sekcija 6] uvedena je i klasa (a; b; C) nenegativnih operatora na
sledeci nacin:
(a) Neka je a; b 2 R: Tada za zatvoren linearan operator A na E
kazemo da je (a; b; C)-nenegativan (ili, ekvivalentno, da operator
A pripada klasi MC(a; b)) ako ( 1; 0)  C(A) i familijan 
a + b
 1 
+ A
 1
C :  > 0
o
je uniformno ogranicena. Denisimo MC :=
S
a;b2RMC(a; b):
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(b) Neka je 0  ! < : Tada za zatvoren linearan operator A na E
kazemo da je (a; b; C)-sektorijalan ugla ! (ili, ekvivalentno, da A
pripada klasi SC;!(a; b)) ako C n !  C(A) i familijan jja + jjb 1   A 1C :  =2 !0o
je uniformno ogranicena za svako ! < !0 < : Denisimo SC;! :=S
a;b2R SC;!(a; b):
Jasno je da zatvoren linearan operator A pripada klasi MC;m ako i
samo ako je (a; b; C)-nenegativan za a =  1 i b = m (m 2 R), i da
kompleksni stepeni uvedeni u prvom delu ove napomene sada mogu da
se posmatraju i u slucaju kada C nije injektivan. Kompleksni stepeni
(a; b; C)-nenegativnih operatora A za neke a; b 2 R; se konstruisu na
sledeci nacin:
(a) a   1 i b   1: Tada se stepeni A za eksponente  2 C+ kao
i stepeni A za sve eksponente  2 C ako je, dodatno, operator A
injektivan, denisu kao u prvom delu ove napomene.
(b) a <  1 i b <  1: Ovaj slucaj je nezanimljiv jer sledeci identitet
pokazuje da prostor E mora biti trivijalan. Neka je  > 1 i x 2 E,
tada je

 
+ A
 1
C
 
1 + A
 1
Cx
=

1  
h 
+ A
 1
C2x   1 + A 1C2xi:
Kada  ! +1, dobijamo da je (1 + A) 1C2x = 0; x 2 E; pa
samim tim, i da je E = f0g:
(c) a >  1 i b <  1 (zbog simetricnosti denicije, a <  1 i b >  1).
Neka je Ck = C((1 + A)
 1C)k; k 2 N: Ako pretpostavimo da
je C 1AC = A; imamo da je C 1k ACk = A; k 2 N: Zatim se
pokazuje da za svako k 2 N takvo da je k  dae + 1; operator A
pripada klasi MCk;b: Sada kompleksni stepeni A ( 2 C) mogu
da se denisu na isti nacin kao i u prvom delu ove napomene,
uz ociglednu zamenu operatora C operatorom Ck za proizvoljno
k  dae + 1, takodje se pokazuje da denicija ne zavisi od izbora
broja k.
(d) a =  1 i b <  1 (ili, simetricno, a <  1 i b =  1). Jasno je
da se sada problem svodi na konstrukcju stepena operatora iz klase
MC;m; m <  1: Ovde se nailazi na prepreke u slucaju kada A nije
injektivan operator (videti [16, Napomena 6.3]).
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Sada cemo se fokusirati na dokazivanje dobro poznate nejednakosti mo-
menta za frakcione stepene.
Lema 3.3.4 Neka su ;  2 C,  1 < Re < Re  < +1 i x 2 D(A):
Tada je Cx 2 D(A) i ACx = A C Ax:
Dokaz. Pokazacemo tvrdjenje leme samo u slucaju kada je Re  > 0 i  = i
za neko  2 R n f0g: Dokaz je u ostalim slucajevima jednostavan i zato
nece biti dat. Primetimo da jednakost (3.48), denicija operatora Ai C
i standardna argumentacija pokazuju da je A iA
i 
C Ax = Cx: Kako je
Ai = (A i ) 1; prethodna jednakost implicira da Cx 2 D(Ai ) i da AiCx =
Ai C Ax: 
Lema 3.3.5 Neka je n 2 N0; b 2 C i Re b 2 (0; n + 1) n N: Tada, za svako
x 2 E; vazi
A bC x =
( 1)nn!
(1  b)(2  b)    (n  b)
sin (n  b)

1Z
0
tn b
 
t+ A
 (n+1)
Cxdt;
(3.58)
gde je (1  b)(2  b)    (n  b) := 1 za n = 0:
Dokaz. Ova lema moze biti dokazana prateci dokaz [27, Teorema 5.27, str.
138]. Zapravo, dokaz citirane teoreme zajedno sa (3.26) implicira da je, za
svako x 2 E;
CnA bC x =
( 1)nn!
(1  b)(2  b)    (n  b)
sin (n  b)

1Z
0
tn b
 
t+A
 (n+1)
Cn+1x dt:
Dokaz se zavrsava primenom operatora C n na obe strane poslednje jed-
nakosti. 
Lema 3.3.6 Neka su 0; 0 2 C; Re0 > Re 0 > 0; n 2 N0 i Re0 2
(n; n+ 1]: Tada, za svako p 2 ~; postoji cp;0;0 > 0 i qp 2 ~ tako da je:
p
 
CA 0C x
  cp;0;0qp A 0C xRe 0Re0 qp CxRe0 Re 0Re 0 ; x 2 E; (3.59)
i da je
p
 
A 0C x
  cp;0;0qp A 0xRe 0Re0 qp xRe0 Re 0Re 0 ; x 2 D(A 0): (3.60)
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Dokaz. Bez umanjenja opstosti, pretpostavimo da je Re 0 =2 N: Nasa na-
mera je da dokazemo da, za svako p 2 ~; postoje c0p > 0 i q0p 2 ~ tako da
je:
p
 
sn+1 0C
 
s+ A
 (n+1)
Cx
  c0pq0p A 0C x; s > 0; x 2 E: (3.61)
Pretpostavimo prvo da je Re0 2 (n; n+ 1): Na osnovu (3.36), imamo da je
A0C
 1A 0C Cx = Cx; x 2 E; sto jasno implicira da je C2x = CA0A 0C x;
x 2 E: Fiksirajmo, za trenutak, broj s > 0 i element x 2 E: Koristeci (3.35)
i inkluziju ((t + A) (n+1)C)A0  A0((t + A) (n+1)C); t > 0; dobijamo da
je:
sn+1 0C
 
s+ A
 (n+1)
Cx = sn+1 0A0
 
s+ A
 (n+1)
C
 
A 0C x

:
Neka je !0 2 (!; ) i d0 2 (0; d): Uzimajuci u obzir racun koji sledi iz formule
(3.44), gornja jednakost implicira da je:
sn+1 0C
 
s+ A
 (n+1)
Cx
=
n+1X
j=0
  1n+1 jn+ 1
j
 Z
 !0;d0
z0 (n+1)s2n+2 j 0
2i
 
z + s
n+1 j  z + A 1C A 0C x dz:
Na osnovu binomne formule, imamo da je:
sn+1 0C
 
s+ A
 (n+1)
Cx =
1
2i
Z
 !0;d0
z0 1sn+1 0 
z + s
n+1 z z + A 1C A 0C x dz:
(3.62)
Lako se proverava da p vrednost gornjeg integrala, uzetog duz krive fd0ei :
 2 [ !0; !0]g; moze biti majorirana sa c0pq0p(A 0C x); za neko c0p > 0 i q0p 2 ~;
nezavisno od izbora s > 0 i x 2 E: Isti zakljucak vazi za gornji integral i duz
krivih  !0;d0; := frei!0 : r  d0g; i mi cemo to pokazati za s  2d0: Ako je
to slucaj, tada integral
1Z
d0
sn+1 0
 
rei!
00 1 
rei!0 + s
n+1 rei!0 rei!0 + A 1C A 0C x dr
moze biti napisan kao suma odgovarajucih integrala duz intervala [d0; 2s] i
[2s;1); i za ocenu prvog (drugog) od ovih integrala, moze biti koriscena
nejednakost sups>0;z2 !0;d0; js=(z + s)j <1 ((r=r   s)0 1  20 1; r  2s).
Dakle, pokazali smo (3.61). Argumentujuci na slican nacin, pokazuje se da
za svako p 2 ~ postoje c00p > 0 i q00p 2 ~ tako da je:
p
 
sn+1 0
 
s+ A
 (n+1)
Cx
  c00pq00p A 0x; s > 0; x 2 D A 0:
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Dalje, Lema 3.3.3 implicira da, za svako p 2 ~; postoje c000p > 0 i q000p 2 ~ tako
da je:
p
 
sn 0
 
s+ A
 (n+1)
Cx
  c000p s Re0 1q000p (x); s > 0; x 2 E:
Neka je cp  max(c0p; c00p; c000p ) i neka je qp 2 ~ takvo da je qp  max(q0p; q00p ; q000p ):
Uzmimo da je cp;0;0 := cp=(0   0) + cp=0 i primetimo da jednakost
qp(A
 0
C x)qp(Cx) = 0 (qp(A 0x)qp(x) = 0) za neko x 2 E (x 2 D(A 0))
implicira da je p(C(s+A) (n+1)Cx) = 0; s > 0 (p((s+A) (n+1)Cx) = 0; s >
0), i na osnovu Leme 3.3.5, imamo p(CA 0C x) = 0 (p(A
 0
C x) = 0). Preostali
deo dokaza u slucaju kada je Re0 < n + 1 sledi iz neznatne modikacije
odgovarajuceg dela dokaza [27, Teorema 5.34, str. 141-142]. U slucaju kada
je Re0 = n + 1; tada cela procedura predlozenog citiranog dokaza i dalje
vazi ako zamenimo n sa n + 1; na primer, u oceni vrednosti p(A 0C x); koja
se pojavljuje u dokazu citirane teoreme, treba krenuti od formule (3.58) gde
je n zamenjeno sa n+ 1. 
Sada smo sve pripremili za dokaz nejednakosti momenta C sektorijalnih
operatora.
Teorema 3.3.3 Neka su ; ;  2 C;  1 < Re < Re  < Re  < +1:
Tada, za svako p 2 ~; postoje cp;;; > 0 i qp 2 ~ tako da je:
p
 
CACx
  cp;;;qp ACxRe  Re Re  Re qp ACxRe  ReRe  Re ; x 2 D(A);
(3.63)
i da je
p
 
ACx
  cp;;;qp AxRe  Re Re  Re qp AxRe  ReRe  Re ; x 2 D(A A):
(3.64)
Dokaz. Imajuci na umu Lemu 3.3.4 i ociglednu jednakost A Ax = Ax
(x 2 D(A A)), rezultat odmah sledi kada ubacimo 0 =   i 0 =  
u Lemu 3.3.6. 
Sledeca lema nije koriscena u dokazu nejednakosti momenta, ali je intere-
santna nezavisno od toga (videti [27, Teorema 5.34, str. 141-142] za slucaj
kada je C = I).
Lema 3.3.7 Neka je b 2 (0; 1): Tada je familija fC 1bA bC A( + A) 1C :
 > 0g uniformno ogranicena u L(E):
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Dokaz. Neka je " 2 (0; 1) proizvoljno izabran. Tada nije tesko pokazati,
koristeci (3.31), da vazi sledeca jednakost:
C 1bA bC A(+ A)
 1Cx
=  sin b

1Z
0
s b
"

 
+ A
 1
Cx
1  s  
s
 
s+ A
 1
Cx
1  s
#
ds; x 2 E:
(3.65)
Kako je familija f(+A) 1C :  > 0g uniformno ogranicena u L(E); odmah
dobijamo da, za svako p 2 ~; postoje cp > 0 i qp 2 ~ tako da je, za svako
x 2 E : Z 1 "
0
+
Z 1
1+"
!
s b
"

 
+ A
 1
Cx
1  s  
s
 
s+ A
 1
Cx
1  s
#
ds  cpqp(x):
(3.66)
Koristeci jednakost

 
+A
 1
Cx s s+A 1Cx = sZ

h 
+A
 1
Cx  +A 2Cxi d; x 2 E;
vazi i nejednakost istog tipa za integral koji se pojavljuje u (3.66), uzet duz
intervala [1  "; 1 + "]: Ovime se zavrsava dokaz leme. 
Sledeci primer ilustruje jednu primenu nejednakosti momenta.
Primer 3.3.1 Neka je E neki od prostora Lp(Rn) (1  p  1); C0(Rn);
Cb(Rn); BUC(Rn) i neka je 0  l  n: Neka je Nl0 := f 2 Nn0 : l+1 =
   = n = 0g, podsetimo se da je prostor El (0  l  n) denisan sa
El := ff 2 E : f () 2 E for all  2 Nl0g: Kalibracija (q(f) := jjf ()jjE; f 2
El;  2 Nl0) indukuje Frechet-ovu topologiju na El: Neka su Tl() i Cr;l dati
na isti nacin kao u [110], neka je m 2 N; a 2 C; 0  jj  m; i neka
je operator P (D)f =
P
jjm af
() dat na maksimalnom distribucionom
domenu. Uzmimo da je P (x) :=
P
jjm ai
jjx; x 2 Rn; i pretpostavimo
da je supx2Rn ReP (x) < 0: Neka je  1 < & <  <  < +1: Na osnovu [110,
Teorema 2.2], operator  P (D) je Cr;l sektorijalan i, kako vazi uslov (H),
mozemo konstruisati stepene operatora  P (D): Tada nejednakost momenta
i argumenti korisceni u njenom dokazu pokazuju da, za svako  2 Nl0; postoji
konstanta M < 1 tako da sledeca diferencijalna nejednakost vazi za sve
f 2 D(( P (D))& ( P (D))):
q
   P (D)

Cr;lf
 Mq   P (D)&f  & q   P (D)f  & & :
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Sa (3.34) smo denisali Ab na indirektan nacin. Sada cemo dati ekspli-
citnu formulu za izracunavanje Abx i time zavrsiti ovu sekciju.
Propozicija 3.3.2 Neka je n 2 N; i neka je b 2 C tako da je n 1 < Re b <
n. Tada vazi sledece:
Abx = ( 1)n sin b

C 1
Z 1
0
b nAn
 
+ A
 1
Cxd; x 2 C D An:
(3.67)
Dokaz. Pretpostavimo prvo da je 0 < Re b < 1 i da je x 2 C(D(A)). Tada
odmah dobijamo na osnovu (3.31) i (3.34) da je
Ab 1x =  sin b

C 1
Z 1
0
b 1
 
+ A
 1
Cxd:
Dalje, na osnovu jednakosti Abx = Ab 1Ax i zatvorenosti opetora Ab imamo
da je
Abx =  sin b

C 1
Z 1
0
b 1A
 
+ A
 1
Cxd: (3.68)
Za opsti slucaj kada je n 1 < Re b < n, primetimo da je 0 < Re b n+1 < 1
i da iz Teoreme 3.3.1(ii) sledi Abx = Ab n+1An 1x = Ab n+1An 1x; x 2
C(D(An)): Na osnovu zatvorenosti operatora Ab, odmah dobijamo (3.67) iz
(3.68). 
Kako je C(D(An))  R((   A) nC);  2 ^!;d; sledeca reprezentaciona
formula moze biti dokazana, za svako  2 ^!;d i x 2 R((  A) nC) :
Abx = ( 1)n sinb

  
  A nC 1C 1

Z 1
0
b nAn
 
+ A
 1
C
 
  A nCxd:
3.4 Frakcioni stepeni kao generatori C regu-
larizovanih frakcionih rezolventnih famil-
ija
Ovo poglavlje cemo poceti formulacijom sledeceg rezultata koji pokazuje da
operatori  Ab generisu uniformno ogranicene C regularizovane frakcione re-
zolventne familije za odgovarajuce indekse b. Da bismo to uradili, praticemo
pristup slican onom koji je dat u [64, Teorema 3.1(b)/(c)].
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Teorema 3.4.1 (i) Pretpostavimo da su D(A) i R(C) gusti u E; 0 <  <
2; d 2 (0; 1]; (=2; d)  C( A); 0 <  < 2; b 2 (0; (2  )=(2  ))
i ! 2 (   ()=2;min(; (   ()=2)=b)]: Neka je  !;d = @(! n Bd)
orijentisana tako da Im raste duz  !;d i neka je familija f(1+ jj)(+
A) 1C :   (0=2; d)g uniformno ogranicena za svako 0 2 (0; ):
Uzmimo da je Sb(0) := C i
Sb(t)x :=
1
2i
Z
 !;d
E
  bt   A 1Cxd; t > 0; x 2 E: (3.69)
Tada je  Ab gusto denisan generator uniformno ogranicene anali-
ticke (g; C) regularizovane rezolventne familije (Sb(t))t0 ugla  :=
min(; ((1  b)=) + ((b=)  1)=2):
(ii) Pretpostavimo da su D(A) i R(C) gusti u E; 0 <  < 2; 0 <  < 2;
b 2 (0; (2 )=(2 )); ! 2 (  ()=2;min(; (  ()=2)=b)]; i  A
podgenerator uniformno ogranicene (g; C) regularizovane rezolventne
familije (S(t))t0: Denisimo
f b;(t; s) :=
1
2i
Z
 !
E
  bt   1 1e ( ) 1 s d; (3.70)
gde je kontura  ! orijentisana tako da Im raste duz  !: Uzmimo da
je
Sb(t)x :=
1Z
0
f b;(t; s)S(s)x ds; t > 0; x 2 E i Sb(0) := C: (3.71)
Pretpostavimo, dodatno, da postoji d 2 (0; 1] tako da je Bd  C( A)
i da je familija f(+A) 1C :  2 Bdg uniformno ogranicena. Tada je
 Ab gusto denisan generator uniformno ogranicene (g; C) regulari-
zovane rezolventne familije (Sb(t))t0 ugla :
Dokaz. (i): Pretpostavimo da je !1 2 (  ()=2;min(; (  ()=2)=b)];
!1 < !; d1 2 (0; 1] i da  (!; d) lezi desno od  (!1; d1): Koristeci Lemu 3.1.2,
[56, Propozicija 2.16(i)] i Cauchy-jevu teoremu (videti takodje [11, (1.28)]),
lako se vidi da se integracija duz  (!; d); koja se pojavljuje u (3.69), moze za-
meniti sa  (!1; d1): Uniformna ogranicenost operatorske familije (S
b
(t))t0 
L(E) je posledica Leme 3.1.2 i izbora !; dok se jaka neprekidnost (Sb(t))t0
u t = 0 moze dokazati na sledeci nacin. Koristeci Lemu 3.3.3 i uniformnu
ogranicenost operatorske familije (Sb(t))t0; dovoljno je pokazati da, za svako
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n 2 N i x 2 E; limt!0+ Sb(t)( n  A) 1Cx = ( n  A) 1C2x: Da bismo to
izveli do kraja, primetimo da teorema o rezidijumu i teorema o dominantnoj
konvergenciji, zajedno sa Lemom 3.1.2, impliciraju da je:
Sb(t)
  n  A 1Cx    n  A 1C2x =
1
2i
Z
 (!;d)
E
  bt   A 1C  n  A 1Cxd    n  A 1C2x
=
1
2i
Z
 (!;d)
E
  bt  n  A 1C2x     A 1C2x
+ n
d
    n  A 1C2x
=
( 1)
2i
Z
 (!;d)
E
  bt   A 1C2x
+ n
d    n  A 1C2x
! ( 1)
2i
Z
 (!;d)
 
  A 1C2x
+ n
d    n  A 1C2x = 0; t! 0 + :
Sada cemo pokazati da je:
L(; x) :=
Z 1
0
e tSb(t)x dt = 
 1  +Ab 1Cx;  > 0; x 2 E: (3.72)
Gornja jednakost sledi primenom Laplace-ove transformacije i Fubini-jeve
teoreme. Zaista, primetimo da je:
A bC =
1
2i
Z
 !0;d
z b
 
z   A 1C dz
=
1
2i
Z
 !0;d
z b + 1
 + zb
 
z   A 1C dz
=

z b
 + zb

C
(A) +

1
 + zb

C
(A);  > 0;
i da (videti [11, (1.26), (1.28)] i (3.9)), za svako z 2  (!0; d); vazi:
1Z
0
e tE
  zbt dt =  1
 + zb
;  > 0:
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Na osnovu ove jednakosti i (3.29), dobijamo dalje da je:
CL(; x) =
C
2i
Z
 !0;d
 1
 + zb
 
z   A 1C dz = C  1
 + zb

C
(A)
= 1CA bC   

 1
 + zb
z b

C
(A)C
= 1CA bC   

 1
 + zb

C
(A)
 
z b

C
(A)
= 1CA bC   L()A bC :
Sada direktno dobijamo da je (0;1)  C( Ab) i da vazi (3.72), sto dalje, za-
jedno sa jednakoscu C 1AbC = Ab, implicira da je  Ab integralni generator
uniformno ogranicene (g; C) regularizovane rezolventne familije (Sb(t))t0
(videti takodje [56, Teorema 2.7]). Jasno, Teorema 3.3.1(ii) implicira da je
Ab gusto denisan u E: Koristeci nejednakost b < (2  )=(2  ); Teoremu
3.3.1(iv) i njen dokaz, dobijamo da je Ab C sektorijalan ugla b(1  (=2))
i da je preslikavanje  7! ( + Ab) 1Cx;  2  b(1 (=2)) analiticko za
sve x 2 E: Na osnovu [56, Teorema 3.7], dobijamo da je, za sve b0 2
(0; b); operator  Ab0 integralni generator uniformno ogranicene analiticke
(g2(1 b0(1 (=2))); C) regularizovane rezolventne familije ugla  b
0( 
2
)
2(1 b0(1 (=2)))  

2
: Uzmimo sada da je b0 2 (0; b) tako da je 2(1  b0(1  (=2))) > : Tada se
primenom [56, Teorema 3.9(ii)] pokazuje da je operator  Ab0 integralni gen-
erator uniformno ogranicene analiticke (g; C) regularizovane rezolventne
familije (Sb
0
 (t))t0 ugla min(; ((1   b0)=) + ((b0=)   1)=2): Dokaz se
kompletira pustanjem da b0 ! b : Dokaz dela teoreme pod (ii) sledi direktno
iz dokaza [64, Teorema 3.1(c)] i prvog dela teoreme. 
Napomena 3.4.1 (i) U slucaju kada postoji d 2 (0; 1] tako da je familija
f( A) 1C :  2 Bdg uniformno ogranicena, Teorema 3.4.1 prosiruje
tvrdjenje [64, Teorema 3.1]. Pretpostavimo sada da D(A) i R(C) nisu
gusto denisani u E kao i da sve ostale pretpostavke date u formulaciji
Teoreme 3.4.1 vaze. Tada se moze pokazati da je, za svako  > 0;
operator  Ab integralni generator analiticke (g; g+1) regularizovane
C rezolventne familije ugla  i to podeksponencijalnog rasta (videti [56]
za notaciju).
(ii) Ako su D(A) i R(C) gusti u E; 0 < b  2=( + 2) i  = b; tada
tvrdjenje Teoreme 3.4.1 moze biti dokazano bez upotrebe teoreme o pre-
slikavanju spektra (u ovom slucaju, integralni generator je, denisan
na uobicajeni nacin, C 1s  lim"!0+ (A+ ")bC). Metod koriscen u
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dokazu se zasniva na skorasnjim rezultatima o uopstenim subordini-
ranim kernelima ([19]), cija vrednost u postojecoj teoriji nije dovoljno
analizirana do sad, i elementarnim argumentima realne analize.
Sledeci primer ilustruje primenu Teoreme 3.4.1.
Primer 3.4.1 Pretpostavimo da je (Mp)p2N0 niz pozitivnih brojeva koji zado-
voljavaju M0 = 1; (M.1), (M.2) i (M.3') (videti [54, Poglavlja 1.3 i 3.5-3.6]
i uvod za denicije i dodatne informacije). Uzmimo da je
E :=
n
f 2 C1[0; 1] ; kfk := sup
p2N0
kf (p)k1
Mp
<1
o
;
A :=  d=ds, D(A) =: ff 2 E : f 0 2 E; f(0) = 0g i E(Mp)(A) := ff 2
D1(A) : supp2N0
hpkf (p)k1
Mp
<1 za sve h > 0g. Tada A generise ne-gustu ul-
tradistribucionu polugrupu (Mp) klase (videti [54, Denicija 3.5.2]), (A) =
C i postoji injektivni operator C 2 L(E) tako da je E(Mp)(A)  C(D1(A));
C
 
g  f

= g  Cf;  > 0; f 2 E; (3.73)
i tako da A generise ogranicenu C regularizovanu polugrupu (S(t))t0 na
E (videti [54, Primer 3.5.15, (316), Teorema 3.6.4, Lema 3.6.5]). Dakle,
u mogucnosti smo da denisemo frakcione stepene operatora  A: Koristeci
(3.31), (3.37) i (3.73), direktno sledi da je, za b > 0, (f; g) 2 ( A)b akko
C2f(t) =
R t
0
gb(t   s)C2g(s) ds; t 2 [0; 1] (videti [16, Primer 5.6]). Pret-
postavimo sada da je 1 <  < 2; 1 < b < 2    i f0; f1 2 E(Mp)(A): Na
osnovu Napomene 3.4.1(i), dobijamo da je za svako  > 0 operator  ( A)b
integralni generator analiticke (g; g+1) regularizovane C rezolventne fa-
milije (Sb;(t))t0 ugla ; gde je  denisano u formulaciji Teoreme 3.4.1 za
 = 1: Dalje, Sb;(t)f =
R t
0
g(t   s)Sb(s)f ds; t  0; f 2 E i preslika-
vanje t 7! Sb(t)f; t  0 je neprekidno za svako f 2 D(A) (videti (3.69)).
Sada nije tesko dokazati da postoji jedinstvena funkcija u 2 C([0;1) :
[D(( A)b)]) \ C1([0;1) : E) koja resava problem:
u(t; x) +
xZ
0
gb(x  s)Dt u(t; s) ds = 0;
u(0; x) = f0(x) i
@
@t
u(0; x) = f1(x); t  0; x 2 [0; 1]:
(3.74)
Dalje, resenje u(t) je dato sa
u(t; ) = Sb(t)C 1f0 +
Z t
0
Sb(s)C
 1f1 ds; t  0;
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i moze biti analiticki produzeno na sektor  (videti takodje [55, Propozicija
3.4] za nehomogene frakcione jednacine). Vredno je pomenuti da je problem
(3.74) vrsta obratne difuzne jednacine sa prostorno-vremenskim frakcionim
izvodima (videti [6] i [41] za neke primene u opisivanju mehanizama ano-
malnih difuzija u transportnim procesima).
Na osnovu prethodne analize, jasno je da rezultati dobijeni u ovom radu
mogu biti primenjeni na klasu apstraktnih diferencijalnih jednacina posma-
tranih u prostorima ultradistribucija. Na primer, nije tesko pokazati, uz
pomoc Teoreme 3.3.1(iv) i [56, Teorema 3.15], da postoji injektivan ope-
rator C1 2 L(E) tako da operator ( A)1=2; odnosno  A; generise globalnu
C1 regularizivanu grupu, odnosno globalnu C1 regularizovanu kosinusnu funk-
ciju.
U preostalom delu rada, posmatracemo konstruisane frakcione stepene
kao integralne generatore C regularizovanih polugrupa sa stepenom rasta
r > 0 (videti [20], [88], [101] i [54]-[53]).
Denicija 3.4.1 (i) Operatorska familija (T (t))t>0  L(E) je C regula-
rizovana polugrupa stepena rasta r > 0 akko vazi sledece:
(a) T (t+ s)C = T (t)T (s); t; s > 0,
(b) za svako x 2 E, preslikavanje t 7! T (t)x, t > 0 je neprekidno,
(c) familija ftrT (t) : t 2 (0; 1]g je uniformno ogranicena, i
(d) T (t)x = 0 za sve t > 0 implicira x = 0:
(ii) Pretpostavimo da je  2 (0; 
2
]; (T (t))t>0 C regularizovana polugrupa
stepena rasta r > 0; i da preslikavanje t 7! T (t)x; t > 0 ima analiticko
produzenje na sektor , oznacno istim simbolom. Ako postoji ! 2 R
tako da je, za svako  2 (0; ), familija fzre !Re zT (z) : z 2 g
uniformno ogranicena, tada je (T (t))t2 analiticka C regularizovana
polugurupa stepena rasta r.
Integralni generator G^; odnosno innitezimalni generator G, od (T (t))t>0
(videti [53] i [60]), je denisan sa
G^ :=
n
(x; y) 2 E  E : T (t)x  T (s)x =
Z t
s
T (r)y dr za sve t  s > 0
o
;
odnosno,
G :=
n
(x; y) 2 E  E : lim
t!0+
T (t)x  Cx
t
= Cy
o
:
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Integralni generator G^ je zatvoren linearan operator koji zadovoljava C 1G^C
= G^: Dalje, G  G^ i G je zatvoriv linearan operator. Zatvaranje ope-
ratora G; oznaceno sa G; se naziva kompletan innitezimalni generator,
skraceno, k.i.g. od (T (t))t>0: Integralni generator G^ sadrzi k.i.g. G i zado-
voljava G^ = f(x; y) 2 E  E : (T (s)x; T (s)y) 2 G za sve s > 0g: Skup
fx 2 E : limt!0+ T (t)x = Cxg; odnosno fx 2 E : limz!0;z20 Tb(z)x =
Cx za sve 0 2 (0; )g se naziva skup neprekidnosti operatorske familije
(T (t))t>0; odnosno (T (z))z2 :
Sledece tvrdjenje uopstava [53, Teorema 3.1/3.2]. Liouville-ov desni frak-
cioni izvod reda  (videti [45, (2.3.4)]) je denisan za one neprekidne funkcije
u : (0;1)! E za koje postoji limT!1
R T
t
gde (s t)u(s) ds =
R1
t
gde (s 
t)u(s) ds i denise se kao m puta neprekidno diferencijabilna funkcija na
(0;1), data sa
D u(t) := ( 1)de
dde
dtde
1Z
t
gde (s  t)u(s) ds; t > 0:
Napomenimo da je Dn  = ( 1)nDn za n 2 N, gde je Dn uobicajeni operator
diferenciranja reda n ([45, (2.3.5)]).
Teorema 3.4.2 Pretpostavimo da je b 2 (0; 1=2) i da zatvoren linearan ope-
rator A zadovoljava (H1) gde je  >  1: Oznacimo sa   granicu oblasti
 (P;";d [ Bd); orijentisanu tako da Im raste duz krive fz 2 C : jzj =
d; z 2 @( (P;";d [Bd))g: Denisimo  := arctan(cos(b)) i
Tb(z)x :=
1
2i
Z
 
e z
b 
  A 1Cxd; x 2 E; z 2 : (3.75)
(i) Tada je (Tb(z))z2 analiticka C regularizovana polugrupa stepena ras-
ta (+1)=b; i integralni generator od (Tb(z))z2 je operator G^ =  Ab:
Oznacimo sa 
b(A); odnosno 
b;(A); skup neprekidnosti od (Tb(z))z2 ;
odnosno (Tb(te
i))t>0: Tada vazi sledece:
(a) Za svako  2 (0; ); familija fz(+1)=bTb(z) : z 2 g je uniformno
ogranicena.
(b) Preslikavanje z 7! Tb(z)x; z 2  je analiticko za svako x 2 E;S
z2 R(Tb(z))  D1(A); i za svako n 2 N; x 2 E i z 2 ; vazi
sledece:
dn
dzn
Tb(z)x =
( 1)n
2i
Z
 
nbe z
b 
  A 1Cxd (3.76)
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i
AnTb(z)x =
1
2i
Z
 
e z
b
n
 
  A 1Cxd: (3.77)
(b') Neka je  > 0; i neka je jj < . Tada jednakost
D Tb
 
tei

x =
1
2i
Z
 
 
eib

e te
ib
 
  A 1Cxd (3.78)
vazi za sve t > 0 i x 2 E, gde D  oznacava Liouville-ov desni
frakcioni izvod reda ; i
AbTb
 
tei

x =
1
2i
Z
 
be te
ib
 
  A 1Cxd (3.79)
za sve t > 0 i x 2 R(C).
(c) Imamo da je D(Abb+c+1)  
b(A); pod uslovom da je bb+c  0:
(d) Ako je bb+ c  0; x 2 D(Abb+c+2) i 0 2 (0; ); tada je
lim
z!0;z20
Tb(z)x  Cx
z
=
( 1)
2i
Z
 
( )b 1   A 1CAxd:
(3.80)
(e) Za svako z 2 ; Tb(z) je injektivan operator.
(ii) Pretpostavimo da n 2 Nnf1; 2g; jj < arctan(cos(=n)) i x 2 
1=n;(A):
Tada je funkcija u : (0;1)! E; denisana sa u(t) := T1=n(tei)x; t >
0; resenje apstraktnog Cauchy-jevog problema
(Pn) :
8<:
u 2 C((0;1) : D1(A)) \ C1((0;1) : E);
dn
dtn
u(t) = ( 1)neinAu(t); t > 0;
limt!0+ u(t) = Cx; i skup fu(t) : t > 0g je ogranicen:
Dalje, u() moze biti analiticki produzena na sektor arctan(cos(=n)) jj
i, za svako  2 (0; arctan(cos(=n))   jj) i j 2 N0; imamo da je skup
fzj+n+nu(j)(z) : z 2 g ogranicen. Prethodna tvrdjenja vaze kada je
(1=n) +   0 i x 2 D(Ab(1=n)+c+1):
(ii') Pretpostavimo da  > 0; jj <  i x 2 
b;(A)\R(C): Tada je funkcija
u : (0;1) ! E; denisana sa u(t) := Tb(tei)x; t > 0; resenje frak-
cionog apstraktnog Cauchy-jevog problema
(P) :
8<:
u 2 C((0;1) : D1(A)) \ C1((0;1) : E);
D u(t) = e
iAbu(t); t > 0;
limt!0+ u(t) = Cx; i skup fu(t) : t > 0g je ogranicen:
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Dalje, u() moze biti analiticki produzena na sektor arctan(cos(b)) jj i,
za svako  2 (0; arctan(cos(b))   jj) i j 2 N0; imamo da je skup
fzj+(1+)=bu(j)(z) : z 2 g ogranicen. Prethodna tvrdjenja vaze kada
je b+   0 i x 2 D(Abb+c+1) \ R(C):
Dokaz. Dokazacemo samo prvi deo teoreme. Na skoro isti nacin kao i u
dokazu [53, Teorema 3.2] (videti takodje [56, Teoreme 3.15/3.16], [54, Teo-
rema 1.4.15] i [100, Poglavlje 2]), moze se pokazati da je (Tb(z))z2 analiticka
C regularizovana polugrupa stepena rasta ( + 1)=b kao i da vaze (c), (e)
i (3.76)-(3.80). Sada cemo pokazati da je operator  Ab (videti Napomenu
3.3.3(ii) za deniciju i notaciju koriscenu u nastavku) integralni generator
(Tb(z))z2 : Denisimo Sb(z) :=
1
2i
R
 
e z
b
(   A) 1Cx d; x 2 E; z 2 
i Sb;1(z) :=
R z
0
Sb()x d; x 2 E; z 2 : Na osnovu dokaza Teoreme 3.4.1,
lako zakljucujemo da je (Sb;1(t))t0 jednom integrisana C polugrupa kojoj je
operator  Ab integralni generator. Kako je Tb(z)(d+  A) nC = Sb(z)C;
z 2 ; odmah dobijamo da je (x; y) 2 G^ akko
Sb(t)x  Sb(s)x =
Z t
s
Sb(r)y dr za svako t > s > 0 gde je t  s: (3.81)
Koristeci cinjenicu da je lims!0+ Sb(s)( n A) 1Cx = C( n A) 1Cx; x 2
E; n 2 N; i elementarnu argumentaciju, dobija se da je (3.81) ekvivalentno
sa Z t
0
Sb()x d   tCx =
Z t
0
Z r
0
Sb()y d

dr; t  0;
sto vazi jer je integralni generator od (Sb;1(t))t0 bas Ab: Sada cemo pokazati
tvrdjenje (b') u netrivijalnom slucaju kada je  2 (0;1)nN: Kako je 0 < x+
arctan(cosx) < =2; pod uslovom da je 0 < x < =2; imamo da je jb arg +
j < b + arctan(cos(b)) < =2;  2  ; sto implicira da je Re(eib) =
jjb cos(b arg + ) > 0;  2   i
Z 1
t
g de(s  t)e seib ds =
Z 1
0
g de(v)e ve
ib dv

e te
ib
=
 
eib
 de
e te
ib ;
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za svako  2  : Na osnovu denicije D  i Tb(); dobijamo da je
D Tb
 
tei

x
=

  d
dt
de Z 1
t
gde (s  t)

1
2i
Z
 
e se
ib
 
  A 1Cxd ds
=

  d
dt
de
1
2i
Z
 
Z 1
t
gde (s  t)e seib ds
 
  A 1Cxd
=

  d
dt
de
1
2i
Z
 
 
eib
 de
e te
ib
 
  A 1Cxd
=
  1de 1
2i
Z
 
 
eib
 de  1de eibdee teib   A 1Cxd
=
1
2i
Z
 
 
eib

e te
ib
 
  A 1Cxd; t > 0; x 2 E:
Pretpostavimo sada da je b =2 N: Imajuci u vidu da je Sz2 R(Tb(z)) 
D1(A); lako se pokazuje da je, za odgovarajuci izbor konture  0;
AbTb
 
tei

x = Ab dbeAdbeTb
 
tei

x
=Ab dbe
1
2i
Z
 
e te
ibdbe
 
  A 1Cxd
=C 1
1
2i
Z
 0
b dbe
 
  A 1C 1
2i
Z
 
e te
ibdbe
 
  A 1Cxd d
=
1
2i
Z
 
e te
ibb
 
  A 1Cxd; x 2 R(C):
Ovo dokazuje (3.78)-(3.79). 
Teorema 3.4.3 Pretpostavimo da je d 2 (0; 1];  2 (0; =2);  >  1 i
b 2 (0; =(2( ))): Uzmimo da je ' := arctan(cos(b( ))) i pretpostavimo
da je (; d)  C( A) i da je familija f(1+ jj) (+A) 1C :  2 (; d)g
uniformno ogranicena.
(i) Oznacimo sa   granicu oblasti  (; d); orijentisanu obratno od kazaljke
na satu. Tada je (Tb(z))z2' (videti (3.75)) analiticka C regularizovana
polugrupa stepena rasta (+1)=b; i integralni generator od (Tb(z))z2'
je operator G^ =  Ab: Oznacimo sa 
b(A); odnosno 
b;(A); skup
neprekidnosti od (Tb(z))z2' ; odnosno (Tb(te
i))t>0: Tada vazi sledece:
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(a) Za svako  2 (0; '); familija fz(+1)=bTb(z) : z 2 g je uniformno
ogranicena.
(b) Preslikavanje z 7! Tb(z)x; z 2 ' je analiticko za svako x 2 E;S
z2' R(Tb(z))  D1(A); i (3.76)-(3.79) vaze ako se  zameni sa
'.
(c) Imamo da je D(Abb+c+1)  
b(A); za bb+ c  0:
(d) Ako je bb+c  0; x 2 D(Abb+c+2) i '0 2 (0; '); tada vazi (3.80).
(ii) Pretpostavimo da je n 2 N n f1g; jj < arctan(cos((   )=n)) i x 2

1=n;(A): Tada je funkcija u : (0;1) ! E; denisana sa u(t) :=
T1=n(te
i)x; t > 0; resenje apstraktnog Cauchy-jevog problema (Pn):
Uzmimo da je an; := arctan(cos(( )=n)) jj: Tada se resenje u()
moze analiticki produziti na sektor an; i, za svako  2 (0; an;) i i 2
N0; imamo da je skup fzi+n+nu(i)(z) : z 2 g ogranicen. Prethodna
tvrdjenja vaze kada je (1=n) +   0 i x 2 D(Ab(1=n)+c+1):
(ii') Pretpostavimo da je  > 0; jj < ' i x 2 
b;(A) \ R(C): Tada
je funkcija u : (0;1) ! E; denisana sa u(t) := Tb(tei)x; t > 0;
resenje apstraktnog Cauchy-jevog problema (P): Uzmimo da je ab; :=
arctan(cos(( )b)) jj: Tada se resenje u() moze analiticki produziti
na sektor ab; i, za svako  2 (0; ab;) i i 2 N0; imamo da je skup
fzi+(+1)=bu(i)(z) : z 2 g ogranicen. Prethodna tvrdjenja vaze kada
je b+   0 i x 2 D(Abb+c+1) \ R(C):
Tvrdjenja Teoreme 3.4.2 i Teoreme 3.4.3 mogu biti preformulisana, sa
nekim ociglednim modikacijama, i u slucaju kada je  =  1: Takodje
bismo zeleli da napomenemo da jedinstvenost resenja problema (P) moze
biti dokazana kada je  = 2; n(A)  1; C = I i kada je E Banach-ov prostor
([53]). Podsetimo se da se za zatvoren linearan operator A sa nepraznim
rezolventnim skupom kaze da je stacionalarno gust ([59]) ako i samo ako je
n(A) = inffk 2 N0 : D(Ak)  D(Ak+1)g <1: Ostavljamo zainteresovanom
citaocu probleme:
(i) nalazenja opstih uslova pod kojim problem (P) ima jedinstveno resenje
(u ovom kontekstu, upucujemo citaoca na [88, Propozicija 2, Teorema
3] za slucaj kada je  = 2),
(ii) opisivanja k.i.g. polugrupe (Tb(t))t>0 koji se pojavljuje u Teoremi 3.4.2
i Teoremi 3.4.3.
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3.5 Skoro C sektorijalni i CG sektorijalni o-
peratori
U radu [16] (videti [17] i monograju [58]) uvedena je sledeca denicija za
skoro C sektorijalne operatore.
Denicija 3.5.1 Neka je 0  ! < : Zatvoren linearan operator A na E se
naziva skoro C sektorijalan ugla !; ako C n !  C(A) i postoji m 2 R
tako da je familijan jj 1 + jjm 1   A 1C :  =2 !0o (3.82)
uniformno ogranicena za svako ! < !0 < :
Uvedimo i sledeci uslov
(H)': Operator A je skoro C sektorijalan ugla ! 2 [0; ); preslikavanje  7!
(  A) 1Cx;  2 C n ! je neprekidno za svako ksirano x 2 E:
Jasno je da je klasa skoro C sektorijalnih operatora sira od klase C sek-
torijalnih operatora, ali uza od klase skoro C nenegativnih operatora (videti
Napomenu 3.3.4(i)).
U nastavku cemo izloziti [16, Teorema 5.1] koja uopstava neka od tvrd-
jenja Teoreme 3.4.2 (pa i Teoreme 3.4.3) (videti [16, Napomena 5.2] i Napo-
menu 3.5.1) na skoro C sektorijalne operatore koji zadovoljavaju uslov (H)'.
Napominjemo da su ovde frakcioni stepeni operatora denisani na drugaciji
nacin (videti Napomenu 3.3.4(i)) a da oznaka A odgovara nasoj deniciji
stepena.
Teorema 3.5.1 Neka je 0 <  < 1=2; i neka je A 2MC;m gde jem+ >  1:
Denisimo S(0) := C; S;(t)x :=
R t
0
g(t   s)S(s)x ds; x 2 E; t  0;
 > 0; i S;0(t) := S(t); t  0: Tada je familija f(1 + t (m+1)=) 1S(t) :
t > 0g uniformno ogranicena, i postoji operatorska familija (S(z))z2(=2) 
i (S;(z))z2(=2)  tako da je, za svako x 2 E i  > 0; preslikavanje z 7!
S(z)x; z 2 (=2)  i z 7! S;(z)x; z 2 (=2)  analiticko, kao i da je
S(t) = S(t); t > 0 i S;(t) = S;(t); t > 0: Dodatno, vazi sledece:
(i) S(z1)S(z2) = S(z1 + z2)C za sve z1; z2 2 (=2) :
(ii) Ako je  1    < m <  1; onda je limz!0;z2(=2)  " S(z)x = Cx;
x 2 D(A); " 2 (0; (=2)   ); ako je zadovoljen uslov (H)', onda
gornja jednakost vazi kada se broj (=2)   zameni sa (=2)  !:
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(iii) S(z)A  AS(z); z 2 (=2) ;  2 C+; ovde smo pretpostavili
da je operator A injektivan za  1    < m <  1; ako je zadovoljen
uslov (H)', onda gornja inkluzija vazi kada se broj (=2)    zameni
sa (=2)  !:
(iv)(iv.1) Neka je m   1: Tada je limz!0;z2(=2)  " S(z)x = Cx; x 2
D(Ap); " 2 (0; (=2)   ); ako je zadovoljen uslov (H)', onda
gornja jednakost vazi kada se broj (=2)  zameni sa (=2) !:
Dodatno, operator  A je integralni generator uniformno ograni-
cene analiticke C regularizovane polugrupe (S(z))z2(=2)  ste-
pena rasta (m + 1)=; za m >  1: Ako je, dodatno, zadovo-
ljen uslov (H)', onda (S(t))t>0 moze biti produzena uniformno
ogranicenom analitickom C regularizovanom polugrupom
(S(z))z2(=2) ! stepena rasta (m + 1)=; u ovom slucaju, jed-
nakost data u (i) vazi za svako z1; z2 2 (=2) !; i jednakost data
u (iii) vazi za svako z 2 (=2) !:
(iv.2) Neka je  1    < m <  1 i  > 0: Tada je (S;(t))t0 eks-
ponencijalno uniformno ogranicena analiticka  puta integrisana
C regularizovana polugrupa ugla (=2)  ; dodatno, familija
fjzj (1 + jzj (m+1)=) 1S;(z) : z 2 (=2)  "g je uniformno
ogranicena za svako " 2 (0; (=2)  ): Ako je, dodatno, zadovo-
ljen uslov (H)', onda (S;(t))t0 moze biti produzena eksponenci-
jalnom uniformno ogranicenom analitickom  puta integrisanom
C regularizovanom polugrupom ugla (=2)  !; i familija
fjzj (1 + jzj (m+1)=) 1S;(z) : z 2 (=2) ! "g je uniformno
ogranicena za svako " 2 (0; (=2)  !):
(iv.3) Neka je  1    < m <  1 i neka je A gusto denisan. Tada je
(S(t))t0 eksponencijalna uniformno ogranicena analiticka C re-
gularizovana polugrupa ugla (=2)  ; dodatno, familija
f(1 + jzj (m+1)=) 1S(z) : z 2 (=2)  "g je uniformno ogra-
nicena za svako " 2 (0; (=2)   ): Ako je, dodatno, zadovo-
ljen uslov (H)', onda (S(t))t0 moze biti produzena eksponenci-
jalnom uniformno ogranicenom analitickom C regularizovanom
polugrupom ugla (=2)  !; i familija f(1+ jzj (m+1)=) 1S(z) :
z 2 (=2) ! "g je uniformno ogranicena za svako " 2 (0; (=2) 
!):
(iv.4) Neka je  1    < m <  1 i A injektivan. Tada je integralni
generator od (S;(t))t0; odnosno (S(t))t0; operator  A (videti
(iv.2)-(iv.3)).
Oznacimo sa  A integralni generator od (S;(t))t0:
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(v) Neka je m   1 i z0 2 C+: Tada, za svako x 2 D(Abm+c+2) i " 2
(0; (=2)  ); vazi:
lim
z!0;z2(=2)  "
S(z)x  Cx
z
=  z0Cx+
bm+c+2X
k=2
( 1)k 1
(k   1)!Hk 1(0; z0)
 
z0   A
k 1
Cx
  sin()
1Z
0

 
+ A
 1
C
 
z0   A
bm+c+2
x 
+ z0
bm+c+2 d; (3.83)
ako je zadovoljen uslov (H)', onda formula (3.83) vazi za svako x 2
D(Abm+c+2); gde je broj (=2)   zamenjen sa (=2)  !:
(vi) Operator A zadovoljava uslov (H)' za ! =  i m
0 = ((m+1)=)  1;
dodatno, ako A zadovoljava uslov (H)' (za ! i m), onda isti uslov vazi i
za A za ! i m
0 = ((m+1)=) 1: Dodatno, pretpostavke 0 <  < 1=2
i m+  >  1 impliciraju da je (A) = A:
(vii) R(S(z))  D1(A); AnS(z) 2 L(E) i formula
AnS(z)x = ( 1)n+1
Z 1
0
nfz()
 
+A
 1
Cxd; x 2 E; z 2 (=2) :
(3.84)
vazi za sve x 2 E i z 2 (=2) :
(viii) Neka je l 2 N n f1; 2g:
(viii.1) Neka je A 2 MC;m; za m >  1: Oznacimo sa 
l; odnosno 	l;
skup neprekidnosti za (S1=l(t))t>0; odnosno (S1=l(z))z2(=2) (=2l) :
Tada, za svako x 2 
l; nepotpun apstraktni Cauchy-jev problem
(Pl) :
8>><>>:
u 2 C1 (0;1) : E \ C (0;1) : D1(A);
u(l)(t) = ( 1)lAu(t); t > 0;
limt!0+ u(t) = Cx;
skup fu(t) : t > 0g je ogranicen u E;
ima resenje u(t) = S1=l(t)x; t > 0; koje moze biti analiticki pro-
duzeno na oblast (=2) (=2l): Ako, dodatno, x 2 	l; za svako
 2 (0; (=2)  (=2l)) i j 2 N0; imamo da je skup fzju(j)(z) : z 2
g ogranicen u E: Ako je, dodatno, zadovoljen uslov (H)', gornje
tvrdjenje vazi kada se broj (=2) (=2l) zameni sa (=2) (!=2l):
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(viii.2) Neka je x 2 D(A); i A 2MC;m; gde je  1  l 1 < m <  1: Tada
nepotpun apstraktni Cauchy-jev problem
(Pl;m) :
8>>><>>>:
u 2 C1 (0;1) : E \ C (0;1) : D1(A);
u(l)(t) = ( 1)lAu(t); t > 0;
limt!0+ u(t) = Cx;
skup
n 
1 + t l(m+1)
 1
u(t) : t > 0
o
je ogranicen u E;
ima resenje u(t) = S1=l(t)x; t > 0; koje moze biti analiticki pro-
duzeno na oblast (=2) (=2l): Dodatno, za svako  2 (0; (=2)  
(=2l)) i j 2 N0; imamo da je skup fjzjj(1 + jzj l(m+1)) 1u(j)(z) :
z 2 g ogranicen u E: Ako je, dodatno, zadovoljen uslov (H)',
gornje tvrdjenje vazi ako se broj (=2)  (=2l) zameni sa (=2) 
(!=2l):
(ix)(ix.1) Neka je  > 0: Oznacimo sa 
;; odnosno 	; skup neprekidnosti
od (S(te
i))t>0; odnosno (S(z))z2(=2)  : Tada, za svako x 2

;; nepotpun apstrakni Cauchy-jev problem
(FP) :
8>><>>:
u 2 C1 (0;1) : E \ C (0;1) : D1(A);
D u(t) = e
iAu(t); t > 0;
limt!0+ u(t) = Cx;
skup fu(t) : t > 0g je ogranicen u E;
ima resenje u(t) = S(te
i)x; t > 0; koje moze biti analiticki
produzeno na oblast (=2)  jj: Ako je, dodatno, x 2 	; za
svako  2 (0; (=2)  ) i j 2 N0; imamo da je skup fzju(j)(z) :
z 2 g ogranicen u E: Ako je zadovoljen uslov (H)', gornje tvrd-
jenje vazi ako se broj (=2)   zameni sa (=2)  !:
(ix.2) Neka je x 2 D(A);  > ( 1 m)=; i  2 ( ((=2) ); (=2) 
): Tada nepotpun apstraktni Cauchy-jev problem
(FP;m) :
8>>>><>>>>:
u 2 C1 (0;1) : E \ C (0;1) : D1(A);
D u(t) = e
iC 1 lim
"!0+
(A+ ")Cu(t); t > 0;
limt!0+ u(t) = Cx;
skup
n 
1 + t (m+1)=
 1
u(t) : t > 0
o
je ogranicen u E;
ima resenje u(t) = S(te
i)x; t > 0; koje moze biti analiticki
produzeno na oblast (=2)  jj: Dodatno, za svako  2 (0; (=2) 
) i j 2 N0; imamo da je skup fjzjj(1+jzj (m+1)=) 1u(j)(z) : z 2
g ogranicen u E: Ako je, dodatno, zadovoljen uslov (H)', onda
gornje tvrdjenje vazi ako se broj (=2)  zameni sa (=2) !:
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Napomena 3.5.1 ([16, Napomena 5.2])
(i) Kako je arctan(cos) < (=2)   za 0 <  < 1=2; zakljucujemo da
je u [16, Teorema 5.1] poboljsana ocena ugla analiticnosti C regulari-
zovane polugrupe stepena rasta r > 0 koji se pojavljuje u formulacijama
tvrdjenja Teoreme 3.4.2 (i), (ii)-(ii)' i u formulaciji Teoreme 3.4.3 (i)
za 0 < b < 1=2 (videti i tvrdjenje (ii) ove teoreme za n  3). Dodatno,
pokazano je da limit koji se pojavljuje u formulaciji Teoreme 3.4.2 (i)-
(d) postoji i u slucaju kada je bb+ c < 0:
(ii) Iz dokaza [16, Teorema 5.1] se vidi da druga formula u formulaciji
Teoreme 3.4.2(i)-(b)' vazi za sve x 2 E (videti takodje Teoremu 3.4.3
(ii)' za 0 < b < 1=2). Primetimo, konacno, da tvrdjenje Teoreme 3.4.3
nije moguce u potpunosti preformulisati u slucaju kad je b > 1=2 i da ne
postoji d 2 (0; 1] tako da je familija f(+ A) 1C : jj  dg uniformno
ogranicena.
U Nastavku bismo zeleli da istaknemo da je tehnikama koje su izlozene
u ovom poglavlju moguce uopstiti i pojam G sektorijalnih operatora dat u
[14]. Posmatrajmo sledecu klasu funkcija.
Denicija 3.5.2 Funkcija G : [0;1) ! [0;1) pripada klasi 	 ako zadovo-
ljava sledece uslove:
 G je nerastuca na [0;1);
 G(t)! 0; t!1;
 funkcija 1
G
je Lipschitz-ova na [0;1):
Tada se CG sektorijalni operatori denisu na sledeci nacin. Neka je
(X; k k) Banach-ov prostor. Neka je A linearan zatvoren operator na X.
Neka je C 2 L(X) injektivan i sa C(A) oznacen C spektar operatora A.
Denicija 3.5.3 Linearan zatvoren operator A : D(A)  X ! X nazivamo
CG sektorijalan ako postoje konstante a 2 R i ' 2 (0; 
2
) tako da skup
Sa;' = f 2 C :  6= a; jarg(  a)j < 'g;
zadovoljava sledece uslove
 C(A)  Sa;';
 9M > 0 8 =2 Sa;' : ( A) je injektivan i k( A) 1Ck MG(j 
aj):
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Napomenimo da je svaki C sektorijalni operator A i CG sektorijalan
ako se pretpostavi da je G(t) = (t+ 1) 1; t  0:
U nastavku cemo dati primer operatora A (videti [14, Teorema 1 i Primer
2]) koji nije sektorijalan; i vise, koji je takav da ne zadovoljava uslov
9 2 (0; 1) 9M > 0 8 =2 Sa;';  6= a : k(  A) 1k  Mj  aj :
Primer 3.5.1 (Sistem jednacina provodjenja topolote) Oznacimo sa X =
L2([0;1)): Pretpostavimo da su funkcije p1; p2; q1; q2 2 C2([0;1);R); r 2
X; q1; q2  1; s  0: Posmatrajmo sistem parcijalnih diferencijalnih jedna-
cina
@x1
@t
(t; s) =
@
@s

p1(s)
@x1
@s

(t; s)  q1(s)x1(t; s)  r(s)x2(t; s) + u1(t; s);
@x2
@t
(t; s) =
@
@s

p2(s)
@x2
@s

(t; s)  q2(s)x2(t; s) + u2(t; s); t; s  0;
gde su u1 i u2 poznate funkcije neprekidne po t i po promenljivoj s pripadaju
prostoru L2([0;1)), a x1 i x2 su trazene funkcije. Tada se ovaj sistem moze
zapisati u obliku
x0(t) =  Ax(t) + u(t); t  0;
gde je u(t) = (u1(t); u2(t)); t  0; poznata funkcija koja pripada klasi
C([0;1); X2); funkcija x(t) = (x1(t); x2(t)); t  0; je trazena funkcija iz
klase C([0;1); X2) \ C1((0;1); X2) i A : D(A)  X2 ! X2 linearan ope-
rator denisan sa
(Az)(s) = ( (p1z01)0(s) + q1(s)z1(s) + r(s)z2(s); (p2z02)0(s) + q2(s)z2(s));
za s  0 i z 2 D(A) = f(z1; z2) : zj(0) = 0; j = 1; 2; Az 2 X2g:
Pretpostavimo dodatno da vaze sledeci uslovi
1. lim supt!1 j(pj(t)q0j(t))0jq2j (t) < 1; j = 1; 2;
2. R := sups0
jr(s)j
q1(s)q2(s)
<1:
Denisimo
G(u) = sup
t2[u;1)
inf
N2N
 
sup
sN
jr(s)j
q1(s)q2(s)
+
1
t+ 1
+
sups2[0;N ] jr(s)j
(t+ 1)2
!
; u  0:
Ako G(u) ! 0; u !1; tada je operator A G sektorijalan; dodatno, a = 0
i ' 2 (0; 
2
) je proizvoljno.
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Specijalno, ako je p1(s) = p2(s) = 1; q1(s) = q2(s) = s+ 1 i
r(s) =
(s+ 1)2
ln(s+ 2)
; s  0;
uzimajuci da je N = jj; dobijamo da je
G(t)  2
ln(t+ 2)
+
1
t+ 1
; t  0:
Takodje, za ovako denisan operator A moze se pokazati da za svako ; arg  2
(0; 
2
) vazi
k(  A) 1k  M
ln(2 + jj) ;
sto potvrdjuje da A nije sektorijalan operator.
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generatore uniformno ogranicenih analitickih C-regularizovanih rezolventnih
familija, i upotrebili dobijene rezultate na izucavanje nepotpunih Cauchy-
jevih problema viseg ili necelog reda.
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