Abstract-We present a technique for synchronizing clocks over a wireless link between a pair of resource constrained nodes. A Kalman filter is used as a pre-processor to a PI controller to mitigate the effects of packet-losses and attenuate noise spikes. This Kalman filter directly tracks the skew, which is the rate of change of offset, between a pair of nodes. The PI controller accepts this skew as input and disciplines the clock on the follower node. Experimental results demonstrate the performance of this technique over a single hop. In the future, this technique can be extended to multihop systems and improve determinism in networked embedded systems.
I. INTRODUCTION
Wireless networked embedded devices that interact in a peer-to-peer manner are ushering in a new era for systems architecture and design. Such devices use inexpensive hardware and transceivers that have relatively low bandwidth and high packet-loss rates. For example, we measured a relative skew of 3000 parts per million (ppm) between two Mica2DOT nodes; this represents an offset of about 10.8 seconds over an hour. To limit the packet-loss rate on these nodes to 10%, we had to operate the nodes at a maximum bandwidth of 19,200 bps with Manchester encoding. Time synchronization across asynchronous nodes is an important foundation for engineered systems [3] , [4] . Achieving such synchronization by using resource-constrained wireless devices remains a challenge.
Among the synchronization techniques reported in the literature, the IEEE 1588 Precision Time Protocol (PTP) standard is widely used in a variety of applications on wired networks [2] . To effectively apply PTP over wireless links, it is necessary to compensate for (a) the skew between the nodes, and (b) the packet-loss. In addition, processor interrupts and other hardware jitter in the nodes give rise to intermittent offset noise spikes [1] .
Filtering is a commonly used technique to eliminate such noise spikes. While conventional digital filter can attenuate such spikes [1] to some extent, a Kalman filter [5] provides better attenuation. In addition, a Kalman filter has (a) low mean error in tracking a Gaussian-distributed signal, (b) lower computational overhead when the distribution is stationary, and (c) improved robustness in the presence of lost signals. For these reasons, we selected a Kalman filter.
A clock servo is used to discipline clocks in nodes. The clock servo used by Branicky [1] uses offset as the input to a PI controller with a conventional digital filter as a {ha9,ssastry}@uakron.edu pre-processor. This approach is susceptible to packet-losses as discussed in Section II. Because clock drift in a node is relatively constant over short durations, we designed a Kalman filter to track the skew, which is the rate of change of offset. The filter mitigated the effects of packet-loss and attenuated large spikes in the offset. We used this skew as input to a PI controller. Because the PI controller used skew as input, instead of offset, small errors in skew estimates are not magnified during its conversion to offset. However, it was necessary to derive the closed loop system function for this control model and establish its stability. Our results show that this approach achieves better accuracy and reduces Allan variance in all time scales.
Following a brief review of the related work in Section II, Section III presents a Kalman filter that tracks skew. Section IV outlines the clock servo used to discipline a node clock. Section V presents experimental results. The conclusion and next steps are in Section VI.
II. RELATED WORK
Accurate timestamping and an effective clock correction algorithm are critical for time synchronization over wireless link. Loschmidt et. Al. [7] present a hyperbolic navigation algorithm for localizing 802.11 client nodes by using base stations that were synchronized by means of IEEE 1588. They used a digitally processed analog signal from the transceiver as a trigger to timestamp received messages.
Eidson et. Al. [6] report the jitter of three pairs of timestamp trigger signals in the MAC-PHY interface of a Cisco AIRONET series 340 IEEE 802.11b WLAN card. Their results show the lowest jitter with a standard deviation of 145.6ns can be achieved when the rising edge of TX RDY (transceiver ready to receive a packet from processor) and MD RDY (transceiver ready to transfer a packet to processor) are used. This work shows that it is important to get timestamps, using appropriate triggers, at the hardware level.
Branicky et.Al. [1] presented the results achieved by an application-layer implementation of a PTP daemon on nodes executing under the Linux operating system. To isolate clock read jitter caused by interrupts, they used a hardware clock on the node. Their analysis used the notion of small, medium, and large time-scales for clock stability. While the Allan variance of the disciplined clock was decisively less than that of the undisciplined clock in the large time scale (over 100 seconds), and fairly close to the undisciplined clock in the small time scale (less than a few seconds), this variance was large for the medium time scale (10 to 100 seconds). Their filter did not prevent noise spikes in the offset from entering the PI controller. We believe that consecutive packet losses produce a spike in offset and exacerbate the medium time scale instability.
III. LINEAR KALMAN FILTER
Several factors, such as variations in (a) medium access time, (b) propagation time, (c) radio bit synchronization accuracy, (d) delay in reading the clock, and (e) period of transceiver oscillator, as well as the limited accuracy of computations, induce jitter in timestamps in a software-only synchronization. Because oscillator jitter is a consequence of the hardware design, it cannot be corrected in software. We can mitigate the uncertainty in the medium access time by recording timestamps as close to the hardware as possible.
On the Mica2Dot platform, the microcontroller interacts with the tranceiver over an SPI interface. We took transmit timestamps just before the transfer of the start-of-frame (SOF) byte to the SPI buffer, and receive timetamps upon reception of the first non-preamble byte. The receive timestamps were adjusted to account for the delay associated with an offset of the most-significant-bit of the SOF in the nonpreamble byte.
The discrete linear Kalman filter (DLKF) is a recursive filter that minimizes the mean square error [5] . The following properties make the Kalman filter suitable as a pre-processor for the PTP clock servo:
1) The Kalman filter is an optimal estimator when the variations in the tracked signal are Gaussiandistributed. (In Section V, we show that cumulative effect of all the variations discussed above results in skew with Gaussian-distribution.). 2) The Kalman gain effectively determines the bandwidth of the filter. This can be adjusted by choosing appropriate values of the process and measurement noise which does not change the filter delay. 3) If timestamps are recorded close to the hardware and there is no store-and-forward of synchronization messages, message delay as well as the other delays are relatively independent of traffic load. The skew distribution can therefore be assumed stationary; in this case, the Kalman gain converges to a constant value that can be pre-calculated. This reduces the filter computational overhead to one subtraction, one multiplication and one addition operation.
A. Modeling Temporal Dynamics
We model the temporal dynamics that govern the skew between a leader clock and a follower clock as follows. Suppose a synchronization message is sent by the leader every T seconds and the follower measures an offset of ∆t k in time step k. Let s k represent the actual skew in time step k. Since we assume that the clock drift over a synchronization interval (which is a short duration) is zero,
where, v k is process noise, i.e., deviations from the model due to oscillator jitter. This is a zero-mean, Gaussiandistributed, random variable.
Let s * k represent the measured skew at the node in time step k. Then,
where w k represents the measurement noise. Because of the high packet-loss rate in the wireless environment, synchronization messages may not be received by the follower clocks regularly even if they are transmitted at regular intervals. T may therefore vary from time step to time step from the perspective of the follower. Equation (1) and Equation (2) represent the standard model for the DLKF. Let:
• Q and R represent the variance of v and w, respectively, •ŝ k represent the estimated skew in time step k,
•ŝ − k be the predicted estimate of the skew, • P − k be the predicted error variance, • K k represents the Kalman gain, and • P k the corrected error variance. The Kalman filter we use is:
Correction:
The skew estimated by this filter is used as input to the PTP clock servo.
IV. PTP CLOCK SERVO
It is important to aggressively estimate and correct for skew in each node because of the lossy communication medium. For a specified synchronization accuracy, such a controller allows one to have a longer synchronization interval, i.e., the duration of time between two successive synchronization messages. Thus, freeing up bandwidth of the communication medium for application messages, instead of synchronization messages. Following [1] , we use a PI controller as our PTP clock servo as shown in Figure 1 . The closed loop system function for this controller is
The closed loop system function is independent of the synchronization period T . Tracking the skew rather than the offset leads to a slow varying offset with constant average value. Consequently, the absolute global time on the follower clock at time t, S(t), is given by
where t 0 is the offset at initial time t = 0, S f (t) is the reading of the local clock, t n is the offset at synchronization instant n, and n t is the number of synchronization instants up to time t from the reference point. The sum term accounts for accumulation in phase error caused by the imperfect rate synchronization.
V. EXPERIMENTAL RESULTS
To confirm the Gaussian distribution of the relative skew between a pair of motes, we conducted three experiments. First, we programmed two motes to service the external interrupt and the counter overflow interrupt. We applied an external signal (once every second) to the external interrupt pin and recorded the number of clock cycles between two successive pulses on both motes. Next, one mote was designated as the leader and the other was the follower. On every external interrupt, the leader sent a Sync message with its local timestamp. The follower recorded both its local timestamp and the leader's timestamp for each Sync message it received. The distribution of the skew from these experiments is shown in Figure 2 (a) and Figure 2(b) . Finally, we measured the latency of messages sent between a pair of nodes using an external oscilloscope. The jitter in the latency was also Gaussian distributed.
We use three metrics to evaluate the effectiveness of our synchronization technique: (a) precision of synchronization, (b) Allan deviation, and (c) convergence time. We refer to our technique as skew-PI and the technique in Branicky et.Al. [1] as offset-PI. The results in this section compare the performance of these two techniques over a wireless link.
The single-hop synchronization accuracy achieved using skew-PI is shown in Figure 3 and that achieved using offset-PI is shown in Figure 4 . In both cases, the synchronization period was one second. Notice that the offset distribution achieved using skew-PI is narrower and has a smaller standard deviation. Ongoing experiments (not reported in this paper) are indicating that the multihop performance of skew-PI is better than that of offset-PI.
Allan deviation is a standard metric used to evaluate the accuracy of synchronization over different averaging windows. Figure 5 shows the Allan deviation achieved by skew-PI and offset-PI. As shown in this figure, skew-PI provides a stable clock in all time scales when compared with the stability of the uncoordinated clock, or that provided by offset-PI.
We observed large relative skew between motes. To speed up convergence of our technique, we used the first few Sync messages to estimate and correct the the skew of the follower, before starting the servo action. Figure 6 shows the benefit Relative skew measured with two methods show a Gaussiandistribution. This is important for optimal tracking of the skew by the Kalman filter. of this choice. The clock servo on the follower converged within about 100 seconds when the skew was estimated and corrected; in contrast, it required 800 seconds to converge without the correction.
VI. CONCLUSIONS
We presented a technique for implementing IEEE 1588 style synchronization in networked embedded systems that rely on wireless media. To compensate for the poor stability of local clocks and the lossy wireless medium, we designed a clock servo that used the follower clock's skew, filtered with a Kalman filter, as the tracking signal for a PI controller. The results demonstrated that the PTP clock servo that uses the skew with a Kalman filter consistently provides a more stable disciplined clock than a clock servo that uses offset with a conventional digital filter in the wireless environment. Even with the poor stability of the oscillators used by the Mica2Dot motes, we achieved synchronization accuracies of about 25 µs in a software-only implementation. In the future, this technique can be extended to improve fault tolerance in wireless systems and to achieve determinism in networked embedded systems.
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