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Resumo
Introducción: un problema que afecta a la salud en Chile se refiere a las patologías cerebrales, toma de exámenes y el alto tiempo de espera
para la obtención delos resultados (retrasando el diagnóstico y tratamiento). Actualmente, los exámenes se envían al extranjero para ser
procesados y el tiempo de espera juega en contra del paciente. Dada esta realidad, nuestro documento propone unmodelo de deep learning
para la predicción de imágenes cerebrales que permita obtener un diagnóstico previo, pero no definitivo, en virtud de disminuir el tiempo del
proceso y, de ser necesario, priorizar a los pacientes cuya vida estaría potencialmente en riesgo.Método: el desarrolloutilizó un enfoque RAD
iterativo y las imágenes se recogieron de Kaggle. Adicionalmente, se redimensiona el dataset para normalizar el tamaño y generamos nuevas
imágenes utilizando “data augmentation”. Las imágenes fueron procesadas en redes convolucionales, indagando en distintas configuraciones
para la red, su optimizador y la función de activación, hasta llegar a un modelo que consideramos razonable. Resultados: con el modelo
definitivo, los resultados superan el 80% de precisión en las predicciones y descubrimos que separar patologías (hemorragias y tumores) fue
crucial para este resultado. Conclusiones: hemos logrado una herramienta de diagnóstico previo, pero se debe continuar la investigación en
virtud de aumentar la precisión. Un próximo paso considera ampliar el dataset con imágenes de otras fuentes y separar el modelo para analizar
patologías de forma independiente. Motivamos a seguir investigando ya que este tipo de apoyo puede contribuir a salvar vidas.
Palavras-chave:Deep Learning; Redes convolucionales; Aplicaciones prácticas; Bioinformática; Tumores cerebrales.
Abstract
Introdução: um dos problemas que afeta a saúde no Chile refere-se às patologias cerebrais, à realização de exames e à longa espera pela obtenção
dos resultados (atrasos no diagnóstico e tratamento). Atualmente, os exames são enviados ao exterior para serem processados e o tempo de espera
joga contra o paciente. Dada a realidade, nosso documento propõe um modelo de deep learning para predição de imagens cerebrais que permite
obter um diagnóstico prévio, mas não definitivo, em virtude de diminuir o tempo do processo e, se necessário, priorizar pacientes cuja vida estaria
potencialmente em risco. Método: o desenvolvimento usou uma abordagem RAD iterativa e as imagens foram coletadas do Kaggle. Além disso, o
conjunto de dados é redimensionado para normalizar o tamanho e geramos novas imagens usando “data augmentation”. As imagens foram processadas
em redes convolucionais, investigando diferentes configurações da rede, seu otimizador e a função de ativação, até chegarmos a um modelo que
consideramos razoável. Resultados: Com o modelo definitivo os resultados ultrapassam 80% de acertos nas previsões e descobrimos que separar
patologias (hemorragias e tumores) foi fundamental para este resultado. Conclusão: : alcançamos uma ferramenta de diagnóstico prévio, mas a pesquisa
deve ser continuada em virtude do aumento da precisão. Uma próxima etapa é expandir o conjunto de dados com imagens de outras fontes e separar o
modelo para analisar patologias de forma independente. Encorajamos mais investigação, uma vez que este tipo de apoio pode ajudar a salvar vidas.
Keywords:Deep Learning; Redes convolucionais; Aplicações práticas; Bioinformática; Tumores cerebrais.
INTRODUCCIÓN
La identificación de patologías cerebrales es un tema que se puede resumir en “vida o muerte”. La realidad en
Chile nos sitúa en un promedio de 5.5 radiólogos por cada 100 mil habitantessegún lo indicado por la Sociedad
Chilena de Radiología1 y los servicios de salud no cuentan con un sistema eficiente para la entrega de resultados
de exámenes imagenológicos.Por esta razón, las imágenes son enviadas a otros países, como Brasil, traduciendo
el proceso en largos tiempos de espera para la obtención del informe radiológico. Lamentablemente, esto no
ayuda cuando hay pacientes que, sin saberlo, están “contra el reloj” y, siendo concretos, un diagnóstico preliminar
oportuno podría marcar la diferencia entre un tratamiento oportuno o un desenlace fatal.
Considerando este contexto, el presente trabajo muestra una solución informática para la automatización del
reconocimiento de las patologías en las imágenes clínicas. Si bien no sería un diagnóstico definitivo al no ser
1https://www.sochradi.cl/
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firmado por un médico, permitiría mitigar los tiempos asociados al proceso, ayudando a discriminar casos que
pudieran ser de mayor riesgo para el paciente y permitir, de dicha manera, una priorización de una evaluación
profesional. Para lograr lo anterior, hemos visto en el deep learning2, al igual que otros autores, una herramienta
eficaz para la predicción y detección de diversas condiciones en los humanos. Por ejemplo, Ari e Hanbay (2018)
exploraron la clasificación de imágenes cerebrales para la identificación de tumores cancerígenos utilizando
ELM-LRF y, en un ámbito relacionado, Cao et al. (2017) trabajaron en la detección de tumores mamarios en
imágenes de ultrasonido mediante aprendizaje profundo.
Sin perjuicio de lo anterior, el trabajo en esta materia es aún incipiente por lo que nuestra investigación es
novedosa al incorporar simultáneamente dos patologías asociadas a problemas cerebrales identificando cerebros
saludables, presencia de hemorragias o tumores en una resonancia magnética de encéfalo. Además, en lo referente
a la especialidad, las aplicaciones prácticas del Deep Learning son un foco interesante para desarrollo de soluciones
bioinformáticas enfocadas en agilizar los procesos y a la contribución para salvar vidas.
CONCEPTOS PRELIMINARES
Deep Learning
Deep learning es un subcampo del aprendizaje automático (machine learning), el cual se concentra en el
aprendizaje mediante capas sucesivas de representación. El concepto de profundidad (depth), no hace referencia a
la profundidad del entendimiento obtenido, sino a la cantidad de capas o niveles de representación que contribuyen
a la red (Chollet, 2017). Adicionalmente, el Deep learning está basado en el algoritmo de las redes neuronales,
las cuales, bajo distintas arquitecturas, han demostrado tener un buen rendimiento en campos como visión por
computadora, reconocimiento de voz, procesamiento de lenguaje natural, entre otros. Una definición formal fue
introducida por McCulloch e Pitts (1943) aunque utilizaremos ladefinición más moderna mostrada por Petersen
and Voigtlaender (2018) y que se expone en la Definición 1.
Definição 1
Sean d,s,L ∈ N. Una red neuronal φcondimensindeentradad, dimensindesalidasyLcapasesunasecuencia
φ = ((W [1], b[1]), (W [2], b[2]), · · · , (W [L], b[L]))
donde n0 = d, nL = s, n1, . . . , n(L− 1) ∈ N y cada W ([l]) es una matriz nl × n(l − 1)yb([l]) ∈R(nl).
Entonces, si φ es una red neuronal definida como se expresa anteriormente, K⊂ Rd y σ: R→ R es arbitraria,
entonces se define la realización de con función de activación σ como la función Rσφ: K → Rs como
Rσ(φ)(x) = x([L]), donde x([L]) sigue el siguiente esquema:
x[0]x,
x[l]σ(W [l]x[l − 1] + b[l]),
x[L]W [L]x[L− 1] + b[L]
donde σ((v) = (σ((v1), σ((v2), · · · , σ((vm))paracadav = (v1, v(2), . . . , vm)
En consecuencia, y aunque se utilizó una función arbitraria (conocida como función de activación), popularmente
se utilizan las funciones adoptadas del escritode Petersen, Raslan, e Voigtlaender (2020)como son ReLU,
parametric ReLU y Sigmoid, entre otras. En pocas palabras, el adjetivo “deep” en deep learning se refiere al
uso de múltiples capas, esto es cuando el número L en la representación anterior es grande, donde cada una
de estas extrae una representación de alto nivel de las características intrínsecas en la data. Para hacer esto,
la transformación implementada por una capa es parametrizada por sus pesos (valores W y b en la ecuación)
donde entendemos como aprendizaje el hecho de obtener un conjunto de pesos para todas las capas de la red,
de tal manera que dicha red podrá mapear ejemplos (entradas) a sus “targets” asociados. Para poder realizar
esta tarea, se debe medir la diferencia entre las salidas obtenidas y las esperadas, dicha diferencia se alcanza
mediante la función de pérdida o “loss function” en inglés. La función de pérdida toma las predicciones de la
red y los targets esperados y calcula un valor de distancia entre éstos. Finalmente, este valor es utilizado para
ajustar los pesos de las capas con el fin de disminuir el valor conseguido por la función de pérdida, a través de un
optimizador, el cual implementa un algoritmo de retroalimentación o “backpropagation” en inglés. Un esquema
resumido se presenta en la Figura 1.
2Deep learning es un subconjunto de machine learning (que a su vez es parte de la inteligencia artificial) donde las redes neuronales,
algoritmos inspirados en cómo funciona el cerebro humano, aprenden de grandes cantidades de datos: https://www.ibm.com/cl-
es/cloud/deep-learning.
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Figura 1. Retroalimentación en una red neuronal.
Fonte: Recuperado de “The “deep” in deep learning.” de F.Chollet (2017).
Nota: La puntuación de pérdida se utiliza como señal de retroalimentación para ajustar los pesos.
Redes convolucionales
Las redes convolucionales fueron introducidas por Lecun (1989) y se refieren a un tipo de red neuronal diseñada
para trabajar con entradas estructuradas en cuadrículas, las cuales tienen una fuerte dependencia espacial
en la región local de la cuadrícula Aggarwal (2018). Un ejemplo de este tipo de entradas son las imágenes
bidimensionales. En relación a sus capas, las redes convolucionales poseen, por lo general, 3 tipos de capas:
Capa de convolución, capa de pooling y capa densa (O’Shea & Nash, 2015). La capa de convolución, según lo
indicado en (Schmidhuber, 2014), genera una nueva matriz a partir de la obtenida por la entrada, mediante la
aplicación de un filtro con el que va calculando los valores para cada cuadrante. El filtro puede poseer distintos
valores dependiendo de qué proceso se le quiere realizar a la entrada, pero este filtro siempre va a crear un solo
mapeo característico sin importar la profundidad. El resultado alcanzado en la salida es el de los productos
puntos entre la entrada y el filtro. Un ejemplo (resumen) para una convolución entre una entrada de 7x7x1 y un
filtro de 3x3x1 con un paso (stride) de 1 se presenta en la Figura 2.
Figura 2. Proceso de convolución.
Fonte: Recuperado de “Neural Networks andDeep Learning a Textbook” de C. Aggarwal (2018).
Convolución entre una entrada de 7x7x1 y un filtro de 3x3x1 con un paso (stride) de 1.
La capa pooling (O’Shea & Nash, 2015) ejecuta el muestreo descendente del mapeo característico de la capa
anterior, produciendo un nuevo mapeo con una resolución condensada, reduciendo de forma abrupta la dimensión
espacial de la entrada.Sus propósitos son reducir el número de parámetros o pesos para disminuir el costo
computacional y controlar el sobreajuste de la red (Gholamalinejad & Khosravi, 2020) y la capa densa o también
conocida como fully connected layer (O’Shea & Nash, 2015). Esta es el conjunto de “últimas capas” (puede ser
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una o más) que se encarga de producir el resultado que se espera y no es más que una red neuronal totalmente
conectada. Ella toma de entrada el resultado obtenido de la capa pooling y, mediante procesos denominados
forward propagation y backward propagation, va ajustando los pesos para conseguir una correcta predicción.
En problemas de clasificación, la función de activación de la última capa es generalmente una softmax que nos
indica la probabilidad de pertenecer a alguna de las clases de estudio. Otras capas pueden utilizar otro tipo de
función de activación, entre las que destaca ReLu, ya que ésta refleja de mejor modo el funcionamiento biológico
de una neurona y alcanza mejor rendimiento comparada con la función de activación hiperbólica y sigmoid. A
pesar de no ser diferenciable en cero y no ser totalmente lineal, ReLu permite también crear representaciones
“ralas” (sparse) que favorecen el entrenamiento cuando el número de datos es escaso (Glorot, Bordes, & Bengio,
2010).
Transfer Learning
Tradicionalmente, los algoritmos de aprendizaje son diseñados para afrontar los problemas de manera indepen-
diente. Dependiendo de los requerimientos del caso y de la información disponible, un algoritmo es aplicado
para entrenar el modelo para dicha tarea. Sin embargo, el proceso denominado “Transfer Learning” lleva el
aprendizaje un paso más allá y “lo acerca” a la manera en que los humanos utilizan la información a través de
las tareas. En términos simples, el proceso consiste en reutilizar un modelo existente y ya entrenado para una
tarea relacionada, extendiéndose o adaptándolo para una nueva tarea (Sarkar & Bali, 2018).
Por su parte, Olivas (2009)lo definen como “la mejora del aprendizaje en una nueva tarea mediante la transferencia
de conocimientos de una tarea relacionada que ya se ha aprendido”, por lo que podemos inferir que de esta manera
se obtiene un rápido progreso y un alto desempeño. Adicionalmente, esta técnica es ampliamente utilizada por
su enfoque diverso y en Pan e Yang (2010) se define que el Transfer learning es “la idea de romper el paradigma
de resolver un problema aislado y utilizar el conocimiento adquirido para enfocarlo en una tarea similar”. Para
simplificar la comparación, en la Figura 3 se puede apreciar la diferencia entre el Machine Learning “tradicional”
y el Transfer Learning.
Figura 3. Proceso de aprendizaje machine learning y transfer learning.
Modelo VGG16
VGG16 es una red convolucional propuesta por Simonyan e Zisserman (2015) para la competición anual “The
ImageNet Large Scale Visual Recognition Challenge”, la cual incluye dos tareas: la primera es detectar objetos
dentro de una imagen de 200 clases y la segunda trata de clasificar imágenes dentro de 1000 categorías. En el
año 2014, Karen Simonyan y Andrew Zisserman de la Universidad de Oxford ganaron la competición con el
modelo VGG16. Una imagen de dicha red se puede apreciar en la Figura 4. La entrada de la red es de tamaño
224, 224, 3. Luego, en cada bloque de convolución se aplica una convolución, una función de activación ReLU y
una reducción de dimensionalidad vía capa de agrupación (“pooling”). Por último, se usa la función de activación
softmax como salida de la red para determinar en cuál de las 1000 categorías pertenece la entrada.
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.
Figura 4. Ilustración estándar de una red VGG16.
Fonte: Recuperado de “VGG16 – Convolutional Network for Classification andDetection” deM. Hassan (2018)
METODOLOGÍA
El trabajo fue realizado bajo un enfoque de desarrollo rápido de aplicaciones (RAD) iterativo, donde se fue
evolucionando el modelo y constó de tres etapas principales:
Obtención del dataset
1. Obtención de las imágenes: Las imágenes se consiguieron desde“Kaggle: Brain MRI Images for Brain Tumor
Detection” (https://www.kaggle.com/navoneel/brain-mri-images-for-brain-tumor-detectionrecuperado el
12 enero de 2021) y desde el repositorio de imágenes médicas del “Cancer Imaging Archive: Brain-Tumor-
Progression”3.
2. Estandarización de las imágenes: Redimensionamiento de las imágenes a un valor común de tamaño
320x320.
3. Procesamiento vía Data augmentation: Generar imágenes a partir de las conseguidas para tener un dataset
mayor, mediante las técnicas de rotación, inversión, desplazamiento, corte y ampliación.
Un mayor detalle se da en la subsección “Generalidades del Dataset” dentro del apartado “Experimentos y
Resultados”.
Implementación de la RedNeuronal
Se seleccionaron los parámetros iniciales para las pruebas de la red estableciendo una métrica simple determinada
por el porcentaje de exactitud en las pruebas, para luego mejorar el modelo a través de uno o más ajustes en la
cantidad de capas convolucionales, selección de optimizador y función de activación. Esta implementación fue
evolucionando en cada nuevo prototipo en virtud de los resultados obtenidos en las pruebas.
Análisis de Resultados y Ajustes a la Red
Se analizaron los resultados derivados con la red creada y se definieron los ajustes pertinentes a los parámetros
establecidos, con el objetivo de optimizar la red y poder obtener mejores porcentajes de precisión. Esto, en
pocas palabras, contempló lo siguiente:
1. Análisis de precisión con la muestra de prueba.
2. Cambios en las capas de la red, estableciendo una o más opciones entre nuevas capas en la red, cambio de
modelo, agregar capas convolucionales y/o capas de pooling o cambio de optimizador.
3. Reentrenamiento de la red.
Esta forma de trabajo permitió obtener una precisión de un 85% de exactitud en las pruebas, como se presentará
en la sección “Resultados”.
3https://wiki.cancerimagingarchive.net/display/Public/Brain-Tumor-Progressionrecuperado el 15 de octubre de 2020
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FRAMEWORKYHERRAMIENTAS PARA LA IMPLEMENTACIÓNDE LOSMODELOS
Considerando el avance que ha tenido el Deep Learning y las herramientas disponibles, se decidió utilizar
Tensorflow y la API de Keras para Python 3.7. Los motivos para esta elección se basan en: 1) La documentación
es abundante para las implementaciones y 2) Facilita la implementación de modelos y topologías complejas
con pocas líneas de código (TensorFlow Core, 2020). Esto nos ayudó a enfocar los esfuerzos en el análisis y
diseño por sobre la implementación. En el marco informativo de este trabajo, las herramientas utilizadas para
la codificación fueron: Sequential de keras.models,Conv2D, Maxpooling2D, Dense y Flatten de keras.layers,
optimizers de keras y VGG16 de keras.applications.vgg16.
Respecto al Hardware utilizado, se trabajó con un equipo ad-hoc que consta de un procesador AMD Ryzen
5 3600X 6-Core con 16GB de Memoria RAM, una Unidad SSD de 480GB, una unidad de HDD para el
almacenamiento de las imágenes con una capacidad de 1TB y una GPU NVIDIA GeForce RTX 2060. Lo anterior
nos permitió autonomía de herramientas como Google Colab y manejar nuestros experimentos en un entorno
controlado.
Generalidades del experimento
Considerando que la identificación de presencia (o ausencia) de hemorragias y tumores en imágenes de resonancias
magnéticas de cerebro es “terreno de investigación incipiente”, como declaran Knoll et al. (2020); quienes realizaron
un estudio sobre métodos de aprendizaje profundo para la reconstrucción de imágenes de resonancia magnética en
paralelo, se decidió comenzar con un modelo simple que fue mejorando en virtud de los resultados alcanzados. De
esta manera, la red convolucional creada inicialmente para probar el funcionamiento con las imágenes obtenidas
consistió en una red con 1 capa convolucional utilizando 32 filtros de dimensión (2,2), un stride con dimensión
de 1,1 y una entrada con dimensión de 320,320,3, para la cual se empleó una función de activación ReLu (Glorot
et al., 2010), una capa flatten y una capa densa con 3 neuronas con función de activación Softmax (Petersen &
Voigtländer, n.d.).
Este experimento sirvió para identificar puntos de mejora y verificar la eficiencia de nuestro Hardware. Luego, se
utilizaron dos capas convolucionales 2D con 32 filtros como un parámetro arbitrario para la identificación de
resultados base, optimizador “Adam4” y “categorical crossentropy” como función de pérdida. El diseño general
de la red anteriormente descripta se puede apreciar en la Figura 5.
Figura 5. Ilustración del diseño general de la red implementada.
Sin embargo, después de realizar tres iteraciones se decidió explorar el Transfer Learning en virtud de optimizar
el tiempo de entrenamiento para esta investigación.
EXPERIMENTOS YRESULTADOS
Como se mencionó anteriormente, la configuración inicial de red neuronal convolucional generada consistió en
una capa de convolución utilizando 32 filtros de dimensiones 2x2, un stride de (1,1) para leer imágenes de 320,320
pixeles, unida a una capa flatten seguida de una capa densa, obteniendo un 28% de precisión en su validación
después de 30 épocas. Decidimos mantener la cantidad de épocas para tener un factor constante en las diferentes
experiencias. En total se realizaron nueve modelos donde los tres primeros corresponden a una red ad-hoc y
los seis siguientes fueron realizados a partir del Transfer Learning de VGG16. Un punto importante para el
experimento guarda relación directa con el dataset utilizado y se expone en el apartado “Generalidades del
Dataset”, incluyendo en dicho espacio una reflexión sobre esto y la validez de los resultados.
Configuraciones previas al Transfer Learning
Las siguientes arquitecturas exploradas fueron combinaciones de diferentes cantidades de capas convolucionales
variando el número de filtros y de capas de max pooling, obteniendo que al utilizar 2 capas convolucionales con
4“La optimización de Adam es un método del gradiente descendente estocástico que se basa en la estimación adaptativa de
momentos de primer y segundo orden”: https://keras.io/api/optimizers/adam/
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32 filtros y 1 capa de pooling se consiguió un 30% de precisión. Dentro de las distintas combinaciones de capas
convolucionales con 32 filtros y capas de pooling intercaladas entre las capas convoluciones, el mayor porcentaje
de precisión fue de 34%. Posterior a estos resultados, se decidió – por experiencias previas en otras situaciones –
realizar experimentos con Transfer Learning.
Configuraciones posteriores al Transfer Learning bajo optimizador Adam
Con la utilización del transfer learning empleando VGG16, sin reentrenamiento de sus capas, agregando una capa
flatten y una capa densa que, al contar con 3 clases para clasificar – imágenes sanas, hemorragias y tumores–, se
compuso con 3 neuronas, se logró conseguir un resultado de 30% de precisión. El VGG se cortó “justo antes” de la
capa de salida de 1000 neuronas. De esta forma, al utilizar VGG16 se obtuvo un resultado del 32%. El notar que
el aumento de la precisión fue bajo pensamos que estaría omitiéndose algo importante y, al ver nuestro dataset,
sospechamos que el problema podría estar en el optimizador. Esto porqueAdam es un método de descenso de
gradiente estocástico que se basa en la estimación adaptativa de momentos de primer y segundo orden y, en
nuestro caso, las variaciones de magnitud parecían ser amplias. Eso fue crucial.
Configuraciones posteriores. El punto de quiebre: El optimizador
Como parte del aprendizaje de nuestro experimento notamos que las imágenes cerebrales cuentan con característi-
cas particulares que harían muy probable la caída en un “punto silla”. Luego, el utilizar Adam como optimizador
fue un error (como se indicó anteriormente) y lo corregimos utilizando, en primera instancia, SDG para tener un
punto de partida y/o comparación y luego cambiando a RMSprop (Keras, 2021). En concordancia con lo anterior,
optamos por el que entregó mayor precisión, el cual fue RMSprop, ya que bajo los mismos parámetros generó
mejores resultados. Si bien tanto SGD como RMSprop son optimizadores basados en Gradiente Descendiente,
RMSprop equilibra el tamaño del paso, disminuyéndolo para gradientes grandes y aumentando el paso para
gradientes pequeños. Lo antes descrito se ajustaba a nuestro dataset ya que posee imágenes donde los gradientes
pueden variar ampliamente en cuanto a sus magnitudes, una particularidad de las imágenes cerebrales que
“descubrimos” en un momento del análisis.
Dicho lo anterior, al utilizar el optimizador SDG se obtuvo un porcentaje de precisión del 70%, mientras que con
el optimizador RMSprop fue alcanzado un porcentaje del 78%, bajo las mismas condiciones. Continuando con
este optimizador y probando la red para el caso aislado de estudio exclusivo de imágenes de tumores, se consiguió
un porcentaje de precisión del 85% y, para el caso del estudio de las imágenes de hemorragias,fue obtenido
un porcentaje del 83%. En síntesis, logramos un modelo que clasificó en tres posibles resultados: Hemorragia,
Tumor Cerebral o Ninguno de los anteriores. La Figura 6 muestra los resultados derivados en los diferentes
experimentos y en la Tabla 1.
Figura 6. Porcentajes de precisión de los diferentes modelos.
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N. deModelo Características generales Precisión
Modelo 1 Una capa convolucional 28%
Modelo 2 Dos capas convolucionales y una capa de pooling 30%
Modelo 3 Seis capas convolucionales y dos capas de pooling 34%
Modelo 4 VGG16 32%
Modelo 5 VGG16 agregando seis capas convolucionales y doscapas de pooling y optimizador Adam 30%
Modelo 6 VGG16manteniendo las seis capas convolucionales y doscapas de pooling y cambiando el optimizador por SGD 70%
Modelo 7 VGG16manteniendo las seis capas convolucionales y doscapas de pooling y cambiando el optimizador por RMSprop 78%
Modelo 8
VGG16manteniendo seis capas convolucionales y dos
capas de pooling y optimizador RMSprop, pero solo se
utilizaron imágenes sanas y de tumores
85%
Modeo 9
VGG16manteniendo seis capas convolucionales y dos
capas de pooling y optimizador RMSprop, pero solo se
utilizaron imágenes sanas y de hemorragias
83%
Tabela 1. Cuadro resumen de resultados.
Generalidades del Dataset
El dataset utilizado, como se mencionó en la Metodología, comprende:
1. Imágenes obtenidas de Kaggle y de imágenes médicas “Cancer Imaging Archive”. Dichas imágenes
corresponden a dos fuentes diferentes donde se revisó manualmente que ninguna de ellas correspondiese a
datos cruzados. En pocas palabras, las imágenes de Kaggle y/o Schamainda poseen datos en común. Sin
perjuicio de lo anterior, esto nos llevó al siguiente paso.
2. La estandarización de las imágenes, realizada en el código fuente, fue relevante considerando que dicha
reducción (en varios casos nuestras imágenes eran un poco mayores) podrían distorsionar el dataset y se
optó por “no bajar tanto” la definición (llegando a 320x320). Si bien es cierto que el modelo VGG-16 fue
originalmente entrenado con imágenes de 224x224px5, el poder computacional de nuestro HW nos permitió
trabajar sin inconvenientes con una dimensión 1.4 veces mayor. Sin perjuicio de lo anterior, el principal
desafío de esta estrategia está en que a futuro se pueda “ignorar” para trabajar con los tamaños originales
de las imágenes.
3. Nuestro dataset estuvo formado por 892 imágenes de cerebros sanos, 1400 imágenes de cerebros con
hemorragias y 1186 imágenes de cerebros con tumores. Consideramos que esto es un dataset bastante
balanceado, pero que pudo ser mayor (en cuanto a cantidad) por lo que usamos “Data Augmentation” para
aplicar rotación, inversión, desplazamiento, corte y ampliación de nuestro dataset.
4. Respecto a la división del Dataset, siguiendo estándares generales obtenidos de la “literatura gris”6 (y que
vemos apropiados) se dividió nuestro dataset en 80% para entrenamiento y 20% de validación.
5. Finalmente, y para dejar público nuestro dataset en su totalidad (sin divisiones) en virtud de aportar a
cualquier investigador que lo desee utilizar sin sesgar ello a nuestra división, los invitamos a conseguir el
mismo enviando un correo electrónico a mhidalgo@uft.cl o utilizando este enlace https://n9.cl/wwpmk
para su descarga.
Consideramos, de igual manera, que el dataset y su utilización es perfectible por lo que se menciona esto en el
apartado de “Conclusiones y Trabajo Futuro”.
CONCLUSIONES Y TRABAJO FUTURO
Los resultados obtenidos muestran que la implementación de deep learning a través de transfer Learning para
el reconocimiento de presencia de hemorragia y tumores cerebrales en imágenes de resonancia magnética del
cerebro, tiene una gran capacidad para poder detectar la presencia de éstos al haber logrado valores, como se
aprecia en la Tabla 1, sobre el 80% en los experimentos.
Adicionalmente, es importante destacar que la experiencia de este trabajo nos pide poner mayor énfasis en un
análisis de los dataset para detectar el optimizador más acorde para dicho grupo de imágenes puesto que, en esta
oportunidad, los resultados obtenidos al momento de utilizar el optimizador Adam fueron muy inferiores a los
5https://keras.io/api/applications/vgg/
6Ejemplo: https://www.aprendemachinelearning.com/sets-de-entrenamiento-test-validacion-cruzada/
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que se lograron con el optimizador RMSprop. Además, al analizar de manera independiente el funcionamiento
de la red tanto para la detección de hemorragia como para los tumores, se alcanzaron valores de precisión
mayores que para cuando la red es entrenada para la detección de ambos tipos de imágenes.Esto permite seguir
explorando el trabajo de este documento a través de redes especializadas en una patología particular por sobre
una sola red que intente “abarcar más” resultados posibles.
Sin perjuicio de lo anterior, es importante destacar que esta investigación aún posee puntos importantes a
desarrollar por lo que si bien es cierto que los resultados conseguidos pueden ser considerados eficientes en un
ambiente controlado, en este caso se está estudiando la detección de dos afecciones cerebrales las cuales pueden
comprometer severamente la vida de una persona.Por esto, la precisión obtenida podría no ser adecuada para
su uso en el actual campo médico como un “diagnóstico definitivo”, pero sí se puede considerar un apoyo para
discriminar casos que, posiblemente, podrían ser importantes de ser examinados por un especialista antes que
otros. En términos simples, priorizar.
Además, consideramos que la precisión alcanzada puede ser mejorada mediante la obtención de un dataset
más amplio que el utilizado durante este trabajo, pero nuestro país (Chile) presenta limitaciones legislativas
al respecto, aunque se podrían mitigar “anonimizando” el dataset, sin embargo, de todas maneras, se deberán
buscar nuevas fuentes para enriquecer el banco de imágenes y potenciar el entrenamiento de la red. Otro punto
importante para el trabajo futuro está en la utilización de las imágenes sin modificar su tamaño y estudiar los
efectos que esto podría llevar en cuanto a las predicciones en un entorno controlado. En lo venidero, consideramos
importante hacer pruebas en nuestras propias configuraciones (redes neuronales propias) para determinar si otros
optimizadores podrían tener un mejor desempeño en este tipo de imágenes de manera de identificar o dar mayor
sustento a nuestro “punto de quiebre”: El optimizador. Finalmente, podemos decir que este trabajo da un punto
de partida para que futuras investigaciones puedan generar mayores niveles de precisión y con ello se pueda
reducir el tiempo para diagnosticar casos críticos y agilizar el inicio de tratamientos vitales para los pacientes.
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