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Highlights
• This paper investigates the stabilization problem for rectangular descriptor systems through
delayed dynamic compensator.
• It presents an effective delayed dynamic compensator design which could stabilize the rect-
angular descriptor systems while delay-free methods fail the purpose.
• A numerical example demonstrates the usefulness and merits of the proposed method.
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Abstract - This paper focuses on the stabilization problem for a class of rectangular descriptor
systems through dynamic compensation. Such class of systems may not be stabilized by delay-
free dynamic compensators, while delayed dynamic compensator could achieve such purpose. We
provide a design scheme of time-delayed dynamic compensator which makes the closed-loop sys-
tem admissible. The design involves solving a quadratic matrix inequality, and consequently, we
build a linear matrix inequality (LMI) based algorithm to compute compensator gains. We verify
that, under certain circumstances for which delay-free dynamic compensators fail to stabilize, the
proposed method works well. An illustrative example demonstrates the usefulness of the present
scheme.
Keywords: Rectangular descriptor systems, dynamic compensator, time delay, stabilization, ad-
missibility.
1 Introduction
Descriptor systems, also called singular systems, implicit systems and generalized state-space
systems, were originated in 1960’s and the study has been undergone thoroughly since 1970’s [1].
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Applications of such type of systems cover electrical circuits, economic systems, population statis-
tics, and robotics [2, 3]. Descriptor systems could better describe physical systems and thus the
theory receives much research attention. Rectangular descriptor systems, in which the numbers of
state variables and equations can be inconsistent, serve as a wider class of descriptor systems and
they possess much more complicated behaviours [4]. The generalized regularity and regularizability
issues have been studied in [4, 5], and necessary and sufficient conditions have been obtained. Im-
pulse controllability and observability problems are investigated in [6,7], while filtering, estimation
and observer design are presented in [8–10,31].
Recently, dynamic compensation is suggested in [11, 12] to make the closed-loop rectangular
descriptor systems regular. Therefore, the study of rectangular descriptor systems is transformed
into a problem of normal systems or descriptor systems which can make things easier. Subsequently,
dynamic compensators are designed for achieving purposes such as linear quadratic optimal control,
stabilization and H∞ control [12–14]. Note that the stabilization cannot be fulfilled by using state
feedback, static output feedback, etc. However, the design of dynamic compensators is usually
difficult as it amounts to solving an NP-hard problem. The LMI-based methods are effective
to solve the NP-hard problem [15]. In [12], the path-following method is used, but it has the
disadvantage of non-convergence. Quite recently, we develop a PD-type dynamic compensator for
a class of T-S fuzzy rectangular descriptor systems, and study the normalization and stabilization
problem [16], extending the idea in [17]. The design method therein is related to solving a set of
matrix inequalities and an efficient algorithm is built to compute design parameters. In [21], we
propose an existence condition for the dynamic compensation, and design a dynamic compensation
for rectangular T-S fuzzy discrete-time systems with time delay.
Time delay is a relatively common phenomenon in the real world [22–24]. In practice con-
trol, delay-free controllers is the most common in industrial control [28–30, 32–34]. Time-delayed
controllers are normally used to compensate the performance of time-delay systems [24, 27]. It is
worth noting that time-delayed controller may take active effect on the stabilization task whereas
delay-free controllers fail. For instance, for certain oscillatory systems, delayed feedback could
make the resultant system stable while delay-free controllers can not stabilize them [18]. So far,
the research results for time-delay systems are considerably abundant [25–27]. Nevertheless, there
are few theoretical results to discuss the effects of the delay in controllers on system performance.
For rectangular descriptor systems, the corresponding problems have not been explored hitherto.
In this paper, we study the stabilization problem for linear rectangular descriptor systems
via time-delayed dynamic compensator. We propose a design method together with an iterative
3
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LMI-based algorithm to compute related parameters. The main idea comes from the concept of
dynamic compensation [11, 12], the adopting of our design method in [16] [17] and the use of
Lyapunov-Krasovskii functional method combined with Wirtinger-based integral inequality [19].
The main characteristics of the proposed method are summarized as follows.
1. We show explicitly that, by using time-delayed dynamic compensator, the resulting criterion
becomes solvable for some classes of systems for which the criterion based on delay-free dynamic
compensation method fails to produce solutions.
2. The present dynamic compensator design scheme could achieve the closed-loop system admissi-
bility.
The notation used is fairly standard: Rm×n is the real matrix space with dimension m × n.
X < 0 (respectively, X > 0) denotes a symmetric negative (respectively, positive) definite matrix.
I is identity matrix with compatible dimension. The superscript ‘T’ represents the transpose, and
the symbol ∗ denotes a block matrix inferred by symmetry. Sym{M} is defined as M +MT .
2 Problem Formulation and Preliminaries
Consider a rectangular descriptor system
Ex˙ = Ax+Bu,
y = Cx, (1)
where x ∈ Rn, u ∈ Rnu and y ∈ Rny are the state vector, the control input and the output,
respectively; E ∈ Rm×n with rankE = r ≤ min{m,n}; A, B and C are real constant matrices with
appropriate dimensions.
One design of the delay-free dynamic compensator form introduced in [11] [12] is
Ecx˙c = Acxc +Bcy,
u = Ccxc +Dcy, (2)
where xc ∈ Rnc is the dynamic compensator state vector; Ec ∈ Rmc×nc is required to meet m+mc =
n + nc in order to make the closed-loop system square; Ac, Bc, Cc, and Dc are appropriately
dimensional dynamic compensator gains to be designed.
Combing (2) with (1), we obtain the closed-loop system as[
E 0
0 Ec
] [
x˙
x˙c
]
=
[
A+BDcC BCc
BcC Ac
] [
x
xc
]
. (3)
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Let X(t) = [xT (t), xTc (t)]
T , E¯ =
[
E 0
0 Ec
]
, A¯ =
[
A 0
0 0
]
, B¯ =
[
B 0
0 I
]
, C¯ =[
C 0
0 I
]
, K =
[
Dc Cc
Bc Ac
]
. Then, (3) is equivalent to
E¯X˙(t) = (A¯+ B¯KC¯)X(t). (4)
System (4) is admissible [3] if and only if there exist matrices P > 0, G1, G2, K, S, such that[ −G2 −GT2 PE¯ + V ST +GT2 (A¯+ B¯KC¯)−G1
∗ (A¯+ B¯KC¯)TG1 +GT1 (A¯+ B¯KC¯)
]
< 0, (5)
where V is maximum annihilator of a fixed square matrix which satisfies E¯TV = 0.
Condition (5) is nonlinear, and it can be solved by the path-following methods in [15] [16],
which are in fact based on sufficient iterative LMI conditions. That is to say, the delay-free dynamic
compensator (2) may be not applicable for producing feasible solutions using existing methods. So
we should seek alternative measures to reduce the inherent conservatism of this method.
We propose the following time-delayed dynamic compensator
Ecx˙c = Acxc +Bcy +Acτxc(t− τ) +Bcτy(t− τ),
u = Ccxc +Dcy + Ccτxc(t− τ) +Dcτy(t− τ),
x = φ1(t), xc = φ2(t), t ∈ [−τ, 0], (6)
where τ > 0 is the introduced time delay; φ1 and φ2 are initial states; Acτ , Bcτ , Ccτ and Dcτ are
appropriately dimensional delayed dynamic compensator gains to be designed. It is seen that if
Acτ , Bcτ , Ccτ and Dcτ vanish, equation (6) reduces to the delay-free dynamic compensator (2). In
what follows, we will show that the time-delayed dynamic compensator plays an important role in
achieving the stabilization purpose.
Under (6), the closed-loop system of (1) is as follows.[
E 0
0 Ec
] [
x˙
x˙c
]
=
[
A+BDcC BCc
BcC Ac
] [
x
xc
]
+
[
BDcτC BCcτ
BcτC Acτ
] [
x(t− τ)
xc(t− τ)
]
. (7)
Then, (7) can be rewritten in a compact form
E¯X˙(t) = (A¯+ B¯KC¯)X(t) + B¯Kτ C¯X(t− τ), (8)
where Kτ =
[
Dcτ Ccτ
Bcτ Acτ
]
.
System (8) is in the square form of time-delay descriptor systems. It is defined that such a
system is admissible if it is regular, impulse-free and stable. See, e.g., [3] for detailed definitions.
The following lemmas are useful for the development.
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Lemma 1. [20] For matrices T , B, and X with appropriate dimensions, there exists a matrix
W > 0 such that the following inequalities are equivalent:
(i) T < 0, T +BX +XTBT < 0;
(ii)
[
T BW T +X
WBT +X −W −W T
]
< 0 .
Lemma 2. [19] For positive definite matrix R ∈ Rn×n, and scalars a and b with b − a ≥ 0, the
following inequality holds:∫ b
a
x˙T (s)Rx˙(s)ds ≥ 1
b− aΩ
T
1RΩ1 +
3
b− aΩ
T
2RΩ2, (9)
where
Ω1 = x(b)− x(a),
Ω2 = x(b) + x(a)− 2
b− a
∫ b
a
x(s)ds.
3 Main Results
Let matrix V be the maximum annihilator of a fixed square matrix E¯ ∈ Rn+nc , i.e., E¯TV = 0.
We define that ei = [0(n+nc)×(i−1)(n+nc) I(n+nc) 0(n+nc)×(4−i)(n+nc)], i = 1, 2, 3, 4. The following
theorem provides a sufficient condition for the admissibility of System (8).
Theorem 1. For given τ > 0, System (8) is admissible, if there exist P > 0, Q > 0, R > 0, K,
Kτ , G1, G2, G3 and S, such that
Ξ1 + Ξ2 < 0, (10)
where
Ξ1 = Sym{
[
e1
E¯e2 − E¯e3
]T
P
[
E¯e2
τe4
]
+ eT2 SV
T e1}+ eT2Qe2 − eT3Qe3 + τ2eT1Re1
−(e2 − e3)T E¯TRE¯(e2 − e3)− 3(E¯e2 + E¯e3 − 2e4)TR(E¯e2 + E¯e3 − 2e4),
Ξ2 = Sym{(G1e2 +G2e1 +G3e3)T (−e1 + A¯e2 + B¯KC¯e2 + B¯Kτ C¯e3)}.
Proof. Consider a Lyapunov-Krasovskii functional as
V (t) = ζT (t)Pζ(t) +
∫ t
t−τ
XT (s)QX(s)ds+ τ
∫ 0
−τ
∫ t
t+θ
X˙T (s)E¯TRE¯X˙(t)dsdθ,
where
ζ(t) =
[
E¯X(t)∫ t
t−τ E¯X(s)ds
]
, ζ˙(t) =
[
E¯X˙(t)
E¯(X(t)−X(t− τ))
]
.
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By Lemma 2, we obtain
V˙ (t) = Sym{ζ˙T (t)Pζ(t)}+XT (t)QX(t)−XT (t− τ)QX(t− τ) + τ2X˙T (t)E¯TRE¯X˙(t)
− τ
∫ t
t−τ
X˙(s)E¯TRE¯X˙(s)ds
≤ Sym{ζ˙T (t)Pζ(t)}+XT (t)QX(t)−XT (t− τ)QX(t− τ) + τ2X˙T (t)E¯TRE¯X˙(t)
− (X(t)−X(t− τ))T E¯TRE¯(X(t)−X(t− τ))
− 3(X(t) +X(t− τ)− 2
τ
∫ t
t−τ
X(s)ds)T E¯TRE¯(X(t) +X(t− τ)− 2
τ
∫ t
t−τ
X(s)ds).
(11)
Note that
0 = Sym{(G1X(t)+G2E¯X˙(t)+G3X(t−τ))T (−E¯X˙(t)+(A¯+B¯KC¯)X(t)+B¯Kτ C¯X(t−τ))}, (12)
and
0 = Sym{XT (t)SV T E¯X˙(t)}. (13)
Combining (11), (12), (13), we obtain
V˙ (t) ≤ ηT (t){Sym{
[
e1
E¯e2 − E¯e3
]T
P
[
E¯e2
τe4
]
}+ eT2Qe2 − eT3Qe3 + τ2eT1Re1
−(e2 − e3)T E¯TRE¯(e2 − e3)− 3(E¯e2 + E¯e3 − 2e4)TR(E¯e2 + E¯e3 − 2e4)
+Sym{eT2 SV T e1 + (G1e2 +G2e1 +G3e3)T (−e1 + (A¯+ B¯KC¯)e2 + B¯Kτ C¯e3)}}η(t)
< 0,
where
η(t) =

E¯X˙(t)
X(t)
X(t− τ)
1
τ
∫ t
t−τ E¯X(s)ds
 .
This completes the proof.
Remark 1. In case of using delay-free dynamic compensator, one could adopt necessary and suf-
ficient conditions like (5). However, the resulting computation methods have to resort to iterative
LMI methods which are indeed based on sufficient conditions. See, e.g., [12] [16] and the references
therein. In contrast, the inequality (10) presents a condition to design delayed dynamic compen-
sator. It is seen that, when the delay terms in dynamic compensator vanish, one could obtain a
delay-free method based on condition (5) following a similar line. And, inequality (10) provides more
freedom in the design procedure than that using delay-free conditions. In details, when adopting de-
layed dynamic compensator, there are additional terms, for instance, the terms eT2Qe2 + τ
2eT1Re1
and −(e2 − e3)T E¯TRE¯(e2 − e3) − 3(E¯e2 + E¯e3 − 2e4)TR(E¯e2 + E¯e3 − 2e4) which could provide
freedom in solving matrix inequality. Later, we will show by example that some systems could not
7
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be stabilized by delay-free dynamic compensators but they can be stabilized by time-delayed dynamic
compensators.
Remark 2. The delay τ > 0 can be small enough, as long as the integral
∫ t
t−τ X
T (s)QX(s)ds +
τ
∫ 0
−τ
∫ t
t+θ X˙
T (s)E¯TRE¯X˙(t)dsdθ is not equal to zero. It is seen that condition (10) is likely to
become infeasible with the increase of τ . Thus, a large τ may influence the performance of the
system, even make the condition unsolvable.
The condition (10) is nonlinear which could not be directly solved by the LMI method. We
need to deal with the nonlinear term Ξ2 in condition (10). In the following, Ξ2 is transformed to
Ξ2 = Sym{(G1e2 +G2e1 +G3e3)T (−e1 + A¯e2 + B¯K(k)C¯e2 + B¯Kτ (k)C¯e3)}+Sym{(G1e2 +G2e1 +
G3e3)
T (B¯Y −11 ∆KC¯e2+B¯Y
−1
2 ∆Kτ C¯e3), whereK = K(k)+Y
−1
1 ∆K, Kτ = Kτ (k)+Y
−1
2 ∆Kτ . The
second part is treated by Sym{(G1e2+G2e1+G3e3)T (B¯Y −11 ∆KC¯e2+B¯Y −12 ∆Kτ C¯e3) = Sym{(e1+
e2 + e3)
T (B¯∆KC¯e2 + B¯∆Kτ C¯e3) + ((G1e2 + G2e1 + G3e3)
T (B¯Y −11 ∆KC¯e2 + B¯Y
−1
2 ∆Kτ C¯e3) −
(e1 + e2 + e3)
T (B¯∆KC¯e2 + B¯∆Kτ C¯e3))}, and Sym{(G1e2 + G2e1 + G3e3)T (B¯Y −11 ∆KC¯e2 +
B¯Y −12 ∆Kτ C¯e3) − (e1 + e2 + e3)T (B¯∆KC¯e2 + B¯∆Kτ C¯e3)} is treated by Lemma 1. Thus, the
following main result is obtained for the design of time-delayed dynamic compensator.
Theorem 2. For given τ > 0, K(k) and Kτ (k), the closed-loop system (8) is admissible, if there
exist P > 0, Q > 0, R > 0, ∆K, ∆Kτ , G1, G2, G3, S, Y1 and Y2, such that
Ψ(k) :=

Ξ1 + Sym{(G1e2 +G2e1 +G3e3)T (−e1 + A¯e2)
+ (G1e2 +G2e1 +G3e3)
T (B¯K(k)C¯e2 + B¯Kτ (k)C¯e3)
+ (e1 + e2 + e3)
T (B¯∆KC¯e2 + B¯∆Kτ C¯e3)}
∗ ∗
∆KC¯e2 + B¯
T (G1e2 +G2e1 +G3e3)− Y T1 B¯T (e1 + e2 + e3) −Y1 − Y T1 ∗
∆Kτ C¯e3 + B¯
T (G1e2 +G2e1 +G3e3)− Y T2 B¯T (e1 + e2 + e3) ∗ −Y2 − Y T2

< 0, (14)
where Ξ1 is defined in Theorem 1. If this is the case, the dynamic compensator gains can be solved
as
K = K(k) + Y −11 ∆K, Kτ = Kτ (k) + Y
−1
2 ∆Kτ .
Proof. By Lemma 1, (14) yields
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Ξ1 + Sym{(G1e2 +G2e1 +G3e3)T (−e1 + A¯e2)
+(G1e2 +G2e1 +G3e3)
T (B¯K(k)C¯e2 + B¯Kτ (k)C¯e3)
+(e1 + e2 + e3)
T (B¯∆KC¯e2 + B¯∆Kτ C¯e3)}
< 0, (15)
Ξ1 + Sym{(G1e2 +G2e1 +G3e3)T (−e1 + A¯e2)
+(G1e2 +G2e1 +G3e3)
T (B¯(K(k) + Y −11 ∆K)C¯e2 + B¯(Kτ (k) + Y
−1
2 ∆Kτ )C¯e3)}
< 0. (16)
Let K = K(k) + Y −11 ∆K, Kτ = Kτ (k) + Y
−1
2 ∆Kτ , (16) is equivalent to (10). This completes the
proof.
Remark 3. Condition (14) in Theorem 2 is an LMI for fixed K(k) and Kτ (k). The linearization
method in Theorem 2 is less conservative even if K(k) and Kτ (k) equal to zero matrices. It is worth
noting that the choice of K(k) and Kτ (k) can affect the solutions of the dynamic compensator
parameters. However, it is difficult to find ‘good’ values of K(k) and Kτ (k). In this case, an
algorithm is built to find the solution.
Next, we will give the LMI-based algorithm to solve the dynamic compensator parameters.
Algorithm 1.
Step 1 Set k = 0. Let K(0) = 0 and Kτ (0) = 0.
Step 2 Solve the following optimization problem with respect to P > 0, Q > 0, R > 0, ∆K, ∆Kτ ,
G1, G2, G3, S, Y1, Y2, and α.
minimize α
s.t. Ψ(k) < αI,
where Ψ(k) is defined as in (14) .
Step 3 Let K(k+1) = K(k)+Y −11 ∆K, Kτ (k+1) = Kτ (k)+Y
−1
2 ∆Kτ . If α < 0, stop, and K(k+1),
and Kτ (k + 1) are the solutions.
Else, if the relative improvement of α is inferior to ε (a prescribed tolerance), then stop with
the conclusion that the algorithm can not find the solutions.
Step 4 Set k = k + 1, and go to Step 2.
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It is seen that the above algorithm is convergent as α is decreasing after each iteration.
Remark 4. Theorem 2 together with Algorithm 1 presents a delayed dynamic compensator design
for rectangular descriptor systems. It provides an effective stabilization scheme in case that the
existing methods, e.g., those in [11] [12], fail to achieve the stabilization purpose. This will be seen
later through an example.
4 Numerical Example
Consider System (1) with
E =
 1 0 0 00 1 0 0
0 0 1 0
 , A =
 0 1 0 0−1 0 0 0
0.2 0.8 −0.2 −1.5
 ,
B = [0 1 0]T , C =
[
1 0 0 0
0 0 0 1
]
.
We study the stabilization problem for this example via dynamic compensator. Choose Ec = [0 1]
T
and V = [0 0 0 1 0]T . If Kτ in (8) is set as 0, we can not find a dynamic compensator to achieve
the stabilization for this system. Hence, the methods in [11] [12] fail to stabilize the system.
Now, let us adopt our method with the delayed dynamic compensator (6). Let τ = 0.2. By
using Algorithm 1, the solutions can be easily found as
K =
 0.2455 0.0471 00.0522 −1.9708 0
0 0 −1.7003
 , Kτ =
 0.5016 −0.0248 00.0458 −0.2776 0
0 0 0.2717
 ,
and the iteration number is 2. Under the above gain matrices, Fig. 1 shows the closed-loop
responses of the system with initial condition φ1(t) = x(0) = [1.5 2 1 −0.0397]T , t ∈ [−τ, 0]. Fig.
2 shows the state responses of the dynamic compensator with initial condition φ2(t) = xc(0) = 0.5,
t ∈ [−τ, 0].
Next, the parameter τ is changed to test the influence of time delay on the system performance.
If τ = 3, the dynamic compensator is designable by Algorithm 1. After 4 iterations, the gain
matrices are obtained as
K =
 0.6630 2012.5691 03.2896e− 05 −2.7076 0
0 0 −1.5177
, Kτ =
 0.1969 −241.5260 04.9008e− 05 0.2905 0
0 0 0.2001
.
The closed-loop responses of the system and the dynamic compensator state are shown in Figs.
3-4.
It is easy to see from Figs. 1-4 that the convergence speed of dynamic response of system
slows down with the increase of delay τ .
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Figure 1: State response curves for the closed-loop system
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Figure 2: State response curves for the dynamic compensator
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Figure 3: State response curves for the closed-loop system with τ = 3
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Figure 4: State response curves for the dynamic compensator with τ = 3
If τ = 4, our method is infeasible. This shows numerically that the length of delay affects the
performance of system, and even affects the solvability of the method.
5 Conclusion
The stabilization for linear rectangular descriptor systems via time-delayed dynamic compen-
sator has been studied in this paper. A design scheme of delayed dynamic compensator is proposed
and an LMI-based algorithm is given to compute related parameters. Verification is provided to
show that the present design scheme could make the closed-loop system admissible for rectangular
descriptor systems for which the delay-free dynamic compensators fail to achieve the stabilization
purpose. A numerical example is given to demonstrate the merits of the present method. The anal-
ysis and design method in this paper will lay a foundation for further studies in the synthesis of
rectangular descriptor control systems with actuator saturation, model uncertainty, and exogenous
signals.
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