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Abstract
Cell growth in size is a complex process coordinated by intrinsic and envi-
ronmental signals. In a recent work [Tzur et al., Science, 2009, 325:167-171],
size distributions in an exponentially growing population of mammalian cells
were used to infer the growth rate in size. The results suggest that cell
growth is neither linear nor exponential, but subject to size-dependent reg-
ulation. To explain their data, we build a model in which the cell growth
rate is controlled by the relative amount of mRNA and ribosomes in a cell.
Plus a stochastic division rule, the evolutionary process of a population of
cells can be simulated and the statistics of the in-silico population agree well
with the experimental data. To further explore the model space, alternative
growth models and division rules are studied. This work may serve as a
starting point for us to understand the rational behind cell growth and size
regulation using predictive models.
Key words: cell growth rate; Collins-Richmond method; cell cycle pro-
gression; size regulation; cell size distribution; protein synthesis
Introduction
Understanding the dynamical process of cell growth in size between divisions
is a classic problem in biology. Over the decades there has been extensive
research on this subject and yet much is still unknown about it (1–5). Earlier
attempts to measure growth rate at single-cell level suffer from technical lim-
itations (6–8). Now the state-of-art method can monitor cell size with much
greater accuracy (9, 10), but the intrinsic noise in cells and limited sample
size that can be measured by experiment hindered the interpretation of the
single-cell measurement data. Alternatively, the statistics of a population of
synchronized or asynchronized cells can be accurately measured, from which
the cell growth dynamics can be inferred (8, 11, 12). Together, these two
types of measurements provide complementary data, shedding light on the
mechanisms that regulate cell growth.
In a recent work, Tzur et al. (13) estimated the mean growth rate in size of
a mouse lymphoblasts cell line (L1210) based on a population level approach.
The rational behind this method is that, an asynchronous population growing
exponentially (in number) has a steady size distribution, and the zero-flux
condition of this steady distribution establishes a functional relation between
the growth rate and size distributions of the asynchronous, newborn and
dividing cell populations. This relation is known as the Collins-Richmond
equation (11) and has been used to estimate growth rate of bacteria and
animal cells before (11, 14, 15). Compared with earlier work using similar
approach, Tzur et al. managed to remove all the unproven assumptions
and obtain the cell size distributions in greater accuracy, thus significantly
improve the fidelity of the results.
The estimated growth rate as a function of cell size from (13) is replotted
here in Fig. 1A (Fig. 2A of the original paper). It appears that cells exhibit
an exponential-like growth before their size reaching a certain threshold, after
that the growth rate begin to drop (although a majority of cells have already
divided before reaching this critical size). This “Λ”-shaped growth pattern is
consistent with previous results in (11, 15) and more recent results in (12) for
different cell lines. Although the reduction of growth rate for large cells has
been noticed before (11, 15), a mathematical model that explicitly explain
this growth pattern is still missing. In fact, previous work tend to treat
this part of data as outlier, probably because (i) the data was not accurate
enough for a quantitative analysis and (ii) only a small proportion of cells in
the population are found in this rate reduction region (about 10 as estimated
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in (15) and 35% in (13)). However, as we will show, albeit only affecting a
small proportion of cells, this growth rate reduction can play an important
role in maintaining cell size homeostasis. We suspect it might function as a
regulatory mechanism for size control and is worth to be re-examined more
carefully with the newly available experimental data.
In this paper we present a simple model to explain the experimental data
in (13). The model assumes that the growth rate of a cell is determined by
both ribosome number and mRNA level. Their relative abundance changes
as cell-cycle progresses, coordinating the dynamics of cell growth. Plus an
empirical division rule that tells a cell when to divide, the in-silico cell popu-
lation generated under our growth model can reproduce the observed exper-
imental results, i. e., the “Λ”-shaped growth curve and cell size distributions
of the asynchronous and newborn populations.
We emphasis that even though we build this model with some biological
rational in our mind, it is still semi-phenomenological and serves mainly for
the purpose of explaining the data. Mathematically, finding a model that
can regenerate the observed data is an inverse problem and the solution (the
model) is usually not unique. To this end, we also explore other phenomeno-
logical models as well as alternative division rules that may or may not give
rise to results consistent with the experiment and explain why it is so.
A Simple Cell Growth Model
Denote v(s) as the cell growth rate as a function of cell size s in an asyn-
chronous population of cells in which the frequency density of any observable
(size, age, growth rate, etc) is time-invariant. Since cells with the same size
may have different growth rate, v(s) should be understood as an ensemble
average conditioning on the given size 〈ds/dt〉s (see Eq. (3) for its math-
ematical definition). The estimated v(s) from experimental measurements
obtained by Tzur et al. (13) is shown in Fig. 1A. It shows that v(s) is nei-
ther a constant, which corresponding to linear growth, nor proportional to s,
which corresponding to exponential growth. Instead, v(s) is “Λ”-shaped: it
increases linearly with respect to s when s is small and then decreases after
s exceeds a certain threshold. We suspect this growth pattern is caused by
some form of size-dependent regulation.
We propose a model sketched in Fig. 2A. It is assumed that the size
(volume) of a cell is proportional to its protein mass, and the later is fur-
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Figure 1: Cell growth rate as a function of cell size. (A) Experimental
result obtained using Collins-Richmond method in (13) (permission from
AAAS to reuse this figure, different curves correspond to different detailed
implementations). (B) Averaged growth rate obtained from the in-silico
population simulated using our cell growth model. The dashed-red curve
represents pure exponential growth (v(s) = λ2s) for 0 ≤ s < 2000 and linear
decay in growth rate (v(s) = 200− γ2s) for s ≥ 2000.
ther assumed to be proportional to the total number of ribosomes in the
cell (thinking ribosome as a representative of proteome). Under the above
assumptions, cell size, protein mass and ribosome number can be represented
by one variable, s, after proper rescaling. The degradation rate per unit of
protein mass is a constant γ2. The protein synthesis rate is proportional to
the total number of working ribosomes in the cell, i. e., ribosomes that can al-
locate mRNA to initiate translation. The amount of mRNA is denoted by m,
and its units is rescaled so that one unit of ribosome need one unit of mRNA.
So the total working ribosomes in a cell equals to min{m, s} (for simplicity
m and s are treated as continuous variable), and the protein synthesis rate
is λ2 min{m, s}. The dynamics of mRNA is assumed to be age-dependent,
with degradation rate γ1 and production rate λ1(κt)
q/(1 + (κt)q). Here t is
the cell age, q and κ are two parameters. So we have
dm
dt
=
λ1(κt)
q
1 + (κt)q
− γ1m, (1a)
ds
dt
= [λ2 min{m, s} − γ2s]+ , (1b)
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Figure 2: (A) A two-variable cell growth model. Cell size is proportional to
the number of ribosomes it contains. The degradation rate per cell mass is γ2
and the production rate is proportional to the number of working ribosomes,
λ2 min{m, s}. (B) Trajectories of mRNA and cell size according to Eqs. (1a)
and (1b). Initially the mRNA level is set to zero. According to the relative
abundance of mRNA and ribosomes, three growth stages can be identified
in which mRNA and ribosomes play different roles in regulating cell growth
(see main article).
where [x]+ = max{0, x} keeps ds/dt to be non-negative (even if protein
degradation is faster than synthesis, the constituting amino acids remain in
the cell, so the cell size will not shrink). The Hill’s function term allows
mRNA level to saturate quickly at a plateau. A typical solution of this
system is shown in Fig. 2B (see Methods for parameter values).
Initially mRNA level is low in the newborn (old mRNA degraded during
mitosis and chromosomes need time to unfold). This is growth stage I in
which insufficient mRNA supply limits protein synthesis. In stage II mRNA
level builds up quickly, allowing all ribosomes to work full time, and the cell
will grow exponentially. But the maximum mRNA level a cell can possibly
support is limited. If the cell reaches a critical size without dividing, it will
take up all the mRNA and its growth rate decreases in stage III.
To simulate an evolving population we also need to know how and when
a cell divides. Following (13) we assume the size difference between two
sibling daughter cells obeys a Gaussian distribution N(0, σ2), with a standard
deviation σ ≈ 68.8 (fl) that is independent with the size of the mother cell.
For convenience we set the mRNA level of the newborns to be 0, although
a small non-zero value will give similar results. The detailed rules specifying
when cell divides will be postponed in later sections as they have little effect
5
in determining the shape of the growth rate curve.
From the in-silico cell population we obtain the mean growth rate v(s)
(Fig. 1B. See Methods for detailed implementation). By tuning model pa-
rameters, quantitative agreement with the experiment result can be made.
Fitting the Growth Curve
Deducing a model that fits observed data is an inverse problem and the
solution is never unique (as long as the model allows unlimited complexity).
Nevertheless, giving the richness of information contained in our data, finding
a simple model that fits all the data (growth rate and size distributions) is
non-trivial. Next we analysis several models and explain why they can or
cannot reproduce the growth curve.
In general, dynamics of a cell can be described by
dX
dt
= A(X, t),
where the cell state X usually lives in a high dimension. A is some determin-
istic or stochastic operator. In an asynchronous population, the frequency
density of X, denoted by p(x), is in steady state. Suppose in some experi-
ment one can measure a component in X, say S, while the rest components
M are hidden variables. S can be cell size, DNA mass, or surface marker
intensity, etc. The Collins-Richmond equation can be applied on the fre-
quency distribution of S to get the growth rate of S, which is essentially in
the following marginal form,
v¯(s) ∝ 2F¯0(s)− F¯mi(s)− F¯a(s)
f¯a(s)
.
Here f¯a(s), f¯mi(s) and f¯0(s) (with F¯a(s), F¯mi(s) and F¯0(s) being their accu-
mulative distributions) are the marginal of p(x) (asynchronous population),
pmi(x) (dividing cells) and p0(x) (newborns), respectively, i. e.,
f¯a(s) =
∫
m
p(s,m)dm,
f¯mi(s) =
∫
m
pmi(s,m)dm,
f¯0(s) =
∫
m
p0(s,m)dm.
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Intuitively v¯(s) is the average of growth rate of S, dS/dt ≡ v(s,m), in the
one-dimensional marginal space (12). To put it in a more rigorous math-
ematical form, since the flux of S across the point S = s in the marginal
space equals to the flux across the hyperplane S = s in the full space where
X = (S,M) lives, we have
v¯(s)f¯a(s) =
∫
m
v(s,m)p(s,m)dm,
which gives
v¯(s) =
∫
m
v(s,m)p(s,m)dm
f¯a(s)
=
∫
m
v(s,m)p(m|s)dm ≡
〈
ds
dt
〉
s
, (3)
where p(m|s) is the conditional probability density of M given S = s. In
other words, v¯(s) is the expectation of the growth rate v(s,m) conditioning
on a given s.
Next we consider a class of models with one hidden variable:
dm
dt
= h(s,m, t),
ds
dt
= v(s,m).
Here t denotes the cell age, s is the cell size and the hidden variable m may
have different meaning in different models. The model given by Eqs. (1a)
and (1b), which will be referred as Model 1, belongs to this class, with m
represents the mRNA level in a cell. Other examples includes:
Model 2:
ds
dt
= λs− γs, (4)
where cell size s is decoupled from any hidden variable.
Model 3
m =

λ+ k1(s− s1), if s < s1,
λ, if s1 ≤ s < s2,
λ+ k2(s− s2), if s ≥ s2.
(5a)
ds
dt
= [ms]+. (5b)
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Herem is the effective growth rate per unit of cell size and is chosen as a piece-
wise linear function of s based on results from direct observation of single cell
growth in (9). For λ = 0.1, k1 = 0.0001, k2 = −0.0001, s1 = 1500, s2 = 2000,
the m ∼ s relation is plotted in the insertion of Fig. 3A. The shape of this
curve is partially consistent with Fig. S4 in (9), but we exaggerated over
the part that m decreases for large s, otherwise it cannot fit the data here.
This inconsistence may be caused by different cell culture condition in the
single-cell experiment compared with the population-level experiment (e. g.,
loss of cell-cell interaction). Another possibility is that more than 65% cells
have already divided before reaching the critical size (13), so if the sample size
in the single-cell measurement is small, this growth reduction may be missed.
Model 4
m ∼ U
(
−λ
2
,
λ
2
)
, heritable (6a)
ds
dt
=
{
0, if t < C − ln 2/(λ+m),
(λ+m)s, otherwise.
(6b)
It is briefly mentioned in (12) that the observed growth rate reduction for
large cells might be caused by the factor that fast growing cells divide earlier
at relative small size, leaving slow growing cells with relative large size be-
hind. In the meanwhile all cells grow exponentially. To test this idea we build
the above model in which cells have different intrinsic growth rate as indi-
cated by m, a random variable uniformly distributed in (−λ/2, λ/2), λ = 0.1.
When dividing, the same m is passed from a mother cell to the daughter
cells. We have to use a special division rule (see Methods) to make the
fastest growing cells divide at s = 2000 and the slowest-growing cells divide
at s = 2500 so as to fit the growth curve. One problem caused by different
growth rate in this model is that the time needed for a cell to double its size
via exponential growth is different (which is ln 2/(λ+m)). To give no selec-
tive bias in the heterogeneous population, we add an idle time with length
C − ln 2/( lambda+m), C = 14 (hour), to each cell before it starts to grow,
so that cells would have equal cell cycle length.
For each model, we check if the model-predicted growth rate
v¯(s) =
∫
m
v(s,m)p(m|s)dm, (7)
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Figure 3: (A) Growth rate of model 3 as given by Eq. (8). The insertion is
the corresponding growth rate per volume (m in Eq. (5a)). (B) Mean growth
rate in model 4 (black curve).
agrees with the experimental result (Fig. 1A). For model 2, replacing v(s,m)
in the above equation by Eq. (4) immediately gives v¯(s) = (λ− γ)s. It gives
a straight line so is inconsistent with the experiment.
For model 3, since m depends on s only, p(m|s) = δ(m − m(s)), and
Eq. (7) can be computed explicitly as
v¯(s) =

[λ1s+ k1(s− s1)s]+, if s < s1,
λ1s, if s1 ≤ s < s2,
λ1s+ k2(s− s2)s, if s ≥ s2.
(8)
This growth curve agrees with the experiment reasonably well (Fig. 3A).
For model 4 computer simulation shows that the averaged growth rate
v¯(s) is indeed “Λ”-shaped (Fig. 3B). In fact, within the range 1300 < s <
2000, most cells are in exponential growth stage and no cell divide, so m is
uniformly distributed and v¯(s) = λs. As s increases, the mean value of m
in the population shifts from 0 to −λ/2 because cells with larger m start
to divide, so the mean growth rate decreases. However, inconsistent with
the experiment, for s smaller than 1300 the mean growth rate is close to
zero because many newborns are idle. In addition, the cell size distributions
under this model differ from the measured distributions (result not shown).
Thus the model in its current form only provides partial explanation to the
experiment.
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For model 1, explicit expression for v¯(s) is not available, but some quali-
tative analysis can still be made. On one hand, for small s (500 < s < 1500),
replace the v(s,m) in Eq. (7) with Eq. (1b) and split the integral, we have
v¯(s) =
∫ s
0
(λ2m− γ2s)+p(m|s)dm+
∫ mmax
s
(λ2 − γ2)sp(m|s)dm,
where mmax ≈ 2000 is the maximum mRNA level. For small cells (s < 1500)
the mRNA level tend to be low (if they are in growth stage I), so p(m|s) > 0
and (λ2m−γ2s)+ < (λ2−γ2)s for 0 < m < s. Overall v¯(s) < (λ2−γ2)s, which
explains why for small s the growth curve (black-solid line in Fig. 1B) lies
below the exponential curve (red-dashed line in Fig. 1B). On the other hand,
for large cells (s ≥ 1500) the mRNA level tend to be saturated around mmax,
approximately we have p(m|s) ≈ δ(m−mmax) and v¯(s) = λ2 min(s,mmax)−
γ2s. So for 1500 ≤ s < 2000 v¯(s) increases linearly with s (an exponential
growth with rate λ2−γ2) and for s ≥ 2000 v¯(s) decreases linearly with s (with
a slope equals to γ2). This is also the way how the parameters λ1, γ1, which
controls mmax, and λ2, γ2 are chosen by comparing with the experimental
growth curve in Fig. 1A.
Division Rules and Size Homeostasis
A division rule tells a cell when to divide. It effects the size homeostasis
in a cell population. Here we ask, for cell growth model 1, what kind of
division rule can reproduce the asynchronous and newborn size distributions
that have been directly measured by experiment in (13).
We assume there exists a division rate function p(x, t) that depends on
cell state x and cell age t. The probability that a cell divides during an
infinitesimal time interval dt is p(x, t)dt. In particular, we consider the fol-
lowing division rules.
1. Age-gate:
p(t) =
{
0, if t < t0,
p0, if t ≥ t0.
2. Age-gate plus size-gate:
p(s, t) = p1(t) + p2(s),
10
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Figure 4: Asynchronous (left) and newborn (right) cell size distributions
from direct measurement (black thick line) and in-silico population simulated
using division rule 1 (green dashed line), rule 2 (red dot-dashed line) and rule
3 (blue solid line). Sample size is N = 105. See Methods for the parameter
values.
with
p1(t) =
{
0, if t < t0,
p0, if t ≥ t0,
p2(s) =
{
0, if s < s0,
p0, if s ≥ s0.
3. Signal integration:
p(t) =
{
0, if A(t) < A0,
p0, if A(t) ≥ A0,
where
A(t) =
∫ t
tII
min{m, s}dt′
is the area of the part of the shaded region in Fig. 2B up to t.
For each division rule, we search for the parameters (p0 and t0 for rule 1,
p0, s0 and t0 for rule 2, p0 and A0 for rule 3) that minimize the L1-distance
between the in-slico and experimental distributions. The best-fit results are
shown in Fig. 4. See Methods for the optimization procedure.
Under division rule 1, a homeostasis population can be established. In-
terestingly, if we apply the same division rule to an exponential growth pop-
ulation (model 2), there is no stable size distribution. This is consistent
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with the result in (15) saying that, if cells grow exponentially in size and the
division rule depends on age only, the variance of cell size in a population
will diverge. In this sense the “Λ”-shaped growth pattern can be understood
as a regulation mechanism bounding the cell size from above, which leads
to size homeostasis even for a division rule that depends only on cell age.
However, by itself this mechanism is not good enough as the in-silico size
distributions (Fig. 4 green dashed curves) cannot match the measured ones
very well. In particular, the size distribution of the newborns is much wider
and some newborns are relatively smaller in size. These cells born to be too
small are likely to find themselves in a disadvantageous place to start with
compared with other cells. In other words, the quality of the population
produced by this division rule is compromised. The reason is that there is
no quality-checking (in terms of cell size) in this scheme.
Under division rule 2, the in-silico distributions agree with the experi-
mental data reasonably well (Fig. 4 red dot-dashed curves). It degenerates
to rule 1 when s0 → ∞. So by taking extra size information into account,
this division scheme achieves better agreement with experimental data than
the one that only uses age information.
Division rule 3 also leads to a good fitting (Fig. 4 blue solid curves). It is
assumed in this scheme that after a cell leaves region I (Fig. 2B), it begins
to measure a mitosis-signal in an integral way. Here we take the signal to be
proportional to the protein synthesis rate, min{s,m}. Once the time integral
of this signal reaches a critical value, the cell begins to divide with a constant
rate p0. (If the area within region I is also taken into the integration, similar
results still hold.)
For each division rule (using the optimal parameters we found), the L1-
distance between the in-silico and experiment distributions as a function of
simulation time is plotted in Fig. 5. Initially all cells are identical in size
and synchronized at age zero. As the population evolves under the growth
model and division rule, the size distributions gradually reach homeostasis.
It appears division rule 3 gives the best fit to the experimental data. For
all division rules, the time taken for the in-silico population to reach size
homeostasis is around 10 days. Given that the average cell cycle length is
roughly 10 hours in our model (see Fig. 1B), more than 20 rounds of divisions
are needed for a synchronous population to reach homeostasis.
Overall, for growth model 1, both division rules 2 and 3 explain the
experimental data reasonably well and they both predict that, for cells with
the same size, older cells are more likely to divide than younger cells, and
12
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Figure 5: L1-distance between the in-silico and experimental size distribu-
tions (see Methods). Initially the population is synchronized at age zero
and all cells have identical cell size. Different curves correspond to different
division rules.
for cells with the same age, larger cells are more likely to divide than smaller
cells, which is consistent with the observation made in (13). Again, we note
that there could be many other division rules which can match the data.
Discussions
In this work we proposed a simple cell growth model aiming to explain the
“Λ”-shaped growth rate curve observed in experiments. It makes an excellent
demonstration that complex experimental results can sometimes be captured
by very simple intuition. In our model the growth rate of a cell is regulated by
its mRNA content: when there is enough mRNA, cell enjoys an exponential
growth, otherwise its growth rate is compromised. The rate-limiting effect of
mRNA occurs when a cell is newly born or its size exceeds a certain threshold.
The statistics of the in-silico population generated using our growth model
matches with the experimental results very well.
While our motivation in building the model is to explain the data, two
central features of the model may resemble the actual biological mechanisms
regulating cell growth. The first one is a transit slow-growing period right
after a cell is born, a behavior which is observed in several cell lines (12).
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There could be many explanations for this and that the mRNA is playing
a rate-limiting role is one of them. After all, during mitosis the production
of mRNA should be minimum as the chromosomes are tightly packed. In
addition, chromosome-unfolding and transcription initialization also delay
the mRNA production in the newborns. The other crucial feature of the
model is the existence of a maximum mRNA level that a cell can reach. Re-
cent experiments show that the mRNA output reaches a plateau in division
arrested yeast because of limited DNA copy number (16). Together, the in-
terplay between mRNA and protein synthesis provide a potential mechanism
for growth control, consistent with the idea that gene expression and cell size
are tightly correlated (17).
Cell size homeostasis is coordinated by growth and division. We studied
several empirical division rules to see if they can regenerate the experimental
data under our growth model. It turns out that the observed size distribu-
tions cannot be explained simply by an age-gate division rule and certain
quality control mechanism, or “sizer”, in mitosis-decision is needed. The
division rule based on the time integral of a growth signal fits the experi-
ment very well. Interestingly, there is evidence showing budding yeast takes
a similar approach in its division control (18).
The Collins-Richmond relation provides an elegant way of extracting dy-
namic properties of some observable from its frequency distribution in an
asynchronous population. Examples of data on which this method could be
applied include DNA content (19) and RNA Polymerase II distribution from
ChIP-seq experiments (20). We described a general framework for consis-
tency checking between a growth model and results based on the Collins-
Richmond method. It can be useful in providing some heuristic insight or
guidance in building and tuning more complex models.
Finally we note that, the biggest limitation of the Collins-Richmond
method in its current form is that it can only handle one variable at a time
and is thus unable to directly capture the dynamical interaction between dif-
ferent variables. Recently Kafri et al. (12) developed a new framework called
ERA (ergodic rate analysis) that extends the density balance law, based on
which the Collins-Richmond equation holds, to high-dimensional data. They
were able to apply this new method on asynchronous population of Hela cells
which revealed more insights on cell cycle dynamics.
14
Methods
Simulation of cell population
We want to simulate the evolution of a population of cells and collect its
statistical information when cell size reaches homeostasis. It is practically
impossible to simulate the entire population because the number of cells
grows exponentially. Instead, we keep track of only a limited number of
cells. In particular, we maintain a population of N = 105 cells, and ran-
domly delete one cell among them with equal chance whenever there is a cell
division. Essentially this is the Moran population process (21) with fixed
population size. It mimics drawing random samples from an exponentially
growing population provided that there is no inheritable fitness difference
between cell lineages, so the statistics thus obtained will be the same as that
of the total population (apart from a sampling error).
To simulate the growth of each cell, Eqs. (1a) and (1b) is solved using
fourth order Rugger-Kutta method with constant step-size ∆t = 0.05 (hour).
The parameters used are: λ1 = 2000, γ1 = 1, λ2 = 0.25, γ2 = 0.15, κ = 0.5,
q = 4. These values are chosen empirically to fit the experiment. In princi-
ple the number of mRNA molecules and ribosomes in a cell are integers and
driven by stochastic processes, which can be described by a stochastic chem-
ical reaction system. However, since their copy numbers are huge in a cell,
a continuous and deterministic approach makes a very good approximation
here. Additionally, since we are mainly interested about the statistics of the
population, the random fluctuations in the individual cells are averaged out
and have almost no effect on the growth rate and size distributions.
While the growth of individual cells can be approximated by deterministic
ordinary differential equations, cell divisions need to be treated as stochastic
events that arrive random in time. From the division rule we can compute
the division rate p(x, t) for a cell with state x at age t, and the probability
that the cell divides during a small time interval dt is p(x, t)dt. So a straight-
forward but less efficient implementation is to generate a random variable u
uniformly distributed in (0, 1), and compare it with the mitosis probability
p(x, t)dt. Only if u < p(x, t)dt then the cell divides. Doing so we need to
generate one random variable for each cell at every time step thus is very
computational expensive for large population. A more efficient way is to
assign an uniformly distributed random variable u to each newborn cell and
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monitor the value ∫ τ
0
p(x, t)dt+ lnu,
for this cell. This term is negative when τ is small and increases as τ marching
forward. At the time when its value reaches zero the cell divides. It can
be shown that the two procedures generate statistically equivalent waiting
time for mitosis as time step-size approaches zero (22). Now for one cell we
only need to generate one random variable in its whole cell cycle thus the
simulation speed is much faster.
Collecting statistics from the in-silico population
Growth rate curve: For each cell we record its size s(t) at each time-
step tn. The growth rate of an individual cell at age tn is estimated by
(s(tn)− s(tn−1))/∆t. To compute the average growth rate v(s) as a function
of cell size s, we sort cells by size, partition them into small intervals of s,
and average the growth rate of cells within each interval.
Asynchronous and newborn size distributions: The asynchronous size
distribution can be directly sampled from the homeostasis in-silico popula-
tion. For the size distribution of the newborns, we collect and record the size
information of the newborns during the simulation, and when needed, the
most recent N = 105 newborns in the database are used to sample the size
distribution.
Fitting the parameters in division rules
Each division rule contains several parameters. For a given set of parameters
of a division rule, we simulate the population and obtain its asynchronous size
distribution f sima and newborn distribution f
sim
0 as described above. Define
the error as the sum of L1-distance between f
sim
a,0 and the experimental results
f expa,0 ,
Err ≡ ∥∥f sima − f expa ∥∥1 + ∥∥f sim0 − f exp0 ∥∥1 .
Minimizing the error within the parameter space is a nonlinear optimization
problem and we use the “optim” routine in R for this task. The parameters
we found are: division rule 1, t0 = 6.4, p0 = 0.8; division rule 2, t0 = 8, s0 =
1440, p0 = 0.18, division rule 3, A0 = 6400, p0 = 0.5.
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We also tested the L∞, L2 and Kullback-Leibler distances. The first two
have similar result as the L1-distance, but the last one seems to be a little
less sensitive for our case.
Division rule for model 4
p(t) =
{
0, if s(λ+m+ 0.35) ≤ 1000,
p0, if s(λ+m+ 0.35) > 1000.
λ = 0.1, m ∼ U(−0.05, 0.05) and p0 = 10 (see Eq.(6)). It is easy to verify
that, the fastest growing cell (m = 0.05) divides around size s = 2000, and
the slowest growing cell (m = −0.05) divides around size s = 2500.
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