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ABSTRACT
In this paper, we tackle the problem of explanations in a deep-
learning based model for recommendations by leveraging the tech-
nique of layer-wise relevance propagation. We use a Deep Convo-
lutional Neural Network to extract relevant features from the input
images before identifying similarity between the images in feature
space. Relationships between the images are identified by the model
and layer-wise relevance propagation is used to infer pixel-level de-
tails of the images that may have significantly informed the model’s
choice. We evaluate our method on an Amazon products dataset
and demonstrate the efficacy of our approach.
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1 INTRODUCTION
Explainability in recommendation systems (RS) has been a topic of
great interest for a long time now [7, 15, 16]. Although the topic
of explainability is fairly ubiquitous and is of general interest in
the Artificial Intelligence (AI) community [4, 11, 13], it is especially
important for recommendation to persuade users into accepting
the recommended items. Since the aim of most recommendation
systems is greater commercial viability, an ill-informed recommen-
dation could lead to a long-term loss of users’ trust. Hence, the
stakes in modern recommendation systems are quite high with
robust and interpretable recommendations being the need of the
hour.
There have been recent works leveraging images for recom-
mendation [10, 14]. Deep Convolutional Neural Networks (DC-
NNs) have especially been of great utility in this regard and have
proved to be more robust and reliable. For recommendations, ideas
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for using pixel-level attention have been explored in a few re-
cent papers [5, 17]. Explainability for deep learning based mod-
els is extremely challenging and is an active topic of current re-
search [3, 9, 12]. However, there have been recent attempts to
explain the predictions of classifiers in terms of features of the
input. Layer-wise relevance propagation seeks to explain a classi-
fier’s decisions by decomposition [3, 9]. It redistributes the final
prediction output backwards in the network so as to eventually
assign relevant scores to each input variable (in the case of images,
input variables are the image pixels).
In this work, we extend the framework of Layer-wise relevance
propagation to the RS setting. The task of inferring items (images)
relevant to a query item (image), such that the inferred items com-
plement / substitute the query item is an important task in online
shopping platforms like Amazon. We adopt a similar problem state-
ment as McAuley et al. [10] and develop a DCNN based architecture
similar to that proposed in the paper. The novelty in our approach
is that we train our model end-to-end and incorporate layer-wise
relevance propagation in this system so that features of the rec-
ommended images which were most central to the recommenda-
tion task are identified. Through detailed simulation results on the
dataset used by McAuley et al. [10], we show that including the
layer-wise relevance feedback in our model does produce effective
explanations by employing the method of perturbations [9]. We
elaborate in the future works that the information of relevance of
pixels in the explanations can be further integrated into the training
method so as to enable a more robust identification scheme.
2 THE METHODOLOGY
Our basic aim is to develop a method for inferring preference of
users for the visual appearance of one object given a query image.
To begin, we project every image in the dataset into aK-dimensional
feature vector with the help of a DCNN. An important distinction
between [10] and our method is that we do not use a pre-trained
network. This is because, we intend to integrate layer-wise rele-
vance propagation to improve the predictions of the model. Our
approach is independent of the specific architecture of the DCNN
used. The second last (fully-connected) layer results in the desired
features of each input image. Similar to [10], we learn a distance
transform between feature vectors (that correspond to images) and
use the distances to infer the probability of relevance of one image
to another. The distance metric is personalized for each user since
we are interested in evaluating personalized recommendations.
2.1 Personalized Recommendations
Let xi and xj denote the feature vectors of the ith item and the jth
item respectively. Then, we define the distance function du (xi, xj)
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to represent the distance between the ith item and the jth item
according to the user u as
du (xi, xj) = (xi − xj)M(u)(xi − xj)T (1)
Here, M(u) is a personalized weighing of the importance of each
feature for user u. M is a square matrix of D dimensions. This
distance metric is used to infer whether objects i and j are related.
Let Ru be the set of relationships such that ri j ∈ Ru relates objects
i and j for user u. Section 3.1 describes the various relationships
present in the dataset. We use a shifted sigmoid function of the
distance du (xi, xj) to infer Pu (ri, j ∈ R) i.e. the probability of objects
i and j being related.
Pu (ri, j ∈ R) = 1
1 + edu (xi,xj)−q
(2)
Here, q is tuned during training so as to maximize prediction accu-
racy.
2.2 Training
Our complete model consists of a DCNN architecture to obtain
relevant features from the image followed by a layer for computing
the distances between the different feature vectors obtained from
the DCNN. A VGG-16 model is used and the last fully-connected
layer serves as the feature extractor. For training, we have an ob-
jective similar to that proposed in [10], but a major difference is
that we propagate gradients back through the DCNN as well and
we have explicitly considered personalization. We first randomly
sample a negative set S = {ri j |ri j < R} by maintaining |R | = |S |.
This is a standard practice in training, wherein the probability of
positive examples in maximized while minimizing the probability
of neagtive examples.
L(M, Θ,q |R, S) =
∑
u
(
∑
ri j ∈R
− log(1 + edu (xi,xj)−q )+∑
ri j ∈S
(1 + log(1 + edu (xi,xj)−q )))
Here, Θ refers to all the parameters of the DCNN from the first
layer to the feature extraction (pre-final) layer. We train our model
end-to-end by performing standard backpropagation over the entire
network by taking gradients of L wrt the relevant parameters. We
use ADAM optimizer for gradient descent [8].
2.3 Layer-wise relevance propagation
This is a general technique that can be applied to most NN architec-
tures [2, 3, 9]. Here, we apply it to our entire DCNN framework. The
model infers relationships between pairs of input images and even-
tually also recommends items based on a query image ( Section 3.4).
Let д(x) be the model’s prediction. This prediction is redistributed
to each input pixel and a relevance score Ri is assigned to each
input pixel i . The central idea of this relevance propagation is rele-
vance conservation i.e.
∑
i R
(1)
i = .... =
∑
j R
(l )
j = .... = д(x), where
l denotes a generic layer of the network. This implies that the total
relevance is conserved at each layer.
This essentially means that at each layer of the DCNN, the to-
tal relevance which equals the prediction д(x) is conserved. The
relevance score of each input variable determines how much this
variable has contributed to the prediction. Consider a neuron in
our DCNN. It maps a set of inputs xi to an output x j through a
combination of weightswi j and an activation function, let us call
it h(.). So,
x j = h
(∑
i
wi jxi
)
(3)
The Relevance assignment mechanism works by computing a
relevance Ri for neuron xi (input) when all the relevances Rj of out-
puts x j are given.We use the following formula for this propagation,
although many variants exist [3].
R
(l )
i =
∑
j
x
(l )
i w
(l,l+1)
i j∑
k x
(l )
k w
(l,l+1)
k j + ϵ × siдn(
∑
k x
(l )
k w
(l,l+1)
k j )
R
(l+1)
j (4)
The output of layer-wise relevance propagation is essentially
a heatmap of the image. Evaluating how good (informative) is
the heatmap is tricky. The method of perturbations was proposed
in [12]. The key idea is that if one perturbs (changes the value of)
the highly important input variables as predicted by the model,
the decline in prediction score should be steeper than if other less
important variables are perturbed. Using an iterative scheme to
perturb input variables, we have an objective measure of explana-
tion quality - larger decline in prediction accuracy corresponds to
a more successful explanation scheme.
3 EXPERIMENTS
3.1 Setup
We used Tensorflow r1.4 [1] and Python3 for all relevant program-
ming. The dataset used is from [10]. The details of the dataset
including the various sub-categories are illustrated in detail in this
paper [10]. The open source code available at [9] was used (after sig-
nificant modifications) for incorporating the layer-wise relevance
propagation in our architecture. There are four types of relation-
ships between items (say A and B) in the dataset, namely 1) People
viewed A and also viewed B, 2) People viewed A and ended up
buying B, 3) People bought A and also later bought B, 4) People
bought A and B together. The categories 1) and 2) are broadly cate-
gorized as ‘substitutes’ as the products A and B have some notion of
being substitutable while 3) and 4) are broadly categorized as ‘com-
plements’. Section 1.1 of [10] elaborates more on the dataset. We
perform a two-fold analysis, namely generating recommendations
and inferring explanations. For effective comparison and bench-
marking, all our experiments follow the same protocol, including
the same train-test split of data outlined in section 4.1 of [10].
3.2 Results
Our recommendation method differs from [10] with respect to the
architecture of the DCNN and the fact that we did not use a pre-
trained DCNN model as a feature extractor. By incorporating an
end-to-end training mechanism, we obtained slightly better results
that that reported in [10]. We used a VGG-16 model in the initial
part of our pipeline such that its pre-final fully connected layer acts
as a feature extractor. For initialization, all the model weights Θ are
assigned as per the pre-trained model on Imagenet dataset [6]. To
make things clear, this network is not fixed in our pipeline, but the
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Table 1: Results (% accuracy) averaged over items in each
category for each of the four relationship types. D refers
to the dimension of the weighing matrix defined in Section
2.1. End-to-end training leads to better results than that re-
ported in [10].
Category D Buy afterviewing
Also
viewed
Also
bought
Bought
together
Books
10 70.3 68.9 69.1 68.8
100 72.6 70.4 72.2 68.3
500 72.4 70.6 72.3 68.3
Cell Phones
and Accessories
10 84.4 78.8 78.8 84.2
100 86.0 83.7 84.1 88.3
500 86.3 83.5 84.2 88.3
Clothing, Shoes
and
Jewelry
10 - 77.3 74.1 78.4
100 - 87.8 85.0 89.8
500 - 88.1 85.4 89.9
Digital
Music
10 68.7 61.1 74.6 55.2
100 73.1 63.9 76.8 61.2
500 73.3 63.9 76.7 62.2
Electronic
Items
10 83.9 80.5 78.0 79.4
100 85.8 84.1 83.2 85.1
500 86.1 84.3 83.2 85.1
Grocery and
Gourmet Food
10 - 78.1 82.7 79.6
100 - 79.2 86.9 86.4
500 - 83.1 86.8 86.3
Home and
Kitchen
10 78.5 81.3 79.7 79.5
100 82.4 83.8 80.8 84.2
500 82.6 84.1 81.0 84.7
Movies
and TV
10 72.4 69.9 73.2 68.4
100 73.8 69.8 79.4 69.6
500 73.9 70.3 79.2 69.8
Musical
Instruments
10 84.6 87.9 85.7 82.2
100 90.3 88.5 85.9 84.6
500 90.9 88.5 86.4 84.7
Office
Products
10 81.9 84.6 84.5 78.5
100 86.8 88.6 87.2 81.8
500 87.1 88.8 87.6 82.3
Toys and
Games
10 75.7 79.1 78.8 81.1
100 77.2 82.8 82.4 83.7
500 77.5 83.0 82.7 83.6
parameters Θ are updated during training unlike [10] (We use the
pre-trained model to only initialize the weights). Table 1 shows the
results of this model on the test set after end-to-end training.
3.3 Explanations for item relationships
This section presents our results on how well layer-wise relevance
propagation is able to generate explanations. Let us first clearly
definewhat the explanationsmean in our context. For each category,
say the category ‘also viewed’, the image pixels of both the images
between whom the relationship is being considered which are more
relevant to the relationship prediction task are highlighted. Note
that this is different from the conventional relevance prediction
of image pixels for a Deep Neural Network classifier, where the
image pixels of the image that are instrumental to identification of
the correct object in the image ( say a ’man’) are highlighted. In
Figure 1: Two images of camera (in category Electronics)
that are related via ‘also viewed’ which the model predicts
correctly
Figure 2: Heatmaps of the two images superimposed on the
original image for clarity. The highlighted pixels are those
that layer-wise relevance propagation deems most suitable
for informing the model about the relationship between
these two images
Figure 3: Layer-wise relevance propagation for different val-
ues of ϵ . The decrease in accuracy averaged over the entire
test-set for all categories is shown as a function of the num-
ber of perturbations. The greater the decrease in accuracy
the better, because it implies that the explanations indicat-
ing relevancy of pixels is more accurate.
our context, the pixels in both the images which lead to a correct
identification of their relationship are highlighted.
To judge the efficacy of the explanations (highlighted pixels), the
method of perturbations is employed [9]. A random perturbation
scheme is employed, in that input variables (pixels) are replaced
by a random sample from a uniform distribution. We perform a
category-wise analysis. For example, given an image of a book,
we look at an image that is related to this image by the relation
‘buy after viewing’ and is actually predicted correctly by the model.
Now, after perturbation, we look at what relationship this image
has with the original image (as predicted by the model). This is
done for all the images in each category and we report the results
averaged over all categories in Figure 3. Figures 1 and 2 present
anecdotal evidence of the explanations for two ‘camera’ items.
EARS’18, July 12, 2018, Ann Arbor, Michigan, USA Homanga Bharadhwaj
Figure 4: The first image on the left is the query. The remain-
ing three are recommendations. Themodel correctly recom-
mends ‘golf’ related items given the query image.
3.4 Recommendations and their explanations
The pipeline described so far identifies relationships between the
products but does not explicitly recommend items. In this section,
we show how this model can be used for generating recommen-
dations and also present anecdotal evidence of the process. The
recommendation task is formulated as, given a query item ( which
could be a product being currently looked upon by the user, or a
recently purchased) , we recommend a set of other items ‘to go
along with it’ or that the user might be interested in. Since we
have already leveraged the relationships between items, this task
is straightforward.
Following the approach of [10], for the user u given the fea-
ture vector xi of the query item, the following is used to generate
recommendations for each category C ,
argmax
j ∈C Pu (ri, j ∈ R) (5)
The authors of [10] do not consider personalization here, but in
our approach we have used the personalized distance metric for in-
ferring Pu (ri, j ∈ R) as mentioned in Section 3. Figure 4 shows anec-
dotal evidence for this recommendation process. Without showing
the long temporal history of users (which is not possible to illustrate
here due to space constraint), how personalized the recommenda-
tions are cannot be ascertained. However, we can clearly see that
complementary items to the query item are being recommended
by the model.
In Section 3.3, we illustrated explanations for the task of inferring
correct relationships between items. In Figure 5 we demonstrate
the application of layer-wise relevance propagation to the above
mentioned recommendation task. The heatmaps do appear a little
noisy, indicating less certainty about relevant pixels. It is a part of
our future work to investigate better schemes for tuning the layer-
wise relevance propagation. To be clear about what explanations
mean in this context, the highlighted pixels are themost informative
(as predicted by layer-wise relevance propagation) for inferring
which items will be complementary to the query item. We restrict
the number of outputs to three here, but it is a modelling choice
and can be varied.
4 FUTUREWORKS
The major future work with respect to the method outlined in this
paper is using the explanations to improve the model’s predictions.
Improving predictions include improving the extracted features and
eventually inferring correctly the relationships between different
Figure 5: Application of layer-wise relevance propagation
denotes highlighted pixels that are likely to have been most
informative for the recommendation task. The heatmaps
are superimposed on the original images for clarity and bet-
ter comparison.
items. These will eventually enable the model to give better recom-
mendations. This is technically not a ‘future’ work because we are
already in the process of implementing it. We are incorporating the
relevant pixels by configuring the convolutional layers to give more
weight to the regions of the image where highly relevant pixels are
present.
This is essentially a meta-learning process and the integration of
relevant pixels in the training should be done through the validation
set. The model is allowed to make predictions on the validation set,
the explanations for these predictions are generated by layer-wise
relevance feedback and the information from the relevant pixels
are used to modify the weights in the convolutional layers of the
network. So, including explanations for training essentially entails
an outer training loop over the existing framework.
5 CONCLUSION
In this paper, we investigated the application of layer-wise rele-
vance propagation for generating explanations in a deep-learning
based recommendation framework. We developed an end-to-end
mechanism for training the DCNN to generate relevant features and
infer relationships between items. By applying layer-wise relevance
propagataion to the entire framework, we showed through simu-
lation studies that informative pixels are identified by the model.
In addition, we explicitly considered the task of recommendation
and generated explanations for the same. As highlighted in the
Future Works, a lot remains to be done and we are hopeful that this
direction of research will help in using explanations for improving
modelling accuracy as well.
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