In this paper we stabilize the parabolic equilibrium profile in a 2D channel flow using actuators and sensors only at the wall. The control of channel flow was previously considered by Speyer and coworkers, and Bewley and coworkers, who derived feedback laws based on linear optimal control, and implemented by wall-normal actuation. With an objective to achieve global Lyapunov stabilization, we arrive at a feedback law using tangential actuation (using teamed pairs of synthetic jets or rotating disks) and only local measurements of wall shear stress, allowing to embed the feedback in MEMS hardware, without need for wiring. This feedback is shown to guarantee global stability in at least H 2 norm, which by Sobolev's embedding theorem implies continuity in space and time of both the flow field and the control (as well as their convergence to the desired steady state). The theoretical results are limited to low values of Reynolds number, however, we present simulations that demonstrate the effectiveness of the proposed feedback for values five order of magnitude higher.
Introduction
In this article we address the problem of boundary control of a viscous incompressible fluid flow in a 2D channel. Great advances have been made on this topic by Speyer and coworkers [12, 38, 39] , Bewley and coworkers [4, 5, 6] , and others employing optimal control techniques in the CFD setting. Equally impressive progress was made on the topic of controllability of Navier-Stokes equations , which is, in a sense, a prerequisite to all other problems.
Our objective in this paper is to globally stabilize the parabolic equilibrium profile in channel flow. This objective is different than the efforts on optimal control [2, 3, 14, 16, 17, 18, 19, 25, 29, 30, 33, 34, 36, 62] or controllability [8, 9, 11, 15, 20, 21, 22, 24, 26, 27, 28, 35] of NavierStokes equations. Optimal control of nonlinear equations such as Navier-Stokes is not solvable in closed form, forcing the designer to either linearize or use computationally expensive finite-horizon model-predictive methods. Controllability-based solutions, while a prerequisite to all other problems, are not robust to changes in the initial data and model inaccuracies. The stabilization objective indirectly addresses the problems of turbulence and drag reduction, which are explicit in optimal control or controllability studies. Coron's [10] result on stabilization of Euler's equations is the first result that directly addresses flow stabilization.
The boundary feedback control we derive in this paper is fundamentally different from those in [12, 38, 39, 4, 5, 6] , which use wall normal blowing and suction. Our analysis motivated by Lyapunov stabilization results in tangential velocity actuation. Tangential actuation is technologically feasible. The work on synthetic jets of Glezer [61] shows that a teamed up pair of synthetic jets can achieve an angle of 85 • from the normal direction with the same momentum as wall normal actuation. The patent of Keefe [43] provides the means for generating tangential velocity actuation using arrays of rotating disks.
An implementational advantage in our result is that, while it uses only the measurement of wall shear stress as in the previous efforts, it employs it in a decentralized fashion. This means that the feedback law can be embedded into the MEMS hardware (without need for wiring).
The most notable contribution of this paper is in the form of stability it achieves. Previous studies of the stability problem for uncontrolled Navier-Stokes equations were in the case of homogeneous Dirichlet boundary conditions [55, 63] , periodic boundary conditions [64] or the domain being the whole space [31, 40, 41, 42, 45, 52, 59, 67, 68, 70] . In the case of bounded domains, these stability results were estimated in terms of L 2 or L p norm and it is rare to see H 1 stability, especially H 2 stability. We obtain global H 2 stability (i.e., for arbitrarily large H 2 initial data) which, in turn, ensures the continuity of the flow field.
The only limitation in our result is that it is guaranteed only for sufficiently low values of the Reynolds number. In simulations we demonstrate that the control law has a stabilizing effect far beyond the value required in the theorem (five or more orders of magnitude).
Our feedback is not limited to 2D channel flows. It applies equally well to 3D for L 2 stabilization. However, higher forms of global stability are impossible to prove due to the same technical obstacles that prevent proving uniqueness of solutions in 3D Navier-Stokes equations. Numerical evaluation of this feedback in 3D channel flow is nontrivial and is a topic of future research.
The paper is organized as follows. We formulate our problem in Section 2 and design boundary feedback laws in Section 3. In order to state our main results, we first present some mathematical preliminaries in Section 4 and then state the results in Section 5. In order to prove the results, we need technical lemmas which are presented in Section 6. With these technical lemmas at hand, we prove our results in Section 7 by employing Lyapunov techniques and Galerkin's methods. Finally, in Section 8, we give numerical demonstrations that strengthen our theoretical results.
Problem Statement
The channel flow can be described by the 2D Navier-Stokes equations
where W = W(x, y,t) = (U (x, y,t),V(x, y,t)) T represents the velocity vector of a particle at (x, y) and at time t, P = P(x, y,t) is the pressure at (x, y) and at time t, ν > 0 is the kinematic viscosity, ρ > 0 is the density of the fluid and the positive constant l represents the width of the channel. Our goal is to regulate the flow to the parabolic equilibrium profile (see Figure 2 .1)
2)
3) To motivative our problem, let us consider the vorticity
With (2.2) and (2.3), we get the equilibrium vorticity as
Suppose the vorticity at the walls is kept at its equilibrium values
and the wall-normal component of the velocity at the walls is zero:
The objective of these no-feedback boundary conditions might be the reduction of near-wall vorticity fluctuations. These boundary conditions imply
Under the boundary conditions (2.8)-(2.10), the Stokes equations
has a solution
14) 15) with an arbitrary constant C. This shows that under the boundary control (2.8)-(2.10) our objective of regulation to the equilibrium solution (2.2)-(2.3) can not be achieved. In more precise words, this solution is not asymptotically stable, and it can at best be marginally stable (with an eigenvalue at zero). To achieve asymptotic stabilization, in the next section we propose a feedback law which modifies the boundary condition (2.7).
Boundary Feedback Laws
In order to prepare for regulating the flow to the parabolic equilibrium profile (2.2)-(2.3), we set
To avoid dealing with an infinitely long channel, we assume that u, v, v x and p are periodic in the x-direction, i.e.,
Our boundary control is applied via boundary conditions
where k is a positive constant. The physical implementation of this boundary condition is
This means that we are actuating the flow velocity at the wall tangentially. Only the sensing of the wall shear stress U y (x, 0,t) and U y (x, l,t) (at the respective points of actuation) is needed. The action of this feedback is pictorially represented in Figure 3 .1. The condition (3.8) and (3.9) can be also written as
In the next sections we shall see that this control law achieves global asymptotic stabilization, whereas, as we saw in Section 2, the control law (2.7) is not asymptotically stabilizing.
Mathematical Preliminaries
Let Ω = (0, 1) × (0, l). In what follows, H s (Ω) denotes the usual Sobolev space (see [1, 49] 
The tilde sign will refer to this periodicity in the case of other classical function spaces too. We shall often be concerned with 2-dimensional vector function spaces and use the following notation to denote them:
3)
The various norms of these spaces are respectively defined by
where (·, ·) denotes the inner product of L 2 and ((·, ·)) denotes the inner product of V defined by
Let X be a Banach space. We denote by C k ([0, T ]; X ) the space of k times continuously differentiable functions defined on [0, T ] with values in X , and write
is satisfied for all Φ = (ξ, η) ∈ V and w(x, y, 0) = w 0 (x, y) for all (x, y) ∈ Ω. and denote
The Results
Then there exists a positive constant c > 0 independent of w 0 such that the following statements are true for all t ≥ 0 for the system (3.4) with periodic conditions (3.5)-(3.6) and boundary control (3.7).
For arbitrary initial data
that satisfies the following global-exponential stability estimate:
that satisfies the following global-asymptotic and semiglobal-exponential stability estimate:
The bound of the form (5.5) also applies to w t (t) , ∇p(t) and max 2. The regularity statement implies that w(x, y,t) is continuous in all three arguments. This observation has an important practical consequence: the tangential velocity actuation at nearby points on the wall will be in the same direction.
In all of the above cases solutions depend continuously on the initial data in the L

Remark 5.2. If the viscosity
2ρ , the problem of boundary control remains open. The methods presented in this paper can not be applied to this case and a radically different method needs to be developed.
Technical Lemmas
In this section, we establish technical lemmas which are the key to proving our main results.
Since H is a closed subspace of L 2 , we have the orthogonal decomposition
where H ⊥ denotes the orthogonal complement of H. Let P denote the projection from L 2 onto H.
We define the linear operator A on H as
We first give some basic properties of the subspaces H, H ⊥ and the operator A. These properties are similar to the classical results in the cases with homogeneous Dirichlet boundary condition (see, e.g., [63, Chap.I, Sect.1], [7, Chap.4] ) and periodic boundary condition (see, e.g., [64, Chap.2] ). Thus, their proofs are also similar, however, for completeness, we give brief proofs.
The following lemma shows that (6.1) is in fact the so called Helmholtz decomposition of L 2 .
Lemma 6.1. The subspaces H and H ⊥ can be characterized as follows:
Proof. The proof of (6.5) is the same as the proof of Theorem 1.4 in [63, p.15] . We include the proof of (6.4) which is based on the proof of Theorem 1 in [47, p.27] . Let w = (u, v) belong to the space on the right hand side of (6.4). Then for all z = (ψ, ξ) ∈ V we have, using integration by parts,
Let ω ρ (x, y) denote a mollifier. For ϕ ∈ V , we denote by ϕ ρ its average:
, it is periodic in the xdirection and vanishes with its derivatives on the horizontal lines y = ρ and y = l − ρ. Hence
Thus, we have
where the functions u ρ and v ρ are defined on Ω ρ and are the averages of u and v respectively. Since
Take any y 0 ∈ [ρ, l − ρ] and define
Then we have
It is well known that for any fixed interior subdomain Ω ′ of Ω, w ρ converges to w in L 2 (Ω ′ ) and then p ρ converges to a function p in H 1 (Ω ′ ) and
Since Ω ′ is arbitrary, we have
Since ψ is from a dense subset of L 2 , we obtain
With this and with definition (6.12) we obtain that p ρ , and hence p is periodic in the x-direction. Proof. Using the equality
Similarly, we have
It therefore follows that 21) which shows that
On the other hand, using (6.18) again, we deduce that
It therefore follows that
Lemma 6.3. The norm Aw on D(A) is equivalent to the norm w H
Proof. By the definition of the operator A, we have
As in the proof of regularity of solutions of the Stokes equations with homogeneous Dirichlet boundary conditions (see, e.g., [7, Chap.3] ), we can readily prove that The following inequality is a special 2-dimensional extension of a classical inequality (see, e.g. [48] )
which holds for any ϕ ∈ Proof. Consider an arbitrary ϕ ∈ H 1 (Ω) and its extension
(6.31) Inequality (6.29) applies to ϕ with α = 1 − 2/q and r = 2 ≤ q < ∞, since ϕ ∈ H 1 ( Ω) and ϕ(x, y) = 0 for (x, y) ∈ ∂ Ω, where
We have the following relationships between the norms of ϕ and ϕ.
Inequality (6.33) and (6.34) are trivial consequences of definition (6.31). In order to see the validity of (6.35) one has to estimate the different pieces of ∇ ϕ. One of these estimates, for example is the following:
Combining inequalities (6.32)-(6.35) we obtain
Proof of Theorem
We first establish our a priori stability estimates and then deal with questions of existence, uniqueness and regularity. Let w = (u, v). We define the energy E(w) of (3.4)-(3.7) as
and the high order energy J(w) of (3.4)-(3.7) as Here we have used the relations u x (0, y,t) = u x (1, y,t), u y (0, y,t) = u y (1, y,t), and v y (0, y,t) = v y (1, y,t), (7.4) which follow from the periodic conditions (3.5)-(3.6) and the divergence free condition. It therefore follows from (6.21) thaṫ
This implies (5.3).
Part 2. By (6.21) and (7.3), we havė
where, by (5.1),
Multiplying (7.6) by e σt , we obtain
where σ is given by (5.2). Integrating from 0 to t gives Since there exists z ∈ H ⊥ such that
we have (noting that
and (noting that It therefore follows thaṫ
By Lemma 6.4, Young's inequality and Lemma 6.3, we deduce that (the following c's denote positive constants that may vary from line to line and ε is a positive constant that will be chosen small enough later)
where
In the same way, we can estimate other integrals and obtain
Further we have
Taking ε small enough, we deduce thaṫ
Hence, using (7.10) and applying Lemma 4.1 of [51] with 22) and
we deduce that
Since τ i ≤ ce τ , e τ ≤ ee τ 2 for τ ≥ 0 and i = 0, 1, 2, 3 and E(w 0 ) ≤ c w 0 2 H 1 , we have
Hence, by Lemma 6.2 and (7.24), we deduce (5.4).
Part 3.
We differentiate the first equation of (3.4) with respect to t and multiply it by u t and integrate over Ω. This gives 
Differentiating the second equation of (3.4) with respect to t, multiplying it by v t and integrating over Ω, we obtain It therefore follows from (6.21), (7.34) and (7.42) thaṫ
By Lemma 6.4 and Young's inequality, we deduce that (the following c's denoting various positive constants that may vary from line to line and ε being any positive constant that will be determined later)
It therefore follows from (7.43) thaṫ
where σ is given by (5.2). Therefore, by (7.10) and Gronwall's inequality (see. e.g., [44, p.63 ]), we deduce that
On the other hand, by (7.11), (7.14) and (7.15), we have
Using (7.19) and (7.20), we obtain
Hence, by (5.3), (7.24) and (7.51), we deduce that
In addition, multiplying (3.4) by w t , as in the proof of (7.53), we can prove that 57) which implies that
Thus, as in (7.26), we deduce that
Hence, by (7.55) and Lemma 6.3, we deduce (5.5) and inequalities (7.51) and (7.58) show the stated bound of w t (t) . Multiplying the first equation of (3.4) by p x and the second equation of (3.4) by p y , integrating over Ω and using (7.19 ) and (7.20) with Aw replaced by ∇p, we obtain
From this last inequality the stated bound on ∇p follows by (5.3), (5.4) and (5.5).
Existence and regularity. We use the Galerkin method to prove existence of solutions. We look for an approximate solution in the form
where the set {Φ i } i≥1 forms a Riesz basis in D(A). We require that w n satisfies (4.10), i.e.
Expanding the definition of w n , equation (7.62) provides us with a system of first order ordinary differential equations for the time dependent coefficients {c in (t)} i≥1 , where we choose the set of initial conditions
This system depends on {c in } i≥1 analytically, hence, in order to show the existence of a unique solution for all t ∈ [0, T ], it is sufficient to verify the boundedness of {|c in (t)|} i≥0 . This is equivalent to the boundedness of the norms { w n (t) } n≥1 as a consequence of the system {Φ i } i≥1 being a Riesz basis. Replacing Φ i by w n in (7.62) we deduce estimates (5.3) and (7.10) for w n . Namely
and
for some constants M and σ and for a.a. t ∈ [0, T ]. In these calculations the steps are justified using the regularity of w n . The next step in Galerkin's method is to show that a subsequence of approximating solutions {w n } n≥1 converges to a limiting function w as n → ∞. The convergence is obtained using compactness arguments. In our case, by the uniform boundedness of the sequence
; H) and, due to compactness ( [63] , pp. 285-287,) strong in L 2 ([0, T ]; H). These convergence properties enable us to prove, as a final step of Galerkin's method, that the limiting function w is in fact a weak solution of (4.10). We have to show that each term of equation 7.66) converges to the corresponding term of equation
for all Φ = (ξ, η) ∈ V. This is a standard step in the theory of Navier-Stokes equations for all the terms exept the ones on the right hand side of equations (7.66) and (7.67) . These terms are present due to our special boundary conditions (3.7). We prove here the convergence of the first term on the right. The convergence of the second term can proved in the same way. We have to show that
for all Φ = (ξ, η) ∈ V. We take the difference of the two sides in (7.68) and take the L 2 [0, T ]-inner product of the result by a function c(t) ∈ L 2 (0, T ). We obtain
where we used the one-dimensional equivalent of inequality (6.30) We further estimate expressions from (7.69). dx dt
Here the last factor converges to zero while the other factors are bounded as n → ∞. Since c(t) ∈ L 2 (0, T ) was arbitrary, we obtain the desired convergence result. It follows from the Helmholtz decomposition (6.4)-(6.5) that, once the existence of weak solutions w is established, we obtain the existence of pressure p, so that (3.4)-(3.7) are satisfied in a distributional sense.
The rest of the regularity statements in Theorem 5.1 follows from estimates (7.24), (5.4), (7.51), (7.55), (5.5) and from embedding theorems.
Continuous dependence on initial data and uniqueness. Let w 1 = (u 1 , v 1 ) T , p 1 and w 2 = (u 2 , v 2 ) T , p 2 be two solutions of (3.4)-(3.7) corresponding to initial data w 0 1 and w 0 2 respectively.
with boundary condition (3.5)-(3.7). Taking the scalar product of (7.72) with u we obtain 
76) where δ > 0 is arbitrary and
, (7.77) and terms 4, 5 and 6 in (7.75) can be estimated the same way. The rest of the terms are estimated as in obtaining (5.3). Taking the scalar product of (7.73) with v we obtain The estimation of the terms is similar to (7.75). We obtain from (7.75) and (7.78), after choosing appropriate δ,
Gronwall's inequality applied to (7.79) implies that
is integrable over every finite interval [0, T ], (7.80) proves the continuous dependence of solutions on the initial data in the L 2 norm.
Numerical Simulation
The simulation example in this section, performed for Reynolds number Re = 15625 (ρ = 1, a = 0.005, ν = 0.0004) and with control gain k = 10, shows that our feedback control works effectively for a much broader range of Reynolds numbers than the one obtained theoretically. This extension of the theory is expected since our Lyapunov analysis is based on very conservative energy estimates. The simulations use a second-order semi-implicit finite volume scheme on staggered Cartesian grid with pressure correction [54] . A detailed description of the scheme can be found in [53, 23] . In the controlled case the qudratic Three-Point Endpoint Formula was used to approximate the derivatives at the boundary (U y (x, 0,t), U y (x, l,t)). In accordance with the problem statement in Section 2, we use constant average pressure gradient in contrast to the "constant volume flux per unit span" assumption. The differences between the two cases are discussed in, for example, [57] . The computational box has length 4π and width 2. The number of gridpoints used in our computations was 200 × 50 and the time step was 10 −3 . The gridpoints had uniform distribution in the horizontal direction and cosine (y j = 1 − cos j layer. As initial data we consider a flow field obtained from a normally distributed perturbation of the parabolic profile over a time period of T = 300 using the uncontrolled system.
In Figure 8 .1 we observe the stability enhancement resulting from the use of control. It is expressed in terms of the L 2 -norm of the errors between the steady state and the actual velocity field. 2 In the vorticity map, depicted in Figure 8 .2 it is striking how uniform the vorticity field becomes for the controlled case, while we observe quasi-periodic bursting (cf. [37] ) in the uncontrolled case. This figure (top), as well as those we obtained for other Reynolds numbers, agrees qualitatively with the vorticity maps obtained by Jiménez [37] .
The uniformity of the wall shear stress (U y x=0,l ) in the controlled flow can be also observed in Figure 8 .4. Our boundary feedback control (tangential actuation) adjusts the flow field near the upper boundary such that the controlled wall shear stress almost matches that of the steady state profile. The region is at the edge of a small recirculation bubble (Figure 8.3 ) of the uncontrolled flow, hence there are some flow vectors pointing in the upstream direction while others are oriented downstream. The time is relatively short (t = 5) after the introduction of the control and the region is small. As a result it is still possible to see actuation both downstream and upstream. Nevertheles the controlled velocity varies continuously. Figure 8.3 shows that the effect of control is to smear the vortical structures out in the streamwise direction.
We obtain aproximately 25% drag reduction (see Figure 8 .5) as a byproduct of our special control law. The drag in the controlled case agrees with the drag corresponding to the laminar flow up to four decimal digits. 
