The optical design and analysis of the LASL carbon dioxide laser fusion systems required the use of techniques that are quite different from the currently used method in conventional optical design problems.
Introduction
The LASL CO2 laser fusion systems resemble conventional electro-optical systems that form an aerial image in the focal plane and also have a lot in common with typical laser optical systems.
The correspondence with image-forming conventional electrooptical systems arises from the fact that there are afocal and focusing subsections in the CO2 laser fusion systems, and spatial filters are used to clean up the beam in a fashion similar to those in typical laser systems. In most of the conventional optical systems, the emphasis is on optimization of the optical transfer function properties and the tolerance analysis is based on fairly well-understood departures from the nominal situation for the optical components and the misalignments.
In CO2 laser fusion systems, the focusing properties of an optical system, like the Strehl ratio, irradiance and encircled energy distributions are relevant parameters of interest. These systems invariably are nominally diffraction -limited and the departures in performance from the ideal situation are caused by (1) the large components like the sixteen -inch sodium chloride windows; the micromachined mirrors, etc., which are not made by the conventional polishing processes and hence exhibit different imperfections from the conventional optical elements; (2) the possible nonlinear effects which can affect the phase and intensity of the beam.
Further, the LASL CO2 laser fusion systems present some unique problems that prevent conventional techniques (dependent on ray tracing used in optical design programs) being used in an effective fashion.
Some of these problems are (1) tight spatial filters are used in the CO2 laser fusion systems and methods based on ray tracing cannot handle this situation properly. (2) There are large enough separations between components that diffraction propagation of aberrated beams has to be explicitly taken into account. (3) State -of-the -art novel components like diamond -point turned optical elements and sixteen -inch sodium chloride windows, which contribute heavily to the deterioration of the optical quality of the beam, have to be properly accounted for. Representation of these surfaces by aspheric terms or trigonometric functions or a combination of them appears inadequate and it is not obvious how easily one can represent them in an efficient fashion using spline fit surfaces. (4) High and low Fresnel numbers are encountered at different parts of the systems. (5) Nonlinear effects in the system which result in phase and the intensity of the beam being altered spatially have to be taken into proper account. (6) Existing programs which are capable of handling some of the peculiar problems of CO2 laser fusion systems are proprietary and prohibitively expensive to use and are not capable of running in a streamlined fashion.
As a consequence, it became necessary to consider an approach (based on a combination of programs), which was custom -tailored to CO2 laser fusion systems.
The next section describes the procedure that evolved and briefly describes the programs.
Subsequent
sections give examples of how this procedure was used to predict and analyze the performance characteristics of these systems.
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One practical interface is to deal with the optical path differences (OPD) introduced by each optical. element.
However, just a map of the OPD in many instances is not enough to provide the physical insight as to the role that component is playing in the overall optical performance of the system. On the other hand, use of a polynomial set like the Zernike polynomials results in an understanding of the role played by each component.3 Consequently, the choice was a method which could use either the OPD (which is capable of better accuracy) or the Zernike polynomial set (which provides better insight).
In practice, the program FRINGE fits this scheme perfectly.
Fizeau or Twyman -Green interferograms at .633 microns wavelength are made of the actual manufactured components.
These are digitized using the program CDFL and serve as input data to FRINGE.
FRINGE uses a global polynomial to represent the fringe data, which has the general form:
where n is the number of terms and fn(x,y) is the Zernike polynomial in two dimensions.
The maximum number of terms currently used in the program is 36. The fitting is done using the method of least squares and the minimization results in a system of linear equations.
These are solved by the use of a modified Gram -Schmidt method of constructing orthogonal polynomials.4 Zernike polynomials at 10.6 microns are computed for each component and stored in a file called ABR.
These serve as input to the diffraction propagation program LOTS.
LOTS has been designed to compute the performance of the LASL CO2 laser fusion systems in terms of beam quality and energy. The laser pulse is treated as a two dimensional complex amplitude distribution.
The principal operations performed on this distribution include: 1) diffraction propagation; 2) propagation through aberrated optical components, which can be represented by the Zernike polynomial set data reduced from interferograms or in the form of random wavefronts of specified statistics; 3) propagation through spatial filters; 4) propagation through nonlinear amplification and absorption regions; 5) propagation through clear apertures of arbitrary shape.
In principle it is similar to the system optical quality code originally developed by Siegman and Sziklas to deal with the propagation of high-energy laser beams.
However, LOTS is custom tailored to the LASL CO2 laser fusion systems and the version discussed here uses a 64 x 64 matrix and runs in about 52,000 octal versus an estimated minimum of 140,000 octal for most systems optical quality codes.
LOTS runs through one entire leg of the Helios system, consisting of approximately 100 optical components in about 20 seconds on the CDC6600.
This low core and fast execution time makes it quite convenient to use.
A larger version which allows higher resolution of diffraction detail by the use of very large matrices is currently in the process of being implemented at Los Alamos. LOTS propagates the complex valued wavefront using diffraction calculations and represents the laser pulse as a two -dimensional complex array.
It should be pointed out that the finite temporal width of the pulse is not treated, since only the spatial variations in the wavefront are of interest in optical design and engineering situations. The wavefront computations proceed from the oscillator through the various optical components (as represented by their respective Zernike polynomial set or as random wavefronts of specified statistics), spatial filters, amplifying media, (gain is computed using the FranzNodvik equations or the results of the LASL rate equation codes), saturable absorbers, and clear apertures as they sequentially occur in the actual system, thus directly simulating the optical train from end to end.
The Strehl ratio, the encircled energy and irradiance distributions can be printed out at any of the stations in the chain. The intensity distribution of the laser beam is displayed by isometric plots or by grey scale maps.
The phase of the wavefront can be displayed in the form of interferograms or phase maps.
To briefly summarize the procedure, the optical components are characterized interferometrically.
Fizeau or Twyman -Green interferograms of the components are made at 633 nm wavelength.
These are digitized using CDFL. The Zernike polynomial coefficients at 10.6 pm are generated using FRINGE, and these are used to characterize the optical path difference introduced at each manufactured surface.
The wavefront is propagated from end to end using LOTS, taking diffraction, nonlinear effects, and OPD modifications introduced by each component into account.
The various parameters of interest, such as the 
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The Strehl ratio, the encircled energy and irradiance distributions can be printed out at any of the stations in the chain.
The intensity distribution of the laser beam is displayed by isometric plots or by grey scale maps. The phase of the wavefront can be displayed in the form of interferograms or phase maps.
To briefly summarize the procedure, the optical components are characterized interferometrically. Fizeau or Twyman-Green interferograms of the components are made at 633 nm wavelength.
These are digitized using CDFL. The Zernike polynomial coefficients at 10.6 ym are generated using FRINGE, and these are used to characterize the optical path difference introduced at each manufactured surface. The wavefront is propagated from end to end using LOTS, taking diffraction, nonlinear effects, and OPD modifications introduced by each component into account.
The various parameters of interest, such as the Strehl ratio, the irradiance and encircled energy distributions, the amplitude and phase of the wavefront, etc., are computed and displayed as desired.
Optical Analysis of the Helios CO2 Laser Fusion System
The Helios system, currently operational, has delivered more than 10 kJ in a 0.5 nanosecond pulse.
This system has been analyzed from end to end using the techniques described earlier in this paper. A few representative examples which illustrate the ways in which optical engineering and design decisions can be made are discussed in this section. Figure 1 shows the optical schematic of one of the eight beams in the Helios system (the other seven beams are optically similar).
Briefly, a nominal nanosecond pulse is switched out of a TEA oscillator and undergoes three stages of TEA preamplification and beam splitting before entering the final amplifiers. Each of the beams is then amplified to nearly 1400 joules from a roughly 100 mJ input. Figure 2 shows the optical schematic and the beam path through one of the final amplifiers.
Optically, the final amplifier is a triple pass, 17X afocal off -axis Gregorian telescope. A 100 mJ, nearly 2 cm collimated beam increases in energy to nearly 3 joules in the first pass, strikes a turning mirror and is focused at the spatial filter.
The beam then diverges and is deflected by another flat turning mirror and its energy in this second diverging pass reaches 300 joules. The beam diameter increases to roughly 34 cm and after double passing the saturable absorber cell and its salt window* and being recol]imated, the energy is reduced to about 150 joules.
After the third amplification pass, the energy in the collimated beam may reach nearly 1400 joules.
The collimated beam is then brought to focus at the target by a turning mirror paraboloid combination. Figure 3 shows a plot of the Strehl ratio throughout the system. The curve labeled "NORMAL" represents the nominal case in which each of the optical components were essentially assumed to conform to the specifications for each component (a random peak -to-valley surface error of 0.1 A at 10.6 microns). Other factors like the mounts, etc., do not contribute further to the optical path difference errors introduced by the elements.
Further analysis showed that as long as the spatial filter 5 ** after which the large optical elements occur in the system is tight,t the optical elements preceding it have very little effect on the optical . qualitytt of the beam after passing through this spatial filter.
The Strehl ratio is very close to that of a perfect beam ( .98).
As a consequence, the subsequent analysis shifted to the large optical elements in the chain after the last spatial filter. Figure  4 shows the system optical description of the triple -pass amplifier shown in Figure 2 .
An analysis whose aim was to study and locate the critical factors which can contribute to the degradation of the optical quality of the beam at the target (as well as to predict the expected optical performance of the system), was initiated. The results are shown in Figure 5 . 4 The curve (A) represents the optical performance of the nominal case in which the optical components conformed to the specifications (each component was allowed an 0.1 X random peak -to-valley surface error at 10.6 microns) and other possible sources of error like those introduced by the mounts, possible misalignments, etc., were not taken into account. (B) represents an attempt to study the effects of aberrations introduced by the mounts, as well as to locate the critical elements in the chain. Using a rule -of -thumb criterion, it was assumed that these factors contributed an equal amount to the existing aberrations described in (A). (C) describes an actual case in which all the elements were represented by the Zernike polynomial coefficients at 10.6 microns. These coefficients were obtained by the digitization and reduction of the interferograms of the actual manufactured components in their mounts.
The nominal case (A) represents a good system, especially considering the complexities of the system.
The goal is to reach that level. Referring to Figure 5 , and the results for (B), it became clear that the mounts should contribute as little further aberrations as possible.
As a consequence, standard commercially available mounts which likely contribute the amounts of aberrations represented in (B) were unacceptable. Comparing (A) and (C), considering elements 3 through 6, the rms values in (C) are three times larger for the 45° turning mirror and 2.2 times larger for the first pass through the saturable absorber cell salt window than those in (A), and equal for the collimating mirror.
Yet, the Strehl ratio for the two cases just after the collimating mirror is almost identical (0.79 for (A) and .71 for (B)).
Considering the elements 6 through 11 (from the collimating mirror onwards), the collimating mirror (6), the 45° turning mirror (10), and the focusing parabola (11) have almost identical rms wavefront error values. Figure 2 . * *Which is the last spatial filter in the system. tOf the order of one Airy disc diameter. ttEven if they are twice as bad as the specifications. 
*Element 5 in
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In conjunction with the vendor, vigorous studies were initiated to study the problem and improve the optical quality of the large salt windows in their mounts.
Another interesting example of an application of this type of analysis had to do with the effects on optical performance due to the double passed salt window to enable the use of saturable absorbers to prevent parasitic oscillations.5 The conclusions reached can be stated by examining Figure 6 .
Considering the diameter at the target plane of 200 microns, the encircled energy is 86 percent (and the Strehl ratio of 0.49) for the case without the saturable absorber and 67.5 per cent (Strehl ratio of 0.16) for the case with the saturable absorber.
This would tend to indicate that the case without the saturable absorber is the better choice.
However, in absolute terms, because of the 1200 joules attainable with the saturable absorber as opposed to 600 joules attainable without saturable absorber, the peak irradiance is only slightly lower for the case using the saturable absorber* and the actual amount of useful energy ** is considerably greater. Also, the lower value of Strehl (.16) actually is a distinct advantage here in that the energy density distribution is far more uniform than that for the case without saturable absorber usage.
Conclusions
The analysis techniques and methods used to characterize the various optical components and predict the performance of the LASL CO2 laser fusion systems appear to be quite useful in understanding and optimizing the optical performance of these complex systems.
Encircled energy and beam quality measurements have not yet been performed in the Helios system to the levels of accuracy needed to verify the computations reported in this paper.
However, burn paper measurements made in the Helios system tend to support these results.
Also, computations of beam sizes and intensity levels for various experiments near the target focal plane have been experimentally verified to work well.
Similar computations for the Gemini CO2 laser fusion system have been experimentally verified.
This excellent agreement between the computations and the experiments is reported in another paper in these proceedings.5
It appears that these programs, as well as the approaches described in this paper, can be successfully used in the analysis, understanding, and optimization of similar complex, coherent electro-optical systems which defy conventional approaches based on ray tracing.
The differences in rms wavefront error values are significant only in the case of the three salts. At the target plane, the Strehl ratio is 0.49 for (A) and 0.2 for (C). The compelling conclusion is that these three salt windows introduced an unacceptable level of degradation of the optical performance of the system, dropping the Strehl ratio to 0.2 from an expected 0.5.
However, in absolute terms, because of the 1200 joules attainable with the saturable absorber as opposed to 600 joules attainable without saturable absorber, the peak irradiance is only slightly lower for the case using the saturable absorber* and the actual amount of useful energy** is considerably greater. Also, the lower value of Strehl (.16) actually is a distinct advantage here in that the energy density distribution is far more uniform than that for the case without saturable absorber usage.
However, burn paper measurements made in the Helios system tend to support these results. Also, computations of beam sizes and intensity levels for various experiments near the target focal plane have been experimentally verified to work well. Similar computations for the -Gemini C02 laser fusion system have been experimentally verified.
It appears that these programs, as well as the approaches described in this paper, can be successfully used in the analysis, understanding, and optimization of similar complex, coherent electro-optical systems which defy conventional approaches based on ray tracing. In the actual computation the actual size of the interferogram as well as the site of the beam al each element has been taken into account. 
