Abstract. Goldreich (ECCC 2000) proposed a candidate one-way function construction which is parameterized by the choice of a small predicate (over d = O(1) variables) and of a bipartite expanding graph of right-degree d. The function is computed by labeling the n vertices on the left with the bits of the input, labeling each of the n vertices on the right with the value of the predicate applied to the neighbors, and outputting the n-bit string of labels of the vertices on the right.
Introduction
Goldreich [11] proposed in 2000 a candidate one-way function construction based on expanding graphs. His construction is parameterized by the choice of a bipartite graph with n vertices per side and right-degree d (where d is either a constant independent of n, or grows very moderately as O(log n)) and of a boolean predicate P : {0, 1}
d → {0, 1}. To compute the function, on input x ∈ {0, 1} n we label the vertices on the left by the bits of x, and we label each vertex on the right by the value of P applied to the label of the neighbors. The output of the function is the sequence of n labels of the vertices on the right.
Goldreich's Function and Cryptography in NC 0 .
A function is computable in N C 0 if every bit of the output depends only on a constant number of bits of the input. One can see any N C 0 -computable function as a generalization of Goldreich's function in which the graph is allowed to be arbitrary, subject to having bounded right-degree, and in which different predicates can be used for different bits of the output.
Cryan and Miltersen [7] first raised the question of whether cryptographic primitives (their work focused on pseudorandom generators) can be computed in N C 0 . Mossel, Shpilka and Trevisan [13] construct, for arbitrarily large constant c, a function f : {0, 1} n → {0, 1} cn based on a bipartite graph of right-degree 5 and the fixed predicate P (x 1 , · · · , x 5 ) := x 1 ⊕ x 2 ⊕ x 3 ⊕ (x 4 ∧ x 5 ), and show that the function computes a small-bias generator. Such a construction may in fact be a pseudorandom generator, and hence a one-way function. 1 Applebaum, Ishai and Kushilevtiz [4, 5] show that, under standard assumptions, there are one-way functions and pseudorandom generators that can be computed in N C 0 ; their one-way function is computable with right-degree 3.
2
In their construction, the graph encodes the computation of a log-space machine computing a one-way function that is used as a primitive.
In this paper, we are interested in the security of Goldreich's original proposal, implemented using a random graph and a fixed predicate.
Goldreich's Function and DPLL Algorithms. Inverting Goldreich's oneway function (and, indeed, inverting any one-way function that is computable in N C 0 ) can be seen as the task of finding a solution to a constraint satisfaction problem with a planted solution. A plausible line of attack against such a construction is thus to employ a general-purpose SAT solver to solve the constraint satisfaction problem. We performed an experimental study using MiniSat, which is one of the best publicly available SAT solvers, and has solved instances with several thousand variables. Using a random graph of right-degree 5, and the predicate (x 1 ⊕ x 2 ⊕ x 3 ⊕ (x 4 ∧ x 5 )), we observed an exponential increase of the running time as a function of the input length, and an attack with MiniSat appears infeasible already for moderate input lengths (a few hundred bits). See Appendix A.
Our goal in this paper is to provide a rigorous justification for these experimental results, and to show that "DPLL-style" algorithms based on backtracking (such as most general SAT solvers) cannot break Goldreich's construction in subexponential time. We restrict ourselves to algorithms that instantiate variables one at a time, in an order chosen adaptively by a "scheduler" procedure, and then recurse on the instance obtained by by fixing the variable to zero and then to the instance obtained by fixing the variable to one, or viceversa (the scheduler decides which assignment to try first). The recursion stops if the current partial assignment contradicts one of the constraints in the instance, or if we find a satisfying assignment.
When such an algorithm runs on an unsatisfiable instance, then a transcript of the algorithm gives a "tree-like resolution proof" of unsatisfiability; a number of techniques are known to prove exponential lower bounds on the size of tree-like resolutions proofs of unsatisfiability, and so such proofs give lower bounds to the running time of any such algorithm, regardless of how the scheduler is designed.
When dealing with satisfiable instances, however, one cannot prove lower bounds without putting some restriction on the scheduler. (If unrestricted in complexity, the scheduler could compute a satisfying assignment, and then assign the variables accordingly, making the algorithm converge in a linear number of steps.)
The Lower Bound of Alekhnovich et al. Alekhnovich, Hirsch and Itsykson [3] consider two such restrictions: they consider (i) "myopic" algorithms in which the scheduler chooses which variable to assign based on only a bounded number of variables and clauses of the current formula, and (ii) "drunken" algorithms in which the order of variables is chosen arbitrarily by the scheduler, but the choice of whether to assign first zero or one to the next chosen variable is made randomly with equal probability. The result of the second type is proven for carefully designed instances, and it remains an open question to prove a lower bound for drunken algorithms on a random satisfiable constraint satisfaction problem. Lower bounds of the first type are proven for random instances, and they are proved via a reduction to the problem of certifying unsatisfiability: Alekhnovich et al. show that a myopic algorithm, with high probability, after assigning a certain number of variables will be left with an instance that is unsatisfiable, but for which there is no sub-exponential size tree-like resolution proof of unsatisfiability. Hence the algorithm will take an exponential amount of time before it realizes it has chosen a bad partial assignment.
Our Results. The result of Alekhnovich et al. applies to myopic algorithms for random instances of 3XOR with a planted solution, and provided a lower bound for myopic DPLL inversion algorithms for the instantiation of Goldreich's proposal using the 3XOR predicate.
Unfortunately, the use of 3XOR as a predicate in Goldreich's construction leads to a total break via Gaussian elimination, so our goal is to extend the result of Alekhnovich et al. to a setting in which we have either a random predicate or the predicate (
which is inspired by the work of Mossell et al.
In order to extend the work of Alekhnovich et al. to the setting of Goldreich's one way functions, we need to make the following changes:
-The proof in [3] uses the fact that all constraints have arity 3. It is not difficult to adapt it to handle linear constraints of larger constant arity, by relying on the strong expansion properties which are true of random constraint graphs. -The proof in [3] uses the linearity of the constraints. We show that it is sufficient for the predicate to be such that it remains nearly balanced even after many variables have been fixed to arbitrary values. For example, a dary parity remains perfectly balanced even after d − 1 variables are assigned arbitrary variables. The predicate ( [3] assumes that there is a unique solution, and this is not true in our setting. We show that the proof carries over if one assumes that the total number of pairs x, y such that f (x) = f (y) is at most 2 (1+ )n for small . We are able to show that such a condition is satisfied by the predicate (
and by the choice of a highly-expanding graph, with = 2 −Ω(d) . We believe that the same result holds with high probability if we choose a random d-ary predicate, but we have not been able to prove it.
With such results, we are able to show an exponential lower bound for myopic algorithms in a construction that uses a random graph and the predicate (
If we consider the construction that uses a random graph and a random predicate, then we have a conditional exponential lower bound under the assumption that the resulting function is nearly injective.
Goldreich's Analysis. Goldreich [11] considered the following algorithm for computing x given y = f (x). The algorithm proceeds in n steps, revealing the output bits one at a time. Let R i be the set of inputs connected to the first i outputs. Then in the ith step, the algorithm computes the list L i of all strings in {0, 1}
Ri which are consistent with the first i bits of y. Goldreich proves that if the graph satisfies an expansion condition, then for a random input x, the expected size of one of the sets L i is exponentially large. Since Goldreich's algorithm is forced to consider all consistent assignments to the bits in each set R i , it takes no less time than a (myopic) backtracking algorithm that chooses the input bits in the same order, and possibly much more time. For this reason, our new lower bounds are more general.
Open Questions. We believe that there is motivation for further experimental and rigorous analysis of Goldreich's construction.
The main limitation of the present work is the somewhat artificial setup of myopic algorithms, which fails to capture certain natural "global" heuristics used in SAT solvers. Since the algorithm is required to work only with partial information on the object given as an input, negative results for myopic algorithms are similar in spirit (but very different technically) to results on "space bounded cryptography." It would be very interesting to have a lower bounds for drunken algorithms, which are restricted in a way that is more computational than information-theoretic. As a first step, it would be interesting to show that drunken algorithms take exponential time to find planted solutions in a random 3XOR instance.
It would also be interesting to show that no "variation of Gaussian elimination" can invert Goldreich's function when non-linear predicates are used. Unfortunately it is not clear how to even formalize such a statement.
Preliminaries

Goldreich's Function
Goldreich [11] constructs a function f : {0, 1} n → {0, 1} n parameterized by a d-ary predicate P and a bipartite graph G = (V, E) connecting n input nodes u i on the left to n output nodes v i on the right. The output nodes all have degree d. To compute the function, on input x ∈ {0, 1} n , we label the input nodes with the bits of x, and label each output node by the value of P applied to the labels of its neighbors. The output of the function is the sequence of n labels of the output nodes. For example, if the neighborhood of
We denote by A the n × n matrix adjacency matrix of G, whose columns correspond to input nodes and whose rows correspond to output nodes:
Goldreich suggests using a random predicate P , and a graph G with expansion properties.
Myopic Backtracking Algorithms
We consider the class of algorithms that might invert Goldreich's function by backtracking.
First, we need a notion of a partial truth assignment.
Definition 2.1 (partial assignment).
Taken from [2] . A partial assignment is a function ρ :
Its size is defined to be |ρ| • j ← N(ρ).
• Update ρ by assigning x j the truth value T(ρ).
We study a special class of backtracking algorithms which we call myopic backtracking algorithms, after [1] . Thus, in the middle of the algorithm, when the partial assignment is ρ, the algorithm sees the values of K|Vars(ρ)| output bits, and the outputs of procedures N and T are allowed to depend only on these K|Vars(ρ)| output bits. But notice that procedures N and T can use the structure of the function f ; they have restricted access to only b. Notice that in the above definitions, there is no restriction on the computational complexity of procedures N and T. Therefore without the myopic constraint, there is no way to prevent T from guiding the algorithm immediately towards the correct solution.
The work in [3] gives a lower bound for myopic backtracking algorithms for SAT instances. They translate a system of linear equations Ax = b into a CNF formula. Similarly, for inverting Goldreich's function In [3] the authors consider a notion of myopic backtracking algorithms that is slightly more powerful, called myopic DPLL algorithms after [12, 8, 1] , which might get more information about b using two new rules called Unit Clause Propagation and Pure Literal Elimination. It can be seen that when the equations of f (x) = b are linear, these two rules do not give an advantage to the backtracking algorithm. However, the same reduction from DPLL to ordinary backtracking does not apply to the more general case f (x) = b which we consider. Therefore, in this paper we restrict ourselves to backtracking algorithms.
Random Predicates
We follow Goldreich's suggestion in choosing P : {0, 1}
d → {0, 1} uniformly at random. Here we define two useful properties that most random predicates have.
Definition 2.4 (robust predicate).
For example, the predicate that sums all its inputs modulo 2 is 0-robust.
Definition 2.5 (balanced predicate).
For example, predicates of the form 
Expansion Properties
Let G be a bipartite graph with n nodes on each side and right-degree d. Equivalently, let A be an n × n matrix with d ones and n − d zeros in each row. Throughout our paper, we will use c to denote neighborhood expansion, and c to denote boundary expansion, with c = 2c − d.
Closure Operation
We define the closure of a set of input nodes, or columns of A.
Definition 2.11 (closure)
[n] :
Define the closure of J, Cl(J), as follows. 
We omit the proofs in this section, since similar facts are proved in Section 3 of [3] . 
Applications of Theorem 3.1 The rest of this section is devoted to proving Theorem 3.1. First in Section 3.1 we show how it is possible to assume that after a fixed number of steps, the partial truth assignment ρ made by the algorithm will be locally consistent. Then in Section 3.2 we show that the algorithm can only have selected one of many possible locally consistent partial truth assignments -and for any fixed b ∈ {0, 1} n , most of these partial assignments will be wrong. Thus, with high probability, the algorithm will have selected globally inconsistent values that lead to an unsatisfiable formula. We then show in Section 3.3 that any resolution proof showing that this new formula is unsatisfiable has size 2 Ω(r(c−h)) , so the algorithm must take that many steps before correcting its mistake.
Use the predicate
P d (x) = x 1 ⊕ · · · ⊕ x d−2 ⊕ (x d−1 ∧ x d )
Clever Myopic Algorithms
Without loss of generality, we allow our algorithm to be a "clever" myopic algorithm in the sense that, as defined in [3] , it satisfies these two properties.
1. Let J be the set of indices of all variables x j that appear in equations whose output bit b i has been revealed. Then the algorithm may also read all clauses in Cl(J) for free and reveal the corresponding new variables.
2. The algorithm never makes stupid guesses: whenever the equations corresponding to the revealed output bits b i determine the value of a variable x j , the algorithm will never make the wrong assignment for x j .
Property 2 can only reduce the number of backtracking steps taken. Property 1 is justified by the following proposition. Proof. At each step, the algorithm makes K clause-queries, asking for dK variable entries. This sums to at most dK(cr/4dK) = cr/4 variables, which by Lemma 2.12 will result in at most r/2 bits of b.
Once we have assumed that our algorithm is clever, the following proposition shows that we can further assume the algorithm only makes locally consistent assignments in its first cr/4dK steps. Proof. This statement follows by repeated application of Lemma 2.15. Note that clever myopic algorithms are required to select a locally consistent choice of variables if one is available. The proof is accomplished through induction. Initially, the partial assignment is empty, and so is locally consistent. For each step t (with t < cr 4dK ) with a locally consistent partial assignment ρ t , a clever myopic algorithm will extend this assignment to ρ t+1 which is also locally consistent if possible. By Lemma 2.15 it can always do so as long as |Cl(Vars(ρ t ))∪{x j }| ≤ r/2 for the newly chosen x j .
The Probability of a Correct Guess Is Small
Now choose b randomly from the set of attainable outputs of f (x); more formally, let x ∼ Unif({0, 1} n ) and b = f (x). Initially, the value of b should be hidden from the algorithm. Whenever the algorithm reveals a clause corresponding to the i th row of A, the i th -bit of b should be revealed to the algorithm. We consider the situation after cr 4dK steps of the algorithm. By Proposition 3.3, the current partial assignment must be locally consistent, and no backtracking will have occurred. Thus, at this point in time we observe the algorithm in the cr 4dK -th vertex v in the leftmost branch of its backtracking tree. By Proposition 3.2, the algorithm has revealed at most r/2 bits of b.
Define random variable I v ⊆ [n] to be the set of output bits revealed after cr 4dK
steps. Similarly define random variable ρ v to be the the partial truth assignment given by the algorithm at that time. Define R v = Vars(ρ v ). Hence
I and ρ ∈ {0, 1} R . We say (I, R, ι, ρ) is a consistent state if
Put another way, (I, R, ι, ρ) is a consistent state iff there exists some x ∈ {0, 1} n such that after cr 4dK steps, I is exactly the set of revealed bits, R is exactly the set of assigned variables, ρ is the values assigned those variables, and b I = ι.
Our first attempt at a proof is to show that there are many choices for ρ v that are locally consistent. Intuitively, if the number of those possible choices for ρ is large compared to M , we expect the algorithm to make the wrong choice with high probability. This line of reasoning would need a result of the following form. n and
by L the set of partial assignments who assign values to the variables inX and can be extended to complete truth assignments that satisfy L.
Let s be defined as in Theorem 3.1. Then log |L| ≥ s|X|.
In fact, our proof requires the following stronger lemma instead of Lemma 3.5, which states that conditioned on what the algorithm has seen, the minimum entropy of x Rv is high.
Lemma 3.6. Let x,X, L, and s be as in Lemma 3.5. Then for anyx
We postpone the proof of Lemma 3.6 (and do not prove Lemma 3.5, since we do not use it). We are now prepared to complete the proof of the main theorem.
Proof (Theorem 3.1).
Our goal is to bound the probability of the following event:
We first condition on the state of the algorithm, considering all consistent states in the sense of Definition 3.4:
Since the algorithm is deterministic and only observes the bits in b Iv , the event
is implied by the event [b Iv = ι] -put another way, if bits of b outside the set of observed bits I v are changed, the behavior of the algorithm will not be affected, so the values of I v , R v and ρ v will not change. This gives us:
In the last step, we applied Lemma 3.6, replacingX by R v , L by I v andx by ρ. Note that |I v | < r/2, so |L| < r/2 in the hypothesis of the lemma. We have shown that it will be likely that ρ v , though locally consistent, can not be extended to satisfy b, and an unsatisfiable instance will occur. In Section 3.3, we explore the running time of backtracking algorithms on unsatisfiable cases to show if E does not occur, the algorithm will take time 2 Ω(r(c−h)) . Proof. We make our proof by contradiction; assume ρ cannot be extended to satisfy the equations in L. Let k be a minimal set of unsatisfiable equations. We assume our predicate is h-robust. ∀I ⊆ L, |∂I \ g| > h|I| implies that some equation in I must have at least h + 1 boundary elements outside of g. However, no equation in k should have more than h boundary variables; otherwise, those h + 1 boundary variables could be set to a value that satisfies that equation, and it should not be in the minimal set k.
Proof of Lemma
Lemma 3.9. Let s and F be as in Theorem 3.1. We can find g ⊆X with |g| ≥ s|X|, such that no output has more than F inputs in g.
Proof.
Construct g using the following algorithm:
-g ← ∅.
If an output has F − a inputs in g, then for every input i connected to it, n i ≤ a.
We start with F |X| counters, and remove on average 
.
Proof (Lemma 3.6).
Choose g ⊆X with |g| ≥ s|X| as in Lemma 3.9. By Lemma 3.7, every subset of L has a row with at least h + 1 boundary variables that are not in g. Therefore we can order the rows of L as 1 , . . . , |L| such that setting
(Use the fact that the predicate is (h, )-balanced.)
Observe that
There are 2 |g| possible values
Backtracking Algorithms Use Exponential Running Time on Unsatisfiable Formulas
In Section 3.2, we showed that with high probability a myopic backtracking algorithm will choose a partial assignment to x that cannot be extended to satisfy f (x) = b. We now prove that once this happens, the algorithm must run for exponential time: We will make use of the following lemma from [6, Corollary 3.4] . The width of a resolution proof is the greatest width of any clause that occurs in it, and the width of a clause is the number of variables in it. We can express the equation f (x) = b using a CNF formula Φ, by representing each equation (f (x)) i = b i by at most 2 d clauses. The computation of a backtracking algorithm as it discovers that f (x) = b is unsatisfiable can be translated to a tree-like resolution refutation of the formula Φ, such that the size of the refutation is the working time of the algorithm. Thus it is sufficient to show that every tree-like resolution refutation of Φ is large.
We say a set of equations (f (x)) I = b I semantically implies a clause C iff every truth assignment satisfying (f (x)) I = b I also satisfies C. Following [2, Section 3], we define the measure of C to be μ(C) = min
We omit the proofs of the following facts; similar facts are proved in [2] . , so by Lemma 3.11, the resolution proof has size 2 Ω(r(c−h)) .
For any
D ∈ Φ, μ(D) = 1. 2. μ(∅) > r.
The Size of Pre-images of Goldreich's Function
In this section we prove that Goldreich's function has pre-images sufficiently small for Theorem 3.1 to work. 
where the expectation is over the choice of graph.
Proof. For x, y ∈ {0, 1} n and i, j ∈ {0, 1}, let n ij (x, y) be the number of indices k where x k = i and y k = j. We have n 00 (x, y)+n 01 (x, y)+n 10 (x, y)+n 11 (x, y) = n.
Since the input indices to the predicate are selected uniformly at random, the probability that a single output bit will be equal for inputs x and y is only a function of α ij def = n ij (x, y)/n. We call this function the probability of equality, PE(α 00 , α 01 , α 10 a solution versus the input size n. The graph is plotted on a logarithmic scale. The time appears to grow exponentially in n.
