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ASYMPTOTICS FOR 1D KLEIN-GORDON EQUATIONS WITH
VARIABLE COEFFICIENT QUADRATIC NONLINEARITIES
HANS LINDBLAD, JONAS LU¨HRMANN, AND AVY SOFFER
Abstract. We initiate the study of the asymptotic behavior of small solutions to one-dimensional Klein-
Gordon equations with variable coefficient quadratic nonlinearities. The main discovery in this work is a
striking resonant interaction between specific spatial frequencies of the variable coefficient and the temporal
oscillations of the solutions. In the resonant case a novel type of modified scattering behavior occurs that
exhibits a logarithmic slow-down of the decay rate along certain rays. In the non-resonant case we introduce
a new variable coefficient quadratic normal form and establish sharp decay estimates and asymptotics in
the presence of a critically dispersing constant coefficient cubic nonlinearity. Our results and techniques are
motivated by applications in the study of the asymptotic stability of kink solutions in classical nonlinear
scalar field equations on the real line.
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1. Introduction
We consider the Cauchy problem for Klein-Gordon equations in one space dimension with variable coef-
ficient quadratic nonlinearities of the form{
(∂2t − ∂2x + 1)u = α(x)u2 + β0u3 + β(x)u3 on R1+1,
(u, ∂tu)|t=0 = (u0, u1),
(1.1)
where α(x) and β(x) are smooth and decaying functions, β0 ∈ R, and the initial data (u0, u1) are assumed to
be real-valued, smooth, and sufficiently decaying. Global existence of solutions to (1.1) follows readily from
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energy conservation for small smooth initial data. The goal of our investigation is to establish sharp decay
estimates and asymptotics for small solutions to (1.1). A striking discovery in this work is a delicate resonant
interaction between specific spatial frequencies of the variable coefficient and the temporal oscillations of the
solutions.
1.1. Motivation. The main motivation for our investigation are applications in the study of the asymptotic
stability of kink solutions occurring in classical nonlinear scalar field equations on the real line. The two
most well-known examples are the φ4 model
(∂2t − ∂2x)φ = φ− φ3 on R1+1, (1.2)
and the sine-Gordon equation
(∂2t − ∂2x)ψ = − sin(ψ) on R1+1. (1.3)
These admit special static solutions, called kinks, that are explicitly given by
φ0(x) = tanh(
x√
2
), respectively ψ0(x) = 4 arctan(e
x). (1.4)
Kinks are the simplest (one-dimensional) examples of topological solitons, we refer to [55, 65] for more
background. Note that the Lorentz invariance and the translation invariance of the field equations (1.2)
and (1.3) also give rise to moving and shifted versions of the kinks (1.4).
It is a classical open problem to understand the asymptotic stability of the kinks φ0(x) and ψ0(x) under
general smooth perturbations. The basic strategy of a perturbative approach to this problem is to decompose
the evolution of a perturbation into a modulated kink, which takes into account the symmetries of the
equation, and a small residue term. The asymptotic stability problem then largely amounts to studying the
long-time behavior of the modulation parameters and of the residue term. This strategy is generally easier to
implement in higher space dimensions due to stronger decay properties. In the following discussion we ignore
for simplicity the issue of modulation. Then for the φ4 model, the remainder term u(t, x) = φ(t, x) − φ0(x)
satisfies the equation (
∂2t − ∂2x + 2− 3 sech2( x√2 )
)
u = −3 tanh( x√
2
)u2 − u3, (1.5)
while for the sine-Gordon equation the residue term w(t, x) = ψ(t, x)− ψ0(x) is a solution to the equation(
∂2t − ∂2x + 1− 2 sech2(x)
)
w = sech(x) tanh(x)w2 +
1
6
w3 − 1
3
sech(x)w3 +
{
higher order terms
}
. (1.6)
A salient feature of these nonlinear Klein-Gordon equations is the presence of variable coefficient quadratic
nonlinearities.
The analysis of the asymptotic behavior of small solutions to (1.5) and to (1.6) poses several significant
difficulties. Due to the slow decay of Klein-Gordon waves in one space dimension, constant coefficient
quadratic and cubic nonlinearities are known to exhibit long-range effects leading to a modified scattering
behavior of the solutions. The variable coefficient quadratic nonlinearities compound the treatment of these
long-range effects and at the same time introduce new resonance phenomena. Moreover, the linearized
operators on the left-hand sides of (1.5) and (1.6) have threshold resonances, i.e. resonances at the bottom
of their continuous spectra, and in the case (1.5) of the φ4 model an internal oscillation mode, i.e. a single,
positive, discrete eigenvalue below the continuous spectrum.
In this paper we initiate the study of decay and asymptotics of small solutions to Klein-Gordon equa-
tions with variable coefficient quadratic nonlinearities of the form (1.1). We consider this investigation an
important step towards obtaining a complete understanding of the long-time behavior of perturbations of
the kinks φ0(x) and ψ0(x). While the equation (1.1) does not yet include a linear potential, we contend
that (1.1) retains some of the key difficulties of the linearized operators in (1.5) and in (1.6), because the
free Klein-Gordon operator in one space dimension also has a threshold resonance. We emphasize that the
leading order nonlinearities on the right-hand side of the equation (1.6) for perturbations of the sine-Gordon
kink fall exactly into the class of nonlinearities of (1.1) that are considered in this paper. In a future inves-
tigation we will consider non-localized quadratic variable coefficients α(x) that can assume different limits
as x→ ±∞ like the coefficient tanh(x) in (1.5) for perturbations of the kink of the φ4 model.
To conclude this subsection, we briefly summarize what is known about (asymptotic) stability of the
kinks φ0(x) and ψ0(x). Their orbital stability with respect to small perturbations in the energy space was
proved by Henry-Perez-Wreszinski [28]. In a remarkable work [45], Kowalczyk-Martel-Mun˜oz established the
asymptotic stability of the kink φ0(x) of the φ
4 model with respect to a local energy norm in the special case
3of odd, finite energy perturbations. The asymptotic stability of the kink ψ0(x) of the sine-Gordon equation
is not possible in the energy space due to the existence of a wobbling kink solution around ψ0(x), see for
instance [45, Remark 1.3]. However, Alejo-Mun˜oz-Palacios [2] very recently constructed a smooth infinite
co-dimensional manifold of initial data close to the kink ψ0(x), for which there is asymptotic stability in
the energy space. For related asymptotic stability results we refer to the surveys [46, 61, 64] and references
therein.
1.2. Main results. Let u(t) be the solution to (1.1). In the remainder of this paper we work at the level of
the variable
v(t) :=
1
2
(
u(t)− i〈∇〉−1∂tu
)
that satisfies the first-order equation
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α(·)u2 + β0u3 + β(·)u3) on R1+1 (1.7)
with initial datum v(0) = v0 :=
1
2 (u0 − i〈∇〉−1u1). It suffices to derive decay estimates and asymptotics
for v(t) since we have that
u(t) = v(t) + v¯(t). (1.8)
We emphasize that we will frequently use (1.8) as a convenient short-hand notation.
A key discovery in this work is a delicate resonant interaction that can occur in the variable coefficient
quadratic nonlinearity between the spatial frequencies ξ = ±√3 of the variable coefficient and the temporal
oscillations of the solution. Correspondingly, we distinguish between the resonant case (α̂(+
√
3) 6= 0 or
α̂(−√3) 6= 0) and the non-resonant case (α̂(+√3) = 0 and α̂(−√3) = 0).
Our first theorem pertains to the resonant case and uncovers a novel modified scattering behavior of small
solutions to (1.7) when β0 = β(x) = 0.
Theorem 1.1 (Resonant Case). Let α(x) be a smooth function satisfying ‖〈x〉7α(x)‖H3x <∞. Suppose that
α̂(+
√
3) 6= 0 or α̂(−
√
3) 6= 0.
Then there exists a small absolute constant ε0 > 0 so that for any initial datum v0 with
ε := ‖〈x〉2v0‖H4x ≤ ε0,
there exists a unique global solution v(t) to (∂t − i〈∇〉)v =
1
2i
〈∇〉−1(α(·)u2) on R1+1,
v(0) = v0,
(1.9)
satisfying the decay estimate
‖v(t)‖L∞x (R) ≤ C
log(1 + 〈t〉)
〈t〉 12 ε. (1.10)
Moreover, the solution v(t) admits a decomposition
v(t) = vfree(t) + vmod(t), t ≥ 1, (1.11)
with the following properties:
• There exists V̂ ∈ L∞ with ‖V̂ ‖L∞ . ε such that
vfree(t, x) =
1
t
1
2
ei
π
4 eiρV̂
(
−x
ρ
)
θ
(x
t
)
+O
( ε
t
5
8−
)
, t ≥ 1, (1.12)
where ρ := (t2 − x2) 12 , θ(z) = 1 for |z| < 1, and θ(z) = 0 for |z| ≥ 1.
• There exists a0 ∈ C with |a0| . ε so that vmod(t) is given by
vmod(t, x) =
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)(x)e2is
s
ds. (1.13)
For any given δ > 0, there exists a constant Cδ > 0 such that we have uniformly∣∣vmod(t, x)∣∣ ≤ Cδ ε2〈t〉 12 whenever |x| <
(√3
2
− δ
)
t or |x| >
(√3
2
+ δ
)
t (1.14)
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and along the rays x = ±
√
3
2 t the asymptotics of vmod(t) are given by
vmod
(
t,±
√
3
2
t
)
=
a20√
8
ei
π
4 ei
t
2 α̂(∓
√
3)
log(t)
t
1
2
+O
( ε2
t
1
2
)
, t≫ 1. (1.15)
In particular, the decay estimate (1.10) is sharp.
A decomposition analogous to (1.11) holds for negative times t ≤ −1.
Remark 1.2. The amplitude a0 ∈ C in the statement of Theorem 1.1 is explicitly given by
a0 = vˆ0(0) +
1√
2π
(
1
2
∫
R
α(x)v(0, x)2 dx−
∫
R
α(x)|v(0, x)|2 dx− 1
6
∫
R
α(x)v¯(0, x)2 dx
)
+
1√
2π
(∫ ∞
0
e+is
∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dxds
−
∫ ∞
0
e−is
∫
R
α(x)∂s
((
e−isv(s, x)
)(
e+isv¯(s, x)
))
dxds
− 1
3
∫ ∞
0
e−3is
∫
R
α(x)∂s
(
e+isv¯(s, x)
)(
e+isv¯(s, x)
)
dxds
)
.
(1.16)
Remark 1.3. In the special case where the initial datum v0 is odd and the variable coefficient α(x) is
odd, which implies that the solutions are odd, it is evident from (1.16) that a0 = 0. Thus, in that case no
resonance occurs. At a more technical level this follows from the fact that v(t, 0) = 0 for odd solutions and
that therefore the entire variable coefficient quadratic term
α(x)v(t, x)2 = α(x)v(t, x)2 − α(x)v(t, 0)2 ∼ xα(x)(∂xv)(t)v(t)
has stronger time decay due to the improved local decay of spatial derivatives of the solution. See also the
discussion of the main ideas of the proof of Theorem 1.1 in Subsection 1.4.1 below.
Remark 1.4. An inspection of the proof of Theorem 1.1 shows that the limit profile V̂ in (1.12) in fact
satisfies V̂ ∈ L∞ ∩ L2.
Remark 1.5. It is straightforward to extend the proof of Theorem 1.1 to also include a variable coefficient
cubic nonlinearity β(x)u3 for a smooth and sufficiently decaying coefficient β(x).
Our second theorem establishes asymptotics for small solutions to (1.7) in the non-resonant case.
Theorem 1.6 (Non-Resonant Case). Let α(x) and β(x) be smooth and decaying coefficients satisfying
‖〈x〉4α(x)‖H2x <∞, respectively ‖〈x〉3β(x)‖H1x <∞, and let β0 ∈ R. Assume that
α̂(+
√
3) = 0 and α̂(−
√
3) = 0.
Then there exists a small absolute constant ε0 > 0 with the following property: For any initial datum v0 with
ε :=
∥∥〈x〉v0∥∥H2x ≤ ε0,
there exists a unique global solution v(t) to (∂t − i〈∇〉)v =
1
2i
〈∇〉−1(α(·)u2 + β0u3 + β(·)u3) on R1+1,
v(0) = v0,
(1.17)
satisfying the decay estimate
‖v(t)‖L∞x (R) .
ε
〈t〉 12 . (1.18)
Moreover, there exists a unique final state Ŵ ∈ L∞ with ‖Ŵ‖L∞ . ε such that
v(t, x) =
1
t
1
2
ei
π
4 eiρe−i
3β0
2 〈 xρ 〉−1|Ŵ (− xρ )|2 log(t)Ŵ
(
−x
ρ
)
θ
(x
t
)
+O
( ε
t
1
2+ν
)
, t ≥ 1, (1.19)
where ρ := (t2 − x2) 12 , θ(z) = 1 for |z| < 1, θ(z) = 0 for |z| ≥ 1, and 0 < ν ≪ 1 is a small constant.
Remark 1.7. An inspection of the proof of Theorem 1.6 shows that the limit profile Ŵ in (1.19) in fact
satisfies Ŵ ∈ L∞ ∩ L2.
5Remark 1.8. The method of proof of Theorem 1.6 easily allows to also include a constant coefficient qua-
dratic nonlinearity α0u
2, α0 ∈ R, and to establish asymptotics for small solutions to
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α0u2 + α(·)u2 + β0u3 + β(·)u3) on R1+1
in the non-resonant case α̂(±√3) = 0. It is a classical observation by Shatah [60] that the constant co-
efficient quadratic nonlinearity for the Klein-Gordon equation has a nice non-resonance property and can
be transformed by the normal form method into non-local constant coefficient cubic nonlinearities. These
can then be treated analogously to the (local) constant coefficient cubic term β0u
3 on the right-hand side
of (1.17). See for instance [10, 27] for asymptotics of small solutions to 1D Klein-Gordon equations with a
constant coefficient quadratic nonlinearity and [54, 62] in the presence of an additional variable coefficient
cubic nonlinearity.
1.3. Related works. Over the past decades there has been enormous progress in the study of modified
scattering for dispersive and hyperbolic equations. The rich and vast literature on this subject cannot be
reviewed here in its entirety. We primarily focus on those papers that are most relevant to our results.
The investigation of the long-time behavior of small solutions to Klein-Gordon equations with constant
coefficient nonlinearities originates in the pioneering works of Klainerman [43, 44] and Shatah [60]. The
long-range effects of quadratic and cubic nonlinearities for the one-dimensional Klein-Gordon equation were
unveiled in the work of Delort [10, 11], which established that the asymptotic behavior of small solutions
to such equations differs from that of linear Klein-Gordon waves by a logarithmic phase correction. A
simpler approach was later developed by Lindblad-Soffer [51, 52] in the cubic case, providing a detailed
asymptotic expansion of the solution for large times. Subsequently, Hayashi-Naumkin [26, 27] removed the
compact support assumptions about the initial data required in [10, 51, 52], see also Stingo [63] and Candy-
Lindblad [4].
In contrast, the study of one-dimensional nonlinear Klein-Gordon equations with variable coefficient non-
linearities was only recently initiated by Lindblad-Soffer [54] and by Sterbenz [62]. Specifically, [54,62] prove
dispersive decay of small solutions for smooth, compactly supported initial data in the case of a variable
coefficient cubic nonlinearity coupled to constant coefficient cubic and quadratic nonlinearities. Recently, a
much simpler and robust approach was introduced by the authors in [49] establishing sharp decay estimates
and asymptotics for one-dimensional Klein-Gordon equations with constant and variable coefficient cubic
nonlinearities. In contrast to [54, 62], the approach in [49] avoids the use of any variable coefficient cubic
normal forms and instead uses local decay estimates for the Klein-Gordon propagator as a key tool to deal
with difficulties caused by the variable coefficient cubic nonlinearity.
For the one-dimensional Schro¨dinger equation with a constant coefficient cubic nonlinearity we refer to
Hayashi-Naumkin [24], Lindblad-Soffer [53], Kato-Pusateri [42], and Ifrim-Tataru [31] for closely related
results on modfied scattering of small solutions. Deift-Zhou [8] obtained asymptotics even for large initial
data in the defocusing case, utilizing the complete integrability of the equation and studying the problem
via inverse scattering techniques.
Asymptotics for small solutions to one-dimensional Schro¨dinger equations with a linear potential and with
constant as well as variable coefficient cubic nonlinearities were obtained by Delort [9], Germain-Pusateri-
Rousset [20], and Chen-Pusateri [5]. In the case of zero potential, these results only pertain to odd solutions.
We remark that the restriction to odd solutions avoids to deal with the threshold resonance of the free
Schro¨dinger operator in one space dimension and therefore constitutes a simplification of the problem.
We conclude by emphasizing that many other nonlinear dispersive and hyperbolic equations exhibit
modified scattering of small solutions. Without being exhaustive we mention, for example, the mKdV
equation [19, 23, 25], the boson star equation [57], fractional Schro¨dinger equations [35], water waves equa-
tions [1, 12, 32, 36, 37], the Maxwell-Dirac equation [13], and the Vlaslov-Poisson system [3, 6, 21, 34, 56]. See
also the corresponding problem for the Einstein field equations of general relativity [7, 33, 48, 50].
1.4. Proof ideas.
1.4.1. Resonant Case. We begin with a heuristic discussion of the delicate resonant interaction that occurs
in the variable coefficient quadratic nonlinearity between certain spatial frequencies of the variable coefficient
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and the temporal oscillations of the solution to
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α(·)u2) on R1+1. (1.20)
Due to the strong spatial localization of the coefficient α(x), we expect that the leading order contribution
of the variable coefficient quadratic nonlinearity α(x)u(t, x)2 is governed by the behavior of u(t) close to
the origin x = 0, in fact by the contribution of α(x)u(t, 0)2. At a technical level this intuition can be
made rigorous by observing that the difference α(x)u(t, x)2 − α(x)u(t, 0)2 is by the fundamental theorem
of calculus schematically of the form xα(x)(∂xu)(t)u(t). Then the stronger time decay of this term stems
from the improved local decay of spatial derivatives of the solution, which is in effect due to the spatial
localization of the coefficient α(x). Recalling that u(t, 0) = v(t, 0) + v¯(t, 0), we can thus think of (1.20) as
(∂t − i〈∇〉)v = 1
2i
(〈∇〉−1α)(v(t, 0)2 + 2v(t, 0)v¯(t, 0) + v¯(t, 0)2)+ {better terms}. (1.21)
Now suppose for the moment that v(t, 0) asymptotically behaves like a linear Klein-Gordon wave, i.e.
v(t, 0) ∼ e
it
t
1
2
for t≫ 1. (1.22)
Inserting this into Duhamel’s formula for the main nonlinear terms on the right-hand side of (1.21) gives
that to leading order the long-time behavior of v(t, x) is determined by an expression of the form
1
2i
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)(x)(e2is
s
+
2
s
+
e−2is
s
)
ds. (1.23)
Clearly, the asymptotics of (1.23) hinge on the temporal oscillations in s of the integrand. Filtering by the
linear evolution eit〈∇〉 and taking the Fourier transform gives
1
2i
∫ t
1
〈ξ〉−1α̂(ξ)
(
eis(2−〈ξ〉) + 2eis〈ξ〉 + e−is(2+〈ξ〉)
)1
s
ds. (1.24)
Then it is evident that the first term in the parentheses in (1.24) causes a resonance because it is stationary
in s when
2− 〈ξ〉 = 0 ⇔ ξ = ±
√
3,
where we use the Japanese bracket notation 〈ξ〉 = (1+ξ2) 12 . The other two terms in the parentheses in (1.24)
are non-stationary in s and therefore better behaved. In view of the dispersion relation for the Klein-Gordon
propagator eit〈∇〉, the frequencies ξ = ±√3 are associated with the rays x
t
= ∓
√
3
2 . This computation
suggests that the corresponding part of the integral (1.23) along the rays x
t
= ∓
√
3
2 is (partially) monotone,
which should in particular cause a logarithmic slow-down of the decay rate along those rays.
Becoming more rigorously now, the first step in the proof of Theorem 1.1 consists in establishing local decay
estimates for the solution v(t) to (1.21) as well as for its spatial derivatives ∂xv and for the time derivative
of its “phase-filtered” component ∂t(e
−itv(t)), see Proposition 3.1. Their derivation crucially exploits the
spatial localization provided by the variable coefficient α(x). Next, we conclude in Proposition 3.2 that the
asymptotic behavior of the nonlinear solution v(t) to (1.21) at the origin x = 0 is indeed that of linear
Klein-Gordon waves! The idea is to just start off from Duhamel’s formula for the nonlinear term and to
simply insert the asymptotics for the retarded Klein-Gordon propagator. Having the powerful local decay
bounds for v(t) at our disposal along with the spatial localization of the coefficient α(x), we are able to
control all remainder terms and to isolate the leading order long-time behavior at the origin. Specifically,
we obtain that there exists a0 ∈ C, explicitly defined in (3.16) in terms of the solution v(t), such that
v(t, 0) =
1
t
1
2
ei
π
4 eita0 +O
( ε2
t1−
)
, t≫ 1.
Here, 0 < ε ≪ 1 measures the small size of a weighted Sobolev norm of the initial datum. Finally, in the
proof of Theorem 1.1 we first use the local decay bounds for v(t) to infer the decay estimate
‖v(t)‖L∞x . ε
1 + log(〈t〉)
〈t〉 12 . (1.25)
Then the majority of the work goes into uncovering more details of the asymptotics of v(t), which in particular
shows that the decay estimate (1.25) is sharp. Proceeding along the lines of the reasoning in the heuristic
7discussion above, we use the local decay bounds for v(t) and the knowledge of the asymptotics of v(t) at
x = 0 to peel off all parts of v(t) that asymptotically behave like linear Klein-Gordon waves. This leaves us
with the component
vmod(t, x) :=
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)(x)e2is
s
ds. (1.26)
Then a stationary (and non-stationary) phase analysis of (1.26) reveals the modified scattering behav-
ior (1.14)–(1.15) with the punch line being the logarithmic slow-down along the rays x
t
= ±
√
3
2 t with
asymptotics given by
vmod
(
t,±
√
3
2
t
)
=
a20√
8
ei
π
4 ei
t
2 α̂(∓
√
3)
log(t)
t
1
2
+O
( ε2
t
1
2
)
, t≫ 1.
1.4.2. Non-Resonant Case. We now outline the main ideas of the proof of Theorem 1.6, which establishes
sharp decay estimates and asymptotics for small solutions to
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α(·)u2 + β0u3 + β(·)u3) on R1+1 (1.27)
under the non-resonance assumption
α̂(+
√
3) = 0 and α̂(−
√
3) = 0. (1.28)
Recall that we use the short-hand notation u(t) = v(t) + v¯(t). In view of the slow decay rate t−
1
2 of
linear Klein-Gordon waves in one space dimension, the constant coefficient cubic term β0u
3 has critical
dispersive decay. We therefore expect it to cause a modified scattering behavior of the solution v(t) to (1.27).
Oversimplifying a little bit here, all current techniques to capture asymptotic corrections in the scattering
behavior of small solutions to dispersive equations usually combine some version of an ODE argument with
slow growth estimates for energies of weighted vector fields of the solution. In the context of Klein-Gordon
equations, the Lorentz boost Z = t∂x + x∂t and the closely related operator L = 〈∇〉x − it∂x play a crucial
role. However, in the presence of a variable coefficient nonlinearity, it becomes problematic to obtain such
slow growth bounds, because the vector field Z and the operator L produce badly divergent factors of t when
they fall onto a variable coefficient. This issue becomes particularly severe in the case of variable coefficient
quadratic nonlinearities as in (1.27) that can only provide little time decay to compensate. In our previous
work [49] we introduced a simple and robust method based on local decay estimates for the Klein-Gordon
propagator to overcome this problem in the context of variable coefficient cubic nonlinearities.
The first and key step in the proof of Theorem 1.6 is therefore to transform the variable coefficient quadratic
nonlinearity on the right-hand side of (1.27) into a more favorable form that is of “variable coefficient cubic
type”. As already observed in the discussion of the proof of Theorem 1.1 above, we expect the difference
α(x)u(t, x)2−α(x)u(t, 0)2 ∼ xα(x)(∂xu)(t)u(t) to have stronger time decay due to the improved local decay
of spatial derivatives of the solution, see Lemma 4.3 in the context of the study of (1.27). Hence, it suffices
to recast the part α(x)u(t, 0)2 of the variable coefficient quadratic nonlinearity in (1.27) into a better form.
To this end we insert the decomposition of u(t, 0) into its “phase-filtered components”
u(t, 0) = e+it
(
e−itv(t, 0)
)
+ e−it
(
e+itv¯(t, 0)
)
into Duhamel’s formula for the nonlinear term α(x)u(t, 0)2 to find that
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1α)u(s, 0)2 ds = 1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1α)(e+2is(e−isv(s, 0))2 + . . .) ds. (1.29)
Here we only display the most delicate term in the parentheses of the integrand on the right-hand side
of (1.29). Owing to the non-resonance assumption (1.28) the integral (1.29) has a nice non-resonance
property and we can integrate by parts in time s to get∫ t
0
(
ei(t−s)〈∇〉(2− 〈∇〉)−1〈∇〉−1α)e+2is∂s(e−isv(s, 0))(e−isv(s, 0)) ds+ . . .+ {boundary terms}. (1.30)
More precisely, we use that α̂(ξ) is assumed to vanish at the frequencies ξ = ±√3 where the symbol (2−〈ξ〉)−1
has a singularity. Then we make the important observation that the time derivative of the phase filtered
8 H. LINDBLAD, J. LU¨HRMANN, AND A. SOFFER
component ∂t(e
−itv(t, 0)) has stronger time decay at the origin. Specifically, we obtain in Lemma 4.1 that∣∣∂t(e−itv(t, 0))∣∣ . ε〈t〉1−δ ,
where 0 < δ ≪ 1 is a small absolute constant and 0 < ε≪ 1 measures the small size of a weighted Sobolev
norm of the initial datum. Assuming that the nonlinear solution v(t) to (1.27) ends up having the decay rate
t−
1
2 of linear Klein-Gordon waves in one space dimension, we can then view the first term on the right-hand
side of (1.30) as Duhamel’s formula for a nonlinear term of “variable coefficient cubic type” that is of the
schematic form κ(x)ε2〈t〉− 32+δ for some smooth and decaying coefficient κ(x).
Put differently, in the first part of the proof of Theorem 1.6 we introdue the variable coefficient quadratic
normal form
Q := α1(x)v(t, 0)2 + α2(x)|v(t, 0)|2 + α3(x)v¯(t, 0)2
with smooth and decaying coefficients αj(x), j = 1, 2, 3, defined in terms of their Fourier transforms by
α̂1(ξ) :=
1
2
(2− 〈ξ〉)−1〈ξ〉−1α̂(ξ),
α̂2(ξ) := −〈ξ〉−2α̂(ξ),
α̂3(ξ) := −1
2
(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ).
Then the new variable v +Q satisfies a Klein-Gordon equation of the form
(∂t − i〈∇〉)(v +Q) = β0
2i
〈∇〉−1(u3)+O(κ(x)ε2〈t〉− 32+δ). (1.31)
The right-hand side of (1.31) can be viewed as the sum of the constant coefficient cubic nonlinearity β0u
3 and
of several nonlinear terms of “variable coefficient cubic type”. At this point we are in a position to implement
a version of the strategy from our previous work [49] to derive decay estimates and asymptotics for small
solutions to (1.31). More specifically, a standard result on the asymptotics of the Klein-Gordon propagator
(Lemma 2.2) reduces the proof of decay and asymptotics of the solution v(t) to establishing the uniform
boundedness and asymptotics of the Fourier transform of the profile f(t) := e−it〈∇〉v(t) of the solution v(t).
Following the approach of the space-time resonances method by Germain-Masmoudi-Shatah [16–18] and
Gustafson-Nakanishi-Tsai [22], we obtain the latter from the analysis of the stationary points of the oscillatory
integrals that govern the equation satisfied by the Fourier transform of the profile fˆ(t, ξ), see Proposition 4.8.
Some technical aspects of this step are inspired by the proof of modified scattering for the mKdV equation
contained in [19]. In order to control various remainder terms arising in this analysis, we need a slow growth
estimate for the energy ‖〈∇〉Lv(t)‖L2x of the operator L = 〈∇〉x − it∂x = eit〈∇〉〈∇〉xe−it〈∇〉, which yields
control of the spatial localization of the profile. In the derivation of this slow growth estimate, we use a
key idea from our previous work [49] and employ local decay estimates for the Klein-Gordon propagator.
These provide a crucial source of additional time decay in certain energy estimates to compensate the
divergent factor of t that occurs when the operator L falls onto the variable coefficients, see Lemma 2.5 and
Proposition 4.7.
2. Preliminaries
2.1. Notation and conventions. For nonnegative X , Y we write X . Y or X = O(Y ) if X ≤ CY for
some absolute constant C > 0. We use the notation X .ν Y to indicate that the implicit constant depends
on a parameter ν and we write X ≪ Y if the implicit constant should be regarded as small. Moreover, we
use the notation 〈x〉 = (1 + x2) 12 , 〈t〉 = (1 + t2) 12 , and 〈ξ〉 = (1 + ξ2) 12 . For any number a ∈ R we denote
by a+, respectively by a−, a number that is larger, respectively smaller, than a, but that can be chosen
arbitrarily close to a.
Our conventions for the Fourier transform and its inverse are as follows:
F [f ](ξ) = fˆ(ξ) := 1√
2π
∫
R
e−ixξf(x) dx, F−1[f ](x) = fˇ(x) := 1√
2π
∫
R
e+ixξf(ξ) dξ.
Then we define the operator 〈∇〉 by F [〈∇〉f ](ξ) = 〈ξ〉fˆ(ξ) and we define the action of the Klein-Gordon
propagator e±it〈∇〉 by F [e±it〈∇〉f ](ξ) = e±it〈ξ〉fˆ(ξ).
9We denote the Lorentz boost by Z = t∂x + x∂t and we introduce the operator L = 〈∇〉x − it∂x. Note
that 〈∇〉x conjugates to L via eit〈∇〉 in the sense that
L = 〈∇〉x − it∂x = eit〈∇〉〈∇〉xe−it〈∇〉 = F−1eit〈ξ〉〈ξ〉i∂ξe−it〈ξ〉.
The Lorentz boost Z and the operator L are closely related by the identity
Z = iL+ (∂t − i〈∇〉)x = iL+ i〈∇〉−1∂x + x(∂t − i〈∇〉).
In the derivation of energy estimates in Subsection 4.2 we repeatedly use the following commutator identities[
(∂t − i〈∇〉), L
]
= 0,
[(∂t − i〈∇〉), Z] = i〈∇〉−1∂x(∂t − i〈∇〉),
[x, 〈∇〉k] = k〈∇〉k−2∂x, k ∈ Z,
[L, 〈∇〉−1] = −〈∇〉−2∂x,
[Z, 〈∇〉−1] = −〈∇〉−3∂x∂t.
(2.1)
Finally, we record a standard energy estimate for the first-order Klein-Gordon equation.
Lemma 2.1. (Energy estimate) Let w(t) be a solution to
(∂t − i〈∇〉)w = F on [0, T ]× R.
Then we have for 0 ≤ t ≤ T that
‖w(t)‖2L2x(R) ≤ ‖w(0)‖
2
L2x
+ 2
∣∣∣∣∫ t
0
∫
R
F (s)w(s) dxds
∣∣∣∣ (2.2)
and that
‖w‖L∞t L2x([0,T ]×R) . ‖w(0)‖L2x(R) + ‖F‖L1tL2x([0,T ]×R). (2.3)
2.2. Decay estimates. We begin by recalling the asymptotics of the Klein-Gordon propagator eit〈∇〉 in
one space dimension, see for instance [27, Section III] for a proof.
Lemma 2.2. The asymptotics of linear Klein-Gordon waves in one space dimension are given by(
eit〈∇〉f
)
(x) =
1
t
1
2
ei
π
4 eiρ〈x
ρ
〉 32 fˆ(−x
ρ
)
θ
(
x
t
)
+
1
t
5
8
O(‖〈x〉f‖H2x), t ≥ 1, x ∈ R, (2.4)
where ρ := (t2 − x2) 12 and θ(·) is a sharp cut-off function with θ(z) = 1 for |z| < 1 and θ(z) = 0 for |z| ≥ 1.
In particular, we have ∥∥eit〈∇〉f∥∥
L∞x
.
1
t
1
2
∥∥〈ξ〉 32 fˆ(ξ)∥∥
L∞
ξ
+
1
t
5
8
∥∥〈x〉f∥∥
H2x
, t ≥ 1. (2.5)
We point out that the identity 〈x
ρ
〉 = t
ρ
gives rise to a slightly different way of expressing the asymp-
totics (2.4) of linear Klein-Gordon waves as(
eit〈∇〉f
)
(x) =
1
t
1
2
ei
π
4 eiρ
(
t
ρ
) 3
2 fˆ
(−x
ρ
)
θ
(
x
t
)
+
1
t
5
8
O(‖〈x〉f‖H2x), t ≥ 1, x ∈ R.
Moreover, we record that the bound (2.5) implies a decay estimate for any time-dependent function v(t) in
terms of its Klein-Gordon profile f(t) := e−it〈∇〉v(t) given by
‖v(t)‖L∞x .
1
t
1
2
∥∥〈ξ〉 32 fˆ(t, ξ)∥∥
L∞
ξ
+
1
t
5
8
(∥∥(〈∇〉Lv)(t)∥∥
L2x
+
∥∥(〈∇〉2v)(t)∥∥
L2x
)
, t ≥ 1. (2.6)
Remark 2.3. For technical reasons, in one part of the proof of Theorem 1.1 we need a decay estimate for
the remainder term in the asymptotics of linear Klein-Gordon waves that is stronger than the one in (2.4).
An inspection of the proof of [29, Theorem 7.2.1] gives that under stronger assumptions on the initial datum
we have (
eit〈∇〉f
)
(x) =
1
t
1
2
ei
π
4 eiρ〈x
ρ
〉 32 fˆ(−x
ρ
)
θ
(
x
t
)
+
1
t
O(‖〈x〉2f‖H4x), t ≥ 1. (2.7)
On occasion we also use the following standard dispersive decay estimate for the Klein-Gordon propagator
in one space dimension, see for instance Ho¨rmander [29, Corollary 7.2.4] for a proof.
10 H. LINDBLAD, J. LU¨HRMANN, AND A. SOFFER
Lemma 2.4. We have uniformly for all t ∈ R that∥∥e±it〈∇〉f∥∥
L∞x
.
1
〈t〉 12 ‖〈∇〉
2f‖L1x . (2.8)
The following pointwise-in-time local decay estimates for the Klein-Gordon propagator in one space dimen-
sion play a key role in our arguments. Such local decay estimates for much larger classes of unitary operators
originate in the works of Rauch [58], Jensen-Kato [40], and Jensen [38,39], see also [14,15,30,41,47,59] and
references therein.
Lemma 2.5. Let a ≥ 1, b ≥ 0. We have uniformly for all t ∈ R that∥∥〈x〉−a〈∇〉−be±it〈∇〉〈x〉−a∥∥
L2x(R)→L2x(R)
.
1
〈t〉 12 , (2.9)∥∥∥〈x〉−2 ∂x〈∇〉e±it〈∇〉〈x〉−2∥∥∥L2x(R)→L2x(R) . 1〈t〉 32 , (2.10)∥∥∥〈x〉−2 〈∇〉 − 1〈∇〉 e±it〈∇〉〈x〉−2∥∥∥L2x(R)→L2x(R) . 1〈t〉2 . (2.11)
Proof. See Lemma 2.1 and Lemma 2.2 in [49] for the proofs of (2.9) and (2.10). The proof of (2.11) follows
along the lines of the proof of Lemma 2.2 in [49] by exploiting that the symbol of 〈∇〉− 1 vanishes to second
order at the origin, namely 〈ξ〉 − 1 = O(ξ2) for 0 ≤ ξ ≪ 1. Thus, one can just integrate by parts twice in
the frequency variable to get the 〈t〉−2 decay. 
2.3. Harmonic analysis tools. The derivation of the differential equation for the profile of the solution in
Lemma 4.9 in the non-resonant case relies on the following stationary phase lemma in two dimensions.
Lemma 2.6. Let χ ∈ C∞c be a smooth bump function such that χ = 0 in B(0, 2)c, and |∇χ| + |∇2χ| . 1.
Let ψ ∈ C∞ be such that on the support of χ it holds that |detHessψ| ≥ µ for some 0 < µ ≤ 1 and that
|∇ψ|+ |∇2ψ|+ |∇3ψ| . 1. Consider the oscillatory integral
I =
∫∫
eiλψ(η,σ)F (η, σ)χ(η, σ) dη dσ.
For any α ∈ [0, 1] we have:
(i) If ∇ψ only vanishes at (η0, σ0),
I =
2πei
π
4 s√
∆
eiλψ(η0,σ0)
λ
F (η0, σ0)χ(η0, σ0) +O
(∥∥〈(x, y)〉2αF̂∥∥
L1
µ
1
2+2αλ1+α
)
,
where s = signHessψ(η0, σ0) and ∆ = |detHessψ(η0, σ0)|.
(ii) If |∇ψ| & 1,
I = O
(∥∥〈(x, y)〉αF̂∥∥
L1
µ
1
2+αλ1+α
)
.
Proof. The proof is a minor adaptation of the proof of [19, Lemma A.1], taking into account the possibly
small lower bound |detHessψ| ≥ µ > 0. 
We also use the following result on bounds for pseudo-product operators from [19, Lemma A.2] in the
course of the proof of Lemma 4.9.
Lemma 2.7. Assume that m ∈ L1(R× R) satisfies∥∥∥∥∫
R×R
m(η, σ)eixηeiyσ dη dσ
∥∥∥∥
L1x,y(R×R)
≤ A (2.12)
for some A > 0. Then for all p, q, r ∈ [1,∞] with 1
p
+ 1
p
= 1
r
, the pseudoproduct operator Tm defined by
F[Tm(f, g)](ξ) := ∫
R
m(ξ, η)fˆ(ξ − η)gˆ(η) dη,
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satisfies ∥∥Tm(f, g)∥∥Lr(R) . A‖f‖Lp(R)‖g‖Lq(R). (2.13)
Moreover, if 1
p
+ 1
q
+ 1
r
= 1, we have that∣∣∣∣∫
R×R
m(η, σ)fˆ (η)gˆ(σ)hˆ(−η − σ) dη dσ
∣∣∣∣ . A‖f‖Lp(R)‖g‖Lq(R)‖h‖Lr(R). (2.14)
3. Resonant Case
In this section we investigate the asymptotic behavior of small solutions to
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α(·)u2) on R1+1 (3.1)
in the resonant case
α̂(+
√
3) 6= 0 or α̂(−
√
3) 6= 0.
Global existence of small regular solutions to (3.1) is well-known, see for instance [29]. In the proof of
Theorem 1.1 we therefore focus on deriving global-in-time a priori bounds for small solutions to (3.1) from
which we can infer sharp decay estimates and asymptotics.
3.1. Local decay estimates. We first derive a collection of local decay bounds for the solution.
Proposition 3.1 (Local decay estimates). Let α(x) be a smooth function satisfying ‖〈x〉7α(x)‖H3x < ∞.
Then there exists a small absolute constant ε0 > 0 so that for any initial datum v0 with
ε := ‖〈x〉2v0‖H4x ≤ ε0,
the solution v(t) to (1.9) satisfies
sup
t∈R
{
〈t〉 12 ‖〈x〉−2v(t)‖L2x +
3∑
j=1
〈t〉‖〈x〉−2∂jxv(t)‖L2x +
1∑
j=0
〈t〉∥∥〈x〉−2∂jx∂t(e−itv(t))∥∥L2x
}
. ε. (3.2)
Proof. The proof proceeds via a continuity argument. By time-reversal symmetry it suffices to argue forward
in time. For any T > 0 we define the bootstrap quantity
M(T ) := sup
0≤t≤T
{
〈t〉 12 ‖〈x〉−2v(t)‖L2x +
3∑
j=1
〈t〉‖〈x〉−2∂jxv(t)‖L2x +
1∑
j=0
〈t〉∥∥〈x〉−2∂jx∂t(e−itv(t))∥∥L2x
}
. (3.3)
We first observe that one-dimensional Sobolev estimates imply the following weighted L∞x -bounds that will
be used throughtout this proof
sup
0≤t≤T
〈t〉 12 ‖〈x〉−2∂jxv(t)‖L∞x .M(T ), 0 ≤ j ≤ 2, (3.4)
sup
0≤t≤T
〈t〉∥∥〈x〉−2∂t(e−itv(t))∥∥L∞x .M(T ). (3.5)
In what follows we only consider times 0 ≤ t ≤ T .
Local decay for ∂t(e
−itv(t)): We begin with the local decay estimates for the time derivative of the phase-
filtered component ∂t
(
e−itv(t)
)
. To this end we compute that
∂t
(
e−itv(t)
)
= e−it
(
(〈∇〉 − 1)eit〈∇〉v0 + 1
2i
〈∇〉−1(α(·)u(t)2)
+
1
2
∫ t
0
〈∇〉 − 1
〈∇〉 e
i(t−s)〈∇〉〈∇〉−1(αu(s)2)ds). (3.6)
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By the local decay estimate (2.11) for the Klein-Gordon propagator, it follows that
∥∥〈x〉−2∂t(e−itv(t))∥∥L2x . ‖〈x〉2v0‖H1x〈t〉2 + ‖〈x〉4α(x)‖L2x‖〈x〉−2v(t)‖2L∞x
+
∫ t
0
∥∥∥∥〈x〉−2 〈∇〉 − 1〈∇〉 ei(t−s)〈∇〉〈x〉−2
∥∥∥∥
L2x→L2x
∥∥〈x〉6α(x)∥∥
L2x
‖〈x〉−2v(s)‖2L∞x ds
.
‖〈x〉2v0‖H1x
〈t〉2 +
M(T )2
〈t〉 +
∫ t
0
1
〈t− s〉2
M(T )2
〈s〉 ds
.
1
〈t〉
(‖〈x〉2v0‖H1x +M(T )2).
The derivation of the local decay bound for ∂x∂t(e
−itv(t)) proceeds analogously.
Local decay for ∂jxv(t): Next, we turn to the local decay bound for ∂xv(t). Using the local decay esti-
mate (2.10) for the Klein-Gordon propagator, it is straightforward to obtain the desired bound
‖〈x〉−2∂xv(t)‖L2x .
‖〈x〉2v0‖H1x
〈t〉 32 +
∫ t
0
∥∥∥∥〈x〉−2 ∂x〈∇〉ei(t−s)〈∇〉〈x〉−2
∥∥∥∥
L2x→L2x
∥∥〈x〉2(α(·)u(s)2)∥∥
L2x
ds
.
‖〈x〉2v0‖H1x
〈t〉 32 +
∫ t
0
1
〈t− s〉 32 ‖〈x〉
6α(x)‖L2x‖〈x〉−2v(s)‖2L∞x ds
.
‖〈x〉2v0‖H1x
〈t〉 32 +
∫ t
0
1
〈t− s〉 32
M(T )2
〈s〉 ds
.
1
〈t〉
(‖〈x〉2v0‖H1x +M(T )2).
In the same manner we also obtain the desired local decay bounds for higher derivatives ∂jxv(t), namely
‖〈x〉−2∂jxv(t)‖L2x .
1
〈t〉
(‖〈x〉2v0‖Hjx +M(T )2) for j = 2, 3.
Local decay for v(t): Finally, the derivation of the local decay estimate for v(t) requires a more careful
argument. It suffices to describe how to treat the nonlinear part of Duhamel’s formula for v(t). By freely
adding and subtracting u(s, 0)2, we rewrite it as
1
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(α(·)u(s, ·)2) ds
=
1
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1
(
α(·)(u(s, ·)2 − u(s, 0)2)) ds+ 1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1α)u(s, 0)2 ds. (3.7)
In the first term on the right-hand side we can pick up a derivative via the fundamental theorem of calculus
and therefore expect better decay properties in view of the stronger local decay bound for ∂xv(t). Indeed,
for any x ∈ R we have
u(s, x)2 − u(s, 0)2 = (u(s, x)− u(s, 0))(u(s, x) + u(s, 0))
= x
(∫ 1
0
(∂xu)(s, ηx) dη
)
(u(s, x) + u(s, 0)).
(3.8)
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Using the local decay estimate (2.9) for the Klein-Gordon propagator and a change of variables, we obtain
the desired bound∥∥∥∥〈x〉−2 ∫ t
0
ei(t−s)〈∇〉〈∇〉−1
(
α(·)(u(s, ·)2 − u(s, 0)2)) ds∥∥∥∥
L2x
.
∫ t
0
∥∥∥∥〈x〉−2 ei(t−s)〈∇〉〈∇〉 〈x〉−2
∥∥∥∥
L2x→L2x
(∫ 1
0
∥∥〈x〉2xα(x)(∂xu)(s, ηx)(u(s, x) + u(s, 0))∥∥L2x dη
)
ds
.
∫ t
0
1
〈t− s〉 12
∥∥〈x〉7α(x)∥∥
L∞x
‖〈x〉−2v(s)‖L∞x
(∫ 1
0
∥∥〈ηx〉−2(∂xv)(s, ηx)∥∥L2x dη
)
ds
.
∫ t
0
1
〈t− s〉 12
∥∥〈x〉7α(x)∥∥
L∞x
‖〈x〉−2v(s)‖L∞x ‖〈x〉−2(∂xv)(s)‖L2x
(∫ 1
0
η−
1
2 dη
)
ds
.
∫ t
0
1
〈t− s〉 12
M(T )2
〈s〉 32 ds
.
M(T )2
〈t〉 12 .
It remains to estimate the last term on the right-hand side of (3.7), which is the heart of the matter. To
this end we decompose the variable coefficient α(x) into a component that is frequency localized around
ξ ≃ ±√3 and a remainder term. Specifically, let ϕ ∈ C∞c (R) be a smooth bump function with ϕ(ξ) = 1 in a
small neighborhood of 0. Then we define
αr(x) := F−1
[(
ϕ(ξ −
√
3) + ϕ(ξ +
√
3)
)
α̂(ξ)
]
(x) (3.9)
and set
αnr(x) := α(x) − αr(x).
Correspondingly, we split the last term on the right-hand side of (3.7) into
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1α)u(s, 0)2 ds = 1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αr
)
u(s, 0)2 ds
+
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)
u(s, 0)2 ds.
(3.10)
Since the Fourier transform of the coefficient αr is supported away from zero frequency ξ = 0, there exists
a smooth and decaying function α˜r(x) such that
αr(x) = ∂xα˜r(x).
Thus, by the local decay estimate (2.10) for the Klein-Gordon propagator we obtain for the first term on
the right-hand side of the decomposition (3.10) that∥∥∥∥〈x〉−2 12i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αr
)
u(s, 0)2 ds
∥∥∥∥
L2x
.
∫ t
0
∥∥∥∥〈x〉−2 ∂x〈∇〉e+i(t−s)〈∇〉α˜r
∥∥∥∥
L2x
|v(s, 0)|2 ds
.
∫ t
0
1
〈t− s〉 32 ‖〈x〉
2α˜r(x)‖L2x‖〈x〉−2v(s)‖2L∞x ds
.
∫ t
0
1
〈t− s〉 32
M(T )2
〈s〉 ds
.
M(T )2
〈t〉 .
Finally, we estimate the last term on the right-hand side of (3.10). To this end we insert
u(s, 0) = e+is
(
e−isv(s, 0)
)
+ e−is
(
e+isv¯(s, 0)
)
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to find that
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)
u(s, 0)2 ds
=
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)(
e+is
(
e−isv(s, 0)
)
+ e−is
(
e+isv¯(s, 0)
))2
ds
=
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)
e+2is
(
e−isv(s, 0)
)2
ds
+
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)
2
(
e−isv(s, 0)
)(
e+isv¯(s, 0)
)
ds
+
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1αnr
)
e−2is
(
e+isv¯(s, 0)
)2
ds
≡ I + II + III.
(3.11)
Now we describe in detail how to treat the term I. All other terms can be handled similarly. Since the
Fourier transform of the coefficient αnr is supported away from the frequencies ξ = ±
√
3 and since the
symbol 2− 〈ξ〉 vanishes if and only if ξ = ±√3, we can integrate by parts in s to find that
I = −1
2
(
(2− 〈∇〉)−1〈∇〉−1αnr
)
e2it
(
e−itv(t, 0)
)2
+
1
2
(
eit〈∇〉(2− 〈∇〉)−1〈∇〉−1αnr
)(
v(0, 0)
)2
+
1
2
∫ t
0
(
ei(t−s)〈∇〉(2− 〈∇〉)−1〈∇〉−1αnr
)
e2is∂s
(
e−isv(s, 0)
)(
e−isv(s, 0)
)
ds
≡ I(a) + I(b) + I(c).
(3.12)
Then we can easily estimate the term I(a) by
‖〈x〉−2I(a)‖L2x .
∥∥(2− 〈∇〉)−1〈∇〉−1αnr∥∥L2x |v(t, 0)|2 . ‖〈x〉−2v(t)‖2L∞x . M(T )2〈t〉 .
The bound on the second term I(b) just follows from the local decay estimate (2.9) for the Klein-Gordon
propagator acting on the smooth and decaying function (2 − 〈∇〉)−1〈∇〉−1αnr, to wit
‖〈x〉−2I(b)‖L2x .
∥∥∥〈x〉−2eit〈∇〉(2 − 〈∇〉)−1〈∇〉−1αnr∥∥∥
L2x
|v(0, 0)|2
.
1
〈t〉 12
∥∥∥〈x〉2(2− 〈∇〉)−1〈∇〉−1αnr∥∥∥
L2x
‖v0‖2H1x .
Lastly, we obtain that
‖〈x〉−2I(c)‖L2x .
∫ t
0
∥∥〈x〉−2ei(t−s)〈∇〉(2 − 〈∇〉)−1〈∇〉−1αnr∥∥L2x∣∣∂s(e−isv(s, 0))∣∣∣∣e−isv(s, 0)∣∣ ds
.
∫ t
0
1
〈t− s〉 12
∥∥〈x〉2(2− 〈∇〉)−1〈∇〉−1αnr∥∥L2x∥∥〈x〉−2∂s(e−isv(s))∥∥L∞x ‖〈x〉−2v(s)‖L∞x ds
.
∫ t
0
1
〈t− s〉 12
M(T )
〈s〉
M(T )
〈s〉 12 ds
.
M(T )2
〈t〉 12 .
Putting all of the above estimates together, we conclude that
M(T ) . ε+M(T )2.
The assertion of Proposition 3.1 now follows by a standard continuity argument. 
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3.2. Asymptotics at the origin. Having the local decay bounds from Proposition 3.1 at our disposal, we
are already in a position to determine the asymptotics of the solution v(t) to (1.9) at the origin x = 0.
Proposition 3.2 (Asymptotics at the origin). Suppose that the assumptions of Proposition 3.1 are in place.
Then there exists a small amplitude a0 ∈ C with |a0| . ε so that the asymptotics of the solution v(t) to (1.9)
at the origin x = 0 are given by
v(t, 0) =
1
t
1
2
ei
π
4 eita0 + r(t) for all t ≥ 1, (3.13)
with a remainder term satisfying
|r(t)| . ε
t1−
.
Analogous asymptotics for v(t, 0) hold for negative times.
Proof. By Duhamel’s formula for v(t) we have that
v(t, 0) =
(
eit〈∇〉v0
)
(0) +
1
2i
∫ t
0
(
ei(t−s)〈∇〉〈∇〉−1(α(·)u(s, ·)2))(0) ds. (3.14)
The asymptotics for the Klein-Gordon propagator as in Remark 2.3 give
(
eit〈∇〉v0
)
(0) =
1
t
1
2
ei
π
4 eitvˆ0(0) +
1
t
O(‖〈x〉2v0‖H4x), t ≥ 1.
We can therefore focus on determining the asymptotics of the nonlinear term on the right-hand side of (3.14).
Let t ≥ 1. The contribution from integration over the time interval t− 1 ≤ s ≤ t can easily be seen to be of
order O(ε2t−1) using the local decay bounds for v(t) from Proposition 3.1. On the time integration interval
0 ≤ s ≤ t − 1 we may insert the asymptotics from Remark 2.3 for the retarded Klein-Gordon propagator
ei(t−s)〈∇〉 to find that∫ t−1
0
(
ei(t−s)〈∇〉〈∇〉−1(α(·)u(s, ·)2))(0) ds = ∫ t−1
0
ei
π
4
ei(t−s)
(t− s) 12 F
[
α(·)u(s, ·)2](0) ds+ r˜(t)
= ei
π
4
eit
t
1
2
∫ t−1
0
t
1
2
(t− s) 12 e
−isF[α(·)u(s, ·)2](0) ds+ r˜(t), (3.15)
where the remainder term r˜(t) satisfies the stronger decay estimate
|r˜(t)| .
∫ t−1
0
1
t− s
∥∥〈x〉2α(x)u(s, x)2∥∥
H3x
ds .
∫ t−1
0
1
t− s
∥∥〈x〉6α(x)∥∥
H3x
∥∥〈x〉−2v(s)∥∥2
H3x
ds
.
∫ t−1
0
1
t− s
ε2
〈s〉 ds
.
ε2
〈t〉1− .
It remains to determine the leading order behavior of the first term on the right-hand side of (3.15). To this
end we insert the decomposition
u(s) = e+is
(
e−isv(s)
)
+ e−is
(
e+isv¯(s)
)
16 H. LINDBLAD, J. LU¨HRMANN, AND A. SOFFER
to find that
√
2π
∫ t−1
0
t
1
2
(t− s) 12 e
−isF[α(·)u(s, ·)2](0) ds
=
∫ t−1
0
t
1
2
(t− s) 12 e
−is
(∫
R
α(x)u(s, x)2 dx
)
ds
=
∫ t−1
0
t
1
2
(t− s) 12 e
+is
(∫
R
α(x)
(
e−isv(s, x)
)2
dx
)
ds
+ 2
∫ t−1
0
t
1
2
(t− s) 12 e
−is
(∫
R
α(x)
(
e−isv(s, x)
)(
e+isv¯(s, x)
)
dx
)
ds
+
∫ t−1
0
t
1
2
(t− s) 12 e
−3is
(∫
R
α(x)
(
e+isv¯(s, x)
)2
dx
)
ds
≡ I + II + III.
Then we exploit the oscillations in each term and integrate by parts in time. For the term I we find that
I = −it 12 e+i(t−1)
∫
R
α(x)
(
e−i(t−1)v(t− 1, x))2 dx
+ i
∫
R
α(x)v(0, x)2 dx
+
i
2
∫ t−1
0
t
1
2
(t− s) 32 e
+is
(∫
R
α(x)
(
e−isv(s, x)
)2
dx
)
ds
+ 2i
∫ t−1
0
t
1
2
(t− s) 12 e
+is
(∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dx
)
ds
≡ I(a) + I(b) + I(c) + I(d).
It is clear that the term I(b) contributes to the leading order behavior of I. Using the local decay estimates
for v(t) from Proposition 3.1 we obtain
|I(a)| . t
1
2 ‖〈x〉4α(x)‖L∞x
∥∥〈x〉−2v(t− 1)∥∥2
L2x
.
ε2
〈t〉 12
and
|I(c)| . t
1
2
∫ t−1
0
1
(t− s) 32 ‖〈x〉
4α(x)
∥∥
L∞x
∥∥〈x〉−2v(s, x)∥∥2
L2x
ds . t
1
2
∫ t−1
0
1
(t− s) 32
ε2
〈s〉 ds .
ε2
〈t〉 12 .
Then we rewrite the last term I(d) as
I(d) = 2i
∫ t−1
0
t
1
2
(t− s) 12 e
+is
(∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dx
)
ds
= 2i
∫ ∞
0
e+is
∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dxds
− 2i
∫ ∞
t
2
e+is
∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dxds
+ 2i
∫ t−1
t
2
t
1
2
(t− s) 12 e
+is
∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dxds
+ 2i
∫ t
2
0
(
t
1
2
(t− s) 12 − 1
)
e+is
∫
R
α(x)∂s
(
e−isu+(s, x)
)(
e−isu+(s, x)
)
dxds
≡ I(1)(d) + I
(2)
(d) + I
(3)
(d) + I
(4)
(d) .
17
Using the local decay estimates from Proposition 3.1 it is easy to see that the improper integral I
(1)
(d) converges
and contributes to the leading order behavior of the term I, while the other terms I
(2)
(d) , I
(3)
(d) , and I
(4)
(d) can be
seen to be of order O(ε2〈t〉− 12 ). Indeed, we have
∣∣I(1)(d) ∣∣ . ∫ ∞
0
‖〈x〉5α(x)‖L∞x
∥∥〈x〉−3∂s(e−isv(s))∥∥L2x∥∥〈x〉−2v(s)∥∥L2x ds .
∫ ∞
0
ε2
〈s〉 32 ds . ε
2
and ∣∣I(2)(d) ∣∣ . ∫ ∞
t
2
‖〈x〉5α(x)‖L∞x
∥∥〈x〉−2∂s(e−isv(s))∥∥L2x∥∥〈x〉−2v(s)∥∥L2x ds .
∫ ∞
t
2
ε2
〈s〉 32 ds .
ε2
〈t〉 12 .
Similarly, we find that
∣∣I(3)(d) ∣∣ . ∫ t−1
t
2
t
1
2
(t− s) 12
ε2
〈s〉 32 ds .
ε2
〈t〉 12
and
∣∣I(4)(d) ∣∣ . ∫ t2
0
s
(t− s) 12 (t 12 + (t− s) 12 )
ε2
〈s〉 32 ds .
ε2
〈t〉 12 .
Hence, we have found that the leading order behavior of the term I is given by
I = i
∫
R
α(x)v(0, x)2 dx+ 2i
∫ ∞
0
e+is
(∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dx
)
ds+O
(
ε2
〈t〉 12
)
.
In an analogous manner, we compute that the leading order behaviors of the terms II and III are given by
II = −2i
∫
R
α(x)|v(0, x)|2 dx− 2i
∫ ∞
0
e−is
(∫
R
α(x)∂s
((
e−isv(s, x)
)(
e+isv¯(s, x)
))
dx
)
ds+O
(
ε2
〈t〉 12
)
and
III = − i
3
∫
R
α(x)v¯(0, x)2 dx− 2i
3
∫ ∞
0
e−3is
(∫
R
α(x)∂s
(
e+isv¯(s, x)
)(
e+isv¯(s, x)
)
dx
)
ds+O
(
ε2
〈t〉 12
)
.
Putting things together, we conclude that the asymptotic behavior of v(t, 0) is
v(t, 0) =
1
t
1
2
ei
π
4 eita0 +O
(
ε
〈t〉1−
)
, t ≥ 1,
where the amplitude a0 is given by
a0 = vˆ0(0) +
1√
2π
(
1
2
∫
R
α(x)v(0, x)2 dx−
∫
R
α(x)|v(0, x)|2 dx− 1
6
∫
R
α(x)v¯(0, x)2 dx
)
+
1√
2π
(∫ ∞
0
e+is
∫
R
α(x)∂s
(
e−isv(s, x)
)(
e−isv(s, x)
)
dxds
−
∫ ∞
0
e−is
∫
R
α(x)∂s
((
e−isv(s, x)
)(
e+isv¯(s, x)
))
dxds
− 1
3
∫ ∞
0
e−3is
∫
R
α(x)∂s
(
e+isv¯(s, x)
)(
e+isv¯(s, x)
)
dxds
)
.
(3.16)
This finishes the proof of Proposition 3.2. 
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3.3. Proof of Theorem 1.1. In this subsection we give the proof of Theorem 1.1. We begin by deriving
the decay estimate (1.10) for the solution v(t) to (1.9). Using the standard dispersive decay estimate (2.8)
for the Klein-Gordon propagator as well as the local decay estimates for v(t) established in Proposition 3.1,
we obtain from the Duhamel representation of v(t) that
‖v(t)‖L∞x .
‖〈∇〉2v0‖L1x
〈t〉 12 +
∫ t
0
1
〈t− s〉 12
∥∥〈∇〉(α(·)u(s)2)∥∥
L1x
ds
.
‖〈x〉v0‖H2x
〈t〉 12 +
∫ t
0
1
〈t− s〉 12
(∥∥〈x〉−2v(s)∥∥2
L2x
+
∥∥〈x〉−2∂xv(s)∥∥L2x∥∥〈x〉−2v(s)∥∥L2x)ds
.
ε
〈t〉 12 +
∫ t
0
1
〈t− s〉 12
ε2
〈s〉 ds
.
log(1 + 〈t〉)
〈t〉 12 ε.
Next we study the long-time behavior of the solution v(t) in more detail. We note that by time-reversal
symmetry it suffices to consider times t > 0. By Proposition 3.2 the asymptotics of v(t) at the origin x = 0
are given by
v(t, 0) =
1
t
1
2
ei
π
4 eita0 + r(t), t ≥ 1,
where a0 ∈ C with |a0| . ε and |r(t)| . εt−(1−). Hence, we may write
u(t, 0)2 =
(
v(t, 0) + v¯(t, 0)
)2
=
1
t
ei
π
2 e2ita20 +
2
t
|a0|2 + 1
t
e−i
π
2 e−2ita¯20 + r˜(t)
for some remainder term r˜(t) satisfying |r˜(t)| . ε2t−( 32−). Inserting this expansion into the Duhamel formula
for v(t), we obtain for times t ≥ 1 that
v(t) = eit〈∇〉v0 +
1
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(α(·)u(s)2)ds
= eit〈∇〉v0 +
1
2i
∫ 1
0
ei(t−s)〈∇〉〈∇〉−1(α(·)u(s)2)ds+ 1
2i
∫ t
1
ei(t−s)〈∇〉〈∇〉−1
(
α(·)(u(s)2 − u(s, 0)2))ds
+
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)e2is
s
ds− i|a0|2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)1
s
ds
− a¯
2
0
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)e−2is
s
ds+
1
2i
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)r˜(s) ds.
We find below that the modified scattering behavior of v(t) is caused by the component
vmod(t) :=
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α)e2is
s
ds.
All other components of v(t) turn out to behave asymptotically like linear Klein-Gordon waves. Correspond-
ingly, we set
vfree(t) := v(t)− vmod(t).
Decay and asymptotics of vfree(t): We denote the profile of v(t) by g(t) = e
−it〈∇〉v(t). In what follows, we
establish that
sup
t≥0
∥∥〈ξ〉 32 gˆ(t, ξ)∥∥
L∞
ξ
. ε (3.17)
and that there exists V̂ ∈ L∞ such that∥∥V̂ (ξ)− 〈ξ〉 32 gˆ(t, ξ)∥∥
L∞
.
ε2
〈t〉 12− , t ≥ 1. (3.18)
Moreover, we show that
sup
t≥0
〈t〉−(0+)∥∥〈x〉g(t)∥∥
H2x
. ε. (3.19)
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Then the asymptotics (1.12) of vfree(t) asserted in Theorem 1.1 are a standard consequence of (3.17)–(3.19)
and Lemma 2.2. Before we turn to the proofs of (3.17)–(3.19) we record that the Fourier transform gˆ(t, ξ)
of the profile g(t) is given by
gˆ(t, ξ) = vˆ0(ξ) +
1
2i
∫ 1
0
e−is〈ξ〉〈ξ〉−1F[α(·)u(s)2](ξ) ds+ 1
2i
∫ t
1
e−is〈ξ〉〈ξ〉−1F
[
α(·)(u(s)2 − u(s, 0)2)](ξ) ds
− i|a0|2
∫ t
1
e−is〈ξ〉〈ξ〉−1α̂(ξ)1
s
ds− a¯
2
0
2
∫ t
1
e−is〈ξ〉〈ξ〉−1α̂(ξ)e
−2is
s
ds+
1
2i
∫ t
1
e−is〈ξ〉〈ξ〉−1α̂(ξ)r˜(s) ds
≡ vˆ0(ξ) + gˆ1(t, ξ) + . . .+ gˆ5(t, ξ).
The phases in gˆ3(t, ξ) and in gˆ4(t, ξ) are non-stationary in s so that we can recast these terms into a better
form by integrating by parts
gˆ3(t, ξ) = |a0|2e−it〈ξ〉〈ξ〉−2α̂(ξ)1
t
− |a0|2e−i〈ξ〉〈ξ〉−2α̂(ξ) + |a0|2
∫ t
1
e−is〈ξ〉〈ξ〉−2α̂(ξ) 1
s2
ds, (3.20)
gˆ4(t, ξ) =
a¯20
2i
e−it(2+〈ξ〉)(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ)1
t
− a¯
2
0
2i
e−i(2+〈ξ〉)(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ) (3.21)
− a¯
2
0
2i
∫ t
1
e−is(2+〈ξ〉)(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ) 1
s2
ds.
Proofs of (3.17) and (3.18). The bound (3.17) follows by direct computation for each component gˆ(t, ξ). It
is clear for vˆ0(ξ). Then to estimate the components gˆ1(t, ξ) and gˆ2(t, ξ) we rely on the local decay bounds
from Proposition 3.1. In particular, we note that the integrand in gˆ2(t, ξ) is integrable since we have∥∥〈ξ〉 12F[α(·)(u(s)2 − u(s, 0)2)](ξ)∥∥
L∞
ξ
.
∥∥〈ξ〉 12F[α(·)(u(s)2 − u(s, 0)2)](ξ)∥∥
H1
ξ
.
∥∥〈x〉α(x)(u(s)2 − u(s, 0)2)∥∥
H1x
.
∥∥〈x〉6α(x)∥∥
H1x
∥∥〈x〉−2∂xv(s)∥∥L2x∥∥〈x〉−2v(s)∥∥H1x
.
ε2
〈s〉 32 .
The bounds for gˆ3(t, ξ) and gˆ4(t, ξ) follow directly using (3.20) and (3.21), while the bound for gˆ5(t, ξ) is
straightforward since r˜(s) is integrable. In fact, we obtain for any t1 ≥ t2 ≥ 1 that∥∥〈ξ〉 32 gˆ(t1, ξ)− 〈ξ〉 32 gˆ(t2, ξ)∥∥L∞
ξ
.
ε2
t
1
2−
2
.
Thus,
{〈ξ〉 32 gˆ(t, ξ)}
t≥1 is a Cauchy sequence in L
∞, which implies the existence of a limit profile V̂ ∈ L∞
satisfying (3.18). 
Proof of (3.19). We establish the estimate separately for each component of the profile g(t). It is clear for
v0. Noting that ‖〈x〉gj(t)‖H2x . ‖〈ξ〉2gˆj(t)‖H1ξ and using (3.20)–(3.21), it is a straightforward computation
to obtain for j = 1, 3, 4 that ‖〈x〉gj(t)‖H2x . ε2 uniformly for all t ≥ 0. The growth estimates for g2(t) and
g5(t) have to be done more carefully. We present the details for g2(t). Let v2(t) = e
it〈∇〉g2(t). Then it holds
that
‖〈x〉g2(t)‖H2x . ‖v2(t)‖H2x + ‖〈∇〉Lv2(t)‖L2x .
It is easy to see that ‖v2(t)‖H2x . ε2 uniformly for all t ≥ 0. To bound the growth of the second term on the
right-hand side we show below the auxiliary estimate
sup
t≥0
〈t〉 12 ∥∥〈x〉−2〈∇〉Lv2(t)∥∥L2x . ε2. (3.22)
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Then, using the energy estimate (2.2) and the local decay bounds from Proposition 3.1, we obtain
∥∥〈∇〉Lv2(t)∥∥2L2x .
∫ t
1
∥∥〈∇〉L(∂t − i〈∇〉)v2(s) 〈∇〉Lv2(s)∥∥L1x ds
.
∫ t
1
〈s〉∥∥〈x〉7α(x)∥∥
H1x
∥∥〈x〉−2∂xv(s)∥∥L2x∥∥〈x〉−2v(s)∥∥H1x∥∥〈x〉−2〈∇〉Lv2(s)∥∥L2x ds
.
∫ t
1
ε2
〈s〉 ds
. ε2 log(t).
Hence, we arrive at the desired growth bound
sup
t≥0
〈t〉−(0+)‖〈x〉g2(t)‖H2x . ε2. (3.23)
It remains to prove (3.22). Using the local decay estimates for the Klein-Gordon propagator from Lemma 2.5
and the local decay bounds for v(t) from Proposition 3.1, we obtain from the Duhamel formula for v2(t) that∥∥〈x〉−2〈∇〉Lv2(t)∥∥L2x . ∥∥〈x〉−1〈∇〉2v2(t)∥∥L2x + t∥∥〈x〉−2〈∇〉∂xv2(t)∥∥L2x
.
∫ t
1
∥∥〈x〉−1ei(t−s)〈∇〉〈x〉−1∥∥
L2x→L2x
∥∥〈x〉α(x)(u(s)2 − u(s, 0)2)∥∥
H1x
ds
+ t
∫ t
1
∥∥∥〈x〉−2 ∂x〈∇〉ei(t−s)〈∇〉〈x〉−2∥∥∥L2x→L2x∥∥〈x〉2α(x)(u(s)2 − u(s, 0)2)∥∥H1x ds
.
∫ t
1
1
〈t− s〉 12
ε2
〈s〉 32 ds+ t
∫ t
1
1
〈t− s〉 32
ε2
〈s〉 32 ds
.
ε2
〈t〉 12 .
Finally, we remark that the growth bound (3.23) can be derived for g5(t) in an analogous manner. It is
at this point that the strong decay of the remainder term |r˜(t)| . ε2t−( 32−) is needed. 
Decay and asymptotics of vmod(t): The modified scattering behavior of vmod(t) is only caused by the fre-
quencies of the variable coefficient α(x) near ξ = ±√3. We therefore decompose α̂(ξ) into
α̂(ξ) = α̂+(ξ) + α̂−(ξ) + α̂nr(ξ)
with
α̂±(ξ) = ϕ(ξ ∓
√
3)α̂(ξ).
Here, ϕ(ξ) is a smooth bump function such that ϕ(ξ) = 1 in a small neighborhood around ξ = 0 and such
that
ϕ(ξ) = 0 for |ξ| ≥ δ˜ (3.24)
for some small δ˜ = δ˜(δ) > 0, whose size will be specified further below. Correspondingly, we define
vmod,±(t) :=
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1α±
)e2is
s
ds, (3.25)
vmod,nr(t) :=
a20
2
∫ t
1
(
ei(t−s)〈∇〉〈∇〉−1αnr
)e2is
s
ds. (3.26)
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Decay of vmod,nr(t): Since α̂nr(±
√
3) = 0, we can integrate by parts in time s in the Duhamel integral for
vmod,nr(t). Then using the standard dispersive decay estimate (2.8), we obtain uniformly for all t ≥ 1 that
‖vmod,nr(t)‖L∞x .
ε2
t
1
2
∥∥(2 − 〈∇〉)−1〈∇〉αnr∥∥L1x + ε2t ∥∥(2− 〈∇〉)−1〈∇〉−1αnr∥∥L∞x
+ ε2
∫ t
1
1
〈t− s〉 12
∥∥(2− 〈∇〉)−1〈∇〉αnr∥∥L1x 1s2 ds
.δ
ε2
t
1
2
.
Decay of vmod,±(t) away from a small conic neighborhood of x = ±
√
3
2 t: We can infer time decay of vmod,±(t)
away from a small conic neighborhood of the rays x = ±
√
3
2 t just by integrating by parts in the frequency
variable. Indeed, writing vmod,±(t) as the (non-standard) double oscillatory integral
vmod,±(t, x) =
a20
2
√
2π
∫ t
1
∫
R
ei(xξ+(t−s)〈ξ〉+2s)〈ξ〉−1α̂±(ξ)1
s
dξ ds, (3.27)
we note that the phase
ψ(s, ξ; t, x) := xξ + (t− s)〈ξ〉+ 2s
satisfies
∂ξψ(s, ξ; t, x) = x+ (t− s) ξ〈ξ〉 , ∂
2
ξψ(s, ξ; t, x) =
t− s
〈ξ〉3 .
Then for any given small δ > 0, we may choose the constant δ˜ ≡ δ˜(δ) > 0 in the definition (3.24) of the
cut-off funtion ϕ above so small such that∣∣∣ ξ〈ξ〉 − (±
√
3
2
)∣∣∣ ≤ δ
2
whenever α̂±(ξ) = ϕ(ξ ∓
√
3)α̂(ξ) 6= 0.
Moreover, we have |∂2ξψ(s, ξ; t, x)| ≃ (t − s) on the support of α̂±(ξ). Now we distinguish two cases. If
|x| ≥ (√32 + δ)t, then on the support of α̂±(ξ) the phase satisfies
|∂ξψ| ≥ |x| − (t− s) |ξ|〈ξ〉 ≥
(√3
2
+ δ
)
t−
(√3
2
+
δ
2
)
(t− s) ≥ δ
2
t.
Integrating by parts N times in ξ, we obtain that∣∣vmod,±(t, x)∣∣ .δ,N ∫ t
1
1
tN
ε2
s
ds .δ,N
ε2
tN−
.
Instead, if 0 ≤ |x| ≤ (√32 − δ)t, we divide the time integration interval into two subintervals
[1, t] = [1, t1] ∪ [t1, t],
where
t1 :=
δ
2(
√
3 + δ)
t.
On the support of α̂±(ξ) the phase satisfies for 1 ≤ s ≤ t1 that
|∂ξψ| ≥ t |ξ|〈ξ〉 − |x| − s
|ξ|
〈ξ〉 ≥ t
(√3
2
− δ
2
)
− t
(√3
2
− δ
)
− δ
2(
√
3 + δ)
t
(√3
2
+
δ
2
)
=
δ
4
t
and integration by parts in ξ pays off. When s ≥ t1 we can just use the usual 〈t−s〉− 12 dispersive decay (2.8)
of ei(t−s)〈∇〉 and crudely bound 1
s
≤ 1
t1
.δ
1
t
. Overall, we obtain in the case 0 ≤ |x| ≤ (√32 − δ)t that
|vmod,±(t, x)| .δ
∫ t1
1
1
t
ε2
s
ds+
∫ t
t1
1
〈t− s〉 12
ε2
t
ds .δ
ε2
t1−
+
ε2
t
1
2
.δ
ε2
t
1
2
. (3.28)
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Asymptotics of vmod,±(t, x) along the rays x = ±
√
3
2 t: We provide the details for vmod,−(t, x) noting that
the treatment of vmod,+(t, x) proceeds analogously. First, we may restrict the time integration in the def-
inition (3.25) of vmod,−(t, x) to times 1 ≤ s ≤ t − 1 at the expense of picking up a remainder term of
order O(ε2t−1). Moreover, by Lemma 2.2 on the asymptotics of the Klein-Gordon propagator we have for
1 ≤ s ≤ t− 1 that(
ei(t−s)〈∇〉〈∇〉−1α−
)(
±
√
3
2
t
)
=
1
ρ(t− s,±
√
3
2 t)
1
2
ei
π
4 eiρ(t−s,±
√
3
2 t)α̂−
(
− ±
√
3
2 t
ρ(t− s,±
√
3
2 t)
)
θ
(
x
t− s
)
+
1
(t− s) 58 O
(‖〈x〉α−‖H2x),
(3.29)
where θ(z) = 1 for |z| < 1, θ(z) = 0 for |z| ≥ 1, and
ρ(t− s,±
√
3
2 t) =
(
(t− s)2 − 34 t2
) 1
2 = t2
(
1− 8 s
t
+ 4 s
2
t2
) 1
2 .
Inserting the asymptotics (3.29) into (3.25) gives
vmod,−
(
t,±
√
3
2
t
)
=
a20
2
∫ t−√32 t
1
1
ρ(t− s,±
√
3
2 t)
1
2
ei
π
4 eiρ(t−s,±
√
3
2 t)α̂−
(
− ±
√
3
2 t
ρ(t− s,±
√
3
2 t)
)
e2is
s
ds+O
( ε2
t
5
8−
)
.
Since α̂−(ξ) = 0 for ξ > 0, we have along the ray x = −
√
3
2 t that
vmod,−
(
t,−
√
3
2
t
)
= O
( ε2
t
5
8−
)
.
Moreover, due to the sharp localization of the frequency support of α̂−(ξ) around ξ = −
√
3, for t ≫ 1 the
time integration in the last identity for vmod,−(t,+
√
3
2 t) is in fact only over an interval 1 ≤ s ≤ ct for some
small constant 0 < c≪ 1. Thus, along the ray x = +
√
3
2 t it holds that
vmod,−
(
t,+
√
3
2
t
)
=
a20
2
∫ ct
1
1
ρ(t− s,
√
3
2 t)
1
2
ei
π
4 eiρ(t−s,
√
3
2 t)α̂−
(
−
√
3
2 t
ρ(t− s,
√
3
2 t)
)
e2is
s
ds+O
( ε2
t
5
8−
)
. (3.30)
In view of the approximate identities
−
√
3
2 t
ρ(t− s,
√
3
2 t)
= −
√
3 +O
(s
t
)
,
1
ρ(t− s,
√
3
2 t)
1
2
=
√
2
t
1
2
+O
( s
t
3
2
)
,
it follows that
vmod,−
(
t,+
√
3
2
t
)
=
a20√
2
ei
π
4 α̂(−
√
3)
1
t
1
2
∫ ct
1
ei(ρ(t−s,
√
3
2 t)+2s)
1
s
ds+O
( ε2
t
1
2
)
. (3.31)
At this point we observe that the phase
φ(s; t) := ρ
(
t− s,
√
3
2
t
)
+ 2s
is stationary at s = 0 and that its Taylor expansion about s = 0 is of the form
φ(s; t) =
t
2
+O
(s2
t
)
.
Thus, for 1 ≤ s≪ t 12 the phase φ(s; t) is essentially constant and the integrand in (3.31) is effectively mono-
tone, which causes the buildup of a log(t) factor. In order to arrive at a sharp formula for the asymptotics,
we split the time integration interval into the two subintervals 1 ≤ s ≤ 10−3t 12 and 10−3t 12 ≤ s ≤ ct. For
the interval 1 ≤ s ≤ 10−3t 12 we compute that∫ 10−3t 12
1
eiφ(s;t)
1
s
ds = ei
t
2
∫ 10−3t 12
1
1
s
ds+
∫ 10−3t 12
1
O
(s
t
)
ds =
ei
t
2
2
log(t) +O(1).
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Instead, on the interval 10−3t
1
2 ≤ s ≤ ct we integrate by parts. Using that there ∂sφ(s; t) = O
(
s
t
)
and
∂2sφ(s; t) = O
(
1
t
)
, we find∣∣∣∣∫ ct
10−3t
1
2
eiφ(s;t)
1
s
ds
∣∣∣∣ . ∫ ct
10−3t
1
2
t
s3
ds+
∣∣∣∣ ts2 ∣∣∣s=cts=10−3t 12
∣∣∣∣ . 1.
Putting things together, we obtain the asymptotics
vmod,−
(
t,+
√
3
2
t
)
=
a20√
8
ei
π
4 ei
t
2 α̂(−
√
3)
log(t)
t
1
2
+O
( ε2
t
1
2
)
, t≫ 1.
This finishes the proof of Theorem 1.1.
4. Non-Resonant Case
This section is devoted to the proof of Theorem 1.6, which establishes sharp decay estimates and asymp-
totics for small global solutions v(t) to
(∂t − i〈∇〉)v = 1
2i
〈∇〉−1(α(·)u2 + β0u3 + β(·)u3) on R1+1 (4.1)
in the non-resonant case
α̂(+
√
3) = 0 and α̂(−
√
3) = 0. (4.2)
Global existence of small regular solutions to (4.1) is well-known, see for instance [29]. Our goal is therefore
to derive global-in-time a priori bounds for small solutions to (4.1) that yield sharp decay estimates and
asymptotics. By time-reversal symmetry it suffices to only consider positive times. The main new difficulty
here is to deal with the variable coefficient quadratic nonlinearity on the right-hand side of (4.1). As explained
in Subsection 1.4, the potentially problematic contributions can only come from the part α(x)u(t, 0)2 of the
variable coefficient quadratic nonlinearity. To isolate that component, we rewrite (4.1) as
(∂t − i〈∇〉)v = 1
2i
(〈∇〉−1α)(·)u(t, 0)2 + 1
2i
〈∇〉−1
(
α(·)(u(t, ·)2 − u(t, 0)2))
+
β0
2i
〈∇〉−1(u3)+ 1
2i
〈∇〉−1(β(·)u3). (4.3)
Relying on the non-resonance assumption (4.2) we introduce a novel variable coefficient quadratic normal
form to transform this problematic component into more favorable terms that turn out to behave like “vari-
able coefficient cubic nonlinearities”. Then we can control their contributions using local decay estimates,
following the strategy from our previous work [49]. The constant coefficient cubic term on the right-hand
side of (4.1) causes a logarithmic phase correction in the asymptotics of the solution v(t) to (4.1), which
we capture by deriving an ODE for the profile f(t) := e−it〈∇〉v(t) in the spirit of the space-time resonances
method [16–18,22].
The main part of the proof of Theorem 1.6 consists in closing a bootstrap argument for sufficiently small
data for the quantity
N(T ) := sup
0≤t≤T
{
〈t〉 12 ‖v(t)‖L∞x + 〈t〉−δ
∥∥〈∇〉2v(t)∥∥
L2x
+ 〈t〉−δ∥∥〈∇〉Lv(t)∥∥
L2x
+ 〈t〉−1−δ‖xv(t)‖L2x +
∥∥〈ξ〉 32 fˆ(t, ξ)∥∥
L∞
ξ
}
,
(4.4)
where T > 0 and 0 < δ ≪ 1 is a sufficiently small absolute constant. Throughout this section we can
therefore work under the assumption that N(T ) ≤ 1, which simplifies the bookkeeping for some of the
nonlinear estimates.
4.1. Normal form transformation. Our first task is to transform the problematic first term on the right-
hand side of (4.3) into a better form. To this end we consider the equation satisfied by the Fourier transform
of the profile fˆ(t, ξ). From (4.1) it follows that
∂tfˆ(t, ξ) =
1
2i
e−it〈ξ〉〈ξ〉−1α̂(ξ)u(t, 0)2 + 1
2i
e−it〈ξ〉〈ξ〉−1F
[
α(·)(u(t, ·)2 − u(t, 0)2)](ξ)
+
β0
2i
e−it〈ξ〉〈ξ〉−1F[u(t)3](ξ) + 1
2i
e−it〈ξ〉〈ξ〉−1F[β(·)u(t)3](ξ). (4.5)
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Then we insert the decomposition of u(t, 0) into its “phase-filtered components”
u(t, 0) = v(t, 0) + v¯(t, 0) = e+it
(
e−itv(t, 0)
)
+ e−it
(
e+itv¯(t, 0)
)
,
into the first term on the right-hand side of (4.5) to find that
1
2i
e−it〈ξ〉〈ξ〉−1α̂(ξ)u(t, 0)2 = 1
2i
eit(2−〈ξ〉)〈ξ〉−1α̂(ξ)(e−itv(t, 0))2
+
1
i
e−it〈ξ〉〈ξ〉−1α̂(ξ)(e−itv(t, 0))(e+itv¯(t, 0))
+
1
2i
e−it(2+〈ξ〉)〈ξ〉−1α̂(ξ)e−2it(e+itv¯(t, 0))2.
(4.6)
Now we observe that thanks to the non-resonance assumption α̂(±√3) = 0, the symbol (2−〈ξ〉)−1α̂(ξ) does
not have a singularity, although 2 − 〈ξ〉 vanishes for ξ = ±√3. We can therefore pull out a time derivative
and rewrite (4.6) as
1
2i
e−it〈ξ〉〈ξ〉−1α̂(ξ)u(t, 0)2 = ∂t
(
−1
2
e−it〈ξ〉(2− 〈ξ〉)−1〈ξ〉−1α̂(ξ)e2it(e−itv(t, 0))2)
+ e−it〈ξ〉(2 − 〈ξ〉)−1〈ξ〉−1α̂(ξ)e2it∂t
(
e−itv(t, 0)
)(
e−itv(t, 0)
)
+ ∂t
(
e−it〈ξ〉〈ξ〉−2α̂(ξ)(e−itv(t, 0))(e+itv¯(t, 0)))
− 2e−it〈ξ〉〈ξ〉−2α̂(ξ)Re
(
∂t
(
e−itv(t, 0)
)(
e+itv¯(t, 0)
))
+ ∂t
(
1
2
e−it〈ξ〉(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ)e−2it(e+itv¯(t, 0)))
− 1
2
e−it〈ξ〉(2 + 〈ξ〉)−1〈ξ〉−1α̂(ξ)e−2it∂t
(
e+itv¯(t, 0)
)(
e+itv¯(t, 0)
)
.
(4.7)
Next, we introduce short-hand notations for the smooth and decaying coefficients that emerge on the right-
hand side of (4.7)
α1(x) :=
1
2
F−1[(2− 〈ξ〉)−1〈ξ〉−1α̂](x),
α2(x) := −F−1
[〈ξ〉−2α̂](x),
α3(x) := −1
2
F−1[(2 + 〈ξ〉)−1〈ξ〉−1α̂](x).
(4.8)
Inserting (4.7) and (4.8) back into (4.5) we arrive at
∂t
(
fˆ(t, ξ) + e−it〈ξ〉
(
α̂1(ξ)v(t, 0)
2 + α̂2(ξ)|v(t, 0)|2 + α̂3(ξ)v¯(t, 0)2
))
= 2e−it〈ξ〉α̂1(ξ)e2it∂t
(
e−itv(t, 0)
)(
e−itv(t, 0)
)
+ 2e−it〈ξ〉α̂2(ξ)Re
(
∂t
(
e−itv(t, 0)
)(
e+itv¯(t, 0)
))
+ 2e−it〈ξ〉α̂3(ξ)e−2it∂t
(
e+itv¯(t, 0)
)(
e+itv¯(t, 0)
)
+
1
2i
e−it〈ξ〉〈ξ〉−1F
[
α(·)(u(t, ·)2 − u(t, 0)2)](ξ)
+
β0
2i
e−it〈ξ〉〈ξ〉−1F[u(t)3](ξ) + 1
2i
e−it〈ξ〉〈ξ〉−1F[β(·)u(t)3](ξ).
(4.9)
Hence, upon introducing the variable coefficient quadratic normal form
Q := α1(x)v(t, 0)2 + α2(x)|v(t, 0)|2 + α3(x)v¯(t, 0)2,
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it follows that the equation (4.1) for v(t) takes on the form
(∂t − i〈∇〉)(v +Q) = 2α1(x)e2it∂t
(
e−itv(t, 0)
)(
e−itv(t, 0)
)
+ 2α2(x)Re
(
∂t
(
e−itv(t, 0)
)(
e+itv¯(t, 0)
))
+ 2α3(x)e
−2it∂t
(
e+itv¯(t, 0)
)(
e+itv¯(t, 0)
)
+
1
2i
〈∇〉−1
(
α(·)(u(t, ·)2 − u(t, 0)2))
+
1
2i
〈∇〉−1(β(·)u3)+ β0
2i
〈∇〉−1(u3).
(4.10)
Integrating (4.10) in time, we also obtain that Duhamel’s formula for v(t) can be rewritten as
v(t) = eit〈∇〉
(
v0 + α1v(0, 0)
2 + α2|v(0, 0)|2 + α3v¯(0, 0)2
)
− α1(x)v(t, 0)2 − α2(x)|v(t, 0)|2 − α3(x)v¯(t, 0)2
+ 2
∫ t
0
(
ei(t−s)〈∇〉α1
)
e2is∂s
(
e−isv(s, 0)
)(
e−isv(s, 0)
)
ds
+ 2
∫ t
0
(
ei(t−s)〈∇〉α2
)
Re
(
∂s
(
e−isv(s, 0)
)(
e+isv¯(s, 0)
))
ds
+ 2
∫ t
0
(
ei(t−s)〈∇〉α3
)
e−2is∂s
(
e+isv¯(s, 0)
)(
e+isv¯(s, 0)
)
ds
+
1
2i
∫ t
0
e+i(t−s)〈∇〉〈∇〉−1
(
α(·)(u(s, ·)2 − u(s, 0)2)) ds
+
1
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(β(·)u(s, ·)3) ds
+
β0
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(u(s, ·)3)ds.
(4.11)
The equation (4.11) will be convenient for deriving energy estimates in the next subsection. For ease
of notation in the remainder of this section, we denote the constant coefficient cubic term in Duhamel’s
formula (4.11) for v(t) by
C(t) := β0
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(u(s, ·)3) ds.
Moreover, we introduce the following short-hand notations for the variable coefficient nonlinear terms
in (4.11), which should all be thought of as “variable coefficient cubic terms”,
V1(t) := 2
∫ t
0
(
ei(t−s)〈∇〉α1
)
e2is∂s
(
e−isv(s, 0)
)(
e−isv(s, 0)
)
ds,
V2(t) := 2
∫ t
0
(
ei(t−s)〈∇〉α2
)
Re
(
∂s
(
e−isv(s, 0)
)(
e+isv¯(s, 0)
))
ds,
V3(t) := 2
∫ t
0
(
ei(t−s)〈∇〉α3
)
e−2is∂s
(
e+isv¯(s, 0)
)(
e+isv¯(s, 0)
)
ds,
V4(t) := 1
2i
∫ t
0
e+i(t−s)〈∇〉〈∇〉−1
(
α(·)(u(s, ·)2 − u(s, 0)2)) ds,
V5(t) := 1
2i
∫ t
0
ei(t−s)〈∇〉〈∇〉−1(β(·)u(s, ·)3)ds.
4.2. Energy estimates. In this subsection we establish the main energy estimates for the proof of Theo-
rem 1.6. Without explicitly mentioning this, we will frequently use the commutator identities (2.1).
4.2.1. Preparatory lemmas. We begin with a crucial improved decay estimate for ∂t(e
−itv(t, 0)) thanks to
which the nonlinear terms V1(t),V2(t),V3(t) produced by the variable coefficient quadratic normal form Q
can be considered as “variable coefficient cubic terms”.
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Lemma 4.1 (Key improved decay). Let v(t) be the solution to (1.17). Then we have uniformly for all
0 ≤ t ≤ T that ∣∣∂t(e−itv(t, 0))∣∣ . N(T )〈t〉1−δ . (4.12)
Proof. First, we compute that
∂t
(
e−itv(t, 0)
)
= −ie−itv(t, 0) + e−it(∂tv)(t, 0)
= ie−it
(
(−1 + 〈∇〉)v)(t, 0) + e−it((∂t − i〈∇〉)v)(t, 0).
Correspondingly, we have∣∣∂t(e−itv(t, 0))∣∣ ≤ ∣∣((−1 + 〈∇〉)v)(t, 0)∣∣+ ∣∣((∂t − i〈∇〉)v)(t, 0)∣∣. (4.13)
The first term on the right-hand side of (4.13) can be written on the Fourier side as(
(−1 + 〈∇〉)v)(t, 0) = 1√
2π
∫
R
(−1 + 〈ξ〉)vˆ(t, ξ) dξ = 1√
2π
∫
R
(−1 + 〈ξ〉)eit〈ξ〉e−it〈ξ〉vˆ(t, ξ) dξ.
Using that (−1 + 〈ξ〉) = O(ξ2) for |ξ| ≪ 1, we can integrate by parts in ξ to find for any t > 0 that
√
2π
(
(−1 + 〈∇〉)v)(t, 0)
=
∫
R
(−1 + 〈ξ〉) 1
it
〈ξ〉
ξ
∂ξ
(
eit〈ξ〉
)
e−it〈ξ〉vˆ(t, ξ) dξ
= − 1
it
∫
R
eit〈ξ〉
(
∂ξ
(
(−1 + 〈ξ〉)〈ξ〉
ξ
)
︸ ︷︷ ︸
O(1)
e−it〈ξ〉vˆ(t, ξ) +
(
(−1 + 〈ξ〉)
ξ〈ξ〉
)
︸ ︷︷ ︸
O(〈ξ〉−1)
〈ξ〉2∂ξ
(
e−it〈ξ〉vˆ(t, ξ)
))
dξ.
Thus, upon recalling that e−it〈∇〉(Lv)(t) = F−1[〈ξ〉i∂ξ(e−it〈ξ〉vˆ(t, ξ))], we obtain by Cauchy-Schwarz for any
time 0 < t ≤ T that∣∣((−1 + 〈∇〉)v)(t, 0)∣∣ . 1
t
(∥∥〈ξ〉−1∥∥
L2
ξ
∥∥〈ξ〉vˆ(t, ξ)∥∥
L2
ξ
+
∥∥〈ξ〉−1∥∥
L2
ξ
∥∥〈ξ〉2∂ξ(e−it〈ξ〉vˆ(t, ξ))∥∥L2
ξ
)
.
1
t
(∥∥〈∇〉v(t)∥∥
L2x
+
∥∥〈∇〉Lv(t)∥∥
L2x
)
.
1
t
N(T )〈t〉+δ.
For short times 0 ≤ t ≤ 1 we have ∣∣((−1 + 〈∇〉)v)(t, 0)∣∣ . ‖v(t)‖H2x just by Sobolev embedding so that
overall we get uniformly for all times 0 ≤ t ≤ T that∣∣((−1 + 〈∇〉)v)(t, 0)∣∣ . N(T )〈t〉1−δ .
For the second term on the right-hand side of (4.13) we easily obtain from the equation (1.17) for v(t) that∣∣((∂t − i〈∇〉)v)(t, 0)∣∣ . ∥∥〈∇〉−1(α(·)u(t)2)∥∥L∞x + ∥∥〈∇〉−1(u3)∥∥L∞x + ∥∥〈∇〉−1(β(·)u(t)3)∥∥L∞x
. ‖u(t)‖2L∞x + ‖u(t)‖
3
L∞x
.
N(T )2
〈t〉 .
This finishes the proof of Lemma 4.1. 
In the next lemma we establish some auxiliary energy estimates that are needed for the proof of one of
the main energy estimates in Proposition 4.7 further below.
Lemma 4.2 (Auxiliary bounds). Let v(t) be the solution to (1.17). Then we have uniformly for all 0 ≤ t ≤ T
that ∥∥∂tv(t)∥∥L2x . N(T )〈t〉+δ, (4.14)∥∥Zv(t)∥∥
L2x
. N(T )〈t〉+δ. (4.15)
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Proof. The estimate (4.14) follows readily from the original first-order equation (1.17) satisfied by v(t)
‖(∂tv)(t)‖L2x . ‖(〈∇〉v)(t)‖L2x +
∥∥α(x)u(t)2∥∥
L2x
+
∥∥β0u(t)3∥∥L2x + ∥∥β(x)u(t)3∥∥L2x
. ‖(〈∇〉v)(t)‖L2x + ‖α(x)‖L2x‖v(t)‖2L∞x + ‖v(t)‖L2x‖v(t)‖
2
L∞x
+ ‖β(x)‖L2x‖v(t)‖3L∞x
. N(T )〈t〉+δ.
To establish the bound (4.15), we first use the identity Z = iL+ i〈∇〉−1∂x + x(∂t − i〈∇〉) to find that
‖(Zv)(t)‖L2x . ‖(Lv)(t)‖L2x + ‖v(t)‖L2x +
∥∥x(∂t − i〈∇〉)v(t)∥∥L2x . N(T )〈t〉+δ + ∥∥x(∂t − i〈∇〉)v(t)∥∥L2x .
From the equation (1.17) for v(t) we then obtain that∥∥x(∂t − i〈∇〉)v(t)∥∥L2x . ∥∥x〈∇〉−1(α(·)u(t)2 + β0u(t)3 + β(·)u(t)3)∥∥L2x
.
∥∥〈x〉(α(x)u(t)2 + β0u(t)3 + β(x)u(t)3)∥∥L2x
. ‖〈x〉α(x)‖L2x‖v(t)‖2L∞x +
(‖v(t)‖L2x + ‖xv(t)‖L2x)‖v(t)‖2L∞x + ‖〈x〉β(x)‖L2x‖v(t)‖3L∞x
.
N(T )2
〈t〉 +N(T )〈t〉
1+δN(T )
2
〈t〉 +
N(T )3
〈t〉 32
. N(T )2〈t〉+δ.
Hence,
‖(Zv)(t)‖L2x . N(T )2〈t〉+δ.

We repeatedly exploit that spatial derivatives of the solution to (1.17) have stronger local decay that is
quantified in the following lemma.
Lemma 4.3 (Improved local decay of spatial derivatives). Let κ(x) be a smooth and sufficiently decaying
variable coefficient and let v(t) be the solution to (1.17). Then we have uniformly for all 0 ≤ t ≤ T that∥∥κ(x)(∂xu)(t)∥∥L2x . ∥∥〈x〉κ(x)∥∥L∞x N(T )〈t〉1−δ , (4.16)∥∥∥κ(x)(u(t, x)2 − u(t, 0)2)∥∥∥
L2x
.
∥∥〈x〉2κ(x)∥∥
L∞x
N(T )2
〈t〉 32−δ . (4.17)
Proof. We start with the proof of (4.16). For times 0 ≤ t ≤ 1 we just bound∥∥κ(x)(∂xu)(t)∥∥L2x . ‖κ(x)‖L∞x ‖∂xv(t)‖L2x . ‖κ(x)‖L∞x N(T )〈t〉+δ.
For t ≥ 1 we first observe that
κ(x)(∂xv)(t) =
1
(−it)κ(x) (−it)(∂xv)(t)
=
1
(−it)κ(x)
(−〈∇〉x+ L)v(t)
=
1
(−it)κ(x)
(−x〈∇〉+ 〈∇〉−1∂x + L)v(t)
= − 1
(−it)xκ(x)(∂xv)(t) +
1
(−it)κ(x)(〈∇〉
−1∂xv)(t) +
1
(−it)κ(x)(Lv)(t)
(4.18)
and thus∥∥κ(x)(∂xv)(t)∥∥L2x . 1t ‖xκ(x)‖L∞x ‖(〈∇〉v)(t)‖L2x + 1t ‖κ(x)‖L∞x ‖v(t)‖L2x + 1t ‖κ(x)‖L∞x ‖(Lv)(t)‖L2x
.
1
t
∥∥〈x〉κ(x)∥∥
L∞x
(‖(〈∇〉v)(t)‖L2x + ‖(Lv)(t)‖L2x).
Hence, for t ≥ 1 we have∥∥κ(x)(∂xu)(t)∥∥L2x . ∥∥κ(x)(∂xv)(t)∥∥L2x . 1t ∥∥〈x〉κ(x)∥∥L∞x N(T )〈t〉+δ.
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Putting things together, we obtain uniformly for all t ≥ 0 that∥∥κ(x)(∂xu)(t)∥∥L2x . ‖〈x〉κ(x)‖L∞x N(T )〈t〉1−δ .
Next, we give the proof of (4.17). For times 0 ≤ t ≤ 1 we just bound
∥∥κ(x)(u(t, x)2 − u(t, 0)2)∥∥
L2x
. ‖κ(x)‖L2x‖v(t)‖2L∞x .
N(T )2
〈t〉 . (4.19)
For t ≥ 1 we first observe that by the fundamental theorem of calculus we have
κ(x)
(
u(t, x)2 − u(t, 0)2) = κ(x)(u(t, x)− u(t, 0))(u(t, x) + u(t, 0))
= xκ(x)
(∫ 1
0
(∂xu)(t, ηx) dη
)(
u(t, x) + u(t, 0)
)
.
Then in view of (4.18) we may write
xκ(x)
(∫ 1
0
(∂xv)(t, ηx) dη
)
= − 1
(−it)x
2κ(x)
(∫ 1
0
η(∂xv)(t, ηx) dη
)
+
1
(−it)κ(x)
(∫ 1
0
(〈∇〉−1∂xv)(t, ηx) dη
)
+
1
(−it)κ(x)
(∫ 1
0
(Lv)(t, ηx) dη
)
and therefore bound∥∥∥∥xκ(x)(∫ 1
0
(∂xv)(t, ηx) dη
)∥∥∥∥
L2x
.
1
t
∥∥〈x〉2κ(x)∥∥
L∞x
(∫ 1
0
η‖(∂xv)(t, η·)‖L2x dη +
∫ 1
0
‖v(t, η·)‖L2x dη +
∫ 1
0
‖(Lv)(t, η·)‖L2x dη
)
.
1
t
∥∥〈x〉2κ(x)∥∥
L∞x
(∫ 1
0
η
1
2 ‖(∂xv)(t)‖L2x dη +
∫ 1
0
η−
1
2 ‖v(t)‖L2x dη +
∫ 1
0
η−
1
2 ‖Lv(t)‖L2x dη
)
.
1
t
∥∥〈x〉2κ(x)∥∥
L∞x
(
‖∂xv(t)‖L2x + ‖v(t)‖L2x + ‖Lv(t)‖L2x
)
.
Hence, for t ≥ 1 we find∥∥∥κ(x)(u(t, x)2 − u(t, 0)2)∥∥∥
L2x
.
∥∥∥∥xκ(x)(∫ 1
0
(∂xu)(t, ηx) dη
)(
u(t, x) + u(t, 0)
)∥∥∥∥
L2x
.
∥∥∥∥xκ(x)(∫ 1
0
(∂xv)(t, η ·) dη
)∥∥∥∥
L2x
‖v(t)‖L∞x
.
1
t
∥∥〈x〉2κ(x)∥∥
L∞x
(
‖∂xv(t)‖L2x + ‖v(t)‖L2x + ‖Lv(t)‖L2x
)
‖v(t)‖L∞x
.
1
t
∥∥〈x〉2κ(x)∥∥
L∞x
N(T )〈t〉+δN(T )〈t〉 12 .
Putting things together we arrive at the desired estimate∥∥∥κ(x)(u(t, x)2 − u(t, 0)2)∥∥∥
L2x
≤ ∥∥〈x〉2κ(x)∥∥
L∞x
N(T )2
〈t〉 32−δ . (4.20)

Finally, the derivation of a slow growth estimate for the energy of 〈∇〉Lv(t) in Proposition 4.7 below relies
on the following local decay bounds for 〈∇〉LVℓ(t), ℓ = 1, . . . , 5.
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Lemma 4.4 (Local decay bounds). Let v(t) be the solution to (1.17). Then we have uniformly for all
0 ≤ t ≤ T that ∥∥〈x〉−2〈∇〉LVℓ(t)∥∥L2x . N(T )2〈t〉 12−δ for ℓ = 1, . . . , 4,∥∥〈x〉−2〈∇〉LV5(t)∥∥L2x . N(T )3〈t〉 12 ,
Proof. We start off by observing that for ℓ = 1, . . . , 5 we have∥∥〈x〉−2〈∇〉LVℓ(t)∥∥L2x . ∥∥〈x〉−1〈∇〉2Vℓ(t)∥∥L2x + t∥∥〈x〉−2〈∇〉∂xVℓ(t)∥∥L2x .
Then we obtain for the terms Vℓ(t), ℓ = 1, 2, 3, by the local decay estimates from Lemma 2.5 and the
improved decay estimates from Lemma 4.1 that∑
1≤ℓ≤3
∥∥〈x〉−2〈∇〉LVℓ(t)∥∥L2x
.
∑
1≤ℓ≤3
∫ t
0
∥∥〈x〉−1ei(t−s)〈∇〉〈x〉−1∥∥
L2x→L2x
∥∥〈x〉αℓ∥∥H1x∣∣∂s(e−isv(s, 0))∣∣|v(s, 0)| ds
+
∑
1≤ℓ≤3
t
∫ t
0
∥∥〈x〉−2〈∇〉−1∂xei(t−s)〈∇〉〈x〉−2∥∥L2x→L2x∥∥〈x〉2αℓ∥∥H2x ∣∣∂s(e−isv(s, 0))∣∣|v(s, 0)| ds
.
∫ t
0
1
〈t− s〉 12
N(T )2
〈s〉 32−δ ds+ t
∫ t
0
1
〈t− s〉 32
N(T )2
〈s〉 32−δ ds
.
N(T )2
〈t〉 12−δ .
Similarly, for the term V4(t) the local decay estimates from Lemma 2.5 in combination with the improved
decay estimates from Lemma 4.3 yield that∥∥〈x〉−2〈∇〉LV4(t)∥∥L2x .
∫ t
0
∥∥〈x〉−1ei(t−s)〈∇〉〈x〉−1∥∥
L2x→L2x
∥∥〈x〉α(x)(u(s, x)2 − u(s, 0)2)∥∥
H1x
ds
+ t
∫ t
0
∥∥〈x〉−2〈∇〉−1∂xei(t−s)〈∇〉〈x〉−2∥∥L2x→L2x∥∥〈x〉2α(x)(u(s, x)2 − u(s, 0)2)∥∥H1x ds
.
∫ t
0
1
〈t− s〉 12
N(T )2
〈s〉 32−δ ds+ t
∫ t
0
1
〈t− s〉 32
N(T )2
〈s〉 32−δ ds
.
N(T )2
〈t〉 12−δ .
Finally, for the term V5(t) we have that∥∥〈x〉−2〈∇〉LV5(t)∥∥L2x .
∫ t
0
∥∥〈x〉−1ei(t−s)〈∇〉〈x〉−1∥∥
L2x→L2x
∥∥〈x〉β(x)u(s)3∥∥
H1x
ds
+ t
∫ t
0
∥∥〈x〉−2〈∇〉−1∂xei(t−s)〈∇〉〈x〉−2∥∥L2x→L2x∥∥〈x〉2β(x)u(s)3∥∥H1x ds.
By Lemma 4.3 we obtain the bound∥∥〈x〉2β(x)u(s)3∥∥
H1x
.
∥∥〈x〉2β(x)∥∥
H1x
‖v(s)‖3L∞x +
∥∥〈x〉2β(x)(∂xu)(s)∥∥L2x‖v(s)‖2L∞x . N(T )3〈s〉 32 ,
and hence, using the local decay estimates from Lemma 2.5, we arrive at the desired estimate∥∥〈x〉−2〈∇〉LV5(t)∥∥L2x .
∫ t
0
1
〈t− s〉 12
N(T )3
〈s〉 32 ds+ t
∫ t
0
1
〈t− s〉 32
N(T )3
〈s〉 32 ds .
N(T )3
〈t〉 12 .

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4.2.2. Main energy growth estimates. We are now in the position to derive growth bounds for all energy
norms that are part of the bootstrap quantity N(T ).
Proposition 4.5. Let v(t) be the solution to (1.17). Then uniformly for all 0 ≤ t ≤ T it holds that∥∥〈∇〉2v(t)∥∥
L2x
. ‖v0‖H2x + ‖v0‖2H1x +N(T )
2〈t〉+δ. (4.21)
Proof. From the Duhamel formula (4.11) for v(t) we obtain that∥∥〈∇〉2v(t)∥∥
L2x
. ‖v0‖H2x +
∑
1≤j≤3
∥∥〈∇〉2αj∥∥L2x‖v0‖2L∞x + ∑
1≤j≤3
∥∥〈∇〉2αj∥∥L2x‖v(t)‖2L∞x
+
∫ t
0
∥∥β0u(s)3∥∥H1x ds+
∫ t
0
∥∥β(x)u(s)3∥∥
H1x
ds+
∫ t
0
∥∥α(x)(u(s, x)2 − u(s, 0)2)∥∥
H1x
ds
+
∑
1≤j≤3
∫ t
0
∥∥〈∇〉2αj∥∥L2x∣∣∂s(e−isv(s, 0))∣∣|v(s, 0)| ds.
Then we have ∥∥u(s)3∥∥
H1x
. ‖v(s)‖H1x‖v(s)‖2L∞x .
N(T )3
〈s〉1−δ
and by Lemma 4.3 we also have∥∥β(x)u(s)3∥∥
H1x
.
∥∥β(x)u(s)3∥∥
L2x
+
∥∥β′(x)u(s)3∥∥
L2x
+
∥∥β(x)(∂xu)(s)u(s)2∥∥L2x
. ‖β(x)‖H1x‖v(s)‖3L∞x +
∥∥β(x)(∂xu)(s)∥∥L2x‖v(s)‖2L∞x
.
N(T )3
〈s〉 32 +
N(T )3
〈s〉 32−δ ,∥∥α(x)(u(s, x)2 − u(s, 0)2)∥∥
H1x
.
∥∥(|α(x)| + |α′(x)|)(u(s, x)2 − u(s, 0)2)∥∥
L2x
+
∥∥α(x)(∂xu)(s)∥∥L2x‖v(s)‖L∞x
.
N(T )2
〈t〉 32−δ .
Using the previous bounds and Lemma 4.1, we conclude that
∥∥〈∇〉2v(t)∥∥
L2x
. ‖v0‖H2x + ‖v0‖2H1x +
N(T )2
〈t〉 +
∫ t
0
N(T )3
〈s〉1−δ ds+
∫ t
0
N(T )3
〈s〉 32 ds+
∫ t
0
N(T )2
〈s〉 32−δ ds
. ‖v0‖H2x + ‖v0‖2H1x +N(T )
2〈t〉+δ.

Proposition 4.6. Let v(t) be the solution to (1.17). Then uniformly for all 0 ≤ t ≤ T it holds that
‖xv(t)‖L2x .
(‖xv0‖L2x + ‖v0‖2H1x)〈t〉+N(T )2〈t〉1+δ. (4.22)
Proof. Starting from the Duhamel formula (4.11) for v(t) and using that
xeit〈∇〉 = eit〈∇〉(x+ it〈∇〉−1∂x),
we find
‖xv(t)‖L2x . ‖xv0‖L2x +
∑
1≤j≤3
‖xαj(x)‖L2x‖v0‖2H1x + t
(
‖v0‖L2x +
∑
1≤j≤3
‖αj(x)‖L2x‖v0‖2H1x
)
+
∑
1≤j≤3
‖xαj(x)‖L2x‖v(t)‖2L∞x +
∥∥xC(t)∥∥
L2x
+
∑
1≤ℓ≤5
∥∥xVℓ(t)∥∥L2x .
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Then we crudely bound∥∥xC(t)∥∥
L2x
.
∫ t
0
∥∥(x+ i(t− s)〈∇〉−1∂x)〈∇〉−1(u(s)3)∥∥L2x ds
.
∫ t
0
(‖xv(s)‖L2x + ‖v(s)‖L2x)‖v(s)‖2L∞x ds+ t ∫ t
0
‖v(s)‖L2x‖v(s)‖2L∞x ds
.
∫ t
0
N(T )〈s〉1+δN(T )
2
〈s〉 ds+ t
∫ t
0
N(T )〈s〉+δN(T )
2
〈s〉 ds
. N(T )3〈t〉1+δ
and in a similar manner, we obtain for 1 ≤ ℓ ≤ 5 that∥∥xVℓ(t)∥∥L2x . N(T )2〈t〉.
Putting all of the previous estimates together, we arrive at the desired bound
‖xv(t)‖L2x .
(‖xv0‖L2x + ‖v0‖2H1x)〈t〉+N(T )2〈t〉1+δ.

Proposition 4.7. Let v(t) be the solution to (1.17). Then uniformly for all 0 ≤ t ≤ T it holds that∥∥〈∇〉Lv(t)∥∥
L2x
. ‖xv0‖H2x + ‖v0‖2H1x +N(T )
2〈t〉+δ. (4.23)
Proof. From the Duhamel formula (4.11) and the identity 〈∇〉Leit〈∇〉 = eit〈∇〉〈∇〉2x we obtain that∥∥〈∇〉Lv(t)∥∥
L2x
. ‖xv0‖H2x +
∑
1≤j≤3
‖xαj(x)‖H2x‖v0‖2L∞x +
∑
1≤j≤3
(‖xαj(x)‖H2x + t‖αj(x)‖H2x)‖v(t)‖2L∞x
+
∥∥〈∇〉LC(t)∥∥
L2x
+
∑
1≤ℓ≤5
∥∥〈∇〉LVℓ(t)∥∥L2x
. ‖xv0‖H2x + ‖v0‖2H1x + 〈t〉
N(T )2
〈t〉 +
∥∥〈∇〉LC(t)∥∥
L2x
+
∑
1≤ℓ≤5
∥∥〈∇〉LVℓ(t)∥∥L2x .
We now have to control the growth of the energies of 〈∇〉L acting on the constant coefficient cubic term C(t)
and on the variable coefficient terms Vℓ(t), ℓ = 1, . . . , 5. Since the action of the operator L on the constant
coefficient cubic nonlinearity is difficult to compute, we first derive a bound on the growth of the energy of
a Lorentz boost 〈∇〉Z acting on C(t) and then use that
i〈∇〉L = 〈∇〉Z − i∂x − x〈∇〉(∂t − i〈∇〉) + 〈∇〉−1∂x(∂t − i〈∇〉). (4.24)
To this end we compute that
(∂t − i〈∇〉)(〈∇〉ZC) = β0
2i
Z
(
u3
)
+
β0
2i
[〈∇〉, Z]〈∇〉−1(u3)+ [(∂t − i〈∇〉), 〈∇〉Z]C
=
β0
2i
Z
(
u3
)− β0
2i
〈∇〉−2∂x∂t
(
u3
)
+ i∂x(∂t − i〈∇〉)C
=
3β0
2i
(Zu)u2 − 3β0
2i
〈∇〉−2∂x
(
(∂tu)u
2
)
+
β0
2i
〈∇〉−1∂x
(
u3
)
.
Using the energy estimate (2.3) and the auxiliary bounds from Lemma 4.2, we then obtain that∥∥(〈∇〉ZC)(t)∥∥
L2x
.
∫ t
0
‖Zv(s)‖L2x‖v(s)‖2L∞x ds+
∫ t
0
‖∂tv(s)‖L2x‖v(s)‖2L∞x ds+
∫ t
0
‖v(s)‖L2x‖v(s)‖2L∞x ds
.
∫ t
0
N(T )〈s〉+δN(T )
2
〈s〉 ds
. N(T )3〈t〉+δ,
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and thus by (4.24) that∥∥(〈∇〉LC)(t)∥∥
L2x
.
∥∥(〈∇〉ZC)(t)∥∥
L2x
+
∥∥∂xC(t)∥∥L2x + ∥∥x〈∇〉(∂t − i〈∇〉)C(t)∥∥L2x + ∥∥〈∇〉−1∂x(∂t − i〈∇〉)C(t)∥∥L2x
. N(T )3〈t〉+δ +
∫ t
0
‖v(s)‖L2x‖v(s)‖2L∞x ds+ ‖xv(t)‖L2x‖v(t)‖
2
L∞x
+ ‖v(t)‖L2x‖v(t)‖2L∞x
. N(T )3〈t〉+δ +
∫ t
0
N(T )〈s〉+δN(T )
2
〈s〉 ds+N(T )〈t〉
1+δN(T )
2
〈t〉 +N(T )〈t〉
+δN(T )
2
〈t〉
. N(T )3〈t〉+δ.
Next, we estimate the growth of the energies of 〈∇〉L acting on the variable coefficient terms Vℓ(t),
ℓ = 1, . . . , 5. Using the energy estimate (2.2), the local decay bounds from Lemma 4.4, and the improved
decay bound from Lemma 4.1, we obtain for ℓ = 1, 2, 3 that∥∥〈∇〉LVℓ(t)∥∥2L2x .
∫ t
0
∥∥(∂t − i〈∇〉)(〈∇〉LVℓ)(s)(〈∇〉LVℓ)(s)∥∥L1x ds
.
∫ t
0
∥∥〈x〉2〈∇〉L(∂t − i〈∇〉)Vℓ(s)∥∥L2x∥∥〈x〉−2(〈∇〉LVℓ)(s)∥∥L2x ds
.
∫ t
0
〈s〉∥∥〈x〉3αℓ(x)∥∥H2x∣∣∂s(e−isv(s, 0))∣∣|v(s, 0)|∥∥〈x〉−2(〈∇〉LVℓ)(s)∥∥L2x ds
.
∫ t
0
〈s〉N(T )
2
〈s〉 32−δ
N(T )2
〈s〉 12−δ ds
. N(T )2〈s〉+2δ.
Similarly, for the term V4(t) we use the energy estimate (2.2), the weighted energy bounds from Lemma 4.4
and the improved decay bounds from Lemma 4.3, to infer that∥∥〈∇〉LV4(t)∥∥2L2x .
∫ t
0
∥∥(∂t − i〈∇〉)(〈∇〉LV4)(s)(〈∇〉LV4)(s)∥∥L1x ds
.
∫ t
0
∥∥〈x〉2〈∇〉L(∂t − i〈∇〉)V4(s)∥∥L2x∥∥〈x〉−2(〈∇〉LV4)(s)∥∥L2x ds
.
∫ t
0
〈s〉∥∥〈x〉3α(x)(u(s, x)2 − u(s, 0)2)∥∥
H1x
∥∥〈x〉−2(〈∇〉LV4)(s)∥∥L2x ds
.
∫ t
0
〈s〉
∥∥〈x〉3α(x)∥∥
H1x
N(T )2
〈s〉 32−δ
N(T )2
〈s〉 12−δ ds
. N(T )4〈t〉+2δ.
Analogously, we also find that ‖〈∇〉LV5(t)‖2L2x . N(T )
6〈t〉+2δ. Combining all of the above estimates, we
arrive at the desired bound ∥∥〈∇〉Lv(t)∥∥
L2x
. ‖xv0‖H2x + ‖v0‖2H1x +N(T )
2〈t〉+δ.

4.3. L∞ξ control of the profile. In this subsection we obtain an a priori bound on a weighted L
∞
ξ norm of
the profile of the solution to (1.17).
Proposition 4.8. Let f(t) = e−it〈∇〉v(t) be the profile of the solution v(t) to (1.17). Then we have uniformly
for all 1 ≤ t ≤ T that ∥∥〈ξ〉 32 fˆ(t, ξ)∥∥
L∞
ξ
.
∥∥〈ξ〉 32 fˆ(1, ξ)∥∥
L∞
ξ
+N(T )2. (4.25)
The proof of Proposition 4.8 consists of an ODE argument. The main work in fact goes into deriving the
following differential equation for the profile.
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Lemma 4.9. Let f(t) = e−it〈∇〉v(t) be the profile of the solution v(t) to (1.17). Then there exists a small
absolute constant 0 < ν ≪ 1 such that for all 1 ≤ t ≤ T it holds that
∂t
(
〈ξ〉 32 fˆ(t, ξ) +R(t, ξ)
)
=
1
t
3β0
2i
〈ξ〉−1
∣∣〈ξ〉 32 fˆ(t, ξ)∣∣2〈ξ〉 32 fˆ(t, ξ) + 1
t
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3
+
1
t
3β0
2i
〈ξ〉 72 e−2it〈ξ〉
∣∣fˆ(t,−ξ)∣∣2 ¯ˆf(t,−ξ)− 1
t
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3e−it(〈ξ〉+3〈
ξ
3 〉) ˆ¯f(t, ξ3 )
3 +O
(
N(T )2
t1+ν
)
,
(4.26)
where
‖R(t, ξ)‖L∞
ξ
.
N(T )2
t
, 1 ≤ t ≤ T.
We first give the short proof of Proposition 4.8 before we turn to the lengthier derivation of the differential
equation for the profile.
Proof of Proposition 4.8. We define
B(t) :=
3β0
2
〈ξ〉−1
∫ t
1
1
s
∣∣〈ξ〉 32 fˆ(s, ξ)∣∣2 ds, 1 ≤ t ≤ T. (4.27)
Then we multiply the differential equation (4.26) by the integrating factor eiB(t) to obtain that
∂t
(
〈ξ〉 32 fˆ(t, ξ)eiB(t) +R(t, ξ)eiB(t)
)
= I(1)(t) + I(2)(t) + I(3)(t) +O
(
N(T )2
t1+ν
)
, (4.28)
where
I(1)(t) := 1
t
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3eiB(t),
I(2)(t) := 1
t
3β0
2i
〈ξ〉 72 e−2it〈ξ〉∣∣fˆ(t,−ξ)∣∣2 ¯ˆf(t,−ξ)eiB(t),
I(3)(t) := −1
t
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3e−it(〈ξ〉+3〈
ξ
3 〉) ˆ¯f(t, ξ3 )
3eiB(t).
Upon showing that
sup
1≤t≤T
∥∥∥∥∫ t
1
I(ℓ)(s) ds
∥∥∥∥
L∞
ξ
. N(T )3 for 1 ≤ ℓ ≤ 3, (4.29)
the asserted estimate (4.25) follows from integrating (4.28) in time and taking the L∞ξ norm. The latter
bound (4.29) is a consequence of the oscillations of the phases in the terms I(ℓ)(t), ℓ = 1, 2, 3. Indeed,
starting with the term I(1)(t), we rewrite it as
I(1)(t) = ∂t
(
1
t
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3(−i)
(
(−〈ξ〉+ 3〈 ξ3 〉
)−1
eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3eiB(t)
)
+
1
t2
β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3(−i)
(
(−〈ξ〉+ 3〈 ξ3 〉
)−1
eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3eiB(t)
+
1
t
3β0
2
√
3
〈ξ〉 12 〈 ξ3 〉3(−i)
(
(−〈ξ〉+ 3〈 ξ3 〉
)−1
eit(−〈ξ〉+3〈
ξ
3 〉)(∂tfˆ)(t, ξ3 )fˆ(t,
ξ
3 )
2eiB(t)
+
1
t2
3β20
4
√
3
〈ξ〉 12 〈 ξ3 〉3(−i)
(
(−〈ξ〉+ 3〈 ξ3 〉
)−1
eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3〈ξ〉−1∣∣〈ξ〉 32 fˆ(t, ξ)∣∣2eiB(t).
Then noting that (−〈ξ〉+ 3〈 ξ3 〉
)−1
= O(〈ξ〉) and that (4.5) yields by direct computation the crude estimate∥∥〈ξ〉 32 ∂tfˆ(t, ξ)∥∥L∞
ξ
. N(T )2〈t〉− 12+2δ, 0 ≤ t ≤ T,
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the bound (4.29) for I(1)(t) follows readily
sup
1≤t≤T
∥∥∥∥∫ t
1
I(1)(s) ds
∥∥∥∥
L∞
ξ
. sup
1≤t≤T
∥∥〈ξ〉 32 fˆ(t, ξ)∥∥3
L∞
ξ
+
∫ T
1
1
s2
∥∥〈ξ〉 32 fˆ(s, ξ)∥∥3
L∞
ξ
ds
+
∫ T
1
1
s
∥∥〈ξ〉 32 ∂tfˆ(s, ξ)∥∥L∞
ξ
∥∥〈ξ〉 32 fˆ(s, ξ)∥∥2
L∞
ξ
ds+
∫ T
1
1
s2
∥∥〈ξ〉 32 fˆ(s, ξ)∥∥5
L∞
ξ
ds
. N(T )3 +
∫ T
1
1
s2
N(T )3 ds+
∫ T
1
1
s
3
2−2δ
N(T )4 ds+
∫ T
1
1
s2
N(T )5 ds
. N(T )3.
For the terms I(2)(t) and I(3)(t) the bound (4.29) can be derived analogously. 
Now we turn to the derivation of the ODE (4.26) for the profile asserted in Lemma 4.9.
Proof of Lemma 4.9. Multiplying the differential equation (4.9) for fˆ(t, ξ) by 〈ξ〉 32 gives
∂t
(
〈ξ〉 32 fˆ(t, ξ) + e−it〈ξ〉〈ξ〉 32 (α̂1(ξ)v(t, 0)2 + α̂2(ξ)|v(t, 0)|2 + α̂3(ξ)v¯(t, 0)2))
=
β0
2i
e−it〈ξ〉〈ξ〉 12F[u(t, ·)3](ξ)
+ 2e−it〈ξ〉〈ξ〉 32 α̂1(ξ)e2it∂t
(
e−itv(t, 0)
)(
e−itv(t, 0)
)
+ 2e−it〈ξ〉〈ξ〉 32 α̂2(ξ)Re
(
∂t
(
e−itv(t, 0)
)(
e+itv¯(t, 0)
))
+ 2e−it〈ξ〉〈ξ〉 32 α̂3(ξ)e−2it∂t
(
e+itv¯(t, 0)
)(
e+itv¯(t, 0)
)
+
1
2i
e−it〈ξ〉〈ξ〉 12F
[
α(·)(u(t, ·)2 − u(t, 0)2)](ξ)
+
1
2i
e−it〈ξ〉〈ξ〉 12F[β(·)u(t, ·)3](ξ).
(4.30)
We already note that the term
R(t, ξ) := e−it〈ξ〉〈ξ〉 32 (α̂1(ξ)v(t, 0)2 + α̂2(ξ)|v(t, 0)|2 + α̂3(ξ)v¯(t, 0)2)
on the left-hand side of (4.30) satisfies the claimed bound
‖R(t, ξ)‖L∞
ξ
.
∑
1≤ℓ≤3
∥∥〈ξ〉 32 α̂ℓ(ξ)∥∥L∞
ξ
‖v(t)‖2L∞x .
N(T )2
〈t〉 , 0 ≤ t ≤ T.
Moreover, we observe that all terms apart from the contribution of the constant coefficient cubic term, i.e.
the first term on the right-hand side of (4.30), have integrable time decay. Indeed, for 1 ≤ ℓ ≤ 3 we can use
Lemma 4.1 to crudely bound∥∥∥〈ξ〉 32 α̂ℓ(ξ)∣∣∂t(e−itv(t, 0))∣∣∣∣e−itv(t, 0)∣∣∥∥∥
L∞
ξ
.
∥∥〈ξ〉 32 α̂ℓ(ξ)∥∥L∞
ξ
∣∣∂t(e−itv(t, 0))∣∣|v(t, 0)| . N(T )2〈t〉 32−δ , 0 ≤ t ≤ T.
Further, by Lemma 4.3 it holds that∥∥∥〈ξ〉 12F[α(·)(u(t, ·)2 − u(t, 0)2)](ξ)∥∥∥
L∞
ξ
.
∥∥〈x〉α(x)(u(t, x)2 − u(t, 0)2)∥∥
H1x
.
N(T )2
〈t〉 32−δ , 0 ≤ t ≤ T,
as well as∥∥〈ξ〉 12F[β(·)u(t, ·)3](ξ)∥∥
L∞
ξ
.
∥∥〈ξ〉 12F[β(·)u(t, ·)3](ξ)∥∥
H1
ξ
.
∥∥〈x〉β(x)u(t)3∥∥
H1x
.
N(T )3
〈t〉 32 , 0 ≤ t ≤ T.
Thus, we have uniformly for all times 0 ≤ t ≤ T that
∂t
(
〈ξ〉 32 fˆ(t, ξ) +R(t, ξ)
)
=
β0
2i
e−it〈ξ〉〈ξ〉 12F[u(t, ·)3](ξ) +O(N(T )2〈t〉 32−δ
)
,
and it remains to analyze the contribution of the constant coefficient cubic term
β0
2i
e−it〈ξ〉〈ξ〉 12F[u(t, ·)3](ξ).
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Inserting u(t) = v(t) + v¯(t) = e+it〈∇〉f(t) + e−it〈∇〉f(t), we find that
〈ξ〉 12 e−it〈ξ〉F[u(t, ·)3](ξ) = 〈ξ〉 12
2π
∫∫
eitφ1(ξ,η,σ)fˆ(t, ξ − η − σ)fˆ(t, η)fˆ(t, σ) dη dσ
+
3〈ξ〉 12
2π
∫∫
eitφ2(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η)fˆ (t, σ) dη dσ
+
3〈ξ〉 12
2π
∫∫
eitφ3(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η) ˆ¯f(t, σ) dη dσ
+
〈ξ〉 12
2π
∫∫
eitφ4(ξ,η,σ) ˆ¯f(t, ξ − η − σ) ˆ¯f(t, η) ˆ¯f(t, σ) dη dσ
≡ I + II + III + IV,
(4.31)
where we introduced the phase functions
φ1(ξ, η, σ) := −〈ξ〉+ 〈ξ − η − σ〉+ 〈η〉+ 〈σ〉,
φ2(ξ, η, σ) := −〈ξ〉+ 〈ξ − η − σ〉 − 〈η〉+ 〈σ〉,
φ3(ξ, η, σ) := −〈ξ〉+ 〈ξ − η − σ〉 − 〈η〉 − 〈σ〉,
φ4(ξ, η, σ) := −〈ξ〉 − 〈ξ − η − σ〉 − 〈η〉 − 〈σ〉.
The long-time behavior of the oscillatory integrals on the right-hand side of (4.31) is governed by the
stationary points of the phases (in η and σ, and in t after time integration). A short computation reveals
that the stationary points (in η and σ) of the phase functions are given by
∂ηφi = ∂σφi = 0 ⇔ (η, σ) = (ηi, σi), 1 ≤ i ≤ 4,
where
(η1, σ1) =
(ξ
3
,
ξ
3
)
,
(η2, σ2) =
(−ξ, ξ),
(η3, σ3) =
(
ξ, ξ
)
,
(η4, σ4) =
(ξ
3
,
ξ
3
)
.
Moreover, we calculate that
φ1(ξ, η1, σ1) = −〈ξ〉+ 3〈 ξ3 〉 = O
(〈ξ〉−1),
φ2(ξ, η2, σ2) = 0,
φ3(ξ, η3, σ3) = −2〈ξ〉,
φ4(ξ, η4, σ4) = −〈ξ〉 − 3〈 ξ3 〉,
and that
detHessη,σ φ1(ξ, η1, σ1) = 3〈 ξ3 〉−6, signHessη,σ φ1(ξ, η1, σ1) = 2,
detHessη,σ φ2(ξ, η2, σ2) = −〈ξ〉−6, signHessη,σ φ2(ξ, η2, σ2) = 0,
detHessη,σ φ3(ξ, η3, σ3) = −〈ξ〉−6, signHessη,σ φ3(ξ, η3, σ3) = 0,
detHessη,σ φ4(ξ, η4, σ4) = 3〈ξ〉−6, signHessη,σ φ4(ξ, η4, σ4) = −2.
The stationary phase analysis of the oscillatory integrals I–IV on the right-hand side of (4.31) proceeds in
exactly the same manner for each term. We therefore only provide below the details for the crucial term II,
which governs the long-time behavior of the solution v(t) since it does not exhibit additional time oscillations.
The treatment of the other terms is left to the reader. The final outcome is that there exists a small constant
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0 < ν ≪ 1 such that uniformly for all 1 ≤ t ≤ T we have
I =
1
t
i
2
√
3
〈ξ〉 12 〈 ξ3 〉3eit(−〈ξ〉+3〈
ξ
3 〉)fˆ(t, ξ3 )
3 +O
(
N(T )3
t1+ν
)
,
II =
3
t
〈ξ〉 72 ∣∣fˆ(t, ξ)∣∣2fˆ(t, ξ) +O(N(T )3
t1+ν
)
,
III =
3
t
〈ξ〉 72 e−2it〈ξ〉
∣∣fˆ(t,−ξ)∣∣2 ¯ˆf(t,−ξ) +O(N(T )3
t1+ν
)
,
IV = −1
t
i
2
√
3
〈ξ〉 12 〈 ξ3 〉3e−it(〈ξ〉+3〈
ξ
3 〉) ˆ¯f(t, ξ3 )
3 +O
(
N(T )3
t1+ν
)
.
Stationary phase analysis of the oscillatory integral II: We consider the case where |ξ| ∼ 2j for some j ≫ 1,
noting that the analysis for |ξ| . 1 is analogous, but does not require a refined treatment of the smaller
frequencies. Let {ψℓ}ℓ≥0 be a smooth partition of unity so that
∑
ℓ≥0 ψℓ(η) = 1 for all η ∈ R and with the
property that ψℓ is supported on {|η| ∼ 2ℓ} for ℓ ≥ 1 and on {|η| . 1} for ℓ = 0. Then we decompose
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η)fˆ(t, σ) dη dσ
=
∑
k,ℓ≥0
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η)fˆ(t, σ)ψk(η)ψℓ(σ) dη dσ︸ ︷︷ ︸
Jkℓ
=
∑
k≥j+10
∑
0≤ℓ≤k−5
Jkℓ︸ ︷︷ ︸
J (1)
+
∑
ℓ≥j+10
∑
0≤k≤ℓ−5
Jkℓ︸ ︷︷ ︸
J (2)
+
∑
k≥j+10
∑
|ℓ−k|<5
Jkℓ︸ ︷︷ ︸
J (3)
+
∑
0≤k,ℓ≤j+5
Jkl︸ ︷︷ ︸
J (4)
.
The only stationary point (η, σ) = (−ξ, ξ) of the phase φ2(ξ, η, σ) is contained in the region |η|, |σ| . 2j .
Correspondingly, the terms J (1), J (2), and J (3) can just be estimated by integrating by parts either in η
or in σ, while the term J (4) requires a stationary phase analysis. Below we use the short-hand notation
f̂∼k(t, η) to indicate localization of fˆ(t, η) to frequencies |η| ∼ 2k for k ≥ 1 and to |η| . 1 for k = 0.
Contribution of the term J (1): On the supports of the integrands of the terms Jkℓ in the sum J (1), we have
|η| ∼ 2k ≫ 2j ∼ |ξ| and |σ| ∼ 2ℓ ≪ 2k ∼ |η|. Thus, there holds |ξ − η − σ| ∼ 2k and we may write
J (1) =
∑
k≥j+10
∑
0≤ℓ≤k−5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)f̂∼k(t, ξ − η − σ)̂¯f∼k(t, η)f̂∼ℓ(t, σ)ψk(η)ψℓ(σ) dη dσ.
Moreover, observe that in view of the identity
1
∂σφ2
=
〈σ〉〈ξ − η − σ〉(σ〈ξ − η − σ〉+ (ξ − η − σ)〈σ〉)
σ2 − (ξ − η − σ)2
we have on the supports of the integrands of Jkℓ that∣∣∣∂m1η ∂m2σ 1∂σφ2(ξ, η, σ)
∣∣∣ . 2+2ℓ2−(m1+m2)ℓ for 0 ≤ ℓ ≤ k − 5, k ≥ j + 10, (4.32)
for all integers 0 ≤ m1,m2 ≤ 10. We therefore integrate by parts in σ to obtain that
J (1) = J (1)(a) + J
(1)
(b) + J
(1)
(c) ,
where
J (1)(a) := −
∑
k≥j+10
∑
0≤ℓ≤k−5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)
1
it∂σφ2
∂σ f̂∼k(t, ξ − η − σ)̂¯f∼k(t, η)f̂∼ℓ(t, σ)ψk(η)ψℓ(σ) dη dσ,
J (1)(b) := −
∑
k≥j+10
∑
0≤ℓ≤k−5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)
1
it∂σφ2
f̂∼k(t, ξ − η − σ)̂¯f∼k(t, η)∂σ f̂∼ℓ(t, σ)ψk(η)ψℓ(σ) dη dσ,
J (1)(c) := −
∑
k≥j+10
∑
0≤ℓ≤k−5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)∂σ
[ 1
it∂σφ2
ψk(η)ψℓ(σ)
]
f̂∼k(t, ξ − η − σ)̂¯f∼k(t, η)f̂∼ℓ(t, σ) dη dσ.
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In view of (4.32) we have∥∥∥∥∫∫ eixηeiyσ 1∂σφ2ψk(η)ψℓ(σ) dη dσ
∥∥∥∥
L1x,y(R×R)
. 2k23ℓ for 0 ≤ ℓ ≤ k − 5, k ≥ j + 10.
Hence, by Lemma 2.7 we may bound∣∣J (1)(a) ∣∣+ ∣∣J (1)(b) ∣∣ . 2 12 jt ∑
k≥j+10
∑
0≤ℓ≤k−5
2k23ℓ
(
2−2k
∥∥〈∇〉Lv(t)∥∥
L2x
2−2k
∥∥〈∇〉2v(t)∥∥
L2x
‖v∼ℓ(t)‖L∞x
+ 2−2k
∥∥〈∇〉2v(t)∥∥
L2x
‖v∼k(t)‖L∞x 2−2ℓ
∥∥〈∇〉Lv(t)∥∥
L2x
)
.
Finally, using that ‖v∼m(t)‖L∞x . 2−
3
4m
∥∥〈∇〉2v(t)∥∥ 12
L2x
‖v(t)‖ 12L∞x for any m ≥ 0, we arrive at the estimate∣∣J (1)(a) ∣∣+ ∣∣J (1)(b) ∣∣ . 2 12 jt ∑
k≥j+10
∑
0≤ℓ≤k−5
2−
3
4k
(
2−
9
4 (k−ℓ) + 2−(k−ℓ)
)∥∥〈∇〉Lv(t)∥∥
L2x
∥∥〈∇〉2v(t)∥∥ 32
L2x
‖v(t)‖
1
2
L∞x
.
N(T )3
t
5
4− 52 δ
2−
1
4 j .
N(T )3
t
5
4− 52 δ
.
Analogously, we obtain that ∣∣J (1)(c) ∣∣ . N(T )3
t
5
4− 52 δ
.
Contribution of the term J (2): On the supports of the integrands of Jkℓ in J (2), we have |σ| ∼ 2ℓ ≫ 2j and
|η| ∼ 2k ≪ 2ℓ ∼ |σ|. Hence, there holds |ξ− η− σ| ∼ |σ| ∼ 2ℓ and on the supports of the integrands we have∣∣∣∂m1η ∂m2σ 1∂ηφ2(ξ, η, σ)
∣∣∣ . 2+2k2−(m1+m2)k for 0 ≤ k ≤ ℓ− 5, ℓ ≥ j + 10,
for all integers 0 ≤ m1,m2 ≤ 10. We integrate by parts in η and then proceed in the same manner as for
the sum J (1) to get |J (2)| . N(T )3t−( 54− 52 δ).
Contribution of the term J (3): On the supports of the integrands of Jkℓ in J (3), we have |η| ∼ |σ| ∼ 2k ≫ 2j ,
which means that |ξ − η − σ| can possibly become small. For this reason we additionally decompose
fˆ(t, ξ − η − σ) =
∑
0≤n.k
f̂∼n(t, ξ − η − σ).
In this case ∂ηφ2 cannot vanish and satisfies suitable bounds. Indeed, if η and ξ− η− σ have the same sign,
we find that ∣∣∂ηφ2(ξ, η, σ)∣∣ = ∣∣∣∣− ξ − η − σ〈ξ − η − σ〉 − η〈η〉
∣∣∣∣ ≥ |η|〈η〉 & 1.
Instead, if η and ξ − η − σ have opposite signs, we have∣∣η − (ξ − η − σ)∣∣ ≥ |η| ∼ 2k.
Since |ξ − σ| ∼ 2k, it follows from
1
∂ηφ2
= −〈η〉〈ξ − η − σ〉(η〈ξ − η − σ〉 − (ξ − η − σ)〈η〉)
(ξ − σ)(η − (ξ − η − σ))
that overall we have∣∣∣∂m1η ∂m2σ 1∂ηφ2(ξ, η, σ)
∣∣∣ . 2+2n2−(m1+m2)n for 0 ≤ n ≤ k + 5, k ≥ j + 10, |ℓ − k| < 5,
for all integers 0 ≤ m1,m2 ≤ 10. We may therefore integrate by parts in η and then estimate in a manner
similar to the treatment of the terms J (1) and J (2) to get |J (3)| . N(T )3t−( 54− 52 δ).
Contribution of the term J (4): Here the strategy is to cut out a sufficiently small neighborhood around the
stationary point (η, σ) = (−ξ, ξ), where we have a suitable lower bound on the determinant of the Hessian
of the phase φ2 to apply the stationary phase Lemma 2.6. Outside that neighborhood we can again just
integrate by parts in η or σ. To this end we introduce a smooth bump function χc ∈ C∞ such that χc(ζ) = 1
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for |ζ − 1| ≤ c and χc(ζ) = 0 for |ζ − 1| ≥ 2c for some sufficiently small absolute constant 0 < c≪ 1. Then
we decompose
J (4) = 〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)f̂∼j(t, ξ − η − σ)̂¯f∼j(t, η)f̂∼j(t, σ)χc(σ
ξ
)
χc
( η
−ξ
)
dη dσ
+
∑
0≤k,ℓ≤j+5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η)fˆ (t, σ)
(
1− χc
(σ
ξ
))
ψk(η)ψℓ(σ) dη dσ
+
∑
0≤k,ℓ≤j+5
〈ξ〉 12
∫∫
eitφ2(ξ,η,σ)fˆ(t, ξ − η − σ) ˆ¯f(t, η)fˆ (t, σ)χc
(σ
ξ
)(
1− χc
( η
−ξ
))
ψk(η)ψℓ(σ) dη dσ
≡ J (4)(a) + J
(4)
(b) + J
(4)
(c) .
Contribution of the term J (4)(a) : On the support of χc(σξ )χc( η−ξ ) we have a suitable lower bound on the
determinant of the Hessian of the phase function given by∣∣detHessφ2(ξ, η, σ)∣∣ & 〈ξ〉−6 & 2−6j , for |σ − ξ| ≤ c|ξ|, |η + ξ| ≤ c|ξ|, |ξ| ∼ 2j .
Changing variables to (ξ′, η′, σ′) := 2−j(ξ, η, σ), we may write
J (4)(a) = 22j〈ξ〉
1
2
∫∫
ei2
3jtψ(ξ′,η′,σ′)F (t, η′, σ′)χc
(σ′
ξ′
)
χc
( η′
−ξ′
)
dη′ dσ′
with
ψ(ξ′, η′, σ′) := 2−3jφ2(2jξ′, 2jη′, 2jσ′),
F (t, η′, σ′) := f̂∼j(t, 2j(ξ′ − η′ − σ′))̂¯f∼j(t, 2jη′)f̂∼j(t, 2jσ′).
Correspondingly, on the support of χc(
σ′
ξ′ )χc(
η′
−ξ′ ) we have the lower bound∣∣detHessψ(ξ′, η′, σ′)∣∣ = 2−2j∣∣detHessφ2(ξ, η, σ)∣∣ & 2−8j .
Applying Lemma 2.6 with ∆ = 2−2j〈ξ〉−6, λ = 23jt, and µ = 2−8j , we obtain for any 0 < α ≤ 1 that
J (4)(a) =
2π
t
〈ξ〉 12 〈ξ〉3
∣∣fˆ(t, ξ)∣∣2fˆ(t, ξ) + 22j〈ξ〉 12O
∥∥〈(x, y)〉2αF̂ (t)∥∥L1x,y
(2−8j)
1
2+2α(23jt)1+α
 .
Now observe that
F̂ (t, x, y) = 2−3j
∫
e−izξ
′
f∼j(t, 2−jz)f¯∼j(t, 2−j(z − x))f∼j(t, 2−j(z − y)) dz,
which implies∥∥F̂ (t)∥∥
L1x,y
. ‖f∼j(t)‖3L1x and
∥∥|(x, y)|2αF̂ (t)∥∥
L1x,y
. 22αj‖f∼j(t)‖2L1x
∥∥|x|2αf∼j(t)∥∥L1x . (4.33)
From Proposition 4.5 and Proposition 4.7 we obtain the following bounds on the profiles
‖f∼j(t)‖L1x . 2−2j
∥∥〈∇〉2f(t)∥∥
L1x
. 2−2j
∥∥〈∇〉2f(t)∥∥ 12
L2x
∥∥x〈∇〉2f(t)∥∥ 12
L2x
. 2−2j
(∥∥〈∇〉2v(t)∥∥
L2x
+
∥∥〈∇〉Lv(t)∥∥
L2x
)
. 2−2jN(T )〈t〉+δ
(4.34)
and ∥∥|x|2αf∼j(t)∥∥L1x . ‖f(t)‖ 12−2αL2x ‖xf(t)‖ 12+2αL2x . ∥∥〈∇〉2v(t)∥∥L2x + ∥∥〈∇〉Lv(t)∥∥L2x . N(T )〈t〉+δ. (4.35)
Combining (4.33)–(4.35) yields∥∥〈(x, y)〉2αF̂ (t)∥∥
L1x,y
. 2−(4−2α)jN(T )3〈t〉+3δ.
For sufficiently small 0 < α≪ 1, it follows that∥∥∥J (4)(a) − 2πt 〈ξ〉 12 〈ξ〉3∣∣fˆ(t, ξ)∣∣2fˆ(t, ξ)∥∥∥L∞
ξ
. 2(
7
2+13α)j2−(4−2α)j
N(T )3
t1+α−3δ
.
N(T )3
t1+α−3δ
.
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Contribution of the term J (4)(b) : In this case, ∂ηφ2 cannot vanish and satisfies suitable bounds. We additionally
decompose
fˆ(t, ξ − η − σ) =
∑
0≤n.k
f̂∼n(t, ξ − η − σ).
If η and ξ − η − σ have the same sign, we find that∣∣∂ηφ2(ξ, η, σ)∣∣ = ∣∣∣∣− ξ − η − σ〈ξ − η − σ〉 − η〈η〉
∣∣∣∣ ≥ max{ |ξ − η − σ|〈ξ − η − σ〉 , η〈η〉
}
& 1.
Instead, if η and ξ − η − σ have opposite signs, we have∣∣η − (ξ − η − σ)∣∣ ≥ max{|η|, |ξ − η − σ|} & max {2k, 2n}.
Since |ξ − σ| ≥ c|ξ| & 2j, it follows from
1
∂ηφ2
= −〈η〉〈ξ − η − σ〉(η〈ξ − η − σ〉 − (ξ − η − σ)〈η〉)
(ξ − σ)(η − (ξ − η − σ))
that overall we have ∣∣∣∂m1η ∂m2σ 1∂ηφ2(ξ, η, σ)
∣∣∣ . 22k22n2−j2−max{k,n}2−(m1+m2)min{k,n}
for all integers 0 ≤ m1,m2 ≤ 10. We may therefore integrate by parts in η and then estimate in a manner
similar to the treatment of the terms J (1), J (2), and J (3) to get that |J (4)(b) | . N(T )3t−(
5
4− 52 δ).
Contribution of the term J (4)(c) : In this regime ∂σφ2 cannot vanish and proceeding as for J
(4)
(b) we obtain the
bounds ∣∣∣∂m1η ∂m2σ 1∂σφ2(ξ, η, σ)
∣∣∣ . 22ℓ22n2−j2−max{ℓ,n}2−(m1+m2) min{ℓ,n}
for all integers 0 ≤ m1,m2 ≤ 10. We may therefore integrate by parts in σ and then bound analogously to
the treatment of the terms J (1), J (2), and J (3) to get that |J (4)(c) | . N(T )3t−(
5
4− 52 δ).
Putting all of the above estimates together, we find that
II =
3
t
〈ξ〉 72
∣∣fˆ(t, ξ)∣∣2fˆ(t, ξ) +O(N(T )3
t1+ν
)
for ν = min { 14 − 52δ, α − 3δ} with 0 < δ ≪ α ≪ 1 sufficiently small. This finishes the stationary phase
analysis of the oscillatory integral II and thus concludes the proof of Lemma 4.9. 
4.4. Proof of Theorem 1.6. After the preparations in the previous subsections it is now an easy task to
infer the asymptotic behavior of the solution v(t) to (1.17) and complete the proof of Theorem 1.6.
Proof of Theorem 1.6. By time reversal symmetry it suffices to consider positive times. For sufficiently small
initial data we can propagate the bounds on the norms of the solution v(t) in the bootstrap quantity N(T )
for short times. We may therefore assume that N(1) . ε, and turn to proving global-in-time a priori bounds
for the solution v(t) to (1.17).
Let T ≥ 1. Then we conclude from the asymptotics of the Klein-Gordon propagator stated in Lemma 2.2
as well as from the a priori bounds established in Proposition 4.5 and in Proposition 4.7 that
sup
1≤t≤T
t
1
2 ‖v(t)‖L∞x . sup
1≤t≤T
∥∥〈ξ〉 32 fˆ(t, ξ)∥∥
L∞
ξ
+ sup
1≤t≤T
1
t
1
8
(∥∥(〈∇〉Lv)(t)∥∥
L2x
+
∥∥(〈∇〉2v)(t)∥∥
L2x
)
.
∥∥〈ξ〉 32 fˆ(1, ξ)∥∥
L∞
ξ
+ ‖v0‖H2x + ‖xv0‖H2x + ‖v0‖2H1x +N(T )
2
. ε+N(T )2.
(4.36)
Combining the estimate (4.36) with the a priori bounds from Proposition 4.5, Proposition 4.6, Proposition 4.7,
and Proposition 4.8, we conclude that
N(T ) . ε+N(T )2.
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A standard continuity argument now yields that there exists an absolute constant ε0 > 0 such that if
0 < ε ≤ ε0, then we obtain the global a priori bound
sup
t≥0
{
〈t〉 12 ‖v(t)‖L∞x + 〈t〉−δ
∥∥〈∇〉2v(t)∥∥
L2x
+ 〈t〉−δ∥∥〈∇〉Lv(t)∥∥
L2x
+ 〈t〉−1−δ‖xv(t)‖L2x +
∥∥〈ξ〉 32 fˆ(t, ξ)∥∥
L∞
ξ
}
. ε.
The latter includes the sharp decay estimate (1.18) asserted in Theorem 1.6. Moreover, we observe that a
standard by-product of the proof of the a priori bound (4.25) for the profile in Proposition 4.8 is the existence
of a limit profile Ŵ ∈ L∞ξ such that∥∥∥〈ξ〉 32 fˆ(t, ξ)− Ŵ (ξ)e−i 3β02 〈ξ〉−1|Ŵ (ξ)|2 log(t)∥∥∥
L∞
ξ
.
ε2
tν
, t ≥ 1,
for the small constant 0 < ν ≪ 1 from the statement of Lemma 4.9. Then the asserted asymptotics (1.19)
of the solution v(t) to (1.17) follow from Lemma 2.2. 
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