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3 10x = ) соответствует диапазону представления информационных 
символов, которые соответствуют правильным значениям информа-
ционных символов. Если только в одном из двух выбранных символов, 
например ( 2x , 4x ), есть ошибка, то среди множества решений не 
будет правильного, то есть такого, что соответствует диапазону пред-
ставления информационных символов (рис. 1, кривая Error:x2, x4). 
 
Рис. 1. Множество решений диофантового уравнения (9) 
 
Скорость кода вычисляется по формуле 
kR
n
= , где k  – раз-
рядность данных, n  – общая длина кода. Для рассматриваемого 
примера: 32k =  бит (восемь четырех разрядных символов), 
[ ]232 log 1021 42n = + = , 0.76R = . При использовании 
двух проверочных символов [ ]232 2 log 1021 52n = + ⋅ = , 
0.62R = . Таким образом, использование разработанного метода 
позволяет примерно на 20% повысить скорость кода. 
 
Разработанный метод обеспечивает исправление ошибок в двух 
информационных символах с использованием одного проверочного 
символа и тем самым позволяет увеличить скорость кода примерно 
на 20%, соответственно уменьшить избыточность модулярного кор-
ректирующего кода. 
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Введение. В последнее время в мире активизировались иссле-
дования в области глубокого обучения многослойных нейронных 
сетей. Это связано с определенными успехами в данной области, 
достигнутыми рядом исследователей [1, 2], а также высокой практи-
ческой значимостью сильно-многослойных нейронных сетей (СМНС). 
Так, ряд разработчиков интеллектуального программного обеспече-
ния (корпорации Google, Microsoft и др.) с успехом применяют техно-
логии глубоких нейронных сетей в различных своих приложениях. 
При этом перспективным считается подход к предобучению (pre-
training) СМНС не только с помощью ограниченной машины Больц-
мана (RBM), но и с применением нейросетевых автоэнкодеров 
(Autoencoder). Каждый такой нейросетевой автоэнкодер представля-
ет собой трехслойный персептрон архитектуры N→M→N, где пара-
метр N соответствует количеству входов текущего предобучаемого 
слоя, M – количеству нейронов указанного слоя сильно-
многослойной нейросетевой архитектуры. Последовательное (начи-
ная с входного слоя СМНС) обучение совокупности таких автоэнко-
деров на входной обучающей выборке позволяет получить наборы 
весовых коэффициентов для финальной настройки синаптических 
связей всей СМНС (fine-tuning). При этом, для обучения как нейросе-
тевых автоэнкодеров, так и СМНС, как правило, применяется алго-
ритм обратного распространения ошибки (Back Propagation Error, 
BPE) [3]. Очевидно, что эффективность алгоритма BPE напрямую 
определяет эффективность (точность обучения, обобщающие свой-
ства) результирующей модели СНМС в целом.  
В данной работе предлагается методика точного обучения 
нейронных элементов (НЭ) сигмоидального типа в составе много-
слойной нейронной сети (с целью последующего использования для 
обучения нейроросетевых автоэнкодеров и СНМС); основные ре-
зультаты сформулированы в теореме 1 и утверждении 1; выполня-
ется анализ особенностей предложенных решений. 
 
1. Обобщенная архитектура нейронной сети. На рисунках 1 и 
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2 приведены соответственно обобщенная архитектура многослойной 
нейронной сети, структура искусственного НЭ, а также введены обо-
значения параметров сети. 
Нейронный элемент слоя l  осуществляет функцию преобразо-
вания некоторого вектора входных сигналов 
[ 1]lY −  в выходную ак-
тивность 
[ ]lY  по следующему правилу: 
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где 
[ ]l
jS  – взвешенная сумма входных активностей НЭ j , находя-
щегося в слое l ; 
[ ]l
ijw  – значение синаптического веса i -го входа НЭ;  
[ ]l
bjw  – значение порога активационной функции 
[ ] [ ]( )l ljg S  НЭ; 
[ 1] [ ]
,
l lN N−  - соответственно количество входов НЭ слоя l  и 
количество НЭ данного слоя. 
 
Рис. 1. Архитектура многослойной нейронной сети 
 
 
Рис. 2. Структура искусственного нейроэлемента j  в слое l  
нейронной сети 
 
2. Адаптивное обучение нейронов сигмоидального типа. Как 
было сказано выше, точность решения практических задач в боль-
шой степени определяется параметрами обучающих процедур. Де-
тальный анализ литературных источников показал, что наиболее 
распространенным методом обучения базовых архитектур много-
слойных нейронных сетей является алгоритм BPE. Он относится к 
алгоритмам обучения с учителем и нуждается в организации обуча-
ющих выборок. Классический алгоритм BPE использует метод гра-
диентного спуска для минимизации функции среднеквадратичной 
погрешности. Благодаря высокой точности и малой вычислительной 
сложности градиентных методов оптимизации данный алгоритм 
позволяет достигать малой погрешности обучения, что является 
крайне важным фактором для решения большинства практических 
задач в нейросетевом базисе.  
Рассмотрим применение алгоритма BPE для обучения многослой-
ной нейронной сети. Пусть для обучения сформировано обучающее 
множество, состоящее из пар векторов 
{ }( , ) , 1,...,p pT X D p P= =  размерностью, соответствующей 
количеству входов и выходов сети. Тогда задача процедуры обучения 
заключается в адаптации параметров сети (синаптических связей и 
порогов нейронов) таким образом, чтобы на любой входной вектор 
pX  обучающей выборки было сформировано корректное отображе-
ние 
pY , отличающееся от желаемого pD  с минимальной ошибкой. 
Согласно методу градиентного спуска, итерационное изменение 
весовых коэффициентов и порогов НЭ для каждого слоя нейронной 
сети происходит по следующим правилам: 
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где α  – константа, определяющая шаг обучения; 
[ ] [ ],( )'( ( ))l l pjg S t  – производная активационной функции НЭ; 
[ ], [ ],
( ) ( )
,( ) ( )
p p
l p l p
ij bj
E t E t
w t w t
∂ ∂
∂ ∂  – частные производные функции ошиб-
ки нейронных связей, вычисляемые на каждой итерации обучения 
для каждого эталона ,   {1,..., }p p P= ; 
[ ], ( )l pj tγ  – ошибка НЭ j , определяемая как: 
 
[ ], [ ],( ) ( )L p L p pj j jt y t Dγ = −  (3) 
для нейронов выходного слоя, либо: 
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=
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для нейронов скрытых слоев сети; 
( )pE t  - среднеквадратичная ошибка нейронной сети для эта-
лона p , определяемая как: 
 
[ ]
1
( ) ( )
LN pp
j
j
E t E t
=
= ∑ , (5) 
 
[ ], 21( ) ( ( ) )
2
p L p p
j j jE t y t D−= , (6) 
где 
p
jD  — эталонное выходное значение j -го нейрона слоя L . 
В результате выполнения каждой новой итерации обучения t  
происходит минимизация общей ошибки сети, определяемой как: 
 
1
( ) ( )
P
p
p
E t E t
=
= ∑ . (7) 
Таким образом, задача вычисления градиентов функции ошибки 
для нейроэлементов сети и модификации значений синаптических 
связей сводится к послойному определению ошибок нейронов в 
направлении от выходного слоя сети по правилам (3), (4) и исполь-
зовании выражений (2). 
Теорема 1. Правила модификации синаптических связей НЭ 
j , находящегося в слое L , с функцией активации [ ]Lg , миними-
зирующие среднеквадратичную ошибку 
[ ], 2( ) 1 2( ( ) )p L p pj j jE t y t D= −  данного НЭ для эталона p  на 
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итерации обучения t , определяются следующим образом: 
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1.2 для биполярной сигмоидной функции 
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1.3 для функции 
[ ]Lg  гиперболический тангенс: 
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Докажем п. 1.3 теоремы. Пусть 
[ ], ( 1)L pj tα +  - шаг обучения, ис-
пользуемый в правилах (2) алгоритма BPE для получения модифи-
цированных весовых коэффициентов 
[ ], [ ],( 1),  ( 1)L p L pij bjw t w t+ +  
рассматриваемого НЭ для эталона p . Определим [ ], ( 1)L pj tα +  на 
базе метода наискорейшего спуска с целью минимизации функции 
ошибки, рассчитываемой для модифицированных весовых коэффи-
циентов по формуле: 
 
[ ], 21( 1) ( ( 1) )
2
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j j jE t y t D+ + −= , (11) 
что предполагает решение уравнения: 
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p
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E t
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∂ +
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. (12) 
Первоначально выразим взвешенную сумму входов рассматри-
ваемого НЭ с учетом модифицированных весовых коэффициентов и 
производной сигмоидной функции активации (13). 
В выражении (13) [ 1], ( )L piy t−  представляют собой текущие зна-
чения входной активности рассматриваемого НЭ.  
Введем следующее обозначение: 
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Тогда выражение (12) примет следующий вид: 
 
[ ], [ ], [ ], [ ],( 1) ( ) ( 1) ( )L p L p L p L pj j j jS t S t t B t+ = − α + ⋅ . (15) 
Выходная активность рассматриваемого НЭ с сигмоидной функ-
ции активации определяется выражением: 
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На основе выражений (11), (15) и (16) составим и решим уравне-
ние вида (12): 
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y w t w t t y t D y t y t y t
t y t D y t y t
− −
−
=
− −α + − −
= =
α + − −
 
−
 ∑
−  
( ) ( ) [ 1][ ], [ 1], 2[ ], [ ], [ ], [ ],
1
( ) ( 1) ( ) ( ) 1 ( ) 1 ( ( ))
LN
L p p L pL p L p L p L p
j j j jj j k
k
S t t y t D y t y t y t
−
−
=
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= ∑ 
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.  (13) 
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В результате решение уравнения (17) сводится к решению сово-
купности следующих уравнений: 
 
( )
( )
( )
[ ], [ ], [ ],
[ ], [ ], [ ],
[ ], [ ], [ ],
( ) ( 1)( ( )
( ) ( 1)( ( )
( ) ( 1)( ( )
1 0   
1
1
или 0   
1
1
или  1 0.
1
L p L p L p
j j j
L p L p L p
j j j
L p L p L p
j j j
p
jS t t B t
S t t B t
S t t B t
D
e
e
e
− −α +
− −α +
− −α +
− =
+
=
+
− =
+
 (18) 
Поскольку для сигмоидной активационной функции имеют место 
ограничения 
[ ]
 0 1Lg< < , то два последних уравнения из (19) 
решения не имеют. 
В результате получаем следующее решение: 
( )
( )
[ ], [ ], [ ],
[ ], [ ], [ ],
( ) ( 1)( ( )
( ) ( 1)( ( ))
[ ], [ ], [ ],
1
,
1
,
1
( ) ( 1) ( ) ln ,
1
L p L p L p
j j j
L p L p L p
j j j
p
jS t t B t
p
S t t B t j
p
j
p
jL p L p L p
j j j p
j
D
e
D
e
D
D
S t t B t
D
− −α +
−α +
=
+
=
−
 
− α + =   
− 
 (19) 
[ ],
[ ],
[ ],
( ) ln
1( 1) .( )
p
jL p
j p
jL p
j L p
j
D
S t
D
t
B t
 
−   
− α + =  (20) 
С учетом (14) получаем (21). 
Подставив (21) в правила модификации весовых коэффициен-
тов НЭ (2), получим искомые выражения (8). 
Аналогичным образом доказываются п. 1.2 и п. 1.3 теоремы для 
НЭ с функциями активации биполярная сигмоидная и гиперболиче-
ский тангенс соответственно. 
Результаты теоремы 1 (с учетом алгоритма BPE) можно обоб-
щить на НЭ последующих слоев многослойной нейронной сети.  
Утверждение 1. Правила модификации синаптических связей 
НЭ j , находящегося в скрытом слое l , с функцией активации 
[ ]lg , минимизирующие ошибку данного НЭ для эталона p  на 
итерации обучения t , можно определить следующим образом: 
1.1 для сигмоидной функции 
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 (22) 
1.2 для биполярной сигмоидной функции 
[ ]lg : 
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(23) 
1.3 для функции 
[ ]lg  гиперболический тангенс: 
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(24) 
где 
[ ], ( )l pj tγ  - ошибка j -го НЭ. 
 
Утверждение 1 вытекает из 
теоремы 1, а также из допуще-
ния, что ошибку НЭ скрытого 
слоя 
[ ], ( )l pj tγ  можно интерпре-
тировать как разность между 
текущим значением выходной 
активности 
[ ], ( )l pjy t  и желаемым значением выходной активности 
данного НЭ.  
Наибольшую эффективность полученных результатов (теоремы 
1 и утверждения 1) продемонстрировал алгоритм последователь-
ного послойного (по ходу распространения активностей) обуче-
ния. В частности, для индивидуальных эталонов различного вида (в 
том числе из баз MNIST и NIST), нормализованных в диапазоне зна-
чений соответствующей функции активации, данный алгоритм про-
демонстрировал сходимость процесса обучения многослойной НС 
до нулевой ошибки 
pE  за одну итерацию обучения.  
Следует также отметить, что более перспективным авторы счи-
тают применение полученных результатов в алгоритме группового 
(batch) обучения; именно в этом направлении в настоящий момент 
проводятся экспериментальные исследования. 
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SAVITSKY Yu.V., HVESHCHUK V.I., SAVITSKY A.Yu. Modification of algorithm of BPE for adaptive training of sigmoidalny neurons in archi-
tecture of the multilayered neural network 
In article it is formulated and modification of algorithm of the return distribution of a mistake (BPE) for exact training of neural elements with sig-
moidalny functions of activation in architecture of a multilayered neural network is mathematically proved. The offered rules of modification of synoptic 
communications of neurons of day off and the hidden layers can be used for creation of the effective algorithms providing reduction of temporary and 
computing complexity of process of training of multilayered neural network architecture. 
 
УДК 581.3 
Николайчук Я.Н., Ивасьев С.В., Якименко И.З., Касянчук М.Н. 
МЕТОД ФАКТОРИЗАЦИИ МНОГОРАЗРЯДНЫХ ЧИСЕЛ НА ОСНОВЕ СВОЙСТВ 
КВАДРАТИЧНОСТИ ВЫЧЕТОВ В СИСТЕМЕ ОСТАТОЧНЫХ КЛАССОВ 
 
Введение. Факторизация является одной из важнейших задач 
теории чисел [1] и современной асимметричной криптографии [2]. Ее 
суть заключается в разложении некоторого целого числа в произведе-
ние простых сомножителей. Известные методы факторизации, в зави-
симости от их производительности, разбиваются на две группы: экспо-
ненциальные и субэкспоненциальные [3]. Все они достаточно громозд-
ки, поэтому требуют значительных вычислительных ресурсов для 
обработки многоразрядных чисел. Однако теоретическое обоснование 
необходимой сложности таких вычислений или, другими словами, 
существование нижних оценок не доказано, поэтому вопрос о суще-
ствовании алгоритма факторизации с полиномиальной сложностью 
является одной из открытых проблем современной теории чисел. 
Кроме того, актуальность проблемы факторизации продиктована так-
же неопределенностью относительно теоретического обоснования 
устойчивости к раскрытию асимметричных криптосистем [4]. 
Наиболее распространенными для факторизации являются ал-
горитмы, основанные на теореме Ферма [3]. 
 
Анализ метода Ферма для факторизации многоразрядных 
чисел. Пусть P0 – известное целое число, являющееся произведени-
ем двух простых чисел, которые нужно найти. Большинство современ-
ных методов факторизации основываются на идее, предложенной 
Пьером Ферма, которая заключается в поиске пар натуральных чисел 
A и B таких, что выполняется соотношение: Р0 = A2 – B2. 
Метод Ферма описывается таким выражением: 
 
2
0n n P∆ = − , (1) 
где 0n P k = +  , k=1, 2, 3, … . 
Количество итераций k равняется значению, когда параметр ∆n 
будет целым числом. Отсюда можно найти искомое разложение на 
множители: 
 ( )( )0 n nP n n= − ∆ + ∆ . (2) 
Вычислительная сложность метода Ферма для многоразрядных 
чисел достаточно большая, поскольку количество итерацій k может 
быть порядка 2300–2400 и только на единственном шагу возможно одно-
значное решение задачи факторизации. Причем операции необходимо 
виполнять над числами, разрядность которых примерно 300–500 бит. 
Для упрощения этой задачи целесообразно использовать систе-
му остаточных классов (СОК) [5], которая позволит выполнить рас-
параллеливание процесса вычислений и будет выступать индикато-
ром квадратичности вычетов. 
Исходя из вышесказанного, целью данной работы является усо-
вершенствование алгоритма факторизации на основании теоремы 
Ферма с использованием СОК для уменьшения вычислительной 
сложности при работе с многоразрядными числами. 
 
Метод факторизации многоразрядных чисел на основании 
теоремы Ферма с помощью использования свойств квадратич-
ности остатков. Известно, что квадраты целых чисел можно пред-
ставить в виде суммы нечетных чисел, количество которых равняет-
ся данному числу [6]: 
 
2
1
(2 1)
n
i
n i
=
= −∑ . (3) 
Поэтому, отыскав ∆n по формуле (1) при k=1, следующие ите-
рации выполняются согласно выражению 
( ) ( )20 2 1kS n= ∆ + − . Итерации продолжаются до тех пор, 
пока параметр Sk не будет целым числом, причем количество ите-
раций в обоих методах одинаково. 
В таблице 1 представлен пример факторизации с помощью 
классического и усовершенствованного методов Ферма для 
Р0=3811. 
Таким образом, получено разложение числа 3811 на простые 
сомножители: 
3811 = 702 - 332 = (70 + 33)(70 - 33)= 103*37. 
Из таблицы 1 видно, что в совершенствованном методе исклю-
чается операция возведения в квадрат. Кроме этого, арифметиче-
ские действия выполняются над числами, размерность которых на 
несколько порядков меньше, чем в классическом методе. Однако 
следует отметить, что количество итераций в обоих случаях будет 
одинаково, а самой сложной остается операция проверки квадра-
тичности остатка. Для уменьшения ее вычислительной сложности 
можно использовать СОК. 
 
Исследование свойств квадратов в СОК. Рассмотрим остатки 
квадратов целых чисел по нескольким простым модулям pj, то есть 
( ) 1 1 11 1 2 1 2, ,..., , , ,m ma p p p b b b= K , 
( ) 2 2 22 1 2 1 2, ,..., , , ,m ma p p p b b b= K , 
( )1 2 1 2, ,..., , , ,n n nn m ma p p p b b b= K , где 2ia i= , 
(mod ), 1 , 1ij i jb a p i n j m= ≤ ≤ ≤ ≤ , m – количество модулей. 
Используя свойство (3), искомые остатки можно получить с по-
мощью рекурентной формулы ( )1 modi i jj j jib b z p−= + , где 
modij i jz z p= , zi=2i-1. 
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