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REFERENCE TRACKING AND OBSERVER DESIGN FOR
SPACE-FRACTIONAL PARTIAL DIFFERENTIAL EQUATION
MODELING GAS PRESSURES IN FRACTURED MEDIA
LILIA GHAFFOUR ∗ AND TAOUS-MERIEM LALEG-KIRATI ∗†
Abstract. This paper considers a class of space fractional partial differential equations (FPDEs)
that describe gas pressures in fractured media. First, the well-posedness, uniqueness, and the stability
in L∞(R)of the considered FPDEs are investigated. Then, the reference tracking problem is studied
to track the pressure gradient at a downstream location of a channel. This requires manipulation
of gas pressure at the downstream location and the use of pressure measurements at an upstream
location. To achiever this, the backstepping approach is adapted to the space FPDEs. The key
challenge in this adaptation is the non-applicability of the Lyapunov theory which is typically used
to prove the stability of the target system as, the obtained target system is fractional in space. In
addition, a backstepping adaptive observer is designed to jointly estimate both the system’s state
and the disturbance. The stability of the closed loop (reference tracking controller/observer) is also
investigated. Finally, numerical simulations are given to evaluate the efficiency of the proposed
method.
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1. INTRODUCTION. Asymptotic output regulation, which allows a system’s
output to follow a desired reference, is a challenging problem that has received con-
siderable research attention, particularly with regard to the presence of disturbances.
This problem has been widely studied and solved for different perturbed systems
described either using ordinary differential equations (ODEs) or partial differential
equations (PDEs), including parabolic PDEs, which describe a wide variety of time-
dependent phenomena, such as heat conduction and particle diffusion (e.g., [32], [11]).
For example, in [23], the output regulation problem was investigated for lumped-
parameter linear systems. An extension of this result was discussed in [9] and [24] for
nonlinear systems. Subsequent studies have investigated the robust output regulation
problem for linear distributed parameter systems (e.g., [8], [21], [19]). More recently,
this approach has been extended to different PDE systems [34], [33]. In particular,
in [11], the author considered the output regulation problem for boundary-controlled
parabolic PDEs in the presence of disturbances under the assumption that these dis-
turbances and the desired reference can be modeled using a known finite dimensional
signal.
On the other hand, fractional PDEs (FPDEs) have been used for accurately mod-
eling and analyzing numerous phenomena in different scientific and engineering fields
(e.g., [31], [44]) owing to their suitability to describe the dynamics of several problems.
Both time and space FPDEs (fractional derivatives in time and space, respectively)
can capture multi scale features of complex physical phenomena due to the non local-
ity of the fractional operators [4], [6], [7], [12] and [30]. Furthermore, time FPDEs have
been more widely investigated in the literature than space FPDEs, predominantly in
the field of control. For example, [29] proposed to solve boundary feedback stabiliza-
tion and disturbance rejection problems for time fractional PDE. whereas [45] solves
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the output feedback stabilization problem for an unstable time fractional PDE. [28]
and [41] addresses the observer-based robust stabilisation problem and dynamic out-
put feedback control for non-linear fractional uncertain systems and fractional order
systems respectively. [14] considers approximate controllability problem for fractional
diffusion equations.
In [38], the authors concluded that particle transport behavior may be parsimo-
niously described using a fractional advection dispersion equation (FADE) by phe-
nomenological discussion of the arbitrary average velocity and non-zero dispersion
coefficient. Furthermore, in [10], an unconditionally stable second-order difference
method for two-dimensional FADE was proposed.
Moreover, very few work investigates the tracking problem for FPDEs. [17] inves-
tigates the reference tracking problem for time fractional advection dispersion equa-
tion in presence of disturbances. Less investigations have been done on space fractional
PDEs despite their importance in describing a large variety of real life phenomena
such as gas production in fractured media [3], solute transport in heterogeneous por-
ous media [38], [37], Plumes spread in laboratories in [6] [7], and Transport affected
by hydraulic conditions at a distance on the Earth surface in [10]. To the best of the
authors knowledge, there is no paper dealing with stability, reference tracking and ob-
server design problems for space FPDE. Furthermore, some work exists on studying
the well-posedness of space FDEs. For instance, in [20], the authors solved analyti-
cally and in terms of Green function the homogeneous time and space FADE. and in
[2], the non homogeneous Riesz-Feller space FADE has been solved analytically.
In this paper, we consider a class of Caputo space FPDE, which describes for
instance the gas production in fractured media. such mechanisms is done by drilling
wells through gas saturated rock to force the gas to flow through the drilled well into
the production pipelines. The underground layers burden pressure causes a chaotic
explosion of the saturated rocks, which yields to unequal spatial distribution of the
pressure and which is modeled by a spatial fractional derivative. In [3], the au-
thors solves the non-Newtonian non-Darcy fractional-derivatives flux equations using
physics-preserving averaging schemes that incorporates both, original and shifted,
Grunwald- Letnikov (GL) approximation formulas preserving the physics, by reduc-
ing the shifting effects, while maintaining the stability of the system. They derived the
system’s equations and discussed the discretization schemes. Then, they illustrated
the physics-preserving averaging scheme. Some authors believe that a minimum pres-
sure gradient (called threshold pressure gradient (TPG)) is required before a liquid
starts to flow in a porous medium. It has been proven as well in [39] that the pressure
gradient has a much greater effect on gas mobility and oil recovery than pressure-
decline rate has. That is why, in this paper, we aim at tracking the pressure gradient
at a final position to follow a desired trajectory. This tracking process can be seen
as a decreasing process of the gradient pressure as well by taking a desired trajectory
which is as small as possible.
The main objectives of this paper are to study the reference tracking problem for
boundary controlled space FPDE modelling the gas production in fractured media in
the presence of disturbances. This is done by adapting the backstepping approach to
the space FPDEs. The key challenge here is the non applicability of the Lyapunov
theory which is commonly used to prove the stability of the target system as the ob-
tained target system is fractional in space. The contribution of this paper is to prove
the asymptotic stability of the space fractional target system to ensure the reference
tracking process. This is done by deriving the analytical solution of the target system
in terms of Green functions. Then, taking the advantage of the fractional differen-
3
tiation order which will allow the green function to converge asymptotically to zero.
With a similar reasoning another contribution of the paper would be to extract some
conditions on the system’s parameters that ensure the stability in L∞(R) of the con-
sidered model . Moreover, an additional contribution of this paper is the design of a
backstepping adaptive state observer which is required by the output feedback control.
In addition, the stability of the closed loop (reference tracking controller-observer) is
proved. Moreover, a fundamental solution for the non homogeneous Caputo space
FPDE is proposed and its uniqueness is studied.
This paper is organized as follows, in section 2, a review of some preliminaries on
fractional calculus is presented. In section 3, the considered problem is formulated.
The fundamental solution of the considered FPDE using Duhamel’s principle and
the generalized Leibnitz differentiation rule is introduced in section 4. Section 5
aims to derive some sufficient conditions to guarantee the stability in L∞(R) of the
considered problem. Section 6 studies the reference tracking problem for boundary
controlled space FPDE in the presence of disturbances by proving the asymptotic
stability in L∞(R) of the tracking error. The backstepping adaptive observer design
for the considered problem is given in section 7. Section 8 studies the stability of the
closed loop (reference tracking controller-observer). Simulation examples are given as
well to support the proposed results. Finally, a general conclusion will summarize the
obtained results.
2. Fractional Calculus Preliminaries. This section presents useful definitions
and results on fractional PDE.




e−ttz−1dt, z ∈ R+,
Definition 2.2. [35, 16, 15]
Riemann-Liouville fractional integral of order α with n− 1 < α ≤ n, n ∈ IN is defined
by:






where, t ∈ [a, b], f(.) ∈ C[a, b]. We denote: J αt f(t) := 0J αt f(t).
Definition 2.3. [35, 16, 15]





















For more information on the Caputo fractional derivative, we refer the readers to
[35].
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Remark 2.4. Caputo time fractional derivative with a negative non integer order
is defined in [35] by:
CDαt f(t) = J−αt f(t),
for all α ∈ R−/Z−.
Theorem 2.5. Let f(t) ∈ Cn[a, b], t ∈ [a, b], we have:
CDαt J αt f(t) = f(t),
where n− 1 < α ≤ n, n ∈ IN, see [35] for the proof.
Definition 2.6. [36]
The right-sided Caputo fractional derivative of order α with n− 1 < α ≤ n, n ∈ IN is
defined by:









where, t ∈ [a, b], f(.) ∈ Cn[a, b].
Definition 2.7. [36]
The right-sided Caputo time fractional derivative with a negative non integer order
α ∈ R−/Z− is defined by:
CDαt,bf(t) = J−αt,b f(t),
where, J−αt,b f(.), α ∈ R−/Z− is the right-sided Riemann-Liouville fractional integral







where, n− 1 < β ≤ n, t ∈ [a, b], f(.) ∈ C[a, b]
Definition 2.8. Fourier transform definition, its inverse and the Fourier trans-
form of the classical derivative are given by:









F{Dmt f(t)}(s) = (−is)mF{f(t)}(s),
where, F{f(t)}(s) := f̃(s), s ∈ R,m ∈ IN, i2 = −1.
Lemma 2.9. Fourier transform of Caputo fractional derivative is given in [20] by:
Let f(t) ∈ Cn(R), then:
(2.2) F{CDαt f(t)}(s) = (−is)αF{f(t)}(s)
where, n− 1 < α < n, n ∈ IN.
Lemma 2.10. Fractional integration by parts was given in [36] by:

















where, n − 1 < α < n, n ∈ IN. DC αt,b is the right-sided Caputo derivative defined
in (2.1).
Theorem 2.11. [35] Let t ∈ [a, b], we have:
(2.4) Ct0D
α
t (t− t0)β =
Γ(β + 1)
Γ(β − α+ 1)
(t− t0)β−α, ∀β
where t0 ∈ [a, b], n− 1 < α ≤ n, n ∈ IN, see [35] for the proof.
Theorem 2.12. Caputo Fractional derivative of an integral depending on a pa-
rameter is given in [17] by:
Let K(t, τ) be a function such that both K(t, τ) and its partial derivative ∂∂tK(t, τ)










t K(t, τ)dτ + J 1−αt K(t, t),
where, 0 ≤ α < 1, K(t, τ) is defined over R+∗ XR+∗ such that 0 < τ < t.
Proof. Using the Leibniz differentiation rule for the classical first derivative, sim-



































































t K(t, τ)dτ + J 1−αt K(t, t).
which completes the proof.
Definition 2.13. [5] Consider the PDE ∂∂tu = Lu, u ∈ X with L is some linear
operator on the Banach space X.
A solution u(t) of this system is said to be stable if, given any ε > 0, there exists a
δ = δ(ε) > 0 such that, for all u0 ∈ X with ‖u0‖X ≤ δ, the corresponding solution
satisfies ‖u(t)‖X ≤ ε for all t ≥ 0. If in addition there exists a δ∗ such that for all




then this solution is said to be asymptotically stable.
6 LILIA GHAFFOUR, AND TAOUS-MERIEM LALEG-KIRATI
Remark 2.14. In what follows, we will be considering the stability and the as-
ymptotic stability in L∞(R). That is, taking X = L∞(R) in definition 2.13.
Remark 2.15. In what follows, We will be using the following norms:
‖P (x, t)‖∞ = sup
x∈[0,L]




which are defined over L∞(R) and L2(R) respectively.





|f(t)|dt = ‖f(t)‖L1(R) .
Theorem 2.17. Fourier transform of fractional integral is given in [35] by:
F{J αt f(t)}(s) =
1
(is)α
F{f(t)}(s), s 6= 0
where, n− 1 < α < n, n ∈ IN.
3. Problem Statement. This section presents the model’s equations. We con-
sider the gas production mechanism which is done by drilling wells. When a vertical
well is drilled through a gas saturated rock, the underground layers burden pressure
causes the gas to flow through the drilled well into the production pipelines as shown
in figure 1. Table 1 summarizes the system’s parameters.
Fig. 1: Gas production process
3.1. Gas Production Fractional Model. The standard modeling approach
for gas pressure is recalled in the appendix A. However, due to the rocks explosion
caused by the gas pressure, the constructed pores don’t have the same shapes and
dimensions. Thus, the variation of the pressure with respect to space is not equally
distributed which means that the Darcy law equation doesn’t describe fully the con-
sidered phenomena. Therefore, the authors in [3] suggested to use the non-Darcy law,
where the first spatial derivative of the pressure is replaced with a fractional spatial
derivative of order α, where, 0 < α ≤ 1 represents the diffusion coefficient. Therefore
the FPDE that fully describes the considered phenomena is given with the boundary
7











Q(x, t) Gas production flow
C Variation of the porosity
with respect to the pressure
u(t) Control input















P (x, 0) = g0(x),
Px(0, t) = 0, P (L, t) = u(t),
where t > 0, x ∈ [0, L], u(t) is the control input, P (x, t) is the gas pressure distributed
in space and in time. The permeability k(t) and the viscosity µ are both positive.
DC αxP (x, t) is the Caputo space fractional derivative of order α. u(t) is the control
input.
Remark 3.1. It has been proved in [35] that if we consider the Caputo fractional
derivative then the operator ∂∂x D
C α
xP (x, t)in (3.1) cannot be written as D
C β
xP (x, t)
with 1 < β ≤ 2.
The main objective of this paper is to track the pressure gradient at final position
in the presence of disturbances using some measurements and a boundary control.
However, before that, we first solve the problem analytically. Then, we study the
well-posedness and the stability of the considered system.
4. Fundamental Solution of the Space FPDE. In this section, we first
derive the fundamental solution for the non homogeneous Caputo space fractional
PDE. For this purpose, we use the Fourier transform of Caputo fractional derivative
(2.2). Then, we investigate the uniqueness of the obtained solution.
4.1. Analytic Solution.
Theorem 4.1. Assuming that Q(x, .), g0(x) ∈ L1(R) and u(t) ∈ C1(R+),, system
(3.1) admits at least one solution and it is given by:





Gα(| x− y |, t− τ)Q̄(y, τ)dτdy +
∫ +∞
−∞
Gα(| x− y |, t)ḡ0(y)dy.
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where, ḡ0(x) := g0(x)− u(0), Q̄(x, t) := 1CρQ(x, t)−
∂













with φα+1(s) = (−is)α+1.
Proof. Starting from the system (3.1), we define the new coordinate P̄ (x, t),
(4.1) P̄ (x, t) := P (x, t)− u(t),












DC αx P̄ (x, t) = Q̄(x, t),
P̄ (x, 0) = ḡ0(x),
P̄x(0, t) = 0, P̄ (L, t) = 0,
where, ḡ0(x) is the new initial condition and Q̄(x, t) is the new source term given
respectively by:






Then, we multiply the gas pressure P̄ (x, t) in (3.1) by the indicator function of [0, L]
to have the FPDE defined for x ∈ R. Then we apply the superposition principle to
write the solution of (3.1) as P̄ = h + v, where, for every t > 0, x ∈ R, u and v are










DC αxh(x, t) = 0,











Dαxv(x, t) = Q̄(x, t)
v(x, 0) = 0,
because, both the Caputo fractional derivative and classical derivative are linear.
We start by solving system (4.4), we apply the Duhamel’s principle [25] ( which allows
to solve first the homogeneous linear, PDE, and then superposing to find the solution
of he original PDE), the solution of (4.4) is given by:





where, for all τ ∈ [0, t], for every t > 0, x ∈ R. We start by computing the time














V(x, t, τ)dτ + V(x, t = τ),
(4.6)
using the classical Leibnitz differentiation rule. Now, we compute the space fractional

































DαxV(x, t) = 0,
limt→τ V(x, t) = Q̄(x, τ).










DαxV(x, t)} = 0,
F{V(x, t = τ)} = F{Q̄(x, τ)},
using the Fourier transform of the first spatial derivative (definition 2.8) and Caputo









α+1Ṽ(s, t) = 0,
Ṽ(s, t = τ) = ˜̄Q(x, τ),
where, ˜̄Q(s, τ) = F{Q̄(x, τ)}(s, τ). Using the initial condition in (4.8), the solution
of (4.9) is given by:



















which can be written as:





e−isxG̃α(s, t− τ) ˜̄Q(s, τ)ds,
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F is the Fourier Transform, more details in the green function can be found in [2],




Gα(x− y, t− τ)Q̄(y, τ)dy,
Thus, using (4.5), the solution of (4.4) is given by:





Gα(x− y, t− τ)Q̄(y, τ))dτdy
Similarly, the solution of (4.3) is given by:




Finally, the fundamental solution of (3.1) is:










4.2. Uniqueness. The uniqueness of the solution is a direct result from the
linearity of the integral operator.
Theorem 4.2. Assuming that g0(x) ∈ L1(R) and u(t) ∈ C1(R+), Let P1(x, t) and
P2(x, t) be two solutions of system (3.1) with different source terms Q1(x, .), Q2(x, .) ∈
L1(R) respectively. Then, the condition Q1(x, t) = Q2(x, t) implies that P1(x, t) =
P2(x, t).
Proof. Suppose that system (3.1) admits two solutions P1(x, t) and P2(x, t) with
different source terms Q1(x, .), Q2(x, .) ∈ L1(R). Then, by Theorem 4.1, P1(x, t) and






Gα(x− y, t− τ)Q1(y, τ)dτdy +
∫ +∞
−∞








Gα(x− y, t− τ)Q2(y, τ)dτdy +
∫ +∞
−∞
Gα(x− y, t)ḡ0(y)dy + u(t).
(4.17)
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Then, by (4.16) and (4.17):











5. Stability Conditions. In this section, we aim to derive some sufficient con-
ditions to guarantee the stability of the problem given in (3.1).
Theorem 5.1.Suppose that Q̄(x, t) is separable on its variables Q̄(x, t)= T (t)q(x)
such that q(x) ∈ L1(R) and T (t) is bounded on time, this means that
Q̄(x, t) ≤ rq(x).
Suppose as well that ḡ0(x) ∈ L1(R) and k(t) is bounded from bellow (k0 ≤ k(t)) and
that the control u(t) is bounded as well. Then, the solution of system (3.1) is stable
in L∞(R). That is:
lim
t→+∞
‖P (x, t)‖∞ <∞
Proof. Using Theorem 4.1, the solution of (3.1) is given by (4.15). Q̄(x, t) and
u(t) are bounded in time which means that:
Q̄(x, t) ≤ rq(x).
u(t) ≤ umax.
Thus, (3.1) becomes:






















because both Q̄(x, t) and ḡ0(x) are in L
1(R) which means that their Fourier transforms
˜̄Q(x, t) and ˜̄g0(x) exist. Then, we get:






































By taking the sup on x over [0, L] of (5.1), we get:
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taking the limit of (5.2), we get:
lim
t→+∞



























On the other hand, we have that, for all 0 < α ≤ 1:
φα+1(s) = (−is)α+1 = sα+1(−i)α+1 = sα+1e−iπ2 (α+1)
= sα+1{cos(π
2








⇒ Re{φα+1(s)} ≤ 0, s ≥ 0.
(5.5)
if s < 0 we have that, for all 0 < α ≤ 1:
φα+1(s) = (−is)α+1 = sα+1(−i)α+1 = sα+1e−iπ2 (α+1)
= sα+1{cos(π
2














































⇒ Re{φα+1(s)} ≤ 0, s < 0.
(5.6)
Thus from (5.5) and (5.6) we have that:
(5.7) Re{φα+1(s)} ≤ 0, 0 < α ≤ 1,∀s ∈ R,
using the fact that both the permeability and the viscosity are both positive and the
linear-compressibility with C > 0, the sign of the real part of φα+1(s) is negative.
Using (5.4) we have that: ∣∣G̃α(s, t)∣∣ = e 1C k(t)µ Re{φα+1(s)}t
⇒ lim
t→+∞












∣∣G̃α(s, t)∣∣ = 0.
Using the fact that k(t) is bounded from bellow, (5.4) and (5.7), we have:∫ t
0













∣∣ ≤ ∫ t
0





















































Thus, using (5.9) and (5.10), (5.3) becomes:
lim
t→+∞
















Now, we focus on computing the integral in (5.11). Because the term 1/|s|α+1 is un-
defined around zero, the integral was divided to study the convergence of the integral
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using Theorems 2.16 and 2.17. Then, using (5.12)-(5.15), (5.11) becomes
lim
t→+∞












∥∥J α+1y q(y)∥∥L1(R) + ‖q(y)‖L1(R) )(5.16)
6. Reference Tracking process. In this section, we study the reference track-
ing problem of the system given in (3.1). We aim to track the pressure gradient
at final position for the boundary controlled space FPDE in the presence of some
distributions using some measurements.
Consider the space FPDE (3.1) with L = 1, g0(x) = 0, Q(x, t) = d1(t)f(x), where
d1(t) is a disturbance. We also consider a disturbance d2(t) on the boundary, leading














P (x, 0) = 0,
P (1, t) = u(t), Px(0, t) = d2(t),
where t > 0, x ∈ [0, 1], P (x, t) is the gas pressure distributed in space and in time. The
permeability k(t) and the viscosity µ are both positive, f(x) is the source term. u(t)
represents the control input. CDαxP (x, t) is the Caputo space fractional derivative
of order α with 0 < α ≤ 1. It is important to emphasize that we are dealing with
steplike and sinusoidal disturbances. For the purpose of tracking, we consider the
measurements P (x, t)|x=0 and the output to be tracked y(t) such that: Px(x, t)|x=1 =
y(t).
Remark 6.1. In the tracking process we will not use the measurements (P (x, t)|x=0).
Instead, we will use its fractional in space derivative of order α. This is possi-
ble thanks to the results in [42] and [43], where it has been proven that the frac-
tional derivative of a signal can be estimated using the measurements of the signal
even if this signal is noisy. We propose then to use the measurement ym(t) where,
(CDαxP (x, t))|x=0 = ym(t).
15
The objective is to track asymptotically the output y(t) to a desired trajectory yd(t),









6.1. Output regulation using Voltera integral transformation. In this
part, we extend the well-known backstepping approach to the space FPDE in order
to design a controller that guarantees the state feedback output regulation for the
considered problem. Using the same analogy as in [11], the disturbances d1(.), d2(t),
the measurements ym(t), and the reference yd(t) can be written in the space spanned
by the finite dimensional signal V (t) which satisfies:
(6.3)
 V
′(t) = SV (t),
V (0) = V0,




V ′(t) = SV (t), t > 0 V (0) = V0,
d1(t) = a
TV (t), d2(t) = b
TV (t),
yd(t) = c
TV (t), ym(t) = q
TV (t)
where, V0, a, b, c, q ∈ CnV with nV an arbitrary chosen order. System (6.4) allows
the modelling of unknown steplike and sinusoidal exogenous signals. We start by
introducing the Voltera coordinates transformation [45], [27] and [40]:
(6.5) w(x, t) = V{P (., t)}(x) := P (x, t)−
∫ x
0
K(x, y)P (y, t)dy.
This transformation is invertible, the formula for the inverse can be found in [27]. We










Dαxw(x, t) = r
T (x)V (t),
(CDαxw(x, t))|x=0 = qTV (t), wx(0, t) = bTV (t),
w(1, t) = mTV (t),
where, rT (x) = aTV{f}(x)
−bT k(t)
Cµ







K(1, y)P (y, t)dy +mTV (t),




















x K(x, y)|y=x = 0,
CDαy,xK(x, y)|y=x = 0,
k(x, x) = 0,
K(x, 0) 6= 0
where, CDαy,x is the right sided Caputo derivative defined in (2.1)
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Lemma 6.2. Using transformation (6.5), if there exists a twice continuously dif-
ferentiable kernel function K(x, y) satisfying (6.7) then, system (6.1) is equivalent to
(6.6).























































K(x, y)CDαyP (y, t)dy
−k(t)
Cµ



























K(x, y)P (y, t)]y=xy=0
−k(t)
Cµ










where, (6.8) is obtained by first applying a classical integration by parts then the
fractional integration by parts (2.3). Using the generalized Leibnitz differentiation
rule (2.12), we obtain the Caputo spatial fractional derivative of the new coordinate
w(x, t):
CDαxw(x, t) =






xK(x, y)P (y, t)dy
−[Cy Dα−1x K(x, y)P (y, t)]|y=x,
(6.9)















DαxK(x, y)P (y, t)dy





x K(x, y)P (y, t)]|y=x).
(6.10)
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By looking to (6.11), we conclude that we need an extra condition on the kernel
and which is K(x, 0) 6= 0 in order not to loss the measurements. We set w(1, t) =
w1(t)., where by (6.4), w1(t) can be written as: w1(t) = m
TV (t)
Using (6.1) and transformation (6.5), we obtain :
(6.12) u(t) = P (1, t) =
∫ 1
0
K(1, y)P (y, t)dy +mTV (t).
Which completes the proof.
Lemma 6.3. The kernel system (6.7) admits at least one family of twice continu-
ously differentiable solutions K(x, y) in the triangle 0 ≤ y ≤ x ≤ 1 and which is given
by:.
(6.13) K(x, y) = (x− y)2m+1, m ∈ N
Proof. Consider system (6.7) in 0 ≤ y ≤ x ≤ 1. To check that the kernel function















(x− y)2m+1 = Γ(2m+ 2)
Γ(2m+ 1− α)
(x− y)2m−α,
By (6.14) and (6.15) the proposed kernel function satisfies the kernel PDE. Let’s check




x K(x, y)|y=x =
Γ(2m+ 2)
Γ(2m+ 3− α)





(x− y)2m+1−α|y=x = 0,
and
K(x, x) = 0.
Finally, K(x, 0) = (x)2m+1 6= 0, which completes the proof.
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The objective now is to determine mT which guarantees that w(x, t) will achieve
the output regulation at steady state. We define the tracking error:
(6.16) e(x, t) = w(x, t)−MT (x)V (t),























T (x) = rT (x),
MTx (x)|x=0 = bT ,(
V−1{MT (x)}
)
|x=1 = cT ,
Theorem 6.4. Using (6.3), (6.5) and (6.16) if there exists a twice continuously
differentiable function MT (x) solution of (6.18) then, the tracking error e(x, t) sat-
isfies (6.17), where, mT is chosen as follows:
[MT (x)]|x=1 = mT ,
Proof. We start by computing the time classical derivative and the space frac-








Dαx e(x, t) =








We take MT (x) to be solution of (6.18). Thus, (6.19) becomes (6.17). Furthermore
if we chose mT that satisfies:
[MT (x)]|x=1 = mT ,
which is in (6.17) equivalent to the condition:
e(1, t) = 0.
The control in (6.12) becomes:
(6.20) u(t) = P (1, t) =
∫ 1
0
K(1, y)P (y, t)dy + [MT (x)]|x=1V (t).
Theorem 6.5. The tracking error system (6.17) is asymptotically stable in L∞(R).
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Proof. The tracking error function given by (6.17) is a particular case of (3.1) for














e0(x) = e(x, 0) = g0(x)−
∫ x
0
K(x, y)g0(y)dy −MT (x)V0
= −MT (x)V0,
(6.22)
MT (x) is twice continuously differentiable, thus, e0(x) is in L
1(R) which means that
its Fourier transform ẽ0(s) exist. Then, we get:






































On the other hand, we have from equation (5.9) that:
(6.26) lim
t→+∞
∣∣G̃α(s, t)∣∣ = 0,
using the fact that both the permeability and the viscosity are both positive and the
linear-compressibility with C > 0. Thus, using (6.26), (6.25) becomes:
lim
t→+∞
‖e(x, t)‖∞ = 0(6.27)
which completes the proof.
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Remark 6.6. Notice that the kernel system in (6.7) is non-integer order PDE with
very complex boundary conditions and with right sided fractional derivative CDαy,x
and shifted fractional derivative Cy D
α
x which makes it hard to solve. In (6.13), we
propose one possible family of solutions which satisfies (6.7). To avoid having this
non-integer kernel PDE, in the next part, we propose an alternative method which
simplifies the Kernel PDE into an integer PDE which has a unique solution.
6.2. Novel coordinates transformation for output regulation. In this
part, we propose an alternative coordinates transformation to the Voltera transforma-
tion (6.5) which allows to achieve a stable target system similar to (6.6) but with an
integer kernel system simpler than the one in (6.7) and with less complex derivations.
This method can be used for PDEs with a more complex space operator than the
time one (which is the case for our system (6.1)).
We assume that the disturbances d1(.), d2(t), the measurements ym(t), and the
reference yd(t) in (6.1) can be written in the space spanned by the finite dimensional
signal V (t) which satisfies (6.3) and (6.4). We start by introducing the new coordinates
transformation :
(6.28) w(x, t) = V{P (., t)}(x) := P (x, t)−
∫ t
0
P (x, τ)l(τ, t)dτ.
This transformation is invertible, the formula for the inverse will be discussed later.













w(0, t) = nTV (t),





P (1, τ)l(τ, t)dτ +mTV (t).





l(τ, t) = − ∂
∂τ
l(τ, t),
l(0, t) = l̂(t),
where, l̂(.) is a known differentiable function.
Theorem 6.7. Using transformation (6.28), if there exist a continuously differ-
entiable kernel function l(t, τ) satisfying (6.30) then, system (6.1) is equivalent to
(6.29).














l(τ, t)dτ − P (x, t)l(t, t),
(6.31)
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using the non-integer Leibnitz rule. The Caputo spatial fractional derivative of the
new coordinate w(x, t) is given by:




























































where, (6.33) is obtained by applying a classical integration by parts. Thus, by (6.1),













We set w(1, t) = w1(t), where by (6.4), w1(t) can be written as: w1(t) = m
TV (t)
Using (6.1) and transformation (6.28), we obtain :
(6.35) u(t) = P (1, t) =
∫ t
0
P (1, τ)l(τ, t)dτ +mTV (t).
Which completes the proof.
Theorem 6.8. The kernel system (6.30) admits a unique continuously differen-
tiable solution l(t, τ) in the triangle 0 ≤ τ ≤ t and which is given by:
(6.36) l(τ, t) = l̂(t− τ),
The objective now is to determine mT which guarantees that w(x, t) will achieve the
output regulation at steady state. We define the tracking error:
(6.37) E(x, t) = w(x, t)−MT (x)V (t),





















T (x) = rT (x),
MT (x)|x=0 = nT ,(
V−1{MT (x)}
)
|x=1 = cT ,
Theorem 6.9. Using (6.3), (6.28) and (6.37) if there exists a solution of (6.39)
then, the tracking error e(x, t) satisfies (6.38), where, mT is chosen as follows:
[MT (x)]|x=1 = mT ,
Proof. We start by computing the time classical derivative and the space frac-















We take MT (x) to be solution of (6.39). Thus, (6.40) becomes (6.38). Furthermore
if we chose mT that satisfies:
[MT (x)]|x=1 = mT ,
which is in (6.38) equivalent to the condition:
E(1, t) = 0.
The control in (6.35) becomes:
(6.41) u(t) = P (1, t) =
∫ t
0
P (1, τ)l(τ, t)dτ + [MT (x)]|x=1V (t).
Theorem 6.10. The tracking error system (6.38) is asymptotically stable in L∞(R).
The proof is similar to the proof of Theorem 6.5
Theorem 6.11. The inverse of transformation (6.28) is given by:





(6.43) L(τ, t) = L̂(t− τ),
where,
L̂(t) = L(0, t).
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Proof. The proof is similar to the proof of Theorem 6.7. using transformation
(6.43), we compute the first temporal derivative and the fractional spatial derivative





∂tL(τ, t) = −
∂
∂τL(τ, t),
L(0, t) = L̂(t),
System (6.44) admits a unique solution given in [13] by:
L(τ, t) = L̂(t− τ),
where,
L̂(t) = L(0, t).
which completes the proof.
7. Adaptive boundary observer for space fractional PDEs subject to
domain and boundary disturbances
. To design the tracking controllers in (6.20) and (6.41), we need to recover the state
P (x, t) of system (6.1). We recall that, it has been mentioned in Remark 6.1 that in the
tracking process, we did not use the measurements (zm(t) = P (x, t)|x=0). Instead, we
used its fractional in space derivative of order α (ym(t) =
C DαxP (x, t)|x=0.). This was
possible thanks to the results in [41, 42], where it has been proven that the fractional
derivative of a signal can be estimated using the measurements of the signal even if
this signal is noisy. In the adaptive observer design, we propose then to use both the
measurements zm(t) and ym(t) where, P (x, t)|x=0 = zm(t) and (CDαxP (x, t))|x=0 =











Dαx P̂ (x, t) =
1
Cρ d̂1(t)f(x) + u(x, t)
−k(t)Cµ H1(x)(P̂ (0, t)− zm(t))−
k(t)
Cµ H2(x)(
CDαx P̂ (0, t)− ym(t)),
P̂ (x, 0) = P̂0(x), P̂ (1, t) = u(t),
P̂x(0, t) = d̂2(t).
This observer is designed similarly as in [15-17] for a parabolic systems. Where,
H1(x) and H2(x) are a space-dependent observer gains, P̂0(x) is an arbitrary initial
condition which satisfies some conditions that will be determined later. d̂1(t) and
d̂2(t) are the disturbances estimates and u(x, t) is an additional feedback term that
will be determined latter. We introduce the following usual estimation errors:
(7.2) State estimation error: P̃ (x, t) = P̂ (x, t)− P (x, t).
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Dαx P̃ (x, t) =
1
Cρ d̃1(t)f(x) + u(x, t)
−k(t)Cµ H1(x)P̃ (0, t)−
k(t)
Cµ H2(x)
CDαx P̃ (0, t),
P̃ (x, 0) = P̂0(x), P̃ (1, t) = 0,
P̃x(0, t) = d̃2(t),
7.1. Finite-dimensional backstepping-like transformation.
The objective now is to cancel the terms on d̃1(t) and d̃2(t) in the observer error system
(7.5). To this end, we consider the finite-dimensional backstepping-like transformation
defined in [15-17] as:




λ1(x, t) λ2(x, t).
]





























































This suggests the following choice of the feedback expression for u(x, t):
u(x, t) = Λ(x, t)
˙̃
θ(t)









































This is completed by the following initial and boundary conditions :
(7.10)
{
λ1(x, 0) = 0
∂
∂xλ1(x, t)|x=0 = λ1(1, t) = 0

λ2(x, 0) = 0
λ2(1, t) = 0
∂
∂xλ2(x, t)|x=0 = 1.
Theorem 7.1. There exist a unique auxiliary states λ1(x, t) and λ2(x, t) that
satisfies the PDEs in (7.8) and the initial and boundary conditions in (7.10). Fur-




Proof. The proof is given in appendix B.
The choice of initial and boundary conditions in (7.10) is efficient because they allow
the following initial and boundary condition for the system w(x, t):
(7.11)
{
w(x, 0) = P̂0(x)
wx(0, t) = w(1, t) = 0










Dαxw(x, t)−H1(x)w(0, t)−H2(x)CDαxw(0, t)
w(x, 0) = P̂0(x)
wx(0, t) = w(1, t) = 0
7.2. Infinite-dimensional backstepping-like transformation and observer
gains selection .
we propose to extend the backstepping approach to the space FPDE in (7.5) for the
determination of the space dependent gains H1(x) and H2(x). We start by introducing
the Voltera coordinates transformation [45], [27] and [40]:




This transformation is invertible, the formula for the inverse can be found in [27]. We









DαxZ(x, t) = 0,
Z(x, 0) = V{P̂0(x)}(x) := Z0(x)
Z(1, t) = Zx(0, t) = 0,















x R(x, y)|y=x = 0,
CDαy,xR(x, y)|y=x = 0,
R(x, x) = 0,
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where, CDαy,x is the right sided Caputo derivative defined in (2.1). With the extra
conditions that allow the choice of the observer gains:
(7.16)
{
CDαy,xR(x, y)|y=0 = V{H1}(x),
R(x, y)|y=0 = −V{H2}(x),
Theorem 7.2. Using transformation (7.13), if there exist a twice continuously
differentiable kernel function R(x, y) satisfying (7.15) then, system (7.5) is equivalent
to (7.14).
Proof. We start by computing the time classical derivative of the new coordinate









































where, (7.17) is obtained by first applying a classical integration by parts then the
fractional integration by parts (2.3). Using the generalized Leibnitz differentiation rule
(2.12) and the same derivations as in (6.9) , we obtain the Caputo spatial fractional










−[Cy Dα−1x R(x, y)w(y, t)]|y=x,
(7.18)






















x R(x, y)w(y, t)]|y=x).
(7.19)









DαxZ(x, t) = 0
Which completes the proof.
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Remark 7.3. The kernel system (7.15) admits at least one family of twice con-
tinuously differentiable solutions K(x, y) in the triangle 0 ≤ y ≤ x ≤ 1 and which is
given by (6.13).
From the conditions in (7.16) we have that, the gains H1(x) and H2(x) should be
chosen as follows:
H1(x) = V−1{CDαy,xR(x, y)|y=0}
and
H2(x) = −V−1{R(x, y)|y=0}




Gα(| x− y |, t− τ)Z0(y)dy
if Z0(x) ∈ L1(R) (which means that P̂0(x) ∈ L1(R) ) and k(t) is bounded from bellow
(k0 ≤ k(t)). Then, the observer target system given in (7.15) is asymptotically stable
in L∞(R). Furthermore, w(x, t) is asymptotically stable in L∞(R)as well:
lim
t→+∞
‖w(x, t)‖∞ = 0




Gα(| x− y |, t− τ)Z0(y)dy
Using Theorem 5.1, because Z0(x) ∈ L1(R) and k(t) is bounded from bellow (k0 ≤
k(t)). Then, the observer target system given in (7.15) is asymptotically stable. Thus:
(7.21) lim
t→+∞
‖Z(x, t)‖∞ = 0
Thus using the inverse of the transformation (7.13) given in [] by:




taking the sup over [0, x] of the absolute value of (7.22) and using Schwarz inequality,
we get:




Then, we take the limit of (7.23) as t→ +∞:
(7.24) lim
t→+∞






using (7.21) and the equivalence of the L2 and the L∞ norms we get that:
lim
t→+∞
‖w(x, t)‖∞ = 0
The result of Theorem 7.4 is quite interesting but, we still need to prove that the
observer error P̃ (x, t) is asymptotically stable as well. Actually, in view of (7.6), one
has to show that θ̃(t) is also exponentially vanishing and |Λ(x, t)| is bounded. Before
that, we will first investigate the selection of the estimate of the disturbances θ̂(t)
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7.3. Disturbances adaptive law selection. The choice of the estimate of the
disturbances is model free thanks to the choice of Λ(x, t) which allowed the rejection
of the effect of the disturbances from the state estimation process. That is why, we
propose the parameter adaptive law in [1] which is enough to guarantee the expo-
nential stability of the disturbances estimation error θ̃(t) independently of the state
estimation problem.





1 + Λ(0, t)TΛ(0, t)
P̃ (0, t)
Ṙ(t) = R(t)− R(t)Λ
T (0, t)Λ(0, t)R(t)
1 + Λ(0, t)TΛ(0, t)
where, R(t) ∈ R2×2, θ̂(0) and R(0) = R0 are arbitrarily chosen with R0 = RT0 > 0.
the disturbance estimation error θ̃(t) is exponentially stable.





1 + Λ(0, t)TΛ(0, t)
P̃ (0, t)
Ṙ(t) = R(t)− R(t)Λ
T (0, t)Λ(0, t)R(t)
1 + Λ(0, t)TΛ(0, t)
(7.25)
The choice of using only the measurements zm(t) for the disturbances estimation will
prove its efficiency later. This parameter adaptive law is a variant of the least squares





= −R−1(t) + Λ
T (0, t)Λ(0, t)
1 + Λ(0, t)TΛ(0, t)




T (0, t)Λ(0, t)
1 + Λ(0, t)TΛ(0, t)
θ̃(t) +
R(t)ΛT (0, t)
1 + Λ(0, t)TΛ(0, t)
w(0, t)
Using the following Lyapunov function:
(7.28) V1(t) = θ̃
T (t)R−1(t)θ̃(t)
using (7.25),(7.26) and (7.27), it has been proved in [1] that:
(7.29) V̇1(t) = θ̃
T (t)Ṙ−1(t)θ̃(t) + 2θ̃T (t)R−1(t)
˙̃
θ(t) ≤ −V1(t) + w2(0, t)
using Theorem 7.4, w2(0, t) is asymptotically vanishing. Thus, from (7.29) and by
the comparison lemma [26], V1(t) is exponentially vanishing. In view of (7.28) so is
θ̃(t).








Proof. We start by the transformation in (7.6)
(7.30) P̃ (x, t) = w(x, t) + Λ(x, t)θ̃(t),





≤ ‖w(x, t)‖∞ + |θ̃(t)| ‖Λ(x, t)‖∞ ,
by taking the limit of (7.31) as t → +∞ and using the fact that Λ(x, t) is stable
(Theorem 7.1) and that θ̃(t) vanishes exponentially (Theorem 7.5)we get the result
8. Observer Based Output Regulation. Since we obtain an approximated
state P̂ (x, t) from the output by observer (7.1), it follows from the output controllers
(6.20) and (6.41) that an observer-based output regulation controller should be de-
signed as:
(8.1) u(t) = P (1, t) =
∫ 1
0
k(1, y)P̂ (y, t)dy + [MT (x)]|x=1V (t).
and
(8.2) u(t) = P (1, t) =
∫ t
0
P̂ (1, τ)l(τ, t)dτ + [MT (x)]|x=1V (t).
respectively.
Theorem 8.1. Under feedback controllers (8.1) (respectively (8.2)), if P̂0(x) ∈











DαxP (x, t) =
1
Cρd1(t)f(x),
P (x, 0) = 0,
P (1, t) =
∫ 1
0
K(1, y)P̂ (y, t)dy + [MT (x)]|x=1V (t),
Px(0, t) = d2(t),
P (0, t) = zm(t),








Dαx P̂ (x, t) =
1
Cρ d̂1(t)f(x) + u(x, t)
−k(t)Cµ H1(x)(P̂ (0, t)− zm(t))−
k(t)
Cµ H2(x)(
CDαx P̂ (0, t)− ym(t)),
P̂ (x, 0) = P̂0(x),
P̂ (1, t) =
∫ 1
0
K(1, y)P̂ (y, t)dy + [MT (x)]|x=1V (t),
P̂x(0, t) = d̂2(t),
is asymptotically stable. Where, d̂1(t) and d̂2(t) have to satisfy the adaptive law in
(7.25)
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DαxP (x, t) =
1
Cρd1(t)f(x),
P (x, 0) = 0,
P (1, t) =
∫ 1
0
K(1, y)P̂ (y, t)dy + [MT (x)]|x=1V (t),
Px(0, t) = d2(t),
P (0, t) = zm(t),








Dαx P̃ (x, t) =
1
Cρ d̃1(t)f(x) + u(x, t)
−k(t)Cµ H1(x)P̃ (0, t)−
k(t)
Cµ H2(x)
CDαx P̃ (0, t),
P̃ (x, 0) = P̂0(x), P̃ (1, t) = 0,
P̃x(0, t) = d̃2(t),























Dαx P̃ (x, t) =
1
Cρ d̃1(t)f(x) + u(x, t)
−k(t)Cµ H1(x)P̃ (0, t)−
k(t)
Cµ H2(x)
CDαx P̃ (0, t),
P̃ (x, 0) = P̂0(x), P̃ (1, t) = 0,
P̃x(0, t) = d̃2(t),
where, [V−1{Z(y, t)}] = P̃ (x, t).. Using the transformations in (7.6) and (7.13), sys-























DαxZ(x, t) = 0,
Z(x, 0) = Z0(x)
Z(1, t) = Zx(0, t) = 0
It is clear from (8.6) that the observer error Z(x, t) is asymptotically stable using
Theorem 7.4 (because, P̂0(x) ∈ L1(R) and k(t) is bounded from bellow (k0 ≤ k(t))).
Thus, the output tracking error e(x, t) is asymptotically stable as well using Theorem
6.5 (no conditions required on e0(x)).
9. Numerical results. In this section, we present some numerical results to
show the efficiency of the presented method to solve the reference tracking problem
and for the adapted observer design.
we consider the following state P (x, t) = 4e−tsin(2πx) and the following system
parameters: k = 5, µ = C = L = 1, ρ = 1.0726. Signal V (t) in system (6.3) is chosen
such that S = −25, V0 = 1. The reference is chosen as follows: yd(t) = sin(2πt). The
choice of the kernel functions K(x, y) and R(x, y) given by (6.13) is important since
it affects the efficiency of the algorithm. In this regard, we propose using polynomial
kernel functions that satisfy systems (6.7) and (7.15) (for m = 1), and for which the
fractional derivatives are easy to calculate, of the following form:
K(x, y) = R(x, y) = (x− y)3,
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using Theorem 2.11. Figures 2 and 3 show the resulting tracking behaviour when using
a high order compensator and the corresponding tracking error behavior after adding
Gaussian noise to the measurements with mean equal to zero and standard deviation
σ. Clearly, the estimates get very close to their true variables after a transient period.
The above observations confirm the theoretical asymptotic performance described in
Theorem 6.5.
Fig. 2: Reference tracking process (left) and reference tracking error (right) for σ =
0.01.
Fig. 3: Reference tracking process (left) and reference tracking error (right) for σ =
0.1.
Figure 4 (left) shows the time evolution of the state estimate at a particular
position in the spatial domain, Figure 4 (right) represents the gain H1(x) behavior
for different values of α. Figure 5 shows the state estimation error for the whole
space and time domains without noise (left) and with added noise (right). Figure 6
shows the accuracy of the disturbances estimation after a transient period. The above
observations confirm the theoretical asymptotic performance described in Theorems
7.4 and 7.5.
Conclusion. This paper dealt with a class of boundary controlled space FPDE
in the presence of disturbances describing the gas pressure in fractured media. The
main contributions of this paper were first to study the stability of the considered
problem. Then, to track the pressure gradient at final position in the presence of
disturbances using backstepping approach. Moreover, an adaptive observer has been
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Fig. 4: Time evolution of the state estimate at a particular position (left), and the
gain H1(x) for different values of alpha (right).
Fig. 5: State estimate error and state estimate error with Gaussian noise (σ = 0.01).
Fig. 6: Estimation of the disturbances d1(t) and d2(t).
designed to estimate the system’s state. A fundamental solution for the considered
model was given in this paper its uniqueness has been also studied. A future direction
of this work would be to validate the obtained results by numerical simulations, and
to generalize these results for the space and time FPDE. A further direction could be
the adaptation of the adaptive observer for a time fractional PDE and to compere to
the results in [18] (which is a asymptotic and robust method for the state estimation
for PDEs which can be applied for time fraction PDEs as well).
10. Appendix A. We recall the conventional PDE model’s derivation for the
gas pressure [3]:
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1. Mass conservation law :
∂(ρϕ)(P (x, t))
∂t
+∇.(ρu)(P (x, t)) = Q(x, t),
2. Assume the non-compressible fluid, which means that the density does not






+ ρ∇.u(P (x, t)) = Q(x, t),
3. Assume a constant-compressible rock (a particular case of the linear-compressibility),






∇.u(P (x, t)) = 1
Cρ
Q(x, t),














11. Appendix B. Proof of Theorem (7.1):











Dαxλ1(x, t)−H1(x) ∂∂xλ1(x, t) +
1
Cρf(x)
λ1(x, 0) = 0
∂











Dαxλ2(x, t)−H1(x) ∂∂xλ2(x, t)
λ2(x, 0) = 0
λ2(1, t) = 0
∂
∂xλ2(x, t)|x=0 = 1.
Notice that systems (11.1) and (11.2) are not very different from system (3.1), the only
differences are the advection terms and the homogeneity of the boundary conditions.
That is why, we propose to introduce the change of variables in [32] which allows the
cancellation of the advection term.
To do so, we transform the boundary conditions in (11.2) to homogeneous Bcs to be
able to use the transformation in [32], we introduce the change of variables:
λ̄2(x, t) = λ2(x, t)− (x− 1)
which allows the homogeneity of the boundary conditions. Thus λ̄2(x, t) satisfies:
∂






Dαx λ̄2(x, t)−H1(x) ∂∂x λ̄2(x, t) +H(x)
λ̄2(x, 0) = λ2,0(x)
λ̄2(1, t) = 0
∂
∂x λ̄2(x, t)|x=0 = 0.
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Dαxx−H1(x) and λ2,0(x) = −(x− 1).






the transformation in (11.3) is well defined thanks to the fact that k(t), c and µ are
all positive. Thus, using transformation (11.3), we have:
(11.4) λ1(x, t) = λ1(x̄, t)e
−ḡ1(x̄)
and













































λ1(x̄, 0) = 0
∂









Dαx̄ λ̄2(x̄, t) +H(x̄)
λ2(x̄, 0) = λ2,0(x̄)
λ2(1, t) =
∂
∂x̄λ2(x̄, t)|x̄=0 = 0.
Then, systems (11.8) and (11.9) can be solved following the same reasoning as the
proof of Theorem 4.1. Thus:







Gα(x̄− y, t− τ)f(y))dτdy
where, Gα(x̄, t) is the Green function defined by:

















Gα(x̄− y, t− τ)H(y)dτdy.
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The uniqueness of (11.10) and (11.12) is a direct result from the linearity of the
















by taking the norm of (11.4) and (11.5) and using Cauchy–Schwarz inequality and
using (11.13), (11.14) and the fact that: H1(x) = V−1{CDαy,xR(x, y)|y=0} ∈ L1(R).
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