Abstract. A classical result in risk measure theory states that every coherent risk measure has a dual representation as the supremum of certain expected value over a risk envelope. We study this topic in more detail. The related issues include: 1. Set operations of risk envelopes and how they change the risk measures, 2. The structure of risk envelopes of popular risk measures, 3. Aversity of risk measures and its impact to risk envelopes, and 4. A connection between risk measures in stochastic optimization and uncertainty sets in robust optimization.
Introduction
Given a probability space (Ω, Σ, P 0 ), we say that X : Ω → R is a random variable if it is Σ-measurable, that is, {ω : X(ω) ≤ a} ∈ Σ for any a ∈ R. We call P 0 the base probability measure, which is fixed in our analysis. For 1 ≤ p < ∞, we use L p (Ω, Σ, P 0 ) (L p for short) to denote the set of all random variables X satisfying E(|X| p ) < +∞. A risk measure R is a functional from L 2 to (−∞, +∞]. It represents "the risk of loss" where X represents "the real amount of loss". Furthermore, if R(X) ∈ (−∞, +∞) for any X ∈ L 2 , then we call R a finite risk measure. A risk measure R is coherent in the basic sense ("coherent" for short) if it satisfies the following five axioms [9] .
(A1) R(C) = C for all constant C, (A2) R((1 − λ)X + λX ′ ) ≤ (1 − λ)R(X) + λR(X ′ ) for λ ∈ [0, 1] ("convexity"), (A3) R(X) ≤ R(X ′ ) if X ≤ X ′ almost surely ("monotonicity"), (A4) R(X) ≤ 0 when X k − X 2 → 0 with R(X k ) ≤ 0 ("closedness"), (A5) R(λX) = λR(X) for λ > 0 ("positive homogeneity").
In early literature on coherency [1, 2] it was required to have R(X + C) = R(X) + C. It can be shown that this follows automatically by (A1) and (A2) [11] . To simplify the notation, we designate E(X) := E P 0 (X), where E stands for the expectation.
Consider another probability measure P on (Ω, Σ), we say that a probability measure P is absolutely continuous with respect to the base probability measure P 0 (denoted by P ≪ P 0 ) if P 0 (A) = 0 implies P(A) = 0 for any measurable set A ∈ Σ. If P ≪ P 0 , then there is a well defined Radon-Nikodym derivative Q = dP dP 0 , satisfying Q ≥ 0 and E(Q) = 1, such that P(A) = E(Q1 A ) for any measurable set A ∈ Σ, where 1 A is the indicator of A. We denote the set of such derivatives by P := Q ∈ L 2 : Q = dP dP 0 ≥ 0, E(Q) = 1, P ≪ P 0 .
(1.1)
We call Q the "density" of P because the expectation of a random variable X with respect to P is equal to E(XQ), namely E P (X) = Ω X(ω)dP(ω) = Ω X(ω)Q(ω)dP 0 (ω) = E(XQ).
(1.2)
By a "risk envelope" we mean a nonempty closed convex subset Q of P. According to the theory of conjugacy in convex analysis, there is a dual representation for coherent risk measures ([9, Theorem 4(a)]), which says that R is a coherent risk measure of risk in the basic sense if and only if there is a risk envelope Q (which will be uniquely determined) such that R(X) = sup Q∈Q E(XQ).
(1.3)
Here and below, we will regard this result as "the dual representation theorem" for short.
It follows from (1.3) that the risk envelope Q can be written explicitly as Q = {Q ∈ P : E(XQ) ≤ R(X) for all X ∈ L 2 }.
( 1.4) Note that the requirement Q ≥ 0 in (1.1) is equivalent to Axiom (A3) and the requirement E(Q) = 1 is equivalent to (A1), as shown in [12] . Furthermore, the setting of X ∈ L 2 implies Q ∈ L 2 . Hence all requirements for Q in (1.1) are natural. It should be noted that a primary form of the above representation theorem with a finite set Ω has existed long before the notion of coherent risk measure, see, e.g., [6] .
The contributions of this paper can be outlined as follows:
1. We derive formulae of risk measures when the corresponding risk envelopes involve set operations such as union, intersection, and convex combination.
2. We present independent proofs for the correspondence between several popular risk measures and their risk envelopes.
3. We study sufficient and necessary conditions on the risk envelope that guarantee the aversity of the risk measure.
4. We indicate the connection between the so-called uncertainty sets in robust optimization and the dual representation of risk measures.
The paper is organized as follows. In Section 2, we consider the set operations of risk envelopes. In Sections 3 and 4, we discuss risk envelopes for several popular risk measures and risk aversity, respectively. Section 5 addresses the relationship between the risk measures defined through uncertainty sets and the ones defined through risk envelopes. Section 6 concludes this paper.
Set Operations of Risk Envelopes
Suppose R 1 , R 2 , · · · , R n is a collection of coherent risk measures on L 2 with risk envelopes
Since L 2 is a Banach lattice (that is, it is a Banach space and
, if R i is finite, then it is continuous, subdifferentiable on L 2 , and bounded above in some neighborhood of the origin by Proposition 3.1 of [12] . It then follows that, by Theorem 10 of [8] , the corresponding Q i is compact in the weak topology of L 2 , that is, Q i is weakly compact.
The following result deals with convex combination of the sets
Proposition 2.1 Let λ 1 , ..., λ n be positive numbers with λ 1 + · · · + λ n = 1. If all but perhaps one of the R i 's are finite, then the convex combination
is a coherent risk measure with risk envelope
Proof. As discussed above, we know that if R i is finite, then the corresponding Q i is weakly compact. It is easy to see that Q is a nonempty and convex subset of P (as defined in (1.1)). Furthermore, Q is weakly closed since all but perhaps one of the Q i 's are weakly compact, and the sum of finitely many weakly closed set, if all but perhaps one of which is weakly compact, is a weakly closed set. Then Q is closed because closedness coincides with weak closedness for convex sets. Therefore, Q is a risk envelope, and the result follows from
Next, define
where cl means the closure of the function [10, Section 1D] and
is the so-called inf-convolution of the functionals R i , i = 1, ..., n. Let us call R 1 and R 2 the "max" and the "min" of the risk measures R 1 , R 2 , · · · , R n , respectively. Clearly, R 2 (X) is not coherent because it may not be convex. We next show that R 1 and the lower-convexification of R 2 , namely R 3 , are coherent risk measures generated by the risk envelopes conv
Q i , respectively, where conv(·) stands for the convex hull. We begin with the following lemma about R 2 and R 3 .
Lemma 2.1 R 3 is the "lower-convexification" of R 2 in the sense that
(2) Let R(X) be any convex risk measure satisfying R(X) ≤ R 2 (X) for all X. Then R(X) ≤ R 3 (X) for all X.
Proof.
(1) By the definition of R 3 , we have for any 1 ≤ i ≤ n and for all X,
Then by taking closure of infimum on the right hand side and by the definition of R 2 , we get R 3 (X) ≤ R 2 (X) for all X, as desired.
(2) Since R(X) ≤ R 2 (X) for all X, we have R(X) ≤ R i (X) for any 1 ≤ i ≤ n and for all X. Furthermore, by the convexity and positive homogeneity of R, we have for any
Taking closure of infimum on the right hand side and by the definition of R 3 , we get R(X) ≤ R 3 (X) for all X, as desired.
The main result of this section are the following two theorems.
Proof. We first claim that conv
Q i is closed and convex. The convexity is trivial. For closedness, since Q 1 , · · · , Q n are all weakly compact, we have that conv
Q i is weakly compact because the union of any finite collection of weakly compact sets is again weakly compact, and its convex hull is therefore weakly compact. Furthermore, conv
Q i is closed because weak compactness implies weak closedness, and weak closedness coincides with closedness for convex sets. Next, for any X ∈ L 2 , we have
Hence by the dual representation theorem, R 1 is a coherent risk measure and its risk envelope
Proof. For the "if" part, we first verify that R 3 (·) is a coherent risk measure. By the infconvolution formula of R 3 , the convexity (A2) and closedness (A4) hold. For positive homogeneity (A5), one has
Axiom (A1) is true because
Then by convexity and positive homogeneity
Thus, it follows from (2.1) and (2.2) that R 3 (C) = C. Finally, let X ≤ Y almost surely. Then
so monotonicity (A3) holds. Therefore, R 3 (X) is a coherent risk measure. Let Q 3 be its risk
Conversely, suppose R is the risk measure with envelope
Since R is convex and R(X) ≤ R 2 (X) for all X, by Lemma 2.1 we get R(X) ≤ R 3 (X) for all X. Using (1.4) again, we can get
We next prove the "only if" part. If R 3 (·) is a coherent risk measure, then it has a nonempty risk envelope Q 3 , which is an implication of Axiom (A1) and the dual representation theorem. Using the same argument from the last paragraph, we can get
To summarize the results in this section, we have the following:
1. The convex combination of risk envelopes generates the convex combination of the corresponding risk measures.
2. The convex hull of the union of risk envelopes generates the max risk measure.
3. The nonempty intersection of risk envelopes generates the closed lower convexification of the min risk measure.
Popular risk measures and their risk envelopes
Beside set operations, one can create various different coherent risk measures by adding additional functional constraints to the risk envelope P in (1.1). Most of the the results in this section have been stated in Rockafellar's tutorial [9] without proofs. In fact their proofs are scattered in the literature via different approaches. Here we provide independent proofs based on the unified view of dual representation of risk measures.
Risk envelope for relying on expectations
In addition to (1.1), we require Q to consist of a single density Q ≡ 1. Then from (1.3),
Therefore, the expectation is a coherent risk measure.
Risk envelope for worst case analysis
Consider the "essential supremum" function of of X, that is, ess-sup(X) := inf{a :
We claim that ess-sup(X) is a coherent risk measure. It is straightforward to verify Axioms (A1), (A2), (A3) and (A5). For Axiom (A4), suppose ess-sup(X k ) ≤ 0 for k = 1, 2, · · · , and
On the other hand, X k − X 2 → 0 implies X k → X in probability and therefore there exists {k i } such that X k i → X almost surely. It follows that X ≤ 0 almost surely, which implies ess-sup(X) ≤ 0.
Next, since ess-sup(·) is a coherent measure, it has a risk envelope Q ⊆ P. Note that sup Q∈P E(XQ) ≤ ess-sup(X) for any X ∈ L 2 , and therefore P ⊆ Q. So Q = P.
Note that it is possible that ess-sup(X) = ∞ for some X, which could happen if X does not have a finite essential supremum. Thus, ess-sup(·) is not a finite risk measure.
The risk measures from subdividing the future
Let Ω be partitioned into subsets Ω 1 , · · · , Ω r having positive probability (r ≥ 2), and for k = 1, · · · , r, let R k (X) := ess-sup
for X ∈ L 2 . Similar to the approach in analyzing the worst case risk measure in the last subsection, we can see that R k (·) is a coherent risk measure with risk envelope
Moreover, by Proposition 2.1, the convex combination of R 1 (·), · · · , R r (·), i.e.,
is also a coherent risk measure in L 2 , which is called the risk measure from subdividing the future. Its risk envelope is
The optimized certainty equivalent (OCE)
In an important paper [3] , Ben-Tal and Teboulle proved that the negative of their OCE function
(where u is a piecewise linear utility function), is a coherent risk measure that includes the well-known Conditional Value at Risk (CVaR) as a special case. Since X is a risk rather than an income in our context and we are considering risk rather than utility, we define
where r(X) = −u(−X) and proceed to show that if
where [t] + = max(t, 0), then S r (X) is a coherent risk measure with risk envelope γ 2 ≤ Q ≤ γ 1 , i.e. we will prove that S r (X) = sup
Taking supremum on the left hand side over Q ∈ Q γ 1 ,γ 2 and taking infimum on the right hand side over all β ∈ R, we obtain sup
On the other hand, it can be calculated that the minimum in (3.6) is attained at
where F is the cumulative distribution function of X. Since F is non-decreasing and rightcontinuous in ζ, the minimum in (3.7) is attained and hence β * exists. It follows that
Therefore, there exists δ ∈ [0, 1] such that
Note that γ 2 ≤ Q 0 ≤ γ 1 and
Thus Q 0 ∈ Q γ 1 ,γ 2 and
Combine (3.6) and the above we obtain (3.5).
Now taking γ 2 = 0 and γ 1 = (1 − α) −1 we obtain the CVaR in minimization form by Rockafellar and Uryasev [11] S r (X) = CVaR α (X) = min
Hence what we have shown means that CVaR is also a coherent risk measure and we have that CVaR α (X) = sup
(3.9)
3.5 The mean-deviation risk measure
. It is not difficult to check that R(·) is a coherent risk measure on L 2 . In fact, (A1), (A2), (A4) and (A5) can be easily verified. For (A3) (the monotonicity), we only need to check that R(X) ≤ 0 for any X ∈ L 2 and X ≤ 0 almost surely, (3.11) since if (3.11) holds, then by convexity, for any X, Y ∈ L 2 satisfying X ≤ Y almost surely, we have
and (A3) holds. We next prove (3.11). For any X ∈ L 2 and X ≤ 0 almost surely, since 0 ≤ λ ≤ 1, we have
So (3.11) holds and therefore (A3) holds. Then R(·) is a coherent risk measure on L 2 .
We next claim that the risk envelope of R(·) is
In fact, on one hand, for any X ∈ L 2 and Q ∈ Q, we have
by Cauchy-Schwarz inequality. Hence we get
for any X ∈ L 2 . On the other hand, set
Since 0 ≤ λ ≤ 1, we have
Thus, 0 ≤ Q 0 ∈ L 2 , EQ 0 = 1 and
(3.13) (3.12) and (3.13) together imply
We can check that Q is nonempty, convex and closed in L 2 . Therefore, it is the risk envelope for the mean-deviation risk measure.
Discussion on Aversity
Suppose R(·) is a functional from L 2 to (−∞, +∞]. We call it an averse risk measure if it satisfies axioms (A1), (A2), (A4), (A5) and
We are interested in the risk measures which are both coherent and averse. Next we develop the conditions of risk envelopes under which a coherent risk measure is averse. We use the notion "A ⊂ B" to denote that A is a proper subset of B, that is, A ⊆ B but A = B. The following necessary condition is trivial. On the other hand, a sufficient condition is stated in the following proposition.
Proposition 4.2 Suppose R(·)
is a coherent risk measure with risk envelope Q. If 1 is a relative interior point of Q (relative to P), then R(·) is averse.
Proof. Since 1 is a relative interior point of Q (relative to P), there exists δ ∈ (0, 1) such that
If X is not a constant almost surely, then there exists b ∈ R such that
Then we have
By (4.1), we can get that Q 0 ∈ Q. Thus,
Furthermore, we have
(4.2) and (4.3) together imply that R(X) > E(X) for all non-constant X. Therefore, R(·) is averse, as desired.
From Propositions 4.1 and 4.2, we can get the following:
1 is a relative interior point of Q (relative to P) =⇒ R(·) is averse =⇒ {1} ⊂ Q.
Generally, the converse of (4.4) may not be true, which can be seen from the following two examples.
Example 4.1 Let R(·) = CVaR 0.5 (·). By [9] , R(·) is a a coherent and averse risk measure with risk envelope Q = {Q ∈ L 2 : 0 ≤ Q ≤ 2, E(Q) = 1}. However, 1 is not a relative interior point of Q (relative to P). In fact, for any δ ∈ (0, 1), the random variable Q := 3 with probability
with probability 16 16+δ 2 satisfies Q ≥ 0, E( Q) = 1 and Q − 1 2 = δ 2 < δ. But Q ∈ Q. Therefore, 1 is not a relative interior point of Q (relative to P). Hence the converse of the first "=⇒"in (4.4) may not be true.
Example 4.2 Suppose
Then Q 0 ∈ P. Take Q := conv({1, Q 0 }), then {1} ⊂ Q. However, if we set
then X is nonconstant but
Therefore, R(·) is not averse.
From Example 4.2 we can see that the converse of the first "=⇒" may not hold even when Ω is finite. However, the converse of the second "=⇒" always holds when Ω is finite, see the following proposition.
Proposition 4.3
If Ω is finite, and R(·) is a coherent risk measure on L 2 with risk envelope Q. Then R(·) is averse if and only if 1 is a relative interior point of Q (relative to P).
Proof. By Proposition 4.2, we only need to prove one direction, that is, aversity implies that 1 is a relative interior point. Suppose Ω = {ω 1 , · · · , ω n } and P 0 ({ω i }) = p i > 0 for i = 1, 2, · · · , n.
In this case,
and the risk envelope of R(·) is some Q ⊆ P, that is,
whenever x 1 , · · · , x n are not the same. To prove that (1, 1, · · · , 1) is a relative interior point of Q (relative to P), we only need to prove the following:
Claim: y 1 + · · · + y n is a relative interior point of
Proof of the claim. In fact, since 
Hence the Claim is true, and therefore (1, 1, · · · , 1) is a relative interior point of Q (relative to P), as desired.
Next, we analyze the examples in Section 3. Obviously, the expectation measure E(·) in subsection 3.1 is not averse. We call a risk measure R(·) "law-invariant" if R(X) = R(Y ) whenever X and Y have the same distribution under P 0 . Föllmer and Schied [5] 
Therefore, since the examples in subsections 3.2, 3.4 and 3.5 are not expectation measure E(·) and they are all law-invariant, they should be averse. However, since we now consider the L 2 case, we cannot use the result in Föllmer and Schied [5] directly. Instead, we give a direct proof in the next proposition. Proof. The proof is trivial for ess-sup(·), since the expectation of any random variable is no larger than its essential supremum, and they are equal if and only if the random variable is a constant almost surely.
For the mean deviation measure. Obviously, we have EX + λ · (X − EX) + 2 ≥ EX for any X ∈ L 2 . And the equation holds if and only if X ≤ EX almost surely, which implies X = EX (i.e. X is a constant) almost surely. Therefore, it is averse.
For the OCE measure, if 0 ≤ γ 2 < 1 < γ 1 , then for any X ∈ L 2 ,
for any X ∈ L 2 . Next, if S r (X) = E(X), then there exists a constant β 0 ∈ R such that
that is,
, and therefore, X = β 0 almost surely. So the OCE measure is averse, as desired.
On the contrary, we next show that the risk measure from dividing the future is not averse.
Proposition 4.5
The risk measure defined in (3.2) is not averse if r ≥ 2.
Proof. If P 0 (Ω k ) = λ k for some k = 1, 2, · · · , r, then by (3.3), 1 ∈ Q. Thus, by Proposition 4.1, R(·) is not averse.
which implies that R(·) is not averse.
Coherent risk measures on affine sets: Risk envelopes and uncertainty sets
Recently, coherent risk measures have been studied in the literature of robust optimization. For instance, several coherent risk measures were constructed by using the so-called uncertainty sets in Natarajan, Pachamanova, and Sim [7] , while Bertsimas and Brown [4] examined the question from a different perspective: If risk preferences are specified by a coherent risk measure, how would the uncertainty set be constructed? In general, from the viewpoint of robust optimization, a risk measure is applied to a random variable of a special structure (say, a linear combination of basic random variables) and is defined by uncertainty sets without involving the exact details of the probability structure of the random variables. In particular, the mean-standard deviation measure, the discrete CVaR, and the distortion risk measure are defined through cone-representable uncertainty sets. If the same risk measure can be constructed by both risk envelope and uncertainty set, then there must be certain relation between the two subjects. It is therefore of interest to explore the connection between risk envelopes and uncertainty sets. This helps to have a deeper understanding on robust optimization.
Let us consider a rather general case in robust optimization, where all uncertain data are affine functions of a finite number of random variables, X 1 , ..., X n , where
Then V is the affine set generated by X 1 , ..., X n . We call R(·) a coherent risk measure on V if it satisfies (A1)-(A5) for X restricted on V. Note that any coherent risk measure on L 2 restricted to V is a coherent risk measure on V. In general, if we define the risk envelope as
then Q V is convex and closed. Hence the function
is a coherent risk measure on L 2 and thus is also a coherent risk measure on V.
We next show that the uncertainty set used in robust optimization for constructing a coherent risk measure on V is the closure of "expected image" of Q in the sense that
We need introduce more notations. Let
Then U Q is a nonempty and convex subset of U P . Given a convex and closed uncertainty set U , let
Then Q U is a nonempty and convex subset of P. The following lemma is basic.
Lemma 5.1 .
(1) Q U P = P;
(1) Trivial.
(2) On one hand, we have
On the other hand, for any (z 1 , ..., z n ) ′ ∈ U ⊆ U P , there exists Q ∈ P such that
Hence U ⊆ U Q U , and then
(4) Trivial.
(5) The "only if" part is trivial. For the "if" part, by (4) and (2),
Remark. The converse of (3) may not be true. For example, if Q is a singleton {1}, then
′ , which may not necessarily be constant variable 1.
The next two propositions describe some relationships between risk envelopes and uncertainty sets.
Proposition 5.1 For any risk envelope Q V ⊆ P, R(·) is a coherent risk measure on V with risk envelope Q if and only if it is a coherent risk measure on V with uncertainty set U Q V .
Proof. By direct calculation, we can get
Proposition 5.2 For any uncertainty set U ⊆ U P , R(·) is a coherent risk measure on V with uncertainty set U V if and only if it is a coherent risk measure on V with risk envelope cl Q U .
Proof. It follows from Proposition 5.1 and Lemma 5.1 (2), as desired.
The following is a fundamental theorem in [7] , where the authors discussed how to construct coherent risk measures thr However, since uncertainty sets are constructed independent of probability distributions. It is not completely clear how the uncertainty sets are related to the random variables appeared in the problem. We now present a new proof of the theorem, which disclose the connection of the uncertainty set and the risk easure on V. for any a 0 , a 1 , · · · , a n ∈ R. We call U the "uncertainty set" of the risk measure R(·) on V. It can be written explicitly as U = z ∈ U P : max
Proof. The statement on the "if and only if" part follows directly from Proposition 5.1 and Proposition 5.2. Next, note that R(·) is a coherent risk measure on V with risk envelope
a i X i for all a 0 , a 1 , · · · , a n ∈ R if and only if it is a coherent risk measure on V with uncertainty set
a i X i for all a 0 , a 1 , · · · , a n ∈ R In fact, since Q ∈ P ⇐⇒ [E(X 1 Q), ..., E(X n Q)] ′ ∈ U P , and for any Q ∈ P,
a i X i for all a 1 , · · · , a n ∈ R ⇐⇒ max n i=1 a i E(X i Q) : a 1 , · · · , a n ∈ R, R n i=1 a i X i ≤ 1 ≤ 1, then (5.5) holds. The proof of Theorem 5.1 is completed.
Concluding Remarks
Artzner, Delbaen, Eber, and Heath introduced the fundamental notion of coherent risk measures [1, 2] . Rockafellar, Uryasev, and Zabarankin considered a dual representation theorem in L 2 space [11] . In this paper, we considered risk measures under set operations and discussed the dual representations and aversity for various popular risk measures. We also studied the relationship between the risk measure defined by risk envelopes and that defined by uncertainty sets in the case for the risk measures on affine sets of L 2 .
