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1. INTRODUCTION AND STATEMENT OF RESULTS 
The purpose of this paper is to establish some estimates on the decay (as 
t -+ co) of the resolvents of the (scalar) Volterra integral and integrodif- 
ferential equations 
x(t) + f a(t - s) x(s) ds =f(t), tER+=[O,cn) (1.1) 
0 
and 
y’(t) + ‘4 o y(t) + 1’ A (t - s) y(s) ds = F(t), tER+,y(O)=y,, (1.2) 
0 
where prime (‘) denotes differentiation. The resolvents r and R are defined to 
be the solutions of the equations 
r(t) + I,’ a(t - s) r(s) ds = a(t), tER+, (1.3) 
and 
R’(t)+A,R(t)+fA(t-s)R(s)ds=O, tER+,R(O)= 1. (1.4) 
0 
Observe that if A, + I& A(s) ds = u(t), then R’(t) = -r(t) and see, e.g., 
] l-101 and [ 121 f or earlier results on the resolvents of (1.1) and (1.2). 
Since the solutions of (1.1) and (1.2) are given by 
x(t) =f(t) - 6 r(t - s)f(s) ds, 
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and 
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y(t) =JJ,R(f) +JfR(I-s)F(s)ds, tER+, (l-6) 
0 
it is clear why one is interested in the asymptotic behavior of r and R as 
t -+ co. Thus one sees for example that if fe C,(R ‘) and r 15 L ‘(R +), then 
x E C,(R +), but knowledge of the decay rate off is of no use unless one 
knows something about the decay rates of the functions r(t) or s,” [r(s)1 ds. 
The same observation holds for Eq. (1.2) and the resolvent R. For a certain 
class of kernels a and A, (essentially convex, nonincreasing functions) the 
theorems below give decay estimates for r and R that combined with 
knowledge about f and F give information about the asymptotic behavior (as 
t+ co) of the solutions xand y of (1.1) and (1.2). 
We let denote the Fourier transform, g-(z) = j”F e-“‘g(t) dl 
defined on R ‘. 
THEOREM 1. Assume that 
a = au, + a*, aEcC,(al=l, 
where 
a, E L:,,(R+) is nonnegative, nonincreasing and convex on (0, co), (1.8) 
I 
00 
lim al(t) = 0 and al(t) dt = +oo, 
t-00 0 
a2 E AC,,,((O, oo)), fim, a,(t) = fim, a;(t) = 0 + -I 
WV 
and a3, a4 E L:,,(R+), where a3(t) =jtW [a;(~)[ ds, 
a,(t) = Ia var(a$ [s, co)) ds, 
t 
liy+“,“p (i,’ a3(s) ds) (1: al(s) ds)-’ < 2-3’2, 
;u>y (l;s’a4(s)ds)(l;sja,(s)ds)-’ < 00, j=O, 1, 
1 + al(z) # 0, Im z < 0, 
if g is 
(1.7) 
(1.10) 
(1.11) 
(1.12) 
r is the solution of (1.3). (1.13) 
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Then 
Xl; (1 +j;o,(u)du)-‘dsdl) as T-, 0~) (1.14) 
and 
r(T)=0 (T-’ (1 +,fO’a,(‘,dl)lO’ (1 +jlal(s)ds)-Idr). (1.15) 
The main reason for the assumption that lim,,, a(t) = 0 is that if this is 
not the case, then one could apply known results (see [4] and [lo]) that 
imply J’r ] r(t)] m(t) dt < co (where m is a nondecreasing continuous function 
such that m(t + s) < m(t) m(s) and m(0) = l), so that lp jr(t)] dt = 
o((m(t))-‘) as t -+ co. This approach of using weighted spaces seems also to 
be the best one in the case when a is integrable and no convexity 
assumptions are needed (see [lo]). 
The fact that I E L ‘(R ‘) if the assumptions of Theorem 1 hold does not 
follow from the results in, e.g., [2, 8 or 121. Note also that if the function a 
in Theorem 1 is a real function, then it is the difference of two, nonnegative, 
nonincreasing and convex functions. In any case, the functions a3 and u, are 
nonnegative and nonincreasing, a4 is convex and la,(t)1 < a,(t) < a,(t), 
tER+. 
If a(t) = te9, q E (0, l), then r(t) = O(fQe2) as t -+ co and one sees that 
(1.15) gives this estimate only in the case when q E (2 - ‘, 1). One can, 
however, obtain better estimates than those in (1.14) and (1.15), provided 
that the monotonicity assumptions on ui are strengthed. 
THEOREM 2. Assume that (1.7~(l.lO), (1.12) and (1.13) hold and that 
--al is convex on (0, oo), 
a4 E L’(R+). 
(1.16) 
(1.17) 
Then 
I ; ) r(t)1 dt = 0 i ( ‘lO’t-‘,fi (1 +[:a,(u)du)-ldsdt) T- 
as T-+ co (1.18) 
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and 
r(T)=0 (Te210T (1 +l:a,(s)ds)-‘dt) as T-, 00. (1.19) 
This theorem extends some results in [ 151 where it is assumed that 
lim inf,, twq~f,a,(s)ds>O,qE(O,l). 
Concerning the resolvent R of Eq. (1.2) we have the following versions of 
Theorems 1 and 2. These results are established through a reduction of 
Eq. (1.4) to the form (1.3), cf. [ll]. 
THEOREM 3. Assume that 
A, E Cc, 
A=aa,+a,,aEC,~a~=l,wherea,anda, 
satisfy (1.8~(l.ll), 
iz+A,tA-(z)fO, Imz<O, 
R is the solution of (1.4). 
Then (1.14) and (1.15) hold with r replaced by R. 
(1.20) 
(1.21) 
(1.22) 
(1.23) 
THEOREM 4. Assume that (1.16), (1.17) and (1.20)-(1.23) hold. Then 
(1.18) and (1.19) hold with r replaced by R, 
2. PROOF OF THEOREMS 1 AND 2 
First we establish some useful facts about the Fourier transform of a. 
From results in [ 12, p. 3201 and (1.8>-( 1.10) we conclude that u-(z) is 
continuously differentiable in Im z < 0, z # 0, and the following crucial 
estimates hold 
[u;‘(x)1 < 4Oj;““ tu,(t) dt, IXlfO 
g-‘/2 
I y”x’ u,(t) dt < la;(x)1 & 4 !liiX’ u,(t) dt, 
X#O 
0 
la;(x)1 G 4 J,“‘“’ a,(t) dt, 
x # 0. 
1 u,‘(x)1 ,< 40 I,““’ ta,(t) dt, 
(2.1) 
(2.2) 
(2.3) 
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By (1.3) and (1.12) we deduce that r*(z) is continuously differentiable in 
Imz<O, z#O and we have 
r*‘(x) = a-‘(~)(1 + a-(x))-*, x # 0. (2.4) 
Next we want to show that there exists a positive constant c, such that 
( 1 + a-(z)] >, c, maxi 1, la;(z)]}, Imz<O,z+O. (2.5) 
Since (1.9), (1.12) and (2.2) hold it is sufficient to show that 
lim sup (a;(z)]/]a;(z)] < 1. 
r+O,Imr<O 
(2.6) 
It follows from results in [ 12, p. 3201 and from the convexity of a, that 
la;(x + iy)l > 2-“2 j:“2x’ cos(xt) eY’u,(t) dt 
n”2x’ =2-l/2 
I 0 
(x sin(xt) - y cos(xt)) eyt 1’ al(s) ds df, 
0 
y<O, x#O. (2.7) 
Applying [ 12, line (1.6)] we obtain after some integrations by parts (see 
(l-10)) 
Ia;@ + iv)1 < JxI-’ jam )1 - eeiX’( es’ ]yu,(t) + u;(t)] dt 
<- 2 Ix/-l ,.,,2X’ ) sin(xt)]d/dt(eY’u,(t)) dt 
-2/x1-‘(m d/dt(eYru,(t)) dt 
n/1*x1 
I 
n”2x’ =2 
0 
(x sin(xf) --y cos(xt)) ey’ j’ as(s) ds dt, 
0 
y < 0, x f 0, 
This inequality combined with (1.1 l), (2.7) and the fact that 1,” u,(s) ds = 
+co yields (2.6). 
The following lemma will be the key to the proof of Theorem 1. 
409/85/2- I3 
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LEMMA 2.1. If the assumptions of Theorem 1 hold, then r*‘(x) E L ‘(R ‘) 
and 
i 
ym 1 r-‘(x) - re’(x + u)I du 
a,(t)dt)jd”” (1 +lia,(s)ds)-*df), 
u -+ 0, u real. (2.8) 
Proof: The fact that r-‘(x) E L ‘(R ’ ) will follow from the same 
arguments that are used to establish (2.8) so will concentrate on that 
relation. 
We need the fact, almost established in [ 12, pp. 322, 3231, that if the 
function w is defined by 
w(x) = 11’” ta,(t) dt (j:‘Xal(t) dt) -*, x>o (2.9) 
then w is nonincreasing and 
i 
x 
0 
w(t)dt<2 (/:‘xa,(t)dt)-l, x>O. 
To see this, note that in [ 12, line (1.21)] one should have &(1/S) on the 
right-hand side and then an obvious estimate and an evaluation of the 
integral there gives (2.10). 
Let u E (0, 1). Clearly 
From (1.7), (2.1), (2.2), (2.4), (2.5) and (2.9) we conclude that there exists a 
constant c, so that, 
IrYx)l< c2w(14), I4 < 29 
since by (1.11) and (2.2) suplXlG2 la,‘(x)l(f~““’ ta,(t) dt)-’ < co. Therefore 
it follows from (2.10), (2.11) and the fact that w is nonincreasing that 
jy2. I;‘(x) - r^‘(x + u)l dx < 12c, (j:“a,(t) dt) -I. (2.12) 
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Next we observe that by (2.4) 
F’(x) - r-yx + u) = u^‘(x + u)(a-(x + u) - L(x))(2 + al(x) 
+ u-(x + u))(l + a-(x))-*(l + a-(x + a>)-’ 
+ (L’(x) - 2(x + u))( 1 + L(x))-’ 
gf q,(x, u) + 4*(x, u). (2.13) 
We may, without loss of generality, assume that x > 0, since the case when 
x < 0 can be treated in a similar manner. From (1.7), (2.1) and (2.3) we 
deduce that 
p-‘(x + u)l < 40 *“(x+u) J 
t(ul(t) + U*(f)) dt, (2.14) 
0 
la-(x + u) - u-(u)/ < 40~ 
I 
“x t(q(t) + u,(t)) dt 
0 
(2.15) 
and from (1.7), (2.2) and (2.3) and the fact that a, and u4 are nonincreasing 
we see that 
b-(X) + U-(X + ~11 G 16j”(r+“) (a,(t) + u,(t)) dt if xE (0, l), 
0 
(2.16) 
< 8 (q(t) + a&)) df if x21. 
It follows from (l.ll), (2.2), (2.5) and (2.13~(2.16) (since jAa,(s)ds > 0) 
that there exists a constant c, such that 
.I/(x+u) 
141tx~~l~c3~ o 
Cr 
tu , (t) dt 
)(I 
.1/x 
u,(t) dt 
0 
.1/(x+ U) -1 
(2.17) 
a,(r) df Q 2c, ux - ’ w(x), XE to, 1) 
0 
and because a, and a4 E L{,,(R+) 
.I/* 
h(W>l<C,ux-’ o J r(a,(t)+a,(t))dt, x> 1, 
(2.18) 
for some constant c,. 
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An easy calculation involving (2.10) gives 
1 
1 
x-5V(x)dx(2 
0 
(j; u,(t) dt) -’ 
+2 1,‘” (j;u,(t)dt)-‘kc. (2.19) 
Moreover, we have 
.co .1/x 
J, J 
X 
-1 t@,(t) + a,(t)) dt dx 
0 
.I 
= x -1 
! I 
.x 
t@,(t) + u,(t)) dt < co 
0 0 
(2.20) 
Thus we conclude from (2.17)-(2.20) that 
(ujI’” (1 +j;u,(t)dt)-‘dx) 
as u+O+. (2.21) 
We proceed to consider the term q2(x, U) in (2.13) and we have the 
following expression for u;‘(x), j = 1,2, see [ 12, p. 3201, 
f+(x) = - i f%, 0 da; (t>, j= 1,2, (2.22) R+ 
where 
H(x, t) = xe3(2(e-‘“’ + ixt - 1) + ixt(e-‘X’ - 1)). 
A calculation shows that 
JH(x, t) - H(x f u, ?)I Q 3/4ux-‘t3, xt<l,x>O. (2.23) 
When xt > 1 we have 
IH(x, t) - H(x + 24, t)l < 1oux -“(xt + 2) + 
I 9 
;:s ;’ (2.24) 
\ * 
Now 
I 
t3 da;(t) + j t3 
IO,l/X) lO,l/X) 
Ida;(t)1 Q j;‘x t(ul(t) + u,(t)) dt (2.25) 
RESOLVENTS OF VOLTERRA EQUATIONS 481 
and 
1 [l/X.00) (xt + 2) dfm) + j[,,x m) (xl + 2) IW~I 
I 
l/x 
Q 18x3 oh + Rdt)) a (2.26) 
0 
(for more details, see [ 12, p. 32 11). By similar arguments we get 
I I I/X, l/U) 
< 6x j?(u,(t)+ u,(t))dt + 2j"' (u,(t)+ u,(t))dc (2.27) 
0 I/X 
and 
(2.28) 
From (1.1 l), (2.2), (2.5) and (2.22~(2.28) combined with the definition of 
q2(x, u) we get 
.I 
< c,u x-‘w(x) dx 
24 
+ ‘x-2 j, jl;I (a,(t) + dt)) dt ( j;‘x a,(t) dt) -2 h 
as u+O, (2.29) 
because (2.19) holds. If we once more invoke (2.2), (2.5) and (2.22)-(2.28), 
then we get 
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t(al(t) + a,(t)) dt dx 
+ jyx-2 jly; (al@> + a&)) dt dx 
+U j”” t(al(t> + u,(t)) dt j,* x-2 dx) 
=O(, (I+j;‘Uu,D)ds)j;‘Y(I+j;ur(s)ds)-2dt) 
because (1.11) holds and 
as u-,0, (2.30) 
u (1 + j;u,(f)dt)' 
Qu I,“” (1 + j;u,(s)ds)-‘dr 
<<u (1+j~Yu,(s)ds)j~‘U(l+j~u~(s)ds)-2dr 
and 
I 
l/U 
U a,(s) ds 
0 
=o (U (~+j;‘Uu,(s)ds)j;(l+j;u,(s)ds)-2d~) 
as u + 0. 
Since the integral of 1 r-‘(x) - r-)(x + u)[ over (-co, -2~) gives the same 
upper bound as that over (u, co) and since no generality was lost in 
assuming that u > 0, we see that (2.8) follows from (2.12), (2.21), (2.29) and 
(2.30). Thus the proof of Lemma 2.1 is completed. 
Proceeding in the same way as in [ 12, p. 3231, (use I’(x) EL’(R) and 
(2.5)), we see that r E L’(R ‘) and by the Fourier inversion formula we have 
r(t)(-2nit)(i - e-f=) 
ccl 
= dX’(?(Xj - ?(X + CC’)) dx, t > 0. (2.3 1) 
-cc 
We conclude that (1.15) follows from (2.8), (take c = 1). 
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It is well known that if one defines 
p(t) = z- ‘t -*(cos(t) - cos(2t)), 
pT(t) = Tp(Tt), t E (-co, 001, T > 0, 
then 
pi(x) = max{O, min(2 - T-’ 1x1, l)}, x E (-Go, co). 
(2.32) 
We let 
so that 
h,(t) = (1 -P;(o) a t > 0, h,(t) = 0, t < 0 (2.33) 
h;(x) = F(x) - j-_“, rA(x - u)pT(u) du, x E (-a, 00). (2.34) 
Since t E L.‘(R ‘) we have h, E L’(R’ ), and therefore we are able to 
conclude in the same way as in [ 12, pp. 323, 3241 that, (see (2.32)-(2.34)), 
fin I r(t)1 dt < fin ) h.(t)1 df < 2-l ja ) hi’(x)1 dx 
-F -0 -lx 
(2.35) 
.//-I .m 
I I 
-co 1 F’(x) - T’(x - u)l dx fpT(u)l du, T>O 
-co- -co 
Let 
1 r-‘(x) - 9(x - u)l dx, u E (-co, 00). (2.36) 
This function g is by Lemma 2.1 bounded and therefore we have by (2.32) 
for some constant c, 
where c > 0 is a constant, (here we will use c = 1 but we need c f 1 in the 
proofs of Theorems 3 and 4). We have 
I CT (g(u/T) + d-G’% u -’ du c 
.TlC 
= T-’ 
J (N/u) f A-Vu)) du. I,c 
(2.38) 
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Since (2.8) and (2.36) hold, 
i 
’ g(u/T) du = 0 (T/c)-“3 
--c ( (1 +joT’kW) 
-2 
X dt 
.c 
X (U/Q-~/~ du o 
1) 
as T-co, (2.39) 
provided that we can show that the function u(t) =def t-5/3( I + Ji al(s) ds) 
s:, (1 +j;a,(u>du)-2d s is nonincreasing. Since (1 + 1; a,(s) ds) -’ is a 
convex function by (M), we have 
I,’ (I + j;u,(u)du)-2ds>t (1 + j;u,(s)ds)-2 
+t2u,(t) (1 +j;ul(s)ds)-3, t>O 
and therefore it follows that 
u’(t) < t-Sl3 (1 + j+)ds)-‘( (-5lw’ (1 +j$s)ds) +u,(t)) 
X (f+t’u,(t) (1 +j;u’(s)ds)-‘) + (1 + j;u,(s)ds)) 
=t-s’3 (I + j;u#)ds)-‘( (- 5/3 +tu,(t) (1 + j’u,(s)ds) -‘) 
x (l+tu~(t)(I+j~u,(s)ds)-l)+l)~O 
because tul(t) < 1 + fi u,(s) ds by (1.8). 
If we take c = 1 and use (2.8) and (2.35)-(2.39) then we obtain (1.14) 
since applying the same argument hat was used in deriving (2.38) one gets 
T-’ 1 + a (s)ds ( joT 1 )joT (l+j;u,0W-2d~ 
=0 (T-l joTI-’ (1 +j;u,(s)ds) 
x{: (1 +j:u,(u)du)-2dsdt) as T-P 00. 
This completes the proof of Theorem 1. 
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We proceed to the proof of Theorem 2 and we observe that it will be 
sufftcient o establish the following improved version of the relation (2.8) 
jm Ir^‘(x)-r*‘(x+u)Idx 
-co 
=O (lul jf”“’ (1 +~~~l(s)d~)P’ dr) as u-+0. (2.40) 
We see from the proof of Lemma 2.1 that the only term that did not give this 
estimate was IF 1q2(x, u)] dx, (U > 0). But since (1.16) holds we know that 
a;‘(z) is continuously differentiable in Im z Q 0, z # 0 and 
Iu;“(x)l < 6000j;“x’ h,(t) dt, x # 0, 
see [ 1, p. 9721. But then, if 0 < I( < x, 
la;(x) - a;(x + u)l < 6OOOux-’ fix tu,(t) dt. 
0 
From (1.17) and (2.22)-(2.28) we conclude that 
la;‘(x) - ui’(x + u)l < cgux-2, o<u<x, 
for some constant cg and having these two inequalities we can proceed in the 
same way as in the proof of Lemma 2.1 to derive (2.40). This completes the 
proof of Theorem 2. 
3. PROOFS OFTHEOREMS 3 AND 4 
It is a consequence of (1.4) that 
K(z) = (iz + A, + L(z))-‘, Imz<O, 
so that we obviously have 
K(z) = (iz + 1)-‘(1 - 6(z)(l + K(z))-‘), 
b-(z) = (A, - l)(iz + l)-’ + A-(z)(iz + l))‘, Imz<O 
(3.1) 
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From (1.22) and (3.1) we deduce that 
6(z) + 1 # 0, Imz<O (3.2) 
We are going to show that if the assumptions of Theorem 3 hold then the 
function 
b(t)=(A,- 1)e-‘+(L(r-s)e-9s 
0 
(3.3) 
satisfies the hypothesis of Theorem 1. We may without loss of generality 
assume that a, E C’([O, 11) and then we define b(t) = ah,(t) + bz(f), t E R +, 
where 
b,(r)=j~a,(r-s)e-'ds+o,(O)e-'-aj(O)e-', t E R+. (3.4) 
Clearly b, is nonnegative, nonincreasing and convex and 
Since (2.6) holds and (r al(t) dt = +co it follows from (3.3) that we also 
have 
lim SUP I &(z)l/l bY(z)I < 1, (3.6) 
r+O Imr<O 
and then there is no need to establish the first part of (1.11) since it was only 
used to prove (2.6). 
From (1.21), (3.3) and (3.4) we conclude that b, E AC,,,(O, a), 
lim koo b:“(t) = 0, j= 0, 1. Write a, = k, + k,, where k, E AC&O, co) has 
compact support in R+, I;” Ik:(s)j &EL’@‘) and k,f C’([O, I]). Then 
we have 
b;(t) = - (A, - 1 - aa, + au:(O)) emr + k,(t) -I,’ e-(‘+)kl(s) ds 
+ k2(0) e-’ + If k;(t - s) ems ds. 
0 
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Now it is straightforward to check that if b4(t) = s,oO var(b;: [s, a))) ds, then 
b, E L;,,(R +) and 
.t 
#ad(s) ds as t-t co,j=O, 1. (3.7) 
0 
Thus we can apply Theorem 1 to the function b, see (3.2) and (3.4)-(3.7). 
Choosing the constant e in (2.31) and (2.37) to be f we see that we can 
replace T by 2T on the right-hand side in (1.18) and (1.19). Thus it follows 
from (3.1), (3.5) and Theorem 1 that the assertion of Theorem 3 is true. 
To prove Theorem 4 we proceed in the same manner as above, the only 
difference being that now we define b, to be 
b,(t)=jia,(t-s)e-‘ds+a,(O)e-‘-al(O) 
+ a;(O) e-‘, tER+. 
This completes the proof of Theorems 3 and 4. 
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