Let be a bounded set of n × n nonnegative matrices in max algebra. In this paper we propose the notions of the max algebra version of the generalized spectral radius µ( ) of , and the max algebra version of the joint spectral radius η( ) of . The max algebra version of the generalized spectral radius theorem µ( ) = η( ) is established. We propose the relationship between the generalized spectral radius ρ( ) of (in the sense of Daubechies and Lagarias) and its max algebra version µ( ). Moreover, a generalization of Elsner and van den Driessche's lemma is presented as well.
Introduction
In the literature, the generalized spectral radius and the joint spectral radius of a set of complex matrices have attracted much attention. The joint spectral radius was introduced by Rota and Strang in [16] , and the generalized spectral radius by Daubechies and Lagarias in [6] . Let be a bounded set of n × n complex matrices. For m 1, m is the set of all products of matrices in of length m, m = {A 1 A 2 · · · A m : A i ∈ }.
Denoting by ρ(A) the spectral radius and by A an induced matrix norm of a matrix A associated with a norm on C n , the generalized spectral radius of , ρ( ), is defined by The "lim sup" in the definition ofρ( ) is actually a limit. Daubechies and Lagarias [6] proposed that ρ( ) =ρ( ) if consists of finitely many n × n real matrices. This conjecture was proved by Berger and Wang [3] even if is bounded. Elsner [8] referred to this theorem as the generalized spectral radius theorem and gave an analytic-geometric proof for bounded complex matrices. Shih-Wu-Pang [17] proved this theorem based on a theorem of Brayton and Tong [5] and a reduction lemma of Elsner [8] . Moreover, Shih [18] gave another analytic-combinatorial proof.
In this paper, my objective aim is to give a max algebra version of the generalized spectral radius theorem. To motivate this aim and to place it in context, we need some definitions and notations. Following the notation in [9] , the max algebra system consists of the set of nonnegative numbers with sum a ⊕ b = max{a, b} and the standard product ab for a, b 0. For a nonnegative matrix A = [a ij ], we may denote a ij by [A] ij . Let R n×n be the set of all n × n real matrices and M n (R + ) be the set of all n × n nonnegative matrices. Let A and B be two n × n nonnegative matrices. We say that A B if a ij b ij for all i, j = 1, 2, . . . , n. 
Let A be an n × n nonnegative matrix. A scalar λ is called a max eigenvalue of A if A ⊗ x = λx for some nonnegative vector x / = 0, namely,
The vector x is called a corresponding max eigenvector of λ. The weighted directed graph D(A) associated with A has vertex set {1, 2, . . . , n} and an edge (i, j ) from vertex i to vertex j with weight a ij if and only if 
Note that we also consider empty circuits, namely, circuits that consist of only one vertex and have length 0. For empty circuits, the associated circuit geometric mean is zero. In the literature, the maximum circuit geometric mean µ(A) has been studied extensively, and it is known that µ(A) is the largest max eigenvalue of A. Moreover, if A is irreducible, then µ(A) is the unique eigenvalue and every eigenvector is positive. We refer to [1, 4, 12] for the spectral study. Elsner and van den Driessche [9] [10] [11] provided asymptotic formulas for µ(A) that involve spectral radii and matrix norms. Algorithms for computing µ(A) and max eigenvector x, for an irreducible nonnegative matrix A were established in their study as well. The bounds for µ(A) can be found in [1, 2] . The role µ(A) plays in the study of powers of a nonnegative matrix A can be found in [9] .
Let · be a norm on R n . The matrix norm defined by A = max x =1 Ax for all A ∈ R n×n is said to be an induced matrix norm associated with · on R n (see, e.g., [14, p. 292] 
n is said to be monotone if |x| |y| implies x y for all x, y ∈ R n . A norm · on R n is said to be absolute if x = |x| for all x ∈ R n . It is well known that a norm · on R n is monotone if and only if it is absolute (see, e.g., [14, p. 285] ). Associated with any norm · on R n and A ∈ R n×n , we define the notation η · (A) as
Let be a bounded set of n × n nonnegative matrices. For m 1, m ⊗ is the set of all products of matrices in of length m in max algebra,
It was proven in [15] that for any two norms · s and
. This implies that η · s ( ) = η · r ( ), so that η · ( ) does not depend on the particular choice for the norm on R n . Now we have the following two definitions. The max algebra version of the generalized spectral radius µ( ) of is
The max algebra version of the joint spectral radius η( ) of is
It is shown in Theorem 2 that µ( ) = η( ) for bounded set of nonnegative matrices. This theorem, which we refer to as the max algebra version of the generalized spectral radius theorem is the main result in this paper. This paper is a generalization of [15] . We extend results in [15] to the case of a set of nonnegative matrices. The paper is organized as follows. In Section 2, necessary and sufficient conditions for all infinite products of a set of nonnegative matrices in max algebra to converge to zero matrix are given. In Section 3, the max algebra version of the generalized spectral radius theorem is proved. The relationship between the generalized spectral radius ρ( ) of (in the sense of Daubechies and Lagarias [6] ) and the max algebra version of the generalized spectral radius µ( ) of is also given. Moreover, a generalization of Elsner and van den Driessche's lemma [9, Lemma 4.1] is presented as well.
Infinite products of nonnegative matrices in max algebra to converge to the zero matrix
The following lemma illustrates that if · is a monotone norm on R n then η · (·) is a vector norm on R n×n .
Lemma 1.
Let A, B ∈ R n×n and · be a monotone norm on R n . Then
Proof. (i), (ii), (v) and (vi) are proven in [15] .
(iii) It is immediate, since |αA| = |α||A|.
Note that η · (·) is not necessary a matrix norm.
An inequality for the induced matrix norm and η · is given in the following lemma.
for all n × n nonnegative matrices A.
Proof. Let · s be a monotone norm on R n . By definitions of η · (A) and η · s (A) there are
where
Remark. It follows immediately from Lemma 2 that for any sequence {A k } of n × n nonnegative matrices
The following four lemmas are needed for the proof of the Theorem 1. k 1 and A 1 , . . . , A k ∈ , then by Lemma 1 (v), we have
Lemma 3. Let be a set of n × n nonnegative matrices. Then S( ) is bounded if and only if there is a monotone norm
· on R n such that η · (A) 1 for all A ∈ .
Proof. (⇐) Fix
Then · s is a monotone norm. For each A ∈ and x 0, we have
Therefore, η · s (A) 1 for all A ∈ .
Lemma 4.
Let be a bounded set of n × n nonnegative matrices and · be a monotone norm on R n . Then for each positive integer k and positive numbers a 0 , a 1 , . . . , a k , the function
is a monotone norm.
Proof. Since A ⊗ |αx| = |α|A ⊗ |x| and A ⊗ |x + y| A ⊗ |x| + A ⊗ |y|, we see that · s is an absolute norm. Hence · s is a monotone norm. k+1 , where i = i 1 , j = i k+1 . Let be the weight directed graph with vertex set {i 1 , i 2 , i 3 , . . . , i k , i k+1 } and the set of edges is { (i 1 , i 2 ), (i 2 , i 3 ) , . . . , (i k , i k+1 )}. We say that the weight of edge
Lemma 5. Let be a bounded set of n × n nonnegative matrices. Suppose that µ(A) 1 for all A ∈ S( ), then S( ) is bounded.

Proof. Let β = max{a
Since k > n, path L contains a circuit, moreover, at least k − n its vertices are on a circuit. Let these circuits be C 1 , . . . , C k with length l 1 , . . . , l k , hence l 1 + · · · + l k k − n. Note that for each circuit C j there is a corresponding matrix B j ∈ S( )
The remaining vertices, so at most n vertices, form a path L with weight less than or equal to M n . Then
This completes the proof.
Lemma 6.
Let be a bounded set of n × n nonnegative matrices and · be any norm on R n .
Proof. By Lemma 2, there are positive constants
Since is a bounded set, there is a positive constant M such that η · (A) M for all A ∈ . Fix m and let l m. Write l = mk + j with 0 j m − 1. Let A 1 , A 2 , . . . , A l ∈ be given. Then
Therefore,
Taking lim sup as l → ∞, we have
Since m was arbitrary,
Now, let us formulate and prove the main theorem in this section.
Theorem 1.
Let be a bounded set of n × n nonnegative matrices. Then the following statements are mutually equivalent.
There is a monotone norm · and a positive number α such that η · (A) α < 1 for all A ∈ . 
Proof. (i) ⇒ (ii
, where s(k) n is the length of C k . Let k = {i : i ∈ C k }. Since { k } is a sequence of subsets of {1, 2, . . . , n}, there exists a r ∈ {1, 2, . . . , n} such that r ∈ k for infinitely many k . So that there exists a subsequence
, which leads to a contradiction. Therefore, there exists α > 0 such that µ(A) α < 1 for all A ∈ S( ).
(ii) ⇒ (iii). Let be the closure of . Then is compact. As µ(A) is the maximum circuit geometric mean in D(A), the mapping µ(·) is a continuous function on M n (R + ). Since µ(A) α < 1 for all A ∈ S( ), we have µ(A) α < 1 for all A ∈ S( ). By Lemma 5, S( ) is bounded. It follows from Lemma 3, there exists a monotone norm · such that η · (A) 1 for all A ∈ . Thus A ⊗ x 1 for all A ∈ and x ∈ U , where U = {x ∈ R n : x = 1, x 0}. Note that U is a compact set.
Claim: there exists ε > 0 such that for all A ∈ S( ),
Suppose, no such ε exists. Then there exist {B k } ⊂ S( ) and {x k } ⊂ U such that
Since U is a compact set and S( ) is bounded, a subsequence of {x k } converges, say tox ∈ U and a subsequence of {B k } converges, say to B such that B ⊗x =x. Since µ(A) α < 1 for all A ∈ S( ), we have µ(B) α < 1. This is a contradiction to B ⊗x =x. This proves the claim. For this ε > 0, by compactness of U, there is a finite set of points 
ε, which is a contradiction to (2) . Thus there is 1 r N + 1 such that A r ⊗ · · · ⊗ A 1 ⊗ x < 1, and hence
This proves that A ⊗ x / ∈ U and hence A ⊗ x < 1 for all A ∈ N+1 ⊗ and x ∈ U . By compactness of
By Lemma 6 and (3), we have η(
. Let · be a monotone norm on R n . Since η( ) < 1, there exist a positive integer k and 0 < α < 1 such that
For each x ∈ R define x s by
By Lemma 4, · s is a monotone norm on R n . Let A ∈ and x 0 be given. We have
The max algebra version of the generalized spectral radius formula
Let be a set of n × n nonnegative matrices. For each γ > 0 define γ = A γ : A ∈ and
.
We are now in a position to prove the main theorem in this paper.
Theorem 2 (The max algebra version of the generalized spectral radius theorem). Let be a bounded set of n × n nonnegative matrices. Then η( ) = µ( ). consists of a single nonnegative matrix A then it is the well known result µ(A) ρ(A) nµ(A) (see [7, 9, 13] ).
Proof. By Lemma 1(vi), we have µ(A) η
· (A) for all A ∈ M n (R + ). Thus η( ) = lim sup m→∞ sup A∈ m ⊗ η · (A) 1 m lim sup m→∞ [ sup A∈ m ⊗ µ(A)] 1 m = µ( ). (5) Let B ∈ m ⊗ be given. Then B k ⊗ ∈ mk ⊗ for all k 1. Since µ(B k ⊗ ) = [µ(B)] k (see [9, p. 29]), we have [µ(B k ⊗ )] 1 mk = [µ(B)] 1 m for all k 1. So µ( ) [µ(B)]
Theorem 3.
Let be a bounded set of n × n nonnegative matrices and · be any norm on R n . 
Then
Recall that This and (7) together imply that
η( ) ρ( ) nη( ).
As η( ) = µ( ) andρ( ) = ρ( ), we conclude that
µ( ) ρ( ) nµ( ).
