This paper introduces an algorithmic approach to the analysis of bifurcation of limit cycles from the centers of nonlinear continuous differential systems via the averaging method. We develop three algorithms to implement the averaging method. The first algorithm allows to transform the considered differential systems to the normal formal of averaging. Here, we restricted the unperturbed term of the normal form of averaging to be identically zero. The second algorithm is used to derive the computational formulae of the averaged functions at any order. The third algorithm is based on the first two algorithms that determines the exact expressions of the averaged functions for the considered differential systems. The proposed approach is implemented in Maple and its effectiveness is shown by several examples. Moreover, we report some incorrect results in published papers on the averaging method.
INTRODUCTION
Bounding the number of limit cycles for systems of polynomial differential equations is a long standing problem in the field of dynamical systems. As is well known, the second part of the 16th Hilbert's problem [15, 19] asks about "the maximal number ( ) and relative configurations of limit cycles" for planar polynomial differential systems of degree : = ( , ),˙= ( , ).
(
Solving this problem, even in the case = 2, at the present state of knowledge seems to be hopeless. While it has not been possible to obtain uniform upper bounds for ( ) in the near future, there has been success in finding lower bounds. Some known results are as follows: it is shown in [6] that (2) ≥ 4 and (3) ≥ 13 in [22] . In [10] , it is proved that ( ) grows at least as rapidly as 2 log . For the latest development about ( ), we refer the reader to [9, 23] .
Recall that a limit cycle of system (1) is an isolated periodic orbit. It is the -(forward) or -(backward) limit set of nearby orbits. One classical way of producing limit cycles is by perturbing a differential system which has a center. In this case the perturbed system displays limit cycles that bifurcate, either from the center (having the so-called Hopf bifurcation), or from some of the periodic orbits of the period annulus surrounding the center, see for instance Pontrjagin [36] , the book of Christopher-Li [9] , and the hundreds of references quoted there.
In this paper we study the maximal number of limit cycles that bifurcate from the centers of the unperturbed systems (the so-called small-amplitude limit cycles). The main technique is based on the averaging method. We point out that the method of averaging is a classic and mature tool for studying isolated periodic solutions of nonlinear differential systems in the presence of a small parameter. The method has a long history that started with the classical works of Lagrange and Laplace, who provided an intuitive justification of the method. The first formalization of this theory was done in 1928 by Fatou. Important practical and theoretical contributions to the averaging method were made in the 1930s by Bogoliubov-Krylov, and in 1945 by Bogoliubov. The ideas of averaging method have extended in several directions for finite and infinite dimensional differentiable systems. We refer to the books of Sanders-Verhulst-Murdock [38] and Llibre-Moeckel-Simó [29] for a modern exposition of this subject.
We remark that most of these previous results developed the averaging method up to first order in a small parameter , and at most up to third order. In [12, 30] the averaging method at any order was developed to study isolated periodic solutions of nonsmooth but continuous differential systems. Recently, the averaging method has also been extended to study isolated periodic solutions of discontinuous differential systems; see [20, 28] . In practice, the evaluation of the averaged functions is a computational problem that require powerful computerized resources. Moreover, the computational complexity grows very fast with the averaging order. In view of this, our objective in this paper is to present an algorithmic approach to develop the averaging method at any order and to further study periodic solutions of nonlinear continuous differential systems.
It is known that the Liapunov constants are a good tool for studying the number of small-amplitude limit cycles which can bifurcate from a singular point, i.e., a Hopf bifurcation. Over the years, a number of algorithms for efficient computation of Liapunov constants have been developed (see [11, 39, 40] for instance). But a disadvantage of such an approach is that there is no clear geometry of the bifurcated limit cycles. In contrast, using the expressions of the averaged functions, we can estimate the size of the bifurcated limit cycles as a function of for | | > 0 sufficiently small, see [2, 13] for instance.
Overview of Paper. The structure of our paper is as follows. In Section 2, we introduce the basic results on the averaging method for planar differential systems before presenting our main results in Section 3. We give our algorithms and briefly describe their implementation in Maple in Section 4. Its application is illustrated in Section 5 using several examples including a cubic polynomial differential system known as Collins First Form and a class of generalized Kukles polynomial differential systems of degree 6. We end with some discussions in Section 6.
In view of space limitation, we moved the proof of Theorem 3.1 to Appendix A. Two of the examples are found in Appendices B and C. The version with appendices may be found at our website https://cs.nyu.edu/exact/papers/ as well as in the arXiv https://arxiv.org/pdf/1905.03315.pdf.
BASIC THEORY OF THE AVERAGING METHOD
In this section we introduce the basic results on the averaging method that we shall use for studying the limit cycles which bifurcate from the centers of polynomial differential systems of degree 1 in the form oḟ
An accessible reference is [7] (see also [38] ). The following definition is due to Poincaré (see [5] , Section 2).
Definition 2.1. We say that an isolated singular point of (2) is a center if there exists a punctured neighbourhood of , such that every orbit in is a cycle surrounding .
Without loss of generality we can assume that the center of system (2) is the origin of coordinates. In this case, after a linear change of variables and a rescaling of time variable, we can write system (2) in the forṁ
where , are homogeneous polynomials of degree in and with¯and¯are parameters appearing as coefficients of ,¯satisfying that system (3) has a center at the origin. It is well known since Poincaré [35] and Liapunov [25] that system (3) has a center at the origin if and only if there exists a local analytic first integral of the form ( , ) = 2 + 2 + ( , ) defined in a neighborhood of the origin, where starts with terms of order higher than 2. For the well known center problem, see [32, 37] .
We now consider the perturbations of (3) of the forṁ
with
where the polynomials˜,˜are of degree at most 2 (usually 2 ≥ 1 ≥ 2) in and with and are free parameters appearing as coefficients of˜,˜, and is a small parameter. Note that by "free parameters" we mean that the coefficient of each monomial in and is a distinct parameter in or . We are interested in the maximum number of smallamplitude limit cycles of (4) for | | > 0 sufficiently small, which bifurcate at = 0 from the center of (3).
Usually, the averaging method deals with planar differential systems in the following normal form
where : R × → R for = 0, 1, . . . , , and : R × × (− 0, 0) → R are functions, 2 -periodic in the first variable, being an open and bounded interval of (0, ∞), and 0 is a small parameter. As one of the main hypotheses, it is assumed that the solution ( , ) of the unperturbed differential system, / = 0( , ), is 2 -periodic in the variable for every initial condition (0, ) = ∈ .
The averaging method consists in defining a collection of functions : → R, called the -th order averaged function, for = 1, 2, . . . , , which control (their simple zeros control), for sufficiently small, the isolated periodic solutions of the differential system (5). In Llibre-Novaes-Teixeira [30] it has been established that
where : R× → R, for = 1, 2, . . . , , is defined recursively by the following integral equation
where ℓ is the set of all ℓ-tuples of non-negative integers
Here, ( , ) denotes the Fréchet's derivative of order with respect to the variable .
We remark that, in practical terms, the evaluation of the recurrence (7) is a computational problem. Recently in [33] the Bell polynomials were used to provide a relatively simple alternative formula for the recurrence. In this paper, we will exploit this new formula in our algorithmic approach for solving this problem (see Section 4.2).
Related to the averaging functions (6) there exist two fundamentally different cases in (5), namely, when 0 = 0 and when 0 ̸ = 0. We see that when 0 ̸ = 0, the formula for ( , ) in (7) requires the solution of a Cauchy problem because ( , ) appears on both sides of the equation (see Remark 3 in [30] ). The investigation in this paper is restricted to the case where 0 = 0. In this case, we have ( , ) = for each ∈ R. Then the integral in equation (7) simplifies to
The following -th order averaging theorem gives a criterion for the existence of limit cycles. Its proof can be found in Section 2 of [20] .
Theorem 2.2. [20] Assume that ≡ 0 for = 1, 2, . . . , − 1 and ̸ = 0 with ∈ {1, 2, . . . , }. If there exists¯∈ such that (¯) = 0 and ′ (¯) ̸ = 0, then for | | > 0 sufficiently small, there exists a 2 -periodic solution ( , ) of (5) such that (0, ) →¯when → 0.
We remark that in order to analyze the Hopf bifurcation for system (4), applying Theorem 2.2, we introduce a small parameter doing the change of coordinates = , = . After that we perform the polar change of coordinates = cos , = sin , and by doing a Taylor expansion truncated at -th order in we obtain an expression for / similar to (5) up to -th order in . In doing so, the variable appears through sines and cosines, the differential equation in the form / is 2 -periodic. It suffices to take = { : 0 < < 0} with 0 > 0 is arbitrary, since we restrict 0 = 0, the unperturbed system has periodic solutions passing through the points (0, ) with 0 < < 0.
In general, it is not an easy thing to determine the exact number of simple zeros of the averaged functions (6) , since the averaged functions may be too complicated, such as including square root functions, logarithmic functions, and the elliptic integrals. In the literature there is an abundance of papers dealing with zeros of the averaged functions (see for instance [16, 17, 24, 34] and references therein). The techniques and arguments to tackle this kind of problem are usually very long and technical.
As a summary of this section, we remark that, using the expressions of the averaged functions, one can estimate the size of bifurcated limit cycles. In fact we know that if the averaged function = 0 for = 1, . . . , − 1 and ̸ = 0, and¯is a simple zero of , then by Theorem 2.2 there is a limit cycle ( , ) of the differential system (5) such that (0, ) =¯+ ( ). Then, going back through the changes of variables we have for the differential system (˙,˙) the limit cycle ( ( , ), ( , )) = (¯cos ,¯sin ) + ( ). Now due to the scaling = , = the limit cycles that we find for the differential system (5) coming from our system (4), are in fact limit cycles of the form ( ( , ), ( , )) = (¯cos ,¯sin ) + ( 2 ) for system (4), which tends to the origin from the origin, i.e., are limit cycles coming by a Hopf bifurcation, for more details on these kind of bifurcations see [21] for instance.
MAIN RESULTS
Denote the exact upper bound for the number of positive simple zeros of the -th order averaged function ( ) associated to system (4) by ( 1, 2) for = 1, . . . , . Applying Theorem 2.2, we know that the maximal number of smallamplitude limit cycles of (4) is ( 1, 2) and this number can be reached. In this work, we attempt to prove upper bounds on the number of zeros of the -th order averaged function. Our main theorem is the following: A detailed proof of it can be found in Appendix A. This result is the first work that deals with the bifurcation of limit cycles of system (4) in the general class of perturbations (see [26, 27] for a few results on some systems of special form). This theorem tells us that the maximum number of small-amplitude limit cycles of (4), which bifurcate from the center of (3) 
=1 coeffs( ; , ) = 0 ⊆ * . Now taking the above notations into account and applying Theorems 2.2 and 3.1, we obtain the following theorem on ( ). Proof. The conclusion follows directly from the conditions¯1 =¯2 = · · · =¯− 1 = 0.
We remark that, the study of the number of zeros of ( ) is currently not-algorithmic. Below we give our analysis on this.
Let¯= |¯| + |¯| + | | + | | be the number of parameters in system (4), and (Σ ) ⊆ R¯is the variety defined by Σ . For any point * ∈ (Σ ), let¯( ; * ) ∈ R[ ] be the real polynomial when the parameter are instantiated by * . Finally let #( * ) denote the maximal number of zeros (counted with multiplicity) of¯( ; * ). It follows that ( 1, 2) ≤ max{#( * : ∈ (Σ ))}. In order to study the number of zeros of function ( ), according to our Theorem 3.1, it suffices to consider the number of zeros of a polynomial function. Here we provide the Descartes theorem (see [3] ) to obtain the upper bound of the number of zeros for the polynomial functions. have a variation of sign. If the number of variations of signs is * , then ( ) has at most * positive real roots. Moreover, it is always possible to choose the coefficients of ( ) in such a way that ( ) has exactly − 1 positive real roots.
ALGORITHMS FOR THE -TH ORDER AVERAGING THEOREM
In this section we will provide an algorithmic approach to revisit the averaging method. According to the averaging method described in Section 2, it is necessary to take the following steps to study the bifurcation of limit cycles for system (4). STEP 1. Write the perturbed system (4) in the normal form of averaging (5) up to -th order in . STEP 2. (i) Compute the exact formula for the -th order integral function ( , ) in (8). (ii) Derive the symbolic expression of the -th order averaged function ( ) by (6) . STEP 3. Determine the exact upper bound for number of positive simple zeros of ( ).
In the following subsections we will present algorithms to implement the first two steps. We use "Maple-like" pseudocode, based on our Maple implementation. Using these algorithms we reduce the problem of studying the number of limit cycles of system (4) to the problem of detecting STEP 3.
Algorithm for STEP 1
In this subsection we will devise an efficient algorithm which can be used to transform system (4) into the form (5). Our algorithm can derive (5) at any order in . Now refer to (4), making the change of variables = · · and = · · with = cos and = sin , we present the algorithm Normalize below based on the above analysis.
Algorithm 1 Normalize(¯¯,¯¯, , , )
Input: a perturbed system (4) with a order ≥ 1 Output: an expression for / similar to (5) up to -th order in for from 1 to do 8: := coeff( , ); 9:
10:
:= normal( ,1 / ,2 );
12:
/ := subs( = cos , = sin , ∑︀ =1 ); 13: return / ;
The if hypothesis in line 6 is to make sure that 0 = 0. In line 9 the function prem( , , ) is the pseudo-remainder of with respect to in the variable . The following lemma is obtained directly by the property of the pseudo-remainder. 
Algorithms for STEP 2
This subsection is devoted to provide effective algorithms to compute the formula and exact expression of the -th order averaged function.
According to (8) , we should take the following substeps to compute the -th order averaged function of system (5): Substep 1. Compute the exact formula for the -th order integral function ( , ).
Substep 2. Output the symbolic expression for theth order averaged function ( ) (not simplified by using 1 ≡ 2 ≡ · · · ≡ −1 ≡ 0) for a given differential system (4). We first recall the partial Bell polynomials which can be used to implement the first substep. For ℓ and positive integers, the Bell polynomials: 
The algorithm Averformula, presented below, is based on (9) that can be used to derive the formula of the -th order integral function ( , ) (Substep 1).
Algorithm 2 Averformula( )
Input: a order ≥ 1 of the normal form (5) Output: a set of formulae associated to the integral function ( , ) 1: SU := 0; TU := 0; 2: for ℓ from 1 to − 1 do for from 1 to ℓ do 4: , 1( , ) , . . . , ℓ− +1 ( , ));
5:
For the generation of the Bell polynomials (lines 4 and 5) we use the routine IncompleteBellB built-in Maple. We give the outputs of the algorithm for = 1, 2 (see (32) in Appendix B). Note that the formula of ( , ) is the first element in the set . The second element in (where without the dependence on ( , )) can be used to derive an exact expression of if we give a concrete differential system (4) (then can be assigned to values by the algorithm Normalize), see next algorithm AverFun. We also remark that the formula for the -th order averaged function can be obtained directly from using (6), so we omit the formula for in our algorithm Averformula. We deduce explicitly the formulae of 's up to = 5 (see (33) in Appendix B); one can verify that the outputs of our algorithm are consistent with the results given in [20, 30] . In fact our algorithm can compute arbitrarily high order formulae of 's. In Section 4, we will study a cubic differential system (Collins First Form) and a class of generalized Kukles systems to show the feasibility of our algorithm.
In the last subsection, we provide an algorithm Normalize to transform system (4) into the form of / (normal form of averaging). The algorithm AverFun, presented below, is based on the algorithms Normalize and Averformula, which provides a straightforward calculation method to derive the exact expression of the -th order averaged function for a given differential system in the form (4) (Substep 2).
Algorithm 3 AverFun(¯¯,¯¯, , , )
Input: a perturbed system (4) with a order ≥ 1 Output: an expression of the -th order averaged function of /
1:
/ := Normalize(¯¯,¯¯, , , ); 2: for ℎ from 1 to do
3:
ℎ := coeff( / , ℎ );
4:
ℎ := Averformula(ℎ);
5:
ℎ := value(op(1, op(2, ℎ )));
6:
ℎ := factor(value(op(2, op(2, ℎ )))); 7: return ; According to our Theorem 3.1, we know that the output of the algorithm AverFun has the property
. And the numerator of the expression is a polynomial function with degree . In practice, the calculation of typically requires powerful computer resources as the computational complexity grows exponentially with order . It turns out that we can greatly improve the speed by updating the obtained / by using the conditions 1 ≡ 2 ≡ · · · ≡ −1 ≡ 0. We implemented all the algorithms presented in this section in Maple. In the next section, we will apply our general algorithmic approach to analyze the bifurcation of limit cycles for several concrete differential systems in order to show its feasibility.
EXPERIMENTS
In this section, we present the bifurcation of limit cycles for a cubic polynomial differential system as an illustration of our approach explained above. In addition, the bifurcation of limit cycles from the centers of a class of generalized Kukles polynomial differential systems of degree 6 is studied when it is perturbed inside the class of all polynomial differential systems of the same degree, and as an application of our method, we also report some results on quadratic differential systems with isochronous centers. The obtained results of our experiments show the feasibility of our approach.
Illustrative Example
In this subsection, we consider a cubic center of the following polynomial systeṁ
This system is known as Collins First Form, see [27] for more details.
More concretely, we consider the perturbations of (10) in the form of˙=
where
being , and , , for = 1, . . . , 7 and = 1, . . . , 9, real constants. Next, we use our algorithms to study the maximum number of limit cycles of (11) that bifurcate from the center of (10). Applying our algorithm Normalize by taking = 7 we obtain
Here we give only the expression of 1( , ), the explicit expressions of ( , ) for = 2, . . . , 7 are quite large so we omit them.
with = cos and = sin . Using our algorithm AverFun in Section 4 and computing 1 we obtain 1( ) = ( 1,1 + 1,2) . Clearly equation 1( ) has no positive zeros. Thus the first averaged function does not provide any information about the limit cycles that bifurcate from the center of (10) when we perturb it.
Computing 2 we obtain
According to our Theorem 3.1, we take¯2( ) = 2( ) with degree 2 = 1, and 1 is a polynomial in with degree 2. Note that 1( ) = 0 means that 1,2 = − 1,1. Using this condition we can simplify 2( ) into the form 2( ) = ( 2,1 + 2,2). As for the first averaged function, the second one also does not provide information on the bifurcating limit cycles. From now on, for each = 3, . . . , 7, we will perform the calculation of the averaged function under the hypothesis ≡ 0 for = 1, . . . , − 1. . Therefore 3( ) can have at most one positive real root. From Theorem 2.2 it follows that the 3-th order averaging provides the existence of at most one small-amplitude limit cycle of system (11) and this number can be reached by Lemma 3.3, since for = 0, 2 are independent constants ( ( 2, 0)/ ( 1,7, 3,2) = 4 ̸ = 0).
To consider the 4-th order averaging theorem we take We do not explicitly provide the expression of 2, because it is very long. It is not hard to check that 4, 2 and 0 are independent constants. Therefore 5( ) can have at most two positive real roots. Then the 5-th order averaging provides the existence of at most two small-amplitude limit cycle of system (11) and this number can be reached. To consider the 6-th order averaging theorem we let 1,9 = − 4 + 1,9, 3,7 = − 2 + 3,7 and 5,2 = − 0/4 + 5,2. Computing 6 we obtain Here we do not provide the explicit expression of 2 because it is quite long. Moreover 4, 2 and 0 are independent constants. In fact only 4 presents the parameter 2,6, only 2 has the parameter 2,2, and 0 is the only one with parameters 6,1 and 6,2. Hence 6( ) has at most two positive simple roots. Then the 6-th order averaging provides the existence of at most two small-amplitude limit cycle of system (11) and this number can be reached.
To consider the 7-th order averaging theorem we take 2,9 = − 4/6 + 2,9, 4,7 = − 2/6 + 4,7 and 6,2 = − 0/24 + 6,2. Computing 7 we obtain
Here we do not provide the explicit expressions of 2 and 4 because they are quite long. Moreover for = 0, 2, 4, 6 are independent constants. Hence 7( ) has at most three positive simple roots. Then the 7-th order averaging provides the existence of at most three small-amplitude limit cycle of system (11) and this number can be reached.
We remark that our averaged functions ( ) for = 1, . . . , 5 are consistent with the forms in [27] . However, our averaged function 6( ) looks much simpler than the form given in [27] , this is because we rigorously simplify the function 6( ) under the conditions 1 ≡ 2 ≡ · · · ≡ 5 ≡ 0. The averaged function 6( ) in [27] is not correct, because the authors do not simplify this expression in a right way (in fact one should note that the isolated parameter 3,7 contains the parameter 1,9). As a consequence, the maximum number {3} of limit cycles of system (10) up to the 6-th order averaging they obtained can not be reached. Thus, some calculations of the averaged functions in [27] need to be reconsidered algorithmically, using the algorithm and exact formula of the averaged function in this paper.
Here we restate the result related to the Collins First Form as follows.
Theorem 5.1. For | | > 0 sufficiently small the maximum number of small-amplitude limit cycles of system (11) is 3 using the 7-th order averaging method, and this number can be reached.
A Class of Generalized Kukles Differential Systems
In this subsection we consider the perturbationṡ
of system (13) =0 , where , , and , , are real parameters, for = 1, . . . , 6, 0 ≤ ≤ ≤ 6, and , , are real coefficients
We note that the bifurcation of limit cycles of (13) has been studied in [26] up to 6-th order averaging theorem ( [26] , Section 7.3). Here restudy it by using our algorithmic approach to illustrate its feasibility.
We remark that taking = 6 our algorithm Normalize can not pass the if hypothesis, this is because the unperturbed term (i.e., the constant term of in the algorithm Normalize)
does not vanish. So we have to exclude the perturbed terms 1,0,0 and 1,0,0 in (13). However, the authors in [26] obtained a wrong expression of 0 in the form
In fact one can easily check this mistake by manual calculation. So the calculations of the averaged functions of system (13) in [26] must be redone. Now consider system (13), letting 1,0,0 = 1,0,0 = 0 and using our algorithm AverFun in Section 4 we obtain the averaged functions up to 6-th order as follows. Since the calculations and arguments are quite similar to those used in the previous subsection we do not explicitly present the process here. 
The expressions of , for = 0, 2 and , for = 0, 2, 4 are quite long so we omit them for brevity.
In view of these expressions in (14) , we verified that (Theorem 3 in [26] ) the averaging theorem up to sixth order provides the existence of at most two small-amplitude limit cycles of system (13).
Quadratic Systems
In order to save space, we put the results in Appendix C.
DISCUSSIONS
In this paper we present a systematical approach to study the maximum number of limit cycles of differential system (4) for | | > 0 sufficiently small, which bifurcate from the centers of differential systems in the form of (3). In general, we give three algorithms to analyze the averaging method. Then with the aid of these algorithms, we reduce the study of the number of limit cycles of system (4) to the problem of estimating the number of simple zeros of the obtained averaged functions. Theoretically, we show that the maximum number of limit cycles of system (4) has no more than 2 (a rough bound) by using the -th order averaging method. We believe that the first averaged function which is not identically zero is a polynomial in with odd terms. However, we cannot prove this, we leave this as a future research problem. We remark that, though in the present paper, we focus our attention on the study of bifurcation of limit cycles of the continuous differential system (4), the developed algorithmic approach admits a generalization to the case of studying the bifurcation of limit cycles for discontinuous differential systems. It is of great interest to employ our approach to analyze the bifurcation of limit cycles for differential systems in many different fields (biology, chemistry, economics, engineering, mathematics, physics, etc.). It will be beneficial to generalize our approach to the case of higher dimension differential systems by using the general form of the averaging method. We leave this as the future research problems. Furthermore, how to simplify and optimize the steps of the computations of the averaged functions is also worthy of further study.
