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ABSTRACT
The main objective of this thesis is to study the maintenance
policy through Markovian modelling and to develop new methodology in
reliability engineering.
We develop an approach, which is based on the theory of discrete
Markovian chain, to study some critical characteristics of a rather
general dynamic system that is important for the system operator or the
administrator to determine the overall strategy.
Monitoring a dynamic system is not an easy task. Too frequent
checking may obscure the utility of the system and increase the
inspection cost while rare checking may have a risk of out of control.
It is advisable to have an adequate policy to keep the cost and downtime
small and to guarantee the quality of the system. The sampling procedure
to be proposed is a variable sampling plan, sampling less frequently
when processing system is in control. We assume that the system in one
state of condition is likely to enter another one of similar condition
and hardly into a completely different one-in short time epoch. These
techniques will be explained in the application to production planning.
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The life of a processing system will not be trouble free, and the
occasional failure of a component is expected. The process controller
has the responsibility of designing systems in which local failure is
unlikely to trigger chains of events leading to a system failure and
even to disaster. However, the lack of qualified individuals to manage
maintenance operations and development of new methodologies concerning
catastrophic failure always lead to the existence of redundant systems.
Although plant management is aware of the need of maintenance
management, few programs are operating as they were anticipated to
operate. The material presented in Chapter II and Chapter III of this
thesis is intended not only to assist maintenance management in
implementing the more modern aspects of their jobs, but also to assist
to those managers in designing an up-to-date program if that is their
desire.
Operator's satisfaction is always related to the reliability and
maintainability of the system as well as to its ability to perform its
specified function. Today's greater awareness in this area has forced
the administrator to attempt to eliminate some of the more excessive
problems. Adding to the above problem is the fact that more and more
systems are becoming increasingly complex in structure. The increase in
complexity generally results in better overall performance for a given
function but may add significantly to the problems related to the long
run operation in terms of reliability and maintainability. Generally,
more complex systems have higher internal interdependence among its
components, which result in greater susceptibilty to total failure as a
result of a failure of a component, even if it is a very small or
2seemingly insignificantly one. For most systems, reliability and
maintainability are designed from the start. We are going to present
some design alternatives to help improving the reliability and utility
of the system by setting up a Markovian representation for the system
monitoring scheme.
31.2 When our proposed methodology is applicable?
It is somtimes implied that preventive maintenance is always the
best, but this is not true in general. A rational decision must be made
in the context of the overall situation. For important or critical
items, regardless of the cost, preventive maintenance tends to be the
best because we cannot afford to have breakdowns at random or
uncontrolled intervals. This should be obvious in regard to life saving
equipment or where lives are at stake or military purposes. When the
costs are not high and failures do not cause excessive damage to overall
mission, remedial maintenance is better. What the foregoing suggests is
that the nature of the system and the situation has a direct impact on
which plan-is chosen. Several research efforts (Arnold[1970], Smeach and
Jernigan[1977], Hui[1980], Hui and Jensen[1986]) developed a Markovian
representation for a time delay inspection scheme. Decision errors
within equipment repair processes can seriously exert the impact on the
cost and the quality of maintenance. Suggestions have been made for
locating and correcting such errors and some efforts have also been
expended towards developing a conceptual framework. When the system can
fail at a random time, occasional checking is necessary to determine
when it does fail. The longer the time between failure and its
detection, the greater is the loss the more frequent checking involved
in the maintenance policy, the more resources will be expended and the
less time of availability of the system will be. So, frequent checking
is advisable to keep the cost and downtime small and to guarantee the
quality of the system. Determination of an optimal plan has been the
subject of considerable investigation of maintenance policy.
The sampling procedure for monitoring the system to be proposed is
a variable sampling plan, sampling less frequently when the processing
4system is in control. The sampling procedure can.be considered as a
simple Markov process.
51.3 Basic ideas
Initially, the estimated longevity of a processing system is a
function of design margin. Sooner or later, the best estimate of its
life, as well as a basis for corrective action, will be determined from
the maintenance policy and accurate evaluation of the aging phenomenon.
Maintainability achievement for complex, or even relatively simple,
system is a very difficult business. It is difficult because it requires
the proper mixtures and interaction of many different ingredients and
many diverse disciplines. In most practical applications, however, it
would not be functional to plan the sampling procedure at the level of
components. First, a detailed scheduling program should take into
account a large number of technological and personnel considerations
which cannnot be included in the overall model due to their highly
qualitative nature. Second, many of the planning issues to be resolved
deal with broad allocations of resources, and excessively detailed
information would obscure rather than enlighten these decisions. Third,
the presence of enormous computational difficulties induced by a large
number of constraints makes the detailed analysis not applicable, and
even though applicable, the outcome is not accurate. The most
fundamental components for good maintenance are a carefully conceived
maintenance concept and maintenance plan, followed by a design and
development program which is true to them, and which will allow them to
be achieved in the actual operation. Model of highly-simplified
maintenance policy that includes sources of decision errors is employed.
The behaviour of a dynamic system evolving over time can be
described by an appropriate type of stochastic processes. Adequate
modelling of the system in terms of probabilistic structure and pattern
is quite natural and always results in simplification of the actual
6problem and extraction of all diagnostic information. Having useful and
relevant characteristics of the whole system in advance, the
administrator can easily prepare his schelude and alleviate the problem
of unnecessary troubles as soon as he can make the important decisions
and strategies in the planning and control.
The participation of the aging effect in the modelling makes the
problem rather intricate and complicated as the rate of degradation of
the system is hardly estimated, and even though estimable, its precision
and accuracy are suspected. It is too ambitious for an operator to
develop a single set of strategies concerning the maintenance policy for
the system during its life span, with aging effect in consideration. In
practice, it is hard to set up model with aging effect phenomenon, and
not reliable as the selection and estimation of the model based on the
empirical results introduce a risk of extrapolation. The administrator
also faces the possibility of breakdown of the proposed model, which
will finally lead to a disaster. An alternative is proposed: The life
span of the processing system can be divided into small partitions, and
the features and characteristics within that interval of interest will
be studied separately. Based on previous experience and knowledge, the
value of its output is independent of its age but that the probability
of the system failure does increase with its age. In other words, the
aging effect, in.a not too long epoch of time, has been removed. An up-
date method for the estimation of the parameters of that model brings
satisfactory result.
91.4 Markovian representation and its limitations
It is logical for us to impose a variable sampling procedure
monitoring the system in the fixed time horizon (0,T] that requires less
intensive sampling when the consecutive outcomes are satisfactory and in
control. The sampling procedure proposed can be approximated by a simple
Markov process. This approximation is very close to reality as we always
update the parameters involved, and in a not too long period the
conditions of the system is stationary. The use of Markov chain in
modelling dynamic system in some cases puts a few restrictions on the
types of problems of interest that can be considered in the analysis.
Modelling the system in discrete time units may cause problems unless
the time increment is small enough to avoid significant errors in
accuracy due to the conversion from continuous time to discrete time.
Another limitation may cause a loss of accuracy is the condition that
the transition probabilities from one state to another is constant in a
predefined time interval. A third possible restriction is the assumption
that in one time unit the transition probability of entering two or more
states is zero. Modelling the system mathematically, we need to classify
its condition into several categories. These categories are measures of
the various degrees of goodness of the system in operation. Usually, the
conditions may be divided into two main categories, namely, acceptable
and rejected regions. These two categories can be further divided into
smaller sub-categories. The choice of subdivision is very subjective
and mainly depends-on the accuracy and convenience what the
administrator wants.
From the practical point of view, we assume that the system in one
state of condition is likely to enter into another one of similar
condition and hardly into a completely different one in one time unit.
8It may be interpreted that the chance of entering a state next time
depends on the present state only. These estimates of transition
probabilities can be obtained from the past records of the system.
Furthermore, we assume that all transition probabilities are stationary,
i.e., they are not time-dependent. Finally, the knowledge of absolute
probabilites of the initial conditions becomes a sufficient information







9CHAPTER II MAINTENANCE POLICY WITH SINGLE REJECTION
2.1 INTRODUCTION
The use of Markov chains in modelling a dynamic system was
previously studied by Arnold [1970]. He developed a variable sampling
plan to monitor the stream water quality. Later on, Smeach and Jernigan
[1977] followed the Markovian approach and extended Arnold's work. They
defined a variable sampling ratio procedure, sampling less frequently
when the process is in control and established that such a procedure
can be considered as an ergodic Markov process. The limiting analytic
behaviours of these stochastic processes are well-known and well
documented in standard texts(e.g. Feller [1968]). Smeach and Jernigan
presented asymptotic formulas in computing expected number of samples
and variance. These results are important to improve the overall
analytic procedure.
A tentative design of a maintenance policy for a dynamic system
will be developed along these lines. The use of Markov chains in
modelling is not a new idea. However, it is a very powerful technique to
develop a generalized set of mathematical models that can be applied to
various types of systems, and to discuss their limitation and
application. The models can be applied to specific systems by
substituting the corresponding parameters in the appropriate maintenance
policy. Once the parameters are fixed, the reliability and
maintainability characteristics are investigated by estimating the
steady-state of the system for each alternative design.
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2.2 TIME DELAY INSPECTION SCHEME
Inspection delays depending on the current level of quality of the
outgoing characteristics are shown to result in the savings of resources
due to large reduction of the rate of inspection plans. The main idea in
this chapter is to introduce variable-rate inspection schemes requiring
fewer inspections under acceptable quality replacing more expensive and
intensive fixed-rate inspection schemes.
Assume that the quality of the outgoing characteristics is assigned
on inspection to one of several categories including an unacceptable
quality level which requires remedial adjustment. The subsequent
inspection rate and the decision to adjust the process depend on this
assignment.
Let Y be the typical quality characteristics of the process taking
values in the n-dimensional Euclidean space En according to a
probability measure P(.). A predetermined discriminant function is
served as a criterion to partition En into k acceptable regions
{Ii: i=1,...,k} and 1 unacceptable regions (Ri: i=1,...,1}. The
outcomes in {Ii: i=1,...,k} and {Ri: respectively indicate
different levels of acceptance and of rejection requiring various types
of adjustments. The choice of scaling the outgoing characteristics into
several categories depends on the objective of the adminstrator.
Furthermore, all typical quality characteristics evaluated are assumed
to appear sequentially in units of time. Given the process with above
information, the probabilities of transition of the outgoing
characteristics of the observed item are known or at least can be
estimated.
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2.3 SINGLE REJECTION MODEL
The objective of a maintenance policy is not simply to minimize the
cost rate of inspections and of maintenance adjustment actions while the
availability constraints of the dynamic system of interest are
satisfied. In later section, we deal with several optimal strategies
concerning the model having a single rejection region.
The class of single rejection models is referred to any policy with
one and only one rejection region defined by the discriminant function,
i.e., without loss of generality, we denote rejection region by R.
The basic structure is: If the quality characteristics Y of the
observed item falls into the acceptable region Idelay di
time units before inspecting next items. If the quality characteristics
Y of the observed item falls into the rejection region R, adjustment is
initiated as appropriate and A time units elapse before another
inspection. Inspection resumes on the adjusted process.
To study the behaviour of our model efficiently, we apply the
theory of Markov chains and identify the state space of the procedure
and the matrix of one-step transition probabilities. We assume that the
underlying process is stationary, i.e., the transition-probabilites are
not time-dependent.
To formulate the Markovian structure of the time delay scheme, let
s(i,J)= P(Y in Ij at time t+1 Y in Ii at time t)
for all i,j=1,...,k (2.3.1)
s(i,k+l) = P(Y in R at time t+1 Y in Ii at time t)
for all i=1,...,k (2.3.2).
s(k+1,i) = P(Y in Ii at time t+1 I Y in R at time t)
for all i=1,...,k; (2.3.3)
12
s(k+1,k+1)= P(Y in R at time t+1 I Y in R at time t)
(2.3.4)
Let S= [s(i,j)] be the matrix of order k+1 of one-step transition
probabilites of states. Note that the entries in S can be estimated from
the underlying model assumption.
Note that Hui and Jensen's model can be considered as a special
case of our proposed methodology. There is an important feature which
was not studied by Hui and Jensen's model as they did not consider what
probabilities of state transitions can reflect the condition of a
system. In other words, the estimates of transition probabilities can
serve as an indicator to show the degree of the stationarity of a system
to some extent. For details, interested readers refer to section 3.3 of
Chapter III.
Our main concern in the maintenance policy is to choose a suitable
set D= (di: i=1,...,k+1, where dk+l= A) for the sampling procedure
that is optimal under certain criterion. To obtain the optimal
solution of the problem, we suffice to solve an integer programming
problem.
In order to formulate the Markovian representation of the process,
the matrix of n-step transition probabilities of states is required. Let
Sn= [sn(i,j)]
where sn(i,J) is the transition probability from state i to state J in
exactly n time units. Note that S is a stochastic matrix, and therefore
Sn = S x S... x S (2.3.5)
n times
Since we are interested in the selection of the optimal sampling
plan to monitor the sampling procedure, we suffice to set up another
stochastic matrix QD=[q(i,j)] of order k+1,
Note that QD is a matrix containing the probabilities of higher
order transitions. Fundamental parameters of the problem are these
probabilities. These are determined by the probability model governing
the process together with the choice of the partition.
A complete description of a variable-rate inspection scheme may be
given in terms of the parameters and a maximum delay d, i.e., all delay
parameters d do not exceed d. Let (0,T] be a specified time span over
which monitoring is continued.
We can hardly define the state space of the Markov process in terms
of the partition set of the n-dimensional Euclidean space. In order to
have a discrete time, discrete state Markov chain, we define the
corresponding states of Markov process in terms of the sampling
procedure. To achieve this objective, we define
E.= the sampling state of having inspected j time units before
i j
and the most recent inspection was in 1,
for all j=l dj; 1=1 k, and (2.3.7)
Fj= the sampling state of having Initiated an adjustment j time
units before
(2.3.8)
It is important to realize that the sampling state occupied at time
t is determined before any sample is taken. The sampling states
j =1, ...d i 1=1 ....k an F j :...j=1, d k +1 tell when
observation was last taken and whether the current process is in control
or under adjustment at time t=2,3,...T. It can be seen that these states
are mutually exclusive and exhaustive. For convenience, we arrange the
sampling states in the order
It is quite reasonable to assume that the system is operable at the
initial time, i.e., Y is in one of the states for some i at time
t=1, where i lies between 1 and k. For notational convenience, let the
absolute probabilities at the initial time be
(2.3.9)
The values of p(i) can be calculated through the
underlying distribution of the observed item and the partition set. In
practice, it is very easy to estimate the values p(i) from the past
records of the outcomes and we can apply the update procedure in the
computation so that the current values reflect the true parameters of
the process in the most possible way.
We denote the event that the sampling state at time t is j by
Ei j(t) and the event that the sampling state at time t is Fj by Fj(t:).













Let P= [p(i.j)] be the matrix of one-step transition probabilities
of sampling states. It is clear to see that the entries p(i,j) of
stochastic matrix P are zero except those transition probabilities
p(i, j) corresponding to the above sampling state transitions. These
probabilities are considered on the case-by-case basis.
We first define
and an index function to our arrangement of sampling states in the
















Case 7: p(i,j)= 0. otherwise.
Theorem 2A
The Markov process defined by the single rejection maintenance policy is
an ergodic Markov chain.
Proof:
Since it is a finite chain (the state space is finite) and all
sampling states communicate each other, we know that the Markov chain
defined in this way must be positive recurrent. (see Feller [1968].)
To complete the proof, we suffice to show that the chain is
aperiodic. Assume the contrary, i.e., the chain is periodic with period
d. By the definition of periodicity, we have
p n (i,i)= 0 for all n except n is the multiple of d,
where pn(i,J) is the transition probability from the sampling state I to
the sampling state j in exactly n time units. Since the chain is
irreducible and the delay parameter has the effect of shifting, we can
construct an ad hoc path such that pn(i,i) is greater than zero for some
value of n other than the multiple of d. Aperiodicity is a class
property and the contradiction proves the assertion.
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Interpretation of Theorem 2A
The physical significance of stationarity becomes apparent if we
imagine a large number of processes going on at the same time. To be
specific, consider N processes performing independently under same
condition. At the n th step (or time n), the expected number of sampling
in state Ei'j equals Neni'j which tends to N/ui,j, where eni.j denote
the probability of entering Ei'j at the n step and ui'j is the mean
recurrence time of Eij. After a sufficiently long time the distribution
will be approximately invariant, and we would say that the system was in
equilibrium. Note that the process was in equilibrium in the sense of
large number of performances or in the long run. If the individual
process exhibits no tendency to equilibrium then our limiting result is
not applicable.
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Assume that the monitoring procedure is initiated at time t=0 and
continued in its life span (0,T], where T is known in advance. (We do
not add any script of T in the expression when there is no ambiguity.)
The main result from Markovian representation of the maintenance
policy is the moments up to second order. The expected numbers of
inspections and adjustments and their variabilities play a key role in
the determination and selection of the sampling plan as planning and
budgeting are of main concern.
Let N be the number of inspections in the life span of the
monitoring procedure and M be the number of adjustments taken in (0,T].
The expected number of inspections in (0,T] can be expressed as
(2.3.17)
where ut = P(inspection is occurred at time t). (2.3.18)
The expected number of adjustments in (0,T] can be expressed as
(2.3.19)
where vt P(ad3ustment is initiatea at time t). (2.3.20)
Different strategies employed yield different results. (For
example, a maintenance policy with single rejection region as an
absorbing barrier does not belong to our class of policies.) We are
going to discuss our proposed scheme only. A minor change is needed in






By the total probability law, we have
ut = P(inspection is occurred at time t)
p(i)P(insDection is occurred at time t
(2.3.23)
= P(adiustment is initiated at time t)
(i)P(ad_iustment is initiated at time t
(2.3.24)
Substituting (2.3.23) and (2.3.24) in (2.3.17) anu (2.3.19), tne
result follows
A natural way to seek an optimal plan to monitor the process Is
to choose a set D= {d: 1=1,,k+1} such that the expected numbers of
Inspections and adjustments are small. This Is quite true In the case of
variable-rate sampling plan in quality control. However, it is not true
in general. The administrator must have his own criterion to select his
own optimal plan that is the best in the context of the overall
situation. In order to discuss other strategies, we have to pay
attention to the second order moments of the random variables N and M.
Theorem 2C
The variance of the number of inspectons of single rejection maintenance




and u is defined as in expression (2.3.23).
m
Proof:
Define random variables Z. by
if inspection is occurred at time t
otherwise
Let u be defined as in expression (2.3.23). Then
Uj.= P(inspection is occurred at time t)
= P(Zt= 1)
= E(Zt)
Since the total number of inspections occurred in the time interval
(0,T] is given by we have
Var(N)= Var
Cov (Z , Z )
m n
[E(Z Z )-E(Z )E(Z)].
m n m n
When m= n, the result Is trival.
When m t n, let r= win (m,n) and s= |m-n|.
(P(inspection Is occurred at time r+s
+ {P(Inspection Is occurred at time r+s








Substitution of these values in the above covariance formula proves
the assertion.
Note that 0 and v denote the same probability. Writing v in
S ,K +1, O S
the form of Q,, we may obtain a more elegant result.
S.K+1
Theorem 2D
The variance of the number of adjustments of the single rejection
maintenance policy in the time interval (0,T] is given by





and v is defined as in expression (2.3.24).
m
Proof:
Define random variables by
if adjustment is initiated at time t
otherwise
for t=l,...,T.
Let v be defined as in expression (2.3.24). Then
v= P(adjustment is initiated at time t)
- P(Zt= 1)
= E(Zt).
Since the total number of adjustments occurred in the time interval





When»= n, the result Is straightforward.
When m n, let r= mln (m,n) and s= |m-n|.
Substitution of these values into the above covariance formula
proves the assertion.
2.4 Optimization criteria for single rejection Model
2.4.1 Local approach
One of the usual ways to choose an inspection policy given a
permissible range of numbers of inspections and adjustments is to
select the one that the corresponding variances of inspection number and
adjustment number are small among all competitive plans. In practice, we
prefer to have protection against changes in the structure of the
dynamic system. Plans with short time delays are more reliable than
those with large time delays. The decision is tradeoffs among the cost
involved in the maintenance policy and the liability of the system.
Therefore, a preassigned maximum time delay is useful to suit our
purpose. The choice of such a maximum time delay mainly depends on the
experience of the administrator and the records of the system of
interest. A criterion based on minimum variances was developed. For
details, the interested readers may see Hui[1980], Hui and Jensen[1986].
The main advantage of this criterion is its easy computation and
implementation. However, this kind of strategy of selection of plan is
not satisfactory in general because it does not take the overall
situation into consideration.
In general, the performance of the monitoring procedure also
depends on the out-of-control situations. It is obvious to see that any
system actually do have aging effect in the overall performance. In a
long-term operation of the system, there is a possibility that the
system may still stay in equilibrium with a slight shift in the
transition probabilities of states. If g(y) is the probability
density function of the out-of-control state, the performance of a
monitoring procedure under g(y) can be studied through the expected
numbers of inspections and adjustments. In later section, we will
discuss this problem.
However, it is often difficult to interpret out-of-control state
and choose g(y), especially in the multicharacteristics quality control.
Intuitively, a maintenance policy with short delay parameters is
believed to possess an advantage of protecting the system against
changes both in the quality and in steadiness. The previously discussed
criterion of choosing D= {d: 1=1,...,k+1} based on the expected
numbers of inspections and adjustments under P(.) subject to a maximum
time delay has an advantage that a single parameter is used to give
protection against out-of-control states. However, the question of how
effective the protection would be cannot be completely answered without
specifying the out-of-control distribution.
2.4.2 Global approach
A global approach is to select an optimal plan for the monitoring
procedure from the point of view in downtime concept and budgeting. The
problem becomes an optimization process such that the total cost of
implementing a specified maintenance policy over a fixed time interval
(0,T] is minimized. It is Impossible to work out the total cost because
it involves the random variables N and M and many uncontrollable
factors. We adopt the expected total cost approach in our study. In this
way, the total cost of utilizating the policy over the time interval
(0,T] can be measured easily. This cost represents the long run average
cost in implementing the inspection policy.
It is very complicated to set up a model to generalize all systems
in a single cost model. Following the usual way, we consider the linear
cost model which is the most popular one.
Let CT be the total cost which consists of inspection cost Cj,
adjustment cost CA and protection cost Cp.
Inspection plans are chosen among competitive policies such that the
optimal one minimizes the expected cost.
We minimize the following objective function
(2.4.2)
where E(CT) is the expected total cost,
E(Cj) is the expected inspection cost,
E(C.) is the expected adjustment cost, and
E(Cp) is the expected protection cost.
Following the cost model proposed by Crigler [1973], the expected total
cost is obtained from a case-by-case basis.
Case I: The expected inspection cost involved in the policy.
Let c be the fixed cost per inspection. (Usually, this requirement
can be easily fulfilled in a short epoch)
Then the total inspection cost will be equal to c x N.
Therefore, we have
the expected cost of inspection
(2.4.3)
Case II: The expected adjustment cost involved in the policy.
Let c be the fixed cost per adjustment. (Usually, this requirement
can be easily fulfilled in a short epoch)
Then the total adjustment cost will be equal to ca x M.
Therefore, we have
the expected cost of adjustment
(2.4.4)
Case III: The expected protection cost involved in the policy.
The protection cost Cp of an inspection plan consists of penalty
costs for not inspecting within next s time units when the process was
declared to be in 1 (1=1 k) for s=l d. These penalty costs
protect against delaying a long period before the next inspection after
an acceptable inspection. Let e. be the penalty cost of not inspecting
i s
within next s time units after the acceptable inspection 1, s=l,...,d;
1= 1 k and e._= 0 for 1=1 k. The assigned penalty cost for each
i o
time delay after the acceptable inspection 1 is given by
(no inspection within next time unit after acceptable
inspection 1)
P (no inspction within next time unit after acceptablet 2 time units after
acceptable inspection I i
}P(no inspection within next time units after
acceptable inspection I)
(2.4.5)
Hence, the penalty cost in the time interval will be
(2.4.6)
where is the number of acceptable inspection 1 in the time interval
(0,T]. Then the expected cost of protection for the maintenance policy
can be expressed as
(2.4.7)
where E(N) P(inspection at time t was 1)
(2.4.8)
Substituting these expressions in expression (2.4.2), we obtain an
integer programming problem.
The main concern of integer programming is to choose a set of
suitable delay parameters such that the expected cost is minimized. In
addition, we want to know something about the variance of this random
variable cost. In doing so, we develop the second order moments of
and M.
Variability of the expected cost model
In order to obtain the variance of the expected cost of
Maintenance policy, we suffice to derive the covariances between the
random variables.
Let
if inspection is occurred at time t
otherwise
if adjustment is initiated at time t
otherwise
if inspection 1 is occurred at time t
otherwise
Then, we have
Total number of inspections
N
Total number of adjustments
M
Total number of inspections 1
Nr
We proceed to evaluate the expected values of these random









When m n, we have
P(adjustment is initiated at time n| inspection is occurred at
time ra) x P(inspection is occurred at time m)
where is defined as in expressions (2.3.27) and (2.3.28).
When m n, we have
P(inspection is occurred at time m| adjustment is initiated at
time n) P(adjustment is initiated at time n)
where is defined as in expression (2.3.24).
When m= n, we have
P(inspection and adjustment are initiated at the same time)
Substitution of these expressions in expression (2.4.9) yields the
results.
Case II: Cov(N, N).
Cov(N, Nj)
(2.4.10)
When m n, we have
P(inspection 1 is occurred at time n| inspection is occurred at
time m) x P(inspection is occurred at time m)
where fi. is defined as in expressions (2.3.27) and (2.3.28).
i t
When ra n, we have
P(inspection is occurred at time m| inspection I. is occurred at
time n) P(inspection I is occurred at time n)
where fl. is defined as in expression (2.3.27).
n, i
When n= n, we have
P(inspection 1 is occurred at the same time)
0
i ,m
Substitution of these expressions in expression (2.4.10) yields the
results.
Case III: Cov(M, N).
Cov(M, Na)
(2.4.11)
When m n, we have
P(inspection 1 is occurred at time n| adjustment is initiated at
tine m) x P(adjustment is initiated at time m)
where v is defined as in expression (2.3.24).
When m n, we have
P(adjustment is initiated at time m| inspection Ij is occurred at
time n) P(inspection 1 is occurred at time n)
where is defined as in expression (2.3.27).
When m= n, we have
P(inspection 1 and adjustment are occurred at the same time)
0.





When m n, we have
P(inspection 1 is occurred at time n| inspection 1 is occurred
at time m) x P(inspection 1 is occurred at time m)
where G. is defined as in expression (2.3.27).
m, i
When m n, we have
When m= n, we have
P(inspection 1 is occurred at the time m)
0
m, i







CHAPTER III MAINTENANCE POLICY WITH MULTIPLE REJECTIONS
3.1 MULTIPLE REJECTIONS MODEL
The refinement in different levels of rejection brings out
different adjustment procedures as well as the model is more realistic
in those multicharacteristics problems. The introduction of multiple
rejection regions gives us more flexibility in designing the process and
analyzing the overall situations. The main concern of this kind of model
is related to the downtime concept and availability of the whole system.
The basic structure is: If the quality characteristics Y of the
observed item falls into the acceptable region Ii (i=1,...,k), waits di
time units before next inspections. If the quality characteristics Y of
the observed item falls into the rejection region Ri (i=1,...,1),
appropriate adjustment is initiated and Ai time units elapse before
another inspection. Inspection resumes on the adjusted process.
Here we use the following terms interchangeably to refer the
situations of the sampling procedure.
(a) Inspection Ii and the outcome of the quality characteristics Y in
Ii are synonmous, for all i=1,...,k.
(b) Adjustment Ri and the outcome of the quality characteristics Y in
Ri are synonmous, for all i=1,....,1.
To study the behaviour of our model, we apply the theory of Markov
chains and identify the state space of the procedure and the matrix of
one-step transition probabilities as in the single rejection model. We
assume that the underlying process is stationary, i.e., the transition
probabilites are not time-dependent.
To formulate the Markovian structure of the time delay scheme, let
s(i,j) =P(Y in Ij at time t+1 Y in Ii at time t)
for all i, j=l k. (3.1.1)
s(i,k+j)= P(Y In Rj at time t+1| Y In at time t)
for all i=l,...,k; j=l,...,l. (3.1.2)
s(k+j,i)= P(Y In IA at time t+1| Y in Rj at time t)
for all 1= 1 k; j=l,...,l. (3.1.3)
9(k+i,k+j)= P(Y In Rj time t+1| Y in R at time t)
for all 1,j=l,...,1. (3.1.4)
Let S= [s(l,J)] be the matrix of order k+1 of one-step transition
probabilites of states. Note that the entries In S can be estimated from
the underlying model assumption.
Our objective in the maintenance policy is to choose a suitable set
D= (dj: 1=1 k; Aj: j= l,...l) for the sampling procedure that is
optimal under certain criterion. To obtain the optimal solution of the
problem, we suffice to solve an integer programming problem.
Let Sn=[ s (i, J)], where s (i,j-) is the transition probability from




Note that Q° is a matrix containing the probabilities of higher
order transitions. Fundamental parameters of the problem are these
probabilities. These are determined by the probability model governing
the process together with the choice of the partition. We define
j= the sampling state of having inspected j time units before
and the most recent inspection was in 1
for all j=l,...,d.; 1=1,...,k, and (3.1.6)
= the sampling state of having initiated an adjustment j time
units before and the most recent inspection was in
for all j= l,...,Aj; 1= 1,...,1. (3.1.7)
It can be seen that these states are mutually exclusive and
exhaustive. For convenience, we arrange the sampling states in the order
(E j i j= l,...,dj, 1=1,...,k j Fj j i j~1,...,A j i-1 1).
Assume that the system is operable at the initial time, i.e., Y is
in one of the states E. for some i at time t=l, where i lies between 1
i 1
and k. For notational convenience, let the absolute probabilities at the
initial time be
p(i)= P(E. at time t=l) for all 1= 1 k. (3.1.8)
i 1
We denote the event that the sampling states at time t is E j by
E.. (t) and the event that the sampling state at time t is F.. by
i j i j








for j=l,...,d.-l; 1=1 k.
for i,j=l k.
for 1=1,... ,k; m=l 1.




Let P= [p(i,J)] be the matrix of one-step transition probabilities
of sampling states. These probabilities are considered on the case-by-
case basis.
We first define
and two index functions
(3.1.9)
for all j=l,...,dj; 1=1 k,
(3.1.10)


















Case 7: p(i,j) =0. otherwise
Theorem 3A
The Markov process defined by multiple rejections maintenance policy is
an ergodic Markov chain.
Proof:
The argument is exactly the same in that of Theorem 2A. The proof
is omitted.
Interpretation of Theorem 3A is similar to that of the single
rejection maintenance policy discussed in Chapter II.
Assume that the monitoring procedure is initiated at time t=0 and
continued in its life span (0,T], where T is known in advance. Let N be
the number of inspections and M the number of adjustments taken in
(0,T].
The expected number of inspections in (0,T] can be expressed as
(3.1.17)
where u= P(inspection is occurred at time t). (3.1.18)
The expected number of adjustments in (0,T] can be expressed as
(3.1.19)
where v= P(adjustment is initiated at time t) (3.1.20)
We define
= the total number of inspections 1 given in (0,T]
for i=l,...,k;
= the total number of adjustments given in (0,T]
for i= l 1;
u(t)= P(inspection 1 is occurred at time t)
for i=l,...,k; (3.1.21)
v(t)= P(adjustment is initiated at time t)
for 1=1,...,1. (3.1.22)
Since the partition of sampling states of the Markov procedure is
mutually exclusive and exhaustive. To obtain the information about the
first order and second order moments of inspection number and adjustment
number, we suffice to derive the corresponding results of and. The
first and second order moments are presented in the following theorems







for t=l,...,T; 1=1 k and
(3.1.26)







for all t=l T.
Theorem 3D
The variance of the number of inspectons of multiple rejection






where u(t) and v(t) are defined as in expressions (3.1.25) and
(3.1.26), and u is defined as in expression (3.1.27).
m
Theorem 3E
The variance of the number of adjustments of the multiple rejection
maintenance policy in a time interval (0,T] is given by
for 1=1 1, where (3.1.31)
otherwise
(3.1.32)
and vt) is defined as in expression (3.1.26).
3.2 Optimization criteria for multiple rejections model
3.2.1 Local approach
The basic philosophy of choosing an inspection policy is the same
as that in section 4 of Chapter II.
3.2.2 Global approach
One of the objective approaches is to select an optimal plan for
the monitoring procedure from the point of view in downtime concept anc
budgeting.
(a) Expected cost models
The problem becomes an optimization process such that the total
cost of utilizing a specified maintenance policy over a fixed time
interval (0,T] is minimized. We adopt the expected total cost approach
in our study. Following the usual way, we take the linear cost model.
Let CT be the total cost which consists of inspection cost Cj,
adjustment cost CA and protection cost Cp.
i.e., C,j,- Cj+ CA+ Cp (3.2.1)
Inspection plans are chosen among competitive policies such that the
optimal one minimizes the expected cost.
We minimize the following objective function
E(Ct)= E(Cj)+ E(Ca)+ E(Cp), (3.2.2)
where E(C,j,) is the expected total cost,
E(Cj) is the expected inspection cost,
E(C) is the expected adjustment cost, and
E(Cp) is the expected protection cost.
The expected total cost will be obtained from a case-by-case basis.
We define
N= the total number of inspections involved in the policy in (0,T],
M= the total number of adjustments involved in the policy in (0,T],
= the total number of Inspections of type i involved in the
policy in (0,T], i=l k,
Mj= the total number of adjustments of type j involved in the
policy in (0,T], j= l 1.
Case I: The expected inspected cost involved in the policy.
Let c be the fixed cost per inspection. We have
the expected cost of inspection
c. x E(N). (3.2.3)
Case II: The expected adjustment cost involved in the policy.
Let c. be the fixed cost per adjustment of type j(j=l,...l).
a j
The total adjustment cost equals to We have
the expected cost of adjustment
(3.2.4)
Case III: The expected protection cost involved in the policy.
The protection cost Cp of an inspection plan consists of penalty
cost e. for not inspecting within next s time units when the process
1 f s
was declared to be in 1 (1=1,...,k) for s=l,...,d. The expected cost
of protection for the maintenance policy can be expressed as
(3.2.5)
where E(N) P(inspection at time t was 1)
(3.2.6)
and e.. and c. are defined as in section 2.4.2.
i J i ,P
Substituting these expressions into expression (3.2.2), we obtain
an integer programming problem.
The main concern of the integer programming is to choose a set of
suitable delay parameters such that the expected cost is minimum. In
addition, we want to know something about the variance of this random
variable cost. In doing so, we derive the second order moments of
N.(i= l k) and M .(j=l 1).
J
In this section, we only discuss the expected total cost. The
concept of downtime is not considered because the penalty cost for
maintenance policy is very hard to define.
Variability of the expected cost model
In order to obtain the variance of the expected cost of
maintenance policy, we derive the covariances between the random
variables.
Let
if inspection is occurred at time t
otherwise
for all t= 1,...,T,
if adjustment is initiated at time t
otherwise
for all t= 1,...,T,
if inspection 1 is occurred at time t
otherwise
for all t= 1,...,T; i=l k, and
if adjustment is initiated at time t
otherwise
for all t=l,...,T; j=l,...,l.
We have
total number of Inspections
total number of adjustments
total number of Inspections I
total number of adjustments Rj
We proceed to compute the expected values of random variables
before deriving the covarlances.
where u., v., u(t) and v(t) are defined as in expressions (3.1.25) to
(3.1.28).




When m n, we have
where u(m) and v(m) are defined as in expressions (3.1.25) and
(3.1.26).
When m n, we have
where vj(m) Is defined as in expression (3.1.26).
When m= n, we have
Substitution of these expressions in expression (3.2.7) yields the
results.
Case II: Cov(N, N).
Cov(N, Na)
When m n, we have
(3.2.8)
where Uj(m) and vj(m) are defined as in the expressions (3.1.25) and
(3.1.26).
When m n, we have
where u(n) is defined as in expression (3.1.25).
When m= n, we have
Substitution of these expressions into expression (3.2.8) yields
the results.
Case III: Var N.
Cov(Nr Na)
(3.2.9)
When m n, we have
where u(m) is defined as in expression (3.1.26).
When m n, we have
When m= n, we have
Substitution of these expressions in expression (3.2.9) yields the
results.
Case IV: Cov(NrN), ij-l k (i j).
Cov(N1,Nj)
(3.2.10)
When m n, we have
where u(m) Is defined as In expression (3.1.25).
When m n, we have
When m= n, we have
Substitution of these expressions in expression (3.2.10) yields the
results.
Case V: Var M, 1=1 1.
Cov(Mr Ma)
(3.2.11)
When men, we have
where vm) is defined as in expression (3.1.26).
When m n, we have
When m= n, we have
where v(m) is defined as in expression (3.1.26)
Substitution of these expressions in expression (3.1.11) yields the
results.
Case VI: Cov(M1Mj) i,j= l 1(1+ j).
Cov(Mj,Mj)
(3.2.12)
When m n, we have
where v(m) is defined as in expression (3.1.26).
When m n, we have
When m= n, we have
Substitution of these expressions in expression (3.2.12) yields the
results.
(b) Expected downtime models
Reliability warranties have been applied to different types of
systems and to a variety of situations. The reliability analysis of a
large repairable system generally is concerned with the downtime of the
entire system. It is reasonable in most systems to concentrate on
downtime because this quantity measures the inability of the system to
perform its specified functions. From the point of administrator's view,
total downtime is rather important because the individual subscriber or
groups of subscribers may lose confidence in the system they employed.
Although downtime can be translated into lost revenue, it is suggested
that it be treated as a separate topic due to its highly qualitative
nature.
Analytical models have been developed for sampling procedures to
monitor the system. Before proceeding to the result, we state the
relationship between the rejection state and its detection. They are:
(1) breakdown of the system is detected at its very beginning;
(2) breakdown of the system is detected after a short period of time
(it is often possible to have a rejection when the most recent
inspection is acceptable).
Total system downtime is estimated by summing in the usual way the
downtime of each rejection mode that disables the system. Usually, the
downtime caused by a particular rejection type is approximated by the
product of the total number of adjustments of that type and its
corresponding time required in a single adjustment. Since T is rather
large(when compared to the set of delay parameters), the approximation
is satisfactory. For simplicity, the random variable L will be adopted
as an estimate of the total downtime of the system and it is given by
where is the total number of adjustments of type i, i= 1 1;
and a is the corresponding time required in a single adjustment of type
, l 1,...,1.
We investigate the expected downtime of the system as a surrogate
3.2.13
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instead. It measures the reliability of the system in the sense of long
run or a large number of performances.
The expected downtime of the system is approximated by
(3.2.14)
where E(Mi) is defined as in the expression (3.1.24).
The optimal policy is referred to a sampling plan leading smallest
to total downtime. In fact, we have set up an integer programming
problem.
Variability of downtime
It is quite natural to ask about the variation of downtime, we
derive an approximation for the variance of downtime as a measure of
variability of the distribution.
The variance of downtime of the system is approximated by
Var (L)= Cov(L,L)
and Cov(Mi Mi) is tier inea as in Cases V of part (a) in this section.
3.3 Out-of-control criteria
Knowledge of the behaviour of chance variations is the foundation
on which the analysis of breakdown of our methodology rests. The basic
idea is based on the Chebyshev's inequality. The inequality is stated
without proof:
2
Let X be a random variable X with a finite variance a• This, also,
implies that there is a finite mean p. Then for every k 0,
The discrepancy between the proposed model and the actual one can
be tested as follows:
Hq: all parameters in the actual situation equal to their
corresponding estimates proposed by the model;
: some parameters in the actual situation do not equal to their
corresponding estimates proposed by the model.
Test statistics can be developed by applying Chebyshev's inequality
and choosing a particular set of values of k to meet the required level
of significance. This test is performed at the end of the life span of
the sampling policy and it contributes no significant improvement in the
duration of the system. The detection of breakdown of the policy should
be as early as possible as the inappropriate estimates of the actual
system and its parameters always lead to disaster. In order to achieve
this objective, we develop another criterion along the idea of control
chart. This basic result stems on Chebyshev's inequality and a fix-rate
sampling.
To fix idea, let X be the total number of inspections
(or adjustments) up to time t, we set up a control limit for Xt since
Chebyshev's inequality holds. The warning limits and control limits of a
control chart may be taken as the corresponding values of Xt when k= 2
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and k= 3. The criterion in determination of the presence of
out-of-control may be as follows:
(1) one or more observed values fall outside the limits on a control
chart
(2) one or more observed values lie in the vicinity of a warning limit.
The method suggested here is rather complicated if we check the
condition of out-of-control all the time. It is reasonable to check it
by a fixed-rate sampling plan since a too detailed analysis always
obscure the management of the system.
Rejection in the control chart is interpreted as follows
The estimation of the transition probabilities is not accurate
and the property of the stationarity of the process is suspected.
Remedial actions must take place at once.
The stationarity of a system can be judged by experienced
manager. Intuitively, the system in one state of condition is likely to
enter into another one of similar condition and hardly into a completely
different one in one time unit. Based on this phenomenon, a subjective
criteria is suggested to help determining the stationarity of a system.
We can set up some tolerance limits on purpose. For example, the
transition probability from one state into a completely different one in
one time unit should be smaller than some preassigned limit and the
transition probability from any state into itself should be at least
greater than another predetermined limit. This feature is rather
important and can be checked. very easy at the early beginning of a fixed
time interval, based on the recent records on the system before actually
implementing the policy.
The management task in maintenance is similar to that for
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The management task in maintenance is similar to that for
other functions - the manager must plan and control the work
against realistic standard of performance. It is important that
maintenance manangement provides information on the appropriate
assessment of their contributions and shows how suggested




The aim of introducing the concept of time delay inspection scheme
is to reduce the number of inspections. The sampling procedure proposed
is an approximate Markov process. This approximation is very close to
reality as we always update the parameters involved, and in a not too
long time epoch the system is stationary(in statistical sense). The use
of Markov chain in modelling dynamic system in some cases put a few
constraints on the types of problems of interest that can be considered
in the analysis. Modelling the system in discrete time may cause
problems unless the time increment is small enough to avoid significant
errors in accuracy due to the conversion from continuous time to
discrete time. Another limitation may cause a loss of accuracy is the
situation that the transition probabilities from one state to another is
constant in a predetermined time interval. A third possible restriction
is the assumption that in one time unit the transition probability of






CHAPTER IV AN APPLICATION IN PRODUCTIION MANAGEMENT
4.1 Introduction
The task of a business is to sell its goods or services in the
market and then provide them through its operations function. To do
this, the firm is required to invest in the primary facilities. However,
the problem confronting most organizations is how to meet the need of
the market and its objectives of the operations function, which forms
the basis for the sale. The demand is inherently unstable while the
planning system, including its operations function and control, needs to
be kept as stable as possible in order to achieve the performance level
that is essential to the success of the business. An inspection scheme
is strongly needed in the system to monitor the overall performance of
the operations function being processed. In this section, a time delay
inspection scheme will be introduced in this field.
Production is concerned with preoperations activities whereas
control is response for all tasks and decisions to be made during the
operation process.(The classification of production systems are
suggested by the activities of the firm is engaged in interested
readers can consult Buffa and Miller [1979] and Johnson and Montgomery
[1974].) The operations and control procedures are extremely important
in reflecting the discrepancies between the forecasted and the actual
demands, the forecasted and the actual capacity availability. These
procedures cover a long planning horizon which spans the strategic
thought to tactial decision making levels. They can be classified into
three main categories. They are:
(a) Long term planning
It is a strategic business issue, generally looking for more than
five years ahead. It aims to provide for the long term capacity
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requirements and resources allocations to meet the future organizational
objectives by planning for future capacity changes in line with major
shifts in existing products or services and to meet plans for new
products, services, technologies and markets.
(b) Medium term planning
It is designed for periods up to two years ahead. The basic aim is
to meet the demand requirements from the available facilities. In
principle, all physical resources and facilities are considered to be
fixed.
(c) Short term planning
It is responsible for monitoring during operations activities to
ensure that the customer demand is met while the resources are used
effectively.
Our work in time delay monitoring is mainly concerned with short
term planning only. The restrictions of the discrete time Markovian
representation for the sampling procedures make the theory not
applicable in long term and medium term plannings. Furthermore, the
basic structure of the underlying model in a long planning horizon may
have been changed due to economical, political and managerial
fluctuations. The administrator is advised to have a thorough and
indepth understanding of the models before implementing such a time
delay inspection policy into his operations process, otherwise serious
drawbacks may result.
Production planning is dealt with determination of production,
inventory and work force levels to meet the future plan. Normally, the
physical resources are assumed to be fixed during the planning horizon
of interest and the planning effort is directed towards to the best
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utilization of those resources, given external demand requirements.
Usually, the planning horizon is dictated by the nature of dynamic
variations. Consideration of every fine detail associated with the
production process while maintaining such a long horizon is impossible.
We should aggregate the relevant information and process our system with
these information instead. The type of aggregation to be performed in
the planning is suggested by the nature of the systems to be used and
the technical as well as managerial characteristics of the production
activities. Aggregation forces us to use a consistent set of measurement
units. Before proceeding to devise the production planning and to impose
the constraints on detailed scheduling process, we discuss some ways to
absorb the demand fluctuations.
These ways can be combined in any form to create new alternatives.
They are:
(a) The size of work force
Hiring and laying off personnel always result in changes in the
production rates. However, excessive use of these practices will create
severe labour problems and turn the morale of the workers down.
(b) Introduction of overtime work force
(c) Accumulation of inventory
(d) Development of complementary product lines with demand patterns
which are counterseasonal to the existing products.
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4.2 Relevant information in time deli inspection in production
(1) Relevant costs to aggregate production planning
Basic costs in the aggregate production planning can be divided
into four main categories. They are:
(a) Production costs
It includes material costs, direct labour costs and overhead cost.
(b) Costs associated with changes in the production rate
It includes the cost of increasing the production rate above the
level that can be achieved during the regular work schedude by working
overtime or varying the size of work force.
(c) Inventory related costs
(d) Inspection costs
It includes the frequent checking costs and adjustment costs of the
system.
For more extensive discussions on the above cost components, the
interested readers may refer to Buffa[1972].
(2) Notations
The following notations are used to describe the model in
mathematical terms.
Parameters used in the models
(a) v = unit production cost(exclusive of the labour cost
(b) c = inventory carrying cost per item produced
(c) r = cost of manhour of regular labour
(d) o = cost of manhour of overtime labour
(e) d = forecasted demand for the product
(f) k = time required to produce one item in manhour
(g) T = length of planning horizon
(h) I = time required in a single inspection
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(1) aj = time required in a single adjustment of type j(j=1,...,1)
(j) proportion of time in planning horizon when the system is
fully operated by regular labour force
(k) = proportion of time in planning horizon when the system is
fully operated by overtime labour force
(1) p = cost of a single inspection
(m) qj = cost of a single adjustment of type j(j=1,...,1)
(o) f = fraction of regular labour force willing to work overtime
Variables used in the models:
(a) X= units of item to be produced
(b) Y = number of workers to be employed as regular labour force
(c) {di) = set of delay parameters used in the maintenance policy
Random variables used in the models:
(a) N = total number of inspections in the planning horizon
(b) M = total number of adjustments of type j in the planning
horizon for J=1,...,1
(3) Assumptions
There are three main assumptions in the production planning in
which time delay inspection scheme is employed. They are:
(a) The system is stationary.
(b) All the parameters used (e.g. the transition probabilities) are
known in advance.
(c) No inventory is left (e.g. all the products are sold out).
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4.3 Fixed work force model with linear cost
Further assumptions:
(1) Work force is fixed.
Hirings and layoffs to absorb the fluctuating demand during the
planning horizon are not allowed.
(2) Production rate can fluctuate only by using overtime from the
regular work force.
(3) Single item is produced.
(4) Single system is present.
A single system can be interpreted as a factory, a department and
so on.
(5) Single period with the planning horizon
(6) Breakdown of the system is always possible.
The condition of the system and the item produced may be
unacceptable.
In order of apply the Markovian theory developed in previous
Chapter III, let W and 0 respectively be the total manhours of regular
labour used and of overtime labour used.
Idle time of system can be classified into two categories, due to
the inspection and adjustment processes in the maintenance policy.
Total idle time is approximated by
(4.3.1)
Hence, the effective time that the system can perform smoothly is given
by
(4.3.2)




To devise an objective function for the fixed work force with
linear cost model, we proceed to its cost components as follows.
(1) Production cost
Total production cost
= Total number of items produced x unit production cost
= Xv (4.3.5)
(2) Inventory cost
Total inventory cost is zero from the assumption.
(3) Regular labour cost
Total regular labour cost
= Total number of manhours by regular work force x unit manhour cost
= Wr (4.3.6)
(4) Overtime labour cost
Total overtime labour cost
= Total number of manhours by overtime work force x unit manhour cost
= Oo (4.3.7)
(5) Inspection cost
Total inspection cost in the maintenance policy
= Total number of inspections x unit inspection cost
= Np (4.3.8)
(6) Adjustment cost
Total adjustment cost in the maintenance policy
69
Sum of the product of the subtotal of adjustment and the
corresponding unit adjustment cost
(4.3.9)
A simple version of the objective function is
(4.3.10)
The constraints to be imposed are:
(1) Demand equals supply.
To fix idea, let R1 be the unique rejection region due to
unacceptable quality. Then, it can be seen that the items produced in
that period of time corresponding R1, as a whole, is not satisfactory
and an additional lots of items of same size(for convenience only) are
produced again in order to meet the demand. The total number of items




(2) Total manhours required in producing items equals total manhours of
work force employed.
(4.3.13)kX=W+O
(3) Total manhours by regular and overtime work forces are nonnegative
and less than some labour available limits.
(The choice of the available limits depends on the environmental and
managerial decisions).
In general, the fixed work force model can be easily extended to
multiperiods and multiproducts cases. The generalization Is a
straightforward one. One of the main drawbacks in this minimization
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problem is that Z is a random variable. The expected cost approach will
be adopted and the "optimal" plan is the one with smallest cost.
Likewise, the variability of the plan can be set up exactly in the
form of the cost model in the previous part.
The effect of time delay inspection scheme in production can
be seen from the equation (4.3.10). The first term in the
objective function is the production cost: It seems that it is
not directly related to the policy. However, the quality of a
system is related to the-profit and reputation of a company. The
items produced under suspected. period of the system at most time
should be produced again. This is a waste of material and
personnel resources. A especially high quality control often
results in increase in overhead cost and decrease in competiting
power in the market. Therefore, it is a tradeoff between the cost
involved and the quality of the system. The second and third
terms are referred to the overall labour cost in a fixed time
interval. The availability of a system is important and the cost
of production partly varies with the utilization. If system
downtime is large, the size of the work force is large and the
cost to produce lots of items increases. The effects of last two
terms are straightforward and easily understood.
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4.4 Remarks
In gerneral, there has been growing recognition that an adequate
maintenance policy is extremely important to the liability and running
cost of a dynamic system. The development of time delay inspection
scheme is originally occurred within the scope of maintainability and
reliability engineering. However, the introduction of rejection region
in the field of production planning broadens its horizon and enables us
to analyze the downtime effect in the overall situations.
The phenomenon of system breakdown is unavoidable and always
encountered. It is believed that most managers are aware of the fact
whenever they make decision in resources allocation, but few research
efforts has been worked towards this direction to satisfy their needs.
The attempt to study production planning through the concept of
reliability is merely an application of ordinary maintenance policy. It
takes both the quality of the system and the cost Involved in the actual
operation into consideration, and creates a new whole dimension of the
production management problem.
Although the global minimum of the objective function can be found,
it is rather time consuming. An approximate solution may be obtained
instead. It is observed that the expected cost is a continuous function
of delay parameters in sensitivity analysis, i.e there is a slight shift
in the function value for a slight shift in the arguments. We recommend
the following procedure to reduce the computer time (but also introduce
a possibility of obtaining a local minimum instead): Several sets of
delay parameters are used (the choice depends on the experience and
information at hand) and note the corresponding values. Search around
the neighbourhood of the argument (with least function value) and
restrict the problem to that region. Repeat the process until a
72
satifactory solution is obtained. Of course, we should check the
stationarity of the system by the subjective criteria developed in
section 3.3 before implementing the policy.
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