We study a nonlinear predator-prey model in which the prey population is affected by a mild disease, but has an effect on the death-rate and is assumed to have age structure. We assume that the predator population grows according to a logistic law. We prove the existence and uniqueness of a positive solution for this model.
It was later studied the dynamic of a population divided in two interacting subpopulations where the parameters such as fecundity, mortality and interaction coefficients are assumed to be age-dependent. This has been the basis of the study of epidemic models (see, [5] [6] [7] for instance).
Predator-prey models with disease in the prey have been recently studied (see [8] for example) but the authors do not consider any structure in age.
In this work, we consider a system involving two species, a prey (p) and a predator (Y ) . The prey population is affected by a mild disease, in the sense that it allows the partial recuperation of infected individuals and is structured in age. We assume that the infection weakens the prey and increases its susceptibility to predation, whereas the predator is not affected by the disease. From now on, we suppose the following assumptions:
In the absence of the prey population, the predator grows according to a logistic law, thenẎ
where m and D are positive constants. The constant D is the carrying capacity of the environment, which is usually determined by the available sustaining resources. The constant m is an intrinsic birth rate of predator. For simplicity of notation, we write n instead of m/D.
In the absence of the predator population, we consider that a contagious phenomenon acts on the prey. This leads to a population divided into susceptible and infective individuals. The age-specific densities of the susceptible, infective and prey population at time t and age a are denoted by s
(a, t), i(a, t) and p(a, t), respectively. It is clear that p(a, t) = i(a, t) + s(a, t).
The age-specific force of infection that we consider has been previously used in [9] . Namely,
λ(a, t; i) = θ(a) i(a, t) +
where K(a, a ) is the rate at which an infective individual of age a comes into a disease transmitting contact with a susceptible individual of age a and θ(a) denote the infection rate for pure intracohort case.
We will write P for the size of total population, i.e. P (t) = ∞ 0 p(a, t) da, and µ 1 (a, t, P (t)), µ 2 (a, t, P (t)) the age-specific mortality of the infective and of the susceptible individuals at time t respectively. We assume the disease affecting the death rate, so we have that µ 1 (a, t, P (t)) ≥ µ 2 (a, t, P (t)). We would like to point out that so far it was studied in the case µ 1 = µ 2 , for which an specific change of variables works (see [6, 7, 9] for instance). We improve these results studying the case µ 1 = µ 2 .
We write β for the birth rate and we assume that the birth is modelled by
for t > 0 and where q ∈ [0, 1] is the vertical transmission, that is, the ratio of infective newborns produced by infective. Hence we have that all offspring of susceptible parents are susceptible.
We also suppose that the initial age distributions are given by s 0 , i 0 . If we write by γ the age-specific recovery rate, we obtain that the dynamic of the prey in absence of predator is governed by the following system of equations
It is logical to suppose that i(a, t), s(a, t) −→ 0, when a → +∞.
In the presence of the prey and the predator, we denote by ε > 0 the coefficient in converting prey into predator, the predation rate on infected and on susceptible prey by the constants M 1 > 0 and N 1 > 0, respectively. Since we consider the case when the predator mainly eats the infected prey, we can assume that
Taking all the above into account, we have to study the following model
In [10] , an age-structured population model with N class of the population is studied under the hypotheses of linear rates mortality and lipschitzianity of the interaction coefficients. In that paper, it is used integrated solutions of the problem. This method is not applicable to our model.
In this paper, we prove the existence and uniqueness of nonnegative solution of the model (3) on any finite time-interval which has nonlinear rate mortality and the age-dependent force of infection term is not lipschtzian. Our results are based in a process of decoupling of the age-dependent problem for the prey and the predator and later a fixed point method.
An outline of this work is as follows: Section 2 establishes the relation between the system (3) and the problem that involves only the prey population and a Bernoulli's o.d.e. In the Section 3, we proceed with the study of existence and uniqueness of a solution for an epidemic model with different mortality rates. To do that, we need the following hypothesis. Given T > 0, we denote I := [0, T ] and we suppose that
And there exists a constant C(T ) > 0 such that for all
With the notation
(H2) β(a, t, P ) is a nonnegative measurable function which has compact support on the variable a and such that for all P, P ∈ R
where C(T ) > 0 is another constant which depends only on T . Moreover, there exists a constant
We would like to point that the estimates (5) and (7) were motivated by [11] .
have compact support and are nonnegative functions. We denote by θ ∞ = dess sup a∈(0,∞) θ(a) and
has compact support and is a nonnegative function. We denote by
Finally, Section 4 is devoted to study the o.d.e. by means of a fixed point argument.
In future works, we try to determine asymptotic behavior of the system (3) and we shall discuss some examples.
Reduction of the model
In this Section, we will see that the study of existence and uniqueness properties of the model (3) is equivalent to analyze the model (2) and a certain o.d.e. Let T > 0, and z ∈ C(I; R + ) be, we denote
For each z ∈ C(I; R + ), we consider the problem
where
For each z ∈ C(I; R + ), let us suppose that this system has a unique nonneg-
. Then, to prove that the model (3) has a unique solution is sufficient to study the o.d.e.
with
Observe that (10) is a Bernoulli's o.d.e. and we can solve it explicitly
Let G be given by
where for each t ∈ I, we define
It is clear that G is well defined. Then, we will prove that (9) has a unique solution and G has a unique fixed point which gives existence and uniqueness of solution of the model (3).
An age-structured epidemic model with different death-rates
In this Section we study (9) . We notice that this system is an age-structured epidemic model s → i → s type where µ 1,z and µ 2,z are the age-specific mortality rate by the infective and susceptible individuals, respectively. In our knowledge, only models with the same rate of mortality of susceptible and infective individuals have been studied (for instance [9, 6, 7] ). In our case, they are different. This leads us to a coupled system of equations and we do not have an equation depending only on a single variable.
Therefore, in this Section, we will study a model as (2), beingμ i , i = 1, 2, the death rates for infective and susceptible, respectively. We assume that µ 1 ≥μ 2 , and (H1) holds forμ i . The existence and the uniqueness for (9) will follow from the similar properties for (2).
In order to facilitate some useful estimates, we perform in (2) the change
where ρ 0 (a) :
For biological reasons we are interested in nonnegative solutions, so that we consider that p(a, t) ≥ s(a, t). So, we will look for solutions of (13) belonging to the space
On V , we take the norm
where k is a positive constant which will be chosen later and
where Dp and Ds denote the directional derivatives of p and s respectively, i.e.
Dp(a, t) = lim
Generally ρ will not be differentiable everywhere; of course, when this occurs Dp = p a + p t , Ds = s a + s t .
Remark 1 Our solutions will be considered in the sense of (15). So that, it is not required that ρ possesses partial derivatives with respect to a and t, but only the directional derivative. We must add conditions of regularity for the initial data and the compatibility conditions for ρ 0 that ρ might be continuous in a and be differentiable (see, for the case of an equation, [3]).

Analysis of system (15)
If we assume that ρ := (p, s) is smooth along the characteristics a = t + k (except perhaps for a zero-measure set of k (see [3] )), then adding in both sides of (15) 
β(σ, t, U(t))u(σ, t)dσ
B u,v (t) = ∞ 0
β(σ, t, U(t))(q v(σ, t) + (1 − q)u(σ, t))dσ,
and
where:μ(a, t, P (t)) =μ 1 (a, t, P (t)) −μ 2 (a, t, P (t)),
2 (a−σ,t−σ,P (t−σ))+λ(a−σ,t−σ;p−s)+γ(a−σ)dσ) .
We easily see that to solve (15) is equivalent to finding a solution of (16) and (17) (see [3] ). So that, in the sequel, we restrict our attention to these integral equations. 
Lemma 2 Suppose (H1)-(H5). For each
Since log(|P (u)| + e) ≥ 1, using (5) and (7), we get
We can now proceed analogously to the proof of [11, Lemma 1, pag. 19] and we obtain the result. 2
π(a, t, t; ρ)
where P (t) :
Lemma 3 Under the assumption of Lemma 2, we have
F : V −→ V .
PROOF.
Remark 4 Throughout this proof, for abbreviation, we write
Thus by (4) and (6) we have that β(a, t, P (t)), µ(a, t, P (t)) ∈ L ∞ (R + ×I). Hence, F is clearly measurable in a and essentially bounded on I. By (22), we have F 2 (ρ)(a, t) ≥ 0 a.e. (a, t) ∈ R + × I. So, we only need to show that
We assume that a ≥ t (the discussion for a < t is similar), using (21) and (22), and substituting F 2 into F 1 we get,
• Estimation A − B + C: By the mean value theorem, there exists t 1 ∈ (0, t), such that
So,
• Estimation D + E − F : Interchanging the order of integration in τ and σ, and applying the mean value theorem, with t τ ∈ (0, τ) we obtain
Hence,
From which we can conclude that for each
The following result provides us with some useful estimates.
Lemma 5
Under the above assumptions, let r be as the Lemma 2, i.e. r = log(|ρ 0 | 1 + e) and w > 0. Consider the set
(28)
PROOF. Firstly, note that (27) and (28) are immediate. Let us to prove (29) and (30), using the inequality |e
An analogous estimate to above one implies (29). 2
Theorem 6 Under the above assumptions, for each T > 0 and for each
satisfying (16) and (17). And so, we have that ρ is the unique solution of problem (13).
PROOF.
To prove the result, it remains to show that F (defined by (21) and (22)) has a unique point fixed in V .
Let C r,ω define by (26), then for ω great enough F maps C r,ω into C r,ω . Indeed, by (20), we get, for almost all t ∈ I for ω > 0 depending on T and on γ ∞ . Hence, we have proved that F maps C r,ω into C r,ω .
Let us assume ω fixed such that F (ρ) remains in C r,ω for ρ in C r,ω . Clearly, C r,ω is closed in V and to prove that F has a unique fixed point in C r,ω , it suffices to prove that F is a strict contraction, for instance for the norm defined in (14) with k suitable.
First, for almost all t ∈ I,
Now, substituting the expression of F 1 into I 1 , we get,
where P and P is defined by
• Estimate of I 2 .-By (29), we have
• Estimate of I 1 .-
Let us now estimate I 1 1 , by (28) and (29), we get
Let us estimate I 2 1 ; by (27)
using (7) and (28) in the first term and (6) and the fact that ρ ∈ C r,ω in the second one.
• Estimate of I 2 .-Substituting the expression for F 2 into I 2 , and applying (30) in the first term, (30) in the second one and proceeding analogously to the third one, we obtain
• Estimate of I 3 .-By (5) and (28) we have that |μ(a, t, P (t))| ≤μ, then
|π(a + t − σ, t, t − σ; ρ )||F 2 (ρ )(a, σ)||μ(a, σ, P (σ)) −μ(a, σ, P (σ))|da dσ But F 2 (ρ)(·, σ) L 1 ≤ M since F (ρ) ∈ C r,ω . Then, estimations similar to the above imply that
• Estimate of I 4 .-In the same manner we can see that
Therefore, joining all estimations, we get that for almost all t ∈ I, there exists two constants M andM depending only on ρ 0 , T and on γ ∞ , θ ∞ and K ∞ , such that
Now, substituting the expression for s z into K 4 and K 5 , we get So that, |P z (t)| ≤
• The estimate L 3 is similar to C in (23). Then by (24) and (27), we obtain
• Estimate of L 1 .-An analogous estimate to above one implies that
• L 2 and L 4 are similar to D in (23). So that, by (25), we get
Since, s z ≤ p z , by (40)-(42), we get
We can now proceed analogously to the proof of Lemma 2. Then, there exists a constant C depending only on T and on γ ∞ , such that if we denote by r = log(|ρ 0 | 1 + e), we obtain |P z (t)| ≤ exp re C t a.e. t ∈ I ∀z ∈ C(I; R + ).
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