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Introduction
Let F be a field, A be a vector space over F and GL(F A) the group of all automorphisms of the vector space A. The group GL(F A) and its subgroups are called linear groups. The linear groups play very important role not only in algebra but in some other branches of mathematics. If F A, the dimension of A over F , is finite, say , then G ≤ GL(F A) is a finite dimensional linear group. It is well-known that GL(F A) can be associated with a group of × matrices with entries in F . Of course, finite dimensional linear groups have played an important role in group theory from its very outset. This is partially due to the correspondence mentioned above, but also because of the rich interplay between geometrical and algebraic ideas associated with such groups. The study of the subgroups of GL(F A) in the case when A is infinite dimensional over F are significantly limited because of its nature. It normally requires some additional restrictions. Exploring linear groups saturated with subgroups that in some sense close to finite dimensional is one of the most efficient and natural approches here. The finiteness conditions are natural restrictions allowing us to select subgroups close to finite dimensional. If H is a subgroup of GL(F A), then H really acts on the factor-space A/C A (H).
Following [2], we say that H has finite central dimension, if
F (A/C A (H)) is finite. In this case, F (A/C A (H)) will be called the central dimension of the subgroup H and will be denoted cent F (H). Let G ≤ GL(F A) and let L icd (G) be a family of all subgroups of G having infinite central dimension. It is natural to consider such linear groups G in which the family L icd (G) is "very small" in some particular sense. The first interesting class of infinite dimensional groups that has been investigated on this way were the finitary linear groups. A linear group G is called finitary, if its every cyclic subgroup has finite central dimension. The theory of finitary groups has been developing long enough and became rich in many important results (see, for example, survey [9] ). Another approach is imposing classical finiteness conditions on L icd (G) . Thus, the linear groups in which the family L icd (G) satisfies the minimal condition have been considered in [2] . The dual situation, in which L icd (G) satisfies the maximal condition has been studied in [6] . The weak minimal and the weak maximal conditions are natural group-theoretical generalization of the ordinary minimal and maximal conditions. The study of linear groups in which the family L icd (G) satisfies the weak minimal condition has been initiated in [3, 7] . In the present article, we would like to offer another approach in studying of infinite dimensional groups. This approach is based on the notion of invariance of action of a group G. Consider the following simple illustration. Let F be a field and G ≤ GL(F A). Suppose that G is a linear group such that every subspace B of A is G− invariant. In particular, for each element ∈ A the subspace F is G−invariant. If and are arbitrary elements of G, then = α , = β for some elements α β ∈ F . We have
and, similarly, ( ) = (βα) = (αβ) . Hence,
Since it is valid for each element
So for this case, the group G must be abelian. This illustrate the role played by G−invariance. Figuratively speaking, if the system of G−invariant subgroups is quite large, then the group G is close to an abelian group. In the present article, the study of linear groups with a quite large system of G−invariant subgroups is initiated. [8] . He proved that if every subgroup of a group G is nearly normal, then G has a finite derived subgroup. In the paper [1] , the following type of subgroups was introduced. A subgroup H is called normal-by-finite, if the index |H : Core G (H)| is finite. It was proved that locally finite groups with all subgroups normal-by-finite are abelian-by-finite. For a vector space, we obtain the following analogue of this concept. Let F be a field and G ≤ GL(F A). If B is a subspace of A, then the sum of an arbitrary family of G−invariant subspaces of B is G−invariant. It follows that B has the largest G−invariant subspace Core G (B), which called the G−core of B. We observe that G−core of B can be zero. A subspace B is called almost G−invariant, if F (B/Core G (B)) is finite. In this article, we begin the study of subgroups G of GL(F A) such that every subspace of A is either nearly G−invariant or almost G−invariant. More precisely, we consider here the case when G is a periodic ´−group, where = F . The main result is the following Theorem 1.1. 
Let F be a field and G ≤ GL(F A).
A subspace B of A is called nearly G−invariant if F (BF G/B)
Let F be a field, A be a vector space over F and G be a solvable periodic subgroup of GL(F A). Suppose that either
F = 0 or if F = > 0, then / ∈ Π(G
The structure of FC-modules
Let F be a field, A be a vector space over F and G a subgroup of GL(F A). For every element ∈ A the set G = { | ∈ G} is called the G−orbit of . We say that an element ∈ A has finite dimensional G−orbits, if
Since the sum of two finite dimensional subspaces has finite dimension, F C G (A) is an F G−submodule of A. We can think of every G−orbit of A as an analogy of a conjugate class and of the F G−submodule F G as an analogy of normal closure of an element. Then the submodule F C G (A) is an analogy of the F C −center of a group. We start with some auxiliary results. 
On the other hand, from
Lemma 2.2.

Let F be a field, A be a vector space over F and G be a subgroup of GL(F A). If every subspace of A is nearly
Proposition 2.1.
Let F be a field, A be a vector space over F and G be a locally finite subgroup of GL(F A). Suppose that A = F C G (A) and either
Proof. Since A = FC G (A), the factor-module A/B has an ascending series of the F G−submodules, whose factors have finite dimension over F . In other words, A has an ascending series of F G−submodules
is finite for all ordinals α. We will proceed by transfinite induction on α. Let first α = 1.
, the F G−submodule E has finite dimension. Using a classical Maschke's theorem (see, for example, [10, Corollary 1.6]), we obtain the direct decomposition E = (E ∩ B) ⊕ C 1 for some F G− submodule C 1 . The choice of E yields that B 1 = E + B 0 , and therefore B 1 = B 0 ⊕ C 1 . Let now α > 1. Using similar to above arguments, we can obtain the direct decomposition
This shows that we can assume that Bα = B 0 ⊕ C α where C α is an F G−submodule for every α < γ, and
is finite, by above we have
Lemma 2.3.
Let F be a field, A be a vector space over F and G be a subgroup of GL(F A). Suppose that and are elements of A and is an element of G such that
= α and = β . If α = β and the elements are F −independent, then F + F includes an F −subspace, which is not −invariant.
Proof. Let = + . We have
The choice of and implies that γ − α = 0 = γ − β, and we obtain a contradiction with a choice of α and β. This contradiction proves that a subspace F is not −invariant.
Corollary 2.1.
Let F be a field, A be a vector space over F and G be a subgroup of GL(F A). Suppose that every subspace of A is G−invariant. Then for every element ∈ G there exists an element
Suppose that there are indexes µ ∈ Λ and λ ∈ Λ such that α λ = α µ . Let = λ + µ . Then by Lemma 2.3 the subspace
Lemma 2.4. 
On the other hand, since E 1 ∩ 1 F = 0
implies that (Y + E 1 )/E 1 = 0 . In other words, Y ≤ E 1 . Consider now E 1 /E 2 and using the above arguments, we obtain the inclusion Y ≤ E 2 . The same arguments and ordinary induction imply that
is infinite, and this implies that C is not almost G−invariant.
Proposition 2.2.
Let F be a field, A be a vector space over F and G be a locally finite subgroup of GL(F A). Suppose that A = F C G (A) and either 
Corollary 2.2.
Let F be a field, A be a vector space over F and G be a locally finite subgroup of GL(F A). Suppose that A = F C G (A)
and either
(G). If every subspace of A is nearly G−invariant, then
is finite, and every subspace of C is G−invariant. 
The general case
Starting from F C −center of an F G−module A, we construct the upper F C −central series of A:
1 = C 0 ≤ C 1 ≤ C α ≤ C α+1 ≤ C γ where C 1 = FC G (A), C α+1 /C α = FC G (A/C α ) if α < γ,
Lemma 3.1.
Let F be a field, A be a vector space over F and G be a subgroup of GL(F A). Suppose that FC
G (A) is finite dimensional. Then FC G (A/FC G (A)) = 0 .
Proof. Put C = FC G (A) and suppose that + C ∈ FC G (A/C ). Then
On the other hand, ( + C )F G = ( F G + C )/C , and finiteness of F (C ) implies that F G + C has finite dimension. In particular, F ( F G) is also finite and ∈ FC G (A). 
Lemma 3.2.
Let F be a field, A be a vector space over F and G be a locally finite subgroup of GL(F A). Suppose that either
F = 0 or if F = > 0, then / ∈ Π
(G). If every subspace of A is either nearly G−invariant or almost G−invariant, then FC G (A/FC G (A)) is finite dimensional.
Proof. Let C = FC G (A) and E/C = FC G (A/C ). If
On the other hand, as we saw above,
In other words, a subspace F is G−invariant. In particular, F ( F G) = 1 is finite. It follows that ∈ FC G (A) = C , that contradicts to Q ∩ C = 0 . This contradiction shows that U is not almost G−invariant. Thus in all cases, we obtain a contradiction, which proves the result.
We remind now some needed further notions concerning modules.
Let R be a ring and let A be an R−module. We define 
Lemma 3.3.
Let F be a field, A be a vector space over F and G be a periodic solvable subgroup of GL(F A). Suppose that either
F = 0 or if F = > 0, then / ∈ Π(G). If FC G (A) = 0 then A includes a
subspace which is neither nearly G−invariant or almost G−invariant.
Proof. Without loss of generality we may assume that C G (A) = 1 . Let
be the derived series of G. Let 0 = ∈ A and K be a finite subgroup of D 1 . Then F K is finite dimensional and hence includes a simple F K −submodule. Suppose first that there is a finite subgroup K such that A has a simple F K −submodule C with the property
and we obtain a contradiction. Suppose now that
is infinite, we can use the above arguments and obtain a contradiction. So we may suppose that 
The next step is a consideration of V 2 . Again suppose that V 2 has a subspace, which is not D 1 −invariant. Then the subgroup D 1 has an element 2 such that V 2 includes a subspaces, which is not 2 −invariant. By Proposition 2.2,
is finite and every subspace of V 3 is 3 −invariant. By our assumption, V 3 = V 2 , and so on. If this process is not finite, using the above arguments we can choose the elements { | ∈ N} in the subgroup D 1 and the elements { | ∈ N} in A satisfying the following conditions:
• the subspaces F F are −invariant, but U has a subspace F , which is not −invariant, ∈ N;
• the subspace
Then Lemma 2.4 proves that the subspace ∈N U includes the subspace ∈N F which is neither nearly G−invariant nor almostG−invariant. This contradiction shows that the above process must be finite. In this case there are the elements α ∈ F satisfying the following condition:
• for arbitrary element ∈ D 1 let L be the P −component of A where 
We observe that L has infinite dimension. As we saw above, for every element ∈ D 1 only one its component has infinite dimension. Since Proof. By Corollary 2.1, for every element ∈ G there exists an element α ∈ F such that = α for each element ∈ A. Consider the mapping : −→ α ∈ G. It is not hard to see that is an homomorphism of G in U(F ). Clearly, Ker = C G (A) = 1 ; thus is a monomorphism.
Let G be a group. We recall that G has finite special rank (G) = , if every finitely generated subgroup of G can be generated by elements and is the least positive integer with this property.
The next result is known, but we can not find a reference, therefore we give it with a brief proof.
Lemma 3.5.
Let F be a field, G be a solvable periodic group and A be a simple F G−module. If C G (C +1 /C ). By the Remak's theorem we obtain the embedding
which shows that G/U is an abelian-by-finite group of finite special rank. Finally, every element of U acts trivially on every factor C +1 /C . It is not hard to prove that if (F ) = > 0 then U is a −subgroup, and U is torsion-free if (F ) = 0. In both cases, it follows that U = 1 and all is proved.
