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Abstract
This thesis establishes a framework for facial feature detection and human
face movement tracking. Statistical models of shape and appearance are
built to represent the human face structure and interpret target images of
human faces. The approach is a patch-based method derived from an earlier
proposed method, the constrained local model (CLM) [1] algorithm.
In order to increase the ability to track face movements with large head
rotations, a 3D shape model is used in the system. And multiple texture
models from different viewpoints are used to model the appearance. During
fitting or tracking, the current estimate of pose (shape coordinates) is used
to select the appropriate texture model. The algorithm uses the shape model
and a texture model to generate a set of region template detectors. A search
is then performed in the global pose / shape space using these detectors.
Different optimisation frameworks are used in the implementation. The
training images are created by rendering expressive 3D face models with
different scales, rotations, expressions, brightness, etc.
Experimental results are demonstrated by fitting the model to image
sequences with large head rotations to evaluate the performance of the
algorithm. To evaluate the stability and selection of factors of the algorithm,
more experiments are carried out. The results show that the proposed 3D
constrained local model algorithm improves the performance of the original
CLM algorithm for videos with large out-of-plane head rotations.
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Chapter1
Introduction
The target of machine vision is image understanding. It is difficult to develop
model-based approaches to the interpretation of images with complex and
variable structures such as faces. Variability is the key problem at this point.
To improve our ability to model such objects, specific models need to be built.
In this thesis, a method using a 3D shape model and view-dependent feature
templates is presented for locating and tracking human face features. The
3D statistical model is matched to previously unseen 2D video sequences
of human faces by applying a shape constrained search method, using an
extension of the Constrained Local Model (CLM) algorithm. A set of model
parameters learnt from the the training set are used to control modes of
shape and texture variation.
The original CLM algorithm [2] works with limited rotations from the
front face view. The extension to the algorithm proposed here works not
only on the front face view but also on the face with large head rotations.
The proposed multi-view CLM consists of a 3D shape model and several 2D
texture models from multiple views.
In this implementation, the shape model is first given some suitable
initialisation parameters (approximate rigid body alignment, scaling) based
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on the initialisation of the feature points locations for the target image (the
first frame in the case of tracking). In each subsequent iteration square
regions are sampled around each feature point and projected into the allowed
appearance model space. The shape and pose parameters are then found
that maximise the correlation between the synthesised appearance template
patches and patches extracted around the current estimates of the feature
points locations in image space. For tracking, these locations can be used
as the initialisation for the refinement of the next frame. The proposed
algorithm is view based, in that the switching of texture models depends on
the current estimate of the face orientation.
1.1 Motivation
The problem of face analysis in still images and videos has been extensively
studied for years. This intense research activity finds its motivation in the
possibility to set up a large range of applications in the medical, psychological
and linguistic fields (cognitive studies, expression transfer on an avatar,
behaviour / expression analysis, etc. ). Face analysis is a difficult topic since
face images vary in identity, pose and expression. The sought-after model
should be able to automatically and reliably describe previously unseen faces
under any pose and expression.
More potential applications of human face movement capture are the
driving force of system development including two major application areas:
surveillance and control. The surveillance area covers applications where
one or more subjects are being tracked over time and possibly monitored for
special actions. The control area relates to applications where the captured
motion is used to provide controlling functionality. It could be used as an
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interface to games, virtual environments, or animation or to control remotely
located objects.
1.2 Thesis Outline
In the following sections, a brief overview of the work described here is given
along with pointers to the relevant sections of the thesis.
1.2.1 Model Building
Cristinacce and Cootes [1; 2] first proposed the Constrained Local Model
(CLM) algorithm and described how to build and fit the model. The model
building method is similar to building an active appearance model (Cootes
et al. [3; 4]). Based on these earlier methods, a basic framework is set out
to build the proposed multi-view 3D CLM model in Chapter 3. In order to
allow improved tracking through large head rotations, a 3D shape model is
built instead of a 2D one. The shape model is built by finding the main shape
variations from the mean using principal component analysis (PCA) on a set
of orientation and scale normalised point sets. Multiple PCA appearance
models are then built for a number of selected views covering overlapping
angles of head orientation. Separate parameters are used for the shape model
and texture models to supervise the search process.
To obtain the training data, 3D images of 14 subjects (8 males, 6 females)
in 14 posed expressions were captured. Twenty-five facial features around the
eyes, eyebrows, nose, lips and the jaw area were manually located on these
3D models. The 3D points are used directly to build the 3D shape model.
To build the appearance model, the original 3D models are rendered using
one of the 15 viewpoints and a 20x20 block of pixels is extracted around
4 Chapter 1. Introduction
the projected location of each feature landmark point at each of 3 spatial
scales. The extracted patches are used to build an appearance model for
each viewpoint. More details can be found in Chapter 3.
1.2.2 Image Registration
In Chapter 4, methods fitting the model to unseen face images are introduced.
The Gauss-Newton iterative method [5–9] has been widely used to solve
AAM fitting problems [4; 10] and proved to be efficient. More recent work
[11; 12] showed that normalised cross correlation (NCC) can be a better
metric. Cristinacce and Cootes [1; 2] used the Nelder-Meade method [13] to
optimise the NCC which gives good performance. Tiddeman et al. [14] used
the traditional inverse compositional AAM alignment method to optimise
the NCC instead of the standard sum of squared error (SSE).
Using the proposed system, three optimising algorithms (Gauss-Newton
iterative method, Powell’s Direction Set method and Tiddeman et al. ’s
FastNCC algorithm), are tested for fitting the model to previously unseen
face images. These fitting algorithms can be extended for tracking by fitting
the model to each frame, initialised from the estimate of the previous frame.
An alternative is to use the conditional density propagation (Condensation)
algorithm [15] to track using multiple hypotheses for the current parameters.
The fitting and tracking algorithms are described in more detail in Chapter 4.
1.2.3 Results and Discussion
In Chapter 5, some experiments are set out in order to evaluate the
performance of the proposed algorithm.
First, the testing data sets and methods used for the experiments are
described in detail. Then fitting the model to image sequences with large
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head rotations is demonstrated. The results show that the multi-view 3D
CLM algorithm improves the performance of the original CLM algorithm for
videos with large out-of-plane head rotations. More experiments are carried
out to evaluate the performance of the system with different settings. The
different optimising methods for the fitting are tested for stability and speed.
Additional experiments investigate varying the size of the feature patches, the
effects of using different multi-resolution settings and methods for estimating
which features are hidden to eliminate them from fitting.
The main contribution of this thesis are the improved effectiveness of the
CLM algorithm when using a 3D model and multiple texture models, and
a thorough investigation into the effects of varying the parameters of the
algorithm. A different fitting framework is used in the implementation. And
the effects of varying the parameters allows selection of the most suitable
values for the algorithm are studied. Further studies are also carried out
on other factors such as the patch size, scales, hidden points, background
occlusion, etc. It shows that the proper selection of these factors can make
the algorithm more stable and efficient.
The proposed algorithm was implemented in Java and tested on a Core
Duo 2.10GHz processor under 32bit Microsoft Windows environment. Over
80% of the code comprising four packages, about forty classes, and about
fifty thousands lines is freshly written. Part of the work is built on the
framework of my colleagues and supervisor. Other parts are obtained from
free contributors and text books.
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Figure 1.1: The literature review of the proposed multi-view 3D CLM algorithm.
1.3 Summary
In this chapter, an overview of the work contained in this thesis was given
along with its motivational context and major contributions. The next
chapter presents a review of face and facial feature detection algorithms
relevant to the proposed method. The model building algorithms are
described in Chapter 3 and fitting methods in Chapter 4, followed by
experimental results demonstrating the performance of the proposed multi-
view CLM method in Chapter 5. The final chapter discusses the conclusions
that can be drawn from this work and provides pointers to possible future
work. Some technical details are included in Appendix A. The whole
structure and outline of the thesis can be seen in Figure 1.1.
Chapter2
Literature Review
The problems of facial feature detection and tracking have received a great
deal of attention in the literature, here the more immediately relevant works
will be covered – Active Shape Models (ASMs) [16], Active Appearance
Models (AAMs) [3; 4], Constrained Local Models (CLM) [1; 2], 2D+3D
AAMs [17] and 3D Morphable Models [18]. Before AAMs are introduced,
some previous relevant methods including the active contour algorithm will
be presented. In the final section of the chapter, face tracking methods
are briefly reviewed. A diagram illustrating the relationships between the
methods covered can be seen in Figure 2.1.
2.1 Previous Methods
The simplest model of an object is to use a typical example as a ‘golden
image’. A correlation method can be used to match (or register) the golden
image to a new image. If structures in the golden image have been labelled,
this match then gives the approximate position of the structures in the new
image. For instance, one can determine the approximate locations of many
structures in a MR image of a brain by registering a standard image, where
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Figure 2.1: An illustration of relationships between methods relevant to the
proposed multi-view 3D CLM algorithm.
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the standard image has been suitably annotated by human experts. However,
the variability of both shape and texture of most targets limits the precision
of this method.
Staib and Duncan [19] represent the shapes of objects in medical images
using Fourier descriptors of closed curves. The choice of coefficients affects
the curve complexity. Placing limits on each coefficient constrains the shape
somewhat but not in a systematic way. It can be shown that such Fourier
models can be made directly equivalent to the statistical models described
below [20–22], but are not as general. For instance, they cannot easily
represent open boundaries.
Kass et al. [20] introduced Active Contour Models (or ‘snakes’) which
are energy minimising curves. In the original formulation, the energy has
an internal term which aims to impose smoothness on the curve, and an
external term which encourages movement toward image features. They are
particularly useful for locating the outline of general amorphous objects.
However, since no model (other than smoothness) is imposed, they are not
optimal for locating objects which have known shape variability.
Turk and Pentland [21] use principal component analysis to describe the
intensity patterns in face images in terms of a set of basis functions, or
‘eigenfaces’. Though valid modes of variation are learnt from a training
set, and are likely to be more appropriate than a ‘physical’ model, the
representation is not robust to shape changes, and does not deal well with
variability in pose and expression. Eigenfaces can, however, be matched to
images easily using correlation based methods.
Covell [22] demonstrated that the parameters of an eigen-feature model
can be used to drive shape model points to the correct place. The AAM [4]
described later is an extension of this idea. Black and Yacoob [23] use local,
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hand-crafted models of image flow to track facial features, but do not attempt
to model the whole face. The AAM can be thought of as a generalization of
this, in which the image difference patterns corresponding to changes in each
model parameter are learnt and used to modify a model estimate.
2.1.1 Active Shape Models
Cootes et al. [24; 25] introduced the Point Distribution Model (PDM) by
generating a statistical model of shape and shape variation from a set of
example shapes. Each model describes one way in which the shapes in the
training set tend to vary from the mean. By analysing sets of real examples
a compact description of shape variation can be formed. Cootes et al. [26]
presented a method combining PDM [25] and finite element methods (FEM)
[27–29], which gives better performance.
Active Shape Model (ASM) [16; 30–32] are statistical model of the shape
of objects, which iteratively deform to fit to an example of the object in a
new image. The shapes are constrained by the PDM [25] Statistical Shape
Model to vary only in ways seen in a training set of labelled examples.
ASM is similar to Active Contour Models (Snakes) [20], but differs in the
applied global shape constraints. ASM uses Principal Component Analysis
(PCA) [33] to learn the main axes of variation from a training set of labelled
examples. Fitting the shape model to a new image involves local searches
for matching features alternated with projection of the shape estimate back
into the allowed model space. Results have shown that ASM can be used
successfully in image search.
Romdhani et al. [34] proposed a multi-view nonlinear active shape model
that utilises 2D view-dependent contextual constraint without explicit refer-
ence to 3D structures. The model can cope with both nonlinear shape and
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grey-level variations around the landmarks by capturing all possible 2D shape
variations in the training set and performing a nonlinear transformation of
the model during matching. A Kernel PCA [35] based on Support Vector
Machines [33] is applied for the transformation.
Hamarneh et al. [36] proposed a new method for locating spatio-temporal
shapes (ST-shapes) in image sequences. They extend Active Shape Models
[16] to include knowledge of temporal shape variations and present a ST-
shape modelling and segmentation technique. The method is well suited to
model and segment objects with specific motion patterns, as in cardiograph,
optical signature motion recognition, and lip-reading for Human Computer
Interaction (HCI). The method succeeded in segmenting synthetic spatio-
temporal shapes in noisy image sequences.
ASMs have been used successfully in many application areas, including
face recognition [37; 38], industrial inspection [16] and medical image
interpretation [26]. However, ASMs only use data around the model points,
and do not take advantage of all the grey-level information available across
an object. The Active Appearance Models (AAMs) manipulates a full model
of appearance, which represents both shape variation and the texture of the
region covered by the model.
2.2 Active Appearance Models
Active Appearance Models (AAMs) [4], first proposed in [3], and the closely
related concepts of Active Blobs [39] and Morphable Models [18; 40; 41], are
examples of statistical models that are used to characterize the shape and
the appearance of the underlying object by a set of model parameters. They
are non-linear, generative, and parametric models of a certain visual phe-
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nomenon. AAMs may be useful for tracking faces in video [42–44], tracking
objects [45–48], modelling and recognising objects [37; 41; 46; 49; 50], and
medical image processing [51–53].
Active Appearance Models(AAMs) [3; 4] use the same PCA based shape
model as ASMs together with a PCA based model of appearance (i.e. shape
normalised texture). Typically, an AAM is first fit to an image of a face;
i.e. the model parameters are found to maximise the error metric between
the model instance and the input image. The model parameters are then
used in the application by passing them to a classifier. Many different
classification tasks are possible like face recognition, pose estimation, and
expression recognition. A comparison between ASM and AAM can be seen
in Cootes et al. ’s work [51; 54].
Although they are perhaps the most well-known example, Active Appear-
ance Models are just one instance in a large class of closely related linear
shape and appearance models (and their associated fitting algorithms). This
class contains Active Appearance Models (AAMs) [3; 4; 37], Shape AAMs
[10], Active Blobs [39], Morphable Models [18; 40; 41], and Direct Appearance
Models [55].
Sclaroff et al. [39; 45] demonstrated an Active Blobs method for tracking.
The approach is broadly similar in that they use image differences to drive
tracking, learning the relationship between the image error and parameter
onset in an online processing stage. The main difference is that Active Blobs
are derived from a single example, whereas Active Appearance Models use a
training set of examples. The former use a single example as the original
model template, allowing deformations consistent with low energy mesh
deformations (derived using a Finite Element method). A simply polynomial
model is used to allow changes in intensity across the object. AAMs learn
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what are valid shape and intensity variations from their training set.
Motivated by the AAM algorithm, Hou et al. [55] have developed Direct
Appearance Models (DAMs) where they use the texture to directly predict
the shape during the iterations of the parameter updates. This approach
no longer combines the shape and texture parameters into appearance
parameters like AAM does. Li et al. [56] have later extended this approach
for multi-view face alignment by training multiple models for different poses
of the human face. In relation to his work, Yan et al. [57] have developed
texture-constrained ASMs (TC-ASMs), where the shape updates predicted
by an ASM is combined with the shape constraint provided by a global
texture model like the one in AAM. They show that such an approach
performs better than ASM or AAM alone.
One of the main weaknesses of the AAMs is that the reliability generally
degrades when the amount of variability increases in the training data.
Sources of variability include person identity, expression, pose and shading.
Building a rich training database including a large amount of lighting
variations [58] is one option. However, it is not easy collecting sufficient
training data and the fitting performance will be reduced because of the high
model complexity [59]. Pizarro et al. [60] proposed a light-invariant AAM
fitting algorithm based on the light-invariant transformation [61]. Instead of
classically matching the model appearance to the input image in the color
space, they project the images into a light-invariant space where the effect
of shading is cancelled. The method makes the system useful to color image
databases because it does not need the pre-calibrated cameras. According to
their experiments, the method outperforms the regular AAM approaches [4].
14 Chapter 2. Literature Review
2.3 Optimising AAMs
Fitting an AAM to an image is a non-linear optimisation problem. The
usual approach [3; 4; 37; 51] is to iteratively solve for incremental additive
updates to the parameters (the shape and appearance coefficients). Given
the current estimates of the shape parameters, it is possible to warp the
input image backward onto the model coordinate frame and then compute
an error image between the current model instance and the image that the
AAM is being fitted to. In most previous algorithms, it is simply assumed
that there is a constant linear relationship between this error image and the
additive incremental updates to the parameters. The constant coefficients
in this linear relationship can then be found either by linear regression [37]
or by other numerical methods [51]. In Cootes et al. ’s work in [62], extra
constraints are applied to the statistical AAM matching algorithm. The
framework allows user interaction to guide the search effectively.
Following the forwards additive algorithm [5], the inverse additive al-
gorithm [6], and the forwards compositional algorithm [7], Baker and
Matthews [8] introduced an efficient AAM fitting algorithm for descent
image alignment by investigating the inverse compositional algorithm and its
extension. They consider an appearance model where the shape and texture
coefficients are not combined into appearance coefficients, and show that
their approach provides increased efficiency during the matching procedure.
Their formulation for the matching algorithm requires the warp functions
to satisfy certain properties, which are not satisfied by the warps used in
AAM; therefore, they use first-order approximations of the inversion and
composition operators.
The original implementation [8; 63] learns a linear model relating the
error image (between the model and the image) and the required parameter
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updates at each time step. Matthews and Baker [64; 65] derived more
mathematically elegant methods in which the updates are always calculated
in the average shape and then concatenated with the current guess. This
inverse compositional method allows the pre-computation of the gradient
images and inverse Hessian matrix for greater efficiency. Later work
demonstrated that the inverse compositional algorithm is only really suitable
for personal-specific fitting and tracking, and that simultaneous estimation
of the shape and appearance parameters was required for robust face fitting
[66].
Romdhani et al. [67] extends the inverse compositional image alignment
algorithm to fit 3D Morphable Models using a mathematical notation
which facilitates the formulation of the fitting problem. A mapping from
the parameter space to the image frame is built as the generative shape
projection. Then two tools are used to solve the inverse fitting problem:
the inverse shape projection and an algorithm which separates the model
parameters from a set of vertices projection. The formulation avoids a
simplification being as efficient and leading to improve fitting precision.
Furthermore, the algorithm is robust without sacrificing its efficiency and
accuracy.
Batur et al. [68] proposed an adaptive AAM where they abandon the fixed
gradient matrix approach of the basic AAM, and replace it with a linearly
adaptive matrix that is updated according to the composition of the target
texture [69]. The adaptation increases the efficient of the fitting process.
They showed that the adaptive AAM significantly outperforms the basic
AAM.
Papandreous et al. pointed out that existing fitting algorithms perform
poorly when used in conjunction with models exhibiting significant appear-
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ance variation [70]. To overcome the problem, they proposed a fitting
algorithm adaptation, by (i) Fitting matrix adjustment and (ii) AAM mean
template updates. They also used prior information to incorporate and con-
strain the AAM fitting process. Both techniques substantially improve AAM
fitting performance of models exhibiting significant appearance variation,
and give better results while tracking human faces in video, efficiently and
robustly.
2.4 Alternative Error Metrics
The sum of squared errors provides a simple and efficient error metric as
it leads to a minimisation problem with a linear solution. This simple
error metric will match the intensity but does not attempt to directly relate
important information between the template model and the target image,
such as image edges. Other error metrics might provide improved matching
at the expense of a non-linear solution. These include the normalised cross
correlation and mutual information maximisation.
Cristinacce and Cootes [1; 2] proposed a framework using normalised
cross correlation (NCC) as a metric and Nelder-Meade method [13] as the
optimising method. This algorithm works by using N+1 samples in the N
dimensional parameter space. Each iteration the worst sample is discarded
and a new sample is added based on a set of simple heuristics.
Tiddeman et al. [14] extended the inverse compositional alignment to use
NCC and showed improved results when fitting AAMs to previously unseen
face images. It is referred as correlated active appearance models (CAAM)
in their paper.
Paterson and Fitzgibbon’s experimented with a number of metrics for
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tracking using a 3D head model [11] including normalised cross correlation
and maximisation of mutual information (MMI), with MMI giving the best
performance.
The AAM fitting methods described above are mostly used to solve
2D fitting problems and more efficient used for personal-specific models.
However, it has been developed into generic-specific models fitting problems.
Based on the technique, more fitting methods are introduced towards that
direction including CLM fitting algorithm [1], CAAM fitting algorithm [14]
and the proposed algorithm. The AAM fitting methods are also extended
to solve 3D problems. They will be reviewed later and used in the proposed
algorithm.
2.5 Generic AAMs
Although Active Appearance Models (AAMs) have been widely used, the
performance of an AAM built to model the variation in appearance of a single
person across pose, illumination and expression are substantially better than
the performance of an AAM built to model the variation in appearance of
many faces, including unseen faces not in the training set. As Gross et al. [66]
pointed out, it is important to distinguish between the two situations.
The person-specific context is, where the individual face, lighting and
range of movement have been explicitly learnt by the model. The fitting
accuracy is usually very good in this context, and reliable for post processing
systems. Lucey et al. [71] used a person-specific AAM to retrieve the face
shape and successfully classify facial deformations into Action Units.
On the other hand, the person-generic context is where the fitted face
is not in the training set. As first shown by Gross et al. in [66], the fitting
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process is much harder than in the person-specific context. Peyras et al. [72]
demonstrated with carefully chosen experiments that fitting an unseen face
with an AAM is much less accurate than fitting a face that belongs to the
set of images used to train the model. They pointed out that in the generic
context, the appearance counterpart of the model cannot fully explain the
appearance of the face in the input image. As an unfortunate consequence,
the minimum error of the cost function corresponds to a biased position of the
model. Even when initialised in the best possible position (the ground-truth
shape), the AAM drifts away.
Gross et al. [66] carried out an empirical evaluation comparing the Generic
AAM to the Person Specific AAM. They showed that (i) Building a generic
shape model is far easier than building a generic appearance model, (ii) The
shape component is the main cause of the reduced fitting robustness of
Generic AAMs. They also managed to improve the performance with two
proposed refinements to Generic AAMs: (i) A refitting procedure to improve
the quality of the ground-truth data used to build the AAM, (ii) The
Simultaneous Inverse Compositional fitting algorithm [9; 64].
AAMs appear to provide an interesting basis to fit unseen faces. One
could think that adding more training data would increase the ability of the
model to generalize to unseen faces. Indeed, this ability decreases with the
amount of training data.
Peyras et al. [73] pointed out that the higher complexity of the AAM
makes its fitting unreliable because this induces numerous local minima in
the cost function. As a consequence, the solution for reliable and accurate
fitting must combine these two contradictory conditions: (i) The complexity
of an AAM must be kept as low as possible to preserve a large convergence
basin and can find the global cost minimum, (ii) The range of face images
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that the AAM can explain must be large, so that the global cost minimum
matches the sought after solution.
To bypass the contradiction, they proposed a method by building a pool
of AAMs, each one being specialized on a particular pose and expression.
These AAMs are fitted to the picture in a multiple fitting fashion and the
AAM shows the smallest residual error is retained. The experiments showed
that the method is very accurate on unseen faces, which could be used to
track the face reliably in real-time.
2.6 Machine Learning Algorithms
Rather than using simple linear error minimisation approach, attempts have
been made to apply the wide range of statistical and machine learning
techniques to face feature detection and tracking.
Donner et al. [12] used canonical correlation analysis to improve the
learning of the optimal model parameter update from the current error image.
Several other techniques have been proposed for the fitting. RANSAC
algorithm (RANdom SAmple Consensus) is first proposed by Fischler et
al. [74]. It is an iterative method to estimate parameters of a mathematical
model from a set of observed data, which contains outliers. It is a non-
deterministic algorithm in the sense that it produces a reasonable result only
with a certain probability, with this probability increasing as more iterations
are allowed.
The Expectation Maximisation Algorithm was proposed by Dempster et
al. [75]. It’s a general method of finding the maximum-likelihood estimate
of the parameters of an underlying distribution from a given data set when
the data is incomplete or has missing values. It’s been widely used ever
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since, such as mixture estimation [76–78] and AAM fitting [79; 80]. The EM
algorithm has also been used in various motion estimation frameworks [81]
and variants of it have been used in multi-frame super-resolution restoration
methods which combine motion estimation along the lines of [82].
Boosting is one of the most important classification methods, and has
been widely used [83]. The boosting family includes AdaBoost [84; 85], Gen-
tleBoost [86], RankBoost [87] etc. Liu [88] proposed a Boosted Appearance
Model (BAM) framework that greatly improves the robustness, accuracy
and efficiency of alignment on generic faces. Wu et al. [89] pointed out that
there is no guarantee that moving along its gradient will always improve the
alignment. They proposed a Boosted Ranking Model (BRM) to address the
limitation of BAM and showed improvements over BAM.
Cristinacce et al. [90] used boosted regression approach within the Active
Shape Model framework [30]. Instead of using local eigen patches [21], they
use non-linear boosted features trained using GentleBoost [86] to model
each feature. This boosted regression approach is shown to be much more
efficient than the CLM algorithm based on the experiments on BIOID [91]
and XM2VTS [92] data sets.
2.7 Constrained Local Models
Numerous algorithms have been suggested for facial feature detection. Meth-
ods related to this work include Cristinacce et al. ’s pairwise reinforcement
of feature responses [93], Cristinacce and Cootes’ Constrained Local Model
(CLM) algorithm [1; 2], and Wang et al. ’s Exhaustive Local Search (ELS)
algorithm and generic Convex Quadratic Fitting (CQF) approaches [94; 95].
ELS algorithm and CQF algorithm are extended from the original CLM
2.7. Constrained Local Models 21
algorithm. The CQF method is extended by Paquet et al. by applying a
Bayesian framework [96]. A “shape-constrained” Markov random field is
used by Liang et al. to model a face [97]. Another Bayesian generative
model is Gu and Kanade’s treatment of multiple candidate feature alignment
positions as unobserved latent variables, through which the shape-and-pose
posterior mode can be found with an expectation maximization algorithm
[98]. Liu aligns images by iteratively maximizing the score of a classifier–a
boosted appearance model–that distinguishes between correct and incorrect
alignments, and updating a low-rank shape parameter [88]; this approach is
extended with a boosted ranking model by Wu et al. [89].
CLMs are ideally suited to facial feature alignment and general non-rigid
object registration, as they merge shape and texture information by coupling
(or constraining) an ensemble of local patch or feature detectors at a global
shape level [1; 2; 95; 96]. This has proven to outperform AAMs [4] as it is
more robust to occlusion and changes in appearance and no texture warps
are required.
A major advantage of CLMs over conventional methods for non-rigid
registration such as AAMs [4] lies in their ability to: (i) Be discriminative and
generalize well to unseen appearance variation; (ii) Offer greater invariance to
global illumination variation and occlusion; (iii) Model the non-rigid object
as an ensemble of low dimensional independent patch experts; and (iv) Not
employ complicated piece-wise affine texture warp operations that might
introduce unwanted noise. [95]
The method of building the CLM model is similar to the AAM [4]
approach, but instead of modelling the whole object region, they model a
set of local feature templates as appearance patches. The feature templates
are then matched to the image using an efficient shape constrained search
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of the template response surfaces. A CLM can register a non-rigid object
through the application of an ensemble of patch / region experts to local
search regions within the source image. Given an appropriate non-rigid shape
prior to the object, the response surfaces from these local regions are then
employed within a joint optimization process to estimate the global non-rigid
shape of the object.
Cristinacce and Cootes’ method [2] relies on computationally expensive
generic optimisers such as the Nelder-Mead simplex [13] method. The
canonical Lucas-Kanade algorithm [5; 65] is effective when dealing with a
similar optimisation problem. To take advantage of this similarity, Wang
et al. [95] proposed a couple of extensions to the original CLM [2] and the
Lucas-Kanade algorithm to optimise the global warp update in an efficient
manner by enforcing convexity at each local patch response surface.
Wang et al. [94] proposed another patch-based approach to align unseen
images based on an Exhaustive Local Search (ELS), which uses a single
appearance template of the target subject differing from the previous
methods [2; 99]. The approach attempts to find a local maximum in each
patch response surface and then simply constrain these local maxima to be
consistent with the global shape prior.
Their method is not limited to intensity values or gradients and therefore,
offers a natural framework to integrate multiple local features, such as filter
responses, to improve the robustness to large initialisation errors, changing
illumination conditions and non-rigid deformations. The experimental results
demonstrated that the approach can improve the accuracy and robustness of
feature alignment and image registration.
Wang et al. [95] proposed a new discriminative approach for non-rigid
object registration by making a couple of extensions to the canonical
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constrained local models (CLM) [2] framework. Through generic Convex
Quadratic Fitting (CQF) and Robust Convex Quadratic Fitting (RCQF),
they turn the global CLM warp update into a convex problem. It can jointly
optimise the local responses in an efficient manner when estimating the global
non-rigid shape of an object by attempting to model each local response using
a convex quadratic function. By enforcing this convexity it was possible,
through an iterative method, to solve jointly for the global non-rigid shape
of the object. Furthermore, their extension of the Lucas-Kanade algorithm
leads to an efficient and robust implementation of the CLM method.
By finding convex approximations to the local patch response surfaces of
feature alignment classifiers, they circumvented the need for computationally
expensive optimizers (except maybe for fitting the convex surfaces). They
pointed out that a specific form of the Lucas-Kanade [5] gradient descent
image alignment algorithm can be viewed as a generic CQF. It was also shown
to be superior to Exhaustive Local Search (ELS) [94], which constrains local
patch response maxima to be consistent with the shape prior.
Based on the experimental results using the CMU MultiPIE face database
[100] and the UNBC-McMaster archive [101], the RCQF method [95]
proposed by Wang et al. has better alignment performance than other
evaluated CLMs [2; 94] and leading existing holistic methods for alignment
/ tracking.
Saragih et al. [79] proposed an approach (CLMix) for combining local
experts for deformable model fitting based on the patch-based shape models.
They combined responses for each landmark from an ensemble of simple
local experts in a principled way. To achieve this, the likelihood of each
landmark location is approximated using a mixture model. Each component
of the mixture is the result of an exhaustive search with a local expert. An
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Expectation Maximisation (EM) algorithm is adapted to find the parameters
of the shape model. Comparing the ASM algorithm [16] and the CQF
algorithm [95], the fitting fidelity is improved with CLMix. In addition, the
computational complexity of the approach was shown to scale only linearly
with the number of mixture components used.
Paquet et al. [96] proposed a Bayesian Constrained Local Model (BCLM)
to improve the performance of the generic CQF method of Wang et al. [95].
Similar to LFW [102], the Bayesian framework is built on the assumption
that faces are detectable by a Viola-Jones face detection algorithm [103] –
an assumption that can be explicitly incorporated into a prior alignment
distribution.
They generalised the generic CQF to a Bayesian version, which allows
multiple sets of patch alignment classifiers to be used. For even better
alignment, the choice of degrees of freedom allows for more accurate fits
needs to be traded against the quality and speed of the patch classifiers.
The results showed that better fits can be achieved by applying the BCLM
over generic CQF and the BCLM is more useful when faces appear in an
unconstrained environment.
2.8 Multi-Pose Models
Active appearance models (AAMs) [3; 4] were originally formulated as a
2D method and most of the algorithms for AAM fitting have been single-
view [10]. Automatically locating detailed facial landmarks across different
subjects and viewpoints, i.e. 3D alignment of a face, is a challenging
problem. Previous approaches can be divided into three categories: view
(2D) based, 3D based and combined 2D+3D based. View based methods
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[73; 80; 104; 105], train a set of 2D models, each of which is designed to cope
with shape or texture variation within a small range of viewpoints. For some
applications switching between 2D views can cause notable artefacts (e.g. in
face reanimation [106]). 3D based methods [18; 40; 41; 107–109], in contrast,
deal with all views by a single 3D model. The early work of Blanz et al. [18]
on 3D Morphable models interpret a face by minimising intensity differences
between the synthesised image and the given image. 3D Morphable model
fitting is an expensive search problem in a high dimensional space with many
local minima, which often fails to converge on real data. 2D+3D based
methods [17; 110–112] used AAMs and estimated 3D shape models to track
faces in videos, but these algorithms are generally most suitable in the person
specific context. The proposed multi-view CLM algorithm is a 3D extension
of the CLM algorithm [1; 2] which could be more useful for fitting to unseen
face images and tracking.
Zhang et al. [109] proposed an approach that deforms a 3D mesh model so
that the 3D corner points reconstructed from a stereo pair lie on the surface
of the model. Dimitrijevic et al. [113] proposed the use of a 3D morphable
model similar to that of Blanz’s, but discarded the texture component from
the model in order to reduce the sensitivity to illumination. Both [109] and
[113] minimise the shape difference instead of intensity difference, but rely
on stereo correspondence.
Zhou et al. [80] proposed a multi-modal Bayesian framework for multi-
view face alignment. A mixture model is used to describe the shape
distribution and point visibility. Within the framework, an EM algorithm for
shape regularisation is developed to estimate the parameters for the unknown
feature points.
Faggian et al. [105] pointed out that it is possible to model real-world
26 Chapter 2. Literature Review
variation of identity using AAMs built from synthetic data because the
synthetic 3DMM [18] data provides a number of advantages: (i) The data can
be reproduced to match a specific environment, (ii) Many different identity
variations can be generated to build more generic AAMs, (iii) An AAM+MM
fitting could provide correspondence from the 2D to the 3DMM.
Most of the previous algorithms for AAM or CLM fitting and construction
have been single-view [1–4; 9; 10; 37; 94; 95]. (assuming near frontal-parallel
views) and tends to break down when presented with large rotations or profile
views. Cootes et al. [104] studied simultaneous multi-view algorithms using
statistical models of shape and appearance to represent the variations in
appearance from a particular viewpoint. They used 5 models (3 distinct
models), roughly centred on viewpoints at – 90◦,−45◦, 0◦, 45◦, 90◦ (where
0◦ corresponds to the frontal-parallel view). They demonstrated that the
models can be used to track faces through wide angle changes, and that they
can be used to predict appearance from viewpoints given a single image of a
person.
Several algorithms have been proposed to build deformable 3D face
models and to fit them efficiently ([17; 46; 67; 110; 112; 114–117]) in addition
to Cootes et al. ’s methods [104; 118]. Deformable 3D face models have a
wide variety of applications. Not only can they be used for tasks like pose
estimation, which just require the estimation of the 3D rigid motion, but
also for tasks such as expression recognition and lip-reading, which require,
explicit or implicit, estimation of the 3D non-rigid motion.
The main technical challenge is relating the AAM shape parameters in one
view with the corresponding parameters in the other views. This relationship
is complex for a 2D shape model but is straightforward for a 3D shape model.
A 2D+3D AAMs algorithm [17] using both a 2D shape model and a 3D shape
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model is presented by Xiao et al. Besides the requirement of having a 3D
shape model, the main advantage of the algorithm is that a 2D+3D AAMs
can be fitted very efficiently in real-time. Xiao et al. [17] tried to combine the
best features of AAMs [4] and 3DMMs [18]: real-time fitting (AAMs) and a
parameterisation consisting of a camera matrix and 3D shape (3DMM). They
used an AAM and computed 3D shape models to build the Combined 2D+3D
AAM. The number of parameters is increased in constraining an AAM with
the corresponding 3D shape modes. Because the AAM parameters and the
3D shape parameters are tightly coupled, the algorithm reduces the flexibility
of the model and can lead to faster convergence.
Based on the single-view 2D+3D AAM algorithm presented by Xiao et
al. ’s [17] and Coupled-view AAM (CVAAM) presented by Cootes et al. ’s
[118], Hu et al. [110] proposed a multi-view 2D+3D AAM algorithm to fit
a single 2D+3D AAM to N concurrent images captured simultaneously by
N uncalibrated cameras. The algorithm computes (i) 2D shape parameters
for each image, (ii) A single set of global 3D shape parameters, (iii) The
weak-perspective camera matrix for each view (3D pose), (iv) Appearance
parameters for each image. The algorithm enforces the constraints that all
of these quantities are physically consistent in the 3D scene. The results
showed the multi-view 2D+3D AAM algorithm to be both more robust and
converge more quickly than the single-view 2D+3D AAM algorithm, which
is itself more robust than the 2D AAM algorithm [9].
Koterba et al. [111] proposed an extension of the multi-view AAM fitting
algorithm presented by Hu et al. [110]. They used the human face as
a calibration grid to calibrate orientations of a set of cameras. They
demonstrated that the resulting calibration can be used to improve the
performance of multi-view face model fitting.
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Gu et al. [99] proposed a deformable model consisting of a sparse set of
3D points and view-based patch appearance. With the patch information,
it is easier to compensate for the illumination locally; and the variance of
texture within a patch is considerably smaller than that of the whole face.
However, patch information alone is not enough to localize a facial point. A
compact 3D shape is constructed, and is applied to constrain the 2D facial
points in different views. Their experiments demonstrate that the approach
can effectively handle unseen faces with a variety of pose and illumination
variations.
A multi-view algorithm to both fit and build 3D AAMs is presented by
Ramnath et al. [112]. Fitting an AAM to an image consists of minimizing
the error between the input image and the closest model instance. Face
models are usually fitted to a single image of a face [2; 4; 9; 66; 94–96]. To
obtain better application performance [119], they integrate the information
from multiple views by fitting a single AAM to multiple images, captured by
cameras with arbitrary locations, rotations, and response functions.
Their proposed multi-view 2D+3D AAM algorithm enforces the con-
straints that all of these quantities are physically consistent in the 3D scene.
Their method is both slightly more robust and converge more quickly than
the single-view 2D+3D AAM algorithm [17], which is itself more robust than
the single-view 2D AAM algorithm [9]. The results shown that the benefit
of using calibrated multi-view over uncalibrated multi-view is in most cases
perhaps even bigger than the benefit of using uncalibrated multi-view over
single-view. The proposed algorithm shows that using calibrated multi-view
motion-stereo can eliminate this ambiguity and yield face models with higher
3D fidelity. So automatic calibration is important in many applications and
dramatically improves fitting performance.
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Matthews et al. [120; 121] carried out several experiments comparing 2D
(AAM) and 3D (3DMM) face models along three axes: (i) Representational
power, (ii) Construction, (iii) Real-time fitting. They pointed out that 3D
models are overall preferable to 2D models. The 3D parameterisation is more
compact (up to 6 times fewer parameters), more natural (i.e. head poses and
non-rigid shape deformation are separated), 3D model fitting is more robust
and requires fewer iterations to converge, and 3D occlusion reasoning is more
powerful. They presented two of the frequently cited negatives of 3D models,
slow fitting and construction requiring range data [121]. One final benefit of
3D models is that multi-camera model fitting is far easier [111].
2.9 Tracking
Detecting and tracking faces in video sequences is a challenging task because
faces are non-rigid and their images have a high degree of variability in shape,
texture, pose, and imaging conditions. Detecting faces in images has received
much attention. A comprehensive survey on face detection methods can be
found in [122]. A huge research effort has been devoted to detecting and
tracking of heads and facial features in 2D and 3D [43; 123–128].
The formulation of head and facial expression tracking using active
appearance models was introduced in Ahlberg’s work [44]. An AAM-
based tracker is drifting insensitive and flexible. However, since AAMs are
essentially representing 2D appearances, the main drawback of this previous
work is that the estimated out-of-plane motion is not very accurate due
to the nature of the criterion used. Similar results were reported in [129].
Unlike the face interpretation used in [4] which deals with the 2D geometry
of faces, Dornaika et al. ’s [127] proposed a method that dealt with the real-
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time estimation of 3D geometry of faces. Their work addresses the real-time
3D tracking of pose and animation of the human face in monocular image
sequences using active appearance model search.
If pose estimation is based on feature-based correspondence, those fea-
tures can be tracked over time [130–135]. On the other hand, if appearance-
based templates are used, matching all model views at all possible poses
in each frame can be prohibitively expensive. Furthermore, face views at
different pose can be confused with one another, leading to false maxi-ma.
Therefore, temporal continuity assumptions are used.
Kalman filters [136; 137], Hidden Markov Model (HMM) [138; 139] and
Condensation [15; 140–142] provide useful techniques for object tracking
and have been used quite widely. Their recursive nature makes them well
suited to real-time applications and their ability to predict provides further
computational efficiency by reducing image search.
Kalman filters are based on a single Gaussian state density which
is unimodal, they cannot represent simultaneous, multiple hypotheses.
Condensation, on the other hand, does not make such a strong parametric
assumption about the form of the state density, p(st), and can therefore,
track multiple, ambiguous targets simultaneously over time [140]. The
condensation algorithm allows quite general representations of probability.
Experimental results show that this increased generality does indeed lead to
a marked improvement in tracking performance. In addition to permitting
high-quality tracking in clutter, the simplicity of the Condensation algorithm
also allows the use of non-linear motion models more complex than those
commonly used in Kalman filters. The condensation algorithm is based
on sampling the posterior distribution estimated in the previous frame and
propagating these samples to form the prior for the current frame. The
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method has shown to be a powerful alternative to the Kalman filter [143; 144].
2.10 Summary
In this chapter, the relevant works on Active Shape Models (ASMs) [16],
Active Appearance Models (AAMs) [4] a 2D+3D AAMs [17], 3DMMs [18; 40;
67; 107] and patch-based methods such as Constrained Local Model (CLM)
[1] etc. have been reviewed. First, how the ASMs and AAMs were derived
from previous methods was described. Then the AAM literature including
generic AAMs, CLM and Multi-Pose models were introduced. Finally, a brief
review of face tracking techniques was presented.
The proposed algorithm is derived from the original CLM algorithm [1],
which can be further extended using other CLM based methods [94–96]. The
CLM methods can be used for tracking human face movements naturally,
and they perform quite well. Currently, the original patch fitting technique
[1] is used and it can be flexibly replaced or combined with more recently
proposed methods [94–96]. View-based methods have been used to model
3D human faces effectively. By applying the technique to the CLM methods,
the system could not only retain the ability of tracking as a CLM, but also
gain the ability to track human faces with large head movements in video.
The 3D extension of the original CLM algorithm is then proposed, which will
be introduced from the next chapter.

Chapter3
Algorithm
In this chapter, the basic framework of the proposed multi-view 3D CLM
algorithm for facial feature detection and tracking is set out. The algorithm
is based on Cristinacce and Cootes’ Constrained Local Model (CLM) [1; 2]
extended to handle large out-of-plane head rotation. A 3D shape model is
combined with multiple texture models built from generated sets of region
texture patches from selected views. When fitting the model to a new image,
first the local appearance is grabbed from around the current estimated
location of the feature points. Template patches are then generated from the
texture model corresponding to the current estimate of the head rotation. A
search is then performed in the global pose / shape space to find the best
match between the model patches and the local image appearance.
3.1 Overview
The method of building the CLM is similar to the AAM [3; 4] approach, but
instead of modelling the whole object region, a set of local feature templates
is modelled. The model is fitted to an unseen image in an iterative manner by
generating templates using the model and the current parameter estimates,
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correlating the templates with the target image to generate response images
and optimising the shape parameters to maximise the sum of responses. [1; 2]
The original CLM can be fitted to face images from a certain view (frontal
view without significant head rotation). In order to make the model suitable
for tracking through large head rotation, a 3D shape model and several
texture models trained from different views are used. Another adjustment
has been made to the original CLM algorithm which can be seen in Figure 3.1.
Instead of using a combined model, the shape model and texture models are
applied separately. To build a combined model, a further PCA would need
to be applied for each view, which means there are different models for each
view. Each model requires separate combined parameters c0, c1, · · · , cn to
give shape coordinates, s. The parameters are not related to each other
because the models are built separately. It’s still possible but requires
additional steps to decompose and rebuild the model when switching views.
So for convenience, in this work the focus is on using only one shape model
to simplify make the switching across views.
3.2 Shape Model
The shape model is obtained by first manually specifying the locations of a
number of landmarks on a set of 3D face models. To eliminate variation due
to extrinsic factors (pose and scale) the landmark points are aligned to the
average of the aligned points. To find the main axes of shape variation the
shape vectors are treated as points in a high dimensional space. Jacobi’s
method is applied to the covariance matrix of these points to find the
eigenvectors and eigenvalue, which represent the principal components and
their variances.
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Figure 3.1: The Multi-view CLM consists of a shape model and several texture
models from different views. Fifteen rotations and three scales are used to cover
all the likely circumstances in the application. (There are only 9 rotations in the
figure because the views from the right side are mirroring copies of the ones from
the left side.)
Figure 3.2: An example of 3D shape model. The shape model is built from the
vertices of the points marked on the face.
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Figure 3.3: The principal components corresponding to the facial feature move-
ments with variation of the shape parameters.
The 3D shape model is built from a training set of manually labelled faces
as illustrated in Figure 3.2. The normalised shape coordinates, s(x, y, z) are
used to construct the linear model.
s = s¯+ Psbs (3.1)
where s¯ is the mean shape, Ps is a set of orthogonal modes of variation and bs
is a set of shape parameters. This equation can then be used to reconstruct
a new shape from the given shape parameters.
The principal components of the shape model correspond to the jaw, lip,
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eye and eyebrow movement, etc. These can be varied by adjusting the shape
parameters bs and the effects can be seen in Figure 3.3. The two-dimensional
coordinates of the shape model can be calculated with the following equation:
s2d = M · V · (s¯+ Ps · bs) (3.2)
where V is a vector of the pose (translation, rotation, scaling) transform-
ing parameters Tx, Ty, Tz, S, θ, φ, γ and M is the opengl frustum projection
matrix described in Appendix A.
3.3 Texture Models
To build a model of the appearance, each 3D face model in the training set is
rendered from a particular viewpoint and a square patch is sampled around
each feature point (Figure 3.1). By transforming the face with different scale,
rotation, shift and lighting parameters, a set of texture patches is built. Two
sets of example texture patches sampled from the frontal view and side view
are shown in Figure 3.4 and 3.5. The pixel values of each texture patch image
are vectorised as:
g = (R1, G1, B1, R2, G2, B2, · · · , Rn, Gn, Bn)T (3.3)
Then PCA analysis is applied to the texture patches from a particular
viewpoint and resolution to build a texture model.
A specific set of patches, g can be generated from the model using:
g = g¯ + Pg · bg (3.4)
where g¯ is the mean normalized grey-level vector, Pg is a set of orthogonal
modes of variation and bg is a set of grey-level parameters. Forty-five texture
38 Chapter 3. Algorithm
Figure 3.4: Some example texture patches sampled from the frontal view. The
bottom one is the average.
Figure 3.5: Some example texture patches sampled from the side view. The bottom
one is the average.
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Figure 3.6: Texture model illustration
models are built, one for each of 15 viewpoints (5 left-right and 3 up-down)
across 3 different scales.
For a given face image, the following equation is used to analyse a given
input patch set, g,
bg = (g − g¯) · P Tg (3.5)
We can then construct a new face with the calculated parameters bg and
the PCA model using Equation 3.4. This is shown in Figure 3.6.
In Figure 3.7, there are some samples of the variation corresponding to
the varying of shape parameters, bs, and appearance parameters, bg.
3.3.1 Multiple Scale Technique
Multi-scale techniques are standard in computer vision and image processing.
They allow short range models to extend over longer ranges and optimisation
to be achieved in fewer steps. For each view, after the first texture model
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Figure 3.7: Shape and Texture Variation. Three examples of shape model variation
are shown from the side (top row) and front (bottom row) views. For each example,
a texture model from the appropriate view is shown.
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Figure 3.8: Multiple Scale Texture Patches from the frontal view.
Figure 3.9: The opengl alpha channel for background self occlusion. The upper pair
is the average texture patches image and the alpha channel patches image from the
frontal view. The bottom pair is from a side view.
is built, another texture model is built from the low-pass filtered and sub-
sampled training texture images. Several different scales are used for the
model as shown in Figure 3.8. Because the texture patches have a lower
resolution, they cover a wider searching range which could improve the
convergence rate. In the algorithm, the lowest resolution image is first fitted
to improve the performance.
3.3.2 Modelling of Background Pixels
To increase the stability with varied backgrounds, visibility information from
the rendered textures is used to estimate occluded pixels. The opengl alpha
channel (Figure 3.9) from the rendering canvas is grabbed when the texture
patches are extracted to mark out the edges between the face and the
background.
Because the training face images (see Section 3.4) consist of a face part
and the transparent background (Figure 3.10), a filter patch image (the black
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Figure 3.10: An example of a rendered face. The image on the left is the texture
map and the one on the right is the alpha map from the frontal view.
/ white strip in Figure 3.9) can be created from the average image of the alpha
value. A simple way is chosen to build the alpha channel information into the
model. Before computing the errors between the synthetic Isyn and extracted
image patches Iext, the average image patches of alpha channel Ialpha are
applied as a mask to both image patches by using pixel-wise multiplication.
3.3.3 Modelling of Self Occlusion
During head rotation, facial features can be blocked by other parts of the
face. On the facial boundary, the appearance of background pixels can
vary significantly (Figure 3.11). These effects could result in failure of the
matching between the extracted image, g(x) and the synthetic image, f(x).
In order to exclude the effects of these points, the texture models for different
views are built with different sets of features.
Currently, a fixed visibility model is built for each viewpoint based on
the feature points that are typically visible in that view. Self occlusion can
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Figure 3.11: Some features are blocked during head rotation. (a) is sampled from
the frontal view; (b) is sampled from a view with a horizontal rotation of 30◦; (c)
is sampled from a view with a horizontal rotation of 60◦.
Figure 3.12: An example of a texture model with hidden features from a side view.
The hidden features are not extracted for the model.
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be detected in the training set by identifying model points that are further
from the virtual camera than the rendered point, as given by the depth-buffer
value. If the point is occluded in more than 50% of the training examples it
is excluded from the model for that view. An example of a texture model
from a side view can be seen in Figure 3.12.
3.4 Training Process
The system (Figure 3.1) consists of a model of 3D shape variation and fifteen
models of the appearance variations in a shape-normalised frame. A training
set of labelled images is required, where key landmark points are marked on
each example object. Landmark points placed on a set of 3D face models
are used to generate the 3D shape model. The texture model for each
view is found by rendering the face model from the appropriate viewpoint
and sampling square patches from the captured image about the projected
location of the feature point. For each face in each view, the variation in
the training set is increased by capturing several samples with the rotation
varied within five degrees both in the horizontal and vertical direction.
Chen and Davoine use 20 feature points in their work [145], with most
features located around the non-rigid motion units (eyes, eyebrows, lips).
In order to allow the model to follow the jaw movements, a set of 25 facial
features is used (Table 3.1). The points are manually labelled on the training
set of 3D models. This set of feature points are chosen to make the model
capable of tracking face movement and expression variation effectively.
A training set of labelled 3D face images are used, where key landmark
points are marked on each example. There are 14 subjects (8 males,
6 females) performing 7 posed expressions (neutral, happy, sad, disgust,
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Table 3.1: The feature point used in the experiments.
1 Centre of the two eyes
2 Outer corner of the left eye
3 Outer corner of the right eye
4 Outer corner of the left eyebrow
5 Inner corner of the left eyebrow
6 Inner corner of the right eyebrow
7 Outer corner of the right eyebrow
8 Centre of the left eye
9 Inner corner of the left eye
10 Inner corner of the right eye
11 Centre of the right eye
12 Top of the nose
13 Left base of the nose
14 Right base of the nose
15 Left corner of the mouth
16 Right corner of the mouth
17 Uppermost point of the top lip
18 Lowermost point of the bottom lip
19 Left earlobe
20 Left cheek
21 Left chin
22 Centre chin
23 Right chin
24 Right cheek
25 Right earlobe
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Figure 3.13: Example of training images.
surprise, fear, anger) and 7 posed vise mesh (/ah/, /ch/, /ee/, /k/, /oo/,
/p/, /th/) captured using a stereophotogrametric system (www.3dMD.com).
A 20x20 block of pixels is extracted around each feature landmark point at
each of 3 spatial scales (Figure 3.13). These patches are vectorised and used
to build the texture model. All the features are formed into a 500x20 block
of pixels strip before the PCA analysis is applied.
3.5 Texture Model Selection
In the proposed algorithm, there is a global 3D shape model and fifteen
texture models. One additional step to the original algorithm is the selection
of the texture model while searching with the Multi-view CLM algorithm.
For tracking face movements, the algorithm has to be able to select the
proper texture model automatically. To achieve this, a simple model selection
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Figure 3.14: Multiple texture models.
method is applied. Each texture model covers a certain range of head
rotations, the rotation parameters θ and φ can be used to estimate the view
by testing the criteria shown in Figure 3.14. θ and φ can be obtained from
the current estimate of head rotation using the methods described in the
next section (Shape Template Update Methods).
The selection process of texture models is given by the following steps
applied repeatedly until the end of the tracking.
1. The multi-view CLM is applied to the given frame accompanied with
the initial parameters.
2. A set of new parameters is obtained including θ and φ which are the
estimated rotation angles for the current face pose.
3. To estimate the next frame, θ and φ are then passed into the texture
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model selection module to choose the proper appearance model.
3.6 Search Algorithm
In this section, the search process used in the original algorithm is briefly
described. Then a search algorithm with the 3D model is described with the
model switching technique applied.
3.6.1 Previous Algorithm
In the previous chapter, the construction of a multi-view constrained local
model was described. To fit the model to a new image with a set of initial
feature points, a two step iterative algorithm is used, alternating between
estimating the local appearance model and then fitting it to the image using
a shape constrained search. Below is a summary of the single-view CLM
(Figure 3.15) search method.
1. Input an initial set of feature points and calculate the initial set of
affine and shape parameters.
2. Repeat
a. Grab the texture from a square area around each feature point
b. Fit the appearance model to the current set of feature points to
generate a set of model appearance patches.
c. Repeat
i. Grab the texture from a square area around each feature point.
ii. Use the grabbed texture patch and the synthetic texture patch
to calculate the shape model parameter updates.
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Figure 3.15: The CLM algorithm uses an initial guess of the feature point positions
to extract the grey-scale appearance around the point. The appearance sampled from
the test image is projected into linear appearance space learnt from examples. The
best match for these is then searched for in the image using a non-linear optimiser.
The algorithm is iterated until convergence.
iii. Synthesise the new shape model and project into the image
space using the pose and camera parameters.
End
Until Converged.
3.6.2 The Search Process
Using the texture model selection algorithm and the three dimensional shape
model, the searching method can be extended to large head rotations.
For a given set of initial points, X = (x0, y0, z0, x1, y1, z1 · · · , xn−1, yn−1, zn−1),
the initial pose parameters V are estimated for the shape model built in the
previous chapter. Then the multi-view appearance CLM tracking algorithm
shown in Figure 3.16 is applied. The optimising algorithms will be discussed
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in detail in the next chapter.
1. Initialise with the global face detector.
2. Estimate the initial pose parameters V .
3. Repeat
(a) Repeat
i. Compute the feature coordinates, s, and extracts the feature
patches, g.
ii. Estimate the texture model from the pose parameters V .
iii. Synthesise the feature patches from the updated coordinates
and the selected texture model.
iv. Apply the alpha channel feature and the hidden points feature
to the extracted and synthetic feature patches.
v. Optimise the error metrics with the shape template updating
methods and gives a new set of pose and shape parameters,
V , bs.
(b) Until converged.
4. Until converged for all selected scale.
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Figure 3.16: Multi-view CLM tracking process
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3.7 Summary
The presented face model is a 3D constrained local model obtained by
extending the original CLM algorithm [2]. A 3D shape model and fifteen
texture models from different facial views are built to make the model suitable
for 3D face feature location and tracking. For each view, a constrained local
search on the given image is applied with the selected texture model and
the shape model. Only one shape model is used for all the views, it’s more
convenient to apply the shape and appearance models separately. In that
way, the face feature location is retained during the variation and switching
of the texture model. The 3D face templates gathered by a 3DMD system
are used as the training data. A principal component analysis is applied to
the shape model and each texture model to reduce the number of parameters.
A multi-scale technique is used to make the model fitting more efficient and
effective. The alpha channel feature is also used to exclude background effects
when fitting the model to the faces. For different views, different features are
excluded from the model due to self-occlusion in the training set to improve
the performance.
In the following chapter, the fitting procedure and the performance of the
model will be discussed. The fitting metric and the estimation methods will
also be discussed.
Chapter4
Optimisation Methods for
Fitting and Tracking
In this chapter, the optimisation methods used to fit the model built in the
previous chapter to a new face image is described. The aim is to find the
best match between the model and the patches extracted from the target
image. Four different shape updating methods are tested to select the most
appropriate for use in the proposed algorithm – Powell’s direction set method
[146], Gauss-Newton iterative method [6; 9], a FastNCC algorithm [14] and
the Condensation tracking algorithm [15].
4.1 Overview
The original CLM algorithm [2] used the Nelder-Meade simplex algorithm
[13] to optimise the error function. This algorithm works by using N+1
samples in the N dimensional parameter space. In each iteration, the worst
sample is discarded and a new sample is added based on a set of simple
heuristics.
A generic non-linear optimisation of the NCC [146] is evaluated for the
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shape and pose updating search. This is referred to as Powell’s Direction
set method. Another efficient direct method for maximising the NCC [14] is
also applied. It is referred to as FastNCC in this work and Correlated Active
Appearance Models (CAAM) in the original implementation.
The techniques described above are also compared with minimisation of
the sum of squared errors (SSE) as an error metric. This is similar to the
above, requiring the Jacobean and inverse Hessian matrices and solution of
a linear system. This method is equivalent to the inverse additive AAM
alignment,[8; 9] but with a different appearance model and wrapped in a
slightly different fitting algorithm.
For tracking it is possible to use one of the above fitting methods for each
frame, initialised using the result from the previous frame. An alternative is
to use a method specifically designed for tracking across frames. To this end,
a Condensation (CONditional DENSity propagATION) tracking method [15]
is tested. The Condensation algorithm retains multiple estimates at each
time point and a statistical dynamics model is used to generate pose estimates
in the next frame from the current estimates. Estimates ranked higher in the
current frame give rise to more samples in the proceeding frame in a selection
process similar to genetic algorithm search. A simple implementation using
independent Gaussian distributions for the dynamics model is tested.
4.2 CLM Fitting Algorithms
Like fitting an AAM to an image, fitting the proposed multi-view 3D CLM
to an image is a non-linear optimisation problem. Previous approaches
[4; 9; 37] iteratively solve for incremental updates to the parameters (the
shape and appearance coefficients.) Given the current estimates of the shape
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parameters, it is possible to warp the input image backward into the model
coordinate frame and then compute an error image and the incremental
updates to the parameters.
Cristinacce et al. [1; 2] introduced another framework to optimise the
Normalised Cross Correlation (NCC) instead of the standard Sum of Squared
Error (SSE). During the process, the Nelder-Meade simplex method is used
to find the global rigid and non-rigid shape parameters that optimise the sum
of NCCs across all the patches. It attempts to find a local maximum in each
patch response surface and constrain these local maxima to be consistent
with the global shape prior.
4.2.1 Powell’s Direction Set Method
The original CLM implementation [1; 2] used Nelder-Meade simplex method
[13; 146] for optimisation. Typically, Nelder-Meads method is thought to
require more function evaluations than Powell’s method [146]. This implies
it could be more efficient to use Powell’s method as the non-linear optimiser.
Powell’s method [146] uses a set of orthogonal directions and performs a
1D minimisation along each. After the first iteration, a better set of directions
can be found and the process is repeated until convergence. Powell’s direction
set method takes a simple strategy to minimise a multidimensional function
f(P ), where P is a concatenated set of transformation. TT and shape, bs
parameters. It takes the unit vectors u0, u1, · · · , uN−1 as a set of directions.
(Figure 4.1) Using Brent’s method, [146] a one-dimensional line minimisation
is used along the first direction to its minimum, then from there along the
second direction to its minimum, and so on, and a new set of directions is
given at the same time, which is used in the next iteration of minimisation.
This can be seen in Figure 4.2.
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Figure 4.1: Successive minimisation along coordinate directions in a long, narrow
“valley” (shown as contour lines). The method takes many tiny steps to get to the
minimum, crossing and re-crossing the principal axis. (Adapted from Numerical
Recipes [146])
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Figure 4.2: The movement of the feature coordinates along with the change of the
parameters during one iteration.
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The matching function is the cross correlation between two images f(x,y)
and g(x,y).
In order to eliminate the effects from varying brightness of the images due
to different lighting and exposure conditions, the images are first normalised.
This is done by subtracting the means f¯ , and g¯, and dividing by the standard
deviations, σf and σg. The normalised cross-correlation of the synthetic
image f(x, y) with the extracted image g(x, y) is:
E =
1
n− 1
∑
x,y
(f(x, y)− f¯)(g(x, y)− g¯)
σfσg
(4.1)
where n is the number of pixels in g(x, y) and f(x, y).
To search with Powell’s method, initialise the set of directions ui to the
basis vectors,
ui = ei i = 0, · · · , N − 1 (4.2)
Then repeat the following steps until the function stops decreasing:
1) Save the starting position as P0
2) For i = 0, · · · , N −1, move Pi to the minimum along direction ui and call
this point Pi+1.
3) For i = 0, · · · , N − 2, set ui ← ui+1.
4) Set uN−1 ← PN − P0.
5) Move PN to the minimum along direction uN−1 and call this point P0.
4.2.2 Gauss-Newton Iterative Method
Lucas-kanade’s image alignment method [5] has been adapted for efficient
AAM fitting [4; 9; 10]. In this work, the inverse additive template matching
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Gauss-Newton Iteration Method
Pre-compute:
3) Evaluate the gradient ∇f of the synthetic image f(x)
4) Evaluate the Jacobian
∂f
∂bs
at (x; 0)
5) Compute the steepest descent images ∇f ∂f
∂bs
6) Compute the Hessian matrix
∑
x
[
∇f ∂f
∂bs
][
∇f ∂f
∂bs
]
Iterate:
1) Extract image g(x) from the face image, I(x)
2) Compute the error image g(x)− f(x)
7) Compute
∑
x
[
∇f ∂f
∂bs
]T
[g(x; bs)− f(x)]
8) Computer bs ← bs + ∆bs
9) Update the feature coordinates s = s¯+ Psbs
Until ||∆bs|| ≤ ε
approach [6; 9] is adapted for fitting the 3D multi-view model. To improve
the accuracy of the feature position and keep track on them while the face
is moving, the approach estimates the parameters (both shape and pose)
iteratively to minimise the squared errors given by A.14 in Appendix A.
The searching process can be seen in Figure 4.3 and more details of the
algorithm can be found in Appendix A. The update algorithm is summarised
in Figure 4.3.
Derivatives Computation
For the Gauss-Newton template update methods, the gradients ∇f needed
to be computed followed by the Jacobian
∂f
∂bs
and an approximation to
the Hessian matrix H. The kernel used to compute the template gradients
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Figure 4.3: Update parameters with Gauss-Newton algorithm.
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(derivatives) will be discussed in detail.
The image gradients, ∇f , which is the partial derivative of f(x, y) with
respect to x and y, can be approximated using a convolution process.
∂f
∂x
= lim
δ
f(x+ δ, y)− f(x, y)
δ
∂f
∂y
= lim
δ
f(x, y + δ)− f(x, y)
δ
(4.3)
a partial derivative can be estimated as a symmetric finite difference:
∂h
∂x
≈ hi,j+1 − hi,j−1
∂h
∂y
≈ hi,j+1 − hi,j−1
(4.4)
Smoother estimates of the derivative are often desirable, and can be
obtained by convolution with the derivative of a smooth sampling function.
The following is the kernel used in this work:
derivativefilter = [−1/4,−1/2, 0,1 /2,1 /4] (4.5)
which is the derivative of a cubic polynomial curve approximating a
Gaussian [147].
A set of steepest descent images calculated from sampled derivatives, and
the Jacobian of the feature patches are shown in Figure 4.4.
4.2.3 FastNCC Algorithm
Tiddeman et al. [14] proposed an algorithm which gives better results than
SSE when fitting AAMs to unseen faces.
They derived an analytic solution to the NCC minimisation problem for
AAM alignment rather than relying on an off-the-shelf non-linear optimisa-
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Figure 4.4: The Steepest descent image, ∇f ∂f
∂bs
.
tion routine. The method differs from the Gauss-Newton method described
above, because the method takes the normalised cross correlation as the error
metric. Optimisation techniques based on off-the-shelf non-linear optimisers
like those described above are typically slow to converge. It is possible to
optimise the global NCC directly using an estimate of the Jacobean and
Hessian matrices and solving a linear system and a quadratic equation.
FastNCC is a stable and efficient method for solving AAM fitting
problems. It could prove suitable for solving CLM fitting problems.
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Figure 4.5: Update parameters with FastNCC algorithm.
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FastNCC Iteration Method
Pre-compute:
3) Evaluate the gradient ∇f of the synthetic image f(x, y)
4) Evaluate the Jacobian
∂f
∂bs
at (x; 0)
5) Compute the steepest descent images ∇f ∂f
∂bs
6) Compute the Hessian matrix
∑
x
[
∇f ∂f
∂bs
][
∇f ∂f
∂bs
]
Iterate:
1) Extract image g(x, y) from the face image, I(x)
2) Compute the coefficients A, b, c
7) Compute ∆bs by solving Equation A.26
8) Computer bs ← bs + ∆bs
9) Update the feature coordinates s = s¯+ Psbs
Until ||∆bs|| ≤ ε
4.3 Tracking
The CLM algorithm automatically adjusts the feature templates to match
the current image. Therefore, it is a natural tracking method in the sense
that the templates learn to match the image, but are also constrained by the
shape and texture model to remain plausible feature templates.
One approach to extend the algorithm and the optimising methods
described above for tracking faces in videos is to apply the algorithm simply
to each frame, initialising the search as the output from the previous frame.
This multi-view appearance CLM algorithm for tracking can be illustrated in
the following flow diagram (Figure 4.6). For each frame, a Gaussian pyramid
[148] is built and then a CLM search is applied at each layer from the coarsest
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Figure 4.6: A skeleton of the three scales image searching technique.
to the finest.
An alternative approach is to use a model of the dynamics to predict
the configuration in the following frame. This can allow for more localised
searches and so faster and more robust tracking. A commonly used method
for recursively predicting and updating the model parameters of a linear
dynamic system is the Kalman filter [149], which is restricted to situations
where the probability distribution of the state-parameters is unimodal. In the
presence of occlusion, cluttered background resembling the tracked objects,
and complex dynamics, the distribution is likely to be multi-modal. The
Condensation algorithm [15] is a better alternative tracking algorithm, which
is based on sampling the posterior distribution estimated in the previous
frame and propagating these samples to form the prior one for the current
frame. The method has shown to be a powerful alternative to the Kalman
filter [143; 144].
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4.3.1 Condensation
Object tracking is one of the more basic and difficult aspects of computer
vision and is generally a prerequisite for object recognition. Being able to
identify and follow the pixels in an image that make up the contour of an
object is a non-trivial problem. Condensation is a probabilistic algorithm
that attempts to solve this problem. The principal application of the
condensation algorithm [15] is to detect and track the contour of objects
moving in a cluttered environment. The original authors have implemented
a mixed discrete/continuous tracker in the Condensation framework which
switches between multiple continuous Auto-Regressive Process motion mod-
els according to a discrete transition matrix.
One of the advantages of the condensation algorithm is that it can
propagate the probability densities of many states in the search space,
it is particularly useful for multiple tracking problems. Generalisation of
a particular movement is defined by the shape parameters bs and pose
parameters Tx, Ty, Tz, S, θ, φ, γ. Each state in the search space contains
values for these parameters. It’s not necessary to record all the states during
tracking for this case. Only the current state and the next state are needed.
A state is defined as sn.
s′n = sn +G · vn (4.6)
where s′n is the new set of parameters to be generated. sn is the current
set of parameters. G is a random generated Gaussian distributed number.
vn is the initialised weights for each parameter.
Essentially, the condensation algorithm consists of four basic steps;
initialisation, selection, prediction and updating, as shown in Figure 4.7.
A brief description of the condensation algorithm can be found in [150]. The
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Figure 4.7: High level block diagram of the condensation algorithm.
search space is first initialised by choosing likely sample states. This produces
a set of samples, sn. The purpose of the algorithm is to find the most likely
state that creates the best match for the input or observation data. This is
calculated as the probability of the current observation z given the state sn.
To measure and weight the new position in terms of the measured features
z, Equation 4.7 is used to compute the weightings. A new state can then be
given.
rn = E/r (4.7)
where r =
∑n
i ri. ri is the normalised cross correlation, E, calculated by
Equation 4.1.
1. Initialise
2. Repeat
(a) Repeat
i. Generate a new set of parameters from Equation 4.6.
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ii. Compute the normalised cross correlation, ri, with the new
set of parameters.
(b) Until i = n samples.
(c) Compute the weights from Equation 4.7.
(d) Get the Best parameters set with the smallest weight.
3. Until n = n iteration.
4. Converged.
4.4 Summary
In this chapter, a fitting algorithm is derived from Cristinacce et al. [1; 2]
and inverse additive algorithm [6; 9]. Three optimising methods including
Powell’s Direction Set method [146], Gauss-Newton method [6; 9] and
FastNCC algorithm [14] were described. A simple condensation algorithm
[15; 140] for tracking human faces was also described.
In the next chapter, the model and the search algorithms are tested for
fitting to the given images and tracking human face feature with large head
rotations. Factors and parameter settings that affect the performance of the
model are also tested.
Chapter5
Experiments
In previous chapters, the structure of the model and the processes of fitting
and tracking were discussed. In this chapter, experiments are described in
order to evaluate the performance of the proposed algorithms.
In the first section, the testing data sets and error metric for the
experiments are introduced. The statistical methods that will be used for
analysing the data gained from the experiments are also discussed. In the
following sections, results of the experiments are discussed. The effectiveness
of the proposed multi-view 3D CLM algorithm is compared to the single-
view 2D CLM algorithm by fitting to synthetic data. The effectiveness
and performance of the proposed multi-view 3D CLM algorithm is tested
with different optimising methods by fitting to real data. The factors that
influence the performance of the system are also investigated.
5.1 Overview
To evaluate the algorithm described in the previous chapters, a set of
experiments were conducted, these are described in this chapter. Before
describing the experiments, the testing data sets and several measures for
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Figure 5.1: Example frames from the test sequences synthesised from rendered
3DMD data.
Figure 5.2: Example frames from the test sequences from the real video data.
evaluating the algorithm are described.
Testing Data Sets
A mixture of synthetic and real data has been used for the experiments.
Synthetic data (Figure 5.1) is generated by rendering multiple 3D face
scans (from a 3DMD system) from different viewpoints. It is helpful in
measuring the performance of the fitting because the 3D models provide
accurate ground-truth data. Evaluation of the algorithm is also conducted
using real video data (Figure 5.2) with hand-labelled feature points.
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Error Metric
To evaluate the accuracy of the fitting, the difference between the projected
locations of the model’s synthesised feature points and their true location in
the target image is calculated. This is measured with the following equation:
de =
∑√
(xstd − xc)2 + (ystd − yc)2
Nd
(5.1)
where xstd, ystd represent the manually placed “ground truth” feature
points locations, xc, yc represent the tracked feature points locations, d
represents the distance between the centre of the eyes and N is the number
of features.
Facial Region
The quality of the fitting may vary in different facial regions. The fitting
performance could be improved by putting additional constraints on the
worse fitted regions. To investigate the fitting performance of the algorithm,
the face is split into jaw, mouth, nose and two eyes regions and the errors
are calculated separately as illustrated in Figure 5.3.
Statistical Analysis
A number of simple, standard statistical parameters are calculated on the
data to aid understanding of the behaviour of the algorithm while fitting.
In the following experiments, the mean and standard deviation of the data
are calculated and a cumulative distribution function is used to analyse the
data. To assess the significance of the experimental results, an ANOVA test
including Student’s t-test is applied to the data. An ANOVA test is used
to test for differences among two or more independent groups and Student’s
t-test is used to test for differences among two independent groups. The
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Figure 5.3: The average distances between the tracked feature points and the
corrected feature points of the faces divided by parts. The horizontal line at each
group is the average distance of all the face feature points.
program looks to see what the variation (variance) is within the groups, then
works out how that variation would translate into variation (i.e. differences)
between the groups, taking into account how many subjects there are in the
groups. If the observed differences are a lot larger than expected by chance,
they are considered statistically significant. More details can be found at
[151].
5.2 Multi-view CLM Experiments
The original CLM algorithm was aiming to detect and track facial features
for the frontal view with small head rotations. In order to make the algorithm
work with large head rotations, the algorithm is extended to three-dimensions
by building several texture models from different views. This experiment
aims to compare the performance of the proposed multi-view 3D CLM
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Figure 5.4: Examples of the image sequence set used in the view setting experi-
ments. From the left to right are frontal view, 25◦ side view and 45◦ side view.
algorithm to the single-view 2D CLM algorithm [1; 2].
A set of face sequences (Figure 5.4) with fixed expression and head
rotation of over 40 ◦ from the front are rendered using 3D data captured
from a 3DMD stereoscopic capture system. Ten sequences comprising 700
images are used in the experiment. Both 2D single-view and 3D multi-view
methods are applied to the same set of face sequences using the FastNCC
algorithm [14] as the optimisation method. An illustration can be seen in
Figure 5.5. In this section, the limit for single-view 2D CLM tracking of
human face sequences with large head movements is also described.
The statistical results are shown in Figure 5.6 and Table 5.1. It can be
seen that the fitting with the multi-view CLM algorithm converges better.
With the multi-view model, it takes fewer steps to converge. The fitting
74 Chapter 5. Experiments
Figure 5.5: Each row consists of a set of selected frames from a tracking sequence
with the synthetic texture patches drawn on, indicating the location of the features.
The results in the first row are from the single-view approach and the second row
are from the multi-view approach. When the rotating angle reaches certain angles
(b,c), the algorithm continues tracking the face well by automatically switching the
texture model to a side view while the patches start drifting off the correct position
with the single-view model.
becomes more efficient and the fitting speed is improved. To investigate the
difference further between the two methods, a Student’s t-test (p=0.05) has
been carried out for the error metric from both methods. The hypothesis
is µ0 < µ1, where µ0 is the mean eye distance with the single-view CLM
algorithm and µ1 is with the multi-view CLM algorithm. The Sig. is 8.16e−5
showing that the fitting process is more stable with the multi-view CLM
algorithm.
To investigate the performance of the two algorithms further, the average
errors are compared frame by frame as can be seen in Figure 5.7. In these
experiments, the first frame is the frontal face image and the face rotates
one degree per frame. From the results, the errors calculated from different
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Figure 5.6: The error comparison between the multi-view 3D CLM algorithm and
the single-view 2D CLM algorithm. The experiments are applied to synthetic
images.
views remain approximately constant for the multi-view CLM algorithm.
A texture model from one view could possibly cover the rotation range
around 20◦–25◦. However, one has to be cautious about the criterion area
because the fitting could fail at that area referring to Figure 5.8. The two
adjacent texture models should overlap on some range. In order to do that,
a different texture model is chosen for every 30◦. This means each texture
model covers 15◦ in each direction. To meet this requirement, a fifteen texture
model system is built, which covers about 100◦ in the vertical direction and
160◦ in the horizontal direction.
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Figure 5.7: The figures contain the average fitting errors for each step (degree).
The upper figure is for the Multi-view algorithm and the lower is for the Single-view
algorithm.
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Time (ms) Multi-view CLM Single-view CLM
mean 445.4 457.5
variance 46.3 65.1
Table 5.1: The speed comparison between the multi-view CLM algorithm and the
Single-view CLM algorithm. The experiments are applied to synthetic images.
Figure 5.8: The tracking starts from the frontal view - the image on the left. The
fitting gives bad results (images on the right) when the head rotates to large angles
from the frontal view with the Single-view CLM algorithm.
From Figure 5.9, it can be seen that the multi-view 3D CLM algorithm
significantly improves the fitting for the face contour features than the
single-view 2D algorithm. The proposed algorithm improves mostly the
performance on the face contour. The right eye area is somehow hidden
during rotation. The performance in this area is improved because of the
fixed visibility model applied to the multiple appearance models.
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Figure 5.9: The average distances between the tracked feature points and the
corrected feature points of the faces divided by parts. The horizontal line at each
group is the average distance of all the face feature points.
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5.3 Robustness Experiment
This experiment is carried out to investigate the accuracy and stability of
the proposed algorithm for real data. The estimation methods are applied to
video clips of 4 subjects showing expression, speech and some head rotation
(1208 frames in total) (Figure 5.2) to test the localisation accuracy and
stability. These images and subjects are independent of the training sets.
Figure 5.10: The Condensation algorithm is applied to a set of real face images
with three different number of seed settings. The fitting errors using 5 seeds and
10 seeds are close, but it takes twice much time using 10 seeds than 5 seeds. The
fitting errors are smaller using 25 seeds.
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Figure 5.11: Average errors and variances of fitting.
The image sequences are roughly initialised with the face detector
described in [152], then a CLM search (Figure 3.15) is applied to the first
frame and the following frames while tracking. Four optimising methods are
used for the experiments. For Powell’s method [146], FastNCC [14] and the
Gauss-Newton iterative method [6; 9], a maximum of 4 iterations is taken.
For the Condensation based tracking method [15] 25 seeds are used while
generating new samples from the current sample. Comparison experiments
of the selection of the number of seeds for the Condensation algorithm are
carried out and the results can be seen in Figure 5.10. A two different
resolution search is used for this experiment.
For Powell’s method, Gauss-Newton algorithm and Condensation algo-
rithm with 25 seeds, nearly 80 % to 90 % of the points are within 0.18 of
the eye separation, with 70 % to 80 % for FastNCC algorithm. This can
be seen in Figure 5.12. However, the performance of the algorithms are not
statistically significantly different as shown in Figure 5.11.
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Figure 5.12: Fitting results of four optimising algorithms on sets of real images.
The errors are measured separately for each of the facial parts in the
previous section. The results are shown in Figure 5.13, the performance is
better around the eyes and nose area. The feature points in the mouth area
and the face contour have not converged as well as the others.
The fitting speed is used to give a rough indication of the relative
performance of the algorithms, but all the algorithms could be further
optimised. The results are shown in Figure 5.14. The difference between
Gauss Newton algorithm and the FastNCC algorithm are not significant,
and they perform best. The Condensation algorithm performs worse than
those two methods. Powell’s method takes significant longer than the other
three methods.
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Figure 5.13: The average distances between the tracked feature points and the
corrected feature points of the faces divided by parts. The horizontal line at each
group is the average distance of all the face feature points.
Figure 5.14: Average fitting speed.
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5.4 Factors Influencing the Performance of
the System
There are several factors that influence the performance of the system such
as the size of the feature patches, the estimation of background and hidden
points, the scale settings, etc. To investigate the influence of these factors,
several experiments are carried out and described in the following sections.
During these experiments, FastNCC algorithm [14] is chosen to estimate the
fitting process as this demonstrated a good balance between fitting speed
and accuracy in the earlier experiments.
5.4.1 Choosing the Feature Patch Sizes
Another issue to solve while building the model is the selection of the feature
patch size. With bigger patches, the searching process will be more accurate
with the sacrifice of the speed. The experiments are implemented to help
give a balance between the two factors and find a proper size for the patches.
The average eye distance in the training pool is close to 104 pixels. For
the experiments, 20x20, 16x16 and 12x12 pixel image patches are tested. The
effect of image resolution is also tested, as the same size patch will cover a
larger face area in a lower resolution image. For each patch size, a model
from a reduced resolution version of the training images is built. The shrink
rate is 75% which means the average eye distance is around 78 pixels. They
are declared as 20x20b, 16x16b and 12x12b and the original ones as 20x20a,
16x16a and 12x12a.
To describe the performance for different sized patches, the Patch Ratio,
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Figure 5.15: Comparison results of the model with different patch sizes. This is
from the sequence of real video images.
R, is defined with the following equation:
R =
dp
de
(5.2)
where dp is the size of the square patches and de is the eye distance described
in Equation 5.1.
FastNCC algorithm [14] is applied as the optimising method and two
scales are used for the fitting. In the experiments, the model with the patch
size of 12x12 frequently failed to converge during the fitting. The convergence
rates are too poor to compute the errors. So only 20x20 and 16x16 pixel
patches are compared. Referring to the results in Figure 5.15 and Figure 5.16,
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Figure 5.16: The fitting error with different patch settings applied. The experi-
ments are applied to the real images. Patch ratio (R) equals to the size of the
patch divided by the average eye distance referring to Equation 5.2.
20x20 patches with higher patch ratio, R, give the best results over the other
three which has the highest patch ratio. The 20x20 patches perform better
than the 16x16 patches. However, the patch ratio is an important factor for
the performance of the algorithm. 20x20a patch and 16x16b patch has the
same patch ratio. Although the size of the patch is different, they give nearly
the same results.
As shown in Figure 5.17, the system with larger patch size takes more
time for the fitting. Although it takes more time for the larger patch setting,
it gives the better fitting results.
5.4.2 Reducing the Influence of Background Pixels
The stencil and depth occlusion data for the patch images available from the
training data can be used to reduce the influence of the background pixels
and occluded points. The following experiments are designed to compare
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Figure 5.17: The fitting speed with different patch settings applied. The experi-
ments are applied to the realistic video images.
the performance between the system with and without the use of visibility/
background information. In this section, we investigate the labelling of
background pixels using data extracted from the stencil buffer of the training
data. In the following, this information is referred to as the alpha channel
as it is modelled by labelling pixels in the patches with an opacity value.
Opacity is usually referred to as the alpha channel in computer graphics.
The algorithm with and without alpha channel is applied to the same
set of face sequences comprising 1208 images. The results are shown in
Figure 5.18. The accuracy is improved by applying the alpha channel feature
to the model. The processing time is 430.9 ± 51.2ms with alpha feature
applied and 489.3 ± 87.2ms without. The speed of the fitting process is
increased by 8.43% with the extra alpha channel step applied. Although an
extra step is included in the process, the efficiency is improved with the alpha
feature. It takes fewer steps to converge.
In addition the system becomes more stable with the alpha feature. In the
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Figure 5.18: The fitting error comparison between the system with and without
alpha channel feature applied. The experiments are applied to synthetic images.
experiments, the convergence rate is higher with the alpha feature. For the
testing images, the searching converges well for 1067 images without alpha
feature, and for 1208 images using the alpha feature. 141 more images failed
to converge during the fitting without the alpha feature enabled. There is
an example of bad convergence in Figure 5.19.
5.4.3 Reducing the Influence of Hidden Points
Facial features can be occluded under different head poses by other parts of
the face. When building the model, points are labelled as hidden when their
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Figure 5.19: The tracking is tested on the same set of image sequences. The images
on the bottom are the results using the background occlusion. The images on the
top are the results without.
depth is greater than the value in the depth buffer for each view to reduce the
negative effects of the detection and tracking. The following experiments are
designed to compare the performance between the system with and without
the hidden features excluded.
A set of face image sequences with fixed expression and head rotation
over 40◦ generated from 3D models captured using the 3DMD system is used
for the test. There are 726 images used in the experiments. As we can see
in Table 5.2, the average error is smaller with the hidden feature exclusion
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enabled, and it gives more robust performance with better convergence rate.
It converges faster as well because fewer features are used in the fitting process
(Table 5.3).
Distance (de) without hidden points with hidden points
mean 0.1380 0.1520
variances 0.0320 0.0484
Table 5.2: The fitting error comparison between the system with and without hidden
feature removal. The experiments are applied to synthetic images.
Time (ms) without hidden points with hidden points
mean 445.4 489.0
variances 46.3 51.4
Table 5.3: The speed comparison between the system with and without hidden
feature removal. The experiments are applied to synthetic images.
5.4.4 Choosing the Model Scaling
Multi-resolution methods are a standard technique for improving the optimi-
sation speed and basin of convergence in computer vision problems. Coarser
scale images contain less feature information but can reduce the noise by
smoothing the high frequencies. The searching range is shortened in this
level, which can help improve the performance. Conversely, the use of only
low-resolution images can reduce the alignment accuracy available using high-
resolution features.
To investigate the effects to the system with different scale settings,
the multi-view CLM algorithm is applied to a set of face image sequences
including 1208 images. FastNCC algorithm is chosen as the optimising
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Figure 5.20: The error comparison among the systems with different scale settings.
The experiments are applied to the real image data.
method. In the experiments, a fixed number of iterations is used for all
three systems.
Three experiments are implemented to compare the performance of the
system using one scale, two scales and three scales. The results are shown
in Figures 5.20, 5.21 and 5.22. The system with one scale gives poor fitting
results. Better results are obtained with more scales applied to the system
and there is a significant improvement of choosing two scales over only one
scale. As for speed, the system with one scale performs best and the system
with three scales performs worst.
5.5 Discussion
In this chapter, the performance of the proposed multi-view 3D CLM
algorithm was investigated using a set of experiments to test 3D CLM vs
2D CLM, the choice of the optimisation algorithm, the effects of hidden
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Figure 5.21: The error comparison among the systems with different scale settings.
The experiments are applied to the real image data.
features and the effects of multi-scale.
First, the experiments showed that the proposed multi-view 3D CLM
algorithm gives better results fitting to unseen images with large head
rotations (the images are rendered from 3D models). The fitting is more
robust (Figures 5.6, 5.9) and efficient (Table 5.1) than the single-view 2D
CLM algorithm [1; 2]. The effects of choice of the optimisation algorithm were
marginal for the data tested here, but further experimentation with a wider
range of video data would be needed to confirm this. These experiments also
identified a suitable range for a single-view CLM algorithm while tracking
rotating faces (Figure 5.7). This explains the choice of fifteen texture models
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Figure 5.22: The speed comparison among the systems with different scale settings.
The experiments are applied to the real images.
for the final system.
Next some important factors in determining the algorithm’s behaviour
were investigated. This helps to understand the effects of several additional
parameters of the algorithm and to find a good balance to improve perfor-
mance.
To find a balance between the robustness and speed, several different
sized patches were studied. The best performance was found to be with the
patch ratio, R (Equation 5.2) of 0.24 (Figure 5.16). The 20x20b patches gave
the most promising performance over the others in the experiments.
To reduce the effects of background pixels, an alpha channel feature was
introduced to the system, which uses information from the stencil buffer
when rendering the 3D training set. With this feature enabled, the fitting
becomes more robust and takes less time to converge (Figure 5.18). The
error is improved slightly as well. The alpha channel feature improves the
performance of the algorithm while fitting to previously unseen real images.
The hidden points feature is introduced to reduce the negative effects
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from the self-occluded facial features while tracking. From the results shown
in Tables 5.2, 5.3, it can be seen that the system with the hidden points
feature gives better results in both robustness and speed.
Multi scale is a general method for image processing problems. In the
experiments described here (Figures 5.20, 5.21, 5.22), an extra scale (two
scales) for the algorithm gave significant improvements to the fitting. The
system with three scales gives a slight further improvement in performance,
but suffers from a more significant cost in time.

Chapter6
Conclusions and Future Work
Facial feature detection and tracking have a long history in computer vision.
AAMs [3; 4] are one of the most widely used and researched methods over
recent years. Although they were originally designed for fitting 2D images,
they have been extended to 3D forms. In addition, some patch based
methods have been derived from AAMs such as the CLM work extended
here. The presented multi-view 3D CLM algorithm is derived from the
Cristinacce et al. ’s constrained local model algorithm [1; 2]. The original
algorithm combines a 2D shape model and a texture model which shows some
limitation when tracking head movements with large rotations (Figure 5.7).
The proposed multi-view 3D CLM algorithm extends the original algorithm
by using a global 3D shape model and fifteen texture models built from
different views of faces. During the fitting, a texture model is selected, and
the shape model is projected to 2D. Patches grabbed around the current
estimate of the feature point locations are projected into the appearance
model space. Then a search is used to estimate updates to the model’s shape
and pose parameters.
This thesis uses separate models instead of combined models like the
original CLM [1; 2] does. In that way, the face feature location is retained
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during the variation and switching of the texture model. A Principal
Components Analysis is applied to the shape model and each texture model
to reduce the number of parameters. Multiple resolution techniques are used
to make the model fitting more efficient and effective. The alpha channel
feature is used to exclude the effects of background pixels when fitting the
model to the faces. For different views, different features are chosen based
on their likely visibility to improve the performance.
Based on the experiments carried out, the proposed multi-view 3D
algorithm gives better results when fitting to unseen images with large head
rotations. The fitting is more robust (Figures 5.6, 5.7, 5.9) and efficient
(Table 5.1) than the single-view CLM algorithm [2].
The multiple resolution technique is applied to the fitting algorithm.
It is a general method for solving image processing problems. The effects
with different scaling settings are studied for the proposed algorithm. This
feature improves the performance of the fitting according to the experiments
(Figures 5.20, 5.21, 5.22).
To build the model, the synthetic three-dimensional face templates
gathered by a 3DMD system are used as the training data. The single-view
2D CLM algorithm has improved the fitting to unseen images over AAMs.
Based on the experiments carried out, the multi-view 3D CLM built from the
synthetic images can fit unseen face images well (Figure 5.12). The effects
of choice of the optimisation algorithm were marginal for the data tested
here, but further experimentation with a wider range of video data would be
needed to confirm this.
To understand the algorithm better and find a good balance between
speed and accuracy, more experiments have been carried out to investigate
some important factors in determining the algorithm’s behaviour.
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The synthetic images for training (grabbed from the OpenGL canvas)
have a stencil channel, labelling points that have been drawn to. This can be
used to exclude the effects of (estimated) background pixels when fitting to
real images. Results showed that the fitting becomes more robust and takes
less time to converge with the alpha features referring to Figure 5.18.
Another feature introduced in the thesis is the hidden points feature. It
reduces the negative effects from the blocked facial feature while tracking.
Referring to the results shown in Table 5.2 and Table 5.3, the fitting becomes
more robust and fast with the hidden points feature applied.
Future Work
Currently, separate shape and texture models are used in the proposed
algorithm. Many works [2; 4] etc. have shown that combined shape and
texture models give efficient and improved performance. It is reasonable
to suppose that using combined models could improve the performance of
the fitting for the multi-view 3D CLM algorithm as well. Future work will
include training the models into several combined models for each view.
There are some recently proposed methods which outperform Cristinacce
and Cootes’ original Constrained Local Model (CLM) algorithm [1; 2]
including Wang et al. ’s Exhaustive Local Search (ELS) CLM algorithm [94],
generic Convex Quadratic Fitting (CQF) CLM approach [95] and Paquet
et al. ’s Bayesian Constrained Local Model (BCLM). These methods plus
the inverse compositional method and their extensions could be extended to
solve 3D problems and adapted to improve the performance of the proposed
multi-view 3D CLM algorithm.
The results (Figures 5.9, 5.13) showed that the face contour part is not
matched as well as internal facial features. Improved background modelling
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and contour alignment methods should be investigated to improve facial
contour alignment and tracking.
Pizarro et al. [60] pointed out that combining the Light-Invariant theory
with AAMs can fit AAMs to face images efficiently for which the lighting
conditions are uncontrolled. Future research could involve lighting and
colour and more self occlusion factors, which could improve the matching
rates under variant lighting, colour conditions and even with unexpected
occlusions.
Facial feature tracking has been studied for years. The proposed multi-
view 3D CLM algorithm benefits from the advantages of the original CLM
algorithm and deformable multi-pose techniques. This means the algorithm
can track 3D faces in video more effectively. Large head movements and
expression variance can be involved in the tracking process. The algorithm
can also be further studied and adapted to face recognition, pose estimation
and face morphing etc.
AppendixA
Standard Techniques
A.1 Shape Model
The shape model is built from normalised shape coordinates, as illustrated
in Figure 3.2. The three-dimensional positions of the vertices of the features,
(x, y, z), are then concatenated to form a shape vector,
s = (x1, y1, z1, x2, y2, z2, · · · , xn, yn, zn)T (A.1)
where n is the number of vertex feature points in the face model.
To calculate the principal components, the templates are aligned to the
average template (in a standard position) by performing a rigid body and
scale transform. The covariance matrix of the vectorised points (templates)
is created using the formula.
C =
1
n− 1
m,n∑
i=0,j=0
(si − s)(sj − s) (A.2)
The model is obtained by applying Jacobi’s method [146] to the covariance
matrix to find the eigenvectors and eigenvalue, which represent the principal
components and their distributions. Then the PCA model is built with the
sorted eigenvalue.
99
100 Appendix A. Standard Techniques
s = s¯+ Ps · bs (A.3)
where vector, s, describes the facial shape and b represents a set of shape
parameters, which are linearly independent. s¯ is the mean shape vector, Ps is
a set of orthogonal modes of variation computed from the covariance matrix,
bs is a set of shape parameters.
A.1.1 Parameters
The three-dimensional shape is modelled by projecting the model onto
a two dimensional surface via a linear transform, describing as the view
and perspective transform. The view matrix combines a three dimensional
rotation and translation to map the shape vectors s from a feature centered
position to one relative to the view point.
V = T · S ·Rθ ·Rφ ·Rγ. (A.4)
where
T =

1 0 0 0
0 1 0 0
0 0 1 0
Tx Ty Tz 1
 (A.5)
S =

S 0 0 0
0 S 0 0
0 0 S 0
0 0 0 1
 (A.6)
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Rθ =

1 0 0 0
0 cos(θ) sin(θ) 0
0 − sin(θ) cos(θ) 0
0 0 0 1
 (A.7)
Rφ =

cos(φ) 0 − sin(φ) 0
0 1 0 0
sin(φ) 0 cos(φ) 0
0 0 0 1
 (A.8)
Rγ =

cos(γ) sin(γ) 0 0
− sin(γ) cos(γ) 0 0
0 0 1 0
0 0 0 1
 (A.9)
The angles θ, φ and γ are rotations around the first feature which is the
center point between the eyes. The concatenated parameters Tx, Ty, Tz, S, θ, φ, γ
are denoted as Tt.
A.1.2 Project Points from 3D to 2D using Frustum
The shape model is three-dimensional and the computer monitor is a two-
dimensional surface. (Figure A.1) It is needed to transform the three-
dimensional scene into the two-dimensional scene in order to display and
extract the textures at the right coordinates. The following perspective
matrix produces a perspective projection. This matrix is applied to the three-
dimensional points (xe, ye, ze) in the experiments and convert the points from
the eye coordinates to the clip coordinates, (xc, yc, zc).
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Figure A.1: Perspective Frustum
M =

2n
r − l 0 A 0
0
2n
t− b B 0
0 0 C D
0 0 −1 0

A =
r + l
r − l
B =
t+ b
t− b
C =−f + n
f − n
D =−2f ∗ n
f − n
(A.10)
l, r specify the coordinates for the left and right vertical clipping planes.
b, t specify the coordinates for the bottom and top horizontal clipping planes.
n, f specify the distances to the near and far depth clipping planes. Both values
must be positive.
The projection matrix is for general frustum. The viewing volume is
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symmetric here, which is r = −l and t = −b, then it can be simplified as,
{
r + l = 0
r − l = 2r (width)
,
{
t+ b = 0
t− b = 2t (height)
(A.11)
The projected two-dimensional coordinates, (xn, yn), then are given by
the following equation.
xn =
nxe
rze
yn =
nye
tze
(A.12)
A.2 Gaussian Pyramid
To reduce the size of an image, we cannot just sub-sample the image by
taking, for example, every second pixel in every second line. If we did so, we
would disregard the sampling theorem. [153] The combined smoothing and
size reduction can be expressed in a single operator by using a symmetric
Gaussian kernel. If we repeat the smoothing and sub-sampling operations
iteratively, we obtain a series of images, which is called the Gaussian pyramid.
From level to level, the resolution decreases by a factor of two; the size of
the images decreases correspondingly. Consequently, we can think of the
series of images as being arranged in the form of a pyramid as illustrated in
Figure A.2.
These pyramids are most convenient if the image dimensions are a power
of two, or a multiple of a power of two. The smallest image is the most
heavily smoothed; the layers are often referred to as coarse scale versions
of the image. In the implementation of the proposed system, the original
image is square, with image dimensions 2k. The operator S↓ down-samples
an image; in particular, the j, k’th element of S↓(I) is the 2j, 2k’th element
of I. The n’th level of a pyramid P (I) is denoted P (I)n.
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Figure A.2: Gaussian pyramid: a) schematic representation, the squares of the
checkerboard corresponding to pixels; b) example.
We can now write simple expressions for the layers of a Gaussian pyramid:
PGaussian(I)n+1 = S↓(Gσ ∗ ∗PGaussian(I)n)
= (S↓Gσ)PGaussian(I)n)
(A.13)
where we have written Gσ for the linear operator that takes an image to
the convolution of that image with a Gaussian. The finest scale layer is the
original image.
PGaussian(I)1 = I
The pyramid brings large scales into the range of local neighborhood
operations with small kernels. Moreover, these operations are performed effi-
ciently. Once the pyramid has been computed, we can perform neighborhood
operations on large scales in the upper levels of the pyramid – because of the
smaller image sizes – much more efficiently than for finer scales.
The application in this case is the spatial search, a common theme in
computer vision. Searching for a match in the original pairs of images is
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Forming a Gaussian pyramid
Set the finest scale layer to the image
For each layer
Obtain this layer by smoothing the next finest layer with a
Gaussian, and then sub-sampling it
End
inefficient, because we may have to wade through a great deal of detail. The
approach using a Gaussian pyramid is to look for a match in the top level
of the pyramid (heavily smoothed and re-sampled image), and then refine
that match by looking at increasingly detailed versions of the image. For
example, in the proposed implementation, 20x20 feature patch images are
reduced down to 5x5 versions, match those and then look at 10x10 versions,
etc. match those and finally look at 20x20 versions.
A.3 Gauss-Newton Iterative Method
Let I(x) stand for the nth image in a given video sequence, where x = (x, y)T
are the pixel coordinates and n = 0, 1, 2, · · · is the frame number. The
coordinates, x are synthesised with Equation A.3 in Chapter 3. The extracted
patch image, g(x; bs), is sampled from the coordinate frame of the image
In(x). The synthetic patch image, f(x), is synthesised with Equation 3.5
and Equation 3.4 in Chapter 3.
The sum of the squared errors is given by:
E(x) =
∑
x
(g(x; bs)− f(x))2, (A.14)
The minimisation of the SSD function is performed with respect to the
shape parameters bs. Due to its non-linear nature, optimisation is done
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iteratively solving for increments ∆bs to the already known parameters bs.
E(x) =
∑
x
[g(x; bs + ∆bs)− f(x)]2. (A.15)
The more efficient algorithm, where the roles of the synthetic image and
the extracted image are switched. In this case, the following expression is to
be iteratively minimised,
E(x) =
∑
x
[f(x; ∆bs)− g(x; bs)]2. (A.16)
Performing a first order Taylor expansion on Equation A.16 gives:
E(x) =
∑
x
[
f(x; 0) +∇f ∂f
∂bs
∆bs − g(x; bs)
]2
. (A.17)
Minimising Equation A.17 is a least-square problem. One solution is
obtained by taking the partial derivative of Equation A.17 and then setting
it to equal zero. The solution obtained is:
∆bs = H
−1∑
x
[
∇f ∂f
∂bs
]T
[g(x; bs)− f(x)], (A.18)
where H is the Gauss-Newton approximation [154] to the Hessian matrix:
The parameters of the warp, bs are found by solving Equation A.18 and
additively updating bs by,
bs ← bs + ∆bs. (A.19)
H =
∑
x
[
∇f ∂f
∂bs
][
∇f ∂f
∂bs
]
, (A.20)
which does not depend on the warping parameters and thus can be pre-
computed. The Jacobian
∂f
∂bs
is evaluated at (x; 0).
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Let g(x, y) = G(x, y)−G(x, y), be the image fitting to and f(x, y) = F (x, y)−
F (x, y), be the template image synthesised from the model and g(x, y). The
normalised cross correlation between two images F (x, y) and G(x, y), can be
written as:
E =
∑
x
f(x, y) · g(x, y)√∑
x
f 2(x, y) · g2(x, y)
(A.21)
Performing a first order Taylor series expansion to approximate the
function f(x, y; bs + ∆bs), where bs are the shape and pose parameters of
the model and ∆bs are the (small) updates to the parameters:
f(x; bs + ∆bs) ≈ f(x; bs) +
∑
i
∆bs
∂f
∂bs
(A.22)
To minimise E, the derivatives with respect to each bs is estimated, and
the results are set to zero. The derivative of the NCC function is,
∑
j
f(x; ∆bs)F −
∑
j
(
f(x; bs) +
∑
i
∂f
∂bs
f(x; ∆bs)
)(
f(x; ∆bs) + g(x; bs)
)
F
F
√
g2(x; bs)
,
(A.23)
where
F = F (x; bs) =
√∑
k
(
f(x; bs) +
∑
i
∂f
∂bs
f(x; ∆bs)
)2
. (A.24)
Equating the derivatives to zero at the maxi-ma gives a set of non-linear
equations in the unknown update parameters ∆bs. Dividing any two of these
equations gives a linear equation of the form:∑
j
f(x; ∆bs)g(x; bs)∑
k
f(x; ∆bs)g(x; bs)
=
∑
j
f
(
x; ∆bs
)(
f(x; bs) +
∑
i
∂f
∂bs
f(x; ∆bs)
)
∑
k
f
(
x; ∆bs
)(
f(x; bs) +
∑
i
∂f
∂bs
f(x; ∆bs)
) (A.25)
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only N − 1 of these equations will be linearly independent, so k = j + 1 is
used with j from 0 to N − 2. To solve for all the parameters, ∆bs0 is chosen
as the unknown variable and let variable δ, δ0 replace variable ∆bs, ∆bs0.
Then the N − 1 linear equations are rearranged into the form:
A · δ = b · δ0 + c (A.26)
where A are the coefficients of the unknown δi with i from 1 to N − 1, δ is
the column vector of the unknown δi with i from 1 to N − 1, b is the column
vector of coefficients of δ0 and c is the column vector of constants.
A = [aij]i,j∈[0,N−2]
=
[
g · dfi ·Hi+1,j+1 − g · dfi+1 ·Hi,j+1
]
b = [bi]i∈[0,N−2]
=
[
g · dfi+1 ·H0,i − g · dfi ·H0,i+1
]
c = [ci]i∈[0,N−2]
=
[
g · dfi+1 · f · dfi − g · dfi · f · dfi+1
]
(A.27)
where,
g = g(x, y; bs)
f = f(x, y; bs)
(A.28)
dfi = ∇f ∂f
∂bsi
(A.29)
Hi,j = dfi · dfj (A.30)
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