Abstract. We analyse the 'quantization commutes with reduction' problem (first studied in physics by Dirac, and known in the mathematical literature also as the Guillemin-Sternberg Conjecture) for the conjugate action of a compact connected Lie group G on its own cotangent bundle T * G. This example is interesting because the momentum map is not proper and the ensuing symplectic (or Marsden-Weinstein quotient) T * G//AdG is typically singular.
Introduction
Since this paper will soon become quite technical, we start with a conceptual introduction meant to provide the appropriate context for our mathematical results.
The two great fundamental theories of physics, namely General Relativity and the Standard Model (of elementary particle physics), involve specific (gauge) field theories that are examples of constrained dynamical systems. This means that the variables (or degrees of freedom) in which the theory is a priori defined are not the physical ones, both because there are (initial value) constraints on these variables and because some of them are actually physically equivalent; this redundancy has to be removed by a reduction procedure that identifies such variables. These two aspects of constrained systems-i.e., constraints and reduction-turn out to be intimately linked, and both lead to problems in the quantization of such theories. These problems partly (but by no means only) arise because the space of (duly constrained) physical degrees of freedom is typically singular, i.e., not smooth.
Constrained systems and their potential quantization were first systematically analyzed by Dirac [10] , whose work was subsequently rewritten in the language of symplectic geometry [1, 6 , 51] (we do not discuss the alternative algebraic treatment of constrained systems through the so-called BRST-or BV-formalisms here [24] ). Although the theories just mentioned have infinitely many degrees of freedom (even after reduction), it is worth studying constrained systems with finitely many variables, both as an exercise for field theory and because these are of interest to mechanics in their own right [39, 40] .
Among finite-dynamical constrained systems, the case of Marsden-Weinstein reduction stands out because of the clean definition of the two steps of constraining and reducing in terms of group actions on symplectic manifolds [1, 38, 40] . Indeed, let M be a symplectic manifold and let some Lie group G act on M in strongly Hamiltonian fashion, so that it has an associated momentum map j : M → g * (where g * is the dual of the Lie algebra g of G). Then j −1 (0) is the subspace of M on which the constraints hold, and M//G = j −1 (0)/G, called the Marsden-Weinstein (or symplectic) quotient (of M by the given group action), is the reduced phase space in which all redundancies have been removed. Two regularity assumptions guarantee that M//G is a manifold (which then is symplectic in a natural way): zero must be a regular value of j, and the G-action on j −1 (0) must be free. In order to pose the 'quantization commutes with reduction' problem, one needs:
• Some quantization prescription Q that maps M and M//G to certain 'quantum data' Q(M ) and Q(M//G) (involving Hilbert spaces and operators); • A 'quantum reduction procedure' that transforms Q(M ) into quantum data Q(M )//G by somehow mimicking classical Marsden-Weinstein reduction. The problem is considered solved, then, if
where ' ∼ =' denotes an appropriate isomorphism whose nature depends on the precise mathematical setting; we will also have to deal with this issue. Such a solution was first achieved in the regular case by Guillemin and Sternberg [16, 17] for compact Lie group actions on compact Kähler manfolds, where the quantization procedure consisted of geometric quantization in the holomorphic polarization, the quantum data was a finite-dimensional Hilbert space H(M ) carrying a unitary G-action, quantum reduction H(M )//G was defined by taking the G-invariant subspace of H(M ), and isomorphism just meant equality of dimension of Hilbert spaces. This result spurred a considerable mathematical literature in which 'quantization commutes with reduction' was proved under increasingly relaxed assumptions (but still assuming regularity) and ensuing variations in the definition of quantization and quantum reduction; a sample of this literature, still under compactness assumptions, is [32, 42, 53] .
The problem was subsequently generalized in two directions. First, one may allow the underlying spaces and groups to be non-compact, see, e.g., [26, 27, 34, 37, 41, 45, 46] , in all of which non-compactness was tempered by requiring properness of the momentum map. Second, one may drop the regularity assumptions, so that singularities in M//G may arise (typically maintaining compactness).
It goes without saying that the 'quantization commutes with reduction' problem is much trickier in this case, if only because even the definition of the quantization of the reduced space is at stake (more precisely: is even more ambiguous than it already was in the regular case). Important guidance in this respect comes from the fundamental paper [49] , in which Sjamaar and Lerman proved that in the singular case M//G is stratified by symplectic manifolds, among which a 'principal' open dense stratum stands out; see also the monographs [44, 50] . On this basis, the first results on the problem more or less in the tradition of the original work of Guillemin and Sternberg were given by Meinrenken and Sjamaar, who desingularized the reduced space [43] ; see also [29, 52, 55] . For rather different approaches, see [2, 28, 30] , of which the latter two also analyze the quantization of T * G//AdG. See also [35] for a survey of the field until 2000.
In the present paper we perform a case study in which:
• the original phase space M = T * G is non-compact (although for simplicity we still assume G to be a compact connected Lie group);
• the momentum map defined by the pull-back of the adjoint G-action on itself fails to be proper; • the reduced phase space from these data is non-compact as well as singular. Thus we have all possible kinds of trouble, albeit in a straightforward class of examples that can be completely worked out. As it turns out, reasonable notions of quantization and quantum reduction-still in the spirit of the original work of Guillemin and Sternberg-exist also under these circumstances, and (1) duly holds.
We now explain our own approach in some detail, preceded by a set of basic conventions.
1.1. Conventions. Let T * M be the cotangent bundle of a smooth manifold M , and θ the canonical 1-form on T * M . The canonical symplectic structure on T * M is defined as ω = dθ. The corresponding Liouville measure is ε =
If J is an almost complex structure on M , then J and ω are said to be compatible if the symmetric 2-form
defines a Riemannian metric on M . The action of the almost complex structure on forms is defined as
Sesquilinear forms are always supposed to be anti-linear in the first entry. [22] , which we we will refer to as the standard Kähler structure on T * G. Our quantization of T * G is defined as the kernel of a suitable Dirac-type operator, which is either the Dolbeault-Dirac operator or the spin Dirac operator, both twisted by the pre-quantum line bundle
where T * G × C denotes the trivial hermitian complex line bundle over T * G, and θ is the fundamental 1-form on T * G. Clearly, (∇ L ) 2 = 2πiω, where ω = dθ is the symplectic structure on T * G. The Dolbeault-Dirac operator is defined as follows:
is the symmetric first-order differential operator given by
where the adjoint is taken with respect to the inner product
Here ε denotes Liouville measure on M , and the hermitian structure on Λ (0,•) T * M is obtained by extending the Riemannian metric to a hermitian form on T C M , and then normalising it by dividing it by k! on
where ∂ L is the first-order differential operator on
where α is an |α|-form and s ∈ Γ ∞ (M, L). Similarly, if M has a spin structure, the associated (spin) Dirac operator is (locally) defined as / D = i c(e i )∇ ei , where (e i ) is a frame ( vielbein) in T M , (e i ) is the associated dual frame in T * M , c is Clifford multiplication, and ∇ is the LeviCivita connection; cf. [3, 36] . Given a line bundle L with connection ∇, one also defines a twisted Dirac operator / D L , as in (2).
Remark 1.2.
(1) Because the symplectic structure ω and the Riemannian metric g are related through a complex structure, the Liouville measure is equal to the Riemannian measure.
(2) The hermitian connection ∇ L determines a holomorphic structure on L by declaring a local section s ∈ Γ ∞ (U, L) to be holomorphic if and only if ∇ (0,1) s = 0 (cf. [18, Proposition 6.30] ). With respect to this holomorphic structure, the connection ∇ L is the Chern connection. The untwisted or ordinary DolbeaultDirac operator is a special case of a twisted Dolbeault-Dirac operator, where L is the trivial hermitian holomorphic vector bundle L = M × C.
(3) Unless specified otherwise, the domain of a Dolbeault-Dirac operator (or of any other differential operator on a manifold M ) is taken to be Γ ∞ c (M, E), where E is the (complex) vector bundle on whose sections the differential operator acts.
If M is geodesically complete, which by Theorem 2.2 is the case for the unreduced space M = T * G, then the (twisted) Dolbeault-Dirac operator is essentially self-adjoint by standard results [9, 14, 54] . The situation is more complicated for the Dolbeault-Dirac operator on the reduced space T * G//AdG, which is a singular quotient whose principal stratum (defining our quantization) is not necessarily geodesically complete. Fortunately, in that case essential self-adjointness can be proved directly (albeit by a pretty elaborate argument), cf. Proposition 4.11.
The bundle Λ (0,•) T * M on M decomposes into an even and an odd part as
With respect to this decomposition the twisted Dolbeault-Dirac operator is an odd operator
where
, where the bar denotes closure of the operator.
On non-compact manifolds the kernels of D L + and D L − may fail to be finitedimensional, so that the naive (numerical) index cannot be defined. In this paper we consider cotangent bundles of compact connect Lie groups, which are non-compact manifolds. The corresponding twisted Dolbeault-Dirac operators have infinitedimensional kernel, so this problem arises. In these cases, one needs to work with a different definition of Dolbeault-Dirac quantization. For the manifolds M of interest in this paper, which are all Kähler, we use the following definition:
where ω denotes the symplectic structure on M , and let D L be the corresponding twisted Dolbeault-Dirac operator. The Dolbeault-Dirac quantization of the Kähler manifold M is defined as the Hilbert space
Similarly, if M has a spin structure with associated Dirac operators / D and / D L , then its spin quantization is defined as the Hilbert space
is an infinite-dimensional Hilbert space, so that (3) does not lead to an interpretation of quantization as an index. In this paper the Dolbeault-Dirac quantization is therefore regarded as a Hilbert space, possibly equipped with a unitary G-action. For those manifolds whose Dolbeault-Dirac quantization we actually determine, ker(D L − ) turns out to be trivial, so that in these cases Definition 1.3 is quite close to the popular definition of DolbeaultDirac quantization as an index. The main difference, then, is that we consider quantization to result in a (G−) Hilbert space, rather than some numerical or K-theoretical abstraction thereof. See also §5 for further discussion of this point.
The quantization of the cotangent bundle M = T * G of a compact connected Lie group G with its standard Kähler structure was already studied by Hall [22] , whose Hilbert space was defined-in the spirit of 'old-fashioned geometric quantization'-as the space of all holomorphic sections of the trivial holomorphic (pre-quantum) line bundle with connection
In that approach, the quantization of T * G is equal to the Hilbert space
where ε denotes the Liouville measure and where (x, Y ) → e −2π|Y | 2 is viewed as a function on G × g ∼ = T * G, the norm | · | coming from an AdG-invariant inner product on g (see §2 for more details). Moreover, if the usual half-form correction of geometric quantization is taken into account, this Hilbert space is modified to
where η is the
Here t is some maximal abelian subalgebra of g, and R
+ is a set of positive real roots. In his earlier work Hall [20] . The first isomorphism is written down explicitly in the appendix of the present paper, where we show that it is G × G-equivariant when L 2 (G) is endowed with the natural G × G-action. Either way, there are natural identifications of the above quantizations with the Hilbert space L 2 (G) of square-integrable functions on the configuration space G.
Towards a quantization commutes with reduction theorem for T * G, an important intermediate step is the following connection to Hall's work: Theorem 3.16. Let G be a compact connected Lie group and endow T * G with its standard Kähler structure. Let (L, ∇ L ) be the asociated G × G-equivariant prequantization line bundle (5) . Then the Dolbeault-Dirac quantization (3) of T * G is G × G-equivariantly equal to Hall's Hilbert space (6) , equipped with the natural G × G-action. Similarly, the equivariant spin quantization (4) of T * G is G × Gequivariantly equal to (7) . Consequently [22, Theorem 2.6], both of these quantizations of
Along the way, we prove that the canonical line bundle K on T * G is seminegative, which is an interesting result on its own: Theorem 3.11. The canonical line bundle K on T * G (with its standard Kähler structure) is semi-negative.
Recall that a hermitian holomorphic line bundle L over a Kähler manifold M is called semi-negative if the matrix R ij in the expansion R = i,j R ij dz i dz j is seminegative (in that −R ij is positive semidefinite).
In §4 we deal with the Dolbeault-Dirac quantization of the singular MarsdenWeinstein quotient
where j is the momentum map as defined in Lemma 4.3 (there are some problems with the spin Dirac quantization of j −1 (0)/AdG, which we will address in §5). Although the above Marsden-Weinstein quotient is not a smooth manifold, it is still a symplectic stratified space [48, 49] (see also [44] for an extensive account on symplectic stratified spaces). In particular, there exists a (unique) principal stratum, which is an open and dense subset of T * G//AdG carrying a natural symplectic structure and, in our case, even a (natural) Kähler structure. The third main result of this paper is: Theorem 4.16. If the Dolbeault-Dirac quantization of j −1 (0)/AdG is defined to be the Dolbeault-Dirac quantization of its principal stratum, then
Here T denotes a maximal torus in G and W (G, T) = N G (T)/T is the associated Weyl group.
It might seem awkward at first glance to ignore the singular strata, so let us elaborate on this a bit. As will be shown in Lemma 4.4, the Marsden-Weinstein quotient T * G//AdG is homeomorphic to T * T/W (G, T). The pre-image of the principal stratum of T * G//AdG under the projection map
is an open and dense submanifold of T * T. Because the stratification is by symplectic (and hence even-dimensional) manifolds, pre-images of the singular strata all have codimension at least 2 in T× t. From this, one can show that each compactly supported section of Λ (0,•) T * (T * T) ⊗ L can be approximated in the graph norm of D L by sections with compact support in the pre-image of the principal stratum. Therefore, the closure of the Dolbeault-Dirac operator on L 2 (T * T) is 'insensitive' to the removal of the pre-images of the singular strata, and, consequently, it is sufficient to consider the Dolbeault-Dirac operator on the pre-image of the principal stratum. By discreteness of the Weyl group, it is then also sufficient to quantise the principal stratum of the singular Marsden-Weinstein quotient. See §4.2 for details.
On the other hand, the Weyl integration formula and Theorem 3.16 imply that the quantum reduction of L 2 (G) at zero, which is defined as the G-invariant part of the Hilbert space [16, 34] , is isomorphic to L 2 (T) W (G,T) . We thus arrive at the main conclusion of this paper: Theorem 4.18. On Definition 1.3 of Dolbeault-Dirac quantization of T * G and T * G//AdG, quantization after reduction and reduction after quantization are both canonically isomorphic to
The isomorphisms in question, as well as their 'canonical' nature, will be explained in due course.
The Kähler structure on the cotangent bundle
Let G be a compact connected Lie group and consider its cotangent bundle T * G. The following considerations show that T * G is canonically a Kähler manifold [19] . Using left-trivialisation we can identify the cotangent bundle T * G with G × g * , where g denotes the Lie algebra of G. Fix an AdG-invariant inner product ·, · on g, which always exists by compactness of the Lie group G, and use this inner product to identify g with its dual g * , and hence G × g * with G × g. Using lefttrivialisation we always identify the tangent spaces
For given G as above, there exists a connected complex Lie group G C such that every homomorphism of G into a complex Lie group H extends to a holomorphic homomorphism from G C into H, and this group is unique (up to isomorphism of Lie groups) provided it it contains G as a closed subgroup and has Lie algebra g⊕ig [19, §3] . The associated complex structure on G C is determined by the property that for each x ∈ G and Y ∈ g, the map z → xe zY is holomorphic from C to G C . Identifying the Lie algebra g ⊕ ig of G C with g × g ≡ g 2 (in the same way that R ⊕ iR = C is identified with R × R), the map J e : g 2 → g 2 defining this complex structure by translation is then simply given by the familiar expression
Using left translation, for each point t ∈ G C , the tangent space T t G C may be identified with g × g, where the first copy of g consists of the vectors tangent to
see [19, Proof of Lemma 12] . This endows T * G and G× g with a complex structure, too, in which for each (x, Y ) ∈ G × g the map z → (xe uY , vY ) is holomorphic (where z = u + iv). In turn, the canonical symplectic structure on T * G transfers to a symplectic structure on G C , and the two combine to a Kähler structure [21, 22] on the latter manifold, and hence also on T * G and on G × g. We will often tacitly identify T * G, G × g, and G C , referring to the above Kähler structure as standard. On G × g, the standard Kähler structure has a global Kähler potential given by the
where | · | denotes the norm of Y ∈ g w.r.t. the AdG-invariant inner product [22] . The cotangent bundle T * G carries a natural G×G-action coming from the G×G-action on G given by left and (inverse) right multiplication. In what follows, we will use some explicit formulas summarised in the following lemma.
Lemma 2.1. The G × G-actions on G × g and on G
C are given by
2 , respectively, where x ∈ G, h 1,2 ∈ G, Y ∈ g, and t ∈ G C . The fundamental 1-form θ on G × g is equal to
If we identify the tangent spaces T (x,Y ) (G×g) and T t G C with g×g as above, then as an isomorphism of g × g, the differential T Φ (x,Y ) :
Proof. Eq. (12) is proved in [21] . The other equations are straightforward.
Let {e k } be an orthonormal basis of g for the AdG-invariant inner product ·, · g . All forms on G× g are C ∞ (M )-linear combinations of the left-invariant forms {α k }, where α k (e G ) = e * k in g * , and the forms {dy k }, where (y k ) k are the coordinates of Y ∈ g with respect to the orthonormal basis {e 1 , . . . e n } of g. Similarly, we choose left-invariant 1-forms
We later need the fact that the Kähler structure on T * G is geodesically complete:
Theorem 2.2. Let G be a compact connected Lie group and endow T * G with the standard Kähler structure and write g for the corresponding Riemannian metric. The Riemannian manifold (T * G, g) is geodesically complete.
Proof. By the Hopf-Rinow theorem [4] , a Riemannian manifold is geodesically complete if and only if there exists a real-valued function f such that df g ≤ C for some C > 0 and M c = {x ∈ M | f (x) < c} is relatively compact for each c ∈ R. In our case, take the function
on G × g, where |Y | is the norm of Y ∈ g with respect to the chosen Ad-invariant inner product on g. First of all, it is clear that
is relatively compact for all c ∈ R. We now show that df g ≤ 2. We have
where (df ) # is the unique vector field that satisfies
We next calculate Jdf . To this end, note that (
This can be computed from (12) . The computation is easy, as ad Y (Y ) = 0, so that
for a vector field on G × g. On the one hand, we have
On the other hand,
Using (see Lemma 2.1)
and equating (16) and (17), we obtain
This equality holds for all Z if and only if (df )
An argument similar to (14) - (15) shows that
Hence from (13) we obtain
Hence df
Since we also showed that M c is relatively compact for all c ∈ R, we have proved that (T * G, g) is geodesically complete.
Quantization of the cotangent bundle of a compact connected Lie group
In this section we prove one of the two main results of this paper, in that we recover the equivariant Hilbert spaces (6) and (7), originally found by Hall [22] , from Dolbeault-Dirac and spin Dirac quantization, respectively. We do this by showing that the kernel of each operator does not contain any forms of non-zero degree, so that the kernel consists of all (square-integrable) holomorphic sections of L and L ⊗ K 1 2 , respectively, where K 1 2 denotes the half-form bundle. We are then precisely in the setting of Hall's papers mentioned in the Introduction, and we can apply his (Bargmann-type) isomorphisms to (unitarily) identify both the Dolbeault-Dirac and spin Dirac quantization with L 2 (G). In order to prove that the kernels of the Dolbeault-Dirac and the spin Dirac operators do not contain forms of non-zero degree, we need a non-compact version of the Kodaira vanishing theorem. In §3.1 we prove a version of this theorem for geodesically complete Kähler manifolds. In §3.2 we prove that the canonical line bundle on T * G is semi-negative (see §3.4). The proof we give there is a corrected form of an argument due to Bielawski [5] . In §3.3 we deduce, using the non-compact version of the Kodaira vanishing theorem, that the kernels of both the DolbeaultDirac and the spin Dirac operators do not contain any forms of non-zero degree. We first collect some facts about unbounded operators T : D(T ) → H, where H is some Hilbert space and : D(T ) ⊂ H is the domain of T , always assumed dense in H. We call T essentially positive if its is essentially self-adjoint and satisfies
Similarly, T is called positive if it is self-adjoint and satisfies (19) .
(1) If T is essentially positive, then its closure T is positive. for all y ∈ D. In particular,
and the right-hand side goes to zero as n, m go to infinity, since both (x n ) n and (Cx n ) n are Cauchy sequences. In particular, (S 1 2 x n ) n is a Cauchy sequence, and
2 ), whence (20) . To prove (21), we already know that it holds on D. Let x ∈ D(C) be as above.
By the previous argument, S
which proves (21) for each x ∈ D(C).
2 ) by (20) , and
Therefore, x ∈ ker S 1 2 ∩ T 1 2 = ker S ∩ ker T . This gives (22) .
This is equivalent to A being a positive, invertible operator on V . The following lemma is just a matter of linear algebra. We omit the proof. Lemma 3.2. Let A be a positive-definite (and hence self-adjoint) linear operator on a finite-dimensional inner product space (V, , ) and let A be its extension to T V as a derivation, i.e.,
and
Let W be another vector space and consider the linear map
Then A ⊗ Id restricts to a positive-definite self-adjoint operator on
We now turn to (possibly unbounded) zeroth-order differential operators. The next proposition shows that any symmetric zeroth-order differential operator is essentially self-adjoint. Proof. Since R x is symmetric for each x ∈ M , R is a symmetric zeroth-order differential operator on Γ ∞ c (M, E). We prove that R = R * as an operator on
and R * s = Rs on this domain, where R acts on s as a zeroth-order differential operator. Indeed, since R is a zeroth-order differential operator, the equality
for all t ∈ D(R * ). Here, R is again viewed as a zeroth-order differential operator. Consequently, s ∈ D(R * * ), and so R * ⊂ R * * = R. Because R is symmetric, R ⊂ R * , and hence R = R * . In other words, R is essentially self-adjoint.
To formulate the Kodaira vanishing theorem, we need the notion of a positive line bundle (cf. [3] ).
where (R kl ), which is always hermitian, is a positive (semi-)definite matrix at each point. A hermitian holomorphic line bundle L is said to be (semi-)negative if L * , which has curvature −R L , is (semi-)positive.
Remark 3.5. Note that positive (semi-)definiteness of the matrix (R kl ) at a point x is equivalent to saying that the sesquilinear form (
This condition on R L can be checked point-wise and, moreover, it can be checked with respect to an arbitrary frame of T In view of the above remark we therefore say that
L is simply said to be (semi-)positive, and this is denoted by R > 0 (R ≥ 0). Similar definitions are introduced for the (semi-)negative case.
We now state a Kodaira vanishing theorem for geodesically complete Kähler manifolds. The corresponding result for the compact case can be found in [3, 
where {ξ k } is any unitary frame of T * (0,1) M with dual frame {Z k } in T (0,1) M . Denote the second (zeroth-order differential) operator by R. As M is geodesically complete, the operators
the closure of ∆ (0,•) is a positive self-adjoint operator by Proposition 3.1.1. Note that R acts trivially on L, so that we can simply regard R as a morphism of the bundle
acts by invertible, positive operators on the fibres of T * (0,1) M . Indeed, with respect to the unitary frame {ξ k }, the matrix of R on T
This means that R acts (fibrewise) as a derivation of degree 0. We can now apply 
is also in ker R by (22) , i.e., Rs = 0. As s is smooth, so is Rs. Thus Rs = 0 if and only if R x s(x) = 0 for all x ∈ M . Another application of Lemma 3.2 shows that
3.2. Semi-negativity of the canonical line bundle. We prove that the canonical line bundle on T * G is semi-negative for any compact connected Lie group. Let {W k } be linearly independent left-invariant holomorphic (1, 0)-forms on G C , and write
The Liouville measure is defined as
By [22] , the function η of (8) satisfies
where b = i n (−1) n(n−1)/2 and c > 0 a constant, so that
In particular, the curvarture of the canonical line bundle K is ∂∂ log det(g kl ) = 2∂∂ log η.
Consequently, the canonical line bundle K is semi-negative if and only if η is plurisubharmonic. The key point in proving semi-negativity of the canonical line bundle is the following proposition (inspired by [5] , whose discussion we amend).
Let T be a maximal torus in the compact connected group G, t its Lie algebra, and W (G, T) the corresponding Weyl group. Any G×G-invariant function on G×g is determined by its values on {e} × t, as this subset intersects every orbit.
Proposition 3.7. The restriction of G × G-invariant functions on G C to {e} × t determines a bijective correspondence between smooth G × G-invariant plurisubharmonic functions on G C and smooth W (G, T)-invariant convex functions on t.
To prove this, let us introduce some notation (which is taken from [5] 
and a g-valued 1-form L, vanishing on vertical vectors, by L = Jθ. Suppose now that we are given a smooth W (G, T)-invariant function K on t extended uniquely to a G × G-equivariant smooth function K on G C (we do not assume yet that K is convex). We write ·, · g for a (fixed) AdG-invariant inner product on g and extend it to a complex-bilinear form on g C . Because J is left G-invariant, the definition of the Lie bracket of vector fields implies that
Then, by the Nijenhuis-Schouten bracket,
Proof. We first evaluate both sides on vectors of the form X − iJX and X + iJX, (X ∈ g):
where, in the final step, we used the fact that K only depends on g. From (12) and its inverse one can deduce that JX =
1 Although we work with right-invariant vector fields here, (12) , which was formulated for the left-trivialisation of T G, can still be applied. The reason is that we compute in the point {e} × g.
Note that [Y, ∇K] = 0, because K is AdG-invariant. Expanding
ad Y sin ad Y in a power series, we see that
Similarly, for each X ∈ g, i(∂K − ∂K)(X + iJX) = ∇K, θ g (X + iJX).
The form ∂K − ∂K is invariant under the left-action of G. However, for the form ∇K, θ g , initially defined on {e} × g, to be invariant under left-multiplication, we need to extend ∇K to a G-equivariant map from G × g to g, i.e.,
Following [5] , we call this map µ. Thus by definition,
on G× g. The map µ is G-equivariant, so the covariant derivative of µ (with respect to the connection 1-form θ) Dµ = dµ − θ ∧ µ vanishes on vertical vector fields. At each point (g, Y ) ∈ G×g, the map L determines an isomorphism from the horizontal tangent space at that point to g. Still following [5] , for each (g, Y ) ∈ G×g we define
Taking the exterior derivative on both sides of (24), we obtain
for any g-valued 1-form α and vector fields X, Y . Then, by (23),
Because both dθ − [θ, θ] and [L, L] vanish on vertical vector fields, it follows that
Lemma 3.9. The G × G-invariant function K is plurisubharmonic if and only if the hermitian map Θ − i ad µ : g C → g C is positive.
Proof. Let us first rewrite the expression for i∂∂K = d µ, θ g :
We are now able to evaluate ∂∂K on pairs of vector fields. We have:
2 In [5, on top of pp. 129] one can find a similar result, in which in our opinion Θ + i ad µ should be replaced by −Θ + i ad µ (in [5] , the symbol Φ is used instead of Θ).
Write h for the sesquilinear form h(Z, W ) = ∂∂K(Z, W ) (which is the only time in this paper we take the sesquilinear form to be anti-linear in the second variable) and write ·, · s g for the extension of the inner product on g to an inner product on g C , anti-linear in the first variable. Then we find
From this expression it is clear that K is plurisubharmonic if and only if the hermitian map Θ − i ad µ : g C → g C is positive.
Let R denote the set of real roots of (G, T), i.e., R = {α | iα is a root for (G, T)}. Proof. Decompose g C as
where g iα is the root space belonging to the root iα. Consider the composition
where L is considered a map g → g, because on {e} × g, the map
Here, µ,
). Since µ maps t into itself, dµ maps t C into t C and µ,
acts trivially on t C . As L −1 is the identity map on t C , the map Θ − i ad µ maps t C into itself and this map is given by dµ| t C . Now, µ = ∇K = i ∂K ∂xi e i , seen as a g-valued function on g, where (x i ) i are the coordinates of g with respect to some basis {e i } of g. Hence, dµ( Consequently, the eigenvalues of dµ| t are given by the eigenvalues of the Hessian matrix of K on t. On X iα ∈ g iα , the map Θ − i ad µ acts as
Now, by AdG-invariance of µ,
for all Y ∈ t and X ∈ g. Therefore, α(Y )dµ(X iα ) = α(µ(Y ))X iα , and so
Thus the eigenvalues of Θ − i ad µ are given by the eigenvalues of the Hessian of K : t → t and by α(µ(Y ))
sinh α(Y ) + 1 is therefore non-negative for each α ∈ R. Moreover, convexity of K also implies that the eigenvalues of its Hessian matrix are non-negative. Therefore, Lemma3.9 and Lemma 3.10 imply that the G × G-invariant extension of K to a function K on G C is plurisubharmonic. The converse follows from the fact that the eigenvalues of the Hessian of K are also eigenvalues of Θ − i ad µ.
The following theorem is now obtained as a corollary of Proposition 3.7.
Theorem 3.11. The canonical line bundle on T * G (with its standard Kähler structure) is semi-negative.
Proof. By Proposition 3.7, it is sufficient to prove that the function
is convex on t. Since a finite sum of convex functions is convex, we need that
is convex on t for each real root α. Now, for each α ∈ R, the map Y → |α(Y )| is a semi-norm on t, so in particular, each of these maps is convex. By applying the chain rule it is not difficult to show that, if φ : R → R is convex and nondecreasing on the range of another convex map f : Ω → R, where Ω is a convex set, 4 To see this, let wα ∈ W (G, T) be the reflection associated to the root α. Pick a basis {e 1 . . . , e k } of t such that e 2 , . . . e k are in ker α and wα(e 1 ) = −e 1 . Write (y i ) for the coordinates of Y ∈ t with respect to this basis. Then K(y 1 , . . . , yn) = K(−y 1 , . . . , yn) by Weyl-invariance of K. Also taking into account the convexity of K, we see that α(∇K)/α(Y ) =
then the composition φ • f is convex, too. So, we need to prove that the function log • η : R → R is convex and non-decreasing on R ≥0 , where η : R → R is given by t → sinh t t .
By looking at the power series for η one sees that log • η is non-decreasing on R ≥0 . The function log • η is convex if and only if
The first and second derivatives of η are equal to
The expression η(t) η
Hence log η is convex and the theorem is proved.
3.3. Dolbeault-Dirac and spin quantization. In this section we prove that the Dolbeault-Dirac quantization and spin quantizations of T * G are G×G-equivariantly isomorphic to the Hilbert spaces (6) and (7), both of which were previously obtained by Hall [22] via geometric quantization. To achieve this we use Theorem 3.6 together with the semi-negativity of the canonical line bundle on T * G (i.e., Theorem 3.11) to show that the kernel of both the Dolbeault-Dirac operator and the spin Dirac operator only consists of holomorphic functions on T * G that are square-integrable with respect to some G × G-invariant measure.
Define a smooth function φ :
Recall that the pre-quantum line bundle L on T * G is simply the trivial hermitian line bundle endowed with the connection ∇ L = d + 2πiθ, where θ denotes the canonical symplectic potential. We take the G × G-action on the fiber direction of L to be trivial. Since θ is a Proof. We show that ∂φ = 2πi(π (0,1) θ). This implies that
so that ∂ L α = 0 if and only if ∂(e φ α) = 0.
With respect to the basis {α k , dy k } (see the remarks above Theorem 2.2 for the definition of these 1-forms) the form dφ is equal to 2πy k dy k , which we simply write as (0, 2πY ). Since ad Y acts trivially on Y , we compute ∂φ = (0, πY ) + (iπY, 0) = (iπY, πY ).
On the other hand, by Lemma 2.1,
Multiplying by 2πi gives 2πiπ (0,1) θ = (iπY, πY ), which is equal to ∂φ.
If the bundle L is endowed with the unique holomorphic structure for which the section e −φ is holomorphic, then 
c (M, E) be given and let ψ ∈ C ∞ c (M ) be such that 0 ≤ ψ ≤ 1 and ψ ≡ 1 in a neighbourhood U of supp t. Then s, Dt = ψs, Dt , since D is a local operator. The section ψs is compactly supported and smooth, so that by symmetry of D:
where D acts on ψs as a differential operator. Now, D(ψs)(x), t(x) x is zero outside supp t and the differential operator D commutes with ψ on the neighbourhood U , since ψ ≡ 1 there. Consequently,
for all x ∈ M , and so
where D acts as a differential operator on s. Since this equality holds for all t ∈ Γ ∞ c (M, E), this proves the lemma. Proof. By Theorem 3.11 the canonical line bundle K is semi-negative, so that K * is semi-positive. Since the total curvature of a tensor product of two line bundles is the sum of the curvatures of the individual line bundles, we see that K * ⊗ L is positive. According to Theorem 3.6 the kernel of 
Since e −φ is G × G-invariant, the last isomorphism intertwines the G × G-actions on both spaces.
We now turn our attention to the spin quantization of T * G. It is shown in e.g. [11, Chapter 6 ] that for a fixed spin structure on any Kähler manifold M , the spinor bundle S is isomorphic to the bundle Λ
is the line bundle of half-forms corresponding to the chosen spin structure (which satisfies
be a linearly independent system of left-invariant holomorphic (1, 0)-forms on G C . Then β := β 1 ∧ · · · ∧ β n is a left G C -invariant holomorphic trivialising section of K. The section β is also invariant under the right action of G on G C . To see this, note that
where Ad * g −1 is viewed as a real-linear map g * → g * . The function
is a group homomorphism. Since G is compact and connected, the image of this homomorphism is a compact and connected subgroup of R × , hence this image is {1}. Consequently, β is also invariant under the right action of G on G C . Since β is both left-and right-invariant, it is invariant under the action of G × G on G C . Let h denote the hermitian structure on K. Now choose K 1 2 to be the trivial holomorphic line bundle with the trivialising holomorphic section α that satisfies α 2 := α ⊗ α = β and with hermitian structure determined by
is such that α is G×G-invariant. Proof. The twisted operator / D L is equal to the twisted Dolbeault-Dirac operator
⊗ L) (see e.g [11, 14] ). Because the canonical line bundle K is semi-negative, the line bundle
, and as in Theorem 3.14 this kernel is
where the last isomorphism is given by the map
This is an isomorphism, because the trivialising section α of K 1 2 satisfies h(α, α) = η.
Because α and e −π|Y | 2 are invariant under G × G, the isomorphism of (25) is G × G-equivariant. 
Quantization of the symplectic stratified quotient
Let G be a compact connected Lie group, and consider the action of G on T * G induced by the action of G on itself by conjugation. Since this induced action is not free (like the one on G), the ensuing Marsden-Weinstein quotient T * G//AdG is not a manifold, but merely a symplectic stratified space [49] . In this section we first explicitly determine the stratified structure of T * G//AdG, and then define the quantization of the Marsden-Weinstein quotient to be the Dolbeault-Dirac quantization of its principal stratum. On this definition, quantization turns out to commute with (singular) reduction, which provides an a posteriori justification of our definition. For a different, a priori justification of this definition, we note that because our singular quotient T * G//AdG is stratified by symplectic spaces, its singular (i.e., non-principal) strata have codimension at least 2. This makes the following two results (though restricted to flat space) rather suggestive.
Cf. [7, Theorem 3.1.3] for the proof. Now endow R 2n with its standard Kähler structure. The bundle Λ (0,•) T * R 2n is identified with the direct sum of 2 n -copies of L 2 (R 2n ) by considering the unitary frame
The Dolbeault-Dirac operator has constant coefficients with respect to this unitary frame, so by [15, Theorem 6.24] , the graph norm of the Dolbeault-Dirac operator on Γ
is equivalent to the H 1 -norm. Combining this result with Proposition 4.1 we obtain the following:
) with respect to the graph norm of the DolbeaultDirac operator on R 2n .
Consequently, at least on flat space the Dolbeault-Dirac operator is insensitive to the removal of submanifolds of codimension at least 2. In our context, this suggests that it may be restricted to the principal stratum of T * G//AdG without any loss.
4.1.
Geometry of the reduced space. Given our compact connected Lie group G, we fix a maximal torus T in G with Lie algebra t and corresponding Weyl group W (G, T). As in §2, we choose an AdG-invariant inner product on g and use this inner product and left-trivialisation of T * G to identify T * G with G × g. Calculations similar to those in [1, Section 4.4] lead to the following result.
Lemma 4.3. The momentum map j : G × g → g * , considered as a map from G × g into g, is equal to
Having an explicit formula for the momentum map, we now determine the strata of the Marsden-Weinstein quotient (9) . We show that it is sufficient to know how these strata intersect T × t. The isotropy group of an element g ∈ G under the action of G on itself by conjugation is simply the centraliser Z G (g). Similarly, we write Z G (Y ) for the isotropy group of Y ∈ g under the adjoint action of G on g, and refer to Z G (Y ) as the centraliser of Y , too.
The orbit of (x, Y ) under the adjoint action of G contains an element of T×t, and we have a homeomorphism
with respect to the obvious diagonal action of W (G, T) on T × t.
This result is not new [28] , but nonetheless we provide an independent proof, since it contains manipulations that will be needed in what follows.
Proof. Let (x, Y ) ∈ j −1 (0) and consider the one-dimensional Lie subalgebra h Y ⊂ g generated by Y . The Lie group exp(h Y ) is a torus in g. Since j(g, Y ) = 0, we have g exp(tY )g −1 = exp(Ad g tY ) = exp(tY ), (t ∈ R), so that g centralises the torus exp(h Y ). Consequently, there is a maximal torus in G that contains both exp(h Y ) and g (see [33, Theorem 4.50] ). Since any two maximal tori are conjugate in G, there exists an h ∈ G such that T contains both hgh −1 and exp(Ad h h Y ). In particular, the path t → exp(tAd h Y ) lies in T, so that Ad h Y ∈ t. Thus (hgh −1 , Ad h Y ) lies in T × t. Clearly, T × t ⊂ j −1 (0) and this inclusion induces a continuous map
By the previous paragraph, ι is surjective. To show that it is injective, we proceed in the same way as in [33, Proposition 4.53] , where it is shown that G/AdG is homeomorphic to T/W (G, T).
e., the closed Lie subgroup of G consisting of all elements that centralise both g and Y . Its Lie algebra is
and Z g (g, Y ) contains t. It also contains Ad
where we used the fact that hg −1 h ∈ T. Similarly,
Both t and Ad h −1 t are maximal abelian subalgebras in Z g (g, Y ). Hence there exists an element k in (the identity component of) Z G (g, Y ) such that Ad(kh −1 )t = t. Consequently, kh −1 ∈ N G (T), and
so that (g, Y ) and (g ′ , Y ′ ) are in the same W (G, T) orbit. Thus ι is a continuous bijection. To prove that ι is a homeomorphism we show that it is closed. For this, it is sufficient that the map T×t → j −1 (0)/AdG is closed. Since T×t is a closed subset of j −1 (0), it is in turn sufficient to show that the projection j −1 (0) → j −1 (0)/AdG is closed, which is what we are going to do now. By compactness of G, the map
is proper. Every proper map into a locally compact Hausdorff space is closed, and so in particular Φ is closed. Therefore, if C is a closed set of j −1 (0), then GC = Φ(G × C) is closed. Thus the quotient map j −1 (0) → j −1 (0)/AdG is closed. Consequently, the continuous bijection
is closed, and hence is a homeomorphism.
The restriction of the symplectic structure on G × g to T × t is equal to
where g ∈ T, Y, X 1,2 , Z 1,2 ∈ t (see (11) ). Moreover, on T × t, the map (12) is just the identity when restricted to t × t. Therefore, the induced complex structure on T × t, as a map from t × t onto itself after identifying each tangent space with t × t using left-trivialisation, is simply
Obviously, the Kähler structure that T × t inherits from G × g is equal to the standard Kähler structure on T × t. One verifies directly that this Kähler structure on T × t is invariant under the action of the Weyl group. For a strongly Hamiltonian, proper group action on a symplectic manifold M , the space j −1 (0)/AdG is stratified by the strata [44, 49] 
where H ⊂ G is an isotropy group for the G-action on M , M x H is the connected component of M H := {x ∈ M | H is the isotropy group of x} that contains x (assuming that x ∈ M H ), and
We now use (26) to determine the strata of j −1 (0)/AdG for the adjoint action of G on T * G. By Lemma4.4 it is sufficient to consider only those submanifolds
This latter fact can be seen as follows:
T , then T centralises both g and Y . In particular, there exists a maximal torus containing both g and T and so g ∈ T, because T is a maximal torus. Similarly, Y ∈ t. Thus we have proved:
(2) Each stratum of j −1 (0)/AdG is of the form
with H ⊃ T.
Proposition 4.5 basically says that the symplectic stratification on j −1 (0)/AdG is obtained by partitioning T × t into the connected components of (G × g) H for H ⊃ T and subsequently project these into j −1 (0)/AdG. We now further analyse this partition of T × t. Consider the action of G on itself by conjugation and let T be a maximal torus. The principal stratum of G is
Similarly, the principal stratum of the adjoint action of G on g is equal to
Proofs of these facts may be found in [12, Theorem 3. The principal stratum of G × g is (G × g) C(G) , where C(G) denotes the centre of G, but this stratum does not intersect j −1 (0), because each element in j −1 (0) is at least fixed by some maximal torus of G. Instead, the principal stratum on T × t is as described in the following proposition.
Since L is trivial and has the standard hermitian structure, one can identify E ⊗ L and E as hermitian vector bundles. As a differential operator on E, the difference D L − D is of order zero. In particular, D L has the same principal symbol as D, so that D L still has finite propagation speed and is therefore still essentially self-adjoint on Γ 
Proposition 4.12 implies that the Dolbeault-Dirac quantization of (G × g) T can be naturally identified with the Dolbeault-Dirac quantization of
To study the Dolbeault-Dirac quantization on (G × g) T /W (G, T) we first need some other facts. The proof of the following lemma is straightforward. If a Lie group acts on an oriented Riemannian manifold, we always assume that the action preserves the metric as well as the orientation. Proposition 4.14. Let Γ be a finite group acting on an arbitrary oriented Riemannian manifold M . Suppose that D is a symmetric Γ-invariant differential operator on a Γ-equivariant hermitian vector bundle E. Then
Proof. The inclusion of the closed subspace
The map p is easily verified to be the projection onto
Γ . Since D is assumed to be Γ-invariant, it commutes with the projection p. Now apply Lemma 4.13.
Suppose that Γ acts freely on M and write π : M → M/Γ for the quotient map. Let E be a Γ-equivariant vector bundle over M . Then E/Γ is a vector bundle on M/Γ with the obvious projection map E/Γ → M/Γ. Moreover, the map sending a section s ∈ Γ(M, E)
Γ to the section s ∈ Γ ∞ (M/Γ, E/Γ) that is given by
Γ -modules. Because Γ is discrete, there is natural identification of (T M )/Γ with T (M/Γ). Moreover, if M is endowed with a Γ-invariant Kähler structure, then M/Γ inherits a Kähler structure from M , and if L is a Γ-equivariant pre-quantum line bundle over M for the symplectic structure ω on M , then L/Γ is a pre-quantum line bundle over M/Γ (with connection ∇ L/Γ induced by the Γ-invariant connection ∇ L on L) for the inherited symplectic structure ω Γ on M/Γ. In fact, the pull-back of ω Γ along π is ω, and the pull-back of 
Let ε and ε be the Liouville measures on M and M/Γ, respectively. Then
, for all f ∈ C ∞ (M/Γ). Therefore, for any Γ-equivariant hermitian vector bundle
Γ is unitary. Taking E = E ⊗ L and using Proposition 4.14, we now obtain: Proposition 4.15. Let Γ be a finite group acting freely on a Kähler manifold M , such that the Kähler structure is
− . This brings us to one of our main results: Theorem 4.16. If the Dolbeault-Dirac quantization of j −1 (0)/AdG is defined to be the Dolbeault-Dirac quantization of its principal stratum, then
where each unitary isomorphism is natural (i.e., independent of a choice of basis).
Proof. The first isomorphism is a consequence of Propositions 4.12 and 4.15, whereas the second follows from Theorem 3.16 and Proposition A.1.
4.3.
Quantization commutes with reduction. We discuss some facts concerning the Guillemin-Sternberg conjecture for the coadjoint action of G on T * G. The following proposition is well known. Proposition 4.17. Let G be a compact connected Lie group and T a maximal torus. Write δ : T → C for the Weyl denominator function. Then there exists c > 0 such that f → c|δ| · f | T defines a unitary map
Proof. 
Theorem 4.18. Defining the Dolbeault-Dirac quantization of T * G//AdG to be the Dolbeault-Dirac quantization of its principal stratum, then (Dolbeault-Dirac) quantization after reduction and reduction after quantization are both canonically isomorphic to
, where the isomorphisms are as just explained.
Discussion and outlook
To summarize the main results in this paper, we have:
• Shown that the Dolbeault-Dirac and spin quantizations of T * G (with its standard Kähler structure) yield the same Hilbert spaces (6) and (7) that Hall found in [22] (who used geometric quantization based on a holomorphic polarisation); • Formulated a quantization procedure for the singular Marsden-Weinstein quotient T * G//AdG, where quantization is performed by taking the kernel of the (twisted) Dolbeault-Dirac operator on the principal stratum;
• Shown that quantization commutes with reduction in the sense that both reduction after quantization and quantization after reduction yield the same Hilbert space L 2 (T) W (G,T) .
Although the above methods for quantising the cotangent bundle T * G and the Marsden-Weinstein reduced space T * G//AdG are perfectly natural, the quantization commutes with reduction theorem would get more body if there were a way to identify quantization after reduction with reduction after quantization differently from mere unitary isomorphism of Hilbert spaces. There is a natural map where a holomorphic function f ∈ HL 2 (T * G, e −|Y | 2 ε) AdG is pulled back to the space (G × g) T ⊂ T * T and then projected to a square-integrable holomorphic function on the quotient (G × g) T /W (G, T), but this map is not unitary [23] . To solve this problem one could look for either other natural maps going from the one space to the other, or some more flexible framework in which the quantizationcommutes-with-reduction problem can be formulated.
Unfortunately, neither the K-theoretic framework for quantization-commuteswith-reduction used in [26, 27, 34, 41] nor the approaches in [37, 45] apply here, since our momentum map fails to be proper and the reduced space is non-compact, so that the quantization of the latter, viz. the Hilbert space L 2 (G) AdG , is infinitedimensional, so that, in particular, the multiplicity of the trivial representation in the AdG-equivariant quantization of T * G is infinite. Consequently, L 2 (G) can neither be interpreted as an element in the generalised representation ring, nor as an element in K(C * ({e})) = K 0 (C) ∼ = Z. It would therefore be desirable to find a new framework in which the quantization-commutes-with-reduction problem can be studied for pathological cases like ours.
Finally, let us make a few comments about the spin quantization and explain why we only use Dolbeault-Dirac quantization on the quotient. The curvature of the canonical line bundle on T * T is 0. Therefore, the Dolbeault-Dirac quantization is equal to the spin quantization for T * T. When we also consider the W (G, T)-action on the canonical bundle, then the left-invariant holomorphic (n, 0)-form β 1 ∧ · · · ∧ β n , where each β k is a left-invariant (1, 0)-form on T C , is not W (G, T)-invariant. Indeed, an element w ∈ W (G, T) sends β 1 ∧· · ·∧β n to det(w)β 1 ∧· · ·∧β n , where det t (w) is the determinant of the action of w as a real-linear map on t, or equivalently, the determinant of its complex linear extension to t C , considered as a complex-linear map. This determinant is ±1 depending on whether w is a rotation or a reflection of t. We do not know if there exists an equivariant half-form bundle whose square is precisely the equivariant canonical line bundle.
Appendix A. Equivariance of Hall's isomorphisms
In this appendix we show that Hall's isomorphism in [19] is equivariant. We first recall this isomorphism. Define an entire function φ : G C → C by
where the sum is over all irreducible representations of G, each of which is extended holomorphically to an irreducible representation of G C , and where
Then by [19, Theorem 10] , the following map is unitary:
By restriction, C φ also defines a unitary map
where T is a maximal torus of G and W (G, T) is the corresponding Weyl group.
Proposition A.1. Let G be a compact connected Lie group.
(1) Hall's unitary isomorphism C φ intertwines the natural G × G-actions. Proof.
(1) We apply [19, Theorem 10] , where unitary isomorphisms are constructed between L 2 (G) and HL 2 (G C , ν) for a specific class of G-bi-invariant measures ν on G C . To verify that this theorem applies to the G × G-invariant measure ν := e −2π|Y | 2 ε, we need to check the following:
(1) ν is given by a density with respect to the Haar measure dµ on G C that is locally bounded away from zero; (2) for each irreducible representation π of G, analytically continued to G C , the expression where we used the fact that on G × g the Liouville measure is equal to dxdY , assuming that dx, the Haar measure on G, and dY , the Lebesgue measure on g, are appropriately normalised (see [21, Lemma 4] for some constant C > 0. This last integral is finite. Thus the measure ν satisfies conditions (1) and (2), so we can apply [19, Theorem 10] . From these expressions one can deduce that C φ is a G × G-invariant map.
(2) Let w ∈ W (G, T) be given. We show that C We claim that φ(wt) = φ(t) for all w ∈ W (G, T) and t ∈ T C . From the invariance of e 
