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Abstract
This paper is on density estimation on the 2-sphere, S2; using the orthogonal series
estimator corresponding to spherical harmonics. In the standard approach of truncating the
Fourier series of the empirical density, the Fourier transform is replaced with a version of the
discrete fast spherical Fourier transform, as developed by Driscoll and Healy. The fast
transform only applies to quantitative data on a regular grid. We will apply a kernel operator
to the empirical density, to produce a function whose values at the vertices of such a grid will
be the basis for the density estimation. The proposed estimation procedure also contains a
deconvolution step, in order to reduce the bias introduced by the initial kernel operator. The
main issue is to ﬁnd necessary conditions on the involved discretization and the bandwidth of
the kernel operator, to preserve the rate of convergence that can be achieved by the usual
computationally intensive Fourier transform. Density estimation is considered in L2ðS2Þ and
more generally in Sobolev spaces HvðS2Þ; any vX0; with the regularity assumption that the
probability density to be estimated belongs to HsðS2Þ for some s4v: The proposed technique
to estimate the Fourier transform of an unknown density keeps computing cost down to order
OðnÞ; where n denotes the sample size.
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1. Introduction
In density estimation interest has been shown in the application of efﬁcient
numerical algorithms. The numerical algorithm at hand in the case of the 2-sphere is
the analog of the fast Fourier transform, as developed by Driscoll and Healy [2]. A
main component of such an algorithm is the restriction of all relevant quantitative
information to a discrete, ﬁnite subset of the sphere. In this case the subset consists of
the points of a rectangular lattice in the latitude and longitude coordinates. In order
to apply such a technique to density estimation, one needs a way to transform a
random sample (in a computationally efﬁcient way) to some function deﬁned at the
grid points. The issue addressed in this paper, is to organize this in such a way, that
optimal rates of convergence in density estimation, in particular within some
smoothness class of densities, are preserved. We will try to stay close to the technique
of density estimation using Fourier transforms, as in [3,5]. In [4, p. 247] it is proposed
to ﬁrst transform the sample into a function by applying a kernel operator to it, and
restricting this function to the grid. In particular one may consider kernel operators,
that transform a Dirac density dy into a positive function that only depends on the
Euclidean distance to y; and that vanishes outside a small neighborhood of y: An
example is the uniform probability density on a cap of ﬁxed radius around y: Then
after the Driscoll–Healy algorithm is applied, we can undo the effect of the kernel
operator, at least for the Fourier coefﬁcients in the band we are interested in. When
dealing with a ﬁxed grid, independent of the density to be estimated, a further
complication in the mathematical analysis is the inherent use of function values at
the grid points. This operation is badly controllable in the context of Sobolev spaces
of the orders we would prefer to use. For a given rate of convergence, it would
require extra conditions on the regularity of the density function. Moreover, the
metrical symmetry in the problem disappears by the choice of a ﬁxed grid. A solution
to these complications is found in a randomization procedure by starting the analysis
of a given sample by independently and randomly choosing the orientation of the
grid. As a side effect, we feel that we are likely to avoid the situation that the
symmetry axis of the grid meets regions of the 2-sphere where observations are
clustered, an unfavourable circumstance leading to an increase in needed
computational effort. Due to the kernel inversion step, our method is rather
insensitive to the used kernel operator. In particular the search for sophisticated
kernel operators, mapping a point mass to an effectively band limited function
having small support and approximating the point mass subject to the band limit, as
proposed in [4, p. 248], will only lead to a moderate improvement in our context.
Summarizing, the original density estimator Drfn will be replaced with
K1h DrA
r
bKhfn:
Here fn denotes the empirical density, giving mass n
1 to each data point in the
sample, Kh is a kernel operator so that Khfn is a function that can be evaluated
at the points of the 2-sphere. A
r
b is an operator that is deﬁned for functions deﬁned
on a grid depending on some Fourier band width bXr and a rotation r; and that
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would recover b-band limited functions. Dr is the truncation operator in the
Fourier domain to the r-band. K1h is the deconvolution corresponding to the
convolution Kh:
We will use the following notation. Given sequences an and bn; anpbn means that
there are constants 0oCoDoN such that CbnoanoDbn; for all n: For a point
xAS2; the Dirac density at x will be denoted by dx:
2. Achievable convergence rates
In this section we will quickly recall the application of Fourier analysis technique
to density estimation on the 2-sphere. Moreover, we will make explicit the achievable
convergence rate, depending on the smoothness class of the probability density. It is
this convergence rate that we want to preserve in further developments. It should be
mentioned that in this paper, convergence rate is only considered up to a constant
factor.
Recall that the Laplace–Beltrami operator on S2 splits L2ðS2Þ into ﬁnite-
dimensional eigenspaces Ll with eigenvalues lðl þ 1Þ and dimensions 2l þ 1;
l ¼ 0; 1;y: The eigenspaces Ll are orthogonal with respect to the L2 inner product.
An L2-orthonormal base is given by the spherical harmonics Y ml ; m ¼ l;y; l: We
deﬁne Sobolev space of order s; Hs ¼ HsðS2Þ; as the completion of ﬁnite sumsP
fˆml Y
m
l with respect to the Sobolev Hs-normX
fˆml Y
m
l
  
Hs
¼
X
ð1þ lðl þ 1ÞÞsjfˆml j2
 1=2
:
Recall that H0 ¼ L2ðS2Þ; and that for integer sX1; s times continuously differenti-
able functions belong to Hs: Moreover, for such order s; the Sobolev norm is
equivalent to the L2-norm of the derivatives up to order s of the function. Sobolev
Lemma states that for u4s þ 1; Hu-functions are in fact s times continuously
differentiable functions, and the supnorm of the derivatives up to order s is related to
the Hu-norm. This makes density estimation in Hu relevant for pointwise estimation
of densities and their derivatives up to order less than u  1: Given an integer r40; a
ﬁnite sum f ¼P fˆml Y ml will be called an r-band limited function if fˆml ¼ 0 for lXr:
In [3] it is shown that density estimation can be done at the optimal convergence
rate in the following way. Let Dr be the truncation operator deﬁned for any Sobolev
function
Dr
XN
l¼0
Xl
m¼l
#gml Y
m
l ¼
Xr1
l¼0
Xl
m¼l
#gml Y
m
l :
Suppose that the density f is of Sobolev class Hs; and that one intends to estimate it
in Sobolev space Hv for some 1ovos: Associated with a random sample X1;y; Xn
with underlying density f ; there is the empirical density fn ¼ 1n
P
dXk : It has the
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following properties:
EjjDrfn  f jj2Hv ¼
1
n
EjjDrdX1  Drf jj2Hv þ jjDrf  f jj2Hv ; ð1Þ
EjjDrdX1  Drf jj2Hv ¼ Oðð1þ rðr þ 1ÞÞvþ1Þ ð2Þ
and
jjDrf  f jj2Hvpð1þ rðr þ 1ÞÞ
ðsvÞjj f jj2Hs : ð3Þ
One can be more precise in equality (2), EjjDrdX1  Drf jj2HvpEjjDrdX1 jj
2
Hv
¼Pr1
l¼0 ð1þ lðl þ 1ÞÞvð2l þ 1Þ=ð4pÞ; so that
EjjDrdX1  Drf jj2Hvpð4pðv þ 1ÞÞ1ð1þ rðr þ 1ÞÞvþ1 if vX 12: ð4Þ
Choosing a sequence r ¼ rðnÞ; such that rpn1=ð2sþ2Þ; leads to a convergence rate of
OðnðsvÞ=ðsþ1ÞÞ; more precisely we have
Theorem 1 (Benchmark). Let 1ovos and r ¼ rðnÞpn1=ð2sþ2Þ; then
sup
n;fAHs
nðsvÞ=ðsþ1ÞEjjDrfn  f jj2Hv
1þ jj f jj2Hs
oN: ð5Þ
It is known that the exponent ðs  vÞ=ðs þ 1Þ of n is optimal (cf. [7,8]). It is this
property (5) that we intend to preserve when replacing the estimator Drfn with a
computationally more efﬁcient one.
We would like to make explicit the following facts about the Sobolev norm, to be
used in the sequel:
* If fAHv; then jj f jj2Hv ¼ jjDrf jj2Hv þ jj f  Drf jj2Hv :
* If fAHs; and vps; then jjDrf jj2Hspð1þ ðr  1ÞrÞ
ðsvÞjjDrf jjHv : In particular, if
sX0; jjDrf jj2Hspð1þ ðr  1ÞrÞsjjDrf jjL2 :
* The random functions arising in the paper, are always conﬁned to a ﬁnite-
dimensional subspace, spanned by the Y ml with lob; for some b: Mean square
error calculations reduce to their standard ﬁnite-dimensional equivalents, most
efﬁciently expressed in terms of the Fourier coefﬁcients.
3. Discretization, the tools
In Section 3.1 we will ﬁrst discuss a particular kind of grids and ﬁnd useful
properties of the associated aliasing operator. We introduce the idea of randomiza-
tion of the grid, which will be a convenient notion enabling a mathematical
treatment of our estimation procedure. The author strongly has the idea that a
randomly oriented grid conveys the idea of choosing the grid in such a way, that the
‘poles’ of the grid, ðy ¼ 0; pÞ where the density of grid vertices is greatest, will on
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average avoid regions of the 2-sphere where observations are clustering. Moreover,
this randomization restores the symmetry that is lost in the choice of the grid. We
then recall the speciﬁc grids and relevant information for the Fast Spherical Fourier
Transform from Driscoll and Healy [2] (see also [4]).
In Section 3.2 we discuss kernel operators, whose most important feature will be
the radius of the support of kernel. An appropriate choice will be the box kernel.
3.1. Grids
Let bX0 and let Gb be a ﬁnite subset of S2 consisting of K ¼ Kb points
xkAS2; k ¼ 1;y; K : Suppose that there exist numbers wkX0; k ¼ 1;y; K ; that
satisfy for all jmjolob; jm0jol0obX
k
wkY
m
l ðxkÞ %Ym
0
l0 ðxkÞ ¼ dll0dmm0 : ð6Þ
In particular, since Y 00 ðxkÞ ¼ 1=
ﬃﬃﬃﬃﬃ
4p
p
; we have
P
k wk=ð4pÞ ¼ 1:
For any functions f and g; at least deﬁned on the vertices of the grid, we will deﬁne
a symmetric bilinear form /f ; gS by
/f ; gS ¼
XK
k¼1
wkf ðxkÞ %gðxkÞ: ð7Þ
With respect to this bilinear form, the b2 functions Y ml with lob constitute an
orthonormal set of functions. We will denote by Ab the operator that maps any
function f to the b-band limited function
Abf ¼
Xb1
l¼0
Xl
k¼l
fml Y
m
l ; where f
m
l ¼ /f ; Y ml S ¼
XK
k¼1
wkf ðxkÞ %Yml ðxkÞ:
An equivalent formulation is, that Abf is b-band limited such that for lob we have
ðAbf ; Y ml ÞL2 ¼ /f ; Y ml S: Since Abf is b-band limited, this leads to ðAbf ; Y ml ÞL2 ¼
/Abf ; Y ml S: Therefore we get for b-band limited functions g; that /f  Abf ; gS ¼ 0;
in particular we have the Pythagorean equality /f  Abf ; f  AbfS ¼
/f  Abf ; f þ AbfS ¼ /f ; fS/Abf ; AbfS:
We will refer to Ab as the aliasing operator, especially when applied to functions f
whose Fourier coefﬁcients fˆml vanish for lob:
Lemma 1. The bilinear form /	; 	S; defined by (7) is positive semi-definite. Moreover
jjAbf jj2L2 ¼ /Abf ; AbfSp/f ; fS:
3.1.1. Randomization of grid
A rotation rASOð3Þ acts on grids but also on functions: Rrf ðxÞ ¼ f ðr1xÞ: Rr is
an isometry with respect to L2-norm (and Sobolev norm of any order). The
eigenspaces Ll of the Laplacian are invariant under this action. An obvious choice
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for an aliasing operator that corresponds to the grid rGb is A
r
b deﬁned by A
r
bf ¼
RrAbðRr1f Þ: Arbf only depends on f restricted to rGb; and it equals f for b-band
limited functions. What happens when r is random, uniformly distributed on SO(3)?
For any eigenspace Lk there is a linear map ek :Lk-Fb1 ¼"lobLl given by
f/ErA
r
bf : This map clearly has the property that for any r; ekðRrf Þ ¼ Rrekðf Þ:
Since all the eigenspaces Lk correspond to different isomorphism classes of
irreducible representations of SO(3), it follows from Schur’s Lemma that ek ¼ 0
for kXb: On the other hand, for kob; ek is the inclusion mapping, as is Ab:
Moreover randomization leads to an average
ErjjArbf jj2L2 ¼ErjjRrAbRr
1
f jj2L2 ¼ ErjjAbRr1f jj2L2
pEr/Rr
1
f ; Rr
1
fS ¼
X
k
wkjj f jj2L2=4p ¼ jj f jj2L2 :
Consequently, we obtain the following basic lemma.
Lemma 2. Suppose r is random, uniformly distributed on SOð3Þ: Let fAL2ðS2Þ: Then
ErA
r
bf ¼ Dbf ; and ErjjArbf  Dbf jj2L2 ¼ ErjjArbðf  Dbf Þjj2L2pjj f  Dbf jj2L2 :
3.1.2. Fast (spherical) Fourier transform
S2 may be parametrized by ‘spherical’ coordinates ðy;fÞ; such that ðy;fÞ;
0oyop; 0ofo2p; corresponds to the point ðcosðfÞsinðyÞ; sinðfÞsinðyÞ; cosðyÞÞ: In
[2] it is explained how to recover for lob the Fourier coefﬁcients fˆml of a b-band
limited function f for which fˆml ¼ 0 for lXb; from a grid G ¼ Gb with points ðyj;fkÞ
with yj ¼ pj=2b and fk ¼ pk=b; where j; k ¼ 0;y; 2b  1: Their formula (7) says
fˆml ¼
g
2b
X
j
X
k
a
ðbÞ
j f ðyj ;fkÞ %Yml ðyj;fkÞ ð8Þ
with g ¼ ﬃﬃﬃﬃﬃ2pp : The weights aðbÞj are to be determined from their formula (5)
a
ðbÞ
0 Plðcosðy0ÞÞ þ aðbÞ1 Plðcosðy1ÞÞ þ?þ aðbÞ2b1Plðcosðy2b1ÞÞ ¼
ﬃﬃﬃ
2
p
dl;0;
l ¼ 0;y; 2b  1: Unfortunately, there is an inconsistency in the two formulas, since
f ¼ Y 00 ¼ 1=
ﬃﬃﬃﬃﬃ
4p
p
together with P0 ¼ 1 provides a counterexample! We may resolve
this by replacing g ¼ ﬃﬃﬃﬃﬃ2pp with g ¼ ﬃﬃﬃﬃﬃ4pp ﬃﬃﬃﬃﬃ2pp ¼ 2p ﬃﬃﬃ2p : It is clear from the proof of
their Theorem 8, that the right-hand side of Eq. (8) is actually computed in a fast
way, for any f ; b-band limited or not.
In order to apply our Lemmas 1 and 2, we need to establish that the a
ðbÞ
j are non-
negative.
Lemma 3. a
ðbÞ
0 ¼ 0; and aðbÞj 40 for j ¼ 1;y; 2b  1:
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According to Lemma 2 of Driscoll and Healy [2], which is stated under the
condition that b is a power of two, but in fact is true for any b; we have
a
ðbÞ
j ¼
2
ﬃﬃﬃ
2
p
2b
sin
pj
2b
 Xb1
l¼0
1
2l þ 1 sin ½2l þ 1
pj
2b
 
; j ¼ 0;y; 2b  1:
Let sgn denote the signum function on the interval ½p; p; for which sgnðyÞ ¼ 1
for y40 and 1 otherwise. They consider the truncated trigonometric Fourier
transform fb ¼ ‘D2b’ sgn, that is
fbðyÞ ¼ 4p
Xb1
l¼0
1
2l þ 1 sinð½2l þ 1yÞ:
We show that fbðyÞX0 for 0pypp: Its derivative is f 0bðyÞ ¼ 2p sinð2byÞ=sinðyÞ: It is
clear that its zeroes are y ¼ yj ¼ pj=ð2bÞ: But
R yj
yj1
sinð2byÞ=sinðyÞ dy is alternating
and decreasing in absolute value as long as sinðyÞ is increasing, that is, for
0pypp=2: Therefore aðbÞj X0 for j ¼ 0;y; b: It is also clear that aðbÞ2bj ¼ aðbÞj for
j ¼ 1;y; 2b  1:
Remark. In [6] numerical integration schemes for functions on S2 are investigated. A
different grid is used there. The main difference from the one proposed above, is that
the yj are chosen such that in the y-direction a Gaussian integration scheme is used.
Their grid Gb has exactly b
2 points, and satisﬁes an equation of the form (6). Their
main interest is in reducing the aliasing effects as much as possible, rather than
proposing a fast algorithm.
3.2. Presmoothing and its inversion
3.2.1. Presmoothing
In order to exploit the FFT technique in density estimation, we will associate with
any observation y on S2; a function cyh whose restriction to the grid will be used in
the estimation procedure. The concentration parameter h indicates at what distance
to y the observation is still detectable, and will be chosen later. We will assume that
cyhðxÞ is non-negative on the cap jjx  yjjph and zero outside this cap, and that it is
of the following form:
cyhðxÞ ¼
1
p
qhðjjx  yjj2Þ if jjx  yjjph:
Here qh : ½0; h2-R denotes a non-negative square integrable function, whose
integral is 1. Recall the following identity for integrals over caps in S2; holding for
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integrable functions g deﬁned on the interval [0,2],Z
oAS2;jjoyjjph
gðjjo yjj2Þ do ¼ 2p
Z 1
1h2=2
gð2 2zÞ dz:
Thus cyhðxÞ is a probability density with respect to the Lebesgue measure. The
support of cyh has an area of ph
2:
The grid, proposed in Section 3.1.2, consists of approximately 4b2 points.
Therefore the support of cyh in the average meets about ph
2ð4pÞ14b2 ¼ h2b2 grid
points. We will choose h as depending on b in such a way that hb is a reasonable
constant from the viewpoint of expected computational effort. In Section 4 we will
specify the choice of h and b: A smaller constant will lead to observations that have
no trace on the grid, a larger constant might lead to an increase in computational
cost. Notice the dimensions of a grid square ðy;fÞ with yj  p=4bpypyj þ p=4b and
fj  p=2bpfpfj þ p=2b: Its area is 2pðcosðyj  p=4bÞ  cosðyj þ p=4bÞÞ=2b ¼
2p=2b 	 2 sinðyjÞ sinðp=4bÞ: And the angular distance between the center and the
corners of a square cannot exceed p=2b þ p=4b: Grid squares near the poles, y ¼ 0; p;
are narrow.
Consider the kernel Kh deﬁned by Khðx; yÞ ¼ cyhðxÞ: Since Khðx; yÞ only depends
on the Euclidean distance jjx  yjj; the kernel operator commutes with the SOð3Þ
action on the function spaces. Recall that for a function f on S2; an element
rASOð3Þ is taken to act as ðRrf ÞðxÞ ¼ f r1ðxÞ: Thus
ðRrKhf ÞðxÞ ¼ ðKhf Þðr1xÞ ¼
Z
Khðr1x; yÞf ðyÞ dy
¼
Z
Khðr1x; r1zÞf ðr1zÞ dz ¼
Z
Khðx; zÞðRrf ÞðzÞ dz
¼ðKhRrf ÞðxÞ:
Moreover, the eigenspaces Ll of the Laplace–Beltrami operator form ﬁnite-
dimensional irreducible SO(3)-invariant subspaces of L2ðS2Þ; which are non-
isomorphic. According to Schur’s Lemma, Kh then preserves each eigenspace, and
Kh is a scalar multiplication in each eigenspace. Let khl be such that KhY ml ¼ khlY m1 :
By considering this equation at a point y where jY ml ðyÞj is maximal it follows
immediately that jkhl jp1: We have kh0 ¼ 1; since Y 00 is constant. It is clear then, that
Kh : Hs-Hs has operator norm 1. Since the Y
0
l are real valued functions, the khl are
real numbers. In the following lemma, whose proof is deferred to Section 3.2.3, we
will summarize the properties of the kernel operator Kh and the corresponding
deconvolution operator K1h :
Lemma 4. The kernel operator Kh commutes with any Dr: On eigenspace Ll ;
Kh is the multiplication with a real scalar khl and jkhl jp1: On the other hand
khlX1 h2lðl þ 1Þ=ð4 h2Þ: In particular, let b41; then k1hl pb if h2p4ð1 b1Þ=
ðlðl þ 1Þ þ 1 b1Þ:
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3.2.2. Specific kernel schemes
For the main theorem we suppose having deﬁned functions cyh for all h40 close to
0. A simple choice would be
cyhðxÞ ¼
1
p
qhðjjx  yjj2Þ ¼ 1ph2 q
jjx  yjj2
h2
 !
if jjx  yjjph; ð9Þ
where q : ½0; 1-R is a ﬁxed non-negative function, with integral 1. With this choice
KhðdyÞ ¼ cyh and jjcyhjjL2 ¼ ðph2Þ1jjqjj2L2 : The minimal value is obtained for
the uniform density q ¼ 1; yielding the so-called box kernel. One might consider
different schemes, but essential for the main theorem is the property that
lim suph-0 h
2jjcyhjjL2oN: An example is qh of the form chqðy=wÞ; where y denotes
the angle between the vectors x and y; and w the angle (the geodesical distance in S2)
between the vector y and any vector x with jjx  yjj ¼ h; h ¼ 2 sinðw=2Þ; and ch is a
normalizing constant. For this choice limh-0 h
2jjcyhjjL2 ¼ C; for some C40
depending on the model function q:
3.2.3. Proof of Lemma 4
We still need to prove the lower bound for khl in Lemma 4. The references in this
subsection are with respect to Abramowitz and Stegun [1]. The kernel operator Kh
introduced in Section 3.2.1, has the eigenfunctions Y ml ; with eigenvalue khl
independent of m: To ﬁnd the eigenvalue, it is sufﬁcient to consider KhY
0
l : The
eigenvalue will equal ðKhY 0l ÞðxÞ=Y 0l ðxÞ in particular at the maximum x; that is the
pole y ¼ 0: Since Y 0l ðy;fÞ ¼ ðð2l þ 1Þ=4pÞ1=2PlðcosðyÞÞ and Plð1Þ ¼ 1; this leads to
the equality
khl ¼ ðKhY 0l ÞðxÞ=Y 0l ðxÞ ¼ 2
Z 1
1h2=2
qhð2 2zÞPlðzÞ dz:
In Lemma 5 we will show that
khlX min
1h2=2pzp1
PlðzÞX1 h
2
2
lðl þ 1Þ
2 h2=2:
In the case of the box kernel, that is qhðtÞ ¼ h2 for all 0ptph2; somewhat
sharper inequalities may be obtained. Efﬁcient computation of the actual
eigenvalues khl of the box kernel is not difﬁcult, since l/PlðzÞ satisﬁes a well
known 3-term recursive relation (cf. formula 22.7.10) and one has (cf. formula
22.6.13. and 22.8.5.)
lðl þ 1Þ
Z 1
z
Pl ¼ ð1 z2ÞP0lðzÞ ¼ lzPlðzÞ þ lPl1ðzÞ:
Finally we will show the lower bound for Legendre polynomials.
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Lemma 5. For 0oho2 we have
min
1h2=2pzp1
PlðzÞX1 h
2
2
lðl þ 1Þ
2 h2=2: ð10Þ
Recall that the Legendre polynomials satisfy Plð1Þ ¼ 1 and jPlðxÞjp1 for all
1pxp1; and satisfy the differential equation (cf. formula 22.6.13.)
ðð1 z2ÞP0lÞ0 þ lðl þ 1ÞPl ¼ 0:
From this it follows that ðð1 z2ÞP0lÞ0X lðl þ 1Þ and ð1 z2ÞP0lplðl þ 1Þð1 zÞ;
so that P0lðzÞplðl þ 1Þð1þ zÞ1 and PlðzÞX1 lðl þ 1Þð1 zÞ=ð1þ zÞ:
4. Discretization, the result
In this section we bring together the tools of the previous section. Given a random
sample from some probability distribution, we will ﬁrst choose a randomly oriented
grid, independent of the given sample. Then we will apply a box kernel of a suitable
width to the sample and evaluate its value at the grid points. Then the fast Fourier
transform is applied to yield the coefﬁcients of a ﬁnite Fourier series, cut off to a
suitable energy band. Finally, the Fourier coefﬁcients are corrected as far as possible
for the effect of presmoothing.
Suppose we are given an unknown probability density f ; known to belong to Hs:
Before applying FFT we apply to our sample a ﬁxed random rotation r: The
corresponding density will be given by Rrf : Then we will obtain a density estimate
for this density, to which we will apply Rr
1
; in order to get a density estimation of f :
When having to handle another sample we use another ﬁxed random rotation. We
wish to estimate the truncation of the Fourier transform of the unknown density in
Fr ¼"lor Ll : For deﬁniteness, let Kh be a kernel of the form (9), with
concentration parameter h: We choose the relation between h and Fr such that
Kh :Fr-Fr is invertible and such that its inverse has operator norm less than b:
According to Lemma 4 it is sufﬁcient that
h2p4ð1 b1Þ=ððr  1Þr þ 1 b1Þ: ð11Þ
We will use the grid Gb; for some bXr: Using that the operator Kh commutes with Db
and Dr; and that DrDb ¼ Dr; we obtain the following:
EX ;rjjK1h DrArbKhfn  f jj2Hv
¼ EX ;rjjK1h DrðArb  DbÞKhfnjj2Hv þ EX jjK1h DrDbKhfn  f jj2Hv : ð12Þ
The second term on the right-hand side equals EX jjDrfn  f jj2Hv ; which is the error in
the non-discretized setting as analyzed in Eq. (5). The error contribution due to the
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use of the discretization is precisely given by the ﬁrst term
EX ;rjjK1h DrðArb  DbÞKhfnjj2HvpEX ;rb2ð1þ ðr  1ÞrÞvjjðA
r
b  DbÞKhfnjj2L2
p b2ð1þ ðr  1ÞrÞvEX jjð1 DbÞKhfnjj2L2 :
We have the following upper bound:
EX jjð1 DbÞKhfnjj2L2 ¼
1
n
EX jjð1 DbÞKhðdX  f Þjj2L2 þ jjð1 DbÞKhf jj2L2
¼ 1
n
EX jjð1 DbÞKhdX jj2L2 þ
n  1
n
jjð1 DbÞKhf jj2L2
p 1
n
1
ph2
jjqjj2L2 þ ð1þ bðb þ 1ÞÞsjj f jj2Hs : ð13Þ
In order to have the ﬁrst term on the right-hand side of Eq. (12) satisfy an inequality
like (5) we need that h2pOð1þ rðr þ 1ÞÞ: Together with condition (11) this leads to
the theorem.
Theorem 2. Let 0pvos and consider density estimation in HvðS2Þ of densities
fAHsðS2Þ: Assume that a kernel scheme Kh as in (9) is used. Choose a sequence
rpn1=ð2sþ2Þ depending on the sample size n: Choose h40 depending on n; such that
h2pr2 and condition (11) holds for some b41: Then by choosing rpbpr; we obtain
the optimal convergence rate of (5):
sup
n;fAHs
nðsvÞ=ðsþ1ÞEjjK1h DrArbKhfn  f jj2Hv
1þ jj f jj2Hs
oN: ð14Þ
The expected value is taken with respect to samples of size n; and a uniformly
distributed rotation r; chosen independently of the sample.
With the choice to take b ¼ r; asymptotically optimal choices are: b ¼ 3=2; h2 ¼
4=ð3ð1þ ðr  1ÞrÞÞ: In that case, the ﬁrst term on the right-hand side of Eq. (12) is
not larger than 27ðv þ 1Þjjqjj2L2=4 times the estimate of EX jjDrfn  f jj2Hv induced from
decomposition (1) and inequalities (3) and (4).
It should be noticed that Eq. (5) of Theorem 1 involves an expected value over
samples X1;y; Xn; whereas Eq. (14) of Theorem 2 involves expected values over
samples X1;y; Xn; r where r is an additional artiﬁcial rotation that is uniformly
distributed and randomly chosen for this particular instance of density estimation.
Besides this point, it could be relevant to have some insight in the variances of the
Sobolev Hv square errors jjDrfn  f jj2Hv and jjK1h DrA
r
bKhfn  f jj2Hv that occur in
Eqs. (5) and(14). We have not investigated this.
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5. Discussion
Given the Sobolev class Hs (some s40) of the unknown probability density,
choose r depending on the sample size n; and h depending on r as in Theorem 2. Then
the density estimation will be carried out by drawing with a sample of size n an
auxiliary uniformly distributed rotation r; leading to the estimator K1h DrA
r
bKhfn:
This density estimation method satisﬁes the optimal rate property (14).
The intention of applying fast Fourier transform is computational efﬁciency. We
have seen that there is a large class of density estimators that allow for application of
fast Fourier transform without leading to loss in convergence rate of the original
computationally intensive estimator.
The naive method to determine estimator Drfn; with r ¼ Oðn1=ð2sþ2ÞÞ; needs to
evaluate for each observation XkAS2; the values of the r2 eigenfunctions Y ml ; l ¼
0;y; r  1 and m ¼ l;y; l of average complexity OðrÞ: This leads to a complexity
of Oðnr3Þ ¼ Oðn 	 n3=ð2sþ2ÞÞ:
Using the method described in this paper, ﬁrst the kernel applied to each
observation has to be evaluated at the grid vertices of a grid Gb for some bpr: Since
each function cXkh is supposed to meet in the mean, when averaged over grid
rotations, b2h2 grid vertices and b ¼ OðrÞ ¼ Oðh1Þ the determination of function
values of Khfn at the grid vertices leads to an average complexity of order OðnÞ: This
includes the case where one uses b ¼ r; b ¼ 2 and h2r2 ¼ 2ð1 b1Þ ¼ 1: According
to Driscoll and Healy [2] a naive implementation of Ab will require b
2  b2 ¼
b4pr4pn2=ðsþ1Þ additional steps. The fast implementation uses Oðb2ðlog bÞ2Þ steps
(see their Theorem 8.), that is oðnÞ steps, since bpr and s40:
It seems unusual that the proposed estimator itself is random, since it depends on a
random orientation of the grid. But the properties of the estimation procedure are
completely comparable to those of the computationally intensive estimator.
Application of the theorem involves the random choice of an orientation, each
time one has to handle a new sample. It is reminiscent of the technique of
randomized hypothesis tests.
Acknowledgments
We would like to thank Peter Kim and Dennis Healy for the stimulating
discussions that have helped to develop the contents of the paper as well as the
Department of Mathematics and Statistics of the University of Guelph for their
hospitality.
References
[1] M. Abramowitz, I.A. Stegun, Handbook of Mathematical Functions, National Bureau of Standards,
Washington, 1968.
H. Hendriks / Journal of Multivariate Analysis 84 (2003) 209–221220
[2] J.R. Driscoll, D.M. Healy, Computing Fourier transforms and convolutions on the 2-sphere, Adv.
Appl. Math. 15 (1994) 202–250.
[3] D. Healy, H. Hendriks, P. Kim, Spherical deconvolution, J. Multivariate Anal. 67 (1998) 1–22.
[4] D. Healy, P.T. Kim, An empirical Bayes approach to directional data and efﬁcient computation on the
sphere, Ann. Statist. 24 (1996) 232–254.
[5] H. Hendriks, Nonparametric estimation of a probability density on a Riemannian manifold using
Fourier expansions, Ann. Statist. 18 (1990) 832–849.
[6] LI. Ta-Hsin, G.R. North, Aliasing effects and sampling theorems of spherical random ﬁelds when
sampled on a ﬁnite grid, Ann. Inst. Statist. Math. 49 (1997) 341–354.
[7] C.J. Stone, Optimal rates of convergence for nonparametric estimators, Ann. Statist. 8 (1980)
1348–1360.
[8] C.J. Stone, Optimal global rates of convergence for nonparametric estimators, Ann. Statist. 10 (1982)
1040–1053.
H. Hendriks / Journal of Multivariate Analysis 84 (2003) 209–221 221
