We consider linear divergence-form scalar elliptic equations and vectorial equations for elasticity with rough (L ∞ (Ω), Ω ⊂ R d ) coefficients a(x) that, in particular, model media with non-separated scales and high contrast in material properties. While the homogenization of PDEs with periodic or ergodic coefficients and well separated scales is now well understood, we consider here the most general case of arbitrary bounded coefficients. For such problems, we introduce explicit and optimal finite dimensional approximations of solutions that can be viewed as a theoretical Galerkin method with controlled error estimates, analogous to classical homogenization approximations. In particular, this approach allows one to analyze a given medium directly without introducing the mathematical concept of an ǫ family of media as in classical homogenization. We define the flux norm as the L 2 norm of the potential part of the fluxes of solutions, which is equivalent to the usual H 1 -norm. We show that in the flux norm, the error associated with approximating, in a properly defined finite-dimensional space, the set of solutions of the aforementioned PDEs with rough coefficients is equal to the error associated with approximating the set of solutions of the same type of PDEs with smooth coefficients in a standard space (e.g., piecewise polynomial). We refer to this property as the transfer property. A simple application of this property is the construction of finite dimensional approximation spaces with errors independent of the regularity and contrast of the coefficients and with optimal and explicit convergence rates. This transfer property also provides an alternative to the global harmonic change of coordinates for the homogenization of elliptic operators that can be extended to elasticity equations. The proofs of these homogenization results are based on a new class of elliptic inequalities. These inequalities play the same role in our approach as the div-curl lemma in classical homogenization.
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Introduction
In this paper we are interested in finite dimensional approximations of solutions of scalar and vectorial divergence form equations with rough coefficients in Ω ⊂ R d , d ≥ 2. More precisely, in the scalar case, we consider the partial differential equation − div a(x)∇u(x) = f (x) x ∈ Ω; f ∈ L 2 (Ω), a(x) = {a ij ∈ L ∞ (Ω)} u = 0 on ∂Ω, (1.1) where Ω is a bounded subset of R d with a smooth boundary (e.g., C 2 ) and a is symmetric and uniformly elliptic on Ω. It follows that the eigenvalues of a are uniformly bounded from below and above by two strictly positive constants, denoted by λ min (a) and λ max (a). Precisely, for all ξ ∈ R d and x ∈ Ω,
In the vectorial case, we consider the equilibrium deformation of an inhomogeneous elastic body under a given load b ∈ (L 2 (Ω)) d , described by
where Ω ⊂ R d is a bounded domain, C(x) = {C ijkl (x)} is a 4th order tensor of elastic modulus (with the associated symmetries), u(x) ∈ R d is the displacement field, and for ψ ∈ (H 1 0 (Ω)) d , ε(ψ) is the symmetric part of ∇ψ, namely, ε ij (ψ) = 1 2
We assume that C is uniformly elliptic and C ijkl ∈ L ∞ (Ω). It follows that the eigenvalues of C are uniformly bounded from below and above by two strictly positive constants, denoted by λ min (C) and λ max (C). The analysis of finite dimensional approximations of scalar divergence form elliptic, parabolic and hyberbolic equations with rough coefficients that in addition satisfy a Cordes-type condition in arbitrary dimensions has been performed in [53, 54, 55] . In these works, global harmonic coordinates are used as a coordinate transformation. We also refer to the work of Babuška, Caloz, and Osborn [10, 8] in which a harmonic change of coordinates is introduced in one-dimensional and quasi-one-dimensional divergence form elliptic problems.
In essence, this harmonic change of coordinates allows for the mapping of the operator L a := div(a∇) onto the operator L Q := div(Q∇) where Q is symmetric positive and divergence-free. This latter property of Q implies that L Q can be written in both a divergence form and a non-divergence form operator. Using the W 2,2 regularity of solutions of L Q v = f (for f ∈ L 2 ), one is able to obtain homogenization results for the operator L a in the sense of finite dimensional approximations of its solution space (this relation with homogenization theory will be discussed in detail in section 6).
This harmonic change of coordinates provides the desired approximation in twodimensional scalar problems, but there is no analog of such a change of coordinates for vectorial elasticity equations. One goal of this paper is to obtain an analogous homogenization approximation without relying on any coordinate change and therefore allowing for treatment of both scalar and vectorial problems in a unified framework.
In section 2, we introduce a new norm, called the flux norm, defined as the L 2 -norm of the potential component of the fluxes of solutions of (1.1) and (1.3) . We show that this norm is equivalent to the usual H 1 -norm. Furthermore, this new norm allows for the transfer of error estimates associated with a given elliptic operator div(a∇) and a given approximation space V onto error estimates for another given elliptic operator div(a ′ ∇) with another approximation space V ′ provided that the potential part of the fluxes of elements of V and V ′ span the same linear space. In this work, this transfer/mapping property will replace the transfer/mapping property associated with a global harmonic change of coordinates.
In section 3, we show that a simple and straightforward application of the flux-norm transfer property is to obtain finite dimensional approximation spaces for solutions of (1.1) and (1.3) with "optimal" approximation errors independent of the regularity and contrast of the coefficients and the regularity of ∂Ω.
Another application of the transfer property of the flux norm is given in section 5 for controlling the approximation error associated with theoretical discontinuous Galerkin solutions of (1.1) and (1.3) . In this context, for elasticity equations, harmonic coordinates are replaced by harmonic displacements. The estimates introduced in section 5 are based on mapping onto divergence-free coefficients via the flux-norm and a new class of inequalities introduced in section 4. We believe that these inequalities are of independent interest for PDE theory and could be helpful in other problems.
Connections between this work, homogenization theory and other related works will be discussed in section 6.
The flux norm and its properties
In this section, we will introduce the flux-norm and describe its properties when used as a norm for solutions of (1.1) (and (1.3)). This flux-norm is equivalent to the usual H 1 0 (Ω)-norm (or (H 1 0 (Ω)) d -norm for solutions to the vectorial problem), but leads to error estimates that are independent of the material contrast. Furthermore, it allows for the transfer of error estimates associated with a given elliptic operator div(a∇) and a given approximation space V onto error estimates for another given elliptic operator div(a ′ ∇) with another approximation space V ′ provided that the potential part of the fluxes of elements of V and V ′ span the same linear space. In [53] , approximation errors have been obtained for theoretical finite element solutions of (1.1) with arbitrarily rough coefficients a. These approximation errors are based on the mapping of the operator − div(a∇) onto an non-divergence form operator −Q i,j ∂ i ∂ j using global harmonic coordinates as a change of coordinates. It is not clear how to extend this change of coordinates to elasticity equations, whereas the flux-norm approach has a natural extension to systems of equations and can be used to link error estimates on two separate operators.
Scalar case.
Definition 2.1. For k ∈ (L 2 (Ω)) d , denote by k pot and k curl the potential and divergencefree portions of the Weyl-Helmholtz decomposition of k. Recall that k pot and k curl are orthogonal with respect to the L 2 -inner product. k pot is the orthogonal projection of k onto L 2 pot (Ω) defined as the closure of the space {∇f :
Motivations for the flux norm
• The (·) pot in the a-flux-norm is explained by the fact that in practice, we are interested in fluxes (of heat, stress, oil, pollutant) entering or exiting a given domain. Furthermore, for a vector field ξ, ∂Ω ξ · nds = Ω div(ξ)dx = Ω div(ξ pot )dx, which means the flux entering or exiting is determined by the potential part of the vector field. Thus, as with the energy norm, u 2 a := Ω (∇u) T a∇u, the flux norm has a natural physical interpretation. An error bound given in the flux-norm shows how well fluxes (of heat or stresses) are approximated.
• While the energy norm is natural in many problems, we argue that this is no longer the case in the presence of high contrast. Observe that in [22] , contrast independent error estimates are obtained by renormalizing the energy norm by λ min (a). In [14] , the error constants associated with the energy norm are made independent of the contrast by using terms that are appropriately and explicitly weighted by a. These modifications on the energy norm or on the error bounds (expressed in the energy norm) have to be introduced because, in the presence of high contrast in material properties, the energy norm blows up. Even in the simple case where a is a constant (a = αI d with α > 0), the solution of (1.1) satisfies
Hence the energy norm squared of the solution of (1.1) blows up like 1/α as α ↓ 0 whereas its flux-norm is independent of α (because (a∇u) pot = ∇∆ −1 f )
Equation (2.3) remains valid even when a is not a constant (this is a consequence of the transfer property, see Corollary 2.1). In reservoir modeling, fluxes of oil and water are the main quantities of interest to be approximated correctly. The energy norm is less relevant due to high contrast and has been modified (in [22] for instance) in order to avoid possible blow up.
• Similar considerations of convergence in terms energies and fluxes are present in classical homogenization theory. Indeed, the convergence of solutions of − div(a ǫ ∇u ǫ ) = f can be expressed in terms of convergence of energies in the context of Γ-convergence [32, 17] (and its variational formulation) or in the terms (of weak) convergence of fluxes in G or H-convergence [48, 31, 59, 58, 47] (a ǫ ∇u ǫ → a 0 ∇u 0 ). Here, weak L 2 convergence of fluxes is used and no flux norm is necessary unlike in our study, where it arises naturally.
Proof. The proof of the left hand side of inequality (2.4) follows by observing that
from which we deduce by Cauchy-Schwarz inequality that
The proof of the main theorem of this section will require Lemma 2.1. Let V be a finite dimensional linear subspace of H 1 0 (Ω). For f ∈ L 2 (Ω), let u be the solution of (1.1). Then,
We conclude by observing that for v ∈ V ,
For V , a finite dimensional linear subspace of H 1 0 (Ω), we define
Note that (div a∇V ) is a finite dimensional subspace of H −1 (Ω).
The following theorem establishes the transfer property of the flux norm which is pivotal for our analysis.
Theorem 2.1. (Transfer property of the flux norm) Let V ′ and V be finitedimensional subspaces of H 1 0 (Ω). For f ∈ L 2 (Ω) let u be the solution of (1.1) with conductivity a and u ′ be the solution of (1.1) with conductivity
Remark 2.1. The usefulness of (2.11) can be illustrated by considering a ′ = I so that div a ′ ∇ = ∆. Then u ′ ∈ H 2 and therefore V ′ can be chosen as, e.g., the standard piecewise linear FEM space with nodal basis {ϕ i }. The space V is then defined by its
with Dirichlet boundary conditions (see details in section 3.1.1). Furthermore, equation (2.11) shows that the error estimate for a problem with arbitrarily rough coefficients is equal to the well-known error estimate for the Laplace equation.
Remark 2.2. Equation (2.11) remains valid without the supremum in f . More precisely writing u and u ′ the solutions of (1.1) with conductivities a and a ′ and the same right hand side f ∈ L 2 (Ω), one has
Equation (2.13) is obtained by observing that
Corollary 2.1. Let X and V be finite-dimensional subspaces of
Equation (2.15) can be obtained by setting a ′ = I in theorem 2.1 and applying lemma 2.1.
Theorem 2.1 is obtained from the following proposition by noting that the right hand side of equation (2.16 ) is the same for pairs (a, V ) and (a ′ , V ′ ) whenever div(a∇V ) = div(a ′ ∇V ′ ).
Observe that
Additionally, observing that the space spanned by ∇z for z ∈ (div a∇V ) ⊥ is the orthogonal complement (in (L 2 (Ω)) d ) of the space spanned by a∇v + ξ, we obtain that
Integrating by parts and applying the Cauchy-Schwarz inequality yields
Dividing by ∆w L 2 (Ω) , integrating by parts, and taking the supremum over w ∈ H 2 (Ω)∩
.
(2.23) we conclude the theorem by choosing −∆w = z.
The transfer property (2.11) for solutions can be complemented by an analogous property for fluxes. To this end, for a finite dimensional linear subspace
Observe that (div aV) is a finite dimensional subspace of H −1 (Ω). The proof of the following theorem is similar to the proof of theorem 2.1.
Theorem 2.2. (Transfer property for fluxes) Let
(Ω) let u be the solution of (1.1) with conductivity a and u ′ be the solution of (1.1) with conductivity
Theorem 2.2 will be used in section 5 for obtaining error estimates on theoretical non-conforming Galerkin solutions of (1.1).
Remark 2.3. The analysis performed in this section and in the following one can be naturally extended to other types of boundary conditions (nonzero Neumann or Dirichlet).
To support our claim, we will provide this extension in the scalar case with non-zero Neumann boundary conditions. We refer to subsection 8.1 for that extension.
Vectorial case.
For k ∈ (L 2 (Ω)) d×d , denote by k pot the potential portion of the Weyl-Helmholtz decomposition of k (the orthogonal projection of k onto the closure of the space {∇f :
Remark 2.4. Because of the symmetries of the elasticity tensor C, one has ∀f ∈ (
from which it follows that definition 2.27 would be the same if the projection was made on the space of symmetrized gradients.
Proof. The proof of the left hand side of inequality (2.29) follows by observing that
The fact that ψ C-flux is a norm follows from the left hand side of inequality (2.29) and Korn's inequality [39] : i.e., for all ψ ∈ (
For V , a finite dimensional linear subspace of (
Observe that (div C : ε(V )) is a finite dimensional subspace of (H −1 (Ω)) d . Similarly for X, a finite dimensional linear subspace of (H 1 0 (Ω)) d , we define
be the solution of (1.3) with elasticity C and u ′ be the solution of (1.3) with elasticity
Corollary 2.3. Let X and V be finite-dimensional subspaces of (
The proof of theorem 2.3 is analogous to the proof of theorem 2.1.
Observe that (div C : V) is a finite dimensional subspace of (H −1 (Ω)) d . The proof of the following theorem is analogous to the proof of theorem 2.1.
3) with conductivity C and u ′ be the solution of (1.3) with conductivity
3 Application to theoretical finite element methods with accuracy independent of material contrast.
In this section, we will show how, as a very simple and straightforward application, the flux norm can be used to construct finite dimensional approximation spaces for solutions of (1.1) and (1.3) with errors independent of the regularity and contrast of the coefficients and the regularity of ∂Ω (for the basis defined in subsection 3.1.2). A similar approximation problem can be found in the work of Melenk [46] , where subsets of L 2 such as piecewise discontinuous polynomials have been used as an approximation basis (for the right hand side of (1.1)). The main difference between [46] and this section lies in the introduction of the flux-norm ( . a-flux ), which plays a key role in our analysis, since the approximation error (in . a-flux -norm) of the space V h on solutions of the operator div(a∇) is equal to the approximation error (in . a ′ -flux -norm) of the space V ′ h on solutions of the operator div(a ′ ∇) provided that div(a∇V h ) = div(a ′ ∇V ′ h ). Moreover, this allows us to obtain an explicit and optimal constant in the rate of convergence (theorem 3.3 and 3.4). To our knowledge, no explicit optimal error constant has been obtained for finite-dimensional approximations of the solution space of (1.1). This question of optimal approximation with respect to a linear finite dimensional space is related to the Kolmogorov n-width [57] , which measures how accurately a given set of functions can be approximated by linear spaces of dimension n in a given norm. A surprising result of the theory of n-widths is the non-uniqueness of the space realizing the optimal approximation [57] . A related work is also [9] , in which errors in approximations to solutions of div(a∇u) = 0 from linear spaces generated by a finite set of boundary conditions are analyzed as functions of the distance to the boundary (the penetration function).
Scalar divergence form equation

Approximation with piecewise linear nodal basis functions of a regular tessellation of Ω
Let Ω h be a regular tessellation of Ω of resolution h (we refer to [19] ). Let L h 0 be the set of piecewise linear functions on Ω h with Dirichlet boundary conditions. Denote by ϕ k the piecewise linear nodal basis elements of L h 0 , which are localized (the support of ϕ k is the union of simplices contiguous to the node k). Here, we will express the error estimate in terms of h to emphasize the analogy with classical FEM (it could be expressed in terms of N (h), see below if needed).
Let Φ k be the functions associated with the piecewise linear nodal basis elements ϕ k through the equation
where C depends only on Ω and the aspect ratios of the simplices of Ω h .
Proof. Theorem 3.1 is a straightforward application of the equation (2.15) and the fact that one can approximate H 2 functions by functions from L h 0 in the H 1 norm with O(h) accuracy (since ∂Ω is of class C 2 solutions of the Laplace-Dirichlet operator with L 2 right hand sides are in H 2 , we refer to [19] ).
Proof. Corollary 3.1 is a straightforward application of theorem 3.1 and inequality (2.4).
Let Q be a symmetric, uniformly elliptic, divergence-free (as defined in section 4) matrix with entries in L ∞ (Ω). We note that this matrix will be chosen below so that the
(Ω) and therefore can be approximated by functions from L h 0 in H 1 norm with O(h) accuracy. It follows from [11] that this is not possible for the solutions of (1.1). In particular, in some cases Q can be chosen to be the identity.
Let Φ Q k be the functions associated with the piecewise linear nodal basis elements ϕ k through the equation
, let u be the solution of (1.1) in H 1 0 (Ω) and u h the finite element solution of (1.1) in V 
Proof. The proof follows from the fact that if Q satisfies one of the inequalities of theorem 4.1 or theorem 4.2 then solutions of − div(Q∇u) = f with Dirichlet boundary conditions are in H 2 . The rest of the proof is similar to that of the previous corollary.
Approximation with eigenfunctions of the Laplace-Dirichlet operator.
In this sub-section, we assume the minimal regularity condition (C 2 ) on the boundary ∂Ω such that the Weyl formula holds (we refer to [49] and references therein). Denote by Ψ k the eigenfunctions associated with the Laplace-Dirichlet operator in Ω and λ k the associated eigenvalues-i.e., for
We assume that the eigenvalues are ordered-i.e., λ k ≤ λ k+1 . Let θ k be the functions associated with the Laplace-Dirichlet eigenfunctions Ψ k (3.8) through the equation
Here, λ k is introduced on the right hand side of (3.9) in order to normalize θ k (θ k = Ψ k , if a(x) = I) and can be otherwise ignored since only the span of {θ k } matters. 10) where N (h) is the integer part of |Ω|/h d . The motivation behind our definition of Θ h is that its dimension corresponds to the number of degrees of freedom of piecewise linear functions on a regular triangulation (tessellation) of Ω of resolution h.
, let u be the solution of (1.1). Then,
Furthermore, the space Θ h leads (asymptotically as h → 0) to the smallest possible constant in the right hand side of (3.11) among all subspaces of H 1 0 (Ω) with N (h), the integer part of |Ω|/h d , elements.
where the infimum is taken with respect to all subspaces of H 1 0 (Ω) with N elements and ǫ(N ) is converges to zero as N → ∞.
Remark 3.1. The constants in the right hand side of (3.11) and (3.12) are the classical Kolmogorov n-width d n (A, X), understood in the "asymptotic" sense (as h → 0 for (3.11) and N → ∞ for (3.12)) because the Weyl formula is asymtotic. Recall that the n-width measures how accurately a given set of functions A ⊂ X can be approximated by linear spaces E n of dimension n. Writing d n (A, X) the n-width measure, it is defined by
for a normed linear space X. In our case X = H 1 0 (Ω), A being the set of all solutions of (1.1) as f spans L 2 (Ω) for a given a(x) and Ω. It should be observed there is a slight difference with classical Kolmogorov n-width, indeed the flux norm . a-flux used in (3.11) depends on a (as opposed to the H 1 0 (Ω)-norm ). A surprising result of the theory of nwidths [57] is that the space realizing the optimal approximation is not unique, therefore there may be subspaces, other than Θ h , providing the same asymptotic constant.
Remark 3.2. Whereas the constant in (3.11) depends only on the dimension d, the estimate for finite h given by (3.3) depends explicitly on the aspect ratios of the simplices of Ω h (the uniform bound on the ratio between the outer and inner radii of those simplices).
k be the functions associated with the basis elements v k through the equation
It follows from equation (2.15) of theorem 2.1 that the following transfer equation holds
where for f ∈ L 2 (Ω), u is the solution of (1.1). Using the eigenfunctions Ψ k of the Laplace-Dirichlet operator, we arrive at
When the supremum is taken with respect to w ∈ H 2 ∩ H 1 0 (Ω), the right hand side of (3.15) can be minimized by taking V ′ h to be the linear span of the first [|Ω|/h d ] eigenfunctions of the Laplace-Dirichlet operator on Ω, because with such a basis the first N (h) coefficients of ∆w are canceled, i.e.
This follows by noting that the right hand side of equation (3.16) is less than or equal to
The optimality of the constant in V ′ h translates into the optimality of the constant associated with V h using the transfer equation (3.14), i.e.
We obtain the constant in (3.11) by using Weyl's asymptotic formula for the eigenvalues of the Laplace-Dirichlet operator on Ω [62] .
In equation (3.19) , |Ω| is the volume of Ω, d is the dimension of the physical space and Γ is the Gamma function defined by Γ(z) := ∞ 0 t z−1 e −t dt. It follows from equation (3.13) that by defining V h = Θ h one obtain the smallest asymptotic constant in the right hand side of (3.11) . This being said, it should be recalled that the space Θ h is not the unique space achieving this optimal constant [57] .
For the sake of clarity, an alternate (but similar) proof is provided below. By propo-
Taking inf of both sides, we have
21) Notice that the right hand side is the inverse of Rayleigh quotient, and (div a∇V ) ⊥ is a co-dimension N (h) space, then by the Courant-Fischer min-max principle for the eigenvalues, we have
Taking V to be Θ h , then the optimal constant can be achieved asymptotically as h → 0.
Remark 3.3. Theorem 3.3 is related to Melenk's n-widths analysis for elliptic problems [46] where subsets of L 2 such as piecewise discontinuous polynomials have been used as an approximation basis. The main difference between [46] and this section lies in the introduction of and the emphasis on the flux-norm ( . a-flux ) with respect to which errors become independent of the contrast of the coefficients and the regularity of a. Moreover, this allows us to obtain an explicit and optimal constant in the rate of convergence.
Then the space Θ h also satisfies, for ν ∈ [0, 1),
3.2 Vectorial elasticity equations.
Let (e 1 , . . . , e d ) be an orthonormal basis of R d . For j ∈ {1, . . . , d} and k ∈ N * = {1, 2, · · · }, let τ j k be the solution of for k ∈ {1, . . . , M } and j ∈ {1, . . . , d}.
Remark 3.5. Eigenmodes from a vector Laplace operator work as well. We use the eigenfunctions for a scalar Laplace operator because they are, in principle, simpler to compute and because our proof uses Weyl's asymptotic formula for the eigenvalues of the scalar Laplace-Dirichlet operator in order to obtain the optimal constant in the right hand side of (3.26) and (3.27) . Also, the eigenfunctions for the scalar Laplace operator encode information about the geometry of the domain Ω.
Furthermore, the space T h leads (asymptotically) to the smallest possible constant in the right hand side of (3.26) among all subspaces of
where the infimum is taken with respect to all subspaces of (H 1 0 (Ω)) d with N elements and ǫ(N ) is converging towards zero as N → ∞.
Proof. Theorem 3.4 is a straightforward application of equation (2.35) of theorem 2.3 and Weyl's estimate (3.19) (the proof is similar to the scalar case).
Defining ϕ k as in subsection 3.1.1, for j ∈ {1, . . . , d} let Φ j k be the solution of
where K depends only on Ω and the aspect ratios of the simplices of Ω h .
Proof. Theorem 3.5 is a straightforward application of equation (2.35) and the fact that one can approximate H 2 functions in the H 1 norm by functions from L h 0 with O(h) accuracy.
Proof. Corollary 3.2 is a straightforward application of theorem 3.5, inequality (2.29) and Korn's inequality (2.31).
A new class of inequalities
The flux-norm (and harmonic coordinates in the scalar case [53] ) can be used to map a given operator div(a∇) (div(C : ε(u) for elasticity)) onto another operator div(a ′ ∇) (div(C ′ : ε(u))). Among all elliptic operators, those with divergence-free coefficients (as defined below) play a very special role in the sense that they can be written in both a divergence-form and a non-divergence form. We introduce a new class of inequalities for these operators. We show that these inequalities hold under Cordes type conditions on the coefficients and conjecture that they hold without these conditions. These inequalities will be required to hold only for divergence-free conductivities because, by using the flux-norm through the transfer property defined in section 2 or harmonic coordinates as in [53] (for the scalar case), we can map non-divergence free conductivities onto divergence-free conductivities and hence deduce homogenization results on the former from inequalities on the latter.
Scalar case.
Let a be the conductivity matrix associated with equation (1.1). In this subsection, we will assume that a is uniformly elliptic, with bounded entries and divergence free-i.e., for all l ∈ R d , div(a.l) = 0 (that is each column of a is div free); alternatively, for all
We will also denote by
Theorem 4.1. Let a be a divergence free conductivity matrix. Then, the following statements are equivalent for the same constant C:
• There exists C > 0 such that for all u ∈ H 1 0 (Ω),
• Writing θ i the solutions of (3.9). For all
• The inverse of the operator − div(a∇) (with Dirichlet boundary conditions) is a continuous and bounded operators from H −2 onto L 2 . Moreover, for u ∈ H −2 (Ω),
• There exists C > 0 such that
Remark 4.1. Theorem 4.1 can be related to the work of Conca and Vanninathan [24] , on uniform H 2 -estimates in periodic homogenization, which established a similar result in the periodic homogenization setting.
Proof. Let U j ∈ R. Observe that
Identifying u with
is equivalent to
Observe that equation (4.4) is also equivalent to •
• There exists C > 0 such that for u ∈ C ∞ 0 (Ω),
where F(u) is the Fourier transform of u. Proof. Equation (4.10) is equivalent to
Denoting by ψ the solution of ∆ψ = ϕ in H 1 0 (Ω) ∩ H 2 (Ω), we obtain that (4.22) is equivalent to
Integrating by parts, we obtain that (4.23) is equivalent to
Since a is divergence free, a : Hess = div(a∇.) and so there exists ψ such that a : Hess(ψ) = u with Dirichlet boundary conditions. For such a ψ, we have
It follows that inequality (4.24) is implied by the inequality
The equivalence with (4.21) follows from a : Hess(u) = Hess : (au) and the conservation of the L 2 -norm by the Fourier transform.
Theorem 4.3. Let a be a divergence free conductivity matrix.
• If d = 1, then the statements of theorem 4.2 are true.
• If d = 2 and Ω is convex then the statements of theorem 4.2 are true.
• If d ≥ 3, Ω is convex and the following Cordes condition is satisfied
then the statements of theorem 4.2 are true.
• If d ≥ 2, Ω is non-convex then there exists C Ω > 0 such that if the following Cordes condition is satisfied
Proof. In dimension one, if a is divergence free then it is a constant and the statements of theorem 4.2 are trivially true. Define For the sake of completeness we will include the proof of three bullet points here (Ω convex). Write L the differential operator from H 2 (Ω) onto L 2 (Ω) defined by:
Let us consider the equation
The following lemma corresponds to theorem 1.2.1 of [45] (and a does not need to be divergence free for the validity of the following theorem). For the convenience of the reader, we will recall its proof in subsection 8.2 of the appendix.
Lemma 4.1. Assume Ω to be convex with C 2 -boundary. If β a < 1 then (4.31) has a unique solution and
where
(a ij (x)) 2 β a is a measure of the anisotropy of a. In particular, for the identity matrix one has
and one always have β a < 1 provided that a is uniformly elliptic and bounded. The first three bullet points of theorem 4.3 follow by observing that if β a < 1 then
which implies inequality (4.20).
A brief reminder on the mapping using harmonic coordinates.
Consider the divergence-form elliptic scalar problem (1.1). Let F denote the harmonic coordinates associated with (1.1)-i.e.,
vector field whose entries satisfy
It is easy to show that F is a mapping from Ω onto Ω. In dimension one, F is trivially a homeomorphism. In dimension two, this property still holds for convex domains [1, 5] .
In dimensions three and higher, F may be non-injective (even if a is smooth, we refer to [5] , [20] ).
Define Q to be the positive symmetric d × d matrix defined by
It is shown in [53] that Q is divergence free. Moreover, writing u the solution of (1.1) and u a := Ω ∇u · a∇u one has for v ∈ H 1 0 (Ω)
Note that (4.37) allows one to transfer the error for a general conductivity matrix a to a special divergence-free conductivity matrix Q. Observe that the energy norm was used in [53] (and (4.37), instead of the flux norm) under bounded contrast assumptions on a.
The approximation results obtained in [53] are based on (4.37) and can also be derived by using the new class of inequalities described above for Q.
Tensorial case.
Let C be the elastic stiffness matrix associated with equation (1.3). In this subsection, we will assume that C is uniformly elliptic, has bounded entries and is divergence free-i.e., C is such that for all l ∈ R d×d , div(C : l) = 0; alternatively, for all ϕ ∈ (C ∞ 0 (Ω)) d ,
The inequalities given below will allow us to deduce homogenization results for arbitrary elasticity tensors (not necessarily divergence-free) by using harmonic displacements and the flux-norm to map non-divergence free tensors onto divergence-free tensors. 
The proof of the following theorem is almost identical to the proof of theorem 4.1.
Theorem 4.4. Let C be a divergence free elasticity tensor. The following statements are equivalent for the same constant γ:
• There exists γ > 0 such that for all u ∈ (
where {τ j k } is the basis defined in (3.25).
• The inverse of the operator − div(C : ε(.)) (with Dirichlet boundary conditions) is a continuous and bounded operator from (
(4.46)
• There exists γ > 0 such that
Theorem 4.5. If C is divergence-free, the statements of theorem 4.4 are implied by the following statement with the same constant γ.
• For all u ∈ (
Proof. The proof is similar to that of theorem 4.2.
A Cordes Condition for tensorial non-divergence form elliptic equations
Let us now show that the inequality in theorem 4.5, and hence the inequalities of theorem 4.4, are satisfied if C satisfies a Cordes type condition. The proof of the following theorem is an adaptation of the proof of theorem 1.2.1 of [45] (note that C does not need to be divergence free in order for the following theorem to be valid). Let L denote the differential operator from (
Assume Ω is convex with a C 2 -boundary. If β C < 1, then (4.52) has a unique solution and
where K is a function of β C and BA −1 (L ∞ (Ω)) d×d .
Remark 4.3. β C is a measure of the anisotropy of C. In particular, for the identity tensor, one has β I d = 0.
Proof. Let u be the solution of Lu = f with Dirichlet boundary conditions (assuming that it exists). Let α be a field of d × d invertible matrices. Observe that (4.52) is equivalent to ∆u = αf + ∆u − αLu. Let us now choose α so that T is a contraction. Note that
Using the convexity of Ω, one obtains the following classical inequality satisfied by the Laplace operator (see lemma 1.2.2 of [45] ):
Hence,
Using the Cauchy-Schwarz inequality, we obtain that
(4.60)
Hence, writing
we obtain that
Taking variations with respect to α, one must have, at the minimum, that for all j, m,
Let B be the matrix defined by B jm = d k=1 C kmkj . Let A be the matrix defined by 
Hence, at the minimum, β α,C = β C with
For that specific choice of α, if β C < 1, then T is a contraction and we obtain the existence and solution of (4.52) through the fixed point theorem. Moreover,
which concludes the proof.
As a direct consequence of theorem 4.5 and theorem 4.6, we obtain the following theorem.
Theorem 4.7. Let C be a divergence free bounded, uniformly elliptic, fourth order tensor. Assume Ω is convex with a C 2 -boundary. If β C , defined by (4.53), is strictly bounded from above by one, then the inequalities of theorem 4.5 and theorem 4.4 are satisfied.
Application of the flux-norm to theoretical non-conforming
Galerkin.
The change of coordinates used in [53] (see also subsection 4.1.1) to obtain error estimates for finite element solutions of scalar equation (1.1) in two-dimensions admits no straightforward generalization for vectorial elasticity equations. In this section, we show how the flux-norm can be used to obtain error estimates for theoretical discontinuous Galerkin solutions of (1.1) and (1.3). These estimates are based on the inequalities introduced in section 4 and the control of the non-conforming error associated with the theoretical discontinuous Galerkin method. The control of the non-conforming error could be implemented by methods such as the penalization method. Its analysis is, however, difficult in general and will not be done here. In the scalar case, we refer to [52] for the control of the non-conforming error.
Scalar equations
Let V be a finite dimensional linear subspace of (L 2 (Ω)) d . We write ζ V an approximation of the gradient of the solution of (1.1) in V obtained by solving (5.2)-i.e., ζ V is defined such that for all η ∈ V,
For ξ ∈ (L 2 (Ω)) d , denote by ξ = ξ curl + ξ pot the Weyl-Helmholtz decomposition of ξ (see Definition 2.1).
Definition 5.1. Write
K V is related to the "non-conforming error" associated with V (see for instance [19] chapter 10). If K V > 0 then the space V must contain functions that are not exact gradients. Moreover, it determines the "distance" between V and L 2 pot (see definition 2.1).
Definition 5.2. Write
The first minimum in (5.4) is taken with respect to all finite dimensional linear subspaces V ′ of (L 2 (Ω)) d , and all bounded uniformly elliptic matrices .4) is defined as the (weak) solution of div(a ′ ∇u ′ ) = ∆w ′ with Dirichlet boundary condition on ∂Ω. Due to Theorem 2.1, the inf a ′ ,V ′ : div(a ′ V ′ )=div(aV) can be dropped. However, we keep it to emphasize the independence of the choice of V ′ and a ′ as long as they satisfy div(a ′ V ′ ) = div(aV).
Theorem 5.1. There exists a constant C * > 0 depending only on λ min (a) and λ max (a) such that for
where u is the solution of (5.1), ζ V the solution of (5.2) and C is a constant depending only on λ min (a) and λ max (a).
Remark 5.1. Theorem 5.1 is in essence stating that the approximation error associated with V and the operator div(a∇) is proportional to D V and K V . K V is related to the nonconforming error associated to V. D V is the minimum (over a ′ , V ′ such that div(a ′ V ′ ) = div(aV)) approximation error associated to V ′ and the operator div(a ′ ∇). Hence, D V and the transfer property allow us to equate the accuracy of a scheme associated with V ′ and a conductivity a ′ to the accuracy of the scheme associated with V and the conductivity a provided that div(a ′ V ′ ) = div(aV).
Remark 5.2. In fact, it is possible to deduce from theorem 5.1 that the maximum approximation error associated to V and the operator div(a∇) can be bounded from below by a multiple of D V + K V (see also equation (10.1.6) of [19] ).
Remark 5.3. If the elements of V are of the form η = τ ∈Ω h 1 (x∈τ ) ∇v where v belongs to a linear space of functions with discontinuities at the boundaries of the simplices of Ω h then we can replace the right hand side of (5.2) by − Ω v∆w (see subsection 1.3 of [53] ). This modification doesn't affect the validity of (5.5) since the difference between the two terms remains controlled by D V . For clarity of presentation, we have used the formulation (5.2).
In order to prove theorem 5.1, we will need the following lemma Lemma 5.1. There exists C depending only on λ min (a),
Proof. For the proof of (5.7), observe that
For (5.6), observe that
It follows from Cauchy-Schwarz inequality that
We also need the following lemma, which corresponds to lemma (10.1.1) of [19] Lemma 5.2. Let H be a Hilbert space, V and V h be subspaces of H (V h may not be a subset of V ). Assume that a(., .) is continuous bilinear form on H which is coercive on V h , with respective continuity and coercivity constants C and γ. Let u ∈ V solve
We now proceed by proving theorem 5.1.
Proof. Using lemma 5.1, we obtain that
Using the triangle inequality
from which we deduce that
16) (C * in the statement of the theorem is chosen so that K V < C * implies CK V < 0.5). We obtain from lemma 5.2 that (observe that the last term in equation (5.13) is the non-conforming error and that it is bounded by C ∇u (
Combining (5.16) with (5.17), we conclude using theorem 2.2 and the Poincaré inequality.
Let us now show how theorem 5.1 can be combined with the new class of inequalities obtained in sub-section 4.1 to obtain homogenization results for arbitrarily rough coefficients a. Let M be a uniformly elliptic d × d matrix (observe that uniform ellipticity of M implies its invertibility) and V ′ be a finite dimensional linear subspace of (
Assume furthermore that for all
where h is a small parameter (the resolution of the tessellation associated to V ′ for instance). We remark here that V ′ can be viewed as the coarse scale h approximation space (see example below). The fine scale information from coefficients a(x) is contained in the elements of the matrix M . This is illustrated in the example below where M = ∇F for harmonic coordinates F . Therefore, the matrix M is determined by d harmonic coordinates that are analogues of d cell problems in periodic homogenization, and we call space V the "minimal pre-computation space" since it requires minimal (namely d) pre-computation of fine scales. Then, we have the following theorem:
Theorem 5.2. Approximation by "minimal pre-computation space" If
• a · M is divergence free (as defined in sub-section 4.1).
• The symmetric part of a · M satisfies the Cordes condition (4.27) or the symmetric part of a · M satisfies one of the inequalities of theorem 4.2.
• The non-conforming error satisfies K V ≤ Ch α for some constant C > 0 and α ∈ (0, 1],
where u is the solution of (1.1) and ζ V the solution of (5.2), Remark 5.4. The error estimate is given in the L 2 norm of ∇u − ζ V because we wish to give a strong error estimate and if ζ V is not a gradient then the L 2 norm of (a(∇u−ζ V )) pot is not equivalent to the L 2 norm ∇u − ζ V . Proof. The proof is a direct consequence of theorem 5.1; we simply need to bound D V . Since div(aV) = div(a · M V ′ ), it follows from equation 5.4 that
where u ′ in (5.4) is defined as the (weak) solution of div(a · M ∇u ′ ) = ∆w ′ with Dirichlet boundary condition on ∂Ω. Now, if symmetric part of a·M satisfies the Cordes condition (4.27) or the symmetric part of a · M satisfies one of the inequalities of theorem 4.2, then u ′ H 2 ≤ C ∆w ′ L 2 and we conclude using the approximation property (5.19 ).
An example of V can be found in the discontinuous Galerkin method introduced in subsection 1.3 of [53] . This method is also a generalization of the method II of [8] to non-laminar media. In that method, we pre-compute the harmonic coordinates associated with (1.1)-i.e., the
Introducing Ω h , a regular tessellation of Ω of resolution h, the elements of V are defined as ∇F (∇ c F ) −1 ∇ϕ, where ϕ is a piecewise linear function on Ω h with Dirichlet boundary condition on Ω h and ∇ c F is the gradient of the linear interpolation of F over Ω h . In that example a · ∇F is divergence-free and ∇F plays the role of M . The non-conforming error is controlled by the aspect ratios of the images of the triangles of Ω h by F . In [53] , the estimate (5.20) is obtained using F as a global change of coordinates that has no clear equivalent for tensorial equations, whereas the proof based on the flux-norm can be extended to tensorial equations.
Tensorial equations.
The generalization of the results of this section to elasticity equations doesn't pose any difficulty. This generalization is simply based on theorem 2.4 and the new class of inequalities introduced in subsection 4.2. An example of numerical scheme can be found in [38] for (non-linear) elasto-dynamics with rough elasticity coefficients. With elasticity equations harmonic coordinates are replaced by harmonic displacements, i.e. solutions of
and strains ε(u) are approximated by a finite dimension linear space V with elements of the form ε(F ) : (ε c F ) −1 (ε(ϕ)) where the ϕ are piecewise linear displacements on Ω h , ε c F is the strain of the linear interpolation of F over Ω h and ε(F ) denotes the
Here, C : ε(F ) is divergence-free and plays the role of M ; furthermore, the regularization property observed in the scalar case [53] is also observed in the tensorial case by taking the product (ε(F )) −1 ε(u) (figure 1). show wild oscillations of one of the components of the strain tensor ∇u + ∇u T (u solves (1.3)) and one of the components of (∇F + ∇F T ) −1 (F = {F ij } is defined by (5.23)). Figure (c) illustrates one of the components of the product (∇F + ∇F T ) −1 (∇u + ∇u T ), which is smooth if compared to (a) and (b). There is no smoothing near the boundary due to sharp corners.
6 Relations with homogenization theory and other works.
We first show how our approach is related to homogenization theory. To this end, we
• Describe the notion of a thin subspace, which is pivotal in our work and show that this notion was implicitly present in classical periodic homogenization.
• Show the analogy between the basis functions in Theorems 3.1 and 3.3, harmonic coordinates (4.35), and solutions of the cell problems in periodic and random homogenization.
• Explain relations between our work and general abstract operator homogenization approaches.
The thin subspace notion. A key ingredient of the proofs of the main approximation Theorems 3.1 and 3.3 is the transfer property introduced in theorems 2.2 and 2.3. Roughly speaking, it shows how a standard ("easy") error estimate in the case of smooth coefficients provides an error estimate in the case of arbitrarily rough ("bad") coefficients due to an appropriate choice of the finite-dimensional approximation space.
The transfer property in turn is based on the notion of a "thin" subspace whose essence can be explained as follows. Let us consider the scalar divergence form elliptic problem (1.1). First, observe that as f spans H −1 (Ω), u spans H 1 0 (Ω), i.e. the operator
e. a much "thinner" space than H 1 0 (Ω), namely V is "as thin as H 2 ".
The proofs of Theorems 3.1 and 3.3 also use the transfer property for finite-dimensional approximation spaces that depend of a small parameter h. Namely, there exists a finite
h (an example of spaces V ′ h and V ′ are the spaces L h 0 (used in subsection 3.1.1) and H 2 (Ω) respectively).
Section 3 shows that when the entries of a are only assumed to be bounded, the solution space V is isomorphic to
, that is for arbitrarily rough coefficients the approximation space V is still "as thin as" H 2 (isomorphic to H 2 ). Moreover, the transfer property introduced in theorem 2.2 allows us to explicitly construct a finite-dimensional space V h , isomorphic to V ′ h , such that all elements of V are in H 1 norm distance at most h from V h .
We next show that the thin subspace notion is implicitly present in classical homogenization problem when a is periodic, with period ǫ, i.e. when equation (1.1) is of the form
From the two-scale asymptotic expansion ansatz justified in periodic homogenization (e.g., [13] , [36] , [12] , [23] , [3] ), we know that u ǫ can be approximated in H 1 norm by (modulo boundary correctors which we do not discuss here for the sake of simplicity of presentation)û
whereû is the solution of the homogenized problem
with constant homogenized (effective) coefficientâ. Here, the exact solution u ε has both fine, O(ε), and coarse, O(1), variations (oscillations), while the homogenized solutionŝ u(x) has only coarse scale variations. In (6.3), the periodic functions χ k are solutions of the cell-problems div(a(y)(e k + ∇χ k (y))) = 0 (6.4) defined on the torus of dimension d. The second term in the right hand side of (6.3) is known as a corrector; it has both fine and coarse scales, but the fine scales (ε-oscillations) enter in a controlled way via d solutions of the cell problems that do not depend on f (x) and the domain Ω (so that χ k are completely determined by the microstructure a(x)). Furthermore, the two-scale convergence approach [50, 2] provides a simple and elegant description of the approximation for the gradients ∇u ǫ . Namely, for every sufficiently smooth φ(x, y) which is also periodic in ǫ, u ǫ →û weakly in H 1 (Ω) and
where T d is the torus of dimension d. Thus ∇u ǫ can be approximated in the sense of (6.5) by functions of the form (
The latter observation combined with (6.2) shows that classical homogenization results can be viewed as follows. The solution space V for the problem (6.1) can be approximated in H 1 norm by a ("thin") subspace of H 1 (Ω) parameterized by solutions of (6.3) which are in H 2 ∩ H 1 0 (Ω). Moreover, homogenization theory shows us how to construct an approximation of the space V . Indeed, (6.2), (6.5) show that this approximation space is determined byû(x) and solutions of the cell problems (6.4) over one period.
Cell problems. This periodic homogenization scheme was generalized to stationary ergodic coefficients a(x/ε, ω), with ω in some probability space. Here, there are also analogs of the cell problems that require the solution of d different boundary value problems for the PDE div(a(x, ω)∇u i ) = 0, i = 1, . . . , d in a cube of size R → ∞ for a typical realization ω [37, 56] . The solutions u i must be pre-computed in order to obtain a homogenized PDE and an approximate solution just like in the periodic problem, which is why they still are called cell problems even though there is no actual periodicity cell in the microstructure. Here, the coefficients in the cell problems have both fine and coarse scales, as in the original PDE div(a(x/ε, ω)∇u ε ) = f . The advantage of solving cell problems numerically (in both the periodic and random case) comes when, e.g., we need to solve for many different f or for a corresponding evolution problem ∂ t u ε = div(a(x/ε, ω)∇u ε ) − f when updating in fine time scales.
Note that the major difficulty in advancing from periodic to random homogenization was to understand what is the proper analog of the periodic cell problem. In this work, we ask a similar question-what are the analogs of cell problems for most general arbitrarily rough coefficients? For the problem (1.1), we provide two answers.
First, in Theorem 3.3, we introduce functions θ k (x) that are analogs of the cell problems since they are determined by the coefficients a(x) but do not depend on f (x).
Note, that these "generalized cell problems" must depend on the domain Ω since the coefficients are no longer translationally invariant (as in periodic and random stationary case). This dependence enters via Ψ k in (3.8) using the transfer property. The approximation space in Theorem 3.3 is Θ h defined in (3.9)-(3.10). Similarly, in Theorem 3.1, we introduce functions Φ k (x) that solve (3.1) with localized right hand side that are also analogs of the cell problems.
Secondly, the harmonic coordinates (4.35) provide yet another analog of cell problems in classical homogenization. Their advantage is obvious-there is only d of them, whereas in Theorems 3.3 and 3.1, the number of cell problems (number of elements in the basis of V h ) is N (h). In fact, since in the simplest case of periodic homogenization d cell problems (6.4) must be used, one should expect that for the more general coefficients a(x), d would be the minimal number of cell problems. On the other hand, the finite dimensional approximation based on harmonic coordinates, in general, is not direct (involves the non-conforming error) as one can be seen from Theorem 5.2 and example right after this Theorem.
Harmonic coordinates play an important role in various homogenization approaches, both theoretical and numerical, which is why we present here a short account of their development. Recall that harmonic coordinates were introduced in [41] in the context of random homogenization. Next, harmonic coordinates have been used in one dimensional and quasi-one dimensional divergence form elliptic problems [10, 8] , allowing for efficient finite dimensional approximations.
The idea of using particular solutions in numerical homogenization to approximate the solution space of (1.1) have been first proposed in reservoir modeling in the 1980s [18] , [63] (in which a global scale-up method was introduced based on generic flow solutions i.e., flows calculated from generic boundary conditions). Its rigorous mathematical analysis was done only recently [53] . In [53] , it was shown that if a(x) is not periodic but satisfies the Cordes conditions (a restriction on anisotropy for d ≥ 3, no restriction for d = 2 and convex domains Ω), then the ("thin") approximation space V can be constructed from any set of d "linearly independent" solutions of (1.1) (harmonic coordinates F , for instance by observing that u • F −1 spans H 2 ∩ H 1 0 (Ω) as f spans L 2 (Ω)). In the present work (section 5) for elasticity problems, we show that d(d + 1)/2 "linearly independent" solutions are required (equation (5.23) ).
In [4] , the solution space V is approximated by composing splines with local harmonic coordinates (leading to higher accuracy), and a proof of convergence is given for periodic media. Harmonic coordinates have been motivated and linked to periodic homogenization in [4] by observing that equation (6.2) can in fact be seen as a Taylor expansion ofû(x + χ.(x)) where x + χ . (x) is harmonic, i.e., satisfies (6.4) . It is also observed in [4] that replacing x + χ . (x) by global harmonic coordinates F (x) automatically enforces Dirichlet boundary conditions onû ǫ .
More recently, in [29, 28, 18] , the idea of a global change of coordinates analogous to harmonic coordinates was implemented numerically in order to up-scale porous media flows. We refer, in particular, to a recent review article [18] for an overview of some main challenges in reservoir modeling and a description of global scale-up strategies based on generic flows.
Abstract operator homogenization approaches and their relation to our work. Recall that the theory of homogenization in its most general formulation is based on abstract operator convergence, -i.e., G-convergence for symmetric operators, H-convergence for non-symmetric operators and Γ-convergence for variational problems. We refer to the work of De Giorgi, Spagnolo, Murat, Tartar, Pankov and many others [48, 31, 32, 59, 58, 47, 17] ). H, G and Γ-convergence allows one to obtain the convergence of a sequence of operators parameterized by ǫ under very weak assumptions on the coefficients. The concepts of "thin" space and generalized cell problems are implicitly present in this most general form of homogenization theory through the introduction of oscillating test functions in H-convergence [48] (see also related work on G-convergence [58, 31] ). Furthermore, the so called multiscale finite element method [35, 64] can be seen as a numerical generalization of this idea of oscillating test functions with the purpose of constructing a numerical (finite dimensional) approximation of the "thin" space of solutions V . We refer to [33] for convergence results on the multiscale finite element method in the framework of G and Γ-convergence.
Observe that in most engineering problems, one has to deal with a given medium and not with a family of media. In particular, in those problems, it is not possible to find a small parameter ǫ intrinsic to the medium with respect to which one could perform an asymptotic analysis. Indeed, given a medium that is not periodic or stationary ergodic, it is not clear how to define a family of operators A ǫ . Moreover, the definition of oscillating test functions involves the limiting (homogenized) operatorÂ. While this works well for the proof of the abstract convergence results, in practice only the coefficients A are known (computingÂ may not be possible), and our approach allows one to construct the approximate (upscaled) solution from the given coefficients without constructinĝ A. Hence, the main difference between H or G convergence and present work is that instead of characterizing the limit of an ǫ-family of boundary value problems we are approximating the solution to a given problem with a finite-dimensional operator with explicit error estimates (i.e. constructing an explicit finite dimensional approximation of the "thin" solution space V ).
We refer to [25] for for an explicit construction ofÂ with rough coefficients a in two dimensions. In particular, it is shown in [25] that conductivity coefficients a are in one-to-one correspondence with convex functions s(x) over the domain Ω and that homogenization of a is equivalent to the linear interpolation over triangulations of Ω re-expressed using convex functions.
The thin subspace idea introduced in this section can be used to develop coarse graining numerical schemes through an energy matching principle. We refer to [38] for elasticity equations and to [65] for atomistic to continuum models (with non-crystalline structures).
Other related works. By now, the field of asymptotic and numerical homogenization with non periodic coefficients has become large enough that it is not possible to cite all contributors. Therefore, we will restrict our attention to works directly related to our work.
-In [26, 30] , the structure of the medium is numerically decomposed into a microscale and a macro-scale (meso-scale) and solutions of cell problems are computed on the micro-scale, providing local homogenized matrices that are transferred (up-scaled) to the macro-scale grid. This procedure allows one to obtain rigorous homogenization results with controlled error estimates for non periodic media of the form a(x, x ǫ ) (where a(x, y) is assumed to be smooth in x and periodic or ergodic with specific mixing properties in y). Moreover, it is shown that the numerical algorithms associated with HMM and MsFEM can be implemented for a class of coefficients that is much broader than a(x, x ǫ ). We refer to [33] for convergence results on the Heterogeneous Multiscale Method in the framework of G and Γ-convergence.
-More recent work includes an adaptive projection based method [51] , which is consistent with homogenization when there is scale separation, leading to adaptive algorithms for solving problems with no clear scale separation; fast and sparse chaos approximations of elliptic problems with stochastic coefficients [61, 34] ; finite difference approximations of fully nonlinear, uniformly elliptic PDEs with Lipschitz continuous viscosity solutions [21] and operator splitting methods [7, 6] .
-We refer the reader to [60] and the references therein for a series of computational papers on cost versus accuracy capabilities for the generalized FEM.
-We refer to [16, 15] (and references therein) for most recent results on homogenization of scalar divergence-form elliptic operators with stochastic coefficients. Here the stochastic coefficients a(x/ε, ω) are obtained from stochastic deformations (using random diffeomorphisms) of the periodic and stationary ergodic setting.
-We refer the reader to [22] , [27] and [14] for recent results on adaptive finite element methods for high contrast media. Observe that in [22] , contrast independent error estimates are obtained for a domain with high contrast inclusions by dividing the energy norm by the minimal value of a over the domain Ω. The strategy of [14] is to first prove a priori and a posteriori estimates that are contrast independent and then construct a finite element mesh adaptively such that the error is the smallest possible for a fixed number of degrees of freedom. In [14] , the energy norm of the error is bounded by terms that are appropriately and explicitly weighted by a to obtain error constants independent of the variability of a.
Conclusions
In this paper, we have been primarily concerned with the following theoretical results:
• the flux norm introduced in section 2 and its transfer property (theorems 2.2 and 2.3)
• the resulting theoretical Galerkin method with contrast independent accuracy for linear PDEs with arbitrarily rough coefficients (theorems 3.1, 3.3, 3.4, 3.30)
• a new class of inequalities (section 4) and the introduction of a Cordes-type condition for non-divergence tensorial elliptic equations (theorem 4.6).
The development of numerical techniques based on these results is in progress and will be addressed elsewhere.
Appendix
Extension to non-zero boundary conditions.
The analysis performed in section 3 and the previous one can naturally be extended to other types of boundary conditions (Neumann or Dirichlet). To support our claim, we will provide here this extension in the scalar case with non-zero Neumann boundary conditions. By linearity, solutions of (1.1) with nonzero boundary conditions can be written as the sum of the solution with zero-boundary condition and − div a(x)∇u(x) = f (x) and the solution with non-zero boundary condition and − div a(x)∇u(x) = 0. Hence, we will restrict our analysis to solutions of − div a(x)∇u(x) = 0 x ∈ Ω; a(x) = {a ij ∈ L ∞ (Ω)} n.(a∇u)(x) = h(x) x ∈ ∂Ω; h ∈ L 2 (∂Ω), It follows from the following lemma that the v a-flux,n -norm is equivalent to the H 1 -norm.
Lemma 8.1. For v ∈ H 1 (Ω)
Proof. The proof of the right hand side of (8.3) is straightforward. The proof of the left hand side follows from
Write Λ the Dirichlet to Neumann map mapping v| ∂Ω onto n · ∇v on ∂Ω where v is the solution of ∆v = 0 in Ω (and n, the exterior normal to the boundary ∂Ω). Write Ψ k the orthonormal eigenvectors of Λ and λ k the associated increasing and positive eigenvalues. Let V n be the finite dimensional subspace of H 1 (Ω) formed by the linear span of v 1 , . . . , v n , where v k is the solution of (8.1) with h = Ψ k . Furthermore, the space V n leads to the smallest possible constant in the right hand side of (8.5) among all subspaces of H 1 (Ω) with n elements.
Remark 8.1. We also refer to [9] for the related introduction of the penetration function, which measures the effect of the boundary data on the energy of solutions of (8.1) and is used to assess the accuracy of global-local approaches for recovering local solution features from coarse grained solutions such as those delivered by homogenization theory.
Proof. For h ∈ L 2 (∂Ω), let w h be the solution of ∆w h (x) = 0 x ∈ Ω; n · ∇w h (x) = h(x) x ∈ ∂Ω; h ∈ L 2 (∂Ω), (8.6) Let W n be a finite dimension subspace of H 1 (Ω) of elements v satisfying div(a∇v) = 0 in Ω. To prove Theorem 8.1, we will first prove lemmas 8.2 and 8.3 given below.
Lemma 8.2. For h ∈ L 2 (∂Ω), let u be the solution of (8.1) and w h be the solution of (8.6). We have,
Proof. The proof follows by observing that for all ϕ ∈ H 1 (Ω) Ω ∇ϕ(∇w h − a∇u) = ∂Ω ϕ n · (∇w h − a∇u) = 0 (8.8)
For v ∈ H 1 (Ω), write h v := n.a∇v defined on ∂Ω Lemma 8.3. For h ∈ L 2 (∂Ω) and v ∈ H 1 (Ω),
Proof. The proof is obtained by observing that 
It follows that an space W n with optimal approximation constant is obtained when Z n is the linear span of (Ψ 1 , . . . , Ψ n ). In that case We deduce equation (8.5) using the following Weyl's asymptotic for Λ (as a first order pseudo-differential operator, see for instance [40] , [43] and [42] )
This concludes the proof of Theorem 8.1.
Proof of lemma 4.1
Let u be the solution of Lu = f with Dirichlet boundary condition (assume that it exists). Since α > 0, the solvability of (4.31) is equivalent to finding u ∈ H 2 ∩ H 1 0 (Ω) such that ∆u = αf + ∆u − αLu 
Using Cauchy-Schwarz inequality we obtain that It follows that if β C < 1, then T is a contraction and we obtain the existence and solution of (4.31) through the fixed point theorem. Moreover,
a ∆u L 2 (Ω) (8.22) which concludes the proof.
