This paper gives a survey of different algorithms of human body reconstruction. According to different input data and devices we introduce human body reconstruction algorithms as two classes: image-based methods and depth data-based methods. The first class reconstructs the body with images, which is fast and convenient. However, it is not so accurate as the second one. Reconstruction methods based on 3D depth data differ in the processing of depth data. Some algorithms have accurate results by using total scanning data. Other algorithms estimate human model from part of depth data by using template or fitting in the database.
Introduction
The traditional method to record and present information of a human body is taking photos or making videos. In the internet age, considering the cost of data storage and network transmission and the reality of the human presentation, most applications still use the media of images or videos. Massive amount of images and videos contains lots of valuable information, especially the human information, which is of significant use in business. Consequently, to obtain the information of images is a main research direction of computer vision. The researchers analyzed much different information of human bodies, which mainly includes the pose, the shape and the action. The information could be applied to lots of fields. The static images can be searched by the keyword provided by the users based on the content of the images, such as the specific pose or action of humans [1] ，or the gender of a person [2, 3] . To reconstruct the 3-D model of bodies in the images is of great use. As with the model, the garment can be replaced to achieve the goal of virtual try-on [3, 4] . Zhou [6] et al. obtain different dressing results of varies shapes of bodies by reshaping the bodies in the image. The analysis of the dynamic images, i.e. the videos, is used in the vision monitor, animation making and the somatic games. In the environment of high security requirement, such as the bank and the airport, the vision monitor system can judge the danger of a person by estimating the actions of it. Yu [7] et al. estimates the action by classifier, tracking the motion of human bodies and generating the skeleton simultaneously. The vivid animations can be made with a fast speed. The depth image is directly got and used in the somatic games by using the Kinect to easily track the human body. 3D reconstruction technology can be used to acquire and analyze the geometry of the object and environment in the real world. The data obtained can be used to construct digital model of virtual world and also can simplify the model design job. 3D reconstruction is widely used in game design, digital heritage, film making, criminal identification, bioinformatics and reverse engineering [8] . 3D Human information has more value and importance than general scan reconstruction of object and scene in various areas. 3D Human Reconstruction has its unique characteristics: First the body gestures of different person are different but have same characteristics in morphology, thus prior knowledge can be used to reduce the complexity of reconstruction computation and correct the reconstructed models of non-normal body gestures; Second, human cannot maintain static during the scanning process and also in some situation human need to move in real time, which gives the room for template based reconstruction method to be applied. Accurate human model can be acquired by high precise scan device with the subject staying still during a relatively long time scanning, or we must put up with the rough reconstruction results. In this paper, we will introduce two different types of methods to estimate the pose or reconstruct the human body. The first type is based on the images, which makes of lots of computer vision algorithm. The second type is based on 3D depth data. There are three categories in 3D depth data based reconstruction methods. The key of their difference is how they use the depth data points.
Image-based pose recognition and shape reconstruction
Large amount of methodology are presented to obtain 3-D information from the 2-D media. A generic method to reconstruct common objects is the Shape From Shading (SFS) technique. Zhang [9] et al. and Durou [10] et al. provided a survey respectively, which are the conclusion and comparison of the SFS technique. However, because of computation complexity, SFS technique is not sufficient to the human body reconstruction. The difficulties or challenges are mainly in five points. 1)，The non-rigid body with clothes on it leads to a more complex motion of non-rigid. 2), A series joint on the body makes the degree of freedom high. As a result, fast and valid estimation of high-dimensional parameters is a key problem. 3), 2-D media lacks the details of a dimension and has the problem of self-occluded, which results in the ambiguous and non-unique relationship between 2-D and 3-D. 4), Body pose and motion are under constraints of the physics condition of itself. 5), Complex and changeful pose, background, illumination and garments with the consideration of multi-person, make the human body area extracting difficult. In the earlier time, the pose is obtained by marking the feature points interactively in the corresponding body image. Lee [11] et al. uses the feature points to estimate pose from single view. They calculate the camera and joints coordinates with these points and with the assuming that relative length of every part is fixed. The fourth problem mentioned above can also be helpful to refine the pose estimated. Taylor [11] et al. also use similar way to get the human pose from an uncalibrated image. Only pose is not sufficient to satisfy some application's requirement, so the researchers construct the 3-D body model by fitting existing model to the image or generating a new one. For instance, Guo [3] et al. employ manual marked feature points similar as described above to estimate the shape of a body. Getting the pose or shape from images is similar to that from videos. The method can be mainly divided into two classes [13] , the discriminative method and the generative method. There are mainly two kinds of discriminative methods based on the feature used, of which are total match and part match pose estimation. The objects interested are described by features in computer vision. Shape and edge gradient are widely used to extract the human body. The silhouette is the main feature of shape, which is used by lots of researchers. They extract the silhouette from images by edge detection or image cut approach. GrabCut [14] is a region-based image cut algorithm, which is applied to lots of researches of pose estimation and shape recovery [15] [16] [17] [18] [19] . Guan [15] et al. cut the image and get the initial articulated body pose and shape interactively, and then with the SCAPE [20] model's constraint and the body SFS optimization, the result robustly matches the image evidence. SCAPE is a deformable, triangulated mesh model of the human body that accounts for different body shapes, different poses, and non-rigid deformations due to articulation. For vision applications, it offers realism while remaining relatively low dimensional, which is widely used in the reconstruction of body shape [2, 3, 5, 15, . Balan [21] et al. obtain the pose and shape results through the optimization of a cost function between image observation and a hypothesized mesh. Hasler [19] uses a similar approach with a different model which needs fewer user input compared with SCAPE. Sminchisescu [24] et al. present a novel similarity measure (likelihood) for estimating three-dimensional human pose from image silhouettes and a skeleton-based smoothing method for the image silhouettes that stabilizes and accelerates the search process. In order to make up the information deficiency of 2-D images, some researchers consider to use a multi-view approach to estimate the pose and shape. Hilton [25] et al. extract the silhouettes from views, i.e. the front, back, left and right, with which modify the model and then map the texture in the image to the model to generate animation of the textured model. Lee [26] et al. and Seo [27] et al. did similar research from three views and Lee [27] et al. also made a detailed texture mapping on the face. Seo [28] et al. use the silhouette to retrieve and modify the model by their projection, in which either single or multi-view works. Bălan [2] et al. try to estimate the shape under the clothes and infer the gender to modify the shape. Zhu [28] et al. estimate the cross-section of the body by two orthogonal views to reconstruct the 3-D model. Shape context is another feature of the shape, which gives an overall description of a shape by considering the other points distribution histogram to the reference points. Signal [22] et al. and Mori [30] et al. obtain the pose or shape with this feature. The methods applied to images above are mostly suitable for videos. In some situation, the algorithm needs to be fast, which leads to a simpler model. Peng [31] et al. use the deformation of cylinder to represent the body, which is directly got without the pose estimation. Deutscher [32] et al. apply a simulated annealing particle filter to recover the motion of the articulated body. Fua [33] from multiple perspectives, they create 3-D renditions of real-world people. Jain [35] et al. realized the tracking and reshaping of the bodies in the video. As the depth camera developing, many researchers start to obtain the body information from depth image. Jiang [5] et al. fit a 3-D morphable human model to the actual body shape of the user in front of the depth camera. Ye [36] et al. present a new view-independent matching algorithm between a 3-D full-body surface mesh and a depth map to estimate body pose configuration from a single depth map. Zheng [23] et al. reconstruct the pose and motion with four synchronized depth images. The edge gradient feature is common in image researches, which is of high robust. The histograms of oriented gradients (HOG) is employed by many researches, which divides the image into several grid to compute gradient respectively, and then accumulate their directions and finally link to generate the HOG feature vector. Ferrari [16] et al. apply HOG to detect the upper body. Wang [37] et al. combine it with LBP to detect the human bodies with occlusion. The part-based method finds every part of the body first, such as arms, head, torso, etc., and then judges which kind of pose best fits the combination of the parts obtained. Using the upper-body detector, the body position in Eichner [17] will be cut into head, torso and arms by GrubCut to get the pose finally. Souto [18] et al. apply an artificial neural networks to auto detect the pose with the cut-out body parts. Yang [38] et al. present a general, flexible mixture model for capturing contextual co-occurrence relations between parts, augmenting standard spring models that encode spatial relations. Ferrari [16] et al. develop a generic detector using a weak model of pose and GrubCut to reduce the full pose search space and also an integrated spatial-temporal model to refine pose estimates to estimate 2-D human pose in complex environment. Yu [39] et al. applies action detection and 2-D pose estimation techniques to infer 3-D poses in an unconstrained video. Brauer [40] et al. employ the particle swarm optimization to estimate the 3-D pose with body parts. The silhouette-based method and the part-based method can also be combined to use. Kakadiaris [41] et al. apply the Human Body Part Decomposition Algorithm (HBPDA) to recover all the body parts, and then reconstruct the body model with the silhouette of every parts. The generative method estimates the pose with a probability optimization model, which combines the prior of every body part and the image information. Chen [4] et al. present a new probability method to estimate the parameters of models to get the shape of body, which can adjust the aspect ratio. Pishchulin [42] propose a new technique to extend an existing training set that allows to explicitly control pose and shape variations. The generative method can also integrate the discriminative method. Sigal [22] et al. employ a discriminative method to get a coarse pose and shape first, and then refine the result with the generative method.
Human Body Reconstruction based on 3D depth data
The depth data scanning methods of 3D reconstruction can be divided into two categories named as contact and non-contact methods. The contact-methods acquire data by physical touching with object surface. Such methods can acquire high precision data, and often be used in manufacturing engineering, but it may damage the object to be scanned and is far slower than non-contact methods. Non-contact methods can be divided into passive scan methods and active methods. Passive methods only accept signal passively without emitting energy signal for sensing. Passive scanning methods do not require special hardware. They run on cheap devices and can be used in big scene and object out-door. However passive scanning methods are sensitive to the light and texture of the object and also have high computational complexity and low robustness. There are so many ways to acquire 3D depth data, they differ in precise and speed. However the key difference of human body reconstruction methods is how to construct human model from scanning depth data. Here we can divide these methods into three categories: registration-based reconstruction methods, database-based reconstruction methods and templates-based reconstruction methods. Registration-based reconstruction methods construct human model from more than one frame of depth data. They take much time on alignment of all frames, thus have low speed. Templates-based methods always use one frame to finish templates estimation in real time. Database-based methods can use one or more frames, the number of the frames will decide the accuracy of results. Preprocess of scanning depth data is necessary for all three types. We can use mesh-denoise algorithm [43,-45 ] to mesh of the depth data or directly use point cloud denoise algorithm [46] [47] [48] to the raw depth data. Methods of 3D Human Reconstruction have different appearance in accuracy, completeness and computation complexity [49] .
Registration-based reconstruction methods
Registration-based reconstruction methods construct human models by depth data, so they must handle different view of depth data to get all the information of object. Each view of depth data is a depth data frame. The key problem of reconstruction human model from different frames is put points of each frame into one coordinate, which is also called registration. The main steps of registration-based reconstruction methods are preprocess, registration and mesh merge (Fig.1.) . Registration in human reconstruction situation is not simple, as people always move a lot. The non-rigid registration algorithms of dynamic objects must be used to solve this problem, which is based on rigid registration algorithm. There are also ways to accelerate the registration based reconstruction methods, since human body has unique characteristics.
Fig.1. Main steps of registration-based reconstruction methods
The key method to generate model from raw scan data is registration algorithm. To get the total information of object reconstruction method need scanning data of object from different directions. The registration algorithm is used to register different frames of scanning data into one coordinate system. Registration algorithm has two steps: local rigid registration between two frames, global rigid registration of all frames. The classic methods of local rigid registration methods are ICP algorithm (iterative closet point) [50] and RANSAC algorithm (random sample consensus) [51] . ICP algorithm has become the most popular algorithm in 3D Model Registration. This algorithm set the initial registration of two models at first, then set corresponding relationships of points in two models. The corresponding relationships can be used to solve rigid transformation between two models. Using this transformed model as new model to do iterative calculations can get the final registration (Fig.2.) .
Fig.2. ICP algorithm[52][51]
Local rigid registration algorithm solves the registration problem between two frames of scanning data, but registering all frame one by one using local rigid registration will accumulate the error. Global rigid registration algorithm has solved this kind of problem by distributing error to each frame [53] . Brute-force search method takes the constraints of all frames based on ICP algorithm to solve the equation of all transformations. Brute-force search method cannot be used in practice because of its large linear equations. Another greedy strategy algorithm registers the new frame to all the registered frames [54] , it cannot diffuse the error of registered frames and may not reach the extremism. Based on graph [55, 56] , global registration method first calculates the local rigid registration of all frame pairs in model geometry level, and then considers the pairs of frames as nodes to construct graph, diffuses global error at a higher level without considering specific geometry of model. Global rigid registration algorithms can minimize the data of all frames acquired from different directions, so it use less memory and can handle models with mass of scanning data. [65] Some objects are difficult to keep static when the object to be scanned is an animal or Human being. In this situation non-rigid registration algorithms of dynamic objects will be used. Non-rigid registration for dynamic objects is widely studied in recent years [56] . The algorithms can be divided into three types [57] : (a).Non-template non-rigid registration algorithms (Fig.3a. ). This type of algorithms has high accuracy of scanning data and low variance of two consecutive scanning frames. Paper [58] makes all the scanning data form a four-dimensional time-space surface, then uses the kinematic characters to track and register numbers of scanning frames. Paper [59] registers two scanning frames in nonlinear deformation by some geometric features and isometric transformation constraints. (b).Non-rigid registration based on accurate template (Fig.3b. ). This type of algorithms first need generate a high precision template model, and then use this template to fit all the frames of scanning data. An algorithm based on energy optimization [60] fits template to different frames with the artificial set features, thus to establish a consistent topology body model database. Another algorithm [61] first acquires a more accurate static template model by using 3D scanner, and then fits template to each frame of scanning data by embedded deformation method [62] . (c).Non-rigid registration based on rough template (Fig.3c.) . Accurate template grid is often difficult to obtain, but less accurate template is relatively easy to get, thus we can use body skeleton model as rough template to fit joint-animals. Paper [63] first cuts the initial frame data by hand, then accumulates the geometric information which has been captured by identifying and tracking the rigid module of each frame of scanning data. A global registration algorithm of joint-object [64] has been proposed which simultaneously optimizes the registration of multi-frame and skeleton template model. These three types of methods, as mentioned above, have both advantages and disadvantages. The first type methods require higher input data quality, and pay more time on computation. The second type methods require precise templates, which are difficult to obtain in practical applications, especially for dynamic objects. The third type of methods currently can only deal with a few simple deformations.
Fig.3. Non-rigid registration algorithm of Dynamic Objects
Research on global non-rigid registration is much less than rigid registration, Occlusion and error accumulation problem in non-rigid registration remain to be further studied [64] .
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The difficulty of registration algorithm can be reduced by taking advantage of pre-knowledge. The freedom of algorithm can be significantly reduced [61] [68] by fitting human model template deformation to each scanning frame (such as deformation embedded algorithm [62] ). The human body's movement has its unique characteristics, the motion can generally be thought as rigid motion of segments in global and non-rigid motion in local. The general non-rigid registration can be simplified to a rigid registration of multi-segments. Human body model can be reconstructed by doing global registration of human scanning data first [63] and then local non-rigid registration [64] . Precise reconstructed human model can always be got by using reconstruction methods based on registration. Although there are many ways to accelerate the registration algorithm, but the alignment of numbers of frames is a time consuming job. That's why registration based reconstruction methods cannot work in real time.
Database-based reconstruction methods
Database-based reconstruction methods use parametric human model database as the pre-knowledge of human body. The database can reduce the computation complexity and correct some error of reconstructed model by pre-knowledge. This type of methods first constructs database by reliable parametric human models, then uses the parameter of input depth data to select the most fitted model from the database. The main steps of database based reconstruction methods can be seen in Fig.4 .
Fig.4. Main steps of database based reconstruction methods
The key problem of database construction is parameterization of human models. A consistent topology 3D Human Body Reconstruction has been proposed [60] , which based on human model database. Firstly, the algorithm marked discrete 3D feature points on scanning data of 250 human body, and then register the template model to all the scanning models. Furthermore, PCA algorithm is used to project high dimensional human model database to a lower dimensional space, to build parametric human models. This parametric human model can be applied to Human Data Statistical Analysis, Interpolation of Shape, Human Model Fitting based on discrete feature points. However the method is not applicable when the body postures are different. SCAPE (Shape Completion and Animation of People) [18, 19] uses the idea of parametric of human shape to propose a new method. SCAPE considers not only the impact of human body geometry parameters to the human body but also the effects of different body posture. Paper [14] has considered the impact of both body shape parameters and postures parameters to the geometric parameters of human models, in addition, they also set up a European human body database of 550 human models (Fig.5.) . The computation complexity of human body reconstruction methods is reduced by using priori knowledge of the human body geometry got from the Human Body Database. Using of discrete 3D feature points of human body or body scanning data from single point of view can fit a complete 3D human model based on database [18] . Paper [14] tries to estimate body shape data from color image, by digging the human body part from the image and using silhouette or shadow as constraints to estimate human body shape parameters. Paper [66] reconstructs human body form one single picture by looking for a model from database which is close to human in the image by skeleton and geometry.
In the similar opinion, paper [67] restores approximate 3D shape data from body scan data in baggy clothes. In their work the main step to get human body shape data are: rigid registration, morphing of grid, model fitting. Time and quality of database-based reconstruction methods are depend on the database. The more models in the database the more time will be taken and the more accurate result will be acquired. Database-based reconstruction methods can run in real time only when there are very few models in the database. However we can only get bad result in this situation.
Templates-based reconstruction methods
Real time reconstruction methods based on database cannot get pleased result. Real time human body reconstruction methods are always based on templates. Templates are parametric human models, which are described by mathematic models, such as GMM (Gaussian Mixture Model). The key idea of templates-based reconstruction methods is estimating parameters of template model from one depth data (3D cloud points). This type of methods can run in real time because it uses one or few frames of depth data and also doesn't have to do registration. Templates-based reconstruction methods first construct templates by parameterizing human model to mathematic models, then use depth data as observed 3D cloud points to estimate mathematic models (Fig.6.) .
Fig.6. Main steps of database based reconstruction methods
There are always one or more human body templates in Model fitting methods based on templates. One or more accurate human templates are scanned off-line in paper [68] [69] which use 3D human body points cloud as input data, use GMM as the parametric model of templates, fit points cloud to templates (Fig.7.) , add global and local constraints to templates for getting normal human shape. GMM is an important model to parameterize the human templates [70, 71] . Using the number of human template points as the number of GM, the location of points can be the expectation (Fig.8) . These methods use precise devices, such as multi-view camera to acquire input data to track articulate objects. The methods about template generation [72, 73] can generate template with few interaction without precise template scanning. Such algorithms require high precise input data and templates, so it runs on high price devices and always need to be accelerated by GPU to reach real time calculation. The classic point registration algorithm [74] is used to build relations between of two 3D points sets (Fig.9.) . . Points registration algorithm [74] One template has only one body posture information, thus it will get rough even wrong results when tracking different body postures. To use more templates on real time human body tracking [69, 71] is a good idea for getting more accurate results. The key problem of these methods is template selection and registration through different templates. There is also semi-real time algorithm to reconstruct human body model during the natural motion of person [50] , which input a series depth data of person's movement to produce a series model movement of constructed human model. Also we can use kinematic chain as template to do point registration and human body reconstruction. Kinematic chain has Kinesiology constraints and can be used to correct unmoral body postures of reconstructed human model [59] (Fig.10.) . Fig.10 . Constraints of kinematic chain template [70] Although templates-based reconstruction methods can run in real time, but human models are not reconstructed all by raw 3D depth information, thus the precise of model is worse than registration-based reconstruction methods. Templates-based reconstruction methods require high accuracy templates and input data, so it can only runs on high precise real time devices.
Conclusion
The human model can be reconstructed from images or depth data. Image-based methods are convenient and do not need data acquirement devices. Human body reconstruction methods based on 3D depth data input data from kinds of scanning devices. The key problem of human body reconstruction methods based on 3D depth data is how to reconstruct human model from depth data frames. And according to that we can divide reconstruction methods based on depth data into 3 categories. The first category, registration-based reconstruction methods can get accurate results, but cannot run in real time. The second category, database-based reconstruction methods, can reduce the computation complexity, but its real time results are very bad. The third category, templates-based reconstruction methods, can run in real time, which needs to implement in high accurate and real time devices (such as 3D camera).
