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Mesoscopic quantum systems tend to display appreciable correlations with environment and these
correlations play an important role in the physical properties of the system. However, the experi-
mental methods needed to characterize such systems either ignore the role of initial correlations or
scale unfavourably with system dimensions. Here we present a tool box that is agnostic to system-
environment correlations based on easily implementable experimental processes. We demonstrate
using this technique capability to detect specific correlations and measure them under some condi-
tions. We show the potential of the tool by applying it on a hybrid quantum system of Nitrogen
Vacancy Centers (NV) trapped in an optical cavity (emulating spin-photon dynamics) and extract-
ing information such as interaction strength and effective number of interacting NVs.
I. INTRODUCTION
Quantifying complex dynamics of a correlated system
and environment is a necessary step for realizing prac-
tical quantum technologies. At present, majority of the
methods describing the dynamical evolution of an open-
quantum system assume factorization approximation[1],
which states that the initial system-environmental corre-
lation is negligible. The absence of correlations between
system and environment guarantees that the evolution of
the reduced system is given by completely positive trace
preserving maps (CPTP) between the reduced system
states [2]. The first dynamical equation that appears for
describing complex quantum systems is the GKLS master
equation [3]. However, these techniques fail in the pres-
ence of initial correlations, which are present in strongly
correlated nanoscale system-environment dynamics [4–6].
If the system-environment has initial correlations, then
the reduced dynamical map describing the system evo-
lution is described by “not completely positive” (NCP)
maps. NCP-maps capture the effect of initial correla-
tions on the subsequent dynamics, since in the presence
of correlations, the marginal states and the correlation
matrix are not independant. Such NCP-maps have been
discussed in the literature from a mathematical point of
view [7–9], and several theoretical results have been es-
tablished relating to the violation of laws of physics as
a consequence of NCP-maps [10, 11]. A good technique
which does not assume of CP maps is process tensor to-
mography, though such techniques can be cumbersome.
While state tomography of a d×d density matrix scales as
O(d2), process tomography scales as O(d4) and process
tensor tomography scales as O(d6) [12], making it im-
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practical to perform process tomography or process ten-
sor tomography on even modest systems. The fact that
considering NCP maps for predicting dynamics is cum-
bersome has direct consequences that several forms of
spectroscopic techniques are based on local master equa-
tions (like GLKS) which are based on CP maps formal-
ism. Thus these techniques often rely on Hilbert space
dimensionality of the system and the Born-Markov as-
sumption. Hence it is essential to develop spectroscopic
techniques that neither relies on the exact number of
dimensions of the Hilbert space of the system nor on
whether these degrees of freedom are interacting with an
environment. Here, we propose one such method which
we call Prepare Probe Spectroscopy (PrePSy).
We propose a modification of two-dimensional phase-
coherent spectroscopy and show that we can selectively
detect different types of environmental correlations and
furthermore measure them under some assumptions (de-
tailed below). Our spectroscopic method extracts infor-
mation about the system-environmental initial correla-
tions by utilizing the role measurements play on corre-
lated systems. Such methods were previously used to
characterize NCP maps [14], modify information theo-
retic bounds [15] and witness initial correlations [16]. We
begin by describing the three steps - Prepare, Evolve,
and Probe, belonging to PrePSy in Section 2. We elab-
orate on this technique with a toy model in Section 3
and demonstrate how to detect and measure correlations.
Further, we emphasize the advantage of this tool by char-
acterizing the effective photon mediated interaction be-
tween a pair of NVs in a hybrid quantum system of mul-
tiple NVs trapped within a cavity in Section 4.
II. PREPARE PROBE SPECTROSCOPY
(PREPSY)
To study systems which might be initially correlated
with their environment, it is well known that an entangle-
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2ment breaking channel can be used to prepare [11, 13, 14]
the system in a given state which conditions the environ-
ment depending on the measurement outcome. Assum-
ing that we have control over a spin of an unknown k-
NV spin ensemble in a cavity, we deploy this condition-
ing alongside two-dimensional spectroscopy considering
the controllable NV spin as system and the rest (k − 1)-
NV spins as environment. We demonstrate how the two
techniques in tandem can detect initial or intermediate
correlations in quantum systems alongside detecting the
hidden Hilbert space dimensionality of the environment.
A. Step 1 : Conditional Preparation
In the first step, projective measurement on the system
acts as an entanglement breaking channel followed by a
unitary operation for preparing the system. If the initial
state of the system-environment is given by
R = ρ⊗ τ + χ, (1)
where R is the total state of the system-environment,
ρ and τ are the marginal state of the system and en-
vironment respectively, and χ is the correlation matrix.
The measurement Em projects the system state onto |m〉,
which leads to
Em[R] = |m〉〈m| ⊗ σ(m). (2)
Here σ(m) is the post-measurement state of the environ-
ment. In presence of initial system-environment correla-
tions, projective measurement performed on the system
generates environment state conditioned on the measure-
ment outcome. The choice of projective measurement
operator is crucial as it influences what type of system-
environment correlation is retained within the environ-
ment. Since the system after the measurement has no
correlations with the environment, further evolution is
described by CPTP maps.
Next, the system state is initialized for spectroscopy
by a unitary transformation to a common standard state,
irrespective of the choice of the state, the system was pre-
viously projected onto. For representation and without
loss of generality, the standard state has been chosen as
|0〉. The total state after initialization is as follows,
Um ◦ Em[R] = |0〉〈0| ⊗ σ(m) (3)
where Um tranforms |m〉 to |0〉. Hence any difference be-
tween system-environment states which have been pro-
jected onto different states (|m〉,|n〉) after initialization
is between the environmental states (σm and σn). This
feature is essential in highlighting the signal generated
due to initial correlation which will be apparent in Step
3. Therefore multiple iterations with different projection
state preferably orthogonal to each other are conducted.
Such orthogonality facilitates generation of independent
data sets. The number of maximum possible iterations
scales favourably with the dimensions of only the system.
B. Step 2 : 2D Phase Coherent Spectroscopy
The next step is inspired from 2D Phase coherent spec-
troscopy which traditionally is used for NMR [17, 18]. An
elementary example of 2D spectroscopy is shown in Fig-
ure 1. The first rotation control pulse is for initialiation
of spins. The delay t1 and t2 is individually varied and
seperated by a rotation control pulse. Consequently the
signal is recorded by measuring some appropriate prop-
erty (magnetization for nuclear spins). The signal will be
a function of t1 and t2, and Fourier transformation will
generate a 2D spectrum common to spectroscopy. The
additional benefit of 2D spectroscopy is the observation
of coherent population transfer channels in a multipar-
tite system over the benefit of source (such as proton for
NMR) detection seen from 1D spectroscopy. The popu-
lation transfer channels consist of all the valid transitions
possible in the system defined by the interaction Hamil-
tonian.
FIG. 1. A generic correlated spectroscopy (COSY) Pulse se-
quence. i and j denotes the direction of the pulse. The most
used case is i = j = x called the cosine version of COSY
For PrePSy, the first pulse in 2D spectroscopy pulse se-
quence is substituted with conditional preparation step.
Thus after the conditional preparation, the system and
environment evolve for time t1 followed by a pi/2 pulse
generated by suitable rotation operator (Aˆ). We use the
NMR definition of pi/2 pulse and loosely extend it to the
system Hilbert space to denote a pi/2 rotation in a plane
defined by the operator Aˆ acting on the prepared state.
This is succeeded by free evolution for time t2.
C. Step 3: Measurement
The last step is the measurement step where the same
system observable is measured over all iterations of pro-
jection operator in Step 1. The measured signals are then
pairwise differenced. This will nullify effects other than
those caused due to the presence of initial correlations
because at the end of Step 1 the difference was only in
environment state caused due to presence of initial cor-
relations. Hence any additional difference after Step 1 is
only because of the presence of initial correlations. Each
of these NC2 pairs is then Fourier transformed to gener-
ate the spectrum. Figure 2 shows the complete procedure
for Prepare Probe Spectroscopy (PrePSy).
3FIG. 2. Schematic of the Preparation Probe Spectroscopy (PrePSy). The first part is the preparation part where conditional
measurement is performed. The second part is the evolve part which is a time delayed pulse and time delayed measurement.
Finally difference of the measured signals is taken followed by a Fourier transform.
An appropriate choice of the projective measurement,
rotation operator of the Π/2 pulse and final measurement
observables will ensure that the initial correlations are
always captured by PrePSy as shown in Appendix A &
B.
III. TOY MODEL
A generic Hamiltonian for the system and environment
can be written as H = H0 + V , where H0 is a diagonal
Hamiltonian that defines the joint energy levels of the
system and environment. The interaction Hamiltonian
V may be off-diagonal to promote transitions between
different levels. Likewise, we can write a generic density
matrix in the Fano representation [19] as
R =
1
dD
(I + ~r. ~M ⊗ I + I ⊗ ~s. ~N +
∑
ij
MiTijNj), (4)
where {Mi=1...d2−1} and {Nj=1...D2−1} are elements of a
Hermitian traceless matrix basis. In this section, we con-
sider a minimal toy model of a spin-qubit system coupled
to a spin-qubit environment as an example, though are
contruction can be straightfowardly generalized as im-
plied by the general formalism. In the next section we
consider a more physically interesting problem involving
six spins coupled to an optical cavity.
A. Hamiltonian & Initial State
As an illustrative example, let us consider a two-qubit
system and write
H = ω(s)S(s)z + ω
(e)S(e)z +
∑
i ∈ {x,y,z}
λ(ij)S
(s)
i S
(e)
j (5)
Where Si is the spin−1/2 angular momentum. ω(s) and
ω(e) are the energy difference between the two states of
the system and the environment spin respectively. λ(ij)
is the coupling between the two spins.
For the initial state, the general density matrix of two
qubits can be written as
R =
1
4
I + ~u~σ ⊗ I + I ⊗ ~v~σ +∑
j,k
Tjkσ
s
j ⊗ σek
 (6)
where ~σ = (σx, σy, σz) and σi is the Pauli matrices
and ~u,~v ∈ R3 & Tj,k ∈ R. Using singular value de-
composition , matrix T = {Tjk} can be written as
T = Oa diag{c2, c2, c3}Ob. One can see that T is locally
unitary equivalent to
R =
1
4
I + ~a~σ ⊗ I + I ⊗~b+ ∑
j∈{x,y,z}
cjσj ⊗ σj
 . (7)
Thus a general two qubit state can always be reduced, up
to local unitary equivalence, to a state in the above form,
Since focus is on the correlations in the bipartite system,
we set ~a = ~b = 0, thus considering only the maximally
mixed marginals. Hence the system-environment state is
given as
R =
1
4
I + ∑
j∈{x,y,z}
cjσj ⊗ σj
 (8)
Here cj is a real constant satisfying certain constraints
such that R is a well-defined density operator. For
this model, arbitrarily but consistently chosen cj and
{ω(s), ω(e), λ(ij)} are used to apply PrePSy where the ini-
tial projection measurement is |x〉 and |−x〉. The Π/2
pulse is chosen to be in a direction perpendicular to the
projective measurement i.e., about the z-axis. The final
measurement operator chosen is population of |x〉. The
“Difference” step is the difference of the two signals ob-
tained. In the appendix B, we present a calculation to
understand the interaction between the various matrix
elements discussed in producing the signal detected.
B. Result : Correlation Detection
The preliminary test of PrePSy is the successful de-
tection of correlation. A trivial case to consider is when
4there is no initial correlation (c′js = 0). Since the result
of the conditional preparation step will be indistinguish-
able if there is zero correlation irrespective of the mea-
surement result, applying PrePSy will always give zero.
FIG. 3. 2D data of PrePSy on the toy model with parameters
as cx = −0.8, λ(xx) = 4Hz, λ(yy) = 3Hz and λ(zz) = 3.5Hz.
Presence of peaks denotes existence of initial correlation.
For the non-zero correlation case, applying PrePSy for
initial measurement basis vector to be along x-direction
gave the results shown in Figure 3. Thus obtaining non-
zero data implies that it does detect correlation correctly.
C. Result : Correlation Measurement
The position of the peaks in the 2D diagram in Fig-
ure 3 describes an occurrence of transfer of population
and thus depends on the interaction Hamiltonian which
dictates the energy gap. The intensity of the peak rep-
resents the quantity of the population transferred and,
hence, depends on the initial density matrix and thus
the initial correlations. Upon measuring the variation of
intensity of any signal with the correlation strength, a
linear dependency is revealed as shown in Appendix B
Eqn. B4 which shows that derivative of the signal with
Tjk is independent of T . Linearity is not surprising be-
cause the master equation is linear in the density matrix
which contains the correlation. Plot of total signal inten-
sity F vs. correlation is shown in Figure 4.
To measure correlation of some setup, if the equation of
the line is known, then by applying PrePSy and measur-
ing the total intensity of the signal F , correlation can be
calculated to know the equation of line two data points
are required out of which one is trivial i.e. line passes
through (0, 0). One more data point, if acquired, should
be sufficient. However, knowing the system-environment
correlation apriori is nontrivial. A simple method if
the Hamiltonian of the system - environment is entirely
known is using the Gibbs thermal state where initial cor-
relation can be calculated. Performing PrePSy on the
thermal state of the system and environment will give an
additional data point.
Since the master equations are linear, each value in the
parameter space should have a unique 2D plot. Hence a
FIG. 4. Plot of the variation in total signal strength (sum of
the 2D data) vs the initial correlation cx.
brute force method is to learn the type of Hamiltonian
and the correlation from the 2D spectroscopy data, which
only works for small number of spins.
IV. APPLICATION : CAVITY QED WITH NVS
Color centers in solids such as in diamond [20] and in
SiC [21, 22] are suitable quantum emitters for implement-
ing a spin-photon hybrid system for quantum information
processing [23, 24], boson sampling [25–27], quantum key
distribution [28, 29] and entanglement distribution[30–
32]. The majority of the color centers possess a spin
degree of freedom with advantages such as a long spin
decoherence time at room temperature [33–35] and op-
tical readout of spin state[36]. Among various attempts
for solid-state cavity QED systems, NVs coupled to a
photonic crystal cavity [37, 38], microsphere resonator
[39, 40], or microtoroids [41, 42] have emerged as a
promising candidate.
However, developing reliable interfaces between pho-
tons and the quantum emitters is difficult due to signifi-
cantly small fraction of fluorescence contributed by zero
phonon line and also low coupling strength. Moreover,
the position of quantum emitters is not deterministic [43].
Thus scaling to multiple quantum emitters coupled with
photons is more challenging.
Additionally, the interactions between individual
quantum emitters are measured with cavity photons via
the Purcell enhancement of the spontaneous emission [44]
and hybridization of the electronic state [45]. However,
for multiple emitters interacting with photons, although
dipole-dipole interaction between the emitters is negligi-
ble, emitter-emitter interaction will exist through photon
mediation. This will give rise to entanglement [46, 47].
Thus for many quantum emitters interacting with cav-
ity photons, characterization using previous methods be-
comes nontrivial. As most of the system-environment
properties are encoded in the correlations, we present
PrePSy as an auxilary characterizing technique for such
systems where coupling between entities is sufficiently
5FIG. 5. Schematic of NVs trapped in a cavity. The blue
NV is chosen as the system spin and the rest of the NVs are
considered as a part of the environment.
stronger than the decoherence for collective effects to
arise. We demonstrate with PrePSy for multiple NVs
trapped within a cavity the ability to read off parame-
ters like coupling constant, the quantity of NVs coupled
to the cavity. We choose a single NV to be the system
and the cavity, along with other NVs to be the environ-
ment, as shown in Figure 5.
A. Hamiltonian Dynamics
The NV has a S = 1 electronic ground state labeled
as
∣∣3A2〉 = |E0〉 ⊗ |ms = 0,±1〉 where |E0〉 is the or-
bital angular momentum state and |ms = 0,±1〉 are the
spin angular momentum states. The optical transition
between the ground and excited state manifold is spin
preserving but changes the orbital angular momentum.
The spin-photon coupling can be reduced to an effective
pairwise photon mediated Jaynes-Cummings model with
the help of laser-induced Raman transition between two
centers via the exchange of virtual cavity photons [48].
FIG. 6. Energy level diagram of NV center with red (blue)
line denoting cavity mode (laser field) coupling to the NV.
To show this consider that the cavity mode in opti-
cal regime dispersively couples to the jth NV transition
between the excited state (|e〉 := 1/√2(|E−〉 |ms = 1〉 +
|E+ |ms = −1〉〉) and a states in the ground state man-
ifold (|0〉 := |E0〉 |ms = −1〉), with coupling constant gj
and detuning ∆ as shown in Figure 6. The selectivity of
the states is because of the spin selectivity nature of the
optical transition and this particular Λ-type transition
was recently used for spin-photon interaction [45]. Under
the condition ∆  gj , the photons can be adiabatically
eliminated. To perform adiabatic elimination the cavity
mode operator is made time independent ( ˙ˆa = 0) using
the Heisenberg-Langevin equation [46]. The correspond-
ing Hamiltonian is reduced to
Hadiab =
∑
i,j
gi ∗ gj
∆
|ei0j〉 〈0iej |+H.c (9)
In addition to cavity interaction, a largely detuned σ+
laser is coupled to the same transition with Rabi fre-
quency Ω
′
j and detuning ∆
′
(∆  Ω′j). The purpose of
this laser transition is to eliminate the stark shift term of
the state |0〉 generated by the vacuum state of the cavity.
FIG. 7. Raman transition between two NV centers in dressed
state basis i.e |±〉 = (|01〉 ± |10〉)/√2 with coupling Θ =
g1g2/∆
Another adiabatic elimination of the excited state
manifold of NVs is possible if a σ− laser is coupled to
|e〉 ↔ |1〉 (where |1〉 = |E0〉 |ms = +1〉 and Rabi fre-
quency is Ωj) to create a two photon Raman process
Fig.7. Thus the effective Hamiltonian in the subspace of
{|10〉 , (|e0〉+ |0e〉 /√2, (|e0〉 − |0e〉 /√2, |01〉} is
Hˆeff =
∑
i,j
ξi,j |1i0j〉 〈0i1j |+H.c. (10)
where, ξ = Ω1Ω2/Θ and Θ = g1g2/∆. The adiabatic
elimination is valid only when the effective NV - NV cou-
pling is much larger than the laser coupling ( Θ Ω1Ω2).
If effective pairwise coupling is uniform i.e. ξi,j =
ξ ∀ i, j then Hamiltonain for the group of two level sys-
tems can be rewritten in terms of collective angular mo-
mentum operators (Jx, Jy, Jz) as
Hˆeff = 4ξ
(
~J2 − J2z
)
− 2ξN · I (11)
6where N is the number of NVs in the cavity. We simu-
late the density matrix evolution given in Eqn. 10. The
decoherence process for the Lindblad master equation
are the standard cavity decay and spontaneous emission,
given by
ρ˙ =− ι
[
Hˆ, ρ
]
+ κ
(
2aˆρaˆ† − {aˆaˆ†, ρ}) (12)
+
∑
i
γi10
(
2σˆi01ρσˆ
i
10 −
{
σˆi01σˆ
i
10, ρ
})
(13)
+
∑
i
∑
j=0,1
γiej
(
2σˆijeρσˆ
i
ej −
{
σˆiej σˆ
i
je, ρ
})
(14)
where aˆ is the annihilation operator for the cavity
mode, and σαβ = |αi〉〈βi|
B. PrePSy result: Cavity QED
The NV-cavity setup weakly coupled to a super-
environment is initialized to Gibb’s state where the ini-
tial correlation between system NV and other NVs is pri-
marily dependent on the interaction strength and deco-
herence rate. For the NV-Cavity system, the coupling
strength of the interaction Hamiltonian can be orders
higher than the cavity decay rate[49, 50]. Hence the
thermal state will have significant correlations between
the system NV and other NVs in the cavity because
of the photon-mediated coupling. For applying PrePSy,
conditional preparation is performed with the projection
operator as |±x〉〈±x| defined in the Hilbert subspace of
|ms = ±1〉 and the system is initialized to |+x〉. The pi/2
rotation is generated by σˆz in the same Hilbert subspace.
The final measurement is the population of the system
NV in the state |+x〉. Results for PrePSy simulation
for an open quantum system dynamics of 6 NV centers
trapped in an optical cavity is shown in Figure 8.
The result of PrePSy displays peaks placed uniformly
in the frequency domain. Similar to standard 2D coher-
ent spectroscopy, the position of the peak corresponds
to the gap between the energy levels. Consider Hamilto-
nian for six spins given by Eqn. 11, the energy separation
between two levels in term of quantum numbers (j,m) is
Eh,k = 4ξ
(
(jh − jk) (jh + jk + 1) +
(
m2h −m2k
))
(15)
For all possible combination of (h, k) a peak will be ob-
served in the 2D map. A peak at (x, y) corresponds to
energy transition x during t1 and energy transition y dur-
ing t2 respectively. For example the energy gap between
|0, 0〉 and |1, 1〉 is 4ξ = 0.004 which is visible in the figure
at (0.004, 0.004). Thus from PrePSy pairwise coupling
for simple systems can be easily calculated.
Since there is decoherence in the form of spontaneous
emission and cavity decay, higher energy levels eventually
are depopulated, thus all peaks will not appear in the
image and the higher frequency peaks are generally less
visible.
FIG. 8. PrePSy applied on a single NV placed in a cavity
with an environment of five other NVs. Parameters are chosen
as ∆ = 10g and Ω = 0.01g, ξ = 0.001g
The total number of peaks visible corresponds total
number of transitions possible. For 6 spins there are 10
distinct eigenenergy levels and 12 distinct energies of the
transition. However the Figure 8 displays approximately
6 distinct energies which indicates the presence of deco-
herence and is equivalent to 4 spins interacting without
decoherence. From this point of view, in the presence of
noisy environment 6 NVs in the cavity are effectively just
4 NVs in the cavity without any decoherence.
V. CONCLUSION
Several important problems in mesoscopic quantum
systems rely on our understanding of the initial corre-
lations between the system and the environment. In
this manuscript, we demonstrate an experimentally feasi-
ble method called PrePSy - Prepare Probe Spectroscopy.
Our approach is inspired from two experimentally fea-
sible techniques, namely measurements and 2D phase-
coherent spectroscopy. Since PrePSy assumes nothing
about the system-environment state and is motivated for
generic quantum systems, our method can be deployed
to study initial correlations for a vast array of practically
relevant physical systems.
Furthermore, we apply these techniques to hybrid
quantum systems. For multiple NVs trapped in cavity,
we extract effective number of NVs capable of interacting
in presence of decoherence and the effective NV-NV inter-
action by probing a single NV using PrePSy. Our method
scales favorably with the system size and can hence find
applications in characterizing complex quantum systems
that might carry initial or intermediate correlations.
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Appendix A: Conditional Preparation as a mean to
probe specific correlations
Post-conditional preparation the system-environment
state is |0〉〈0| ⊗ {Trs [(|m〉〈m| ⊗ IE)χ] + τ} as defined in
Eqn. 1. The correlation matrix χ can be written in form
of system states (|is〉) and environment states (|ie〉) as
χ =
∑
is,js
ie,je
χis,js
ie,je
|isie〉〈jsje| (A1)
Substituting back in P := (|m〉〈m| ⊗ IE) · χ gives
P =
∑
is,js
ie,je
χis,js
ie,je
(|m〉〈m| ⊗ IE) (|isie〉〈jsje|) (A2)
P is post entanglement breaking channel part of envi-
ronment which remembers the initial correlation. Partial
tracing over the system gives,
Trs(P ) =
∑
is,js
ie,je
χis,js
ie,je
〈js|m〉 〈m|is〉 |ie〉〈je| (A3)
Thus for χi,j (where i = isNs + ie, j = jsNs + je and
Ns is the Hilbert space dimension of the system) to be
retained after conditional preparation 〈m|is〉 and 〈js|m〉
should not be zero. Hence the projection operator |m〉〈m|
should not be orthogonal to |is〉 and |js〉.
Appendix B: Conditions for the signal to not
register a finite χi,j
For χi,j independent signal, the derivative of signal
with respect to χi,j should be zero. If the final measure-
ment operator is |n〉〈n|, the measured signal is
N(t1, t2) = Tr
[
(|n〉〈n| ⊗ IE) ρSE(t1, t2)
]
. (B1)
|n〉〈n| and ρSE(t) can be written in their element-wise
format giving N(t1, t2) as
= Tr
∑
k,l
nkl |k〉〈l| ⊗ IE ·
∑
is,js
ie,je
ρSEisjs
ieje
(t1, t2) |isie〉〈jsje|

(B2)
On simplification gives N =
∑
k,l,ie
nklρ
SE
klieie
(t1, t2)
where, ρ(t1, t2) can be written using system-environment
unitary evolution operators as
= e−ιHt2e−ιpi/2Ae−ιHt1ρSE(0)eιHt1eιpi/2AeιHt2 . (B3)
Simply written as U · ρSE(0) · U† for now, where U =
e−ιHt2e−ιpi/2Ae−ιHt1 , H is the system-environment total
Hamiltonian and Aˆ is a rotation operator. Here ρSE(0)
is given by Eqn. 3, where the element expansion is
given Eqn. A2. Substituting back, differentiating with
χi′s,j
′
s,i
′
e,j
′
e
and on simplifying,
∂N
∂χis,js
ie,je
=
∑
k,l,ie
nklm
′
jsm
′
is
[
U ·
∣∣∣0, i′e〉〈0, j′e∣∣∣ · U†] k,l,
ie,ie
(B4)
where m
′
is
(m
′
js
) =
〈
m
∣∣∣i′s〉 (〈m∣∣∣j′s〉). If the projection
operator |m〉〈m| is not orthogonal to
∣∣∣i′s〉 and ∣∣∣j′s〉, then
m
′
is
,m
′
js
are non zero. For signal to be independent Eqn.
B4 should be zero. This will lead to∑
k,l,ie
nkl
[
U ·
∣∣∣0, i′e〉〈0, j′e∣∣∣ · U†]
k,l,ie,ie
= 0. (B5)
Thus for χi′ ,j′ independence, there should be no popula-
tion change in |n〉〈n| due to
∣∣∣0, i′e〉〈0, j′e∣∣∣ under PrePSy.
Hence there should exist seperate Hilbert subspaces con-
sisting of
∣∣∣0, i′e〉〈0, j′e∣∣∣ and |n〉〈n| respectively under ac-
tion of Hamiltonian (H) and pi/2 rotation due to Aˆ.
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