ABSTRACT In this paper, three parameters of targets in bistatic multiple-input multiple-output (MIMO) radar are estimated based on sparse signal reconstruction. First, 2D scanning space in bistatic MIMO radar is divided into dense meshes, and a sparse signal model of multiple measurement vectors is constructed. Second, a constrained objective optimization function is established by using traditional l2 norm and is converted to an unconstrained objective optimization function. A conjugate gradient method is utilized to solve the inverse operation of a large-scale matrix and to avoid singular problems during sparse iterations. Even in 2D dense meshes of 90×90, the speed of convergence can be accelerated. The direction of arrival, the direction of departure, and the reflection coefficient of multiple targets in bistatic MIMO radar are estimated, and the 3D parameters of each target automatically match. Simulation results verify the validity and fast convergence of the proposed method.
I. INTRODUCTION
Increasingly complex electromagnetic clutters reduce the detection performance of radar. Subtle changes in target attitude and motion can lead to drastically changed parameters of target echo, which limits the function of active-duty radar. Stealth aircraft, whose radar scattering areas are greatly decreased by exterior design and absorbing materials, greatly reduce the detection range of radar. Thus, the advantages of active-duty anti-stealth radar decease. MIMO radar [1] , [2] , first suggested in 2004, can form a large virtual array aperture by utilizing spatial diversity, and can effectively detect and locate targets. Because of its excellent performance, MIMO radar has attracted the attention of a large number of researchers and has become a new-style radar system. MIMO radars can be divided into three categories, according to the deployment of its antenna array. The first category is the statistical MIMO radar, in which the antenna elements are wide apart from each other. The target position with reference to the antenna elements is different, so the receiver can collect much target information. Statistical radar has a very good diversity gain [3] . The second type is monostatic MIMO radar, in which the transmitting antenna array and the receiving antenna array are on the same platform. In this scenario, target's position is as far from the transmitting antenna array as it is from the receiving antenna array [4] - [6] . However, arrays close to each other cause serious mutual coupling and increase the probability of being attacked at the same time by anti-radiation missile and clutters. The third category is bistatic MIMO radar. The receiving antenna array in bistatic MIMO radar is far away from the transmitting antenna array, but elements in each antenna array are co-located [7] - [9] . In bistatic MIMO radar, both transmitter and receiver are equipped with an antenna array. The transmitting antenna array emits multiple orthogonal waveforms simultaneously, and the receiving antenna array collects multiple signals reflected from targets. A large virtual array aperture is formed and the space diversity is increased in bistatic MIMO radar. By using target position relating to the receiving array and target position relating to the transmitting array, targets can be located. The idea of cross positioning enhances the accuracy of target localization in radar. With advantages of bistatic radar and MIMO technology, positioning accuracy can be improved in bistatic MIMO radar without increasing spectrum and without increasing transmitting power.
Bistatic MIMO radar fully utilizes the spatial information of wireless resource and has become an important radar system. The traditional estimation algorithms based on power spectrum, such as Capon [10] , MUSIC [11] - [13] and ESPRIT [14] - [19] , have been applied to estimate the DOAs and the DODs of multiple targets in bistatic MIMO radar. These algorithms have achieved high-resolution of angular estimation. However, algorithms based on power peak searching do not fully utilize the enlarged virtual array aperture in bistatic MIMO radar to increase the dimension of parameters estimated. In 2006, Candès et al. [20] - [22] , Donoho [23] , and Tsaig and Donoho [24] proposed sparse signals can be reconstructed by using less sampling than that required by Shannon-Nyquist sampling theorem. The recovery theory of sparse signal reconstruction has aroused a new trend for target location in bistatic MIMO radar. When the two-dimensional scanning space of bistatic MIMO radar is divided into meshes, finite targets are highly sparse to grids. Multiple parameters of targets can be estimated based on sparse signal reconstruction. The more meticulous the partition is, the more accurate the estimation is in bistatic MIMO radar. Compared with increasing transmitting/receiving antennas elements, meticulous partition makes angle estimation faster at lower cost. However, there are problems with meticulous partition, for example the difficulty of solving large-scale data, the challenged ''bonus'' of freedom and the slow convergence speed.
In this paper, the DOA, the DOD and the reflection coefficient of multiple targets in bistatic MIMO radar are estimated based on sparse signal restoration. 3D parameters of each target automatically match without additional pairing. In order to improve positioning accuracy, the twodimensional scanning space of bistatic MIMO radar is divided into 90×90 meshes. A MMV sparse signal model of bistatic MIMO radar is constructed. An unconstrained objective optimization function based on l2 norm is constructed and is minimized to solve sparse solution. Fast gradient searching is used to accelerate the inverse operation of a large-scale symmetric positive-definite matrix and is to avoid the ill-posed problem during sparse iterations. Simulation results show that the proposed method can realize sparse solution of the 3D parameters estimation in bistatic MIMO radar, which verify the convergence and the efficiency of the method in dense meshes.
Notations: (.) , (.) H and (.) −1 stand for the operations of transpose, Hermitian transpose and inverse, respectively. The operator vec(.) reshapes a matrix into a column vector.
∇ is the Hamiltonian operator. diag(B) stands for a diagonal matrix in which the off-diagonal entries are all zero, and diagonal entries are from column vector B.
II. MMV SPARSE SIGNAL MODEL
The two-dimensional scanning space of bistatic MIMO radar is divided into T × R meshes with (T + 1) (R + 1) grids. T refers to the number of meshes in DOD and R refers to the number of meshes in DOA. As a result, a complete dictionary is constructed. Reflection coefficient in target position is not zero while reflection coefficients not in the target position are zero. It is seen that the number of targets is sparse to the complete dictionary in Fig.1 . A sparse column vector B = [β 1,1 , 
where p is the number of targets and β i ∈ R (0 < β i < 1) is the reflection coefficient of i_th target. In (1), a (θ i ) is the reception steering vector and b (ϕ i ) is the emission steering vector of i_th target, respectively.
where d r is the electrical length between adjacent antenna elements of the receiving array and d t is the electrical VOLUME 6, 2018 length between adjacent antenna elements of the transmitting array.
β t,r is the reflection coefficient of the target at (θ r , ϕ t ), and β t,r is proportional to the radar cross section (RCS) of the target. By stacking the columns of matrix y on top of one another, we obtain the vectorization of y as follows:
where
is the basis matrix of the received signals, B is the sparse column vector of reflection coefficient. Z ∈ C NL×1 is the vectorization of the noise matrix n in (4).
III. FAST ESTIMATION OF 3D PARAMETERS A. OBJECTIVE OPTIMIZATION FUNCTION
The parameters estimation of sparse targets in bistatic MIMO radar is to solve B in (5). When NL>TR, (5) is an overdetermined system with no solution. When NL<TR, (5) is an under-determined system with infinite solutions. In order to address the unique sparse solution of B, l0 ''norm'' is added.
arg min
where B 0 represents the l0 ''norm'' of B. The l0 ''norm'' defined by David Donoho is the number of non-zero entries of a vector. The quotation marks warn that this norm is not a proper norm in Banach space because it is not homogeneous. Although the l0 ''norm'' represents the sparsity of B precisely, (6) is a non-deterministic polynomial (NP) [25] , [26] . Then, the l0 ''norm'' is substituted by a weighted l2 norm [27] , [28] .
where B 2 is the l2 norm (Euclidean norm) of B.
In a (T +1)(R+1)-dimensional Euclidean space R (T +1)(R+1)
, the notion of the l2 norm is the length of vector B and 
where A w =A×w. Because w is an implicit function of B, it is impossible to get the sparse solution of B directly. An iterative process is needed. The computational complexity of the inverse process of the large-scale matrix A w A w + I is high, and the time spent on the inverse process is also the main expense in the whole algorithm. During iterative process, A w A w + I will become a singular matrix. In order to solve the problem, let
Then the multiplication of A w A w + I
−1
A w Y in (9) is the solution of the linear equation in (10).
B. CONDITION NUMBER
The condition number of A w A w + I shows how much the value of G can change from a small change in the value of A w Y . A problem with a small condition number is wellconditioned, while a problem with a big condition number is ill-conditioned. A small condition number shows that the change in the initial value of A w Y affects G slightly and results in a stable solution. A big condition number shows that even a small change in the initial value of A w Y effects G seriously, which results in an unstable solution [29] . Condition number is used to assess whether the inverse operation of where c is a constant. Let ∇ G f (G) = 0, and G satisfying the gradient ∇ G f (G) = 0 is the optimal solution of (10) with
In order to let the solution converge fast when A w A w + I is a large-scale matrix, conjugate gradient method [30] , [31] 
In order to select a reasonable η, let
and
As a result
The residual r i can be expressed as
In order to analyze the convergence of the iteration, error is expressed as a linear combination of the search direction, i.e.
Multiplying e 0 with d k A w A w + I ,
As a result, the error e i is shown as
It can be observed that in the process of recurrence, the error is cut down step by step. After (T + 1)(R + 1) iterations, e (T +1)(R+1) =0 and the solution convergences.
IV. SIMULATION RESULTS
The system settings are M = N =8 antenna elements, snapshot L=16, noise variance σ 2 = 0.08. The electrical lengths of transmitting/receiving antennas are d t =0.5 and d r =2.5.
Searching meshes of 90×90 are considered. There are p =3 targets with β 1 =0.3, β 2 =0.8 and β 3 =0.6. The joint root mean square error (RMSE) of the DOAs, the DODs and the reflection coefficients of multiple targets is It is observed that the estimation accuracy of CVX toolbox and the proposed method in this paper are better than that of traditional l2 norm. Moreover, the method in this paper makes the reflection coefficients not in the target position zeros, and the solution of it is a sparse approximation. By increasing iteration number, the estimation accuracy of the traditional l2 norm is increased. But with a lot of pseudo peaks in the notarget position, the traditionall2 norm cannot achieve a sparse solution. In Fig. 5 , the computational cost of the proposed method is illustrated. For a fixed sparsity, the reconstruction time increases as we use higher SNR or more antennas. It is shown that the reconstruction time increases as the sparsity (which equals the number of targets) increases. There are three parameters for each target, so the corresponding number of parameters is between 3∼30. Estimation errors of different methods are compared in Fig.7 . It is seen that the RMSE of CVX and the proposed method decrease as SNR increase. When SNR<20dB, CVX outperforms the traditional l2 norm, the Tikhonov and the proposed method. The RMSE of the traditional l2 norm does not decrease monotonously with the increase of SNR. The RMSE of the Tikhonov exceeds 10 all the time, which shows the invalidity of the Tikhonov in dense space. The RMSE of the proposed method decreases fast and becomes lower than the RMSE of CVX when SNR>20dB. 
V. CONCLUSION
In this paper, a sparse signal model of bistatic MIMO radar is established by mesh division. A constrained objective optimization function based on l2 norm is transformed in to an unconstrained objective optimization function by Lagrange multiplier. Gradient searching is used to accelerate the convergence of sparse solution and to deal with ill-posed problems during sparse iteration. The 3D parameters of multiple targets are estimated at the same time without additional pairing. According to the simultaneously estimated DOA and DOD, multiple targets of bistatic MIMO radar are positioned. The estimated reflections coefficients assist in identify the electromagnetic reflection characteristics of targets. With different number of antennas and SNR, the effectiveness and computational cost of the method go with the sparsity are discussed.
