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On Symmetric Sets of Projectors
for Reconstruction of a Density Matrix
Alexander Yu. Vlasov
Abstract
In this work are presented sets of projectors for recon-
struction of a density matrix for an arbitrary mixed
state of a quantum system with the finite-dimensional
Hilbert space. It was discussed earlier [1] a construc-
tion with (2n − 1)n projectors for the dimension n.
For n = 2 it is a set with six projectors associated
with eigenvectors of three Pauli matrices, but for
n > 2 the construction produces not such a ‘regu-
lar’ set. In this paper are revisited some results of
previous work [1] and discussed another, more sym-
metric construction with the Weyl matrix pair (as
the generalization of Pauli matrices). In the partic-
ular case of prime n it is the mutually unbiased set
with (n+1)n projectors. In appendix is shown an ex-
ample of application of complete sets for discussions
about separability and random robustness.
1 Introduction
Let us consider [1] the n-dimensional Hilbert space
Hn and a density matrix ρˆ ∈ H∗n ⊗Hn of a quan-
tum system. Let we have also a set of N ele-
ments |vα〉 ∈ Hn and the set SN (Hn) of projectors
Pˆα = Pˆ (vα) = |vα〉〈vα|. Each projector here may
describe a probability of an outcome of some mea-
surement
pα = Tr(Pˆαρˆ), α = 1, . . . , N (1.1)
and so N projectors via Eq. (1.1) produce some for-
mal linear map
LˆS : H(n)→ RN (1.2)
from n2-dimensional real space1 H(n) of n×n Hermi-
tian matrices ρˆ to the formal vector of probabilities
pα defined by Eq. (1.1).
It shold be mentioned, that a physical density ma-
trix also must have the trace one and to be non-
negative definite, but because the space of such ma-
trices is not linear, it is useful to introduce some con-
structions for the linear space of Hermitian matrices,
e.g., it is clear, that existence of an inverse map to
LˆS is the sufficient condition for reconstruction of the
density matrix.
2 Preliminaries
2.1 Classification
Let us recollect a classification of sets SN (Hn) sug-
gested in [1]:
• Representative: exists right inverse of LˆS, i.e.,
it is possible to reconstruct the Hermitian matrix
using the formal vector of probabilities RN .
• Minimal representative: exists ‘usual’ in-
verse of LˆS, i.e., the representative set with
N = n2 elements and an isomorphism Lˆ−1
S
:
R
n2 → H(n).
• Affine minimal: it is possible to use the set
with N = n2 − 1 and the condition Tr(ρˆ) = 1
to reconstruct a density matrix, e.g., it is the
minimal representative set without one vector.
1A Hermitian matrix H may be described by n2 real pa-
rameters: n real elements Hkk and n(n−1)/2 pairs of elements
{Re(Hkl), Im(Hkl); k > l}.
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• Complete: SN (Hn) is representative and may
be constructed by using a union of few orthogo-
nal bases in Hn.
• Almost perfect: Smn(Hn) is the complete set
constructed by using a disjoint union of m or-
thogonal bases in Hn, i.e., N = mn.
• Perfect: the set is almost perfect and each ele-
ment is orthogonal only to n− 1 vectors from its
own basis.
It is useful to introduce in the present paper two new
kinds of complete sets:
• Mutually unbiased: the perfect set con-
structed as a union of mutually unbiased bases
(MUB) [3], viz, for any two elements of different
bases we have |〈v|w〉|2 = 1/n.
• Symmetric: the almost perfect set with the
possibility of a transformation between any two
bases using symmetries of Smn(Hn), i.e., the uni-
tary automorphisms of the corresponding set of
vectors |vα〉, α = 1, . . . ,mn.
2.2 Some previous results
Let us mention few other facts proved in [1]:
Theorem 2.1 Three properties are equivalent:
1. A set of projectors SN (Hn) is representative.
2. Any complex n × n matrix may be represented
as a linear combination of the projectors Pˆ (vα),
α = 1, . . . , N with complex coefficients.
3. Any Hermitian n×n matrix may be represented
as a linear combination of the projectors Pˆ (vα),
α = 1, . . . , N with real coefficients.
One consequence of the Theorem 2.1 is [1]:
Lemma 2.1 An (almost) perfect set may not be
minimal, becasue it must have at least N = n2 + n
elements.
Proof: Due to the Theorem 2.1 we must have the
dimension of the linear span of Pˆα not less than n
2.
For the (almost) perfect set with m different bases
the dimension is also not bigger than mn − m + 1
due to m different presentation of same element, the
unit matrix, as sum of all n projectors for a basis. So
m ≥ n+ 1 (i.e., mn−m+ 1 ≥ n2) and N = n2 + n
is the lower limit for a perfect set. ✷
Note: This limit is satisfied for mutually unbiased
sets discussed below.
The complex decomposition mentioned in the The-
orem 2.1 let us use a convenient non-Hermitian basis
like the set of n2 matrices Eˆ(kl) with one unit in a
cell (k, l), i.e., (Eˆ(kl))ij = δkiδlj or, less formally,
Eˆ(kl) = |k〉〈l|. Decomposition in such a basis is sim-
pler, but due to the Theorem 2.1 may be used in
proofs of representativity as well. E.g., the coeffi-
cients of the decomposition may be simply found, if
to introduce some scalar product on the linear space
of the matrices, say
〈〈Aˆ, Bˆ〉〉∗ ≡ Tr(Aˆ Bˆ∗). (2.1)
This product is also in agreement with Eq. (1.1),
pα = 〈〈Pˆα, ρˆ〉〉∗. Of course, it is always possi-
ble to produce a Hermitian basis with the prop-
erty 〈〈Hˆα, Hˆβ〉〉∗ = δαβ by application of the stan-
dard Gram-Schmidt procedure, but the simpler non-
Hermitian basis Eˆ(kl) already has the property of or-
thogonality2 in the matrix norm Eq. (2.1)
〈〈Eˆ(kl), Eˆ(ij)〉〉∗ = Tr(|k〉〈l| |j〉〈i|) = 〈l|j〉 〈i|k〉 = δkiδlj .
The Eˆ(kl) basis has also other useful property:
tensor products of such matrices from bases in di-
mensions n and l produce a basis in dimension nl
with (nl)2 matrices of same kind (viz, with only one
nonzero element, the unit in some cell). Such a prop-
erty is usefull for other important theorem [1]:
Theorem 2.2 (Composition theorem)
Let SN (Hn) and SP (Hp) are representative (complete,
almost perfect) sets with N and P vectors for two
Hilbert spaces with dimensions n and p. Then a set
2Here (kl) may be considered as a multi-index, or ‘lin-
earized’ as α = (k − 1)n+ l.
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SNP (Hn ⊗ Hp) based on NP tensor products of el-
ements from both sets is, respectively, representative
(complete, almost perfect) set for the composite sys-
tem, but such a tensor product of perfect sets is only
almost perfect.
Note: It should be added, that a tensor product of
symmetric sets is also symmetric, because a tensor
product of two symmetries, i.e., linear transforma-
tions between two bases, is again the symmetry, but
a tensor product of mutually unbiased sets is not mu-
tually unbiased, because there are orthogonal vectors
in different bases.
2.3 Examples of the sets
Examples of representative and complete sets were
presented in [1]. Let us choose a basis |k〉, k =
1, . . . , n of the Hilbert space, then a representative
set with n2 projectors may be constructed using
n + n(n − 1)/2 + n(n− 1)/2 = n2 vectors presented
below [1, 2]:
n vectors of the basis: |k〉,
n(n−1)
2 vectors:
1√
2
(|k〉+ |l〉), k < l,
n(n−1)
2 vectors:
1√
2
(|k〉+ i|l〉), k < l.
The representative set is not complete, but it is
possible to use yet another n(n− 1) vectors: to pro-
duce a complete set with (2n− 1)n projectors
n(n−1)
2 vectors:
1√
2
(|k〉 − |l〉), k < l,
n(n−1)
2 vectors:
1√
2
(|k〉 − i|l〉), k < l.
The set is complete, because it is the union of
n2 − n+ 1 bases:
• An initial basis: |k〉, k = 1, . . . , n.
• n(n − 1)/2 bases produced by substitution of
two elements in initial basis: 1√
2
(|k〉 + |l〉) and
1√
2
(|k〉 − |l〉) instead of |k〉 and |l〉.
• n(n − 1)/2 bases produced by substitution:
1√
2
(|k〉 + i|l〉) and 1√
2
(|k〉 − i|l〉) instead of |k〉
and |l〉.
Certainly, this complete set is not a disjoint union for
n > 2, because here exist different bases with n − 2
common elements.
3 Symmetric complete sets of
projectors
The example above contains (2n− 1)n elements, but
only for n = 2 it is a perfect and symmetric set. In
such a case there are three bases with two vectors
corresponding eigenvectors of three Pauli matrices
σˆx = ( 0 11 0 ) , σˆy =
(
0 −i
i 0
)
, σˆz =
(
1 0
0 −1
)
.
Similar aproach may be used in a highter dimension
due to auxiliary lemmas sugested below.
3.1 Auxiliary lemmas
Let us consider an unitary matrix Mˆ and the or-
thonormal basis produced by eigenvectors |µk〉, k =
1, . . . , n
Mˆ |µk〉 = λk|µk〉, 〈µk|µj〉 = δij . (3.1)
Orthogonal projectors associated with such a ma-
trix are defined as
Pˆ
Mˆ,k
≡ |µk〉〈µk|. (3.2)
Lemma 3.1 Any power Mˆp of the matrix Eq. (3.1)
may be expressed as a linear combination of associ-
ated projectors Pˆ
Mˆ,k
Eq. (3.2).
Proof:
Mˆp = Mˆp
n∑
k=1
|µk〉〈µk|
︸ ︷︷ ︸
1
=
n∑
k=1
λpk|µk〉〈µk| =
n∑
k=1
λpkPˆMˆ,k
✷
Lemma 3.2 Let we have some set of unitary matri-
ces Mˆ(i) and any complex matrix may be expressed
as a sum of powers Mˆp(i) with complex coefficients
3,
then it is possible to use orthonormal bases of eigen-
vectors of Mˆ(i) for construction of a complete set of
projectors.
3The power zero, Mˆ0 = 1 is also taken into account here.
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Proof: Due to the Lemma 3.1 we have the decompo-
sition of any complex matrix using eigenvectors, due
to the Theorem 2.1 the set is representative and it is
the union of orthogonal bases, i.e., complete. ✷
E.g., it is true for Pauli matrices because together
with the unit they are basis of complex 2×2 matrices.
3.2 Weyl pair
An analogue of such unitary basis in a higher dimen-
sion n [4] is n2 matrices UˆkVˆ l, k, l = 0, . . . , n − 1,
where Uˆ , Vˆ is the Weyl pair [5]
Uˆ =


0 1 0 ... 0
0 0 1 ... 0
...
...
...
. . .
...
0 0 0 ... 1
1 0 0 ... 0

, Vˆ =


1 0 0 ... 0
0 ζ 0 ... 0
0 0 ζ2 ... 0
...
...
...
. . .
...
0 0 0 ... ζn−1

. (3.3)
(where ζ = exp2pii/n), but the Lemma 3.2 does not
use products of powers. It is necessary to choose a
minimal set of UˆaVˆ b, 0 ≤ a, b < n with same eigen-
vectors as the whole set.
Lemma 3.3 (Discrete version of von Neumann
uniqueness theorem) Let Aˆ, Bˆ ∈ SU(n),
AˆBˆ = ζjBˆAˆ, gcd(j, n) = 1, (3.4)
(viz, j and n are coprime) then exists a unitary trans-
formation Sˆ:
SˆAˆSˆ−1 = Uˆ j , SˆBˆSˆ−1 = Vˆ . (3.5)
Proof: Let us rewrite Eq. (3.4) as
AˆBˆAˆ−1 = ζjBˆ, (3.4′)
but AˆBˆAˆ−1 and Bˆ have same eigenvalues and so
due to Eq. (3.4′) Bˆ and ζjBˆ have same eigenval-
ues, but it is possible only for a set of n numbers
ζj k, k = 0, . . . , n − 1. If gcd(j, n) = 1, this set
after some permutation corresponds to the set ζk,
k = 0, . . . , n− 1. It is precisely eigenvalues of Vˆ and
so diagonalization of Bˆ by transition Sˆ to the basis
of eigenvectors of Bˆ is just Vˆ = SˆBˆSˆ−1. In this new
basis another matrix is Aˆ′ = SˆAˆSˆ−1 and it is clear
from Eq. (3.4′), that Aˆ′ is the cyclic shift of eigenvec-
tors of Vˆ with ‘step’ j, i.e., Aˆ′ = Uˆ j and so Eq. (3.5)
holds. ✷
Two particular examples of gcd(j, n) = 1 are
{j = 1, ∀n} (see [5] for more details with this par-
ticular example) and {∀j, n is prime} (it is a main
application in this article).
It should be mentioned, that if gcd(j, n) = k, n =
kl, then matrices are reducible, with k-dimensional
subspaces corresponding to equal eigenvalues, e.g., it
is tensor products like Vˆl ⊗ 1k.
3.3 Constructions of symmetric sets
3.3.1 Prime dimension
Theorem 3.1 Let n is a prime number, then eigen-
vectors of n+1 matrices: Uˆ , UˆmVˆ , m = 0, . . . , n− 1
produce a complete set of projectors.
Proof: It can be written for m = 1, . . . , n − 1:
(UˆmVˆ )l = α(Uˆml (mod n)Vˆ l) with complex α due
to properties of the Weyl pair: Uˆ Vˆ = ζVˆ Uˆ , Uˆn =
Vˆ n = 1. The equation ml (mod n) = k for any k, l
always has some solution m, if n prime, because in
such a case arithmetic modulo n is field. So any ma-
trix UˆkVˆ l, k, l = 1, . . . , n− 1 may be presented as a
power of UˆmVˆ , and together with powers of Uˆ and
Vˆ it is any matrix UˆkVˆ l, k, l = 0, . . . , n− 1, but it is
the basis. So any complex matrix may be expressed
as a sum of powers of n+1 matrices suggested above
with complex coefficients and due to the Lemma 3.2,
it is possible to use eigenvectors of the matrices for
construction of a complete set of projectors. ✷
Theorem 3.2 The complete set of projectors de-
scribed above in the Theorem 3.1 is also perfect, sym-
metric and mutually unbiased.
Proof: Any mutually unbiased set is perfect by def-
inition. Let us prove, that our set is mutually un-
biased [6] and symmetric. Any two different matri-
ces Aˆ, Bˆ considered in the Theorem 3.1 has prop-
erty AˆBˆ = ζjBˆAˆ for some j = 1, . . . , n − 1 and the
Lemma 3.3 let us consider a new basis, there Aˆ and
Bˆ may be rewritten as Uˆ j and Vˆ . Elements of this
new basis are eigenvectors |bk〉 of Bˆ. In the basis Aˆ is
cyclic j-shift, and eigenvectors of Aˆ may be written
as |ak〉 =
∑n−1
l=0 ζ
jkl|bl〉/
√
n, i.e., |〈ak|bm〉| = 1/
√
n,
4
∀k,m. It was considered an arbitrary pair Aˆ, Bˆ be-
tween n+ 1 matrices, viz, all bases are mutually un-
biased (see also [6]).
Let us prove now, that the set is symmetric. If
to show, that exists a symmetry between any ba-
sis and eigenvectors of Vˆ (i.e., the initial basis of
the Hilbert space)4 then a symmetry of any two
bases may be expressed via two such transformations
as Tˆ1Tˆ
−1
2 . Due to the Lemma 3.3 (with Aˆ = Vˆ ,
Bˆ = Uˆ) exists transformation Uˆ 7→ Vˆ , Vˆ → Uˆ−1
(it is discrete Fourier transform). It is the symme-
try, because maps UˆkVˆ l 7→ Vˆ kUˆ−l = Vˆ kUˆn−l, and
so it is an automorphism for the set of operators
UˆkVˆ l and they eigenvectors. Due to the Lemma 3.3
(with Aˆ = Uˆ , Bˆ = Vˆ Uˆk) exists a transformation
Vˆ Uˆk 7→ Vˆ , Uˆ 7→ Uˆ and it is also the symmetry. Here
are n transformations Tˆj to the canonical basis of Vˆ ,
and TˆjTˆ
−1
k is the symmetry between two arbitrary
bases. ✷.
3.3.2 Non-prime dimension
If the dimension is not prime, it is possible to use a
tensor product of few symmetric sets to construct a
symmetric set in the composite dimension due to the
Note after the Theorem 2.2. It was also mentioned,
that a tensor product of unbiased sets is not unbi-
ased, but it is always almost perfect, as a product
of perfect sets. Really mutually unbiased bases ex-
ist not only in prime dimensions, but for any power
pl of prime [6]. The research of application of such
bases for construction of a complete set is an interest-
ing problem, but it is outside of the scope of present
work.
It should be mentioned, that UˆkVˆ l are an uni-
tary basis in an arbitrary dimension, and so bases
of eigenvectors may be always used for construction
of a complete set due to the Lemma 3.2 (applied to
the ‘power’ p = 1). But only for prime dimension
n + 1 operators introduced in the Theorem 3.1 have
all properties necessary for constructions used above.
4Of course unitary transformation between two basis always
exists, even n! such transformations, but here is necessary to
find a symmetry of the set, e.g., it must maps the set of all
vectors to itself.
If the dimension is not prime, there are following
problems:
1. The whole set UˆkVˆ l may not be represented as
powers of the n + 1 matrices from the Theo-
rem 3.1.
2. The operators Uˆ , Vˆ have subspaces with equal
eigenvalues and so eigenvectors for such sub-
spaces may be presented using arbitrary com-
binations, viz, not in an unique way.
3. The Lemma 3.3 used for the proof of symmetry
does not work if gcd(j, n) > 1.
So it is possible to construct a complete set of pro-
jectors using products of the Weyl pair in any di-
mension, but it have less ‘regular’ structure if the
dimension is not prime.
Using the tensor product structure with sets of
prime dimensions pk for n =
∏
k pk, it is possi-
ble to construct almost perfect, symmetric sets with
m =
∏
k(pk + 1) > n + 1, N = mn elements, but at
least for the power of prime, exist mutually unbiased,
i.e., perfect sets with m = n+1 and the smallest size
N . Even if for products of different primes, mutually
unbiased sets are not exists, may be it is possible us-
ing eigenvectors of UˆkVˆ l at least construct complete,
or (almost) perfect, or symmetric set with dimension
smaller than
∏
k(pk + 1)? Possibly the question de-
votes further research.
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APPENDIX
A Separability and robustness
To show application of a complete set of projectors,
let us demonstrate a proof for analogue of some the-
orem from [A1, A2] for an arbitrary number of finite-
dimensional quantum systems.
Theorem A.1 (ZHSL-BCJLPS’) A density ma-
trix ρˆ of any composite system may be represented
as
ρˆ = αρˆs − β1, α, β ∈ R, α > 0, (A.1)
where ρˆs is a density matrix of a separable state, i.e.,
ρˆs =
∑
I
αI ρˆ
(1)
I ⊗ · · · ⊗ ρˆ(k)I , αI > 0 (A.2)
and each ρˆ
(i)
I is a valid density matrix of i-th subsys-
tem.
Proof: Let us consider a complete set of projectors
for each subsystem, then due to the Theorem 2.2 it is
possible to construct a set of projectors for the whole
system as the tensor product. Using this represen-
tative set, due to the Theorem 2.1, it is possible to
write any density matrix as
ρˆ =
∑
α
kαPˆα, kα ∈ R, (A.3)
where not all kα are necessary positive, but in-
stead of negative terms it is possible to write
kαPˆα = kα1+ (−kα)(1− Pˆα), and for the complete
set 1− Pˆα always may be represented as the sum of
other projectors5 and so Eq. (A.3) may be rewritten
as
ρˆ =
∑
α
k′αPˆα − k1, k′α > 0, (A.4)
and because we use construction of the complete set
as the tensor product Pˆα = Pˆα1⊗· · ·⊗ Pˆαk , Eq. (A.4)
coincides with Eq. (A.1) after substitution Eq. (A.2),
and Pˆαi = |vαi〉〈vαi | is the valid density matrix (of a
pure state). ✷
This proof for composition of the arbitrary num-
ber of systems with the arbitrary (possibly different)
finite dimensions — is a generalized analogue of [A2]
for two-dimensional systems and Pauli matrices. It
should be mentioned also, that a minimum of β for
different ρˆs in Eq. (A.1) characterises a measure of
separability of quantum systems known as the ran-
dom robustness [A3]. The proof of the Theorem A.1
above is constructive, but not necessary provides this
minimal value of β. Does it possible to suggest some
optimization strategy using complete sets of projec-
tors? It is yet another interesting problem.
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