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1. INTR~OUCTION 
Many investigators (e.g., see Aris [ 11, Bellman [4, 51, Bellman and 
Dreyfus [6], Beveridge and Schechter [S], Denardo [9], Dreyfus and 
Law [lo], Fan and Wang [ll], Lee [13], Mitten [16], Nemhauser [17], 
and White [27]) have used successfully the dynamic programming (DP) 
technique in studying multistage systems optimization problems which are 
sequential in nature and recursive in scheme. Recently, a series of results in 
Wang [21-261 have revealed that the DP technique can be used to solve 
optimization problems with nonsequential and/or nonrecursive schemes. 
Based on the principle of optimality of Bellman [4, p. 831, the functional 
equations can be constructed as models (e.g., see Bellman and Lee [7, 
p. 11) for problems concerned. The main purpose of using the principle 
and models is to remove the complexities of multidimensional analysis 
imbedding in a multistage process (e.g., see Bellman [4, p. 73). 
Theoretically speaking, every optimization problem with constraints 
can be solved by the method of Lagrange parameters (LPs) (e.g., see 
Luenberger [ 141) or the DP technique (e.g., see Bellman [4]), since LPs 
can be used to replace dynamic parameters (or state variables, e.g., see 
Nemhauser [17]) and vice versa. The presence of a LP in a modified 
objective function may cause a saddle-point relationship to occur so that 
computation may become inefficient. The DP technique can also treat 
problems without constraints by introducing a transition constraint or 
some dynamic pattern (e.g., see Wang [21,24]). In particular, the DP 
technique can provide a dynamic geometry in each stage of a multistage 
systems problem by which we can find a “best” numerical approximation 
from the exact graph. 
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In order to demonstrate the above findings, we cite the problem from 
[28] as follows: 
Let a, <a, < . . . <a,, be nonnegative reals (n > 2) such that 
C;= i aja,+ , = 1 (a, + i = a,). Determine 
the minimum value of 1 a,. 
/=l 
(1) 
In this paper, we present a simple example in connection with the 
problem (1) in Section 2 so that a detailed comparison of the DP technique 
and the method of LPs can be given. In Section 3, we prove the problem 
(1) alternatively by the DP technique and conclude with remarks. 
2. A SIMPLE EXAMPLE 
In connection with the problem (1) we consider a simple example, as 
follows: 
minx+) (2) 
subject to 
2xy = 1, x, y 2 0. (3) 
We solve the problems (2)(3) by using the method of LPs in conjunc- 
tion with simple arithmetic and geometric (AG) inequality. In so doing, we 
write out the Lagrangian L of the problems (2t(3). 
L=L(x, y,A)=x+y-1(2xy-1) 
= -2A[x-(21)~‘-J[y-(2~)~‘]+(2~)-‘+1 
p(21)-‘+I~2[(21)-‘1]‘:2=~. (4) 
The first sign of equality holds in (4) if and only if 
x= y=(21)-1. 
The second sign of equality holds in (4) if and only if 
(2/l-‘=A 
(5) 
or 
(6) 
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From (2)-(6) we establish that the saddle-point relationship 
m~nminL=m;lnmaxL=m$l(X+Y)=J2 
*, v x. Y 
(7) 
is attained at 
x=y=kl/Jz. (8) 
For the purpose of comparison, we treat the problems (2)-(3) by use of 
the DP technique. So consider the problem 
9?(lr)=~vn(x+~)=~~nlnf(~,~) (9) 
subject to 
2XY = P, p > 0, (10) 
where 
(11) 
The sign of equality holds in (11) if and only if 
Gw’ = Y 
or 
y = (p/2)“‘. (12) 
From (9t(12) it follows that the minimum 
42(P) = JG 
is attained at 
x= y=(p/2)“2. 
(13) 
Remark. In the above, we have used a sequence of inequalities to 
obtain the results (7) of the problems (2t(3) by means of the method of 
LPs. Indeed, we can treat it in the ordinary way as adopted by the others 
(e.g., see Avriel [2, p. 221) The complexities (e.g., see Bellman [4, p. 71) 
arise from the presence of the saddle-point relationship which is due to the 
nondefiniteness of the Hessians of the functions of the problems (e.g., see 
Avriel [2]). Instead of providing a detailed argument, we give Fig. 1 
illustrate the situation. On the other hand, Fig. 2 indicates that the 
dynamic geometry of the function f(x, 1) given in (11) provides full 
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2 
L(x,y,2_‘3 = x +y -2-“Qxy - 1) 
2.71 
-0.95 
2. 
FIGURE 1 
FIGURE 2 
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information (see also Wang [24]). It should be noticed here that the 
method of LPs has turned a simple one-dimensional problem into a 
three-dimensional one. 
3. A GENERAL PROBLEM 
We reformulate the problem ( 1) (see also [28]) as follows: Consider the 
problem 
subject to 
~4hL)=minf(-~~ , . . . . x,,) = min i x, (14) 
/=I 
i x,x,+i=p bL+,=?T,) 
,= 1 (15) 
x,l> ... ~x,~x,ZO, p > 0. 
By the DP technique, we treat the problem (14)-( 15) as a sequence of 
special cases. 
(I) For n = 2, we have 
42(p)=minf(-~l,-~2) 
subject to 
2x, x2 = p. 
This case is identical to the problem (9)( 10). So, the minimum 
fhb)=J2c( 
is attained at 
x, =x* = (p/2)“? 
(II) For n = 3, we have two cases to be considered: The case of an 
interior minimum: x, =x2 and the case of a minimum on the boundary: 
Xl = 0. 
For the case x, =x2 = t, we have 
43(~L)=minf(t, 6 x3), (16) 
11 
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where (from (15)) 
r2+2x,t-~=O, PLO, t>O 
or 
t=t(xJ= 
-2x, + (4x: + 4/#‘2 
2 
=(x:+/.l)“2-x3. (17) 
Substituting (17) into (16), we have by use of inverse Cauchy inequality 
f(t, t,X3)=2(X:+/p2-X3 
> (4 - l)“*(x; + p - xy2 = (3#? 
The sign of equality holds in (18) if and only if 
(18) 
(xi + j.ip2 x3 =- 
2 1 
or 
x3 = (~/3)“2. 
From (16k(19) we obtain that the minimum 
#3(P) = (3/P* 
(19) 
(20) 
is attained at 
x, =x*=x3 = t = (p/3)‘? 
For the case x1 = 0, we have 
d3 (14 = minb, + x3), (21) 
subject to 
X*X3=jL (22) 
A use of the arithmetic and geometric (AG) inequality on (21k(22) 
implies that the minimum 
is attained at 
h(11)=2P1’2 (23) 
x, = 0, x* = x3 = p”2. 
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Comparing (20) and (23), we conclude that for the case n = 3, the mini- 
mum Q&(F) = (3~)“’ is attained (interiorly) at xi = x2 =x3 = (p/3)“*. 
(III) For n = 4, the same argument as in (II) is used. 
For the case x1 =x2 =x3 = t, we have 
d4(p)=minf(t, t, t, x4), (24) 
where (from (15)) 
2t*+2xqt-p=o, p>o, t>O 
or 
t = t(x4) = 1/2[(xi + 2p)“2 -x4]. 
Substituting (25) into (24) we have as above 
f(t, t, t,x,)=;(x:+zp)-;x, 
> 9-1 It2 
( ) 
, 4 4 (x:+2p-x.y=2p. 
The sign of equality holds in (26) if and only if 
(XZ + 2/q’* x4 
312 =1/2 
or 
x4 = p l/2/2. 
From (24~(27) we obtain that the minimum 
#4(P) = w* 
is attained at 
x1= . . . = x4 = t = p 92. 
For the case x1 = 0, we have 
44(~) = mink2 + x3 +x4) 
subject to 
x3 (x2 + x4) = F 
(25) 
(27) 
(28) 
(29) 
(30) 
4c9/150/2-18 
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Again use of the AG inequality on (29k(30) implies that the minimum 
(28) is attained at 
x,=0 and x,=x,+x,=p1/2 
or 
x,=x,=0 and x3 = xq = p l12. 
In the case n = 4, the minima which are attained interiorly and on the 
boundary are the same as given in (28). 
(IV) For n = 5, the same argument as above is used. 
For the case x1 = . . . = xq = t, we have 
d5 (PI= min At, t, t, t, x5), 
where (from (15)) 
3tZ+2x,t-p=o, p>o, t>O 
or 
t = t(q) = 1/3[(xZ + 3/L)“2 -x5]. 
(31) 
(32) 
Substituting (32) into (31), we have as above 
f(t, t, t, t,x,)=4(X:+3~)l’Z-1Xg 
3 3 
(x; + 3p - xp2 = (5/p. (33) 
The sign of equality holds in (33) if and only if 
(x: + 3pp2 xg 
413 =1/3 
or 
x5 = (p/5)“‘. 
From (31 k(34) we obtain that the minimum 
(34) 
(35) 
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is attained at 
x1= . . . = xg = t = (p/zp2. 
For the case x, = x2 = 0, we have 
h (1-4 = mink + x4 + 4 (36) 
subject to 
x4 (x3 + x5) = P* (37) 
Use of the AG inequality on (36k(37) also implies that the minimum 
4s (CL) = w2 (38) 
is attained at 
x1=x2=0 and x4=x3+x5=/P 
or 
x,=x,=x,=0 and x4 = x5 = p2. (39) 
Comparing (35) and (38), we conclude that for the case n = 5, the mini- 
mum 45(p) = 2,~~‘~ is attained (on the boundary) at the point given in (39). 
It is now clear that for II > 5, the minimum d,,(p) = 21’12 is attained at 
x1= . . . = x,- 2 = 0 and x, _ I = x, = p112 (on the boundary). 
Remark. Setting p = 1, our solution of the problem (1) concurs with 
that of [28] where the sketchy argument is given using the method of LPs. 
However, in view of the result in Section 2, the establishment of a satisfac- 
tory argument solving the problem (1) by means of the method of LPs 
appears not possible. 
4. CONCLUDING REMARKS 
In the results given above we have not only demonstrated that the DP 
technique is far superior to the method of LPs in solving the problem (1) 
but also revealed that the DP technique is used to solve a problem by tackling 
a sequence of its special cases so that we gradually unfold the hidden 
complexities (e.g., see Bellman [4, p. 73) of the problem and eventually find 
more basic and simpler means of solving the problem. 
In view of the results given above and in Wang [18-261, the further 
development of the DP technique in association with that of the theory of 
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inequalities (e.g., see Beckenbach and Bellman [3], Hardy et al. [12], and 
MitrinoviC: [ 151) appears to be very promising. 
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