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NONCOMMUTATIVE KHINTCHINE
AND PALEY INEQUALITIES
VIA GENERIC FACTORIZATION
JOHN J.F. FOURNIER
Abstract. We reprove an inequality for Rademacher series with
coefficients in the Schatten class S1. Our method yields the same
estimate for coefficients after suitable gaps in S1-valued trigono-
metric series; this was known for scalar-valued functions. A very
similar method gives a new proof of the extension to S1-valued H
1
functions of Paley’s theorem about lacunary coefficients.
1. Introduction
Given a function f in L1((−π, π]), form its Fourier coefficients
(1.1) fˆ(n) =
1
2π
∫ pi
−pi
f(t)e−int dt.
Identify the interval (−π, π] with the unit circle group T in the usual
way. Extend formula (1.1) to Bochner integrable functions f map-
ping T into the Schatten classes Sp with 1 ≤ p <∞. Let
‖f‖Lp(T;Sp) =
{
1
2π
∫ pi
−pi
(‖f(t)‖Sp)p dt
}1/p
.
In Section 2, we discuss the properties of Sp and L
p(T;Sp) that we use.
Let (kj)
∞
j=0 be a sequence of nonnegative integers for which
(1.2) kj+1 > 2kj
for all j. Denote the range of such a sequence by K, and call K
strongly lacunary. In Theorem 1.2 below, we present two cases where,
if f ∈ L1(T;S1) and if fˆ vanishes on a suitable subset of the complement
of such a set K, then the restriction of fˆ to K has special properties.
This is known for scalar-valued functions, as is one [10] of the cases for
functions with values in S1, but our proof is new in that context.
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We also consider functions in L1([0, 1);S1) whose Walsh coefficients,
in the Paley ordering, vanish except at the powers of 2; see Section 3 for
more details. The Walsh series for such functions reduce to Rademacher
series
∑
∞
j=0 djrj(·) with S1-valued coefficients. We give a new proof
that these coefficients also have special properties.
Those involve the following norm on some sequences, (cj) say, of
compact operators on a Hilbert space, H say. Let
(1.3) ‖(cj)‖CE =
∥∥∥∥∥∥
√∑
j
c∗jcj
∥∥∥∥∥∥
S1
= tr
√∑
j
c∗jcj .
This is the norm in S1(ℓ
2(H)) of any operator-valued square matrix
in which one column is the sequence (cj) and the other columns are
trivial. Note that
(1.4) ‖(c∗j)‖CE =
∥∥∥∥∥∥
√∑
j
cjc∗j
∥∥∥∥∥∥
S1
= tr
√∑
j
cjc∗j .
Finally, follow [10] and let
(1.5) |||(cj)||| = inf
{‖(aj)‖CE + ‖(b∗j )‖CE : (cj) = (aj) + (bj)} .
In [7] this functional is denoted instead by ||| ·|||∗, and a dual norm is
denoted by ||| ·|||.
We prove the assertions below, in which C is an absolute constant,
in Section 3.
Theorem 1.1. If a Rademacher series with coefficients (dj) represents
a function f in L1([0, 1);S1), then
(1.6) |||(dj)||| ≤ C‖f‖L1([0,1);S1).
Theorem 1.2. Let K be a strongly lacunary set, and let f ∈ L1(T;S1).
Then the estimate
(1.7) |||(fˆ(kj))||| ≤ C‖f‖L1(T,S1)
holds in each of the following cases:
(1) fˆ vanishes on the set of negative integers.
(2) fˆ vanishes at all positive integers in the complement of K.
Corollary 1.3. The same estimate holds when fˆ vanishes off K.
The corollary is a counterpart for trigonometric series of Theorem 1.1.
In [10], Lust and Pisier proved Case 1 of Theorem 1.2 first, and deduced
Theorem 1.1 from the corollary. Case 1 is an extension of Paley’s theo-
rem about lacunary coefficients of scalar-valued H1 functions [14]. The
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proof in [10], like Paley’s, used a suitable factorization of H1 functions
as products ofH2 functions. That analytic factorization does not apply
as readily in Case 2, and it is not available in Theorem 1.1. Instead,
we give direct proofs of Theorem 1.1 and both parts of Theorem 1.2
using the generic factorization method introduced in [3, Section 2] and
modified in [5, Section 2]. See Remark 3.2 below for further comparison
of methods.
I thank Christian Le Merdy and Fedor Sukochev for pointing our an
error in a earlier version of this paper. For more details, see Remark 3.4.
Remark 1.4. The methods used here work when C = 2. Dual methods
in [7] show that Corollary 1.3 and Theorem 1.1 hold with C equal to
√
2
and
√
3 respectively, and that
√
2 is the best constant in the corollary.
For scalar valued functions, dual methods in [4] and [1] yield the two
cases of Theorem 1.2 with constants
√
2 and
√
e respectively; again,
the former is best possible in that context. It is not known to what
extent those dual methods extend to operator-valued functions. As
indicated in Remark 3.3 below, further analysis of the methods used
here supports the possibility of such extensions.
Remark 1.5. Case 2 of Theorem 1.2 for scalar-valued functions was
rediscovered several times. That instance follows easily from another
theorem of Paley [13], but this may not have been noticed until [3,
Theorem 10] and [6]. Meanwhile, an equivalent dual construction had
been found [1] by Clunie, and Meyer [11, pp. 532-533] had had used
other methods to prove pointwise estimates that imply inequality (1.7)
in that instance. Related proofs of Case 2 for such functions appeared
in [17], [3, Theorem 11] and [9]. The hypotheses about K and f were
significantly weakened in [18].
2. Properties of these operator spaces
See [16] for much more about the spaces Sp, which are often denoted
by cp or Cp. The members of S1 are the compact operators, on the
fixed Hilbert space H, whose sequence of singular values belongs to ℓ1.
Define ‖A‖S1 to be the sum of that sequence, that is the sum of the
eigenvalues of |A| := √A∗A. Also denote that sum is by tr(|A|), thereby
defining the functional tr on the set of positive operators in S1. It
extends to become a linear map from S1 into the complex numbers.
For each positive real number p, the space Sp consists of all opera-
tors A for which |A|p ∈ S1; then
‖A‖Sp :=
{
tr
[(√
A∗A
)p]}1/p
=
{∥∥∥(√A∗A)p∥∥∥
S1
}1/p
.
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There is a counterpart of Ho¨lder’s inequality, stating that
(2.1) ‖AB‖Sr ≤ ‖A‖Sp‖B‖Sq when
1
r
=
1
p
+
1
q
.
Conversely, for such indices, operators the unit ball of Sr factor as
products of operators in the unit balls of Sp and Sq. There also are
such factorizations in the form B∗A, since ‖B∗‖Sq = ‖B‖Sq .
The sets Sp are Banach spaces when 1 ≤ p < ∞. Moreover, S2
is a Hilbert space, with inner product 〈A,B〉 := tr(B∗A). It follows
that L2(T;S2) is also a Hilbert space with inner product
〈f, g〉 := 1
2π
∫ pi
−pi
tr[g(t)∗f(t)] dt.
This is also equal to the trace of
(2.2) 〈f, g〉p := 1
2π
∫ pi
−pi
g(t)∗f(t) dt.
Call the operator-valued expression above a partial inner product.
Finally L1(T;S1) is a Banach space, and a function belongs to its unit
ball if and only that function is the product of two functions in the unit
ball of L2(T;S2). Call that a generic factorization. The proof of Case 1
in [10] also uses such factors, but adds the requirement [15, 12, 8] that
their Fourier coefficients vanish at all negative integers. This is called
analytic factorization.
Remark 2.1. As noted in [10, p. 250], a weaker form of analytic fac-
torization suffices for that proof of Case 1. In Remark 3.1, we explain
how our method works with a weaker form of generic factorization.
3. Two orthogonality steps
Recall that the Rademacher function r0 has period 1 on the real
line R, and takes the values 1 and−1 in the intervals [0, 1/2) and [1/2, 1)
respectively; then rj(t) := r0(2
jt) for all t in R and each positive inte-
ger j. The Walsh functions (wn)
∞
n=0 are the products of finitely-many
Rademacher functions, including the empty product 1. We use the Pa-
ley enumeration of this system, where wn is the product of the distinct
functions rjm for which n =
∑
m 2
jm; in particular, w0 = 1 and w2j = rj.
Our method transfers easily to other standard enumerations.
Proof of Theorem 1.1. Rescale to make ‖f‖L1([0,1);S1) = 1. Then fac-
tor f as h∗g where g and h belong to the unit ball of the Hilbert
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space L2([0, 1);S2). Rewrite the Walsh coefficients of f in the form
(3.1) fˆ(wn) =
∫ 1
0
wn(t)h
∗(t)g(t) dt;
in this context, use the notation 〈g, wnh〉p for the integral above. The
hypothesis in the theorem is that this partial inner product vanishes
when n is not a power of 2.
Let Aj be the unitary operator on L
2([0, 1);S2) that multiplies each
function by w2j . Matters reduce to splitting the sequence
(fˆ(w2j)) = (〈g, Ajh〉p)
as a sum of two sequences (aj) and (bj) for which
(3.2) ‖(aj)‖CE ≤
C
2
and ‖(b∗j )‖CE ≤
C
2
.
This will be done using nested closed subspaces of L2([0, 1);S2) and
the orthogonal projections onto them.
Denote the set of functions orthogonal to a closed subspace, M say,
of L2([0, 1);S2) by M
⊥. Since 〈u, v〉 = 0 when u ∈ M and v ∈ M⊥,
the trace of 〈u, v〉p vanishes in that case.
For some subspaces M , the stronger condition that 〈u, v〉p = 0 holds
when u ∈ M and v ∈ M⊥. We claim that this happens if ub ∈ M
whenever u ∈M and b belongs to the space B(H) of bounded operators
on H. Indeed, suppose that M has the latter property, and observe
that
(3.3) 〈ub, v〉p = (〈u, v〉p)b
for all functions u and v in L2([0, 1);S2) and all bounded operators b.
If u ∈M and v ∈M⊥, then v ⊥ ub since MB(H) ⊂M ; that is,
0 = 〈ub, v〉 = tr〈ub, v〉p.
By equation (3.3), tr[(〈u, v〉p)b] then vanishes for all b in B(H). There-
fore 〈u, v〉p = 0, as claimed.
In that situation, denote the orthogonal projection with range equal
to the closed subspace M by Q, and denote the orthogonal projection
with rangeM⊥ by Q⊥. Split any two members F and G of L2([0, 1);S2)
as QF + Q⊥F and QG + Q⊥G. Since 〈Q⊥F,QG〉p and 〈QF,Q⊥G〉p
both vanish,
(3.4) 〈F,QG〉p = 〈QF,QG〉p = 〈QF,G〉p.
Let Mj be the smallest closed subspace of L
2([0, 1);S2) that con-
tains all the products wnhb in which 0 < n < 2
j+1 and b ∈ B(H);
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those factors wn are the nonempty products of distinct Rademacher
functions rj′ with j
′ ≤ j. Clearly,
(3.5) M0 ⊂M1 ⊂ · · · ⊂MJ ⊂ · · · .
Then AjMj is the smallest closed subspace containing all the prod-
ucts wnhb with n 6= 2j and 0 ≤ n < 2j+1, and with b ∈ B(H);
these factors wn are the products of distinct Rademacher functions rj′
with j′ ≤ j except for the singleton product that gives rj . Again,
(3.6) A0M0 ⊂ A1M1 ⊂ · · · ⊂ AjMj ⊂ · · · .
Moreover, Ajh ∈ Aj+1Mj+1. Finally, Aj+1Mj is the smallest closed
subspace containing all the products wnhb with 2
j+1 < n < 2j+2 and b
in B(H). It is assumed in Theorem 1.1 that fˆ(wn) for these indices n,
that is 〈g, wnh〉p = 0. Equation (3.3) then makes 〈g, wnhb〉p = 0 for
all b in B(H). Hence 〈g, v〉p = 0 for all functions v in Aj+1Mj . Write
this as g ⊥p Aj+1Mj .
Denote the orthogonal projection ontoAjMj byQj . The subspacesMj
were chosen so that MjB(H) ⊂ Mj , and their images AjMj also have
this property. Use the fact that Ajh ∈ Aj+1Mj+1, and apply equa-
tion (3.4) with M = Aj+1Mj+1 to write
〈g, Ajh〉p = 〈g,Qj+1Ajh〉p = 〈Qj+1g, Ajh〉p(3.7)
= 〈Qjg, Ajh〉p + 〈(Qj+1 −Qj)g, Ajh〉p = aj + bj say.(3.8)
Let gj = (Qj+1 −Qj)g. Since the orthogonal projections Qj nest,∑
j
‖gj‖2L2([0,1);S2) ≤ ‖g‖2L2([0,1);S2) = 1.
Now argue as in [10, p. 250]. Write b∗j as
∫ 1
0
w2j(t)g
∗
j (t)h(t) dt, and
regard this as the average of the operators w2j (t)g
∗
j (t)h(t). Since ‖ ·‖CE
is a norm,
‖(b∗j )‖CE ≤
∫ 1
0
∥∥(w2j (t)g∗j (t)h(t))∥∥CE dt =
∫ 1
0
∥∥(g∗j (t)h(t))∥∥CE dt.
Fix t, and expand the last inner norm above as∥∥∥∥∥∥
√√√√h(t)∗
[∑
j
gj(t)g∗j (t)
]
h(t)
∥∥∥∥∥∥
S1
.
Let G(t) be the operator
∑
j gj(t)g
∗
j (t). The quantity above is equal to
the square root of ‖h(t)∗G(t)h(t)‖S1/2 . By the Ho¨lder inequality (2.1),
‖h(t)∗G(t)h(t)‖S1/2 ≤ ‖h(t)∗‖S2‖G(t)h(t)‖S2/3 ,
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and ‖G(t)h(t)‖S2/3 ≤ ‖G(t)‖S1‖‖h(t)‖S2.
Hence
‖(b∗j )‖CE ≤
∫ 1
0
√
‖h(t)∗‖S2‖G(t)‖S1‖‖h(t)‖S2 dt
=
∫ 1
0
‖h(t)‖S2
√
‖G(t)‖S1 dt.
Cauchy-Schwarz then gives the upper bound
‖h‖L2([0,1);S2)
√
‖G‖L1([0,1);S1) .
The first factor is equal to 1. The square of the second factor is∫ 1
0
tr
∑
j
gj(t)g
∗
j (t) dt =
∑
j
‖g∗j‖2L2([0,1);S2) =
∑
j
‖gj‖2L2([0,1);S2) ≤ 1.
This gives the second inequality in line (3.2) with C = 2.
Apply equation (3.4) with M = AjMj to rewrite aj as 〈g,QjAjh〉p.
Let Pj be the orthogonal projection with rangeMj . Since Aj is unitary,
AjPj = QjAj and aj = 〈g, AjPjh〉p.
Recall that g ⊥p Aj+1Mj for all j. So 〈g, AjPj−1h〉p = 0 for all j ≥ 1.
Make this true when j = 0 by letting P−1 = 0. Then
aj = 〈g, Aj(Pj − Pj−1)h〉p for all j.
Use the method applied to (b∗j ) to confirm that ‖(aj)‖CE ≤ 1. 
Proof of Case 2 of Theorem 1.2. Transfer the argument above as fol-
lows. Replace L2([0, 1);S2) with L
2(T;S2), and use the partial inner
product given in formula (2.2). Factor a function f in the unit ball
of L1(T;S1) as h
∗g where g and h belong to the unit ball of L2(T;S2).
Let z be the function mapping each number t in the interval (−π, π]
to eit. Then
(3.9) fˆ(n) = 〈g, znh〉p for all n.
Let Aj be the unitary operator on L
2(T;S2) that multiplies each func-
tion by zkj . Then fˆ(kj) = 〈g, Ajh〉.
Let Mj be the closure of the subspace of L
2(T;S2) spanned by the
products znhb for which −kj ≤ n < 0 and b ∈ B(H). Then the
inclusions (3.5) hold for these subspaces, as do the inclusions (3.6) for
their images AjMj. Again,
Ajh ∈ Aj+1Mj+1 and (AjMj)B(H) ⊂ AjMj .
Now Aj+1Mj is the closure of the subspace spanned by the prod-
ucts znhb in which b ∈ B(H) and n ∈ [kj+1 − kj, kj+1). By strong
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lacunarity, that interval is included in (kj, kj+1). The gap hypothesis
on fˆ(n) and formulas (3.9) and (3.3) then imply that g ⊥p Aj+1Mj .
Define the projections Qj and Pj as before, and split 〈g, Ajh〉p in the
same way. Estimate ‖(b∗j )‖CE and ‖(aj)‖CE as above. 
Proof of Case 1 of Theorem 1.2. Use the same factorization and the
same operators Aj as in Case 2, but replace the subspaces Mj with
the closures, Lj say, in L
2(T;S2) of the span of the products z
nhb for
which n < −kj and b ∈ B(H). These subspaces nest in the opposite
way, that is
L0 ⊃ L1 ⊃ · · · ⊃ LJ ⊃ · · · .
In every case, the subspace AjLj is the same, namely the closure of
the span of the products znhb with n < 0. Formula (3.9) and the
hypothesis that fˆ(n) for all n < 0 now makes g ⊥p AjLj for all j. The
lacunarity hypothesis implies that Ajh ∈ Aj+1Lj for all j, and that
A1L0 ⊂ A2L1 ⊂ · · · ⊂ Aj+1Lj ⊂ · · · .
Finally, (Aj+1Lj)B(H) ⊂ Aj+1Lj in all cases.
Now denote the orthogonal projection onto Aj+1Lj by Qj+1, and
let Q0 = 0. Then it is again true that
〈g, Ajh〉p = 〈g,Qj+1Ajh〉p = 〈Qj+1g, Ajh〉p
= 〈Qjg, Ajh〉p + 〈(Qj+1 −Qj)g, Ajh〉p = aj + bj say.
Estimate ‖(b∗j )‖CE as before.
Note that a0 = 0 sinceQ0 = 0. When j > 0, rewrite aj as 〈g,QjAjh〉p.
For those indices j, let Pj−1 be the orthogonal projection with range Lj−1.
This time,
QjAj = AjPj−1 and aj = 〈g, AjPj−1h〉p.
Now 〈g, AjPjh〉p = 0, since g ⊥p AjLj for all j. Write
aj = 〈g, Aj(Pj−1 − Pj)h〉p.
The desired estimate ‖(aj)‖CE ≤ 1 follows as before. 
Remark 3.1. A weaker form of generic factorization suffices. In Theo-
rem 1.1, for instance, it is enough to prove that
|||(fˆ(wj))||| ≤ 2 when ‖f‖L1(D;S1) < 1.
By the definition of Bochner integration, f can then be represented as
the sum of a series
∞∑
m=1
fm
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where the terms fm are simple functions, and
∑
∞
m=1 ‖fm‖L1(D;S1) ≤ 1.
Generic factorization with simple factors is easy to check for simple
functions. Use this to write fm = h
∗
mgm, where
∑
∞
m=1 ‖gm‖2L2(D;S2) ≤ 1
and the same is true for the factors hm.
The sequences g = (gm) and h = (hm) are members of the unit
ball of the Hilbert space ℓ2(L2(D;S2)); their inner product is equal
to tr(〈g, h〉p) for the partial inner product given by
〈g, h〉p =
∞∑
m=1
∫
D
h∗mgm.
The methods of this section work in this setting with L2(D;S2) re-
placed by ℓ2(L2(D;S2)), and Aj redefined to act on (hm) by termwise
multiplication.
Remark 3.2. The subspaces Lj used in Case 1 are invariant under mul-
tiplication by z, and their adjoints are invariant under multiplication
by z. In the discussion of scalar-valued functions in [2], it is observed
that the latter subspaces must be simply invariant if f ∈ H1(T), and
that one can apply the characterization of simply invariant subspaces
of L2(T) to show that both factors h∗ and g can be chosen to belong
to H2(T). One proof [12] of analytic factorization in H1(T;S1) uses
those ideas and more.
Remark 3.3. The generic factorization methods work equally well with
the hypotheses in Theorem 1.2 weakened to only require that fˆ vanish
on suitable smaller sets of integers. The same smaller sets arise in anal-
yses of the dual methods for scalar-valued functions. See [5, Sections 4
and 5] for more details.
Remark 3.4. In this version of the paper, we worked with closed sub-
spaces M for which the inclusion MB(H) ⊂ M holds. Of course,
this inclusion is really an equality, since the identity operator belongs
to B(H). We showed in Section 3 that the inclusion implies for the
orthogonal projection Q onto M that
(3.10) 〈F,QG〉p = 〈QF,G〉p for all F and G.
The converse is also true. Indeed, using equation (3.10) with F in M
and G ⊥ M yields that 〈F,G〉p = 0 in that case. It then follows from
equation (3.3) that Fb ⊥ G for all b in B(H) and all G in M⊥, that
is Fb ∈ (M⊥)⊥ = M .
The error in the first version of this paper was the use of prop-
erty (3.10), in six places like equation (3.7) in this version, for subspaces
that do not have that property.
10 John J.F. Fournier
References
1. J.M. Clunie, On the derivative of a bounded function, Proc. London Math. Soc.
14A (1965), 58–68.
2. Frank Forelli, Invariant subspaces in L1, Proc. Amer. Math. Soc. 14 (1963),
76–79.
3. John J.F. Fournier, Extensions of a Fourier multiplier theorem of Paley, Pacific
J. Math. 30, (1969), 415–431.
4. , On a theorem of Paley and the Littlewood conjecture, Ark. Mat. 17,
(1979), 199–216.
5. , The missing proof of Paley’s theorem about lacunary coefficients,
arXiv:1407.1458 [math.CA].
6. Gunther Goes, On a Tauberian theorem for sequences with gaps and on Fourier
series with gaps, Toˆhoku Math. J. 24 (1972), 153–165.
7. Uffe Haagerup and Magdalena Musat, On the best constants in noncommutative
Khintchine-type inequalities, J. Funct. Anal. 250 (2007), 588–624.
8. Uffe Haagerup and Gilles Pisier, Factorization of analytic functions with values
in noncommutative L1-spaces and applications, Canad. J. Math. 41 (1989),
882–906.
9. A. Lebow, A power-bounded operator that is not polynomially bounded, Michi-
gan Math. J. 15 (1968), 397–399.
10. Franc¸oise Lust-Piquard and Gilles Pisier Noncommutative Khintchine and Pa-
ley inequalities, Ark. Mat. 29 (1991), 241–260.
11. Yves Meyer, Endomorphismes des ide´aux ferme´s de L1(G), classes de Hardy et
se´ries de Fourier lacunaires, Ann. Sci. E´cole Norm. Sup. (4) 1 (1968), 499–580.
12. Paul S. Muhly, Fefferman spaces and C∗-algebras, Banach space theory (Iowa
City, IA, 1987), 371–385, Contemp. Math., 85 Amer. Math. Soc., Providence,
RI, 1989.
13. R.E.A.C. Paley, A note on power series, J. London Math. Soc. 7 (1932), 122–
130.
14. , On the lacunary coefficients of power series, Ann. of Math. (2) 34
(1933), 615–616.
15. Donald Sarason, Generalized interpolation in H∞, Trans. Amer. Math. Soc.,
127 (1967), 179–203.
16. Barry Simon, Trace ideals and their applications, Second edition. Mathematical
Surveys andMonographs 120, American Mathematical Society, Providence, RI,
2005. viii+150 pp.
17. S.A. Vinogradov, The Banach-Rudin-Carleson interpolation theorem and the
norms of embedding operators for some classes of analytical functions, (Rus-
sian); English transl. in Journ. of Soviet Math. 19 (1972), 1–28.
18. , A strengthening of Kolmogorov’s theorem on the conjugate function
and interpolational properties of uniformly converging power series, (Russian)
Spectral theory of functions and operators, II. Trudy Mat. Inst. Steklov. 155
(1981), 7–40, 183.
Department of Mathematics, University of British Columbia, 1984
Mathematics Road, Vancouver BC, Canada V6T 1Z2
E-mail address : fournier@math.ubc.ca
