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Calculating the physical properties of quantum thermal states is a difficult problem for classical
computers, rendering it intractable for most quantum many-body systems. A quantum computer,
by contrast, would make many of these calculations feasible in principle, but it is still non-trivial
to prepare a given thermal state or sample from it. It is also not known how to prepare special
simple purifications of thermal states known as thermofield doubles, which play an important role
in quantum many-body physics and quantum gravity. To address this problem, we propose a
variational scheme to prepare approximate thermal states on a quantum computer by applying
a series of two-qubit gates to a product mixed state. We apply our method to a non-integrable
region of the mixed field Ising chain and the Sachdev-Ye-Kitaev model. We also demonstrate
how our method can be easily extended to large systems governed by local Hamiltonians and the
preparation of thermofield double states. By comparing our results with exact solutions, we find that
our construction enables the efficient preparation of approximate thermal states on quantum devices.
Our results can be interpreted as implying that the details of the many-body energy spectrum are
not needed to capture simple thermal observables.
I. INTRODUCTION
The preparation of non-trivial quantum states is one
of the central challenges of quantum simulation and com-
putation. Even given the kind of control envisioned in a
full scale fault tolerant quantum computer, it is often not
known what sequence of operations will realize a partic-
ular physical state of interest. A prime example is a
ground state of a local Hamiltonian, or more generally, a
thermal mixed state of a local Hamiltonian. On complex-
ity theoretic grounds, there is likely no general purpose
algorithm to efficiently prepare such states (for a review,
see [1–3]), but we expect it to be possible in many cases
of physical interest.
For example, if the system and temperature are such
that the thermal state can be cast as an approximate
quantum Markov state with finite correlation length,
then there exists an efficient preparation procedure (al-
though determining the procedure may still be hard) [4–
6]. More broadly, many approaches have been proposed,
some applicable to special models and others general but
possibly requiring a very long computation time [7–11].
Perhaps the most natural algorithm to prepare a ther-
mal state is to weakly couple the system of interest to
a heat bath of the appropriate temperature and wait for
equilibrium to be reached. As amply demonstrated in
nature, this algorithm is often successful, but it is not
fully satisfactory for our purposes. Even assuming we
have access to the required heat bath (which depends on
the physical setup), the approach to equilibrium may be
slow (and it may be hard to tell if equilibrium has been
reached) if the bath is inefficient at thermalizing the sys-
tem, see e.g. Reference [12].
The bath approach is particularly problematic if we
want to prepare a special purification of the thermal state
known as a thermofield double state [13]. This state is
defined on two copies of the system, where the second
copy functions as a kind of minimal heat bath which can
thermalize the original system (typically, the heat bath
is much larger than the system). Whereas the typical
state of the system-bath composite is highly complex af-
ter thermal equilibrium is reached, the thermofield dou-
ble has a particularly orderly and simple kind of system-
bath entanglement. Distilling this orderly pattern of en-
tanglement from a general complex system-bath state is
a non-trivial task.
Thermofield double states are central to many mod-
ern developments in quantum many-body physics, so it
is desirable to be able to prepare them. For example,
these states play an important role in quantum grav-
ity in anti de Sitter space where they translate, via the
AdS/CFT correspondence, to special geometries consist-
ing of two entangled black holes [14, 15]. Recent discus-
sions of black hole firewalls, teleportation through worm-
holes, and other exotica can be naturally setup using the
thermofield double state [16–21]. To investigate these
phenomena and their analogs in quantum simulations of
quantum gravity and other many-body systems, it would
be useful to be able to prepare thermofield double states.
In this work, we propose a method to prepare approx-
imations of thermal mixed states and thermofield dou-
ble states on a quantum device. The basic method we
propose assumes the ability to apply arbitrary two-qubit
unitaries, naively requiring something like the versatility
of a quantum computer, but refinements to more limited
devices should be possible. The approach is variational:
given a suitable class of mixed states, we minimize the
free energy of the system over the class. The free energy
consists of two parts, an energy term and an entropy
term. The energy is either physically measured or, in a
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2version of our approach adapted to classical simulation,
calculated on a computer. The entropy is calculated from
the state, with the class of mixed states we consider being
specially chosen to make this possible. Given a procedure
to prepare an approximation of a thermal mixed state,
our approach also immediately gives a procedure to pre-
pare an approximation to the corresponding thermofield
double state.
In somewhat more detail, our work consists of two com-
ponents. First, we propose that many thermal states of
interest can be approximated by a class of mixed states
which we call product spectrum states. Second, we show
that the free energy of product spectrum states can be
efficiently computed and construct a variational proce-
dure to obtain said approximation. For spin systems,
product spectrum states are defined in Figure 1. A set
of spins are prepared in an uncorrelated thermal state,
ρprod, in which each spin has a probability to be up or
down independent of all others. Then a sequence of uni-
tary transformations is applied that entangles the spins
together without changing the eigenvalue spectrum. It
follows that the entropy of the system can be computed
from the individual probabilities of the initial uncorre-
lated spins. Moreover, because it is straightforward to
purify an uncorrelated thermal state, we also immedi-
ately obtain a recipe for preparing a corresponding ther-
mofield double state.
Since the eigenvalue spectrum of the many-body state
is the product of the spectra of each independent spin, we
call our construction the product spectrum ansatz (PSA).
Aspects of our approach are similar to recent work re-
ported in References [5, 22]; two crucial differences are
that they did not discuss the thermofield double state
and that they assume full knowledge of the many-body
spectrum. We also note that, as elaborated in the con-
cluding discussion, the product spectrum ansatz is just
the first approximation in a systematically improvable
hierarchy which we call the Markov spectrum ansatz.
The physical idea behind the PSA, at least for quan-
tum chaotic systems, is the following. The full many-
body spectrum of a thermal state of a quantum chaotic
system is highly complex, even random-matrix-like [23],
as can be demonstrated explicitly for small system sizes,
e.g. [24]. However, this complexity is not expected to
be visible in few-body physical observables, so perhaps
the spectrum could be approximated by something much
simpler while preserving the physics of interest. Simi-
larly, although the unitary circuit which produces energy
eigenstates from product states is highly complex, the
actual mixed thermal state is often not, having in many
cases short-range correlations and short-range entangle-
ment. Hence, it might be possible to replace the highly
complex energy eigenstates with much simpler states ob-
tained from a low depth quantum circuit [4]. There are
also motivations for the PSA approach from the study of
tensor networks and complexity [25–29] in holographic
duality [30].
Our precise results are as follows. We formally define
FIG. 1: A tensor network depiction of the PSA on a
system of 8 qubits. ρprod is the product spectrum state
to which ` layers of 2-qubit unitaries are applied. In
this diagram, ` = 3.
the product spectrum ansatz and apply it to both a local
spin model, the mixed field Ising chain, and a non-local
fermion model, the Sachdev-Ye-Kitaev (SYK) model [31–
34] (see References [35, 36] for reviews). For the SYK
model, our procedure can be interpreted as a method to
approximately prepare a short wormhole. In the local
case, we compare the product spectrum ansatz to exact
results in small size systems and show how the product
spectrum ansatz can be extended to larger size systems
by virtue of its local structure of correlations. In the non-
local case, we again compare approximate and exact data
for small size systems. We also compare our approach
to an alternative method discussed in Reference [16] for
preparing approximate thermofield double states of the
SYK model. In both cases we find good agreement across
a variety of couplings and temperatures.
As we discuss at length in the conclusions, there is
ample room to improve on our scheme. These include
refinements to the structure of the ansatz and improve-
ments to the optimization method. For example, in the
non-local case, the variational calculations are difficult to
extend to larger size, primarily because the minimization
of the free energy is slow. It would also be interesting to
physically implement our method on a quantum device.
We comment on the important question of noise resilience
in the conclusions.
II. PRODUCT SPECTRUM ANSATZ
A. Formalism
This section begins with a formal definition of the
product spectrum ansatz. We focus on a system of n
spin-1/2 degrees of freedom for simplicity, but the ex-
3tension to other kinds of systems is straightforward. A
product spectrum state is defined by a set of single spin
effective energies {r}, r ∈ {1, · · · , n} and an n-spin uni-
tary U . The PSA density matrix is then
ρPSA = UρprodU
† = U
[
n⊗
r=1
e−βrPr
1 + e−βr
]
U†, (1)
where T = 1/β (kB = 1) is the temperature and
Pr =
I−σzr
2 is a projection onto the spin down state for
spin r. The quantity inside the brackets is what we call
the product spectrum because it takes the form of a ther-
mal state for the decoupled effective spin Hamiltonian∑
r rPr. Since conjugating with the unitary U does not
change the eigenvalue spectrum, it follows that ρPSA has
the same spectrum as the product of single spin states,
and that it is positive and normalized to unity.
Although the definition in Eq. (1) in principle allows
for any unitary U , in many cases we will further restrict
U to consist of a low-depth quantum circuit. For ex-
ample, if the n spins are arranged in a one-dimensional
array, then we will take the unitary U to consist of al-
ternating layers of two-spin gates acting on even or odd
pairs as in Figure 1. Clearly the expressive power of the
PSA approximation will increase as the depth of U is in-
creased, but it may also be harder to prepare and study
high depth PSA states.
One important question is how the depth of U scales
with the temperature. If the ground state has some
entanglement, then there will be some net increase in
depth going from infinite temperature to zero tempera-
ture. However, it is far from clear what the precise de-
pendence is, or even if the depth depends monotonically
on temperature. If a state has a correlation length ξ,
then the depth should be lower bounded by a constant
times ξ. If the Hamiltonian is gapped, then the corre-
lation length does not diverge at zero temperature and
we may expect the depth to be of order the correlation
length. However, this is really only a lower bound, since
topological phases require a depth proportional to system
size at zero temperature despite having short-range local
correlations. If Hamiltonian is gapless and the correla-
tion length diverges at low temperature, then the needed
depth will diverge as well.
What follows is a theoretical justification for the PSA
for a class of chaotic, thermalizing quantum systems
which are assumed to obey the eigenstate thermaliza-
tion hypothesis (ETH) [37, 38]. Since these systems can
in principle be interacting and arbitrarily large, our con-
struction justifies the PSA for interacting systems and
systems in the thermodynamic limit. The argument pro-
ceeds in stages. Suppose first that an arbitrary unitary U
is allowed in Eq. (1). Then U can be taken to diagonalize
the Hamiltonian, and by sending the constants r → ±∞,
one can single out any particular energy eigenstate. Us-
ing ETH, this pure PSA state already reproduces all the
local data of the thermal state at the corresponding tem-
perature.
More generally, it is possible to choose the spectrum r
such that the weight of ρPSA is concentrated on a set of
exact energy eigenstates of the appropriate energy den-
sity for a temperature T . Every term in the mixture then
reproduces the correct local energy density and the fact
that the state is a mixture generates entropy, hence low-
ering the free energy, F = E − TS. The total number
of states with energy density corresponding to tempera-
ture T is of order eS(T ), so the minimum free energy in
this kind of state is indeed FPSA ≈ E(T ) − TS(T ), the
thermal value.
The remaining question is then what happens if the
complexity of U is restricted. Clearly, we can no longer
use energy eigenstates in the construction. However, the
use of such states is intuitively not necessary, since the
actual thermal state typically has short-range entangle-
ment (instead of extreme long-range entanglement mas-
querading as thermal physics as in an energy eigenstate).
It can be shown using quantum information methods that
many thermal states ranging from non-interacting parti-
cle states to strongly interacting plasma states holograph-
ically dual to black holes have a local structure such that
the global state can be reconstructed from local data [4],
and this locality property implies that the thermal state
can be obtained as a mixture of low-complexity states.
Hence, we argue that for many thermal states of inter-
est, the complexity of U can also be taken to be relatively
low, much less than the complexity of the Hamiltonian-
diagonalizing unitary.
Of course, it should be mentioned that the ground state
and the infinite temperature state have exact represen-
tations as PSA states. If the ground state is pure, it
can be approximated by a circuit of some depth acting
on a product state, and can therefore be described by
the PSA. Likewise, since the infinite temperature state
is maximally mixed, it is a product of single qubit max-
imally mixed states, which can also be described by the
PSA. Moreover, it is also conjectured on physical grounds
and even known rigorously in some cases, that the cor-
responding unitary U need not be deeper than linear in
system size for a broad class of physical systems. We note
in passing that many kinds of integrable systems should
also be well approximated by PSA states.
B. Benchmarking Results
The validity of the PSA can be studied numerically
by determining the optimal parameters {r} and 2-qubit
gates in U (fixing the number layers) such that the PSA
state best approximates the thermal state of interest. We
implement the PSA by varying over the spin effective en-
ergies {r} and the 2-qubit gates to search for a minimum
of the free energy. In a classical simulation, this varia-
tion is done layer by layer. It is most efficient to vary
over the 2-qubit gates one at a time, and continually
repeat this process until a satisfactory minimum is at-
tained. This procedure may be performed by a gradient
4descent method, or by an iterative algorithm such as that
described in Reference [39]. There is no guarantee that
the output of this procedure is the true global minimum
of the PSA free energy.
1. Mixed Field Ising Model
We aim to establish the accuracy of the PSA on a local
spin chain model. The candidate that we will examine is
the mixed field Ising model with n spins:
HIsing = −J
n−1∑
i=1
σzi σ
z
i+1 − hz
n∑
i=1
σzi − hx
n∑
i=1
σxi . (2)
In our notation, σxi and σ
z
i are the Pauli operators at site
i, and hx and hz are external magnetic field strengths.
We will set J = 1 and study the PSA at different values
of the couplings hx and hz. Since the PSA is intrinsically
local, we believe that it should replicate the behavior of
this model quite well with a few layers of unitaries applied
to the product state.
A comparison of the exact free energy and that at-
tained with the PSA provides a means for probing the
validity of the PSA in this scenario. We expect these
free energies to take similar values over a range of tem-
peratures and couplings, indicative of the accuracy of the
PSA. Since determining the exact solution to this model
for arbitrary hx and hz requires exponential resources,
we consider a small chain with n = 12 spins, such that
we can compare the exact free energy to the PSA free
energy. We focus on the scenarios (hx = 1.05, hz = 0.5)
and (hx = 0.5, hz = 0.1), at which points the mixed field
Ising model is nonintegrable. Figure 2 displays the ex-
act and PSA free energies over the range of temperatures
T ∈ [0.1, 5.1] with ` = 4 layers of 2-qubit gates applied
to the product spectrum.
(a) hx = 0.5, hz = 0.1 (b) hx = 1.05, hz = 0.5
FIG. 2: Plots of exact and PSA free energy over the
temperature range T ∈ [0.1, 5.1] with n = 12 spins and
` = 4 layers of unitaries applied to the product
spectrum.
As evidenced by the plots in Figure 2, the PSA free
energy matches the exact free energy quite well over this
range of temperatures. The best agreement occurs in
the regions of low and high temperature since the exact
thermal state is a product spectrum state in the limits
T → 0 and and T → ∞. The maximum discrepancy
between the exact and PSA free energies in the (hx =
0.5, hz = 0.1) case is 5.4% at T = 1.3, and that in the
(hx = 0.5, hz = 0.1) case is 1.4% at T = 2.1. Away from
these temperatures, the discrepancies between the free
energies decrease significantly. These results demonstrate
that the PSA provides an excellent variational scheme for
calculating the free energy of a thermal state governed by
local interactions.
2. SYK Model
Our next aim is to examine the behavior of the PSA
on a nonlocal fermion model. To analyze such a scenario,
we selected the SYK model with N Majorana fermions:
HSYK =
N∑
i1>i2>i3>i4=1
Ji1i2i3i4χi1χi2χi3χi4 (3)
{χi, χj} = δij , 〈Ji1i2i3i4〉 = 0, 〈J2i1i2i3i4〉 =
3!J2
N3
. (4)
In our notation, χi is a Majorana fermion at site i.
The coupling Ji1i2i3i4 is a Gaussian distributed random
variable with mean 0 and variance 3!J2/N3. We set
J = 1 in our analysis. To represent the model nu-
merically, we use a standard Jordan-Wigner representa-
tion to write the N fermions in terms of N/2 spins via
χ2i−1 = 2−1/2σxi
∏
j<i σ
z
j and χ2i = 2
−1/2σyi
∏
j<i σ
z
j .
Our results are for single disorder realizations of the SYK
model.
To quantify the accuracy of the PSA applied to the
SYK model, we study the entanglement entropy on sub-
systems of the thermal state, and local correlation func-
tions. The particular quantities of interest to us are the
subsystem entropy Si = S
(
ρi
)
= S
(
trN/2−i(ρ)
)
(where
the partial trace runs over the last N/2− i qubits), and
the two-point correlation functions 〈χα(t)χα〉 for various
α. As a means for comparing the exact solution to the
PSA, we consider the SYK model with N = 20 Majorana
fermions at T = 0.7. For this scenario, we computed Si
and 〈χα(t)χα〉 for the exact thermal state and that pro-
duced by PSA with ` = 16 layers of unitaries, using the
exact Hamiltonian to implement time evolution. In gen-
eral, more layers of unitary transformations were needed
to capture the features of this nonlocal model than were
needed for the Ising model. Figure 3 displays the sub-
system entropies versus time, and Figure 4 displays the
correlation functions versus time.
As depicted in Figure 3, Si calculated with the PSA
agrees well with that of the exact solution across all sub-
systems, with all discrepancies less than 1.3%. In addi-
tion, we see excellent agreement between the exact and
PSA correlation functions at a variety of sites, as shown
5FIG. 3: Exact and PSA subsystem entanglement
entropies for the SYK Model with N = 20, T = 0.7, and
` = 16.
FIG. 4: Exact and PSA correlation functions 〈χα(t)χα〉
for the SYK model with N = 20, T = 0.7, and ` = 16.
α ∈ {4, 9, 17, 20} are displayed as representatives of all
the correlation functions.
in Figure 4. Clearly then, given sufficiently many layers,
the PSA is capable of capturing the essential features of
the thermal state of a nonlocal Hamiltonian.
C. Relation to Other Approaches
The two defining features of the PSA that make it a
tractable approximation are its ignorance of the exact
spectrum and its locality.
The PSA requires no knowledge of the exact spectrum
of the Hamiltonian. Given that calculating the exact
spectrum for arbitrary systems is an exponentially diffi-
cult problem, this property is especially valuable, and
allows the PSA to be extended to large and/or com-
plex systems, where one cannot attain an analytic ex-
pression for the exact spectrum. Contrarily, some other
approaches for approximately preparing thermal states
require knowledge of the spectrum, such as that described
in Reference [22]. Due to the difficulty in obtaining such
information on general many-body systems, these ap-
proaches are less applicable to large many-body systems
than the PSA.
Furthermore, the locality of the PSA enables one to
calculate expectation values of local observables with lit-
tle overhead. For a PSA state with ` layers of unitaries,
the calculation of a 1-site observable can be performed on
a subsystem of n′ ≤ 2` qubits centered around the site of
the observable, as demonstrated in Figure 5. As the sub-
system size scales linearly with `, these calculations can
be readily performed given a sufficiently small number of
layers, which is the typical case for local models. Thus, it
is quite straightforward to implement the PSA into sys-
tems described by local Hamiltonians, wherein the term
tr(ρPSAH) in F can be computed locally on a classical
computer. This property enables classical simulations of
the PSA to be carried out on arbitrarily large many-body
systems described by local interactions, granted that the
number of layers is not excessively large. For such sys-
tems, the requisite calculations needed to implement the
PSA are no more complex than they are for small sys-
tems. As we will demonstrate in Section III, the PSA can
accurately capture the behavior of large systems thanks
to its locality.
An approach to thermal state preparation similar to
the PSA is discussed in Reference [5], where it is proven
that the thermal state of a 1D local Hamiltonian can be
approximated by applying a depth-two quantum circuit
to a product state, such that the unitary gates in the
circuit act on O
(
log2(n)
)
qubits. The structure of this
approximation is akin to the PSA, but the approaches dif-
fer in that we use strictly two-qubit gates and a circuit of
arbitrary depth `. In addition, the PSA is is not limited
to local thermal states. Our benchmarking results for the
SYK model and the results of Section IV indicate that
the PSA can be extended to the preparation of thermal
states of non-local Hamiltonians and themofield double
states.
Another approach to thermal state preparation is the
ancilla method presented in Reference [40]. In this
method, one calculates the thermal state at inverse tem-
perature β by performing imaginary time evolution on
a purification of the infinite temperature thermal state.
Explicitly, let us denote the purification of the infinite
temperature thermal state by |ψ0〉. As it is a purification,
|ψ0〉 exists on two copies of the system, the physical space
and an ancillary space. The goal of this method is to pre-
pare the state |ψβ〉 = e−βH/2|ψ0〉, from which thermal
averages can be computed as 〈O〉β = 1〈ψβ |ψβ〉 〈ψβ |O|ψβ〉.
6Typically, one uses a Trotter decomposition to approxi-
mate e−βH/2 and attain an estimate of |ψβ〉. When H
consists of only two body interactions, the Trotter de-
composition of e−βH/2 has a spatial structure identical to
the interspersed 2-qubit unitaries applied to the product
mixed state of the PSA, as depicted in Figure 1. Hence,
the ancilla method and the PSA share similar capabili-
ties in the case of 2-body Hamiltonians. However, as we
demonstrate with the SYK model, the PSA distinguishes
itself from the ancilla method because it can be extended
to the preparation of thermal states of non-local Hamil-
tonians, where the Trotter decomposition of e−βH/2 does
not take the form of interspersed 2-qubit transformations.
In addition, the ancilla approach differs from the PSA in
that it applies a predetermined non-unitary transforma-
tion to a fixed pure state defined on two copies of the
system, which ultimately changes the spectrum of the
density matrix. By contrast, the PSA applies a variable
unitary transformation to a mixed state on the physical
space, retaining the spectrum of the density matrix. We
expect that the greater variability of the PSA makes it
more versatile than the ancilla approach.
III. LOCAL CALCULATIONS
As the PSA is constructed from local 2 qubit unitaries,
it is intrinsically local. As we mentioned previously, this
property allows the expectation values of local observ-
ables to be computed on subsystems around the site of
the observable. Figure 5 depicts a local calculation of
this sort.
FIG. 5: A tensor network depiction of a local
calculation performed on a PSA state. This figure
indicates that the expectation value of a 1-site
observable on a PSA state with a circuit of depth ` = 3
can be performed on a subsystem of n′ = 2` = 6 qubits.
Using this property, one can apply the PSA to thermal
states of large systems (n 1) governed by local Hamil-
tonians without resorting to inefficient calculations on
a 2n-dimensional Hilbert space. Accordingly, the varia-
tional calculations used to minimize the free energy of the
PSA in classical simulations can be performed on small
subsystems of the entire system, which may be arbitrarily
large.
We applied this procedure to the mixed field Ising
chain with n = 100 spins and couplings (hx = 1.05,
hz = 0.5). To study the behavior of the PSA on this
system, we calculated the expectation values of one site
observables, 〈σxi 〉 and 〈σzi 〉, on the PSA state. Our results
are displayed in Figure 6.
FIG. 6: Plots of 〈σxi 〉 (left) and 〈σzi 〉 (right) for a PSA
state of the mixed field Ising chain with n = 100,
hx = 1.05, and hz = 0.5 at T = 1.0.
Figure 6 demonstrates that the PSA thermal state be-
haves as expected for the mixed field Ising chain at large
n. Away from the boundaries (where we have employed
open boundary conditions), the Hamiltonian is essen-
tially translation invariant, so one would naturally expect
〈σxi 〉 and 〈σzi 〉 to take constant values throughout the in-
terior of the chain. This indeed agrees with our results,
wherein 〈σxi 〉 and 〈σzi 〉 are uniform away from the bound-
aries. In addition, we note that the expectation values
of these one site observables begin to converge to stable
values after just a few layers are applied to the product
state. This fast convergence indicates that the PSA state
quickly reaches its optimal thermal state approximation
for local models.
IV. APPROXIMATE PREPARATION OF
THERMOFIELD DOUBLE STATES
In addition to the thermal state, it is also of inter-
est to prepare the thermofield double (TFD) state of a
many-body system. The TFD state is a purification of
the thermal state, appearing in the basis of energy eigen-
states, |Ei〉, as
|TFD〉 =
∑
i
√
e−βEi
Z
|Ei〉L |Ei〉R , (5)
where the subscripts L and R denote two identical copies
of the system. As a purification, its defining property is
that its partial trace over system R is the thermal state:
trR
( |TFD〉 〈TFD| ) = e−βH
Z
= ρ. (6)
The procedure to prepare the approximate TFD state
has two steps. First, one prepares a symmetric purifi-
cation of ρprod which consists of pairs of entangled spins
7with variable degrees of entanglement related to the {r}.
Then one applies the PSA unitary U to both sides of the
resulting purification to produce an approximation to the
TFD state.
To probe the quality of the approximation, it is instruc-
tive to examine the expectation values of operators of the
form O = OL ⊗OR in the TFD state. This quantity can
be expressed as
〈TFD|OL ⊗OR|TFD〉 = tr
(√
ρOL
√
ρOTR
)
. (7)
Here T denotes transpose in the energy basis. For exam-
ple, connected correlation functions fall under this class
of operators:
〈OL ⊗OR〉connected =
〈TFD|OL ⊗OR|TFD〉 − 〈OL〉〈OR〉 =
tr
(√
ρOL
√
ρOTR
)− tr(ρOL)tr(ρOR) (8)
Using the relation in Equation 7, we can use the PSA
to approximate the expectation values of these operators
by replacing ρ with ρPSA. These correlation functions
partially characterize the TFD state, enabling us to test
the PSA approximation of the TFD without explicitly
constructing the purification.
A. Mixed Field Ising Model
We now seek to establish the accuracy of the PSA in
preparing TFD states of the mixed field Ising model. We
study the expectation values of the Pauli operators, 〈σxi ⊗
σxi 〉 and 〈σzi ⊗ σzi 〉, and their corresponding connected
correlation functions, 〈σxi ⊗σxi 〉C := 〈σxi ⊗σxi 〉−〈σxi 〉〈σxi 〉
and 〈σzi ⊗σzi 〉C := 〈σzi ⊗σzi 〉−〈σzi 〉〈σzi 〉. These quantities
describe the interactions among the spins in the L and
R subsystems of TFD state.
We probe each of these quantities for a small sys-
tem of n = 12 spins, such that we can compare our
approximate results with those of the exact solution.
Again, we analyze the nonintegrable model with cou-
plings (hx = 1.05, hz = 0.5) at T = 1.0. Our results
are displayed in Figure 7.
From Figure 7, we see that TFD expectation values
computed with the PSA agree well with the exact values,
converging after just a few layers. Most notably, the plots
of the connected correlation functions demonstrate how
the PSA builds correlations as the number of layers in-
crease. With 0 layers (` = 0), the PSA is a product state,
and the connected correlation functions vanish. As the
number of layers increase, the unitary gates applied to
the product state enable correlations and entanglement
among the spins, and the approximate connected correla-
tion functions become nonzero and approach their exact
values. These positive results verify our claim that the
PSA can be extended to the preparation of TFD states.
FIG. 7: TFD expectation values: plots of 〈σxi ⊗ σxi 〉
(upper left), 〈σxi ⊗ σxi 〉C (upper right), 〈σzi ⊗ σzi 〉
(lower left), and 〈σzi ⊗ σzi 〉C (lower right) in the
mixed field Ising TFD with n = 12, hx = 1.05, and
hz = 0.5 at T = 1.0. Exact results and PSA results at
different layer numbers (`) are displayed. Here we note
that the PSA has been generalized to allow the
uncorrelated state ρprod to be diagonal in an arbitrary
local basis.
B. SYK Model
1. Product Spectrum Approximation
We now apply the PSA to the preparation of TFD
states of the SYK model. Using the exact TFD state and
the PSA TFD state, we compute the correlation func-
tions 〈χα(t)⊗ χ∗α〉 for various α, using the exact Hamil-
tonian for time evolution. Such a quantity describes the
correlations among Majorana fermions in the L and R
subsystems at various sites. Figure 8 displays a compari-
son of the exact and PSA results with N = 20 Majorana
fermions per subsystem at T = 0.7.
Figure 8 indicates good agreement between the exact
and approximate TFD correlation functions for a variety
of α over the time range t ∈ [0, 10]. We see slight de-
viations between these quantities at early time, and the
best agreement at late times. Nevertheless, the PSA ac-
curately captures the dynamics of the TFD state of the
SYK model.
In extending the PSA to the SYK model at lower tem-
peratures, say T = .2 and below, we found that the PSA
state obtained from minimizing the free energy struggled
to capture some physical properties. While correlations
in the mixed thermal state were reproduced reasonably
well, correlations in the TFD state were not well cap-
8FIG. 8: Exact and PSA TFD correlation functions
〈χα(t)⊗ χ∗α〉 for the SYK model with N = 20 Majorana
fermions per subsystem, T = 0.7, and ` = 16.
α ∈ {4, 9, 17, 20} are displayed as representatives of all
correlation functions.
tured. To determine if the problem is with the PSA it-
self, or with the circuit depth and optimization method,
we set U equal to the exact unitary that diagonalizes the
Hamiltonian, while still varying over the spin effective
energies {r}. Using this construction to calculate TFD
correlation functions, we display our results for N = 20
at T = 0.2 in Figure 9.
FIG. 9: Exact and PSA (using exact unitary) TFD
correlation functions 〈χα(t)⊗ χ∗α〉 for the SYK model
with N = 20 Majorana fermions per subsystem and
T = 0.2. α ∈ {4, 9, 17, 20} are displayed as
representatives of all correlation functions.
We see that Figure 9 indicates good agreement between
the exact and approximate TFD correlation functions for
a variety of α over this time range, with very little devi-
ations between these quantities. We attribute the accu-
racy of this scenario to the use of the exact unitary that
diagonalizes the Hamiltonian, as this matrix necessarily
captures the behavior of the exact solution. The PSA is
therefore capable of producing accurate results, although
the optimal unitary transformation may be rather com-
plex for certain Hamiltonians. The failure of the simplest
optimization method to find a good approximation may
be due to insufficient circuit depth or to an inadequacy
in our gate-by-gate optimization strategy.
2. Comparison to an alternative method
In Reference [16], an alternative method is proposed
to prepare approximate thermofield double states for the
SYK model. This method postulates a Hamiltonian that
acts on both the left (L) and right (R) copies of the
system and whose ground state approximates the ther-
mofield double state. Explicitly, the Hamiltonian is
Htotal = HL,SYK +HR,SYK +Hint,
Hint = iµ
N∑
j=1
χLj χ
R
j .
(9)
Here, HL,SYK and HR,SYK are SYK Hamiltonians on the
left and right subsystems. Hint is an interaction Hamil-
tonian that couples Majorana fermions on the left sub-
sytem (χLj ) with those on the right subsystem (χ
R
j ), pa-
rameterized by µ ∈ R. For small values of µ, we expect
the ground state of this system, |G〉, to approximate the
TFD. More details on this construction can be found in
References [16, 41].
We now compare this alternative ground state method
to the PSA. We implement this procedure by determining
the optimum value of µ such that |G〉 well approximates
the TFD. Following Reference [16], we choose the value of
µ that enforces 〈G|HL,SYK|G〉 = 〈TFD|HL,SYK|TFD〉.
Using this procedure, we consider the scenario with N =
12 Majorana fermions in the L and R subsystems each
at T = 0.5. To compare the two methods, we calculate
the TFD correlation functions 〈χα(t)⊗χ∗α〉 with the PSA
and with the alternative methods, which we will call the
ground state method. Our result are plotted against the
corresponding exact correlations functions in Figure 10.
The plots in Figure 10 clearly demonstrate that the
correlation functions of the PSA TFD and the ground
state of Htotal agree well with the exact TFD correla-
tion functions, being nearly indistinguishable for most
α. However, Figure 10 also indicates the ground state
method performs better than the PSA in some scenarios.
In particular, we note the the PSA correlation functions
show slight deviations from the exact correlation func-
tions at early times (t . 2), whereas the correlation func-
tions of the ground state agree well even at early times.
9FIG. 10: Exact, PSA, and ground state method (GS)
TFD correlation functions 〈χα(t)⊗ χ∗α〉 for the SYK
model with N = 12, T = 0.5, and ` = 10.
α ∈ {1, 4, 7, 10} are displayed as representatives of all
correlation functions.
In addition, in the α = 1 and α = 7 cases, we see that the
PSA correlation functions deviate from the exact values
more than the the ground state correlation functions at
late times (t & 5). Nevertheless, as the PSA and ground
state correlation functions still follow the same trends as
the exact correlation functions, both approaches capture
the dynamics of the TFD.
V. DISCUSSION
We have illustrated that the PSA applies well to
the production of approximate thermal states and TFD
states for both spin chains and the SYK model. The
properties of the PSA thermal states are seen to agree
with the exact solution across various models, couplings,
and temperatures. From the properties of the PSA dis-
cussed in Section II C, our results demonstrate that the
precise details of an energy spectrum are not needed to
reproduce ordinary thermal observables. Hence, one need
not know the exact spectrum of a Hamiltonian to con-
struct its approximate thermal state. In addition, as our
construction revolves around the application of unitaries
to a product state, it follows that a variety of quan-
tum thermal states can be efficiently approximated on
quantum computers, wherein one applies nearest neigh-
bor unitary gates to a product state of qubits. In Ap-
pendix A, we provide further justification for the PSA.
Starting from the eigenstate thermalization hypothesis,
discussed in Reference [42], we argue that thermal observ-
ables calculated with the TFD state of the PSA should
agree well with the exact TFD observables provided the
exact Hamiltonian-diagonalizing unitary is used.
As emphasized above, our approach does not require
knowledge of the full many-body energy spectrum and
is variational. A key feature which underlies the util-
ity of the variational approach is that the entropy can
be efficiently computed and the energy can be efficiently
measured (or computed). Another virtue of the PSA is
that it is systematically improvable. The obvious refine-
ment parameter is the circuit depth, since with a large
enough depth any unitary can be well approximated. To
refine the spectrum, instead of considering product states
of single spins, one could instead consider product states
of clusters of spins. As long as the clusters are not too
large, the entropy will be efficiently computable and ther-
mofield double states efficiently preparable. More gener-
ally, one has a family of approximations in which Markov
states are used to generate the spectrum. Such states
have the property that their entropies can be efficiently
computed from local data, and their corresponding ther-
mofield double states can be efficiently prepared. We
expect this generalization is sufficient for local Hamilto-
nians since a wide class of thermal states of interest are
known to be approximate quantum Markov states.
Another key question is whether the PSA can be im-
plemented on near term quantum devices. The present
discussion assumed the ability to apply arbitrary quan-
tum gates with perfect fidelity, which will only be possible
on a fully fault-tolerant quantum computer. However, it
may be that arbitrary unitary transformations are not
required for a specific Hamiltonian, so that if one had
access to a restricted but natural set of unitaries (for ex-
ample, the ability to evolve in time with the Hamiltonian
of interest and the ability to apply local fields), it might
still be possible to well approximate the thermal state.
Investigating this question in more detail in different near
term quantum computers and quantum simulators is an
interesting direction for future work. In addition, study-
ing the properties of the PSA under realistic noise condi-
tions is also quite interesting. We have not yet been able
to prove the kind of noise resilience expected for ground
state tensor networks [43], so this is also an instructive
direction for followup work.
For local spin chains, we found that the PSA worked
exceedingly well and that the minimization of the free
energy could be carried out straightforwardly. For the
SYK model, we found that the PSA worked well down to
very low temperatures provided the exact diagonalizing
unitary was used. At high temperatures, the PSA with
a low depth circuit well approximated correlations in the
thermal state and the TFD state, but at lower temper-
atures, with the same depth circuit, the PSA struggled
to precisely reproduce TFD correlations, although corre-
lations in the mixed thermal state were reasonably well
captured. Hence, the exact unitary calculation provides
a proof of principle that the PSA can capture SYK cor-
relations, but more work is needed at low temperatures
to find a relatively low depth PSA approximation. One
expects the requisite circuit depth to increase with de-
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creasing temperature, so it may simply be that a larger
depth is required. However, another possibility is that
the free energy minimization is more difficult at low tem-
peratures in the SYK model. We currently minimize the
free energy gate-by-gate, but a more global approach,
where multiple gates are varied simultaneously, might
give a better result given the all-to-all nature of the inter-
actions in this model. It may also be useful to minimize
the free energy at multiple temperatures simultaneously
using a fixed variational energy spectrum. For example,
the appearance of ρ1/2, which involves a significant en-
hancement of the low probability states in ρ, in TFD
correlations suggests the need to accurately capture cor-
relations at T and T/2. In any event, we expect that
the full complexity of the exact diagonalizing unitary is
not needed to reproduce thermal correlations, so with
some additional work on the optimization side, it seems
likely that the low temperature SYK limit can also be
well-captured with a modest depth circuit.
The ability to prepare approximate thermal states in
experiments will be valuable in a wide variety of con-
texts. One particularly interesting direction is to carry
out experiments on toy models of quantum gravity, such
as the SYK model or AdS/CFT duality. In those con-
texts, the TFD state is dual to a particularly simple ge-
ometry describing two entangled black holes, a geometry
which underlies many simple probes of quantum gravity,
ranging from scrambling to teleportation through worm-
holes [16–21]. Hence, one can envision first verifying that
classical gravity well describes the dynamics of interest,
then using a quantum simulator or quantum computer
to study the system in novel regimes beyond our cur-
rent understanding. States that arise from measuring
half of a thermofield double states in a particular basis
have even been suggested to give insights into the inte-
riors of black holes [44–46] and potentially provide toy
models of quantum cosmology [47]. To that end, another
important direction arising from our work is to explore
the degree to which the PSA TFD state reproduces the
physics of the exact TFD state for the above purposes.
Acknowledgements: We thank Shenglong Xu for help-
ful discussions and for suggesting to us Reference [39].
We also thank Mohammad Hafezi and Alireza Seif for
early discussions on related work and Sagar Lokhande
for feedback on the manuscript. This work is supported
by the Simons Foundation via the It From Qubit Collab-
oration.
Note: After this work was completed but a few days
before it appeared, two other independent works study-
ing a similar problem appeared [48, 49].
[1] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
Cambridge, 2010).
[2] A. Riera, C. Gogolin, and J. Eisert, Phys. Rev. Lett.
108, 080402 (2012), arXiv:1102.2389 [quant-ph].
[3] J. Kempe, A. Kitaev, and O. Regev, arXiv e-prints
, quant-ph/0406180 (2004), arXiv:quant-ph/0406180
[quant-ph].
[4] B. Swingle and J. McGreevy, Physical Review B 94,
155125 (2016), arXiv:1607.05753 [cond-mat.str-el].
[5] K. Kato and F. G. S. L. Brandao, arXiv e-prints ,
arXiv:1609.06636 (2016), arXiv:1609.06636 [quant-ph].
[6] F. G. S. L. Brandao and M. J. Kastoryano, arXiv e-prints
, arXiv:1609.07877 (2016), arXiv:1609.07877 [quant-ph].
[7] K. Temme, T. J. Osborne, K. G. Vollbrecht, D. Poulin,
and F. Verstraete, Nature (London) 471, 87 (2011),
arXiv:0911.3635 [quant-ph].
[8] E. Bilgin and S. Boixo, Phys. Rev. Lett. 105, 170405
(2010), arXiv:1008.4162 [quant-ph].
[9] A. Narayan Chowdhury and R. D. Somma, arXiv e-prints
, arXiv:1603.02940 (2016), arXiv:1603.02940 [quant-ph].
[10] M. J. Kastoryano and F. G. S. L. Brandao, arXiv e-prints
, arXiv:1409.3435 (2014), arXiv:1409.3435 [quant-ph].
[11] F. G. S. L. Branda˜o, A. Kalev, T. Li, C. Yen-Yu
Lin, K. M. Svore, and X. Wu, arXiv e-prints ,
arXiv:1710.02581 (2017), arXiv:1710.02581 [quant-ph].
[12] B. M. Terhal and D. P. DiVincenzo, Physical Review A
61, 022301 (2000), arXiv:quant-ph/9810063 [quant-ph].
[13] Y. Takahashi and H. Umezawa, International Journal of
Modern Physics B 10, 1755 (1996).
[14] W. Israel, Physics Letters A 57, 107 (1976).
[15] J. Maldacena, Journal of High Energy Physics 2003, 021
(2003), arXiv:hep-th/0106112 [hep-th].
[16] J. Maldacena and X.-L. Qi, arXiv e-prints ,
arXiv:1804.00491 (2018), arXiv:1804.00491 [hep-th].
[17] A. Almheiri, D. Marolf, J. Polchinski, and J. Sully,
Journal of High Energy Physics 2013, 62 (2013),
arXiv:1207.3123 [hep-th].
[18] A. Almheiri, D. Marolf, J. Polchinski, D. Stanford, and
J. Sully, Journal of High Energy Physics 2013, 18 (2013),
arXiv:1304.6483 [hep-th].
[19] L. Susskind, arXiv e-prints , arXiv:1412.8483 (2014),
arXiv:1412.8483 [hep-th].
[20] P. Gao, D. L. Jafferis, and A. C. Wall, Journal of High
Energy Physics 2017, 151 (2017), arXiv:1608.05687 [hep-
th].
[21] J. Maldacena, D. Stanford, and Z. Yang, Fortschritte der
Physik 65, 1700034 (2017), arXiv:1704.05333 [hep-th].
[22] J. K. Pachos and Z. Papic´, arXiv e-prints ,
arXiv:1803.06812 (2018), arXiv:1803.06812 [quant-
ph].
[23] O. Bohigas, M. J. Giannoni, and C. Schmit, Phys. Rev.
Lett. 52, 1 (1984).
[24] J. S. Cotler, G. Gur-Ari, M. Hanada, J. Polchinski,
P. Saad, S. H. Shenker, D. Stanford, A. Streicher, and
M. Tezuka, Journal of High Energy Physics 2017, 118
(2017), arXiv:1611.04650 [hep-th].
[25] B. Swingle, Phys. Rev. D 86, 065007 (2012),
arXiv:0905.1317 [cond-mat.str-el].
[26] L. Susskind, arXiv e-prints , arXiv:1402.5674 (2014),
arXiv:1402.5674 [hep-th].
[27] D. Stanford and L. Susskind, Phys. Rev. D 90, 126007
(2014), arXiv:1406.2678 [hep-th].
[28] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle,
11
and Y. Zhao, Phys. Rev. D 93, 086006 (2016),
arXiv:1512.04993 [hep-th].
[29] S. Chapman, J. Eisert, L. Hackl, M. P. Heller, R. Jeffer-
son, H. Marrochio, and R. C. Myers, SciPost Physics 6,
034 (2019), arXiv:1810.05151 [hep-th].
[30] J. Maldacena, International Journal of Theoretical
Physics 38, 1113 (1999), arXiv:hep-th/9711200 [hep-th].
[31] S. Sachdev and J. Ye, Phys. Rev. Lett. 70, 3339 (1993),
arXiv:cond-mat/9212030 [cond-mat].
[32] A. Kitaev, in KITP Progr. Entanglement Strongly-
Correlated Quantum Matter (2015).
[33] J. Polchinski and V. Rosenhaus, Journal of High Energy
Physics 2016, 1 (2016), arXiv:1601.06768 [hep-th].
[34] J. Maldacena and D. Stanford, Phys. Rev. D 94, 106002
(2016), arXiv:1604.07818 [hep-th].
[35] V. Rosenhaus, arXiv e-prints , arXiv:1807.03334 (2018),
arXiv:1807.03334 [hep-th].
[36] G. Sarosi, in Proceedings of the XIII Modave Summer
School in Mathematical Physics. 10-16 September 2017
Modave (2017) p. 1, arXiv:1711.08482 [hep-th].
[37] J. M. Deutsch, Physical Review A 43, 2046 (1991).
[38] M. Srednicki, Phys. Rev. E 50, 888 (1994), arXiv:cond-
mat/9403051 [cond-mat].
[39] G. Evenbly and G. Vidal, Physical Review B 79, 144108
(2009), arXiv:0707.1454 [cond-mat.str-el].
[40] U. Schollwo¨ck, Annals of Physics 326, 96 (2011),
arXiv:1008.3477 [cond-mat.str-el].
[41] Y. Gu, A. Lucas, and X.-L. Qi, Journal of High Energy
Physics 2017, 120 (2017), arXiv:1708.00871 [hep-th].
[42] J. M. Deutsch, Reports on Progress in Physics 81, 082001
(2018), arXiv:1805.01616 [quant-ph].
[43] I. H. Kim and B. Swingle, arXiv e-prints ,
arXiv:1711.07500 (2017), arXiv:1711.07500 [quant-
ph].
[44] I. Kourkoulou and J. Maldacena, arXiv e-prints ,
arXiv:1707.02325 (2017), arXiv:1707.02325 [hep-th].
[45] A. Almheiri, A. Mousatov, and M. Shyani, arXiv e-prints
, arXiv:1803.04434 (2018), arXiv:1803.04434 [hep-th].
[46] J. de Boer, R. van Breukelen, S. F. Lokhande,
K. Papadodimas, and E. Verlinde, arXiv e-prints ,
arXiv:1804.10580 (2018), arXiv:1804.10580 [hep-th].
[47] S. Cooper, M. Rozali, B. Swingle, M. Van Raams-
donk, C. Waddell, and D. Wakeham, arXiv e-prints ,
arXiv:1810.10601 (2018), arXiv:1810.10601 [hep-th].
[48] W. Cottrell, B. Freivogel, D. M. Hofman, and S. F.
Lokhande, Journal of High Energy Physics 2019, 58
(2019), arXiv:1811.11528 [hep-th].
[49] J. Wu and T. H. Hsieh, arXiv e-prints , arXiv:1811.11756
(2018), arXiv:1811.11756 [cond-mat.str-el].
Appendix A: Product spectrum ansatz and the
eigenstate thermalization hypothesis
The eigenstate thermalization hypothesis (ETH) states
that for observables chosen from a privileged class, ma-
trix elements between energy eigenstates “look like” ran-
dom variables of a special type. Given an observable O,
the mathematical statement of ETH is
〈Ea|O|Eb〉 = fO(E¯)δab + e−S(E¯)/2gO(E¯, ω)ROab, (A1)
where E¯ = Ea+Eb2 and ω = Ea−Eb and ROab is a random
variable with mean zero and unit variance. The functions
fO and gO are smooth functions of their arguments, and
fO is just the microcanonical average of O. This hypoth-
esis can be used to justify the product spectrum ansatz.
The size of the system, N , is proportional to the number
of particles or volume or some extensive thermodynamic
variable. The physical meaning of the randomness as-
sumption is that when computing physical observables
requiring a sum over many energy eigenstates, one can
reliably evaluate the leading behavior of such sums by re-
placing the summands with random variables as outlined
above.
Given an operator V in one copy of the system, let
VL = V ⊗ I and VR = I ⊗ V denote the action of V on
the left and right, respectively, of the thermofield double
system. The transpose in the energy basis is denoted V T.
Consider the correlation function
G = 〈TFD|VLV TR |TFD〉 − 〈V 〉〈V 〉, (A2)
for some Hermitian V . In terms of the energy basis it is
G =
∑
a,b
√
papb〈Ea|V |Eb〉〈Eb|V |Ea〉
−
∑
a,b
papb〈Ea|V |Ea〉〈Eb|V |Eb〉,
where pa =
e−βEa
Z is the Boltzmann weight. Using the
ETH ansatz in Eq. (A1), the correlator G consists of
three terms proportional to fg, gf , and g2. The f2
term approximately cancels assuming that f and g are
smoothly varying functions of the energy density E¯/N ,
since the distribution over energy densities induced by pa
is sharply peaked with fluctuations of order 1/
√
N .
The goal is to compare the exact value of G to an ap-
proximate value obtained by replacing pa with a product
spectrum distribution. Let the product spectrum dis-
tribution be qa, and suppose it has the property that
the corresponding energy distribution has the same peak
value and variance as the true distribution pa.
Using the PSA thermofield double state, we define an
approximate GPSA. By the same argument as above,
the f2 terms still cancel since we assumed qa induces a
sharply peaked distribution of energy density. Suppose
for simplicity that 〈V 〉 = 0, so that f is zero. Then the
only term to consider is∑
ab
√
papbg(E¯, ω)
2e−S(E¯)RabRba (A3)
in the exact case, and∑
ab
√
qaqbg(E¯, ω)
2e−S(E¯)RabRba (A4)
in the approximate case. Hermiticity of V gives Rba =
R∗ab, so both terms contain only |Rab|2.
Let φab = g
2e−S |Rab|2; this quantity is clearly positive
and of order 1/D where D = eS is the effective number
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of states. In addition, let ∆ab =
√
papb −√qaqb; we ex-
pect ∆ab to oscillate rapidly as a function of ab and to be
effectively uncorrelated with Rab. As qa and pa produce
similar well peaked energy distributions and have most
of their support on the same set of states, qa cannot sys-
tematically deviate from pa. Hence, because pa and qa
are of order 1/D, we expect ∆ab ∼ ±1/D. The difference
between G and GPSA is then
δG :=
∑
ab
∆abφab. (A5)
By the arguments given above, δG should be of order
1/D due to random walk scaling. As such, we expect
δG → 0 in the thermodynamic limit. This justifies the
use of the product spectrum ansatz for calculating ther-
mal observables of many-body systems.
