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ABSTRACT
As a crucial and computation-intensive aspect in bioinformatics, sequence
alignment has gained considerable attention from researchers and develop-
ers. Among all the sequence aligners, Bowtie 2 is one of the most commonly
used, due to its high speed and accuracy. This thesis presents a parallel
implementation of Bowtie 2 with OpenCL, which is a parallel programming
model that is becoming widely known and receiving great interest from re-
searchers in recent years. This OpenCL implementation has high portability
on various devices, such as multi-core CPU, GPU, and FPGA. This thesis
focuses on an efficient and accurate parallelization on GPU. Optimizations
that can be accommodated to any devices have been applied, as well as
GPU-related optimizations.
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CHAPTER 1
INTRODUCTION
1.1 Sequence Alignment
Sequence alignment is a fundamental task in modern molecular biology. It
aligns sequencing reads to a reference genome, which is the first and a sig-
nificant step in many comparative genomics pipelines, such as pipelines for
variant calling, isoform quantitation and differential gene expression [1]. This
step is usually the slowest one in the pipelines due to the computation in-
tensity of sequence mapping to huge genome databases. Multiple aligners
have been designed and built in recent years to satisfy the growing demand
for greater throughput. Some of the most frequently used ones are Bowtie 2,
BWA, SOAP2 and GSNAP.
1.2 Bowtie 2
Among all the popular aligners, Bowtie 2 is known for its speed and memory
efficiency. Bowtie 2 is an improvement from Bowtie with full-text minute
index and SIMD dynamic programming [1]. Experiments have shown that
the Bowtie 2 default mode runs faster and aligns a larger number of reads
than all BWA modes and SOAP2, while keeping a small peak memory foot-
print around 3 gigabytes [1]. The high performance of Bowtie 2 has also been
proved on longer reads with Roche 454 reads from the 1000 Genomes Project
Pilot and Ion Torrent reads from the G. Moore genome resequencing project
[1].
Table 1.1 shows a comparison in runtime, accuracy, and memory efficiency of
Bowtie 2 (v2.0.0-beta4) with BWA (v0.5.9), SOAP2 (v2.21), GSNAP (2011-
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Table 1.1: Comparison of Aligners in Runtime and Memory
Aligner Running Time % Reads Aligned Peak Memory Footprint
Bowtie 2 39 s 95.89% 3.24 GB
BWA 1 m 42 s 91.81% 2.32 GB
SOAP 2 31 s 84.45 % 5.32 GB
GSNAP 20 m 56 s 93.99% 4.91 GB
SHRiMP2 251 m 38 s 97.67 % 36.90 GB
03-28.v3), and SHRiMP2 (v2 2 0). Each one of the tools aligns the first
100,000 reads from the set of 100 nucleotide (nt) unpaired HiSeq 2000 reads
[1]. The results show that Bowtie 2 has better performance and lower mem-
ory usage compared to the other common aligners. While aligners with better
accuracy tend to take more time and memory, Bowtie 2 can achieve high ac-
curacy with much less memory and lower runtime.
The main speedup of Bowtie 2 comes from a modified Smith-Waterman al-
gorithm with SIMD implementations. The Smith-Waterman algorithm is
one of the two most commonly used algorithms for sequence alignment. It
finds the optimal alignment by calculating a scoring matrix, and gives more
accurate and precise results than the heuristic approaches such as BLAST
and FASTA. In fact, it is the only algorithm that is guaranteed to find the
optimal local alignment [2]. However, since the size of the scoring matrix is
based on the size of the sequence read, and a large computation complex-
ity is involved in the algorithm, time becomes the main disadvantage of the
Smith-Waterman algorithm. Bowtie 2 uses a faster implementation of the
algorithm, striped Smith-Waterman, presented by Micheal Farrar [2]. The
striped Smith-Waterman algorithm achieved 2-8 times speedup over other
SIMD-based Smith-Waterman implementations [2].
1.3 Related Work
While Bowtie 2 applies the striped Smith-Waterman algorithm based on
SIMD on CPU for speedup, more attention has been given to GPU recently
to achieve more efficient implementations of short read aligners. NvBowtie
is a GPU-accelerated re-engineering of Bowtie 2 implemented in CUDA, and
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now a widely used short read aligner. Unlike Bowtie 2, which only does one
read alignment at a time, nvBowtie takes advantages of the massive paral-
lelism on modern GPU to work with large batches of reads in a pipelined
manner. Compared to Bowtie 2, nvBowtie achieves much higher alignment
throughput at equal accuracy.
Other CUDA implementations of short read aligners have also been pro-
posed. For example, BarraCUDA is a GPGPU sequence alignment software
that is based on BWA that accelerates the alignment of sequencing reads
generated by next-generation DNA sequencing (NGS) instruments [3]. It
loads the complete reference sequence and sequence reads from disk to GPU
memory, launches a GPU kernel that distributes the alignment task of each
of the sequences reads on hundreds of processors on GPU and performs the
computations in parallel, and finally transfers the results from GPU back
to disk when the kernel finishes. BarraCUDA is also able to utilize multi-
ple CUDA devices in parallel to further increase the alignment throughput.
With 8X GPU, BarraCUDA achieves an alignment speed 3X faster than a
traditional computing node with 12 CPU cores [3].
OpenCL implementation is an alternative to CUDA implementation on GPU.
An OpenCL implementation of BarraCUDA is presented in [4]. It can run
on all the heterogeneous computing platforms supporting OpenCL, and is
mainly optimized for Intel’s MIC architecture device — Xeon Phi 5110P co-
processor. This implementation launches hundreds of OpenCL kernel threads
concurrently, each with an independent alignment of a sequence read. The
experiments showed that it achieves 4 times performance boost compared to
the eight-thread CPU-based BWA [4].
1.4 OpenCL
In recent years, with the spread of multi-core processors and the growing de-
mand for higher throughput, parallel computing has gained more and more
attention from researchers and developers. In many cases, where a large
number of computations are involved, GPU is preferred over CPU for its
outperformance with multi-thread execution. Multiple programming frame-
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works for GPU have been established. OpenCL (Open Computing Language)
by the Khronos Group, as one of them, is a framework that allows parallel
programs to be executed across various platforms [5].
OpenCL targets a specific mode of applications where a host processor off-
loads computationally intensive portions of code onto an external accelerator
[6]. The application is composed of two parts: the host and the kernel, shown
in Figure 1.1 from [6]. The host program is the serial code that is in charge
of managing the control flow and launching the kernel; the kernel program
is the accelerated portion that runs in parallel on another device, such as a
multi-core CPU, GPU, or FPGA [6].
Figure 1.1: OpenCL Programming Model.
Compared to CUDA, which is the most well-know programming model on
GPGPU (General Purpose GPU) created by Nvidia, OpenCL can achieve
similar performance with better portability. While CUDA can only be used
on Nvidia’s GPUs, OpenCL gives developers access to the power of diverse
processing platforms, including CUDA-enabled GPUs, some ATI-GPUs, multi-
core CPUs from Intel and AMD, and other processors such as the Cell Broad-
band Engine [5]. Analysis on various benchmarks has shown that OpenCL
programs have good performances on Nvidia’s GPU comparable with those
of CUDA ones [5]. Therefore, OpenCL is considered a good alternative to
CUDA.
The portability of OpenCL on FPGA boards has also been explored re-
cently. Current FPGAs provide massive on-chip parallelism with low power
compared to other platforms such as CPUs or GPUs, and also have the
flexibility to implement any hardware [7]. To alleviate the issues of writ-
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ing Hardware Description Languages (HDLs), High-Level-Synthesis (HLS)
techniques have been proposed to translate a software description of an ap-
plication into custom FPGA logic. Some HLS tools have been introduced
to perform OpenCL-to-FPGA compilation, such as Altera SDK for OpenCL
and the automated compilation flow proposed in [8]. The ability to develop
applications in OpenCL for FPGA platforms would result in faster imple-
mentation times, and is gaining increased attention from researchers.
1.5 Overview
This thesis presents a novel OpenCL parallelization of the Bowtie 2 short
read aligner on GPU to achieve better performance and portability while
maintaining the high accuracy and sensitivity of Bowtie 2. The main focus
is on the default mode of Bowtie 2 with unpaired single-ended reads.
The methods used for the parallelization are introduced in Chapter 2. It
describes the basic flow of the parallelized aligner. Next, Chapter 3 demon-
strates the detailed implementation of the host program and the OpenCL
kernel, explaining how the parallelism is exploited. It also presents all the
optimizations that have been made on top of the parallelization. In Chapter
4, results in runtime and accuracy of this parallel OpenCL implementation
are shown, in comparisons to the original Bowtie 2 implementation. Finally,
a conclusion is made.
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CHAPTER 2
METHODS
2.1 Profiling
The first step of the parallelization is to identify which part of Bowtie 2
should be the kernel section by profiling Bowtie 2. Bowtie 2 does each read
alignment independently and sequentially. The basic flow of each read align-
ment in Bowtie 2, shown in Figure 2.1 from [1], has four stages. Stage 1
extracts substrings, called seeds, from the read and its reverse complement.
The length of the seeds and the distance between them can be decided by
the user. These seeds are then used in stage 2 to find their exact matches
by ungapped alignment with the FM index, yielding Burrows-Wheeler (BW)
ranges. The exact alignments are in general very fast. Stage 3 produces a list
of candidate rows by sorting the BW ranges by their sizes, giving rows with
smaller ranges a higher priority since they are more likely to give the best
alignment. Bowtie 2 then resolves each row’s offset into the reference genome.
The last stage performs seed extensions on a number of seed hits using the
striped Smith-Waterman algorithm with SIMD dynamic programming. Each
alignment yields a score that represents the quality of the alignment, and the
best one is reported.
The use of this seeding technique in Bowtie 2 guarantees the high accu-
racy and sensitivity of the alignments. Since the best alignment might have
differences from the read, one might miss the optimal alignment if only exact
alignments are performed. A larger number of seeds and smaller seed sizes
lead to higher accuracy, but also increase the workload in seed extensions in
stage 4. As the scoring section with Smith-Waterman algorithm is the most
computation intensive part of the aligning process, the performance would
be sacrificed.
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Figure 2.1: Bowtie 2 Alignment Workflow.
To confirm the computation complexity and get more details in the tim-
ing of the algorithm, we did profiling on Bowtie 2 with multiple datasets.
The datasets we used are from the UCSC Genome Browser by the Genome
Bioinformatics Group. The reads are generated by wgsim, a tool for sim-
ulating sequence reads from a reference genome. Figure 2.2 shows part of
the callgraph of the Bowtie 2 alignment as an example. The profiling results
are collected from dataset Anogam1, the gambiae genome from the UCSC
Genome Browser, with default settings. In each block, the first line is the
function called. The second line shows the percentage of time the program
spends in that function. The third line is the number of times the function
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has been called.
Figure 2.2: Bowtie 2 Callgraph.
As expected, the most time-consuming part lies in the 4th stage of the align-
ment process — seeds extension. The entire program spends about half the
time in this stage, and within it, 27.23% in local alignments of the seed
hits. The SwAligner is the data structure built in Bowtie 2 to align the
seed hits using the Smith-Waterman algorithm. Each local alignment is
performed sequentially. The AlignEnd2End() function computes the scor-
ing matrix and returns the best score on a single alignment, and then the
BacktraceEnd2End() function traces back in the matrix to find the actual
sequence of the best alignment. As a result of the profiling, part of the
seeds extension stage, mainly the Smith-Waterman alignment, is parallelized
on GPU. By targeting the most computation-intensive and time-consuming
part of Bowtie 2, the parallelization is able to maximize the efficiency of time
and resources.
2.2 OpenCL Programming Model
OpenCL allows the host program to run on a CPU, and the kernel program
to be launched on a GPU in parallel. The processors used for this parallel
implementation are Intel Xeon CPU E5-2603 and Nvidia GeForce GTX 770
GPU. The OpenCL framework is Nvidia OpenCL SDK.
Figure 2.3, from Nvidia’s OpenCL Optimization Guide [9], shows the GPU
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Figure 2.3: GPU Architecture in OpenCL.
architecture in OpenCL. The architecture organization is very similar to
CUDA. Each Processing Element (PE) executes the kernel program indepen-
dently and concurrently in a SIMD manner. Private memory is designated to
only one PE. Groups of PEs can share the local memory. Global memory and
constant memory are accessible to all PEs, and are used for communications
between the host CPU and the device. The size of each type of memory in
OpenCL on Nvidia GeForce GTX 770 GPU is listed in Table 2.1.
Table 2.1: Size of Memory Types on GTX 770
Memory Type Memory Size Readable/Writable
Global Memory 4,294,770,688 Bytes R/W
Constant Memory 49,152 Bytes Read Only
Local Memory 65,536 Bytes R/W
Figure 2.4: Thread Hierarchy in OpenCL.
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In OpenCL terms, a work item is a thread executed on a single processor.
A work group corresponds to a block of threads. A kernel is launched as a
grid of work groups. This grid is called NDRange, which is an N-dimensional
index space. The thread hierarchy is illustrated in Figure 2.4 in [9]. OpenCL
on GTX 770 can launch 1024 work items in a work group at maximum. A
good organization of the threads and different memories can help increase
the performance.
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CHAPTER 3
IMPLEMENTATION
3.1 Read-Level Parallelization
The Bowtie 2 aligner has been restructured to support parallelism on the read
level. Instead of aligning each read sequentially, the new workflow can align
multiple reads in parallel. To balance the workload on the host program and
the kernel program, only the seeds extension stage is ported on the OpenCL
kernel. Figure 3.1 shows the modified workflow from the original Bowtie 2
workflow in Figure 2.1. Before each kernel launch, a batch of independent
reads extract and align their seeds. Seed candidates are prepared on the host
side, and are then transferred to the device. The OpenCL kernel extends all
the seeds in an SIMD manner, and returns the best alignments.
Figure 3.1: Restructured Alignment Workflow.
Since the data transfer is very expensive between host and kernel, the inputs
and outputs of the kernel program are highly minimized. The backtrace pro-
cess follows right after valid alignments are found through the scoring matrix.
Although tracing back the matrix does not introduce much parallelism, be-
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cause it takes a fairly small amount of time and some threads do not need
to trace back if no valid alignments are found; porting the part to the kernel
avoids the transferring the huge scoring matrix from the device to the host.
This way, the memory transfer time can be greatly reduced by adding only
a little overhead in the kernel. The inputs are essentially just some scoring
metrics, the sequence read, and sections of the reference genome where the
seeds align rather than the entire reference. The outputs are minimized to
the best scores and a stack of best alignments.
On the host side, pthreads are used for getting the seed candidates from
each read. Algorithm 1 shows the execution steps.
Algorithm 1: Pthread Execution Procedure
1 while there is an unaligned sequence read do
2 extract seeds from the read;
3 align the seeds;
4 prioritize all seed candidates;
5 prepare data for local alignments;
6 wait at barrier;
7 if this is the master thread then
8 transfer alignment data to device;
9 launch OpenCL kernel;
10 copy back alignment results from device;
11 else
12 wait;
13 end
14 end
When the program starts, a number of pthreads are launched. This number
can be changed. In our implementation, we used 128 threads to process
128 reads at the same time. When each thread is done with aligning and
collecting the seed candidates, it reaches a barrier where it waits for all other
127 reads to finish the preparation for seed extensions. After all threads are
synchronized, a master thread is responsible for transferring all candidates
to the device and launching the OpenCL kernel. When the kernel is finished,
the master copies back the results and wakes up the other threads. All of
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the threads then continue to report the alignment results generated by the
kernel. A thread that is done with the current read goes on fetching the
next unprocessed read. This procedure repeats until all reads are aligned.
A thread is killed when it cannot find an unaligned read, so the last round
might have fewer than 128 threads.
3.2 Seed-Level Parallelization
This OpenCL implementation does not only process each read, but each seed
hit in the same read in parallel as well. Bowtie 2 extracts tens and even hun-
dreds of seeds from a sequence reads, based on the seed length. However,
only a few of the seeds are used for the alignment. This is because a heuris-
tic method is used in Bowtie 2. The offsets of the exact seed alignments are
resolved in the reference genome and stored in order of priority, where a seed
hit with higher priority is more likely to find good alignments. Since the
seed extension is time-consuming and seed hits with low priority might not
be worth examining, Bowtie 2 decides to stop the end-to-end alignments with
subsequent seed hits when an alignment of a perfect score is found, or when
it fails to find valid alignments 15 times in a row. This method guarantees a
good performance with a minimal number of alignments.
Table 3.1: Statistics on Seeds and Alignments
Dataset Number
of Reads
Seed
Length
Average Number
of Seed Hits per
Read
Average Number
of Alignments per
Read
Anogam1 500 20 53 4
Anogam1 500 15 130 15
Anogam1 500 10 400 15
Dm6 9775 20 32 2
Dm6 9775 15 62 9
Dm6 9775 10 399 16
Lambda Virus 6000 20 4 1
Lambda Virus 6000 10 7 3
Table 3.1 shows the average number of seed hits per read, and the average
number of alignments done per read, with different seed lengths on different
datasets. The average number of seed hits per read differs on each dataset,
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because the results of exact seed alignments can vary depending on the qual-
ity of the seeds. The size of group walks increases relatively when the seed
length is set higher to achieve higher accuracy. However, the number of
alignments done in the seed extension stage does not increase proportionally
with the number of seeds or group walks. Bowtie 2 makes sure that only a
small number of alignments are performed.
Since this heuristic approach to limit the number of alignments requires
counting the failures on consecutive alignments, it cannot be applied when
seed hits are examined in parallel. Therefore, we decided to do the 16 most
prioritized alignments in parallel for each read, so that even with small seed
length, more than enough seed hits are inspected to guarantee finding the
best alignments most of the time. This step corresponds to line 5 in Algo-
rithm 1. When preparing the data transfer to the device, only the first 16
valid seed candidates in the prioritized list are initiated. All the remaining
seed candidates are skipped.
All alignments for seed extensions of the same read are grouped into a work
group on OpenCL. They share the same sequence read and can communicate
through the local memory. Each work item aligns only one of the most prior-
itized seed hits of a read. Since each alignment is initiated with a group walk
pointing to a different row offset on the reference, it can build its own scoring
matrix independently. The organization of the alignments on GPU is shown
in Figure 3.2. This implementation introduces another 16x parallelism in ad-
dition to the 128x parallelism on the per-read level. These configurations can
also be changed and tuned to achieve the optimal performance or accuracy.
Figure 3.2: Arrangement of Alignments on OpenCL Architecture.
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3.3 Data-Parallel Kernel
To further optimize the performance, date parallelism is enabled inside the
kernel program, modified from the striped Smith-Waterman algorithm in
Bowtie 2 [2], [10]. The striped Smith-Waterman is an SIMD based imple-
mentation of the Smith-Waterman algorithm. Bowtie 2 utilizes it specifi-
cally with Intel SSE2 instructions. As SSE2 instructions are not supported
on OpenCL, and the original Smith-Watermen algorithm could be six times
slower, the striped Smith-Waterman algorithm is implemented in the kernel
function with the OpenCL vector data type.
The goal of the Smith-Waterman algorithm is to compare two sequences,
the query sequence and the database sequence. Through the scoring ma-
trix, the algorithm computes an alignment score that shows the degree of
similarity between the two sequences based on a gap-penalty function. Let
Q = q1, q2, . . . qm be the query sequence with length n and D = d1, d2, . . . dn
be the database sequence with length m. The Smith-Waterman algorithm
can be described as a dynamic programming problem shown in equations 3.1
to 3.4, where W is the substitution score matrix, Ginit is the gap-open penalty
for initiating a gap, and Gext is the gap extension penalty for continuing a
gap.
Ei,j = Fi,j = Hi,j = 0 for i = 0 or j = 0 (3.1)
Ei,j = max
{
Ei,j−1 −Gext
Hi,j−1 −Ginit
(3.2)
Fi,j = max
{
Fi−1,j −Gext
Hi−1,j −Ginit
(3.3)
Hi,j = max

0
Ei,j Insertion
Fi,j Deletion
Hi−1,j−1 −W (qi, dj) Match/Mismatch
(3.4)
Ei,j and Fi,j show the maximum score of the local alignment within the first
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i elements of Q and the first j elements of D that ends with a gap in Q or
D. Hi,j represents the overall maximum score within the first i elements of
Q and the first j elements of D. The Smith-Waterman algorithm is to find
the best alignment with the highest score Hi,j.
Based on the scoring equations, the score of each cell in the Smith-Waterman
matrix depends on the cell on its left and the cells above it. Therefore, the
computation has a strict order from top to bottom and left to right. Figure
3.3 shows the dependencies among the cells, with the arrows pointing from
each cell to its dependents. These dependencies lead to O(mn) runtime for
the computation of the entire matrix.
Figure 3.3: Dependencies in the Smith-Waterman Alignment Matrix.
The implementation of the kernel groups every 16 cells into a vector of 8-bit
unsigned integers to enable data parallelism in the kernel. Rather than com-
puting the score of each cell consecutively, the algorithm operates on 16 cells
at the same time. The alignment matrix is divided into equal-length 128-bit
vectors. The layout of the vectors, as blue bars, is shown in Figure 3.4, where
t = m+15
16
. Each column in the matrix M is contained in t vectors, where vec-
tor V1,j = {M1,j,Mt+1,j . . .M15t+1,j}, V2,j = {M2,j,Mt+2,j . . .M15t+2,j}, . . . ,
and Vt,j = {Mt,j,M2t,j . . .M16t,j}.
The Hi,j value of each cell depends on the previous value on its major diago-
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Figure 3.4: Vector Layout and Dependencies for Striped Smith-Waterman.
nal Hi−1,j−1. The red arrows in Figure 3.4 show the dependencies from every
last H vector in a column to the first H vector in the next column. To com-
pute the value Hi,j, the vector on the previous column is shifted and updated
with the value of Hi−1,j−1 −W (qi, dj). Two H buffers are used to store the
H vectors in order to handle the dependencies simply and efficiently. One of
the buffers is the input buffer, and the other one stores the calculated new
H values. Once the computations are done, the two buffers are swapped, so
the previous output buffer becomes the new input buffer.
The algorithm also resolves dependencies of the E values between two vec-
tors. Represented in green arrows in Figure 3.4, the dependencies are from
each vector to the vector in the column on its left. Each cell computes a new
Ei,j value with a subtraction of the gap extension penalty.
Since Fi,j remains zero and does not contribute to Hi,j for most of the cells
in the matrix, Fi,j values are assumed to be zero to remove the dependencies.
After the computations of the matrix are done, there is a check on whether
F would change the value of H. If H would be affected, a second pass is
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initiated to recalculate F and correct all the errors in the first pass.
All Ei,j, Fi,j, and Hi,j values are computed in the order from the leftmost
column in the matrix to the rightmost one, and for each column, from the top
vector to the bottom one. For each j from 0 to n, the F vector is initialized
to all zeros, the last H vector is shifted, and the two H buffers are swapped.
Then at the current column j, for each i from 0 to t, the E, F , H values for
cells in vector Vi,j are computed based on the gap penalties, and the query
profile vector at pVi,j.
To avoid the lookup of W (qi, dj) every time a score is calculated in a cell, a
query profile is built before the alignment matrix to store the pre-calculated
W (qi, dj) values for i and j in each database search. The query profile is
divided into vectors of 16 bytes in the same way as the alignment matrix.
Thus, the W (qi, dj) values can be loaded in parallel in a single vector load
operation during the alignment. This allows the computations to be com-
pleted faster without calculating and reading the substitution score of each
cell sequentially.
Accordingly, the sequences of best alignments are traced back through the
vectors. The striped Smith-Waterman algorithm helps achieve data paral-
lelism inside the kernel program. The implementation using the OpenCL
built-in vector data type has portability over various devices. While it pro-
vides better performance in the OpenCL kernel on GPU, it could be more
beneficial on other devices that better support vector registers.
Algorithm 2 demonstrates the flow of a kernel program. Each work item
executes the kernel program independently on a different pair of query se-
quence and database sequence. The query profile is pre-calculated and passed
to the device as an input. After the computations of all cell values in the
alignment matrix, candidates are sorted by their score. The cell candidate
with the highest score is prioritized to be traced from for the best alignment.
Once a valid alignment is found, the thread terminates and returns the score
and sequence. Otherwise, the program keeps looking for valid alignment on
the next prioritized cell.
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Algorithm 2: Kernel Program Execution Procedure
1 Function kernel (querySeq, refSeq, queryProfile, gapPenalties)
2 compute the score matrix M for querySeq and refSeq;
3 scan the matrix for cell candidates that is the end of a valid
alignment;
4 sort cell candidates by score;
5 for each cell candidate Ci,j do
6 trace back the alignment from row = i and col = j in M ;
7 if success then
8 return the best alignment and score;
9 else
10 continue
11 end
12 end
13 report failure to find a valid alignment;
3.4 Data Transfer
The communication between the host program and the kernel program is
done by loads and stores in the global memory on the device. All data that
is needed for all the alignments is transferred from the host to global memory
through an organized data structure. The data is aligned into arrays so each
work item can recognize its input and output positions by a lookup of its
identification numbers.
As mentioned in Section 3.1, each kernel launch initiates 16 work items/work
group ×128 work groups = 2048 work items on the device. Each work item
has its global id, ranging from 0 to 2047, local id, as its index in the work
group, and a group id, which is the id of its work group. Inputs shared in
a work group, such as the sequence read and gap penalties, can be accessed
from the input arrays through index returned from get group id(). Inputs
designated for a single alignment, such as the reference sequence and query
profile, are aligned into arrays of 2048 elements. By calling get global id(),
each thread gets to know where its inputs are stored. Outputs from each
work item, the best score and the best alignment, are written in the same
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way with the global id, and are copied back to the host device through arrays.
All inputs to the OpenCL kernel do not need to be changed anytime during
the kernel execution, and therefore are stored in constant memory for faster
access. At the beginning of the kernel execution, shared inputs in a work
group are copied into local memory to reduce the memory access time. Each
thread in a work group is in charge of copying one part of the inputs, so the
transfer can be done in parallel. Also before the alignment procedure starts,
each work item copies its individual inputs to its private memory, which can
be accessed more efficiently than local memory. Due to the limitation of the
size of local memory and private memory, some data cannot be copied and
must be stored in global memory.
During the execution on the device, all intermediate values are declared pri-
vately. For example, the two H buffers are loaded by values in global memory,
and are read and written throughout the alignment. The scoring matrix is
only accessed in the kernel program, too, and do not need to be transferred
between host and device. In an optimistic case, the matrix should be stored
in the private memory or local memory as well for efficient access. However,
as a result of the huge size of the matrix, it cannot be stored anywhere but
the global memory on the GPU. This leads to a slow access on the vectors
inside the matrix, which is one of the disadvantages of this kernel program.
3.5 Memory Coalescing
Memory coalescing techniques for GPU architecture are also used to speed up
the OpenCL kernel. GPU can combine multiple consecutive memory accesses
into one transaction, called a warp. If memory accesses in multiple threads
can be aligned into a warp, then these accesses are coalesced and can be
done more efficiently. In our implementation, instead of storing input data
in global memory sequentially for each thread in a common, but uncoalesed
way, shown in Figure 3.5a, all inputs are arranged as shown in Figure 3.5b,
where datat[i] is the ith element of input data for thread t. Data for the
same thread lies in the same column rather than the same row. Therefore,
in each iteration, each thread loads one of the elements in the same warp.
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For example, the database sequence, as one of the inputs of the alignment, is
stored this way, so that each row contains dt0[i], dt1[i], . . . , dt127[i], where d is
the database sequence for alignment in a thread, and i is the row index. When
the database sequences are copied from global memory to private memory
at the beginning of the kernel program, they are loaded by threads through
warps in each iteration, so memory accesses are coalesced.
(a) Uncoalesced Memory Access
(b) Coalesced Memory Access
Figure 3.5: Uncoalesced and Coalesced Memory Access.
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CHAPTER 4
RESULTS AND ANALYSIS
4.1 Test Settings
Datasets from the UCSC Genome Browser are used to test the correctness,
and measure the accuracy and performance of our implementation. The se-
quences files are downloaded and built into index files by the building tool
in Bowtie 2 package. The index files are inputted as the reference. Read
files contain sequence reads simulated using wgsim from the original genome
reference file. The error rate of the simulation is set to 0.050%, so almost all
of the reads can be aligned successfully. Read lengths and seed lengths are
changed to get various results. A longer read length, or a shorter seed length,
usually causes more work in the alignment process. Long reads require large
Smith-Waterman matrices, and therefore more computation and memory in-
tensity. Short seed length leads to more candidate alignments with the same
read sequences.
The results demonstrated in this chapter are collected from experiments on
AnoGam1 (A. gambiae genome), Dm6 (D. melanogaster genome), CaePb2
(C. brenneri genome), and AplCal1 (Sea Hare genome) downloaded from the
UCSC Genome Database. Results are collected from Bowtie 2 running on
Intel Xeon CPU E5-2603. The OpenCL implementation runs the host code
on the same CPU and the kernel code on Nvidia GeForce GTX 770 GPU.
4.2 Kernel Execution
To measure the performance of the OpenCL kernel, the kernel execution time
is recorded from right before each kernel initialization, to the time when all
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results are copied back from the kernel to the host program. Therefore, in
addition to the time spent on the GPU, all overheads are included in consid-
eration of the kernel performance, including memory transfer time for both
inputs and outputs, time for OpenCL initialization, such as setting up the
OpenCL context and loading the kernel program to the device, and the ker-
nel launch overhead. The performance is represented as the average elapsed
time per alignment. Recall that one kernel launch can at most finish 16
alignments/threads ×128 threads = 2048 alignments, including backtraces.
The average time spent on each alignment within one kernel launch is cal-
culated as the overall kernel execution time divided by the total number of
alignments done. Multiple genome reference datasets are used for the perfor-
mance measurement, and an average performance is calculated for all kernel
launches.
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Figure 4.1: Comparison in Average Time per Alignment between Bowtie 2
and the OpenCL Implementation.
Figure 4.1 shows the results of the kernel performance in comparison with
Bowtie 2 on different datasets. The alignments performance on Bowtie 2 is
calculated by averaging the time spent on each alignment, plus the time for
backtracing the alignment. The results for four different datasets are demon-
strated. All of them are aligned with simulated reads with the length of each
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sequence equal to 300. The blue bar on the left shows the performance of
Bowtie 2, while the red bar on the right shows the performance of our parallel
OpenCL implementation.
Experiments have shown that the performance of the OpenCL kernel in our
implementation is very comparable to that of Bowtie 2. Although the kernel
launch time and the device setup time add a lot of overhead to the execution,
and the memory accesses in OpenCL code are much slower than CPU code,
the parallelism, as well as the optimizations, helps increase the performance
of the alignments.
4.3 Data Parallelism
Having data parallelism in the kernel gives an average about 1.5 times speedup
in kernel execution time. Figure 4.2 shows the performance of the kernel pro-
gram in average time for each alignment before and after data parallelism
with the striped Smith-Waterman algorithm. The same method of measure-
ment as described in Section 4.2 is used here.
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Figure 4.2: Comparison in Performance with and without Data Parallelism.
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4.4 Data Transfer
The data transfer time between host and device is optimized to the mini-
mum. As mentioned in Section 3.1, doing backtraces inside the kernel pro-
gram greatly helps reduce the memory transfer time. In Table 4.1, the data
transfer time is listed in milliseconds before and after this optimization. The
write time is the time spent on writing inputs to the device, and the read time
is the time spent on reading back results from the device. Before backtraces
are integrated in the OpenCL kernel, the huge Smith-Waterman matrices
have to be copied back and forth. Table 4.1 shows that the data transfer
time between host and device is extremely expensive, and should be avoided
as much as possible. Adding backtraces in the kernel program after the align-
ment enables reads and writes locally on the device, and therefore dramati-
cally decreases the data transfer time. The drawback of this optimization is
that it adds extra control divergence to the kernel program, as each Smith-
Waterman matrix can be backtraced in a very different path. However, it is
still a good tradeoff.
Table 4.1: Comparison in Data Transfer Time with and without
Optimization
Before Optimization After Optimization
Write Time 73760 ms 9 ms
Read Time 85660 ms 5 ms
Figure 4.3 demonstrates the change of data transfer time over the total num-
ber of work items in each kernel launch. The blue line on top represents the
write time, and the red line on bottom shows the read time. In general, writ-
ing inputs to the device takes more time than reading the outputs, since a
lot of data needs to be used in the alignment, while the outputs are basically
just the sequences. The time for both write and read increases proportion-
ally with the number of threads. However, the optimizations, such as having
sharable data among threads, and using constant memory, successfully make
the data transfer time increase at a fairly small rate.
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4.5 Overall Accuracy
The OpenCL implementation uses a different heuristic approach from Bowtie
2 to get seed-level parallelism, as elaborated in Section 3.2, which causes the
alignment results to be a little different. Additionally, accuracy has been
sacrificed in order to reduce the control divergence in the kernel program
for speedup. Thus, the overall accuracy of our implementation is a little
lower than for Bowtie 2. Table 4.2 shows the alignment rate outputted from
Bowtie 2 and our implementation on multiple datasets. The reads used to test
accuracy are simulated reads from the reference genome with 0.050% error
rate, and therefore should yield an alignment rate near 100%. Bowtie 2 is
able to align over 90% reads most of the time. The OpenCL implementation
achieves a very similar alignment rate to Bowtie 2. Especially when the seed
length is large, the difference between Bowtie 2 and OpenCL is within 2%.
However, when the seed length is small, the difference grows larger. This
is because the OpenCL implementation only does alignments on the top 16
extension candidates. When the seeds are short, more extension candidates
will be found. Some valid alignments might be missed due to this policy.
Note that the alignment rate of Bowtie 2 becomes lower most of the time
when seed length decreases, while theoretically, small seed length should
lead to higher sensitivity, and therefore higher alignment rates. This is due
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to the heuristic method Bowtie 2 uses to give up aligning the current read
when alignments on extension candidates fail consecutively. Also, Bowtie 2
could be unable to prioritize the candidates very well. Candidates with valid
alignment are not prioritized to be aligned first, so they are never aligned.
This inability affects the alignment of the OpenCL implementation, since it
also only aligns the most prioritized candidates.
Table 4.2: Comparison in Accuracy between Bowtie 2 and the OpenCL
Implementation
Genome Read Length Seed Length Bowtie2
Alignment
Rate
OpenCL
Alignment
Rate
AnoGam1 300 20 100.00% 98.60%
AnoGam1 300 15 100.00% 96.00%
AnoGam1 300 12 83.80% 76.80%
ApiMel2 70 20 97.65% 96.31%
ApiMel2 70 15 98.32% 91.95%
ApiMel2 70 12 77.52% 61.41%
Dm6 100 20 99.84% 98.17%
Dm6 100 15 99.94% 93.74%
Dm6 100 12 90.17% 83.63%
4.6 Overall Performance
The overall performance of our implementation is measured by the runtime
on AnoGam1 and ApiMel2, as shown in Figure 4.4. Both read files contain
10000 reads, and the length of each read is 300. In these measurements,
512 threads are used instead of 128, so 512 reads can be processed in paral-
lel. The OpenCL implementation takes less time than Bowtie 2 to finish all
the alignments with different settings of the seed length. Long read files are
used to measure the performance of the OpenCL implementation because the
overhead of initializing the device could be dominant when there are only a
few kernel launches. With more reads, overheads mainly come from synchro-
nizing the pthreads for parallel reads. All pthreads have to be synchronized
before and after the kernel launch, and when the master thread launches the
kernel, everyone else can do nothing but wait. Another overhead is the con-
trol divergence among OpenCL work items. While Bowtie 2 can skip tracing
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back alignments when no valid ones are found, the OpenCL kernel cannot
finish until all alignments and backtraces are done.
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Figure 4.4: Comparison in Runtime between Bowtie 2 and the OpenCL
Implementation.
4.7 Limitations
The limitation that affects the OpenCL parallelization the most is the mem-
ory intensity of the alignment algorithm. The Smith-Waterman algorithm
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requires a large amount of memory space to store the computations in the
matrices and provide all possible paths for backtraces. The size of the ma-
trices depends on the length of the read sequences, and could be over a few
MB when the read sequence is long. While a matrix can be reused if align-
ments are done sequentially, parallel execution of alignments has to allocate
memory for matrices in the same number of the threads. This leads to slow
memory access time because objects this large can only be stored in global
memory. As the matrices are also accessed very frequently, the overhead
could be really large on the device. The high demand for space also lim-
its the number of threads that can be launched at the same time, due to
the limited global memory on the device. Another severe limitation of the
OpenCL implementation is the control divergence inside the kernel. Based
on the results of the Smith-Waterman matrix, each thread may execute very
differently when tracing back the best alignment.
Our implementation achieves less speedup over Bowtie 2 compared to nvBowtie,
which can be two to eight times faster than Bowtie 2 according to Nvidia
[11]. This is because the parallelism in nvBowtie has a finer granularity.
NvBowtie does the alignments in parallel on real level and also seed level,
just like our implementation. However, unlike our implementation, which
only parallelizes the scoring and backtracing stages, nvBowtie has a large
six-stage pipeline that flows from seed mapping to backtracing. Each one of
these stages is deeply parallelized. Another advantage of nvBowtie is that
it can make uses of Thrust, which is a C++ template library for CUDA
based on the Standard Template Library (STL). Thrust provides better per-
formance with parallel data structures and data parallel primitives such as
sorting. Nevertheless, there is no similar library as Thrust for OpenCL on
Nvidia’s GPU.
4.8 Future Work
More work can be done to further speed up the OpenCL implementation.
One way is to optimize the Smith-Waterman algorithm more by introducing
more parallelism to the current kernel program. Right now each work item
is carrying a heavy workload. If this workload can be spread out even more
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among multiple threads, and executed in parallel, the kernel should be able
to achieve better performance. For example, work items in the same work
group can work on different parts of one Smith-Waterman matrix in parallel.
When the scoring is done, these work items can be synchronized and only one
of the threads needs to trace back the best alignment. This is likely the most
straightforward and achievable way for further optimization because it does
not add extra burden to the current kernel program. All memory usage and
data transfer remain the same. However, a smart and efficient parallelization
of the Smith-Waterman algorithm needs to be proposed to fit in the current
kernel.
Another way to get better performance is to add more parallel stages, like
what nvBowtie does. Parallelism also exists in the other stages of Bowtie 2
besides scoring and backtracing. Although they are not the most computation-
intensive stages, there should be noticeable speedup if large batches of reads
are processed in parallel. Compared to the first method, this one is more
difficult to accomplish because it adds more workload in the kernel program
and therefore more control divergence and more memory usage on the de-
vice. Thus, resource utilization and control flow must be optimized, too.
More experiments need to be done to alleviate the current limitations men-
tioned before.
The OpenCL implementation of Bowtie 2 can also be ported on to other
devices as a result of the great portability of OpenCL. It could serve as a
base for any device-specific optimizations. For instance, porting it to AMD’s
GPU allows it to utilize the STL library for OpenCL built by AMD. Our plan
includes porting it to an Altera FPGA board through HLS to achieve paral-
lelism and low power without writing any RTL code. FPGA optimizations
can also be explored on this program.
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CHAPTER 5
CONCLUSION
This thesis set out to find an efficient OpenCL parallelization of Bowtie 2,
a frequently used short read aligner, on GPU. The goal of using OpenCL is
to achieve portability on various devices and to explore the path of porting
OpenCL program to an FPGA board through HLS. The most computation
intensive part of Bowtie 2, the Smith-Waterman algorithm for alignment and
backtracing, is reimplemented as the OpenCL kernel program, so that mul-
tiple seeds in different read sequences can be aligned in parallel. A variety of
optimizations have been used to improve the performance of this paralleliza-
tion, including multi-threading in the host program, data parallelism with
the striped Smith-Waterman algorithm in the kernel program, minimiza-
tion of data transfer between host and kernel, and also memory coalescing.
Experiments have shown that these methods are very effective. The final
results show comparable performance and accuracy with Bowtie 2. However,
there are still some limitations that were not resolved, such as the thread
synchronization overhead and memory overhead. Further parallelism on the
Smith-Waterman algorithm should be able to improve this implementation.
Future studies can also be done to port this design on different devices other
than GPU. Our next step is to analyze its portability on an FPGA board.
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