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NO POSITIVE CONE IN A FREE PRODUCT IS REGULAR
SUSAN HERMILLER AND ZORAN SˇUNIC´
Abstract. We show that there exists no left order on the free product of two
nontrivial, finitely generated, left-orderable groups such that the corresponding
positive cone is represented by a regular language. Since there are orders on
free groups of rank at least two with positive cone languages that are context-
free (in fact, 1-counter languages), our result provides a bound on the language
complexity of positive cones in free products that is the best possible within the
Chomsky hierarchy. It also provides a strengthening of a result by Cristo´bal
Rivas stating that the positive cone in a free product of nontrivial, finitely
generated, left-orderable groups cannot be finitely generated as a semigroup.
1. Introduction
1.1. Basic definitions, background, and notation. A total left order on a
group G is a total order ≤ on G compatible with left multiplication; that is, g ≤ g′
implies hg ≤ hg′ for all g, g′, h ∈ G. Throughout this paper we assume that all
group orders are total left orders (and we will not use the adjectives total or left
again).
A group G is called orderable if G admits an order. Saying that (G,≤) is an
ordered group means that we consider the group G along with some specific order
≤ on G.
The positive cone of an ordered group (G,≤) is the set G+ = {g ∈ G | e < g} of
positive elements with respect to ≤. The positive cone is a subsemigroup of G and
G is partitioned as G = G+ ⊔ {e} ⊔ G−, where e is the identity element of G and
G− = (G+)
−1 is the set of negative elements in G.
Let X be a finite set of symbols and φ : X∗ → G a surjective homomorphism
from the free monoid X∗ to the group G. We sometimes suppress φ from the
notation and denote φ(w) by w and φ(L) by L.
A language over X is a subset L ⊂ X∗. Let λ denote the empty word. The
class of regular languages over X is the closure of the finite languages under the
operations of finite union, finite intersection, complementation, concatenation, and
Kleene star. Regular languages are the languages accepted by finite state automata.
The reverse of any regular language is regular, and for any finite set Y and monoid
homomorphism α : X∗ → Y ∗ the image α(L) of any regular language L over X is
a regular language over Y .
We say that a language L ⊆ X∗ represents a subset S of G if φ(L) = S. A
language over X that represents the positive cone G+ of an ordered group (G,≤)
is called a positive cone language for (G,≤) over X (and with respect to φ).
1.2. Regular positive cones. We are interested in the question of which finitely
generated groups admit a representation of a positive cone by a regular language.
Several examples of such groups have been shown to exist.
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As a first example, note that there are orders on Z2 that have a regular positive
cone language. Indeed, let X = 〈x, y, x−1, y−1〉. The regular language
{xnym | n ≥ 1, m ∈ Z} ∪ {ym | m ≥ 1}
represents the positive cone of the “lexicographic order” on Z2 = 〈x, y〉.
Both the Dehornoy order [Deh94] and the Dubrovina-Dubrovin order [DD01] on
the braid group Bn, with n ≥ 3, admit positive cone languages that are regular.
Moreover, the positive cone for the latter is finitely generated as a semigroup.
Rourke and Wiest [RW00] provided regular positive cone languages for certain
orders on mapping class groups of compact surfaces with a finite number of punc-
tures and non-empty boundary.
1.3. The main result. It is well known that the free product of two orderable
groups is orderable [Vin49]. Rivas [Riv12] showed that the space of all orders on a
free product G = A∗B, where A and B are nontrivial, finitely generated, orderable
groups, is uncountable and has the structure of a Cantor set. Navas [Nav10] pointed
out that, in the case of the free group Fk of finite rank k, k ≥ 2, the same conclusion
follows from the earlier work of McCleary [McC85], and also provided another proof
in this case. In our main result we show that, despite such an abundance of available
orders, a positive cone language in a free product is never regular.
Theorem 1. Let A and B be two nontrivial, finitely generated, orderable groups.
There exists no order on G = A ∗B such that its positive cone is represented by a
regular language (for any finite alphabet X, any homomorphism φ : X∗ → G, and
any choice of a language representing the positive cone).
The orders defined on free groups Fk in [Sˇun13a, Sˇun13b] have context-free posi-
tive cone languages. More specifically, the sets of freely reduced words representing
the elements in their positive cones are 1-counter languages (the stack of the push-
down automaton uses a one-letter alphabet). In light of Theorem 1, it follows that
the orders on Fk from [Sˇun13a, Sˇun13b] are, at least from the language theoretic
point of view, among the simplest ones possible in the context of free products.
1.4. Other results and remarks. The main result immediately provides the fol-
lowing corollary.
Corollary 2. Let A and B be two nontrivial, finitely generated, orderable groups.
There exists no order on G = A ∗B such that its positive cone is finitely generated
as a semigroup.
This corollary was already established by Rivas [Riv12] by using a very different
approach. In particular, Linnell [Lin06], [Nav10, Proposition 1.8] observed that if
a positive cone on a finitely generated group G is a finitely generated semigroup,
then the corresponding order is isolated in the space of all orders. Since the space
of orders on G = A ∗B has no isolated points [Riv12], no order on G has a finitely
generated positive cone. This is an excellent approach, but it seems that, in general,
it is not easy to establish that there are no isolated points in the space of orders of
some group (including the case of the free group). Also, the “no isolated points”
approach is not helpful in establishing stronger results in the spirit of Theorem 1.
Namely, the space of orders on Z2 is a Cantor set, but, as we already mentioned,
there are orders on Z2 that have a regular positive cone language.
The proof of Theorem 1 is based on the following lemma.
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Lemma 3. Let (G,≤) be a finitely generated ordered group and let L ⊆ X∗ be a
language representing the positive cone G+. Denote by Pref(L) the language of
prefixes of the words in L. If there exists a set of positive elements T in G such
that T is unbounded (with respect to ≤) from above and
T−1 ⊆ Pref(L),
then L is not regular.
Note that groups admitting regular positive cones may contain free subgroups.
Indeed, braid groups along with the Dehornoy orders and the Dubrovina-Dubrovin
orders provide such examples.
In our next result we consider graph products of groups which contain sub-
groups that are free products of pairs of vertex subgroups. The graph product
construction preserves many properties of groups; for example, Chiswell [Ch12] has
shown that graph products preserve orderability, and Loeffler, Meier and Worthing-
ton [LMW02] have shown that the graph product preserves regularity of the set
of all geodesics, using the union of the vertex group generating sets. One impor-
tant family of graph products is the class of right-angled Artin groups, which are
graph products of cyclic groups of infinite order; in their case both the language
of geodesics and the language of all geodesics representing elements in the positive
cone are regular for each vertex group. In order to illustrate that the applicabil-
ity of Lemma 3 goes beyond free products, we modify the proof of Theorem 1 to
show that regularity of the geodesic positive cone languages of orders on the vertex
groups cannot be preserved in the graph product for graphs of diameter at least 3,
when using the same union of the vertex group generating sets.
Theorem 4. Let Γ be a finite, simple graph of diameter at least 3 and V its vertex
set. For each v ∈ V let Gv be a nontrivial, orderable group with generating set Yv for
a finite set Yv, and let X = ⊔v∈V (Yv⊔Y
−1
v ). Let GΓ be the associated graph product
group, and suppose that φ : X∗ → GΓ has the property that φ(x
−1) = φ(x)−1 for
all x ∈ X. Let Geo be the language of all geodesics for GΓ with respect to X. There
exists no order ≤ on GΓ such that the positive cone language
Geo+ = { w ∈ Geo | w represents a positive element in GΓ }
is regular.
Remark 5. Let X = Y ⊔ Y −1, for some finite set Y , and let φ : X∗ → G be
a homomorphism such that φ(x−1) = φ(x)−1 for all x ∈ X . Let L+ ⊆ X
∗ be a
regular language representing the positive cone in the ordered group (G,≤). Since
the homomorphic image of the reverse of a regular language is regular, the language
(L+)
−1 of formal inverses of the words in L+ is also regular, and hence the union
L = L+ ⊔ {λ} ⊔ (L+)
−1 is a regular language representing the entire group G (i.e.,
φ(L) = G). Thus, every regular language L+ over X representing the positive cone
G+ is induced from some regular language L representing G, by
L+ = { w ∈ L | w represents a positive element in G }.
Using this viewpoint, Theorem 4 implies, in particular, that no regular positive
cone language can be induced from the regular language of all geodesics in a right-
angled Artin group on a graph Γ, when the diameter of the graph Γ is at least
3.
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2. Proofs
We first observe that the question of representability of a subset of a group
by a regular language is independent of the choice of the alphabet X and the
homomorphism φ : X∗ → G.
Lemma 6. Let X and Y be two finite alphabets and φX : X
∗ → G and φY : Y
∗ →
G be two surjective homomorphisms to the finitely generated group G. Let S be a
subset of G represented by a regular language L ⊆ X∗. Then there exists a regular
language L′ ⊆ Y ∗ representing S.
Proof. For every letter x ∈ X , choose a word wx over Y such that φY (wx) = φX(x).
Define a monoid homomorphism α : X∗ → Y ∗ by α(x) = wx for all x ∈ X . The
homomorphic image α(L) is a regular language over Y representing S. 
Because of the independence on the alphabet, we can always work with a group
alphabet X = Y ⊔ Y −1, for some finite set Y , and φ : X∗ → G with the property
that φ(x−1) = φ(x)−1 for all x ∈ X . Moreover, we note in the next lemma that we
can always make a further simplification of any regular language representing a set
of elements of G, to lie within the set R(X) of freely reduced group words over X .
Lemma 7. Let X = Y ⊔ Y −1 be a group alphabet, for some finite set Y , and let
φ : X∗ → G be a surjective homomorphism to a group G such that φ(x−1) = φ(x)−1
for all x ∈ X. Let L be a regular language over X that represents S in G. Then
there exists a regular language L′ ⊆ R(X) representing S. Moreover, one such
language is the language of reduced words of the words in L.
Proof. Set L0 = L and let A0 be an automaton on k states over X accepting L0.
Let R∗(L0) be the language of all words obtained from the words in L0 by several
(0, 1, or more) reductions.
If there is any path from any state s to another state t in A0 of the form fpf
′,
where p is a (possibly empty) path of length at most k−1 consisting of λ-transitions,
f and f ′ are edges labeled by x and x−1, respectively, for some x ∈ X , and there is
no λ-transition from s to t, form a new automaton A1 by adding a λ-transition from
s to t. Let L1 be the language of the automaton A1. Note that L0 ⊆ L1 ⊆ R∗(L0).
Repeat the procedure to form an automaton A2 from A1, and so on, and stop
after no more λ-transitions can be added in this way. Since no states are ever
added and only paths of bounded length are considered, this procedure does end,
at which moment we have a sequence of automata A0, . . . ,An, with corresponging
languages L0, . . . , Ln such that L0 ⊆ · · · ⊆ Ln ⊆ R∗(L0).
We claim that Ln = R∗(L0). Since L0 ⊆ Ln ⊆ R∗(L0), it is sufficient to
show that Ln is closed under reduction. Let w
′xx−1w′′ be a word in Ln, where
w′, w′′ ∈ X∗ and x ∈ X . Let p′fpf ′p′′ be a path from an initial state to a final
(accepting) state in An labeled by w
′xx−1w′′ such that p′ is labeled by w′, p′′ is
labeled by w′′, p consists of λ-transitions, and f and f ′ are edges labeled by x and
x−1, respectively. Since An has k states, we may assume that the length of the
path p is at most k − 1. Let fpf ′ be a path from the state s to the state t. By
construction, there exists a λ-transition edge ℓ in An from s to t. Since the path
p′ℓp′′ is labeled by ww′ and has the same endpoints as p′fpf ′p′′, the word w′w′′ is
accepted by An. Thus Ln is closed under reduction.
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The language L′ = R∗(L0)∩R(X) is the language of reduced words of the words
in L0. Therefore S = L′. On the other hand, L
′ = Ln ∩R(X), showing that L
′ is
regular. 
Proof of Lemma 3. By way of contradiction, assume that L is regular and let A be
an automaton on k states accepting L.
Consider the ball B of radius k−1 in G with respect to X . Since T is unbounded
from above, there exists an element t ∈ T that is greater (with respect to the order
≤) than every element in B. Then t−1 ∈ T−1, and so there exists a word w in
Pref(L) representing t−1. Now w ∈ Pref(L) implies that there exists a word u
such that wu ∈ L. Since the word wu is accepted by the automaton A on k states,
there must be a word v of length at most k − 1, such that the word wv is also
accepted by the automaton. Therefore e < wv = t−1v, which implies that t < v.
This is impossible since v is an element in B. 
Our proof of Theorem 1 also relies on the structure of words representing ele-
ments in a free product. Let A and B be nontrivial groups. For each g ∈ A∗B, the
reduced factorization of g is the unique expression of g in the form g = a1b1 · · · ambm
where a1 ∈ A, ai ∈ A \ {e} for all i ≥ 2, bi ∈ B \ {e} for all i ≤ m− 1, and bm ∈ B.
The nontrivial elements ai, bi in this factorization are the syllables of g. Similarly
for each word w over a partitioned alphabet ZA⊔ZB , the ZA/ZB factorization of w
is the unique expression of the form w = u1v1 · · ·unvn where u1 ∈ Z
∗
A, ui ∈ Z
∗
A\{λ}
for all i ≥ 2, vi ∈ Z
∗
B \ {λ} for all i ≤ n− 1, and vn ∈ Z
∗
B.
Lemma 8. Let A and B be nontrivial groups with generating sets YA and YB,
respectively, where YA and YB are finite sets, and let G = A∗B and X = YA⊔YB ⊔
Y −1A ⊔ Y
−1
B . Suppose that φ : X
∗ → G has the property that φ(x−1) = φ(x)−1 for
all x ∈ X. If w ∈ X∗ and φ(w) has a reduced factorization φ(w) = a1b1 · · ·ambm,
then for all i the elements of A ∗ B with reduced factorization a1b1 · · · aibˆi with
bˆi ∈ {bi, e} are represented by prefixes of the word w.
Proof. We prove this for the element g′ = a1b1 · · · aibi with bi 6= e; the case that
bˆi = e is nearly identical. Let ZA = YA ⊔ Y
−1
A and ZB = YB ⊔ Y
−1
B , and write the
ZA/ZB factorization of w as w = u1v1 · · ·unvn.
Another reduced factorization of φ(w) can be obtained from the product (u1)(v1) · · · (un)(vn)
by finitely many applications of the following operation: Remove a factor uj or vj
that is the trivial element, and replace the resulting product of two contiguous fac-
tors (uj)(uk) from the same factor group by a single factor (ujuk) (and similarly,
replace (vj)(vk) by (vjvk)). Since φ(w) only admits one reduced factorization, the
result of applying this operation until no further reduction can occur is the product
a1b1 · · · ambm.
If m = n, then no instance of this operation can occur, and uj = aj and vj = bj
for all j. In this case the prefix w′ = u1v1 · · ·uivi of w satisfies φ(w
′) = g′.
Otherwise we have m > n, and for at least one index k a trivial element uk
or vk is removed and the resulting contiguous factors from the same factor group
are combined. The syllables of φ(w) obtained from this process can be written as
aj = (uj1 · · ·ujℓj ) and bj = (vj′1 · · · vj′ℓ′
j
) where ℓj, ℓ
′
j ≥ 1 and j1 < · · · < jℓj ≤ j
′
1 <
· · · < j′ℓ′
j
. In this case the prefix w′ = u1v1 · · ·ui′
ℓ′
i
vi′
ℓ′
i
of w satisfies φ(w′) = g′. 
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Proof of Theorem 1. By way of contradiction, assume that G admits an order ≤
with a regular positive cone language L.
In light of Lemma 6, we may assume that L ⊆ X∗, where X = YA ⊔ YB ⊔
Y −1A ⊔ Y
−1
B , YA and YB are finite sets, YA generates A and YB generates B, and
φ : X∗ → G has the property that φ(x−1) = φ(x)−1 for all x ∈ X . In light of
Lemma 3 it is sufficient to prove that G ⊆ Pref(L).
Let g be an element of G. Since G is the free product of two nontrivial groups,
there exists a letter x ∈ X such that the syllable length of gx is strictly greater
than the syllable length of g. The elements gxg−1 and gx−1g−1 form a pair of
nontrivial, mutually inverse elements in G. Therefore, at least one of them is
positive. Without loss of generality, assume that gxg−1 is positive. There exists
a word w ∈ L representing gxg−1. By our choice of x, the reduced factorization
of gxg−1 is the product (i.e., concatenation) of the reduced factorization of g, x,
and the reduced factorization of g−1, and so Lemma 8 shows that there exists a
prefix w′ of w that represents g. Since w′ ∈ Pref(L) and w′ = g, we see that
g ∈ Pref(L). Thus, G ⊆ Pref(L). 
Proof of Theorem 4. Let t and u be vertices of Γ at distance at least 3 in Γ. Note
that this distance constraint implies that there is no vertex v of Γ that is adjacent
to both t and u.
Lemma 3 shows that it is sufficient to prove that Geo ⊆ Pref(Geo+).
For each vertex v of the graph Γ, let Geov denote the set of geodesic words
in the vertex group Gv over the generators Y
±1
v , and let Zv be the union of the
sets Y ±1v′ over all vertices v
′ adjacent to v in Γ. Define a monoid homomorphism
πv : X
∗ → (Y ±1v ∪ {$})
∗, where $ denotes a letter not in X , by defining
πv(a) :=


a if a ∈ Xv
$ if a ∈ X \ (Xv ∪ Zv)
λ if a ∈ Zv.
That is, the map πv records all of the occurrences of generators of Gv, as well as
all of the occurrences (replaced by $) of generators of vertex groups that do not
commute with Gv and hence do not allow letters from Gv on either side to interact.
A word w over X is a geodesic for GΓ with respect to X if and only if for all v ∈ V ,
πv(w) ∈ Geov($Geov)
∗ (see, for example, [CH14, Proposition 3.3]).
Now let w be any word in Geo. If πt(w) ends with a letter a in Y
±1
t , then
we can write w = w1aw2 such that no letter of Y
±1
u lies in w2, and so the word
πu(w) = πu(w1)$πu(w2) ends with a nonempty string in $
∗. Similarly if πu(w) ends
with a letter in Y ±1u then πt(w) ends with $. By swapping the roles of t and u if
necessary, we may assume that πt(w) either ends with $ or is the empty word.
Let x ∈ Yt ∩ Geot and y ∈ Yu ∩ Geou (that is, neither x nor y is e), and let
w˜ ∈ X∗ be the word w˜ = wxyx−1w−1. Then πv(w˜) = πv(w)πv(xyx
−1)πv(w)
−1
where πv(w)
−1 is the formal inverse of πv(w) in (Y
±1
v ∪ {$})
∗, with $−1 = $, and
satisfies πv(w)
−1 ∈ Geov($Geov)
∗. If v /∈ {t, u}, then since v cannot be adjacent
to both t and u we have πv(xyx
−1) = $i for some i ∈ {1, 2, 3}. For the case
that v = t, the word πt(w) ends with $, the word πt(w)
−1 begins with $, and
πt(xyx
−1) = x$x−1 ∈ Geot$Geot. And in the case that v = u we have πu(xyx
−1) =
$y$ ∈ $Geou$. Hence for all vertices v of Γ, the image πv(w˜) lies in Geov($Geov)
∗,
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and so w˜ = wxyx−1w−1 ∈ Geo. By symmetry, the word wxy−1x−1w−1 also is in
Geo.
Since wxyx−1w−1 and wxy−1x−1w−1 represent a pair of nontrivial, mutually
inverse elements, one of them represents a positive element, which shows that w ∈
Pref(Geo+). Thus, Geo ⊆ Pref(Geo+). 
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