ABSTRACT
INTRODUCTION
The development of information technology in Indonesia is increasingly rapid. One of them is the development of the internet. The use of the internet has become a major need for the people of Indonesia. Data from the survey conducted by the Indonesian Internet Service Providers Association (APJII) in 2017, the number of internet users in Indonesia reached 143.26 million. This number increased compared to 2016 which only reached 132.7 million. The number of internet users in 2017 covered 54.68 percent of Indonesia's total population of 262 million [1] . With this large number, more and more people have the awareness to use the internet.
The public's interest in using e-commerce can be seen from the number of local and international companies trying to dominate the online market in Indonesia [2] . E-commerce allows retailers to market products and complete transactions through the internet [3] . One form of e-commerce that is currently developing and is quite popular in Indonesia is the marketplace. According to a survey of International Data Corporation (IDC) in 2016, only 13.3 percent of them conducted online shopping transactions compared to the number of internet users in Indonesia [4] . Online shopping transactions in the marketplace are new experiences for people in Indonesia. For example, when a customer wants to buy a garment on an online shopping system, customers cannot try the clothes they want to buy like when doing offline shopping at a clothing store. Customers can only see products through the images displayed and see the quality of the product based on the specifications of the information delivered through the web or marketplace applications. Additional information that can be obtained by customers is information provided by other customers who have bought it and provided product reviews. This user experience will affect the relationship between performance, satisfaction and intention to repurchase [5] .
Customer satisfaction in shopping online through a marketplace is a major concern. Satisfaction can influence other potential customers through word of mouth or electronic data such as customer reviews that have an impact on the market of their business [6] . Customers must be managed as assets, including what is needed, preferences, and customer behavior in making a purchase [7] . In addition to customer satisfaction, trust is also identified as an important factor in the success of the marketplace [8] . Trust greatly influences customer behavior before and after purchasing certain products. When a customer has trust in a company, they have a strong belief in the quality of the company's services [9] . The issue of loyalty also becomes very important in a fairly high marketplace competition [10] . Loyalty is defined as the attitude and commitment of customers to online retailers, which leads to repurchase behavior [11] .
Some marketplace companies lose their customers in a competitive environment on the Internet because of a lack of satisfaction, trust and loyalty from customers [8] . The development of marketplace in Indonesia is happening very rapidly. In the last decade various marketplaces have emerged that offer a variety of facilities and advantages of each. The success of the marketplace is influenced by the factors that determine success so that many customers are interested. Satisfaction, trust, and loyalty are factors that determine the success of a marketplace. This study aims to determine what factors of customer satisfaction, trust, and loyalty to the marketplace in Indonesia.
LITERATURE SURVEY
There are several previous studies that can be used as references in the study about satisfaction, trust and customer loyalty of marketplace in Indonesia.
The research was titled Customer Expectation, Satisfaction and Loyalty Relationship in Turkish Airline Industry [12] . The purpose of this study was to find a relationship between customer expectations, satisfaction, and the relationship of loyalty in the airline industry in Turkey. The factors investigated are reliability, assurance, facilities, employees, flight patterns, adjustments, responsiveness, satisfaction, and customer loyalty. This study uses confimatory factor analysis (CFA) and Structural equation modeling (SEM). The results of the study show that reliability and facilities have a significant positive impact on customer satisfaction. In addition, customer satisfaction is a significant determinant of customer loyalty.
The research entitled Female online shoppers Examining the mediating roles of e-satisfaction and e-trust on e-loyalty development [13] . This study aims to determine the variables of satisfaction and trust as an intermediary factor of female customer loyalty to online stores. This research was conducted to add to the literature that discusses the relationship of loyalty, satisfaction and trust of female customers who often shop for clothes online. The factors investigated are shipping, web design, privacy, security, satisfaction, trust and loyalty. Data analysis in this study uses structural equation modeling (SEM). The results of this study indicate that privacy and security in online shopping positively affect customer trust, while web design does not influence trust. Furthermore, sending and web design have a positive effect on satisfaction. Both trust and satisfaction have a positive effect on loyalty to women who shop online.
The research entitled The impacts of corporate social responsibility, service quality, and transparency on relationship quality and customer loyalty in the hotel industry [14] . This study aims to examine whether customer perceptions of corporate social responsibility activities and transparency have an influence on the quality of relationships such as trust, satisfaction and loyalty of hotel industry customers in America. This research was conducted so that hotel managers in America are able to retain existing customers in the face of increasingly fierce competition. The method used to test the relationship between variables used confirmatory factor analysis (CFA) and strutural equation modeling (SEM). The variables investigated are social responsibility, reputation, service quality, transparency, satisfaction, trust and customer loyalty. The results of the study show that social responsibility and corporate reputation have a positive relationship to customer trust and satisfaction. While service quality has a direct effect on customer loyalty. In addition, transparency has a significant influence on customer trust. Trust has a significant positive influence on customer loyalty. The influence of satisfaction on customer loyalty is mediated by trust.
Research with the title Perceived Quality, Perceived Risk And Customer Trust Affecting Customer Loyalty Of Environmentally Friendly Electronics Products [15] . This study discusses the influence of customer perceived quality, risk and trust in customer loyalty in marketing environmentally friendly electronic products in Thailand. This research was conducted because environmentally friendly products can increase the value of the product so that it has an influence on consumer decisions. This study investigates four variables: perceived quality, perceived risk, customer trust and loyalty. Methods Data analysis uses confirmatory factor analysis (CFA) and structural equation modeling (SEM). The results showed that perceived risk and trust have a direct influence on customer loyalty. While perceived quality has an indirect effect on loyalty by mediating customer trust. In addition, the perceived quality has a direct influence on perceived risk and customer trust.
METODOLOGY

Structural Equation Modeling (SEM)
This study will investigate the variables that affect marketplace customer loyalty through eight independent factors, namely reliability, features, design, delivery, reputation, transparency, privacy and security, and two mediation factors, namely customer satisfaction and trust. The relationship between these variables is shown in the model like Figure 1 
Research Stage
The stages in solving problems in this study are literature studies, preparation of instruments and indicators, data collection, and data analysis as shown in figure 2. 
RESULT AND ANALYSIS
Instrument Quality Test
Instrument quality test is conducted to find out whether the research instrument has met the valid and reliable criteria. In this study consisted of 34 lists of statements representing each variable with the number of respondents 100 using the AMOS version 21 application. The results obtained from instrument quality testing with validity and reliability of CFA with AMOS version 21 can be seen in Table 2 below. 
Structure Model Evaluation
The normality test is done by comparing the CR value (critical ratio) at the critical assessment of normality ± 2.58 at the 0.01 level. If there is a CR value that is greater than the critical value, the distribution of the data is not normally univariate. While multivariate can be seen in the last line c.r with the same conditions (Ghozali, 2014). The nomination shield results are shown in Table 4 below.. 
1) F1 influence on F9
The estimated parameter of the standardized regression weight coefficient value is 0.467 and the value of C.R 4.469 shows that the F1 and F9 relationships are positive. This means that the better F1 will increase F9. Testing the relationship between the two variables shows a probability value of 0,000 (p <0.05), so that it can be stated if there is a significant influence between F1 and F9.
2) F2 influence on F9
The estimated parameter of the standardized regression weight coefficient value is 0.194 and the value of C.R 2.123 shows that the relationship between F2 and F9 is positive. This means that the better F2 will increase F9. Testing the relationship between the two variables shows a probability value of 0.034 (p <0.05), so that it can be stated if there is a significant influence between F2 and F9.
3)
F3 influence on F9 The estimated parameter of the standardized regression weight coefficient value is 0.241 and the value of C.R 2.762 shows that the relationship between F3 and F9 is positive. This means that the better F3 will increase F9. Testing the relationship between the two variables shows a probability value of 0.006 (p <0.05), so that it can be stated if there is a significant influence between F3 and F9.
4)
F4 influence on F9 The estimated parameters of the standardized regression weight coefficient value are -0.082 and the value of C.R -1.133, this indicates that the relationship between F4 and F9 is negative. This means that the better F4 it will reduce F9. Testing the relationship between the two variables shows a probability value of 0.257 (p> 0.05), so that it can be stated if there is no significant influence between F4 and F9.
5)
F5 influence on F9 The estimated parameter of the standardized regression weight coefficient value is 0.453 and the value of C.R 3.446 shows that the relationship between F5 and F9 is positive. This means that the better F5 will increase F9. Testing the relationship between the two variables shows a probability value of 0,000 (p> 0.05), so that it can be stated if there is a significant influence between F4 and F9.
6)
F5 influence on F10 Estimated parameters of standardized regression weight coefficient values obtained at 0.540 and the value of C.R 3.164 this shows that the relationship F5 with F10 is positive. This means that the better F5 will increase F10 Testing the relationship between the two variables shows a probability value of 0.002 (p> 0.05), so that it can be stated if there is a significant influence between F5 and F10.
7)
F6 influence on F10 The estimated parameters of the standardized regression weight coefficient value are 0.005 and the value of C.R 0.043 shows that the relationship F6 with F10 is positive. This means that the better F6 will increase F10 Testing the relationship between the two variables shows a probability value of 0.966 (p> 0.05), so that it can be stated if there is no significant influence between F6 and F10.
8)
F9 influence on F10 The estimated parameter of the standardized regression weight coefficient value is 0.367 and the value of C.R 2.971 shows that the relationship F9 with F10 is positive. This means that the better F9 it will increase F10 Testing the relationship between the two variables shows a probability value of 0.003 (p <0.05), so that it can be stated if there is a significant influence between F9 and F10.
9)
F7 influence on F10 The estimated parameter of the standardized regression weight coefficient value is 0.196 and the value of C.R 1.555 shows that the relationship between F7 and F10 is positive. This means that the better F7 will increase F10 Testing the relationship between the two variables shows a probability value of 0.120 (p <0.05), so that it can be stated if there is no significant influence between F7 and F10.
