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Synchronization, Consensus of Complex Networks
and Lyapunov Function Approach
Tianping Chen
Abstract—In this paper, we focus on the topic Synchronization
and consensus of Complex Networks and their relationships. It is
revealed that two topics are closely relating to each other and all
results given in [1], [2] and many other papers can be obtained
by the results in [8], [10]. It is pointed out that QUAD condition
plays important role in discussing synchronization and consensus.
Index Terms—Consensus, Synchronization, Synchronization
Manifold.
In recent years, lots of papers discussing synchronization
of complex networks and consensus of multi-agents. both
developed in parallel ways. For example, in [8], following
model was discussed
dxi(t)
dt
= f(xi(t)) + c
N∑
j=1
lijΓxj(t), i = 1, · · · , N (1)
where xi(t) ∈ Rn is the state variable of the i − th node,
t ∈ [0,+∞) is a continuous time, f : R × [0,+∞) → Rn
is continuous map, L = (lij) ∈ RN×N is the coupling
matrix with zero-sum rows and lij ≥ 0, for i 6= j, which is
determined by the topological structure of the LCODEs, and
Γ ∈ Rn×n is an inner coupling matrix. Some time, picking
Γ = diag{γ1, γ2, · · · , γn} with γi ≥ 0, for i = 1, · · · , n.
On the other hand, based on controllable and detectable
theory for linear systems, in [1], [2], authors discussed fol-
lowing consensus of multiagent systems and synchronization
of complex networks
x˙i(t) = Axi(t) +Bui(t), yi(t) = Cxi(t) (2)
where xi(t) ∈ Rn is the stat, ui(t) ∈ Rp is the control
input, and yi(t) ∈ Rq is the measured output. A ∈ Rn×n,
B ∈ Rn×p, C ∈ Rq×n. It is assumed that is stabilizable and
detectable.
An observer-type consensus protocol is proposed, which can
be written as{
v˙i(t) = (A+BK)vi(t) +
∑N
j=1 FClij(vj(t)− xj(t))
x˙i(t) = Axi(t) +BKvi(t)
(3)
where K ∈ Rp×n, F ∈ Rn×q. And F .
Let ei(t) = vi(t)− xi(t), one can transfer (3) to{
e˙i(t) = Aei(t) + FC
∑N
j=1 lijej(t)
x˙i(t) = (A+BK)xi(t) +BKei(t)
(4)
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In case A+BK is controllable, the synchronization of the
system (3) transfers to the synchronization of the system
e˙i(t) = Aei(t) + FC
N∑
j=1
lijej(t) (5)
By checking two models (4) and (5), it is easy to see that
they can be unified in a general framwork. Let Γ = FC.
Then system (5) is a special case of (1). In fact, consensus
of multiagent systems of complex networks can be viewed as
special cases of the synchronization of nonlinear systems.
Therefore, what we need to do is to discuss synchronization
model (1).
In this note, we show how to apply Lyapunov function
approach to the synchronization and consensus of multi-
agents.
I. SOME BASIC CONCEPTS AND BACKGROUND
Let’s recall some basic concepts.
Following Lemma can be found in [8] (see Lemma 1 in
[8]).
Lemma 1. If L is a coupling matrix with Rank(L)=N-1,
then the following items are valid:
1) If λ is an eigenvalue of L and λ 6= 0, then Re(λ) < 0;
2) L has an eigenvalue 0 with multiplicity 1 and the right
eigenvector [1, 1, . . . , 1]⊤;
3) Suppose ξ = [ξ1, ξ2, · · · , ξm]⊤ ∈ Rm (without loss of
generality, assume
m∑
i=1
ξi = 1) is the left eigenvector of
A corresponding to eigenvalue 0. Then, ξi ≥ 0 holds
for all i = 1, · · · ,m; more precisely,
4) L is irreducible if and only if ξi > 0 holds for all i =
1, · · · ,m;
5) L is reducible if and only if for some i, ξi = 0. In
such case, by suitable rearrangement, assume that ξ⊤ =
[ξ⊤+ , ξ
⊤
0 ], where ξ+ = [ξ1, ξ2, · · · , ξp]⊤ ∈ Rp, with all
ξi > 0, i = 1, · · · , p, and ξ0 = [ξp+1, ξp+2, · · · , ξN ]⊤ ∈
RN−p with all ξj = 0, p + 1 ≤ j ≤ N . Then, L can
be rewritten as
[
L11 L12
L21 L22
]
where L11 ∈ Rp,p is
irreducible and L12 = 0.
Definition 1. Transverse space L = {x =
[x1
⊤, x2
⊤, · · · , xm⊤]⊤ : xi ∈ Rn, i =
1, · · · ,m, and
m∑
k=1
ξkxk = 0 }. For the case of n = 1 define
L = {(z1, · · · , zm)⊤, zi ∈ R,
m∑
i=1
ξizi = 0}
2For the convenience of later use, introduce
the following notations: x¯(t) =
m∑
i=1
ξixi(t),
X¯(t) = [x¯⊤(t), · · · , x¯⊤(t)]⊤ ∈ S, which can be regarded
as a projection of x(t) = [x⊤1 (t), · · · , x⊤m(t)]⊤ on the
synchronization manifold S (generally, nonorthogonal).
Denote δx(t) = [δx1(t)
⊤, · · · , δxm(t)⊤]⊤, where
δxi(t) = xi(t) − x¯(t), i = 1, · · · ,m. It is easy to see
that
m∑
i=1
ξiδxi(t) = 0.
Thus, we have following result.
Proposition 1. For any x = (x⊤1 , · · · , x⊤m)⊤ ∈ Rmn, we
have x = X¯+ δx, where X¯ and δx are defined as above, and
it holds that X¯ ∈ S and δx ∈ L.
With this decomposition, the stability of the synchronization
manifold S for the model (1) is equivalent to δx(t) → 0.
Equivalently, the dynamical flow in the (m − 1) × n dimen-
sional subspace L converges to zero. In the sequel, instead
of investigating xi(t), we investigate dynamical behaviors of
δxi(t) directly.
Following function class plays key role in discussing syn-
chronization and consensus with Lyapunov functions.
Definition 2. [9] Function class QUAD(∆, P ): let P be a
positive definite matrix and ∆ is any function. QUAD(∆, P )
denotes a class of continuous functions f(x, t) : Rn ×
[0,+∞)→ Rn satisfying
(x− y)TP
{
[f(x, t)− f(y, t)]−∆[x − y]
}
≤ −ǫ(x− y)T (x− y) (6)
for some ǫ > 0, all x, y ∈ Rn and t > 0,
Remark 1. It is reasonable (or necessary) to assume that P∆
is positive definite in the range Ran(P∆). It is to ensure that
(x− y)TP∆(x− y) > 0.
Remark 2. In discussing synchronization of the model (4), an
important step is to compare (x − y)TP∆(x − y) > 0 and
(x− y)TPΓ(x− y) > 0.
Remark 3. The concept was first introduced in [8] for the case
that P = diag{p1, · · · , pn} be a positive definite diagonal
matrix and ∆ = diag{δ1, · · · , δn} is a diagonal matrix.
Let P = QTJQ, x¯ = Qx be its eigenvalue decomposition,
f¯(x¯) = Qf(x) = Qf(QT x¯), ∆¯ = Q∆. Then, (6) can be
written as
(x¯− y¯)TJ
{
[f¯(x¯)− f¯(y¯)]− ∆¯[x¯− y¯]
}
≤ −ǫ(x¯− y¯)T (x¯− y¯)
If ∆¯ is also a positive diagonal matrix, then, the function
f¯(x¯) satisfies the QUAD condition introduced in [8], where J
and ∆¯ are positive diagonal matrices.
In the following, we take (6) as QUAD definition.
II. SYNCHRONIZATION ANALYSIS OF COMPLEX
NETWORKS WITH LYAPUNOV FUNCTIONS
Based on the synchronization state x¯(t), decomposition
δx(t) = x(t) − x¯(t), and QUAD condition, synchronization
problem of Complex Networks can be solved easily with
Lyapunov function, which was first proposed in [8].
Since
m∑
j=1
lij = 0, it is clear that
m∑
j=1
lijΓx
j(t) =
m∑
j=1
lijΓδxj(t)
Therefore,
dδxi(t)
dt
= f(xi(t)) − f(x¯(t)) +
m∑
j=1
lijΓδxj(t) + J
where J = f(x¯(t)) −
m∑
k=1
ξkf(xk(t)) is independent of any
index i.
Define a Lyapunov function as first proposed in [8].
V (δx) =
1
2
δx⊤ΞPδx =
1
2
m∑
i=1
ξiδx
⊤
i Pδxi
where Ξ = Ξ⊗ Im and P = In ⊗ P .
Denote δy(t) = BT δx(t), and differentiating V (δx) (notic-
ing that
m∑
i=1
ξiδx
iJ = 0 and f(x) ∈ QUAD (6), we have
dV (δx)
dt
=
m∑
i=1
ξiδx
T
i (t)P
dδxi(t)
dt
≤− ǫδxT (t)Ξδx(t) + δxT (t)
{
Ξ⊗ P∆+ c(ΞL)s ⊗ PΓ
}
δx(t)
If Ξ ⊗ P∆ + c(ΞL)s ⊗ PΓ is semi-negative definite in the
transverse subspace L (notice δx ∈ L), then
dV (δx)
dt
≤ −ǫδxT (t)Ξδx(t)
We assume thatRan(P∆) = Ran(PΓ), and PΓ = BBT is
positive definite in the range Ran(PΓ). Thus, for any u ∈ Rn,
there is a constant c1, such that
uT (P∆)u ≤ c1uT (PΓ)u
Denote δy(t) = BT δx(t), then
δx(t)T [Ξ⊗ P∆]δx(t) ≤ c1 max
i=1,··· ,m
{ξi}δy(t)T δy(t) (7)
On the other hand, let 0 = λ1 > λ2 ≥ · · · ≥ λm be the
eigenvalues of the matrix (ΞA)s. Then
δx(t)T [{ΞL}s ⊗ PΓ]δx(t) = δy(t)T [{ΞL}s ⊗ In]δy(t)
≤ λ2√
m
√∑m
i=1 ξ
2
i
δy(t)T δy(t)
Therefore, in case that
c > c1 max
i=1,··· ,m
{ξi}(− λ2√
m
√∑m
i=1 ξ
2
i
)−1
3we have
δx(t)T [Ξ⊗ P∆]δx(t) + cδx(t)T [{ΞL}s ⊗ PΓ]δx(t) < 0
and there exists a constant c¯ > 0, such that
dV (δx)
dt
≤ −ǫδxT (t)Ξδx(t) < −c¯V (δx)
and V (t) converges to zero exponentially.
Now, we can give following
Proposition 1. Under the QUAD condition (6), Ran(P∆) =
Ran(PΓ), where Ran(A) denotes the range of the matrix A,
(in particular, ∆ = Γ). and PΓ = BBT is positive definite in
the range Ran(PΓ). The system (1) can reach synchronization
if the coupling strength c is large enough.
A. Pinning Control Synchronization of Complex Networks
Let s(t) is a solution of s˙(t) = g(s(t)).
Consider the following pinning control model

dx1(t)
dt
= f(x1(t)) + c
m∑
j=1
l1jΓxj(t)
−cε(x1(t)− s(t)),
dxi(t)
dt
= g(xi(t)) + c
m∑
j=1
lijΓxj(t),
i = 2, · · · ,m
(8)
As addressed in [10], following proposition plays key role.
Proposition 2. (see [10]) If L = (lij)
m
i,j=1 is an irreducible
matrix with Rank(L) = m − 1, satisfying lij ≥ 0, if i 6= j,
and
m∑
j=1
lij = 0, for i = 1, 2, · · · ,m.
L˜ =


l11 − ε l12 · · · l1m
l21 l22 · · · l2m
...
...
. . .
...
lm1 lm2 · · · lmm


ξ = [ξ1, · · · , ξm]T is the eigenvector of L with eigenvalue 0.
Then, L˜ is a non-singular M-matrix; all the eigenvalues of L˜
have negative real part, and all the eigenvalues of the matrix
{ΞL˜}s = 12 [ΞL˜ + L˜TΞ], where Ξ = diag[ξ1, · · · , ξm], are
negative.
Then, (8) can be rewritten as
x˙i(t) = f(xi(t)) + c
N∑
j=1
l˜ijΓxj(t), i = 1, · · · ,m (9)
Now, replacing x¯(t) by s(t), let δ˜xj(t) = xj(t)− s(t), and
define a Lyapunov function as
V1(δ˜x) =
1
2
δx˜TΞPδ˜x =
1
2
m∑
i=1
ξiδ˜x
T
i Pδ˜xi
Similar to previous arguments, by the QUAD condition (6),
we have:
dV1(δ˜x)
dt
=
m∑
i=1
ξiδ˜x
T
i (t)P
dδ˜xi(t)
dt
≤− ǫδ˜xT (t)Ξδ˜x(t) + δyT (t)[Ξ + c(ΞL˜)s ⊗ In]δy(t)
where δy(t) = BT δ˜x(t).
Let 0 > µ1 ≥ µ2 ≥ · · · ≥ µm be the eigenvalues of (ΞL˜)s,
and c >
maxi=1,··· ,m{ξi}
|µ1|
, then there exists a constant c1 > 0,
such that
δyT (t)[Ξ + c(ΞL˜)s ⊗ In]δy(t) < 0
which implies
dV1(δ˜x)
dt
≤ −ǫδ˜xT (t)Ξδ˜x(t) < −c1V1(δ˜x)
and V1(t) converges to zero exponentially.
Proposition 3. Under the QUAD condition (6), Ran(P∆) =
Ran(PΓ) (in particular, ∆ = Γ). and PΓ = BBT is positive
definite in the range Ran(PΓ), the system (8) can synchronize
all xi to s(t), if the coupling strength is large enough.
Remark 4. In some paper, authors discussed leader-follower
system. In fact, it is just a special case of pinning control
system with one controller. It was clearly addressed in [10].
Remark 5. By choosing various P , Γ,∆, we can give different
criteria. For example, in [15], [16], authors discussed the
pinning control system
x˙i(t) = f(xi(t)) + c
N∑
j=1
l˜ijΓxj(t), i = 1, · · · ,m (10)
where function f(x) satisfies following condition
(x− y)T
{
[f(x)− f(y)]−KΓ[x− y]
}
≤ 0 (11)
and Γ and KΓ are assumed positive definite and commutable.
They claimed that in case that
θIm + cL˜ < 0
where θ = ||K||, then, all xi(t) synchronize to s(t).
for this case, we first prove that if two matrices Γ and K
are commutable, then Γ and K have same eigenvectors. In
fact, if x is an eigenvector of Γ with eigenvalue λ, then
Γx = λx
Because ΓK = KΓ, then
ΓKx = KΓx = λKx
which means that Kx is also an eigenvector of the matrix Γ
with eigenvalue λ, and there exists a constant µ such that
Kx = µx
which means that Γ and K have same eigenvectors.
Therefore, if Γ = QγQT , where γ = diag{γ1, · · · , γn}
are the eigenvalues of Γ, and K = QkQT , where k =
diag{k1, · · · , kn} are the eigenvalues of Γ, then KΓ =
QkγQT .
let P = In, ∆ = KΓ, we have following QUAD condition
(x− y)T
{
[f(x, t)− f(y, t)]−∆[x− y]
}
≤ 0 (12)
4Define
V1a(δ˜x) =
1
2
δx˜TΞδ˜x =
1
2
m∑
i=1
ξiδ˜x
T
i δ˜xi
dV1a(δ˜x)
dt
=
m∑
i=1
ξiδ˜x
T
i (t)
dδ˜xi(t)
dt
=δ˜xT (t)[Ξ⊗KΓ + c(ΞL˜)s ⊗ Γ]δ˜x(t)
Let θ = maxi=1,··· ,n,j=1,··· ,m{ξikjγj}. Then,
δ˜xT (t)[Ξ⊗KΓ]δ˜x(t) ≤ θδ˜xT (t)δ˜x(t) (13)
Similar to previous arguments, let 0 > µ1 ≥ µ2 ≥ · · · ≥ µm
be the eigenvalues of (ΞL˜)s, and c > θ|µ1| , then
dV1a(δ˜x)
dt
≤ −(c− θ|µ1| )δ˜x
T (t)Ξδ˜x(t) < −c1V1a(δ˜x)
and V1(t) converges to zero exponentially.
It is clear that the results given in [15], [16] can be
obtained as a direct consequences of the derivation given
above. Moreover, the result is much better.
B. Adaptive Algorithms
In previous parts, we revealed that we can always synchro-
nize of pinning a coupled complex network if the coupling
strength is large enough. However, in practice, it is not
allowed that the coupling strength is arbitrarily large. For
synchronization, it was pointed out in [11] that theoretical
value of the coupling strength is much larger than needed
in practice. Therefore, the following question was arisen in
[11]: Can we find the sharp bound cmin? Similarly, in pinning
process, it is also important to make the coupling strength as
small as possible. It is clear that theoretical value of strength
given in previous theorems are heavily based on the QUAD
condition, which is too strong. Therefore, it is possible to
lessen coupling strength dramatically.
1. Adaptive Algorithms for synchronization
For this purpose, consider following adaptive algorithm


dxi(t)
dt
= f(xi(t)) + c(t)
m∑
j=1
lijΓxj(t),
c˙(t) = α2
m∑
i=1
δxTi (t)BB
T δxi(t)
(14)
where Γ = P−1BBT δxi(t) = xi(t)− x¯(t).
Pick a constant α > 0. Define a Lyapunov function
V2(δx(t)) =
1
2
m∑
i=1
ξiδxi(t)Pδx
T
i (t) +
β
α
(c− c(t))2; (15)
where constants c and β will be decided later.
Differentiating V2(δx) (noticing that
m∑
i=1
ξiδx
iJ = 0 and
f(x) ∈ QUAD (6), we have
dV2(δx(t))
dt
=
m∑
i=1
ξiδx
T
i (t)P
dδxi(t)
dt
≤− ǫ
m∑
i=1
ξiδx
T
i (t)δxi(t) +
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t)
+ c(t)
m∑
i,j=1
ξiδx
T
i (t)lijBB
T δxj(t)
− βc
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t)
+ βc(t)
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t)
It is easy to check that
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t) ≤ max
i=1,··· ,m
(ξi)
m∑
i,j=1
δxTi (t)BB
T δxj(t)
and
m∑
i,j=1
ξiδx
T
i (t)lijBB
T δxj(t) ≤ λ2
m∑
i,j=1
δxTi (t)BB
T δxj(t)
Therefore, in case that λ2 + βmaxi=1,··· ,m(ξi) < 0, we have
c(t)
m∑
i,j=1
ξiδx
T
i (t)lijBB
T δxj(t) + βc(t)
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t)
≤ c(t)(λ2 + β max
i=1,··· ,m
(ξi))
m∑
i,j=1
δxTi (t)BB
T δxj(t) ≤ 0
Furthermore, pick c > 1
β
, we have
dV (δx)
dt
≤ −ǫ
m∑
i=1
ξiδx
T
i (t)δxi(t)
Therefore,
ǫ
∫ ∞
0
m∑
i=1
ξiδxi(t)
T δxi(t)dt < V2(0)− V2(∞)
which implies δxi(t) → 0 and c(t) → c0, where c0 is a
positive constant. The proof is completed.
Therefore, we have
Proposition 4. Suppose L is a connecting coupling matrix
and QUAD condition (6) is satisfied, Ran(P∆) ⊆ Ran(PΓ),
(in particular, ∆ = Γ). and PΓ = BBT is positive definite in
the range Ran(PΓ), if the coupling strength is large enough.
then the adaptive algorithm (16) can reach synchronization.
Remark 6. all the results apply to adaptive synchronization
model with pinning control

dxi(t)
dt
= f(xi(t)) + c(t)
m∑
j=1
l˜ijΓxj(t),
c˙(t) = α2
m∑
i=1
δxTi (t)BB
T δxi(t)
(16)
5where Γ = P−1BBT δxi(t) = xi(t) − s(t). Details are
omitted.
2. Distributive adaptive Algorithms for synchronization with
pinning control
Consider the following distributive adaptive pinning control
model 

dx1(t)
dt
= f(x1(t)) + c
m∑
j=1
l1jΓxj(t)
−cε(x1(t)− s(t)),
dxi(t)
dt
= g(xi(t)) + c
m∑
j=1
lijΓxj(t),
i = 2, · · · ,m
c˙i(t) =
α
2 δ˜x
T
i (t)BB
T δ˜xi(t)
(17)
where Γ = P−1BBT δ˜xi(t) = xi(t)− s(t).
It can also be written as

dxi(t)
dt
= f(xi(t)) +
m∑
j=1
ci(t)l˜1jP
−1BTBcj(t)xj(t),
c˙i(t) =
α
2 δ˜x
T
i (t)BB
T δ˜xi(t)
(18)
Define a Lyapunov function as
V2a(δ˜x(t)) =
1
2
m∑
i=1
ξiδ˜xi(t)P δ˜x
T
i (t) +
β
α
m∑
i=1
(c− ci(t))2 (19)
where constants c and β will be decided later.
Differentiating V2a(δ˜x) (noticing that f(x) ∈ QUAD (6),
we have
dV2a(δ˜x(t))
dt
=
m∑
i=1
ξiδ˜x
T
i (t)P
dδ˜xi(t)
dt
≤− ǫ
m∑
i=1
ξiδ˜x
T
i (t)δ˜xi(t) +
m∑
i=1
ξiδ˜x
T
i (t)BB
T δ˜xi(t)
+
m∑
i,j=1
ξici(t)δ˜x
T
i (t)l˜ijBB
T cj(t)δ˜xj(t)
− βc
m∑
i=1
ξiδ˜x
T
i (t)BB
T δ˜xi(t)
+ β
m∑
i=1
ci(t)ξiδ˜x
T
i (t)BB
T δ˜xi(t)
Let c1 = mini=1,··· ,m ci(0), c2 = maxi=1,··· ,m ξi, then
m∑
i=1
ξici(t)δ˜x
T
i (t)BB
T δ˜xi(t)
≤ c2
c1
m∑
i=1
ci(t)δ˜x
T
i (t)BB
T ci(t)δ˜xi(t)
Let 0 > µ1 ≥ µ2 ≥ · · · ≥ µm be the eigenvalues of (ΞL˜)s,
and c >
maxi=1,··· ,m{ξi}
|µ1|
,
m∑
i,j=1
ξici(t)δ˜x
T
i (t)l˜ijBB
T cj(t)δ˜xj(t)
≤ µ1
m∑
i=1
ci(t)δ˜x
T
i (t)BB
T ci(t)δ˜xi(t)
Pick β < c1
c2
|µ1| sufficiently small, we have
β
m∑
i=1
ξici(t)δ˜x
T
i (t)BB
T δ˜xi(t)
+
m∑
i,j=1
ξici(t)δ˜x
T
i (t)l˜ijBB
T cj(t)δ˜xj(t) < 0
Then, pick c sufficiently large such that βc > 1, we have
m∑
i=1
ξiδ˜x
T
i (t)BB
T δ˜xi(t) < −βc
m∑
i=1
ξiδx
T
i (t)BB
T δxi(t)
which implies
dV (δx)
dt
≤ −ǫ
m∑
i=1
ξiδ˜x
T
i (t)δ˜xi(t)
Therefore,
ǫ
∫ ∞
0
m∑
i=1
ξiδxi(t)
T δxi(t)dt < V2(0)− V2(∞)
which implies δxi(t) → 0 and ci(t) → ci, where ci are
positive constants. Therefore, we have
Proposition 5. Suppose L is a connecting coupling matrix
and QUAD condition (6) is satisfied, Ran(P∆) ⊆ Ran(PΓ),
(in particular, ∆ = Γ). and PΓ = BBT is positive definite in
the range Ran(PΓ), if the coupling strength is large enough.
then the distributive adaptive algorithm (18) can reach pinning
synchronization.
3. Adaptive Algorithms for synchronization by adapting
coupling weights
Now, we discuss folowing adaptive algorithm


dxi(t)
dt
= f(xi(t))) + c
m∑
j=1
wij(t)Γ(xj(t)− xi(t)),
w˙ij(t) = ρijξi[xi(t)− x¯(t)]TΓ[xi(t)− xj(t)]
(20)
proposed in [12], which adapts all weights for synchronization.
x˙i(t) = f(xi(t)) + c
m∑
j=1
lijΓxj(t) (21)
readers can refer to [13].
Define Lyapunov function
V3(t) =
1
2
m∑
i=1
ξi(xi(t)− x¯(t))TP (xi(t)− x¯(t))
+
1
2
m∑
i=1
m∑
j=1
1
ρij
(wij(t)− clij)2 (22)
6V˙3(t) =
m∑
i=1
ξi(xi(t)− x¯(t))TP (f(xi(t))− f(x¯(t))
+
m∑
i,j=1
ξi(xi(t)− x¯(t))Twij(t)PΓ(xj(t)− xi(t))
+
m∑
i,j=1
(wij(t)− clij)ξi(xi(t)− x¯(t))TPΓ(xi(t)− xj(t))
=
m∑
i=1
ξi(xi(t)− x¯(t))TP (f(xi(t)) − f(x¯(t)))
+ c
m∑
i=1
m∑
j=1
ξi(xi(t)− x¯(t))T lijPΓ(xj(t)− xi(t))
=
m∑
i=1
ξi(xi(t)− x¯(t))TP (f(xi(t)) − f(x¯(t)))
+ c
m∑
i=1
m∑
j=1
ξi(xi(t)− x¯(t))T lijPΓ(xj(t)− x¯(t)) (23)
By similar arguments, for sufficient large c, we have
V˙3(t) < −ǫξi
m∑
i=1
ξiδxi(t)
T δxi(t)
and
ǫ
∫ ∞
0
m∑
i=1
ξiδxi(t)
T δxi(t) < V (0)− V (∞)
which implies δx(t)→ 0.
Therefore, we can give
Proposition 6. Suppose L is a connecting coupling matrix
and QUAD condition (6) is satisfied, Ran(P∆) ⊆ Ran(PΓ),
(in particular, ∆ = Γ). and PΓ = BBT is positive definite in
the range Ran(PΓ), if the coupling strength is large enough.
then the adaptive algorithm (20) by adapting coupling weights
can reach synchronization.
3. Distributive adaptive Algorithms for synchronization by
adapting coupling weights
In case the coupling matrix is symmetric, one can use the
so called distributive adaptive algorithm

dxi(t)
dt
= f(xi(t)) + c
m∑
j=1
wij(t)Γ(xj(t)− xi(t)),
w˙ij(t) = ρij [xi(t)− xj(t)]TΓ[xi(t)− xj(t)]
(24)
for the system
x˙i(t) = f(xi(t)) + c
m∑
j=1
lijΓxj(t) (25)
In this case, we need following identity for a symmetric
coupling matrix L = [lij ]
m∑
i=1
xTi (t)lijyj(t)
= −
∑
i>j
lij(xj(t)− xi(t))T (yj(t)− yi(t)) (26)
Therefore,
m∑
i=1
lij(xi(t)− x¯(t))TP (xj(t)− x¯(t))
= −
∑
i>j
lij(xj(t)− xi(t))TP (xj(t)− xi(t)) (27)
Denote x¯(t) = 1
m
∑m
i=1 xi(t) and the Lyapunov function
V3a(t) =
1
2
m∑
i=1
(xi(t)− x¯(t))TP (xi(t)− x¯(t))
+
1
2
m∑
i=1
m∑
j=1
1
ρij
(wij(t)− clij)2 (28)
Differentiating it, we have
V˙3a(t) =
m∑
i=1
(xi(t)− x¯(t))TP (f(xi(t))− f(x¯(t))
+
m∑
i,j=1
(xi(t)− x¯(t))Twij(t)PΓ(xj(t)− x¯(t))
+
m∑
i,j=1
(wij(t)− clij)(xi(t)− xj(t))TPΓ(xi(t)− xj(t))
(29)
By the assumption that wij(t) and (lij) are symmetric and
noticing (27), we have
V˙3a(t) =
m∑
i=1
(xi(t)− x¯(t))TP (f(xi(t))− f(x¯(t))
+
m∑
i,j=1
(xi(t)− xj(t))Twij(t)PΓ(xj(t)− xi(t))
+
m∑
i,j=1
(wij(t)− clij)(xi(t)− xj(t))TPΓ(xi(t)− xj(t))
=
m∑
i=1
(xi(t)− x¯(t))TP (f(xi(t))− f(x¯(t)))
+ c
m∑
i=1
m∑
j=1
(xi(t)− xj(t))T lijPΓ(xj(t)− xi(t))
=
m∑
i=1
(xi(t)− x¯(t))TP (f(xi(t))− f(x¯(t)))
+ c
m∑
i=1
m∑
j=1
(xi(t)− x¯(t))T lijPΓ(xj(t)− x¯(t)) (30)
By previous similar arguments, we have
Proposition 7. If L is a symmetric connecting coupling matrix
and QUAD condition (6) is satisfied, Ran(P∆) ⊆ Ran(PΓ),
(in particular, ∆ = Γ). and PΓ = BBT is positive definite in
the range Ran(PΓ), if the coupling strength is large enough.
then the adaptive algorithm (24) by adapting coupling weights
can reach synchronization.
7III. CONSENSUS OF MULTIAGENT SYSTEMS OF COMPLEX
NETWORKS WITH LYAPUNOV FUNCTIONS
In this part, as applications of the results obtained in previ-
ous section, we discuss Consensus of Multiagent Systems.
Recently, Consensus Protocols for Linear Multi-Agent Sys-
tems has attracted some researchers’ attention see [1], [2].
By letting f(xi(t)) = Axi(t), cΓ = FC, it is easy to see
that model (5) is a special case of the model (1). Then, all
results obtained in previous section can apply to the consensus
First of all, we discuss the case (A,C) is detectable. In this
case, for any fixed t, let
P (t) = 2
∫ t
0
e−A
T tCTCe−Atdt > 0
then
P (t)A+ATP (t) = −2
∫ t
0
d
dt
[e−A
T sCTCe−As]ds
= 2CTC − 2e−AT tCTCe−At
Denote
P =
2
t2 − t1
∫ t2
t1
P (t)dt
then
PA+ATP = 2CTC − 2
t2 − t1
∫ t2
t1
2e−A
T tCTCe−Atdt
Therefore, there exists ǫ > 0 such that
PA+ATP − 2CTC =− 2
t2 − t1
∫ t2
t1
2e−A
T tCTCe−Atdt
<− ǫIn (31)
which is equivalent to the QUAD condition
(x − y)TP
{
A(x− y)−∆[x− y]
}
≤ −ǫ(x− y)T (x− y)
(32)
where ∆ = P−1CTC.
Therefore, noticing ∆ = Γ, by Proposition 1, we have
Proposition 8. Under the QUAD condition (32) or (A,C) is
detectable, the system
x˙i(t) = Axi(t) + c
N∑
j=1
lijP
−1CTCxj(t) (33)
can reach synchronization if the coupling strength c is large
enough.
Proposition 9. If (A,B) is controllable, then
x˙i(t) = Aδxi(t) + cP
−1BBT
N∑
j=1
lijxj(t) (34)
can reach consensus for sufficient large constant c.
Because in case (A,B) is controllable, the QUAD condition
(x− y)TP
{
A(x − y)− P−1BBT [x− y]
}
(35)
≤ −ǫ(x− y)T (x− y) (36)
is satisfied,
As direct consequences of Proposition 3, we have
Proposition 10. If (A,B) is controllable, then

dx1(t)
dt
= Ax1(t) + c
m∑
j=1
l1jP
−1BBTxj(t)
−cε(x1(t)− s(t)),
dxi(t)
dt
= Axi(t) + c
m∑
j=1
lijP
−1BBTxj(t),
i = 2, · · · ,m
(37)
can reach consensus to the trajectory s˙(t) = s(t) for sufficient
large constant c.
In [2], [5], fully distributed consensus protocols for linear
multi-agent systems were discussed. In fact, we should con-
sider following systems

dx1(t)
dt
= Ax1(t) +
m∑
j=1
ci(t)l1jP
−1BTBcj(t)xj(t)
−ci(t)ε(x1(t)− s(t)),
dxi(t)
dt
= Axi(t) +
m∑
j=1
aijP
−1BTBcj(t)xj(t),
i = 2, · · · ,m
c˙i(t) =
α
2 (xi(t)− s(t))TBBT (xi(t)− s(t))
(38)
which can be rewritten as

dxi(t)
dt
= Axi(t) +
m∑
j=1
ci(t)l˜1jP
−1BTBcj(t)xj(t),
i = 1, · · · ,m
c˙i(t) =
α
2 (xi(t)− s(t))TBBT (xi(t)− s(t))
(39)
where c(0) ≥ 0 and α > 0, can synchronize the coupled
system to the given trajectory s(t).
IV. COMPARISONS
In [8] 2006, time varying synchronization state x¯(t) as a
non-orthogonal projection in synchronization manifold was
first introduced and a distance between the state and the
synchronization manifold δ(x(t) = x(t) − x¯(t) was used to
discuss synchronization was proposed and played key role.
It is clear that δ(t) used in [1], [2], [3], [4], [5] and other
papers, δ(t) is nothing new other than the δ(x(t)) = x(t) −
x¯(t).
A. On the paper Consensus of Multiagent Systems and
Synchronization of Complex Networks: A Unified Viewpoint
[1]
Large number of results concerning with the consensus
of multi-agents can be derived from above Theorem 1 and
Theorem 2 as special cases.
In fact, let f(x) = Ax, synchronization model becomes
consensus of multi-agents
x˙i(t) = Axi(t) + c
m∑
j=1
lijΓxj(t) (40)
and the local consensus and global consensus are equivalent.
Then, as special cases of Theorem1 and Theorem 2, we have
following two Theorems.
8Theorem 1. Let λ2, λ3, · · · , λm be the non-zero eigenval-
ues of the coupling matrix L. If either one condition is satisfied
1) all variational equations
dz(t)
dt
= [A+ λkΓ]z(t), k = 2, 3, · · · ,m (41)
are exponentially stable,
2) or there exist a positive definite matrix P and a constant
ǫ > 0, such that{
P (A+ λkΓ)
}s
< −ǫIn, k = 2, 3, · · · ,m (42)
then the synchronization manifold S is globally exponentially
stable for the coupled system
x˙i(t) = Ax+
m∑
j=1
lijΓxj(t) (43)
Theorem 2. Let 0 > λ1 ≥ λ2 ≥ · · · ≥ λm be the
eigenvalues of the coupling matrix L˜. If either one condition
is satisfied
1) all variational equations
dz(t)
dt
= [A+ λkΓ]z(t), k = 1, 2, · · · ,m (44)
are exponentially stable,
2) or there exist a positive definite matrix P and a constant
ǫ > 0, such that{
P (A+ λkΓ)
}s
< −ǫIn, k = 1, 2, · · · ,m (45)
then s(t) satisfying s˙(t) = As(t) is globally exponentially
stable for the coupled system
x˙i(t) = Axi(t) +
m∑
j=1
l˜ijΓ(xj(t)− s(t)) (46)
We will show that the results given in the following
observer-type consensus protocol of multi-agents and synchro-
nization of complex networks discussed in [1], [2] and some
other papers

x˙i(t) = Axi(t) + ui(t), yi(t) = Cxi(t),
v˙i(t) = (A+BK)vi(t) + cF
∑N
j=1 Clij(vj(t)− xj(t))
ui = Kvi
(47)
can be easily derived from the results in [8].
By routine technique used in linear system theory, let
ei(t) = vi(t)− xi(t), then (47) becomes{
x˙i(t) = Axi(t) +BKvi(t),
e˙i(t) = Aei(t) + cF
∑N
j=1 Clijej(t)
(48)
In case (A,B) is controllable, the synchronization of the
system (47) transfers to the synchronization of the system
e˙i(t) = Aei(t) + cFC
N∑
j=1
lijej(t) (49)
By previous results, we have
Theorem 3. Let λ2, λ3, · · · , λm be the non-zero eigenval-
ues of the coupling matrix L. If (A,B) is controllable. either
one condition is satisfied
1) all variational equations
dz(t)
dt
= [A+ cλkFC]z(t), k = 2, 3, · · · ,m (50)
are exponentially stable,
2) or there exist a positive definite matrix P and a constant
ǫ > 0, such that{
P (A+ cλkFC)
}s
< −ǫIn, k = 2, · · · ,m (51)
then the synchronization manifold S is globally exponentially
stable for the coupled system (47)
Theorem 4. Let 0 > λ1 ≥ λ2 ≥ · · · ≥ λm be the
eigenvalues of the coupling matrix L˜. If either one condition
is satisfied
1) all variational equations
dz(t)
dt
= [A+ cλkFC]z(t), k = 1, 2, · · · ,m (52)
are exponentially stable,
2) or there exist a positive definite matrix P and a constant
ǫ > 0, such that{
P (A+ cλkFC)
}s
< −ǫIn, k = 1, 2, · · · ,m (53)
then 0 is exponentially stable for the coupled system
x˙i(t) = Axi(t) + c
m∑
j=1
l˜ijFCxj(t) (54)
Therefore, Theorem 1 in [1] is just item 1 in Theorem 5
given above, and is a simple consequence of the results given
in [8]. Lemma 1 in [7] is just item 1 in Theorem 6 given
above, and is simple consequence of the results given in [8].
In case (A,C) is detectable, by (31), there exists a positive
definite matrix P such that
PA+ATP − CTC < −ǫIn (55)
In this case, let Γ = P−1CTC, and by (55), if c > 1|Reλ2| ,
we have{
P (A+ λkΓ)
}s
= PA+ATP + cRe(λk)C
TC < −ǫIn (56)
Therefore, by the item 2 in Theorem 3, we have
Corollary 1. If (A,C) is detectable, and c > 1|Reλ2| , the
system
x˙i(t) = Axi(t) + c
m∑
j=1
lijP
−1CTCxj(t) (57)
is exponentially stable.
Many results given in [2] can also be obtained as direct
consequences of those given [8].
9B. Consensus of Multi-Agent Systems With General Linear
and Lipschitz Nonlinear Dynamics [3]
Similarly, in case (A,B) is controllable, then there exists a
positive definite matrix P such that
PA+ATP −BBT < −ǫIn (58)
Therefore, we have
Corollary 2. If L is symmetric, (A,B) is controllable, and
c > 1|λ2| , the system
x˙i(t) = Axi(t) + c
m∑
j=1
lijP
−1BBTxj(t) (59)
is exponentially stable.
It means that Lemma 1 in [3] is a direct consequence of the
Corollary given in [8].
As pointed out above that the adaptive algorithm

dxi(t)
dt
= Axi(t)) + c
m∑
j=1
wij(t)Γ(xj(t)− xi(t)),
w˙ij(t) = ρijξi[xi(t)− xj(t)]TΓ[xi(t)− xj(t)]
(60)
for the system model
x˙i(t) = Axi(t) + c
m∑
j=1
lijΓxj(t) (61)
discussed in [3], [5], where L corresponds to an indirected
graph, is a special case of the adaptive algorithm

dxi(t)
dt
= f(xi(t))) + c
m∑
j=1
wij(t)Γ(xj(t)− xi(t)),
w˙ij(t) = ρijξi[xi(t)− x¯(t)]TΓ[xi(t)− xj(t)]
(62)
for the system
x˙i(t) = f(xi(t)) + c
m∑
j=1
lijΓxj(t) (63)
where L corresponds to a direct graph discussed in [12] for
adaptive cluster synchronization algorithm
Moreover, Theorem 1 in [3] is a direct consequence of the
corresponding adaptive cluster synchronization algorithm in
[12].
In [3], authors considered following mixed model
x˙i(t) = Axi(t) + f(xi(t)) +
m∑
i=1
lijΓxj(t) (64)
In fact, let g(x) = Ax + f(x), which is a special case of
the model (1).
x˙i(t) = g(xi(t)) +
m∑
i=1
lijΓxj(t) (65)
discussed in [8].
Notice (x−y)TP [f(x)−f(y)] ≤ (x−y)T (PP +γ2I)(x−
y), under the Theorem 2’ assumptions, we have
(x − y)TP
{
A(x− y) + [f(x)− f(y)]− P−1Γ[x− y]
}
≤ −ǫ(x− y)T (x − y) (66)
with Γ = BBT , which is equivalent to(
PA+ATP −BBT − γ2I P
P −I
)
> 0 (67)
Therefore, Theorem 2 in [3] is a direct consequence of the
results given in [8].
C. Designing Fully Distributed Consensus Protocols for
Linear Multi-Agent Systems With Directed Graphs [4]
In [4], authors discussed leader-follower consensus problem
for the agent. In fact, it is nothing new other than Pinning
Complex Networks by a Single Controller discussed in [10].
In [4], following Lemma was given
Lemma 4 There exists a positive diagonal matrix G such
that GL1 +L
T
1G > 0, where G > 0. One such G is given by
diag(q1, · · · , qN ), where q = [q1, · · · , qN ]T = (LT1 )−11.
In fact, it has been pointed out many years ago in [10],
where it was revealed that all the eigenvalues of the matrix
{ΞL˜}s = 12 [ΞL˜+ L˜TΞ] are negative.
In [2], [5], fully distributed consensus protocols for linear
multi-agent systems were discussed. In fact, we should con-
sider following systems

dx1(t)
dt
= Ax1(t) +
m∑
j=1
ci(t)l1jP
−1BTBcj(t)xj(t)
−ci(t)ε(x1(t)− s(t)),
dxi(t)
dt
= Axi(t) +
m∑
j=1
aijP
−1BTBcj(t)xj(t),
c˙i(t) =
α
2 δx
T
i (t)BB
T δxi(t)
(68)
which can be rewritten as

dxi(t)
dt
= Axi(t) +
m∑
j=1
ci(t)l˜1jP
−1BTBcj(t)xj(t),
c˙i(t) =
α
2 δx
T
i (t)BB
T δxi(t)
(69)
where c(0) ≥ 0 and α > 0, can synchronize the coupled
system to the given trajectory s(t).
V. CONCLUSIONS
In this note, we revisit synchronization and consensus of
multi-agents. As pointed out in [8], synchronization relates
two main points, one is connection structure, and the other is
the intrinsic property of the uncoupled system.
• In [8] 2006, time varying synchronization state x¯(t) as
a non-orthogonal projection in synchronization manifold
was first introduced and a distance between the state and
the synchronization manifold δ(x(t)) = x(t) − x¯(t) was
used to discuss synchronization was proposed and played
key role. It describe the connection structure.
• It is clear that δ(t) used in [1], [2], [3], [4], [5] and
other papers, is nothing new other than the δ(x(t
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x(t)− x¯(t), though the authors did not mention this fact
and cited [8].
• In [8] 2006, QUAD condition is introduced, which de-
scribes intrinsic property of the uncoupled system.
• Based on non-orthogonal projection, δ(x(t)) and QUAD
condition, conditions to ensure synchronization are given.
• It is clear that
dxi(t)
dt
= Axi(t) + c
N∑
j=1
lijΓxj(t), i = 1, · · · , N
(70)
is a special case of
dxi(t)
dt
= f(xi(t)) + c
N∑
j=1
lijΓxj(t), i = 1, · · · , N
(71)
Therefore, all the results on synchronization model (72)
can apply to consensus of multi-agents model (70). All
the results given in [1], [2], [3], [4], [5] can be given as
applications of the [8].
• In fact, all papers on consensus focus on the QUAD
condition
PA+ATP −BBT < −ǫIn (72)
As we point out that it is a natural consequence of the
controllability, and is just another expression of QUAD
condition.
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