A collection of n hyperplanes in R d forms a hyperplane arrangement. The depth of a point 2 R d is the smallest number of hyperplanes crossed by any ray emanating from . For d = 2 we prove that there always exists a point with depth at least dn=3e. For higher dimensions we conjecture that the maximal depth is at least dn=(d + 1)e. For arrangements in general position, also an upper bound on the maximal depth is established. Finally, we discuss algorithms to compute points with maximal depth.
1 Definition of depth Throughout this paper we will consider a hyperplane arrangement A(H n ) in R d , where H n is a set of n hyperplanes h i R d for i = 1; : : : ; n. For brevity, we will often denote A(H n ) as A n . We say that a point 2 R d belongs to the exterior of A n iff there exists a direction u 6 = 0 such that ray (u) = f + u; > 0g does not cross any h i . Here we adopt the convention that parallels cross at infinity. For instance, the points and in Figure 1 belong to the exterior of A n , but does not because lines 2 and 3 are parallel. Definition 1. The (arrangement) depth of a point 2 R d relative to A n is de ned as the smallest number of hyperplanes h i that need to be removed to set free (i.e., so that it lies in the exterior of the remaining hyperplanes). Equivalently, it is the smallest number of hyperplanes crossed (possibly at in nity) by any ray (u) with u 6 = 0.
For any vector u 6 = 0 we will denote by ncross( ; u; A n ) the number of hyperplanes 1 crossed (possibly at infinity) by ray (u). Therefore depth( ; A n ) = min u6 =0 ncross( ; u; A n ):
(1.1)
It is equivalent to let the minimum in (1.1) range over all kuk = 1 where u is not parallel to any hyperplane in A n since slightly rotating a parallel u decreases ncross( ; u; A n ). In fact, one could even restrict u to a finite set of directions`in between' the hyperplanes.]
Consider again Figure 1 . We see that any ray (u) crosses at least two lines, hence depth( ; A 5 ) = 2. Equivalently, we could remove lines 1 and 3 so that belongs to the exterior of the arrangement formed by the remaining lines 2, 4, and 5. Moreover, depth( ; A 5 ) = depth( ; A 5 ) = 1 since we only have to remove line 2 to set and free. Finally, depth( ; A 5 ) = 3 because lies on the lines 3 and 4, and to set free we also have to remove one of the lines f1; 2; 5g which form a triangle around . Remark 1. The definition of arrangement depth originates from the concept of regression depth in statistics, introduced in Rousseeuw and Hubert (1996) . 
The regression depth of any fit coincides with the depth of the point in the arrangement A n := fh i ; i = 1; : : : ; ng in the sense of Definition 1 above. Remark 2. In the definition of arrangement depth there are no preferential directions, so this notion is isotropic. One way to see this is by noting that our depth is invariant under rotations (in fact, even under all nonsingular affine transformations). If on the other hand we would restrict ourselves to vertical directions u in Definition 1, we would obtain the levels of the arrangement (see, e.g., Chapter 3 in Edelsbrunner 1987).
Remark 3. Although the arrangement depth has not been studied before, there does exist a notion of depth of a point p 2 R d relative to a configuration of points fx 1 ; : : : ; x n g R d .
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In statistics this is called location depth (Tukey 1975 , Donoho and Gasko 1992 , Rousseeuw and Ruts 1996 . The location depth of p is the smallest number of data points x i that lie in any closed halfspace with boundary through p. Although location depth is quite different from arrangement depth, some of their properties are similar, e.g. it is also isotropic.
Remark 4. The notion of arrangement depth could also be used in the setting of projective space. There our convention that parallel lines cross at infinity would no longer be needed.
2 Maximal depth for d 6 2
We are interested in the highest depth that can be attained relative to a given arrangement A n in R d . Formally, this is the integer max depth( ; A n ) (2.1)
where ranges over R d . In fact, we can easily see (e.g. by looking at Figure 1 ) that it suffices to let range over all intersection points of d hyperplanes. Note that (2.1) is at most n, which can only be attained when all n hyperplanes are concurrent (then we can set equal to their common intersection point, hence depth( ; A n ) = n).
In general, there may be more than one with maximal depth. Intuitively, a point attaining (2.1) can be seen as a`deepest point' or a`most central point'. The higher depth( ; A n ) the more`central' is. Conversely, points with the lowest possible depth (namely zero) lie in the exterior of A n .
When d = 1 the arrangement A n is a set fh 1 ; : : : ; h n g of real numbers. Suppose w.l.o.g. that h 1 6 h 2 6 : : : 6 h n (note that some h i may coincide). When n is odd we define the median set as the singleton fh dn=2e g where the ceiling d e denotes the smallest integer > .
When n is even we define the median set as the closed segment h n=2 ; h (n=2)+1 ]. In either case, the maximal depth (2.1) is attained at any in the median set, hence max depth( ; A n ) > l n 2 m (2.2) for d = 1. The lower bound d n 2 e is sharp (e.g., consider the case where h 1 < h 2 < : : : < h n ).
When several h i coincide, the maximal depth can become strictly larger than n 2 . Let us now consider the case d = 2, where the hyperplanes become lines l i as in Figure 1 .
We will show that any arrangement of lines in R 2 admits a point with depth dn=3e or higher.
(In the sense that A(H n ) also contains all intersections formed by H n we can even say that each arrangement in R 2 contains a point with depth at least dn=3e.) We will now prove that depth(~ ; A n ) > d n 3 e. For this we consider unit vectors u = (u 1 ; u 2 ) which we can write as u = (cos( u ); sin( u )). We may assume w.l.o.g. that u 1 = cos( u ) 6 = 0 because no l i is vertical. (For u = 2 we obtain the same ncross( ; u; A n ) if we replace u by u " for " > 0 small enough.) Therefore tan( u ) = u 2 =u 1 exists. 4
Let us begin with the case where tan( u ) < min l i 2B slope(l i ). We first assume that u 1 > 0 as in Figure 2a . There the three lines l 3 ; l 7 and l 10 belong to A B, and indeed the slope of u is lower than the slope of those lines. Then any line in A B strictly below~ (like l 3 ) crosses ray~ (u), whereas the lines in A B strictly above~ (like l 7 ) do not cross ray~ (u). Also the lines in A B that pass through~ itself (like l 10 ) obviously cross ray~ (u). By construction of we know that j(A B The duals of these lines are n different points on the moment curve f(t; t 2 ); 0 < t < 1g. 2
The proof of Theorem 1 constructs a point~ whose depth is always at least dn=3e. In highly unbalanced arrangements, such as the A n based on the moment curve above, this is also the maximal depth. But for A n which are more symmetric the maximal depth becomes higher. In a sense, the maximal depth reflects how balanced A n is. Note that the maximal depth (2.1) is invariant under affine transformations, and only depends on the combinatorial structure of A n (as characterized by, say, its incidence graph).
Note that the proof of Theorem 1 yields a linear time algorithm to compute a point with depth at least dn=3e. Indeed, the point~ is obtained from a ham-sandwich cut, which can be constructed in O(n) time by the algorithm of Lo, Matou sek and Steiger (1994) . Also note that we can translate the entire proof of Theorem 1 to the dual space. The ordering of the lines l i then corresponds to ordering the configuration of points D(h i ) = (x i ; y i ) by their x i . Then A becomes the third of that configuration with the smallest x-coordinates, C the third with the largest x-coordinates, and B the rest. Carrying out a ham-sandwich cut on A B and B C then yields a line with equation y =~ 1 x +~ 2 .
Theorem 1 allows us to obtain a rather surprising result, which is a counterpart to Birch's (1959) result about a configuration of points in the plane. Proof: From Theorem 1 we know there exists a point~ with depth(~ ; A n ) > m. For each line l i we now consider the orthogonal projection i of~ on l i . Let i be the angle of i ?~ (where i =~ may be assigned to any angle), and rank them to 0 6 1 < : : : < 2 . Then take the triplets (1; m + 1; 2m + 1); (2; m + 2; 2m + 2); : : : ; (m; 2m; n). Each of these triplets yields a closed triangle containing~ . Otherwise there would be some j such that the angles j ; : : : ; j+m range over more than . (If some j + k > n we put j+k := j+k?n + 2 .)
Then take u = ( j + j+m )=2 inside that range, yielding ncross(~ ; u; A n ) 6 m ? 1 which contradicts depth(~ ; A n ) > m.
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If we want to dispense with the restrictions that n is a multiple of 3 and that all slopes are different, we have to use more than triangles. In general we have a set I of 1, 2, 3 or 6 more lines, whose slopes need not be distinct. We then put C(I) = f 2 R 2 ; depth( ; I) > 1g which can be a line, the union of two lines, the union of three lines with the closed triangle between them, etc. For instance, when jIj = 3 and two of the lines are parallel, C(I) is the union of the remaining line with the closed strip formed by the two parallel lines. In general we could call C(I) the`contractible hull' of I because it is the smallest set without holes that encompasses I. We now obtain: Theorem 3. Any set of n lines in the plane can be partitioned into k = dn=3e subsets I 1 ; : : : ; I k such that C(I 1 ); : : : ; C(I k ) have a nonempty intersection.
Proof: Let~ be the point and A; B; and C the sets constructed in the proof of Theorem 1. We will prove that we can partition the n lines fl i g into k = dn=3e subsets I j such that~ belongs to each C(I j ). If n 6 = 3m both jA Bj and jB Cj are odd, so~ will lie on at least one or two lines, denoted by L = fl 1 g or L = fl 1 ; l 2 g. We may assume that~ does not lie on any line l i 6 2 L. Indeed, assume that a collection of lines M, distinct from L, passes through . Then it holds that~ 2 C(I j ) as soon as at least one line from M belongs to I j . If the theorem holds when all lines l i 6 2 L are strictly above/below~ , it will therefore remain true when some of these lines pass through~ . (The case when l 1 2 A and l 2 2 B follows from (a) since this~ lies on one more line than the~ in (a). The case l 1 2 B and l 2 2 C is analogous.) First consider situation (a). Set I 1 = fl 1 g, hence~ 2 C(I 1 ). Furthermore jAj = jB n fl 1 gj = jCj = m, so the situation is reduced to the case n = 3m. We can then partition H n nfl 1 g into m triplets I 2 ; : : : ; I m+1 each satisfying~ 2 C(I k ). In situation (b) we choose I 1 = fl 1 g and I 2 = fl 2 g. If Finally, the two remaining observations in B may be assigned to any of the m + 1 = dn=3e subsets.
The final case n = 3m + 2 can be analyzed in a similar way. 2
The special case n = 4 of this theorem is a counterpart to the theorem of Radon (1921) about points in the plane.
Maximal depth for d > 3
We have proved that for arrangements A n in R 1 the maximal depth (2.1) is at least dn=2e, whereas Theorem 1 showed that in R 2 the lower bound is dn=3e. Moreover, in R 0 we trivially obtain dn=1e = n. All these lower bounds are sharp. This would suggest the lower bound dn=(d + 1)e for any d.
More support for this possibility comes from the similar notion of location depth, where for any configuration of n points in R d the maximal depth is at least dn=(d + 1)e. To our knowledge this result was first obtained in R 2 by Neumann (1945) , and in the case d > 3 by Rado (1946) . The result was independently discovered by Birch (1959) , and in statistics by Donoho and Gasko (1992) . Each of these proofs makes use of Helly's theorem or of the related results of Radon (1921) and Carath eodory (see, e.g., Danzer, Gr unbaum and Klee 1963) . In (Edelsbrunner 1987 , pages 63-66) a point with location depth at least dn=(d + 1)e is called a centerpoint, hence each configuration has a centerpoint.
We now conjecture that each arrangement contains a centerpoint as well. Remark.
There cannot be a better lower bound, since we can consider hyperplanes h i whose duals are n different points on the moment curve f(t; t 2 ; : : : ; t d ); 0 < t < 1g.
Our attempts at generalizing the proof of Theorem 1 did not yield the desired result, nor did attempts to`dualize' the result for centerpoints of a configuration. Helly's theorem itself cannot be used for A n since the relevant sets (determined by level surfaces of rotated versions of A n ) are not convex. Also, the existing dual forms of Helly's theorem (see, e.g., Goodman and Pollack 1982) yield hyperplanes instead of points.
We can also formulate a generalization of Theorem 3 Up to now we have considered arbitrary arrangements where it is possible that some hyperplanes are parallel or even coincide, or that all of them pass through the same point.
For the next result we will assume that A n is in general position, meaning that any d hyperplanes intersect in exactly one point in R d , and that any point in R d lies on at most d Computing the depth of some 2 R d relative to an arrangement A n is in general nontrivial. Rousseeuw and Hubert (1996) and Rousseeuw and Struyf (1997) constructed exact algorithms using O(n d?1 log n) time. Since this takes too long for large n and/or large d, the latter paper also proposes an approximate algorithm. We do not know whether a faster exact algorithm is possible.
For statistical applications we are mainly interested in finding the point(s) with maximal depth, i.e. the deepest point(s). As of yet, we only have a very naive algorithm for finding deepest points, which goes as follows. Any deepest point belongs to d hyperplanes. We might thus compute all intersections of d hyperplanes (in O(n d ) time) and determine the depth of each intersection point (in O(n d?1 log n) time), yielding an overall computation time of O(n 2d?1 log n). For d = 2 we can lower the time complexity to O(n 3 ) (see Rousseeuw and Hubert 1996) since the depth of a point can be computed in O(n) time after sorting the lines by decreasing slope. But intuitively, we would expect that the deepest point in d = 2 be computable in O(n 2 ) time or less. The naive algorithms are too slow for routine use in statistical applications. By the duality (1.2), a deepest point in an arrangement corresponds to a regression fit yielding the most balanced summary of the data. For data analysis it is therefore of major importance to obtain algorithms that can deal with larger n and d in feasible time. We hope that this paper will inspire specialists of computational geometry to construct more efficient algorithms. We are optimistic since the computation of several other regression methods has been dramatically improved by techniques of computational geometry. For instance, the Theil (1950) line was originally computed by an O(n 2 ) algorithm but can now be computed in O(n log n) time by algorithms of Cole et al. (1989) , Dillencourt, Mount and Netanyahu (1992) , and Matou sek (1991a). Randomized O(n log n) algorithms for the repeated median slope estimator of Siegel (1982) were constructed by Matou sek, Mount and Netanyahu (1991) . Finally, the least median of squares line (Rousseeuw 1984) would naively take O(n 3 ) time to compute, but can now be found in quadratic time by the algorithm of Edelsbrunner and Souvaine (1990) . Fast randomized algorithms for the least median of squares line were recently developed by Mount et al. (1997) .
In the context of location depth in a configuration of points, several algorithms have been proposed for finding the deepest point (Matou sek 1991b; Gil, Steiger and Wigderson 1992) . Unfortunately, implementations of these algorithms are not yet available. Clarkson et al. (1996) gave a fast Monte Carlo algorithm for approximating center points of a configuration.
