Abstract. For any k < 2n we construct a complete system of invariants in the problem of classifying singularities of immersed kdimensional submanifolds of a symplectic 2n-manifold at a generic double point.
Introduction
The local classification of k-dimensional immersed submanifolds of a symplectic manifold (M 2n , ω) is the same problem as the classification of tuples
where S k i are k-dimensional submanifolds of M 2n (strata), p ∈ N and the notation ( ) p means that all objects in the parenthesis are germs at p. (M 2n , p) → (M 2n ,p) which bringsω to ω and N toÑ .
All objects are assumed to be smooth or real-analytic. In what follows we will assume that the immersed submanifold N is symplectic if k is even or quasi-symplectic if k is odd, i.e. the following condition holds:
(G1) the restriction of ω to the tangent bundle to each of the strata S k i has the maximal possible rank 2[k/2]. The Darboux-Givental theorem (see [AG] ) states that in the problem of classifying germs at 0 ∈ R 2n of pairs consisting of a symplectic
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form on R 2n and a smooth submanifold of R 2n the pullback of the symplectic form to the submanifold is a complete invariant. This theorem implies that if r = 1 then under the assumption (G1) all tuples (1.1) are equivalent.
The present work is devoted to double points of immersed submanifolds of a symplectic manifold, i.e. we work with the tuples
The cases k = 1 and k = 2n − 1 are much simpler than the case 2 ≤ k ≤ 2n − 2. In these cases assumption (G1) always holds. They are the only cases such that all generic germs are equivalent. Here "generic" requires the following assumptions:
Condition (G2) implies that in the case k ≤ n one has dim T p S k 1 + dim T p S k 2 = 2k and in the case k > n one has dim(
(G3) If k ≤ n then the restriction of ω to the space T p S k 1 + T p S k 2 has maximal possible rank 2k. If k > n then the restriction of ω to the space T p S k 1 ∩ T p S k 2 has maximal possible rank 2(k − n). Theorem A1. All germs of immersed 1-dimensional submanifolds of a symplectic 2n-manifold at a double point satisfying (G2) and (G3) are equivalent. Remark 1.2. Theorem A1 is a particular (and the simplest) case of the symplectic classification of curves diffeomorphic to A k = {x ∈ R 2n : x k+1 1 − x 2 2 = x ≥3 = 0} obtained in [A] , see also [DJZ2] . Theorem A2. All germs of immersed (2n − 1)-dimensional submanifolds of a symplectic 2n-manifold at a double point satisfying (G2) and (G3) are equivalent.
For any other dimensions (k, 2n) the classification problem involves real or functional invariants which are constructed in sections 2 and 3.
In section 2 we associate to a generic tuple (1.2) a tuple of s complex numbers, closed with respect to the complex conjugacy, where
We call them characteristic numbers. Theorem B states that if 2 ≤ k ≤ n then under certain genericity assumptions (including (G1) -(G3)) the tuple of characteristic numbers is a complete invariant, i.e. two tuples (1.2) are equivalent if and only if their characteristic numbers coincide.
In section 3 we extend Theorem B to the case n < k ≤ 2n − 2. In this case under the assumptions (G2) and (G3) the intersection of the strata Q = S k 1 ∩S k 2 is a smooth manifold of dimension 2(k −n) endowed with the symplectic form ω Q = ω| T Q . By Theorem C, under certain genericity assumptions (including (G1) -(G3)) a complete invariant is a tuple of s = [(2n−k)/2] germs of Hamiltonians on Q defined up to the same local symplectomorphism of (Q, ω Q ). We call these Hamiltonians the characteristic Hamiltonians.
In the problem of classifying generic tuples of s germs of Hamiltonians there are functional moduli if s ≥ 2. If s = 1 (i.e. n < k = 2n − 2 or n < k = 2n − 3) then there is only one real modulus, the value of the Hamiltonian at the source point of the germ. Therefore Theorems B and C imply:
The number m(k, 2n) of moduli in the classification of generic germs of immersed k-dimensional submanifolds of a 2n-dimensional symplectic manifold at a double point is as follows:
Note that the case n < k ≤ 2n − 4, the case of functional moduli, is possible only if 2n ≥ 10.
In section 4 we prove the algebraic statements used in the construction of the characteristic numbers. In the same section we prove the algebraic part of Theorem B. The proof uses certain result from [GZ] on the classification of couples of symplectic forms on the same vector space.
The normal forms following from Theorems A1,A2,B,C are given in section 5.
The proof of Theorem B is completed in section 6 by the linearization theorem reducing the classification of tuples (1.2) to the classification of their linearizations. The linearization theorem is proved by the method of algebraic restrictions developed in [Z] and [DJZ2] . In section 6 we also prove Theorem A1.
The proofs of Theorems C and A2 are given in sections 7 and 8. Conceptually the proofs are the same as those of Theorems B and A1, but technically they are substantially more difficult since the reduction steps in the proofs involve the linearization and the reduced linearization along the intersection of the strata S k 1 ∩ S k 2 which is a single point if k ≤ n and a 2(k − n)dimensional manifold if k > n.
In the Appendix we show that our results can be extended to pairs of submanifolds of a symplectic manifold of different dimensions, i.e. tuples (M 2n , ω, S
2 ) p where k 1 = k 2 .
2. Characteristic numbers. Theorem B
In this section we construct invariants of tuples (1.2) which we call the characteristic numbers. We present certain genericity assumptions under which in the case 2 ≤ k ≤ n the tuple of characteristic numbers is a complete invariant.
Definition 2.1. The linearization of the tuple (1.2) is the tuple
. Introduce the following (linear) equivalence of tuples (V, µ, U) consisting of a vector space V , a 2-form µ on this space, and the union U of some subspaces of V . (they are lines under the assumption (G1)) and introduce the vector space
Here the sign ω denotes the skew-orthogonal complement in the symplectic vector space (T p M 2n , ω(p)). Set, for any parity of k Note that the reduced linearization coincides with the linearization in the only case that k = n is an even number. For all other dimensions the reduced linearization is simpler than linearization provided certain genericity assumptions. We will assume (G1) -(G3) from section 1 and two more conditions:
Remark 2.6. The fact that ℓ 1 = ℓ 2 follows from (G2) if k ≤ n and from (G3) if k > n. If k = 1 or k = 2n − 1 then (G4) and (G5) follow from (G1) -(G3). Remark 2.8. If k = 1 or k = 2n − 1 then s(k, 2n) = 0 and under assumptions (G1) -(G3) (implying (G4) and (G5)) the reduced linearization of (1.2) is the "zero tuple":
The next step is the construction of two linear operators associated with the reduced linearization (W, σ, U 1 ∪ U 2 ) satisfying (a) -(d) in Proposition 2.7. Consider the following direct sums and the corresponding projections:
Define linear operators T 1 : U 1 → U 1 and T 2 : U 2 → U 2 by the diagram
Lemma 2.9. Under conditions (G1)-(G5) the linear operators T 1 and T 2 are conjugate and consequently have the same eigenvalues.
Proof. The diagram above implies that the diagram
is commutative. Items (c) and (d) in Proposition 2.7 imply that the three spaces U 1 , U 2 , U σ 1 are transversal one to the other. It follows that π 2 restricted to U 1 is a bijection between U 1 and U 2 .
Definition 2.10. The eigenvalues of the operator T 1 will be called the characteristic numbers (of the tuple (1.2) or of its linearization or of its reduced linearization). Proof. Let T 1 , T 2 andT 1 ,T 2 be the linear operators associated with the reduced linearizations. Since their construction is canonical, the equivalence of the reduced linearizations implies that T 1 is conjugate with one of the operatorsT 1 ,T 2 . Now the proposition follows from Lemma 2.9.
Proposition 2.11. If two reduced linearizations
The following statement is a logical corollary of Propositions 2.3, 2.5, and 2.11:
and are equivalent then they have the same characteristic numbers.
Since the operator T 1 is defined on the 2s-space, s = s(k, 2n), one may think that for a generic tuple (1.2) there are 2s characteristic numbers. This is not so. The proof of this proposition is contained in section 4 and its explanation is as follows: the matrix of the operator T 1 in some (and then any) basis of the space U 1 is the product of two skew-symmetric matrices.
In view of Proposition 2.13 we introduce the last genericity assumption:
(G6) If 4 ≤ n ≤ 2n − 4 so that s(k, 2n) ≥ 2 then the number of characteristic numbers is maximal possible, i.e. s(k, 2n).
the problem of classifying germs of immersed k-dimensional submanifolds of a symplectic 2n-manifold at a double point satisfying (G1)-(G6) the tuple of characteristic numbers is a complete invariant.
Remark 2.14. In the case k = 2 Theorem B is covered by our classification in [DJZ2] section 7.4, requiring only the assumptions (G1)-(G3). This classification involves an invariant which we called the index of non-orthogonality between the strata S 2 1 and S 2 2 . Under assumption (G5) the index of non-orthogonality and the characteristic number are the same invariant.
3. Characteristic Hamiltonians. Theorem C To extend theorem B to the case n < k ≤ 2n − 2 consider (for such dimensions and under assumptions (G1)-(G3)) the symplectic manifold
and consider, along with the tuple (1.2) the family of tuples
2 ) q , q ∈ Q which are the germs of the same tuple (1.2), but at points q ∈ Q, close to p. It is clear that if (1.2) satisfies (G1)-(G6) then so does (3.2), for any point q ∈ Q close to p. Therefore under (G1)-(G6) we have for any point q ∈ Q a tuple
of characteristic numbers of the tuple (3.2). We obtain s = s(k, 2n) function germs:
where λ i are the characteristic numbers of (1.2).
Definition 3.1. The constructed function germs H i will be called the characteristic Hamiltonians associated with the tuple (1.2).
Note that the characteristic Hamiltonians are constructed only for the case n < k ≤ 2n − 2 and under assumptions (G1)-(G6). Consider now two tuples
. If the tuples (3.3) satisfy (G1)-(G6) and are equivalent then there exists a local diffeomorphism
Proof. Assume that the tuples (3.3) are equivalent via a local diffeomorphism Φ. Let φ be the restriction of Φ to Q. It is clear that φ sends Q toQ andωQ to ω Q . The tuple (M 2n , ω, S
. Now Proposition 3.2 follows from Proposition 2.12.
Proposition 3.2 means that in the problem of classifying tuples (1.2) satisfying (G1)-(G6), the tuple of characteristic Hamiltonians defined up to a symplectomorphism of (Q, ω Q ) is an invariant. We claim that this invariant is complete.
. In the problem of classifying germs of immersed k-dimensional submanifolds of a symplectic 2n-manifold at a double point satisfying (G1)-(G6), a complete invariant is the tuple of characteristic Hamiltonians on the symplectic manifold (3.1) defined up to a symplectomorphism of this manifold.
If k = 2n − 2 or k = 2n − 3 then s(k, 2n) = 1 and there is only one characteristic Hamiltonian H = H 1 : (Q, p) → (R, λ 1 ) associated with the tuple (1.2). Here λ 1 is the only characteristic number. In this case the assumption (G6) always holds. Introduce the genericity assumption
It is well known that if f and g are non-singular function germs at the same point p of a symplectic manifold and f (p) = g(p) then f can be brought to g by a local symplectomorphism. Therefore Theorem C implies:
Theorem 3.3 (Corollary of Theorem C). Let n < k = 2n − 2 or n < k = 2n − 3. In the problem of classifying germs of immersed k-dimensional submanifolds of a symplectic 2n-manifold at a double point satisfying the assumptions (G1)-(G5) and (G7) the characteristic number λ = λ 1 is a complete invariant.
If n < k < 2n − 3 then s = s(k, 2n) ≥ 2 and Theorem C implies that in the classification of singularities of symplectic or quasi-symplectic immersions there are functional moduli: the functional moduli in the classification of s-tuples of Hamiltonians on a fixed symplectic space.
Algebraic part
In this section we prove Propositions 2.7 and 2.13 and also we prove: Note that in these statement "if" can be replaced by "only if". The "only if" part is already proved: see Propositions 2.5 and 2.11.
The proofs require the following normal form for the linearization of a tuple (1.2). Assumptions (G1) -(G3) allow us to choose local coordinates
centered at the point p ∈ M 2n such that the following holds:
1. the strata S k 1 , S k 2 are given by the equations in Table 1 ; 2. the vector spaces
, their skew-orthogonal complements and the lines ℓ 1 , ℓ 2 are spanned by the vectors given in Table 1; 3. ω restricted to the space span(∂/∂z i ) has Darboux normal form dz 2i−1 ∧ dz 2i . 
In these coordinates one has, for each of the cases in Table 1 :
where A, B, and C are 2s × 2s matrices, the matrices A and B are skew-symmetric and non-singular. (The sign − at the first sum and using B −1 instead of B are convenient for further calculations). The reduced linearization is the tuple (W, σ, U 1 ∪ U 2 ) with
Proof of Propositions 2.7 and 4.1. These proposition are direct corollaries of the given normal form for the linearization of tuple (1.2).
To prove Propositions 2.13 and 4.2 we need the following simple lemmas.
Lemma 4.3. For the tuple (4.2) the condition that (U 1 ) σ is transversal to U 2 is equivalent to the condition detC = 0.
Proof. The space U σ 1 is given by the equations Cdy − 2Adx = 0 (here dx and dy are the columns with components dx i and dy i ). The space U 2 is given by equations dx = 0, and the lemma follows. Proof. The spaces (U 1 ) σ and (U 2 ) σ are given by the equations
It follows that in the basis {∂/∂x i } and {∂/∂y i } the matrices of the operators π 1 | U 2 and π 2 | U 1 are − A −1 B which is the product of two non-singular skew-symmetric 2s×2s matrices. Now Proposition 2.13 follows from the first statement of the following theorem proved in [GZ] : Theorem 4.6 ( [GZ] , section 1). Let A and B be non-singular skewsymmetric 2s × 2s matrices. 2) with C = I is equivalent to a tuple of the same form (also with C = I) with A and B replaced byÃ andB. Note that the linear transformation x → Rx, y → (R t ) −1 y brings the tuple (4.2) with C = I to the tuple of the same form with C = I and A and B replaced by T t AT and T t BT . The existence of a non-singular matrix T such that T t AT =Ã and T t BT =B is exactly the second statement of Theorem 4.6. Proof. If k = 1 or k = 2n − 1 then Theorem 5.1 follows from Theorems A1 and A2.
The multiplicity of each of the eigenvalues of the matrix

Normal forms
If 2 ≤ k ≤ n − 2 then the reduced linearization of the tuple
2) with C = I and certain skewsymmetric matrices A and B. Lemma 4.5 implies that the parameters λ i in the normal forms are exactly the characteristic numbers.
If n < k ≤ 2n − 2 then the intersection of (S k 1 ) * and (S k 2 ) * is a manifold Q given by equations x = y = 0, and the restriction of ω * to this manifold is the symplectic form du i ∧ dv i . Let q = (u, v) ∈ Q be a point close to 0 ∈ R 2n . The reduced linearization of the tuple
2 ) * ) q has the form (4.2) with C = I and certain skewsymmetric matrices A and B; the matrix B depends on the point q = (u, v). Lemma 4.5 implies that the parameters λ i (u, v) in the normal forms are exactly the characteristic Hamiltonians on Q.
Remark 5.2. None of the characteristic numbers λ i is equal to zero and consequently the characteristic Hamiltonians take non-zero values.
This fact is equivalent to the fact that the linear operator T 1 is nonsingular which follows from (a)-(d) in Proposition 2.7.
Remark 5.3. The tuple of characteristic numbers is closed with respect to complex conjugacy. If λ j =λ i are non-real characteristic numbers then the coordinates x 2j−1 , x 2j , y 2j−1 , y 2j and x 2i−1 , x 2i , y 2i−1 , y 2i are complex valued and conjugate: x 2j−1 =x 2i−1 , x 2j =x 2i , y 2j−1 = y 2i−1 , y 2j =ȳ 2i . The Hamiltonians H i (u, v) and H j (u, v) are also complex valued and conjugate: 
the linearizations of tuples (6.1) satisfying the assumptions (G1) and (G2)
are the same, i.e. ω(0) =ω(0), then these tuples are diffeomorphic.
Theorem 6.1 also implies Theorem A1. In fact, if k = 1 then the assumption (G1) trivially holds, and the assumptions (G2) and (G3) in Theorem A1 imply (G4). and (G5). Therefore one can use Proposition 4.1 stating that the equivalence of the reduced linearizations implies the equivalence of the linearizations. But under the assumptions (G1)-(G5) the reduced linearizations are the zero tuples, see Remark 2.8. Therefore if k = 1 then under the assumptions (G2) and (G3) the linearizations are equivalent, and Theorem A1 follows from Theorem 6.1.
The proof of Theorem 6.1 requires the notion of the algebraic restriction introduced in [Z] and two theorems from [DJZ2] , involving the algebraic restrictions, on the classification of varieties in a symplectic space.
Within this work we need only the definition of the zero algebraic restriction. Let θ be a germ at 0 ∈ R 2k of a 2-form on R k and let N ⊂ R k be any subset. Recall from [DJZ2] that θ has zero algebraic restriction to N if there exist a 1-form α vanishing at any point of N and a 2-form β, also vanishing at any point of N, such that θ = dα + β. We will use the following statements from [DJZ2] : Table 2 . Normal forms
, section 2.7). Let ω andω be germs at 0 ∈ R 2n of symplectic forms on R 2n such that the 2-form ω−ω has zero algebraic restriction to a quasi-homogeneous variety N ⊂ R 2n . Then there exists a local diffeomorphism of R 2n which preserves N pointwise and sends ω to ω.
One of examples of a quasi-homogeneous variety is the germ at 0 ∈ R s of the union S 1 ∪ · · · ∪ S r of smooth submanifolds of R s satisfying the following condition: Finally, the proof of Theorem 6.1 requires the following simple extension of the classical Darboux theorem. 
This diffeomorphism brings the second tuple in (6.1) to a tuple (R 2n ,ω, S
. We have showed that to prove Theorem 6.1 it suffices to prove it under the additional assumption that ω andω have the same restrictions to the tangent bundle to the strata. Since 1 ≤ k ≤ n then the assumption (G2) implies (6.2) with r = 2 and by Proposition 6.3 the 2-form ω −ω has zero restriction to the variety S k 1 ∪ S k 2 . Now Theorem 6.1 follows from Theorem 6.2.
Proof of Theorems C and A2
In this section n < k ≤ 2n − 1. Like in section 6 we work with two tuples Proof. The proof is almost the same as that of Proposition 4.1. Assumptions (G1)-(G4) allow us to chose local coordinates in which Table  1 holds for the germ of the tuple T at any point z ∈ Q, and ω(z) has the form (4.1) where the matrices A, B, C depend smoothly on z ∈ Q. This normal form implies Proposition 7.1. Proof. The proof repeats that of Proposition 4.2, the only difference is that now all matrices depend on the parameter z ∈ Q and that at the end of the proof one should use Theorem 4.6 with families (A(z), B(z)) instead of individual couples (A, B) . Since the number of distinct eigenvalues is maximal possible (by condition (G6), all transformations depend smoothly on z ∈ Q.
Theorems C and A2 follow from Propositions 4.1 and 4.2 and the following theorem generalizing the linearization Theorem 6.1. Proof of Theorem C. Take two tuples (7.1) satisfying (G1)-(G6). Take a coordinate system (x, y, z) on R 2n such that S 1 = {y = 0} and S 2 = {x = 0}. By (G3) the restrictions of ω andω to Q are symplectic. Assume that there exists a local diffeomorphism φ of Q that maps ω| T Q to ω| T Q and the characteristic Hamiltonians of the tuple T to the characteristic Hamiltonians of the tuple T . Take a prolongation of φ to R 2n of the form Φ(x, y, z) = (x, y, φ(z)). Such Φ preserves the strata S 1 and S 2 and sends the tuple T to a tuple
The reduced linearizations of the tuples T and T 1 have the same characteristic numbers at any point z ∈ Q. Now Theorem C is a logical corollary of Theorem 7.3 and Propositions 7.1, 7.2.
Proof of Theorem A2. Let k = 2n − 1. Take two tuples (7.1) satisfying (G2)and (G3). Note that for k = 2n − 1 condition (G1) is always satisfied since the form ω is non-degenerate and conditions (G4) and (G5) follow from (G2) and (G3). In fact, for any point z ∈ Q one has
This equation also implies that the reduced linearizations of the tuples T and T at any point z ∈ Q are the same zero tuple. Now Theorem A2 is a logical corollary of Theorem 7.3 and Proposition 7.1.
Proof of Theorem 7.3
The assumption in Theorem 7.3 that the tuples (7.1) have the same linearization at any point z ∈ Q means 
This proposition allows us to prove Theorem 7.3 under the following additional assumption:
Under this additional assumption Theorem 7.3 is a direct corollary of Theorem 6.2 and the following statement. 
If ω andω are germs of symplectic forms satisfying (8.1) and (8.2) then the form θ =ω − ω has zero algebraic restriction to S
We have reduced Theorem 7.3 to Propositions 8.1 and 8.2. The rest of this section is devoted to the proof of these propositions.
To prove Proposition 8.1 we need the following slight modification of the Darboux-Givental theorem.
Proof. Choose a coordinate system (x, y, z) on R 2n such that S 1 = {y = 0} and S 2 = {x = 0}. Consider the family of mappings
Let V t is a vector field along F t such that V t • F t = F ′ t (see [DJZ1] for details) and let
Then by (8.1) we have F * 0 θ = 0 and it follows
Since F t preserves the strata S 1 and S 2 , it is easy to see that (8.1) and (8.2) imply (8.3).
Proof of Proposition 8.2. We use the following statement which was proved in [DJZ2] : if S 1 , S 2 and Q are as Proposition 8.2 and a 1-form α satisfies (8.3) then α has zero algebraic restriction to S 1 ∪ S 2 , i.e. α =α + df whereα is a 1-form vanishing at any point of S 1 ∪ S 2 and f is a function vanishing at any point of S 1 ∪ S 2 . Proposition 8.2 is a direct corollary of this statement and Lemma 8.4.
Appendix. Symplectic invariants of pairs of submanifolds of different dimensions
The results of this work can be generalized to tuples
2 ) 0 where ω is a symplectic form on R 2n and S k 1 1 and S k 2 2 are smooth submanifolds of R 2n of different dimensions k 1 < k 2 such that k 1 + k 2 is an even number. Here, as above, ( ) 0 means that all objects are germs at the origin. Define the reduced linearization of (9.1) to be the tuple (W, σ, U 1 ∪ U 2 ), where
2 ∩ W. Theorem 9.1. Under the genericity assumptions (G1') -(G5') and (G8) listed below the following holds: (a) (W, σ) is a symplectic space of dimension 4s and U 1 and U 2 are transversal 2s-dimensional symplectic subspaces where The genericity assumptions (G1')-(G5') are obvious generalizations of the assumptions (G1)-(G5) for the case k 1 < k 2 .
(G1') the restriction of ω to the tangent bundle to the strata S The genericity assumption (G8) is "new"; it always holds in the case k 1 = k 2 .
(G8) the restriction of ω to the space (T 0 S k 1 1 ) ω ∩T 0 S k 2 2 has the maximal possible rank k 2 − k 1 .
Note that if k 1 = 1 or k 2 = 2n − 1 then s(k 1 , k 2 , 2n) = 0. Therefore Theorem 9.1 implies the following statements generalizing Theorems A1 and A2. Theorem A'.k 1 = 1 or k 2 = 2n − 1 then all tuples (9.1) satisfying (G1')-(G5') and (G8) are equivalent.
Theorem 9.1 allows us to define the characteristic numbers and characteristic Hamiltonians of tuples (9.1) exactly in the same way as we defined these invariants in Sections 2 and 3, for the case k 1 = k 2 . Under the genericity assumptions (G6') If s(k 1 , k 2 , 2n) ≥ 2 then the number of characteristic numbers is maximal possible, i.e. s(k 1 , k 2 , 2n) one has the following theorems generalizing Theorems B and C:
Theorem B'. Let k 1 and k 2 be integers of the same parity such that 2 ≤ k 1 ≤ k 2 ≤ 2n − 2 and k 1 + k 2 ≤ 2n. In the problem of classifying tuples (9.1) satisfying (G1')-(G6') and (G8) the tuple of characteristic numbers is a complete invariant.
Theorem C'. Let k 1 and k 2 be integers of the same parity such that 3 ≤ k 1 ≤ k 2 ≤ 2n − 2 and k 1 + k 2 > 2n. In the problem of classifying tuples (9.1) satisfying (G1')-(G6') and (G8), a complete invariant is the tuple of characteristic Hamiltonians on the symplectic manifold S For the case k 1 = k 2 Theorems 9.1, B', and C' are proved in sections 4 -8. The proofs for the case k 1 < k 2 are almost the same.
