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INDEX PAIRINGS FOR PULLBACKS OF C*-ALGEBRAS
LUDWIK DA֒BROWSKI, TOM HADFIELD, PIOTR M. HAJAC, RAINER MATTHES,
AND ELMAR WAGNER
Dedicated to S. L. Woronowicz on the occasion of his 70th birthday
Abstract. In this overview, we study how to reduce the index pairing for a
fibre-product C*-algebra to the index pairing for the C*-algebra over which
the fibre product is taken. As an example we analyze the case of suspensions
and apply it to noncommutative instanton bundles of arbitrary charges over
the suspension of quantum deformations of the 3-sphere.
1. Introduction
The aim of this paper is to review and put in a general context a number of results
concerning the index computations for different types of noncommutative instanton
vector bundles. By the Serre-Swan theorem, the category of finite-dimensional vec-
tor bundles over compact Hausdorff spaces is equivalent to the category of finitely
generated projective modules over algebras of all continuous functions on the cor-
responding compact Hausdorff spaces. The latter category makes perfect sense for
arbitrary algebras, so that finitely generated projective modules over noncommu-
tative algebras are considered as noncommutative vector bundles.
In this paper, we prove some general theorems concerning finitely generated pro-
jective modules over one-surjective pullbacks of C*-algebras. Then we specialize
to non-reduced suspensions of C*-algebras viewed as the pullbacks of cones of C*-
algebras. Choosing them to be noncommutative deformations of the algebra of all
continuous functions on the 3-sphere, we can construct idempotents of noncom-
mutative instanton vector bundles for an arbitrary “winding number” (cf. [1]) and
determine their index pairing with an appropriate K-homology class (“instanton
charges”).
Our key idea is to take advantage of the compatibility of the index pairing with
the connecting homomorphisms of the Mayer-Vietoris six-term exact sequences for
K-theory and K-homology, which is a manifestation of the associativity of the Kas-
parov product. This allows us to reduce the computation of an index pairing from
non-reduced suspensions of C*-algebras to the C*-algebras themselves. Geomet-
rically speaking, we determine instanton charges by shifting calculations from a
quantum 4-sphere to its equator quantum 3-sphere, which considerably simplifies
the task.
Herein we focus on idempotents of noncommutative instanton vector bundles
coming from a particular complex-parameter deformation of the algebra C(S3) of
all continuous functions on the unital 3-dimensional sphere (cf. [6, 22]). The real
and unitary cases of this deformation correspond respectively to Woronowicz’s C*-
algebra C(SUq(2)) [35] of the quantum group SUq(2) and Matsumoto’s C*-algebra
C(S3θ ) [25] of the quantum sphere S
3
θ built from noncommutative tori [32].
2. The Mayer-Vietoris six-term exact sequence
Let B1
π1−→ A π2←− B2 be homomorphisms of C*-algebras. We denote by B the
C*-algebra fiber product (pullback C*-algebra) [28]
(2.1) B1 ×
A
B2 := {(b1, b2) ∈ B1 ×B2 | π1(b1) = π2(b2)}.
1
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With the obvious projection maps pr1 : B → B1 and pr2 : B → B2, there is the
commutative diagram
(2.2) B
pr
1
xxqq
qq
qq
qq pr
2
''◆
◆◆
◆◆
◆◆
◆
B1
π1
&&▼
▼▼
▼▼
▼▼
▼ B2 ,
π2
xx♣♣
♣♣
♣♣
♣♣
A
and B enjoys a universal property with respect to all such commutative diagrams.
To use Mayer-Vietoris arguments in K-theory, we need to assume that one of the
defining homomorphisms is surjective. In this paper we choose π2 to be surjective.
To go beyond K-theory and use results of [4, Section 1.2.3], we also assume that π2 is
semi-split. This is always the case for surjections onto nuclear C*-algebras, which
covers all our examples. First, there exist the following Mayer-Vietoris six-term
exact sequences both in K-theory and K-homology:
(2.3)
K0(B)
(pr
1∗
,pr
2∗
)−−−−−−−→ K0(B1)⊕K0(B2) π2∗−π1∗−−−−−−→ K0(A)
∂10
x y∂01
K1(A)
π2∗−π1∗←−−−−−− K1(B1)⊕K1(B2)
(pr
1∗
,pr
2∗
)←−−−−−−− K1(B),
(2.4)
K0(B)
pr∗
1
+pr∗
2←−−−−− K0(B1)⊕K0(B2) (−π
∗
1
,π∗
2
)←−−−−−− K0(A)
δ01
y xδ10
K1(A)
(−π∗
1
,π∗
2
)−−−−−−→ K1(B1)⊕K1(B2) pr
∗
1
+pr∗
2−−−−−→ K1(B).
Moreover, our paper applies the fundamental result that the Mayer-Vietoris con-
necting homomorphisms are compatible with the index pairing [4, Section 1.2.3].
These connecting homomorphisms are determined uniquely up to a sign, so that
their compatibility with the index pairing is also determined up to a sign. Herein we
use an explicit construction of ∂10 and choose δ01 to be such that for any x ∈ K1(A)
and w ∈ K0(B)
(2.5) < ∂10(x),w >=< x, δ01(w) > .
2.1. Odd-to-even connecting homomorphism. Given a ring homomorphism
f
R→ S and a left R-module E, define f∗E to be the left S-module S ⊗R E. Then
there is a canonical R-linear map f∗ : E → f∗E given by f∗(e) := 1 ⊗R e. It is
clear that, if E is free over R with basis {xˆα}α, then f∗E is free over S with basis
{xα := f∗(xˆα) = 1⊗R xˆα}α. Next, following [27], we take modules E1 and E2 over
the rings B1 and B2 respectively, and observe that the Abelian group E1 ×E2 is a
left module over the pullback ring (2.1) via b · (ξ1, ξ2) := (pr1(b)ξ1, pr2(b)ξ2). Given
an isomorphism h : π1∗E1 ∼= π2∗E2, we can now define
(2.6) E :=M(E1, E2, h) := {(ξ1, ξ2) ∈ E1 × E2 | (h ◦ π1∗)(ξ1) = π2∗(ξ2)}.
Milnor’s theorem [27, Theorem 2.1] asserts that, if E1 and E2 are finitely gener-
ated projective over B1 and B2 respectively, then E is finitely generated projective
over B. In particular, choosing E1 and E2 to be the free modules B
N
1 and B
N
2
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respectively, N ∈ N \ {0}, this beautiful construction allows Milnor to define a con-
necting homomorphism [27, p. 28] for the Mayer-Vietoris long exact sequence in
algebraic K-theory. Herein we prove the aforementioned special case of [27, Theo-
rem 2.1] supplementing it with an explicit formula for an idempotent matrix rep-
resenting the finitely generated projective module E. Our explicit formula agrees
with the formula provided by Ranicki in his unpublished notes [30].1
Theorem 2.1. Let B be the pullback ring (2.1) and E be the left B-module (2.6).
Assume that Ei ∼= BNi , i ∈ {1, 2}, N ∈ N \ {0}, as left modules, and take a :=
(aαβ) ∈ GLN(A) to be the matrix implementing an isomorphism h : π1∗(E1) →
π2∗(E2). Then, if π2 is surjective, E ∼= B2Np as a left module, where
(2.7) p :=
[
(1, c(2− dc)d) (0, c(2− dc)(1 − dc))
(0, (1− dc)d) (0, (1− dc)2)
]
is an idempotent matrix in M2N(B) such that all entries of the sub-matrices c, d ∈
MN(B2) satisfy π2(cαβ) = aαβ and π2(dαβ) = (a
−1)αβ for all α and β.
Proof. Let {xˆα}1≤α≤N and {yˆβ}1≤β≤N be bases of E1 ∼= BN1 and E2 ∼= BN2 respec-
tively. Similarly, let {xα := π1∗(xˆα)}α and {yβ := π2∗(yˆβ)}β be the corresponding
bases for π1∗E1 and π2∗E2 respectively. Both of these modules are isomorphic to
AN . Therefore, the isomorphism h : π1∗E1 → π2∗E2 is given by h(xα) =:
∑
β aαβyβ
for some unique (aαβ) ∈ GLN (A). Now, the matrix c might be invertible or non-
invertible. If it is, we quickly conclude that E ∼= BN . Without this assumption we
need a doubling construction to prove (2.7).
Special case. Assume that c is invertible. For each α, define yˆ′α :=
∑
β cαβ yˆβ.
Since c is invertible, {yˆ′α}α is a basis of BN2 . Also, as (h ◦ π1∗)(xˆα) = h(xα) =∑
β aαβyβ = π2∗(yˆ
′
α), it follows that zˆα := (xˆα, yˆ
′
α) ∈ E := M(E1, E2, h) for all
α. Finally, it is straightforward to check that {zˆα}1≤α≤N span E and are linearly
independent, so that E ∼= BN via the basis {zˆα}α.
General case. Let us use the matrix a−1 to define the isomorphism
(2.8) g : π1∗E1 → π2∗E2, g(xα) :=
∑
β
(a−1)αβyβ, α ∈ {1, · · · , N}.
Then h ⊕ g defines an isomorphism π1∗(E1 ⊕ E1) → π2∗(E2 ⊕ E2). Next, as in
Whitehead’s lemma, we write
(2.9)
[
a 0
0 a−1
]
=
[
1 a
0 1
] [
1 0
−a−1 1
] [
1 a
0 1
] [
0 −1
1 0
]
∈M2N (A),
where 1 means the N ×N -identity matrix IN . This lifts to
C :=
[ C11 C12
C21 C22
]
:=
[
1 c
0 1
] [
1 0
−d 1
] [
1 c
0 1
] [
0 −1
1 0
]
=
[
(2− cd)c cd− 1
1− dc d
]
∈M2N (B2),(2.10)
1We are grateful to Ulrich Kra¨hmer for making us aware of this reference.
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whose inverse is
(2.11) D :=
[ D11 D12
D21 D22
]
:=
[
d 1− dc
cd− 1 (2− cd)c
]
∈M2N (B2).
This allows us to proceed as in the special case. First, however, we need to introduce
more notation. We put
(2.12) xˆLα := (xˆα, 0), xˆ
R
α := (0, xˆα), α ∈ {1, · · · , N},
to obtain {xˆLα, xˆRβ }1≤α,β≤N as a basis of E1 ⊕ E1, and
(2.13) yˆLα := (yˆα, 0), yˆ
R
α := (0, yˆα), α ∈ {1, · · · , N},
to obtain {yˆLα , yˆRβ }1≤α,β≤N as a basis of E2 ⊕ E2. Furthermore, we put (Cijαβ) :=
Cij ∈MN (B2) for all i, j ∈ {1, 2}. Finally, we define
(2.14) uˆα :=
∑
µ
(
C11αµ yˆLµ + C12αµ yˆRµ
)
, vˆβ :=
∑
µ
(
C21βµ yˆLµ + C22βµ yˆRµ
)
.
Now we can argue as in the special case to conclude thatM(E1⊕E1, E2⊕E2, h⊕g) ∼=
B2N through the basis {(xˆLα, uˆα), (xˆRβ , vˆβ)}1≤α,β≤N . On the other hand, we have
the isomorphism
M(E1, E2, h)⊕M(E1, E2, g) −→ M(E1 ⊕ E1, E2 ⊕ E2, h⊕ g),
((e1, e2), (f1, f2)) 7−→ ((e1, f1), (e2, f2)).(2.15)
Consequently, E := M(E1, E2, h) is a direct summand of a finitely generated free
module, so that it is a finitely generated projective module, as claimed.
We proceed now to computing the idempotent matrix p ∈M2N(B). Composing
the projection and inclusion
(2.16) M(E1⊕E1, E2⊕E2, h⊕ g) π→M(E1, E2, h) i→֒M(E1⊕E1, E2⊕E2, h⊕ g)
yields an idempotent: (i ◦ π)2 = i ◦ π. To determine the matrix p of i ◦ π with
respect to the basis {(xˆLα, uˆα), (xˆRβ , vˆβ)}1≤α,β≤N , we solve (2.14) for yˆLµ with the
help of (2.11)
(2.17) yˆLµ =
∑
ν
(
D11µν uˆν +D12µν vˆν
)
,
and compute
(i ◦ π)(xˆLα , uˆα) = (i ◦ π)
(
xˆLα ,
∑
µ
(C11αµ yˆLµ + C12αµ yˆRµ ))
(2.18)
=
(
xˆLα ,
∑
µ
C11αµ yˆLµ
)
=
(
xˆLα ,
∑
µ,ν
C11αµ
(D11µν uˆν +D12µν vˆν))
=
∑
ν
(
(IN )αν , (C11D11)αν
)
(xˆLν , uˆν) +
∑
ν
(
0 , (C11D12)αν
)
(xˆRν , vˆν),
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(i ◦ π)(xˆRβ , vˆβ) = (i ◦ π)
(
xˆRβ ,
∑
µ
(C21βµ yˆLµ + C22βµ yˆRµ ))
(2.19)
=
(
0 ,
∑
µ
C21βµ yˆLµ
)
=
(
0 ,
∑
µ,ν
C21βµ
(D11µν uˆν +D12µν vˆν))
=
∑
ν
(
0 , (C21D11)βν
)
(xˆLν , uˆν) +
∑
ν
(
0 , (C21D12)βν
)
(xˆRν , vˆν).
Combining this with (2.10) and (2.11) yields
(2.20)
p =
[
(1, C11D11) (0, C11D12)
(0, C21D11) (0, C21D12)
]
=
[
(1, c(2− dc)d) (0, c(2− dc)(1 − dc))
(0, (1− dc)d) (0, (1− dc)2)
]
,
as desired. ✷
Furthermore, it is useful to observe that the idempotent p given by (2.7) can be
written as
(2.21) p = XY, X :=
[
(1, c(2− dc))
(0, 1− dc)
]
, Y := [(1, d), (0, 1− dc)] .
Since Y X = (1, 1) ∈ B, we immediately see that p2 = p. Note that the components
of X and Y are in B1 ×B2 but not necessarily in B, which allows the non-freeness
of the projective module given by p.
Finally, let us use the above theorem to obtain an explicit formula for a connect-
ing homomorphism. Herein we adapt Milnor’s construction to unital C*-algebras
as proposed by Nigel Higson in [18, Section 0.4].
Theorem 2.2. Let B be the pullback C*-algebra (2.1) of unital C*-homomorphisms
B1
π1−→ A π2←− B2. Assume that π2 is surjective. Also, let p ∈ M2N(B) be an
idempotent assigned to a ∈ GLN(A) by (2.7), and let IN ∈ MN(B) denote the
N ×N -identity matrix. Then the formula
(2.22) ∂10 : K1(A) ∋ [a] 7−→ [p]− [IN ] ∈ K0(B)
defines a connecting homomorphism of the Mayer-Vietoris six-term exact sequence (2.3).
2.2. Even-to-odd connecting homomorphism. Using the Bott periodicity to
factorize ∂01 into
(2.23) K0(A)
∼=−→ K1(C0(R)⊗A) −→ K1(B),
one can directly and explicitly compute the even-to-odd connecting homomorphism
of the Mayer-Vietoris six-term exact sequence [3]. Alternatively, one can simply
combine [4, Theorem 1.18] with [5, Section 9.3.2] to obtain:
Theorem 2.3. Let p ∈MN (A) be a projection, and Q be a self-adjoint lifting of p
to B2, i.e. π2(Q) = p and Q
∗ = Q. Also, let IN ∈MN(B) denote the N×N -identity
matrix. Then the formula
(2.24) ∂01 : K0(A) ∋ ([p]) 7−→ [(IN , e2πiQ)] ∈ K1(B)
defines a connecting homomorphism of the Mayer-Vietoris six-term exact sequence (2.3).
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2.3. Suspension case. In this section, we assume that B is the fibre product of
two cones of A over A:
(2.25)
B1 := {f ∈ C([0, 12 ], A) | f(0) ∈ C}, B2 := {f ∈ C([ 12 , 1], A) | f(1) ∈ C},
with π1 : B1 → A and π2 : B2 → A both given by f 7→ f(12 ). Clearly, B can be
identified with the non-reduced suspension of A (as in algebraic topology) via the
isomorphism:
(2.26) ΣA := {f ∈ C([0, 1], A) | f(0), f(1) ∈ C} ∋ f 7−→ (f |[0, 1
2
], f |[ 1
2
,1]) ∈ B.
In this particular setting, the idempotent (2.7) can be given more explicitly. Given
a ∈ GLN (A), we lift it to c := ψa ∈MN (B2), where ψ ∈ C([ 12 , 1]) satisfies ψ(12 ) = 1
and ψ(1) = 0. The inverse a−1 we lift to d := ψa−1 ∈ MN(B2). (In what follows
we shall further restrict the choice of ψ to fit some known examples.) Plugging in
c and d to (2.21) yields
X =
[
(1, ψ(2− ψ2)a)
(0, (1− ψ2))
]
∈M2N×N(B1 ×B2),
Y =
[
(1, ψa−1) , (0, (1− ψ2))] ∈MN×2N(B1 ×B2).(2.27)
Next, since cones are contractible,
(2.28) Kj(Bi) =
{
Z for j = 0,
0 for j = 1,
i = 1, 2 .
Consequently, the six-term exact sequence (2.3) reduces to the exact sequence
(2.29)
0→ K1(A) ∂10−→ K0(B)
(pr
1∗
,pr
2∗
)
// Z⊕ Z π2∗− π1∗ // K0(A) ∂01−→ K1(B)→ 0 .
Assume furthermore that K0(A) ∼= Z via [1] 7→ 1, and that K1(A) ∼= Z via [u] 7→ 1,
for some u ∈ UN (A). It follows that the map π2∗−π1∗ : Z⊕Z→ Z is surjective, so
that K1(B) = 0. On the other hand, as the kernel of π2∗ − π1∗ ∼= Z, by standard
homological algebra we conclude that K0(B) ∼= Z2 with one generator given by
1 ∈ B and the other given by ∂10([u]) defined in (2.22).
Now, by Rosenberg and Schochet’s Universal Coefficient Theorem [33], if the
K-groups Kj are free, then K
j ∼= Kj (as Abelian groups). Thus we obtain
(2.30)
Kj(A) =
{
Z for j = 0,
Z for j = 1,
Kj(Bi) =
{
Z for j = 0,
0 for j = 1,
Kj(B) =
{
Z2 for j = 0,
0 for j = 1.
Combining it with the K-homology six-term exact sequence (2.4), we infer that
the connecting homomorphism δ01 : K
0(B) → K1(A) is surjective. Hence, for
any z ∈ K1(A) we can choose w ∈ K0(B) such that δ01(w) = z, and use the
compatibility (2.5) of the index pairing with the Mayer-Vietoris six-term exact
sequences to compute
(2.31) < ∂10([u
n]),w >=< [un], z >= n < [u], z >, n ∈ Z .
Remembering that the index pairing with a free module is always zero, we may
now conclude that computing a non-trivial index pairing for an idempotent pn
corresponding to the unitary un, n ∈ Z, via (2.7) boils down to finding an odd
Fredholm module whose pairing with u equals one:
(2.32) < [pn],w >= n < [u], z > .
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Finally, let us remark that for the usual suspension of A, given by
(2.33) SA := { f ∈ C([0, 1], A) | f(0) = f(1) = 0},
there is also a method to construct an idempotent p˜ ∈ M2N(SA) in terms of a
unitary u ∈ UN(A) [34, p. 139]. This method applied to our non-reduced suspension
ΣA of A yields p˜ := TT ∗, where
(2.34) T :=
[
cos2(πt2 ) + sin
2(πt2 ) u
cos(πt2 ) sin(
πt
2 )(u
−1 − 1)
]
, and T ∗ is its Hermitian conjugate.
3. Noncommutative instanton vector bundles of an arbitrary charge
In this section, we focus on the case when A is the C*-algebra of a quantum
or classical S3, so that the foregoing assumptions about the K-groups of A are
satisfied. To begin with, we take A := C(S3). Then B ∼= ΣC(S3) ∼= C(S4). We
know that K1(C(S
3)) is generated by the fundamental representation of SU(2)
identified with S3. Explicitly, u ∈ U2(C(S3)) can be described as the continuous
map
S3 ∋ x = (x0, x1, x2, x3) u7−→
[
a, −b¯
b, a¯
]
∈ SU2(C) ,
where a := x0 + ix3, b := x1 + ix2 .
(3.35)
Likewise, we can introduce the coordinate functions
(3.36) S3 ∋ x α7−→ a ∈ C, S3 ∋ x β7−→ b ∈ C, u :=
[
α, −β∗
β, α∗
]
.
In what follows, we will also view u as a function on the space of unit quaternions.
As before, we can take pn to be an idempotent corresponding via (2.7) to the
unitary un, n ∈ Z. Then, by the Serre-Swan Theorem, the finitely generated
projective module (C(S4))4 pn can be identified with the module of all continuous
sections of the uniquely determined (up to an isomorphism) rank 2 complex vector
bundle En → S4. These vector bundles are commonly referred to as instanton
vector bundles. One can prove that the “winding number” n ∈ Z defining the
vector bundles En coincides with a K0-invariant, which we call the charge of an
instanton.
Using homotopy and coordinate changes, we obtain many different but K0-
equivalent explicit descriptions of the idempotents pn, n ∈ Z. First, recall that
identifying R4 with the space of quaternions H we can define the unit 4-sphere
S4⊆ R5 as
(3.37) S4 := {(τ, h) ∈ R×H | τ2 + ‖h‖2 = 1} .
Another way is to present S4 is via the non-reduced suspension of S3. Since the
latter can be identified with the space of quaternions of norm 1, we obtain(3.38)
S4 ∼=
{
(t, g) ∈ [0, 1]×H ∣∣ ‖g‖ = 1} /∼ , (0, g) ∼ (0, g′), (1, g) ∼ (1, g′), ∀ g, g′ ∈ H .
Finally, by removing the north or the south pole from S4, we can cover it by two
quaternionic charts via stereographic projections. Denoting one of these stereo-
graphic coordinates by z ∈ H, we obtain the following relations between the above
defined coordinate systems:
(3.39) g =
h√
1− τ2 , t =
1+ τ
2
, z =
√
t
1− t g, z =
h
1− τ .
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It turns out that the instanton vector bundles defined above with the help of
idempotents pn, n ∈ Z, can also be constructed by viewing S4 as the quaternionic
projective space HP 1 and considering the tautological quaternionic line bundle.
The bundle can be described by a projection which, in the foregoing three coordi-
nate systems, at a generic point of S4, can be respectively written as the following
matrix in M2(H):
1
2
[
1− τ h¯
h 1 + τ
]
=
1√
2
[ √
1− τ
h√
1−τ
](
1√
2
[ √
1− τ
h√
1−τ
])∗
,(3.40)
[
1− t
√
t(1− t)g¯√
t(1− t)g t
]
=
[ √
(1− t)√
tg
]([ √
(1− t)√
tg
])∗
,(3.41)
1
1 + zz¯
[
1 z¯
z zz¯
]
=
1√
1 + zz¯
[
1
z
](
1√
1 + zz¯
[
1
z
])∗
,(3.42)
where ¯ denotes the quaternionic conjugation and ∗ stands for the quaternionic-
Hermitian adjoint. In what follows, we shall use the middle matrix (3.41). The
aforementioned projection is given by varying this matrix over S4 viewed as the
non-reduced suspension of S3 (see (3.38)):
S4 ∋ [(t, g)] Pn7−→
[
1− t
√
t(1− t)g¯n√
t(1− t)gn t
]
∈M4(C(S4)), ∀ n ∈ Z.(3.43)
Theorem 3.1. Let Pn, n ∈ Z, be the projection (3.43), and let pn, n ∈ Z, be
an idempotent corresponding by the formula (2.7) to vn for some v ∈MN (C(S3)).
Then,
K1(C(S
3)) ∋ [u] = [v−1] =⇒ ∀ n ∈ Z : [Pn] = [pn] ∈ K0(C(S4)).
Proof. We prove the theorem by defining a homotopy between Pn and pn. The
latter is given by (2.27) with a replaced by vn. Since K1(C(S
3)) ∋ [u] = [v−1]
by assumption, the formula (2.27) with a substituted by u−n yields an idempotent
belonging to the class [pn] ∈ K0(C(S4)). Next, we specify ψ ∈ C([ 12 , 1]) appearing
in (2.27) to be a [0, 1]-valued function such that ψ(12 ) = 1 and ψ(1) = 0. Then we
construct the following families of functions
(3.44) ψs(t) := ψ
(
t+1−s
2−s
)
, t ∈ [ s2 , 1], s ∈ [0, 1],
Xs0(t) :=
{
1 for 0 ≤ t < s2 ,
0 for s2 ≤ t ≤ 1,
Xs1(t) :=
{
0 for 0 ≤ t < s2 ,
ψs(t)
(
2− ψs(t)2
)
for s2 ≤ t ≤ 1,
Y s1 (t) :=
{
0 for 0 ≤ t < s2 ,
ψs(t) for
s
2 ≤ t ≤ 1,
Xs2(t) :=
{
0 for 0 ≤ t < s2 ,
1− ψs(t)2 for s2 ≤ t ≤ 1,
(3.45)
and define the family of matrices resembling the matrices from (2.27)
(3.46) Xs :=
[
Xs0 I2 +X
s
1 u
−n
Xs2 I2
]
, Y s := [Xs0 I2 + Y
s
1 u
n , Xs2 I2] ,
where I2 denotes the 2 × 2 identity matrix. The point of this construction is that
Xs Y s is an idempotent matrix in M4(ΣC(S
3)). Indeed, one easily checks that
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Y sXs = I2, whence (X
s Y s)2 = Xs Y s. Furthermore, by a straightforward com-
putation one verifies that the entries of the matrix Xs Y s are continuous functions
from [0, 1] to C(S3) taking numerical values at the endpoints. Now, applying the
isomorphism (2.26) and comparing with (2.27), we see that X1 Y 1 ∼= pn. Hence pn
is isomorphic to an idempotent homotopic to X0 Y 0.
On the other hand, let us observe that Pn = GG
∗, where
(3.47) G :=
[
G1 u
−n
G2 I2
]
, G1(t) :=
√
1− t, G2(t) :=
√
t, t ∈ [0, 1].
Next, we define another family of matrices
(3.48) V r :=
√
r X0 +
√
1− r G, W r := √r Y 0 +√1− r G∗, r ∈ [0, 1].
Multiplying these matrices yields W rV r = f rI2, where
(3.49) f r(t) := 1 +
√
r − r2
(
G1(t)
(
X01 (t) + Y
0
1 (t)
)
+ 2G2(t)X
0
2 (t)
)
, t ∈ [0, 1].
Since ψ([ 12 , 1]) ⊆ [0, 1], one can easily check that f r(t) ≥ 1, for all t ∈ [0, 1]. Hence
we can define Qr := 1fr V
rW r. As before, by a straightforward computation we
verify that that the entries of each matrix Qr belong to ΣC(S3). Furthermore, all
these matrices are evidently idempotent:
(3.50) (Qr)2 = 1(fr)2 V
rW rV rW r = Qr, r ∈ [0, 1].
Combining it with the fact that Q0 = GG∗ = Pn and Q1 = X0 Y 0, we conclude
that Pn is homotopic to X
0 Y 0. Since the latter is homotopic to X1 Y 1 ∼= pn by
the first part of the proof, by the homotopy invariance of the K-groups, we infer
that [Pn] = [pn] in K0(C(S
4)), as claimed. ✷
To end with, let us note that there is yet another way to describe the idempotents
Pn, n ∈ Z. We view S4 as the non-reduced suspension of S3 via (3.38), and
take advantage of the covering of S4 by two open balls U1 := S
4 \ {[(1, g)]} and
U2 := S
4 \ {[(0, g)]}. Now we can take two continuous functions on S4 given by
f1([(t, g)]) := 1 − t and f2([(t, g)]) := t, and view them as a kind of a partition of
unity subordinated to this covering, i.e. f1 + f2 = 1 and fi|S4\Ui = 0, i ∈ {1, 2}.
Next, we take the following family of continuous functions
φnij : Ui ∩ Uj −→ GL2(C), i, j ∈ {1, 2},
φn11([(t, g)]) := 1 =: φ
n
22([(t, g)]), φ
n
21([(t, g)]) := u(g)
n, φn12([(t, g)]) := u(g)
−n,
(3.51)
as transition functions corresponding to the same covering. Their supports are not
in Ui ∩ Uj, i, j ∈ {1, 2}, so that their extensions by zero to functions on S4 is
no longer continuous. However, inserting them into Karoubi’s formula [20, p. 35]
together with f1 and f2 in place of a partition of unity subordinate to the covering
{Ui}2i=1, we obtain continuous functions on S4 that are precisely the entries of the
idempotent matrix Pn:
(3.52) P ijn :=
√
fi φ
n
ij
√
fj, i, j = 1, 2.
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3.1. Instanton idempotents from Woronowicz’s SUq(2). We takeA := C(S
3
q )
to be the universal unital C*-algebra generated by α and β subject to the relations
(3.53)
αβ = qβα, αβ∗ = q¯β∗α, ββ∗ = β∗β, α∗α+ ββ∗ = 1, αα∗ + |q|2ββ∗ = 1,
where q ∈ C and |q| ≤ 1. Since C(S3q ) ∼= C(S3q′) for any q and q′ such that
|q|, |q′| < 1, without the loss of generality we can restrict to the real 0 < q < 1 and
unitary q ∈ U(1) cases2 (cf. [12]). The case q = 1 is the classical case discussed
earlier, and the case q ∈ U(1) \ {1} is left for the subsequent section. Herein we
focus on the case 0 < q < 1, so that C(S3q ) is the C*-algebra of Woronowicz’s
quantum group SUq(2) [35]. There is a faithful representation π of C(S
3
q ) on the
Hilbert space ℓ2(N× Z) with an orthonormal basis {em,n}m∈N, n∈Z given by
π(α)em,n := λmem−1,n , π(α∗)em,n := λm+1em+1,n ,
(3.54)
π(β)em,n := q
mem,n+1 , π(β
∗)em,n := qmem,n−1 ,
where λm := (1− q2m)1/2 (see [24, Corollary 2.3]).
By [24, Theorem 2.4], the K-groups of C(S3q ) satisfy the assumptions of Sec-
tion 2.3. Therefore, all we need to construct instanton idempotents is to find a
generator of K1(C(S
3
q )). Guided by the classical case, we presume that the K1-
class of the fundamental representation of SUq(2)
(3.55) uq :=
[
α −q¯β∗
β α∗
]
∈ U2(C(S3q ))
is a desired generator. It is stated in [10] that the class [uq] is non-trivial in
K1(C(S
3
q )), and its pairing with the K-homology class of the spectral triple of [8] is
left as an exercise. In [17], the index pairing of uq with the unbounded K-cycle (3-
summable spectral triple) constructed in [16] was computed to be 1 (cf. [22]). From
the integrality of the index pairing, we conclude that [uq] generatesK1(C(S
3
q ))
∼= Z.
Thus we have shown that we can use the fundamental representation of SUq(2) to
construct instanton idempotents of arbitrary charges. This goes along the lines of
the pioneering Pflaum’s construction [29] that was reformulated and continued in
[15] and [14].
Since finding a K1-generator is pivotal in our construction of instanton idempo-
tents, we devote the remainder of this section to two computations showing that
a given unitary represents a K1-generator. As explained above, to prove that the
fundamental representation uq is such a representative, it suffices to show that its
index pairing with a K-homology class equals to 1. In a simple and explicit way,
we calculate the pairing of uq with the bounded K-cycle (odd Fredholm module)
given by [24, p. 176]
(3.56) z := (ℓ2(N× Z), π, F ) , where Fem,n :=
{
em,n for n > 0,
−em,n for n ≤ 0.
2We are grateful to Piotr M. So ltan for explaining this to us.
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Note first that it follows from the definition (3.54) of π that [F, π(α)] = 0 =
[F, π(α∗)] and
π(β∗)[F, π(β)]em,n =
{
2 q2m em,0 for n = 0,
0 for n 6= 0,(3.57)
π(β∗)[F, π(β)]em,n =
{ −2 q2m em,1 for n = 1,
0 for n 6= 1.(3.58)
Furthermore, observe that all commutators of F with the generators of π(C(S3q ))
are of trace class. Therefore, z is 1-summable over the *-algebra generated by α
and β. Next, let Tr denote the operator trace on ℓ2(N×Z) and Tr2 the usual trace
on 2× 2-matrices. Since F 2 = id, for a trace-class operator T we immediately infer
that Tr(F (FT + TF )) = 2Tr(T ). Combining this equality with the 1-summability
of z, by [9, Definition IV.1.3, Propositions III.3.3 and IV.1.4], the index pairing
takes the following form:
< [z], [uq] > =
1
2Tr
(
Tr2
([
π(α∗)− 1 π(β∗)
−qπ(β) π(α) − 1
] [
[F, π(α)] −q[F, π(β∗)]
[F, π(β)] [F, π(α∗)]
]))
= 12Tr
(
π(β∗)[F, π(β)] − q2π(β∗)[F, π(β)])
= (1 − q2)
∞∑
m=0
q2m
= 1.(3.59)
On the other hand, without taking advantage of the index pairing, it was already
proven in [24, Theorem 2.4] that a generator of K1(C(S
3
q )) can be represented by
(3.60) w := βe(0) + (1− e(0)) ∈ C(S3q ),
where e(0) is the spectral projection corresponding to the isolated point 1 of the
spectrum of β∗β. The argument used in [24] relied on the six-term exact sequence
in K-theory applied to the short exact sequence of C*-algebras
(3.61) 0 −→ K⊗ C(S1) −→ C(S3q ) −→ C(S1) −→ 0,
where K denotes the ideal of compact operators and C(S1) is the C*-algebra of all
continuous functions on the unit circle. Herein we apply our pullback point of view
also to C(S3q ). We present it as a pullback C*-algebra and compute an even-to-odd
connecting homomorphism of the Mayer-Vietoris six term exact sequence using the
formula (2.24). Thus we obtain an alternative proof that w represents a generating
class of K1(C(S
3
q )).
To begin with, recall that it was shown in [19] that C(S3q ) can be given by the
following pullback diagram:
(3.62) C(S3q )
∼= C(S1) ×
C(S1)⊗C(S1)
T ⊗ C(S1)
pr
1
ww♥♥
♥♥
♥♥
♥♥
♥♥
pr
2
((◗
◗◗
◗◗
◗◗
◗◗
◗
C(S1)
π1:=∆ ((P
PP
PP
PP
PP
PP
T ⊗ C(S1)
π2:=σ⊗idvv❧❧❧❧
❧❧
❧❧
❧❧
❧❧
C(T 2) = C(S1)⊗ C(S1) .
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Here ∆ is the pullback of the multiplication map restricted to unitary complex
numbers and T denotes the Toeplitz algebra viewed as the C*-algebra generated
by the unilateral shift S acting on the Hilbert space ℓ2(N). The symbol map
σ : T → C(S1) is given by σ(S) = U , where U denotes the unitary generator of
C(S1), and pri, i ∈ {1, 2}, are the restrictions of canonical projections.
For an explicit description of the isomorphism given in [19], we first realize C(S1)
as an operator algebra on the Hilbert space ℓ2(Z) via the faithful representation
ρ identifying the unitary generator U with the negative bilateral shift given on an
orthonormal basis of ℓ2(Z) by
(3.63) ρ(U) := V, V ek := ek−1 , k ∈ Z.
On the other hand, since π1 := ∆ is injective, pr2 corestricted to its image is an
isomorphism. Combining the above identifications, we obtain
(3.64)
C(S3q )
∼= P := span{T ⊗ V N ∈ T ⊗ ρ(C(S1)) | σ(T ) = 0 or σ(T ) = UN , N ∈ Z},
where span denotes the closed linear span. Thus we view C(S3q ) as an algebra
of bounded operators on the Hilbert space ℓ2(N ⊗ Z). To define an isomorphism
ψ : C(S3q )→ P (see [19]) on the generators from (3.53), consider the bounded linear
operators y and z on the Hilbert space ℓ2(N) given by
(3.65) yen := q
nen, zen := λn+1en+1 , n ∈ N.
Here {en}n∈N is an orthonormal basis of ℓ2(N) and the λn’s are as in (3.54). Fur-
thermore, recall that the symbol map yields the following well-known short exact
sequence of C*-algebras
(3.66) 0 // K(ℓ2(N))   // T σ // C(S1) // 0 .
Clearly, y ∈ K(ℓ2(N))⊆ T . Also, since z − S ∈ K(ℓ2(N)), we infer that z ∈ T and
σ(z) = σ(S) = U . Putting it all together, we conclude that the isomorphism ψ is
given by
ψ(α) := z∗ ⊗ V ∗, ψ(α∗) := z ⊗ V,
(3.67)
ψ(β) := y ⊗ V ∗, ψ(β∗) := y ⊗ V.
With the isomorphism ψ at hand, we can describe the unitary w from (3.60) in
terms of generators of C(S3q ). Indeed, using z|z|−1 = S and the fact the spectral
projection of y2 corresponding to the eigenvalue 1 equals 1− SS∗, we get
ψ(1 + (β − 1)(1− α∗(αα∗)−1α)) = 1⊗ 1 + (y ⊗ V ∗ − 1⊗ 1)(1⊗ 1− SS∗ ⊗ 1)
= SS∗ ⊗ 1 + y(1− SS∗)⊗ V ∗
= ψ(1− e(0)) + ψ(βe(0))
= ψ(w),(3.68)
so that
(3.69) 1 + (β − 1)(1− α∗(αα∗)−1α) = w ∈ C(S3q ).
We want to prove that [w] is a generator of K1(C(S
3
q )) by showing that it coin-
cides with the even-to-odd connecting homomorphism (2.24) of the Mayer-Vietoris
six-term exact sequence of the fibre product (3.62) applied to a generator of the
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non-trivial part ofK0(C(T
2)) ∼= Z⊕Z. (The trivial part is generated by 1 ∈ C(T 2).)
To this end, we follow [23] to explicitly represent such a generator by the projection
(3.70) e :=
[
f g + Uh
g + U∗h 1− f
]
∈M2(C(T 2)) .
Here we view functions on T 2 as periodic functions on R2. Thus the unitary gen-
erator of C(S1) is now a function given by U(t) := e2πit, and
f(s) :=
{
1− 2s for s ∈ [0, 12 ] mod 1,
1 + 2s for s ∈ [− 12 , 0] mod 1,
(3.71)
h(s) := χ[0, 1
2
](s)
√
f(s)(1− f(s)),(3.72)
g(s) :=
(
1− χ[0, 1
2
](s)
)√
f(s)(1− f(s))(3.73)
with
(3.74) χ[0, 1
2
](s) :=
{
1 for s ∈ [0, 12 ] mod 1,
0 for s ∈ (− 12 , 0) mod 1.
Note that f, g, h ∈ C(S1) and e∗ = e. Furthermore, from
(3.75) gh = 0, f2 + g2 + h2 = f,
it follows that e2 = e. As in [23], by checking that ch1(e) = 1, one can prove that
[e] generates the non-trivial part of K0(C(T
2)).
Theorem 3.2. Let α and β be the generators of C(S3q ) given in (3.53), and let
e be the projection generating the non-trivial part of the K0-group of the 2-torus
provided in (3.70). Then the even-to-odd connecting homomorphism (2.24) applied
to the K0-class of e yields
(3.76) ∂01([e]) = [1 + (β − 1)(1− α∗(αα∗)−1α)] = 1 ∈ K1(C(S3q ) = Z .
Proof. We begin by showing that ∂01([e]) generates K1(C(S
3
q ). To this end, we
consider the Mayer-Vietoris six-term exact sequence of the fibre product (3.62):
(3.77)
K0(C(S
3
q ))
(pr
1∗
,pr
2∗
)−−−−−−−→ K0(C(S1))⊕K0(T ⊗ C(S1)) π2∗−π1∗−−−−−−→ K0(C(T 2))
∂10
x y∂01
K1(C(T
2))
π2∗−π1∗←−−−−−− K1(C(S1))⊕K1(T ⊗ C(S1))
(pr
1∗
,pr
2∗
)←−−−−−−− K1(C(S3q )) .
The K-groups of C(S3q )) were computed in [24, Theorem 2.4] to be Z, and other
K-groups are well-known to be Z or Z⊕ Z [34, p. 123]. Since both K0(C(S1)) and
K0(T ⊗ C(S1)) are generated by the 1’s of the C*-algebras, the induced map to
K0(C(T
2)) is given by (m,n) 7→ (m − n, 0). On the other hand, since K1(C(S1))
is generated by [U ], K1(T ⊗ C(S1)) is generated by [1 ⊗ U ], and K1(C(T 2)) =
K1(C(S
1)⊗ C(S1)) is generated by [U ⊗ 1] and [1 ⊗ U ], the induced map to
K1(C(T
2)) is given by the formula (m,n) 7→ (−m,n − m). Consequently, the
exactness of the sequence forces the preceding map to be zero. Summarizing, we
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have arrived at the following exact sequence:
(3.78)
Z −−−−−−−−−−−−−→ Z⊕ Z (n,m) 7→ (n−m,0)−−−−−−−−−−−−→ Z⊕ Zx y∂01
Z⊕ Z (−m,n−m)←[ (m,n)←−−−−−−−−−−−−− Z⊕ Z 0←−−−−−−−−−−− Z .
The exactness of the above sequence immediately implies that ∂01([e]) generates
the group K1(C(S
3
q )), as claimed.
It remains to compute ∂01([e]) in terms of the generators α and β. We do it with
the help of (2.24). First, we lift U ∈ C(S1) to S ∈ T , and then e ∈M2(C(T 2)) to
(3.79) Q :=
[
1⊗ f 1⊗ g + S ⊗ h
1⊗ g + S∗ ⊗ h 1⊗ (1− f)
]
∈M2(T ⊗ C(S1)) .
Next, remembering S∗S = 1 and (3.75), we obtain
Q2 =
[
1⊗ (f2 + g2) + SS∗ ⊗ h2 1⊗ g + S ⊗ h
1⊗ g + S∗ ⊗ h 1⊗ (1− f)
]
= Q−
[
(1− SS∗)⊗ h2 0
0 0
]
.(3.80)
Furthermore, observe that for any ϕ ∈ C(S1) with supp(ϕ)⊆ [0, 12 ] mod 1, we have
(3.81)
Q
[
(1− SS∗)⊗ ϕ 0
0 0
]
=
[
(1− SS∗)⊗ fϕ 0
0 0
]
=
[
(1− SS∗)⊗ ϕ 0
0 0
]
Q
because (1− SS∗)S = S∗(1− SS∗) = 0 and gϕ = 0. For the sake of the induction
argument, assume that
(3.82) Qn = Q−
[
(1− SS∗)⊗ χ[0, 1
2
](f − fn) 0
0 0
]
.
Then combining (3.80) with h2 = χ[0, 1
2
](f − f2) and (3.81), we compute:
Qn+1 = Q2 −
[
(1− SS∗)⊗ χ[0, 1
2
](f − fn) 0
0 0
]
Q
= Q−
[
(1− SS∗)⊗ χ[0, 1
2
](f − f2) 0
0 0
]
−
[
(1− SS∗)⊗ χ[0, 1
2
]f(f − fn) 0
0 0
]
= Q−
[
(1− SS∗)⊗ χ[0, 1
2
](f − fn+1) 0
0 0
]
.
(3.83)
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By induction, this proves the formula (3.82) for Qn for all n ∈ N. Hence, noting
the equality χ[0, 1
2
](exp(2πif)− 1) = exp(2πiχ[0, 1
2
]f)− 1, we can compute:
exp(2πiQ) =
[
1⊗ 1 0
0 1⊗ 1
]
+
∞∑
n=1
(2πi)n
n!
(
Q−
[
(1 − SS∗)⊗ χ[0, 1
2
](f − fn) 0
0 0
])
=
[
1⊗ 1 0
0 1⊗ 1
]
+
∞∑
n=0
(2πi)n
n!
(
Q−
[
(1 − SS∗)⊗ χ[0, 1
2
](f − fn) 0
0 0
])
−
(
Q−
[
(1 − SS∗)⊗ χ[0, 1
2
](f − 1) 0
0 0
])
=
[
1⊗ 1 + (1− SS∗)⊗ ( exp(2πiχ[0, 1
2
]f)− 1
)
0
0 1⊗ 1
]
.
(3.84)
Now, by inserting the definition (3.71) of f , remembering that the pullback C*-
algebra and P defined in (3.64) are isomorphic via the corestriction of (id⊗ ρ) ◦ pr2
to its image, and removing the lower diagonal entry 1⊗1 by the defining equivalence
relation of the K1-group, we can write
∂01([e]) = [((id⊗ ρ) ◦ pr2)(I, exp(2πiQ))]
= [1⊗ 1 + (1− SS∗)⊗ ρ( exp(−4πiχ[0, 1
2
]idR)− 1
)
] .(3.85)
Since 1−SS∗ is a projection, one easily checks that v := 1⊗1+(1−SS∗)⊗(ν−1)
is unitary for any unitary element ν ∈ C(S1). Furthermore, v belongs to C(S3q ) by
(3.64) because σ(1−SS∗) = 0. Therefore we can define a homotopy of unitaries in
C(S3q ) by
(3.86) vt := 1⊗ 1 +
(
1− SS∗)⊗ ρ(exp(− 4πiχtidR1+t )− 1) , t ∈ [0, 1],
where
(3.87) χt(s) :=
{
1 for s ∈ [0, 12 (1 + t)] mod 1,
0 for s /∈ [0, 12 (1 + t)] mod 1.
Hence, by the homotopy invariance of K-theory, it follows from (3.85) that ∂01([e]) =
[v0] = [v1] in K1(C(S
3
q ). Now it suffices to note that ρ(exp(−2πi idR)) = ρ(U∗) =
V ∗ to conclude that
(3.88) ∂01([e]) = [v1] = [1⊗1+(1−SS∗)⊗ (V ∗−1)] = [SS∗⊗1+(1−SS∗)⊗V ∗].
Combining it with the fact that 1 − SS∗ = y(1 − SS∗) and (3.68) ends the proof.
✷
3.2. Instanton projections from Matsumoto’s S3θ . In this section, we take
our deformation parameter q to be unitary, and write it q := e2πiθ, θ ∈ [0, 1]. Thus
our main building block is the C*-algebra A := C(S3θ ) of the Matsumoto quantum
3-sphere [25]. It is defined as the universal unital C*-algebra generated by α, β,
satisfying the relations (3.53) for q ∈ U(1). By [26, Proposition 2.1.(i)] it is a nuclear
C*-algebra, so that (2.5) holds for its non-reduced suspension pullback diagram.
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As in the previous case, the K-groups of C(S3θ ) satisfy the assumptions of Sec-
tion 2.3. We know that the unitary matrix
(3.89) uθ :=
[
α −λ¯β∗
β α∗
]
∈ U2(C(S3θ ))
generates K1(C(S
3
θ )) because its pairing with a certain spectral triple (unbounded
Fredholm module) over C(S3θ ) is 1. This was shown in [21] using a Dirac operator
isospectral to the standard classical Dirac operator on S3. Therefore, by plugging
in unθ , n ∈ Z, for a in (2.27) and applying (2.32), we conclude that XY is a θ-
instanton idempotent of charge n with entries in C(S4θ ) := ΣC(S
3
θ ). Finally, by a
general argument, we can always choose a projection in the K0-class of any of our
idempotents.
This gives a significant simplification of a more direct argument combining [7,
Proposition 4.14] with the computation of the index pairing of the basic (n = 1)
θ-instanton projection with an appropriate spectral triple over C(S4θ ). The afore-
mentioned index pairing was calculated in [11] by applying the local index theorem
of Connes and Moscovici, which required direct computation containing a few hun-
dreds terms. This determined the charge of the basic θ-instanton to be equal to 1.
With this result at hand, θ-instanton projections of arbitrary charge were produced
in [7].
3.3. Other instanton idempotents. The two cases of quantum deformations of
S3 presented in the previous sections yield different types of C*-algebras. However,
they find a common denominator in the C*-algebra of the Heegaard quantum S3
[2]. The even-to-odd connecting homomorphism (2.24) applied to the Powers-Rieffel
idempotent [31] yields a unitary whose powers allow one to construct a new type
of noncommutative instantons [13].
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