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Abstrak 
Model lokasi ialah model klasifikasi ramalan yang menentukan kumpulan objek 
yang mengandungi campuran pembolehubah berkategori dan selanjar. Model lokasi 
paling ringkas dikenali sebagai model lokasi klasik, yang boleh dibina dengan 
mudah menggunakan penganggaran kebolehjadian maksimum. Model ini 
berprestasi secara ideal dengan beberapa pembolehubah binari. Walau 
bagaimanapun, terdapat isu banyak sel kosong apabila melibatkan sejumlah besar 
pembolehubah binari, b disebabkan oleh pertumbuhan sel multinomial secara 
eksponen dengan 2b. Isu ini memberi kesan buruk kepada ketepatan klasifikasi 
apabila tiada maklumat yang boleh diperolehi daripada sel kosong untuk 
menganggar parameter yang diperlukan. Isu ini boleh diselesaikan dengan 
menggunakan pendekatan pengurangan dimensi ke dalam model lokasi klasik. Oleh 
itu, objektif kajian ini adalah untuk mencadangkan satu strategi klasifikasi baharu 
untuk mengurangkan pembolehubah binari yang besar. Ini boleh dilakukan dengan 
mengintegrasikan model lokasi klasik dan analisis komponen utama tak linear yang 
mana pengurangan pembolehubah binari adalah berdasarkan kepada variance 
accounted for, VAF. Model lokasi yang dicadang telah diuji dan dibanding dengan 
model lokasi klasik menggunakan kaedah leave-one-out. Keputusan membuktikan 
bahawa model lokasi yang dicadang boleh mengurangkan bilangan sel kosong dan 
mempunyai prestasi yang lebih baik dari segi kadar salah klasifikasi daripada model 
lokasi klasik. Model yang dicadang juga telah disahkan dengan menggunakan data 
sebenar. Dapatan kajian menunjukkan bahawa model ini adalah setanding atau lebih 
baik daripada kaedah-kaedah klasifikasi yang sedia ada. Kesimpulannya, kajian ini 
menunjukkan bahawa model lokasi cadangan yang baharu boleh menjadi satu 
kaedah alternatif dalam menyelesaikan masalah klasifikasi pembolehubah 
campuran, terutamanya apabila berhadapan dengan sejumlah besar pembolehubah 
binari. 
 
Kata kunci: Pengurangan dimensi, Model lokasi, Kadar salah klasifikasi, 
Pembolehubah campuran, Analisis komponen utama tak linear. 
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Abstract 
Location model is a predictive classification model that determines the groups of 
objects which contain mixed categorical and continuous variables. The simplest 
location model is known as classical location model, which can be constructed 
easily using maximum likelihood estimation. This model performs ideally with few 
binary variables. However, there is an issue of many empty cells when it involves a 
large number of binary variables, b due to the exponential growth of multinomial 
cells by 2b. This issue affects the classification accuracy badly when no information 
can be obtained from the empty cells to estimate the required parameters. This issue 
can be solved by implementing the dimensionality reduction approach into the 
classical location model. Thus, the objective of this study is to propose a new 
classification strategy to reduce the large binary variables. This can be done by 
integrating classical location model and nonlinear principal component analysis 
where the binary variables reduction is based on variance accounted for, VAF. The 
proposed location model was tested and compared to the classical location model 
using leave-one-out method. The results proved that the proposed location model 
could reduce the number of empty cells and has better performance in term of 
misclassification rate than the classical location model. The proposed model was 
also validated using a real data. The findings showed that this model was 
comparable or even better than the existing classification methods. In conclusion, 
this study demonstrated that the new proposed location model can be an alternative 
method in solving the mixed variable classification problem, mainly when facing 
with a large number of binary variables. 
 
Keywords: Dimensionality reduction, Location model, Misclassification rate, 
Mixed variables, Nonlinear principal component analysis. 
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Glossary of Terms 
Binary variable: Variables which only take two values. It can be coded as 0 or 1, for 
yes or no, male or female and true or false respectively. Categorical types of data can 
be converted into binary structure as many variables are naturally binary. 
Case study: In-depth studies of a phenomenon with cases and solutions presented. It 
can provides a deeper understanding to assist a person in gaining experience about a 
certain historical situation. 
Categorical variable: Variable that can take on one of a limited or fixed number of 
possible values, then each individual can be assigned into a particular category as it 
has two or more categories. 
Continuous variable: Variable that can take on any value between its minimum and 
maximum values. It is a quantity that has a changing value. Thus, it has an infinite 
number of possible values. 
Dimensionality reduction: Process of reducing the number of variables under 
consideration. It can be divided into variable extraction and variable selection. 
High dimensional data: Data that has many measurements from each sample 
concurrently. 
Homogeneous covariance matrix: Formed of covariance matrix across groups that is 
all same. 
  xi 
Misclassification rate: A prediction error used in a classification problem for 
evaluation purposes. It is determined with a confusion matrix. A good prediction is 
able to identify true positive and true negative, otherwise, it is a bad prediction. 
Mixed variables classification: Process of classifying an object into one of several 
populations based on data consisting a mixture of categorical and continuous 
variables. 
Monte Carlo study: A statistical evaluation of mathematical functions using random 
samples. It is a simulation that uses repeated random sampling to obtain numerical 
results. 
Principal component: A set of linearly uncorrected underlying variables that are 
extracted from a set of possibly correlated variables based on total variance 
explained through an orthogonal transformation. The first principal component has 
the largest possible variance. Thus, the number of principal components is less than 
or equal to the number of original variables. 
Supervised classification: Classifying an object into one of few predefined groups. 
The group structures are known a priori. 
Variable extraction: Reduce a large number of measured variables by extracting a 
small number of new variates that contain maximum variance explained. 
Variable selection: Reduce irrelevant variables by choosing a subset of the original 
variables. 
  xii 
Variance accounted for: Explained variation measures the proportion to which a 
mathematical model accounted for the variation of a given dataset. 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background 
Classification problems abound in both theory and practical applications concerning 
the group memberships which in turn assign a new entity (e.g. a company, people, 
plant) into some predefined groups (e.g. category, department, class) (Olosunde & 
Soyinka, 2013). This process of discrimination is defined as a supervised 
classification (Hand, 2006). One of the earliest methods of classification is 
discriminant analysis (Crook, Edelman, & Thomas, 2007). The focus of discriminant 
analysis is to find a predictive classification model that can be used to classify an 
entity correctly to the predetermined groups (Banerjee & Pawar, 2013; Birzer & 
Craig-Moreland, 2008). As a matter of fact, discriminant analysis has been widely 
used for the classification problems to predict a group for future entities or events 
(Guo, Hastie, & Tibshirani, 2007). 
Classification is a worth study area to be explored because it helps support major of 
the decision making. Volumes have been written about predictive discriminant 
analysis to solve classification problems in our real life. For example, classification 
has been applied in business and finance to predict the bankruptcy of a corporate in 
order to maximize the profit gained in future (Alrawashdeh, Sabri, & Ismail, 2012; 
Altman, 1968; Eisenbeis, 1977). Classification also has been employed in medical 
sciences to provide diagnostic information such as the prediction of the patients’ 
future condition (Carakostas, Gossett, Church, & Cleghorn, 1986; Goulermas, 
Findlow, Nester, Howard, & Bowker, 2005; Maclaren, 1985; Poon, 2004; Takane, 
The contents of 
the thesis is for 
internal user 
only 
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