The paper focuses on deterministic and unambiguous finite automata (DFA's and UNFA's respectively for short) in the case of a one-letter alphabet. We present a structural characterization of unary UNFA's and some considerations relating minimal UNFA's with minimum DFA's recognizing a given unary language. We also present an algorithm for the construction of a minimal UNFA for a unary regular language. Then we establish a correspondence between pairs of UNFA's recognizing a unary language and its complement respectively, and the disjoint covering systems of number theory. It allows us to provide some conditions relating the number of successful simple paths and the lengths of cycles in an UNFA recognizing a unary language with the same parameters in an UNFA recognizing its complement.
The paper focuses on deterministic and unambiguous finite automata (DFA's and UNFA's respectively for short) in the case of a one-letter alphabet. We present a structural characterization of unary UNFA's and some considerations relating minimal UNFA's with minimum DFA's recognizing a given unary language. We also present an algorithm for the construction of a minimal UNFA for a unary regular language. Then we establish a correspondence between pairs of UNFA's recognizing a unary language and its complement respectively, and the disjoint covering systems of number theory. It allows us to provide some conditions relating the number of successful simple paths and the lengths of cycles in an UNFA recognizing a unary language with the same parameters in an UNFA recognizing its complement.
The starting point of this investigation are some problems on the descriptional complexity of regular languages, that is questions concerning the size of minimal finite automata, both deterministic and nondeterministic ones. This paper will concern only unary automata and unary regular languages. While unary deterministic and nondeterministic automata were deeply investigated in this framework, few results are known on unambiguous unary automata [3, 5, 6] . It is known that there is an exponential gap in the sizes of unary UNFA's and DFA's: a first proof is in [5] that is improved in [3] by showing that for any N there is a unary language accepted by an unambiguous nondeterministic automaton with at most N states while the smallest deterministic automaton requires a superpolynomial number of states, at least e Ω( 3 √ N·ln 2 N ) . Despite a restricted literature on, we believe that unambiguous automata, as an intermediate model between deterministic and nondeterministic ones, could play a major role in solving some longstanding open questions, as, for example, the ones concerning the complementation of unary automata [10] .
In this paper, first we study the structure of unary unambiguous automata, where an automaton is said unambiguous if there is no word that is the label of two different successful paths (i.e. paths from the initial state to a final state) in its transition graph. We show a characterization of UNFA's regarding the lengths of significant paths in the automata. The proofs are mainly based on results of the modular arithmetic. The characterization of UNFA's allows us to give a new algorithm to decide whether a unary NFA is an UNFA. Remark that, in the case of a general alphabet, other algorithms to test the unambiguity of a NFA are already known. Our algorithm is given for the case of a one-letter alphabet and is based on the structure of the NFA.
Then we consider the case of minimal UNFA's and show some more properties on the structure of an UNFA, in the case it has a minimal number of states. In particular, it turns out that a minimal UNFA for a language L can be constructed by using as elementary "bricks", the minimum DFA's that recognize some specified subsets of L, and, in this case, such DFA's are also minimal as UNFA's. Hence we characterize the case where the minimum DFA is also a minimal UNFA.
Using previous results, we obtain an algorithm that takes as input a unary automaton and returns an unambiguous automaton, recognizing the same language with a minimal number of states. In particular, the algorithm allows us to decide whether an UNFA is minimal or not.
Some open questions on formal languages regard the description of a language and its complement. It is well known that any regular language and its complement can be recognized by DFA's with the same number of states. Some investigation has been carried out on the complementation of NFA's [3, 10] , while, as far as we know, there are no results in the literature on the complementation of UNFA's. In this paper we afford the problem from a new point of view. We consider the pair of an UNFA for a language L and an UNFA for its complement L together. When L and L are unary languages there is a correspondence of such pairs with the disjoint covering systems, as introduced and studied by mathematicians since the fifties [2] . Covering systems are a fascinating field connected with number theory, combinatorics, algebra and analysis, with many applications and some unsolved conjectures [13] . The correspondence with disjoint covering systems will allow us to show some properties on UNFA's, exploiting some results on disjoint covering systems. In particular we show some conditions relating the number of successful simple paths and the lengths of cycles in an UNFA (DFA, resp.) recognizing a language, with the same parameters in an UNFA recognizing its complement.
Preliminaries
Let us recall some basic definitions on graphs, automata and unary languages; for further details see [4] .
A directed graph consists of a finite set of vertices and a set of ordered pairs of vertices called arcs. A nondeterministic automaton (NFA) over an alphabet Σ is a quadruple A = (Q , q 0 , F , δ) where Q is the finite set of states, δ:
Q is the transition function, q 0 ∈ Q is the initial state, F ⊆ Q is the set of final states. The transition function δ can be extended to strings toδ in a standard way.
The language accepted by A is L(A) = {w ∈ Σ * |δ(q 0 , w) ∩ F = ∅}. The automaton A is a deterministic automaton (DFA) iff for any q ∈ Q , σ ∈ Σ , |δ(q, σ )| = 1 (this implies that deterministic automata are assumed to be complete). The automaton A is an unambiguous automaton (UNFA) iff for any w ∈ L(A), |δ(q 0 , w) ∩ F | = 1. In other words, an automaton is unambiguous if there is no word that is the label of two different successful paths (i.e. paths from the initial state to a final state) in its transition graph. An automaton A = (Q , q 0 , F , δ) over an alphabet Σ is said trim if for any q ∈ Q there exist w 1 , w 2 ∈ Σ * such that q ∈δ(q 0 , w 1 ) andδ(q, w 2 ) ∩ F = ∅. A NFA (DFA, UNFA, resp.) is said a minimal NFA (DFA, UNFA, resp.) if there does not exist a NFA (DFA, UNFA, resp.) with a less number of states that recognizes the same language. Note that the DFA with minimal number of states for a language is unique (up to a homomorphism); on the contrary, some languages have more than one minimal UNFA or NFA. Moreover, since deterministic automata are necessarily unambiguous ones, but not the contrary, there are cases of languages whose minimum DFA is also a minimal UNFA, and cases where a minimal UNFA has less states than the minimum DFA. This paper will handle only with unary automata and unary regular languages that is automata and regular languages over a one-letter alphabet Σ = {a}. Any string a n in {a} * will be identified with the nonnegative integer n. Following this notation, for any n ∈ N and L ⊆ {a} * , we set n −1 L = {m ∈ N:
Given a unary NFA A, the size of A is the pair (λ, μ), λ 1, μ 0, where λ and μ denote the number of states belonging to the cycles and those not belonging to any cycle, respectively.
It is easy to observe that the transition graph of a unary DFA is a path, called tail, that starts from the initial state and is followed by a cycle. Moreover, given a unary regular language L and two integers λ, μ 0, then the language L is accepted by a DFA of size (λ, μ) iff for any n μ, n ∈ L iff n + λ ∈ L. A language is said ultimately λ-cyclic when it is accepted by a unary DFA of size (λ, μ) and it is said ultimately cyclic when it is ultimately λ-cyclic for some λ. Hence a unary language is regular iff it is ultimately cyclic. A language L is said to be properly ultimately λ-cyclic if and only if it is ultimately λ-cyclic and, for any λ λ, it is not ultimately λ -cyclic. In this case, the minimum DFA accepting L consists of a tail and a cycle of λ states. If L is properly ultimately λ-cyclic, then λ is called the period of L. Remark that λ and μ of the minimum DFA accepting L are the minimum parameters in the definition of ultimately λ-cyclic language. In the case μ = 0, the same definitions specify λ-cyclic, cyclic and properly λ-cyclic languages.
Let L be a language and L denote its complement. Recall that a language L and its complement L have the same period, since the minimum DFA for L can be obtained from the minimum DFA for L, simply exchanging final and non-final states.
A NFA is in Chrobak normal form if its transition graph consists of a deterministic path, still called tail, starting from the initial state, and some disjoint cycles such that only the last state in the tail eventually branches nondeterministically into one state of each cycle.
In this paper we will use some notions and results from number theory. We will denote by gcd(a 1 , a 2 , . . . , a k ) and by lcm(a 1 , a 2 , . . . , a k ) the greatest common divisor and the least common multiple of integers a 1 , a 2 , . . . , a k , respectively. Let n ∈ N, n 1. For two integers a, b we say that a is congruent to b modulo n and we write a ≡ b (mod n) if and only if a − b is a multiple of n. A congruence class modulo n is the set of all positive integers x such that x ≡ a (mod n), for some 0 a < n, and it is denoted a (mod n). A shifted class modulo n, for some a 0, is the set of all positive integers x such that x ≡ a (mod n) and x a; it is again denoted a (mod n).
In the following, we will reduce the problem of unambiguity in an automaton, i.e. of the nonexistence of a string that is the label of two different successful paths, to the solution of a system in the unknown n: n ≡ a (mod λ i ) and n ≡ b (mod λ j ) for some a, b, λ i , λ j ∈ N. The solution of such a system is given in the following Remark 1, for the case λ i = λ j , and by the Generalized Chinese Remainder Theorem in the case λ i = λ j .
Remark 1.
Trivially, due to the transitivity of the relation ≡, n, m, a, b ∈ N exist such that n ≡ a (mod m) and
The Chinese Remainder Theorem is a well-known result in modular arithmetic. Here we recall a generalized version, as in [8] . 
Unary unambiguous automata
In this section we study the structure of unary unambiguous automata. Using mainly results and considerations of the modular arithmetic, we show a characterization of unary UNFA's regarding the lengths of successful paths in the automata. The properties stated in the characterization are all decidable.
Two cycles are considered distinct if there is at least one node which belongs to one cycle but not to the other one. According to [6] we say that two distinct cycles interact if they share a node or one cycle is reachable from the other through a sequence of states. The following result is proved in [6] . Let us fix some notation we will implicitly use throughout the paper when referring to NFA's. We will mainly distinguish between final states involved in cycles and not.
Example 5. Consider the following automata
Notation. Let A = (Q , q 0 , F , δ) be a unary NFA. Without loss of generality suppose that A has k cycles enumerated by 1, 2, . . . ,k. For any n ∈ N, i, j = 1, 2, . . . ,k, let us denote:
• q(n) =δ(q 0 , n), i.e. the set of states q such that there is a path of length n from q 0 to q.
• F H the set of states of F that can be reached from q 0 only by visiting states that do not belong to any cycle. In other words, for q ∈ F H and p ∈ Q , if p ∈δ(q 0 , n) and q ∈δ(p, m), n, m ∈ N, then p does not belong to any cycle.
• L H the finite set of strings accepted by paths ending in a state of F H .
• Q i the set of states in the i-th cycle.
• F i the set of final states in the i-th cycle or in some branch outgoing from it.
• P i the set of simple paths from q 0 to some state in F i through the i-th cycle.
• L i the set of labels of successful paths through some state in
• λ i the length of the i-th cycle, i.e. λ i = |Q i |. Example 6. Fig. 2 ). B has two cycles of lengths λ 1 = 4 and λ 2 = 6 respectively and d 1,2 = gcd(4, 6) = 2. According to the notation:
In the following proposition we will present a characterization for UNFA's: this will provide a new algorithm to decide the unambiguity of NFA's (see Remark 8) .
Proposition 7. Let A be a trim NFA with no interacting cycles. A is an UNFA if and only if
(a) for each n ∈ L H , q(n) can contain at most one final state, (b) for any n, m ∈ N, i, j ∈ {1, . .
. ,k} two different paths of lengths m and n that belong to P i and P j , respectively, are such that m ≡ n (mod d i, j ).
Proof. Let A be an UNFA. Condition (a) is obviously true.
If condition (b) was not true, then there should exist two simple successful paths, p 1 in P i and p 2 in P j , of lengths m and n respectively with m ≡ n (mod d i, j ) (remember that every P i contains only simple and successful paths). Two cases can occur: i = j and i = j. In the first case, since A is unambiguous, it cannot be m = n. (1) at least one between p 1 and p 2 does not go through a cycle; (2) p 1 and p 2 both go through a cycle, say i and j, respectively.
Case (1) contradicts condition (a) of the hypothesis, since at least one between q 1 and q 2 is in F H . In case (2), let p 1 (resp. p 2 ) the simple path prefix of p 1 (resp. p 2 ) that goes from q 0 to q 1 (resp. q 2 )
and let m (resp. n) its length. Let us now consider two different subcases: i = j and i = j. If i = j, then it is easy to show that r = m + kλ i = n + hλ i for some h, k ∈ N and, from Remark 1, this implies m ≡ n (mod λ i ) against condition (b) of the hypothesis. If i = j, then it is easy to show that r = m + kλ i = n + hλ j for some h, k ∈ N and, from the Generalized Chinese Remainder Theorem, this
Remark 8. The characterization of UNFA's in Proposition 7 provides a new algorithm to decide whether a trim unary NFA is an UNFA. Indeed, it suffices to verify whether conditions (a) and (b) of Proposition 7 are satisfied. This can be easily tested since they both concern simple paths in the automaton and, hence, finite sets of pairs m, n ∈ N. Fig. 3 ). B is an UNFA. Indeed conditions (a) and (b), for the case i = j, in Proposition 7 are easily proved, while condition (b), for the case i = j, holds because 4 ≡ 1 (mod 2). In the following (see Example 22), we will show that B is indeed a minimal UNFA for the accepted language L = 0 (mod 4) ∪ 1 (mod 6) .
Finally let B be the automaton introduced in Example 6 (see Fig. 2) . B is an UNFA that recognizes L . It satisfies condition (a) since L H = {0, 1}, q(0) = {q 0 }, and q(1) = {q 1 Proof. Let A be a unary trim UNFA with k cycles, k > 1, and suppose there exist i, j ∈ {1, 2, . . . ,k}, with i = j, and d i, j = 1. Since A is trim, then there exist two (simple) paths p 1 in P i and p 2 in P j ; let m and n their lengths. This contradicts condition (b) of Proposition 7, since n ≡ m (mod 1) for any m, n ∈ N. 2
Minimal unary unambiguous automata
In this section we consider the case where unary unambiguous automata are minimal in the number of states. We show some properties of minimal UNFA's and characterize the case when the minimum DFA is a minimal UNFA too.
Let us first remark that the minimal UNFA of a unary language is not unique, see for example A and A in Example 5, and that, among all minimal UNFA's recognizing a language, there is one in Chrobak normal form [6] . Moreover, any minimal automaton of a language is necessarily trim. Proof. If A is a minimal UNFA, A cannot contain two different cycles of lengths one multiple of the other one. Otherwise, the shortest cycle can be deleted and, the branches outgoing from it and some final states, can be added in the other one, without affecting the language recognized by A, against its minimality. The other condition is proved in [6] . 2
In the following we will compare the size of the minimum DFA recognizing a language with the size of a minimal UNFA recognizing it. In particular in Proposition 13 we will compare the tail of the minimum DFA with the tail of a minimal UNFA in Chrobak normal form, for a given language. A special role will be played by languages where the minimum DFA is also minimal as an UNFA. We will characterize the case where the minimum DFA is also a minimal UNFA. These results will be the theoretical basis of the minimization algorithm in the next section. If μ = 0 then the language is properly λ-cyclic. In this case either the minimum DFA is a minimal UNFA (μ C = μ, k = 1), or there is a minimal UNFA which is smaller and that uses a new initial state to make the nondeterministic choice among possible cycles (μ C = 1, k > 1).
The case μ > 0 is similar, but we do not need the extra state for the nondeterministic choice, since we can use the already existing initial path. Proof. Let C be a minimal UNFA in Chrobak normal form recognizing L. Let (λ C , μ C ) be its size and suppose that C contains k cycles of length λ 1 , . . . , λ k , respectively. Recall that λ = lcm(λ 1 , . . . , λ k ) [1] .
Let us first consider the case k = 1. In this case, C is in fact a DFA and μ C = μ follows from its minimality. Now, let k > 1 and consider the sets X 1 and X 2 , defined as follows. The aim is to identify the set of words that must be "processed" (i.e., accepted or rejected) by the noncyclic part of the automaton. Roughly speaking, these are the words having some kind of "contradiction" with the periodic behavior in the cycles (i.e., either words that are rejected but with an accepted "successor" in some cycle, set X 1 , or words which are accepted but with a rejected "successor" in each cycle, set X 2 , where, in this context, as "successor" we mean a greater number in the same equivalence class modulo the length of the loop).
Let us formally define 
, respectively, recognizing L, against the minimality of C. More exactly, C would have a tail that contains m C + 1 states, or one state, respectively, and the same cycles as C, with final states defined according to some "rolling back" of the cycles that preserves the unambiguity.
First suppose μ = 0. Then X 1 ∪ X 2 = ∅. The rest of the proof shows that μ = m C + 1 and therefore μ = μ C . First one can show that m C + 1 μ since, for any x m C + 1, we have x ∈ L if and only if x (mod λ) ⊆ L, and μ is the minimum value with this property. Then we show that any y ∈ X 1 ∪ X 2 is y < μ, and hence, since m C ∈ X 1 ∪ X 2 , then m C < μ or equivalently m C + 1 μ.
On the other hand, since y μ and y / ∈ L then y (mod λ) ∩ L = ∅, and this contradicts y (mod λ i ) ⊆ L i because λ is a multiple of λ i . A similar contradiction can be found in the case y ∈ X 2 .
Finally, when μ = 0, then X 1 ∪ X 2 = ∅ (since we have just shown that any y ∈ X 1 ∪ X 2 is y < μ) and we observed that in this case μ C = 
in Example 9 (see Fig. 3 ) as it will be shown in Example 22.
Corollary 17. It is decidable whether the minimum DFA is also a minimal UNFA.
The proof of Proposition 15 allows also to state the following corollary. 
An unambiguous minimization algorithm for unary NFA's
In this section we show an algorithm that, taken a unary automaton, returns an unambiguous automaton that recognizes the same language and has a minimal number of states. The algorithm is based on the results developed in the previous section. Let us state the problem.
Unambiguous Minimization of unary NFA's
Input: A unary automaton A.
Output: An unambiguous unary automaton C recognizing L(A) with a minimal number of states.
We now describe an algorithm to solve the Unambiguous Minimization of unary NFA's problem. It is composed of three steps.
Step 1. Compute a minimum deterministic automaton D recognizing L = L(A) by the classical algorithms of determinization and minimization of deterministic automata. Let (λ, μ) be the size of D.
Step 2. Look for all finite sets of integers {λ 1 , .
If no set is found then return D.
Step 3. For any set {λ 1 , . . . , λ k } computed in Step 2, taken in increasing order of
If no decomposition is found for any set, then return D.
If for a given set {λ 1 , λ 2 Fig. 4 ).
Step 2: the only set computed in this step is {λ 1 , λ 2 } = {4, 6} (12 = lcm (4, 6) , λ 1 + λ 2 = 4 + 6 < 11 = λ − 1 and gcd(4, 6) = 2 = 1, 4, 6).
Step 3:
since μ = 0, we have μ −1 L = L and L has a unique decomposition as disjoint union of classes modulo λ 1 and λ 2 . Indeed L = 0 (mod 4) ∪ 1 (mod 6). Hence, the minimal UNFA for L , returned by the algorithm, is exactly B .
Unary UNFA's and disjoint covering systems
An open problem on unary automata is to find relations between an automaton recognizing a language L and the ones recognizing its complement [3, 10] . Under this perspective, we state a connection between a pair of an UNFA for a language L with an UNFA for its complement L, and a structure known in number theory: the disjoint covering system. This correspondence will allow us to show some results on UNFA's descending from some known results on disjoint covering systems.
A finite set of congruence classes S = {a i (mod n i ) | i = 1, . . . , s} is said to be a covering system (CS for short) if each integer lies in at least one class in S, that is each integer n satisfies at least one congruence n ≡ a i (mod n i ). The values n i will be called the moduli of the CS. A covering system S = {a i (mod n i ) | i = 1, . . . , s} is said to be a disjoint covering system (DCS for short) if it covers every integer exactly once, that is each integer n satisfies exactly one congruence n ≡ a i (mod n i ). In the next proposition we will associate to a pair of automata, a DCS whose cardinality is given in terms of the sets of simple paths P i in the automata, as defined in Section 3. Proof. Let A and A such as in the statement (for an example refer to Example 24). First remark that any path in P i ( P j , resp.) determines a shifted class modulo λ i (λ j , resp.) contained in L (L, resp.). Consider now the set H of the positive integers not covered by such shifted classes for any i = 1, . . . ,k, j = 1, . . . ,k. H is the finite set of integers accepted without entering any cycle. Since L ∪ L = N, the elements in H complete the shifted classes that become congruence classes modulo λ i and λ j . The set S of all such defined classes is thus a covering system of cardinality |S| =
S is a DCS since: any shifted class from A (A, resp.) is disjoint from any other shifted class from A (A, resp.) since A (A, resp.) is an UNFA; any shifted class from A is disjoint from any shifted class from A, since A recognizes L and A recognizes its complement; and finally each element in H cannot belong to two different classes because of the unambiguity of A and A.
The vice versa is trivially true. 2
Example 24. Let A = B be the UNFA defined in Example 9, that recognizes the cyclic language 10 , and δ(q 11 ) = {q 0 }, the UNFA recognizing L . Automata A and A are given in Fig. 6 . According to our notation, for A we have λ 1 = 4, λ 2 = 6, F 1 = {q 4 }, F 2 = {q 5 }; for A we have λ 1 = 12, F 1 = {q i ∈ Q | i = 2, 3, 5, 6, 9, 10, 11}. Following Proposition 23, the DCS that corresponds to the pair A and A is S = {0 (mod 4), 1 (mod 6), a (mod 12) | a = 2, 3, 5, 6, 9, 10, 11}. Indeed the shifted class corresponding to the simple path (in P 1 ) from q 0 to q 4 is 4 (mod 4); the shifted class corresponding to the simple path (in P 2 ) from q 0 to q 5 is 1 (mod 6); the shifted classes corresponding to the simple paths in P 1 are {a (mod 12) | a = 2, 3, 5, 6, 9, 10, 11}; H = {0} and 0 together with the shifted class 4 (mod 4) constitutes the congruence class 0 (mod 4).
The following results show how to use the knowledge on the DCS's to obtain new outcomes on UNFA's. Let S = {a i (mod n i ) | i = 1, . . . , s} be a covering system. It is known (cf. [13] ) that 
Proof. Consider the disjoint covering system S associated to the pair (A, A) as in Proposition 23. For any i ∈ {1, . . . ,k} ( j ∈ {1, . . . ,k}, resp.), S contains |P i | (|P j |, resp.) classes of congruence modulo λ i (λ j , resp.). Therefore, if 
The converse does not hold. Consider for example automaton B as defined in Example 9; we have We already remarked that deterministic automata are necessarily unambiguous ones, but not the converse. The case of languages whose minimum DFA is also a minimal UNFA is characterized in Proposition 15. Using that characterization and some results on DCS's, we now present two cases in which the minimum DFA for a language is also a minimal UNFA. Recall that the period of a unary language and the one of its complement are the same.
Proposition 29. Let L be a language and λ its period.
If λ is a prime number, then the minimum DFA for L (L, resp.) is also a minimal UNFA for L (L, resp.).
Proof. From Lemma 11, if
A is a minimal UNFA for L, then the length of any cycle of A must divide λ and A cannot contain two cycles with equal length. Therefore, since λ is prime, A has only one cycle of length λ i.e. it is the minimum DFA for L. 2
One of the earliest results about disjoint covering systems is that the moduli λ i cannot be all distinct [2] . Furthermore Znam [14] and Newman [11] independently proved that the largest modulus, say λ, must be repeated at least p(λ) times, where p(λ) denotes the least prime divisor of λ. This allows to prove the following proposition. 
Conclusions and directions for future work
In this paper we were concerned with the structure of unary automata and in particular with unambiguous and minimal unambiguous automata. Unambiguity, as here referred, means the existence of at most one successful computation for any word. In other frameworks, such as in the theory of codes or in symbolic dynamics, where initial and final states play a different role, another definition of unambiguity is sometimes considered. It would be interesting to extend our results to this framework, as well as to the case of alphabets with more than one letter.
The results in the first sections led to a minimization algorithm that provides a minimal UNFA for any regular unary language. Remark that, in the case of a general alphabet, the minimization problem for UNFA's is NP-complete [7] . Here we did not considered complexity questions: we think that improvements to the algorithm are possible and reserve to be investigated. Moreover it is quite natural to ask if the connection between pairs of UNFA's, recognizing a language and its complement, and disjoint covering systems, presented in Section 6, can have more applications.
Finally we believe that, despite the poor literature on the topic, unambiguous unary automata could play an important role in understanding and solving some open problems on unary automata.
