Localisation de défauts dans les machines asynchrones par des méthodes MCMC by THEYS, Céline & VIEIRA, Michelle
Localisation de defauts dans les machines asynchrones
par des methodes MCMC
Celine Theys, Michelle Vieira
I3S, UPRES-A CNRS 6070
Les Algorithmes/ Ba^t. Euclide
2000 route des Lucioles, BP121, 06903 Sophia-Antipolis cedex, France
theys@unice.fr,vieira@unice.fr
Resume { Surveiller le courant statorique des machines a induction est une technique tres classique pour obtenir des informations
sur l'etat de sante du moteur. En eet, la presence d'un defaut est caracterise dans le spectre du courant statorique par
l'apparition ou la modications de certaines raies. Une approche Bayesienne est proposee pour estimer les parametres modies
par l'eventuel defaut en tenant compte des a priori construits a partir des conditions de l'experience. L'estimation est realisee
a partir d'echantillons de la densite de probabilite a posteriori des parametres, generes par un algorithme de Monte Carlo par
cha^ne de Markov (MCMC).
Abstract { Processing of the stator current of induction machines is a widely used technique for obtaining health state
information. In eect, some components appear or are modied in the current spectrum if a fault occurs. A Bayesian approach
is proposed to estimate the parameters modied by the possible default taking into account the a priori densities, built from the
experiment conditions. The estimation is made from the samples of the a posteriori parameters density generated by a Monte
Carlo Markov Chain (MCMC) algorithm.
1 Position du probleme
La necessite de surveiller et de contro^ler les machines a
induction s'est accrue ces dix dernieres annees en raison
des pertes economiques importantes que peut occasionner
un defaut soudain du moteur.
Parmi tous les parametres surveilles pour obtenir des
informations sur l'etat de sante des machines: les vibra-
tions, la vitesse du rotor [4], le plus couramment utilise
reste le courant statorique. En eet, c'est un parametre
facile d'acces et la presence d'un defaut se caracterise
dans le spectre du courant statorique par l'apparition ou
l'augmentation de certaines composantes permettant de
deceler la presence et, dans certains cas, le type de defauts.
De plus, toutes les frequences principales du courant sta-
torique dependent lineairement du glissement, parametre
relie a la charge, [1] [5].
Dans ce papier, une approche Bayesienne associee a un
algorithme de Monte Carlo par cha^ne de Markov (MCMC)
est proposee pour analyser le courant statorique de la ma-
chine saine puis avec defaut. Cette approche consiste a
estimer les parametres d'intere^t: le glissement et les am-
plitudes susceptibles d'e^tre aectees par le defaut, a partir
de la densite a posteriori des parametres, simulee gra^ce a
un algorithme MCMC. La densite a posteriori est evaluee
a partir de la fonction de vraisemblance des donnees, et
de distributions a priori sur certains parametres. L'intro-
duction de densites a priori sur le glissement et sur les am-
plitudes invariantes par apparition du defaut permet, res-
pectivement, d'utiliser l'information delivree par l'experi-
mentateur et de regulariser le modele lorsque le glissement
tend vers zero. Des resultats sur signaux synthetiques puis
sur donnees reelles permettent de valider la methode pro-
posee.
2 Modele du courant statorique
Soitd = [d(0);    ; d(N 1)]
T
, le vecteur deN echantillons
observes du courant statorique, compose de M sinusodes
dans un bruit additif, [6].
Le modele peut s'ecrire:
d =Ga+Db+ e; (1)
ou le terme Ga comprend les p sinusodes a estimer, c.a.d
susceptibles d'e^tre aectees par le defaut et le terme Db
les M   p+ 1 restantes.
e : N  1 est le vecteur des N echantillons de bruit
a moyenne nulle, i.i.d., blanc, Gaussien de variance 
2
inconnue.
a : 2p  1 est le vecteur des amplitudes a estimer tel
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b : 2(M   p + 1)  1 est le vecteur des amplitudes a
eliminer par integration
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et D : N  2(M   p+ 1) est la matrice de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Les parametres du modele a estimer sont le glissement du
moteur g, les amplitudes complexes des raies aectees par
le defaut a et la variance du bruit 
2
.
3 Solution Bayesienne
Dans le contexte Bayesien, deux etapes successives sont
necessaires :
1. Determiner l'expression analytique de la densite a
posteriori des parametres p(a; 
2
; gjd; I) ou I est
l'information a priori.
2. Trouver la moyenne de cette densite, ce qui equivaut
a estimer par MMSE (MinimumMean Square Error)
les parametres g , 
2
et a.

Etant donnee la densite de probabilite du bruit e, la fonc-
tion de vraisemblance des donnees est:
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A partir du theoreme de Bayes, p(a;b; 
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; gjd; I) est donnee
par:
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ou p(a;b; 
2
; gjI) est la densite a priori des parametres et
p(djI) est la constante de normalisation.
Comme (a;b; g; 
2
) sont i.i.d:
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Les a priori suivants pour a, b, 
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et g ont ete choisis:
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g
sont xes par l'experimentateur, 
a
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
b
sont a xer en fonction des caracteristiques du
moteur.
Apres elimination de b par integration sur son domaine
de denition:
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la densite a posteriori des parametres est donnee par:
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L'introduction d'une densite a priori informative sur b ad-
ditionne le terme  = 
2
=
2
b
appele parametre de regulari-
sation a D
T
D au determinant du denominateur. Lorsque
g tend vers 0, D
T
D devient singuliere et le mode de cette
densite se deplace en g = 0.  permet alors d'ameliorer
l'estimation pour les valeurs de glissement tres petites
comme on le verra dans la section suivante.
Dans le formalismeBayesien, la seconde etape consiste a
evaluer la moyenne de cette densite a posteriori mais il ap-
para^t evident que sa complexite ne permet pas d'obtenir
une solution analytique simple. On se propose alors de
generer des echantillons de cette densite a partir de l'algo-
rithme de Metropolis-Hastings une variable a la fois.
4 Simulation par MCMC
Les algorithmes MCMC sont des methodes de simulation
qui generent un echantillon d'une densite cible (:) en
speciant la probabilite de transition d'un processus de
Markov. Une des methodes MCMC les plus utilisees est
celle de Metropolis-Hasting (M-H), pour lequel le noyau
de transition est deni par :
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ou q(x
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Une famille importante de densites generatrice de candi-
dat est de la forme q(x
(t)
; y) = q
1
(y x
(t)
) ou q
1
(:) est une
densite multivariable, facilement simulable, independante
de x. Le candidat y est ainsi genere par le processus
y = x
(t)
+z ou z est une variable aleatoire d'increment qui
suit q
1
(:). Cet algorithme M-H dit a marche aleatoire est
choisi puisqu'il ne necessite pas la connaissance du sup-
port de la densite cible, voir [2] pour plus de details sur
cet algorithme.
Dans notre cas, 2p+2 densites de probabilite a posteriori
conditionnelles doivent e^tre simulees a partir de la densite
conjointe (9), on utilise la version une variable a la fois de
l'algorithmeM-H combinant 2p+2 remises a jour a chaque
iteration, la convergence est alors plus rapide et plus su^re
qu'avec l'algorithmeM-H global. Dans notre cas, les 2p+2
densites generatrices de candidats sont choisies Gaussi-
ennes, independantes, de moyenne nulle et de variances
experimentalement xees pour un taux d'acceptation op-
timal, [3].
Apres un nombre susant d'iterations T , les moyennes
a posteriori sont calculees a partir des echantillons des
cha^nes generees g
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Les T
0
premiers echantillons constituent la periode de chauf-
fage, au dela de laquelle les proprietes asymptotiques de
la cha^ne sont veriees.
5 Simulations
An d'estimer les performances de la methode proposee,
des simulations a partir d'un signal de longueur N =
100 et de rapport signal sur bruit RSB = 20dB ont
ete realisees pour simuler le fonctionnement d'une ma-
chine saine. Le signal genere simule les M = 13 princi-
pales composantes spectrales du courant statorique pour
la frequence normalisee d'alimentationf
0
= 0:05, 9 d'entre
elles sont les premiers harmoniques de f
0
et les 4 autres
dependent de g: f = f
0
 x, f
0
 y avec x =
(1 g)f
0
2
et
y = 2gf
0
, gures 1 et 2.
Le glissement a ete xe a une valeur necessitant la regula-
risation: g = 0:025. La longueur et la periode de chauage
de la cha^ne ont ete xees respectivement a T = 2000 et
T
0
= 1000. 
g
est xee a la valeur donnee et 
g
est xee de
maniere a reeter la precision des instruments de mesure
soit 
g
= 0:005.

Etant donne que la machine est saine:
p = 0 et deux cha^nes ont ete generees: g
(i)
et 
2(i)
.
Les estimations MMSE sont donnees pour 2 valeurs du
parametre de regularisation  = 
2
=
2
b
dans le tableau 1.
La gure 3 montre les histogrammes des cha^nes generees
Tab. 1: Estimation MMSE de g et  suivant la valeur du
parametre de regularisation .
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2
. En regard des resultats, l'augmentation du
parametre de regularisation (la diminution de la variance
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de l'a priori Gaussien sur b) permet d'ameliorer notable-
ment les estimations.
6 Resultats sur signaux reels
Des experiences de laboratoire ont ete eectuees avec un
moteur de 4kW :
1. suppose sain.
2. avec un defaut de desequilibre au stator (une resis-
tance de 0:2 p.u. ayant ete rajoutee sur une phase).
La sequence des N = 100 donnees du courant statorique
est represente sur la gure 4 dans les 2 cas. Le modele des
echantillons du courant statorique est compose deM = 13
raies spectrales principales. la troisieme harmonique de la
frequence d'alimentation, f
0
= 0:05 a ete modiee par le
defaut (p = 1).
La valeur de glissement fourni par l'experimentateur
nous donne 
g
= 0:037 et la precision des appareils de
mesure permet de xer la variance de l'a priori sur g a

g
= 0:004. Les variances des a priori sur a et b sont
xees a 
a
= 
b
= 10.
Tab. 2: Moyenne et variance des estimations
(1) (2)
Moyenne Variance Moyenne Variance
A
1
1.16e-2 9.86e-7 6.84e-2 1.17e-6
g 0.0329 1.58e-5 0.0335 1.60e-5
 8.147e-3 7.5e-8 8.145e-3 7.4e-8
Durant le procede d'echantillonnage, les T
0
= 1000 pre-
miers tirages ont ete ignores et les T = 3000 suivants ont
servis a calculer la moyenne a posteriori de (12) pour es-
timer g, A
1
et 
2
dans chacun des cas, tableau 2.
La cha^ne generee pour g est representee sur la gure 5.
Les histogrammes des echantillons generes pour A
1
sont
donnes gures 6 dans le cas (1) et 7 dans le cas (2).
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Fig. 5: Cha^ne generee pour estimer g (1)
7 Conclusion
Un schema original Bayesien utilisant l'algorithme de Me-
tropolis-Hastings pour estimer les parametres des moteurs
a induction a ete propose. L'introduction de densites a
priori et d'un parametre de regularisation permet d'ame-
liorer l'estimation lorsque les valeurs du glissement sont
proches de zero. Des resultats concluants ont ete obtenus
sur des signaux synthetiques et des signaux reels.
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