Matching pursuit algorithms are an important class of algorithms in signal processing and machine learning. We present a blended matching pursuit algorithm, combining coordinate descent-like steps with stronger gradient descent steps, for minimizing a smooth convex function over a linear space spanned by a set of atoms. We derive sublinear to linear convergence rates according to the smoothness and sharpness orders of the function and demonstrate computational superiority of our approach. In particular, we derive linear rates for a wide class of non-strongly convex functions, and we demonstrate in experiments that our algorithm enjoys very fast rates of convergence and wall-clock speed while maintaining a sparsity of iterates very comparable to that of the (much slower) orthogonal matching pursuit.
Introduction
Let H be a separable real Hilbert space, D ⊂ H be a dictionary, and f : H → R be a smooth convex function. In this paper, we aim at finding a sparse (approximate) solution to the problem: min x ∈H f (x).
(1)
Together with fast convergence, achieving good sparsity, i.e., keeping the iterates as linear combinations of a small number of atoms in the dictionary D, is a primary objective. Therefore, in signal recovery, Problem 1 is often solved with algorithms such as Coordinate Descent or Matching Pursuit [Mallat and Zhang, 1993] . Our approach is inspired by the Blended Conditional Gradients algorithm of Braun et al. [2019] which solves the constrained setting of Problem 1, i.e., minimizing f over the convex hull conv(D) of the dictionary, which is ultimately based on the Frank-Wolfe algorithm [Frank and Wolfe, 1956] , also called Conditional Gradient algorithm [Levitin and Polyak, 1966] . As introduced in Braun et al. [2017] , Braun et al. [2019] enhanced the vanilla Frank-Wolfe algorithm by replacing the linear programming oracle with a weak-separation oracle, and by blending the traditional conditional gradient steps with lazified conditional gradient steps and projected gradient steps, while still avoiding projections. In a separate line of work, Locatello et al. [2017] unified the Frank-Wolfe and Matching Pursuit algorithms, and proposed a Generalized Matching Pursuit algorithm (GMP) and an Orthogonal Matching Pursuit algorithm (OMP) for solving Problem 1. Essentially, what Locatello et al. [2017] established is that GMP corresponds to the vanilla Frank-Wolfe algorithm and OMP corresponds to the Fully-Corrective Frank-Wolfe algorithm in some meaningful way. GMP and OMP converge with similar rates in the various regimes, namely with a sublinear rate for smooth convex functions and with a linear rate for smooth strongly convex functions, however they have different advantages: GMP converges faster in wall-clock time while OMP offers (much) sparser iterates. The interest in these algorithms is that they work in the general setting of smooth convex functions in Hilbert spaces and without assuming incoherence or restricted isometry properties (RIP) of the dictionary. For an in-depth discussion of the advantages of GMP and OMP over other methods, e.g., in Tropp [2004] , Gribonval and Vandergheynst [2006] , Davenport and Wakin [2010] , Shalev-Shwartz et al. [2010] , Temlyakov [2013 Temlyakov [ , 2014 Temlyakov [ , 2015 , Tibshirani [2015] , Yao and Kwok [2016] , and Nguyen and Petrova [2017] , we refer the interested reader to Locatello et al. [2017] . In a follow-up work, Locatello et al. [2018] presented an Accelerated Matching Pursuit algorithm, which we compare our approach to as well.
In short, it is fair to say that Braun et al. [2019] and Locatello et al. [2017] motivated our approach, which aims at unifying the best of GMP (speed) and OMP (sparsity). However, while the overall idea is reasonably natural, we face considerable challenges as many important features of Frank-Wolfe methods do not apply anymore in the Matching Pursuit setting and cannot be as easily overcome as in Locatello et al. [2017] , requiring a different analysis. For example, Frank-Wolfe (duality) gaps are not readily available but they are crucial in controlling the blending of steps, and further key components, such as the weak-separation oracle, require modifications.
Preliminaries
We work in a separable real Hilbert space (H, ·, · ) with induced norm · . Given x, y ∈ H , the inner product between x and y is denoted by x, y . A set D ⊂ H of normalized vectors is a dictionary if it is at most countable and cl(span(D)) = H , and in this case its elements are referred to as atoms. For any set S ⊆ H , let S S ∪ −S denote the symmetrization of S and D S sup u,v ∈S u − v denote the diameter of S. Let int(S) {x ∈ S | ∃r > 0 : B(x, r) ⊆ S} denote the interior of S, where B(x, r) {y ∈ H | y − x < r } denotes the open ball of radius r > 0 centered at x. If S is closed and convex, let proj S denote the orthogonal projection onto S. Given f : H → R, we will simply denote by H * arg min H f and f * min H f when these quantities are well-defined and that no confusion is possible. For Problem 1 to be feasible, we will assume f to be coercive, i.e., lim x →+∞ f (x) = +∞. Since f is convex, this is actually a mild assumption if H * . Last, for i, j ∈ N, the brackets i, j denote the set of integers between (and including) i and j. Let f : H → R be a Fréchet differentiable function. In the following, we use extended notions of smoothness and strong convexity by introducing orders, and we weaken and generalize the notion of strong convexity to that of sharpness (see, e.g., Roulet and d'Aspremont [2017] and Kerdreux et al. [2019] for related work). We say that f is:
, and there exists C > 0 such that for all x ∈ K,
If needed, we may specify the constants by introducing f as L-smooth, S-strongly convex, or C-sharp.
The following fact provides an upper bound on the sharpness order of a smooth function. Proof. Let x ∈ K\H * and x * arg min x * ∈H * x − x * = proj H * (x). By sharpness, smoothness, and ∇ f (x * ) = 0,
Therefore,
As the left-hand side is constant and x can be arbitrarily close to x * , we conclude that θ ≤ 1.
On sharpness and strong convexity
Notice that if f : H → R is strongly convex of order s > 1, then card(H * ) = 1. Let {x * } H * . It follows directly from ∇ f (x * ) = 0 that for any bounded set K ⊂ H such that x * ∈ int(K), f is sharp of order θ = 1/s on K. Thus, strong convexity implies sharpness. However, not every sharp function is strongly convex; moreover, the next example shows that not every sharp and convex function is strongly convex.
Example 2.2 (Distance to a convex set). Let C ⊂ H be a nonempty, closed, and bounded convex set, and K ⊂ H be a bounded set such that C ⊂ int(K). The function f : x ∈ H → x − proj C (x) 2 is convex, and it is sharp of order θ = 1/2 on K. Indeed, since H * = C and f * = 0, we have for all x ∈ K,
Now, suppose C contains more than one element. Then, f has more than one minimizer. However, a function that is strongly convex of order s > 1 has no more than one minimizer. Therefore, f cannot be strongly convex of order s, for all s > 1. Notice that f is also a smooth function, of order = 2.
Hence, sharpness can be seen as a more general and weaker condition than strong convexity, as it is a local condition around the optimal solutions whereas strong convexity is a global condition. In fact, building on the Łojasewicz inequality of Łojasiewicz [1963] , [Bolte et al., 2007, Equation (15) ] showed that sharpness always holds in finite dimensional spaces for reasonably well-behaved convex functions; see Lemma 2.3. Polynomial convex functions, · 1 , and the rectifier ReLU are simple examples of such functions. Lemma 2.3. Let f : R n → R ∪ {+∞} be a lower semicontinuous, convex, and subanalytic function with
, and denote (R n ) * arg min x ∈R n f . Then for any bounded set K ⊂ R n , there exists θ ∈ ]0, 1[ and C > 0 such that for all x ∈ K,
Strong convexity is a standard assumption in convex minimization to prove linear convergence rates on smooth convex objectives but, regrettably, this considerably restricts the set of candidate functions. For our Blended Matching Pursuit algorithm, we will only assume sharpness to establish linear convergence rates, thus including a wide class of functions.
Matching Pursuit algorithms
For y ∈ H and f : x ∈ H → y − x 2 /2, Problem 1 falls in the area of sparse recovery and is often solved using the Matching Pursuit algorithm of Mallat and Zhang [1993] . The algorithm recovers the sparse representation of the signal y from the dictionary D by sequentially pursuing the best matching atom. It searches for the atom v t ∈ D most correlated with the residual y − x t , i.e., v t arg max v ∈D | y − x t , v |, and adds it to the linear decomposition of the current iterate x t to form the new iterate x t+1 , keeping track of the active set S t+1 = S t ∪ {v t }. However, this does not prevent the algorithm from selecting atoms that have already been activated or that are redundant. The Orthogonal Matching Pursuit variant [Pati et al., 1993 , Davis et al., 1994 of the Matching Pursuit algorithm overcomes this by computing the new iterate as the projection of the signal y onto S t ∪ {v t }, however requiring more computation; see Chen et al. [1989] and Tropp [2004] for analyses and Zhang [2009] for an extension to the stochastic case. Thus, y − x t+1 becomes orthogonal to the active set.
In order to solve Problem 1 for any smooth convex objective, Locatello et al. [2017] proposed the Generalized Matching Pursuit (GMP) and Generalized Orthogonal Matching Pursuit (GOMP) algorithms (Algorithm 1); slightly abusing notation we will refer to the latter simply as Orthogonal Matching Pursuit (OMP). The atom selection subroutine is implemented with a Frank-Wolfe linear minimization query arg min v ∈ D ∇ f (x t ), v (Line 3). The solution v t ∈ D to this query is guaranteed to be a descent direction as it satisfies ∇ f (x t ), v t ≤ 0 by symmetry of D , and ∇ f (x t ), v t = 0 if and only if x t ∈ H * . Notice that for y ∈ H and f : x ∈ H → y − x 2 /2, the GMP and OMP variants of Algorithm 1 recover the original Matching Pursuit and Orthogonal Matching Pursuit algorithms respectively. In particular, up to a sign which does not affect the sequence of iterates, arg max
As mentioned earlier, there is high interest in these generalized algorithms as they work for all smooth convex functions and do not require incoherence or restricted isometry properties (RIP) assumptions on the dictionary.
Weak-separation oracle
We now introduce the weak-separation oracle (Oracle 1), a modified version of the one first introduced in Braun et al. [2017] and recently used in Lan et al. [2017] and Braun et al. [2019] . Note that the modification asks for an unconstrained improvement, whereas the original weak-separation oracle required an improvement relative to a reference point. As such, our variant here is even simpler than the original weak-separation oracle. The oracle is called in Line 11 by the Blended Matching Pursuit algorithm (Algorithm 2).
The weak-separation oracle determines whether there exists an atom v ∈ D such that c, v ≤ φ/κ. If this is not the case, then this implies that conv(D) can be separated from the ambient space by c and φ with the linear inequality c, z ≥ φ for all z ∈ conv(D). In practice, the oracle can be efficiently implemented using caching, i.e., first testing atoms that were already returned during previous calls by the Blended Matching Pursuit algorithm, as they may already satisfy the condition here. If no such atom from a previous call exists, then the condition can be decided, e.g., by means of a call to a linear optimization oracle; see Braun et al. [2017] for an in-depth discussion. By biasing the selection of the atom, in case of a positive call, towards one that has already been selected in earlier iterations, caching (together with blending) keeps the new iterate (Line 17) as sparse as possible. We would also like to briefly note that the parameter κ can be used to further promote positive calls over negative calls, by weakening the improvement requirement.
The Blended Matching Pursuit algorithm
We now present our Blended Matching Pursuit algorithm (BMP) in Algorithm 2. Note that although we make blended steps, we can maintain the explicit decompositions of the iterates x t = n t j=1 λ t,i j a i j as linear combinations of the atoms.
Algorithm 2 Blended Matching Pursuit
if v t = false then 13:
x t+1 ← x t {dual step} 14:
S t+1 ← S t 15:
Optional: Correct S t+1 23: end for Remark 3.1 (Algorithm design). BMP (Algorithm 2) actually does not require the atoms to all be normalized and only needs the dictionary to be bounded, whether it be for ensuring the convergence rates or for computations; one could further take advantage of this to add weights to certain atoms. Line 6 is simply taking the component of ∇ f (x t ) parallel to span(S t ), which can be achieved by basic linear algebra and is computationally very cheap. The line searches Line 7 and Line 17 can be replaced with explicit step-sizes using the smoothness of f (see Fact 3.3). The purpose of (the optional) Line 22 is to reoptimize the active set S t+1 , e.g., by reducing it to a subset that forms a basis for its linear span. One could also obtain further sparsity by removing atoms whose coefficient in the decomposition of the iterate is smaller than some threshold δ > 0.
Similarly to the Blended Conditional Gradients algorithm of Braun et al. [2019] , BMP employs (pseudo) dual bound estimates |φ t | as certificate of convergence (see, e.g., Equation (21) in the proof of Theorem 3.6) and as criterion to guide which type of step to take next (see Line 5 and the weak-separation oracle call in Line 11); note that |φ t | not being valid dual bounds is a major difference with the Blended Conditional Gradients algorithm of Braun et al. [2019] . When the criterion indicates not to take a constrained step (Line 7), the weak-separation oracle (Oracle 1) decides between performing a dual bound step (Line 13) or performing a full progress step (Line 17): if the oracle returns a negative answer, this implies that no full step can reduce the primal gap as required and a dual step is taken instead, which scales down the dual bound estimate by a factor τ (Line 15). In this last case, we can think of BMP as performing an (implicit!) restart with a new primal gap estimate.
The criterion Line 5, driven by dual bound estimates, is critical in balancing speed of convergence and sparsity of the iterates, and depends primarily on η. Since φ 0 ≤ 0 by symmetry of D (Line 2), setting η to a high value (η ∼ 1000) prompts BMP to take constrained steps until a certain target accuracy on span(S t ) is reached, effectively optimizing over the active set S t , and in this case BMP behaves like OMP. On the other hand, setting η to a low value (η ∼ 0.1) prompts BMP to take full steps and to essentially behave like GMP. Empirically (see Section 4), we found that setting η ∼ 2 leads to close to both maximal speed of convergence and sparsity of the iterates, with the default choices κ = τ = 2. In this setting, BMP converges (much) faster than GMP and has iterates with sparsity very comparable to that of OMP. Note that the value of κ also impacts the range of values of η to which BMP is sensitive, since the criterion (Line 5) tests
Ultimately, the blending of constrained steps, dual steps, and full steps controlled by the criterion in Line 5 and the weak-separation oracle (Oracle 1) via the dual bound estimates |φ t | is the key to the speed-up in BMP compared to GMP and OMP, while being able to maintain sparsity similar to that of OMP. This process enables BMP to replace the expensive atom computation Line 3 in GMP and OMP with the much cheaper Line 4 in BMP, where the atom search is performed over the (symmetrized) set of active atoms only while GMP and OMP need to search over the whole (symmetrized) dictionary.
At last, and as dicussed in Section 4 and in the sensitivity analyses, we point out that BMP is easy to tune and a robust configuration is always η = κ = τ = 2. One does not need to know specific properties of f (e.g., the smoothness constant L) to run it with close-to-optimal performance, and hence BMP can actually be seen as a parameter-free algorithm.
Warm-up: the (strongly) convex case
Here, we establish our main result for BMP in the simpler cases of smooth convex functions of order > 1 (Theorem 3.4, sublinear rate) and smooth strongly convex functions of orders = s = 2 (Theorem 3.6, linear rate), to recover the rates of Locatello et al. [2017] for GMP and OMP; our main result (Theorem 3.7) will be presented in Section 3.2. Notice that for ensuring both sublinear and linear rates, Locatello et al. [2017] assume knowledge of an upper bound on sup{ x * D , x 0 D , . . . , x T D }, and this before even proving convergence of the algorithms, i.e., that T < +∞. In Locatello et al. [2018] , this is resolved by working with the atomic norm · D : x ∈ H → inf{ρ > 0 | x ∈ ρ conv(D )} for defining smoothness and strong convexity of f . In contrast, we need neither the finiteness assumption nor to change the norm, however we assume f to be coercive to ensure feasibility of Problem 1. The following results will be needed, with proofs provided in the Appendix.
Then 
.
Proof. Let > 0 and T = N dual + N full + N constrained ∈ N ∪ {+∞} where N dual , N full , and N constrained are the number of dual steps (Line 13), full steps (Line 17), and constrained steps (Line 7) taken in total respectively. The objective f is continuous and coercive so H * . Let t f (x t ) − f * for t ∈ N. Similarly to Braun et al. [2017] , we introduce epoch starts at iteration t = 0 or any iteration immediately following a dual step. Our goal is to bound the number of epochs and the number of iterations within each epoch. Notice that 0 ≤ t+1 ≤ t and φ t ≤ φ t+1 ≤ 0 for t ∈ N.
Let x * ∈ H * . The function f is coercive and f (x t+1 ) ≤ f (x t ) for t ∈ N, so by Fact 3.2 the sequence of iterates is bounded. Define ρ sup t ∈N x t − x * < +∞. Note that ρ is independent of T. Let t ∈ N be an iteration of the algorithm, and v FW
By convexity,
Let t be a dual step (Line 13). Then the weak-separation oracle call (Line 11
where n dual is the number of dual steps taken before t. Therefore, by (5) and since τ > 1,
If a full step is taken (Line 17), then the weak-separation oracle (Line 11) returns v t ∈ D such that ∇ f (x t ), v t ≤ φ t /κ. By smoothness and using Fact 3.3 with
where we used v t ≤ D D /2 (by symmetry). Therefore, the primal progress is at least
Last, if a constrained step is taken (Line 7), then by smoothness and using Fact 3.3 with − ∇ f (x t ),
where the last three lines respectively come from the Cauchy-Schwarz inequality
whose lower bound only differs by a constant factor (κ/η) from that of a full step (7). Now, we have
where N (t) full and N (t) constrained are the number of full steps and constrained steps taken during epoch t respectively. Let t > 0 be an epoch start. Thus, t − 1 is a dual step. By (4), since
This also holds for t = 0 by (3) and Line 2 (and actually for all t ∈ 0, T ). By (7) and (8), since φ s = φ t for all nondual steps s in the epoch starting at t,
Combining (10) and (11),
Therefore, by (9), (12), and > 1,
By (6),
We conclude that the algorithm converges with
. We now establish Theorem 3.6 in the simplified case of smooth strongly convex functions with orders = s = 2. Here only, we assume H to be finite dimensional for further simplicity of the proof. These simplifications will enable us to understand the main result Theorem 3.7 in the next Section 3.2 more easily. The following Corollary to Fact 3.3 will be needed, with proof provided in the Appendix. 
Moreover, x t − x * → 0 as t → +∞.
Proof. Let > 0 and T = N dual + N full + N constrained where N dual , N full , and N constrained are the number of dual steps (Line 13), full steps (Line 17), and constrained steps (Line 7) taken in total respectively, and t f (x t ) − f * . Similarly to Braun et al. [2017] , we introduce epoch starts at iteration t = 0 or any iteration immediately following a dual step. Our goal is to bound the number of epochs and the number of iterations within each epoch. Notice that 0 ≤ t+1 ≤ t and φ t ≤ φ t+1 ≤ 0 for t ∈ N.
Let t ∈ N be an iteration of the algorithm and v FW
We can assume that f (x t ) > f (x * ) otherwise the iterates have already converged. By convexity, ∇ f (x t ), x * − x t < 0. Since 0 ∈ int(conv(D )), there exists r > 0 such that B(0, r) ⊆ conv(D ). Therefore,
By Corollary 3.5,
Combining with (13) we obtain
Let t be a dual step (Line 13). Then the weak-separation oracle call (Line 11) yields ∇ f (x t ), v FW t ≥ φ t . By (14) and Line 15,
where n dual is the number of dual steps taken before t. Therefore, by (16) and since τ > 1, N dual is finite with
If a full step is taken (Line 17), then the weak-separation oracle (Line 11)
Last, if a constrained step is taken (Line 7), then by smoothness,
where the last three lines respectively come from the Cauchy-Schwarz inequality, v FW-S t ∈ span(S t ), ∇ f (x t ), v FW-S t ≤ φ t /η (Line 5), and v FW-S t ≤ D D /2 (by symmetry). Therefore, the primal progress is at least
whose lower bound only differs by a constant factor (κ/η) 2 from that of a full step (18). Now, we have 20) where N (t) full and N (t) constrained are the number of full steps and constrained steps taken during epoch t respectively. Let t > 0 be an epoch start. Thus, t − 1 is a dual step. By (15), since x t = x t−1 and φ t = φ t−1 /τ,
This also holds for t = 0 by (14) and Line 2 (and actually for all t ∈ N). By (18) and (19), since φ s = φ t for all nondual steps s in the epoch starting at t,
Combining (21) and (22),
Therefore, by (20) and (23),
By (17), we conclude that the algorithm converges with
Finally, by strong convexity and since ∇ f (x * ) = 0,
Main convergence analysis
We now present our main result in its full generality. We provide the general convergence rates of BMP (Algorithm 2) in Theorem 3.7. The main difference compared to the proof of Theorem 3.6 is in the tracking of each x * t arg min x * ∈H * x t − x * = proj H * (x t ), as required by the definition of sharpness and since the set of minimizers may not be a singleton anymore, as well as in using a different approach to establish the primal gap estimates from sharpness. Recall that sharpness is a very mild assumption as it is satisfied by all well-behaved convex functions (Lemma 2.3). It is a property around H * (which is bounded by sharpness) while coercivity is a property for x → +∞ and is simply to ensure feasibility of Problem 1.
Theorem 3.7 (Smooth convex sharp case). Let D ⊂ H be a dictionary such that 0 ∈ int(conv(D )) and let f : H → R be L-smooth of order > 1, convex, coercive, and C-sharp of order θ ∈ ]0, 1/ ] on K. Then the Blended Matching Pursuit algorithm (Algorithm 2) 
If f is not strongly convex then Locatello et al. [2017] only guarantee a sublinear convergence rate of O(1/ ), while Theorem 3.7 can still guarantee higher convergence rates, up to linear convergence if θ = 1, using sharpness. Theorem 3.7 subsumes the result from Theorem 3.6 and thus the rate from Locatello et al. [2017] for strongly convex functions, with = 2 and s = 2 (sharpness of order θ = 1/2 with constant C = 2/S); notice however in the proofs an additional factor 4/ρ, ρ ∈ ]0, 1[. Last, Equation (37) in the proof shows that the rate for θ < 1 converges to the rate for θ = 1 as θ → 1.
Proof. Let > 0. By Theorem 3.4, there exists T ∈ N such that f (x T ) − f * ≤ . Let t f (x t ) − f * for t ∈ 0, T and T = N dual + N full + N constrained where N dual , N full , and N constrained are the number of dual steps (Line 13), full steps (Line 17), and constrained steps (Line 7) taken in total respectively. Similarly to Braun et al. [2017] , we introduce epoch starts at iteration t = 0 or any iteration immediately following a dual step. Our goal is to bound the number of epochs and the number of iterations within each epoch.
We can assume that f (x t ) > f (x * t ) otherwise the iterates have already converged. By convexity, ∇ f (x t ), x * t − x t < 0. Since 0 ∈ int(conv(D )), there exists r > 0 such that B(0, r) ⊆ conv(D ). Therefore, r(x * t −x t ) 2 x * so, by convexity, we obtain the primal bound
Let t be a dual step (Line 13). Then the weak-separation oracle call (Line 11 By (27) and Line 15,
where n dual is the number of dual steps taken before t. Therefore, by (29) and since τ > 1 and θ ∈ ]0, 1[,
If a full step is taken (Line 17), then the weak-separation oracle (Line 11) returns v t ∈ D such that ∇ f (x t ), v t ≤ φ t /κ. By smoothness and using Fact 3.3 and /( − 1) > 1,
Last, if a constrained step is taken (Line 7), then by smoothness and using Fact 3.3,
where the last three lines respectively come from the Cauchy- 2 (by symmetry) . Therefore, the primal progress is at least
whose lower bound only differs by a constant factor (κ/η) from that of a full step (31). Now, we have
where N (t) full and N (t) constrained are the number of full steps and constrained steps taken during epoch t respectively. Let t > 0 be an epoch start. Thus, t − 1 is a dual step. By (28), since
This also holds for t = 0 by (27) and Line 2 (and actually for all t ∈ 0, T ). By (31) and (32), since φ s = φ t for all nondual steps s in the epoch starting at t,
Combining (34) and (35),
Therefore, by (33) and (36),
By (30), we conclude that
Finally, by (26),
Remark 3.8. Let n ≤ +∞ be the dimension of H . Nemirovskii and Nesterov [1985] give unimprovable rates when solving Problem 1 in different cases. These optimal rates are reported in Table 1 , where we compare them to those of BMP proved in this paper (Theorems 3.4 and 3.7) . The third column gives the lower bounds on complexity stated in Nemirovskii and Nesterov [1985, Equations (1.20), (1.21'), and (1.21) ]. Note that our rates are dimension independent and hold globally accross iterations.
Case

BMP rate Lower bound on complexity
Smooth convex 
Computational experiments
We implemented the Blended Matching Pursuit algorithm (BMP) using Python 3 and the numpy and scipy libraries. In the case of more involved functions, we relied on the autograd package for automatic differentiation. We also implemented the Generalized Matching Pursuit algorithm (GMP) and the Orthogonal Matching Pursuit algorithm (OMP) of Locatello et al. [2017] , and the Accelerated Matching Pursuit algorithm (accMP) of Locatello et al. [2018] . All algorithms share the same code base and framework to ensure fair comparison both in iteration and wall-clock time performance, as well as for sparsity analysis. No enhancement beyond basic coding has been performed. We ran the experiments on a desktop with Intel Core i7 3.5GHz CPU and 8GB RAM. The random data are drawn from Gaussian distributions. For GMP and OMP, we represented the dual bounds by min v ∈ D ∇ f (x t ), v , yielding a zig-zag plot dissimilar to the stair-like plot of the dual bound estimates |φ t | of BMP.
Comparison of BMP vs. GMP and OMP
We ran BMP, GMP, and OMP with a fixed time limit of 1000 seconds for f : x ∈ R 500 → Ax − b 2 2 and D a dictionary of 750 randomly chosen atoms in R 500 , where A ∈ R 500×500 and b ∈ R 500 are also randomly chosen. Here A is invertible so it is easy to check that f is smooth of order 2, convex, and strongly convex of order 2. We also checked that D spans R 500 . We set κ = 2 and τ = 2, and did not perform any additional correction of active sets (Line 22). The results can be found in Figure 1 , where we depict GMP, OMP, and two configurations of BMP, one with emphasis on sparsity of the iterates (η sparse = 10) and one with emphasis on speed of convergence (η fast = 2). The parameters η sparse and η fast were both optimized. See Section 4.2 for an in-depth sensitivity analysis of BMP with respect to the parameter η. As discussed in Section 4.2, it can be seen that the η fast -configuration is at the sweet spot between speed of convergence and sparsity of the iterates, as the gap in sparsity between the two configurations is quite negligible. Thus, there is no need to trade speed for sparsity, and practitioners can enjoy the best of both worlds. Compared to BMP and OMP, it can also be seen that BMP converges much faster in wall-clock time while achieving very good sparsity close to that of OMP. Note that OMP performs more per-iteration progress compared to BMP, as expected, given that OMP optimizes over the full linear span span(S t ) in each iteration (see Line 6 of Algorithm 1). This is very costly however and often not necessary, in particular in early iterations. The disadvantage of OMP becomes evident in wall-clock time performance, where BMP outperforms OMP dramatically.
Sensitivity of BMP to the parameter η
Here we report the sensitivity analysis of BMP for the data in Section 4.1, where f : x ∈ R 500 → Ax − b 2 2 and A ∈ R 500×500 . We ran BMP (Algorithm 2) with a fixed time limit for values of η in 10 −3 , 10 −2 , 10 −1 , 1, 10, 10 2 , 10 3 . We set κ = 2 and τ = 2 and did not activate the correction of atoms (Line 22). We report the results in Figure 2 , where we omitted η = 0.01 and η = 0.001 because the plots were exactly the same as for η = 0.1. As shown in Figure 2 , η = 2 is at the sweet spot between speed of convergence and sparsity of the iterates. The value η = 1 is close to η = 2 for speed of convergence but is worse for sparsity of the iterates; η = 10 is a bit better than η = 2 for sparsity of the iterates but is worse for speed of convergence. Therefore, by setting η = 2 it is possible to enjoy both speed of convergence and sparsity of the iterates, and there is no need to select one over the other in practice.
Similar experiments are carried out in Section 4.4 for other objective functions, illustrating that η ∼ 2 is always a good choice. Locatello et al. [2018] recently provided an Accelerated Matching Pursuit algorithm (accMP) for solving Problem 1. We implemented the same code as theirs, using the exact same parametrization. The code base matches the one we used for BMP (and GMP and OMP) . We then ran BMP on their toy data example and compared the results against accMP (which they labeled accelerated steepest in their plot); notice that we recovered their (per-iteration) plot exactly. The considered problem is to minimize f : x ∈ R 100 → x − b 2 2 /2 over the linear span of D, where D is dictionary of 200 randomly chosen atoms in R 100 and b ∈ R 100 is also randomly chosen. The provided parameters for accMP were L = 1000 and ν = 1. As before we did not perform any additional correction of the active sets (Line 22) for BMP. We report the results in Figure 3 . We see that BMP outperforms accMP in both speed of convergence and sparsity of the iterates. In fact in terms of sparsity, accMP needs to use all available atoms to converge while BMP needs only half as much. Furthermore, accMP needs 75% of all available atoms to start converging significantly while BMP starts to converge instantaneously. We suspect that this is due to the following: accMP accelerates coordinate descent-like directions, which might be relatively bad approximations of the actual descent direction −∇ f (x t ), whereas BMP is working directly with (the projection of) −∇ f (x t ), achieving much more progress and offsetting the effect of acceleration. For completeness, note that BMP is a descent algorithm with guaranteed non-negative progress in each step.
Comparison of BMP vs. accMP
Additional computational experiments 4.4.1 Regression using an arbitrary norm
In this experiment, we used f : x ∈ R 400 → Ax − b 5 3 and D a dictionary of 500 atoms randomly chosen in R 400 , where A ∈ R 700×400 and b ∈ R 700 are also randomly chosen. We plot the results in Figure 4 . We provide a sensitivity analysis to the parameter η in Figure 5 . The scaling is not exactly the same as in Figure 4 due to the randomness in the generation of the data. We see that η ∼ 2 is an appropriate choice. 
Huber loss
The Huber loss [Huber, 1964] is a smooth combination of the squared and absolute losses. The absolute loss is robust to outliers in the dataset, however its gradient is piecewise constant and not defined at the origin. This leads to unstability of the solutions. The Huber loss overcomes this by behaving like the squared loss around the origin:
where δ > 0 defines this region around the origin. In this experiment we aim at minimizing the smooth convex function
where a 1 , . . . , a 110 ∈ R 100 and b ∈ R 110 are randomly chosen. Note that A ∈ R 110×100 whose rows are a 1 , . . . , a 110 is overdetermined. The dictionary D is obtained from 150 randomly chosen atoms in R 100 . We plot the results in Figure 6 . We provide a sensitivity analysis to the parameter η in Figure 7 . The scaling is not exactly the same as in Figure 6 due to the randomness in the generation of the data. We see that η ∼ 2 is an appropriate choice. 
Distance to a convex set
Here we used f : x ∈ R 500 → d B(0,1) (Ax − b) 2 = (Ax − b) − proj B(0,1) (Ax − b) 2 2 and D a dictionary of 750 atoms randomly chosen in R 500 , where A ∈ R 500×500 and b ∈ R 500 are also randomly chosen. We did not reduce f to a closed-form expression to simplify computations. We plot the results in Figure 8 . We provide a sensitivity analysis to the parameter η in Figure 9 . The scaling is not exactly the same as in Figure 8 due to the randomness in the generation of the data. We see that η ∼ 2 is an appropriate choice. 
Final remarks
We presented a Blended Matching Pursuit algorithm (BMP) which enjoys both properties of fast rate of convergence and sparsity of the iterates. More specifically, we derived linear rates for a wide class of non-strongly convex functions solving Problem 1, and we showed that the blending approach outperforms the state-of-the-art methods in speed of convergence while achieving a level of sparsity similar to that of the Orthogonal Matching Pursuit. Although BMP already outperforms the Accelerated Matching Pursuit of Locatello et al. [2018] in our experiments, we believe that it is also amenable to acceleration.
Let v x * − x, then ∇ f (x), v ≤ 0 by convexity. Applying Fact 3.3 (Fact A.2 of the Appendix) to the right-hand side of (38), since s = s/(s − 1) = 2,
