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Abstract
The taxing computational effort that is involved in solving some high-dimensional
statistical problems, in particular problems involving non-convex optimization, has pop-
ularized the development and analysis of algorithms that run efficiently (polynomial-
time) but with no general guarantee on statistical consistency. In light of the ever
increasing compute power and decreasing costs, a more useful characterization of al-
gorithms is by their ability to calibrate the invested computational effort with various
characteristics of the input at hand and with the available computational resources.
For example, design an algorithm that always guarantees consistency by increasing the
run-time as the SNR weakens.
We exemplify this principle in the `0-sparse PCA problem. We propose a new greedy
algorithm to solve sparse PCA that supports such a calibration. We analyze it in the
well-known spiked-covariance model for various SNR regimes. In particular, our find-
ings suggest that our algorithm recovers the spike in SNR regimes where all polynomial
time algorithms fail, while running much faster than the naive exhaustive search.
1 Introduction
Principal components analysis (PCA) is the mainstay of modern machine learning and sta-
tistical inference, with a wide range of applications involving multivariate data, in both
science and engineering (see e.g. [And84, Jol02]). Many contemporary problem settings,
for example in genomics and image processing, are of high-dimensional nature, where fea-
tures are plentiful (large p) but samples are relatively scarce (small n) [Don00]. Two ma-
jor limitations arise when applying PCA in a high-dimensional setting: (1) the principal
components are typically a linear combination of all features, which hinders their interpre-
tation and subsequent use; and (2) while PCA is consistent in the classical setting (p is
fixed and n goes to infinity) [And84, Mui82], it is generally inconsistent in high-dimensions
[Joh01, Pau07, BL08, Nad08, JL09].
The lack of consistency and interpretability in the high-dimensional setting encouraged
researchers to design regularized estimation schemes, where additional structural informa-
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tion on the parameters describing the statistical models is assumed, and in particular various
sparsity assumptions. One such popular model is the `0-sparse PCA, or k-sparse PCA as
we call it from now on. The input to k-sparse PCA is a pair (X, k), where X is an n × p
design matrix and k the desired sparsity level. The goal is to find a unit vector v that has
at most k non-zero entries, a k-sparse vector, such that the variance of X in v’s direction
is maximal.
While standard (non-restricted) PCA can be efficiently solved by computing the eigen-
vectors of a symmetric matrix, k-sparse PCA is a difficult combinatorial problem, and in
fact solving it in general is NP-hard [Nat95, MW06]. Nevertheless, computationally efficient
algorithms for the k-sparse PCA were proposed and analyzed under various assumptions
on the distribution of X and the parameters n, p and k [JL09, AW09, dEGJL04, KNV15,
DM16].
The performance of all the aforecited algorithms features a rather undesirable phase-
transition behavior (at least on the benchmark distribution that was studied in each paper).
Each algorithm A performs well up to a certain SNR threshold τA and fails miserably as
the SNR drops below τA (we formalize the notion of signal-to-noise-ratio in Section 3).
Such a threshold behavior is expected in a worse-case setting, as the problem is NP-hard.
However, as the results of [BR13a, BR13b, KNV15, BB19] suggest, the threshold behavior
might persist even in the average-case setting, as long as the algorithms belong to the
polynomial run-time family.
2 Our contribution
To ameliorate the abrupt threshold behavior we propose a new algorithm which maintains a
steady success rate by increasing the running time, in a suitable way, as the SNR weakens.
Our framework is similar in spirit to the any-time algorithm paradigm, although we allow
our algorithm to fail with some probability.
Throughout we let v∗ denote the solution of the k-sparse PCA problem and I∗ its
support. In what follows, we consider the variant of k-sparse PCA where one looks for the
support set I∗ rather than v∗. We further assume that the design matrix X is centered,
and denote by Σ = 1nX
TX the sample covariance matrix.
Our algorithm is an extension of the well-known greedy algorithm of Nemhauser, Wolsey
and Fisher (NWF) [NWF78], which was proposed in the context of sub-modular function
optimization. The algorithm receives as input a real value function f operating from a
p-dimensional domain, and a solution size k.
GreedyNWF(f, k) :
1: S ← ∅
2: while |S| < k do
3: i∗ ← argmaxi/∈S{f(S ∪ {xi})}
4: S ← S ∪ {xi∗}
5: end while
6: return S
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Nemhauser et al. proved that if f is sub-modular and monotone, then GreedyNWF
finds a solution which is an (1 − 1e )-approximation of the optimum. We reformulate the
k-sparse PCA problem to match this framework. Let fΣ : 2
{1,...,p} → R be defined via
fΣ(S) = λ1(ΣS), where ΣS is the principal submatrix corresponding to the variables in
S and λ1 is its maximal eigenvalue. The k-sparse PCA problem is then the solution of
argmaxS,|S|=kfΣ(S). Although fΣ may be monotone and sub-modular, the (1 − 1e ) ratio
is useless in many cases (the guaranteed solution value is below that of a random solution
– see discussion below). We augment the greedy algorithm by (a) adding a “warm start”
initialization for S (instead of the empty set in line 1), and (b) choosing as the final solution
the seed S that yielded the largest value of f . We call our algorithm GreedyNWF-EXP
(EXP for Exploratory).
GreedyNWF-EXP(Σ, k, k∗) :
1: for all S∗ ⊆ {1, . . . , p} of size k∗ do
2: S ← GreedyNWF(fΣ, k,S∗)
3: end for
4: return argmaxS∗{fΣ(S)}
The running time of GreedyNWF-EXP scales as
(
p
k∗
)
poly(k). By varying k∗ one obtains
a hierarchy of algorithms, ranging from the original GreedyNWF (for k∗ = 0) and ending
with the naive exhaustive search (for k∗ = k). This hierarchy realizes the calibration princi-
ple that we introduced. By increasing k∗ one may hope to guarantee statistical consistency.
Another attractive feature of GreedyNWF-EXP is the fact that there is only one tunable
parameter, k∗, which makes it attractive for practitioners. Furthermore, GreedyNWF-EXP
can easily be parallelized and run in a distributed cluster environment. Indeed, the code
we share is already written in that way.
The following two conditions are sufficient for GreedyNWF-EXP to recover at least
(δ − ξ)-fraction of I∗.
C1. There exists a “golden seed” S0 of size k∗ such that GreedyNWF(fΣ, k,S0) outputs a
set I satisfying |I ∩ I∗| ≥ δk.
C2. For every two sets I,J of size k, if |I ∩ I∗| − |J ∩ I∗| > ξk then λ1(ΣI) > λ1(ΣJ ).
For C1 and C2 to be meaningful, one should think of golden seeds with δ close to 1, and
separability with ξ close to 0. Claim 4.1 formally proves the sufficiency of these conditions.
We analyze GreedyNWF-EXP rigorously in the well-known spiked covariance model.
For the sake of the analysis we considered a slightly different version of GreedyNWF-EXP:
in line 2 we call GreedyNWF with f ′Σ(S) =
1
k
∑
i,j∈S Σi,j (the average row sum) rather than
fΣ(S) = λ1(ΣS). The change makes sense as for every symmetric matrix A, λ1(A) is lower
bounded by the average row (or column) sum. Note that we did not change fΣ line 4.
We provide the explicit scaling of k∗, as a function of the SNR, n and p, so that
GreedyNWF-EXP remains consistent. Namely, we establish the scaling to meet condi-
tion C1 with δ = 0. We also found the explicit gap parameter ξ in condition C2. All our
results are of asymptotic nature, namely they hold with probability (w.p.) tending to 1 as
the parameters of the problem (n, p, k) go to infinity.
3
Our findings suggest the following rule-of-thumb for practitioners who wish to solve
sparse PCA in a weak SNR regime, where polynomial time algorithms will probably fail:
Rather than trying to nail down I∗ by going over as many sets of size k as possible using
time budget T (or using a polynomial-time algorithm which doesn’t take any advantage of
the budget T ), we suggest to skim through a larger number of smaller sets of size k∗ <
k, completing each one in a greedy manner (GreedyNWF). For demonstration, we ran
GreedyNWF-EXP on synthetic data generated from the spiked- covariance distribution,
parameterized with p = n = 200 and a spike of sparsity k = 10. We used a 128-core cluster
with CPU Intel Xeon Processor E7-4850 v4 (40M Cache, 2.10 GHz). We first ran
two polynomial time algorithms (Covariance Thresholding [DM16, BL08] and Diagonal
Thresholding [JL09]). Their output intersected the correct k = 10 signal entries on 10%-
30% (still better than a random guess, which on average would give k/p = 5%). Their
run-time was less than 15 seconds on a single core. We ran GreedyNWF-EXP with k∗ = 4
on 90 cores for 1.5 hours (135 hours on a single-core). Its output intersected the spike on
40%-70% of the entries. Running a naive exhaustive search for the exact same amount of
time (sampling at random sets of size 10), recovered 10%-40% of the signal. The variability
in results is rather large since the problem size is small.
The code, written in Python, alongside documentation and examples, is freely available
from Github 1.
3 The Single Spike Model
The spiked covariance model was suggested by Johnstone in 2001 [Joh01] to model a com-
bined effect of a low-dimensional signal buried in high-dimensional noise. In this paper
we consider the Gaussian case with a single spike, where the p-dimensional samples xi, for
i = 1, . . . , n, are of the form
xi = σui v
∗ + ξi. (3.1)
The parameter σ2 is the signal strength, v∗ ∈ Rp is the planted spike assumed to be a
k-sparse unit-length vector, ξi ∈ Rp is a noise vector whose entries are all i.i.d. N(0, 1),
and ui ∼ N(0, 1). Furthermore, all the ui’s and ξi’s are independent of each other. The
corresponding population covariance matrix is σ2v∗v∗T + Ip, whose largest eigenvalue is
1 +σ2, with associated eigenvector v∗. The algorithmic task is to recover the support of v∗
given n iid samples x1, . . . ,xn.
The SNR in the single-spike model is governed by both σ2 and k, the larger σ2, and
the smaller k, the stronger the signal. Table 1 charts the boundaries of the various SNR
regimes.
We further assume the uniform biased sparse PCA model (UBSPCA) [BB19], namely
non-zero entries of v∗ are all equal to 1/
√
k.
1 https://github.com/sdannyvi/AnytimePCA
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Regime k values Polynomial-time Algorithms
Very strong SNR k ≤ κ1 =
√
n/ log p Diagonal Thresholding [JL09], and an
SDP-based algorithm [AW09]
Strong SNR κ1 ≤ k ≤ κ1√log p Covariance Thresholding [DM16]
Weak SNR k/(κ1
√
log p) → ∞
as (n, p, k)→∞
None known
Information limit k ≥ κ21 No algorithm, regardless of running time,
can recover the entire set I∗ w.p. better
than 1
2
[AW09, Theorem 3].
Table 1: The various SNR regimes, broken by k, and defined according to the algorithmic
difficulty of solving k-sparse PCA. Only the leading term is listed, ignoring constants.
4 Results
The following claim asserts the sufficiency of conditions C1,C2. Its simple proof is given in
Section 5.
Claim 4.1 (Sufficient Conditions). If Σ is ξ-separable and there exists a golden seed S0
of size k∗ such that GreedyNWF(X, k,S0) outputs a set I satisfying |I ∩ I∗| ≥ δk then
GreedyNWF-EXP outputs a set I satisfying |I ∩ I∗| ≥ (δ − ξ)k.
The next theorem establishes C2 for the entire SNR range, up to (asymptotically) the
information-theoretical recoverability threshold.
Theorem 4.2 (Spectral Separation). Let Σ be distributed as in Eq. (3.1) with p/n→ c > 0,
and let k = n/(C log p) for some parameter C > 0. Further assume the UNSPCA model.
There exists a function ζ = ζ(C), ζ → 0 as C → ∞, such that w.p. tending to 1 as
(n, p, k)→∞, C2 holds with ξ = ζ/σ2.
Results of similar flavor to Theorem 4.2 were proven for example in [VL12, CMW13,
BR13b, BBH18] and in a more general sparse PCA setting. However these results are stated
only for the case where I = I∗.
Next we establish the existence of a golden seed, condition C1.
Theorem 4.3 (Golden seed). Let Σ be distributed as in Eq. (3.1) with p/n → c ≥ 0, and
kn/(σ2C log p). Further assume the UBSPCA model. If
k∗ ≥ 200k
2 log n
σ2n
(4.1)
then w.p. tending to one as (n, p, k)→∞ there exists a seed S∗ ⊆ I∗ of size at most k∗ for
which the output of GreedyNWF(fΣ, k,S∗) is I∗.
The running time and consistency of GreedyNWF-EXP follow immediately from The-
orems 4.2, 4.3 and Claim 4.1 with δ = 1. In the very-strong SNR regime, the size of the
required seed is 0 (by plugging in k =
√
n/(C log p), for a sufficiently large constant C, in
Eq. (4.1)). At the computational threshold (k of order
√
n), the seed size is of order log p,
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giving a quasi polynomial-time algorithm. Simulations suggest that in fact k∗ = 1 suffices
even for very large problem sizes (See Figure 1). This provides a conceptual alternative to
Covariance Thresholding (or SDP) – a purely combinatorial (“white-box”) paradigm rather
than a spectral (“black-box”) one. In the weak SNR regime, k = n0.5+ε, the seed size scales
as n2ε log2 n, which means that the computational effort scales exponentially with (k/
√
n)2
(the excess above the computational threshold) rather than exponentially in k itself (the
naive exhaustive search approach).
Simulation further suggest that the limitation on same-sign entries (UBSPCA) in The-
orems 4.2 and 4.3 can be relaxed. At this point our rigorous results do not extend to this
setting. See Section 8.
5 Proof of Claim 4.1
Suppose by contradiction that conditions C1 and C2 hold yet GreedyNWF-EXP outputs a
set J for which |J ∩I∗| < (δ− ξ)k. Consider a point in the execution of GreedyNWF-EXP
where a golden seed S0 is explored. By Condition C1, GreedyNWF completes S to a set
I satisfying |I ∩ I∗| ≥ δk. The latter together with the contradiction assumption give
|I ∩ I∗| − |J ∩ I∗| > δk− (δ− ξ)k = ξk. In this case C2 guarantees that λ1(ΣI) > λ1(ΣJ ).
Therefore the last line of GreedyNWF-EXP ensures that J cannot be the output of the
algorithm.
6 Proof of Theorem 4.3
Our candidate for a golden seed is any S that is a subset of the support of v∗, I∗. For
convenience we fix S∗ = {1, . . . , k∗}. We show that when starting from S∗, at every iteration
of GreedyNWF a correct variable is chosen.
The decision which variable to include in each iteration is based on the scores ci of
all currently not chosen variables. We analyze the execution of the algorithm using the
principle of deferred decisions. We consider the process of generating the n × p design
matrix X (recall Eq. (3.1)) as a two-phase process. In Phase I, the first k columns of X
are revealed (corresponding to the k signal variables). Namely, the ui’s are revealed, and
the first k entries of every ξi. In Phase II, the remaining p− k columns of X are revealed.
Since the ui’s and the ξi’s are independent of each other, and the entries of each ξi are also
independent, this break-down of the generative process is consistent.
Recall the definition of ci(S) in GreedyNWF (the sum of co-variances of variable i /∈ S
with the variables already in S). At the end of Phase I, iteratively define for i = 1, . . . , k−k∗
ir = argmaxi ci(S∗ ∪ {i1, . . . , ir−1})}. (6.1)
The set {i1, . . . , ik−k∗} would have been GreedyNWF’s execution order had the seed been
S∗, and the choice was restricted only to I∗.
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Lemma 6.1. Under the conditions of Theorem 4.3, at the end of Phase I, with probability at
least 1− 1/n, every cir = cir(S∗ ∪{i1, . . . , ir−1}), r = 1, . . . , k− k∗, satisfies cir ≥ 0.5σ2t/k,
where t = k∗ + (r − 1) and the ir’s are defined via Eq. (6.1).
Lemma 6.2. Under the conditions of Theorem 4.3, at the end of Phase II, with probability
at least 1−1/n, for every i /∈ I∗ and for every r = 1, . . . , k−k∗, ci = ci(S∗∪{i1, . . . , ir−1}),
satisfies ci ≤ 0.2σ2t/k, where t = k∗ + (r − 1) and the ir’s are defined via Eq. (6.1).
We now use Lemmas 6.1 and 6.2 to complete the proof of the theorem. Assume that
the seed that GreedyNWF received as input is indeed S∗. The proof follows by a simple
induction. The base case is the first iteration of GreedyNWF. In this iteration the variable
that will be chosen is i1. This is because its score according to 6.1 satisfies ci1(S
∗) ≥
0.5|S∗|σ2/k, while for every i 6 inI∗, Lemma 6.2 guarantees that ci ≤ 0.2σ2|S∗|/k. The
induction step follows in exactly the same manner.
In the proof of the Lemmas 6.1 and 6.2 we use the following two auxiliary lemmas. The
first lemma is a large deviation result for a Chi-square random variable.
Lemma 6.3. ([LM00]) Let X ∼ χ2n. For all x ≥ 0,
Pr[X ≥ n+ 2√nx+ x] ≤ e−x,
P r[X ≤ n− 2√nx] ≤ e−x.
The second lemma records a well-known argument about the inner-product of two mul-
tivariate Gaussians.
Lemma 6.4. Let {xi, yi}ni=1 be standard i.i.d. Gaussian random variables. Then
∑n
i=1 xiyi
is distributed like the product of two independent random variables ‖x‖ · y˜, where x =
(x1, . . . , xn), ‖x‖2 ∼ χ2n and y˜ is a standard Gaussian.
Proof. For every fixed realization of x, we have xiyi ∼ N(0, x2i ) and by the independence
of the yi’s,
n∑
i=1
xiyi ∼ N(0, ‖x‖2) = ‖x‖ ·N(0, 1) := ‖x‖ · y˜.
The lemma follows by observing that ‖x‖2 ∼ χ2n. 
In the proof we assume that n, p are sufficiently large, hence for example we may assert
the inequality 10n−2 ≤ n−1 without explicitly saying that this is true only for a sufficiently
large n.
Proof of Lemma 6.1. We start by explicitly writing ci(S) for a given set S of size t. Let r
(i)
denote the ith row of the p× n design matrix X. For every candidate i /∈ S the score ci(S)
is given by
ci(S) =
∑
j∈S
Σi,j =
1
n
∑
j∈S
r(i) · (r(j))T = 1nr(i)
∑
j∈S
r(j)
T .
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Following the distribution rule of X given in Eq. (3.1), all entries of the vector s =
∑
j∈S r
(j)
are i.i.d. with
s` ∼ σu`
∑
j∈S
v∗j +
√
tw`,
where u` ∼ N(0, 1) is defined in Eq. (3.1) and w` ∼ N(0, 1) independently of u` (
√
tw` is
derived from
∑
j∈S(ξ`)j). If i ∈ I then the product r(i)sT is distributed as
r(i)sT ∼ 1
n
n∑
`=1
(σu`v
∗
i + y`)
σu`
∑
j∈S
v∗j
+√tw`

The variable y` = (ξ`)i ∼ N(0, 1). We rearrange the sum as four components, corresponding
to the pure signal part, cross noise-signal and pure noise:
n∑
`=1
σu`v
∗
i · σu`
∑
j∈S
v∗j =
v∗i σ
2t√
k
n∑
`=1
u2` , (6.2)
n∑
`=1
σu`v
∗
i ·
√
tw` = σv
∗
i
√
t
n∑
`=1
u`w`, (6.3)
n∑
`=1
y`σu`
∑
j∈S
v∗j =
σt√
k
n∑
`=1
y`u`, (6.4)
n∑
`=1
y`
√
tw` =
√
t
n∑
`=1
y`w`. (6.5)
In high-level, the key to the success of the algorithm lies in the fact that for i ∈ I∗, the
value of ci is dominated by (6.2). For i /∈ I∗ the value of ci is dominated by (6.5), and the
value of (6.5) is typically much smaller than (6.2).
The expression (6.2) does not depend on i or S, just the size of S and the fact that
i ∈ I∗. Similarly, (6.4) depends only on the size of S, which is fixed to t. To lower bound
(6.2), we use the fact that
∑n
`=1 u
2
` in Eq. (6.2) is distributed χ
2
n. The second inequality in
Lemma 6.3 with x = 0.05n gives
Pr[χ2n ≤ 0.8n] ≤ e−0.01n.
Therefore, w.p. at least 1− e−0.01n,
1
n(6.2) > 0.8σ
2t/k (6.6)
Moving to (6.4), according to Lemma 6.4, the sum-product term in Eq. (6.4) is distributed
as
√
χ2nN(0, 1). Using standard tail-bounds for Gaussians,
Pr[|N(0, 1)| ≥
√
2 log n] ≤ 2n−2,
and according to Lemma 6.3
Pr[χ2n ≥ 2n] ≤ e−n/4.
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Therefore w.p. at least 1− 2n−2 − e−n/4 we get
1
n(6.4) ≤
1
n
σt√
k
√
2 log n
√
2n ≤ 0.1σ
2t
k
(6.7)
The last inequality is true when k ≤ (0.1σ)2n/(4 log n), which holds by our choice of k.
Moving to (6.3), according to Lemma 6.4, the product term in Eq. (6.3) is distributed
as
√
χ2nN(0, 1). For
1
n(6.3) > 0.1σ
2t/k to hold, the following has to happen,
√
χ2n|N(0, 1)| >
σn
√
t
10
√
k
=
σn
30
√
k log n
·
√
9t log n.
Using standard tail-bounds for Gaussians,
Pr[|N(0, 1)| >
√
9t log n] ≤ 2e−9t logn/2 = 2n−4.5t.
Using Lemma 6.3 and the upper bound on k,
Pr[χ2n ≥ σ2n2/(900k log n)] ≤ e−σ
2n2/(1000k logn) ≤ e−2n.
The last inequality holds whenever k ≤ n/(σ2C log p) and p/n → c > 0, C a sufficiently
large constant, which complies with the requirement in Theorem 4.3. To conclude, w.p. at
least 1− 2n−4.5t − e−2n we get
1
n |(6.3)| ≤
0.1σ2t
k
(6.8)
Moving to (6.5), we similarly have that w.p. at least 1− n−2 − e−n/4
1
n(6.5) ≤
1
n
√
t
√
2 log n
√
2n ≤ 0.1tσ
2
k
. (6.9)
The inequality holds whenever t ≥ 200k2 log n/(nσ2), which complies with the requirement
in Theorem 4.3.
To conclude the proof, using the union bound over k−k∗ ≤ p indices ir, and the bounds
obtained in Eq. (6.6)–(6.9), the lemma follows. 
Fix S∗ = {1, . . . k∗} and recall the definition of ci(S) in GreedyNWF (the sum of co-
variances of feature i /∈ S with the features in S). At the end of Phase I, iteratively define
for i = 1, . . . , k − k∗
ir = argmaxi ci(S∗ ∪ {i1, . . . , ir−1})}
The set {i1, . . . , ik−k∗} would have been GreedyNWF’s execution order had the seed been
S∗, and the choice was restricted only to I∗.
Proof of Lemma 6.2. The proof of the lemma is identical to the proof leading to Eq. (6.9)
and Eq. (6.7), since for i /∈ I∗, the term (6.2) and (6.4) are zero. The union bound is
performed over p−k choices of i and k values ci for each i. All in all, at most p2 terms. 
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7 Proof of Theorem 4.2
The theorem follows immediately from the following concentration result on λ1(ΣI), which
we prove for every set I ⊆ {1, . . . , p} of size k that satisfies |I ∩I∗| = δk, for every δ ∈ [0, 1]:
1 + δσ2 − ζ ≤ λ1(ΣI) ≤ 1 + δσ2 + ζ, (7.1)
where ζ = ζ(α) is a function that goes to 0 as α → 0 (the parameter α is part of the
upper bound on k in the statement of Theorem 4.2).
To see why this suffices, consider two sets I,J whose intersection ratio with I∗ is δ, δ−∆
respectively. According to Eq. (7.1) , in order to guarantee λ1(ΣI) > λ1(ΣJ ), it suffices to
require
1 + (δ −∆)σ2 + ζ ≤ 1 + δσ2 − ζ.
Rearranging we get, ∆ ≥ 2ζ/σ2, the required parameter in the statement of Theorem 4.2.
We use a union bound argument to prove Eq. (7.1). We shall prove that for a fixed set
I ⊆ {1, . . . , p},
Pr[λ1(ΣI) /∈ [1 + δσ2 − ζ, 1 + δσ2 + ζ]] ≤ e−ωn (7.2)
for some constant ω > 0 that can be chosen independently of α. Now, taking the union
bound over all
(
p
k
)
possible sets I,
Pr[∃I,λ1(ΣI) /∈ [1 + δσ2 − ζ, 1 + δσ2 + ζ]] ≤
(
p
k
)
e−ωn ≤
(ep
k
)k
e−ωn
= exp{k(1 + log(p/k))− ωn} ≤ exp{αn(1 + log p)/ log p− ωn}
≤ exp{(2α− ω)n}.
In the before-last inequality we used the upper bound on the value of k stated as part of
Theorem 4.2. Fixing any ω ≥ 3α completes the union bound proof.
In the remainder of this section we prove Eq. (7.2). Recall the parameters u = (u1, . . . , un)
and ξi from definition of the single-spike distribution given in Eq. (3.1). We start with a cer-
tain property of Σ that we require during the proof. We say that Σ is typical if ‖u‖ ≤ √2n
and if (ξ1)i ≤ 2
√
log n for every i = 1, . . . , p. Lemmas 6.3 and 6.4 guarantee that Σ is
typical w.p. at least 1− n−1. In what follows we condition on this fact.
Fix a set I ⊆ {1, . . . , p} s.t. |I ∩I∗| = δk. The matrix ΣI can be written as ΣI = W +S
where W is composed of the noise part, Eq. (6.5), and S is composed of the signal and noise-
signal cross terms, Eq. (6.2)–(6.4). W is easily seen to be symmetric (in fact it follows a
Wishart distribution), and therefore the matrix S = ΣI−W , the difference of two symmetric
matrices, is symmetric as well. Weyl’s inequality, applicable for Hermitian matrices, implies
that
λk(W ) + λ1(S) ≤ λ1(ΣI) ≤ λ1(W ) + λ1(S) (7.3)
7.1 Bounding λ1(W ) and λk(W )
The matrix W ∈ Rk×k follows a Wishart distribution, and by [DS01, Theorem II.13],
Pr[λ1(W ) ≥ (1 +
√
k/n+ t)2 ∨ λk(W ) ≤ (1−
√
k/n− t)2] ≤ e−nt2/2.
10
Plugging in t = ε1/3 we obtain that w.p. at least 1− e−ε21n/18,
λ1(W ) ≤
(
1 +
1√
log p
+
ε1
3
)2
≤ 1 + ε1 (7.4)
and
λk(W ) ≥
(
1− 1√
log p
− ε1
4
)2
≥ 1− ε1. (7.5)
In the first inequality in (7.4) and (7.5) we used the upper bound on k in Theorem 4.2.
Furthermore, accounting for the conditioning on Σ being typical, we get that the statement
in Eq. (7.4) and (7.5) hold w.p. at least 1− e−ε21n/20 when conditioning on Σ being typical
(a similar argument to the calculation in Eq. (??)).
7.2 Upper Bounding λ1(S)
To upper bound the largest eigenvalue of S we use Gershgorin’s circle theorem, which says
that every eigenvalue λ of an n× n matrix A satisfies at least one of the n inequalities for
i = 1, . . . , n,
|λ−Aii| ≤
∑
j 6=i
|Aij |, (7.6)
each inequality defines a Gershgorin’s disc. We next show that all discs are almost identical,
and evaluate their center and radius.
Fix i and write each entry Sij according to the three sums Eq. (6.2)-(6.4) (plugging
t = 1). Eq. (6.2), is in the interval (1± ε2)nσ2/k w.p. at least 1− e−ε22n/4, and 0 if either i
or j are not it I∗. To bound the sums in Eq.(6.3) and (6.4) we note that both involve the
term u`, which does not depend on i. Therefore we may rotate the distribution to point
in the direction of u. According to Lemma 6.4, the sum-product (6.3) is then distributed
‖u‖ · (ξ1)i and Eq.(6.4) is distributed ‖u‖ · (ξ1)j . Since Σ is typical, ‖u‖ ≤
√
2n and
(ξ1)j ≤ 2
√
log n for every i. Therefore,
|(6.3)| ∼ |σv∗i ‖u‖(ξ1)j | ≤ v∗i
√
8σ2n log n.
Similarly
|(6.4)| ≤ v∗j
√
8σ2n log n.
Putting everything together we get that for i, j ∈ I∗,
Sij =
(1± ε2)σ2
k
+O
(√
σ2 log n
kn
)
By the upper bound k ≤ (αn/ log p), we can choose α sufficiently small so that the O-part
is smaller than ε2σ
2/k. Using the union bound over at most p2 values for i, j, w.p. at least
1− p2e−ε22n/4 ≥ 1− e−ε22n/5, for all 1 ≤ i, j ≤ p,
Sij ∈
[
(1− 2ε2)σ
2
k
, (1 + 2ε2)
σ2
k
]
. (7.7)
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If i /∈ I∗ then (6.2),(6.3) are both 0, and the disc is smaller. Since we are interested in an
upper-bound on λ1(S), the worse-case is when i ∈ I∗.
To bound the radius of the ith disc,
∑
j |Sij |, we need to account for |I ∩I∗| = δk indices
j ∈ I∗ and (1 − δ)k indices j /∈ I∗. Plugging (7.7) in (7.6), we obtain that w.p. at least
1− e−ε22n/5,
|λ− (1 + 2ε2)σ2/k| ≤ (1− δ)k · ε2σ2/k + δk · (1 + 2ε2)σ2/k ≤ 3ε2σ2 + δσ2.
The latter entails, w.p. at least 1− e−ε22n/5,
λ1(S) ≤ 2σ2/k + (3ε2 + δ)σ2 ≤ (δ + 4ε2)σ2. (7.8)
In the last inequality we used the fact that k is sufficiently large, which is part of the
asymptotic assumption (n, p, k)→∞ stated in Theorem 4.2.
7.3 Lower Bounding λ1(S)
Greshgorin’s theorem is not useful to prove a lower bound on λ1(S) since for i /∈ I∗, the
resulting disc has radius of order εσ2 rather than δσ2.
To lower bound the largest eigenvalue of S we use the Rayleigh quotient definition,
namely λ1(S) is the argmax of x
TSx over all unit vectors x ∈ Rk. In particular, for
x0 = (δk)
−0.51I∩I∗ (1Q is the characteristic vector of a set Q), the value of xT0 Sx0 is a
lower bound on λ1(S). The latter is simply the average row sum in the δk × δk submatrix
SI∩I∗ . From Eq. (7.7), w.p. at least 1− e−ε22n/5,
λ1(S) ≥ δk · (1− 2ε2)σ2/k = δ(1− 2ε2)σ2 ≥ (δ − 2ε2)σ2. (7.9)
To conclude, Eq. (7.2) is derived by setting ω = ω(ε1, ε2) s.t. e
−ε21n/20 + e−ε22n/5 = e−ωn,
ζ = ζ(ε1, ε2, σ) = ε1 + 4ε2σ
2, and using Eq. (7.4),(7.5),(7.8) and (7.9).
8 Simulations
In this section we explore the phenomenon of golden seeds, in various SNR regimes, using
simulation. Therefore the only algorithm that we run is GreedyNWF (and not GreedyNWF-
EXP), when feeding it with random subsets of I∗, of varying sizes, as seeds.
The definition of SNR regimes as presented in Table 1 is asymptotic and cannot be
used directly in simulation. For example 100 log n >
√
n/100 even for n = 104, which is
already quite a large problem size, but asymptotically log n/
√
n → 0. To circumvent this
problem, we let the empirical success rate of Covariance Thresholding (abbreviated CT)
and Diagonal Threshold (DT) define regime boundaries. Figure 1 charts these boundaries.
In all our experiments the following holds:
• We sample from the uniform unbiased sparse PCA distribution (UNBSPCA), where
v∗ =
(
± 1√
k
, . . . ,± 1√
k
, 0, . . . , 0
)
. The signs of non-zero entries are randomly chosen.
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Figure 1: The success rate of DT, CT and GreedyNWF as a function of k. Every point
is an average over 25 executions, with n = p samples. GreedyNWF was initialized with
k∗ = 1 or k∗ = k/3 random entries from I∗.
(Our theoretical results are proven in the biased setting, UBSPCA, where all entries
have the same sign).
• We keep p = n in all executions, and fix σ2 = 0.5. The choice of 0.5 is some-
what arbitrary and any value below
√
p/n = 1 is suitable. When σ2 exceeds
√
p/n
the problem becomes computationally easy for all values of k up to the information
limit [KNV15][Thm 1.1].
• The success rate of an algorithm on a given input is defined to be 1k |I ∩ I∗|, where
I ⊆ {1, . . . , p} is the algorithm’s guess of v∗’s support.
• The algorithm DT has no tunable parameters – it simply returns the indices of the k
largest diagonal entries. The performance of CT on the other hand depends crucially
on the chosen threshold. When running CT we therefore loop over 100 thresholds, the
empirical percentiles of the off-diagonal entries of the input covariance matrix. We
choose the best result as CT’s output.
• Formally, the output of CT is a vector (a guess for v∗). We convert the vector to a
set I by taking the indices of the k largest entries in absolute value.
The empirical boundary of the strong SNR regime is charted by the success rate curve
of CT. Figure 1 shows the performance (y-axis) of CT as k increases. Three configurations
are plotted n = p = 10, 000, 15, 000, 20, 000. The y-axis is scaled by
√
n to defuse the
dependence on n. Indeed all three lines overlap as expected (due to scaling), and the phase
transition to the hard regime occurs when k is in the window [0.2
√
n, 0.3
√
n]. The plot also
includes the performance of DT, lagging behind, and GreedyNWF initialized once with a
seed of size k∗ = 1 and second with k∗ = k/3. In both cases the seed is a random subset
of I∗. As evident from the plot, at k∗ = k/3 the algorithm succeeds in the weak SNR
13
regime. We can verify that we are indeed in the weak SNR regime by the fact that the
lines corresponding to different input sizes do not overlap, suggesting that the scaling of the
x-axis is wrong.
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