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Introduction ge´ne´rale
Ces dernie`res anne´es, les progre`s re´alise´s dans les domaines de la microe´lectronique, de la micro-
technique, et des technologies de communication sans fil, ont permis de produire des composants
de quelques centime`tres a` quelques millime`tres cubes de volume appele´s capteurs. Ces derniers
inte`grent : une unite´ de captage charge´e de mesurer des grandeurs physiques (chaleur, humidite´,
vibrations) et de les transformer en grandeurs nume´riques, une unite´ de traitement informatique
et de stockage de donne´es et un module de transmission sans fil (wireless). Le de´ploiement des
capteurs, parfois ale´atoire, et souvent en grand nombre, dans des endroits plus ou moins hostiles en
vue de collecter et de transmettre des donne´es environnementales d’une manie`re autonome, forme
un re´seau de capteurs sans fil (RCSF).
Figure 1 – Sche´ma re´sume´ d’un re´seau de capteurs sans fil : architecture, mode`le de collecte et de
transmission de donne´es
Les re´seaux de capteurs sans fil ont un inte´reˆt particulier pour les applications militaires, environ-
nementales, domestiques, me´dicales, et bien suˆr les applications lie´es a` la surveillance des infra-
structures critiques. Le mode`le de livraison de donne´es ou trafic de donne´es va essentiellement
de´pendre de l’application autrement dit de la raison pour laquelle le re´seau a e´te´ de´ploye´. Nous
pouvons distinguer trois types de trafic de donne´es qui peuvent eˆtre utilise´s seuls ou hybrides :
– Le mode`le oriente´ temps (time-driven) : c’est un sche´ma dans lequel les nœuds vont transmettre
a` intervalle de temps re´gulier les donne´es obtenues des capteurs (avec ou sans agre´gation des
valeurs). La fre´quence de l’envoi des donne´es va de´pendre des besoins de l’application du RCSF,
elle peut aller de quelques millisecondes a` plusieurs heures voire plusieurs jours.
– Le mode`le oriente´ requeˆtes (query-driven) : un utilisateur ou une application (distante ou ins-
talle´e sur la station de base) va envoyer une requeˆte a` un nœud ou a` un groupe de nœuds pour
obtenir les informations de leurs capteurs.
– Le mode`le oriente´ e´ve´nements (event-driven) : ce mode`le de communication est base´ sur les
e´ve´nements controˆle´s par le RCSF. Ge´ne´ralement, les nœuds vont re´cupe´rer pe´riodiquement les
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donne´es de leurs capteurs et les analyser. Un e´ve´nement ou phe´nome`ne physique de´tecte´ par un
nœud a` partir de ces analyses, est ensuite transmis a` la station de base.
A l’heure actuelle, nous constatons une floraison d’applications pour ces re´seaux et une e´volution
vers l’Internet des objets (Internet of Things, IoT). Ainsi, pour des applications militaires ou
me´dicales, le besoin d’apporter une solution de se´curite´ fiable paraıˆt important voir crucial. Or,
de par les caracte´ristiques des re´seaux de capteurs sans fil (absence d’infrastructure topologie dy-
namique, nombre important de capteurs, se´curite´ physique limite´e, modes et lieux de de´ploiement
offrant de multiples possibilite´s d’attaques) et des contraintes inhe´rentes aux nœuds capteurs
(l’e´nergie, les capacite´s de calcul, de stockage et de transmission limite´es), la se´curisation des
re´seaux de capteurs est a` la source, aujourd’hui, de beaucoup de recherches scientifiques et tech-
niques. Des travaux de recherche ante´rieurs ont d’ailleurs de´montre´ que les solutions de se´curite´
propose´es pour les re´seaux sans fil (mobiles et adhoc), surtout celles base´es sur l’utilisation de
la cryptographie a` cle´ publique ne peuvent pas eˆtre applique´es directement dans les re´seaux de
capteurs sans fil du fait des couˆts de calcul importants engendre´s.
Cependant, meˆme si le contexte a e´volue´, de la machine non connecte´e aux re´seaux filaires puis
sans fil, l’objectif de la se´curite´ a toujours e´te´ globalement le meˆme, a` savoir assurer les services
de se´curite´ de base tels que l’authentification, le controˆle d’acce`s, la confidentialite´, l’inte´grite´, la
disponibilite´ etc... Si dans les autres re´seaux et particulie`rement dans les re´seaux filaires, la solu-
tion consiste a` augmenter toujours plus la puissance des chiffrements, la proble`matique pose´e par
la faiblesse de calcul et le besoin d’e´conomiser l’e´nergie des capteurs ame`nent a` se poser des ques-
tions nouvelles sur les me´thodes de se´curite´ a` utiliser. Il est important que les solutions de se´curite´
a` mettre en œuvre soient les moins couˆteuses en consommation de ressources et visent a` re´duire
les temps, le nombre de transmissions, et l’occupation de la bande passante. En l’occurrence, ce
sont les solutions apportant une se´curite´ maximale tout en pre´servant la dure´e de vie du capteur,
c’est-a`-dire en utilisant peu la puissance de calcul et l’e´nergie des capteurs, qui doivent permettre
de re´pondre aux proble`mes de se´curite´ dans ce type de re´seau.
Dans cette the`se, nous nous sommes inte´resse´s aux proble`mes de se´curite´ dans les RCSFs, nous
cherchons a` de´finir des me´canismes et solutions peu couˆteux en e´nergie pour les re´seaux de
capteurs sans fil qui prennent en compte la relative faiblesse de de´fense d’un re´seau autonome.
Dans cette optique nous appliquons des solutions de cryptographie syme´trique peu gourmandes
en e´ne´rgie base´e sur les fonctions de hachage, et des me´canismes de cryptographie asyme´trique
base´s sur les courbes elliptiques.
Cette the`se se compose de deux parties : une partie e´tat de l’art et une partie contribution. La
premiere partie constitue´e d’un seul chapitre de´crit l’e´tat de l’art. Il est consacre´ a` l’introduction
de la proble´matique ge´ne´rale de la the`se.
Dans un premier temps nous pre´sentons le controˆle d’acce`s et les particularite´s de la proble´matique
de se´curite´ dans les RCSFs. Ensuite un focus sur diffe´rents me´canismes de se´curite´ le´gers en
e´nergie et base´s notamment sur les fonctions et arbres de hachage, les chaıˆnes de cle´s a` sens unique,
les formes cryptographiques et plus spe´cifiquement les courbes elliptiques, permettra une mise en
e´vidence des points forts et faibles utiles pour les RCSFs. Enfin, nous comparons et examinons
diffe´rents algorithmes et protocoles pour mettre en e´vidence leurs objectifs, dispositifs, complexite´,
limites, etc.
La seconde partie comprend les chapitres 2, 3 et 4 qui constituent nos contributions. Dans la
premie`re contribution du chapitre 2, nous de´crivons quelques protocoles d’authentification par
mot de passe pour ensuite ame´liorer la se´curite´ et les performances de ces protocoles existants.
La solution propose´e utilise les meˆmes me´canismes des fonctions de hachage, et be´ne´ficie en plus
d’une validation par simulation et imple´mentation.
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La deuxie`me contribution constitue une suite logique de la premie`re, ou´ apre`s avoir introduit
le nouveau concept de probabilite´ de risque, nous de´terminons pour diffe´rentes architectures de
de´ploiement, la consommation e´nerge´tique de la solution propose´e en comparaison avec celles
existantes. Enfin nous proce´dons a` une ve´rification automatique de quelques proprie´te´s de base
relatives a` des services de se´curite´ a` l’aide d’outils de validation.
Le chapitre 3 est consacre´ a` la multiplication scalaire sur les courbes elliptiques, l’ope´ration de
base de tous les protocoles reposant sur ces objets mathe´matiques. Nous pre´sentons brie`vement
quelques solutions existantes pour acce´le´rer la multiplication scalaire sur les courbes elliptiques
de´finies dans des corps finis premiers. Nous pre´sentons notre troisie`me contribution qui de´crit un
nouveau me´canisme base´ sur l’oppose´ et l’ordre d’un point et qui re´duit le nombre d’ope´rations de
points. Ce dernier pre´sente en plus l’avantage de pouvoir eˆtre combine´ avec toutes les techniques
existantes. Les performances du me´canisme propose´ ont e´te´ e´value´es en utilisant les parame`tres
recommande´s par un organisme standardisant les courbes elliptiques NIST-192 (National Institute
of Standards and Technology).
Dans le dernier chapitre, qui constitue notre quatrie`me contribution, nous nous sommes inte´resse´s
a` l’acce´le´ration des points re´sultants du partitionnement du scalaire qui ge´ne`rent des couˆts addi-
tionnels de calcul et de stockage me´moire durant les calculs paralle`les des partitions. Nous compa-
rons diffe´rentes formules de points existantes afin de mettre en e´vidence leur efficacite´, et ce avec
l’objectif de les utiliser dans un algorithme distribue´ que nous mettons en place.
Nous concluons cette the`se en re´sumant les avantages, les inconve´nients et les limites des solutions
que nous avons propose´es. Les perspectives envisage´es pour ces solutions innovantes comple`tent
cette partie.
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1.1/ Le controˆle d’acce`s dans les re´seaux de capteurs sans fil (RCSFs)
Le controˆle d’acce`s est un service de se´curite´ critique dans les re´seaux de capteurs sans fil (RCSFs).
C’est un proble`me ancien dans les re´seaux classiques, mais qui n’a pas rec¸u assez d’attention dans
les RCSFs.
Le nœud capteur a ge´ne´ralement une faible capacite´ de communication, de calcul, de me´morisation
et d’e´nergie. Les RCSFs sont de´ploye´s pour une varie´te´ d’applications, souvent de surveillance et
de collecte de donne´es : surveillance militaire, me´dicale, controˆle de l’environnement etc.. Les
mode`les de livraison des informations peuvent eˆtre pe´riodiques, e´vennementiels ou base´s sur des
requeˆtes.
Des facteurs comme le de´ploiement en grande quantite´ de nœuds dans des environnements souvent
hostiles notamment ceux du domaine militaire ou publique, la communication sans fil, l’interaction
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physique avec l’environnement etc. rendent ces re´seaux tre`s vulne´rables a` beaucoup d’attaques.
Ainsi, le controˆle d’acce`s devient un vrai challenge dans les RCSFs. Parfois les donne´es collecte´es
ne sont pas critiques, comme par exemple une requeˆte pour la collection des tempe´ratures d’une
zone. Cependant, dans des applications critiques, les donne´es doivent eˆtre prote´ge´es contre tout
acce`s non autorise´. Dans les applications temps re´el, les donne´es doivent non seulement eˆtre dis-
ponibles a` la demande de l’utilisateur, mais aussi accessibles depuis n’importe quel endroit graˆce
aux capteurs en mode ad hoc[3].
Les me´canismes de controˆle d’acce`s de´finissent les politiques selon lesquelles les capteurs ou uti-
lisateurs doivent acce´der ou envoyer des requeˆtes au re´seau. Dans le contexte des RCSFs, il est
essentiel de limiter l’acce`s du re´seau seulement aux nœuds ou utilisateurs e´ligibles, tandis que
les messages ou requeˆtes provenant des nœuds externes (non autorise´s) ne devraient ni eˆtre trans-
mis, ni traite´s dans le re´seau. En plus l’interception, la modification ou la suppression d’un paquet
peuvent eˆtre de´tecte´es.
Le controˆle d’acce`s devient particulie`rement difficile en pre´sence d’un nœud compromis et des
attaques telles que le de´ni de service (DdS) et la re´pe´tition. Dans les environnements hostiles,
non seulement les capteurs, mais les utilisateurs peuvent eˆtre compromis via une manipulation
distante les amenant a` avoir un comportement malveillant. L’authentification des paquets a` travers
une communication multisauts utilisant une cle´ syme´trique est un vrai de´fi, parce que les nœuds
interme´diaires ont besoin de la cle´ pour authentifier les paquets. Par conse´quent, un attaquant qui
compromet ou capture un nœud obtient la cle´. Ainsi, les solutions de se´curite´ dans ce domaine ne
doivent pas eˆtre lie´es a` un seul capteur [85]. Par ailleurs la limitation des capteurs en termes de
ressources restreint l’utilisation des me´canismes de se´curite´ gourmands en ressources.
Dans cette premie`re partie, nous proposons une e´tude des me´canismes et solutions de controˆle
d’acce`s dans les re´seaux de capteurs sans fil. Nous examinons diffe´rents algorithmes pour mettre
en e´vidence leurs objectifs, dispositifs, complexite´s, limites, etc.. Nous comparons e´galement ces
algorithmes de controˆle d’acce`s base´s sur un certain nombre de parame`tres juge´s utiles dans l’en-
vironnement des RCSFs.
1.2/ Le controˆle d’acce`s : un service de se´curite´
Un re´seau de capteurs est ge´ne´ralement constitue´ d’un grand nombre de nœuds re´partis dans un
espace ge´ographiquement limite´ avec une ou plusieurs stations de base (SB). Dans ce cas, tous
les capteurs font confiance a` la station de base. Sans perte de ge´ne´ralite´s, il est important pour
une meilleure e´tude du controˆle d’acce`s dans les RCSFs, de de´finir l’architecture physique du
re´seau de capteurs (plate ou hie´rarchique), et le mode`le de controˆle d’acce`s qui, souvent varie en
fonction des services fournis par le re´seau de capteurs et de la fac¸on dont il est exploite´ : agre´gation,
communication interne, communication avec des utilisateurs externes etc..
1.2.1/ Architecture de controˆle d’acce`s
Dans la suite, nous allons conside´rer deux types de RCSFs en fonction des types de communica-
tions et des services du re´seau comme le montrent les Figures 1.1 et Figure 1.2. Comme pre´sente´
sur la Figure 1.1, nous avons un re´seau de capteurs qui offre des services aux utilisateurs ou` la sta-
tion de base sert de point d’acce`s pour la gestion et l’administration du re´seau. Les capteurs servent
de points d’acce`s aux utilisateurs (ordinateur portable, PDA, te´le´phone mobile). Seuls les utilisa-
teurs qui souscrivent aux services du re´seau peuvent acce´der aux donne´es et le mode`le de livraison
des donne´es se fait a` la demande des utilisateurs. La Figure 1.2 montre un RCSF sans utilisateur
(excepte´ la station de base) ou` les donne´es sont envoye´es vers la station de base. Le mode`le d’ac-
quisition et de livraison de donne´es de´pend de l’application utilise´e, il peut eˆtre continu (collection
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Figure 1.1 – Architecture RCSF avec utilisateurs
et envoi pe´riodique de donne´es d’une zone), e´ve´nementiel (collection et envoi de donne´es a` la suite
d’un e´ve`nement), en mode base´ sur des requeˆtes (collection et envoi de donne´es a` la demande), ou
hybride. De ces deux architectures, on peut distinguer deux niveaux de controˆle d’acce`s : le niveau
Figure 1.2 – Architecture RCSF sans utilisateurs
interne et le niveau externe [16].
– Le contoˆle d’acce`s interne : se´curise les communications entre capteurs et les communications
entre capteurs et station de base. Il implique les deux architectures des Figures 1.1 et 1.2 [26,
45, 86, 110].
– Le contoˆle d’acce`s externe : se´curise les communications entre le re´seau de capteurs (capteurs
et station de base) et les utilisateurs externes. Ces derniers peuvent, en fonction des services
souscrits, envoyer des requeˆtes aux capteurs voisins, qui ve´rifient la le´gitimite´ de la requeˆte.
Cependant, un utilisateur ne doit pas arbitrairement participer a` des communications avec le
RCSF. Seule l’achitecture de la Figure 1.2 est concerne´e .
1.2.2/ Les services de se´curite´ du controˆle d’acce`s
Etant lui meˆme un service de se´curite´, le controˆle d’acce`s peut eˆtre divise´ en deux services de
se´curite´ : l’authentification et l’autorisation.
– L’authentification : elle consiste a` e´tablir une relation entre une entite´ et son identite´. Une iden-
tite´ est une proprie´te´ individuelle qui ne peut pas eˆtre forge´e ou copie´e. On distingue deux types
d’authentification : l’authentification d’utilisateur et l’authentifcation de requeˆtes.
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– Dans une authentification d’utilisateur, un utilisateur envoie son nom a` un capteur et lui
prouve son identite´, le capteur est en mesure de de´terminer si l’identite´ est valide ou non.
– L’authentification de requeˆtes permet de ve´rifier si une requeˆte provient d’un utilisateur au-
torise´, d’une station de base (SB) ou d’un capteur. Un re´seau de capteurs produit l’authenti-
fication de requeˆtes si les proprie´te´s de se´curite´ et de vivacite´ suivantes sont satisfaites (avec
une certaine probabilite´).
– Se´curite´ : si dans un re´seau de capteurs, un nœud capteur accepte une requeˆte comme
le´gitime, celle-ci provient du RCSF ou d’un utilisateur autorise´.
– Vivacite´ : toute requeˆte le´gitime sera rec¸ue par tous les nœuds capteurs capables de la traiter
afin de donner une re´ponse a` l’entite´ le´gitime (capteur, station de base, utilisateur) l’ayant
poste´e. Ce qui limite la propagation de fausses requeˆtes.
– Autorisation : consiste a` e´tablir une relation entre un utilisateur et un ensemble de privile`ges
(droits d’acce`s, ope´rations permises etc.). Dans une autorisation, un utilisateur envoie son nom
avec sa requeˆte (exemple : lire, e´crire etc.) a` un capteur, qui ve´rifie si l’ope´ration demande´e est
autorise´e ou non.
Notons qu’en pratique, dans un me´canisme de controˆle d’acce`s, l’authentification d’utilisateurs
ou de requeˆtes, l’autorisation et l’acce`s aux donne´es peuvent eˆtre combine´s dans une seule
ope´ration. Quand une requeˆte est envoye´e, le me´canisme de controˆle d’acce`s ve´rifie sa le´gitimite´
(authentification et autorisation), et envoie une re´ponse (les donne´es demande´es ou un message
de refus d’acce`s).
1.2.3/ Les vulne´rabilite´s
Les RCSFs pre´sentent un grand nombre de vulne´rabilite´s qui les exposent a` diffe´rentes types d’at-
taques. Nous distinguons les vulne´rabilite´s physiques et les vulne´rabilite´s technologiques.
– Les vulne´rabilite´s physiques : elles sont lie´es a` la nature de de´ploiement notamment les lieux
publiques ou hostiles, ce qui expose les liens de communication a` des attaques passives comme
l’e´coute clandestine, le brouillage par interfe´rence. Les nœuds capteurs sont vulne´rables a` la
capture physique et au vandalisme. Le nombre tre`s e´leve´ de nœuds dans les RCSFs sans in-
frastructure fixe ne´cessite le de´veloppement de protocoles flexibles et scalables. L’addition de
nouveaux nœuds ou le disfonctionnement d’un nœud rendent la topologie dynamique, ce qui
entraine des solutions plus complexes.
– Vulne´rabilite´s technologiques : les services de se´curite´ doivent prendre en compte les contraintes
lie´es a` la technologie des capteurs :
– L’e´nergie : la consommation e´nerge´tique d’un nœud capteur peut eˆtre divise´e en trois parties :
l’e´nergie de l’unite´ de captage, l’e´nergie pour la communication (transmission/re´ception) et
l’e´nergie du microprocesseur.
– Le calcul : le nœud capteur est dote´ d’un processeur d’une capacite´ de calcul tre`s limite´e d’ou`
l’exe´cution impossible d’algorithmes cryptographiques complexes.
– La me´moire : apre`s le chargement du syste`me d’exploitation, le nœud capteur ne dispose pas
suffisamment d’espace me´moire pour le stockage de certaines cle´s et l’exe´cution de certains
algorithmes.
– Transmission/re´ception : les capacite´s de transmission/re´ception du nœud capteur sont li-
mite´es pour des besoins de conservation d’e´nergie. La transmission est l’ope´ration la plus
couˆteuse dans les RCSFs. Il a e´te´ de´montre´ dans plusieurs publications scientifiques que la
transmission d’un bit est e´quivalent en termes d’e´nergie, de l’exe´cution d’environ 800 a` 1000
instructions[57]. Cette valeur augmente avec la porte´e de la radio.
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1.2.4/ Les de´fis de se´curite´
Les de´fis de se´curite´ pour un me´canisme de controˆle d’acce`s est d’assurer un certain nombre
d’exigences de se´curite´ a` travers l’authentification et l’autorisation tout en prenant en compte les
ressources limite´es des capteurs :
– Faire en sorte qu’un utilisateur ou capteur non autorise´ qu’on appellera ≪ adversaire ou atta-
quant ≫ dans la suite, ne re´ussisse pas a` inte´grer ou a` utiliser les services du re´seau de capteurs.
– Les nœuds capteurs et utilisateurs autorise´s ne doivent pas traiter ou recevoir des donne´es cor-
rompues.
– L’acce`s au re´seau ne doit pas eˆtre interdit aux capteurs et utilisateurs le´gitimes.
– Le me´canisme doit e´galement prendre en compte les exigences des capteurs en termes de ca-
pacite´ de stockage, de calcul et de transmission. Ainsi, le me´canisme de controˆle d’acce`s doit
minimiser le stockage des cle´s et utiliser des algorithmes cryptographiques moins couˆteux en
calcul. L’e´nergie e´tant la ressource la plus pre´cieuse dans un re´seau de capteurs avec une dure´e
de vie du capteur qui en de´pend, elle doit eˆtre e´conomise´e surtout lors des transmissions. Il faut
des protocoles de controˆle d’acce`s qui minimisent les tranmissions.
– Des techniques d’agre´gation vont imposer des me´canismes de se´curite´ point a` point, difficiles
a` mettre en œuvre lorsque les donne´es sont chiffre´es. Le chiffrement et l’agre´gation sont deux
concepts qui ne vont pas tre`s bien ensembles.
Une solution de bout en bout serait inte´ressante pour l’e´conomie d’e´nergie du RCSF, mais si les
capteurs interme´diaires se contentent uniquement de recevoir un message et de le retransmettre
sans l’authentifier, une telle solution sera tre`s vulne´rable aux attaques de type de´ni de services
(DdS) et de re´pe´tition. Pour assurer l’authentification, les capteurs doivent de´chiffrer puis chiffrer
les messages rec¸us, cela ne´cessite beaucoup de calculs et une augmentation du temps de traitement.
Ce qui ne re´pond pas aux exigences de certaines applications comme le cas d’une application
temps re´el.
Voila` quelques exigences parmi d’autres qu’un me´canisme de controˆle d’acce`s doit prendre en
compte.
1.3/ Me´canismes de se´curite´ le´gers en e´nergie pour le controˆle d’acce`s
des RCSFs
1.3.1/ La cryptographie
Les me´canismes de se´curite´ du controˆle d’acce`s permettent de mettre en œuvre des services de
se´curite´. Dans la plupart des me´canismes de se´curisation actuelle, la cryptographie est sans doute
la technique la plus utilise´e dans le cadre des re´seaux filaires et des re´seaux sans fil traditionnels
disposant d’une capacite´ de calcul et de me´moire conse´quente. Les solutions de cryptographie sont
re´pute´es comme des solutions suˆres qui re´pondent a` l’ensemble des proble`mes lie´s a` la se´curite´
des donne´es. Les spe´cificite´s des re´seaux de capteurs, a` savoir une faible puissance de calcul et
une me´moire limite´e auxquelles se rajoute la proble´matique de pre´servation de l’e´nergie, sont des
freins conside´rables a` l’utilisation des syste`mes cryptographiques courant re´pute´s suˆrs (SSL, RSA,
etc.). Les travaux de recherche actuels s’attachent a` trouver des solutions dites de cryptographie
le´ge`res [43]. Ces solutions consistent a` adapter les algorithmes de cryptographie classiques pour
les re´seaux de capteurs, ou a` en trouver de nouveaux tout aussi efficaces en termes de se´curite´, de
temps d’exe´cution et de consommation e´nerge´tique. On distingue deux types de cryptographie : la
cryptographie syme´trique a` cle´ secre`te et la cryptographie asyme´trique ou a` cle´ publique.
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1.3.1.1/ La cryptographie syme´trique
L’algorithme de chiffrement par blocs AES a e´te´ propose´ comme algorithme de chiffrement dans
le standard IEEE 802.15.4 pour se´curiser au niveau de la couche MAC les donne´es transitant sur
des re´seaux de capteurs sans fil. Le temps d’exe´cution de cet algorithme de chiffrement donne
d’assez bons re´sultats (de l’ordre de plusieurs microsecondes) et limite le surcouˆt e´nerge´tique
du chiffrement de donne´es. Ne´anmoins ces bons re´sultats sont obtenus par le fait que le chiffre-
ment est effectue´ au niveau hardware par le module transceiver (plusieurs millisecondes dans le
cas de chiffrement software) [56]. D’autres algorithmes de chiffrement syme´triques ont e´te´ teste´s
sur les capteurs dont les re´sultats sont visibles dans [68]. Ces re´sultats permettent de dire qu’au-
jourd’hui les solutions de chiffrement a` cle´s syme´triques sont exploitables au sein des re´seaux de
capteurs et apportent une re´elle solution pour la se´curite´ du re´seau. Cependant, si le chiffrement a`
cle´ syme´trique est possible au sein des re´seaux de capteurs, la se´curite´ totale de ce type de solution
reste a` de´montrer. D’une part parce que le chiffrement a` cle´ syme´trique ne garantit pas l’authentifi-
cation des donne´es comme peut le faire la signature nume´rique des chiffrements a` cle´s publiques,
et d’autre part parce que se pose le proble`me de la distribution des cle´s de chiffrement. Ainsi, si
le protocole IEEE 802.15.4 spe´cifie la me´thode de chiffrement a` utiliser, a` aucun moment elle ne
spe´cifie comment doivent eˆtre ge´re´es les cle´s et comment permettre l’authentification des donne´es.
Lors de la conception du protocole de se´curite´ pour un RCSF ou de la programmation des nœuds, il
est important de choisir la ou les couches OSI qui seront charge´es de chiffrer, de´chiffrer et ve´rifier
l’authenticite´ des messages. On peut distinguer trois niveaux :
– La se´curite´ ge´re´e au niveau du controˆle d’acce`s au medium.
– La se´curite´ ge´re´e au niveau applicatif.
– L’approche hybride ou ces deux solutions sont combine´es selon les besoins ou le contexte.
L’avantage de ge´rer le chiffrement au niveau le plus bas est de pouvoir changer facilement le
mode`le d’utilisation des cle´s sans modifier la partie logicielle et les protocoles de plus haut niveau,
la se´curite´ est prise en charge de manie`re transparente. De plus, un paquet invalide sera de´tecte´
avec moins de calcul. La gestion de la se´curite´ au niveau applicatif permet de fournir un flux
de bits a` transmettre au module d’e´mission et ainsi de garder une se´paration nette des diffe´rents
niveaux.
L’approche hybride reste envisageable si l’application utilise un chiffrement de bout en bout entre
un nœud et la station de base (SB) a` travers une cle´ partage´e par le re´seau. Ce mode`le permet
ainsi de faire transiter de l’information confidentielle a` travers le re´seau tout en autorisant les en-
teˆtes des paquets d’eˆtre compre´hensibles par les nœuds relais mais toujours confidentiels pour un
attaquant passif.
On peut distinguer quatre types de communication pour les RCSFs :
– Unidirectionnelle : entre un capteur et la station de base (SB), ou entre un couple de capteurs ;
– Diffusion globale : entre la SB et l’ensemble des capteurs ;
– Diffusion locale : entre un capteur et ses voisins, ou un ensemble de capteurs formant un cluster ;
– Agre´gation : dans ce type de communication, les re´ponses des capteurs font suite aux requeˆtes
de la SB, ou sont de´clenche´es par des e´ve´nements.
Pour chacun de ces types de communications, une cle´ cryptographique s’impose. On distingue
ge´ne´ralement quatre mode`les d’utilisation des cle´s :
– Cle´ partage´e par le re´seau : c’est la cle´ partage´e par l’ensemble des nœuds du re´seau. C’est
une cle´ globale qui est utilise´e par la station de base pour chiffrer des messages diffuse´s a`
tout le groupe. C’est une solution simple ou´ toutes les communications peuvent eˆtre chiffre´es
simplement en utilisant un minimum de me´moire (stockage d’une seule cle´). Cette solution
permet de re´soudre en partie le proble`me de l’e´coute passive, car l’information ne circule plus en
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clair. Elle n’est pas satisfaisante : d’une part, l’authentification obtenue est de niveau faible car
on ne fait que prouver qu’un message provient du groupe et non d’un capteur pre´cis ; d’autre part
la cle´ du re´seau e´tant unique, lorsqu’un nœud est attaque´, la se´curite´ du re´seau est compromise.
En plus, cette solution n’autorise pas l’entre´e de nouveaux capteurs dans le RCSF, a` moins de
faire intervenir un dispositif supple´mentaire pour l’e´tablissement dynamique des cle´s secre`tes
comme un centre de distribution de cle´s qui serait un me´diateur dans l’e´tablissement dynamique
de cle´s secre`tes.
– Cle´ partage´e par paire de noeuds : chaque nœud partage une cle´ de´die´e avec son voisin. Si
un nœud posse`de n voisins, il aura (n-1) cle´s a` stocker pour pouvoir communiquer avec ses
voisins. Chacune de ces cle´s est connue seulement par ce nœud et un des (n-1) autres nœuds.
L’attaque d’un nœud et la re´cupe´ration de ses informations secre`tes n’affectent pas la se´curite´
des autres nœuds. Les dommages sont donc limite´s a` ce nœud et n’affectent que les messages
passe´s et futurs envoye´s de ou vers ce nœud. Cependant, cette technique exige une capacite´
me´moire importante pour stocker les (n-1) cle´s (n peut eˆtre grand). Elle est tre`s couˆteuse en
temps de calcul car chaque nœud qui rec¸oit un message doit le de´crypter et l’encrypter avant de
le renvoyer. En plus cette solution n’est pas dynamique et n’autorise pas l’entre´e de nouveaux
capteurs dans le re´seau. Enfin, la gestion des cle´s est encore plus difficile. Compte tenu des
ressources tre`s restreintes des capteurs ou` chaque octet utilise´ doit eˆtre justifie´, ce mode`le n’est
probablement pas envisageable.
– Cle´ partage´e par groupes de nœuds (cluster) : ce mode`le d’utilisation des cle´s est un compromis
entre la cle´ partage´e par le re´seau et la cle´ partage´e par paire de nœuds. Le principe est d’utiliser
une cle´ identique pour tout un ensemble de nœuds, appartenant a` un groupe ou cluster (locali-
sation ge´ographique similaire, fonction dans le re´seau identique, etc.) dans une communication
intra-cluster, et d’utiliser une cle´ de´die´e a` la communication entre chaque paire de groupes
(inter-cluster) comme le mode`le avec une cle´ par paire de nœuds. Cette technique permet de
limiter la consommation me´moire tout en re´duisant la porte´e d’une attaque re´ussie contre l’un
des nœuds d’un groupe. En termes de scalabilite´, un compromis acceptable est possible dans
ce mode`le, parce que le nombre de cle´s augmente avec le nombre de groupes et non avec la
taille du re´seau. Il est difficile a` mettre en place, et la formation de clusters est un processus
de´pendant.
– Cle´ individuelle : chaque nœud posse`de une cle´ qu’il partage avec la station de base. Un message
envoye´ par un nœud est se´curise´ sur le re´seau jusqu’a` atteindre la SB. Cette solution est une
des meilleures techniques pour limiter la consommation du re´seau. Cependant, elle ne permet
pas de se´curiser les informations transmises entre nœuds car ceux-ci ne posse`dent pas de cle´s
communes pour communiquer de manie`re se´curise´e entre eux. Si la SB est compromise tout le
re´seau est menace´.
1.3.1.2/ La gestion des cle´s
Avant qu’un re´seau de capteurs puisse e´changer des donne´es se´curise´es, des cle´s de chiffrement
doivent eˆtre e´tablies entre les nœuds. La distribution de cle´s entre les nœuds est typiquement un
me´canisme de se´curite´ non triviale et est aujourd’hui un ve´ritable challenge dans les re´seaux de
capteurs sans fils. La plupart des solutions de se´curite´ requie`rent l’utilisation de cle´s de cryptage
qui sont partage´es par les parties communicantes. La gestion des cle´s est un terme ge´ne´rique pour
de´finir la distribution des cle´s qui inclut e´galement les processus d’initialisation ou de ge´ne´ration
des cle´s, la distribution initiale de cle´s ou l’e´tablissement de cle´s, la re´vocation de cle´s et la mise
a` jour de cle´s. Elle reste difficile a` re´aliser dans les RCSFs du fait de l’absence d’infrastructure
centralise´e en dehors de la SB, et surtout quand elle doit se faire apre`s le de´ploiement. La couche
liaison de donne´es est la premie`re couche a` avoir besoin d’une gestion de cle´s. Le standard IEEE
802.15.4 le plus utilise´ a` ce niveau conside`re l’utilisation de cle´s pour l’e´change se´curise´ des
PARTIE I. ETAT DE L’ART - CHAPITRE 1. ETAT DE L’ART 10
transmissions de donne´es sans pre´ciser comment e´changer des cle´s en toute se´curite´. Cela laisse
ouverte la proble´matique de gestion de cle´s qui est au centre de nombreuses recherches re´centes.
En plus de la couche liaison, les couches supe´rieures telles que la couche re´seau et application
doivent e´galement e´changer des cle´s en toute se´curite´.
Il est important de noter que le choix du type de cle´s a` utiliser de´pend tre`s souvent du mode`le de
communication du RCSF, et ce dernier est base´ sur l’application. Il existe trois cate´gories ge´ne´rales
de mise en place des cle´s dans un re´seau :
– Un serveur en qui chaque nœud a confiance (trusted-server scheme) : dans ce sche´ma, les nœuds
utilisent un serveur pour e´tablir leur cle´ de session. Ce type de sche´ma ne convient pas souvent
dans les RCSFs a` cause du manque d’infrastructure en qui chaque nœud a confiance et peut
communiquer directement. Les nœuds e´loigne´s de la SB sont donc contraints d’envoyer leurs
messages a` d’autres nœuds plus proches de la station de base afin de l’atteindre.
– Le consensus entre les nœuds uniquement (self-enforcing scheme) : de´pend de la cryptogra-
phie asyme´trique. La cryptographie asyme´trique est plus flexible. Elle ne ne´cessite pas de pre´-
distribution de cle´s, ni de cle´s partage´es par paire de nœuds, ni de fonctions de hachage com-
plique´es. Cependant, ce sche´ma ne convient pas dans les RCSFs a` cause des ressources limite´es
des capteurs.
– Pre´-distribution des cle´s : les informations relatives aux cle´s sont distribue´es aux capteurs avant
le de´ploiement. Ces cle´s doivent eˆtre distribue´es entre les capteurs, la station de base et les utili-
sateurs. On peut distinguer trois approches de pre´-distribution de cle´s : l’approche de´terministe,
l’approche probabiliste et l’approche hybride.
1. L’approche de´terministe de pre´-distribution de cle´s : cette approche garantit que deux
nœuds quelconques partagent une ou plusieurs cle´s communes. La distribution de cle´s
est de´termine´e par le mode`le de communication et d’utilisation des cle´s du protocole de
se´curite´. Rappelons qu’il existe diffe´rents mode`les d’utilisation de cle´s de´terministes : une
cle´ partage´e par tout le re´seau, par paire de nœuds, par groupe de nœuds [26, 66, 45].
2. L’approche probabiliste de pre´-distribution de cle´s : pour les re´seaux avec un grand
nombre de nœuds, l’approche probabiliste est plus efficace que la me´thode de´terministe.
Dans ce sche´ma, l’existance d’une ou de plusieurs cle´s communes entre des nœuds quel-
conques est incertaine et est garantie avec une certaine probabilite´. L’ide´e de base est de
distribuer ale´atoirement avant le de´ploiement a` chaque capteur un sous-ensemble de cle´s
k issus d’un ensemble de cle´s m. Le nombre de cle´s du sous-ensemble k est choisi de
telle manie`re que deux sous-ensembles ale´atoires de m auront une certaine probabilite´ p
d’avoir au moins une cle´ commune. Il faut trouver un bon compromis entre la taille de m
et la valeur k du nombre de cle´s par nœud pour obtenir une probabilite´ maximale de re´seau
connecte´. Une grande valeur de m re´duit la probabilite´ p de connectivite´ du re´seau, tandis
qu’une valeur plus faible diminue la se´curite´ en faisant tendre le mode`le d’utilisation des
cle´s vers l’e´quivalent d’une cle´ unique partage´e par le re´seau. Ce me´canisme supporte le
passage a` l’e´chelle [45, 26].
3. L’approche hybride de pre´-distribution de cle´s : cette approche est une hybridation entre
la classe probabiliste et la classe de´terministe. Elle vise a` re´duire le couˆt en stockage trop
important requis par la classe probabiliste, et a` ame´liorer le niveau de se´curite´ face a` des
compromissions de la classe de´terministe [75, 41].
– Sans Pre´-distribution de cle´s : contrairement aux autres me´canismes qui utilisent des cle´s pre´-
charge´es initialement, ce me´canisme conside`re les re´alite´s du RCSF. Si un adversaire ne connait
pas quand et ou` un RCSF sera de´ploye´, il sera tre`s difficile de lancer des attaques durant la
phase d’initialisation. Dans l’exemple du protocole de diffusion de cle´s par contamination (key
infection), l’e´tablissement des cle´s s’effectue dans un un de´lai relativement court avec peu de
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transmissions [4]. Le protocole consiste pour chaque nœud a` choisir une cle´ ale´atoire et a` la
diffuser en clair aux nœuds voisins au moment de son arrive´e dans le terrain sachant qu’un
adversaire a tre`s peu de probabilite´ d’intercepter une communication aussi locale (et a` faible
porte´e) et ne peut dans certains cas surveiller l’ensemble du site de de´ploiement qui parfois
n’est meˆme pas accessible. Ce type de sche´ma consomme moins d’e´nergie et ne ne´cessite pas
le stockage de beaucoup de cle´s contrairement aux autres sche´mas. Cependant, il ne permet pas
l’ajout de nouveau nœud une fois que les cle´s sont e´tablies.
1.3.1.3/ La cryptographie asyme´trique
Les me´canismes de cryptographie asyme´triques sont potentiellement de bonnes solutions de
se´curite´ quand le nombre de nœuds est tre`s e´leve´ comme les re´seaux de capteurs. Ils posent
moins de proble`mes pour la gestion des cle´s. Cependant, la cryptographie asyme´trique utile a`
l’e´tablissement de cle´s partage´es entre nœuds n’est pas re´aliste. Les demandes en temps de cal-
cul et en me´moire sont si fortes dans ce cas en plus de la ne´cessiste´ d’une infrastructure cen-
tralise´e pour la gestion des cle´s. Des travaux de recherche essaient d’optimiser des algorithmes
asyme´triques comme RSA, appele´ WM-RSA pour les capteurs de type MicaZ [103]. Les re´sultats
sont meilleurs que ceux de RSA, mais le temps d’exe´cution est toujours de l’ordre de la seconde,
temps qui n’est pas envisageable sur certaines applications des re´seaux de capteurs. En plus, la
taille des cle´s pose toujours des proble`mes de stockage (1024 bits pour RSA). Dans cette optique,
des travaux re´cents tentent d’apporter une re´ponse avec l’utilisation de cryptographie a` cle´ pu-
blique base´e sur les courbes elliptiques (elliptic curve cryptography, ECC). Les courbes elliptiques
assurent le meˆme niveau de se´curite´ que RSA avec des cle´s plus courtes [55].
1.3.2/ Chaıˆnes de cle´s a` sens unique
Les chaıˆnes de cle´s a` sens unique peuvent eˆtre utilise´es avec la cryptographie. Une chaıˆne de cle´s
a` sens unique est obtenue par application successive d’une fonction de hachage a` sens unique sur
une valeur. Les cle´s ge´ne´re´es permettent d’authentifier des requeˆtes ou des utilisateurs a` travers
des codes d’authentification de message (Message Authentication Code, MAC). Rappelons qu’un
MAC peut eˆtre conside´re´ comme une signature bipartie en cryptographie asyme´trique permettant
de garantir d’une part l’inte´grite´ du message envoye´ et d’autre part la ve´rification de l’identite´ de
l’e´metteur. Un MAC est un algorithme qui prend en entre´e un message m et une cle´ k puis produit
un condense´ : MACK(m). Pour le re´cepteur, la ve´rification consiste a` ve´rifier si le message rec¸u n’a
pas e´te´ modifie´ en cours de route, i.e. pour le message m’ rec¸u, on a bien MACK(m)=MACK(m’).
Le principe des chaıˆnes de cle´s a` sens unique consiste a` affecter une cle´ K0 initialement (avant
le de´ploiement du RCSF) aux capteurs. Ensuite une se´quence de cle´s est ge´ne´re´e. La dernie`re cle´
Kn est choisie ale´atoirement , puis les cle´s Kn−1, Kn−2, ........K1,K0 sont ge´ne´re´es par application
successive de la fonction de hachage a` sens unique F : K j=F(K j+1), pour 0 <= j < n. La cle´ K0
ge´ne´re´e en dernier est distribue´e a` tous les nœuds du re´seau avant le de´ploiement. Puisque F est
une fonction a` sens unique, e´tant donne´ K j+1, on peut calculer K0, K1,........., K j, mais on ne peut
pas calculer K j+1 si K0, K1,........., K j sont donne´es. Ainsi, quand un utilisateur veut acce´der au
re´seau, une sous chaıˆne de la chaıˆne de cle´s lui est attribue´e, et en meˆme temps distribue´e aux
nœuds du re´seau. Si la sous chaıˆne de cle´s rec¸ue par un utilisateur est Kn,....., Km avec n < m, cela
signifie qu’il peut envoyer (m-n+1) requeˆtes au re´seau et pour chaque requeˆte, une cle´ est utilise´e.
Un nœud capteur du re´seau qui rec¸oit une requeˆte authentifie la cle´ Ki en ve´rifiant que quelque
soit i > j, K j=F
i− j( Ki) ou` Ki est la cle´ d’authentification stocke´e par le nœud. Si l’authentification
passe, cela signifie que la requeˆte est le´gitime, et le nœud re´pond a` la requeˆte en remplac¸ant K j
par Ki, sinon la requeˆte est rejete´e. Ce me´canisme a l’avantage d’utiliser la cryptographie a` cle´
syme´trique, avec des communications simples permettant, via l’authentification, de se prote´ger
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contre des attaques comme le de´ni de service, la mascarade qui sont souvent fre´quentes dans les
protocoles de controˆle d’acce`s. Sa se´curite´ de´pendra de la fonction a` sens unique utilise´e. Par
contre le me´canisme n’est pas scalable, et un seul utilisateur peut visiter le re´seau. En plus, les
nœuds doivent stocker la cle´ de base K0.
Les me´canismes base´s sur plusieurs chaıˆnes de cle´s a` sens unique utilisent la meˆme approche que
celle d’une chaıˆne de cle´s a` sens unique. Chaque chaıˆne de cle´s ope`re de la meˆme fac¸on que la
chaıˆne unique. Ce me´canisme ne permet pas le passage a` l’e´chelle, mais authentifie des requeˆtes
venant de plusieurs utilisateurs a` la fois. Il ne´cessite plus de calcul et d’espace me´moire car pour
chaque chaıˆne, les nœuds doivent stocker la cle´ de base K0.
1.3.3/ Les arbres de hachage
Les arbres de hachage ou arbre de Merkle sont des structures de donne´es tre`s utilise´es dans
les re´seaux pair a` pair pour assurer l’inte´grite´ des donne´es. Dans les RCSFs, elles peuvent eˆtre
e´galement utilise´es avec les fonctions de hachage cryptographiques pour l’authentification et la
distribution de la chaıˆne de cle´s [106]. Le principe est d’assigner a` chacune des m chaıˆnes de
cle´s a` sens unique un entier unique entre 1 et m. Si H est une fonction de hachage et Ci l’en-
gagement (ou cle´ de base) de la i-e`me chaıˆne de cle´s. On peut calculer Ki=H(Ci) pour tout i
appartenant 1,....,m et construire l’arbre de Merkle en utilisant K1, K2, ......,Km comme nœuds
feuilles et que chaque nœud non feuille sera calcule´ par l’application de H a` la concate´nation de
ces deux fils comme le montre l’exemple de la Figure 1.3. Ainsi, pour chaque chaıˆne de cle´s, la
SB construit un engagement de certificat constitue´ pour la i-e`me chaıˆne de cle´s, de Ci, et des
valeurs correspondantes aux nœuds voisins fre`res du chemin du i-e`me nœud feuille a` la racine
dans l’arbre de distribution. Dans cet exemple, le certificat d’engagement pour la deuxie`me chaıˆne
est : Cert2=C2,K1,K34,K58. Une chaıˆne de cle´s et le certificat correspondant sont envoye´s a` un
utilisateur, et la racine de l’arbre (exemple K18) est envoye´e a` tous les capteurs. Un utilisateur qui
veut acce´der au re´seau diffuse son certificat. Chaque capteur peut imme´diatement l’authentifier a`
travers la racine : exemple si Cert2=C2,K1,K34,K58, un capteur peut l’authentifier en ve´rifiant si
H(H(H(H(C2)‖K1)‖K34)‖K58)=K18. Pour le passage a` l’e´chelle, ce me´canisme ne´cessite plusieurs
Figure 1.3 – Exemple d’arbre d’engagement et de distribution [106]
couches. L’engagement de toutes les chaıˆnes est repre´sente´ par les feuilles des arbres de la couche
la plus basse. Les racines respectives des sous arbres des couches basses repre´sentent les feuilles
de l’arbre racine de distribution range´e sur la couche haute. La SB utilise la racine de l’arbre de
la couche haute pour distribuer les racines de chaque couche basse. Ces racines sont utilise´es pour
authentifier les certificats des chaıˆnes de cle´s de la couche haute. Ainsi, a` travers les certificats
faits a` partir de l’arbre racine de distribution, la SB distribue la racine de chaque sous arbre aux
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nœuds capteurs, apre`s une phase de pre´-distribution de la racine de l’arbre racine de distribution.
Ce qui permettra aux capteurs d’authentifier les engagements des chaıˆnes de cle´s utilisant la racine
de chaque sous arbre.
Ce me´canisme pre´sente l’avantage de passer a` l’e´chelle et re´sout les proble`mes (de stockage des
cle´s initiales K0 et de l’authentification des chaıˆnes de cle´s) rencontre´s dans les me´canismes uti-
lisant les fonctions a` sens unique. En effet, le capteur a seulement besoin de stocker la racine de
l’arbre utilise´e car les engagements sont distribue´s au besoin. Nous pouvons noter l’absence du
me´canisme utilise´ pour distribuer la racine.
1.3.4/ Les me´canismes de controˆle d’acce`s au re´seau
Les me´canismes de controˆle d’acce`s au re´seau sont diffe´rents des autres. Ils sont base´s sur l’ar-
chitecture du RCSF, les diffe´rentes entite´s (capteurs ou station de base) qui le composent et les
mode`les de controˆle d’acce´s. Ainsi, on peut distinguer deux cas, suivant que la station de base
intervient ou non lors du controˆle d’acce`s au re´seau.
1.3.4.1/ Avec la station de base
Les SBs sont cense´es avoir plus de ressources et eˆtre mieux prote´ge´es contre les attaques que les
capteurs. Par conse´quent, utiliser la station de base est une approche naturelle pour organiser une
telle taˆche critique d’authentification de requeˆtes ou d’utilisateurs. On peut distinguer l’approche
directe et l’approche indirecte.
– Acce`s direct : La requeˆte d’acce`s au re´seau est envoye´e directement a` la station de base via une
connexion ( filaire ou sans fil) ou par le routage de la requeˆte a` travers des re´seaux externes (par
exemple, Internet) relie´s a` la SB.
– Acce`s distant : La requeˆte d’acce`s destine´e a` la SB est envoye´e aux capteurs qui vont servir de
relais. La SB effectue le controˆle d’acce`s et donne ensuite la permission au RCSF (capteurs) de
re´pondre a` la requeˆte. Ainsi, la SB contribue a` e´tablir la confiance entre le re´seau de capteurs et
le monde exte´rieur.
– Les avantages d’utiliser la station de base : puisque la SB dispose de plus de ressources qu’un
capteur, donc elle peut imple´menter des mesures de se´curite´ plus fortes. Elle peut eˆtre place´e
dans des lieux suˆrs pour eˆtre prote´ge´e contre toute attaque physique et pour de´tecter rapidement
des attaques telles que le DdS et la pe´ne´tration.
– Les inconve´nients d’utiliser la station de base : en tant que serveur de´die´, la SB doit eˆtre prote´ge´e
contre tout acce`s physique et distant non autorise´. Dans la litte´rature, il est ge´ne´ralement suppose´
que la gestion d’une SB est plus difficile que celle d’un capteur, mais dans la pratique l’inverse
pourrait eˆtre le cas. Par exemple, si la station de base est connecte´e a` un serveur web, les plus
populaires avec les vulne´rabilite´s connues, l’acce`s a` la SB peut constituer une vulne´rabilite´.
D’ailleurs, il n’est pas toujours possible ou souhaitable de placer une station de base dans un
emplacement se´curise´ et de´die´, surtout si elle est cense´e communiquer avec les capteurs sans
fil. En outre, si l’acce`s direct est ne´cesaire, ce pourrait eˆtre un inconve´nient pour un utilisateur
par exemple de se promener dans la zone de de´ploiement de la SB tout en utilisant des donne´es
provenant des capteurs a` proximite´ de l’utilisateur. En cas d’acce`s distant, plusieurs messages
doivent eˆtre achemine´s entre la SB et l’utilisateur par le re´seau de capteurs qui peut ne pas eˆtre
pratique si la SB est loin. L’utilisateur pourrait e´galement avoir a` attendre la re´ponse de la station
de base e´loigne´e tout en ayant besoin des donne´es de capteurs tout pre`s. Et enfin, comme les
capteurs a` proximite´ de la station de base sont plus lourdement charge´s pour la communication,
leur e´nergie est e´puise´e plus rapidement, ce qui conduit a` une dure´e de vie plus courte du re´seau.
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1.3.4.2/ Sans la station de base
Dans les cas ou` la station de base ne peut pas eˆtre utilise´e pour controˆler l’acce`s au re´seau, le
me´canisme de controˆle d’acce`s devrait eˆtre inte´gre´ dans les capteurs. Toutefois, s’appuyant sur
n’importe quel capteur quelconque, le controˆle d’acce`s sera difficile face aux attaques de nœuds
capture´s ou compromis. Une solution naturelle serait d’utiliser une approche distribue´e localement
ou a` distance impliquant plusieurs capteurs.
– Approche distribue´e localement : le contoˆle d’acce´s est effectue´ par les capteurs au voisinage de
l’entite´ en question (utilisateurs, capteurs voulant joindre le re´seau etc.). Meˆme si les capteurs a`
proximite´ ve´rifient avec succe`s une requeˆte, ils ont besoin de moyens supple´mentaires pour dire
au reste du re´seau que cette requeˆte vient d’une entite´ autorise´e, ou eˆtre en mesure de ve´rifier au
moins sa le´gitimite´.
– Approche distribue´e a` distance : le contoˆle d’acce´s est effectue´ par des capteurs qui peuvent
eˆtre spe´cialement choisis a` cet effet. L’architecture du re´seau pourrait eˆtre he´te´roge`ne avec des
dispositifs de controˆle d’acce`s de´die´s, place´s dans certains endroits. Le choix des capteurs peut
se faire a` travers des algorithmes d’e´lection.
– Les avantages (sans l’utilisation de la SB) : les entite´s peuvent e´mettre leur requeˆte depuis
n’importe ou` dans le re´seau sans eˆtre oblige´ d’aller au pre`s de la SB. En plus les requeˆtes peuvent
eˆtre traite´es et re´pondues localement. Aucun routage vers la SB n’est ne´cessaire pour re´pondre a`
une requeˆte meˆme s’il peut eˆtre ne´cessaire de faire du routage si la requeˆte concerne les donne´es
d’un capteur qui n’est pas a` proximite´ de l’e´metteur. Si la station de base est surcharge´e, les
donne´es sont encore disponibles et non compromises.
– Les inconve´nients (de ne pas utiliser la station de base) : L’inconve´nient principal est le couˆt de
calcul et des communications si le controˆle d’acce`s se fait en mode distribue´. Les algorithmes
distribue´s doivent eˆtre fiables et prendre en compte l’inse´curite´ des nœuds individuels.
1.4/ Les courbes elliptiques
Les courbes elliptiques existent depuis le 3e`me sie`cle pour re´soudre des proble`mes arithme´tiques
anciens. Leur e´tude en alge`bre ge´ome´trique date du milieu du 19e`me sie´cle. La description en
1984 par Hendrik Lenstra d’un algorithme de factorisation polynomiale sur ces structures a mo-
tive´ certains chercheurs a` s’investir dans l’aspect cryptographique des courbes elliptiques et dans
le calcul the´orique des nombres [72, 73]. Des recherches ayant abouti a` de nouveaux me´canismes
cryptographiques base´s sur l’asyme´trie, notamment le logarithme discret en 1976 sur lequel est
base´ Diffie-Hellman (Whitfield Diffie and Martin Hellman) et la factorisation des entiers en 1977
sur laquelle est base´ RSA (Ron Rivest, Adi Shamir and Len Adleman ) ont donne´ encore plus
d’inspiration [36]. C’est ainsi que Neal Koblitz et Victor Miller furent les premiers a` adapter
inde´pendamment les courbes elliptiques a` la cryptographie en 1985 [64]. Leur inte´reˆt particulier
s’explique essentiellement par leur niveau de se´curite´ tre`s e´leve´. Compare´es au syste`me RSA, on
s’aperc¸oit que pour un meˆme niveau de se´curite´, les courbes elliptiques en cryptographie utilisent
des cle´s de plus petites tailles. Il a e´te´ de´montre´ qu’une cle´ de courbe elliptique de 160 bits fournit
le meˆme niveau de se´curite´ qu’une cle´ de 1024 bits de RSA [55, 54]. Cette qualite´ rend les ECCs
plus attractifs pour les dispositifs aux ressources limite´es telles que la capacite´ de calcul, de trans-
mission/re´ception et de stockage me´moire qui peuvent impacter fortement sur la consommation
e´nerge´tique dans le cas des capteurs.
1.4.1/ Pre´liminaires
La cryptographie asyme´trique repose sur deux cle´s, une cle´ publique et une cle´ prive´e. La
de´rivation de la cle´ prive´e a` partir de la cle´ publique revient a` re´soudre un proble`me de calcul qui
doit eˆtre difficilement re´solvable selon le niveau de se´curite´. La difficulte´ de re´soudre ce proble`me
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repose sur des proce´dures de fonction a` sens unique avec trappe difficilement inversible, mais
si on connaıˆt un secret (trappe), elle peut alors eˆtre inverse´e facilement. C’est ainsi qu’on peut
distinguer :
– Le proble`me de la factorisation des entiers sur lequel repose la se´curite´ du syste`me RSA (1977) :
son principe est fonde´ sur la difficulte´ pre´sume´e du proble`me de la factorisation des entiers.
Etant donne´ deux grands nombres premiers p et q, il est facile de faire la multiplication : N=p.q.
A l’inverse, e´tant donne´ N, il est extreˆmement difficile de trouver les deux nombres dont il est
forme´. On peut supposer qu’il s’agit d’un processus a` sens unique, dans le fait que factoriser N
pour retrouver p et q est tre`s difficile. Ainsi, la se´curite´ de RSA repose entie`rement de la diffi-
culte´ pre´sume´e de la factorisation de grands nombres entiers.
Une approche naı¨ve consisterait a` essayer tous les nombres premiers les uns apre`s les autres.
Meˆme avec un ordinateur puissant, la proce´dure reste fastidieuse. Dans RSA, N est la cle´ pu-
blique utilise´e pour le chiffrement, tandis que les facteurs p et q constituent la clef secre`te pour
le de´chiffrement.
– Le proble`me du logarithme discret sur lequel repose la se´curite´ du syste`me Diffie-Hellman
(1976) et El-Gamal(1984) : son principe est fonde´ sur la difficulte´ pre´sume´e du logarithme
discret. Pour tout nombre premier p, il existe un entier g compris entre 1, et p-1 qui pour tout
entier m compris entre 1, et p-1, il existe un entier x compris entre 0, et p-2 et un seul tel que
m ≡ gxmod(p), autrement dit que m et gx on le meˆme reste quand on les divise par p. On dit
alors que x est le logarithme discret de m dans la base g. Ainsi, e´tant donne´s, m, g et p, il est
extreˆmement difficile de trouver x, cette difficulte´ est appele´e le proble`me du logarithme discret.
– Le proble`me du logarithme discret elliptique sur lequel repose essentiellement la se´curite´ de
tous les me´canismes base´s sur les courbes elliptiques : son principe est fonde´ sur la difficulte´
pre´sume´e du logarithme discret elliptique. Soit P un point sur une courbe elliptique, et Q=dP=P
+P +..........+P (dfois, d un entier) aussi un point de la courbe elliptique, alors d est le loga-
rithme discret de Q en base P. Etant donne´s Q et P deux points d’une courbe elliptique, il
est extreˆmement difficile de trouver d tel que Q=dP : c’est le proble`me du logarithme discret
elliptique.
Pour tous ces syte`mes cryptographiques, on peut faire de la ge´ne´ration de cle´s, du chiffrement
avec la cle´ publique pour assurer la confidentialite´, du de´chiffrement avec la cle´ prive´e, du chiffre-
ment avec la cle´ prive´e ou signature pour assurer l’authentification et de la ve´rification avec la cle´
publique.
1.4.1.1/ Le syste`me RSA
1. Ge´ne´ration de cle´s : il s’agit de ge´ne´rer les cle´s publiques et prive´es. Pour la ge´ne´ration de
la cle´ publique, on choisit deux grand nombres premiers p et q dont le produit est N. Ensuite,
on ge´ne`re les nombres entiers e (un nombre premier) et d tels que 1 < e < φ, le plus grand
diviseur commun entre e et φ est 1, φ=(p - 1)(q - 1), d est tel que 1 < d < φ et (ed - 1) est un
multiple de φ. N et e constituent la cle´ publique, tandis que la cle´ secre`te d est construite a`
partir de p et q ne´cessaires pour son calcul.
2. Chiffrement : avec la cle´ publique (N, e), on calcule c=memod N, ou` m ∈ [0, N-1] est le
message a` chiffrer et c le message chiffre´ transmis.
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Algorithm 1 Ge´ne´ration de cle´s avec RSA
Entre´es : l // taille (en bits) qui de´termine le niveau de se´curite´
Sorties : Cle´ publique (N,e) et cle´ prive´e d ge´ne´re´es
begin
1. Se´lection au hasard de deux nombres premiers p et q
2. Calculer le produit N : pq et φ=(p - 1)(q - 1)
3. Se´lectionner arbitrairement un entier e tel que 1 < e < φ et le PGDC (e, φ)=1
4. Calculer d tel que 1 < d < φ et ed ≡ 1(modφ)
5. Retourner(N, e, d)
Algorithm 2 Chiffrement avec RSA
Entre´es : (N,e) et m // la cle´ publique et le texte claire m ∈[0, N-1]
Sorties : c, // le texte chiffre´
begin
1. Calculer c=memod N
2. Retourner(c)
3. De´chiffrement : a` la re´ception du message chiffre´ c, on calcule m=cdmod N.
Algorithm 3 de´chiffrement avec RSA
Entre´es : (N,e), d et c // la cle´ publique, la cle´ prive´e et le texte chiffre´
Sorties : m, // le texte claire
begin
1. Calculer m=cdmod N
2. Retourner(m)
4. Signature : le signataire calcule un condense´ h sur le message m avec une fonction de
hachage cryptographique H() : h=H(m). Il utilise la cle´ prive´e d pour calculer la signature
s : s=hdmod N. Le signataire envoie s et le message m pour ve´rification.
Algorithm 4 Signature avec RSA
Entre´es : (N,e), d et m // la cle´ publique, la cle´ prive´e et le message m
Sorties : s, // la signature
begin
1. Calculer h=H(m)
2. Calculer s=hdmod N
3. Retourner(s)
5. Ve´rification de la signature : a` la re´ception de la signature, l’autre partie calcule h=H(m),
puis a` partir de la cle´ publique et de la signature s rec¸ue, elle calcule h’=semod N. Enfin elle
accepte la signature si h=h’.
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Algorithm 5 Ve´rification de la signature
Entre´es : (N,e), m et s // la cle´ publique, le message m, la signature s
Sorties : Acceptation ou rejet de la signature
begin
1. Calculer h=H(m)
2. Calculer h’=semod N
3. Accepter si h=h’ et rejet sinon
1.4.1.2/ Le syste`me du Logarithme Discret
1. Ge´ne´ration de cle´s : une paire de cle´s est associe´e a` un ensemble de parame`tres publiques
(p,q,g) ou` p est un nombre premier, q un diviseur premier de (p - 1) et g ∈ [1, p-1] est de
l’ordre de q, c’est a` dire que t=q est un petit entier positif satisfaisant gt≡1(mod p). Une cle´
prive´e x est se´lectionne´e au hasard dans l’intervalle [1, q-1] et la cle´ publique correspondante
est y=gxmod p. Le proble`me du logarithme discret consiste a` de´terminer x a` partir des
parame`tres publiques p, q, g et de y
Algorithm 6 Ge´ne´ration de cle´s avec le Logarithme Discret
Entre´es : (p, q, g) // les parame`tres publiques ge´ne´re´s
Sorties : Cle´ publique (y) et cle´ prive´e x ge´ne´re´es
begin
1. Se´lection au hasard x dans l’intervalle [1, q-1]
2. Calculer y=gxmod p
3. Retourner(x, y)
2. Chiffrement avec le Logarithme Discret : le message m est chiffre´ en le multipliant par
ykmod p ou` k est choisi ale´atoirement par l’e´metteur. Ainsi il envoie C2=m.y
kmod p et
C1=g
kmod p. Le re´cepteur a` partir de sa cle´ prive´e x calcule Cx
1
≡gkx≡yk (mod p) et divise
C2 par cette quantite´ pour retrouver le message m. Le proble`me de Diffie-Hellman consiste
a` calculer ykmod p a` partir des parame`tres publiques (p, q, g), y, et de C1=g
kmod p. Il est
aussi difficile que le proble`me du logarithme discret.
Algorithm 7 Chiffrement avec ElGamal
Entre´es : (p, q, g), y et m∈[0, p-1] // les parame`tres publiques, la cle´ publique
et le message m ∈[0, p-1]
Sorties : (C1,C2) // le texte chiffre´
begin
1. Se´lectionner k ∈[1, q-1]
2. Calculer C1=g
kmod p
3. Calculer C2=m.y
kmod p
2. Retourner(C1, C2)
3. De´chiffrement avec le Logarithme Discret : a` la re´ception du message chiffre´ (C1,C2), le
re´cepteur calcule m=C2.C
−x
1
mod p.
PARTIE I. ETAT DE L’ART - CHAPITRE 1. ETAT DE L’ART 18
Algorithm 8 De´chiffrement avec ElGamal
Entre´es : (p, q, g), x et C1, C2 // les parame`tres publiques, la cle´ prive´e et le
message chiffre´
Sorties : m // message en claire
begin
1. Calculer m=C2.C
−x
1
mod p
2. Retourner(m)
4. Signature avec le Logarithme Discret (Digital Signature Algorithm propose´ par NIST
en 1991) : le signataire se´lectionne un entier k ∈ [1, q-1] et calcule T=gkmod p, r=Tmod q,
puis calcule s =k−1( h + xr)mod q ou` x est la cle´ prive´e et h est un condense´ sur le message m
avec une fonction de hachage cryptographique H() : h=H(m). L’e´metteur envoie la signature
(r, s) et le message m pour ve´rification.
Algorithm 9 Signature avec DSA
Entre´es : (p, q, g), x et m // les parame`tres publiques, la cle´ prive´e et le
message m
Sorties : (r, s) // la signature
begin
1. Se´lectionner k ∈ [1, q-1].
2. Calculer T=gkmod p
3. Calculer r=Tmod q. Si r=0, alors retour a` l’e´tape 1
4. Calculer h=H(m)
5. Calculer s =k−1( h + xr)mod q. Si s=0, alors retour a` l’e´tape 1
6. Retourner(r, s)
5. Ve´rification de la signature DSA : a` la re´ception de la signature (r, s), l’autre partie calcule
w=s−1mod q, u1=hw mod q, u2=rw mod q, T=gu1yu2 mod p et r’=T mod q. A partir de la re-
lation s =k−1( h + xr)mod q, on en de´duit k =s−1( h + xr)mod q, puis on calcule T=ghs
−1
yrs
−1
.
Enfin elle ve´rifie si r=r’.
Algorithm 10 Signature avec DSA
Entre´es : (p, q, g), y, m et r, s // les parame`tres publiques, la cle´ publique, le
message m et la signature (r,s)
Sorties : Acceptation ou rejet de la signature
begin
1. Ve´rifier si les entiers r et s sont dans l’intervalle [1, q-1]
2. Calculer h=H(m)
3. Calculer w=s−1mod q
4. Calculer u1=hw mod q et u2=rw mod q
5. Calculer T=gu1yu2 mod p
6. Calculer r’=T mod q
6. Accepter si r=r’ et rejet sinon
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1.4.2/ Les courbes elliptiques pour la cryptographie
Les courbes elliptiques sont les courbes les plus simples apre`s les droites et les coniques. On peut
conside´rer une courbe elliptique sur un corps fini F, elle intervient ainsi dans certains protocoles
cryptographiques. On peut de´finir une courbe elliptique E sur un corps fini F note´ E( F) par son
e´quation a` la forme de Weierstrass [4] :
E : y2+ a1xy+a3y=x
3+a2x
2+a4x+a6 . (1.1)
ou` a1, a2, a3,a4 et a6 F.
Les corps sont des syste`mes de nombres bien connus tels que les nombres rationnels Q ou les
nombres re´els R et les nombres complexes C. Un corps est un ensemble F posse´dant deux
ope´rations e´le´mentaires, l’addition (note´e +) et la multiplication (note´e .), satisfaisant les pro-
prie´te´s arithme´tiques suivantes :
– (F,+) est un groupe abe´lien (avec l’addition) et l’e´le´ment neutre est 0.
– (F∗, .) est un groupe abe´lien (avec la multiplication) et l’e´le´ment neutre est 1.
– La distributivite´ est respecte´e : (a+b).c =a.c + b.c pour tout a,b,c ∈ F.
Un corps est fini quand il contient un nombre fini d’e´le´ments, autrement dit l’ensemble F est fini. Il
existe trois grands types de corps finis qui sont utilisables pour l’imple´mentation de la cryptogra-
phie pour les courbes elliptiques : les corps premiers, les corps binaires et les corps d’extension.
L’ordre d’un corps fini est le nombre d’e´le´ments pre´sents dans le corps. Compter le nombre de
points d’une courbe elliptique de´finie sur un corps fini fait partie des proble´matiques essentielles
dans la recherche des courbes cryptographiquement suˆres. La communaute´ des mathe´maticiens
s’en est notamment inte´resse´, c’est Hasse en 1922 qui de´montra le re´sultat sur ce nombre
e´galement appele´ ordre du groupe des points d’une courbe elliptique sur un corps fini :
| #E(Fp) − p − 1 ≤ 2
√
p | (1.2)
Les corps premiers note´s par Fp ou` p= q
m et q un nombre premier (appele´ la caracte´ristique de Fp)
sont ge´ne´ralement utilise´s en cryptographie. Si m=1 alors Fp est appele´ un corps premier. Si m
≥ 2 alors Fp est appele´ un corps d’extension. Les corps binaires sont des corps finis d’ordre 2m a`
coefficient dans {0,1}. Dans cette the`se, nous avons travaille´ avec les corps premiers Fp , ou` p >3.
Pour ces corps premiers, si la caracte´ristique est supe´rieure a` 3, l’e´quation de Weierstrass pour une
courbe elliptique sur un corps fini premier note´ E(Fp) peut eˆtre repre´sente´e par :
E : y2=x3+ax+b . (1.3)
ou` a et b ∈ Fp.
Pour eˆtre utilise´e en cryptographie, la condition ne´cessaire est que le discriminant du polynoˆme
soit e´gal a` 0. Cette condition garantie que, pour tout point de la courbe elliptique, passe une et une
seule tangente.
f (x) = x3 + ax + b,△ = 4a3 + 27b2 , 0. (1.4)
L’ensemble des points (x, y), dont les coordonne´es x, y ve´rifient l’e´quation 1.1 et le point a` l’infini
note´∞ sont sur la courbe et forment un groupe abe´lien additif (E( Fp),+) :
(E( Fp),+) = {x, y} ∈ Fp.Fp : y2 - x3- ax - b = 0 ∪ {∞} (1.5)
Ce groupe est principalement constitue´ de deux ope´rations de base : le doublement de point (2P)
et l’addition de points (P+Q) ou` P et Q sont deux points differents de la courbe.
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Etant donne´s P=(xp,yp) et Q=(xq,yq) deux points (, ∞ ) d’une courbe elliptique sur un corps
fini Fp note´ E(Fp). Ge´ome´triquement, l’addition de point (P + Q) avec P, Q consiste a` prendre
le syme´trique du troisie`me point (P*Q) d’intersection de la droite PQ avec la courbe elliptique. Le
doublement d’un point est le cas particulier d’addition ou` P = Q, on prend alors le syme´trique du
point d’intersection de la tangente en P avec la courbe elliptique. Si P et Q sont syme´triques par
rapport a` l’axe des x, dans ce cas la droite PQ coupe la courbe au point a` l’infini (qui est le ze´ro du
groupe) et donc Q = -P.
Figure 1.4 – Addition de points
Figure 1.5 – Doublement de point
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L’addition de points P+Q=(xpq,ypq) ou le doublement de point 2P=P+Q=(xpq,ypq) si P=Q
peuvent eˆtre calcule´s a` travers les e´quations 1.6 et 1.7

xpq = λ
2 − xp − xq
ypq = λ(xp − xpq) − yp
(1.6)

λ =
yq − yp
xq − xp
, si P , Q
λ =
3x2p + a
2yp
, si P = Q
(1.7)
1.4.2.1/ Le syte`me du Logarithme Discret Elliptique
Si P est un point de la courbe elliptique E(Fp) d’ordre n, et Q un autre point de la courbe, la
difficulte´ de trouver l’entier d ∈ [0, n-1] tel que Q=dP est appele´ : le proble`me du logarithme
discret elliptique. L’entier d est appele´ logarithme discret de Q en base P note´ d=logpQ. Soit une
courbe elliptique sur un corps fini E(Fp)(a,b) obtenue avec l’e´quation 1.8 pour 0<x<p et a,b≥0 et
< p.
y2 = x3 + ax + b mod p (1.8)
Soit P un point d’ordre n (un nombre premier), le groupe cyclique ge´ne´re´ par P et note´ <P> = { ∞,
P, 2P, 3P, .......... ,(n-1)P }. Ainsi le nombre premier p, l’e´quation de la courbe elliptique E, le point
P et son ordre n sont les parame`tres publiques des cryptosyste`mes. La cle´ prive´e est un entier d
se´lectionne´ uniforme´ment au hasard dans l’intervalle [1, n-1] et la cle´ publique correpondante est
le point Q=dP
1. Ge´ne´ration de cle´s avec le Logarithme Discret Elliptique : une paire de cle´s est associe´e
a` un ensemble de parame`tres publiques (p, E, P, n) ou` p est un nombre premier, E une courbe
elliptique, P le point ge´ne´rateur et n son ordre, c’est a` dire que nP=∞. Une cle´ prive´e d est
se´lectionne´e au hasard dans l’intervalle [1, n-1] et la cle´ publique correspondante est Q=dP.
Le proble`me du logarithme discret consiste a` de´terminer d a` partir des parame`tres publiques
(p, E, P, n).
Algorithm 11 Ge´ne´ration de cle´s avec le Logarithme Discret Elliptique
Entre´es : p, E, P, n // les parame`tres publiques ge´ne´re´s
Sorties : Cle´ publique (Q) et cle´ prive´e d ge´ne´re´es
begin
1. Se´lectionner au hasard d dans l’intervalle [1, n-1]
2. Calculer Q=dP
3. Retourner(Q, d)
2. Chiffrement avec le Logarithme Discret Elliptique (ElGamal) : le message m se pre´sente
sous forme d’un point M, il est chiffre´ en l’additionnant au point de la courbe kQ ou` k est un
entier choisi ale´atoirement par l’e´metteur, et Q est un point repre´sentant la cle´ publique du
re´cepteur. Ainsi, l’e´metteur envoie C2=M+kQp et C1=kP au re´cepteur qui, a` partir de sa cle´
prive´e d calcule dC1=d(k)P=k(dP)=kQ et retrouve m=C2-kQ.
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Algorithm 12 Chiffrement ElGamal avec les courbes elliptiques
Entre´es : (p, E, P, n), Q et m // les parame`tres publiques, la cle´ publique et le
message clair m
Sorties : (C1,C2) // le texte chiffre´
begin
1. Repre´senter le message m en tant que point M ∈ E(Fp)
2.Se´lectionner k ∈[1, n-1]
3. Calculer C1=kP
4. Calculer C2=M+kQ
5. Retourner(C1, C2)
3. De´chiffrement avec le Logarithme Discret (ElGamal) :
Algorithm 13 De´chiffrement ElGamal avec les courbes elliptiques
Entre´es : (p, E, P, n), d et C1, C2 // les parame`tres publiques, la cle´ prive´e et le
message chiffre´
Sorties : m // message en clair
begin
1. Calculer M=C2 - dC1, et extraire m de M
2. Retourner(m)
4. Signature avec le Logarithme Discret Elliptique : le signataire se´lectionne un entier k ∈
[1, n-1] et calcule le point kP de coordonne´es (x1, y1), soit r=x1. Il calcule k
−1modn puis s
=k−1( h + dr) ou` d est la cle´ prive´e et h est un condense´ sur le message m avec une fonction
de hachage cryptographique H() : h=H(m). L’e´metteur envoie la signature (r, s) et le message
m pour ve´rification.
Algorithm 14 Signature avec les courbes elliptiques
Entre´es : (p, E, P, n), d et m // les parame`tres publiques, la cle´ prive´e et le
message m
Sorties : (r, s) // la signature
begin
1. Se´lectionner k ∈ [1, n-1].
2. Calculer kP de coordonne´es (x1, y1), soit r=x1. si r modn=0 retour a` l’e´tape1
3. Calculer k−1 mod n
4. Calculer h=H(m)
5. Calculer s =k−1( h + dr). Si s=0, alors retour a` l’e´tape 1
6. Retourner(r, s)
5. Ve´rification de la signature DSA : a` la re´ception de la signature (r, s), l’autre partie calcule
w=s−1mod n, u1=hw mod n, u2=rw mod n puis u1P+u2Q et obtient comme re´sultat un point
de coordonne´es (x2, y2). La signature est ve´rifie´e si r=x2.
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Algorithm 15 Ve´rification de signature avec les courbes elliptiques
Entre´es : (p, E, P, n), Q, m et (r, s) // les parame`tres publiques, la cle´ publique,
le message m et la signature (r,s)
Sorties : Acceptation ou rejet de la signature
begin
1. Calculer w=s−1mod n et h=H(m)
2. Calculer u1=hw mod n et u2=rw mod n
3. Calculer u1P+u2Q et obtenir le point de coordonne´es (x2, y2)
4. Accepter si r=x2, et rejet sinon
Le proble`me du logarithme discret sur une courbe elliptique bien choisie est plus rapide que celui
du logarithme discret dans les corps finis. L’algorithme connu comme e´tant le plus efficace pour
re´soudre un tel proble`me est a` temps exponentiel, contrairement au syste`me RSA pour lequel il
existe des algorithmes a` temps sous-exponentiel. Un algorithme est sous-exponentiel si le loga-
rithme du temps d’exe´cution croıˆt asymptotiquement moins vite que tout polynoˆme donne´. Le
niveau de se´curite´ d’une cle´ est en directe correspondance avec sa taille. Ainsi, pour une meˆme
re´sistance, les courbes elliptiques requie`rent des cle´s plus courtes que RSA. Or l’usage de cle´s
de petites tailles confe`re beaucoup d’avantages : les calculs sont plus rapides, la consommation
e´lectrique globale est diminue´e, et l’espace me´moire est re´duit. Contrairement a` RSA, les courbes
elliptiques sont plus rapides pour les ope´rations prive´es que pour les ope´rations publiques. RSA de-
mande moins de temps en chiffrement et ve´rification de signature nume´rique qu’en de´chiffrement
et la ge´ne´ration de signature qui sont lents et demandent plus de ressources. Au contraire, les
courbes elliptiques en cryptographie ne´cessitent plus de calcul lors du chiffrement et ve´rification
de la signature que le de´chiffrement et la ge´ne´ration de la signature. Ne´anmoins, non seulement
le chiffrement et la ve´rification sont efficaces, mais e´galement le de´chiffrement et la ge´ne´ration de
signature. Ainsi, elles sont pratiques dans les environnements a` fortes contraintes de ressources
tels que les re´seaux de capteurs, les cartes a` puces, les te´le´phones mobiles, etc.. Les ECCs sont
appele´es a` remplacer progressivement RSA [102]. Le Tableau 1.1 pre´sente une comparaison en
termes de taille de cle´s des cryptosyste`mes ECC et RSA pour le meˆme niveau de se´curite´.
Cle´s RSA (bits) Cle´s ECC(bits)
1024 160
2048 224
3072 256
7680 384
5360 521
Table 1.1 – Comparaison entre ECC et RSA (parame`tres de NIST)
1.4.3/ Arithme´tique des ECCs pour la multiplication scalaire
La hie´rarchie mathe´matique des courbes e´lliptiques implique trois niveaux arithme´tiques [55] : sur
le corps fini, sur un point de la courbe ou sur le scalaire k quand il est multiplie´ par un point de la
courbe.
1.4.3.1/ Le niveau corps fini
Ce niveau est relatif a` l’arithme´tique modulaire sur le corps fini, ou` celle-ci comprend un ensemble
d’entiers sur lequel les ope´rations arithme´tiques : l’addition, la soustraction, la multiplication,
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l’inversion et le carre´. Ces ope´rations sont calcule´es modulo un nombre p (premier pour les corps
finis premiers).
– Addition : soient a, b ∈ Fp, (a+b)mod p= r, ou` r est le reste de la division entie`re de a+b par p,
0 ≤ r ≤ p-1.
– Soutsraction : soient a, b ∈ Fp, (a-b)mod p= r, ou` r est le reste de la division entie`re de a-b
par p, 0 ≤ r ≤ p-1. Cette ope´ration peut eˆtre remplace´e par une addition de a et de (-b), ou` b est
l’unique e´le´ment tel que b+(-b)=0. On appelle b la ne´gation de (-b)
– Multiplication : soient a, b ∈ Fp, (a.b)mod p= r, ou` r est le reste de la division entie`re de a.b
par p, 0 ≤ r ≤ p-1.
– Inversion : soit a , 0 ∈ et Fp, (a−1)mod p= r, est l’unique entier r ∈ Fp pour lequel (a.r)mod p=
1.
– Carre´ : soient a ∈ Fp, (a2)mod p= r, ou` r est le reste de la division entie`re de a2 par p, 0 ≤ r ≤
p-1. Dans certaines imple´mentations, cette ope´ration est remplace´e par la multiplication a.a.
1.4.3.2/ Le niveau point
Ce niveau concerne les ope´rations sur les points principalement l’addition et le doublement de
points dont les constructions ge´ome´triques sont repre´sente´es dans les Figure 1.4 et 1.5 , et les
formules en coordonne´es affines par les e´quations 1.6 et 1.7.
Soient P=(xp,yp) et Q=(xq,yq) deux points diffe´rents sur la courbe elliptique E(Fp) avec p > 3 :
- L’addition de points P+ Q= (Q+ P) est un troisie`me point de la courbe elliptique.
- Le doublement d’un point P+ P= [2]P est un point de la courbe elliptique.
Il existe d’autres ope´rations comme par exemple le triplement d’un point, le quadruple d’un point,
le quintuple d’un point etc. :
– Le triplement d’un point : P+ P + P=[3]P.
– Le quadruple d’un point : P+ P + P+P=[4]P
L’efficacite´ en termes de temps de calcul de ces ope´rations de´pend de plusieurs parame`tres comme
par exemple :
– La succession des ope´rations de points : pour le quadruple d’un point par exemple on peut faire
un doublement suivi de deux additions (((2P) + P)+P), ou un doublement et une addition ((2P)
+(2P)).
– La formule : la formule qui contiendra moins d’ope´rations arithme´tiques sera sans doute plus
efficace.
– Le syste`me de coordonne´es : prenons l’exemple sur les coordonne´es affines et jacobiennes.
En coordonne´es affines, un point de la courbe elliptique E(Fp) est repre´sente´ par le couple (x,y) ;
il n’y a pas de repre´sentation du point a` l’infini. Les coordonne´es affines sont moins efficaces
car elles contiennent des ope´ration d’inversions qui sont plus couˆteuses. Le couˆt d’une addition
de points est 1I + 1M+ 1S avec I, M et S e´tant respectivement l’inversion, la multiplication et le
carre´. Et celui d’un doublement de point est 1I + 1M + 2S.
En coordonne´es jacobiennes : on e´vite l’ope´ration d’inversion en ajoutant une troisie`me coor-
donne´e Z. Un point de la courbe elliptique E(Fp) en coordonne´es projectives est repre´sente´ par
le triplet (X, Y, Z) a` travers la relation d’e´quivalence :
(X : Y : Z)={(λcX, λdY , λZ) : λ un e´le´ment du corps fini, (c et d) ∈ Z+.
En coordonne´es projectives jacobiennes c=2 et d=3, le point a` l’infini est repre´sente´ par ∞(1 :
1 : 0).
Soient P(Xp, Yp, Zp) et Q(Xq, Yq, Zq) deux points de la courbe elliptique en coordonne´es jaco-
biennes, les e´quations 1.9 et 1.10 repre´sentent respectivement les formules d’addition de points
P + Q=(Xpq, Ypq, Zpq) et de doublement 2P=(X2p, Y2p, Z2p) de point en coordonne´es jaco-
biennes. Ainsi, le couˆt d’une addition de point est 12 multiplications + 4 carre´s et celui d’un
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doublement de point est 4 multiplications+ 6 carre´s. Comme dans les formules d’addition et
de doublement il n’y a donc plus d’inversion modulaire a` calculer pour effectuer l’addition et le
doublement de point.

Xpq = α
2 − β3 − 2Z2qXpβ2
Ypq = α(Z
2
qXpβ
2 − Xpq) − Z3qYpβ3
Zpq = ZpZqβ
α = Z3pYq − Z3qYp
β = Z2pXq − Z2qXp
(1.9)

X2p = α
2 − 2β
Y2p = α(β − X2p) − 8Y4p
Z2p = 2YpZp
α = 3X2p + aZ
4
p
β = 4XpY
2
p
(1.10)
Il existe d’autres parame`tres comme l’e´quation de la courbe, les parame`tres de la courbe etc..
1.4.3.3/ Le niveau scalaire
Le troisie`me niveau repose sur des de´veloppements binaires pour une repre´sentation optimale du
scalaire k afin d’acce´le´rer le calcul de la multiplication scalaire qui est l’ope´ration fondamentale a`
effectuer dans le cadre de l’ECC. Les possibilite´s de calcul offertes par les courbes elliptiques sont :
l’addition de points, le doublement de point, la multiplication scalaire (multiplication d’un point P
de la courbe par un entier k note´ [k]P), le calcul de l’oppose´ d’un point de la courbe et le calcul du
point a` l’infini. La multiplication scalaire est incontournable dans l’usage des courbes elliptiques
pour la cryptographie. Les algorithmes surtout de signature nume´rique effectuent cette ope´ration si
souvent qu’on peut se demander si la cryptographie avec les ECCs ne repose pas essentiellement
sur cette ope´ration. Dans la suite, nous allons de´crire quelques me´thodes pour effectuer rapidement
Q = [k]P (ou` P est un point de la courbe elliptique, et k un entier appele´ la cle´).
1.4.4/ Algorithmes d’acce´le´ration de la multiplication scalaire efficaces
Beaucoup de me´thodes de calcul efficaces de la multiplication scalaire existent dans la litte´rature
[50]. Dans cette section, nous allons d’abord pre´senter un algorithme de base appele´ Doublement-
et-Addition (ou Double-and-Add) pour calculer Q = [k]P puis des raffinements de celui-ci.
1.4.4.1/ Algorithme du doublement-et-addition (DA)
L’algorithme du doublement-et-addition (DA) est une repre´sentation additive des algorithmes uti-
lise´s pour l’exponentiation. Comme on peut le voir sur les algorithmes 16 et 17 ou` le scalaire k
est repre´sente´ en binaire sur l bits : k=
∑l-1
i=0 ki2
i ou` ki ∈ {0, 1}. Cette me´thode consiste a` parcourir
les bits du scalaire [k]P= (P + P + P + ...... + P)︸                       ︷︷                       ︸
k f ois
en partant du bit de poids fort vers le bit de poids
faible ou inversement. Un doublement est effectue´ pour chaque bit ki de k, suivi d’une addition
pour chaque bit non nul ( ki , 0).
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Algorithm 16 Doublement-et-Addition bit faible/bit fort
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− ∞ ;
for i ← 0 to l-1 do
// de´but du balayage bit par bit de bit faible vers bit fort
if ki=1 then
Q ←− Q + P // On effectue une addition
P ←− 2P // On effectue un doublement
return (Q)
Algorithm 17 Doublement-et-Addition bit fort/ bit faible
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− ∞ ;
for i ← l-1 to 0 do
// de´but du balayage bit par bit de bit fort/ vers bit faible
Q ←− 2Q // On effectue un doublement
if ki=1 then
Q ←− Q + P // On effectue une addition
return (Q)
Pour un scalaire k donne´, le nombre d’ope´rations de doublements est (l-1) et celui d’ope´rations
d’additions est e´gal au nombre de bits non-nuls (note´ h) -1. Avec cette me´thode, la densite´ moyenne
des bits non-nuls (bits a` 1) sur l’ensemble de tous les scalaires k de longueur l bits est approxi-
mativement l/2. Ainsi, les algorithmes 16 et 17 effectuent en moyenne (l-1) doublements et (l-1)/2
additions. Par exemple, pour un scalaire k = 379 = (101111011)2, l=9 et le nombre de bits non-
nuls h=7. Alors on exe´cute 8 doublements et 6 additions.
Cette me´thode Doublement-et-Addition peut eˆtre ge´ne´ralise´e en utilisant des feneˆtres de taille fixe
ou variable. Le principe consiste a` diviser le scalaire k en m blocs de w bit(s) (w un entier de taille
fixe ou variable), a` chaque bloc de bits correspond un nombre Vi.
Comme dans DA ou` l’on traite 1 bit par 1 bit, et si le bit traite´ vaut 0 on effectue Q=21Q (double-
ment), sinon (bit traite´ e´gal a` 1 > 0) on effectue Q=21Q (doublement) puis Q=Q + 1P (addition).
Dans la me´thode par feneˆtres, on traite bloc par bloc et si la valeur du bloc est e´gal a` 0 on effectue
Q=2wQ, sinon ( valeurs des w bits traite´s = Vi ) on effectue Q=2
wQ puis Q=Q + ViP comme le
montre l’algorithme 18. Par exemple, pour un scalaire k = 379 = (101111011)2 partionne´ en blocs
1011︸︷︷︸
w=4
110︸︷︷︸
w=3
11︸︷︷︸
w=2
. Ainsi, Vi prend respectivement les valeurs 3, 6 et 11 correspondants respecti-
vement aux points pre´calcule´s 3P, 6P et 11P. Ainsi, pour cet exemple, la multiplication scalaire du
bloc (m-1) vers le bloc 0 peut se de´rouler de la manie`re suivante : [11]P→23.[11]P(3 doublements
re´pe´te´s) + [6]P(addition) → 22.[94]P(2 doublements re´pe´te´s) + [3]P(addition) → [379]P. Ainsi,
on a effectue´ 5 doublements et 2 additions.
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Algorithm 18Me´thode par feneˆtres
input : k=(kl−1kl−2kl−3kl−4︸             ︷︷             ︸
bloc (m−1)
, ....., k5k4k3︸ ︷︷ ︸
bloc1
, k2k1k0︸ ︷︷ ︸
bloc0
, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− ∞ ;
for i ← m-1 to 0 do
// de´but du balayage bloc par bloc
Q ←− 2wQ
// On effectue un doublement de point re´pe´te´ w fois
if Vi>0 then
Q ←− Q + ViP // On effectue une addition avec le point pre´calcule´
ViP
return (Q)
Cependant, ce me´canisme fait intervenir des points pre´-calcule´s dont le nombre de´pend de la taille
des blocs. Si les blocs sont de taille fixe de w bits, le nombre de points pre´-calcule´s est (2w -2) ou`
le -2 repre´sente les blocs pour Vi= 0 ou 1. Si les blocs sont de taille variable, comme par exemple
avec 3 blocs de w1 bits, w2 bits et w3 bits, le nombre de points pre´-calcule´s reste le meˆme (2
w -2).
On peut remarquer que, utiliser la me´thode des feneˆtres re´duit le temps de calcul et augmente le
stockage me´moire et le temps de calcul des points pre´calcule´s. Quand la taille des blocs augmente,
le nombre de points pre´calcule´s croit exponentiellement et le nombre d’ope´rations a` effectuer
diminue. Ainsi, la se´lection de la feneˆtre implique le temps de calcul. Un compromis doit eˆtre fait
entre la taille des blocs et le temps de calcul des points pre´-calcule´s. Selon les recommandations
de NIST, la meilleure longueur de feneˆtre est w=4.
Pour re´duire le nombre de points pre´calcule´s, la me´thode des feneˆtres glissantes de taille variable
avec un maximum de chiffres e´gal a` w peut eˆtre utilise´e. Pour cette me´thode, les valeurs Vi des
blocs sont impairs, les 0 conse´cutifs sont saute´s. Par conse´quent une feneˆtre commence et se ter-
mine par un chiffre non-nul. Par exemple pour un scalaire k = 379 = (101111011)2 partionne´ en
blocs 1︸︷︷︸
w=4
1111︸︷︷︸
w=3
11︸︷︷︸
w=2
. Ainsi, Vi prend respectivement les valeurs 1, 15 et 3 correspondantes res-
pectivement aux deux points pre´calcule´s 15P et 3P. La multiplication scalaire du bloc (m-1) vers
le bloc 0 peut se de´rouler de la manie`re suivante : P→ [2]P(1 doublement)→ 24[62]P(4 double-
ments re´pe´te´s) + [15]P(addition)→ 2.[47]P(1 doublement) → 22[94]P(2 doublements re´pe´te´s)+
[3]P(addition)→ [379]P. Ainsi, on a effectue 8 doublements et 2 additions.
Une optimisation possible consiste a` trouver une repre´sentation qui contient le plus petit nombre
de bits non-nuls afin de re´duire le nombre d’ope´rations d’additions : c’est l’objectif des solutions
qu’on va de´crire dans la suite de cette section.
1.4.4.2/ Algorithme de la forme non-adjacente (NAF)
Tout comme l’addition, la soustraction des points d’une courbe elliptique est aussi efficace sur-
tout quand il s’agit du calcul facile de l’oppose´ d’un point ou` on change seulement une coor-
donne´e : P (x, y) en -P(x, -y). On peut utiliser une repre´sentation signe´e de bits de l’entier k. Une
des repre´sentations particulie`rement inte´ressante est la forme non-adjacente (Non-Adjacent Form,
NAF) qui utilise les chiffres {-1, 0, 1} : k=∑l-1i=0 ki2i ou` ki ∈ {-1, 0, 1}. Le principe de calcul de
la multiplication [k]P consiste a` parcourir les chiffres (du poids fort vers le poids faible) du sca-
laire repre´sente´ sous sa forme NAF, un doublement est effectue´ pour chaque chiffre de k, et pour
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chaque chiffre non nul on effectue une addition lorsque le chiffre vaut 1 ou une soustraction lorsque
le chiffre vaut -1. L’avantage de cette repre´sentation est qu’elle posse`de les proprie´te´s suivantes :
1. Le scalaire k posse`de une repre´sentation NAF unique note´e NAF (k).
2. NAF(k) posse`de le moins de bits non nuls parmi toutes les repre´sentations signe´es de bits de
l’entier k.
3. Le nombre de chiffres de NAF(k) est au plus e´gal au nombre de bits de la repre´sentation
binaire de k plus un.
Par exemple, si on prend le cas k = 2552 = (11111111)2 ou` la densite´ des bits non-nuls est maxi-
male, le calcul de 255P ne´cessite 7 additions de points. Mais si on le transforme en 256P -P qui
est e´gal a` (10000000 -1)P, une seule addition sera ne´cessaire. Ainsi, le NAF(k) = (100000001¯)2
ou` 1¯ repre´sente -1. Le NAF(k) d’un scalaire peut eˆtre ge´ne´re´ en divisant successivement le scalaire
k par 2. Si k est impair, le reste r ∈ {-1, 1} est choisi de telle sorte que le quotient (k-r)/2 soit pair.
Ainsi, le prochain bit de la repre´sentation sera a` 0.
Algorithm 19 Calcul du NAF d’un scalaire k
input : Le scalaire k (entier)
output : NAF(k)
begin
i ←− 0 ;
while (k≥1) do
if (k impair) then
ki ←− 2 − (k mod 4);
k ←− ki;
else
(ki ←− 0
ki = k/2;
i ←− i + 1;
return (ki−1, ki−1, ....k1, k0)
A partir de l’algorithme Doublement-et-Addition bit fort/bit faible, l’algorithme 19 calcule la mul-
tiplication scalaire en utilisant la repre´sentation NAF(k).
Algorithm 20Me´thode NAF
input : NAF(k),P ∈ E(Fp)
output : Q = [k]P
begin
Q ←− ∞ ;
for i ← l-1 to 0 do
// de´but du balayage chiffre par chiffre du chiffre fort vers
chiffre faible
Q ←− 2Q // On effectue un doublement
if (ki = 1) then
Q ←− Q + P; // On effectue une addition
if (ki = −1) then
Q ←− Q − P; // On effectue une soustraction
return (Q)
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Ainsi, la densite´ moyenne des chiffres non-nuls (chiffre a` -1 ou 1) sur l’ensemble de toutes les NAF
(k) de longueur (l-1) chiffres est approximativement (l-1)/3. L’algorithme 20 effectue en moyenne
(l-1) doublements et (l-1)/3 additions. Cependant, il ne´cessite un temps de conversion du scalaire
k en NAF(k) (voir algorithme 19).
Cette me´thode NAF peut eˆtre ge´ne´ralise´e, en utilisant un ensemble de chiffres (C2w =
{−2w−1, ...., 2w−1}) pour repre´senter le scalaire k. Ce qui revient a` le de´couper en feneˆtres de
longueur fixe w. Par exemple (C23 = {-4, -3, -2, -1, 0, 1, 2, 3, 4}). On peut ainsi de´finir le NAFw(k)
suivant la formulation :
NAFw(k) =
l∑
i = 0
ki2
iP, avec|ki| < 2w−1
Par exemple : si le scalaire k = 379 = (101111011)2, alors il peut eˆtre calcule´ NAF2(k), NAF3(k),
NAF4(k) (avec -1=1¯) :
1. NAF2(k) =(1 0 1¯ 0 0 0 0 1¯ 0 1¯)
2. NAF3(k) =(3 0 0 0 0 1¯ 0 0 3)
3. NAF4(k) = (3 0 0 0 0 0 0 5¯)
L’algorithme 21 pre´sente la me´thode du Doublement-et-Addition utilisant une forme non- adja-
cente du scalaire traite´ par feneˆtres de longueur fixe.
Algorithm 21Me´thode binaire NAF avec feneˆtres de longueur fixe
input : NAF(k),P ∈ E(Fp), les points pre´calcule´s [j]P pour j ={1, 3,..., (2w−1-1)}
output : Q = [k]P
begin
Q ←− ∞ ;
for i ← l-1 to 0 do
// de´but du balayage chiffre par chiffre de poids fort vers poids
faible
Q ←− 2Q // On effectue un doublement
if (ki , 0) then
if (ki > 0) then
Q ←− Q + [ki]P; // On effectue une addition
else
Q ←− Q − [ki]P; // On effectue une soustraction
return (Q)
La densite´ moyenne des chiffres non-nuls sur l’ensemble de toutes les NAF (k) de longueur l
chiffres est approximativement l/(w+1). Ainsi, l’algorithme 21 effectue en moyenne (l-1) double-
ments et l/(1+w) additions. Cependant, cette me´thode induit les points pre´calcule´s [j]P pour j =
1, 3, . . ., 2w−1-1. Malgre´ le couˆt de ces points pre´-calcule´s (1doublement + (2w−2 -1)additions),
l’utilisation du NAFw(k) avec feneˆtre reste plus inte´ressante que celle sans feneˆtre.
Une dernie`re ge´ne´ralisation de cette me´thode consiste a` utiliser NAFw(k) avec des feneˆtres de
longueur variable (ou glissante) ayant un nombre maximum de chiffres. Ces feneˆtres commencent
et se terminent par un chiffre diffe´rent de 0.
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Si on prend l’exemple de NAF2(k) =(1 0 1¯ 0 0 0 0 1¯ 0 1¯) avec des feneˆtres glissantes ayant une
longueur maximale de 3 chiffres, ces feneˆtres commencent et se terminent par un chiffre diffe´rent
de 0. On obtient donc :
NAF2(k) =(1 0 1¯ 0 0 0 0 1¯ 0 1¯)
Les points pre´calcule´s sont [3]P et [5]P, la multiplication scalaire s’effectue comme suit :
[3]P → [6]P(doublement) → [12]P(doublement) → [24]P(doublement) → [48]P(doublement) →
[96]P(doublement) → [192]P(doublement) → [384]P(doublement) → [379]P(soustracition de -
[5]P). Ainsi, on a effectue 8 ope´rations de points, contre 12 dans le cas ou` les feneˆtres sont fixes.
1.4.4.3/ Algorithme de la forme mutuelle oppose´e (MOF)
Des me´canismes plus re´cents comme la forme mutuelle oppose´e (Mutual opposite form, MOF)
[84] et le re-codage par comple´ment [27] utilisent aussi la repre´sentation signe´e des bits {-1, 0, 1}.
Dans MOF, la repre´sentation du scalaire k est obtenue en faisant une soustraction de chaque bit
ki−1 avec celui de ki. Le bit de poids fort est a` 1 et celui du poids faible est a` -1. Sa sortie est
comparable a` celle de NAF. Par exemple : si le scalaire k = 379 = (101111011)2, alors il peut eˆtre
calcule´ MOF(k)=1 1¯ 1 0 0 0 1¯ 1 0 1¯. La conversion est plus simple que celle de NAF car elle ne
ne´cessite que des ope´rations de soustraction. En plus MOF peut scanner les bits de gauche a` droite
ou inversement, ce qui est plus flexible.
1.4.4.4/ Algorithme du re-codage par comple´ment a` 1 (RC1)
Dans la me´thode du re-codage par comple´ment a` 1, la repre´sentation du scalaire k est obtenue a`
travers son comple´ment k¯ :
∑l-1
i = 0 ki2
i=2l - k¯ -1. Le comple´ment k¯ s’obtient en inversant chaque
bit du scalaire k. Par exemple : si le scalaire k = 379 = (101111011)2, alors il peut eˆtre calcule´ :
k= 29 - k¯ -1 = (1000000000− 010000100− 1)2 = (101¯00001¯00− 1)2. Ainsi, on peut constater que
la densite´ des bits non-nuls est re´duite de 7 a` 4. Cependant, si le nombre de 1 dans le scalaire k
original est supe´rieur a` l/2, la me´thode n’est plus interessante car l’objectif est d’avoir le moins de
1 dans la repre´sentation finale.
1.4.4.5/ Le syste`me de nume´ration a` double base
Dans les me´thodes expose´es pre´ce´demment, le scalaire est repre´sente´ dans une seule base, le
syste`me de nume´ration a` double base propose une repre´sentation dans deux bases (Double-Base
Number System, DBNS) [38]. Le scalaire k est repre´sente´ comme une somme de puissances com-
bine´es de 2 et 3 : k=
∑l’
i=1 ki2
ai3bi ou` ki ∈ {-1, 1} et ai, bi≥ 0. L’usage direct de ce syste`me peut
induire un couˆt de calcul e´leve´ :
∑
i bitriplements,
∑
i aidoublements.
Une ame´lioration significative permet de re´duire les couˆts en re´utilisant tous les calculs in-
terme´diaires [37]. On garde la repre´sentation initiale de k avec la contrainte supple´mentaire que les
exposants forment deux suites de´croissantes : amax≥a1≥a2≥........al′ et bmax≥b1≥b2≥.....al′ . Cette
formulation permet de ne calculer que amax doublements, bmax triplements et (l’-1) additions.
Exemple : 752= 23x34 + 22x33 - 22
La multiplication scalaire s’effectue comme suit : 22(33(2 x 3P + P)-P). Ainsi, le couˆt de la
multiplication scalaire est de 4 triplements + 3 doublements + 2 additions. Cette approche a
e´te´ ge´ne´ralise´e en utilisant un espace de chiffres un peu plus large ne´cessitant ainsi des points
pre´calcule´s [39]. Dans ce cas les valeurs de ki sont des nombres premiers diffe´rents de 3 : {±1, ±5,
±7, ±11}.
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1.4.4.6/ Comparaison
S’il y a de la me´moire de stockage disponible, on peut utiliser les points pre´calcule´s pour di-
minuer le temps de calcul. La me´thode par feneˆtre ou bloc peut eˆtre utilise´e diffe´remment sur
les repre´sentations signe´es telles que NAF, MOF, le codage par comple´mentation, ou sur les
repre´sentations non signe´es tel que doublement-et-addition. Si on s’inte´resse a` la repre´sentation
par feneˆtre glissante, le nombre de points pre´calcule´s varie selon les me´thodes. Prenons l’exemple
des feneˆtres de longueur variable ( glissante) ayant un nombre maximum de 5 chiffres.
Pour la me´thode du doublement-et-addition, on aura toutes les combinaisons impaires d’au maxi-
mum de 5 bits, c’est a` dire qui commencent et se terminent par un 1. On aura ainsi au maximum
15 points pre´calcule´s : [3]P, [5]P, [7]P, [9]P, [11]P, [13]P, [15]P, [17]P, [19]P, [21]P, [23]P, [25]P,
[27]P, [29]P, [31]P.
Pour la me´thode wNAF, les blocs sont traite´s par feneˆtres de longueur variable (ou glissante )
ayant un nombre maximum de 5 chiffres. Ces feneˆtres commencent et terminent par un chiffre
non-nul. Par conse´quent la valeur Vi de chaque bloc du scalaire k est impair et est infe´rieur a` 2
w.
Il n’y a pas deux chiffres non-nuls conse´cutifs, donc le nombre de ze´ros est au moins e´gal au
nombre de chiffres nuls dans le bloc -1. Le nombre de points pre´calcule´s maximal ne´cessaire est
de (2w−2)-1. Si la longueur maximale de la feneˆtre est de 5 bits, le plus grand point pre´calcule´
correspondant est 10101︸︷︷︸
w=5
= 21P, et les combinaisons possibles pour les points pre´calcule´s sont les
suivantes :
w=3bits w=4bits w=5bits w=5bits
1 0 1 = 5P 1 0 0 1 = 9P 1 0 1 0 1 = 21P 1¯ 0 1¯ 0 1¯ = -21P
1 0 1¯ = 3P 1 0 0 1¯ = 7P 1 0 1 0 1¯ = 19P 1¯ 0 1¯ 0 1 = -19P
1¯ 0 1 = -3P 1¯ 0 0 1 = -7P 1 0 0 0 1 = 17P 1¯ 0 0 0 1¯ = -17P
1¯ 0 1¯ = -5P 1¯ 0 0 1¯ = -9P 1 0 0 0 1¯ = 15P 1¯ 0 0 0 1 = -15P
1 0 1¯ 0 1 = 13P 1¯ 0 1 0 1¯ = -13P
1 0 1¯ 0 1¯ = 11P 1¯ 0 1 0 1 = -11P
Notons que les points ne´gatifs sont les syme´triques des points positifs, ils ne sont ni stocke´s ni
calcule´s, ils s’obtiennent gratuitement. Pour des feneˆtres de longueur maximale 5 bits, le nombre
de points pre´calcule´s est de 10.
MOF utilise une repre´sentation signe´e au meˆme titre que NAF, mais il peut y avoir deux chiffres
non-nuls conse´cutifs. Pour des feneˆtres de longueur maximale de 5 bits, la de´rivation des points
cacule´s se fait en faisant une soustraction de chaque bit ki−1 du bloc avec celui de ki. Par exemple
pour quelques valeurs (16 a` 31) des blocs de 5 bits on a :
Les combinaisons restantes donnent les meˆmes valeurs ne´gatives. Ainsi, le nombre de points
pre´calcule´s est de 7 : [3]P, [5]P, [7]P, [9]P, [11]P, [13]P, [15]P.
Le recodage par comple´mentation utilise le meˆme principe de repre´sentation de MOF, mais pour
la de´rivation des points pre´calcule´s, on prend toutes les combinaisons de 5 bits au maximum,
commenc¸ant et se terminant par un chiffre non nuls, soient (2w−1-1)=15 points pre´calcule´s : [3]P,
[5]P, [7]P, [9]P, [11]P, [13]P, [15]P, [17]P, [19]P, [21]P, [23]P, [25]P, [27]P, [29]P and [31]P.
PARTIE I. ETAT DE L’ART - CHAPITRE 1. ETAT DE L’ART 32
10000.
.10000
−−−−−−−−−−
11¯000.7→P
10001.
.10001
−−−−−−−−−−
11¯0011¯ 7→9P
10010.
.10010
−−−−−−−−−−
11¯011¯07→9P
10011.
.10011
−−−−−−−−−−
11¯0101¯ 7→5P
10100.
.10100
−−−−−−−−−−
11¯11¯00.7→5P
10101.
.10101
−−−−−−−−−−
11¯11¯11¯ 7→11P
10110.
.10110
−−−−−−−−−−
11¯101¯07→11P
10111.
.10111
−−−−−−−−−−
11¯1001¯ 7→3P
11000.
.11000
−−−−−−−−−−
101¯000. 7→3P
11001.
.11001
−−−−−−−−−−
101¯011¯ 7→13P
11010.
.11010
−−−−−−−−−−
101¯11¯07→13P
11011.
.11011
−−−−−−−−−−
101¯101¯ 7→7P
11100.
.11100
−−−−−−−−−−
1001¯00.7→7P
11101.
.11101
−−−−−−−−−−
1001¯11¯ 7→15P
11110.
.11110
−−−−−−−−−−
10001¯07→15P
11111.
.11111
−−−−−−−−−−
100001¯ 7→P
Le Tableau 1.2 pre´sente une comparaison des diffe´rentes me´thodes.
Me´thodes Couˆt Points pre´calcule´s w=5 Directions
DA (l-1) D+
(l−1)
2
A 0 ... ⇄
NAF (l-1) D+
(l−1)
3
A 0 ... →
MOF (l-1) D+
(l−1)
2
A 0 ... ⇄
RC1 < (l-1) D+
(l−1)
3
A 0 ... ⇄
wNAF (l-1) D+ l
w+1
A <2w−1 − 1 10 →
wMOF (l-1) D+ l
w+1
A ≤ 2w−2 − 1 7 ⇄
wRC1 <(l-1) D+ l
w+1
A 2w−1 − 1 15 ⇄
Table 1.2 – Couˆt d’exe´cution et de stockage me´moire
1.5/ Les protocoles de controˆle d’acce`s aux RCSFs
Dans cette section, nous allons de´crire quelques unes des solutions de controˆle d’acce`s ainsi que
des protocoles propose´s pour les re´seaux de capteurs sans fil. On distingue trois classes de proto-
coles : les protocoles d’ajout de nouveaux nœuds au re´seau de capteurs, les protocoles d’authenti-
fication des requeˆtes et les protocoles d’authentification des utilisateurs.
1.5.1/ Les protocoles d’ajout de nouveaux nœuds
A cause de leurs ressources limite´es et du de´ploiement dans des endroits souvent hostiles, les
nœuds capteurs peuvent eˆtre attaque´s physiquement ou e´puiser leur e´nergie. Par conse´quent,
l’ajout d’un nouveau nœud capteur devient une ne´cessite´. Beaucoup de solutions sont base´es sur
la cryptographie asyme´trique utilisant les courbes elliptiques [54, 75]. Une premie`re classe des
solutions est statique [26, 29, 45, 34], nous allons voir les protocoles dynamiques (utilise´s dans
les RCSFs), ou`, l’information existante dans les nœuds capteurs n’est pas mise a` jour apre`s l’ajout
d’un nouveau capteur.
Le Nouveau Protocole de Controˆle d’Acce`s (NPCA) [58] utilise un nouveau me´canisme de
controˆle d’acce`s base´ sur les ECCs et les chaıˆnes de hachage. Il produit une proce´dure d’authen-
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tification et un me´canisme de ge´ne´ration de cle´s simple et efficace pour les capteurs. NPCA est
base´ sur la me´thode [109] qui propose un me´canisme de controˆle d’acce`s base´ sur les ECCs et plus
efficace que RSA. [109] permet au nouveau nœud de joindre le re´seau dynamiquement et inte`gre
un me´canisme d’e´tablissement de cle´s permettant au nouveau nœud de partager des cle´s avec ses
futurs voisins afin de prote´ger les communications entre nœuds capteurs. Il inclut une estampille
temporelle pour produire l’authentification. Cependant, ce me´canisme suppose que chaque capteur
admet un intervalle de temps avant d’eˆtre compromis. Ainsi, il ne sera pas utilise´ pour certaines
applications pratiques des RCSFs [109, 108].
Un Nouveau Protocole de Controˆle d’Acce`s Dynamique (NPCAD) [59] base´ aussi sur [109] est
propose´. Cette solution permet de controˆler l’acce`s d’un nouveau nœud au re´seau en utilisant les
fonctions de hachage, qui, de par leur faible demande de ressources sont tre`s adapte´es dans les
RCSFs . Dans ce protocole, chaque nœud exe´cute 5 ope´rations de hachage et 4 ope´rations Ou
exclusif pour accomplir une authentification mutuelle et e´tablir une cle´ partage´e afin de se´curiser
les communications. Ce qui le rend tre`s adapte´ pour les capteurs.
NPCA utilise la meˆme approche que dans [59]. Il ne ne´cessite aucune estampille temporelle et
n’admet pas d’intervalle de temps avant qu’un capteur ne puisse eˆtre compromis. Il re´duit large-
ment le nombre de communications et de calculs entre les nœuds et peut eˆtre imple´mente´ comme
me´canisme de controˆle d’acce`s dynamique pour des applications de RCSFs. Ce protocole effectue
deux taˆches : une authentification de nœud et un e´tablissement de cle´s.
– Authentification de nœud : un nœud de´ploye´ e´tablit son identite´ avec celle de ses voisins et a le
droit d’acce´der au WSN a` travers une authentification.
– Etablissement de cle´ : a` travers l’authentification, des cle´s sont cre´e´es entre le nœud de´ploye´ et
ses voisins pour se´curiser les communications. Ceci garantit que deux capteurs peuvent trouver
une cle´ commune entre eux (une cle´ de paire partage´e entre un nœud et ses voisins directs).
NPCA est compose´ de trois phases : une phase d’initialisation, une phase d’authentification et
d’e´tablissement des cle´s, et une phase d’addition de nouveau nœud .
– Phase d’initialisation : supposons qu’on ait N1, N2,....,Nr nœuds voisins dans une zone. La
station de base (SB) choisit r cle´s secre`tes k1, k2,....,kr pour les r nœuds voisins N1, N2,....,Nr
du nœud a` ajouter et chaque cle´ ki est charge´e dans le nœud Ni correspondant avec la fonction
de hachage a` sens unique h(). La station de base calcule pour chaque nœud hz(ki)=h( h
z−1(ki))
(avec z un grand nombre constant) puis diffuse l’engagement hz(ki) et le nombre z au groupe de
nœuds N1, N2,....,Nr. Dans ce cas, z repre´sente la taille du re´seau et limite le nombre maximum
de nœuds. L’expression hm(ki) repre´sente une application de m fois de la fonction h() sur ki. La
station de base choisit un grand nombre premier p (p≈2160), une courbe elliptique E( Fp), un
groupe cyclique G = <P> de point ge´ne´rateur P avec nP=∞, ou` n est l’ordre du point P.
– Phase d’authentification et d’e´tablissement de cle´ : apre`s l’authentification entre nœuds, une
cle´ de paire est partage´e. Pour un nœud Ni, la chaıˆne de hachage est mise a` jour apre`s chaque
authentification re´ussie et est remplace´e par hz−m(ki) apre`s avoir proce´de´ a` m authentifications.
Supposons que les nœuds Ni et N j aient effectue´ respectivement u et v fois authentifications,
donc les chaıˆnes de hachage diffuse´es pour Ni et N j sont respectivement h
z−u(ki) et hz−v(k j). Le
processus d’authentification pour les nœuds pour Ni et N j se passe comme suit :
1. Le nœud Ni ge´ne`re un nombre ale´atoire ti et calcule le point Ai= tiP=(Axi, Ayi) de la
courbe elliptique E(Fp) et si=h(Axi‖ hz−u−1(ki)) puis diffuse { Ai, ti, Ni}. De meˆme, N j
ge´ne`re un nombre ale´atoire t j, calcule le point A j=t jP=(Ax j, Ay j) sur la courbe elliptique
Fp et s j=h(Ax j‖ hz−v−1(k j)), puis diffuse {A j, s j, N j}. Pour plus de se´curite´, les nombres ti
et t j ne sont pas re´utilise´s.
2. Apre`s avoir rec¸u {A j, s j, N j}, le nœud Ni calcule une cle´ de session partage´e
ki j=tiA j=(kxi j,kyi j) et zi=h(kxi j ‖ hz−u−1(ki)),
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– il envoie {zi, hz−u−1(ki)} au nœud N j.
– N j ve´rifie h(h
z−u−1(ki)) = hz−u(ki).
– Si c’est valide N j calcule ki j = t jAi = (kxi j, kyi j) puis ve´rifie si h(Axi‖hz−u−1(ki)) =si et
h(kxi j‖hz−u−1(ki)) = zi.
– Si c’est valide, Ni est authentifie´ par N j.
3. N j calcule z j = h(kxi j ‖ hz−v−1(k j)) et envoie {z j, hz−v−1(k j)}
4. Ni ve´rifie si h(h
z−v−1(k j)) = hz−v(k j), h(Ax j‖hz−v−1(k j)) = s j et h(kxi j‖hz−v−1(k j)) =z j.
- Si c’est valide, N j est aussi authentifie´ par Ni.
5. Ni et N j mettent a` jour leur fonction de hachage respectivement a` h
z−u−1(ki) et hz−v−1(k j)
et informent les autres nœuds du groupe via la station de base.
Selon l’algorithme de Diffie-Hellman sur les courbes elliptiques [36], ki j=t jAi=tiA j=tit jP. Par
la diffusion de la chaıˆne de hachage, deux capteurs quelconques Ni et N j sont en mesure de
s’authentifier et d’e´tablir une cle´ de session partage´e pour se´curiser leur communication.
– Phase d’ajout de nouveau nœud : quand un nouveau nœud avec une identite´ Nr+1 veut joindre
le re´seau, la station de base ge´ne`re et de´ploie la cle´ kr+1 et la chaıˆne de hachage h
z(kr+1) dans
celui-ci. La SB informe ensuite les autres nœuds du re´seau de hz(kr+1) et z. L’authentification
et l’e´tablissement de cle´ est la meˆme que la phase pre´ce´dente. Ainsi, l’addition de nœud est
possible jusqu’a` ce que toutes les valeurs de la chaıˆne de hachage soient consomme´es.
La se´curite´ de ce protocole repose sur des me´canismes peu gourmands en ressources tels que les
ECCs et les fonctions de hachage a` sens unique. Avec la cle´ secre`te ki, seul le nœud Ni peut de´river
la chaıˆne de hachage valide hz−u−1(ki) puisque hz−u(ki)=h(hz−u−1(ki)). Meˆme si un attaquant peut
obtenir : Ai=tiP= (Axi, Ay j), A j=t jP=(Ax j, Ay j), si=h(Axi ‖ hz−u−1(ki)), s j=h(Ax j ‖ hz−v−1(k j)) dans
l’e´tape 1, il est tre`s difficile pour lui de de´river hz−u−1(ki) et hz−v−1(ki) de si et s j. Ils sont prote´ge´s
par la fonction de hachage h(). Sans connaıˆtre hz−u−1(ki) et hz−v−1(k j) de l’e´tape 1, l’attaquant ne
peut pas facilement usurper l’identite´ des nœuds Ni ou N j (mascarade) pour calculer si et s j et
influencer les autres nœuds.
Les nombres ale´atoires ti et t j sont utilise´s une seule fois et permettent de re´sister contre la
re´pe´tition.
Puisque la chaıˆne de hachage est mise a` jour apre`s chaque authentification, l’attaquant ne peut pas
utiliser l’ancienne chaıˆne de hachage pour se faire passer pour un nœud le´gal.
Si l’attaquant obtient Ai=tiP et A j=t jP, il est tre´s difficile pour lui de de´river les nombres ti et t j de
Ai et A j respectivement. Sans connaıˆtre ti et t j, un attaquant ne peut pas obtenir d’information de
la cle´ ki j=t jAi=tiA j=tit jP.
Cependant, dans son extension [63], il a e´te´ de´montre´ que NPCA est vulne´rable a` l’attaque par
re´pe´tition et par mascarade duˆes a` une absence d’authentification de la SB. Il effectue seulement
une authentification unilate´rale et ne permet pas de renouveler la chaıˆne de hachage. Pour ce
faire, [63] propose une solution qui supporte l’authentification mutuelle et le renouvellement de la
fonction de hachage. Par ailleurs, dans [71] d’autres insuffisances de NPCA ont e´te´ montre´es : la
dure´e de vie du re´seau et sa disponibilite´. La dure´e de vie du re´seau est limite´e par la taille de la
fonction de hachage (parame`tre z). Un nœud Ni ne peut plus eˆtre authentifie´ par ses voisins apre`s
avoir utilise´ hz−z+1(ki), en plus l’authentification par la chaıˆne de hachage ne´cessite beaucoup de
communications et un surplus de me´moire.
Selon NACP, la SB se charge d’annoncer la chaıˆne de hachage pour sa mise a` jour, ce qui signifie
que certains nœuds informent la SB de l’e´tat de leurs voisins a` travers une communication multi-
sauts. En plus, apre`s la diffusion de la chaıˆne de hachage a` mettre a` jour, chaque nœud aura a`
stocker l’e´tat des autres nœuds car il ne sait pas a` priori lequel enverra une requeˆte d’authentifica-
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tion. [71] reprend NPCA tout en gardant ses avantages et n’a pas besoin d’informer de l’e´tat de la
chaıˆne de hachage. Cependant, il a e´te´ de´montre´ dans [107] que [63] pre´sente des vulne´rabilite´s
lie´es a` l’attaque par mascarade du nouveau nœud dans sa phase d’addition et aucune solution
n’est propose´e. Toutes ces me´thodes sont compare´es en termes de temps de calcul et de nombre de
communications ne´cessaires pour re´aliser l’authentification et l’e´tablissement de cle´s (voir Tableau
1.3).
– TEM : multiplication scalaire sur la courbe elliptique
– TH :le temps pour exe´cuter la fonction de hachage.
– Le temps de calcul de l’addition modulaire et de l’ope´ration XOR sont ignore´s car ils sont
ne´gligeables devant TEM, et TH .
Protocoles Temps pour chaque nœud Nombre de transmission
(authentification et e´tablissement de cle´) pour e´tablir une cle´
Zhou et al.[109] 3TEM+Ti+TH 21
Huang et al. [58] 2TEM+ 5TH 10
Kim et al.[63] 2TEM+8TH 14
Lee et al. [71] 2TEM + 5TH 8
Huang et al.[59] 5TH 7
Table 1.3 – Comparaison des temps de calcul et de transmission
Un autre protocole de controˆle d’acce`s utilise une approche d’addition de nouveau nœud tout a`
fait diffe´rente de celle de NPCA [97]. Il produit, l’ authentification de nœud, l’inte´grite´ et la confi-
dentialite´ des donne´es. Cette solution utilise Self-Certified Elliptic Curve Diffie-Hellman (ECDH)
cryptosystem [6] afin d’e´tablir une cle´ de paire entre un nouveau capteur a` de´ployer et un nœud
controˆleur c. Ainsi, le re´seau a besoin d’une autorite´ de certificat (AC), des nœuds de controˆle qui
peuvent eˆtre des nœuds re´guliers avec plus de ressources et des nœuds re´guliers qui ne sont que de
simples relais. A travers l’authentification, les nœuds controˆleurs e´tablissent des cle´s de paire avec
le nouveau nœud capteur.
Afin d’e´viter des attaques de type De´ni de Service (DdS) contre le Self-Certified ECDH, une au-
thentification faible base´e sur une fonction polynomiale est utilise´e a` priori [75]. L’AC ge´ne`re un
polynoˆme bivarie´ f de degre´ t sur un corps fini GF(p) ou` p est un grand nombre premier et la fonc-
tion f satisfait les proprie´te´s suivantes : f(x,y) = f(y,x). Pour un nœud controˆleur c, l’AC calcule
f(c,y) en remplac¸ant x par c dans le polynoˆme bivarie´ f(x, y) et le de´ploie dans le controˆleur c. Simi-
lairement, pour un nœud simple i, l’AC calcule f(i,y) en remplac¸ant x par i dans le polynoˆme bivarie´
f(x, y) et le de´ploie dans le nœud i. Pour une communication entre un nœud i et un controˆleur c, une
cle´ secre`te est ge´ne´re´e sur la base de leur identite´ : f(c, i)=f(i, c). Ainsi, la cle´ f(c, i) est utilise´e pour
authentifier les messages e´change´s. Avant qu’un nouveau nœud ne joigne le re´seau, l’AC ge´ne`re
des cle´s prive´es lie´es aux parame`tres des nœuds du re´seau (nœuds controˆleurs et nœuds re´guliers).
Les nœuds controˆleurs diffusent pe´riodiquement leur identite´ (IDc). Un nouveau nœud i qui veut
joindre le re´seau se´lectionne le controˆleur avec le plus fort RSSI (strongest signal strength indica-
tor) et lui envoie une requeˆte qui contient la cle´ publiqueUi base´e sur son Self- Certified ECDH, un
nonce (number once) et son identite´ (IDi). Le nouveau nœud i appose un code d’authentification
de message HMAC en utilisant la cle´ de paire kic ge´ne´re´e par la me´thode polynoˆmiale. Quand le
nœud controˆleur rec¸oit la requeˆte, il e´value le polynoˆme en utilisant i, de´rive la cle´ kci, puis ve´rifie
le HMAC. Si le HMAC est non valide, la requeˆte est supprime´e, sinon, le controˆleur exe´cute le
protocole Self-Certified ECDH pour e´tablir une cle´ de paire skci avec le nœud i. Puis en retour, il
envoie une re´ponse contenant la cle´ publique Uc ge´ne´re´e par Self-Certified ECDH avec un HMAC
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utilisant kci et un nouveau HMAC utilisant skci. Apre`s un de´lai transitoire, le controˆleur c envoie
la nouvelle cle´ de groupe chiffre´e avec la cle´ skci pendant que le nœud i a fini l’authentification
avec le protocole Self-Certified ECDH et obtient la cle´ kic. Ainsi, le nœud i de´chiffre la nouvelle
cle´ de groupe. Pour le controˆle d’acce`s, tous les nœuds du groupe utilsent la meˆme cle´ de groupe
pour prote´ger les paquets transmis dans le re´seau. Pour tout paquet envoye´, l’expe´diteur ge´ne`re un
code d’inte´grite´ de message (Message integrity code, MIC) avec la cle´ du groupe. Pour tout paquet
rec¸u, le re´cepteur utilise la cle´ du groupe pour ve´rifier le MIC. Si le MIC est valide, le paquet est
retransmis, sinon il est supprime´.
Cependant, on peut noter que la se´curite´ de ce protocole de´pend de celle du me´canisme de distri-
bution de cle´ utilise´. Tous les nœuds e´ligibles se partagent une cle´ de re´seau qui doit eˆtre mise a`
jour quand un nœud est compromis. Ainsi, des me´canismes sont utilise´s pour mettre a` jour cette
cle´ [97, 83, 26]. La se´curite´ de la fonction polynoˆmiale est faible, elle est divulgue´e si le nombre
de nœuds compromis est supe´rieur au degre´ du polynoˆme. Cette fonction produit juste une authen-
tification faible et ne peut pas remplacer le Self-Certified ECDH pour l’e´tablissement de cle´s.
1.5.2/ Les protocoles d’authentification de requeˆtes
L’authentification de requeˆtes signifie l’authentification de l’origine des donne´es. Pour se´parer les
concepts, nous distinguons deux types de requeˆtes : les requeˆtes des utilisateurs que nous appelons
requeˆtes externes et celles du syste`me c’est a` dire de la station de base ou d’un nœud capteur que
nous appelons requeˆtes internes. Beaucoup de capteurs ne rec¸oivent pas directement la requeˆte
de la station de base, mais via un autre capteur. Par conse´quent l’authentification devient une
ne´cessite´ afin de s’assurer que les donne´es envoye´es par un capteur correspondent a` la requeˆte
originale. Dans ce cas, pour e´viter l’envoie de requeˆtes par un attaquant, un me´canisme doit eˆtre
mis en place dans chaque nœud capteur.
1.5.2.1/ Authentification de requeˆtes externes
Le RCSF satisfait l’authentification des requeˆtes a` travers les proprie´te´s de surete´ et de vivacite´
de´finies comme suit :
– Surete´ : si un nœud capteur s traite une requeˆte q, celle-ci est poste´e par un utilisateur le´gitime.
– Vivacite´ : toute requeˆte q poste´e par un utilisateur le´gitime, sera traite´e par un nœud (ou chaque
nœud) d’un groupe de nœuds capteurs susceptibles de la traiter afin de fournir une re´ponse a`
l’utilisateur.
Dans la suite, nous allons passer en revue quelques me´canismes existants d’authentification de
requeˆtes d’utilisateur.
a) Authentification robuste de requeˆtes d’utilisateur [17]
Cette solution permet de re´sister a` la capture d’un certain nombre de nœuds capteurs a` partir
d’un seuil donne´ [17]. Cela signifie que si le nombre de capteurs au voisinage de l’utilisateur
est n, t (t<n) capteurs peuvent eˆtre compromis. Ainsi, l’utilisateur pourra communiquer avec n-
t capteurs de son voisinage. La solution produit l’authentification d’une requeˆte d’utilisateur si
celle-ci implique un seul capteur : exemple la tempe´rature capte´e par un nœud capteur s.
Lorsque le nombre d’utilisateurs d’un RCSF est tre`s e´leve´, la me´thode naturelle utilise´e pour l’au-
thentification est la cryptographie asyme´trique a` cause de sa scalabilite´. L’ide´e de base du protocole
d’authentification robuste de requeˆtes est de laisser les capteurs au voisinage de l’utilisateur servir
d’interpre`tes (ou passerelles) entre la cryptographie asyme´trique de l’utilisateur et celle syme´trique
utilise´e dans le RCSF durant les communications entre nœuds capteurs. Ainsi, l’utilisateur s’au-
thentifie aux nœuds capteurs de son voisinage en utilisant la cryptographie asyme´trique, et en-
suite ces derniers communiquent avec le reste du re´seau en utilisant la cryptographie syme´trique.
Cette approche utilise une infrastructure de cle´ publique PKI (Public Key Infrastructure) avec
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diffe´rentes strate´gies de gestion des certificats. La station de base sert d’autorite´ de certificat (AC)
avec respectivement ses cle´s publique et prive´e (cle privAC, cle pubAC). Le certificat d’un utili-
sateur (U) le´gitime est signe´ par l’AC en utilisant la cle´ publique i.e. certU = signAC(cle pubU).
Chaque nœud capteur est pre´charge´ avec la cle´ publique de l’AC, ce qui leur permet de ve´rifier
inde´pendamment les certificats des utilisateurs. Puisque la cryptographie asyme´trique ne´cessite
plus de calculs en de´chiffrement et ge´ne´ration de signature qu’en chiffrement et ve´rification de
signature[48, 54], pour une authentification unilate´rale d’un utilisateur, les nœuds capteurs du voi-
sinage effectuent seulement la ve´rification de signature. Contrairement aux ECCs, le chiffrement
et la signature ne´cessitent plus de calculs que le de´chiffrement et ge´ne´ration de signature. Cepen-
dant, il peut eˆtre tre`s couˆteux pour un capteur de ve´rifier des signatures si le nombre de requeˆtes est
tre`s e´leve´. On peut noter que les capteurs ne sont pas authentifie´s par l’utilisateur, ainsi un nœud
compromis peut se faire passer pour plusieurs capteurs et authentifier l’adversaire. Dans leur tra-
vaux futurs, les auteurs envisagent d’utiliser les ECCs pour une solution authentification robuste
inte´grant une authentification mutuelle et un me´canisme d’e´tablissement de cle´s de session.
Ce protocole, par l’envoi de faux certificats, peut eˆtre vulne´rable a` l’attaque par brouillage de la
couche MAC. Il ne permet pas aussi de traiter les requeˆtes impliquant plusieurs nœuds capteurs
comme par exemple, le calcul de la tempe´rature dans une re´gion donne´e du re´seau de capteurs.
b) Authentification de requeˆtes base´e sur la cle´ syme´trique [12]
Les me´canismes de controˆle d’acce`s base´s sur la cryptographie asyme´trique dans les RCSFs sont
peu nombreux. [17] est la premie`re technique qui produit l’authentification d’une requeˆte d’utilisa-
teur si celle-ci implique un seul capteur. De ce fait cette solution ne permet pas de ge´rer l’authenti-
fication des requeˆtes impliquant plusieurs capteurs. [12] improvise la technique de pre´-distribution
de cle´ de [23] et y ajoute un support additionnel d’authentification de requeˆte. Il traite les requeˆtes
d’un utilisateur impliquant plusieurs capteurs et utilise la cryptographie syme´trique. Il admet un
seuil de nœuds compromis et utilise un polynoˆme ale´atoire bivarie´ et syme´trique comme secret
global. Comme [17], seule la proprie´te´ de surete´ est traite´e, celle de vivacite´ est laisse´e a` d’autres
protocoles (exemple : protocole de routage se´curise´).
Dans le protocole, un utilisateur diffuse son identite´ IDu et sa requeˆte q. Le re´seau de capteurs
identifie un ensemble de capteurs S q capables de la traiter. Ces capteurs e´lisent un leader en uti-
lisant la me´thode [40]. Ce dernier s’engage de ge´ne´rer un nonce (number once) qu’il va envoyer
aux autres capteurs de S q et l’utilisateur sera notifie´ du nonce et de S q. Pour chaque capteur de S q,
l’utilisateur calcule un code d’authentification de message (Message Authentication Code, MAC),
et rassemble tous les MACs puis les envoie a` chaque capteur de S q. Chaque capteur de S q, apre`s
avoir rec¸u la collection de MACs, calcule un MAC sur le nonce et ve´rifie s’il y’a une correspon-
dance dans la collection de MACs rec¸ue. Si tel est le cas, la requeˆte est accepte´e.
Compare´e a` [17], cette solution pre´sente plusieurs avantages. Elle est base´e entie`rement sur la
cryptographie syme´trique et conside`re les requeˆtes impliquant plusieurs capteurs. Puisque le pro-
tocole est base´ sur la me´thode [23], il est se´curise´ a` (t-1) (t est le degre´ du polynoˆme utilise´) nombre
de nœuds capture´s. Cependant, il n’est pas tout a` fait re´sistant a` l’attaque de´ni de service, car un
adversaire peut occuper un nœud avec de faux messages meˆme s’il ne peut re´ussir a` s’authenti-
fier. En conse´quence, cette technique doit inclure un me´canisme de rejet automatique des requeˆtes
ille´gitimes.
Le Tableau 1.4 pre´sente une comparaison des protocoles et des me´canismes (fonction de hachage
a` sens unique et arbre de hachage) d’authentification de requeˆtes d’utilisateurs selon deux pa-
rame`tres : la complexite´ de communication qui de´pend de la densite´ de nœuds et la complexite´ du
stockage me´moire.
– u repre´sente le nombre de chaıˆnes de cle´s utilise´es ;
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– n le nombre de capteurs pouvant authentifier avec succe`s une requeˆte le´gitime ;
– t le degre´ du polynoˆme utilise´ pour ne´gocier la cle´ ;
– N le nombre de capteurs dans le RCSF.
Solutions Complexite´ communication Complexite´ stockage
Une seule chaıˆne de cle´s O(1) 2
Arbre de hachage O(1) 2+2.u
Authentification robuste [17] O(n) 2
Authentification (cle´ syme´trique) [12] O(
√
N) O(tlog(N))
Table 1.4 – Comparaison des solutions d’authentification de requeˆtes d’utilisateurs
1.5.2.2/ Authentification de requeˆtes internes
Pour certaines applications des RCSFs, les donne´es doivent eˆtre prote´ge´es contre tout acce`s non
autorise´ en particulier quand la station de base est la seule entite´ autorise´e a` envoyer des requeˆtes.
Les proprie´te´s de surete´ et de vivacite´ sont de´finies comme suit :
– Surete´ : si un nœud capteur traite une requeˆte q, celle-ci provient de la station de base ou d’un
nœud capteur du re´seau.
– Vivacite´ : toute requeˆte le´gitime q sera rec¸ue par tous les capteurs du re´seau concerne´s.
Une premie`re solution propose d’utiliser les signatures nume´riques pour l’authentification des
requeˆtes propage´es dans un re´seau de capteurs ou` chaque capteur sera pre´charge´ avec la cle´ pu-
blique d’une autorite´ de certificat [93]. Cependant, la cryptographie asyme´trique est couˆteuse pour
les ressources limite´es des nœuds capteurs.
Des approches d’authentification de requeˆtes internes proposent une solution d’authentification
des requeˆtes diffuse´es par la station de base dans le re´seaux de capteurs [15]. Ce protocole, montre
comment la station de base authentifie ses requeˆtes aupre`s des nœuds pour que seules les requeˆtes
le´gitimes soient re´pondues par les capteurs tandis que la propagation de fausses requeˆtes est limite´e
dans une partie logarithmique du re´seau. Par exemple dans un re´seau de capteurs ou` le mode`le de
livraison est base´ sur des requeˆtes commande´es par la station de base, les capteurs doivent ve´rifier
avec une certaine probabilite´ si les requeˆtes sont envoye´es par la station de base ou non. Dans ce
cas, deux solutions sont possibles :
– Si une requeˆte est le´gitime, c’est-a`-dire venant de la station de base, les capteurs doivent la
propager rapidement.
– Si elle est ile´gitime, c’est-a`-dire non envoye´e par la station de base, elle doit eˆtre freine´e le plus
rapidement possible pour ne pas se propager dans le re´seau, au pire des cas, la propagation se
fait dans une partie logarithmique du re´seau.
Ce protocole utilise la cryptographie syme´trique et est base´ sur la me´thode de´crite dans [25], mais
il est plus performant et est lie´ a` une coope´ration implicite entre les nœuds quand une requeˆte est
diffuse´e dans le re´seau. Il utilise des identite´s (IDs) base´es sur des me´canismes de pre´distribution
de cle´s de´crits dans [45, 78]. Le protocole utilise la strate´gie de passe, c’est-a`-dire si un capteur
n’est pas en mesure de de´terminer si une requeˆte est le´gitime ou non, il la passe a` ses voisins.
L’authentification des requeˆtes est probabiliste, le protocole utilise l’ide´e dans [25] avec un MAC
de 1-bit apre`s application d’une fonction de hachage h() sur une requeˆte q. Chaque capteur est pre´-
charge´ avec un groupe de cle´s choisies ale´atoirement dans un ensemble de cle´s, et pour chaque
requeˆte q, un nombre de MACs de 1-bit est calcule´ en utilisant les cle´s du groupe. Quand une
requeˆte est rec¸ue, le capteur peut, avec une certaine probabilite´, avoir une de ses cle´s utilise´e
pour calculer les MACs et pourra ensuite ve´rifier l’authenticite´ de la requeˆte. Plus le nombre de
MACs augmente, plus le probabilite´ de de´tecter une fausse requeˆte augmente. Ainsi, une requeˆte
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interne sera propage´e sans obstacle, cependant la propagation de celle venant d’un adversaire sera
tre´s limite´e et sera finalement supprime´e. La fonction de hachage h() e´tant irre´versible, il sera
impossible pour un adversaire de forger des requeˆtes en choisissant un nombre quelconque x et de
trouver la requeˆte q associe´e telle que h(q)=x.
D’autres approches comme SPINS (Security Protocol for Sensors Network) [86] a` travers
µTESLA re´alisent l’authentification des requeˆtes diffuse´es en utilisant les fonctions de hachage,
une cle´ syme´trique partage´e par chaque nœud avec la station de base et un temps de synchronisa-
tion. Ce protocole re´alise l’asyme´trie par une re´ve´lation retarde´e des cle´s syme´triques et utilise un
MAC pour authentifier les messages diffuse´s. Sa se´curite´ de´pend de celle du me´canisme de gestion
du temps de synchronisation qui est un proble`me difficile dans les re´seaux de capteurs [47].
1.5.3/ Les protocoles d’authentification d’utilisateurs
Dans les re´seaux de capteurs sans fil, les solutions d’authentification d’utilisateurs sont moins cou-
rantes. Ces solutions utilisent la technique d’authentification par mot de passe qu’on peut trouver
un peu partout dans differents exemples et applications des re´seaux meˆme traditionnels (connexion
a` un re´seau local sans fil, transaction par carte bancaire etc.). Certaines de ces solutions utilisent
la technique d’authentification par mot de passe faible [60]. Elles pre´sentent l’avantage d’une
me´morisation facile du mot de passe. Cependant, la cryptographie a` cle´ publique utilise´e reste
le principal inconve´nient pour une application dans l’environnement des capteurs. Par contre,
d’autres solutions centre´es sur l’environnement des cartes a` puce utilisent la technique d’authenti-
fication par mot de passe fort et sont base´es uniquement sur les fonctions de hachage et l’ope´rateur
OU exclusif, ce qui facilite leur imple´mentation dans les RCSFs [9, 69, 94, 96]. Leur inconve-
nient re´side dans la difficulte´ de me´morisation du mot de passe. Une premie´re adaptation de ces
dernie`res plus re´centes, base´es sur la technique d’authentification par mots de passe fort a e´te´ pro-
pose´e pour les RCSFs [104]. Cette adaptation base´e sur la me´thode [70] permet aux utilisateurs
le´gitimes d’acce´der au re´seau de capteurs selon le principe de fonctionnement suivant. Avant d’en-
voyer des requeˆtes au re´seau de capteurs, un utilisateur doit s’enregistrer avec un nom d’utilisateur
et un mot de passe aupre`s d’un nœud passerelle ou Gateway (GW), qui peut eˆtre la station de
base du re´seau. Ensuite, l’utilisateur doit se loguer aupre`s d’un des nœuds (login Nodes-LN) dote´
de plus de ressources et charge´ d’authentifier les utilisateurs de´ja` enregistre´s aupre`s du GW. Et
enfin, l’utilisateur est authentifie´ par la GW via les LNs du re´seau. Une fois que cela est effectue´
avec succe`s, l’utilisateur peut ainsi acce´der aux services sollicite´s du re´seau de capteurs. Le pro-
tocole est compose´ de trois phases : une phase d’enregistrement, une phase de login, et une phase
d’authentification.
– Phase d’enregistrement : l’utilisateur envoie son identite´ IDu et son mot de passe PW a` la
passerelle du re´seau GW. Le GW calcule des valeurs A et B puis enregistre IDu et PW. Il dis-
tribue IDu, A, et une estampille Ts, aux nœuds login (LNs) qui sont en mesure de produire une
interface login aux utilisateurs.
– Phase login : l’utilisateur envoie sont IDu et son PW au LN. Si l’IDu est valide, le LN re´cupe`re
A et calcule non seulement B,mais aussiC2 etC1 puis envoie l’identite´ IDu,C2,C1, l’estampille
temporelle Ts a` la GW pour une authentification finale.
– Phase d’authentification : le GW ve´rifie la validite´ de l’utilisateur et de l’estampille, re´cupe`re A
et B, puis calcule C1 et C2 et les ve´rifie avant de valider l’authentification.
Cependant, des travaux plus re´cents ont montre´ beaucoup d’insuffisances et de vulne´rabilite´s dans
ce protocole. Nous allons les voir un peu plus en de´tail dans le chapitre 2.
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1.5.4/ Comparaison des diffe´rentes solutions
Dans cette partie, il sera tre`s difficile de trouver des parame`tres de comparaison car les proto-
coles n’utilisent pas les meˆmes approches et/ou me´canismes de se´curite´. Pour cela, nous avons
se´lectionne´ les parame`tres qui sont souvent pris en conside´ration dans diffe´rents protocoles. Parmi
ces parame`tres on a :
La complexite´ de communication : lie´e a` la densite´ du re´seau.
– TH : le temps ne´cessaire pour calculer une fonction de hachage a` sens unique,
– TXOR : le temps pour effectuer une ope´ration XOR,
– TEXP : le temps pour calculer une exponentiation modulaire,
– TEM : temps pour exe´cuter une multiplication scalaire sur la courbe elliptique,
– CMH : le de´lai de communication multi-sauts entre le LN et la GW.
– n : repre´sente le nombre de nœuds capteurs au voisinage de l’utilisateur
– N : la taille du re´seau
– O(1) : signifie la communication du protocole ne de´pend pas de la densite´ des nœuds.
– La topologie : dans certains protocoles comme ceux d’authentification d’utilisateurs, on a deux
types de nœuds : les nœuds capteurs simples, et les nœuds capteurs contoˆleurs ou login avec
plus de puissance et destine´s a` effectuer plus d’ope´rations. Ces protocoles peuvent eˆtre utilise´s
ou adapte´s a` la topologie hie´rarchique ou` les contoˆleurs ou LNs vont jouer le roˆle de chef de
cluster . Par contre dans d’autres protocoles, tous les nœuds capteurs sont identiques et ont les
meˆmes fonctions. Ce qui permettra leur utilisation ou adaptation a` la topologie plate.
– La scalabilite´ : qui montre le passage a` l’e´chelle du protocole.
– Le type de cle´ : qui peut eˆtre cle´ syme´trique(Sym) ou cle´ asyme´trique (Asym).
A ces parame`tres on peut ajouter la re´sistance contre les attaques les plus fre´quentes sur les proto-
coles de controˆle d’acce`s telles que :
– RD(Re´sistance au DdS) : re´sistance a` l’attaque par de´ni de service.
– RR(Re´sistance a` la Re´pe´tition) : re´sistance a` l’attaque par re´pe´tition.
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Solutions Cle´s Scalabilite´ Complexite´ communication Topologies RD RR
Wong et al
[104]
Sym Oui 7TH+4TXOR+ 3CMH= O(1) hierarchique Oui Non
Vaidya et al.’s
scheme [101]
Sym Yes 11TH+4TXOR+ 3CMH =O(1) hierarchique Oui Oui
Authentification
robust [17]
Asym Oui 2nTH+3TEXP =O(n) plate Non Oui
Authentification
(cle´ syme´trique)
[12]
Sym Non O(
√
N) plate Non Oui
Chaıˆne de cle´s
[106]
Sym Non O(1) plate Oui Oui
Chaıˆnes de
cle´s[106]
Sym Oui O(1) plate Oui Oui
Arbre de
hacahge[106]
Sym Non O(1) plate Oui Oui
Arbres de ha-
cahge [106]
Sym Oui O(1) plate Oui Oui
NPCAD [59] Asym Oui 2TEM+5TH= O(1) plate Oui Non
Table 1.5 – Comparaison de diffe´rentes solutions
1.6/ Conclusion
Beaucoup de protocoles de controˆle d’acce`s sont base´s sur la cryptographie a` cle´ publique
[54, 17, 53]. Leur usage dans les RCSFs pose proble`me a` cause des ressources limite´es des
capteurs. Meˆme si des solutions utilisent l’approche asyme´trique base´e sur les courbes ellip-
tiques beaucoup moins couˆteuses en termes de calcul et de stockage me´moire, la cryptographie
syme´trique reste la meilleure solution pour les re´seaux de capteurs. Pour qu’un nœud puisse
inte´grer le module de controˆle d’acce`s du re´seau quand il le rejoint, un secret (cle´, identite´ etc.)
doit eˆtre de´ploye´ a` priori. Ce qui impose souvent des me´canismes de pre´distribution de cle´s au pro-
tocole d’addition de nouveaux nœuds lors de leur phase d’initialisation. Les lieux de de´ploiement
souvent hostiles et peu suˆrs, font que les solutions de controˆle d’acce`s doivent utiliser des ap-
proches distribue´es, avec l’addition d’un nouveau nœud. L’authentification d’une requeˆte ou d’un
utilisateur doit eˆtre effectue´e par plusieurs capteurs afin d’e´viter le proble`me des nœuds compro-
mis.
On peut constater que tous ces me´canismes de controˆle d’acce`s e´tudie´s dans ce document s’ap-
puient sur un me´canisme de gestion de cle´s (non de´crit) et dont la phase de pre´-distribution com-
porte un secret a` priori partage´. Par conse´quent, le me´canisme de controˆle d’acce`s he´rite de toutes
les vulne´rabilite´s du me´canisme de gestion de cle´s sur lequel il est base´. On peut envisager, des
me´canismes de controˆle d’acce`s inte´grant la gestion de cle´s dans un seul et unique protocole.
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2.1/ Le hachage : ge´ne´ralite´s et contraintes cryptographiques
Une fonction de hachage H() applique une se´rie de transformations sur des donne´es en entre´e et
produit une sortie H(x), plus petite, appele´e selon le contexte somme de controˆle, empreinte, hash,
re´sume´ de message, ou condense´.

H : {0, 1}∗ −→ {0, 1}n
x :−→ H(x) (2.1)
La sortie de la fonction de hachage, en ge´ne´ral un nombre, ou une chaıˆne de caracte`res de taille
limite´e ou fixe, peut ge´ne´ralement varier entre 128 et 512 bits selon les algorithmes de hachage.
Le but principal du hachage est de permettre une optimisation quand la taille des donne´es de
de´part nuit aux performances, et de traiter certains services de se´curite´. On distingue deux types
de fonctions de hachage : les fonctions de hachage cryptographiques et les autres fonctions de
hachage.
Les fonctions de hachage non cryptographiques sont moins contraignantes. Leur objectif principal
reste la minimisation du stockage me´moire par la construction de structures de donne´es, comme
les tables de hachage. On sait que plus la taille des empreintes est petite (ope´rateur modulo permet
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de re´duire la taille des empreintes), plus la probabilite´ des collisions augmente. Il y a collision
quand deux ou plusieurs entre´es distinctes ont une empreinte identique avec la meˆme fonction de
hachage. Il faut donc faire le compromis entre la taille des empreintes et le nombre de collisions.
En cryptographie, les fonctions de hachage sont surtout utilise´es pour optimiser et renforcer les
performances des algorithmes de chiffrement et ainsi assurer des services de se´curite´ tels que le
controˆle d’acce`s (authentification et autorisation) et l’inte´grite´ a` travers des relations d’e´galite´,
d’e´galite´ probable, non-e´galite´ etc. Ainsi, on peut noter :
– La re´duction de la taille des donne´es a` chiffrer ( par exemple en signature nume´rique) permettant
d’acce´le`rer les calculs.
– La ge´ne´ration de nombres pseudo-ale´atoires utilise´s dans diverses applications cryptogra-
phiques. Les fonction de hachage aident aussi a` la ge´ne´ration de cle´s pour le chiffrement et
a` la distribution de cle´s en cryptographie syme´trique.
– Le controˆle d’acce`s, par le stockage des empreintes des mots de passe afin de les garder se-
crets. Lors de l’identification d’un utilisateur, le syste´me compare l’empreinte du mot de passe
d’origine (stocke´e) avec celle du mot de passe demande´. Toutefois, cette manie`re de faire n’est
pas comple`tement satisfaisante. Si deux utilisateurs de´cident d’utiliser le meˆme mot de passe,
alors les condense´s obtenus seront identiques. Le salage, proce´dure qui consiste a` concate´ner
une chaine de caracte`res souvent pseudo-ale´atoire (nomme´e le sel) a` l’entre´e avant le hachage,
permet de reme´dier a` cela.
– L’authentification et l’inte´grite´, par exemple lors des te´le´chargements de fichiers. En effet, on
rencontre des empreintes calcule´es permettant notamment de ve´rifier la validite´ et l’inte´grite´
des archives re´cupe´re´es. En cryptographie asyme´trique, les fonctions de hachage sont largement
utilise´es dans les signatures e´lectroniques pour l’authentification des objets.
Par ailleurs, en cryptographie, la priorite´ est de se´curiser l’empreinte ge´ne´re´e par le hachage de
toute attaque. Le temps de calcul et la taille de l’empreinte (ge´ne´ralement plus longue que celle
des donne´es) passe au second plan. Ce qui ne´cessite de faire le compromis entre optimisation des
ressources et robustesse en termes de se´curite´. Ainsi, une fonction de hachage cryptographique est
plus exigeante et doit satisfaire un certain nombre de contraintes :
– Il doit eˆtre impossible en pratique de trouver une donne´e d’entre´e a` partir de son empreinte :
c’est la re´sistance aux pre´images, elle est re´alise´e graˆce au caracte`re d’irre´versibilite´, de sens
unique de la fonction de hachage.
– Etant donne´e l’empreinte d’une entre´e x, il doit eˆtre difficile, voir meˆme impossible, de trouver
une autre entre´e diffe´rente de x et qui donne la meˆme empreinte : c’est la re´sistance aux secondes
pre´images.
– Il doit eˆtre difficile, de trouver deux ou plusieurs entre´es ale´atoires ge´ne´rant la meˆme empreinte :
c’est la re´sistance aux collisions. Pour traiter les collisions, la fonction de hachage doit eˆtre
parfaite, autrement dit, elle doit eˆtre mathe´matiquement une injection de l’ensemble des entre´es
(ensemble de de´part) dans celui des sorties (ensemble d’arrive´e). Ceci peut se faire a` travers une
distribution uniforme des empreintes dans l’espace dispose´. De fac¸on probable, une fonction de
hachage H() uniforme obe´it a` la relation suivante :
P(H(x) = y) =
1
card(E)
(2.2)
P e´tant la probabilite´ de l’empreinte, y un e´le´ment de l’ensemble d’arrive´e E.
D’autres proprie´te´s sont attendues des fonctions de hachage cryptographiques :
– Comportement impre´visible : un infime changement de l’entre´e comme par exemple l’inversion
d’un bit entraine une perturbation importante de l’empreinte : c’est l’effet d’avalanche. Cet effet
contribue au caracte`re d’irre´versibilite´ de la fonction de hachage.
– Rapide a` calculer : cela permettra de gagner du temps surtout quand on doit chiffrer l’empreinte.
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Pour une optimisation, normalement le temps de hachage et de chiffrement de l’empreinte doit
eˆtre infe´rieur au temps de chiffrement de l’entre´e.
– Elle doit eˆtre publique pour plus de flexibilite´ dans son utilisation : meˆme si elle appartient a` la
famille des algorithmes cryptographiques.
Les trois types d’attaque que l’on trouve ge´ne´ralement sur les fonctions de hachage sont :
– rechercher une entre´e possible a` partir de l’empreinte. Il est possible de renforcer la se´curite´ de
la fonction de hachage contre cette attaque en utilisant le salage qui consiste a` concate´ner une
chaine de caracte`res souvent pseudo-ale´atoire le sel, a` l’entre´e avant le hachage.
– forger des donne´es pour obtenir la meˆme empreinte qu’un autre message, comme dans le cas
d’une attaque par dictionnaire, qui consiste a` tester une se´rie d’entre´es potentielles, les unes a`
la suite des autres en espe´rant obtenir la meˆme empreinte stocke´e. Ou encore une attaque par
force brute qui consiste a` tester de manie`re exhaustive toutes les entre´es possibles.
– rechercher des collisions quelconques.
Aujourd’hui, le standard SHA-1 tout comme les fonctions de hachage de la famille des MD sont
casse´s, ce qui ne´cessite de faire appel a` d’autres fonctions de hachage. Keccak [21] a e´te´ choisi
en 2008 par l’Institut National des Standards et de la Technologie ame´ricain (NIST), comme le
nouveau standard des fonctions de hachage.
2.2/ Authentification par hachage pour se´curiser les re´seaux de cap-
teurs sans fil
Le me´canisme de se´curite´ a` utiliser par un re´seau de capteurs doit tenir compte de l’environnement
et des contraintes de celui-ci. Il doit permettre une optimisation des ressources, par la transmis-
sion, le stockage, les calculs. Il doit supporter le passage a` l’e´chelle pour un grand nombre de
capteurs. Le type d’application, l’architecture du re´seau et le mode`le de l’attaquant associe´s aux
vulne´rabilite´s du syste`me peuvent aussi influencer sur le choix du me´canisme a` utiliser.
Le re´seau de capteurs sans fil est constitue´ ge´ne´ralement d’un grand nombre de capteurs, et
tre`s souvent destine´s au controˆle d’espaces ge´ographiquement limite´s. En ge´ne´ral, les donne´es
re´colte´es par les capteurs comme par exemple la tempe´rature ne sont pas confidentielles. Dans
certaines applications, la plupart des requeˆtes sont envoye´es a` une station de base ou a` la passe-
relle du re´seau. Cependant, pour les applications temps re´el ou critiques, comme par exemple les
applications militaires, les donne´es critiques, doivent eˆtre prote´ge´es contre toute utilisation frau-
duleuse, et accessibles en temps re´el non seulement depuis la station de base ou la passerelle du
re´seau, mais parfois aussi de n’importe ou` dans le re´seau a` travers les capteurs en mode ad hoc.
Dans ce contexte, il est essentiel de limiter l’acce`s au re´seau seulement aux entite´s e´ligibles (cap-
teurs ou utilisateurs), tandis que les requeˆtes provenant des entite´s non autorise´es ne doivent ni
eˆtre traite´es ni transmises par les capteurs du re´seau [46]. Le controˆle d’acce`s a toujours e´te´ un
proble`me classique dans beaucoup d’applications et de syste`mes informatiques existants. L’au-
thentification a` distance des utilisateurs a e´te´ depuis longtemps la solution de base la plus utilise´e
dans les re´seaux traditionnels. Cependant, dans les re´seaux de capteurs, elle reste moins utilise´e
a` cause des contraintes e´nerge´tiques,@ de me´morisation, de calcul et de transmission. Initiale-
ment, les solutions d’authentification d’utilisateurs [9, 60, 69, 94, 96] propose´es dans l’environ-
nement des cartes a` puce e´taient inspire´es de Lamport(1981) [67], a` la diffe´rence qu’aucune table
de ve´rification n’e´tait stocke´e dans les syste`mes distants pour ve´rifier la validite´ du login de l’uti-
lisateur. Ces solutions utilisent une approche par mot de passe avec un login statique. Certaines
d’entre elles [60] utilisent la technique d’un mot de passe faible. Elles pre´sentent l’avantage d’une
me´morisation facile du mot de passe. Cependant, de par sa forte demande en ressources, la crypto-
graphie a` cle´ publique base´e sur le cryptosyste`me El Gamal [10] qui utilise une signature base´e sur
le logarithme discret reste le principal inconve´nient pour une application dans l’environnement des
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capteurs. Par contre, d’autres solutions [9, 69, 94, 96] utilisent la technique d’un mot de passe fort
et sont base´es uniquement sur les fonctions de hachage et l’ope´rateur OU exclusif qui ne´cessitent
moins de calculs, ce qui facilite leur imple´mentation dans les RCSFs. Leur inconve´nient re´side
dans la difficulte´ de me´morisation du mot de passe. Des solutions comme[35] introduisent la tech-
nique du mot de passe fort avec un login dynamique afin de se prote´ger contre l’usurpation de
login, ce qui permet le libre changement de login et de mot de passe. Cependant, Lee et al.[70] ont
montre´ que ces protocoles base´s sur un login dynamique sont toujours vulne´rables aux attaques
telles que la re´pe´tition, la contrefac¸on de login et la fabrication. Leur solution propose´e pour les
cartes a` puce utilise la meˆme technique des fonctions de hachage et du OU exclusif. Pour une
adaptation dans les RCSFs. Wong et al. [104] proposent une solution base´e sur Lee et al.[70] mais
moins couˆteuse en calcul. La solution de Tseng et al.[99] montre les insuffisances de Wong et
al.[104] et essaie d’ame´liorer sa se´curite´. Re´cemment, Vaidya et al., dans [101], ame´liorent leur
version ante´rieure [11] base´e sur Wong et al. [104]. Leur solution est se´curise´e pour contrer plu-
sieurs attaques comme l’attaque sur le login, par re´pe´tition et par fabrication, mais reste toujours
vulne´rable a` d’autre types d’attaques que nous de´taillerons plus loin.
2.3/ Contribution 1 : Protocoles d’authenfication
Dans ce chapitre, nous pre´sentons un protocole d’authentification robuste par mot de passe, une ex-
tension d’une famille de protocoles, a` savoir les me´thodes de Wong et al, Tseng et al, Vaidya et al..
Contrairement a` l’authentification par mot de passe faible, moins couˆteuse en stockage me´moire,
mais plus couˆteuse en calcul (cryptographie asyme´trique), ces solutions utilisent l’authentifica-
tion par mot de passe fort plus couˆteuse en stockage me´moire mais moins couˆteuse en calcul (les
fonctions de hachage). L’objectif de la solution propose´e est de se pre´munir contre des attaques de
types De´ni de Service (DdD) en ame´liorant la se´curite´ et les performances des protocoles existants.
Cette pre´sente contribution s’applique aux domaines des re´seaux de capteurs sans fil permettant
a` des utilisateurs de s’authentifier avant d’acce´der aux diffe´rents services. La solution propose´e
utilise les meˆmes me´canismes des fonctions de hachage, et be´ne´ficie en plus d’une validation via
une imple´mentation et une ve´rification de quelques proprie´te´s de se´curite´.
Nous pre´sentons en premier lieu quelques hypothe`ses, et le mode`le du re´seau sur lequel repose
notre contribution. Ensuite, nous passons en revue le protocole de Vaidya et al.[101] avec quelques
vulne´rabilite´s. Enfin, nous pre´sentons notre solution avec une analyse de sa se´curite´.
2.3.1/ Hypothe`ses et Mode`le du re´seau
Un protocole de se´curite´ peut eˆtre efficace de par le me´canisme de se´curite´ utilise´, mais l’ar-
chitecture du re´seau et le sce´nario de communication peuvent nous renseigner sur la se´curite´ du
protocole. Le re´seau sur lequel va fonctionner notre solution est compose´ de trois types de nœuds :
– le nœud passerelle ou gateway (GW) : qui assure l’enregistrement et l’authentification finale des
utilisateurs, ce nœud est physiquement de´ploye´ dans un endroit suˆr.
– les nœuds login (LNs) : ils effectuent une partie de l’authentification et se chargent de l’au-
thentification finale des utilisateurs a` travers la gateway. Ces nœuds login sont physiquement
se´curise´s et de´ploye´s dans divers endroits du re´seau afin de faciliter l’acce`s des utilisateurs au
re´seau.
– le nœud simple : qui sert uniquement de relai entre les LNs et la GW.
Les solutions existantes comme celle que nous proposons sont compose´es de quatre phases : une
phase d’enregistrement, une phase de login, une phase d’authentification et une phase de change-
ment de mot de passe. Ces phases seront de´crites plus en de´tail dans les prochaines sections.
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Durant la phase d’enregistrement, l’utilisateur (UD) est au voisinage de la passerelle GW, cette
phase s’effectue une seule fois dans un endroit se´curise´. Durant la phase de login, l’utilisateur doit
eˆtre au voisinage d’un nœud login. Les Figures 2.1 et 2.2 pre´sentent respectivement l’architecture
physique du re´seau en phase d’enregistrement et en phase de login-authentification.
Figure 2.1 – Phase d’Enregistrement
Figure 2.2 – Phase Login-Authentification
2.3.2/ Description du protocole d’authentification de Vaidya et al.
La solution de Vaidya et al. [101] est compose´e de quatre phases : une phase d’enregistrement, une
phase de login, une phase d’authentification et une phase de changement de mot de passe. Nous
utiliserons pour la suite les notations du Tableau 2.1.
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Symboles Description
UD dispositif de l’utilisateur (PDA, PC etc..)
GW le nœud passerelle
LN un nœud capteur Login
H( ) une fonction de hachage a` sens unique
⊕ l’ope´rateur OU exclusif (XOR)
‖ l’ope´rateur de concatenation
Succ Reg message d’enregistrement avec succe`s
Acc login message d’accepation du login
Succ Change message de changement avec succe`s
x la cle´ de la passerelle
UID l’identite´ de l’utilisateur
PW mot de passe choisi par l’utilisateur
TS temps d’enregistrement d’un nœud
t, T , T0 temps actuels enregistre´s par un des nœuds
△T de´lai de transmission
−→ transmission de message
Table 2.1 – Notations
1. Phase d’enregistrement : durant cette phase, l’utilisateur (UD) est au voisinage de la passe-
relle GW. Il choisit librement un mot de passe PW et calcule le hache´ vpw = H(PW). Puis,
au temps TS, il envoie son identite´ UID et le hachage vpw a` la passerelle GW en mode
se´curise´. Apre`s re´ception du message, la passerelle GW calcule X = H(UID‖x) puis re´pond
a` l’utilisateur le message Succ Reg (X) avec X pour lui notifier que l’enregistrement est
effectue´ avec succe`s apre`s avoir stocke´ (UID, vpw, X, TS). L’utilisateur stocke X pour une
utilisation future. La GW distribue ensuite les parame`tres (UID, X, TS) aux nœuds capteurs
de login (LNs) capables de fournir des interfaces aux utilisateurs pour se loguer.
Algorithm 22 : Etapes de la Phase d’Enregistrement (PE)
PE1 - - UD : Calcule vpw = H(PW) ;
PE2 - - UD −→ GW : UID, vpw ;
PE3 - - GW : Calcule X = H(UID ‖ x) ;
- Stocke UID, vpw, X, TS ;
PE4 - - GW −→ UD : Succ Reg(X) ;
PE5 - - UD : Stocke X ;
PE5 - - GW −→LNs : UID, X, TS ;
PE6 - - LN : Stocke UID, X, TS ;
2. Phase de login : durant la phase de login, l’utilisateur est au voisinage du LN, il calcule A
= H(vpw‖t), puis soumet (UID, A, t) au LN le plus proche. Apre`s re´ception de la requeˆte a`
T0, le LN ve´rifie si le UID soumis est non valide et T0 - t≥△T. Si au moins une condition est
ve´rifie´e, le message de login est rejete´, sinon le LN re´cupe`re le parame`tre A correspondant
et calcule CK = (X ⊕A ⊕ T0), puis il envoie (UID, CK , T0, t) a` la passerelle GW.
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Algorithm 23 : Etapes de la Phase de Login (PL)
PL1 - - UD : Calcule A = H(vpw‖t) ;
PL2 - - UD −→ LN : UID, A, t ;
PL3 - - LN : Si UID est valide
- Alors le X correspondant est connu ;
- Sinon rejette le message de login ;
- Si T0 - t≥△T
- Alors rejette le message de login ;
- Sinon re´cupe`re A, calcule CK = (X ⊕A ⊕ T0) ;
PL4 - - LN −→ GW :UID,CK ,T0,t ;
3. Phase d’ authentification : durant cette phase, la passerelle GW ve´rifie la validite´ de UID et t,
la requeˆte de login est rejete´e s’ils ne sont pas valides. S’ils sont valides, alors la passerelle
GW ve´rifie si T1-T0 ≥ △T et T0-t ≥ △T. Si au moins une des conditions est satisfaite, la
requeˆte de login est conside´re´e comme un message re´pe´te´ et est rejete´e. Sinon la passerelle
re´cupe`re le vpw et le parame`tre A correspondants, puis calcule A’= H(vpw‖ t) et CK’ = (X
⊕ A’⊕ T0). Si CK, CK’, le message de login est rejete´, sinon, la GW calcule VM = H(X‖A’‖
T1) et envoie un message d’acceptation (Acc login, VM, T1) au LN. Le LN calcule V
′
M
,
et si VM =V
′
M
, il calcule e´galement YK = H(V
′
M
‖ T2) et envoie (Acc login, YK , T1, T2) a`
l’utilisteur UD. Apre`s re´ception du message au temps T3, l’utilisateur UD ve´rifie si T1-T0
≥ △T et T0-t ≥ △T. Si au moins une des conditions est vraie, alors le message Acc login est
rejete´, sinon, l’utilisateur calcule V”M =H(X‖A‖T1) et Y ′K = H(V”M‖T2), puis ve´rifie si YK
=Y ′
K
. Si cette condition est vraie, l’utilisateur UD commence a` obtenir les donne´es, sinon le
message d’acceptation de login Acc login est rejete´.
4. Phase de changement de mot de passe : durant la phase de changement de mot de passe,
l’utilisateur UD change son mot de passe PW en PW1. Ainsi, il calcule vpw1 = H(PW1) et
envoie le triplet (UID, vpw, vpw1) a` la passerelle GW en mode se´curise´. La passerelle GW
ve´rifie son UID et vpw, alors met a` jour sa base de donne´es. La passerelle envoie ensuite
un message de changement effectif avec succe`s (Succ Change) a` UD en meˆme temps elle
distribue les informations de mise a` jour a` tous les LNs. Apre`s re´ception, les LNs ve´rifient
la validite´ du UID avant de mettre a` jour leurs donne´es.
Algorithm 25 : Etapes de la Phase de changement de mot de Passe (PP)
PP1 - - UD : Calcule vpw1 = H(PW1) ;
PP2 - - UD −→ GW : UID, vpw, vpw1 ;
PP3 - - GW : Si UID et vpw existe sur sa liste
Alors mets a` jour vpw avec vpw1, TS avec TS1 ;
PP4 - - GW −→ UD : envoie Succ Change ;
PP5 - - GW −→LNs : envoie UID, TS1 ;
- LN : Si UID existe dans sa liste ;
- Alors mettre a` jour TS avec TS1 ;
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Algorithm 24 : Etapes de la Phase d’Authentification (PA)
PA1 - - GW : Si UID et t sont valides
- Alors re´cupe`re les parame`tres (UID, X, TS) ;
- Sinon rejette le message de login ;
- Si T1 - T0≥△T et T0 - t≥△T
- Alors message de login suppose´ re´pe´te´ et rejete´ ;
- Sinon calcule A’ = H(vpw‖ t) ;
- calcule C′
K
= (X⊕A’⊕ T0) ;
- Si C′
K
,CK
- Alors rejette le message de login ;
- Sinon calcule VM = H(X‖A’‖T1) ;
- Stocke t ;
PA2 - - GW −→ LN : Acc login,VM,T1 ;
PA3 - - LN : Si T2 - T1≥△T
- Alors rejette le message de login ;
- Sinon Calcule V ′
M
= H(X‖A‖T1) ;
- Si VM,V
′
M
- Alors LN rejette le message de login ;
- Sinon Calcule YK=H(V
′
M
‖T2) ;
PA4 - - LN −→UD : Acc login,YK ,T1,T2 ;
PA5 - - UD : Si T1 - T0≥△T et T0 - t≥△T
- Alors rejette le message Acc login ;
- Sinon calcule V”M = H(X‖A‖T1) ;
- calcule Y ′
K
= H(V”M‖T2) ;
- Si YK,Y
′
K
- Alors rejette le message Acc login ;
- Sinon commence a` obtenir les donne´es ;
2.3.3/ Vulne´rabilite´s du protocole d’authentification
Dans cette section, nous nous inte´ressons a` la se´curite´ du protocole de Vaidya et al. [101]. Ainsi,
nous allons montrer que ce protocole est vulne´rable a` l’attaque de DdS durant sa phase de login,
et a` l’attaque par falsification d’estampilles temporaires durant sa phase d’authentification.
Notons que, durant la phase de login, l’utilisateur est dans le voisinage du LN, le sce´nario de
communication entre le LN et la passerelle GW est de plusieurs sauts. Puisque le UID a circule´
plusieurs fois en clair dans le re´seau, et que durant la phase de login, seuls le UID et le temps t
sont ve´rifie´s par le LN, le DdS peut survenir de deux fac¸ons diffe´rentes. Premie`rement, l’intrus
peut intercepter ou e´couter un UID valide puis le soumet avec un faux mot de passe. Puisque le
LN ve´rifie seulement le UID, il va transmettre ce message a` la passerelle situe´e a` plusieurs sauts.
Ainsi, tous les capteurs interme´diaires entre le LN et la GW vont assurer la propagation d’une
fausse requeˆte a` travers le re´seau. Ce qui va entrainer une perte d’e´nergie conside´rable au niveau
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de tous ces capteurs assurant le relai. Cette transmission d’un saut de l’intrus entrainera plusieurs
retransmissions dans le re´seau, ce qui a` la longue e´puise l’e´nergie des capteurs. Deuxie`mement, ce
sce´nario peut arriver d’une autre fac¸on. Puisque les mots de passe n’apparaissent jamais en clair
lors de leur saisie, si un utilisateur se trompe de saisie de mot de passe, le meˆme effet se reproduit.
La transmission e´tant ge´ne´ralement l’ope´ration la plus couˆteuse en e´nergie, la propagation de
fausses requeˆtes doit eˆtre e´vite´e.
Le protocole est aussi vune´rable lors d’attaque par falsification d’estampilles temporaires
e´change´es durant sa phase d’authentification. Vaidya et al.[101] ont suppose´ qu’un attaquant ayant
capture´ un LN, obtient UID, X, TS, et qu’il lui est possible d’e´couter UID, A, t afin de monter une
attaque par falsification sur Wong et al. [104]. Partant de ces suppositions, leur protocole, de fac¸on
diffe´rente, sera vulne´rable a` l’attaque par falsification des temps transmis entre les diffe´rentes en-
tite´es implique´es. Puisque seul le de´lai de transmission est ve´rifie´, l’attaquant peut cre´er deux faux
temps T ′
0
et t’ dont la diffe´rence respecte le de´lai de propagation en y ajoutant un petit nombre ξ
partout sur les deux temps T0 et t de´ja` transmis en clair dans le re´seau. Ainsi, il effectue T
′
0
=T0+ξ
,t’=t+ξ, ensuite il calcule C′
K
= H(X⊕A⊕T ′
0
) puis envoie le message (UID, C′
K
T ′
0
,t’. Puisque (T1 -
T ′
0
)≤△T et (T ′
0
-t’)≤△T le message passe.
2.3.4/ Solution propose´e
Dans cette partie, nous proposons une nouvelle solution afin de re´soudre les faiblesses note´es dans
Vaidya et al. [101]. Cette nouvelle solution comporte les meˆmes phases : une phase d’enregistre-
ment, une phase de login, une phase d’authentification, et une phase de changement de mot de
passe qui est la seule a` ne pas avoir subi de changements dans cette nouvelle solution propose´e.
1. Phase d’enregistrement : dans Vaidya et al., l’utilisateur choisit un mot de passe PW, puis
calcule vpw=H(PW) et envoie vpw avec son identite´ pour se loguer. Et pour le reste du
protocole, le mot de passe PW n’est plus utilise´. Il n’est pas ne´cessaire de calculer vpw, qui
est autant vulne´rable que PW. L’utilisateur peut choisir tout simplement un mot de passe
puis le soumettre, et c’est le H(PW) qui sera stocke´ par la passerelle GW et les nœuds de
login LNs.
Ainsi, dans cette phase d’enregistrement de la solution propose´e, l’utlisateur UD choisit
librement son mot de passe PW qu’il va soumettre avec son identite´ a` la passerelle GW
en mode se´curise´. La passerelle GW calcule X = H(UID‖x) puis re´pond a` l’utilisateur le
message Succ Reg(X) avec X pour lui notifier que l’enregistrement est effectue´ avec succe`s.
Elle stocke les parame`tres (UID, H(PW), X, TS), et distribue (UID, X, H(PW),TS) aux
nœuds login LNs capables de fournir des interfaces aux utilisateurs pour se loguer.
Algorithm 26 : Etapes de la Phase d’Enregistrement(PE)
PE1 - - UD : choisit son mot de passe PW ;
PE2 - - UD −→ GW : UID, PW ;
PE3 - - GW : calcule X = H(UID ‖ x)
Store UID, H(PW), X, TS ;
PE4 - - GW −→ UD : Succ Reg (X) ;
PE5 - - UD : Stocke X ;
PE6 - - GW −→LNs : UID, X, H(PW), TS
PE7 - - LN : Stocke UID, X, H(PW),TS ;
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2. Phase de login : l’utilisateur calcule A= H(H(PW)‖t) et soumet (UID, A, t) au LN. Apre`s
re´ception de la requeˆte au temps T0, le LN ve´rifie : si l’identite´ UID est non valide ou A
, H(H(PW)‖t), ou T0 - t ≥△, le message de login est rejete´, sinon, le LN calcule CK =
(X⊕A⊕T0) et t’=H(H(PW)‖key⊕t) ; puis envoie (UID,CK ,T0,t’ ) a` la passerelle GW.
Algorithm 27 : Etapes de la Phase de Login (PL)
PL1 - - UD : calcule A = H(H(PW)‖t) ;
PL2 - - UD : −→ LN : UID, A, t ;
PL3 - - LN : Si UID est non valide
- Alors rejette le message de login ;
- Sinon calcule A’ = H(H(PW)‖t) ;
- Si A,A’
- Alors rejette le message de login ;
- SinonSi T0 - t≥△T
- Alors rejette le message de login ;
- Sinon re´cupe`re le paramt`re A correspondant ;
- calcule CK = (X ⊕A ⊕ T0 ) ;
- calcule t’=H(H(PW)‖key)⊕t ;
PL4 - - LN −→ GW :UID,CK ,T0,t’
3. Phase d’authentification : durant cette phase, la passerelle ve´rifie si le UID et le temps
t sont valides. Le message de login est rejete´ s’ils ne le sont pas. Ensuite il calcule
t=t’⊕H(H(PW)‖key), puis ve´rifie si T1 - T0≥△T et T0 - t≥△T. Si au moins une condition est
satisfaite, alors le message de login est conside´re´ comme re´pe´te´ et est rejete´. Sinon la passe-
relle GW re´cupe`re les parame`tres H(PW) et A correspondants puis calcule A’ =H(H(PW)‖t)
et C′
K
= (X⊕A’⊕ T0). Le message de login est rejete´ si CK,C′K , sinon la GW calcule VM =
H(X‖A’‖T1) puis envoie le message (Acc login, VM, T1) au LN et stocke t. Le LN calcule
V ′
M
, et apre`s ve´rification que VM = V
′
M
, il calcule YK = H(V
′
M
‖T2). Ensuite il envoie le mes-
sage (Acc login, YK , T1, T2) a` l’utilisateur UD. Apre`s re´ception du message au temps T3,
l’utilisateur UD ve´rifie si T1 - T0≥△T et T0 - t≥△T. Si au moins une condition est ve´rifie´e, le
message d’acceptation de login est rejete´. Sinon, l’utilisateur calcule, V”M = H(X‖A‖T1) et
Y ′
K
= H(V”M‖T2), puis ve´rifie si YK =Y ′K . Si la condition est vraie, l’utilisateur commence a`
obtenir les donne´es, sinon il rejette le message d’acceptation de login.
4. Phase de changement de mot de passe : cette phase n’a pas change´, elle est la meˆme que
celle de Vaidya et al..
2.3.5/ Analyse de se´curite´ de la solution propose´e
Dans cette section, nous passons a` l’analyse de la solution propose´e afin de montrer qu’elle est
re´sistante a` plusieurs types d’attaques. Nous terminons la section par une e´tude comparative avec
d’autres solutions existantes.
– Securite´
– L’attaque par Deni de Service : en donnant aux LNs la possibilite´ de ve´rifier le mot
de passe lors de la phase de login, notre solution se prote`ge contre le DdS. Puisque
le LN stocke H(PW), apre`s avoir rec¸u le message de login (UID, A,t), il peut calculer
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Algorithm 28 : Etapes de la Phase d’Authentification (PA)
PA1 - - GW : Si UID et t sont valides
- Alors re´cupe`re (UID, X, TS, H(PW))
- calcule t=t’⊕H(H(PW)‖key) ;
- Sinon rejette le message de login ;
- Si T1 - T0≥△T et T0 - t≥△T
- Alors message de login suppose´ re´pe´te´ et rejete´ ;
- Sinon calcule A’ = H(H(PW)‖ t ;
- calcule C′
K
= (X⊕A’⊕ T0) ;
- Si C′
K
,CK
- Alors rejette le message de login ;
- Sinon calcule VM = H(X‖A’‖T1) ;
- Stocke t ;
PA2 - - GW −→ LN : Access login,VM,T1 ;
PA3 - - LN : Si T2 - T1≥△T
- Alors rejette le message de login suppose´ re´pe´te´ ;
- Sinon calcule V ′
M
= H(X‖A‖T1) ;
- Si VM,V
′
M
- Alors rejette le message de login ;
- Sinon calcule YK=H(V
′
M
‖T2) ;
PA4 - - LN −→UD : Acces login,YK ,T1,T2 ;
PA5 - - UD : Si T1 - T0t≥△T et T0 - t≥△T
- Alors rejette le message (Acces login) ;
- Sinon calcule V”M = H(X‖A‖T1) ;
- calculeY ′
K
= H(V”M‖T2) ;
- Si YK ,Y
′
K
- Alors rejette le message (Acces login ) ;
- Sinon UD commence a` obtenir les donne´es ;
A’=H(H(PW)‖t). Si A’=A, alors le mot de passe est correct, sinon le message de login est
rejete´.
– L’attaque par falsifcation : la solution propose´e prote`ge e´galement contre la falsifica-
tion des estampilles temporaires envoye´es en clair entre le LN et la GW dans Vaidya
et al. Nous proposons de les envoyer en mode se´curise´ avec une simple utilisation du
OU exclusif. C’est ainsi que le LN, apre`s avoir rec¸u le message de login, calcule une
fausse estampille t’= t⊕H(H(PW)‖key) puis envoie le message (UID,CK ,T0,t’ ) au lieu
de (UID,CK ,T0,t) a` la passerelle GW. Ce qui rend l’estampille t confidentiel. Puisque
H(H(PW)‖key) ⊕t⊕H(H(PW)‖key)=t, la passerelle GW calcule t=t’⊕H(H(PW)‖key) pour
retrouver l’estampille t.
– Comparaison avec d’autres solutions
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– Le Tableau 2.2, donne une comparaison en termes d’ope´rations de hachage, de OU ex-
clusif ainsi que le nombre de communications multi-sauts de quelques solutions utilisant
la meˆme approche.
Protocoles Nombre total d’ope´rations
Wong et al.[104] 7TH+4TXOR+3CMH
Tseng et al.[99] 5TH+4TXOR+3CMH
Vaidya et al. [11] 8TH+4TXOR+3CMH
Vaidya et al. [101] 11TH+4TXOR+3CMH
Solution Propose´e 15TH+7TXOR+3CMH
Table 2.2 – Comparaison du nombre d’ope´rations effectue´es
TH : temps pour exe´cuter la fonction de hachage H().
TXOR : temps pour exe´cuter l’ope´ration XOR .
CMH : De´lai de communication multi-sauts entre le LN et la GW.
NB : Ces ope´rations peuvent aussi eˆtre traduites en e´nergie.
D’apre`s le Tableau 2.2, on peut remarquer que la solution propose´e a un couˆt supe´rieur
de quatre ope´rations de hachage (TH) et de trois ope´rations OU exclusif (TXOR) a` celle de
Vaidya and al.[8]. Notons que, le couˆt e´nerge´tique de l’ope´ration OU exclusif est large-
ment infe´rieur a` celui du hachage. Ainsi, notre solution se retrouve avec un le´ger surplus
de consommation d’e´nergie tout en produisant une meilleure se´curite´.
– Conside´rons une requeˆte avec une UID valide mais avec un mot de passe errone´ qui
proviendrait de l’intrus ou d’une erreur de saisie de la part d’un utilisateur le´gitime. Pour
notre solution, cette requeˆte de login sera freine´e au niveau du LN, et pour les autres
solutions, elle sera propage´e jusqu’a` la passerelle GW. Pour ce cas, le Tableau 2.3 montre
une comparaison entre notre solution et celles de Vaidya et al..
Protocoles Nombre total d’ope´rations
Vaidya et al. [11] 4TH+2TXOR+2CMH
Vaidya et al. [101] 4TH+2TXOR+2CMH
Solution Propose´e 3TH
Table 2.3 – Comparaison du nombre d’ope´rations effectue´es
On voit ici que notre solution pre´sente moins d’ope´rations, par conse´quent sa consom-
mation d’e´nergie sera meilleure. Et en plus, notons que, cet e´cart d’e´nergie va augmenter
conside´rablement dans les protocoles de Vaidya et al. en fonction du nombre de sauts
entre le LN et la GW, alors que pour notre solution qui ne fait pas intervenir une commu-
nication multi-saut (CMH) pour les fausses requeˆtes, l’energie sera constante.
2.3.6/ Simulation et Imple´mentation
2.3.6.1/ Simulation
Nous rapellons qu’il y a deux protocoles de Vaidya et al.[101, 11]. Le but de notre imple´mentation
est d’estimer la consommation e´nerge´tique en fonction du nombre de sauts entre le LN et la GW
en s’appuyant sur les comparaisons effectue´es dans les deux tableaux de la pre´ce´dente section.
Nous avons fait une imple´mentation de notre solution et celle de Vaidya et al. [101] avec TinyOS.
Le programme est teste´ sur la plateforme MicaZ, et le simulateur Avrora est utilise´ pour mesurer
la consommation d’e´nergie.
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A la premie`re e´tape de la simulation, nous avons e´value´ la consommation d’e´nergie en fonction
du nombre de sauts entre le LN et la GW en se basant sur le Tableau 2.2 ou` les deux protocoles
sont conside´re´s sans attaques. Pour chaque parame`tre de donne´es comme (UID,A,PW, Ck etc.)
on a utilise´ des donne´es de 16 bits. Pour le hachage, nous avons utilise´ une imple´mentation de
la fonction de hachage universelle PolyR de´crite dans le papier de Ted and al.[65], comme une
interface TinyOS. La Figure 2.3, montre la consommation d’e´nergie de chaque solution.
Figure 2.3 – Consommation e´nerge´tique base´e sur le Tableau 2.2
A la deuxie`me e´tape, nous nous inte´ressons a` l’effet de propagation d’une fausse requeˆte sur
la consommation e´nerge´tique. Ainsi, nous avons utilise´ le Tableau 2.3 pour e´valuer l’e´nergie
consomme´e en fonction du nombre de sauts entre le LN et la GW. La Figure 2.4 montre la consom-
mation d’e´nergie de chacune des solutions. Nous pouvons voir que l’e´nergie reste constante pour
notre solution car la fausse requeˆte ne se propage pas. Elle augmente en fonction du nombre de
sauts duˆ aux transmissions des capteurs assurant la propagation de la fausse requeˆte.
Figure 2.4 – Consommation e´nerge´tique base´e sur le Tableau 2.3.
2.3.6.2/ Imple´mentation
Dans la suite de nos tests, nous imple´mentons les algorithmes d’authentification pour un usage
dans un cas re´el. L’utilisation d’un re´seau de capteurs dans le domaine de la me´decine pourrait
permettre une surveillance permanente des patients, par exemple les personnes aˆge´es, et une possi-
bilite´ de collecter des informations physiologiques de meilleure qualite´, facilitant ainsi le diagnos-
tic. Ainsi, on pourra suivre plus facilement l’e´volution de la pathologie d’une personne, historiser
l’e´tat de sante´ sur le dossier me´dical personnel, transmettre des alertes au me´decin ou de l’ima-
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gerie me´dicale pour un soin plus rapide. Dans ce sas, le de´ploiement d’un RCSF pour un hoˆpital,
consiste a` utiliser des LNs de´ploye´s pour l’acce`s des utilisateurs et une passerelle vers l’internet
qui fait en meˆme temps office de serveur d’authentification. Dans nos tests, il a e´te´ question de faire
le compromis en termes de consommation e´nerge´tique entre les ope´rations de se´curite´ et celles de
transmission des donne´es. Dans des cas d’utilisation comme celui du pacemaker ou` le capteur est
inse´re´ dans le corps du patient, le besoin d’e´conomiser l’e´nergie devient important afin d’e´viter
des ope´rations d’insertion multiples. Notre imple´mentation a e´te´ teste´e sur deux sites diffe´rents de
Senslab. Senslab est une plateforme de re´seaux de capteurs compose´e de 1024 nœuds, re´partis sur
4 sites, a` raison de 256 nœuds par site. L’expe´rience a e´te´ mene´e sur deux sites diffe´rents :
– Un site dote´ d’une plate forme a` deux dimensions avec des capteurs wsn430 : cc1101 [61]
– Un autre dote´ d’une plate forme a` trois dimensions avec des capteurs wsn430 :cc2420 [62]
La documentation technique indique que la consommation en courant e´lectrique des wsn430 avec
le composant radio CC1101 est repartie dans les e´tats suivants :
– En re´ception (RX) : 16,9mA
– En transmission (TX) : entre 17,0mA et 34,2mA selon la puissance d’e´mission
– En e´tat de veille (SLEEP) : 0,2µA
Les caracte´ristiques principales de quelques nœuds capteurs sans fil sont repre´sente´es dans le Ta-
bleau 2.4.
Nœud capteur MicaZ TelosB WSN430
Processeur Atmel AT-Mega 128L TI MSP430 TI MSP430
Vitesse processeur 16 MHz 8 MHz 8 MHz
Taille RAM 4 Ko 10 Ko 10 Ko
Espace programme 128 Ko 48 Ko 48 Ko
Radio TI CC2420 IEEE 802.15.4 TI CC1100
Fre´quence 2400-2483 315/433/868/915
Voltage 2,7 V 1,8-3,6 V 3,7 V
Table 2.4 – Caracte´ristiques de quelques nœuds capteurs sans fil
Les re´sultats re´cupe´re´s a` partir de la plateforme sont : la tension en volt, l’intensite´ en ampe`re,
la puissance en watt. La consommation de l’e´nergie e´lectrique a e´te´ calcule´e selon le mode`le
e´nerge´tique line´aire de´fini par l’e´quation suivante :
E= P1t1 + P2t2+ P3t3 +.......+ Pn−1tn−1 + Pntn (2.3)
- Avec Pi : la puissance moyenne du nœud capteur i a` l’instant ti.
- Energie moyenne Em= E/n ou` n est le nombre de capteurs.
L’e´chantillonnage des mesures s’est fait pe´riodiquement toutes les 5000ms pendant une minute,
avec des capteurs configure´s en mode ≪ alimentation par batterie ≫.
Dans un premier temps, le chemin des paquets est pre´de´fini dans un mode`le de communication
avec une distance de 5 sauts entre la GW et l’utilisateur. 6 capteurs sont ne´cessairement utilise´s :
une passerelle , 3 nœuds relais, un nœud login et un utilisateur. La Figure 2.5 montrent l’e´volution
de l’e´nergie moyenne des 6 nœuds capteurs en fonction du temps. Dans un deuxie`me temps, nous
avons lance´ la meˆme expe´rience sur une plateforme a` trois dimensions. La Figure 2.6 montre
l’e´volution de l’e´nergie moyenne consomme´e par les 6 nœuds en fonction du temps.
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Figure 2.5 – Consommation e´nerge´tique en 2D
Figure 2.6 – Consommation e´nerge´tique en 3D
Comme nous pouvons le constater, les tendances sont les meˆmes que dans la partie simulation.
La solution propose´e est relativement plus e´conome en e´nergie que celle de Vaiya et al.[101]
lorsqu’une requeˆte invalide est envoye´e.
2.3.7/ Conclusion
Dans ce chapitre, nous avons propose´ d’optimiser le protocole de Vaiya et al.[101] afin d’avoir
un protocole beaucoup plus suˆr dans l’environnement des capteurs. La solution propose´e conserve
tous les avantages de celle de Vaidya et al. et ame´liore sa se´curite´ par la protection contre le DdS
et la falsification. Dans certains cas, elle permet une meilleure se´curite´ avec seulement un couˆt
e´nerge´tique additionnel de quatre ope´rations de hachage (TH) et de trois ope´rations OU exclusif
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(TXOR). Et dans d’autres cas, nous avons aussi montre´ dans l’imple´mentation, qu’elle est bien
meilleure en consommation e´nerge´tique car elle permet d’effectuer au moins une ope´ration de
hachage (TH), de deux ope´rations OU exclusif (TXOR) et deux ope´rations (CMH) de moins que
celle de Vaidya et al.. Cette diffe´rence augmente avec le nombre de sauts entre le LN et la GW.
Dans la suite de nos travaux, nous introduisons la probabilite´ de risque a` partir de laquelle le
comportement de chaque solution sera e´tudie´. Ce qui permettra de de´terminer e´nerge´tiquement la
meilleure solution pour une architecture donne´e d’un RCSF.
2.4/ Contribution 2 : Authentification base´e sur une analyse probabi-
liste de risque d’attaques par DdD
Cette contribution est une suite logique de la premie`re. Dans la premie`re partie, apre`s avoir in-
troduit le concept de probabilie´ de risque, nous utilisons le mode`le de l’attaquant pour e´tudier le
comportement des solutions base´es sur l’architecture de de´ploiement (distance entre les LNs et la
GW) face aux risques du milieu. Ce qui permettra de de´terminer pour une architecture physique
de RCSF dans un environnement a` degre´ de risque ou de vulne´rabilite´ donne´, laquelle des solu-
tions est e´nerge´tiquement meilleure. Dans la deuxie`me partie, nous proce´dons a` une ve´rification
automatique de quelques proprie´te´s de base de se´curite´ relatives a` des services de se´curite´ a` l’aide
de l’outils de validation AVISPA.
2.4.1/ Probabilite´ de risque
Nous assimilons ici la probabilite´ de risque a` la probabilite´ qu’un e´ve´nement a` caracte`re mal-
veillant survienne. Dans le cas d’une attaque par DdS montre´e dans le protocole de Vaidya et al., la
probabilite´ de risque est la probabilite´ qu’une fausse requeˆte arrive. Notons que cet e´ve´nement peut
provenir d’un utilisateur le´gitime par manque d’attention ou d’un attaquant. Sche´matiquement, la
probabilite´ de risque peut eˆtre repre´sente´e par la pre´sence de l’attaquant. Plus il y a d’intrus, plus le
risque est e´leve´. Si on sait qu’un intrus plus actif peut lancer plus de requeˆtes, que plusieurs intrus
peu ou moyen actifs, on peut dans ce cas quantifier la probabilite´ de risque par le rapport entre le
nombre de fausses requeˆtes envoye´es sur le nombre total de requeˆtes (fausses et le´gitimes).
Apre`s avoir introduit cette notion de probabilite´ de risque, relative a` la probabilite´ d’une fausse
requeˆte, nous allons dans la suite de´terminer analytiquement la consommation e´nerge´tique de
chaque solution base´e sur cette probabilite´. Les variables utilise´es dans notre analyse sont
consigne´es dans la Tableau 2.5.
Signification des variables Variables
Energie consomme´e sans faux mot de passe (Figure 2.3) Ev
Energie consomme´e avec faux mot de passe (Figure 2.4) Ew
Energie consomme´e avec une probabilite´ Pi Ei
Probabilite´ de faux mot de passe Pi
Table 2.5 – Variables utilise´es dans l’analyse
Selon une probabilite´ de distribution uniforme Pi d’une fausse requeˆte, Ei de´signe l’e´nergie
consomme´e dans la formule suivante :
Ei = Pi ∗ Ew + (1 − Pi) ∗ Ev (2.4)
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A partir de cette formule et du nombre de sauts entre le LN et la GW, nous pouvons de´terminer la
probabilite´ a` partir de laquelle chaque solution permet une meilleure consommation e´nerge´tique.
Les re´sultats sont pre´sente´s sur la Figure 2.7 pour un saut, Figure 2.8 pour deux sauts et Figure 2.9
pour quatre sauts. On peut voir que notre solution pre´sente des avantages significatifs. Compare´e
a` la solution de Vaidya et al., plus la distance entre le LN et la GW augmente, plus la solution pro-
pose´e est efficace dans des milieux meˆme de moins en moins vulne´rables. Les meilleurs re´sultats
sont atteints a` partir d’une probabilite´ Pi≥0,3 pour un saut, Pi≥0,13 pour deux sauts Pi≥0,09 pour
quatre sauts.
Figure 2.7 – Energie a` 1 saut entre le LN et la GW
Figure 2.8 – Energie a` 2 sauts entre le LN et la GW
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Figure 2.9 – Energie a` 4 sauts entre le LN et la GW
2.4.2/ Validation par analyse et Ve´rification des proprie´te´s de se´curite´
Dans cette section, nous utilisons le standard AVISPA (Automated Validation of Internet Security
Protocols and Applications), un outil de validation automatique des protocoles de se´curite´ d’Inter-
net et d’applications afin de valider notre solution [7, 105]. AVISPA permet l’analyse automatique
et la ve´rification de protocoles de se´curite´. La capacite´ de l’outil AVISPA a` traiter des protocoles a
e´te´ de´montre´e a` travers une librairie de protocoles originaires de IETF (Internet Engeeniring Task
Force) spe´cifie´s en HLPSL (High Level Protocol Specification) [28], puis chacun des protocoles a
fait l’objet d’une ve´rification avec l’outil AVISPA. Notre solution a e´te´ valide´e via une ve´rification
de quelques proprie´te´s de se´curite´ relatives a` l’authentification et a` la confidentialite´.
2.4.2.1/ Architecture de AVISPA
Comme on peut le voir sur la Figure 2.10 , on peut distinguer cinq parties dans l’architecture
d’AVISPA.
HLPSL (High Level Protocol Specification Language) : Langage de haut niveau cre´e´ au cours
du projet AVISPA pour spe´cifier, de´crire les protocoles a` analyser.
Translator HLPSL2IF (traducteur) : permet de traduire la spe´cification HLPSL en une
spe´cification IF a` partir de laquelle AVISPA effectue la ve´rification
IF (Intermediate Format) : le format interme´diaire exprime´ dans un langage de spe´cification
proche des langages d’entre´e des outils de ve´rification
Les back-end (TA4SP, CL-AtSe, OFMC, SATMC) : des outils qui permettent d’analyser et de
ve´rifier le format interme´diaire.
OF (Output Format) : format de sortie qui contient les re´sultats.
Les back-end, a` savoir les outils CL-AtSe [89, 91], OFMC[14] et SATMC [8] de´tectent des at-
taques pour un nombre fini de sessions, l’outils TA4SP (Tree Automata based on Automatic Ap-
proximations for the Analysis of Security Protocols) [105] quant a` lui se distingue par le fait qu’une
proprie´te´ de secret ve´rifie´e l’est pour un nombre non-borne´ de sessions.
– OFMC : effectue une ve´rification borne´e en explorant le syste`me de transitions de´crit par une
spe´cification IF. Il supporte la spe´cification des ope´rateurs a` proprie´te´s alge´briques tels que le
OU exclusif ou encore l’exponentielle.
– CL-AtSe : c’est un outil base´ sur des techniques de re´solution de contraintes et imple´mentant une
proce´dure de de´cision pour traiter le proble`me d’inse´curite´ pour un nombre borne´ de sessions en
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Figure 2.10 – Architecture de AVISPA
implantant un algorithme d’unification spe´cifique et en conside´rant les ope´rateurs a` proprie´te´s
alge´briques comme le OU exclusif.
– SATMC : il permet de construire une formule propositionnelle codant un de´ploiement borne´
du syste`me de transition IF, l’e´tat initial et l’ensemble des e´tats repre´sentant la violation des
proprie´te´s de suˆrete´ spe´cifie´es en IF.
– TA4SP : son but est de permettre la ve´rification de protocoles avec un nombre non-borne´ de
sessions. C’est une approche pour la validation de protocoles comple´mentaires aux autres ap-
proches, plutoˆt destine´es a` la de´tection d’attaque(s).
2.4.2.2/ Les proprie´te´s de se´curite´
On distingue les proprie´te´s de base que sont le secret et l’authentification, et les proprie´te´s secon-
daires a` savoir l’anonyma, la non-re´pudiation, la fraıˆcheur etc..
– Secret : le secret d’une donne´e est sa confidentialite´. Pour une session, on dit qu’une donne´e
s est secre`te si la session qui contient la donne´e s est indistinguable de toute session contenant
une donne´e s’ en lieu et place de s [33]. Une donne´e peut eˆtre secre`te pendant tout le temps ou
seulement pendant une session donne´e. La premie`re notion est plus facile a` mode´liser puisqu’il
suffit d’exprimer que l’intrus ne peut jamais de´duire le secret. La seconde proprie´te´ demande
un mode`le plus pre´cis qui permet d’exprimer les de´buts et les fins de sessions. En HLPSL, la
de´finition de la proprie´te´ de secret est relative a` un e´ve´nement :
secret(X,id,{A1, . . . ,An })
Indique que la donne´e X est secre`te et partage´e entre les agents A1,..., An.
– L’authentification : l’authentification est le fait de s’assurer que l’entite´ communicante est
celle qu’elle pre´tend eˆtre. Pour la plupart des outils de ve´rification, la ve´rification de la proprie´te´
d’authentification est lie´e a` celle du secret. Ainsi, au lieu de prouver qu’un protocole de se´curite´
satisfait la proprie´te´ d’authentification pour laquelle il a e´te´ conc¸u, on ve´rifie souvent une pro-
prie´te´ de secret dont on pense qu’elle est e´quivalente [33]. En HLPSL, on distingue deux degre´s
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d’authentification : l’authentification faible que nous comparons ici a` une authentification uni-
late´rale et l’authentification forte que nous comparons a` une authentification mutuelle. La pro-
prie´te´ d’authentification faible permet d’exprimer le fait qu’une entite´ X doit pouvoir identifier
une entite´ Y avec un crite`re donne´. La proprie´te´ d’authentification forte permet d’exprimer le
fait qu’une entite´ X doit pouvoir identifier une entite´ Y avec un crite`re donne´ et inversement.
Dans HLPSL, la de´finition de la proprie´te´s d’authentification est relatifve aux e´ve´nements :
witness(Y,X,id,Z)
L’agent Y de´clare qu’il veut communiquer avec X et que la valeur Z permettra d’authentifier
l’agent X.
request(X,Y,id,Z,SID)
L’agent X accepte la valeur Z et souhaite que
1. l’agent Y existe re´ellement
2. Et que Z a e´te´ de´termine´ par Y pour l’authentification de X.
La donne´e id permet d’identifier chacune des proprie´te´s. La donne´e SID repre´sente un identifiant
de session. Cet identifiant est important car il permet e´galement de de´tecter des attaques de rejeu.
Soit Evs l’ensemble des des e´venements de´clenche´s lors de la construction du syste`me.
Authentification forte : la proprie´te´ d’authentification forte ayant pour identifiant id est ve´rifie´e
si :
1. Pour tout witness(x, y, id, m) ∈ a` Evs, il existe request(y, x, id, m, SID) ∈ a` Evs
2. Et pour tout request(y, x, id, m, SID), request(y, x, id, m, SID’) ∈ a` Evs, SID=SID’.
En ce qui concerne la notion d’authentification forte, nous avons donc deux points a` ve´rifier.
D’abord, qu’il y ait bien une notion d’authentification exprime´e par le point 1), mais aussi, qu’il
n’y ait pas d’attaque de rejeu exprime´e par le point 2).
Authentification faible : la proprie´te´ d’authentification faible consiste en la ve´rification du
point 1) ci-dessus.
2.4.2.3/ Validation de la solution propose´e
Afin de valider notre solution avec AVISPA, nous avons proce´de´ a` la ve´rification de la proprie´te´ de
secret du mot de passe stocke´ et de l’authentification forte des LNs par la GW. Nous avons choisi
le back-end Cl-atse, qui est un outils permettant d’analyser et de ve´rifier le format interme´diaire.
Ce choix se traduit par le fait qu’il supporte les ope´rateurs et fonctions utilise´s dans la description
de notre protocole.
– Secret du mot de passe stocke´ : notre premie`re simulation doit garantir que le mot de passe
stocke´ doit rester confidentiel entre l’utilisateur, les LNs et la GW. Cette partie implique dans
deux sessions diffe´rentes l’utilisateur, la GW, le LN et l’intrus . La premie`re session que nous
appellerons ici session normale est compose´e de l’utilisateur le´gitime, d’un LN et de la GW.
La deuxie`me session implique l’intrus qui va jouer le roˆle d’un l’utilisateur en vue d’attaquer le
protocole . Puisque la GW est cense´e eˆtre une entite´ suˆre, donc l’intrus ne peut pas se faire passer
pour la GW aupre`s de l’utilisateur et/ou du LN. Ainsi, dans cette deuxie`me session, l’intrus va
se faire passer pour un utilisateur aupre`s des LNs et de la GW.
1. Session normale : Utilisateur (u) - LN (l) - GW (g)
2. Session intrus : Intrus (i) - LN (l) - GW (g)
La Figure 2.11 repre´sente le re´sultat obtenu avec AVISPA. On voit dans le re´sultat que le proto-
cole est SAFE, c’est a` dire suˆr, pas d’attaques retourne´es.
– Secret et authentification forte : cette deuxie`me partie de la simulation doit garantir que le mot
de passe stocke´ est confidentiel et a` la fois une authentification forte entre les LNs et la GW.
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Figure 2.11 – Re´sultat sur la proprie´te´ de secret du mot de passe
Cette authentification permet aux LNs de s’assurer qu’ils communiquent bien avec la GW car
cette dernie`re assure l’authentification finale des utilisateurs. Ainsi, on distingue trois sessions
diffe´rentes qui impliquent l’utilisateur, la GW, le LN et l’intrus. On a une session normale, une
deuxie`me session dans laquelle l’intrus va jouer le roˆle de l’utilisateur, et la troisie`me session
dans laquelle l’intrus va jouer le roˆle du LN. Puisque la GW est cense´e eˆtre une entite´ suˆre, donc
l’intrus ne peut jouer son roˆle aupre`s de l’utilisateur et/ou du LN.
1. Session normale : Utilisateur (u) - LN (l) - GW (g)
2. Session 1 intrus : Intrus (i) - LN (l) - GW (g)
3. Session 2 intrus : Utilisateur (u) - Intrus (i) - GW (g)
La Figure 2.11 montre le re´sultat obtenu avec AVISPA.
– Discussion et analyse des re´sultats :
Dans cette deuxie`me partie, l’intrus a plus de privile`ges. Il peut se faire passer a` la fois pour un
utilisateur aupre`s des LNs et pour un LN aupre`s des utilisateurs. On peut assimiler l’intrus au
re´seau car tous les messages passent par lui. On peut voir dans le re´sultat que le protocole est
de´clare´ UNSAFE, et une attaque est retourne´e. Cela ne veut toujours pas dire que quand il y a
une attaque, la se´curite´ est compromise. Si on analyse les traces de l’attaque, on peut constater
que l’intrus s’est fait passer pour un LN aupre`s de l’utilisateur, ce qui se de´crit a` travers les
e´venements suivants :
– i→ (u, 11) : start
L’intrus i initialise une session avec l’identifiant (11) en envoyant un signal ≪ start ≫ (compose´
de l’identite´ de l’utilisateur u, et de la session (11) a` l’utilisateur pour que ce dernier lui envoie
en retour un message crypte´ avec ki (cle´ fabrique´e par l’intrus et envoye´e a` l’utilisateur).
– (u, 11)→ {u.n25(PW)} ki & Secret(u.n25(PW), set 127), Add u to set 127, Add g to set 127 ;
Dans la meˆme session (11), l’e´venement (u, 11)→ {u.n25(PW)} ki indique que l’utilisateur (u)
envoie en retour a` l’intrus, son identite´ concate´ne´e avec le mot de passe (d’identite´ n25) crypte´s
avec la cle´ ki. Le frangment & Secret(u.n25(PW), set 127) indique que le PW identifie´ par
n25 est secret et est stocke´ dans la variable set 127 ge´ne´re´e automatiquement. Enfin les deux
e´ve´nements Add u to set 127et Add g to set 127 indiquent que seules les entite´es u (utilisateur)
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Figure 2.12 – Re´sultat sur la proprie´te´ de secret et d’authentification forte
et g (gateway) sont autorise´es a` connaıˆtre la variable. On peut conclure donc que l’attaque est
mene´e mais l’intrus i, ne connaıˆt pas le secret apre`s cette tentative.
2.4.3/ Conclusion
Dans cette deuxie`me partie, nous avons proce´de´ a` une analyse base´e sur l’architecture et les
vune´rabilite´s du re´seau. Par ailleurs, nous avons effectue´ une ve´rification automatique des pro-
prie´te´s de secret et d’authentification par AVISPA ; ce qui a permis de de´terminer la meilleure so-
lution en termes d’e´nergie base´e sur l’architecture et les risques du milieu de de´ploiement. Apre`s
une analyse que nous jugeons pertinente de la se´curite´ de la solution propose´e dans la premie`re
contribution, la ve´rification automatique des proprie´te´s de se´curite´ permet en plus, de nous rassurer
sur sa se´curite´. Nous pensons dans le futur pouvoir faire une analyse plus pertinente des solutions
avec des automates afin de faire intervenir d’autres parame`tres indicatifs aussi importants que la
consommation e´nerge´tique, comme par exemple le temps, le stockage me´moire etc. toujours en
rapport avec les ressources limite´es des capteurs.
3Acce´le´ration de la multiplication
scalaire sur les courbes elliptiques pour
les re´seaux de capteurs sans fil
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Dans les Re´seaux de Capteurs Sans fil (RCSFs), produire un me´canisme de se´curite´ robuste avec
une faible consommation de ressources est un vrai de´fi a` cause des ressources limite´es des capteurs
en termes de capacite´s de calcul, de transmission, de stockage me´moire et d’e´nergie. Lorsque
le nombre de nœuds est tre`s e´leve´, la cryptographie asyme´trique est naturellement la meilleure
me´thode a` cause de sa scalabilite´. Meˆme si la cryptographie asyme´trique n’est pas conseille´e
a` cause de sa forte demande de ressources, son utilisation avec les courbes elliptiques est plus
flexible et donc favorable dans l’environnement des capteurs. Pour un meˆme niveau de se´curite´,
les courbes elliptiques utilisent des cle´s plus courtes compare´es aux autres syste`mes asyme´triques
comme RSA [88].
La multiplication scalaire note´e kP ou` k est un scalaire (cle´ prive´e) et P un point de courbe,
est l’ope´ration dominante au sein des courbes elliptiques. On la trouve dans les me´canismes
de ge´ne´ration de cle´s, de chiffrement/de´chiffrement et de signature/ve´rification. C’est aussi
l’ope´ration qui consomme le plus de temps et d’e´nergie. La multiplication scalaire est de´finie
comme suit :
E(Fp) × Z→ E(Fp), (P, k) 7→ Q = (P + P + P + ...... + P)︸                       ︷︷                       ︸
k f ois
. (3.1)
Ou` Fp est un corps premier de caracte´ristique p (un nombre premier > 3).
E(Fp) une courbe elliptique sur le corps premier Fp, et le scalaire k ∈ Z .
Elle doit eˆtre une ope´ration irre´versible, e´tant donne´s k un scalaire et P un point de la courbe
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elliptique. Il doit eˆtre facile de faire la multiplication scalaire [k]P = Q, ou` Q est aussi un point
sur la courbe. Par contre connaissant P et Q, il est difficile de retrouver le scalaire k, qui, multiplie´
par le point P donne le point Q. Ainsi, toute la se´curite´ des courbes elliptiques repose sur cette
difficulte´ de retrouver l’entier k a` partir des points P et Q : on l’appelle le proble`me du logarithme
discret elliptique (Elliptic Curve Discrete Logarithm Problem, ECDLP).
La hie´rarchie mathe´matique de la multiplication scalaire dans les courbes e´lliptiques implique trois
niveaux arithme´tiques[55] : sur le corps fini, sur un point de courbe ou sur le scalaire k. Le premier
niveau est relatif a` l’arithme´tique modulaire sur le corps fini, ou` celle-ci comprend un ensemble
d’entiers sur lequel les ope´rations arithme´tiques (additions/soustractions, multiplications et inver-
sions) sont calcule´es modulo un nombre p (premier pour les corps finis premiers). Le deuxie`me
concerne les ope´rations sur les points comme l’addition de points, le doublement, le triplement,
le quadruple, le quintuple etc. d’un point. Et le troisie`me niveau repose sur des de´veloppements
binaires pour une repre´sentation optimale du scalaire k .
La repre´sentation binaire du scalaire e´tant au minimum de l’ordre de 160 bits pour un niveau de
se´curite´ acceptable, il faut des algorithmes optimise´s pour une exe´cution efficace de la multiplica-
tion scalaire. Des solutions existent pour acce´le´rer la multiplication scalaire afin de permettre une
optimisation des ressources par la re´duction du temps de calcul et de la consommation e´nerge´tique.
Plusieurs recherches se sont de´veloppe´es au niveau de l’arithme´tique sur le point (par l’optimisa-
tion des formules) a` travers les ope´rations d’addition et de doublement. D’autres reposent sur
une repre´sentation optimale souvent en binaire du scalaire afin de re´duire le nombre d’ope´rations
de points (addition, doublement etc..) comme dans les algorithmes traditionnels Double-and-Add
(DA), Non Adjacent Form (NAF), wNAF etc.. Un choix pertinent du syste`me de coordonne´es, les
caracte´ristiques de la courbe (courbes aux proprie´te´s intrinse`ques inte´ressantes) ou des parame`tres
(a, b et p) peuvent aussi impacter sur la rapidite´ des calculs. Dans les syste`mes distribue´s comme
les RCSFs, des solutions privile´gient le partage des taˆches a` travers le calcul paralle`le de la multi-
plication scalaire (voir chapitre suivant).
Dans ce chapitre, apre`s avoir e´nonce´ brie`vement quelques solutions existantes pour acce´le´rer la
multiplication scalaire, nous pre´sentons un me´canisme d’acce´le´ration de la multiplication scalaire
sur les courbes elliptiques de´finies dans des corps finis. Notre me´canisme est base´ sur l’oppose´ et
l’ordre d’un point, il re´duit le nombre d’ope´rations de points et peut eˆtre combine´ avec toutes les
techniques existantes.
3.1/ Arithme´tique des courbes elliptiques pour l’acce´le´ration de la
multiplication scalaire
Au niveau des corps finis (surtout premiers) des solutions existent pour acce´le´rer les calculs a`
travers des modes de repe´sentation des nombres, des fac¸ons de calculer efficacement les ope´rations
arithme´tiques (addition, soustraction, multiplication, inversion) modulo un nombre premier [81,
30, 13, 92]. Dans cette section, nous allons e´noncer les directions qui exploitent les formules des
ope´rations de points et le de´veloppement binaire du scalaire.
3.1.1/ Ope´rations sur les points
Le principe des me´thodes d’acce´le´ration de la multiplication scalaire au niveau de l’arithme´tique
sur les points est de rendre plus efficace l’exe´cution globale des ope´rations de doublement et d’ad-
dition de points a` travers leur formule. Cela se traduit par des substitutions alge´briques, des opti-
misations au niveau des ope´rations arithme´tiques e´le´mentaires telles que l’addition (diffe´rente de
l’addition de points), la soustraction, la multiplication et l’inversion sur les e´le´ments du corps fini.
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Dans la suite, nous adopterons les notations suivantes : l’addition de points est note´e par Ap, le
doublement de point par Dp, le triplement de point par Tp, l’addition unifie´e de points par Au, la
mutiplication par M, le carre´ par S l’inversion par I, la multiplication par une constante par C , le
syste`me de coordonne´es affines parA, projectives parP et jacobiennes parJ . Ainsi, les ope´rations
couˆteuses sont remplace´es ou substitue´es, comme par exemple la substitution de la multiplication
par le carre´ juge´ moins couˆteux. Il a e´te´ ge´ne´ralement accepte´ dans plusieurs imple´mentations,
qu’un carre´ est l’e´quivalent de 0,6 a` 0,8multiplication[24, 51, 49] . Cette technique de substitution
d’une ope´ration par une autre a e´te´ utilise´e par le de´veloppement de certaines ope´rations comme
la multiplication a` travers d’autres ope´rations moins couˆteuses [76]. Par exemple soit a, b des
e´le´ments d’un corps fini.
ab =
1
2
[(a + b)2 − a2 − b2] (3.2)
On peut voir ici que la multiplication peut eˆtre remplace´e par trois carre´s, trois addi-
tions/soustractions et une division. Par conse´quent, le remplacement direct n’est pas efficace si
1S =( 0,6 ou 0,8 )M. Mais la redondance dans les formules sur les ope´rations de points dans
les courbes elliptiques sur les corps premiers permet de calculer un carre´ au lieu de trois. Le
couˆt des ope´rations d’addition, de soustraction, et de division par une constante dans les corps
premiers larges comme ceux des courbes elliptiques pour la cryptographie sont ne´gligeables
devant la multiplication et le carre´. Une addition est e´gale a` 0,05 multiplication[19, 18]. Par
ailleurs, la repre´sentation d’un point de la courbe avec deux coordonne´es x et y (syste`me de coor-
donne´es affines) implique des ope´rations d’inversion ( plus couˆteuses) dans l’addition et le dou-
blement de points. Pour e´viter cette inversion qui est supe´rieure a` 30 multiplications [24, 55], une
repre´sentation en coordonne´es projectives (jacobiennes) de classe e´quivalente inse`re un multiple
de deux dans la formule et e´limine les de´nominateurs dans l’e´quation de Weierstrass. On remarque
dans l’e´quation 3.2 que le de´veloppement ge´ne`re une division par une constante. Pour l’e´viter, la
formule peut eˆtre utilise´e de sa fac¸on suivante [76] :
2ab = (a + b)2 − a2 − b2 (3.3)
L’usage d’un syste`me de coordonne´es le plus approprie´ suivant l’ope´ration a` effectuer peut jouer
sur l’efficacite´. Toutefois, on doit faire le compromis entre l’efficacite´ vis-a`-vis de l’ope´ration
concerne´e et le couˆt du passage d’un syste`me de coordonne´es au suivant. Des courbes aux pro-
prie´te´s intrinse`ques inte´ressantes comme les courbes d’Edwards dans le syste`me de coordonne´es
affines sont particulie`rement efficaces sur les ope´rations de doublement, de triplement de point
[42].
En fixant certains parame`tres de la courbe, comme par exemple a=-3 [2], cela peut ame´liorer le
couˆt des calculs surtout dans le cas d’un doublement, d’un triplement etc, mais cela impose une
restriction sur le choix du parame`tre a.
3.1.2/ Ope´rations sur le scalaire
Le principe des techniques d’acce´le´ration de la multiplication scalaire est de re´duire au minimum
possible le nombre d’ope´rations de points (ge´ne´ralement l’addition et le doublement), de jouer sur
l’ordre de ces ope´rations pour une exe´cution efficace, d’utiliser des ope´rations plus complexes,
ou encore d’unifier ces ope´rations comme doublement-addition, triplement-addition etc. via des
formules.
L’algorithme Double-and-Add, est la premie`re technique traditionnelle base´e sur l’expansion bi-
naire du scalaire k. Le scalaire est repre´sente´ en binaire, il est ensuite scanne´ bit par bit, et suivant la
valeur du bit scanne´, une ope´ration e´le´mentaire simple d’addition ou de doublement de points est
effectue´e. Les algorithmes Non-Adjacent Form (NAF), windows NAF et slinding windows, sont
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aussi des techniques plus efficaces que Double-and-Add base´es sur le meˆme principe [50, 87].
D’autres algorithmes comme Double-base chains base´s sur une repre´sentation binaire sont encore
plus performants que les pre´ce´dents [37, 31, 80]. Ainsi, des algorithmes base´s sur ceux pre´cite´s
permettent de les optimiser [98, 100, 20].
Des solutions de´veloppent des ope´rations plus complexes comme le triplement d’un point, le
quadruple d’un point mais aussi l’unification des ope´rations a` travers des formules plus com-
plexes. Dans le syste`me de coordonne´es affines, l’addition e´tant moins couˆteuse que le double-
ment, des techniques base´es sur l’ordre des ope´rations de´veloppent des expressions compose´es
comme doublement-addition, triplement-addition dans lesquelles le doublement est remplace´ par
l’addition[44].
Par exemple, pour calculer 2P+Q (un doublement suivi d’une addition), on calcule (P+Q)+P (deux
additions). Cette technique est utilise´e dans certaines me´thodes par l’e´change entre les inversions
et les multiplications moins couˆteuses, et par une extension a` travers des formules quadruple,
quadruple-addition etc.[31]. L’inconve´nient de ces ope´rations compose´es est qu’elles incluent des
inversions dans leur formule.
Dans des cas spe´cifiques, la repre´sentation (appele´e coordonne´es mixtes) dans une addition de
points (addition mixte Am), d’un des points en cordonne´es affines, et l’autre en coordonne´es jaco-
biennes donne des formules plus efficaces [32].
Meˆme si l’addition est ge´ne´ralement plus couˆteuse que le doublement dans le syste`me de coor-
donne´es jacobiennes, on constate que le couˆt peut eˆtre re´duit via une addition spe´ciale que nous
notons ici par Az(en coordonne´es jacobiennes), c’est a` dire avec la meˆme coordonne´e z identique
pour les deux points [79]. Cette formule s’applique dans le contexte ou` le calcul de la multplication
scalaire de´marre par une addition. Ainsi, dans 2P+Q, cette technique est utilise´e en remplac¸ant
dans (P+Q)+P, (P+Q) par une addition spe´ciale avec la coordonne´e z identique et la deuxie`me
addition par une addition traditionnelle (Ap)[76]. Cela ne´cessite la meˆme coordonne´e z entre le
re´sultat de la premie`re addition et le point P. La me´thode est efficace pour des courbes dont le
coefficient a est fixe´ a` -3 comme c’est recommande´ par les standards de cle´s publiques [2]. On
peut encore re´duire le couˆt du doublement-addition en unifiant dans une seule formule les deux
additions ( l’addition mixte et l’addition spe´ciale)[76].
Dans le Tableau 3.1, nous comparons quelques re´sultats connus, par le couˆt de leurs ope´rations en
prenant comme parame`tres, le syste`me de coordonne´es, le type et les parame`tres des courbes afin
de constater leur impact sur quelques ope´rations de points.
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Ope´rations Coordonne´es Courbes Couˆt Couˆt (a=-3)
Ap traditionnelle A Weierstrass I+2M+S -
Ap traditionnelle J Weierstrass 12M+4S -
Ap traditionnelle P Weierstrass 12M+2S -
Ap mixte J +A Weierstrass 8M + 3S -
Ap P Edwards 10M+S+C -
Ap P Hessian 12M -
Ap P Huff 12M -
Dp traditionnel A Weierstrass I+2M+2S -
Dp traditionnel J Weierstrass 4M + 6S 4M + 4S
Dp traditionnel P Weierstrass 7M + 6S -
Dp traditionnel P Edwards 3M+4S -
Dp traditionnel P Hessian 12M -
Dp traditionnel P Huff 6M+5S -
Tp traditionnel [37] J Weierstrass 10M + 6S 10M + 4S
Tp traditionnel [76] J Weierstrass 9M + 6S 9M + 5S
Az [76] J Weierstrass 5M+2S -
Au P Weierstrass 11M+5S+C -
Au P Edwards 10M+S+C -
Au P Hessian 12M -
Au P Huff 11M -
Table 3.1 – Couˆt de quelques ope´rations sur les points
3.2/ Contribution 3 : Acce´le´ration de la multiplication scalaire a` in-
tervalle se´lectif
Dans cette section, nous pre´sentons un nouveau me´canisme appele´ Re´duction Scalaire (RS) per-
mettant d’acce´le´rer la multiplication scalaire au niveau de l’arithme´tique sur le scalaire. Notre
me´canisme est base´ sur l’oppose´ et l’ordre d’un point afin de re´aliser une re´duction de la taille
en binaire du scalaire dans des intervalles bien de´termine´s. Soit Fp un corps fini premier de ca-
racte´ristique supe´rieur a` 3 (Fp avec p , 2 ou 3). Si E(Fp) est une courbe elliptique sur un corps
fini premier et #E(Fp) repre´sente le nombre de points de la courbe E(Fp), #E(Fp) est aussi appele´
ordre du groupe de points. Le comptage du nombre de points d’une courbe elliptique est une e´tape
indispensable dans la recherche de courbes cryptographiquement suˆres. En 1922, Hasse de´montra
un the´ore`me sur l’ordre du groupe de points d’une courbe elliptique sur un corps fini premier [55] :
| #E(Fp) − p − 1 ≤ 2
√
p | (3.4)
Si G est un groupe cyclique de E(Fp) d’ordre n ge´ne´re´ par un point de base P (appele´ point
ge´ne´rateur), les points de G sont des multiples de P : G=〈P〉={∞, P, 2P, ....., (n-2)P, (n-1)P}⊆
E(Fp) avec [n]P=∞. L’ordre du point P (note´ par #P) est n.
3.2.1/ Description de la me´thode de re´duction du scalaire (RS)
Notre ide´e est de re´duire la taille du scalaire dans la multiplication scalaire. Ainsi, pour une multi-
plication scalaire [k]P, nous allons trouver une repre´sentation e´quivalente d’un point [d]P (k et d
deux scalaires et k > d) dans l’intervalle [⌊ n
2
⌋+1, n-1], ou` ⌊ n
2
⌋ repre´sente la fonction partie entie`re
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sur n
2
. Nous rappelons que le calcul de l’oppose´ d’un point P a` savoir le point -P est quasiment
gratuit. Nous l’utilisons pour acce´le´rer les calculs. Etant donne´ un point P=(xp, yp) en syste`me de
coordonne´es affines, pour calculer la ne´gation du point [k]P=(xkp, ykp), on calcule [k]P=(xkp, ykp)
et on change le signe de la coordonne´e y (ykp). Notons que pour tout point P de la courbe elliptique,
le point -P est aussi sur la courbe. A partir de l’ordre du point P, nous pouvons remplacer [k]P par
une repre´sentation e´quivalente d’un point [d]P en utilisant l’oppose´ du point [d]P. D’une manie`re
ge´ne´rale, pour un scalaire k (entier) secret, nous obtenons a` partir de [k]P, des repre´sentations de
points [d]P a` travers les e´quations suivantes :

a. If k > n , kP = dP ou` d = (k − ⌊ |k|
n
⌋.n)
b. If k ∈ ]⌊ n
2
⌋, n-1], kP = dP ou` d = (k − n)
c. If k ∈ ]0, ⌊ n
2
⌋], kP = dP ou` d = k
d. If k=n or 0 or -n, kP = ∞
e. If k ∈ [-(n-1), -⌊ n
2
⌋[, kP = dP ou` d = (n + k)
f . If k ∈ [-⌊ n
2
⌋, 0[, kP = dP ou` d = k
g. If k <- n, kP=dP ou` d= (k+n.⌊ |k|
n
⌋)
(3.5)
Pour le cas spe´cifique des courbes elliptiques pour la cryptographie, k ∈ ]0, (n-1)], nous obtenons
la repre´sentation e´quivalente [d]P du point [k]P a` travers les e´quations (3.5.b) et (3.5.c) comme
suit : 
b. If k ∈ ]⌊n
2
⌋, n-1], kP = dP ou` d = (k − n)
c. If k ∈ ]0, ⌊ n
2
⌋], kP = dP ou` d = k (3.6)
Afin de mieux de´crire notre me´thode, nous utilisons l’exemple ci-dessous :
Exemple :
Soit le nombre premier p = 23, que nous avons choisi tre`s petit, mais dans la re´alite´ p est largement
supe´rieur a` 23. Si nous conside´rons une courbe elliptique E sur F23 de´finie par E(F23) : y
2=
x3+x+1, alors # E(F23)= 28, E(F23) est un groupe cyclique. Soit P(0,1) le point ge´ne´rateur. Les
points de E(F23) sont les suivants :
P=(0, 1) 2P=(6, -4) 3P=(3, -10) 4P=(-10, -7)
5P=(-5, 3) 6P=(7, 11) 7P=(11, -3) 8P=(5, -4)
9P=(-4, -5) 10P=(12, 4) 11P=(1, -7) 12P=(-6, 3)
13P=(9, -7) 14P=(4, 0) 15P=(9, 7) 16P=(-6, 3)
17P=(1, 7) 18P=(12, -4) 19P=(-4, 5) 20P=(5, 4)
21P=(11, -3) 22P=(7, -11) 23P=(-5, -3) 24P=(-10, -7)
25P=(3, 10) 26P=(6, 4) 27P=(0, -1) 28P=∞
Partant de cet exemple et de la notion de groupe cyclique, nous faisons une repre´sention circulaire
des points comme on peut le voir respectivement sur les Figures 3.1 et 3.2 pour le cas ge´ne´ral
et celui spe´cial des courbes elliptiques pour la cryptographie. Pour le cas ge´ne´ral, on peut voir sur
la Figure 3.1 que les points [-34]P, [-6]P, [22]P, [50]P ont les meˆmes coordonne´es. Pour calculer
[-6]P (l’oppose´ de [6]P), nous calculons le point [6]P puis nous apposons le signe moins sur la
coordonne´e y. De ce fait calculer [-6]P est e´quivalent a` calculer [6]P et est gratuit. Ainsi, on peut
calculer quelques multiplications scalaires de la fac¸on suivante :
Pour calculer [50]P, nous calculons [-6]P en appliquant la formule 3.5-a.
Pour calculer [22]P, nous calculons [-6]P en appliquant la formule 3.5-b.
Pour calculer [-34]P, nous calculons [-6]P en appliquant la formule 3.5-g. Pour le cas
spe´cifique des courbes elliptiques pour la cryptographie, on peut voir sur la Figure 3.2 que le
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Figure 3.1 – Cas ge´ne´ral
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Figure 3.2 – Cas particulier des courbes elliptiques pour la cryptographie
calcul les points [15P,16P,.........26P, 27P] peut eˆtre respectivement remplace´ par celui de [-13P,
-12P,.........,-2P, -P]. Et dans ce cas, le calcul du point 27P peut eˆtre remplace´ par celui du point -P
qui est quasiment gratuit.
3.2.2/ Etude analytique
Dans cette partie, nous allons analyser les performances de notre solution via des formules
mathe´matiques. Puisque les capteurs sont tre`s limite´s en termes de ressources, calculer [k]P
a` travers [d]P en utilisant la formule 3.6-b dans l’intervalle [⌊ n
2
⌋+1, n-1 ] peut contribuer a`
l’acce´le´ration des calculs. Cependant, pour les RCSFs, le choix du scalaire k se fera uniquement
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dans cet intervalle. Si nous scannons tous les scalaires, on peut voir intervalle par intervalle la
somme de tous les [k]P dans l’e´quation 3.7
n−1∑
k=1
kP =
⌊ n
2
⌋−1∑
k=1
kP + ⌊n
2
⌋P +
n−1∑
k=⌊ n
2
⌋+1
kP (3.7)
Si on reste dans l’intervalle [⌊ n
2
⌋+1, n-1 ] en se basant sur la Figure 3.2 on a :
[15]P = [13]P + 2([1]P);
[16]P = [12]P + 2([2]P);
[17]P = [11]P + 2([3]P);
........ = .........................;
........ = .........................;
[26]P = [2]P + 2([12]P);
[27]P = [1]P + 2([13]P).
Ainsi :
n−1∑
k=⌊ n
2
⌋+1
kP =
⌊ n
2
⌋−1∑
k=1
kP + 2
⌊ n
2
⌋−1∑
k=1
kP (3.8)
En utilisant notre me´thode de re´duction du scalaire, on remplace respectivement les points [15]P,
[16]P,.........[26]P, [27]P] par [-13]P, [-12]P,.........,[-2]P,[-1]P dans l’intervalle [⌊ n
2
⌋+1, n-1], ainsi
l’expression :
n−1∑
k=⌊ n
2
⌋+1
kP peut eˆtre remplace´e par
⌊ n
2
⌋−1∑
k=1
|k|P, (voir l’e´quation 3.10 ).
n−1∑
k=1
kP = 2
⌊ n
2
⌋−1∑
k=1
kP + ⌊n
2
⌋P + 2
⌊ n
2
⌋−1∑
k=1
kP (3.9)
En appliquant notre me´thode, l’ e´quation 3.9 peut eˆtre remplace´e par l’e´quation 3.10 :
n−1∑
k=1
kP =
⌊ n
2
⌋−1∑
k=1
kP +
⌊ n
2
⌋−1∑
k=1
|k|P + ⌊n
2
⌋P. (3.10)
Si on scanne tous les scalaires k pour le calcul de [k]P dans l’intervalle [⌊ n
2
⌋+1, n-1 ], nous pouvons
remarquer a` travers les e´quations 3.9 et 3.10, que le gain ou l’acce´le´ration pour tous les scalaires
est de
∑⌊n/2⌋−1
k=1
2kP. Mais, il serait encore plus pertinent de calculer cette l’acce´le´ration pour un
scalaire k donne´. Ainsi, en se basant sur la Figure 3.2 on a :
Calculer ( [22]P=[16]P+[6]P) est e´gal a` calculer [6]P ; l’acce´le´ration est de [16]P= 2(22-(28/2)).
Calculer ( [26]P=[24]P+[2]P) est e´gal a` calculer [2]P ; l’acce´le´ration est de [22]P= 2(26-(28/2)).
Donc, pour un scalaire k donne´, l’acce´le´ration α est donne´e par l’e´quation suivante :
α = 2(k − (n
2
)) (3.11)
La complexite´ de la multiplication scalaire est de´termine´e par la configuration et la longueur de la
suite binaire repre´sentant le scalaire k. Il serait encore plus pertinant de de´terminer l’acce´le´ration α
en termes de bits. Rappelons que le nombre de bits ne´cessaire pour repre´senter un scalaire k donne´
est ⌊log2(k)⌋+1 ou log2(k) si k=2x avec x un entier. En se basant sur l’e´quation 3.12, l’e´quation
3.13 permet de calculer l’acce´le´ration α en termes de bits.
log2(k − 2(k −
n
2
)) = log2(k) + log2(k +
n − 2k
k
) (3.12)
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Ainsi, l’acce´le´ration α en bits est :
α = |log2(k +
n − 2k
k
)| = |log2(
|d|
k
)|, . (3.13)
ou` log2(k +
n − 2k
k
) < 0
Pour tout ordre n>=1, en scannant tous les scalaires de l’intervalle [⌊ n
2
⌋+1, n-1], la Figure 3.3
montre le comportement de notre me´thode. Pour un scalaire choisi dans l’intervalle [2, ⌊ n
2
⌋] , notre
Figure 3.3 – Somme de tous les scalaires en fonction de l’ordre n dans [⌊n
2
⌋+1, n-1]
me´thode n’est pas efficace, elle est faite pour s’appliquer seulement dans l’intervalle [⌊n
2
⌋+1, n-1
]. Si on conside`re les scalaires de cet l’intervalle, le me´canisme propose´ effectue une re´duction
significative comme on peut le noter sur la Figure 3.3. Nous calculons la valeur moyenne de l’en-
semble des scalaires de cet intervalle ou` s’applique notre me´canisme de re´duction (voir l’e´quation
3.14).
1
n − 1 − ⌊ n
2
⌋ (
n−1∑
k=⌊ n
2
⌋+1
kP) =
1
n − ⌊ n
2
⌋ (
⌊ n
2
⌋−1∑
k=1
kP). (3.14)
La Figure 3.4 permet de de´terminer pour un ordre de point donne´, le k moyen dans l’intervalle
[⌊ n
2
⌋+1, n-1].
On peut encore faire des optimisations base´es sur la valeur de l’ordre du point P choisi toujours
dans le meˆme intervalle [⌊ n
2
⌋+1, n-1]. C’est ainsi que nous nous inte´ressons a` la somme de l’en-
semble des valeurs du scalaire k selon que l’ordre du point P est pair ou impair :
Si l’ordre n > 2 est un nombre pair :
∑n−1
k=⌊ n
2
⌋+1 kP =3
∑⌊ n
2
⌋−1
k=1
kP
Si l’ordre n ≥3 est un nombre impair : 3∑⌊ n2 ⌋−1
k=1
kP>
∑n−1
k=⌊ n
2
⌋+1 kP ≥ 2
∑⌊ n
2
⌋−1
k=1
kP.
La Figure 3.5 de´termine l’acce´le´ration sur l’ensemble des scalaires pour un ordre pair et impair.
Ainsi, on peut voir que si n est pair, la courbe est constante, c’est une droite d’e´quation y=3.
Mais si n est impair, on constate que la droite d’e´quation y=3 est une asymptote horizontale a` la
courbe. Par conse´quent, si on travaille avec un ordre pair, les calculs sont acce´le´re´s trois fois plus.
En d’autres termes, on calcule trois fois moins avec notre me´thode, alors que pour un ordre impair,
l’acce´le´ration est > 2, et < 3.
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Figure 3.4 – Valeur moyenne des scalaires en fonction de l’ordre dans [⌊ n
2
⌋+1, n-1]
Figure 3.5 – Acce´le´ration moyenne entre ordre pair et impair
3.2.3/ Analyse plus pre´cise
L’unite´ de l’acce´le´ration peut eˆtre exprime´e en bits, ou en nombre d’ope´rations d’addi-
tion/doublement. Par exemple, NAF a besoin de log2(k) doublement(s) et (log2(k)/3) addition(s).
Parfois en utilisant notre me´thode, le scalaire est bien re´duit alors qu’il n’y a pas de gain (en
termes de bits). Par exemple calculer [15]P revient a` calculer [13]P en utilisant notre me´canisme.
Dans ce cas il n’y a pas de gain puisqu’il faut 4 bits pour coder les scalaire 15 et 13. Dans
un deuxie`me exemple, calculer [16]P revient a` calculer [12]P en utilisant notre me´canisme.
Dans ce cas, l’acce´le´ration est de 1bit puisqu’il faut 5bits pour repre´senter 16 et 4 bits pour
repre´senter 12. D’ou` la ne´cessite´ de de´finir le scalaire de l’intervalle [⌊ n
2
⌋+1, n−1] a` partir duquel
l’acce´le´ration α existe. On remarque que ceci, de´pendra de la valeur de l’ordre n. Ainsi, dans
l’interval [⌊ n
2
⌋ + 1, n − 1], trois cas sont possibles pour l’acce´le´ration α :
– Si log2(n) = x, ou` x est un entier, notre solution acce´le`re la multiplication scalaire [k]P dans
l’intervalle [⌊ n
2
⌋ + 1, n − 1] par la re´duction du nombre de bits du scalaire k. Comme on peut le
noter dans l’exemple, a` partir de 16 = 24 (4 entier)
– Si log2(n) = x, ou` x n’est pas un entier, notre solution acce´le`re la multiplication scalaire [k]P
dans l’interval [2
⌊log2
n
2
⌋+1
, n − 1]
– Si k= (n-1), l’acce´le´ration α est maximale, la longueur l en bits du scalaire k est maximale (e´gale
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a` log2(n− 1), elle est e´gale a` 1 pour le scalaire d re´duisant k. Dans ce cas le calcul est quasiment
gratuit.
On a sur les Tableaux 3.2 et 3.3 l’acce´le´ration exprime´e en bits pour quelques valeurs du scalaire
k selon x soit entier ou non.
Valeurs de k Acce´le´ration α (bits)
⌊ n
2
⌋ + 1 1
>= (⌊ n
2
⌋ + 1) 1 < α < log2(k)
(n-1) log2(k)
5360 521
Table 3.2 – Acce´le´ration α pour quelques valeurs de k pour x entier
Valeurs de k Acce´le´ration α (bits)
2
⌊log2
n
2
⌋+1
1
>= 2
⌊log2
n
2
⌋+1
1 < α < log2(k)
(n-1) log2(k)
Table 3.3 – Acce´le´ration α pour quelques valeurs de k pour x non entier
Pour un ordre de point donne´ (qui est dans ce cas-ci de l’ordre du scalaire k ), la Figure 3.6
montre l’e´volution en nombre de bits de l’acce´le´ration α et de notre me´canisme de re´duction sur
le scalaire k en fonction de celui-ci exprime´ en de´cimal. Ainsi, on peut remarquer sur cette figure
que notre me´canisme n’est inte´ressant que dans l’intervalle [⌊ n
2
⌋ + 1, n − 1] et son nombre de
bits tend vers 1 quand le sacalaire k tend vers sa valeur maximale. Il est important de noter qu’il
n’est pas ne´cessaire de faire une comparaison avec les solutions existantes, le me´canisme propose´
peut eˆtre quasiment applique´ a` celles-ci. Rappelons que pour certains algorithmes d’acce´le´ration
de la multiplication scalaire, la complexite´ ou temps d’exe´cution peut eˆtre e´valule´ en fonction
du nombre d’ope´rations de doublements et d’additions base´ sur la longueur binaire l du scalaire
comme le montre le Tableau 3.4. Ainsi, la Figure 3.7 montre l’application de notre me´canisme
sur les algorithmes comme Double-and-Add (DA), NAF, wNAF ect.. Pour tous ces algorithmes le
nombre d’ope´rations de doublements est e´gal a` l (longueur en bits de k). Ainsi, notre comparaison
de la Figure 3.7 est re´alise´e sur les ope´rations d’additions seulement.
Me´thodes Temps d’exe´cution moyen
Binaire (DA) (l-1)TDBL +
l − 1
2
TADD
Binaire (NAF) (l-1)TDBL +
l − 1
3
TADD
Windows lTDBL +
l
w + 1
TADD
Table 3.4 – Temps d’exe´cution de kP base´ sur la repre´sentation binaire de k
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Figure 3.6 – L’e´volution en nombre de bits de notre me´thode et de l’acce´le´ration en fonction du
scalaire
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Figure 3.7 – Nombre d’ope´rations d’addition dans le calcul de kP en fonction de k
3.2.4/ Evaluation des performances
Pour tester les performances de notre solution, nous avons imple´mente´ un simulateur en Java. Le
programme est exe´cute´ sur un processeur Intel Core i5-2520 en prenant en compte la diffe´rence
entre ce processeur et celui du MSP 430 MCU. Durant les tests, nous avons choisi une courbe
elliptique sur Fp utilisant les parame`tres recommande´s par un organisme standardisant les courbes
elliptiques NIST-192 (National Institute of Standards and Technology) et qui sont donne´s dans le
Tableau 3.5. p est la taille du corps premier Fp, et a, b sont les coefficients de notre courbe en
forme simplifie´e de Weierstrass. P(xP, yP) sont les coordonne´es du point ge´ne´rateur , et son ordre
est n.
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Parame`tres Valeurs recommande´es par NIST-192
p 2192 − 264 − 1
a −3
b 0x 64210519 e59c80e7 0fa7e9ab 72243049 feb8deec c146b9b1
xP 0x 188da80e b03090f6 7cbf20eb 43a18800 f4ff0afd 82ff1012
yP 0x 07192b95 ffc8da78 631011ed 6b24cdd5 73f977a1 1e794811
n 0x ffffffff ffffffff ffffffff 99def836 146bc9b1 b4d22831
Table 3.5 – Parame`tres des courbes elliptiques recommande´s par NIST-192 NIST
Comme indique´ sur l’e´quation 3.6-b, pour effectuer une multiplication scalaire kP en cryptogra-
phie, on doit choisir un scalaire k < n ou` n est l’ordre du point ge´ne´rateur P, ce qui signifie que
nP = ∞. En plus, notre me´thode doit the´oriquement fonctionner dans l’intervalle k ∈]⌊n
2
⌋, n − 1].
Pour prouver cette proprie´te´, nous avons choisi 6 valeurs de 192 bits pour k, distribue´es uni-
forme´ment dans l’intervalle ]0, n − 1] (voir Table 3.6).
k Valeurs en hexadecimal
n/6 0x 2aaaaaaa aaaaaaaa aaaaaaaa 99a5295e 58bca19d 9e2306b2
n/3 0x 55555555 55555555 55555555 334a52bc b179433b 3c460d65
n/2 0x 7fffffff ffffffff ffffffff ccef7c1b 0a35e4d8 da691418
2n/3 0x aaaaaaaa aaaaaaaa aaaaaaaa 6694a579 62f28676 788c1aca
5n/6 0x d5555555 55555555 55555555 0039ced7 bbaf2814 16af217a
n − 1 0x ffffffff ffffffff ffffffff 99def836 146bc9b1 b4d22830
Table 3.6 – Valeurs de k choisis pour l’e´valuation des performances
Notre solution a e´te´ teste´e avec les syste`mes de coordonne´es affines et jacobiennes. Les sca-
laires sont respectivement repre´sente´s sous forme binaire et NAF combine´s avec notre me´thode
de Re´duction du Scalaire (RS). Les re´sultats des tests sont donne´s dans les Tableaux 3.7 et 3.8, et
illustre´s graphiquement sur les Figures 3.8 et 3.9.
NAF RS DA Gain n/6 n/3 n/2 2n/3 5n/6 n − 1√
6579 6572 7604 6555 6931 7471√
6282 6326 5317 6239 6698 5114√
6578 6573 7600 6416 6600 27√ √
6279 6325 5320 6100 6556 27√ √
α(rs/da) 2,12% 4,77% 99,63%√ √
α(rs/na f ) 1,46% 99,47%√ √ √
α(rs−na f /da) 6,94% 5,41% 99,63%
Table 3.7 – Temps d’exe´cution (ms) en coordonne´es affines
Dans tous les cas, on peut noter que le calcul avec la forme NAF est plus rapide que celui de la
forme binaire. Ensuite quand k ∈]0, n
2
], notre me´thode de re´duction du scalaire n’est pas applique´e.
Cependant, si k ∈] n
2
, n − 1], nous pouvons acce´le´rer les calculs par une re´duction du scalaire.
Quand la valeur de k est spe´cialement proche de n−1, les calculs sont presque instantane´s puisque
(n − 1)P = −P.
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Figure 3.8 – Temps d’exe´cution (ms) en coordonne´es affines
NAF RS DA Gain n/6 n/3 n/2 2n/3 5n/6 n − 1
3066 3102 3621 3072 3202 3520√
3053 3074 3592 3071 3189 3541√
3070 3100 3622 3030 3107 9√ √
3050 3075 3597 3029 3094 9√ √
α(rs/da) 1,36% 2,96% 99,74%√ √
α(rs/na f ) 1,33% 2,57% 99,74%√ √ √
α(rs−na f /da) 1,39% 3,37% 99,74%
Table 3.8 – Temps d’exe´cution (ms) en coordonne´es jacobiennes
Figure 3.9 – Temps d’exe´cution (ms) en coordonne´es jacobiennes
En coordonne´es jacobiennes, puisqu’il n y a pas d’inversion modulaire, les calculs sont plus ra-
pides qu’en coordonne´es affines. Comme en coordonne´es affines, notre re´duction du scalaire s’ap-
plique pour les scalaire k ∈]n
2
, n − 1], ou` elle re´duit le scalaire et acce´le`re les calculs.
D’apre`s les re´sultats de l’e´valuation des performances, le me´canisme de re´duction du scalaire
acce´le`re la multiplication scalaire en respectant les parame`tres recommande´s par le standard NIST-
192 des courbes elliptiques pour la cryptographie. Cette acce´le´ration de´pend fortement de la valeur
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du scalaire utilise´ mais aussi de l’ordre n du point ge´ne´rateur. Le scalaire k peut eˆtre re´duit si
k ∈]n
2
, n − 1].
Si on de´finit l’acce´le´ration ou gain en termes de temps, de notre solution par rapport a` la me´thode
binaire traditionnelle DA (αrs/da), par rapport a` NAF ((αrs/na f ), et en combinaison avec NAF par
rapport a` la me´thode binaire (αrs−na f /da). Si Tda, Tna f , Trs et Trs−na f sont respectivement les temps
de calcul de la me´thode binaire, de NAF, de notre solution RS combine´e avec NAF, le pourcentage
de gain en termes de temps pour un algorithme x sur l’algorithme y peut eˆtre exprime´ de la fac¸on
suivante :
αx/y =
(Ty − Tx) ∗ 100
Tx
(3.15)
Les re´sultats des calculs du gain sont donne´s dans les Tableaux 3.7 et 3.8. On peut voir qu’il n’
y a pas de gain dans l’intervalle ]0, n
2
]. Par contre la gain existe pour tous les cas dans l’intervalle
]n
2
, n − 1], il est faible au voisinage de n
2
et atteint presque 100 % au voisinage de (n-1). On peut
remarquer que le gain de la combinaison de (RS et NAF) sur DA est plus significatif, suivi de celui
de RS sur DA, et celui de RS sur NAF est plus faible. Ce qui montre que la combinaison avec
d’autres algorithmes garde les performances de ces derniers.
3.3/ Conclusion
Dans ce chapitre, nous avons propose´ un nouveau me´canisme d’acce´le´ration de la multiplica-
tion scalaire sur les courbes elliptiques pour la cryptographie base´ sur l’ordre et l’oppose´ d’un
point. D’une part, la me´thode propose´e re´duit le temps de calcul dans l’intervalle [⌊ n
2
⌋+1, n-1 ].
D’autre part, nous avons montre´ que l’usage d’un ordre pair est plus efficace qu’un ordre impair.
Ce me´canisme est efficace dans l’environnement des RCSFs. On peut aussi noter, qu’il peut eˆtre
applique´ facilement a` toutes les solutions d’acce´le´ration de la multiplication scalaire existantes
comme on l’a montre´ avec NAF. De plus, a` travers des analyses et des simulations base´es sur des
e´valuations, nous avons montre´ que la me´thode propose´e acce´le`re les calculs de la multiplications
scalaire respectant le standard NIST-192 des courbes elliptiques pour la cryptographie. En pers-
pective, nous voulons expe´rimenter cette technique avec des courbes elliptiques de´finies dans des
corps premiers sur de vrais capteurs. Nous voulons ensuite nous inte´resser a` son comportement
dans d’autres corps finis comme ceux binaires et d’extension etc..

4Acce´le´ration du calcul des points
pre´calcule´s dans les calculs distribue´s
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Dans les Re´seaux de Capteurs sans Fil (RCSFs), le paralle´lisme des calculs peut eˆtre une bonne
solution pour re´pondre aux besoins des applications critiques a` forte contrainte temporelle ou pour
e´quilibrer les charges de calcul afin d’avoir une meilleure connectivite´ et une dure´e de vie plus
longue du re´seau. Cependant, ce paralle´lisme n’est pas gratuit, surtout quand il s’agit du calcul de
multiplication scalaire dans les courbes elliptiques puisqu’il introduit des charges supple´mentaires
lie´es a` la communication, au stockage me´moire et au calcul. Dans ce chapitre, notre objectif est
d’acce´le´rer la multiplication scalaire a` travers des points re´sultants du partitionnement du sca-
laire afin de minimiser les couˆts additionnels de calcul et de stockage me´moire durant les cal-
culs paralle`les des partitions. La Figure 4.1 montre un exemple d’application de surveillance
me´dicale a` domicile de personnes age´es vivant seules. Lorsqu’un e´ve´nement critique (malaise par
exemple) survient, une alerte est envoye´e via l’Internet a` un service d’urgence pour une interven-
tion imme´diate. La se´curite´ des donne´es du patient doit eˆtre assure´e, et pour cela, le me´canisme
utilise´ ne doit pas constituer un obstacle pour alerter en temps re´el le service d’urgence. Pour
ce faire, on peut acce´le´rer les calculs par le biais du paralle´lisme en les distribuant sur plusieurs
capteurs.
4.1/ Calculs paralle`les de la multiplication scalaire
Le paralle´lisme pour l’acce´le´ration de la multiplication scalaire peut s’effectuer a` travers un ou
plusieurs niveaux arithme´tiques : sur les formules des ope´rations telles que l’addition et le double-
ment, entre les ope´rations elles meˆmes, ou sur le scalaire en le partitionnant. Dans la plupart des
travaux actuels, ce nouveau concept de paralle´lisme de de multiplication scalaire est de´veloppe´ sur
des architectures multi-processeurs.
Sur les formules des ope´rations de points, les calculs sont effectue´s en paralle`le par plusieurs pro-
cesseurs en tenant compte de leur ordre et de leur interde´pendance. Par exemple, on peut voir sur le
Tableau 4.1 l’exe´cution d’un doublement (voir e´quation 4.1 ) de point sur une architecture a` trois
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Figure 4.1 – Application me´dicale critique a` temps re´el
processeurs [76]. Seules les ope´rations de multiplication et de carre´ sont repre´sente´es, les autres
(addition, soutraction, multpllication par une constante etc.) e´tant ne´gligeables. Les parame`tres X2
1
et Z4
1
sont pre´-calcule´s dans le syste`me de coordonne´es utilise´.

2(X1,Y1,Z1, X
2
1
,Z2
1
,Z4
1
)
= (X3,Y3,Z3, X
2
3
,Z2
3
,Z3
3
/Z4
3
)
X3 = α
2 − 2β
Y3 = α(β − X3) − 8Y41
Z3 = (Y1 + Z1)
2 − Y2
1
− Z2
1

α = 3X2
1
+ aZ4
1
β = 2[(X1 + Y
2
1
)2 − X2
1
− Y4
1
]
(4.1)
Ope´rations Processeur 1 Processeur 2 Processeur 3
1. Calcul Carre´ α2 (Y1 + Z1)
2 Y2
1
2.Calcul Carre´ Y4
1
Z2
3
(X1 + Y
2
1
)2
3.Calcul Multiplication X2
3
α(β − X3) Z33/Z43
Table 4.1 – Calculs paralle`les du doublement [76]
Ces calculs paralle`les se font en trois e´tapes. A la premie`re e´tape, chaque processeur calcule un
carre´. C’est ainsi que le processeur 1 calcule α2, le processeur 2 et le processeur 3 calculent res-
pectivement (Y1+Z1)
2 et Y2
1
en paralle`le avec le premier. On peut noter que dans une e´tape, chaque
processeur utilise des parame`tres inde´pendants des autres. A la deuxie`me e´tape, chaque proces-
seur effectue encore une ope´ration de carre´ en se servant des parame`tres calcule´s pre´ce´demment.
Le processeur 2 calcule par exemple Z2
3
qui est compose´ de (Y1+Z1)
2 et Y2
1
calcule´s pre´ce´demment
et de Z2
1
donne´. A la troisie`me e´tape, le processeur 1 calcule un carre´, le processeur 2 calcule une
multiplication, et le processeur 3 calcule une multiplication (Z3
3
) si l’ope´ration suivante est une
addition de points, ou un carre´ (Z4
3
) si l’ope´ration suivante est un doublement de point. L’inte´reˆt de
faire les ope´rations de meˆme nature (carre´ par exemple) en paralle`le est de permettre aux proces-
seur d’eˆtre en phase.
Entre les ope´rations de points, des techniques permettent de paralle´liser les se´ries d’ope´rations
d’addition et de doublement sur une architecture a` deux processeurs avec une me´moire partage´e
dont l’un des processeurs exe´cute les doublements et l’autre les additions [5]. Le premier proces-
seur lit initialement le point P, et commence a` scanner les bits ki puis effectue des doublements
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de point. Il e´crit 2iP dans le buffer quand le bit ki rencontre´ est diffe´rent de ze´ro. Le deuxie`me
processeur lit 2iP du buffer et effectue une addition de points. Les calculs sont termine´s quand il
n’ y a plus de 2iP dans le buffer.
Pour d’autres techniques de paralle´lisme, le principe consiste a` partitionner le scalaire k (repre´sente´
sur l bits) en m blocs de taille fixe sur des architectures SIMD [1]. Ce partitionnement ge´ne`re des
points a` calculer appele´s points pre´-calcule´s qui ne´cessitent d’eˆtre calcule´s ou d’eˆtre stocke´s a`
priori avant le de´marrage des calculs paralle`les.
Des travaux re´cents [95], inspire´s de [74] utilisent la technique du partitionnement du scalaire en
m blocs de longueur v bits dans les re´seaux de capteurs sans fils. Le scalaire repre´sente´ sur l bits
est divise´ en m blocs Bi de longueur v=
l
m
chacun selon m capteurs choisis pour participer aux
calculs.
kP = B02
0vP + B12
1vP + B22
2vP + ..... + Bm−12(m−1)vP (4.2)
Ou` Bi =
iv+v−1∑
j=iv
l j2
jP avec l j le bit au rang j de la suite binaire l
Ce partitionnement ge´ne`re des points pre´calcule´s Pi = 2
ibP. Par exemple conside´rons un scalaire
k de 160 bits et un point P, on veut calculer kP sur 4 capteurs. Le scalaire k est de´coupe´ en quatre
blocs de longueur de quarante bits chacun.
kP = (B0.0B0.1....B0.39)2.2
0
︸                      ︷︷                      ︸
blocB0
P + (B1.40B1.41......B1.79)2.2
40
︸                           ︷︷                           ︸
blocB2
P + v (B2.80B2.81......B2.119)2.2
80
︸                             ︷︷                             ︸
blocB2
P +
(B3.120B3.121......B3.159)2.2
120
︸                                ︷︷                                ︸
blocB3
P
Les points pre´calcule´s sont : 240P, 280P et 2120P.
On peut noter que toutes les techniques de paralle´lisme base´es sur le partitionnement du scalaire
ge´ne`rent des points pre´-calcule´s, qui devront a` priori eˆtre calcule´s et stocke´s, ce qui entraine une
consommation supple´mentraire de me´moire et d’e´nergie. C’est ainsi qu’on peut noter que lorsque
les caluls doivent s’effectuer en paralle`le dans un syste`me re´parti ou distribue´, les solutions exis-
tantes base´es sur le partitionnement du scalaire ge´ne`rent des points a` calculer et a` stocker a` priori.
Pour e´viter ce stockage ou re´duire sa dure´e, nous proposons dans ce chapitre d’acce´le´rer le calcul
de ces points. L’objectif e´tant de les stocker le moins longtemps possible ou a` la limite d’e´viter
leur stockage. La technique que nous utilisons est base´e sur la configuration binaire des points
pre´-calcule´s et est de´duite de l’algorithme Double-and-Add (DA). Elle implique deux niveaux
arithme´tiques en coordonne´es jacobiennes : le niveau point et le niveau scalaire.
4.2/ Contribution 4 : Acce´le´ration du calcul des points pre´calcule´s
4.2.1/ Partitionnement du scalaire et ge´ne´ration des points pre´calcule´s
Comme on peut le voir dans la section pre´ce´dente, pour effectuer des calculs paralle`les sur kP entre
m nœuds capteurs, on divise la longueur l du scalaire k exprime´ en binaire en m blocs de longueur
v = l/m bits et que chaque bloc est exe´cute´ par un capteur. Afin d’utiliser les algorithmes existants
(Double-and-Add, NAF, etc.), nous devons aussi les partitionner en m blocs et chaque bloc mi de
l’algorithme doit ope´rer sur un bloc mi du scalaire. L’algorithme 29 et l’algorithme 30 montrent
respectivement le bloc i pour Double-and-Add et NAF.
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Algorithm 29 Double-And-Add pour le nœud i
input : d=(dv−1,.......,d1,d0)2, P ∈ E(Fp)
output : dP
begin
Q ←− ∞ for j ← 0 to v − 1 do
// de´but du balayage bit par bit de droite a` gauche
if d j=1 then
Q ←− Q + 2viP // 2vi est le point pre´-calcule´
P ←− 2P
Return(Q)
Algorithm 30 NAF pour le nœud i
input : NAF(d)=(dv−1,.......,d1,d0)2, P ∈ E(Fp)
output : dP
begin
Q ←− ∞ for j ←− 0 to v − 1 do
// de´but du balayage bit par bit de droite a` gauche
P ←− 2Q
if d j=1 then
Q ←− Q + 2viP // 2viP est le point pre´-calcule´
if d j=-1 then
Q ←− Q − 2viP // 2viP est le point pre´-calcule´
Return(Q)
4.2.2/ Fiabilite´ du partitionnement du scalaire
Apre`s un partitionnement du scalaire k en m blocs de longueur v, le nœud qui distribue les calculs
copie un des blocs dans sa me´moire et distribue les (m-1) blocs restants aux autres nœuds. Pour
montrer la fiabilite´ du partitionnement suivi d’une distribution des taˆches, nous allons prendre
l’exemple de la me´thode naive ou` le nœud distributeur garde le premier bloc B0 et distribue les
autres blocs dans l’ordre. Dans ce cas, l’intrus conside`re que le distributeur garde le bloc B0 et
le premier bloc rec¸u comme B1, le deuxie`me comme B2 ect., sachant qu’en re´alite´ pour plus de
se´curite´, on gardera un bloc diffe´rent de B0 et la distribution se fera de fac¸on ale´atoire. Ainsi, pour
un intrus, apre´s avoir capte´ les (m-1) blocs des m blocs, il peut retrouver difficilement la valeur
du scalaire k en faisant des essais exhaustifs. Du fait qu’il lui manque le bloc B0 de v bits et qu’il
n’aura pas a` trouver l’ordre des blocs, il lui faudra essayer 2v possibilite´s au cas ou` il aurait de´ja`
re´cupe´re´ les autres blocs restants. Pour ce cas, on peut dire en bref, que le scalaire utilise´ est connu
a` v bits pre`s.
Par ailleurs, si le choix du bloc du nœud distributeur et l’envoi en clair des autres blocs sont faits
au hasard de fac¸on ale´atoire, il sera encore plus difficile pour l’intrus de trouver le scalaire k. Non
seulement il lui manque un bloc, mais il doit aussi trouver l’ordre des blocs restants. Alors il lui
faudra essayer (m !2v) possibilite´s au cas ou` il aurait de´ja` re´cupe´re´ les autres blocs restants. Dans
tous les cas, il faut noter que l’envoi des blocs en clair ne compromet pas totalement la se´curite´ du
scalaire
Une autre possibilite´ serait d’envoyer les (m-1) blocs en mode se´curise´ via un chiffrement
syme´trique qui demande moins de ressources.
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Si l’intrus rec¸oit apre`s calcul, les (m-1) re´sultats venant des capteurs, la se´curite´ du scalaire k n’est
pas compromise. Il est meˆme moins difficile de de´terminer k a` partir de kP que des (m-1) re´sultats
renvoye´s. Il faudra pour le re´sultat de calcul de chaque bloc diP obtenu, trouver di a` partir de diP. Si
l’intrus fait des essais exhaustifs, il sera oblige´, pour chaque bloc de faire (2v) possibilite´s le calcul
diP, pour trouver di. Les v bits du bloc du distributeur n’e´tant pas connus, il y aura encore (2
v)
possibilite´s pour de´terminer le scalaire di associe´. Si les blocs restants sont rec¸us dans le de´sordre,
il faudra m.m !(2v) possibilite´s
4.2.3/ Me´thodes d’acce´le´ration du calcul des points pre´calcule´s
Dans le cas du calcul paralle`le de la multiplication scalaire apre`s partitionnement du scalaire k
en blocs de longueur v bits, les points pre´-calcule´s sont de la forme diP=2
viP pour le bloc i, ou`
di=2
vi. L’entier 2vi est repre´sente´ par (vi+1) bits, une suite binaire dans laquelle seul le bit de
poids fort est a` 1, les autres sont tous a` 0. En coordonne´es Jacobiennes, le doublement est moins
couˆteux que l’addition. Rappelons que le couˆt du doublement est de 8M+3S et celui de l’addition
est 12M+ 4S. Dans les algorithmes comme Double-and-Add base´s sur le doublement et l’addition
puisque le ratio des bits a` 1 est presque nul dans les points pre´-calcule´s. Nous pouvons remplacer
l’addition par le doublement et ainsi obtenir deux doublements. Le concept du calcul direct de
plusieurs doublements successifs a e´te´ pour une premie`re fois sugge´re´ pour les courbes elliptiques
de´finis sur F2n en coordonne´es affines [52]. Ce concept permet d’acce´le´rer les doublements re´pe´te´s
en calculant directement 2xP (avec x entier) et P ∈ E(Fp) sans calculer les points interme´diaires
2P,22P,.....,2x−1P [82]. Cependant, ces me´thodes sont limite´es et fonctionnent seulement avec de
petits entiers x (2, 3 ou 4). Ne´anmoins, il existe des formules efficaces pour calculer directement
des doublements pour 2xP avec P ∈ E(Fp) pour tout x >=1 [90]. Ainsi, les formules pour le dou-
blement de point, le quadruple de point, et le calcul 2xP ou 2x-uple sans doublements re´pe´te´s en
coordonne´es jacobiennes sont de´finies a` travers les e´quations : 4.3, 4.4 et 4.5.

Entree P1(X1,Y1,Z1)
S ortie P2(X2,Y2,Z2) = 2P1

α1 = 3X
2
1
+ aZ4
1
β1 = 4X1Y
2
1
γ1 = 8Y
4
1
X2 = α
2 − 2β
Y2 = α(β − X2) − γ
Z2 = 2Y1Z1
Doublement (4.3)

Entree P1(X1,Y1,Z1)
S ortie P4(X4,Y4,Z4) = 4P1

α = 3X2
1
+ aZ4
1
β = α2 − 8X1Y21
γ = −8Y4
1
+ α(12X1Y
2
1
− α2)
ω = 16aY4
1
Z4
1
+ 3β2
X4 = −8βγ2 + ω2
Y4 = −8γ4 + ω(12βγ2 − ω2)
Z4 = 4Y1Z1γ
Quadruple (4.4)
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
Entree P1(X1,Y1,Z1)
S ortie P2x(X2x ,Y2x ,Z2x) = 2
xP1

α1 = X1
β1 = 3X
2
1
+ a
γ1 = −Y1
Pour i allant de 2 a x, calculer αi, βi, γi
αi = β
2
i−1 − 8αi−1γ2i−1
βi = 3α
2
i
+ 16i−1a(
i−1∏
j=1
γ j)
4
γi = −8γ4i−1 − βi−1(αi − 4αi−1γ2i−1)
ωx = 12αxγ
2
x − β2x
X2x = β
2
x − 8αxγ2x
Y2x = 8γ
4
x − βxωx
Z2x = 2x
x∏
i=1
γi
2x-uple
(4.5)
En s’inspirant de l’algorithme traditionnel Double-and-Add, nous proposons un premier algo-
rithme Double-and-Double dans lequel nous remplac¸ons l’addition par un doublement. A partir
des (vi+1) bits repre´sentant le scalaire k = 2vi, on peut scanner bit par bit de la gauche vers la
droite les vi bits, et pour chaque bit scanne´, on effectue une ope´ration de doublement de point. On
peut encore acce´le´rer les calculs en utilisant des formules de calcul directe a` la place des ope´rations
re´pe´te´es sur un point. Par exemple, utiliser la formule de Quadruple de point a` la place de deux
doublements re´pe´te´s. Dans ce cas, le pas utililise´ dans l’algorithme de balayage de´pendra de la
formule utilise´e. Ainsi, dans l’exemple de Quadruple, le pas sera de deux. On peut ge´ne´raliser
cette technique a` travers la formule 2x-uple d’un point ou` x est un entier, dans ce cas le pas sera
de x dans l’algorithme utilise´ pour le balayage. Les algorithmes 31, 32, 33 repre´sentent respec-
tivement nos propositions pour Double-and-Double, Quadruple-and-Quadruple et du cas ge´re´ral
2x-uple-and-2x-uple.
Algorithm 31 Double-And-Double pour le nœud i
input : d=2v=(dv,dv−1,.......,d1,d0)2, P ∈ E(Fp)
output : dP
begin
Q ←− P
for j ← v − 1to 0 do
// De´but du balayage (bit par bit) a` la (v-1)e`me bit
Q ←− 2Q // Doublement d’un point
Return(Q)
4.2.4/ Comparaison et e´valuation des performances
En termes d’ope´rations de doublements, le couˆt total pour le calcul de w doublements conse´cutifs
a` travers la formule de l’e´quation 4.3 est 4wM+2(2w+1)S [77]. Si TADD et TDBL donnent respec-
tivement les temps de calculs d’une ope´ration d’addition et de doublement, alors pour un scalaire
k de longueur l bits, le Tableau 4.2 pre´sente le couˆt moyen de la me´thode Double-and-Double et
de quelques me´thodes classiques similaires.
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Algorithm 32 Quadruple-and-Quadruple pour le nœud i
input : d=2v=(dv,dv−1,.......,d1,d0)2, P ∈ E(Fp)
output : dP
begin
Q ←− P
j ←− v
repeat
j ←− j − 2 // De´but du balayage (2 bits par 2bits) a` la (v-1)e`me bit
if j<0 then
Q ←− 2Q // Doublement d’un point
else
Q ←− 4Q // Quadruple d’un point
until j <=0
Return(Q)
Algorithm 33 2x-uple-and-2x-uple pour le nœud i
input : d=2v=(dv,dv−1,.......,d1,d0)2, P ∈ E(Fp)
output : dP
begin
Q ←− P
j ←− v // De´but du balayage (x bit par x bit) a` la (v-1)e`me bit
repeat
if j<x then
Q ←− 2 jQ // 2 j-uple d’un point
else
Q ←− 2xQ // 2x-uple d’un point
j ←− j − x
until j <=0
Return(Q)
Methodes Temps d’exe´cution moyen
Binaire [22] (l-1)TDBL +
−1
2
TADD
Binaire NAF[50] (l-1)TDBL +
l − 1
3
TADD
Windows [50] lTDBL +
l
w + 1
TADD
Double-and-Double (l-1)TDBL
Table 4.2 – Temps moyen d’exe´cution de la multiplication scalaire kP
The´oriquement, l’efficacite´ d’une formule en coordonne´es jacobiennes peut eˆtre de´termine´e en
fonction du nombre d’ope´rations de multiplication (M) et de carre´ (S) qui la composent. Rappelons
que l’addition, la soustraction et la multiplication par une constante sont ne´gligeables devant le
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carre´ et la multiplication. Le Tableau 4.3 montre le couˆt de chaque formule. Ge´ne´ralement il est
suppose´, qu’un carre´ est l’e´quivalent de 0,6 a` 0,8multiplication [24, 51, 49]. Ainsi, pour un scalaire
d’une taille de l bits, nous pouvons de´terminer le ratio (S/M = r ) a` partir duquel chaque formule
justifie une meilleure efficacite´ compare´e aux autres. Comme on peut le voir sur la Figure 4.2,
la formule de Quadruple est plus efficace a` partir d’un ratio r >= 0,5. Celle de 2x-uple est plus
performant que celle de doublement a` partir d’un ratio r = 9.5 a` peu pre`s.
Formules Nombre d’ope´rations
Doublement 4M + 4S
Quadruple 9M + 10S
2x-uple(x>=2) 6M + 8S +(x-2)(5M + 5S)
Table 4.3 – Couˆt en termes d’ope´rations
Figure 4.2 – Nombre de multiplications en fonction du ratio r = S/M
Pour tester les performances de chaque formule en termes de temps d’exe´cution, nous avons choisi
une courbe elliptique sur un corps premier Fp et nous avons imple´mente´ quelques formules avec
un simulateur java en utilisant des parame`tres recommande´s par NIST- 192, dans le syste`me de
coordonne´es jacobiennes. Nous avons utilise´ des scalaires de longueur de 192 bits. Le programme
est exe´cute´ sur une machine a` plusieurs processeurs avec la prise en compte de la diffe´rence entre
chaque processeur et celui du MSP 430 MCU qui est utilise´ dans les capteurs. La premie`re e´tape
consiste a` exe´cuter les programmes avec un seul processeur. Apre`s, nous avons utilise´ deux pro-
cesseurs, ensuite trois processeurs et enfin quatre processeurs. Les re´sultats des tests sont donne´s
dans le Tableau 4.4.
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Methodes 1 Processeur 2 Processeurs 3 Processeurs 4 Processeurs
Doublement 3508 1690 1111 841
23-uple 4032 2016 1344 1008
Quadruple 3141 1504 995 744
24-uple 3744 1872 1248 936
2x-uple 17435 4779 2400 1506
Table 4.4 – Temps d’exe´cution (ms) en coordonne´es jacobiennes
L’efficacite´ the´orique d’une formule associe´e a` notre algorithme de balayage semble de´pendre des
ope´rations arithme´tiques e´le´mentaires ( l’addition , la soustraction, la multiplication et l’inversion
sur les e´le´ments du corps fini ) qui la composent, et du pas de balayage. Plus le pas est grand, plus
notre algorithme de balayage est rapide et efficace. L’objectif pour un scalaire di=2
vi est d’avoir
une formule efficace dont le pas est supe´rieur ou e´gal a` vi. Ainsi, toute la difficulte´ est de trouver
une formule efficace avec un grand pas.
4.3/ Conclusion
Nous avons propose´ une me´thode permettant d’acce´le´rer les calculs des points pre´-calcule´s afin
d’e´viter de les stocker ou a` de´faut, de les stocker le moins longtemps possible. En se basant sur
la configuration binaire de ces points pre´-calcule´s nous nous sommes inspire´s de l’algorithme
Double-and-Add (ou Doublement-et-Addition) pour mettre en place des algorithmes distribue´s
afin de balayer tous les bits a` ze´ro (sauf celui de poids fort) du scalaire pour une exe´cution pa-
ralle`le des points pre´-calcule´s. Apre`s une e´tude comparative en nombre d’ope´rations de quelques
formules existantes relatives a` des ope´rations (2viP, avec vi un entier) sur un point P, nous avons
ensuite de´termine´ leur efficacite´ a` partir du ratio S/M . Dans la pratique, nous avons montre´ que
la formule Quadruple (avec un pas de balayage e´gal a` 2) pre´sente le meilleur temps d’exe´cution
alors que the´oriquement celle de 2x-uple (avec un grand pas) semble eˆtre plus prometteuse. Ainsi,
dans nos travaux futurs nous allons chercher des formules a` grands pas plus efficaces.

Conclusion ge´ne´rale et Perspectives
Dans cette the`se, notre objectif a e´te´ de trouver des me´canismes et solutions de se´curite´ peu gour-
mands en e´nergie pour les re´seaux de capteurs sans fil. Nous avons d’abord mis en avant les
contraintes des capteurs et les de´fis de se´curite´ a` relever dans ces re´seaux. Nous nous sommes
inte´resse´s a` l’e´tude de diffrentes solutions de controˆle d’acce`s afin de mettre en e´vidence leurs
objectifs, dispositifs, complexite´, limites. Cependant, nous avons pu voir que ces solutions s’ap-
puient en ge´ne´ral sur un me´canisme de gestion de cle´s et dont la phase de pre´-distribution des
cle´s comporte un secret a` priori partage´. Par conse´quent, le me´canisme de controˆle d’acce`s he´rite
toutes les vulne´rabilite´s du me´canisme de gestion de cle´s sur lequel il est base´.
En perspective, on peut envisager, des solutions de controˆle d’acce`s inte´grant la gestion de cle´s
dans un seul et unique protocole.
Dans notre premie`re contribution, nous avons propose´ d’ame´liorer la se´curite´ du protocole de
Vaidya et al. [101] par la protection contre le DdS et la falsification tout en optimisant sa consom-
mation e´nerge´tique. C’est ainsi que nous avons propose´ une nouvelle solution qui garde tous les
avantages du protocole initial. Les re´sultats finaux obtenus, aussi bien sur simulateur qu’avec des
expe´rimentations re´elles sur la plate forme Senslab ont montre´ que la solution propose´e est plus
e´conome en e´nergie.
La deuxie`me contribution reprend la premie`re solution de se´curite´ propose´e et introduit le concept
de probabilite´ de risque lie´ a` la vulne´rabilite´ du milieu de de´ploiement. Ainsi, par simulation, nous
avons de´termine´ pour une architecture physique de RCSF dans un milieu de de´ploiement donne´,
le degre´ de risque ou de vulne´rabilite´ a` partir duquel la solution propose´e est e´nerge´tiquement
meilleure. Nous avons ensuite prouve´ sa se´curite´ par ve´rification automatique de quelques pro-
prie´te´s de base de se´curite´ a` l’aide de l’outil de validation AVISPA.
Nous pensons dans le futur pouvoir faire une analyse plus pertinente des solutions avec des auto-
mates afin de faire intervenir d’autres parame`tres indicatifs aussi importants que la consommation
e´nerge´tique, comme par exemple le temps, le stockage me´moire, etc. toujours en rapport avec les
ressources limite´es des capteurs.
Dans la troisie`me contribution, nous avons propose´ un nouveau me´canisme d’acce´le´ration de la
multiplicaion scalaire sur les courbes elliptiques pour la cryptographie base´ sur l’ordre et l’op-
pose´ d’un point. Nous avons ainsi montre´ a` travers des analyses et des simulations base´es sur des
e´valuations que cette me´thode re´duit le temps de calcul et peut eˆtre applique´e facilement a` toutes
les solutions d’acce´le´ration de la multiplication scalaire existantes.
En perspective, nous voulons expe´rimenter cette technique avec des courbes elliptiques de´finies
dans des corps premiers sur de vrais capteurs. Nous voulons ensuite nous inte´resser a` son compor-
tement dans d’autres corps finis comme ceux binaires et d’extension etc..
Dans notre dernie`re contribution, nous avons mis en place une me´thode permettant d’acce´le´rer les
calculs des points pre´-calcule´s afin d’e´viter de les stocker ou a` de´faut, de les stocker le moins long-
temps possible. A partir de la configuration binaire de ces points pre´-calcule´s nous nous sommes
inspire´s de l’algorithme Double-and-Add pour mettre en place des algorithmes distribue´s et scan-
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ner la suite des (l-1)bits sur les l bits du scalaire. Enfin nous avons de´termine´ leur efficacite´ a` partir
du ratio S/M. Dans la pratique, nous avons montre´ que la formule Quadruple (avec un pas de ba-
layage e´gal a` 2) pre´sente le meilleur temps d’exe´cution alors que the´oriquement celle de 2x-uple
(avec un grand pas) semble eˆtre plus prometteuse.
Ainsi, dans nos travaux futurs nous allons chercher des formules a` grands pas plus efficaces que
nous souhaiterions e´valuer sur la plateforme de capteurs a` grande e´chelle Senslab.
AAnnexe : Couˆt des algorithmes :
(Doublement-et-Addition et NAF)
Algorithm 34 Doublement-et-Addition bit fort/ bit faible
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− P ;
for i ← l-2 to 0 do
// de´but du scanne bit par bit (a` partir du deuxie`me bit de de
poids fort)
Q ←− 2Q // On effectue un doublement
if ki=1 then
Q ←− Q + P // On effectue une addition
return (Q)
// Au total, on effectue: (l-1) doublements et (h-1) additions (h e´tant
le nombre de bits a` 1)
Algorithm 35 Doublement-et-Addition bit fort/ bit faible
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− P;R ←− ∞ ;
for i ← 0 to l-1 do
// de´but du scanne bit par bit (a` partir du bit de de poids faible)
if ki=1 then
R ←− R + Q // On effectue une addition
Q ←− 2Q // On effectue un doublement
return (Q)
// Au total, on effectue: (l) doublements et (h) additions (h e´tant
le nombre de bits a` 1) dont une addition gratuite (addition d’un point
avec le point a` l’infini
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Algorithm 36 Doublement-et-Addition bit faible/bit fort
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− ∞ ;
for i ← 0 to l-1 do
// de´but du scanne bit par bit (du bit de poids faible vers le bit
de poids fort)
if ki=1 then
Q ←− Q + P // On effectue une addition
P ←− 2P // On effectue un doublement
return (Q) // Au total, on effectue: (l) doublements et (h) additions (h
e´tant le nombre de bits a` 1) dont une addition gratuite (addition d’un
point avec le point a` l’infini
Algorithm 37 Doublement-et-Addition bit fort/ bit faible
input : k=(kl−1,.......,k1,k0)2, P ∈ E(Fp)
output : Q=[k]P
begin
Q ←− ∞ ;
for i ← l-1 to 0 do
// de´but du scanne bit par bit de droite a` gauche
Q ←− 2Q // On effectue un doublement
if ki=1 then
Q ←− Q + P // On effectue une addition
return (Q) // Au total, on effectue: (l) doublements dont un
gratuite (doublement du point a` l’infini), et (h) additions (h e´tant le
nombre de bits a` 1)
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Algorithm 38Me´thode binaire NAF (1)
input : NAF(k),P ∈ E(Fp)
output : Q = [k]P
begin
Q ←− P ;
for i ← l-2 to 0 do
// de´but du scanne chiffre par chiffre (a` partir du deuxie`me
chiffre de de poids fort vers celui de poids faible)
Q ←− 2Q // On effectue un doublement
if (ki = 1) then
Q ←− Q + P; // On effectue une addition
if (ki = −1) then
Q ←− Q − P; // On effectue une soustraction
return (Q) // Au total, on effectue: (l-1) doublements et (h-1)
additions/soustractions (h e´tant le nombre de bits a` 1)
Algorithm 39Me´thode binaire NAF(2)
input : NAF(k),P ∈ E(Fp)
output : Q = [k]P
begin
Q ←− ∞ ;
for i ← l-1 to 0 do
// de´but du scanne chiffre par chiffre (a` partir du chiffre de de
poids fort vers celui de poids faible)
Q ←− 2Q // On effectue un doublement
if (ki = 1) then
Q ←− Q + P; // On effectue une addition
if (ki = −1) then
Q ←− Q − P; // On effectue une soustraction
return (Q) // Au total, on effectue: (l)
doublements et (h) additions/soustractions (h e´tant le nombre de bits a`
1) dont une addition/soustraction gratuite(addition d’un point avec le
point a` l’infini
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Re´sume´ :
Un re´seau de capteurs sans fil (RCSF) est constitue´ d’un grand nombre de nœuds capteurs autonomes qui
collaborent ensemble pour la surveillance d’une zone, d’une machine, d’une personne etc.. Dans certaines ap-
plications, les donne´es critiques doivent eˆtre prote´ge´es contre toute utilisation frauduleuse et eˆtre accessibles
en temps re´el. Le besoin d’apporter une solution de se´curite´ fiable et adapte´e paraıˆt donc essentiel. Les solu-
tions de se´curite´ utilise´es dans les re´seaux traditionnels ne sont pas directement applicables dans les RCSFs,
car de´velopper des primitives de se´curite´ en utilisant de faibles ressources devient un ve´ritable de´fi. Dans cette
the`se, nous proposons des solutions nouvelles peu gourmandes en ressources qui tiennent compte des faibles
capacite´s de de´fense d’un re´seau autonome. Dans cette optique nous appliquons des me´canismes cryptogra-
phiques base´s sur les fonctions de hachage et les courbes elliptiques. Un focus sur diffe´rents me´canismes
de se´curite´ peu gourmands en ressources nous permet la mise en e´vidence des rapports de forces entre les
RCSFs et leurs vulne´rabilite´s. Notre premie`re contribution vise a` ame´liorer la se´curite´ et les performances en
termes d’e´nergie sur des protocoles d’authentification existants tout en utilisant les meˆmes me´canismes. Dans
la deuxie`me contribution, on utilise le concept de probabilite´ de risque afin de de´terminer la consommation
e´nerge´tique dans diffe´rentes architectures de de´ploiement. Dans la troisie`me contribution nous pre´sentons un
nouveau me´canisme d’acce´le´ration de la multiplication scalaire sur les courbes elliptiques de´finies dans des
corps finis premiers. Ce me´canisme base´ sur l’oppose´ et l’ordre d’un point, re´duit le nombre d’ope´rations de
points dans un intervalle donne´, et pre´sente en plus l’avantage de pouvoir eˆtre combine´ avec les techniques
existantes. Enfin dans notre dernie`re contribution, nous nous sommes inte´resse´s a` l’acce´le´ration du calcul des
points re´sultants du partitionnement du scalaire qui introduisent des couˆts additionnels de calcul et de stockage
me´moire. Nous comparons diffe´rentes formules de points existantes en mettant en e´vidence leur efficacite´.
Mots-cle´s : Re´seaux de Capteurs Sans Fil, Authentification, Courbes elliptiques pour la cryptographie
Abstract:
A Wireless Sensor Network (WSN) consists of a large number of sensor nodes which collaborate so as to
monitor environnement. For various WSNs’ applications, the collected data should be protected by preventing
unauthorized users from gaining the information. The need to find a reliable and adaptive security solution is
very important. Most current standard security protocols designed for traditional networks cannot be applied
directly in WSN. For this reason, providing a variety of security functions with limited resources is a real
challenge. Our research work seeks to find secure efficient solutions that take into account the rather weak
defense of an autonomous network. In this way, we apply lightweight cryptography mechanisms based on hash
function and elliptic curves. A focus on different security mechanisms and lightweight security algorithms can
highlight the strength ratio between WSNs and their vulnerabilities. Our first contribution is on a secure energy
efficient solution, it uses the samemechanism and aims to enhance the security weaknesses of existing solutions.
The second contribution uses the concept of probability risk analysis to show to which level the proposed
solution justifies the better energy consumption for a given network architecture. In the third contribution, we
present a new technique to accelerate scalar multiplication on elliptic curves cryptography over prime field for
light-weight embedded devices like sensor nodes. Our method reduces the computation of scalar multiplication
by an equivalent representation of points based on point order in a given interval and can also act as a support
for most existing methods. Finally our last contribution presents a fast pre-computation algorithm in a parallel
scalar multiplication to avoid the storage of pre-computation points which requires extra memory. We also
provide a comparison of different formulas so as to find out their efficiency.
Keywords: Wireless Sensor Network, Authentication, Elliptic Curves Cryptography
