S1 Tidal decomposition of NECOFS model
Model output was taken from the Northeast Coastal Ocean Forecast System (NECOFS, Beardsley and Chen 2014) , high-resolution ocean model based on the Finite-Volume Community Ocean Model (Chen et al. 2003) . NECOFS integrates oceanic and atmospheric processes from the Mid-Atlantic Bight to the Scotian Shelf, simulating ocean dynamics on a high-resolution, variable-geometry triangular mesh. NECOFS hindcasts were not available for the times of our field work, so we instead obtained six days' worth of model predictions at hourly resolution from 29 October to 4 November 2016. Because currents in the Race are forced primarily by the M2 semidiurnal tide, and because the water column in this area never stratifies (O'Donnell et al. 2014) , we expected tidal currents from this time period to be adequately representative of those during the study period.
To check this assumption (that the NECOFS model was primary driven by baroclinic tides, and hence not strongly seasonal), we conducted several analyses on the modeled currents in the area near GGI. From the entire model domain, we selected a subset centered on the Race, between 72.33
• and 71.65
• W, and 40.93
• and 41.33
• N. We decomposed the modeled currents in this area, averaged through the water column, into a set of empirical orthogonal functions (EOFs, also known as principal components, Cressie and Wikle 2011). The first and second components accounted for 91% and 8% of the variance in the data, and the time series of the corresponding loadings were highly correlated with the NOAA tidal predictions at LIS1010, with maximum cross-correlation coefficients of 0.98 and 0.97. Based on examination of the EOF time series, "flood" and "ebb" were defined in the NECOFS output as periods when the first EOF loading was < −15 and > 15. These results confirmed that the model currents in this location were forced almost exclusively by the tides and that the model output from 2016 was sufficiently representative of conditions during our field work.
S2 Merging observed and modeled currents
ADCP measurements were classified by their tidal phases, and averaged across depth to obtain a single water column value at each point along the survey track. Variograms were calculated and modeled for the NECOFS currents as for the ADCP measurements, the only difference being that spherical variogram models provided a better fit than Gaussian ones for these data. The NECOFS model output was kriged onto the same regular grid as the ADCP data. Both the expected value and prediction error for each prediction point were saved. The ADCP and NECOFS kriged current fields were merged by making a point-bypoint weighted sum. These weights were inversely proportional to the error variance of each interpolated current field, with the total variance being the sum of the kriging error ( Figure S1b ) and an additional variance due to errors in the underlying data. For the ADCP, the measurement error variance was estimated as 0.75 cm 2 s −2 , based on the instrument settings used. The NECOFS variance was taken to be 24 cm 2 s −2 , based on published validation results for the model (Chen et al. 2011 , Sun et al. 2016 ).
S3 Correcting currents for continuity
The minimum node spacing of the NECOFS model was on the order of 1 km, meaning it did not resolve flow over and around a number of small-scale landscape features in the Race. Among these omitted features was GGI itself, causing the interpolated current field to flow directly over the island instead of around it. A digital elevation model (DEM) of this area was available from NOAA's National Geophysical Data Center (Eakins et al. 2009 ). Its resolution was much higher than that of the NECOFS model (1/3 arc-second, or approximately 10 m, vs. 1 km or more for the NECOFS mesh). To improve the current field's realism, we overlaid it on the higher-resolution DEM and corrected it based on physical constraints-namely, conservation of mass as it flowed around the islands and other bathymetric features.
To accomplish this, we made two simplifications. First, we assumed that the current field was steady in the middle of the flood and ebb. This is clearly not true over an entire tidal cycle, but is a decent approximation within an hour or two of peak flood and ebb, and dramatically simplifies the calculations. Second, we multiplied the interpolated velocity u = [u, v] by the water column depth h in each grid cell to get the depthaveraged mass flux, J = [J x , J y ] . This reduced the problem from three dimensions to two. Our ADCP measurements showed that velocities were fairly constant through most of the water column, especially in the shallowest, fastest-flowing areas, so this simplification is also not unreasonable.
A steady, incompressible two-dimensional flow can be represented completely by its stream function ψ. The stream function is a scalar field whose partial derivatives give the components of the volume flux,
As a scalar field, ψ is easier to work with than the vector-valued velocity or flux. Representation of a velocity (or mass-flux) field via its stream function also guarantees that it will obey continuity, i.e. that fluxes in and out of any small volume will sum to zero. This is precisely the condition we wished to enforce. The stream function is also related to the vorticity ω by the equation
where ∇ 2 is the Laplace operator
Vorticity can equivalently be derived from the curl of the flow,
These equations allow us to define several conditions which we would like to be true. The partial derivatives of ψ in Equation S1 should produce velocities close to those "measured" at the model nodes and along the ADCP track (as well as over land, where the current must by definition be zero). And if Equation S2 holds, continuity will be enforced. The task is to find a value for ψ which meets both of these conditions.
For our gridded data, we approximated spatial derivatives as first-order centered finite differences. Equations (S2-S4) the correspond to a system of linear equations. To solve them, it is convenient to define matrices implementing the first and second spatial derivatives as finite differences. For instance, if there are n grid cells, then we can define an n × n matrix D y such that the zonal derivative of a gridded field f is approximated as
Here an arrow over a variable indicates a "vectorized" version of a 2-D gridded quantityi.e. one where the columns have been stacked atop one another to create a single column vector. Similar matrices can be defined for the x-direction (denoted D x ), and for the second spatial derivatives (D xx and D yy ). These matrices are all diagonally banded and extremely sparse, making them computationally efficient. It should be noted that in practice a few changes must be made to the diagonal bands to account for the grids' boundaries. Code to construct these matrices is included in the online supplementary material. Consider a gridded variable f , vectorized as f , with n elements. Out of these, a subset of size m fall on a "boundary." This could be one of the domain's edges, but could also be an interior point for which a direct measurement is available to constrain the field's value. To select these points out of the entire grid, define a boundary-condition matrix B. This matrix can be constructed by taking an n × n matrix of zeros and placing a one on the i th element of its diagonal if f i a boundary cell. Rows with only zero entries are then removed, leaving a m × n rectangular matrix. With matrix operators for the spatial derivatives and boundary cells defined, we can proceed to correcting the currents. First, an approximate vorticity ω 0 was calculated from the initial flux field J 0 based on (S4) as
Next, we determined which elements of J 0 to use as boundary conditions. We used all grid cells which contained a NECOFS mesh node or an ADCP survey track line. NECOFS nodes within about 1 km of GGI and LGI were not included, since we knew the modeled velocities here were inaccurate, due to the omission of the islands from NECOFS's bathymetry model. We also included the edges of the local domain, which ensured that it was realistically linked to the larger-scale regional flow, which NECOFS could be relied on to reproduce well.
For each tidal phase, these cells were gathered into length-m boundary vectors J xb and J yb . Their indices were also used to define the m × n incidence matrix B such that J xb = B J x and J yb = B J y . The entire grid contained n = 50, 715 cells; of these m = 2, 304 were boundary cells during the flood phase, and m = 1, 689 during the ebb (due to differences in the survey lines, see Figure S1 ). We defined a similar boundary matrix L, with dimensions l × n, for the l = 1, 171 cells which fell on land (where the flow must be zero).
Based on (S4) and (S1), we can write a system of linear equations,
where 0 l is a length-l vector of zeros, and w has been introduced as an adjustable relaxation parameter. If we define M = [D xx + D yy ; LD x ; LD y ; wBD x ; wBD y ] and b = [− ω; 0 l ; 0 l ; J xb ; J yb ], this system can be written more compactly as
which can be solved for ψ using a linear algebra package. From ψ, it is straightforward to calculate the corrected velocity components u 1 and v 1 , by first applying the matrix version of (S1), and then dividing by h to convert from volume flux back to velocity:
These equations were solved for both flood and ebb tides. The system in (S11) is overdetermined (there are n + 2l + 2m equations, but only n unknowns), so it must be solved by an approximate, rather than exact, method. We used a least-squares solution based on a pivoted QR decomposition, as implemented in the matrix division routine for rectancular matrices in the Julia language (Bezanson et al. 2012) . With this algorithm, the parameter w effectively determines the weight given to the measurements (i.e., Equations S9 and S10) vs. the conservation of mass (S6). We solved (S11) with a variety of values for w. When observations were given too little weight, the corrected current field tended to be unrealistically smooth. On the other hand, when observations were too heavily weighted, the corrected currents tended to have small localized deflections around the ADCP tracks and NECOFS nodes. Starting from equal weighting (w = 1), we adjusted w downwards until these deflections just disappeared. This occurred when w was close to 0.02, and this value was used to produce the final corrected current fields.
The kriged current fields from the ADCP measurements and NECOFS model output agreed in some places and disagreed in others ( Figure S1 ). In general, the disagreement was greater farther from the ADCP tracks, where the kriging prediction error was greatest. The prediction error was greater for the kriged ADCP current field, ranging from 25 cm s −1 near the survey tracks to 40 cm s −1 farther away ( Figure S1 ). The prediction error for the interpolated NECOFS currents was lower, from 5-10 cm s −1 , and more uniform, due to the evenly spaced model nodes ( Figure S1 ). As a result, the final, statistically-blended current field mostly reflected the NECOFS model predictions, modified slightly by the extrapolated ADCP measurements. During the ebb tide, water flowed east out of Long Island Sound, turning to the southeast once past Plum Island and accelerating over the shallow sill in the Race ( figure S2 ). The flood-tide current field was mostly the reverse of the ebb. Total error in the final current fields ranged from 9 to 15 cm s −1 . Figure S1 : Interpolations of average ebb-and flood-tide currents from ADCP data and NECOFS model output. Both current fields are water-column averages. (a) Kriged predictions of current fields based on ADCP (red arrows) and NECOFS (blue arrows). Length of arrows is proportional to current magnitude, ranging from 0 to 1.7 m s −1 .
Shading shows bathymetry. (b) Uncertainty in the kriged current fields for both data sources, expressed as the standard error of the current magnitude. In both plots, black lines show the survey track along which ADCP data were collected. In (b), black points show locations of NECOFS model nodes. 
