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We study cosmological structure formation with ultralight axion dark matter, or “fuzzy dark
matter” (FDM), using a particle-mesh scheme to account for the quantum pressure arising in the
Madelung formulation of the Schro¨dinger-Poisson equations. Subpercent-level energy conservation
and correct linear behavior are demonstrated. Whereas the code gives rise to the same core-halo
profiles as direct simulations of the Schro¨dinger equation, it does not reproduce the detailed in-
terference patterns. In cosmological simulations with FDM initial conditions, we find a maximum
relative difference of O(10%) in the power spectrum near the quantum Jeans length compared to
using a standard N-body code with identical initial conditions. This shows that the effect of quan-
tum pressure during nonlinear structure formation cannot be neglected for precision constraints on
a dark matter component consisting of ultralight axions.
I. INTRODUCTION
Ultralight axions (ULAs) are candidate particles for
dark matter motivated by string theory compactifica-
tions [1] that behave as “fuzzy dark matter” (FDM) [2].
In these models, the gravitational growth of perturba-
tions is suppressed below the “quantum Jeans length”
corresponding to the de Broglie wavelength of particles
with virial velocities. This effect has also been stud-
ied in the contexts of scalar field [3–7], Bose-Einstein
condensate [8–10], or wave dark matter [11]. For suffi-
ciently light particles (m . 10−22 eV), the Jeans length
is of the order of several kpc or larger, allowing mass-
dependent constraints on the relative fraction of FDM
to CDM from observations of galactic density profiles,
halo statistics, large-scale structure, and the CMB [12].
Moreover, mixed dark matter models consisting of FDM
and CDM have been proposed to solve the small scale
problems of pure CDM scenarios [2, 13, 14] including the
missing satellites [15, 16] and cusp-core problems [17].
ULAs share the bosonic properties and the vacuum re-
alignment production mechanism with the QCD-axion.
The mass of the latter is, however, constrained by black
hole superradiance to m > 10−11 eV [18], pushing the
quantum Jeans length to scales too small to be observ-
able in cosmological phenomena.
The currently strongest constraints on the scalar field
mass have been obtained from the luminosity function of
high-z galaxies and measurements of the optical depth to
reionization [19–21]. The resulting minimal mass of m ≥
10−22 still produces sufficiently large halo cores to agree
with observations [11, 14, 22–24]. Thus, FDM currently
appears not to suffer from the catch-22 problem as warm
dark matter does [25].
In the nonrelativistic limit, the dynamics of FDM is
governed by the coupled Schro¨dinger-Poisson (SP) equa-
tions whose ground state solutions, equivalent to the well-
known (nonrelativistic) boson stars, have been studied
extensively in spherical or cylindrical symmetry [9, 26–
31]. Only recently, simulations of the comoving SP equa-
tions with cosmological initial conditions have become
feasible [32, 33]. They show the formation of dark mat-
ter halos consisting of solitonic cores with ground state
(boson star) density profiles, embedded in an NFW-like
outer halo. Three-dimensional simulations of merging
solitonic cores have confirmed this result [22, 34].
In order to resolve oscillatory patterns carrying mo-
mentum information on scales of (mv)−1, cosmological
simulations based on the discretized SP equations require
computational resources that currently only allow small
box sizes ∼ 1 Mpc3, making predictions based on halo
statistics practically impossible. On the other hand, like
in warm dark matter scenarios, some constraints rely pre-
dominantly on delayed structure formation and the ab-
sence of low-mass halos rather than the existence of halo
cores. These are captured to some extent by the linear
transfer function, whereas dynamical effects during non-
linear gravitational collapse produce only higher-order
corrections. Following this argument, standard N-body
simulations with FDM initial conditions have been used
to derive constraints on scalar field masses from reioniza-
tion and damped Lyman-α observations [20, 21]. How-
ever, the accuracy of this approach has not been tested
so far for FDM.
In this work, we present a particle-mesh scheme in-
cluding an additional force term to account for the quan-
tum pressure gradient in the Madelung formulation of the
Schro¨dinger equation. It is intended to provide a coarse-
grained description of the SP dynamics instead of a fully
accurate alternative representation by keeping track of
the exact energy budget without resolving the fine-scale
structure. It aims to model the effects of quantum pres-
sure on scales where differences between the dynamics
of CDM and FDM are moderate. The method can be
understood as an intermediate approach between grid-
based Schro¨dinger solvers and N-body codes. Because
the quantum pressure depends on the second derivative
of the density field it is extremely sensitive to small scale
fluctuations. To mitigate this effect, we choose a dis-
cretization which inherently conserves energy. An al-
ternative approach to simulate the SP equations in the
Madelung form with a particle-based method can be
ar
X
iv
:1
60
8.
00
80
2v
2 
 [a
str
o-
ph
.C
O]
  2
 Ja
n 2
01
7
2found in [35], see also the discussion in [36].
The paper is organized as follows. In section II, the em-
ployed numerical method and parameters are described.
The method is then tested in noncosmological test prob-
lems. In section III the results of our cosmological runs
are presented. The results are summarized and discussed
in section IV.
II. NUMERICAL METHODS
A. Particle-mesh implementation of quantum
pressure
Nonrelativistic FDM obeys the Schro¨dinger-Poisson
equations,
i~Ψ˙ = − ~
2
2m
∇2Ψ + V mΨ (1)
and
∇2V = 4piGm|Ψ|2 . (2)
The Schro¨dinger equation can be recast using the ex-
pressions Ψ =
√
ρ(x,t)
m exp(iS(x, t)/~) and v = m
−1∇S.
Separating real and imaginary parts yields
ρ˙+∇(ρv) = 0 (3)
and
v˙ + (v · ∇)v = −∇(Q+ V ) , (4)
where the so-called quantum pressure is given by
Q = − ~
2
2m2
∇2√ρ√
ρ
. (5)
This representation resembles the Euler equations of fluid
dynamics. It is known as the Madelung transformation
of the Schro¨dinger equation [37]. Both formulations are
equivalent in regions of nonvanishing density, i.e., out-
side of interference nodes where Q is ill defined. Con-
sequently, interference phenomena are still expected to
occur in high-resolution solutions of the Madelung equa-
tions, but an accurate representation of nodes can only
be achieved in the Schro¨dinger formulation.
For our simulations, we modified the particle-mesh
scheme of the cosmology code Nyx [38] in order to
account for the quantum pressure Q. In analogy to
smoothed-particle hydrodynamics (SPH) [39], we derive
an equation of motion for the particles from a Lagrangian
which ensures inherent energy conservation. To define an
adequate Lagrangian, an expression for the kinetic energy
of the scalar field under the Madelung transformation is
needed. It is given by
K =
∫
~2
2m
|∇Ψ|2d3x
=
∫
ρ
2
v2d3x +
∫
~2
2m2
(∇√ρ)2d3x =: Kv +Kρ (6)
Here, Kv will be numerically represented by the kinetic
energy of the the particles. Kρ is the energy carried by
the density gradient. It can also be understood as the
potential energy corresponding to the quantum pressure.
Neglecting gravity, the Lagrangian therefore reads
L = T − V = Kv −Kρ . (7)
Writing the Lagrangian in terms of the positions qi,
velocities q˙i and masses mi of the particles with indices
i, we find for Kv:
Kv =
∑
i
1
2
miq˙
2
i . (8)
For Kρ, we use the expression for the density at a given
point x used in SPH codes [40],
ρ(x) =
∑
i
miW (|x− qi|, h) , (9)
where W is the smoothing kernel with a given smoothing
length h. Thus,
Kρ =
∫
~2
2m2
∇√∑
i
miW (|x− qi|, h)
2 d3x . (10)
The gradient is replaced by finite differences and inte-
grals are evaluated on the rectangular grid that is already
used in the particle-mesh scheme for gravity in Nyx,
Kρ ≈ ~
2
2m2
∑
j,k,l
(
∇
√
ρ(x)
∣∣
x=xjkl
)2
(∆x)3
≈ ~
2
2m2
∆x
4
∑
j,k,l
(√
ρj+1,k,l −√ρj−1,k,l
)2
+
(√
ρj,k+1,l −√ρj,k−1,l
)2
+
(√
ρj,k,l+1 −√ρj,k,l−1
)2
. (11)
Here, xjkl denote the grid points with a separation of
∆x and ρj,k,l ≡ ρ(xj,k,l). Using the second Lagrange
equation,
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0 , (12)
and noting that
∂ρ(x)
∂qi
=
∂
∂qi
∑
i
miW (|x− qi|, h)
= −mi∇W (r, h)
∣∣
x−qi , (13)
yields the following equation of motion:
miq¨i =
~2
2m2
(∆x)3
∑
j,k,l
∆n
√
ρ√
ρ
mi∇W (r, h)
∣∣
xj,k,l−qi .
(14)
3∆n is the numerical Laplace operator (seven-point sten-
cil). One can therefore recognize the quantum pressure
evaluated by finite differences on the right hand side of
Equation 14 . By construction, the discretized equation
of motion conserves the discretized versions of the energy
expressions as given by Equation 8 and Equation 11. The
additional force term was incorporated into the existing
leapfrog scheme for gravitational acceleration in Nyx.
The principal steps for its computation are to compute
(i) the density on the grid using equation (Equation 9) (ii)
the quantum pressure on the grid using the seven-point
stencil and Equation 5, and (iii) the acceleration on each
particle by convolving the pressure with the gradient of
the smoothing kernel according to Equation 14.
The same smoothing kernel is used for the density in-
terpolation in the gravity solver, so that the density field
in Nyx is always computed by Equation 9. The addi-
tional acceleration leads to a modified condition for the
time step ∆t in order to enforce that particles must not
move farther than ∆x in a single time step [38].
We choose the following smoothing kernel [40]:
W (r, h) =
8
pih3

1− 6 ( rh)2 + 6 ( rh)3 if 0 ≤ r/h ≤ 12
2
(
1− rh
)3
if 12 < r/h ≤ 1
0 elsewhere
(15)
h ≈ 4∆x was empirically found to optimize energy con-
servation and computational efficiency and therefore cho-
sen for the simulations of solitonic core collisions. In
the cosmological simulations, we used h = 3.5∆x since
kernel radii with an uneven number of cells give rise
to a less noisy density field after initialization with the
Zel’dovich approximation. This is especially important
for FDM initial conditions featuring a steep cut-off in the
initial power spectrum. We assume a scalar field mass of
m = 2.5× 10−22 eV throughout this paper.
B. Tests with solitonic core collisions
In [34], three-dimensional simulations of the SP equa-
tions were used for a detailed parameter study of colliding
and merging solitonic halo cores. As shown in [33], the
density structure of cores in FDM halos is identical to
Newtonian boson stars. Here, we will use the results of
[34] to compare the particle-mesh code described above
to numerical solutions of the discretized SP equations in a
nonsymmetric, dynamical setup on a static background.
For details about the Schro¨dinger solver, see [34]. As
long as no additional scale is introduced (like the Hubble
scale in section III), the system obeys a scale symmetry
with respect to a parameter λ [27]:
{t,x, V,Ψ} → {λ−2t, λ−1x, λ2V, λ2Ψ}
{ρ,M,K,Wg} → {λ4ρ, λM, λ3K,λ3Wg} . (16)
Here, M denotes the total mass and Wg the gravitational
potential energy. Thus, although we present our results
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FIG. 1. top: Evolution of the radial density profile (blue and
green) normalized to the central density of the theoretical
soliton profile (red) bottom: Difference of the three energy
terms from their starting values normalized to the total energy
of the system
for a concrete set of physical parameters, they can be
rescaled according to Equation 16.
For the simulation shown in Figure 1, we initialized a
density profile which is close to the spherically symmetric
ground state solution of the SP equations as given in [27]
which we will refer to as (solitonic) cores. We use N =
106 particles and a grid resolution of 18.6∆x = r95 where
r95 is the radius that encloses 95% of the mass of the core.
As expected, the code conserves total energy up to less
than 10−2. Owing to small numerical deviations from the
exact solution, the density profile oscillates stably around
the ground state. Considering the different energy terms,
this behavior corresponds to a periodic exchange between
the gradient energy Kρ and the gravitational potential
energy Wg. The characteristic (quasinormal) period Tqn
seen in our solutions is very close to that given by [27].
Figure 2 shows a head-on collision of two cores, using
the same number of particles per core and spatial res-
olution as above. Due to their initial relative velocity
the total energy is positive. According to [29], one ex-
pects the cores to exhibit solitonic behavior, i.e. to pass
through each other without significantly altering their
density profiles. While overlapping, the cores are ex-
pected to form an interference pattern. In figure Figure 2,
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FIG. 2. Evolution of the density profile along the symmetry
axis for our code (blue) and the Schro¨dinger solver (red). The
cores have an initial relative velocity of 40 km/s.
our results are compared to those obtained from the grid-
based Schro¨dinger solver used in [34]. As expected from
the discussion in section II A above, the coarse-grained
nature of the particle-mesh method does not capture the
interference pattern but nevertheless reproduces the so-
lution of the Schro¨dinger solver before and after the cores
overlap.
In Figure 3. we plot the energy terms for both codes
where, in the case of the particle-mesh scheme, we split
Kv into the part resulting from the grid-scale bulk motion
of the fluid, defined by
v(x) =
∑
i q˙imiW (|x− qi|, h)
ρ(x)
, (17)
and the remaining part corresponding to the particle ve-
locity dispersion. The most distinguishable feature is
that during overlapping phase, energy is stored in two
different ways. While in the Schro¨dinger solution gradi-
ent energy increases as a result of the formation of an
interference pattern, in the particle-mesh scheme the ex-
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FIG. 3. Difference of the energy terms to their initial values
in the simulation shown in figure Figure 2 for our code (solid
lines) and the Schro¨dinger solver (dotted lines).
act same amount of energy is stored in particle veloc-
ity dispersion. In other words, on scales where the true
density profile is unresolved, particles are largely unaf-
fected by quantum pressure and therefore stream freely.
This is in obvious contrast with solutions of Equation 4
where v is single-valued at each point. Our numerical
scheme can therefore be interpreted as an approximate,
coarse-grained representation of the SP equations whose
validity on the scales of interest must be verified by nu-
merical tests. Our results show that energy conservation
is crucial for establishing the correct behavior on resolved
scales.
Further evidence for this interpretation is provided by
Figure 4. It shows the radial density profiles of the final
state in simulations of two merging cores with initial or-
bital angular momentum. In agreement with the results
of SP simulations [22, 34] , they consist of a central soli-
tonic core and an outer halo with NFW-like profile. As
expected, we do not observe the granular structure sur-
rounding the core seen in the SP simulations. As in [34],
the mass of the central core is independent of angular
momentum.
III. COSMOLOGICAL SIMULATIONS
In order to isolate the dynamical impact of quan-
tum pressure, we compare cosmological simulations
using the particle-mesh scheme (“FDM simulations”)
with standard N-body simulations (apart from the un-
usual smoothing kernel) using identical initial conditions
(“CDM simulations”). In comoving coordinates, the
quantum pressure Equation 5 is given by
Q = − ~
2
2m2
1
a2
∇2√ρ√
ρ
(18)
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FIG. 4. Radial profiles of the resulting haloes in simulations
of two merging cores (dotted line). The solid lines are fitted
theoretical core profiles. The black line shows a r−3 law as
in the outer regions of a NFW profile. The initial set-up and
resolution is equal to the one in figure Figure 2 but with an
initial velocity of 0.1 km/s in opposite directions perpendic-
ular to the symmetry axis instead of a velocity towards each
other. The runs have different mass ratios µ between the two
cores where the lighter one always has the same mass as in
figure Figure 2.
Initial conditions for particles in the Zel’dovich approx-
imation are generated with the Music code [41]. We
set H0 = 70 km s
−1 Mpc−1, ΩΛ = 0.75 and Ωm =
ΩFDM = 0.25 for our test calculations. In the presen-
tation of the results, we use the internal unit system of
the Nyx code and choose Mpc for the unit of length in-
stead of Mpc h−1.
As a first test, we initialize the simulations with a stan-
dard CDM transfer function as parameterized in [42]. By
keeping small scales in the inital power spectrum unsup-
pressed, the effect of quantum pressure on the evolution
of perturbations can be observed more clearly. The co-
moving box size is L = 2 Mpc resolved by Ng = 512
3
cells. Figure 5 compares the power spectra at z = 100
and z = 18.5 where the perturbations are only mildly
nonlinear. While the power on large scales is equal in
both cases, on smaller scales the power spectrum remains
at approximately the initial level in the FDM simulation.
Figure 5 also shows the quantum Jeans scale [2],
kJ = 2pi
1/4a1/4~−1/2(Gρ)1/4m1/2 , (19)
at the corresponding redshifts. As expected, the region
between suppressed and unsuppressed growth of pertur-
bations coincides with the range of kJ between z = 100
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FIG. 5. Power spectra in simulations with an initial CDM
power spectrum at z = 100 and the Jeans scales kJ at z = 100
and z = 18.5.
and z = 18.5 as a result of its dependence on the scale
factor.
Accounting for the suppression of small scale power in
linear structure growth since the beginning of structure
formation can be expressed by a transfer function T (k, z)
modifying the CDM power spectrum,
PFDM (k, z) = T
2(k, z)PCDM (k, z) , (20)
which is approximately given by the redshift-independent
analytical expression [2]
T (k) =
cosx3
1 + x8
(21)
where x = 1.61m1/18k/kJeq. It corresponds to a sharp
cut-off at the Jeans scale at matter-radiation equality
kJeq. Due to the qualitative difference in the linear power
spectra of FDM and CDM already at the beginning of
the simulations, the results in Figure 5 clearly cannot be
taken as a realistic simulation of FDM.
As a second, more realistic test of the effects of FDM
quantum pressure, we used Equation 21 to initialize the
density fields. The pressureless (CDM) simulations are
therefore equivalent to the N-body simulations presented
in [20, 21]. In order to investigate the scale dependence
of the effects of quantum pressure at fixed axion mass,
we used two simulation boxes with L = 2.5 Mpc and
L = 10 Mpc resolved by NG = 512
3 cells. Because
kJ(z = 100) > kJeq, power at the Jeans scale at z = 100
is strongly suppressed. Thus, although we resolve the
Jeans scale, the influence of quantum pressure on linear
structure growth is not as visible as in Figure 5 because
there is not as much structure on the relevant scales at
initialization. Instead, we must look for differences in
nonlinear structure growth. Note, however, that the em-
ployed resolution is not sufficient to resolve the solitonic
cores in dark matter halos as observed in [22, 33].
The relative difference of the FDM and CDM power
spectra for both simulation boxes can be seen in Figure 6.
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(ρFDM − ρCDM )/ρCDM . bottom: Density in the FDM simulation. The box size is L = 2.5 Mpc and the slice was chosen in a
way that it intersects a massive halo.
Our central result is that these differences grow up to
≈ 13% on scales close to the quantum Jeans length, while
they become nearly undetectable on larger scales. Some-
what contrary to expectations, we observe more power
on small scales in the FDM simulations compared to
the pressureless N-body simulations. In both simulation
boxes, the difference in the power spectrum drops again
at the smallest resolved scales caused by the numerical
particle smoothing. Since we use an equal number of cells
for both box sizes, the larger box corresponds to a lower
physical resolution and the drop in the power spectrum
due to particle smoothing occurs at larger scales. Both
simulations are fully consistent apart from the grid cutoff.
Based on these results alone, we cannot exclude an even
larger difference in power on scales which are still unre-
solved in the smaller simulation box. The results for the
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FIG. 8. Root-mean-square relative difference of the density
(ρFDM − ρCDM )/ρCDM per numerical cell for the two box
sizes, i.e., cell widths of the numerical grid ∆x.
power spectrum are consistent with the relative density
contrast whose amplitude is of the order of several 10%,
as seen in Figure 7. Interestingly, the largest differences
are located around the filaments where an interference-
like pattern can be identified.
Finally, Figure 8 shows the root-mean-square relative
deviations per cell. The deviations increase with decreas-
ing redshift suggesting that even higher deviations can be
found at z = 0. Because differences exist primarily on
smaller scales, the simulation with higher spatial resolu-
tion shows larger deviations.
IV. CONCLUSIONS
We have presented a new particle-mesh scheme that
allows the investigation of the effects of ultralight axion,
or “fuzzy”, dark matter (FDM) on cosmological struc-
tures at scales close to the quantum Jeans length. This
was achieved by adding an additional force term, given
by the quantum pressure in the Madelung form of the
Schro¨dinger equation, to a standard N-body code in an
energy conserving way. It was tested against known nu-
merical results for the structure and oscillations of single
solitonic cores, for the shapes of final radial density pro-
files in core mergers, and for the linear growth of pertur-
bations in cosmological simulations. It is intended as an
approximate method to find coarse-grained solutions to
the governing Schro¨dinger-Poisson (SP) equations, cap-
turing the resolved modifications to the density profile
while leaving the small-scale interference pattern of the
true SP solutions unresolved.
Our main goal was to detect the dynamical effects of
quantum pressure during structure formation at lower
redshifts, i.e., those that are not already captured by
the linear transfer function used to initialize the simu-
lations. Comparing our FDM simulations with the new
scheme to standard N-body simulations with identical
initial conditions, we indeed find significant differences
in the resulting density fields. Interestingly, the largest
relative deviations in the density field are located around
the filaments, i.e. the first nonlinear structures to form
on a given scale in cosmological structure formation (but
note that our simulations fail to resolve solitonic halo
cores where even larger differences might occur). The
maximum difference in the resulting power spectra is of
the order of 10% at z = 2.38 on scales around the quan-
tum Jeans length. For observational probes of structure
formation that reach a comparable level of precision, nu-
merical predictions will have to include the dynamical
effects of quantum pressure. This is our central result.
In future work, we will study the dynamical effects of
FDM on the halo mass function and at lower redshifts,
requiring larger simulation boxes while still resolving the
Jeans length. It will also be interesting to search for po-
tential observable consequences of the predicted density
patterns around filaments.
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