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Diese Dissertation ist durch die Ergebnisse einer Reihe von Scherexperimenten an lamel-
laren Phasen motiviert worden. Untersucht wurden z.B. lamellare Phasen von Blockco-
polymeren [48, 49, 62, 69, 106, 119, 123, 127, 132, 135, 145], niedermolekulare thermo-
trope Flu¨ssigkristalle [55, 101, 114], lyotrope lamellare Phasen von niedermolekularen
[29, 31, 85, 88, 142] und polymeren [140, 141] amphiphilen Moleku¨len und flu¨ssigkristal-
line Polymere [93, 95]. Meist wird fu¨r Systeme mit niedriger Viskosita¨t (z.B. niedermo-
lekulare lyotrope Systeme) ein Rheometer in Couette-Anordnung gewa¨hlt, wa¨hrend die
Messungen an hochviskosen Materialien (z.B. Blockcopolymeren) oft an den sog. Kegel-
Platte oder Platte-Platte Anordnungen durchgefu¨hrt werden (s. Abb. 1).
Trotz all dieser Unterschiede in den Details zeichnet sich eine erstaunliche gemeinsame
Tendenz in diesen Experimenten ab: Ist das System in einer Konfiguration pra¨pariert,
in der die Schichten parallel zu den Ebenen konstanter Geschwindigkeit liegen (“par-
allele” Orientierung), so ist diese Konfiguration bis zu einer kritischen Scherrate sta-
bil. Wird die Scherrate jedoch u¨ber einen kritischen Wert erho¨ht, so wird die parallele
Orientierung instabil. Nach hinreichend langer Zeit findet man dann entweder Schich-
ten, die senkrecht zur Vortizita¨tsrichtung ausgerichtet sind (also in der Ebene liegen,
die durch die Geschwindigkeits- und Gradientenrichtung aufgespannt wird, “senkrechte”
Orientierung), oder die Lamellen haben sich zu geschlossenen, zwiebelartigen Strukturen
(multi-lamellaren Vesikeln) aufgerollt. Diese Destabilisierung der parallelen Orientierung
ist umso u¨berraschender als die Standardformulierung der entsprechenden hydrodyna-
mischen Theorie (jene von smektisch-A Flu¨ssigkristallen [25, 26, 81, 104]) eine solche
Instabilita¨t nicht vorhersagt.
II Physikalischer Mechanismus
Da Unterschiede im mikroskopischen Aufbau der experimentellen Systeme zu vergleich-
baren Ergebnissen fu¨hren, scheint es angemessen, eine mo¨glichst allgemeine Theorie als
Grundlage einer erweiterten Theorie zu benutzen: Die hydrodynamische Beschreibung
von smektisch-A Flu¨ssigkristallen ist ein geeigneter Ausgangspunkt fu¨r einen solchen Zu-
gang. Im Rahmen der theoretischen Beschreibung na¨hern wir die verschiedenen Scher-
vii
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Abbildung 1: Zwei typische Rheometer in schematischer Darstellung: Links eine Kegel-Platte
Anordnung, rechts ein Couette-Rheometer.
Abbildung 2: Die verschiedenen Schergeometrien werden durch zwei parallele, unendlich aus-
gedehnte Platten, die sich mit gleicher (konstanter) Geschwindigkeit in entgegengesetzte Rich-
tungen bewegen, angena¨hert.
geometrien durch zwei parallele, unendlich ausgedehnte Platten an. Beide Platten be-
wegen sich mit gleicher (konstanter) Geschwindigkeit in entgegengesetzen Richtungen
(s. Abb. 2).
Ein Gedankenexperiment am Beispiel niedermolekularer thermotroper Flu¨ssigkristalle
fu¨hrt uns zu der gesuchten Erweiterung der makroskopisch-hydrodynamischen Beschrei-
bung von smektisch-A Flu¨ssigkristallen. In einem smektisch-A Flu¨ssigkristall sind die
Moleku¨le bevorzugt in Schichten angeordnet. Zusa¨tzlich sind die Moleku¨lachsen im Mit-
tel parallel zur Schichtnormalen ausgerichtet. Vernachla¨ssigen wir nun fu¨r einen Moment
die Schichtstruktur, so haben wir ein System vor uns, das einem nematischen Flu¨ssigkris-
tall in homeotroper Orientierung sehr a¨hnlich ist. Von nematischen Flu¨ssigkristallen ist
aber bekannt, dass eine von außen angelegte Scherung ein Drehmoment auf den Direktor
(die gemittelten Moleku¨lachsen) ausu¨bt. Dieses Drehmoment fu¨hrt im einfachsten Fall
zum sog. flow alignment, einem Kippen des Direktors in Flussrichtung.
Die Grundidee unseres Zugangs ist, dass dieses Drehmoment auch in der smektisch-A
Phase vorhanden ist. Der Direktor ist aber so an die Schichtnormale gekoppelt, dass im
Gleichgewicht beide parallel sind. Unter dem Einfluss a¨ußerer Felder wird das Drehmo-
viii
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ment auf den Direktor durch ein Drehmoment, das durch die Kopplung an die Schichtnor-
male entsteht, kompensiert. Daraus folgt dann ein endlicher (aber meist kleiner) Winkel
zwischen der Schichtnormalen und dem Direktor. Als Ursache fu¨r diesen Kippwinkel
kommt nicht nur ein Scherfeld in Frage, auch von außen angelegte elektrische oder ma-
gnetische Felder wirken auf Direktor und Schichtnormale unterschiedlich und ko¨nnen so
eine Verkippung des Direktors erzeugen. Dieser Kippwinkel ist keine hydrodynamische
Variable im strengen Sinn, vielmehr handelt es sich hierbei um eine langsam relaxierende
Gro¨ße.
III Theoretische Behandlung
Die Methoden der irreversiblen Thermodynamik erlauben uns mit Hilfe von Symme-
trieargumenten die makroskopisch-hydrodynamischen Gleichungen fu¨r unser erweiter-
tes Modell eines smektisch-A Flu¨ssigkristalls aufzustellen. Dabei beru¨cksichtigen wir
die smektischen Freiheitsgrade (Schichtverschiebung und smektischer Ordnungsgrad),
die nematischen Freiheitsgrade (Direktor und nematischer Ordnungsgrad) und das Ge-
schwindigkeitsfeld als makroskopische Variablen. Wir analysieren den so erhaltenen Satz
von makroskopisch-hydrodynamischen Gleichungen in mehreren Schritten:
• Ra¨umlich homogener Zustand bei gegebener Geschwindigkeit der Platten
• Stabilita¨tsbereich dieses ra¨umlich homogenen Zustands als Funktion der verschie-
denen Materialparameter
• Schwach nicht-lineare Analyse an der Grenze des Stabilita¨tsbereichs
III.a Ra¨umlich homogener Zustand
Hat man als Ausgangszustand eine defektfreie smektische Schichtung in paralleler Ori-
entierung, so ergibt sich folgendes Bild: Ein lineares Scherprofil lo¨st die Impulserhal-
tungsgleichung. Der Kippwinkel des Direktors ist fu¨r kleine Scherraten proportional zur
Scherrate, wa¨hrend die smektische Schichtung unvera¨ndert bleibt.1
Die bevorzugte Dicke einer smektischen Schicht ist proportional zur Projektion der gemit-
telten Moleku¨lachsen (des Direktors) auf die Schichtnormale. Als Folge des Kippwinkels
verku¨rzt sich jeodoch diese Projektion. Somit ist das Verkippen des Direktors nˆ um einen
Winkel θ gleichbedeutend zu einer effektiven Dehnung der Schichten (bei festgehaltener
tatsa¨chlicher Schichtdicke wird die bevorzugte Schichtdicke verringert, s. Abb. 3).




Abbildung 3: Ein endlicher Winkel θ zwischen der Schichtnormalen pˆ und dem Direktor nˆ ist
gleichbedeutend mit einer effektiven Dehnung der Schichten. Im Fall kleiner θ ist die effektive
Dehnung proportional zu θ2/2.
Abbildung 4: Oberhalb einer kritischen Schwelle fu¨r die Scherrate reagiert das System mit
einer undulatorischen Instabilita¨t auf die effektive Dehnung.
III.b Lineare Stabilita¨tsanalyse
Es zeigt sich, dass der oben beschriebene ra¨umlich homogene Zustand oberhalb einer kri-
tischen Scherrate instabil gegen eine undulatorische Instabilita¨t ist2 (vgl. Abb. 4). Der
Wellenvektor dieser Undulationen zeigt in Vortizita¨tsrichtung, d.h. er ist senkrecht zur
Fluss- und Gradientenrichtung. Als Funktion der Materialparameter variiert der kriti-
sche Kippwinkel des Direktors deutlich. Fu¨r einen typischen niedermolekularen thermo-
tropen Flu¨ssigkristall ergibt sich ein kritischer Kippwinkel θ von ein paar Grad. Fu¨r alle
physikalisch interessanten Werte der Materialparameter ko¨nnen wir eine oszillatorische
Instabilita¨t ausschließen.
Koppelt man den Betrag des (nematischen oder smektischen) Ordnungsparameters, den
Ordnungsgrad, an diese hydrodynamischen Gleichungen, so bleiben die kritischen Werte
praktisch unvera¨ndert, der Ordnungsgrad unduliert jedoch analog zu den Schichten. Die
Undulationen des Ordnungsgrads sind in der Na¨he des Randes maximal. Diese Undula-
2Eine a¨hnliche Instabilita¨t ist auch an smektisch-A Phasen zu beobachten, die senkrecht zu den
Schichten gedehnt werden [16, 28].
x
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tionen des Ordnungsgrads zeigen einen Weg auf, wie die Schichtstruktur aufgebrochen
werden kann. Defekte werden bevorzugt in Regionen mit niedrigerem Ordnungsgrad ge-
bildet, weil dort die mit den Defekten verbundene Energie niedriger ist. Eine genaue
Analyse des Einflusses von Defekten wu¨rde jedoch den Umfang dieser Arbeit sprengen.
III.c Schwach nicht-lineare Analyse
Aus der linearen Stabilita¨tsanalyse ko¨nnen keine Aussagen u¨ber die Struktur der In-
stabilita¨t oberhalb der Schwelle abgeleitet werden. Deshalb bestimmen wir die Art der
Bifurkation (super- oder subkritisch) mit Hilfe einer schwach nicht-linearen Analyse. Es
zeigt sich, dass in fast allen physikalisch relevanten Bereichen des Parameterraums die
Bifurkation superkritisch ist. Insbesondere wa¨chst dann die Amplitude der Undulationen
kontinuierlich mit dem Abstand zur Schwelle an, dabei ist die Amplitude proportional
zur Quadratwurzel des Abstands zur Schwelle.
IV Vergleich der Ergebnisse mit Experimenten und
Molekular-Dynamik-Simulationen
IV.a Experimente
Qualitativ stimmt die hier entwickelte Theorie gut mit den zu Beginn erwa¨hnten Experi-
menten u¨berein. Neuere Experimente an lyotropen Systemen zeigen, dass der U¨bergang
von parallelen Lamellen zu multi-lamellaren Vesikeln u¨ber einen Zwischenzustand fu¨hrt.
Dieser Zwischenzustand besteht entweder aus undulierenden Lamellen oder aus multi-
lamellaren Zylindern. Fu¨r das in diesen Experimenten benutzte System sind genu¨gend
Materialparameter bekannt, so dass ein semi-quantitativer Vergleich mit der oben entwi-
ckelten Theorie mo¨glich ist. Aus diesem Vergleich ergibt sich, dass der Durchmesser der
beobachteten Objekte vergleichbar ist mit der kritischen Wellenla¨nge der Undulationen.
IV.b Molekular-Dynamik-Simulationen
Im Rahmen einer Kooperation mit Simulationsphysikern vom Max-Planck-Institut fu¨r
Polymerforschung in Mainz konnte ein detaillierter Vergleich mit Molekular-Dynamik-
Simulationen durchgefu¨hrt werden. Simuliert wurde ein Modellsystem fu¨r geschichtete
Flu¨ssigkeiten, bestehend aus viergliedrigen Kettenmoleku¨len A2B2, mit den beiden Mo-
nomeren A und B. Die Teilchen in einer Kette sind durch Federn verknu¨pft. Teilchen ver-
schiedener Ketten ziehen sich an, wenn sie gleichartig sind, und stoßen sich ab, wenn sie
verschiedenartig sind. Schersimulationen an der lamellaren Phase dieses Systems besta¨ti-
gen zwei wichtige Vorhersagen des analytischen Modells:
• Die Scherung bewirkt ein Verkippen des Direktors in Flussrichtung, wobei die
Schichten zuna¨chst unvera¨ndert bleiben.
xi
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• Oberhalb einer kritischen Scherrate bilden sich stationa¨re Undulationen aus, deren
Wellenvektor in Vortizita¨tsrichtung zeigt.
Außer diesen qualitativen U¨bereinstimmungen ergibt der quantitative Vergleich ein (im
Rahmen der gemachten Na¨herungen) befriedigendes Ergebnis.
V Schlussbemerkungen
In dieser Arbeit wird eine erweiterte makroskopisch-hydrodynamische Beschreibung von
smektisch-A Flu¨ssigkristallen entwickelt. Zentraler Punkt dieser Beschreibung ist, dass
der Direktor (die gemittelten Moleku¨lachsen) und die Schichtnormale in smektisch-A
Flu¨ssigkristallen nicht starr aneinander gekoppelt sind, sondern, unter dem Einfluss a¨uße-
rer Felder, einen endlichen Winkel einschließen ko¨nnen. Diese Erweiterung erlaubt eine
direkte Interpretation von Scherexperimenten an einer Reihe von Systemen, die a¨hnlich
zu smektisch-A Flu¨ssigkristallen sind. Vergleiche mit experimentellen Ergebnissen und
Molekular-Dynamik-Simulationen zeigen eine gute qualitative und eine semi-quantitative
U¨bereinstimmung.
VI Experimenteller Anhang:
Herstellung und Charakterisierung uniaxialer
magnetischer Gele
Im Rahmen einer binationalen Kooperation mit der Arbeitgruppe vom P. Martinoty an
der Universite´ Louis Pasteur (Strasbourg, Frankreich) war der Autor an der Herstellung
und Charakterisierung uniaxialer magnetischer Gele beteiligt.
Die magnetischen Eigenschaften des Gels gehen auf magnetische Nanoteilchen zuru¨ck, die
in die Gelmatrix eingebettet sind. Ein angelegtes Magnetfeld wa¨hrend der Vernetzungs-
reaktion fu¨hrt zu einer leicht beobachtbaren optischen und magnetischen Anisotropie des
Gels. Das Gel besitzt eine endliche, eingefrorene Magnetisierung, was zu einem fu¨r Ferro-
magnete typischen Verhalten in kleinen, homogenen Magnetfeldern fu¨hrt. Messungen des
Schermoduls wa¨hrend der Vernetzungsreaktion zeigen, dass sich das Fortschreiten der
Reaktion durch eine Kohlrausch-Williams-Watts-Funktion (gestreckte Exponentialfunk-
tion) beschreiben la¨sst. Im Gegensatz zu den magnetischen und optischen Eigenschaften





A simple picture (like the one we all have learned in high-school) distinguishes between
three states of matter: solid, liquid, and gas. But nature is too creative to fit in such a
simple scheme and after a closer look, things become more complicated. The first compli-
cation comes in when we are scanning everyday examples for theses states of matter. For
example solids may be isotropic (i.e., invariant under rotations) and homogeneous (i.e.,
invariant under translations) like window glass. But solids may also be well oriented like
a salt crystal. For many materials (like water) the structure of the solid state depends
on the thermal history: When cooling water slowly, it freezes and forms ice crystals,
but when the temperature drop is too fast a amorphous, glassy state will result. Also
the liquid state of matter may be more complex: Liquids are typically isotropic and
homogeneous. But in 1888/89 Reinitzer synthesized and Lehmann interpreted correctly
[70] a first prominent exception:1 Liquid crystals (“fliessende Krystalle”). The notion
liquid crystal, which sounds like a contradiction, describes a state which is neither solid
nor isotropically liquid but combines partial order with fluid-like properties. In the
1920s Vorla¨nder and coworkers synthesized and characterized many liquid crystalline
substances (see, e.g., Refs. [125, 126] for reviews).
At this point a short review of the properties of crystals is helpful. In most crystals the
building units (group of atoms or molecules) are stacked in a well ordered way: They
have a well defined orientation and their centers of mass form a regular lattice. For a
typical crystal there is a direct transition from the isotropic liquid to this ordered state.
In liquid crystals the situation is different and each of the discussed ordering phenomena
(orientational ordering of the molecules, positional ordering of the centers of mass along
the three spatial directions) can appear separately. Thus giving rise to a huge family of
so called mesophases.2 In the following we concentrate only on those phases which are
1According to Lehmann, Reinitzer published his findings in Refs. [109, 110] and as a personal com-
munication to Lehmann.
2We refer the reader, e.g., to Ref. [26] for an overview over the mesophases of liquid crystals.
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CHAPTER 1. INTRODUCTION
Figure 1.1: A possible sequence
of mesophases for a liquid crys-
tal. With decreasing temper-
ature first the isotropic liquid
(a) is tranformed into a state in
which the molecules are oriented
on average along one direction
(the director nˆ) but the centers
of mass have no order: the ne-
matic phase (b). When cooling
further, the centers of mass of the
molecules order in layers with a
layer normal pˆ. In (c) a smectic-
A phase is shown, where pˆ and nˆ
are parallel (picture taken from
Ref. [13]). At the end of such
a sequence of mesophases, typi-
cally, the system reaches either a
glassy or a crystalline state.
relevant for this work. Figure 1.1 gives an example of a possible sequence of mesophases
including an isotropic, a nematic (no positional order but on average orientational order
along the director nˆ) and a smectic-A phase (additionally, positional order along a layer
normal pˆ, which is parallel to nˆ). When cooling further some other mesophases might
appear. At low temperatures the system typically reaches a crystalline or a glassy state.
The above description was originally developed for low molecular weight thermotropic liq-
uid crystals. These are typically rather small (typical size: 20 – 40 A˚) organic molecules
(called mesogens) which exhibit in their liquid phase a sequence of mesophases. Since
the arguments are only based on the symmetry properties of the system, these are not
restricted to low molecular weight liquid crystals and similar phases can also be observed
in a number of different systems,3 e.g.:
• Liquid crystalline polymers and elastomers: The mesogens can be connected
in two ways to polymer chains. If (some or all) of the monomers forming the
polymer chains are mesogens one speaks of a main chain liquid crystalline polymer.
Alternatively the mesogens can be connected as side chains to the main chain of the
polymer via (flexible) spacers to make up a side chain liquid crystalline polymer
(see Fig. 1.2). In the present work no results from main chain liquid crystalline
polymers are considered, because in these systems the dynamics is dominated by
the polymer dynamics. In contrast, side chain liquid crystalline polymers behave
3These systems are part of the field of complex liquids and/or soft condensed matter.
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1.1. GENERAL CONSIDERATIONS
Figure 1.2: Sketch of a side chain liq-
uid crystalline polymer in the smectic-A
phase. The mesogens (gray rectangles)
are connected to the polymer backbone
(black) via flexible spacers (gray).
Figure 1.3: Sketch of a lyotropic liquid
crystal in the Lα phase. The space be-
tween the lamellae is filled with solvent
(water).
more liquid crystalline like. Many of the phases known from low molecular weight
liquid crystals also exist in liquid crystalline polymers. The polymer backbones
can also be crosslinked forming a liquid crystalline elastomer.
• Lyotropic system: In contrast to thermotropic liquid crystals (see above), which
change between different liquid crystalline phases as a function of temperature,
lyotropic liquid crystals exhibit the mesophases as a function of concentration. A
simple example of lyotropic liquid crystals is a concentrated aqueous solution of
surfactant molecules (having a hydrophilic head and a hydrophobic tail). Among
other phases this system shows a smectic-A-like phase (often called Lα phase,
see Fig. 1.3) consisting of stacked flat bilayers. This system has two microscopic
length scales: The membrane thickness (approximately given by twice the surfac-
tant length, typically 20 – 30 A˚) and the repeat distance, which can be several
times larger than the membrane thickness.
• Block copolymers: Block copolymers are macromolecules built up from polymer
chains of different types. These polymer chains are connected by covalent bonds,
leading in the simplest case to a diblock copolymer. When the two blocks are
(below a certain temperature) immiscible, they segregate on a microscopic scale.4
Below this TODT (temperature of the order-disorder transition) block copolymers
form ordered phases. The structure of the phase is mainly given by the length




Figure 1.4: Sketch of a diblock
copolymer below the TODT in the
lamellar phase.
of the blocks. As a function of the ratio between the two block lengths, diblock
copolymers form a number of mesophases, including a smectic-A-like phase at a
ratio of about 1:1 (see Fig. 1.4). The repeat distance of these lamellar phases is
(depending on the molecular weight of the polymer) typically in the range from
10 nm to 100 nm.
In this thesis, we deal with the reaction of the smectic layering in these systems to an
applied external field. The main part is dedicated to the influence of an applied shear
field, but we also discuss other fields. Our work has been motivated by a number of
experiments which we review in the following section.
1.2 Experimental motivation
Submitted to an applied external field, these complex liquids show an interesting coupling
between their internal structure and the flow field.
1.2.1 Alignment of oriented samples
External fields can orient the existing mesophase over large distances. In low molecular
weight liquid crystals applying electric or magnetic fields is a standard technique to
produce aligned samples. Recently, it has been shown that also block copolymers can
be aligned when the order-disorder transition takes place in an external electric field
[8, 121].
As first observed by Keller and coworkers [36, 59] shear can orient the ordered phase
of block copolymers.5 We note that these first experiments were not done on lamellar
phases. But when a renewed interest on the flow properties of block copolymers arose
in the 1990’s, a similar alignment of the lamellar phase was observed in many systems.
5In their case the shear was applied via an extrusion process, i.e., the shear rate was not constant.
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Technical Note 1.1 Typical shear geometries
Normally, the experiments described in this section are performed in one of the following
shear geometries.
On the left we show a cone-plate rheometer which is typically used for large amplitude
oscillatory shear in highly viscous materials like block copolymers. In a cone-plate geom-
etry the average shear rate is constant throughout the sample but the sample thickness
varies. Some of the experiments are done with a rheometer where the upper cone is re-
placed by a plate (plate-plate geometry). Then the amplitude of the shear is a function
of the position in the sample but the sample has a uniform thickness.
The Couette cell depicted on the right is normally used in shear experiments using
systems with lower viscosities, like lyotropic materials. Often Couette cells are used to
apply a steady rather than an oscillatory shear.
Due to these different geometries a detailed and direct comparison between all the sys-
tems mentioned is not straightforward.
When the block copolymer melt is cooled down below the order-disorder temperature
into the lamellar phase, a polydomain sample is obtained. If a large amplitude oscillatory
shear is applied to such a sample6 the layers orient with the layer normal pˆ either parallel
or perpendicular to the plates [48, 49, 62, 119, 123, 127, 132, 135, 145]. Which orientation
is obtained after applying large amplitude oscillatory shear for some time (typically
hours) seems to depend on the details of the sample preparation (thermal history) and
the way of applying the shear (amplitude, frequency and temperature of the sample). For
an overview over these experiments see, e.g., Ref. [132]. These experiments are typically
done in cone-plate or plate-plate rheometers (see Technical Note 1.1).
6“Large amplitude” in this case means strain amplitudes of the order of 1.
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Figure 1.5: Roux and cowork-
ers [29] investigated the orien-
tation behavior of a lyotropic
Lα phase (using a Couette type
rheometer). At low shear rates
γ˙ they observed a stable paral-
lel orientation. When increas-
ing the shear rate, the par-
allel lamellae became unstable
and formed multi-lamellar vesi-
cles (“onions”). As depicted in
this plot the critical shear rate
depends on the volume fraction φ
of the surfactant (plot taken from
Ref. [29]). For low surfactant
concentrations further structural
changes appear at higher shear
rates.
1.2.2 Reorientation phenomena under applied shear
A number of experiments show that aligned samples, which are stable under (or have
formed under) certain shear conditions, can become unstable and reorganize to a different
orientation. The investigated systems differ significantly in their microscopic details, but
show nevertheless striking similarities in their macroscopic behavior under shear.
The systems under investigation include block copolymers [48, 49, 62, 69, 106, 119, 123,
127, 132, 135, 145], low molecular weight thermotropic liquid crystals [55, 101, 114],
lyotropic lamellar phases (both low molecular weight [29, 31, 85, 88, 142] and polymeric
[140, 141]), and liquid crystalline side-chain polymers [93, 95].
The common features of all these experiments can be described as follows. Starting
with an aligned sample where the layers are parallel to the planes of constant velocity
(“parallel” orientation), the layering is stable up to a certain critical shear rate [29, 71,
85, 88, 101, 114, 132, 142, 140, 141].7
At higher shear rates, the situation depends on the nature of the system (in Figs. 1.5 and
1.6 we show two examples). Either multi-lamellar vesicles [29, 31, 88, 141] (“onions”,
typically in lyotropic systems) form or the layers seem to turn by 90◦ such that they
include the velocity and the gradient direction [48, 69, 71, 94, 101, 114, 132, 145] (“per-
pendicular” orientation, typically in solvent free systems).
In some of the systems a third regime is observed at even higher shear rates with a parallel
orientation [29, 71]. If the starting point of the experiment is a randomly distributed
7In steady shear experiments the “shear rate” is directly defined. In experiments with large amplitude
oscillatory shear Leist et al. [71] have shown for diblock copolymers that the control parameter for
the destabilization of the parallel alignment is proportional to the oscillation frequency of the upper
plate/cone times the shear amplitude, i.e., the shear rate.
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Figure 1.6: Wiesner and coworkers [68, 71, 73, 132, 138] investigated in detail the behavior
of the parallel alignment of diblock copolymers under large amplitude oscillatory shear (using
a plate-plate geometry). They observed a transition from the original parallel alignment to
the perpendicular alignment with increasing frequency ω and increasing amplitude γf of the
shear. The plot shows that the transition is controlled by the shear rate (the solid line shows
a ω · γf = const. curve). At higher shear rates a second transition back to parallel layers is
observed (plot taken from Ref. [71]).
lamellar phase (i.e., a polydomain sample), the first regime is not observed [31, 48, 127,
145]. This last point illustrates that experiments on layered liquids depend on the history
of the sample. In our further discussion we will restrict ourselves to systems showing a
well aligned parallel orientation before shear is applied.
The experimental similarities between different systems indicate, that the theoretical
description of these reorientations can be constructed, at least to some extent, from a
common basis independent of the actual system (on the other hand, a description in-
cluding the differences between the systems under investigation must refer closer to their
microscopic details). When looking for a macroscopic description, the well established
standard smectic-A hydrodynamics [25, 26, 81, 104] is a good starting point for such a
theoretical approach.
1.3 Standard description of nematic and smectic-A
liquid crystals
The main difference between an isotropic liquid and a mesophase is the fact that at
least one continuous symmetry of the isotropic system is spontaneously broken. In the
7
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following sections we review the consequences of this symmetry breaking in two examples:
the nematic phase (where only the rotational symmetry is broken) and the smectic-A
phase (where a positional ordering along one direction is established).
1.3.1 Nematic liquid crystals
The nematic phase is characterized by a preferred axis denoted by the director nˆ and
the degree of alignment S. Whereas the definition of the director is straightforward (it
is the preferred axis),8 a suitable expression for S(n) is more subtle. The conventional
definition is to use the weighted average over the distribution function of the molecular













3 cos2 θn − 1
)
dΩ, (1.1)
with the angle θn between the director and the actual molecular axis and the distribution
function of the molecular axes f(θn).
Macroscopically, the nematic phase is characterized by a uniaxial behavior. In contrast
to isotropic materials, e.g., the linear materials law connecting the magnetization ~M
with the applied field ~H
M = χH, (1.2a)
where ~M is parallel to ~H (and it suffices to write the equation for the moduli), is in
the nematic phase no longer a scalar equation.9 The tensorial character of magnetic
susceptibilty χij has to be taken into account
Mi = χijHj, (1.2b)
with a uniaxial χij = χ⊥δij + χaninj constisting of an isotropic part proportional to χ⊥
and an anisotropic contribution proportional to χa. Using this property one can also












Qij vanishes in the isotropic phase and its normalization constant G can be chosen at












8Note that nˆ does not distinguish between head and tail, it defines the axis but no direction.
9In the following we will denote a vectorial quantity of unit length (like the director) with a small
hat above the symbol (e.g., nˆ) and all vectorial quantities with an arrow on top of the symbol (e.g., ~M).
In both cases the components get a Latin index (e.g., ni, Mj). Tensorial quantities are either denoted
with an underlined symbol (e.g., χ) or with two Latin indices (e.g., χij). δij represents the Kronecker
symbol.
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a) b) c)
Figure 1.7: The three basic deformations of a nematic liquid crystal: a) splay, b) twist, and
c) bend. (pictures taken from Refs. [14, 26])
In the following we will describe the nematic degrees of freedom using the director nˆ
and the strength of the nematic order S(n). However, we note that a description of the
nematic phase using Qij is also possible (see, e.g., Refs. [52, 53]).
In the absence of external fields, the rotational symmetry of the isotropic fluid is broken
spontaneously at the transition to the nematic phase. This implies that all orientations
of the director are equivalent and (spatially homogeneous) states which differ in their
director orientation are energetically equivalent. In other words, the free energy of the
system cannot depend on the director orientation itself. But spatially inhomogeneous
variations in the director field will cost energy. One can expect that the nematic part of
the free energy is an analytic expansion in gradients of the director. As Frank [38] has




K1(∇ · nˆ)2 + 1
2




K3 [nˆ× (∇× nˆ)]2 . (1.4)
The three elastic constants K1, K2, and K3 are connected with splay, twist and bend
deformations of the director (see Fig. 1.7).
When exposed to external fields, a nematic liquid crystal shows characteristic instabili-
ties, e.g., the well known Freedericksz transition. An additional term in the free energy
couples the director to an external magnetic field (in cgs units):







This instability is typically observed in a thin cell (thickness d ∼ 10 – 100µm), where
boundaries are treated such that the director is perpendicular to the boundaries (homeo-
tropic alignment). In the absence of the boundaries the director would turn such that
it is parallel to the field.10 In the presence of boundaries, the director is fixed at the
boundaries and can only turn in the bulk of the sample. The elastic energy connected




with this deformation gives rise to a lower threshold for the magnetic field necessary to
observe an instability. If the magnetic field lies within the sample plane, the director








A coupling to another external field (the deformation of the elastomer matrix) can be
observed in nematic liquid single crystal elastomers. These elastomers can be synthe-
sized such that they exhibit a single domain in the nematic phase (liquid single crystal
elastomers, see Ref. [66]). If these elastomers are stretched perpendicular to the director,
the director turns towards the stretching direction leading to reorientation of the director
[64, 65, 128, 129].
1.3.2 Smectic-A liquid crystals
In smectic-A liquid crystals a positional ordering along one axis is established. The
resulting planes can be described by a density wave
ρ(~r) = ρ(z) = ρ0 + ρ1 cos{q0[z − u(~r)]}+ . . . , (1.7)
with the arbitrary choice pˆ ‖ eˆz. The variable u(~r) describes the layer displacement out
of their equilibrium position and the wave vector ~q0 = q0eˆz incorporates the layering
and is parallel to the layer normal pˆ. To characterize a smectic-A phase one needs the
strength of the ordering (which is proportional to ρ1) and the position of the layers.
For the latter one there are two possibilities: i) In a situation with small curvature, the
layer displacement is the more convenient variable. ii) For strong deformations the phase
ϕ = z − u has to be used [79, 105]. A suitable order parameter is the complex number
[25, 26]
Φ = S(s) exp{iq0(z − u)}, (1.8)
where S(s) is proportional to ρ1. In this thesis we only consider small deviations from
flat layers, consequently, u and S(s) are good variables in our case.
The smectic part of the free energy must be invariant under rigid translations and ro-
tations of the whole system. Therefore, the layer displacement u and its first in-plane
gradients cannot contribute to the free energy.11 The lowest order gradient expansion of













(∇2‖u)2 + 12K ′′ (∇2‖u) (∇2⊥u) . (1.9)
11Note that, in a linear approximation, first transverse gradients are equivalent to rotations of the
system.
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Figure 1.8: Smectic-A liquid crystals
with a positive anisotropy of the mag-
netic susceptibility χa exhibit an undu-
lation instability (Helfrich-Hurault insta-
bility) under an applied transverse mag-
netic field (for high enough fields).
Figure 1.9: Dilation perpendicular to
the smectic layers induce, above a finite
but usually small relative dilation, an un-
dulation instability.
Here we used the parallel and transverse nabla symbols (∇‖ and ∇⊥), which denote the
gradients parallel and perpendicular to the preferred direction (the layer normal). The
terms in the second line of Eq. (1.9) are only given for completeness. In fact, they are
typically not observable because they are dominated by the B0 term. For this reason,
we will neglect them throughout this thesis. The remaining two terms represent layer
dilation/compression and curvature of the layers, respectively.
Similarly to nematic liquid crystals, smectic-A liquid crystals show characteristic insta-
bilities under external fields. In the same geometry as for the Freedericksz transition
in the nematic liquid crystal, also a smectic-A liquid crystal shows an instability un-
der an applied magnetic field. In this case the tendency of the molecules to align with
the external field is hindered by two facts. Similar to the nematic case there might be
orienting effects of the boundaries. And, more importantly, the smectic layers must be
compressed to allow a rotation of the layer normal. Due to the layered structure, a global
reorientation is not possible, but the layers can rotate locally and develop an undulation
instability (known as the Helfrich-Hurault instability [50, 57]12). A typical situation is
depicted in Fig. 1.8.
Due to the positional ordering along one direction, a smectic-A liquid crystal is also sen-
sitive to mechanical deformations along this direction. When the layers are dilated along
their layer normal they can accommodate this stress by a rotation (i.e., by increasing
their apparent thickness along the direction of the stress). However, in a finite sample
a layer rotation is necessarily connected with a compression of the layers at some point
and so a global reorientation is again impossible. In contrast local rotations are possible.
As pointed out by Clark and Meyer [16] and Delaye, Ribotta, and Durand [28], a dilation
of the smectic layers leads, above a threshold, to an undulation instability of the layers.
12We note that the calculations by Helfrich and Hurault have been performed for cholesteric liquid
crystals, which have a macroscopic description similar to smectic-A.
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Since the compression modulus of the smectic layers is rather high, the threshold value








with the layer thickness d. The situation just above onset is sketched in Fig. 1.9. This
instability is also observed in block copolymers, see, e.g., Refs. [18, 19]. Weilepp and
Brand investigated a similar situation in liquid single crystal elastomers [128, 130]. In
agreement with experiments by Nishikawa and Finkelmann [90, 92, 91] they found an
undulation instability.
Before finishing this section on smectic-A liquid crystals, we note that the Landau-Peierls
instability for one-dimensional solids (see, e.g., Ref. [67]) is also present in smectic-A-
like systems. This instability destroys long range order in one-dimensional solids due
to a diverging fluctuation amplitude of the layer displacement. For all experimental
sample thicknesses the actual fluctuation amplitude is so small that this instability can
be neglected. The signature of the Landau-Peierls instability is, however, measurable
(for lyotropic systems see, e.g., Ref. [113]).
1.4 Review of other approaches
The above considerations were only based on arguments about conserved quantities
and the symmetry of the system. For this reason they are independent of the actual
microscopic structure of the systems. As already mentioned in the experimental part of
this introduction, the systems under investigation vary significantly in their microscopic
structure. In contrast to our macroscopic hydrodynamic approach, for some systems
there are other approaches which include more microscopic features of the systems.
In lyotropic liquid crystals the material parameters introduced in the previous sections
can be related to the properties of single membranes (as first shown by Helfrich [51]).
The main result of Helfrich is that the compression modulus B0 of lyotropic systems is
due to the fluctuation of the lamellae. Coupling these fluctuations of the membranes
to the shear some authors also found the possibility for a destabilization of the parallel
orientation [11, 80, 139]. When the life time of the fluctuations is of the order of the
characteristic time associated with the shear, the fluctuations interact with the shear.
This interaction influences the amplitude of the fluctuations. Depending on their wave
vector some fluctuations may be suppressed leading to a reduced Helfrich repulsion of the
layers [80] or an additional excess area of the membranes [139], and, under appropriate
conditions, to an undulation instability of the layers. In block copolymers the polymer
conformation can be coupled to the applied shear stress using a free energy minimization
[133] leading to a tilting of the molecules and a subsequent undulation instability. Close
to the order-disorder transition (i.e., in the weak segregation limit), also some theories
investigate the behavior of the concentration field in an external shear field by the means
of a Fokker-Planck equation [84] or a time dependent Ginzburg-Landau equation [15, 30].
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In contrast to these mesoscopic approaches we search for an approach in the hydrody-
namic macroscopic regime. This means, we investigate the stability on time scales long
compared to the fluctuation time scale and on length scales large compared to any micro-
scopic length scale. In other words, the more microscopic details used in the approaches
mentioned above are averaged out in a macroscopic hydrodynamic approach.
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Motivation and basic idea1
2.1 A theorist’s view
The experimental similarities between systems of different molecular constituents in-
dicate that the theoretical description of these reorientations can be constructed—at
least to a large extent—from a common generic basis. A description including specific
differences must refer closer to the microscopic details.
In this work we want to develop a hydrodynamic approach to these reorientation phe-
nomena. Consequently, we assume that all internal microscopic time scales are short
compared to the times we are interested in and all microscopic lengths are small com-
pared to the lengths the theory is applied to. Especially, the resulting description is only
valid when the externally imposed time and length scales (due to the shear rate and
the system size) are large compared to the microscopic scales (e.g., the life time of layer
fluctuations and the repeat distance of the layering).
The well established standard hydrodynamic description of smectic-A liquid crystals
(see, e.g., Refs. [25, 26, 81, 104] and Sec. 1.3) is a good macroscopic starting point for
such a theoretical approach.
In the present work we approximate the experiments described in Sec. 1.2 in the following
way. The sample is placed between two laterally infinite, parallel plates (see Fig. 2.1).
The upper plate (located at z = d/2) moves with a constant velocity ~vu = dγ˙eˆx/2 to the
right and the lower plate (at z = −d/2) moves with the same velocity in the opposite
direction (~vl = −dγ˙eˆx/2). Thus the sample is submitted to an average shear given by
|~vu − ~vl|/d = γ˙, with the x direction as the flow direction and the y axis parallel to the
neutral (or vorticity) direction of the flow.
Placing a layered liquid in such a shear cell, the three basic orientations shown in Fig. 2.2
are possible spatially homogeneously, but only the parallel and perpendicular orientations
can be stable under steady shear conditions. If we allow for spatially inhomogeneous
1Chapters 2 to 4 are based on Refs. [2, 3, 4]
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Figure 2.1: At the level of our approximations all shear geometries can be considered to be
represented by a laterally infinite layer with the upper plate moving to the right and the lower
plate moving to the left.
configurations, also other more complex situations are possible, see, e.g., Chapter 6.
The experiments described in Sec. 1.2 suggest that a well ordered parallel orientation is
stable at low shear rates and unstable above a certain (critical) shear rate.
2.2 Motivation for the present approach
Let us start our theoretical considerations by the consideration of a standard smectic-A
liquid crystal under steady shear. In the standard description the macroscopic hydrody-











= pi∇jψj +∇j(νijkl∇lvk)−∇iP, (2.2)
∇ivi = 0, (2.3)
with the velocity field ~v, the thermodynamic force connected with u, Ψ = −∇iψi =
(δ)/(δu), the pressure P and the viscosity tensor νijkl. The spatially homogeneous solu-
tion follows immediately. The system will show a linear shear profile and an unperturbed
smectic layering (for both parallel and perpendicular orientation of the layers).
In a sample with parallel alignment the apparent viscosity is ν3, which can easily be seen
from the force on the upper boundary,
~F‖ = eˆz · σ = γ˙ν3eˆx, (2.4)
or the dissipation function
R = νijkl(∇jvi)(∇lvk) = ν3γ˙2, (2.5)
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Figure 2.2: Three basic spatially homogeneous orientations of a layered liquid in a shear cell
are possible. Note that only parallel and perpendicular orientation are found to be be stable
under steady shear conditions.
where γ˙ is the shear rate, σ the stress tensor, and νijkl the viscosity tensor for a uni-
axial system with the layer normal as preferred direction.2 Similarly, the viscosity of a
perpendicular alignment is given by ν2,
~F⊥ = eˆz · σ = γ˙ν2eˆx, (2.6)
and
R = νijkl(∇jvi)(∇lvk) = ν2γ˙2. (2.7)
For ν2 < ν3 a simple shear flow in a perpendicular alignment causes less dissipation than
in a parallel alignment. The next step is to study the stability of these alignments in
the linear regime. Using the results of Oswald and Ben-Abraham [100] we can assume
that the first instability will exhibit a wave vector along the neutral direction of the
flow. Following the standard procedure (see Technical Note 2.1 on page 18) we find a














× (B0q2z +Kq4) (ν2q2 + ν3q2z) , (2.8)
2These quantities will be discussed in Chapter 3 in more detail.
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Technical Note 2.1 Linear stability analysis
Given a differential operator D (here of the type of the Navier-Stokes equations, i.e., only
first time derivatives but higher spatial derivatives) which acts on a set of variables ~X
and has a spatially homogeneous solution ~X0 (D ~X0 = 0), one can determine the region of
(linear) stability of ~X0 by performing a linear stability analysis. That is, one adds a small
perturbation ~X1 to the homogeneous solutions ~X0: ~X = ~X0 + ~X1 (with ~X1  ~X0) and
linearizes the governing equations in the small perturbations (D ~X = ∂
∂t
~X1 +L ~X1 +h.o.t).
~X0 is stable if the growth rate for all possible modes in ~X1 is negative. If (for a given set
of external parameters) one mode in ~X1 has a positive growth rate, this mode will grow
and ~X0 will be unstable. In case only one mode is unstable, it is called the critical mode
and the corresponding parameters are the critical parameters. In many cases it suffices
to analyze the solvability conditions of L ~X1 = 0, i.e., to look for zero growth rate under
the assumption of a purely exponential time dependence.
We note that this analysis is only suitable to determine the onset of an instability and
its most unstable mode, but does not allow to predict the structure, which will develop
above threshold.
with the permeation constant λp. Consequently, a parallel alignment of smectic lay-
ers is linearly stable against undulations, even if the perpendicular alignment might be
more preferable due to some thermodynamic considerations. This means that standard
smectic-A hydrodynamics does not suffice to explain the observed reorientation phe-
nomena. This is the main reason for the present approach, in which we show that some
simple additional ingredients give an easy way to explain the destabilization of the par-
allel orientation by shear flow. In the following section we will develop the basic idea of
our approach and fill in the details in Chapter 3.
2.3 Physical idea of the model – induced biaxiality
in smectic-A
As we have seen above, standard smectic-A hydrodynamics does not suffice to explain
the destabilization of the parallel orientation. Now we want to go beyond the standard
description and show that a few changes lead directly to the observed instability.
A gedanken-experiment illustrates the basis idea. The standard view of smectic-A liquid
crystals, as used in Sec. 1.3, includes only the smectic layering; the notions director
and layer normal are equivalent in this description. But equivalently, one can say that
a smectic-A liquid crystal consists of a nematic liquid crystal showing, additionally, a
strong positional order along the director. This means that two continuous symmetries
are broken in order to transform an isotropic liquid into a smectic-A liquid crystal. The
equivalence of all directions is reduced to a uniaxial order and translational symmetry
is broken along this symmetry axis. In the standard description the identity of both
preferred axes is also assumed in non-equilibrium situations. This restricts the dynamic
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Figure 2.3: A finite angle θ between nˆ and pˆ leads to a tendency of the layers to reduce their
thickness. Supposing a constant number of layers in the sample, this tendency is equivalent
to an effective dilation of the layers. For small angles between nˆ and pˆ the relative effective
dilation is given by θ2/2.
behavior of the associated variables,3 the system is fully described using only the layering.
We now drop this strict assumption and allow both axes to enclose a finite (but usually
small) angle in non-equilibrium situation. In thermal equilibrium, an energetic coupling
ensures that both axes are parallel. Both variables differ significantly in their interaction
with external fields (e.g., shear or magnetic fields).
A three-dimensional stack of parallel fluid layers cannot couple directly to an applied
shear flow. Neither does the layer normal: It stays unchanged as long as the flow direction
lies within the layers. In contrast, it is well known from nematic hydrodynamics that
the director nˆ experiences a torque in a shear flow. This torque leads—in the simplest
case—to a flow aligning behavior of the director.
Submitted to a shear flow, the layer normal pˆ will stay unchanged, but the torque on
the director nˆ due to the shear will be balanced by a torque arising from the coupling
between nˆ and the layer normal pˆ. For any given shear rate, the equilibrium between
these two torques will result in a finite, but usually small, angle θ between nˆ and pˆ.
Roughly speaking, we have a shear-induced smectic-C-like situation.4 This finite angle
has important consequences for the layers. Since the preferred thickness of the layers is
proportional to the projection of the director on the layer normal, a finite angle between
those two directions reduces the preferred layer thickness and, thus, is equivalent to
an effective dilation of approximately θ2/2 (see Fig. 2.3). If we assume a constant
total sample thickness and exclude effects of defects, the system can accommodate this
constraint by layer rotations. A global rotation of the layers is not possible for topological
3As discussed in the introduction, the broken rotational symmetry is associated with a director
variable and the translational ordering is connected to a layer displacement variable.
4Note that this is not a phase transition, because the angle is only non-zero in non-equilibrium
situations.
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Figure 2.4: Above a certain threshold the effective dilation due to the director tilt will lead
to undulations of the layers. Note the difference in directions: The director is tilted in the
flow direction, whereas the wave vector of the undulations points along the y axis. In this
configuration, there is no direct coupling between the flow and the undulations.
reasons, but they can rotate locally (as in the case of dilated smectic-A liquid crystals
[16, 28], see also Sec. 1.3). This local rotation of the layers leads to undulations, as
shown in Fig. 2.4.
These undulations are a compromise between the uniform effective dilation (which is
not favorable for the system) and the curvature of the layers due to the undulations
(which costs bending energy). In the static case of dilated smectic-A liquid crystals
the wave vector of the undulations has no preferred direction, but this symmetry is
broken if an additional shear is applied to the system. To illustrate this, the following
picture might be helpful. As the interlayer diffusion is typically very small, the layers
“glide” over each other like two sheets of paper. When the undulation instability sets
in, the layers are more like two sheets of rippled paper. Everyday experience tells us
that these sheets glide easily over one another, only if the undulation wave vector is
along the neutral direction of the “shear”. More rigorously, a superposition of steady
shear and dilation has been studied by Oswald and Ben-Abraham within the framework
of standard smectic-A hydrodynamics [100]. For this case they predict that the wave
vector of the undulations will point along the neutral direction of the shear. As depicted
in Fig. 2.4, we will assume that these symmetry considerations hold for our extended
version of smectic-A hydrodynamics as well.
Remarks
• The mechanism we have proposed here is somewhat similar to a shear induced
smectic-C-like situation. Consequently, undulations should also be observed in
smectic-A–smectic-C transitions. Indeed Johnson and Saupe [58], and later Kumar
[63], reported such undulations just below the transition temperature.
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• Ribotta and Durand studied the mechanical properties of smectic-A and smectic-
C phases [111] and reported that compression on a smectic-A phase can induce a
smectic-C-like orientation.
• Biaxial nematics also have two preferred directions. If the biaxiality of the nematic
phase is due to a biaxial structure of the microscopic units (e.g., molecules or
vesicles) the two preferred directions enclose a fixed angle. Alternatively, it is
also possible that the macroscopic biaxiality is based on a mixture of two uniaxial
components (e.g., disc-like and rod-like aggregates), with different symmetry axes.
Pleiner and Brand [103] showed that in the latter case external fields can influence
the angle between the two principal axes. This effect is somewhat similar to the
induced biaxiality that is discussed in the present work.
• The only external field we considered in this chapter was a shear field. But, as we
will show later, also other external fields (e.g., magnetic or electric) can induce a
biaxiality in smectic-A liquid crystals. In more complex materials, like liquid crys-
talline elastomers, the coupling between the deformation of the polymer network
and the liquid crystalline order also leads to an induced biaxiality (see Sec. 4.2 for
more details).
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Chapter 3
Including the director in smectic-A
hydrodynamics1
3.1 Macroscopic hydrodynamic equations
The derivation of the macroscopic hydrodynamic equations for our system is based on
irreversible thermodynamics and symmetry arguments. This method has successfully
been applied in many cases to derive the macroscopic hydrodynamic equations of complex
fluids (see, e.g., Refs. [3, 4, 60, 75, 81, 104]). The advantage of this method is its
systematic way of deducing the governing equations. Once the set of variables is given,
the macroscopic hydrodynamic equations follow by applying basic symmetry arguments
and thermodynamic considerations.
Let us briefly review the essential ingredients to this procedure (for more details of the
method, see Ref. [104]). For a given system the macroscopic variables can be split up
in three categories. i) Conservation laws lead to the following hydrodynamics variables:
mass density (ρ), linear momentum density (~g), and energy density (). ii) Sponta-
neously broken continuous symmetries generate additional hydrodynamic variables like
the nematic director nˆ or the layer displacement u in a smectic-A phase2. iii) In some
cases, non-hydrodynamic variables can show slow dynamics that can be described within
this framework (e.g., the strength of the order parameter [9, 75, 104]).
Using these variables, the relations, which form the starting point for the further calcu-
lations, can be constructed. These relations are: the energy density , the dissipation
function R, the Gibbs relation (as the local formulation of the second law of thermo-
dynamics), and the Gibbs-Duhem relation (which follows from the Euler relation for
homogeneous functions). To illustrate the idea of our model, we split up  and R into
several parts according to the different origin of the variables:
1Chapters 2 to 4 are based on Refs. [2, 3, 4]
2Note that u is only the appropriate macroscopic variable as long as the smectic layers are not
strongly deformed. In the case of strong deformations one must take the phase ϕ as a macroscopic
variable, see e.g., Ref.[79, 105].
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i) conserved quantities (index cons)
ii) symmetry variables (index sym)
iii) the strength of the order parameter (index ord)
In the spirit of our model, two order parameters have to be considered: the nematic
tensorial order parameter Qij and the smectic-A complex order parameter Φ. For prac-




S(n)(ninj − 13δij)] and the layer displacement u and the modulus S(s) in the
smectic-A case [Φ = S(s) exp{iq0(z − u)}], supposing a parallel orientation of the layers,
as shown in Fig. 2.2]. For practical purposes it is useful to introduce the layer normal pˆ,
which is connected to u via
pˆ =
∇(z − u)
|∇(z − u)| . (3.1)
In our further discussion, we will concentrate on the parts due to symmetry variables
and the order parameters, while for terms already present in the isotropic fluid see, e.g.,
Refs. [27, 104]. The notation introduced in the following equations is summarized in
Table 3.1.
The energy density is split into four parts





where cons is identical to the simple fluids’ case and is discussed elsewhere [104]. The
energy density is a good scalar, i.e., it is even under time reversal and parity transfor-
mations and invariant under rigid rotations and translations of the whole systems. Since
thermal equilibrium is the state of minimal energy, we construct our energy density as
a bilinear form in the quantities which characterize the departure from this state. In
gradient expansions we will only take into account the lowest non-trivial order. The ne-
matic director does not distinguish between head and tail and, therefore, can only enter
the energy density in even powers. Rotational invariance forbids terms proportional to
nˆ, so the first term in a gradient expansion of sym is of the type 1/2 Kijkl∇inj∇knl,
where Kijkl is to be expanded in the irreducible fourth rank tensors for a uniaxial sys-
tem. The layer displacement u changes sign under parity, so the terms including u
have to be constructed such that they are even under parity. A homogeneous change of
u is equivalent to a translation of the system and first transverse gradients rotate the
whole system. Accordingly, the lowest order gradients which enter the energy density
are 1/2 K(∇2⊥u)2 + 1/2 B0(∇‖u)2, where ∇⊥ and ∇‖ denotes the gradients perpen-
dicular and parallel to the layer normal, respectively. Terms reflecting rotations of the
whole system are forbidden in the energy density, but relative rotations of the director
against the layers are allowed.3 The lowest order term of these relative rotations will
be proportional to the square of the angle between the director nˆ and the layer normal
3In our case this relative rotation is a slowly relaxing, non-hydrodynamic variable.
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Symbol Explicit form Comment
K K Bending modulus of layers
B0 B0 Compressibility of layers
B1 B1 Coupling between the director


























iknj) Cross coupling between the






⊥ (δij − pipj) Gradient terms of the order
+L
(s)
‖ pipj parameter (smectic)
Table 3.1: Summary of the notation. In these definitions we use the transverse Kronecker
symbol δ⊥ij = δij − ninj . Due to the thermodynamic stability of the systems, the following













‖ , and KL
(n)
‖ −M20 . For the last relation we used the equivalence of K and K1.
pˆ, 1/2 B1(nˆ × pˆ)2. Note that this term will lead to a relaxing behavior and not to a




K1(∇ · nˆ)2 + 1
2













B1 (nˆ× pˆ)2 . (3.3)
In the spirit of our model, we combine here the properties of a nematic liquid crystal (the
first two lines) with these of a smectic-A liquid crystal (the third line) and couple both
parts (the last line) in such a way that nˆ and pˆ are parallel in equilibrium. sym simplifies
considerably by dropping higher-order terms and assuming a small angle between nˆ and
pˆ. Splay deformations of the director are generally considered as higher-order corrections
to dilations of the smectic layers. Twist deformations are forbidden in standard smectic-
A hydrodynamics and must be small as long as the angle between nˆ and pˆ is small. In the
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same way, the difference between the splay deformation of the director fieldK1/2 (∇ · nˆ)2
and bending of the layers K/2 (∇2⊥u)2 is negligible, if nˆ is close to pˆ. Consequently, we
combine splay deformations of the director and bending of the layers in a single term with
a single elastic constant which we call for a moment K ′: K1/2 (∇ · nˆ)2 +K/2 (∇2⊥u)2 ≈
K ′/2 (∇2⊥u)2. Further on, we drop the prime and call the new elastic constant K.
According to the discussion in Sec. 2.3 the dilation of the layers is modified by two
additional effects. First the effective dilation (1− nˆ · pˆ) has to be taken into account. And
second, we have to expand ∇‖ in gradients along the coordinate axes. In our geometry
this leads, in lowest non-trivial order, to the replacement ∇‖u → ∇zu − 1/2(∇⊥u)2.


















B1 (nˆ× pˆ)2 . (3.4)
In our model the moduli of the nematic and smectic order parameters play similar roles,
so we will deal with both. Since we consider a situation beyond the phase transition


















































(∇is(s)) (∇js(s)) . (3.6)
We note that an additional term of the type NijklQij (∇kΦ) (∇lΦ∗), coupling the two
order parameters, is also possible. We will neglect this term in the following, because it
is of third order, one order higher than the other terms in the energy density. Due to the
thermodynamic stability of the system the energy density must be of positive definite
form. To fulfill this condition, the following material parameters and combinations of
















Phenomenologically, the dissipation function can be written as a (Galilei invariant) pos-
itive definite quadratic form of the thermodynamic forces (see Table 3.2 for a summary
of these forces).5 Similar to the energy density, we split the dissipation function into
4For the last relation we used the equivalence of K and K1.
5Since R is Galilei invariant and zero in thermal equilibrium, only gradients of the velocity ~v (which
is the thermodynamic conjugate to the linear momentum density ~g) enter. By similar arguments one
can show that the thermodynamic conjugates to the other conserved quantities also enter R only via
gradients (see, e.g., Ref. [27]). There is no such restriction for symmetry variables.
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Name Variable Conjugate
Mass density ρ µ
Momentum density ~g ~v
Nematic director nˆ ~h
Smectic layer displacement u Ψ
Variation of the




s(n), s(s) Ξ(n), Ξ(s)
Table 3.2: Variables and their conjugates, i.e., the corresponding thermodynamic forces.
three parts.

























where R0 summarizes further terms also present in simple fluids (e.g., thermal diffusion),
which do not enter our further calculation, and (after Ref. [37])
νijkl = ν2(δjlδik + δilδjk)
+ 2(ν1 + ν2 − 2ν3)ninjnknl
+ (ν3 − ν2)(njnlδik + njnkδil
+ ninkδjl + ninlδjk)
+ (ν4 − ν2)δijδkl
+ (ν5 − ν4 + ν2)(δijnknl + δklninj). (3.11)
The positivity of R requires the following parameters and combinations of parameters
to be positive (see, e.g., [37]): γ1, λp, α
(n), α(s), ν2, ν3, ν4, 2(ν1 + ν5) − ν4 + ν2, and
ν4(2ν1 + ν2)− (ν5− ν4)2. As mentioned in Sec. 2.3 we consider a shear induced smectic-
C-like situation (but with a small tilt angle, i.e., a weak biaxiality). We neglect this
weak biaxiality in the viscosity tensor and use it in the uniaxial formulation given above
(with the director nˆ as the preferred direction). This assumption is justified by the fact
that the results presented in this work do not change significantly if we use pˆ instead of
nˆ in the viscosity tensor.
Throughout our calculations, we will not assume any restriction on the viscosity con-
stants except the usual requirements due to thermodynamic stability (see above). Later
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on, we will impose the incompressibility of the fluid by assuming a constant mass density
ρ of the fluid.
The set of basic equations is completed by the Gibbs-Duhem relation (the local formula-
tion of the first law of thermodynamics) and the Gibbs relation (which follows from the
Euler theorem for homogeneous functions and connects the pressure P with the other
thermodynamic quantities). In our notation, these relations take the form:





= d0 + ~v · d~g + ϕij d∇jni + h′idni + ψid∇iu
+ Ξ′(n) ds(n) + Ξ′′(n)i d∇is(n)
+ Ξ′(s) ds(s) + Ξ′′(s)i d∇is(s), (3.12)
P = − + µρ+ Tσ + ~v · ~g. (3.13)







Ψ = −∇iψi = δ
δu
, (3.15)








to the thermodynamic forces (Table 3.2)




ρ+∇i(viρ) = 0 (3.18)
∂
∂t
gi +∇j(vigj) +∇jσij = 0 (3.19)
∂
∂t
+∇i[vi(+ p)] +∇iji = 0 (3.20)
σij denotes the stress tensor and j

i the energy current. Similar balance equations are
valid for the other variables (associated with broken symmetries and the entropy density).
∂
∂t






ni + vj∇jni + Yi = 0 (3.22)
∂
∂t
u+ vj∇ju+ Z = 0 (3.23)
∂
∂t
s(n) + vi∇is(n) +X(n) = 0 (3.24)
∂
∂t
s(s) + vi∇is(s) +X(s) = 0 (3.25)
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i are the (quasi-) currents associated with σ, ni, u, s
(n), and s(s), respectively.
Note that either the entropy density or the energy density is a dependent variable and
one of them can be eliminated using the Gibbs relation.
In all balance equations we split the currents and quasi-currents into two parts: a re-
versible and an irreversible one. By construction, the entropy production for the re-
versible parts is zero and only the dissipative currents cause R 6= 0. The reversible
currents must show the same behavior under time reversal and parity as the time deriva-
tive of the variables and guarantee the invariance of the dynamic equations under Galilei
transformations and rigid rotations. Note that the convective derivatives are also part
of the reversible currents and have been set apart only for convenience. Inserting the
balance equations into the Gibbs relation allows to determine the condition which the
reversible currents and quasi-currents must fulfill. The exact structure of these can
be determined by the above symmetry requirement (see, e.g., the Technical Note 3.1 or
Ref.[104]). The dissipative currents are given as partial derivatives of the (phenomenolog-
ical) dissipation function R. In all currents and quasi-currents symmetry considerations
including rotational and translational invariance reduce the number of phenomenological
constants further. If we assume incompressibility, the balance equations read:
∂
∂t
u+ vj∇ju = vz − λpΨ, (3.26)
∂
∂t
ni + vj∇jni = 1
2
[


























s(n) + vj∇js(n) = − β(n)ij ∇jvi − α(n)Ξ(n), (3.30)
∂
∂t
s(s) + vj∇js(s) = − β(s)ij ∇jvi − α(s)Ξ(s). (3.31)
For the reversible parts of the equations some coupling constants have been introduced.





(λ− 1)δ⊥ijnk + (λ+ 1)δ⊥iknj
]
, (3.32)
with the flow-alignment parameter λ (and using δ⊥ij = δij − ninj) and the coupling
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Technical Note 3.1 Reversible currents
After inserting the balance equations in the Gibbs relation, we find that the reversible





R + pvj − viσRij − ϕijY Ri − Ξ′′(n)j X(n)R − Ξ′′(s)j X(s)R
]
= −σ′′ji∇ivj + hiY Ri + Ξ(n)X(n)R + Ξ(s)X(s)R + ψi∇iZR,















σ′′ji = σji − ϕkj∇ink − ψj∇iu− Ξ′′(n)j ∇is(n) − Ξ′′(s)j ∇is(s) − δijP
The additional terms on the right hand side of σ′′ji are the counter terms to the transport
contributions. In Chapter 3 we will keep only those terms which have a non-vanishing
contribution in linear order. But all terms will be taken into account in the weakly non-
linear analysis in Chapter 6. Note that the differentials in the Gibbs-Duhem relation
[see Eq. (3.12)] are total differentials and not partial differentials.
For the construction of the reversible currents, it is useful to collect first the properties
of all quantities under time reversal T and parity P transformations (in the following
table even transformations are denoted with 1 and odd with -1).
ρ µ ~g ~v  nˆ ~h u Ψ s(n), s(s) Ξ(n), Ξ(s)
T 1 1 -1 -1 1 1 1 1 1 1 1
P 1 1 -1 -1 1 1 1 -1 -1 1 1
The reversible currents must show the same behavior under time reversal and parity
as the time derivative of the variables and guarantee the invariance of the dynamic
equations under Galilei transformations and rigid rotations. Using the above table, we
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As a consequence of the first equation in this Technical Note these (quasi-) currents fulfill
automatically the Onsager reciprocal relations.














⊥ (δij − pipj) + β(s)‖ pipj. (3.34)
Furthermore, there is a reversible coupling between the layer displacement and the ve-
locity field in Eq. (3.26). But its coupling constant has to be unity due to the Galilei
invariance of the equations.
The transverse Kronecker symbols δ⊥ij in Eqs. (3.27), (3.29), and (3.32) guarantee the
normalization of nˆ. This implies that only two of the components in Eq. (3.27) are
independent. We expect nˆ and pˆ to enclose a small, but not infinitesimally small, angle.
For this reason it turned out to be useful to ensure the normalization of the director by
expressing it with two angular variables θ and φ,
nx = sin θ cosφ, (3.35)
ny = sin θ sinφ, (3.36)
nz = cos θ, (3.37)
Consequently, Eq. (3.27) has to be replaced using angular variables. Denoting the right-
hand side of Eq. (3.27) with Yi, the hydrodynamic equations for θ and φ read
∂
∂t
θ + vj∇jθ = Yx cos θ cosφ+ Yy cos θ sinφ
− Yz sin θ, (3.38)
∂
∂t






Since the variations of u (and pˆ) are infinitesimally small perturbations to the parallel
orientation depicted in Fig. 2.2, we can ensure the normalization of pˆ by using
px = 0, (3.40)




In our first model [3], we have used a slightly different way of normalization of nˆ and pˆ.
We will discuss the relation to the present procedure in Appendix B.
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The set of macroscopic hydrodynamic equations we now deal with (3.26), (3.28) – (3.31),
(3.38), and (3.39) follows directly from the energy density and the dissipation function
without any further assumptions. We only use symmetry arguments and thermodynamic
considerations.
To solve these equations we need suitable boundary conditions. In the following we will
assume that the boundaries have no orienting effect on the director, i.e., the homeotropic
alignment of the director is only due to the layering and the coupling between the layer
normal pˆ and the director nˆ. So no special boundary conditions have to be imposed on








For the velocity field the situation is a little more complex. We assume no-slip boundary
conditions, i.e., the velocity of the fluid and the velocity of the plate are the same at the
surface of the plates. It is convenient to split the velocity field into two parts: a linear
shear profile ~v0 = γ˙zeˆx, which fulfills the boundary conditions, and a correction ~v1 to ~v0








This condition simplifies further due to the following considerations. From Eq. (3.26)
it follows that the z component of ~v1 is suppressed by a factor of λp (which is typically
extremely small [26, 100]). Following the arguments of Sec. 2.3 we can assume that ~v1
depends only on y and z and thus conclude with Eq. (3.28) that the y component of ~v1
is also suppressed by λp. For this reason, one can assume that v1,y and v1,z are negligible








The validity of this assumption is nicely illustrated by our results. Figure 3.4 shows that
vy and vz are indeed suppressed by λp.
3.2 Solution techniques
The aim now is twofold: Finding a spatially homogeneous solution of the governing
equations (for a given shear rate) and investigating the stability of this solution. In this
section we will describe some technical details of the general procedure and give the
results starting in Sec. 3.3.
We write the solution as a vector ~X = (θ, φ, u, vx, vy, vz, P, s
(n,s)) consisting of the angular
variables of the director, the layer displacement, the velocity field, the pressure, and the
strength of the (nematic or smectic) order parameter. For a spatially homogeneous
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Quantity z symmetry Quantity z symmetry
u Even vx Even
θ Odd vy Odd
φ Even vz Even
P Odd s(n), s(s) Odd
Table 3.3: If the symmetry under inversion of z is given for one component of ~X1, the
symmetry of all other components follows directly from the linearized set of equations. Here
we give the z symmetry of all components for the case that u is an even function of z.
situation the equations simplify significantly and the desired solution ~X0 can directly
be found (see Sec. 3.3). To determine the region of stability of ~X0 we perform a linear
stability analysis and follow the procedure described in the Technical Note 2.1 on page 18.
In short, the solution of the equation L ~X1 =
∂
∂t
~X1 (with ~X1  ~X0) is analyzed. Here
L denotes the operator for the linearized set of the governing equations. The ansatz for
the unknown quantities must fulfill the boundary conditions [see the discussion following
Eq. (3.43) on page 32] and follow the symmetry scheme given by Table 3.3. Assuming













fulfills all requirements (with an oscillation rate ω, a growth rate τ−1, and a wave vector
~q = qeˆy + qz eˆz). In this ansatz we follow our discussion from Sec. 2.3, where we argued
that the undulations with the lowest threshold have a wave vector along the vorticity
direction of the flow (~q · eˆx = 0). After inserting the above ansatz in the linearized set of
(partial differential) equations, a set of coupled linear equations is obtained to determine
τ−1 and ω. From the standard smectic-A hydrodynamics it is known that shear does not
destabilize the layers. Since our extended formulation of the smectic-A hydrodynamics is
equivalent to the standard smectic A hydrodynamics for vanishing external fields (e.g.,
shear rate), the layers are stable for low enough shear rates, i.e., τ−1 < 0 for small
shear rates. So τ−1 = 0 marks the set of external parameters (shear rate) and material
parameters above which ~X1 grows. Typically we hold the material parameters fixed
and the only external parameter is the shear rate. The solvability condition of the
corresponding set of linear equations gives a relation between the shear rate [or tilt angle
θ0, which is directly connected to the shear rate, see Eq. (3.49) below], the oscillation
rate ω, and the wave vector q. For every given q a specific shear rate (tilt angle θ0)
and oscillation rate can be determined which separates the stable region (below) from
the unstable region (above). This defines the so called curve of marginal stability (or
neutral curve) θ0(q) and the associated oscillation rate ω(q). In general, the solvability
condition, i.e., the determinant of the linear set of equations, is an equation with real and
imaginary part. These two conditions determine θ0(q) and ω(q). In the case of vanishing
oscillation rate, only the real part of the solvability condition is left, the imaginary part
vanishes. If, for any given set of external parameters, the tilt angle θ0 lies above the curve
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Table 3.4: Definition of the dimensionless quantities x′ for all physical quantities x. We give
the prefactor a of the definition x′ = ax.
of marginal stability for at least one value of q, the spatial homogeneous state is unstable
and undulations grow. The smallest shear rate (tilt angle) for which undulations can
grow is called the critical shear rate (tilt angle). We point out that this linear analysis is
only valid near the point where the first instability sets in. Without further investigations
no prediction of the spatial structure of the developing instability can be made. Also,
the nature of the bifurcation (backward or forward) must be determined by nonlinear
investigations.
For practical reasons we used dimensionless units in our numerical calculations. The
invariance of the governing equations under rescaling time, length, and mass allows us
to choose three parameters in these equations to be equal to unity. We will set
B1 = 1, γ1 = 1, and
pi
d
= qz = 1 (3.47)
and measure all other quantities in the units defined by this choice, see Table 3.4 for
a complete list. Nevertheless, we will keep these quantities explicitly in our analytical
work.
To extract concrete predictions for experimental parameters from our calculations is a
nontrivial task, because neither the energetic constant B1 nor the rotational viscosity
γ1 are used for the hydrodynamic description of the smectic-A phase (but play an im-
portant role in our model). Therefore, we here rely on measurements in the vicinity
of the nematic–smectic-A phase transition. Measurements on low molecular weight liq-
uid crystals made by Litster [74] in the vicinity of this transition indicate that B1 is
approximately one order of magnitude less than B0. As for γ1 we could not find any
measurements that would allow an estimate of its value in the smectic-A phase. In the
nematic phase γ1 increases drastically towards the nematic–smectic-A transition (see,
e.g., Ref. [43]). In the Technocal Note 3.2 on page 37 we will motivate the numerical
values used in this work. Numerical simulations on a molecular scale are also a promising
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approach to determine these constants [117]. In Chapter 5 we will show that it is possi-
ble to extract all necessary dimensionless constants from molecular dynamics simulations
and to give a quantitative comparison between this analytic theory and the simulations.
The rest of this chapter is organized as follows. First we discuss the spatially homoge-
neous solution in Sec. 3.3. Due to the complexity of the full set of governing equations,
we then start our analysis with a minimal set of variables (θ, φ, and u) and suppress the
coupling to the other variables (see Sec. 3.4.1). Step by step, the other variables will be
taken into account in Secs. 3.4.2 and 3.4.3. The general picture of the instability will
turn out to be already present in the minimal model, but many interesting details will
be added throughout the next sections. First we assume a stationary instability (i.e.,
we let ω = 0); later on we discuss the possibility for an oscillatory instability and have
a look at some special features of the system (Chapter 4).
3.3 Spatially homogeneous state
The staring point of our further analysis is the unperturbed shear state. To find this
state, we begin with a number of assumptions and show afterwards that the resulting
state fulfills the governing equations. The anchoring of the director is done via the
coupling to the layering, therefore, we look for a solution in which the director is constant





0 should be constants. Since there is no direct interaction between the layering
and the shear profile, u0 = 0 is a good first choice. Introducing these ansa¨tze into our
generalized form of the Navier-Stokes equation (3.29) we find that a linear shear profile
~v0 = γ˙zeˆx (3.48)
is a solution to this equation.6 Using the relations we have up to now, Eqs. (3.26) and
(3.28) are also satisfied. For the director and the strength of the order parameters, the
reversible cross couplings to the velocity field do not vanish and must be balanced by
dissipative (diagonal) currents. Writing Eq. (3.27) in angular variables shows that only
θ0 depends on the shear rate γ˙, whereas φ0 = 0 solves the corresponding equation. The




















6This gives now a clear-cut motivation for our—at first sight—purely technical splitting of ~v in the
discussion around Eq. (3.44)
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which shows that θ0 starts as a linear function of the shear rate. Combining Eqs. (3.48)
and (3.49) with the reversible currents in Eqs. (3.30) and (3.31), we see that the reversible
quasi-current β
(n)
ij ∇jvi for the nematic order parameter is non-zero, because β(n)ij depends
on nˆ and, therefore, on θ0. In contrast, the reversible quasi-current for the smectic oder
parameter β
(s)




0 = −(β(n)‖ − β(n)⊥ ) sin(θ0) cos(θ0)γ˙, (3.51)
but s
(s)
0 is zero—the shear profile modifies only the strength of the nematic order param-
eter.
In contrast to the director tilt, the lowest-order correction to the nematic order parameter















The spatially homogeneous state constructed so far solves all governing equations. There-
fore we consider in the following perturbations around this state.
We are not aware of any experimental data, which would allow a direct comparison with
these results. In Chapter 5, we will show that the results of molecular dynamic simula-
tions of the model systems are in quantitative agreement with the analytic predictions.
3.4 Stationary instability
3.4.1 Minimal set of variables
We start our theoretical considerations by using a minimal set of variables. As we
will show, already this minimal set exhibits the central features of the instability. In
the following section we will take into account all liquid crystalline variables, i.e., the
layer displacement u and the director angles φ and θ, but neglect all couplings of these
variables to other quantities describing the system, namely, the velocity field and the
moduli of the nematic and smectic order parameters. Nevertheless we keep the spatially
homogeneous director tilt of Eq. (3.49). Within these approximations the equations to
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Technical Note 3.2 Typical values of the material parameters
For low molecular weight liquid crystals a number of dimensionless material param-
eters can be estimated. Our estimates are based on measurements on 4-n-octyloxy-
4′-cyanobiphenyl (8OCB, see, e.g., Refs. [26, 43, 56, 74, 136]). The precision of the
values given below varies: The elastic constants B0 and K have been measured in many
smectic-A liquid crystals, their order of magnitude is clear. B1 has been determined in
the smectic-A–nematic transition region by Litster et al.. The rotational viscosity γ1 is
only known in the nematic phase and increases steeply towards the smectic-A–nematic
transition. Within the nematic phase it is of the order of the other viscosities νi. The
flow alignment parameter λ in the nematic phase is typically of order of unity. There
are some indications that λ decreases in the transtions region to the nematic–smectic-A
transtion [83], but, again, nothing is known about it value in the smectic-A phase. We
will assume νi/γ1 and λ to have similar values in both phases. To our knowledge, none
of the material parameters connected with the strength of the order parameter has been
measured up to now. For our estimates of these parameters see the discussion of Fig. 3.7
on page 46.
cgs SI
B0 ∼ 3 · 107 erg cm−3 ∼ 3 · 106 J m−3
B1 ∼ 106 erg cm−3 ∼ 105 J m−3
K ∼ 10−6 dyn ∼ 10−11 N
νi ∼ 0.2 Poise ∼ 0.02 Pa s
γ1 & 0.05 Poise & 0.005 Pa s
λ 1 1
λp ∼ 10−14 cm2 Poise−1 ∼ 10−17 m2 Pa−1 s−1
qz ∼ 3 · 102 cm−1 ∼ 3 · 104 m−1
These values lead to the dimensionless parameters summarized in the following table.
B0B1
−1 Kqz2B1−1 νiγ1−1 λpγ1qz2
∼ 30 ∼ 10−7 . 0.4 ∼ 5 · 10−10
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γ˙(λ+ 1)− Au B1
γ1
q, (3.54)
0 = Aθ λpB0 sin(θ0)qz











Here we inserted an ansatz of the type (3.46) and use Ax for the linear amplitude of a
variable x. One can solve these equations either by expanding them in a power series
of θ0 (expecting to get a closed result for the critical values) or numerically. It turns
out that such an expansion has to include at least terms up to the order θ0
5 to get
physically meaningful analytic results. These analytic approximations are rather long
and complicated. For this reason the closed expressions have no advantage over the
purely numerical solutions and we do not give the analytical approximations explicitly.
We will present and discuss our findings using the minimal set of variables in the following
section, in direct comparison to the results of the full set of equations.
3.4.2 Coupling to the velocity field
Neglecting the coupling between velocity field and nematic director and vice versa is a
rather crude approximations since it is well known, that this coupling plays an important
role in nematic hydrodynamics [26, 104]. So the natural next step is to include this
coupling and to perform a linear stability analysis of Eqs. (3.26) – (3.29), (3.38), (3.39).
In this case, the standard procedures lead to a system of seven coupled linear differential
equations. Following the discussion after Eq. (3.43) these equations can be solved by an
ansatz of the type given in Eq. (3.46). This reduces the system of equations to seven
coupled linear equations which are easily solved using standard numerical tools (such as
singular value decomposition and inverse iteration to find the eigenvectors). Due to the
complexity of the equations, we used Maple to determine the final set of linear equations.
The key ingredients of this Maple script are given in Appendix C.
Figure 3.1 gives a comparison of typical neutral curves for the first approach (see Ap-
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Figure 3.1: Here a comparison of the neutral curves using our first approach ( , see
Appendix B for details), the minimal set of variables ( ) and including the velocity field
( ) is depicted. The overall behavior does not change, but the critical values are altered
due to the coupling with the velocity field. For this plot we used (in the dimensionless units
discussed in Sec. 3.2) B0 = 30, K = 10−7, λ = 0.7, ν1 = ν2 = ν3 = ν4 = ν5 = 0.4, and
λp = 10−6. The inset shows the linear amplitudes Ai (where i stands for θ, φ, etc.) at onset.
We omitted the amplitudes of the first approach, because they are quite similar to the minimal
set of variables. Since the logarithm of the amplitudes is shown, amplitudes with different
sign are shown with a different line style. Using the minimal set (left bars) all amplitudes
have the same sign ( ). Including the velocity field (right bars) some amplitudes are
positive ( ), others negative ( ). Note that we use in this and all following plots
the dimensionless units defined by Eq. (3.47).
pendix B for details), the minimal model, and calculations including the velocity field.7
The overall shape of the neutral curve is not changed in these various approaches but a
shift of the critical tilt angle is already visible.8 The inset shows the relative amplitudes
of the linear solutions at onset (using a logarithmic scale). For θ, φ, and u the left
bars correspond to the minimal model and the right bars to the extended version. The
amplitude for the first approach are not shown, because they are quite similar to the
minimal set of variables. Note that amplitudes with a different sign are shown with a
different line style in the histograms (see the figure caption for details). Comparing the
amplitudes of the velocity components, clearly Avx is several orders of magnitude larger
than Avy and Avz , justifying our earlier approximation [see discussion to Eqs. (3.44) and
(3.45) on page 32]. We will come back to this point in the discussion of Fig. 3.4.
Let us have a closer look at the differences between the minimal and the extended set
7Due to a typographical error in Ref. [4] the following curves vary slightly from the curves in Ref. [4].
We emphasize that none of the major results in this reference have changed.
8Note that the critical wave vector stays almost unchanged.
39
CHAPTER 3. INCLUDING THE DIRECTOR
Figure 3.2: The minimal set and the version including the velocity field agree for large values
of B0 and differ only for small B0. Our first approach of Appendix B ( ) systematically
underestimates the critical tilt angle but gives a good approximation for the critical wave
vector. The solid lines ( ) show results including the velocity field, the dashed lines
( ) correspond to the minimal set of variables. When two curves are shown for the
critical tilt angle, λ = 1.3 corresponds to the upper curve and λ = 0.7 was used for the lower
curve (at small B0). In the plot of the critical wave vector λ = 0.7 corresponds to the upper
curves.
of equations and follow these differences along some paths in parameter space. As men-
tioned in Sec. 3.2, we can omit some of the physical parameters by using dimensionless
parameters. In Figs. 3.2 – 3.6 we show the dependence of the critical values of the tilt
angle and wave vector on the dimensionless parameters [as defined in Eq. (3.47)]. For
all these figures we used the same basic set of parameters: B0 = 30, K = 10
−7, λ = 0.7,
ν1 = ν2 = ν3 = ν4 = ν5 = 0.4, and λp = 5 ·10−10. These values are estimates for a typical
thermotropic low molecular weight liquid crystal, see Technical Note 3.2 on page 37 for
details. As far as B1 and γ1 are concerned, see also the discussion following Eq. (3.47)
on page 34. As a function of the flow alignment parameter λ, the critical values can
show a strong variation between the ranges λ < 1 and λ > 1 (see Fig. 3.6 for more
details). Therefore we discuss in addition the situation for λ = 1.3 to indicate the range
of possible values.
Considering the critical values as a function of the compression modulus B0 results in a
rather simple situation (Fig. 3.2). For small values of B0 a significant influence of the
coupling between the director and velocity field is apparent, which also shows a strong
dependence on λ. For large B0 these differences vanish and the solution of the minimal
set and the set including the velocity converge into one single curve. Our first approach
differs essentially in the critical tilt angle which is systematically underestimated by
approximately a factor 2. In contrast the critical wave vector of the first approach is in
good agreement with the other versions.
At this point a comparison to dilated smectic-A is instructive. It is well known [16, 28]
that in a dilated smectic-A the critical wave vector and the critical dilation show a power
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Figure 3.3: Plotting the critical values as a function of the bending modulus K shows a
convergence of the curves, which is, nevertheless, not as pronounced as in the case of Fig. 3.2.
The influence of λ on the critical tilt angle is significant (λ = 1.3 in the upper curves and
λ = 0.7 in the lower ones). Again the solid lines ( ) show results including the velocity
field, the dashed lines ( ) correspond to the minimal set of variables, and the dotted
lines ( ) depict the outcome of the first approach. Note that the wave vectors of the
minimal set and of the calculations including the velocity field are indistinguishable within the
resolution of the plot.
law behavior as a function of B0 with exponents 1/4 and −1/2, respectively. In the limit
of large B0 we found the same exponents already in our earlier analysis [3]. If we fit power
laws to our results for B0 > 10
2 we find the exponents equal to ≈ 0.24 and ≈ −0.38
for qc and θc, respectively (note that the dilation in our model is ≈ 12θ2c ). For our first
approach it is evident from the analytic results [see Eqs. (B.8) and (B.9)] that qc ∼ B1/40
and θc ∼ B−1/40 , where the latter relation holds only for large B0.
A similar, but less pronounced, situation is apparent, when plotting the critical values
as a function of the bending modulus (see Fig. 3.3). The curves tend to converge for
large K, but there remains a difference between the minimal set of variables and the
calculations including the the velocity field. Again, the critical tilt angle of the first
approach is typically a factor 2 smaller than in the other calculations. Fitting the K
dependence with power laws (here for K > 10−4) only the critical wave number exhibits
an exponent close to the values expected from dilated smectic-A (≈ −0.26 vs. −1
4
).
Form the discussion to Figs. 3.2 and 3.3, we can conclude that the critical wave vector is
rather robust against variations in the number of free variables. But for a good estimate
of the critical tilt angle it is desirable to have a set of equations which is as complete as
possible. This is especially true if B0 and B1 differ by less than a factor of 10
2. Therefore,
the critical tilt angle (or shear rate) is the better parameter for an experimental test of
our model.
In contrast to the cases discussed above, the permeation constant λp has no strong
influence on the critical values. For dimensionless values λp < 10
−6 the critical values
do not change at all with λp. If we allow λp & 10−5, variations within a factor of two
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Figure 3.4: In all our calculations v1,x
is the dominating component of ~v1. This
graph demonstrates that the other com-
ponents are suppressed by λp (making
them almost negligible).
are possible. The permeation constant is known to be very small. In our dimensionless
units we expect it to be of the order of ∼ 5 ·10−10 for low molecular weight thermotropic
liquid crystals. For this reason it is a good approximation to neglect its influence on
the critical values. In Sec. 3.1 we have emphasized that the y and z components of the
velocity field are suppressed via λp. These qualitative arguments are clearly confirmed
by our numerical results: In all our calculations v1,x is the dominating component of
~v1, especially, the ratio v1,y/v1,x is of the order of λp over the whole range of physically
relevant values of λp (see Fig. 3.4). This fact nicely supports our argument that we
can neglect the boundary condition for v1,y, because v1,y vanishes anyway. For v1,z the
suppression is less pronounced (by a factor of q/qz), but it is also much smaller than v1,x.
Out of the five viscosities only two (ν2 and ν3) show a significant influence on the critical
values. In Fig. 3.5 we present the dependence of θc and qc on an assumed isotropic
viscosity (upper row) and on these two viscosity coefficients (middle and lower row).
Since the flow alignment parameter λ has a remarkable influence on these curves we
have chosen four different values of λ in this figure, namely, λ = 0.7, λ = 1.3, λ = 2,
and λ = 3.5. Note that the curves where only ν2 is varied are already in good agreement
to the curves corresponding to an isotropic viscosity tensor. In this parameter range
the coefficient ν2 dominates the behavior. Note that the influence of ν3 on the critical
values is already much smaller than that of ν2. We left out the equivalent graphs for
the other viscosity coefficients, because they have almost no effect on the critical values.
In Sec. 2.2 we have shown that an anisotropic viscosity tensor in standard smectic-A
hydrodynamics does not suffice to reorient the layers. As an annex to this discussion we
can now conclude that an appropriate anisotropy in νijkl facilitates the reorientation in
our extended description. The critical tilt angle is lowered when the viscosity coefficient
ν2 (which governs the apparent viscosity of the perpendicular orientation) is smaller than
ν3 (which gives the apparent viscosity of the parallel orientation).
Up to now, the dependences of the critical values on the material parameters were smooth
curves with no pronounced structure. In this respect the situation is completely different
for the case of the flow alignment parameter λ. As shown in Fig. 3.6, there is a clear
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Figure 3.5: Only the viscosities ν2 and ν3 influence the critical parameters significantly. The
upper row depicts the dependence on a isotropic variation of the viscosity. In the middle and
lower row we present the variation with ν2 and ν3 setting the other viscosities to νi = 0.1. Here
the thick solid lines ( ) represent the minimal set of variables. For the full set of variables
we have chosen four different values of λ: the solid curves ( ) with λ = 0.7, the dashed
curves ( ) with λ = 1.3, the dotted curves ( ) with λ = 2, and the dot-dashed
curves ( ) with λ = 3.5. Note the similarities between the curves for small ( ) and
large λ ( ) in the upper and middle row. In these regimes ν2 is the dominating viscosity.
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Figure 3.6: Plotting the critical values as functions of the flow alignment parameter λ reveals
an interesting structure for λ ≈ 1. In the upper row we plot this dependence for a set of
(isotropic) viscosities ranging from νi = 10 (short dashed line, ) down to νi = 10−3 (dot-
dashed line, ). The thick solid line ( ) reveals that this dependence on λ is absent in
the minimal model. The lower row illustrates the behavior for varying layer compressibility B0
with B0 = 10 for the dot-dashed curve ( ) and B0 = 1000 for the dashed curve ( ).
In all plots the solid lines ( ) give the behavior for the typical values we deduced in the
Technical Note 3.2 on page 37. For an interpretation of this behavior see the text.
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change in behavior for λ ≈ 1. The critical tilt angle is increased for values of λ larger
that unity and the critical wave vector may exhibit a maximum at λ ≈ 1. Figure 3.6
illustrates how this structure depends on the viscosities (assuming all five viscosities
to be equal) and on the elastic constants of the layers. In the first row we follow this
behavior for viscosities varying from νi = 10 down to νi = 10
−3. Clearly, the influence of
λ is more pronounced the lower the viscosities are. Both elastic constants of the layers,
the compressibility B0 and the bending modulus K (in our dimensionless units B1 = 1),
have, in general, a similar influence on the shape of the graphs: The smaller the elastic
constants are, the more pronounced the structure becomes. For this reason we just give
the plot for B0 (second row in Fig. 3.6) and omit the plot for K.
These dependences on the system parameters give some important hints for an interpre-
tation of Fig. 3.6. The currents and quasi-currents for the velocity field and the director
consist of two parts [see Eqs. (3.27) and (3.29)]: a diagonal one (coupling, e.g., the
components of ~v among each other) and an off-diagonal one (coupling the director to
the velocity field). The former ones are proportional to the elastic constants or to the
viscosity tensor, whereas the latter one is a function of the flow alignment parameter.
So reducing either the elastic constants or the viscosities increases the influence of the
cross-coupling terms in theses equations. The influence of the flow alignment term is
strongest when it is dominating in the currents and quasi-currents. The next step in the
interpretation of the shape of the curves is to have a closer look at the structure of the




(λ− 1)δ⊥ijnk + (λ+ 1)δ⊥iknj
]
obviously changes its behavior for λ = 1, because the first part changes its sign. For
example, the φ component of the director is coupled to the x and z component of the
velocity field by the terms (λ − 1)/2 ∂yvx and (λ − 1)/2 cot(θ0)∂yvz. The monitored
structure in the plots cannot be attributed to one single cross-coupling term, but the
given examples demonstrate that something should happen in this parameter range.
3.4.3 Including the order parameters
In the preceeding paragraphs we investigated undulations assuming a constant modulus









0 . In general, one would
expect that the undulations in the other observable quantities should couple to some
extent to the order parameter. In the formulation of the free energy (see Sec. 3.1) we





only the lowest order terms in s(n) and s(s) contribute to the free energy. For the spatially
homogeneous state we had [see Eqs. (3.51) and (3.52)] a correction to the nematic S(n)
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Figure 3.7: Evaluating Eqs. (3.52) and (3.56) at onset gives an important restriction on the
range of possible parameter values (here the cases of α(n) and β(n)‖ − β
(n)





5 · 10−3 and α(n) = 10−3, respectively). Note that the critical θ0 is a function of the material
parameters.
As a consequence, s
(n)
0 must be small compared to S
(n)
0 (which is by construction limited
to the range 0 ≤ S(n)0 ≤ 1). Thus a reasonable restriction is
|s(n)0 | . 0.5. (3.56)
As shown in Fig. 3.7, evaluating this relation at the onset of the instability reduces
significantly the physically reasonable range for some parameters. This restriction applies
only for the nematic material parameters and, in general, nothing can be said about the
corresponding smectic parameters. We will, however, take the smectic parameters in
the same range as the nematic ones. In our picture the nematic order is a necessary
requirement for the smectic order, so we expect the strength of both order parameters
to be strongly coupled.








⊥ = 0.01, L
(n)
‖ − L(n)⊥ =
L
(s)
‖ − L(s)⊥ = 0.005, M0 = 10−4, β(n)⊥ = β(s)⊥ = 0.01, β(n)‖ − β(n)⊥ = β(s)‖ − β(s)⊥ = 0.005,
α(n) = α(s) = 0.001 for the plots of this section (along with parameter set specified in
the preceding section).



























The modulations of S(n) and S(s) in the linear analysis are maximum at the boundaries





depend on the coupling to the velocity field (only the anisotropic part β
(n)
‖ − β(n)⊥ is
relevant) and on the coupling to the director undulations (via Mijk, only for the nematic
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Figure 3.8: Out of the material parameters connected with the order parameter, only β(n)‖ −
β
(n)
⊥ has a measurable effect on the critical values (but only on the critical tilt angle). Some
more parameters can influence the amplitudes of the order parameter undulation, namely, L(n)⊥ ,
L
(s)
⊥ , and M0 (the latter one is only present in the case of the nematic order parameter). All
amplitudes have been normalized such that Aφ = 1. Note that the smectic A
(s)
s is typically




s ). If one assumes that shear reduces (and does not increase) the modulus
of the order parameter, the nematic contribution β
(n)
‖ − β(n)⊥ is positive [Eqs. (3.51) and
(3.52)]; once again nothing can be said about the smectic value for β
(s)
‖ − β(s)⊥ .
In general, the critical values are not at all or only very slightly influenced by the coupling
to the modulus of the order parameter. Figure 3.8 summarizes the parameters with the




s . In almost all investigated cases the modulation of the
nematic order is much larger than that of the smectic order. Whether the order is reduced
or increased in regions where the layers are compressed depends in the phenomenological
constants β
(n)
‖ − β(n)⊥ , β(s)‖ − β(s)⊥ , and M0, which have not been measured up to now.
The above results reveal some interesting features. As shown in Table 3.3, the modu-
lations of the order parameter change sign under inversion of the z axis. Considering
the boundary condition (i.e., taking our ansatz), this leads to the fact that the effect
47
CHAPTER 3. INCLUDING THE DIRECTOR
on the degree of the order is maximum near the boundaries. Whether the strength
of the order is reduced in regions where the layers are dilated or compressed depends
strongly on the balance between the two cross coupling terms acting on s(n): β
(n)
ij ∇ivj
and Mijk∇inj∇ks(n). If the anisotropic part of βij is large (β‖−β⊥ & 0.002) and positive
(as discussed above), the strength of the nematic order parameter is reduced where the
layers are dilated. But if the anisotropy of βij is small (β‖ − β⊥ . 0.001), a negative
M0 will invert the situation: The strength of the order is reduced in compressed regions.
Since the probability for the formation of defects is higher in places where the order pa-
rameter is lower, we have identified areas where the creation of defects is facilitated. At
this point one can speculate that these regions of reduced order parameters might lead
to a breaking of the layers (in the compressed regions) or an introduction of new layers
(in dilated regions) and thus the undulation amplitude may grow further. In Fig. 3.9
we show a possible picture in the case when compression reduces the strength of the
order. Interestingly, experiments in block copolymers by Laurer et al. [69] show a defect
structure close to the boundaries which is consistent with this picture.
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Figure 3.9: Since the strength of the order is reduced most near the boundaries, one can
speculate that the layers are perforated predominantly in this region (see part a)) and allow
an increasing undulation amplitude through the formation of defects close to the boundaries.
49
CHAPTER 3. INCLUDING THE DIRECTOR
50
Chapter 4
Linear Analysis: Discussion of the
results1
4.1 Oscillatory instability
All our arguments in the previous sections were based on the assumption that the un-
dulations set in as a stationary instability. That is, the oscillation rate ω in our ansatz
Eq. (3.46) vanishes at onset. In this section we will discuss the situation for nonzero ω
and find that our previous assumption was justified. In our linear analysis enters now
(for the first time in this work) the mass density of the system, which we will choose to
be equal to unity, ρ = 1. Note that any other density will renormalize the frequency and
will not change the results of this section.
The search for a possible oscillatory instability is slightly different from the procedure
used in the stationary case. The solvability condition of the linearized set of equations
determines both the neutral curve and the frequency along this curve. When searching
for such a solution we scanned approximately the same parameter space as used for
Figs. 3.2 – 3.4. Since the frequency tends to zero when the oscillatory neutral curve
gets close to the stationary one, we concentrated on the frequency range 0 ≤ ω ≤ 2 and
checked in some cases for higher frequencies.
It turned out that only in cases when the director field is very weakly coupled to the
layering a neutral curve for an oscillatory instability is possible. This weak coupling
manifests itself in small B1 and γ1, which is, in our set of dimensionless variables, equiv-
alent to large B0 and νi. Oscillatory neutral curves were only found for B0 & 100 or
νi & 1. In all investigated cases an oscillatory neutral curve is either absent or lies
above the neutral curve for a stationary instability. When an oscillatory neutral curve is
possible, it ends in the points where it meets the stationary neutral curve (see Fig. 4.1).
The corresponding frequency approaches zero in the end points of the oscillatory neutral
curve. If we ignore for the moment the stationary neutral curve and consider only the
1Chapters 2 to 4 are based on Refs. [2, 3, 4]
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Figure 4.1: In most parts of the scanned parameter space no possibility for an oscillatory
instability was found. If the director field is only very weakly coupled to the layering (in this
plot we used B0 = 200 and νi = 0.4) a neutral curve for an oscillatory instability ( )
appears above the stationary neutral curve ( ). Note that the critical wave vectors are
close to each other for both oscillatory and stationary instability. The inset shows the frequency
along the neutral curve.
oscillatory instability, the corresponding critical values are found to be rather close to
the stationary ones and to approach them the weaker the coupling between the director
and the layers becomes. To summarize, an oscillatory instability was not found to be
possible at threshold in all investigated cases and seems to be extremely unlikely to occur
within a linear theory.
4.2 Effect of other external fields
In the remarks to Chapter 2 on page 20, we have pointed out that a shear field is only one
possibility among others to induce a biaxiality in a smectic-A-like system. In this section
we will explore the influence of other fields on smectic-A liquid crystals in our extended
description, namely, a magnetic field. The purpose of this section is to demonstrate the
similarities to the effects of a shear field.
In Sec. 1.3, we have shown that nematic and smectic-A liquid crystals show characteristic
instabilities under the influence of a magnetic field. If the magnetic anisotropy is positive,
the nematic director tilts towards the field direction in a Freedericksz transition and the
smectic layers start to undulate in a Helfrich-Hurault instability. For a typical low
molecular weight liquid crystal, the critical field for a Freedericksz transition is much
smaller than that for the Helfrich-Hurault instability.
To include the effect of a magnetic field in our extended model it suffices to couple only
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the director to the external field and the neglect a Helfrich-Hurault type instability at
much higher fields. Therefore, we have to extend our energy density by the magnetic
term2














with the anisotropic part of the magnetic susceptibility χa (which is typically positive,
see, e.g., Ref. [26]) and the magnetic field strength ~H. Generally this term will lead to a
spatially homogeneous torque on the director. In our model the homeotropic alignment
of the director is only due to its coupling to the layer normal pˆ. Consequently we expect
a spatially homogeneous tilt of the director which is given by the balance between the
terms of the energy density which reflect the torques on the director. When we consider
a situation where only the director is influenced by the field, the field induced tilt angle


































= 0 (SI). (4.2b)
For small θ, the term proportional to B0 is of higher order than the other terms in these
equations. We will drop it for this reason in the following considerations. If the external
magnetic field encloses some angle θh with the layer normal pˆ, the magnetically induced









B1 + µ0χaH2 cos 2θh
(SI), (4.3b)
with | ~H| = H. For small values of the characteristic ratio hB = χaH2/B1 in cgs-units
(or hB = µ0χaH
2/B1 in SI-units) the field induced director tilt is maximum for an
angle of 45◦ between the layer normal and the external field (see Fig. 4.2). To estimate
reasonable values of the characteristic ratio we set the magnetic field to the critical
field for the Helfrich-Hurault instability for a typical low molecular weight liquid crystal
with a sample thickness of 100 µm (see Sec. 1.3.2 and Ref. [26] for details). Table 4.1
summarizes the results.3 From these typical values we conclude that for all low molecular
2Differently to the previous chapters the following relations differ slightly depending on the system
of units used (SI or cgs). For this reason we give both possibilities.
3The fundamental relation between magnetic induction ~B, magnetic field ~H and magnetization ~M
reads in cgs-units ~B = ~H + 4pi ~M and in SI-units ~B = µ0( ~H + ~M). In the case of linear materials laws
~M = χcgs · ~H and ~M = χSI · ~H, these relations lead to 4piχcgsa = χSIa .
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Figure 4.2: The field induced director tilt is maximum for fields which enclose an angle of
about 45◦ with the layer normal. In the left plot we illustrate the dependence of the tilt angle
on the angle between ~H and pˆ (for hB = 4 ·10−3). Note that the curve is fully described by the
linearized equations. The right plot depicts the influence of the characteristic ratio for various
angles [solid line ( ): θh = pi/8, dashed line ( ): θh = pi/4, dotted line ( ):
θh = 3pi/8]. For the value of hB used in this plot θh = pi/8 and θh = 3pi/8 result in identical
curves.
cgs SI
Hc 2 · 105 Oe 2 · 107 A m−1
χa 10
−7 10−6
hB ∼ 4 · 10−3 ∼ 4 · 10−3
θmax0 ∼ 2 · 10−3 rad ∼ 2 · 10−3 rad
Table 4.1: Typical values for the parameters entering the field induced director tilt










sin 2θh (SI). (4.4b)
Remark
The typical tilt angle derived above might seem small. Nevertheless, we believe that
it should be measurable for the following reasons. First, the typical anisotropy of the
refractive index of low molecular weight liquid crystals is rather large (∆n ∼ 0.1). And
secondly, birefringence measurements can detect even very small values of ∆n (in Ref. [82]
Martinoty and Bader report measurements of ∆n ∼ 10−7). For a field of H = 60 kOe
we expect θ0 ∼ 2 · 10−4, or ∆n ∼ 2 · 10−5, which is in the measurable regime.
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4.3 Comparison to experiments
In the previous chapters we have shown that the inclusion of the director of the underlying
nematic order in the description of a smectic-A-like system leads to some important
features. In general, the behavior of the director under external fields differs from the
behavior of the layer normal. In this work we only discussed the effect of a velocity
gradient in detail. But, as we have shown in the previous section, similar effects also result
under the influence of other external fields. The key results of our theoretical treatment
are a tilt of the director, which is proportional to the shear rate, and an undulation
instability which sets in above a threshold value of the tilt angle (or equivalently the
shear rate).
Both predictions are in agreement with experimental observations. In the case of the
shear induced director tilt, we know of no experiment which would allow a direct com-
parison to our theory. Since the director tilt creates a tendency of the layers to reduce
their thickness (if they are allowed to do so), some works on the dependences of the layer
thickness allow for an indirect comparison to our theory. For side-chain liquid crystalline
polymers Noirez [93] observed a shear dependence of the layer thickness under steady
shear conditions. In the parallel orientation the layer thickness is reduced by several per-
cent with increasing shear. A detailed interpretation of this experiment might include
effects beyond the present model, but clearly the observed effect is in agreement with out
theory. Polis et al. [107] investigated the dependence of the layer thickness at constant
shear rates for shear deformations up to 75%. Later Qiao et al. [108] considered a similar
situation (also in diblock copolymers) with deformations up to 60%. In both studies, the
authors found a decreasing layer spacing with increasing shear rate and increasing strain.
But in these two experiments the layer spacing vs. strain curves do not reach a plateau
so a direct comparison to our model is not possible. Nevertheless, both experimental
results are clearly compatible with our prediction.
To our knowledge, two groups have investigated the destabilization of a parallel align-
ment in detail. Both studies were performed in lyotropic systems in which the final state
are multi-lamellar vesicles. First investigations were done by Schmidt and coworkers [85]
and later Richtering and coworkers performed a detailed study on the transition [88, 142].
Using a number of different experimental techniques Richtering and coworkers identified
several states within the transition from parallel lamellae to multi-lamellar vesicles. The
first state after the destabilization of the parallel orientation is a two dimensional struc-
ture which shows no variation along the flow direction. They identify these structures
to be either multi-lamellar cylinders or undulating lamellae. The characteristic length
of these structures (diameter of the multi-lamellar cylinders) is found to be ≈ 7 µm.
In addition to the obvious qualitative agreement of these experimental results, we now
make a semi-quantitative comparison to our theoretical results. For this purpose we
make a number of assumptions about the material parameters. As we have shown in
Sec. 3.4, the different approaches cause only small variations in the critical wave number.
For this estimate it suffices to use the critical wave number obtained in our earlier work
[see Eq. (B.5)]. For lyotropic liquid crystals it is known [51, 87] that the elastic constants
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(l − δ)4 , (4.6)
where κ = ακkBT is the bending modulus of a single bilayer, l the layer spacing, δ the
bilayer thickness, kB the Boltzmann constant, T the temperature and ακ a dimensionless
number of order of unity. With these relations we can estimate the critical wave vector





(l − δ)2 . (4.7)
The parameters of the experiment by Zipfel et al. [142] are: d = 1 mm, δ = 2.65 nm,
l = 6.3 nm, and ακ = 1.8 [124, 142]. On this basis we estimate the critical wavelength
to be of the order of
λc ≈ 6.4 µm (4.8)
Zipfel et al. [142] observed a vesicle diameter of 7 µm, which is clearly compatible with
our calculation. We note that this estimate supposes that the experiments are done in
the hydrodynamic regime.
After the destabilization of the parallel orientation the experiments of Richtering and
coworkers show a variety of further effects which are beyond the scope of the present
approach and pose a number of interesting questions. So further investigations on these
points are desirable.
To conclude, the presented model is compatible with the experimental results in lyotropic
systems and block copolymers. But for many systems the material parameters entering
in the theoretical approach are not known, or can only be estimated. For this reason




Comparison between the analytic
theory and molecular dynamics
simulations1
Besides the direct comparison to experimental data, there is a second possibility to test
the prediction of our theoretical approach: comparison to molecular dynamics simu-
lations of a model system. In this chapter we will explore the possibilities of such a
comparison and give the main results.
5.1 Molecular dynamics simulations: basics
As an introduction to this chapter we will review the basic ideas of molecular dynamics
simulations. For a more detailed description of the method we refer the reader to the
general literature about molecular dynamics simulations like books by Frenkel and Smit
[40] and Allen and Tildesley [1] or the original works in which the simulation model
system has been developed [46, 47, 86, 116, 118].
The basic idea of molecular dynamics simulations is to model a physical system by a
number of distinct particles N which typically interact within the limits of classical
mechanics.2 For all particles the positions and the velocity vectors are known, and
macroscopic quantities can be calculated by a suitable averaging of the microscopic
quantities. Depending on the initial conditions the averaged quantities only represent
reliable macroscopic quantities after a certain equilibration time of the system. The
1This chapter is based on the results of a collaboration with simulation physicists from the Max-
Planck-Institute for Polymer Research in Mainz (MPIP). Besides the author, Thomas Soddemann and
Hongxia Guo (both simulation physicists) were strongly involved in this collaboration. The simulations
presented in this chapter were performed at the MPIP. The results of this chapter will be published in
Ref. [117].
2If wanted the inclusion of quantum mechanical effects is also possible, see, e.g., [7, 12]. For the
present simulations there is no need to include quantum mechanical effects.
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where mi are the particle masses, ~F
C
ij are the interaction forces (between particle i and
j), Uij the corresponding interaction potential and the sum goes over all particles j 6= i.
As can be seen in Eq. (5.1), only two body interaction are taken into account, three and
more body interactions are neglected.
The notion “particle” does not necessarily mean an atom or molecule, it also can corre-
spond to a group of atoms. For example, polymer chains are often described by chains
of several particles which each represent several monomer units of the polymer chain
[33, 44]. The choice of the simulation “particles” depends on the length and time scales
of interest: Taking every atom as a “particle” gives insight in short length scales of ∼ 1 A˚
but only short times can be simulated. For longer simulated times a coarse grained model
has to be used. This means several atoms in a molecule (e.g., in a polymer chain) are
treated a one “particle”. And the interactions of these particles are some effective inter-
actions which are often deduced phenomenologically.
To get simulation results which represent the bulk properties of the model system, it
is essential to have a large number of particles. Due to this large number of particles
numerical efficiency is most important in the implementation of the simulation. Out of
the large variety of methods in this area we only pick out those which are of importance in
the simulations used in this chapter. Namely, we will comment on the integration scheme,
the thermostating of the system, the implementation of the shear on the simulated system
and the model system used to mimic layered liquids.
5.1.1 Integration scheme
One major issue in performing simulations is the interest to have long simulated times.
For computational efficiency the second order Eq. (5.1) is split into two first order equa-
tions by introducing the linear momenta of the particles as additional free variables.
The integration of these equations consists of two parts: the force calculation and the
actual integration. The force calculation is typically the most time consuming part since
it involves the calculation of the particle distances. The integration of the equation of
motion is the done using the Verlet integration scheme or its variants [40, 122]. For
the simulation we use in this chapter the integration scheme is based on the so-called
velocity Verlet algorithm (a leap-frog variant of the original algorithm).4 In this algo-
rithm, first, the particle momenta ~pi are calculated at half the time step, using the forces
3Note that this equation of motion contains only conservative forces, because it is valid on the
microscopic scale of a single particle.
4Due to the coupling to a heat bath this scheme will be modified in the next section, we present it
here to give a better comparison.
58
5.1. MOLECULAR DYNAMICS SIMULATIONS: BASICS
~Fi =
∑
j 6=i ~Fij at the original time.




These are then used to successively calculate the new particle positions ~ri and the new
forces ~Fi.







~Fi(t+ ∆t) = ~Fi({ri(t+ ∆t)}, {~pi(t+ ∆t/2)}) (5.2c)
And finally the momenta are updated to the next time step.




This integration scheme is not particularly accurate in time, but it shows little long
term drift in the total energy (although short term energy conservation is only fair) and
conserves time reversibility.
5.1.2 Coupling to a heat bath
The integration scheme described above belongs, thermodynamically speaking, to the
micro-canonical ensemble, where the particle number N , the volume of the system V
and its energy E are kept constant. For practical reasons one would prefer to perform
the simulations in the canonical ensemble, i.e., to keep N , V and the temperature T
constant. This can be achieved by coupling the simulated system to a heat bath. The
simplest way to couple the system to a heat bath is to add (phenomenological) viscous
damping and stochastic driving terms to the equation of motion (5.1). The strength
of these terms must be related to each other by the fluctuation dissipation theorem.
In static situations one can compute the temperature of the simulated system using the
absolute particle velocities [44]. But this is not possible for situations with non-vanishing
macroscopic velocities like in shear cells.5
A suitable thermostat was first constructed for colloidal suspension with hydrodynamic
interactions [54, 61] in a simulation technique called dissipative particle dynamics (DPD).
The DPD thermostat has the main advantage that the additional forces are calculated
from the particle distances ~rij = ~ri−~rj and relative velocities ~vij = ~vi−~vj and not from
the absolute particle positions ~ri and velocities ~vi. For this reason the DPD thermostat
is Galilei invariant and conserves linear and angular momentum. Later Espan˜ol and
Warren [32] and Groot and Warren [45] have related the DPD method to the dissipation
fluctuation theorem and explored some applications.
5The notion “macroscopic” in this chapter stands for an average over many particles. At the end of
this chapter we will show that the simulated system shows indeed many features which can be described
by a macroscopic hydrodynamic theory.
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To implement the DPD thermostat one adds to the particle-particle interaction in












with the microscopic conservative particle-particle interactions FCij (see above), the dis-
sipative damping FDij and the stochastic driving F
R
ij . The latter two are of the form
FDij = −ΓωD(rij) (eˆij · ~vij)eˆij, (5.4)
FRij = ζωR(rij) ϑij eˆij, (5.5)
with the strength of the dissipative and stochastic force Γ and ζ, respectively, the weight
functions ωD(r) and ωR(r), the unit vector of the relative coordinate eˆij = ~rij/|~rij|, and
the Gaussian noise term ϑij = ϑji. To fulfill the fluctuation dissipation theorem, the




(rc − r) r < rc
0 r ≥ rc (5.6)
ζ2 = 2ΓkBT, (5.7)
with the range of the forces rc and the Boltzmann constant kB. Since the forces now
depend on the velocities, the integration scheme given in Eqs. (5.2) has to be modified,
a suitable version is [1, 45]:







~˜pi(t+ ∆t) = ~pi(t) + Λ∆t ~Fi(t) (5.8b)
~Fi(t+ ∆t) = ~Fi({ri(t+ ∆t)}, {~˜pi(t+ ∆t)}) (5.8c)
~pi(t+ ∆t) = ~pi(t) +
∆t
2
[~Fi(t) + ~Fi(t+ ∆t)]. (5.8d)
Note that this integration scheme with Λ = 1/2 is equivalent to Eqs. (5.2). One can
empirically adjust Λ to allow for somewhat larger time steps. In the present case the time
step was limited by the hard core part of the particle-particle interaction, so Λ = 1/2 is
a good choice.
5.1.3 Shear algorithm
Shear can be applied to a simulation system by various ways. For the present simulations,
one key requirement for the shear algorithm was, that it does not predefine the shear
profile, i.e., the actual shear profile is a result of the simulation and may vary with time
and space (e.g., due to defects). Besides this physical requirement one must ensure that
the shear algorithm conserves the global linear momentum of the system. An algorithm
which fulfills these requirements has been constructed by Mu¨ller-Plathe [86].
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Figure 5.1: Summary of Mu¨ller-Plathe’s shear algorithm. See text for details.
In Fig. 5.1 we present a summary of Mu¨ller-Plates algorithm. It starts with a simulation
box with no macroscopic flow. Then the box is divided into a number of slabs. The aim of
the algorithm is to create a macroscopic flow in the bottom and top slab in one direction
and in the middle slab in the other direction (gray arrows).6 The macroscopic flow is
induced by a non-physical move in the simulation. One looks in the middle and bottom
slab for the particles which move most against the intended direction and exchanges
their momenta in the flow direction (dashed arrows). Due to this move the middle slab
and the bottom slab get an additional momentum in the intended flow direction. This
momentum exchange can be repeated periodically until the desired shear rate is achieved.
This algorithm leads to a back-flow of momentum through the system (black arrows),
from which the viscosity can be measured directly. Obviously, this method of applying
shear does not prefer any particular shear profile. As Soddemann [116] has shown both
linear and non-linear flow profiles are possible.
5.1.4 Model system
For the simulation of layered liquids Soddemann et al. [116, 118] introduced the following
model. In a number of publications this model has been proven to show many interesting
features [46, 47, 118].7
As in most MD simulations all particles exhibit a hard core which provides an effective
excluded volume. A convenient choice for this is a Lennard-Jones (LJ) potential that is
6Due to the periodic boundary conditions, the top and bottom slab must move in the same direction.
Consequently, the upper half and the lower half of the simulation box must be analyzed separately. One
could overcome this inconvenience by using shifted periodic (“Lee-Edwards”) boundary conditions.
7The original model [118] was constructed with dimeric molecules. However, later [46, 47] tetrameric
molecules were used to reduce the inter-layer diffusion.
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0 r ≥ 21/6σ
(5.9)
The parameters  and σ give the scales for energy and length. Without loss of generality
they can be chose to unity in this system.
From polymer simulations it is known that it is computationally efficient to link the
dimers via an-harmonic FENE (“finitely extendible nonlinear elastic”) springs with













∞ r ≥ R0
. (5.10)
The parameters for the FENE potential are chosen to be k = 5 and R0 = 2.0. These
parameters ensure that the particle-particle distance is similar between bonded and non-
bonded particles.9
In order to be able to enhance the bias toward phase separation like particles have in
addition to their hard core interaction an attractive tail in their potential. This attractive
tail is known to drive phase separation and various ordered structures such as the lamellar
phase can be observed for different kinds of model amphiphiles. Like particle interaction
















− Π r ≤ 21/6
1
2
Π [cos(αr2 + β)− 1] 21/6 ≤ r ≤ 1.5
0 r ≥ 1.5,
(5.11)
where α and β are determined as the solutions of the linear set of equations
21/3α + β = pi, (5.12)
2.25α + β = 2pi, (5.13)
i.e., α = 3.1730728678 and β = −0.85622864544. The parameter Π measures the depth
of the attractive tail. Since the strength of the thermal noise (see above) is typically
8The dimensionless units in the simulation (“Lennard-Jones” units) are not directly related to the
units used in the analytic work so far. They are chosen for numerical efficiency. Later in this chapter
we will make the connection to the analytic work.
9This detail allows Monte Carlo type simulation for the investigation of phase transitions in the
simulated system [118].
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Figure 5.2: A sketch of the simulated
tetrameric molecules. All spheres are of
equal size, have the same mass and are
connected by the same spring. See text
for more details.
kept constant in the simulations, Π can be interpreted as the inverse temperature of the
simulated system.
With this set of potentials a dense system of A2B2 tetramers is simulated via the molecu-
lar dynamics method in the NV T ensemble (using the DPD thermostat described above).
The A and B beads of one molecule are connected with a FENE spring analog to previous
studies on dimer systems [116, 118]. The attraction according to Eq. (5.11) acts only
between like monomers which are not connected with a spring. These tetramers serve
as a coarse grained, mesoscopic model of diblock copolymers or small surfactants.
5.2 Results of the molecular dynamics simulations
As initial configuration 36864 molecules have been prepared and equilibrated in a lamellar
phase in a parallel orientation. This tetrameric system is, with the exception of the
molecular size, similar to the systems discussed in Refs. [47, 116]. Similarly to the
dimeric system [116, 118], this system exhibits a first order transition from a disordered
to a lamellar phase at a potential depth of Π = 0.78. No other phase has been found
in this system. For the simulations used in this chapter, a potential depth of Π = 1.1
was applied, i.e., all simulations were done in the smectic-A phase of the system. Note
that this smectic-A phase is a bilayer phase, like the lamellar phase of block copolymers.
The transition into the smectic-A phase in this model system seems to be driven by the
packing of the molecules as well as the attractive and repulsive interactions between the
different parts in the molecules.
The orientation of the exerted shear flow is sketched in Fig. 5.3 where the arrows indicate
the direction of maximum flow. Note that due to the periodic boundary conditions the
bottom and its periodic image above the top are equal, while the middle is moving in
the opposite direction. Both, the upper and the lower half of the simulated system
correspond on their own to the system considered in the analytic theory developed in
the previous chapters and applied to the simulated system in Sec. 5.3. The flow direction
lies along the x axis and the shear gradient points along the z axis.
Starting with the system at rest, the shear rate γ˙ was successively increased in steps
with a maximum step of ∆γ˙ = 0.002 up to a maximal shear rate of γ˙ = 0.025. The
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Figure 5.3: Orientation of the shear
flow in the simulation. The maximum
flow directions are sketched by the ar-
rows. The shear at the bottom is equal to
the periodic image above the top of the
box. The middle slab is moving in op-
posite direction. As in the analytic part
(see Fig. 2.1 on page 16), the x axis is
along the flow direction, the y axis along
the neutral direction and the z axis along
the shear gradient of the flow.
steady state configuration of one shear rate was always used as the initial configurations
for the next step. In all steady state situations, the shear profile turns out to be linear,
i.e., the shear rate γ˙ is constant throughout the simulation box.
Figure 5.4 shows the shear rate γ˙ as a function of the director tilt angle θ0. We exchanged
the axes due to practical reasons: A fit to Eq. (3.49) is much easier to perform, if one
considers γ˙(θ0) instead of θ0(γ˙). Differently to the standard description of smectic-A
liquid crystals, but in agreement to the extended description developed in this work,
the tilting angle increases with increasing shear rate. A more detailed discussion will be
given in the next section. We note that up to a shear rate of γ˙ = 0.01 the simulated
system shows an unperturbed parallel alignment of the layers and the direction tilt is
the only response of the system to the applied shear.
The situation changes for shear rates larger than γ˙ = 0.01: The simulation results
show undulating lamellae, where the wave vector of the undulations points along the
vorticity direction of the flow. Figure 5.5 shows a simulation snapshot of the system at
a strain rate of γ˙ = 0.015 which clearly exhibits a system with undulations in vorticity
direction (left to right). Once formed, these undulations show no time dependence and
their amplitude does not vary along the z axis. A simple measure of the undulation
amplitude is the director component in the y direction ny (parallel to the wave vector of
the undulations). As a function of y ny follows the undulations of the layers. For this
reason the amplitude of the undulations in ny is taken as a measure for the amplitude
of the layer undulations.10 Fig. 5.6 shows the amplitude of ny undulations as a function
of the shear rate. At a strain rate of γ˙ = 0.011 the amplitude increases until the layers
reorient at γ˙ > 0.025 into a perpendicular orientation.
Additionally to the above describe shear “experiment”, also a dilation “experiment” was
performed. The major aim of this second experiment was to have an independent way of
measuring the material parameters of the system. To dilate the system, its size in the z
10A direct measure of the layer displacement would be numerically much mor demanding, since the
raw data available are the coordinates of all particles. From these coordinates one first would have to
identify the layers.
64
5.3. COMPARISON ANALYTIC THEORY VS. SIMULATIONS
Figure 5.4: Strain rate as a function of
the tilt angle. This peculiar form of pre-
senting the data has been chosen in order
to facilitate a direct comparison with the
theory, especially Eq. (3.49). The solid
line is a fit of this equation to the data
(see Sec. 5.3 for more details).
Figure 5.5: Undulations in the simu-
lated model system. At a strain rate
of γ˙ = 0.015, clearly, undulations have
developed. As predicted in the theory,
undulations in the vorticity direction are
present. Note that the undulation ampli-
tudes do not change along the z axis.
direction was increased, while the lateral dimensions were kept constant. At low dilation
no effect of the stretching is observable, beyond a certain percentage of elongation of
the simulation box undulations of the layers set in. The undulation amplitude can be
measured in the same way as in the case of shear and the results are shown in Fig. 5.7.
For low sretching the measured undulation amplitude is due to thermal noise. For
ε & 1.9% undulations appear. The amplitude of the undulations increases until roughly
3% dilation. Beyond 3% the layers of the non-isochoric dilated system become unstable
and break apart.
5.3 Comparison analytic theory vs. simulations
5.3.1 Details of the analytic approach
We use the analytic theory described in Chapter 3 with some small modifications, which
are due to the fact that the simulated system treats the boundaries in a different way
than a typical experiment. The simulation algorithm uses periodic boundary conditions
and allows particles to move through the upper and lower boundary, so there is no
need for the undulation amplitude to vanish at the upper and lower boundaries of the
simulation box. We assume this amplitude to be constant throughout the sample. As
can be seen from Fig. 5.5, this is in good agreement to the simulation results. Only the
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Figure 5.6: Amplitude of undulations
due to shear. The amplitude of the un-
dulations A is given as a function of the
strain rate γ˙. At a shear rate of γ˙ ≈
0.01 undulations set in. The amplitude
of these undulations grows continuously
with increasing shear rate. The dashed
line shows a fit to data points starting
at γ˙ > 0.01 and assuming a square root
dependence of the amplitude above the
undulation onset.
Figure 5.7: Amplitude of undulation as
a function of the dilation ε. For small
ε the amplitude is essentially due to the
noise in the system. This changes at
ε ≈ 0.019. The system starts to re-
spond with undulations and the ampli-
tude increases continuously until the lay-
ers break apart at values > 3%. The
dashed line ( ) shows a fit to the
data points assuming a square root de-
pendence of the amplitude above onset
(see text for a detailed discussion).
average of the flow component of the velocity field is controlled in the simulations. So
we fix only the average vx at the upper and lower boundary.
For the spatially homogeneous state the analysis is identical to Sec. 3.3.11 The linear
shear profile
~v0 = γ˙zeˆx (3.48)
still solves Eq. (3.29) under the assumption that the boundaries have no orienting effect















which takes for small shear rates the linearized form
11Here we only review the results and refer the reader to Chapter 3 for more details.
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For a better comparison it is useful to consider the evolution of the director after a step
like start of the steady shear.
γ˙(t) =
{
0 t < 0
γ˙1 t ≥ 0, (5.14)
with a constant γ˙1. Further we assume γ˙1 to be small. So we can linearize Eq. (3.38) in
the same way as for Eq. (3.50). Under these conditions the director tilt [in the limit of











Following our linear stability analysis in Chapter 3 and making use of the boundary







with the wave vector qs.
The absence of a x and z dependence in this ansatz allows to reduce the number of
unknown quantities. From the continuity equation (3.28) it follows directly that vy must
vanish. Similarly, the perturbations of the director tilt θ1 and the pressure p1 can be
shown to be equal to zero. Consequently, the full set of unknown quantities consists only
of the director’s azimuthal angle φ1, the layer displacement u1, the velocity component
along the shear flow vx,1 and along the unperturbed layer normal vz,1. Furthermore,
the set of governing equations can be reduced, because the permeation constant λp is
typically very small (if not negligible).12 Following Eq. (3.26), vz,1 is also small compared
to u1 and can be neglected.
These arguments leave us with a minimal set of unknown quantities consisting of φ1,
u1 and vx,1. As we show below, the results obtained with this minimal set differ only
slightly from the result using the complete set (i.e., including vz) discussed above.
The reduction in the number of unknown quantities causes also a significant reduction in
the number of material parameters necessary for a detailed comparison between analytic
theory and molecular dynamics simulations. To describe the onset of the instability, the
set of material parameters consists of the material constants in the free energy B0, B1
and K, the flow alignment parameter λ and the viscosity constants γ1, ν2 and ν3.
12At this point we cannot give a quantitative estimate of λp but it must be small because the inter-
layer diffusion in the simulated system is several orders of magnitude slower than the intra-layer diffusion
of the tetramers.
67
CHAPTER 5. COMPARISON TO MD SIMULATIONS
Figure 5.8: A typical neutral curve
when using the boundary conditions for
the simulated system. Clearly there is
no intrinsic length scale associated with
a minimum in the neutral curve. For
this plot we used (in dimensionless units)
B0 = 10, K = 0.085, λ = 1, νi = 1, and
λp = 0.001. The wave vector is rescaled
such that q = 1 corresponds to a wave
length of the lateral box size.
In contrast to the undulation instability in an experimental system with rigid boundaries,
in the simulated system there is no intrinsic hydrodynamic length scale (see Fig. 5.8). The
only length scales present is given by the lateral size of the simulation box (Lx = Ly = L),
i.e., the critical wave vector is always qs = 1 in dimensionless unitis (in Lennard-Jones
units it would be qs = 2pi/L).
In Figs. 5.9 to 5.11 we present the critical tilt angle above which the undulations set
in as a function of the various material parameters. For a better comparison with the
simulations we used typical values for the system of Sec. 5.3.2. If not specified otherwise







= 0.08, λ = 0.8,
νi/γ1 = 0.05 and λp/γ1 = 10
−3. We do not present the corresponding plots for νi and
λp, because the critical tilt angle does not depend on these parameters over a wide range
of the parameter values. In all plots the solid line corresponds to the full set of variables
(as discussed above) and the dashed and dotted lines represent calculations when vz is
neglected (with the full viscosity tensor—dashed—and keeping only ν2—dotted).
To complete our theoretical part let us briefly come back to dilated smectic-A without
shear. We follow the analysis of [16] and [28] (see also Sec. 1.3.1), but modify it with
respect to the simulation boundary conditions, i.e., we use an ansatz of the type (5.16).





where ε is the relative dilation. Since q is known in the simulated system we can directly
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Figure 5.9: Critical tilt angle versus
the dimensionless compression modulus
of the layers (see text for further com-
ments).
Figure 5.10: Critical tilt angle versus
the dimensionless bending modulus of the
layers.
Figure 5.11: In the relevant parameter
range the critical tilt angle increases with
λ.
5.3.2 Comparison
The simulation results of Sec. 5.2 are quite obviously very similar to the picture developed
using the analytic theory. The most outstanding similarities are the presence of the
director tilt and the onset of an undulation instability above a threshold value for the
shear rate. In this section we will present a more detailed comparison between the
results of Secs. 5.2 and 5.3.1. With the performed simulations we are able to determine
almost all the dimensionless parameters of the system without making use of the onset
of the undulation instability. This in turn enables a check of the set of parameters by
comparing the observed (simulated) undulation threshold to the threshold predicted by
the analytic theory (using the material parameters).
We start our discussion with the stationary and dynamic behavior of the director tilt
below the onset of undulations. In the analytical part we showed that the time depen-
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Figure 5.12: Time evolution of the di-
rector tilt after a step like start of the
shear for two different final shear rates
(0.010 and 0.012 in Lennard-Jones units).
The lines show the fit to the data using
Eq. (5.15). For some points also error
bars are shown to give an impression of
the statistical error.
dence of the director tilt after a step-like start of the shear will approach its stationary
value within a characteristic time given by τ1 = γ1/B1 [see Eq. (5.15)]. Fig. 5.12 gives a
comparison of the time evolution of the director tilt after a step-like start of the shear
for different shear rates13. Since Eq. (5.15) is only valid for small θ we must restrict our
analysis of the numerical data to small shear rates. Both shear rates used lead to the
same values for B1/γ1 and λ, namely,
B1
γ1
= 0.045± 0.004, (5.19)
λ = 0.88± 0.1. (5.20)
In principle most of the parameters could be derived from a fit of Eq. (3.49) to the
data plotted in Fig. 5.4, where we show the stationary response of the director tilt as a
function of shear rate. But it turns out that such a fit is rather imprecise. Instead, we
use the previously derived flow alignment parameter to reduce the uncertainty in the fit.
The value for B1/γ1 in this fit is consistent with the results to Fig. 5.12. Following this
procedure we can derive the last undetermined parameter of Eq. (3.49)
B0
γ1
= 0.22± 0.14 (5.21)




= 5.3± 3.4 (5.22)
Let us turn for a moment to the simulations of the dilated system where no shear is
present. Those show an onset of the undulation instability at a dilation of about 2%.
13Note, that the time needed to establish the linear shear profile apparently is negligible in comparison
to the characteristic time for the director tilt
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Assuming a square root dependence of the amplitude beyond onset we get (see dashed
line in Fig. 5.7)
εc = 1.6± 0.2% (5.23)







= 0.085± 0.055. (5.24)
Besides the renormalized viscosities νi/γ1 all relevant parameters are now determined.
The analytical theory predicts only a slight influence of the viscosities on the onset as
long as νi/γ1 & 0.05. If we assume this relation to hold, the predicted threshold value
for the undulation instability is
θc & 0.18. (5.25)
For a good estimate of the critical shear rate we assume a square root dependence of the
undulations amplitude and, thus, find a simulated critical shear rate of
γ˙c,sim = 0.0103± 0.0007. (5.26)
Transforming this simulated threshold value with Eq. (3.49) and the above parameters,
we find the simulated critical tilt angle to be
θc,sim = 0.18± 0.02 (5.27)
Thus, we can conclude that, within the error bars, the analytic theory is in qualitative
as well as reasonable quantitative agreement with the simulation results in the range of
validity of the linear theory.
5.3.3 Concluding remarks
The simulation of this model system for layered liquids shows, above a critical shear rate,
an undulation instability, which arises spontaneously. The analytic theory tests for the
stability of the spatially homogenous state against undulations and also finds a critical
shear rate. Despite the differences in the approaches, both methods (molecular dynamics
simulations and analytic theory) are in good qualitative and reasonable quantitative
agreement in the range of validity of both methods. At low shear rates we observe a
director tilt in the simulations which corresponds to analytical predictions. Increasing
the shear rate above a critical value leads (in the simulations and in the analytic theory)
to a undulation instability of the layers. Using a number of further simulations on the
same system, we can determine an (almost complete) set of material parameters for the
simulated system independent of the threshold value of the tilt angle. Inserting these
parameters in the analytical calculations we can show that both methods are in good
agreement within the error bars. For many purposes, we conclude that the accessible
size of the simulated systems is now in the range covered by continuum approaches (as,
e.g., hydrodynamic theory) and the comparison between both kinds of approaches may
have stimulating effects for both fields.
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The linear stability analysis discussed in the previous chapters determines only the on-
set of the instability in the deterministic system described by the governing equations.
Without further investigations nothing can be said about the state into which the system
will evolve at higher shear rates than the critical one. To analyze the situation near the
critical point of the instability a weakly non-linear analysis has to be performed.
6.1 General procedure
In this section we present a brief review of the method for more details of the underlying
procedure see, e.g., Refs. [10, 21, 22, 34, 89, 115]. The basic aim of a weakly nonlinear
analysis is to explore the parameter space near the onset of an instability. As shown
in the Technical Note 2.1 a linear stability analysis ignores all nonlinear parts of the
governing equations. In a linear stability analysis first the spatially homogeneous state
~X0 is determined and then the governing equations are linearized in small deviation ~X1
from this state. This allows to deduce the range of stability of the spatially homogeneous
state. At the onset of the instability exactly one mode, characterized by a wave vector
~qc has a vanishing growth rate τ
−1 = 0. For all other modes the growth rate is negative.1
If the control parameter, the tilt angle θ0, is slightly above its critical value, a band of
wave vectors around the critical one is unstable. The effect of these additional wave
vectors can be summarized in an additional envelope function A. The system studied
has a preferred direction parallel to the vorticity direction [see, e.g., Sec. 2.3 and our
ansatz in Eq. (3.46)]. Since the critical wave vector is parallel to this direction, we must
also consider for one-dimensional spatial variations a band of wave vectors parallel to
the critical one.
1In our case the critical wave vector points along the vorticity direction. But in systems with no
preferred in-plane direction all wave vectors with the same magnitude are equivalent. Consequently, the
unstable mode at onset is only characterized by its magnitude q. The analysis of interactions between
different wave vectors having the same magnitude needs also a weakly nonlinear analysis.
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where η is a small parameter measuring the distance to the critical point
θ0 = θc(1 + η
2) (6.2)
and τ0 and ξ0 are the characteristic time and length scales. A priori it is not clear that
their is no term proportional to η in the expansion of θ0 in Eq. (6.2). Later we will show
that such a term must vanish in our system. The characteristic scales follow directly















Since the major aim of this chapter is to deduce the nature of the bifurcation (see
Technical Note 6.1), we do not present the dependences of τ−10 and ξ
2
0 on the material
parameters. To determine the non-linear coefficient g we follow the standard procedure
(see, e.g., Refs. [17, 22]) and expand the unknown quantities in the small parameter η
~X = ~X0 + ηA ~X1 + (ηA)
2 ~X2 + · · · , (6.5)
with the spatially homogeneous solution ~X0, the linear solution ~X1, and higher order
corrections ~X2, etc.
At this point it is convenient to split the differential operator D (which represents the
governing equations) into several parts
D = L0 + δL2 + N2 + N3 + h.o.t. (6.6)
Here L0 is the linear operator as used in the linear stability analysis but with θ0 = θc
and δL2 contains only the parts of L0 proportional to θ0 with the replacement θ0 → θcη2.
Inserting theses ansa¨tze into the governing equations leads to a hierarchy of equations
which has to be solved successively.
η1 : ∂t ~X1 = L0 ~X1 (6.7a)
η2 : ∂t ~X2 = L0 ~X2 + N2( ~X1| ~X1) (6.7b)
η3 : ∂t ~X3 = L0 ~X3 + δL2 ~X1
+ N2( ~X1| ~X2) + N2( ~X2| ~X1) + N3( ~X1| ~X1| ~X1) (6.7c)
. . .
2This equation is often called evelope equation. A more general formulation would also include a
second order term in A. We will show later that this term vanishes in our case.
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Technical Note 6.1 Properties of the amplitude equation
In Eq. (6.2) we have assumed implicitly that we only consider situations with control
parameters θ0 larger than the critical one. In this Technical Note we consider a more
general situation with
θ0 = θc(1± η2).








has spatially homogeneous solutions in the following cases [22]:
• Supercritical bifurcation: θ0 = θc(1 + η2) and g > 0
• Subcritical bifurcation: θ0 = θc(1− η2) and g < 0
In a supercritical bifurcation (left) |A| = 0 is stable for control parameters smaller than
the critical one. Above θc the amplitude increases with a square root dependence and
|A| = 0 is unstable. In a subcritical bifurcation (right) there is an unstable branch with
non-zero A for θ0 < θc and a stable one for |A| = 0. At the critical point, |A| = 0
becomes unstable and the amplitude typically jumps to a finite value which has to be
determine using higher order terms (e.g., quintic) in the amplitude equation.
If one knows the sign of g, the nature of the bifurcation (sub- or supercritical) is clear.
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The first equation in this hierarchy of equations is the linear equation already analyzed.
We now use the linear results to construct the higher order solutions. In each step of the
iteration, we first check the solvability of the equation, using the Fredholm theorem,3
and then compute the next correction to the linear solution.
The Fredholm theorem requires that the solution of the adjoint linear problem ~X+ is
perpendicular to the inhomogeneity (in our case the sum of all terms on the right hand
side of our hierarchy of equations, except the L0 term). Using a suitable scalar product
we can compute the adjoint differential operator via integration by parts.〈
~X+
∣∣∣ L0 ~X1〉 = 〈L+0 ~X+∣∣∣ ~X1〉 (6.8)
This integration by parts leads to a number of surface terms. To determine the bound-
ary conditions of the adjoint problem, we insert the boundary conditions of the direct
problem into these surface terms. Forcing the remainder to vanish leads to the boundary
conditions for the adjoint problem [78]. In the present case we used the scalar product
〈
~Y





dy ~Y · ~Z.
We found that the adjoint linear problem can be constructed from the transposed linear
problem by multiplying each of the spatial derivatives by −1 (∇i → −∇i). The boundary
conditions and the symmetry properties of the adjoint linear solutions are the same as
for the linear problem.
6.2 Iterative solution
Due to the complexity of the governing equations, the actual calculations are performed
with a Maple program, which we describe in Appendix C. For the evaluations of the
solvability condition (which arises due to the Fredholm theorem) we first have to con-
struct the solution to the adjoint problem. This can be done in the same way as shown
in Sec. 3.4, since it turns out that both, the symmetry properties and the boundary
conditions are the same for the linear problem and its adjoint problem.
The first two orders in η [O(η0) and O(η1)] of the hierarchy of equations lead to the
spatially homogeneous state and the linear problem, which we analyzed in the previous
chapters. In order η2 the solvability condition reads〈
~X+
∣∣∣ N2( ~X1| ~X1)〉 = 0. (6.9)
We find that the nonlinear term in the inhomogeneity is perpendicular to the solution
of the linear adjoint problem. The non-linear term N2( ~X1| ~X1) contains only lateral
3An early version of this theorem was published by Fredholm in Ref.[39].
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Technical Note 6.2 Absence of θ(1)
In this Technical Note we investigate the consequences of a linear term in the expansion
of θ0.
θ0 = θc + θ
(1)η + · · ·
The additional θ(1) term leads directly to the new term δL1 in the expansion of D
D = L0 + δL1 + δL2 + N2 + N3 + h.o.t.,
where δL1 is proportional to θ
(1). The term δL1 contributes to the equation in order η
2
and the corresponding solvability condition reads〈
~X+
∣∣∣ δL1 ~X1 + N2( ~X1| ~X1)〉 = 0.
As discussed in Sec. 6.2,
〈
~X+
∣∣∣ N2( ~X1| ~X1)〉 vanishes. In general, 〈 ~X+∣∣∣ δL1 ~X1〉 takes
some non-zero value which is proportional to θ(1), because ~X+ and ~X1 have the same
spatial dependences. So the only way to fulfill the solvability condition of the equation
in order η2 is to choose θ(1) = 0, i.e., to suppress the linear term in the expansion of θ0.
spatial dependences including q = 0 and q = 2qc, whereas ~X
+ has has only plane waves
with q = qc; for this reason the integral (6.9) vanishes for symmetry reasons. This
orthogonality has important consequences: i) There is no quadratic term in A in the
amplitude equation. ii) No linear term in the expansion of θ0 is possible (see Technical
Note 6.2 for details). With these results, the inhomogeneous solution in second order
can directly be calculated making use of the structure of the nonlinear term N2( ~X1| ~X1).
The ansatz for ~X2 follows directly from the spatial dependences of N2( ~X1| ~X1) (see also









where the unknown constants Di, E
1
i , and E
2
i are determined through the solution of
Eq. (6.7b). A similar ansatz is chosen for the dependence of X2,i on z. Note that the
z symmetry properties of ~X2 are opposite to the ones summarized in Tab. 3.3 for ~X1.
A priori this solution does not satisfy the boundary conditions and one must add a
homogeneous solution of L0 with the same symmetry properties as the inhomogeneous
solution to fulfill the boundary conditions. In our case, however, the boundary conditions
are fulfilled for all variables, with the exception of vy,2. Similarly to the discussion of
the boundary conditions at the end of Sec. 3.1, we now allow the smallest velocity
component, vy,2, to violate the boundary conditions, because it relative amplitude is
negligible compared to the leading component of the velocity field, vx,2, (see Fig. 6.1).
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Figure 6.1: Similarly to the linear case,
the y component of the velocity field is
strongly suppressed by the permeation
constant. Here we show the amplitude
of vy,2 divided by the amplitude of vx,2.
Clearly, vy,2 is negligible in the relevant
range of λp, consequently, we can also
neglect the boundary condition for this
component of the velocity filed.
The solvability condition in order η3〈
~X+
∣∣∣ δL2 ~X1 + N2( ~X2| ~X1) + N2( ~X1| ~X2) + N3( ~X1| ~X1| ~X1)〉 = 0 (6.11)
leads to a nontrivial equation for the amplitude function A of the instability. We find a
relation of the form
raη









∣∣∣ δL2 ~X1〉 . (6.14)
Obviously, the constants ra and g
∗ depend on the normalization of the adjoint solution
~X+. This short coming can be eliminated if we divide Eq. (6.12) by ra and define




Note that this definition is consistent with the definitions of τ0 and ξ
2
0 given in the
previous section [17, 22, 34]. We now have determined all constants entering the ampli-
tude equation (6.1). In the following discussion we concentrated on the nature of the
bifurcation, i.e., the value of g.
In Figs. 6.2 and 6.3 we explore the parameter space around the typical values estimated
in the Technical Note 3.2.
A a rule of thumb, we can conclude that the bifurcation is forward (supercritical) for
all typical values. In some areas the bifurcation becomes backwards (subcritical), but
this coincides in all investigated cases with unrealistically high critical tilt angles. A
comparison to the results in Chapter 3 shows that a backward bifurcation is only possible
in cases with θc & 0.5 rad.
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Figure 6.2: For typical values of the material parameters, the bifurcation is forward (super-
critical). Here we present the dependence of g on the compression modulus of the layers B0
and the bending modulus K for various values of λ: λ = 1.1 for solid lines ( ), λ = 0.7 for
dashed lines ( ) and λ = 0.1 for dotted lines ( ). The curves end at points where
g changes sign. Note that in these cases the critical tilt angle is always very high (typically
θc & 0.5 rad).
Figure 6.3: As a function of λ we observe a forward bifurcation in all investigated cases. In
part a) the dependence of g for several values of the (isotropic) viscosity is show. The solid
line ( ) corresponds to νi = 0.1, the dashed line ( ) to νi = 1 and the dotted line
( ) to νi = 10. Part b) shows the variations with the compression modulus of the layers:
B0 = 104 for the solid line ( ), B0 = 103 for the dashed line ( ), B0 = 100 for the
dot-dashed line ( ) and B0 = 30 for the dotted line ( ).
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At this point a qualitative comparison to the molecular dynamics simulations mentioned
in the previous chapter is instructive. These simulations show a square root dependence
of the undulation amplitude as a function of the shear rate. Although the boundary
conditions in the simulated system are slightly different, this simulated results are com-
patible with the weakly non-linear analysis given above.
The picture which can be drawn from the above results is the following. Under an applied
shear a layered liquid in its parallel orientation shows flat layers if the shear rate is below
the critical shear rate. Above the critical shear rate finite amplitude undulations (of the
layers as well a of the strength of the order parameter) develop, where the amplitude is




In this thesis, we have shown that the inclusion of a nematic degree of freedom in
the macroscopic hydrodynamic description of smectic-A-like liquids leads to a number of
interesting results. While the director and the layer normal are coupled such that they are
parallel in equilibrium, in non-equilibrium situations, the director needs not be parallel
to the smectic layer normal. This is in contrast to standard smectic-A hydrodynamics.
Using irreversible thermodynamics and symmetry arguments, we derived a complete set
of macroscopic hydrodynamic equations for the director variables, the layer displacement,
the velocity field, and the moduli of the nematic and smectic order parameters.
As external fields, we investigated simple shear with the smectic layers parallel to the
planes of constant velocity, (“parallel” orientation) and a magnetic field at an arbitrary
orientation to the layers. In spatially homogeneous situations, shear and magnetic fields
lead to similar results. The external field exerts a torque on the director that must be
balanced by the coupling to the layer normal. In the limit of small angles, balancing
these torques leads, in the steady state, to a shear-induced director tilt proportional to
the shear rate, or, to a magnetic field-induced director tilt proportional to the square of
the magnitude of the field.
Recent experiments find that the parallel orientation of smectic-A-like liquids (low molec-
ular weight thermotropic liquid crystals, lyotropic lamellar phases, liquid crystalline
polymers, block copolymers) is destabilized by an applied shear. After destabilization,
two typical scenarios are observed in a steady state situation: i) The layers are oriented
perpendicular to the vorticity direction of the flow, i.e., they lie in the plane spanned by
the velocity and the gradient direction (“perpendicular” orientation). ii) Closed multi-
lamellar vesicles (“onions”) form. A number of experiments indicate that the onset of
this reorientation is controlled by the applied shear rate.
In contrast to standard smectic-A hydrodynamics where shear in the parallel orienta-
tion has no effect on the layers, this destabilizing effect comes out naturally from our
extended smectic-A hydrodynamics. The argumentation goes along the following lines.
The preferred thickness of a smectic layer is directly connected to the projection of the
averaged molecular axes on the layer normal, or, in terms of our model, the thickness
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is proportional to the projection of the director on the layer normal. If the director
is tilted, this projection is shorter. This decrease of the projection is equivalent to an
effective dilation, because the actual layer thickness is larger than the preferred layer
thickness. Similar to the case of low molecular weight smectic-A liquid crystals under a
dilative strain, this effective dilation leads to an undulation instability.
To investigate the stability of the parallel alignment, we performed a linear and weakly
non-linear analysis of the governing equations. The initial state is the above described
spatially homogeneous director tilt with the smectic layers in the parallel orientation.
Using a linear stability analysis we first determined the region in the parameter space,
where the spatially homogeneous state is linearly stable. In addition we deduced the
nature of the bifurcation using a weakly non-linear analysis. The linear stability analysis
showed an undulation instability which sets in above a critical tilt angle (or equivalently,
a critical shear rate). This critical tilt angle turned out to depend strongly on the
material parameters. For a typical low molecular weight thermotropic liquid crystal, we
estimated the critical tilt angle to be on the order of a few degrees. The linear stability
analysis also revealed that the nematic and smectic order is modulated close to the
boundaries. Since the probability for the formation of defects is larger in regions with a
decreased modulus of the order parameter, these variations in the modulus of the order
parameter open the way for a destabilization of the layered structure. We note that a
detailed investigation of this point is beyond the scope of the present work. Finally, we
could exclude an oscillatory instability for all physically reasonable regions in parameter
space.
A comparison of our results to experiments on layered liquids showed good qualitative
agreement. Recent experiments on lyotropic lamellar phases revealed that the desta-
bilization of the parallel alignment develops via an intermediate state of undulating
lamellae or parallel multi-lamellar cylinders. For one of these lyotropic systems, enough
material parameters have been measured to allow semi-quantitative comparisons. The
diameter of the observed objects is comparable to the critical wavelength predicted by
the analytic theory.
A more detailed comparison to an independent approach was undertaken in a collabora-
tion with simulation physicists from the Max-Planck-Institute for Polymer Research in
Mainz. In a molecular dynamics simulation, a model layered liquid consisting of chains
of four particles (A2B2) was considered. The four particles are connected with springs.
The interaction potential of particles not connected by springs is attractive for like par-
ticles and repulsive for particles of a different nature. The simulation demonstrated
the two main predictions of our analytic theory: The director tilts in the flow direction
and, above a critical shear rate, the layers show stationary undulations with a wave
vector in the vorticity direction. Besides this good qualitative agreement, a reasonable
quantitative agreement for the critical shear rate was found.
Using a weakly non-linear analysis, we investigated the properties of the undulation
instability near onset. We have shown that the bifurcation is supercritical for most
physically relevant regions in the parameter space.
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We have developed in this thesis an extended smectic-A hydrodynamics in which the
director is no longer rigidly coupled to the layer normal but can deviate from it in non-
equilibrium situations. This extended smectic-A hydrodynamics allows a straightforward
interpretation of shear experiments on lamellar phases. The predictions of our model
are in good qualitative and reasonable quantitative agreement with experiments and
molecular dynamics simulations.
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Appendix A
Frozen-in magnetic order in uniaxial
gels1
During the work on the reorientation phenomena in layered liquids, the author had the
possibility to work experimentally on the preparation and characterization of magnetic
gels. Although this is a work on a different topic than the rest of thesis we present here
the results for completeness.
A.1 Introduction
The study of intelligent gels and elastomers is a rapidly growing field of soft condensed
matter physics. Examples include polyelectrolyte gels with interesting mechano-chemical
properties [97, 98, 99] and liquid crystalline elastomers [35, 92], which are discussed for
applications as actuators and components of artificial muscles. In chemical gels a network
of covalent bonds gives rise to a nonzero static shear modulus.
The field of isotropic magnetic gels, reacting to applied field gradients, has been pioneered
by Zr´ınyi’s group [144] (compare also Ref. [143] for an early review) and since a number
of investigations of magnetic gels has been published (compare, e.g., Refs. [5, 6]).
Here we describe the preparation of a ferrofluid-based uniaxial magnetic gel with frozen-
in magnetic order (see Fig. A.1 for a schematic picture of a ferrofluid). Most of the
previous work [144, 143] concentrated on isotropic magnetic gels. Up to now no work on
the mechanical characteristics of oriented magnetic gels appears to exist.
Due to the frozen-in magnetic order, the magnetic gels described here show a substantial
response to a homogeneous magnetic field. In addition, we present time and frequency
dependent measurements of the shear modulus G′. We show that the time-dependence
can be fitted to a stretched exponential.
1This work has been done in the framework of a PROCOPE collaboration with the group of P. Mar-
tinoty at the Universite´ Louis Pasteur (Strasbourg, France). The author was involved in the experiments
during an extended stay in Strasbourg in spring 2002. This appendix is based on Ref. [20].
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Figure A.1: A ferrofluid (or magnetic fluid) is
a colloidal suspension of small magnetic mono-
domain particles in a carrier fluid. The particle
diameter is typically ∼ 10 nm. In these small
magnetic particles the wall energy is too high
to develop more than one magnetic domain. To
avoid an agglomeration of the magnetic particles,
they are coated. The coating compatibilizes the
magnetic particles with the surrounding fluid and
guarantees a minimal distance between two parti-
cles. At this minimal distance the magnetic inter-
action energy is of the order of the thermal energy.
For this reason these particles do not aggregate.
Similarly any sedimentation is hindered by ther-
mal agitation. The carrier fluid may be either an
organic or a polar solvent (see, e.g., Ref. [112] for
more details).
This appendix is organized as follows. In Sect. A.2 we describe the preparation and the
experimental set-ups. In Sect. A.3 we present the results of our magnetic, optical and
mechanical measurements, which we discuss in Sects. A.4 and A.5.
A.2 Experimental part
A.2.1 Preparation of the samples
The magnetic fluid (M-300 from Sigma-Hi-Chemical, Japan) is introduced into a 7.5
wt.-% aqueous solution of poly(vinyl-alcohol) (PVA) (degree of hydrolyzation of 98 –
99 %, average molecular weight 31,000 – 50,000 g/mol, from Aldrich Chemical Com-
pany). The crosslinking reaction is made with glutardialdehyd (50 wt.-% aqueous solu-
tion from Aldrich, referred to as GA) at a pH ≈ 1.5 (through addition of HCl 37 % from
Riedel-de Hae¨n). We used all compounds without further purification.
It turns out that the best way to prepare a gel with about 14 vol.-% magnetic fluid
(or a volume fraction of the solid particles of Φ ≈ 0.5 vol.-% in the final gel) is a two
step process with the following typical recipe. In tube A 600 µl of the PVA solution
are mixed with 48 µl HCl and in tube B we start with 300 µl magnetic fluid and add
successively 1.5 ml PVA solution and 14 µl GA. After the contents in both tubes is
well mixed we add half of the contents of tube A to tube B. This procedure is chosen
such that the crosslinking reaction starts when A and B are mixed. For the mechanical
measurements 8 µl of the pre-gel are placed in a piezo-rheometer and surrounded by
a Newtonian low viscosity silicone oil (E7 from Haake), to conserve the water content
in the sample. We note that the properties of the resulting magnetic gel are especially
sensitive to the concentrations of HCl and GA.
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Figure A.2: A schematic picture of the piezo-rheometer cell used in the experiments. The
cell is similar to the one described in Refs. [131, 137].
A.2.2 Measurements
For the mechanical measurements we use a piezo-rheometer similar to the one described
in Refs. [131, 137] (see Fig. A.2 for a schematic picture). The principle of the set-up
consists in applying a very small shear strain  (. 10−4) to the sample by means of a
piezo-ceramic and measuring the amplitude and phase of the transmitted shear stress
σ using a second piezo-ceramic. The small shear deformation applied is ideal for the
measurement of fragile objects like forming gels. The complex shear rigidity modulus
G∗ is given by the stress/strain ratio G∗ = σ/. The sample is placed between two glass
slides each of which is stuck to one of the ceramics. The samples are typically ∼ 35µm
thick and have a surface area of ∼ 2.5 cm2. The parallelism of the glass slides is adjusted
by optical interference measurements to ∼ 5 · 10−4 rad. For all samples studied the
compound is introduced in the sol phase and the gel is growing in situ. Due to the size
of our set-up it can be placed into the homogeneous magnetic field (up to ∼ 1 T) of
an electro-magnet, with the direction of the field either parallel or perpendicular to the
sample plane. We denote the situation with the field parallel to the velocity direction
as parallel orientation and the situation with the field perpendicular to the velocity
direction (but in the sample plane) as perpendicular orientation. All the experiments
are performed at a temperature of 24◦C.
This set-up allows us to follow the crosslinking process by measuring the shear modulus
G′ over a frequency range from 0.2 Hz to 1 kHz. Typically, we follow the crosslinking
reaction for three days.
In all cases reference samples have been crosslinked in test tubes in a homogeneous
magnetic field of 200 mT, which was oriented perpendicular to the cylinder axis of the
tube. We thus can investigate macroscopic (≈1 ml) equivalents (with cylindrical shape)
of the gels measured in the rheometer. To prevent evaporation of the water the reference
samples are kept in distilled water once the gel is formed.
To measure the magnetization of the gels in a homogeneous magnetic field the cylindrical
sample is suspended using a non-magnetic wire of known torsional modulus. The rotation
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Figure A.3: A gel cylinder
(diameter 11 mm) a) without
applied field and a) after ro-
tation in a homogeneous field
of 50 mT. In c) the rota-
tion angle as a function of
the field strength is shown.
For small fields, the angle is
proportional to the field (see
inset).
angle of the sample as a function of the field amplitude is then measured with a standard
light beam deflection technique.
A.3 Results
A.3.1 Magnetic properties of the gel cylinders
The macroscopic samples react to an applied magnetic field in two ways. Firstly, when
exposed to a magnetic field gradient the gel is attracted by the regions of higher field
(as expected for any paramagnetic material). We detected the resulting force when
approaching a sample to a not too small magnet (without making quantitative measure-
ments). Secondly, in a homogeneous magnetic field the sample prefers an orientation
where the frozen-in direction is parallel to the applied field (see Figs. A.3a and A.3b). In
Fig. A.3a we see the position of the sample without an external homogeneous magnetic
field and in Fig. A.3b in a field of 50 mT. Clearly, the sample has rotated due to the
applied homogeneous magnetic field. In Fig. A.3c we have plotted the rotation angle
Θ as a function of field strength. For small magnetic fields we find a linear relation, as
expected for a permanent, or more precisely, a frozen-in magnetization.
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Figure A.4: Microscope images (170 × 130 µm2) of two different orientations: a) The plane
containing the field direction (parallel orientation) The fibers are aligned on average parallel
to the field. b) Cross section perpendicular to the magnetic field (perpendicular orientation).
Thus, crosslinking the gel in a homogeneous field results in uniaxial samples with frozen-
in magnetization, where the preferred axis is defined by the field orientation during the
crosslinking.
A.3.2 Optical properties of thin samples
Light scattering of oriented samples
As expected for a uniaxial material, oriented samples show light scattering in the direc-
tions perpendicular to the preferred axis.
Optical microscopy
Under an optical microscope needle-like objects with a thickness of a few microns and a
length of several tens of microns are seen (Fig. A.4a). Figure A.4b shows a cut perpen-
dicular to the axes of the needles.
Birefringence
When placing a thin sample, with the preferred direction in the sample plane, between
crossed polarizers, total extinction can only be achieved, if the preferred orientation of
the sample lies along the polarizer or analyzer direction. The sample therefore shows
a small but finite birefringence demonstrating the uniaxial optical anisotropy of the
material.
We note that all optical measurements have been made directly in the piezo-rheometer
cell.
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Figure A.5: G′ measurements at a constant frequency of f = 1Hz. a) The time dependent G′
for a pure PVA gel. The solid line represents the fit to a stretched exponential [see, Eq. (A.1)]
with G′∞ = (1.091 ± 0.001) · 104 Pa, t0 = 0.050 ± 0.006 hours, x = 1.00 ± 0.01 and τ =
0.585 ± 0.007 hours. b) The time dependent G′ for a magnetic gel in the parallel orientation
in a homogeneous field of 200 mT. The solid line gives the fit to a stretched exponential with
G′∞ = (1.261 ± 0.002) · 104 Pa, t0 = 1.12 ± 0.08 hours, x = 1.01 ± 0.01 and τ = 16.87 ± 0.10
hours. Inset: The shear modulus G′ for t ∼ 90 hours as a function of frequency.
A.3.3 Mechanical measurements
In Fig. A.5a we show G′ measured at 1 Hz as a function of time for a pure PVA sample.
The solid line shows that the fit to a stretched exponential gives a good representation
of the data. The stretched exponential [134],
G′ = G′∞
(
1− exp{− [(t− t0)/τ ]x}), (A.1)
contains four parameters: i) G′∞, the value of G
′ for long times, ii) t0, the time associated
with the infinite cluster measured from the start of the rheological experiment, iii) τ ,
the formation time of the network, and iv) the stretching exponent x. Figure A.5b gives
the corresponding plot for a magnetic gel sample in a homogeneous magnetic field of 200
mT in the parallel geometry. Again a stretched exponential provides a good fit to the
experimental data (see Sect. A.4 for a detailed discussion).
It turns out that the concentrations of HCl and GA have a strong influence on these
curves. Roughly speaking, HCl controls the characteristic time (above pH ≈ 2 the
crosslinker does not react) and GA sets the final value of G′. Even very slight (and, for all
practical purposes, inevitable) differences in the actual concentration of these ingredients
cause variations in the raw data (as found out from a test series done concerning the
influence of the pH).
From the inset to Fig. A.5b one can see that there is no variation in G′ at low frequencies
over at least four orders of magnitude. This indicates that the magnetic gels investigated
here possess a large hydrodynamic regime (for the time span covered by our experiments).




Structure of the gel
The magnetic fluid all by itself has a pH ≈ 8 [96], and the crosslinker does not react
above pH ≈ 2. But changing the pH of the magnetic fluid (in order to start the reaction)
typically results in a destabilization of the fluid, i.e., the magnetic nano-particles start
to form bigger clusters.2 Consequently, two processes compete with each other during
the crosslinking reaction: The crosslinking of the PVA chains to generate a network and
the formation of clusters of magnetic particles under the influence of an applied field.
Magneto-rheological fluids form chains of magnetic particles under applied magnetic
fields [72]. For higher fields these chains tend to combine to fibers consisting of many
chains. In fluids this chain and fiber formation is reversible, but not in our system: i) The
magnetic fluid is partially destabilized by the strong acid we added. Thus some magnetic
nano-particles are in contact to each other and held together by strong magnetic forces.
ii) The network stabilizes the chains and fibers, because the observed size of these objects
is much larger than the typical mesh size of the gel. The fibers are not compact clusters
of solid particles, but rather loosely packed objects. Therefore the volume fraction of
the fibers seen under the microscope appears to be much higher than what one would
expect from a volume fraction of Φ = 0.5 vol.%.
For this complex gelation process we identified several ingredients: aggregation, chain
and fiber formation, and the build-up of the polymer network. An open question for all
magnetic gels is the precise nature of the interaction between the magnetic nano-particles
and the polymer network.
Magnetic aspects
When crosslinking the gel in a magnetic field, the easy axis of each magnetic nano-
particle in the sample lies preferentially along the applied magnetic field. The polymer
network freezes this configuration and gives the macroscopic material an easy axis along
the applied field. Two contributions could lead to the sample rotation shown in Fig. A.3:
i) A ferromagnetic-like response, and ii) the response from an anisotropic paramagnet.
When balanced by the torsion of the wire one expects the rotation angle Θ to be either
linear (ferromagnetic-like) or quadratic (paramagnetic-like) in the applied field strength





where C is the torsional elastic constant of the wire and M0 the magnitude of the frozen-
in magnetization. Θ0 is the angle between the magnetization of the gel and the external
magnetic field.
2Apparently the acid reduces drastically the efficiency of the coating of the magnetic nano-particles.
A more detailed analysis of this effect is a non-trivial task, because the producer does not provide any
detailed information about the coating.
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From the slope in Fig. A.3c for small fields (shown magnified in the inset), using Θ0 ∼
0.13 rad (the rotation angle for high fields) and C = 258 in CGS units (from an indepen-
dent measurement) we deduce M0 ∼ 1 G. The saturation magnetization of the ferrofluid
is M f0 ∼ 300 G from which we deduce an upper bound for the saturation magnetization
of the gel of 42 G (because the concentration of the magnetic fluid in the pre-gel was 14
vol.-%).
For the larger values of the magnetic field the paramagnetic contributions become im-
portant and lead to substantial deviations from the straight line.
Optical aspects
The observed birefringence is rather weak. So it seems probable that the fiber formation
is associated with the creation of internal tensions in the polymer network which lead to
a birefringent sample. The fibers formed are at the origin of the light scattering observed.
Time evolution of G′
In Fig. A.6a we plot our data in terms of the rescaled variables G′/G′∞ and (t− t0)/τ for
the pure PVA gel and for the magnetic gel in the parallel geometry, using the parameters
given in the caption to Fig. A.5. The two curves superpose perfectly thus giving rise to
one master curve, although the value of the parameter τ varies by more than an order
of magnitude (τ = 0.585 ± 0.007 for the pure PVA gel vs. τ = 16.87 ± 0.10 for the
magnetic gel in the parallel orientation). We emphasize that the growth behavior of the
PVA gel and of the magnetic gel are both characterized by a single time scale, since the
stretching exponent x is close to 1. We conclude that in both cases the same physics of
gelation is at work, regardless whether the gel is charged with particles or not.
Fig. A.6b shows that the data for magnetic gels in the parallel and perpendicular orien-
tation also fall on the same master curve as in Fig. A.6a. This implies that the magnetic
gels investigated here are mechanically isotropic (or have at most a negligibly small
anisotropy), in strong contrast to the magnetic and optical anisotropies. This might not
be too surprising given the fact that the fibers seen in Fig. A.4 are not dense objects
and therefore not very stiff.
A.5 Conclusions and perspective
We have described the preparation of new ferrofluid-based uniaxial magnetic gels and
we have characterized their physical properties. These gels are stable and basically
unchanged in their physical properties over a year at least. The response of these gels
to a uniform magnetic field demonstrates the frozen-in magnetization in the samples.
Mechanically our gels show no anisotropy and a broad hydrodynamic regime, in contrast
to liquid crystalline elastomers [41], which have a narrow hydrodynamic regime and a
substantial mechanical anisotropy (see, e.g., Ref. [120]) .
92
A.5. CONCLUSIONS AND PERSPECTIVE
Figure A.6: Master curves for the data of Fig. A.5: a) The gels with and without magnetic
particles (the latter one in the parallel orientation) and b) the gels with different orientations
(parallel and perpendicular)can be rescaled onto the same master curve (see text for details).
Clearly, further experiments are needed to determine to what extent the gel formation
is controlled by diffusive and/or relaxation processes. Experiments that are done as a
function of sample thickness will undoubtedly shed new light on this important issue.
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Appendix B
Comparison to the first model
Before we discuss the stability of the above solution, let us briefly review a first approach
we have published in the beginning of our work on the reorientation phenomena (see
Refs. [2, 3]). This first approach differs from the present one (which we used also in
our later publications, see Refs. [4, 117]) in the notation and some assumptions, as
summarized in the following table.
Refs. [2, 3] Refs. [4, 117]
variables describing nˆ nx, ny, nz
1 θ, φ
normalization of pˆ none px = 0, pz =
√
1− px2
free variables u, nx u, θ, φ, vx, vy, vz, P , s
(n), s(s)
The macroscopic dynamic equations we found in this earlier work vary only in the no-
tation and the number of free variables from the present approach, so the spatially














1− nx2. In the lowest order in small quantities,2 the linearized set of















[−Kq4 +B0(1− nz)q2 −B1(nz2q2 + nx2q2)−B0qz2]
+ AnyλpB1nzq
2, (B.3)
1The normalization of nˆ is ensured by the use of transverse Kronecker deltas in the (quasi-) currents
(see Sect. 3.1 above).
2Due to typical values for low molecular weight liquid crystals, we expect nx and q2z/q
2 to be small.
3In this approach we did not sum up the splay of the director (1/2 K1(∇ini)2) and the bending of
the layers (1/2 K(∇2⊥u)2) into a single term, but used both terms separately.
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where we used an ansatz of the type of Eq. (3.46), with Ai denoting the amplitude of
the variable i. For typical values, taken from low molecular weight liquid crystals (see
Technical Note 3.2 on page 37), we approximated Eq. (B.2) with Any ≈ Auqnz and
found, in lowest order in nx, the critical values
n2x,c = 4
B0










with a somewhat surprising divergence of nx,c for B0 = 2B1. To investigate this point
in more detail, we now use the equivalent set of variables and equations, but with the
correct normalization of pˆ and the notation defined in Sect. 3.1. We expand Eqs. (3.54,
3.55) in power series in θ0 (up to θ
2



















The solvability condition of Eqs. (B.6, B.7) defines the neutral curve θ0(q) and its min-

























The differences between Eq. (B.4) and Eqs. (B.9) and (B.10) are mainly due to the
correct normalization of pˆ [see Eqs. (3.40 – 3.42)].
To summarize, we conclude that our former results are a special case of the present
analysis when the correct normalization of pˆ is implemented. Especially the divergence
of the critical values at B0 = 2B1 is found to be due to the lack of the normalization of
pˆ in Ref. [3].
96
Appendix C
Generating the set of governing
equations
Since the theoretical methods used in this work (irreversible thermodynamics, linear and
weakly nonlinear stability analysis) offer well defined algorithms for the generation and
analysis of macroscopic hydrodynamic equations, we performed parts of the calculation
using Maple. In this appendix we describe the key ingredients of a suitable Maple
program. The aims of such a program are twofold. First, Maple offers an easy way to
handle complex analytic equations and, second, Maple allows to generate automatically
from these analytic equations the corresponding Fortran code. This appendix is not
intended to provide a complete listing of the Maple program but rather to demonstrate
the principal procedure on some selected topics.
C.1 Definitions and structuring the equations
To generate the governing equations for our numerical calculations, we start with the
balance equations for the unknown quantities (3.26 – 3.31). The major task is to de-
termine the reversible and irreversible currents in these equations. For both kinds of
currents we need the thermodynamic conjugates. Consequently, we use this calculation
as a tutorial example. In Tab. C.1 we summarize the notation used in the Maple pro-
gram. The syntax we use is based on Maple V Release 5.1. Some features of this program
might take a different form in more recent releases of Maple. Throughout this appendix
we will assume that all variables are only functions of two spatial coordinates (y and z).
For more details about this approximation see the discussion of Fig. 2.4 on page 20. A
straightforward way to define the energy density starts with the notation of all relevant
quantities.
# u s e f u l l i b r a r i e s
r e s t a r t : gc ( ) :
with ( l i n a l g ) : r e a d l i b ( m t a y l o r ) : r e a d l i b ( c o e f t a y l ) :
with ( codegen , f o r t r a n ) :
randomize ( ) :
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Quantity Analytic Maple
Director nˆ = (nx, ny, nz) n := vector([nx,ny,nz ]):
nˆ = (θ, φ) ns := vector([ t , f ]):
Kronecker symbol δij delta [ i , j ]
δ⊥ij dperp[ i , j ]
Flow alignment tensor λijk lambda1[i, j ,k]
Flow alignment parameter λ l
Tilt angle θ(y, z) = θ0 + ηθ1(y, z) t = t0 + a∗t1(y,z)
Shear rate γ˙ gd
Energy density  e






2 kn1, kn2, kn3




3 , B0 ks1, ks3, b0
Coupling director ↔ layers B1 b1
Free energy contributions
due to the strength of
the order parameter L0, Lij, Mijk l0, l1 [ i , j ], ms[i , j ,k]
Viscosity tensor νijkl nua[ i , j ,k, l ]
Expansion parameter η a
Table C.1: Overview over the notation used in the Maple program.
# s p a t i a l c oo rd ina t e s
r : = vector ( [ x , y , z ] ) :
# d i r e c t o r
n : = vector ( [ nx ( y , z ) , ny ( y , z ) , nz ( y , z ) ] ) :
# l a y e r normal
p : = vector ( 3 ) :
p [ 1 ] : = 0 :
p [ 2 ] : = − d i f f ( u ( y , z ) , y ) :
p [ 3 ] : = sqr t ( 1−p [ 2 ] ˆ 2 ) :
# v e l o c i t y and i t s g rad i ent
v : = vector ( [ vx ( y , z ) , vy ( y , z ) , vz ( y , z ) ] ) :
va : = vector ( [
seq ( v [ i i ] + gd∗ d e l t a [ i i , 1 ] ∗ z , i i = 1 . . 3 ) ]
) :
Gamma 1 : = array ( [
seq ( [
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seq ( d i f f ( va [ i i ] , r [ i j ] ) , i j = 1 . . 3 ) ] ,
i i = 1 . . 3 ) ]
) :
# grad i ent o f the
# st r ength o f the order parameter
dds1 : = vector ( 3 , [ 0 , d i f f ( ds ( y , z ) , y ) , d i f f ( ds ( y , z ) , z ) ] ) :
# flow al ignment t enso r




( ( l−1)∗ dperp [ i i , i j ]∗ n [ i k ]
+ ( l +1)∗ dperp [ i i , i k ]∗ n [ i j ] ) ,
i k = 1 . . 3 ) ] ,
i j = 1 . . 3 ) ] ,
i i = 1 . . 3 ) ]
) :
# ( pre l im inary ) expansion
# of the v a r i a b l e s
s m a l l : = { nx ( y , z)= s i n ( t0 + a∗ t1 ( y , z ) )∗ cos ( a∗ f 1 ( y , z ) ) ,
ny ( y , z)= s i n ( t0 + a∗ t1 ( y , z ) )∗ s i n ( a∗ f 1 ( y , z ) ) ,
nz ( y , z)= cos ( t0 + a∗ t1 ( y , z ) ) ,
ds ( y , z ) = ds0+a∗ds1 ( y , z ) , 1
. . .
} :
The easiest way to determine the thermodynamic conjugates is to calculate them as
variations of the energy density . In the linear part of this work, we have argued that
certain terms in the energy density can be neglected or combined. For completeness we
will first keep all terms and only simplify the energy density for the linear calculations.
The full energy density in Maple reads.2,3
e : = 1/2∗ ks1 ∗ ( add ( d i f f ( p [ i i ] , r [ i i ] ) , i i = 1 . . 3 ) ) ˆ 2
+ 1/2∗ ks3 ∗dotprod ( crossprod ( p , c u r l ( p , x , y , z ) , ’ o r thogona l ’ ) ,
crossprod ( p , c u r l ( p , x , y , z ) , ’ o r thogona l ’ ) ,
’ o r thogona l ’ )
+ 1/2∗kn1 ∗ ( add ( d i f f ( n [ i i ] , r [ i i ] ) , i i = 1 . . 3 ) ) ˆ 2
+ 1/2∗kn2 ∗ ( dotprod ( n , c u r l ( n , x , y , z ) , ’ o r thogona l ’ ) ) ˆ 2
+ 1/2∗kn3∗dotprod ( crossprod ( n , c u r l ( n , x , y , z ) , ’ o r thogona l ’ ) ,
crossprod ( n , c u r l ( n , x , y , z ) , ’ o r thogona l ’ ) ,
’ o r thogona l ’ )
1Note that the expansion parameter in the Maple program is called a whereas it is called η in Chapter
6.
2In this version we have not distinguished between strength of the nematic and smectic order param-
eter (ds may be the one or the other). In case one considers the strength of the smectic order parameter,
ms[ia , ib , ic ] is zero.
3 curl (v,x,y,z) is a user defined procedure which calculates the curl of a vector v with respect to
the given set of spatial coordinates (x,y,z).
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+ 1/2∗b0 ∗ ( 2 − n [ 3 ]
− s q r t ( add (
( d e l t a [ i i ,3 ]− d i f f ( u ( y , z ) , r [ i i ] ) ) ˆ 2 ,
i i = 1 . . 3 ) )
)ˆ2
+ 1/2∗b1∗dotprod ( crossprod ( n , p , ’ o r thogona l ’ ) ,
crossprod ( n , p , ’ o r thogona l ’ ) ,
’ o r thogona l ’ )
+ 1/2∗ l 0 ∗ds ˆ2
+ 1/2∗add ( add (
l 1 [ i i , i j ]∗ dds1 [ i i ]∗ dds1 [ i j ] ,
i j = 1 . . 3 ) , i i = 1 . . 3 )
+ add ( add ( add (
ms [ i i , i j , i k ]∗ d i f f ( n [ i j ] , r [ i i ] ) ∗ dds1 [ i k ] ,
i k = 1 . . 3 ) , i j = 1 . . 3 ) , i i = 1 . . 3 ) :
To get the thermodynamic forces we have to calculate variational derivatives of the energy
density. For this purpose we will substitute the variable in question (or its derivative)
by a newly defined constant and take the derivative with respect to this new constant.
In the end of the procedure the original variable is substituted back. For example, the
thermodynamic force connected with the director ni and ∇inj (hc1[ ia ] and hc3[ ia , ib ],
respectively) can be determined by procedures of the following type.
# v a r i a t i o n a l d e r i v a t i v e s
hx 1 : = subs ( nx=nx ( y , z ) , d i f f ( subs ( nx ( y , z)=nx , e ) , nx ) ) :
hx 2y : = subs ( n x y=d i f f ( nx ( y , z ) , y ) ,
d i f f (
subs ( d i f f ( nx ( y , z ) , y)= n x y , e ) ,
n x y )
) :
h x 2 z : = subs ( n x z=d i f f ( nx ( y , z ) , z ) ,
d i f f (
subs ( d i f f ( nx ( y , z ) , z)= n x z , e ) ,
n x z )
) :
# thermodynamical con jugate s
hc1 : = array ( 1 . . 3 ) :
hc3 : = array ( 1 . . 3 , 1 . . 3 ) :
hc1 [ 1 ] : = subs ( s m a l l ,
hx 1 − d i f f ( hx 2y , y ) − d i f f ( h x 2 z , z )
) :
hc3 [ 1 , 1 ] : = 0 :
hc3 [ 1 , 2 ] : = subs ( s m a l l , hx 2y ) :
hc3 [ 1 , 3 ] : = subs ( s m a l l , h x 2 z ) :
. . .
With the substitution with small the spatially homogeneous part of the equations can
easily be separated from the expansion terms in a. The reversible and dissipative currents
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can be constructed using suitable formulations of the coupling parameters. As a tutorial
example we will use the quasi-current of the director





f o r i i from 1 to 3 do
Yrc1 [ i i ] : = subs ( s m a l l ,
add ( add (
−1/2∗ lambda1 [ i i , i j , i k ]∗ d i f f ( va [ i k ] , r [ i j ] ) ,
i j = 1 . . 3 ) , i k = 1 . . 3 )
) :
Ydc1 [ i i ] : = 1 / gamma1∗add ( dperp [ i i , i j ]∗ hc1 [ i j ] , i j = 1 . . 3 ) :
od :
The quasi currents for the angular director coordinates Yrs1[ ia ] and Yds1[ia ] follow by
implementing Eqs. (3.38) and (3.39).
For practical reasons it turned out to be useful to determine first the spatially homoge-
neous state (for the tilt angle sol gd and for the strength of the nematic order parameter
sol ds0) from something like
s o l g d : = so lve (
s i m p l i f y ( c o e f t a y l ( Yrs1 [ 1 ] + Yds1 [ 1 ] , a = 0 , 0 ) ) = 0 ,
gd )
And use this result (along with the analogous expression for the spatially homogeneous
correction of the strength of the nematic order parameter) to eliminate the shear rate
from the governing equations and to use the tilt angle as the control parameter. In
order to save computation time and memory, it is useful to expand first the coupling
parameters (like the viscosity tensor nu[ ia , ib , ic , id ]) and the thermodynamic conjugates
up to the order needed (here called m ord). In a second step we calculate the currents.
# di s t anc e to the c r i t i c a l t i l t ang le
dev : = { t0 = t0 + a ˆ2∗ eps } :
# s p a t i a l l y homogeneous s t a t e s
s o l s : = { gd = s o l g d , ds0 = s o l d s 0 } :
# expansion o f the t e n s o r s in a
nu : = array ( 0 . . m ord , 1 . . 3 , 1 . . 3 , 1 . . 3 , 1 . . 3 ) :
f o r i i from 0 to m ord do
f o r i j from 1 to 3 do
f o r i k from 1 to 3 do
f o r i l from 1 to 3 do
f o r im from 1 to 3 do
nu [ i i , i j , i k , i l , im ] : =
s i m p l i f y ( c o e f t a y l (
subs ( s m a l l , s o l s , dev , nua [ i j , i k , i l , im ] ) ,








Similarly to the viscosity tensor, all previously defined quantities must be expanded in
the small quantity a. The expanded quantities carry a similar name4 and have a new
first index which counts the order in the small quantity. Using the expanded quantities,
we now construct the (quasi-) currents of the balance equations. Here we show the
dissipative part of the stress tensor as an example.
# s t r e s s t enso r . . .
sd : = array ( 0 . . m ord , 1 . . 3 , 1 . . 3 ) :
f o r i i from 0 to m ord do
f o r i j from 1 to 3 do
f o r i k from 1 to 3 do
sd [ i i , i j , i k ] : =
add ( add ( add (
− nu [ i p , i j , i k , i l , im ]∗Gamma[ i i−i p , i l , im ] ,




# . . . and i t s d ive rgence
dsd : = array ( 0 . . m ord , 1 . . 3 ) :
f o r i i from 0 to m ord do
f o r i j from 1 to 3 do
dsd [ i i , i j ] : = add ( d i f f ( sd [ i i , i j , i k ] , r [ i k ] ) , i k = 1 . . 3 ) :
od :
od :
It turned out to be more efficient to keep the governing equations split into three parts:
the convective term, the reversible and the irreversible (quasi-) currents (called Glk[ ia , ib ],
Glr [ ia , ib ] and Gld[ ia , ib ], respectively).
C.2 Linearization and the adjoint problem
Most of the work is already done. Glk[ ia , ib ], Glr [ ia , ib ] and Gld[ ia , ib ] contain all existing
terms up to the order m ord. Using suitable ansa¨tze for the unknown quantities (see, e.g.,
Tab. 3.3) we can generate the linear set of equations form the ia = 1 of the equations.
s m a l l e x : = { t1 ( y , z ) = At∗ s i n ( qz∗ z )∗ cos ( q∗y ) ,
f 1 ( y , z ) = Af∗ cos ( qz∗ z )∗ s i n ( q∗y ) ,
. . .
} :
# amplitude vec to r
Am : = array ( [ At , Af , Au , Avx , Avy , Avz , Ap , Ads ] ) :
4Gamma and nu are, e.g., the expanded versions of Gamma1 and nua, respectively.
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Mr : = array ( 1 . . 8 , 1 . . 8 ) :
. . .
f o r i a from 1 to 8 do
f o r i b from 1 to 8 do
i f i a = i b then
Ad [ i a , i b ] : = 1 :
e l s e




# e x t r a c t i n g the matrix
f o r i i from 1 to 8 do
f o r i j from 1 to 8 do
f o r i k from 1 to 8 do
d 3 [ i k ] : = Ad [ i j , i k ] ;
od ;
Mr [ i i , i j ] : =
f a c t o r (
c o e f t a y l (
subs ( s m a l l e x , G l r [ 1 , i i ] / a ) ,
[Am [ 1 ] , Am [ 2 ] , Am [ 3 ] , Am [ 4 ] , Am [ 5 ] , Am [ 6 ] , Am [ 7 ] , Am [ 8 ] ]
= [ 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ] ,
[ d 3 [ 1 ] , d 3 [ 2 ] , d 3 [ 3 ] , d 3 [ 4 ] , d 3 [ 5 ] , d 3 [ 6 ] , d 3 [ 7 ] ,
d 3 [ 8 ] ]
)
) ;
Md[ i i , i j ] : = . . .
od ;
od ;
# d i v i d i n g by the s p a t i a l dependences
a : = 1 :
Mr2 : = array ( 1 . . 8 , 1 . . 8 ) :
. . .
M ex : = array ( [ s i n ( qz∗ z )∗ cos ( q∗y ) , cos ( qz∗ z )∗ s i n ( q∗y ) ,
. . .
] ) :
f o r i i from 1 to 8 do
f o r i j from 1 to 8 do
Mr2 [ i j , i i ] : = s i m p l i f y ( Mr [ i j , i i ] / M ex [ i j ] ) :
Md2 [ i j , i i ] : = . . .
od :
od :
f o r i i from 1 to 8 do
f o r i j from 1 to 8 do
Ma2 [ i i , i j ] : = Mr2 [ i i , i j ] + Md2 [ i i , i j ] + Mk2 [ i i , i j ] :
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od :
od :
# export ing to Fortran
f o r t r a n (Ma2 , p r e c i s i o n=d o u b l e , o p t i m i z e d , f i l e n a m e=”mpl−l i n e q . f ” ) :
The last step is now to solve the linear system of equations, which can be done by stan-
dard numerical techniques (like LU-decomposition and iterative improvement of eigen
vectors).
As described in Chapter 6, the adjoint problem can be deduced directly from the linear
problem by changing the sign of the spatial derivatives (∇i → −∇i) and transposing the
matrix. Consequently its numerical implementation is straightforward along the lines
shown above.
C.3 Hierarchy of equations
C.3.1 Order a2
For the equations in higher orders in a the major task is to calculate the nonlinearities
and to extract from them suitable ansa¨tze for the higher order solutions. The second
order nonlinearities are contained in Glk [2, ib ], Glr [2, ib ] and Gld[2, ib ].
N2r : = array ( 1 . . 8 ) :
. . .
f o r i i from 1 to 8 do
N2r [ i i ] : = c o e f t a y l ( eva l ( subs ( s m a l l e x ,
G l r [ 2 , i i ]
) ) , eps = 0 , 0 ) : 5
N2d [ i i ] : = . . .
N2 [ i i ] : = N2r [ i i ] + N2d [ i i ] + N2k [ i i ]
od :
They determine the ansatz for the second order solution ~X2. For the automatic detection
of the spatial structure of N2[ia] we use
w e l l e : = { s i n ( q∗y ) = sy , cos ( q∗y ) = cy ,
s i n ( qz∗ z ) = s z , cos ( qz∗ z ) = cz
} :
N2o : = array ( 1 . . 8 ) :
f o r i a from 1 to 8 do
N2o [ i a ] : = 0 :
f o r i i from 0 to 2 do
dum a : = c o e f t a y l ( subs ( w e l l e , N2 [ i a ] ) , sy =0, i i ) :
i f ( dum a <> 0) then
f o r i j from 0 to 2 do
5We neglect here all terms proportional to eps only for efficiency. These terms sum up to zero and
cost only computation time and memory.
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dum b : = c o e f t a y l ( dum a , cy =0, i j ) :
i f ( dum b <> 0) then
f o r i k from 0 to 2 do
dum c : = c o e f t a y l ( dum b , s z =0, i k ) :
i f ( dum c <> 0) then
f o r i l from 0 to 2 do
dum d : = c o e f t a y l ( dum c , cz =0, i l ) :
i f ( dum d <> 0) then
N2o [ i a ] : = N2o [ i a ] +









p r i n t ( i a , N2o [ i a ] ) :
od :
Using a very similar procedure as shown above, Maple generates versions of N2[ia]
(N2a[ia]) and the linear equations acting on ~X2 (M2[ia, ib ]) which are suitable to be
exported to Fortran.
f o r t r a n (M2 , p r e c i s i o n=d o u b l e , o p t i m i z e d , f i l e n a m e=”mpl−l i n 2 e q . f ” ) ;
f o r t r a n ( N2a , p r e c i s i o n=d o u b l e , o p t i m i z e d , f i l e n a m e=”mpl−inhom2 . f ” ) ;
The absence of a second order term in the amplitude equation, i.e.,〈
~X+
∣∣∣ N2( ~X1| ~X1)〉 = 0 (C.1)
follows directly from symmetry considerations. N2( ~X1| ~X1) contains only terms with
(lateral) wave vectors q = 0 and q = 2qc and the only lateral wave vector in ~X
+ is
q = qc. Thus, the integral vanishes for symmetry reasons.
6
C.3.2 Order a3
The third order inhomogeneity consists of three parts: N3( ~X1| ~X1| ~X1), N2( ~X2| ~X1) +
N2( ~X1| ~X2) and δL2 ~X1. Since they emerge from different orders of our expansion of the
governing equations and also contribute to different terms in the amplitude equation, we
deal with them separately.
The N3 term follows directly when inserting the first order solution ~X1 in the a
3 order
of the governing equations. To evaluate the integral arising from the Fredholm theorem,
6As argued in Chapter 6, this result also leads to the fact that the distance from the critical tilt
angle scales as a2.
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it computationally efficient to split N3 into two arrays: one containing the prefactors
(N3[ia, ib ]) and one containing the spatial dependences (the powers of cos(qy), sin(qy),
etc. are stored in pot3[ ia , ib , ic ]). This separation can be realized by a procedure similar
to the one shown on page 104.
w e l l e r e d : = { s i n ( q∗y ) = sy , cos ( q∗y ) = cy ,
s i n ( z ) = s z , cos ( z ) = cz
} :
pot3 : = array ( 1 . . 2 4 , 1 . . 8 , 1 . . 4 ) :
p o t l : = array ( 1 . . 8 , 1 . . 4 ) :
N3 : = array ( 1 . . 2 4 , 1 . . 8 ) : 7
f o r i a from 1 to 2 4 do
f o r i b from 1 to 8 do
N3 [ i a , i b ] : = 0 :
f o r i c from 1 to 4 do
pot3 [ i a , i b , i c ] : = 0 :
od :
od :
count : = 1 :
f o r i i from 0 to 3 do
dum a : = c o e f t a y l ( subs ( w e l l e r e d , N3a [ i a ] ) , cy =0, i i ) :
i f ( dum a <> 0) then
f o r i j from 0 to 3 do
dum b : = c o e f t a y l ( dum a , sy =0, i j ) :
i f ( dum b <> 0) then
f o r i k from 0 to 3 do
dum c : = c o e f t a y l ( dum b , cz =0, i k ) :
i f ( dum c <> 0) then
f o r i l from 0 to 3 do
dum d : = c o e f t a y l ( dum c , s z =0, i l ) :
i f ( dum d <> 0) then
pot3 [ i a , count , 1 ] : = i i :
pot3 [ i a , count , 2 ] : = i j :
pot3 [ i a , count , 3 ] : = i k :
pot3 [ i a , count , 4 ] : = i l :
N3 [ i a , count ] : =
f a c t o r ( subs ( amp array , dum d ) ) :






7In N3[ia, ib ] and pot3[ ia , ib , ic ] the first index labels the equation ( ia = 1 . . . 8 for the reversible
terms, ia = 9 . . . 16 for the dissipative currents and ia = 17 . . . 24 for the convective terms) and the labels
the terms with different spatial dependences. The third index in pot3[ ia , ib , ic ] indicates whether the
power of cos(qy), etc. is given. In potl [ ia , ib ] the second index of pot3[ ia , ib , ic ] is skipped.
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To analyze the N2 terms we extract the third order from N2( ~X1 + ~X2| ~X1 + ~X2) and split
it in the same way as N3 and store the results in additional elements in N3[ia, ib ] and
pot3[ ia , ib , ic ]. For convenience we also stored the solution of the linear adjoint problem
in the same way in potl [ ia , ib ] and then integrate.8
i n d x 3 : = array ( 1 . . 2 4 , 1 . . 8 ) :
f o r i a from 1 to 8 do
f o r i b from 0 to 2 do
f o r i c from 1 to 8 do
dum :=
i n t (
cos ( q∗y ) ˆ ( pot3 [ i a+i b ∗8 , i c ,1 ]+ p o t l [ i a , 1 ] )
∗ s i n ( q∗y ) ˆ ( pot3 [ i a+i b ∗8 , i c ,2 ]+ p o t l [ i a , 2 ] )
∗ cos ( z ) ˆ ( pot3 [ i a+i b ∗8 , i c ,3 ]+ p o t l [ i a , 3 ] )
∗ s i n ( z ) ˆ ( pot3 [ i a+i b ∗8 , i c ,4 ]+ p o t l [ i a , 4 ] ) ,
y = −Pi /q . . Pi /q
) :
dum : = i n t ( dum , z = −Pi / 2 . . Pi / 2 ) :
i f ( dum <> 0) then





To get the (not yet normalized) nonlinear coefficient of the amplitude equation, the
elements of indx3 have to be multiplied by the prefactors stored in N3 and the amplitudes
of the adjoint linear solution and, finally, summed up (this last step will be done in a
Fortran program.
g : = array ( 1 . . 2 4 , 1 . . 8 ) :
f o r i a from 1 to 8 do
f o r i b from 0 to 2 do
f o r i c from 1 to 8 do
g [ i a+i b ∗ 8 , i c ] : =




f o r t r a n ( g , p r e c i s i o n=d o u b l e , f i l e n a m e=”mpl−g . f ” ) ;
We use a similar procedure to calculate the linear term in the amplitude equation form
〈 ~X+|δL2 ~X1〉.
8To limit the length to the minimum necessary, we use for the following steps the dimensionless
quantities defined by Eq. (3.47).
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We now have all necessary ingredients to determine g∗ (as a sum of the elements of
g[ ia , ib ]) and ra. In Chapter 6 we present the results of these calculations.
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