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Abstract— The last century witnessed a dramatic leap in the shift towards digitizing the healthcare workflow and moving to e-
patients' records. Health information is consistently becoming more diverse and complex, leading to the so-called massive data. 
Additionally, the demand for big data analytics in healthcare organizations is increasingly growing with the aim of providing a wide 
range of unprecedented potentials that are considered necessary for the provision of meaningful information about big data and 
improve the quality of healthcare delivery. It also aims to increase the effectiveness and efficiency of healthcare organizations; 
provide doctors and care providers better decision-making information and help them in the early detection of diseases. It also assists 
in evidence-based medicine and helps to minimize healthcare cost. However, a clear contradiction exists between the privacy and 
security of big data and its widespread usage. In this paper, the focus is on big data with respect to its characteristics, trends, and 
challenges. Additionally, the risks and benefits associated with data analytics were reviewed. 
 




In the past few years, the broad impact of the emerging 
computing techniques has reinforced the generation of 
massive data volumes, known as “big data.” This has led to 
a profound transformation of our society and has attracted 
the attention of several researchers in the field of 
information sciences. It is obvious that the huge of data 
generated through the emerging ubiquitous computing 
processes is continuously expanding. Currently, the world is 
experiencing an era of data deluge as evidenced by the 
massive volume of generated data which keeps increasing 
with time. Data volume has been doubling every 2 years 
since 2011[1][2]; data generated by the U.S. healthcare 
system alone has been reported to reach 150 exabytes in 
2011 and is expected to soon reach the zettabyte (  
gigabytes) and yottabyte ( gigabytes) scales [3]. The 
amount of data currently used on a daily basis is believed to 
be more than the entire data used by our ancestors all 
through their generation [4]. The term ‘big data’ was 
invented to describe the thoughtful meaning of the massive 
data volume. As per several scholars, big data can be seen as 
the revolution of the digital era when considering its 
importance to the society [5]. One feature of these data is 
that they are normally complex and unstructured; a 
significant amount of these data comes from processes like 
sales records, IoT sensors, medical patient records, social 
media, image, and video archives. Big data processing using 
traditional data. This technological revolution has increased 
the interest in big data among both researchers, government 
decision makers, and technological experts. With the ever-
increasing rate of Internet usage and the increasing number 
of connected devices to ubiquitous computing, there is a 
need to transform the huge amounts of generated data into 
different formats to extract valuable information. This will 
reveal the information embedded in the huge data and 
provide several opportunities with great unprecedented 
benefits in many fields [6]. Healthcare is one of the fields 
where the application of big data can bring about significant 
changes. It could considerably improve the quality of 
healthcare delivery and enhance the effectiveness and 
efficiency of the healthcare organization. This can be 
achieved by obtaining valuable insights that will help to 
improve patient outcomes, reduce healthcare delivery cost, 
avoid preventable diseases, and improve the general quality 
of life. However, the potentials of big data are yet to be 
realized as the mere availability of data does not translate 
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into knowledge or clinical practice. The preservation of 
patients’ rights and ensuring the security of their information 
is a difficult task[7][8][9]. Besides, the privacy of 
individuals may be violated by using personal information 
for other purposes other than what it was intended for. So, 
the realization of the potentials of big data towards medical 
science advancement, as well as its significance to the 
success of healthcare organizations demands to address data 
privacy and security concerns [10][11][12]. 
This article overviews the concept of big data in 
healthcare, starting with the definition and discussion of the 
features of big data in healthcare. Then, the capabilities of 
big data analytics and its limitations were identified. Lastly, 
big data processing capability was discussed, followed by 
the description of how some of these platforms work.  
II. BIG DATA DEFINITION 
Generally, the definition of big data is relatively new in 
IT and business and rather diverse due to the rapid evolution 
of big data, and reaching a consensus is difficult. Several 
organizations have strived to define big data; for instance, 
Cox & Ellsworth [13] defined big data in 1997 as “a large 
volume of data produced by the digital world for 
visualization”. However, Mckinsey [14] defined big data in 
2011 as “a set of huge multi-source data sets with a great 
diversity such that it is difficult to capture, store, manage, 
and process them efficiently using the recent or traditional 
data processing techniques.” Several researchers and 
practitioners have defined big data based on certain major 
features or dimensions: a process known as the Vs model. 
This model has played an important role in determining the 
description of big data concept in different fields like 
healthcare where it began to acclimatize to today's digital 
data era. New technologies help in capturing most of the 
healthcare information over a large timescale. However, 
such information has vastly remained underutilized despite 
the advent of medical electronics, and thus, wasted. The 
following subsection explained some important features or 
dimensions of big data in all disciplines, including big data 
in healthcare. This will help to understand both the 
challenges and advantages of big data initiatives [8]. 
III. V’S OF BIG DATA 
Big data does not mean only a huge volume of data; it is 
an opportunity towards finding information on the emerging 
data types and content which may not have been inferred if 
such data is not processed. The definition of big data based 
on where it begins and where the targeted usage become a 
big data project requires a consideration of the key attributes 
of big data. Big data definition is commonly based on the Vs 
model as it can help to understand both the challenges 
related with big data and the advantages of big data 
initiatives [15]. 
In addition, breakthrough leaps of data have resulted in 
even more added challenges in the area of big data. These 
dimensions are proposed as candidates in identifying the 
challenges of big data. Each feature or dimension describes a 
specific property of big data and none of the features stand 
on its own in identifying big data from not-so-big-data. The 
confusing questions in the number of V’s remain: What are 
the three, four, ten (or more) most important V’s in big data 
and what are the widely accepted V’s of big data? [2]. 
 
There are originally only 3 big data dimensions - high-
volume, high-velocity, and variety (called the 3V’s). These 
were first introduced in 2001 by Gartner analyst Doug Laney 
long before “big data” gained popularity [16]. As the level of 
data generated by enterprises keeps growing, most of these 
data are incomplete or poorly architected. The constantly 
increasing data volume and the diversity of resources and 
contents of big data cannot be properly depicted by the 3Vs 
model. This has led to the addition of more Vs to the list to 
describe big data and identify certain characteristics and 
specific dimensions of big data [17]. 
Therefore, the International Data Corporation (IDC) 
defined big data in 2011 as [18] “a new technological and 
architectural generation designed to economically extract 
value from huge data volumes by enabling high-velocity 
capture, discovery, and/or analysis”. By this definition, big 
data is specified as not just characterized by the earlier 
mentioned 3 Vs but may be up to 4 Vs which are volume, 
variety, velocity, & value. This 4 Vs definition of big data is 
more recognized as it portrays the necessity and meaning of 
big data. 
International Business Machines Corporation (IBM) 
presented veracity as the fifth V characteristic of big data. 
Veracity addresses the inherent data trustworthiness. Since 
big data is used in critical processes (e.g. for decision 
making), it is necessary to ensure that it can be trusted [19].  
 
Fig 1. 5Vs of Big Data. 
As it turns out, big data practitioners have a general 
conception that certain sets of criteria must be met in order 
to arrive at “big” data. Such criteria are high-volume, high-
velocity, and variety (commonly called the 3Vs of big data). 
The 3Vs model is still used in many industries to describe 
big data. However, big data is not just about 3Vs but have 
some other features. Some have gone to add more Vs to the 
list, such as veracity, value, etc. To process breakthrough 
changes in data and for efficient business operations and 
profits, big data must be analyzed carefully by the 
organizations to reach better decisions. Currently, this 
technology is being used in several areas, but one of the 
areas where it can bring a huge change is in healthcare. In 
the healthcare sector, this technology can transform the 
healthcare system and increase their effectiveness and 
efficiency [20] [1][2]. [1][2]. McKinsey Global Institute 
believed that the US healthcare sector could make >$300 
billion per year in value if it were to creatively and 
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effectively use big data. A good portion of this value would 
be accrued from reducing the cost of the US healthcare 
system [8]. So, a discussion and understanding of the 5Vs 
will open doors towards finding the true value of big data in 
healthcare. This is depicted in Figure 1. 
Volume: It is synonymous with the term “big” in big data 
[21]. Volume is a critical and important factor for 
differentiating big data from normal data. It could be said 
that if volume is removed from big data, such a data will not 
be big enough to be considered as big data, hence, will 
becomes a small set of data. Volume describes the amount of 
all types of data generated from different sources per second. 
According to a survey by IBM in 2012 [22], about 50 % of 
the 1144 participants classified datasets over one terabyte as 
big data. Whereas the collection and storage of big data 
require considerable effort and underlying investments with 
the rising quantity of data, the challenge of big data 
collection comes from trying to find innovative ways of 
processing information which will provide more insight and 
help people in making decision and automating processes. 
Velocity: The description of big data can be based on its 
velocity/speed [23]. Velocity refers to the speed with which 
data are being generated and its relative accessibility, storage, 
and analysis. Velocity makes it possible for organizations to 
understand the relative growth of their big data and where 
they come from. Velocity aims at data analysis based on 
their speed of generation [16]. The Internet usage, along 
with the number of connected devices, has caused a constant 
data flow at a rate that has made it difficult to analyze such 
data using the traditional systems [16]. 
Variety refers to the different data forms, such as video, 
image, text, audio, & data logs which are collected from 
different sources. Internet usage, along with growing the 
number of connected devices, has led to high data generation. 
As such, there are several types of data, including structured, 
unstructured, & semi-structured data [21]. Structured data 
refers to data that is clustered into relational schemes with 
specific formats and lengths. The data consistency & 
configuration may allow easy dealing with these data and 
respond on simple queries to arrive at usable information 
[24]. Semi-structured data refers to a form of structured data 
with semantic tags which do not conform to the structure of 
typical relational databases (also known as self-describing 
structure) [21]. 
Value refers to the value that could be extracted from 
certain data and how big data analysis techniques could 
increase the extraction of useful information while 
increasing the flow of data [25]. The analysis of big data has 
increasingly become a hot field that several organizations are 
depending on it to derive vital information from big data. 
Meanwhile, several data can be captured in other situations, 
but there is no benefit from such data. It is costly to 
implement the required IT infrastructure for big data storage; 
hence, businesses must demand investment returns [25][16]. 
Veracity refers to the degree of confidence in the 
information to make a decision. Therefore, finding useful 
and accurate data from the “dirty data” is very important. 
Confidence generation is, therefore, a major challenge as the 
number and type of sources grow.  The “dirty data” can 
easily result in several errors, incorrect results, and costly 
big data environment. Veracity is the reliability, accuracy, 
and context of the data source; it represents how meaningful 
it is to depend on such data for analysis [26]. 
The aforementioned 5Vs provide a different set of 
features for big data that differentiate big data concept from 
‘massive data’ and ‘very large data’ concepts. In all fields, 
including healthcare, big data requires significant resources, 
powerful technologies and new methods to analyze, process, 
clean, secure and provide access to big data. These are 
impossible to be achieved using common or traditional data 
management methods [3]. Big data is attractive in the 
healthcare sector not just for its volume, but equally because 
of the data diversity and speed required for its management 
[27]. 
As such, new platforms that focus on big data storage and 
processing have emerged [28]. These platforms consist of 
several servers with a wide range of analytical platforms. 
Each platform excels in a specific aspect of big data 
analytics with a competitive advantage. In other words, there 
isn’t one single platform that provides all the capabilities. 
Besides, there are common capabilities on all platforms 
which can be divided into data analysis capability and data 
processing capability. On this occasion, how to manage the 
core capabilities of these platforms to work efficiently and 
ensure the entire system running is a tremendous challenge  
[28][29]. The following subsections considered the common 
core capabilities of such platforms 
IV. DATA ANALYSIS CAPABILITY 
Data analysis capability is the closest component to the 
users in the data processing platform. It aims at keeping 
away the complex technical details in the bottom layer of the 
processing platform via abstract data access and analysis to 
extract useful information that can represent, interpret, or 
identify significant patterns (a process called data mining 
and is considered one of the subfields of computer science) 
[11][30][31][32][33]. 
The term “data mining” can be considered another term 
for knowledge discovery from data (KDD) which is an 
alternative expression of the objective of mining processes. 
The processes involved in data mining are patterns discovery 
& extraction; it also patterns identification and recognition, 
as well as identification of frameworks normally used in 
data mining. Data mining is still considered as just a basic 
stage during knowledge discovery in certain cases because it 
has various stages. The stages of knowledge discovery, as 
depicted in Error! Reference source not found., have an 
iterative pattern and are presented below as interactive stages 
[11][30]. 
Stage 1: Data pre-processing: The processes involved in 
this stage are data selection, data cleaning (to remove 
irrelevant data), & data integration (to combine data from 
different sources). 
Stage 2: Transformation of data: This involves the 
conversion and integration of data the data into proper 
mining formats. 
Stage 3: Data mining: This is the use of intelligent 
techniques to mine sequences of the data. 
Stage 4: The operations in this step are evaluation of the 




Data mining provides a range of unprecedented promises 
and attractive opportunities. It is addressed as the basic to 
offer the required insights to increase the effectiveness and 
efficiency of many organizations, including healthcare 
organizations by obtaining meaningful information from big 
data to improve quality. However, the potentials of big data 
are yet to be realized as scholars are facing several problems 
when exploring big data sets and during knowledge 
extraction from such mines of information. One of such 
challenges is issues related to privacy and the problem of 
internet phishing of data. This issue is threatening the secure 
propagation of private patients’ data over the web. It has led 
to the limited availability of large clinical data sets to 
researchers [12][34]. Thus, useful information must be 
extracted from large data sets to improve the quality of 
health care delivery and increase the effectiveness and 
efficiency of health care organizations. Besides the 
prevention of private health care information disclosure, data 
must be secured from falling into wrong hands or at risk. 
This procedure is known as privacy-preserving data mining 
(PPDM), a novel research area that aims at provision of 
guaranteed security and privacy for big data during 
[35][36][37]. 
 
Fig 2. An outline of the KDD process 
As depicted in Figure 2, the entire KDD  process is 
comprised of several operation stages, and healthcare data 
can be exposed to phishing attacks in one of the stages of 
KDD [11]. People’s privacy can be violated due to several 
factors, such as unauthorized access and use of personal data 
[11]; hence, the prevention of private healthcare information 
disclosure can also minimize the chances of data utilization 
and can cause errors or make knowledge extraction an 
impossible task through data mining [38]. 
This gap presents an opportunity for improving field of 
KDD and resolving privacy-related issues. This is becoming 
very important with advances in learning technology 
[11][12][39]. It is necessary that healthcare organizations 
safeguard and manage personal information during their 
propagation to various data mining servers. This can be 
achieved by identifying the least amount of private info 
required for accurate construction of data mining 
models[10][38]. There are various technologies towards 
ensuring the privacy and security of big healthcare data. 
Such technologies are classified as data perturbation 
techniques and anonymization-based techniques. The aim of 
the anonymization techniques is to prevent the recognition of 
the identity records of the owner in big data. The data 
providers (healthcare organizations) modify the original data 
(independently) using the data perturbation techniques 
before forwarding same to the server [40][41][42]. This 
process ensures that the garbled data values are used rather 
than the original values. It also ensures the privacy of 
individuals when deploying data mining techniques. Each of 
these approaches will be detailed in the subsequent section. 
Readers are referred to [35][43][44] and [45] for a complete 
analysis of these subjects. 
A. Anonymization Technique 
Big data in healthcare is comprised of a wide range of    
records (tuples) and each  record (tuple) is considered a 
client   that consists of various client-related specific 
attributes (see Table 1) [46][44]. These attributes can be 
categorized into Identity Attribute (IA) (identifies the 
records of the owner, such as the name, address, phone 
number); Quasi-Identifier (QI) attribute (denotes a set of 
attributes wherein no single attribute can provide specific 
identification of the person, rather, all the attributes must be 
combined to identify the person); and Sensitive Attributes 
(SA) (denotes the confidential information of the person, 
such as the disease type) [47][48]. 
Healthcare organizations may have the intention to 
publish partial data derived from big data sets which can 
support future plans in enhancing the effectiveness of the 
healthcare organizations without divulging the 
proprietorship of the sensitive data. It has been demonstrated 
that solely eliminating attributes (IAs) that explicitly identify 
users from the table is not an efficient approach [38][12]. 
Where the remaining data in most of these cases can be used 
to re-identify the person. Therefore, effective preservation of 
privacy in healthcare can be attained by controlling the 
disclosure of information which represents a set of 
individuals’ non-explicit attributes (QI). Where,  
anonymization techniques can be used for this purpose prior 
to the data release, as they  take personal data and make it 
anonymous or not attributable to one specific source or 
person by breaking the relations among attribute values [49]. 
Among the most favourable techniques of anonymity are the 
K-anonymity approach [50], L-diversity approach [51], and 
T-closeness approach [46]. 
TABLE I 
MEDICAL PATIENT DATABASE 
Identifier (IAs) Quasi-Identifier (QI) Sensitive (SA) 
Name Age Gender Zip code Disease 
Mike 29 Male 462350 Heart Disease 
Bob 22 Male 462351 Cancer 
Michel 27 Male 462352 Flu 
Alice 52 Male 462350 Heart Disease 
Sofia 38 Female 462350 Heart Disease 
B. Data Perturbation Techniques 
Perturbation is based on altering the original values of a 
dataset D to its anonymized version D1 by (1) swapping 
cells within columns [52], (2) adding noise to the data 
[53][54], or (3) creating synthetic data [55][56][57]. These 
made it difficult for an attacker to launch attribute linkage 
attacks for pinpointing an individual in a published dataset 
or to infer the exact sensitive value of an individual. It 
generally brings about uncertainty in published datasets and 
negatively affects the chances of inferring the individuals 
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sensitive information [58]. The several proposed data 
perturbation techniques can be classified into dimension-
based approaches and value-based approaches. The value 
value-based approaches, such as Uniform Perturbation 
approach [43] and Probability Distribution approach [59], 
focus on single-dimensional perturbation. On the other hand, 
the dimension-based approaches, such as the Random 
Rotation Transformation approach [60] and Random 
Projection approach [43][61], focus on multi-dimensional 
data perturbation. 
Overall, both techniques attempt to protect sensitive 
information based on the data in use and the way in which it 
is used [62]. However, optimal anonymization is an "NP-
Hard" problem [63][64], Owing to the recent technological 
developments and the nature of big data, the volume of 
generated data is daily increasing in multiple formats. As 
such, it is becoming extremely difficult to manage big data 
using the traditional methods [28]. Relating to healthcare, 
big data could be structured, semi-structured, or even 
unstructured. This has increased the complexity of big data 
processing or storage. Many methods are used to ensure data 
privacy [62]. Additionally, the techniques of privacy 
protection consider data utility when effective data mining. 
Besides the protection of privacy when other users utilize 
data, the sensitive information must be protected in a manner 
that an attacker will find difficult to identify the owner of the 
record. There is currently no existing generic solution to all 
the privacy issues as relates to sensitive information 
protection [62][65][38][66]. 
V. DATA PROCESSING CAPABILITY 
Data processing capability refers to large data 
management characterized by the "3Vs" (high volume, high 
velocity, and wide variety). It provides reliable and fast data 
access and the ability to satisfy the demands for big data 
computing. Data processing is a wide concept that consists 
of procedures, policies, and technology for data collection, 
storage, organization, administration, governance, and 
delivery. Also included are data cleansing, migration, 
preparation and integration for reporting and analytics 
purposes. Most big data environments in today's businesses 
go beyond relational database platforms and traditional data 
warehouse which requires powerful technologies and new 
methods to process the vast quantities of data [28]. 
It is obvious that the vast quantity of data is slowly 
changing the way of data analysis capability, procedures and 
technology used. The renewed attention on big data analysis 
and processing is shaping new platforms for the combination 
of conventional databases with big data systems in logical 
database architecture. A part of the process is deciding the 
data aspects that can be discarded and those that can be 
analyzed to improve the current business processes or 
enhance competitive advantage. This requires a careful 
classification of data to ensure a fast analysis of the smaller 
data sets [10]. The next section discussed the mode of action 
of some of these platforms 
A. The MapReduce platform 
MapReduce is a platform that was introduced and used 
initially by Google in 2003 [67]. It is a simple and easy 
programming model that enables massive scalability across 
hundreds or even thousands of server commodity machines. 
It enables big data processing via distributed ways [68][69]. 
It is based on the Divide and Conquer algorithm. The basic 
idea of this algorithm is that it splits a large problem (large 
tasks) into smaller sub-problems to the extent that the 
subproblems are independent. The sub-problems (subtasks) 
are handled in parallel by different computing nodes 
(workers or threads) in a processor core, multiple processors 
in a machine, cores in a multi-core processor, or many 
machines in a cluster.  Finally, the results are aggregated and 
returned to the master core [70].  
MapReduce program is usually executed based on a 
master-slave framework. The master machine assigns tasks 
and controls the slave machines. The execution of a 
MapReduce program involves two separate jobs, namely- 
Map and Reduce. After dividing the data set and distributing 
them across the computing nodes (workers) through the 
master node, the Map operation is performed. This operation 
involves taking and converting a set of data into another data 
set. In the new data set, the individual data elements are 
disintegrated into tuples (key/value pairs). Once all Map 
tasks have finished, the Reduce operation is performed by 
taking the output from a map as an input. The results are 
grouped by key and redistributed so that all pairs belonging 
to one key are in the same node [68]. A schematic for the 
execution of a MapReduce program is given in Error! 
Reference source not found..   
 
Fig 3. Execution of a MapReduce program [71] 
B. Apache Hadoop platforms 
Hadoop is a platform managed by the Apache Software 
Foundation. It allows for solving huge data problems via 
distributed processing. It also allows the use of simple 
programming models for computation across clusters of 
computers. Apache Hadoop framework is considered a 
realistic standard for data analysis in large-scale. It is one of 
the oldest available systems for abstracting the problems of 
distributed computing and fault tolerance. It reduces the 
entry barriers in the big data space [72]. The success of 
Hadoop later ushered in the creation of systems such as 
Apache Spark [73] and Apache Flink (formerly Stratosphere) 
[74]. These new systems offer higher levels of distributed 
computing. Apache Spark and Apache Flink are considered 
rivals; they have received much interest due to their merits 
and drawbacks [75]. 
Hadoop was initiated as a Yahoo project in 2005; it was 
created by Doug Cutting and Mike Cafarella [76]. The 
approach to dealing with an avalanche of data was inspired 
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by papers published by Google. Hadoop has since become a 
top-level Apache open-source framework for reliable, 
scalable, and distributed computing. The core of Apache 
Hadoop is designed from a storage part known as Hadoop 
Distributed File System (HDFS) and a processing part which 
is implemented as a MapReduce framework on this file 
system to process data. It has become a core component of 
Hadoop [77] 
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