Impact of optical aberrations on axial position determination by photometry
To the Editor -Recently, Franke et al. 1 introduced a way to estimate the axial position of single molecules (temporal radial-aperture-based intensity estimation (TRABI)). To this end, they compared the detected photon count from a TRABI estimation to the estimated count from Gaussian point-spread function (PSF) fitting to the data. Empirically they found that the photometric ratio is ~0.7-0.8 at points close to focus and decreases as the distance from the focal plane increases. Here we explain this reported but unexplained discrepancy and, furthermore, show that the photometric ratio as an indicator for axial position is susceptible even to typical optical aberrations.
In Fig. 1a we show the photon count from a 45-nm bead imaged with an aberrationcorrected microscope 2 (details are provided in the Supplementary Methods), estimated by three different methods (Gaussian PSF fit, TRABI and vectorial PSF fit 3 ) as a function of aperture radius or fit box size (for reproducibility see Supplementary  Fig. 1 ). It is evident that the estimated count increased with increasing area for all three methods-that is, no method found the true count for a realistic area, as the true microscope PSF has a very long tail. Simulations of full-vectorial PSFs supported this conclusion ( Supplementary Fig. 2) , showing that the tail deviates substantially from the Airy PSF model 3 . It is also evident that with any aperture-based method the true count could be approximated only up to 90% with aperture radii less than 1 μ m ( Supplementary Fig. 3 ) and that Gaussian PSF fitting performed worse than the other methods, as a Gaussian cannot fit the long tail at all. This, however, does not bias the localization estimate of Gaussian fitting for round spots 3 . We investigated the suitability of subdiffraction-sized beads for these experiments in a simulation and found that they increased the full width at half-maximum (FWHM) by only a few nanometers compared with the singlemolecule PSF ( Supplementary Fig. 4 ) while giving access to more light over a longer period during the experiment.
Next, we varied the axial position of the sample while imaging aberration-corrected beads and evaluated the photometric ratio between photon count estimates from Gaussian fitting and from TRABI as a Sim.
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Exp. . b, The photometric ratio (Gaussian fit over TRABI value) across six bead measurements as a function of the axial position. The shaded error band indicates one s.d. Area of fit, 7 × 7 pixels; aperture radius, 1.86 × FWHM. c, Effect on the photometric ratio for beads single-mode aberrated with r.m.s. aberration coefficients set at half (36 mλ ; top row) and full diffraction limit (72 mλ ; bottom row). d, Axial estimation error for seven typical aberration-uncorrected microscopes. W rms is the mean measured wavefront error. Sim., simulation; Exp., experiment. function of defocus, as shown in Fig. 1b (see Supplementary Fig. 2 for sensitivity to fit area). The residual wavefront aberration was 24 mλ root-mean-square (r.m.s.; see Supplementary Fig. 5 for experimentally retrieved aberration coefficients). Simulations using the fitted residual aberrations resulted in photometric ratios that agreed well with experimental values. We found a photometric ratio of 85%, in contrast to the values of ~75% in focus reported by Franke et al. 1 , which we attribute to aberrations present in their experiment. To assess the influence of aberrations, we experimentally engineered PSFs with small amounts of astigmatism, coma or spherical aberration. Photometric ratios obtained from these experiments matched those obtained from simulations with added aberrations (Fig. 1c) . The maximum value of the photometric ratio in focus, overall shape and values strongly depended on the aberrations, which resulted in curves that were broadened, flattened or made asymmetrical. The amounts of added aberrations used here still represent a lens that is referred to as diffraction limited (the Maréchal diffraction limit is 72 mλ ), indicating that these aberration levels and combinations thereof are seen in typical setups. We estimated the effects of these small aberrations on the expected axialposition error by carrying out a comparison to an aberration-corrected calibration and found errors between ± 100 and ± 200 nm over an 800-nm dynamic range ( Supplementary Fig. 6 ). Sample-induced refractive index mismatch, caused by, for example, the use of an oil-immersion objective in a watery enviroment, leads to spherical aberration but also nonspherical components 4 on the same order as what we simulated here. In Fig. 1d we show the axial estimation error for seven noncorrected systems from different vendors and labs (details in the Supplementary Methods), which we found to be on the order of ± 50 to ± 100 nm. We measured the aberrations in these systems via through-focus bead acquisition (see Supplementary Fig. 7 for details on the individual wavefront errors). We then calculated the axial estimation error as the difference between the calibrated aberration-free photometric-ratio-based position estimate and the simulated estimate with aberrations equaling the experimentally determined microscope aberrations. We conclude that in order for the photometric ratio to be converted to a viable, accurate depth map, the optical aberrations must be known to a very high degree (wavefront uncertainty < 10 mλ results in axial uncertainty < 20 nm).
reporting summary
Further information on research design is available in the Nature Research Reporting Summary linked to this article.
data availability
The data are available for download at https://doi.org/10.4121/uuid:557b6445-5d40-402a-b214-93d7c6415195. Reply to 'Impact of optical aberrations on axial position determination by photometry' Franke and van de Linde reply -Gaussian fitting is a widely used and fundamental tool in single-molecule localization microscopy (SMLM), but the extraction of intensity from experimental data can be challenging 1 . We appreciate the thorough work of Rieger and colleagues in proposing the principal role of small optical aberrations, present in any state-of-the-art microscope, in the model mismatch between commonly used Gaussian point-spread function (PSF) fitting for SMLM and the experimental PSF, even in focus 2 . In our original paper 1 , the simulated emission profile of an emitter was based on the experimental examination of a 'spot' , as there is no obvious distinction between the tail of the spot and the continuum of the detector. We agree that any aperturebased concept will not be able to capture the total number of photons arriving on the detector, as the probability of detecting photons far away from the molecule's center of mass is not zero (Supplementary Fig. 1 ). Moreover, in an experimental situationthat is, in the presence of potentially inhomogeneous background-one cannot distinguish between singular photons arriving micrometers away from their respective centers of origin and those from other emitting objects. Nevertheless, we have observed that TRABI enables accurate determination of the photon number along an increased axial range from the most relevant part of this pattern (i.e., the spot), in contrast to Gaussian fitting 1 . In our original work we derived the full width at half-maximum (FWHM) from single-molecule measurements and used a radius exceeding 1.86 × FWHM for experimental data (Supplementary Fig. 1) . Expansion of the aperture for an isolated emitter might result in the capture of more than 95% of the detected photons, but intensity estimation will be impaired by typical single-molecule densities in real experiments owing to overlapping apertures. The marginal fraction of intensity from peripheral photons, which do not The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
The statistical test(s) used AND whether they are one-or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.
A description of all covariates tested A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons A full description of the statistics including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)
For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Data analysis
The data was analyzed with MATLAB 2017a and DIPimage (www.diplib.org) For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
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