Abstract. A loop graph G is a finite undirected graph that allows loops but does not allow multiple 6 edges. The set S(G) of real symmetric matrices associated with a loop graph G of order n is the set 7 of symmetric matrices A = [a ij ] ∈ R n×n such that a ij = 0 if and only if ij ∈ E(G). The minimum 8 (maximum) rank of a loop graph is the minimum (maximum) of the ranks of the matrices in S(G).
For a symmetric n × n real matrix A, the loop graph of A is G(A) = (V, E) where V = {1, . . . , n} and E = {uv | a uv = 0} (the definition of the simple graph G(A) is 71 analogous except the stipulation u = v is made in defining E). Let G = (V, E) be 72 a loop graph of order n (normally V = {1, . . . , n}; otherwise we associate V with 73 {1, . . . , n}). The set of real symmetric matrices described by G is 
80
By definition, the complete graph on n vertices, K n , has all loops, and the com- and G has the same underlying simple graph as G but all loops.
84
The union of loop graphs 
92
Let A be an n × n matrix. For α, β ⊆ {1, 2, . . . , n}, the submatrix of A lying in 
where {i 1 , i 2 , . . . , i k } is the vertex set of C and the sum over the empty set is defined 118 to be zero. The characteristic polynomial p A (x) of A is 119 x n − S 1 (A)x n−1 + S 2 (A)x n−2 + · · · + (−1) n−1 S n−1 (A)x + (−1) n S n (A).
120
Note that for A ∈ S(G), det A = S n (A) can be computed using spanning general-
121
ized cycles, and if G has a unique generalized cycle then det A = 0. The next remark 122 extends and generalizes Remark 1.4 in [16] . A loop graph T is a forest if T does not have any cycles, and a tree is a connected 139 forest. Note that a forest is permitted to have loops. The technique in the next remark is known for matrices described by simple graphs (see, for example, [10] ), and 141 the same inductive reasoning applies to loop graphs.
142
Remark 1.3. Suppose A ∈ S(G) and T is a loopless forest that is a subgraph of can assume the entries associated with the edges of a loopless forest are all one, and 149 one nonzero diagonal entry can be assumed to be one (if such exists).
150
The zero forcing number was introduced in [2] for simple graphs and extended 2. Low minimum rank. In this section we characterize loop graphs having 164 minimum rank at most two. Minimum rank at most three was characterized for loop 165 graphs that have no loops in [16] , where it was shown that:
166
• mr(G 0 ) = 0 if and only if G 0 has no edges.
167
• mr(G 0 ) = 1.
168
• For G 0 connected, mr(G 0 ) = 2 if and only if G 0 = K n1,n2 with n 1 , n 2 ≥ 1.
169
• For G 0 connected, mr(G 0 ) = 3 if and only if G 0 = K n1,n2,...,nt with t ≥ 3 and 170 n i ≥ 1 for i = 1, . . . , t.
171
Observation 2.1. A loop graph G has mr(G) = 0 if and only if G = K n , and 172 mr(G) = 1 if and only if G = K s∪ K r with s ≥ 1 and r ≥ 0.
173
We extend Barrett, van der Holst, and Loewy's characterizations of simple graphs
174
having minimum rank at most two to loop graphs, but with a different set of forbidden 175 induced subgraphs, the set F mr2 shown in Figure 2 .1 (see Theorem 2.3 below). Following the definitions of F -free and F-free for simple graphs in [5], we say a 177 loop graph G is F-free if G does not contain F as an induced subgraph, and for a set 178 F of loop graphs, G is F-free if G is F-free for all F ∈ F. The next theorem, due to 179 Barrett, van der Holst, and Loewy, will be used:
180
Theorem 2.2. [5, Theorem 6] Let G be a simple graph. The following are Proof. We modify conditions (3) and (4) by removing the isolated vertices from 195 the latter: union of G and K r is equivalent to bordering a matrix M ∈ S(G) with blocks of zeros.
204
So henceforth we assume δ(G) ≥ 1.
205
(1)⇒(2) Every graph in F mr2 has minimum rank greater than two. So, if G
206
contains some F i ∈ F mr2 as an induced subgraph, then mr(G) ≥ 3.
207
(2)⇒(2.1) Assume G is F mr2 -free. It is easy to check that any loop configuration
208
of any of the six graphs P 4 , dart, , K 3,3,3 , P 3∪ K 2 , and 3K 2 contains at least one 209 induced subgraph in F mr2 (see Appendix [7] for details). Thus the associated simple 210 graph G of G is {P 4 , dart, , K 3,3,3 , P 3∪ K 2 , 3K 2 }-free, and so by Theorem 2.2,
G with a certain loop configuration. We show that without loss of generality we may 215 assume r = 0. Since δ(G) ≥ 1, every vertex in K r must have a loop. Suppose first 216 that the simple graph of G is G = K r . Since G is F 1 -free, r ≤ 2, and so cases with r ≥ 1 all have the required form, we now assume r = 0.
224
Thus we assume G has the form Consider a matrix M ∈ S(G), which has the form 
258
Let p β and q β be the number of vertices in the two partitions for β ∈ {a, b, c, d, 259 e, f }. Notice that if we allow either p β or q β to be zero, the corresponding matrix 260 represents a union with isolated vertices (with or without loops). Since we handle this case separately, here we assume p β ≥ 1 and q β ≥ 1. If the matrices other than 262 B a are too big, we show that the corresponding bipartite graphs have an induced H 2 263 or H 3 , and so are prohibited: 
279
Also notice that G(B f ) already contains H 10 , so B f does not appear.
280
Thus the types of B matrices that can occur are B a for any size,
, or matrices that represent isolated vertices, with a total of 282 at most two loops. and mr 0 (G) is the zero diagonal minimum rank as defined in [16] , and the result is 
for some x i ); without loss of generality, let y vv = x 1 . Then the determinant of Y is a 326 homogeneous polynomial of degree n * in x 1 , x 2 , ..., x t and we can express it as
Further, since ∈ C (1) and ∈ C (2) , neither p(x 2 , ..., x t ) nor q( 
For a loop graph G that does not have an edge between vertices u and v (this Proof. We can describe all cases as mr(G) = mr(H) + 2 where H is G except with 358 a loop or no loop on x as specified. We establish the equality mr(G) = mr(H) + 2 by 
367
We then define
0. In each case we show that the loop configuration is such that C ∈ S(H). Then 370 rank A = rank C + 2 by Lemma 4.1, so mr(G) = rank A = rank C + 2 ≥ mr(H) + 2.
371
For the upper bound on mr(G), we choose a matrix C = [c ij ] ∈ S(H) with 372 rank C = mr(H), noting that since x is adjacent to w in G , so the entry c xw is nonzero. 5. Minimum rank for families of graphs. In this section we establish the minimum rank of a loop graph consisting of a simple path P n , cycle C n , or com-396 plete graph K n with an arbitrary configuration of loops. We use the symbol P n
397
(respectively, C n ) to denote P n (respectively, C n ) with a given loop configuration, 5.1. Path P n . A path is a tree, so M(P n ) = Z(P n ) [20]; thus mr(P n ) can be 403 computed by using the zero forcing number. Here we give an explicit characterization.
404
Given a path, a numbering of the vertices is defined by starting at one end with the 405 number 1 and proceeding along the path, numbering the vertices consecutively (so
406
P n has two numberings). Observe that for n odd, the parity of a vertex is the same 407 in both numberings, whereas for n even the two numberings reverse the roles of odd and even in addition to reversing the order of the vertices.
409
Proposition 5.1. For n odd, 410 mr(P n ) = n if P n has is a unique odd loop;
n − 1 otherwise.
411
For n even, 412 mr(P n ) = n if all odd loops of P n come after all even loops; n − 1 otherwise.
414
Proof. Note that n − 1 = mr(P n ) ≤ mr(P n ), and by Theorem 3.1, mr(P n ) = n 415 if and only if P n has a unique spanning generalized cycle. First suppose n is odd.
416
Each odd loop vv can be associated with one spanning generalized cycle consisting of 417 that loop and the edges (with endpoints) in perfect matching(s) of the component(s)
418
of P n − v, so P n = n if and only if P n has a unique odd loop. Now suppose n is 
S(C 4 ) and rank A = 2.
432
Observation 5.3. If n is even, then the underlying simple graph C n is bipartite,
433
and C n has a numbering with exactly one odd loop if and only if at least one of the 434 two partite sets has exactly one loop.
435
Theorem 5.4.
if n is odd and C n has no loops;
n − 1 if C n has a numbering with exactly one odd loop;
n − 2 otherwise.
437
If mr(C n ) = n − 1 then there exists a vertex v such that C n − v has a unique spanning 438 generalized cycle. Furthermore, M(C n ) = Z(C n ) unless n is odd and C n has no loops.
439
Proof. By Theorem 3.1, mr(C n ) = n if and only if C n has a unique spanning 440 generalized cycle. If n is odd and C n is loopless, then C n has a unique spanning 441 generalized cycle and mr(C n ) = n. If n is odd and C n has at least one loop, then C n 442 has at least two spanning generalized cycles (the cycle itself and a loop with a perfect 443 matching on the remaining vertices), so mr(C n ) ≤ n − 1. If n is even, then C n has at 444 least three spanning generalized cycles (the cycle itself and two perfect matchings), so 445 mr(C n ) ≤ n−1. If n is even and C n has no loops, then mr(C n ) = mr 0 (C n ) = n−2 [16] .
446
Henceforth, we assume C n has a loop, and thus n − 2 = mr(C n ) ≤ mr(C n ) ≤ n − 1.
447
Suppose C n has a numbering with a unique odd loop; without loss of generality 448 this loop is at vertex 1. We apply Proposition 5.1 to P n−1 := C n − 2 to show that 449 mr(C n − 2) = n − 1, implying mr(C n ) ≥ n − 1. We use the numbering of P n−1 are no even loops in P n−1 , which has even order, so vacuously every odd loop is after 455 every even loop.
456
Now assume that C n has a loop and no numbering has a unique odd loop. We
457
show mr(C n ) = n − 2; note that this implies M(C n ) = Z(C n ) = 2, because any set of 458 two consecutive vertices is a zero forcing set. The proof that mr(C n ) = n − 2 is by 459 induction on the number of vertices using P 4 reduction (Lemma 4.2). A numbering 460 on C n naturally induces a numbering on C n by reducing every number greater than those assigned to y and z by two (C n denotes the graph produced by the reduction); 
4 ) = 2.
469
Now assume the theorem holds for all k with 3 ≤ k ≤ n − 2 and consider C n ,
470
which by assumption has a loop and no numbering has a unique odd loop. If C n = C n ,
471
then mr(C n ) = n − 2 by Lemma 5.2. If C n has two consecutive vertices without loops,
472
then we apply P 4 reduction with y and z as loopless vertices; C n inherits the property
473
of not having a numbering with a unique odd loop, so we can apply the induction 474 hypothesis. So assume C n has at least one vertex with no loop and does not have two
475
consecutive vertices without loops (in addition to assuming C n has at least one loop 476 and no numbering has a unique odd loop). We consider the cases n even and n odd 477 separately.
478
Suppose first that n is even, so C n is bipartite; denote the partite sets by X and has exactly two loops, they are on vertices x and z, so X has no loops in C n − xx.
483
If X has more than two loops, then X has at least two loops in C n . So in one of 484 C n − xx or C n , neither X nor Y has exactly one loop, and we can apply induction 485 to conclude that mr(C n − xx) = n − 4 or mr(C n ) = n − 4 and thus mr(C n ) = n − 2.
486
Finally suppose n is odd and examine the loop configuration of C n . We consider 487 maximal segments of consecutive vertices all having loops, which we call loop segments.
488
Recall that C n has at least one loop and at least one vertex with no loop, does not 489 have two consecutive vertices without loops, and no numbering has a unique odd loop.
490
Because n is odd and n ≥ 5, these properties imply that C n must have at least one of neighbor of y in this loop segment. Apply P 4 reduction to obtain C n . In each case,
496
C n has a loop segment with 4 or more vertices or has at least two loop segments with 497 2 or more vertices. Either of these is sufficient to imply every numbering has at least 498 two odd loops, so mr(C n ) = n − 4 and thus mr(C n ) = n − 2.
499
To establish the last statement it suffices to assume C n has a numbering with a unique odd loop and exhibit a zero forcing set of one vertex; without loss of generality 501 the unique odd loop is at vertex 1. Then {2} is a zero forcing set: Since 2 is blue, 3 502 has exactly one white neighbor, 4, so 3 → 4. We continue this process with 2k + 1 → 
510
Proposition 5.5.
1 if n − s = 0 and 1 ≤ n; 
Also define v 3 = 1 n where 1 n is the all ones n-vector.
521
Then we claim the matrix A :
and rank A = 3. Since A is the sum of three rank one matrices, rank A is less than 523 or equal to 3. Therefore, it suffices to show A ∈ S(K For i > k, j > k, (A) ij = 1 + 1 − 1 = 1.
527
In the case n ≥ 2 ≥ k ≥ 1, it is clear that mr(K 
In the case k = 0, n ≥ 1,
530
J n has rank 1, and in the case k = 1 = n, the matrix [0] has rank 0.
531
6. Maximum rank and ranks in between.
532
In this section, we study the question of possible ranks for A ∈ S(G). It is well 533 known that for any simple graph G, the maximum possible rank is the order of G, and 534 every rank between the minimum and maximum ranks is realized by some A ∈ S(G).
535
However, this is not true in the case of loop graphs. Given a loop graph G, we say 536 that G allows rank r if there is a matrix A ∈ S(G) such that rank A = r, in which 537 case A is said to realize rank r for G. The maximum rank of a loop graph G is 538 MR(G) = max{rank A : A ∈ S(G)}.
539
The proof of the next theorem is analogous to that of [16, Theorem 4 .1] and is omitted. 
542
Because the maximum order of a generalized cycle of a subgraph is less than or 543 equal to the maximum order of a generalized cycle of a graph, the next corollary is 544 immediate.
545
Corollary 6.2. If H is a subgraph of G, then MR(H) ≤ MR(G).
546
If B is a (necessarily loopless) bipartite graph, then rank B is even for all B ∈ 547 S(B) [16] , so it is possible for a loop graph G to allow rank k, not allow rank k + 1,
548
and allow k + 2. But it is not possible for G to allow rank k, not allow rank k + 1, not 549 allow rank k + 2, and allow k + m for some m ≥ 3, as shown in the next proposition.
lexicographically, and let L[k] denote the kth entry of L. Note that |L| = where
Observe that each entry of A (k) is equal to the corresponding entry of 
582
Of course it is possible for the characteristic polynomial of a particular matrix to 583 have several consecutive coefficients be zero and still have a nonzero determinant, but 584 this must be caused by cancellation of terms, not by absence of generalized cycles.
585
Proposition 6.5 is not true for directed loop graphs: a loopless directed n-cycle has 586 an n-cycle and no other generalized cycles.
587
If G does not have a generalized cycle of order r, then G does not allow rank r. In 588 a bipartite loop graph (which necessarily has no loops), all generalized cycles are even.
589
The next example is a nonbipartite loop graph that has a gap in generalized cycles 590 between minimum and maximum ranks, and thus necessarily has a gap in realizable 591 ranks.
592
Example 6.6. Let G and G be the loop graphs shown in Figure 6 .1. Since G 593 has a 3-cycle, G is not bipartite. We will show that mr(G) = 9, MR(G) = 12, but 594 there is no generalized cycle of order 11, and thus rank 11 is not realizable by any As a consequence, mr(G) = 9. We can easily find generalized cycles of orders 9, 10, center is the only odd cycle. But by choosing the triangle, we see that the order of C 603 must be less than or equal to 9. Hence we cannot find a generalized cycle of order 11,
604
and rank 11 is not realizable by any matrix in S(G). Finally, Proposition 6.3 ensures 605 rank 10 is realizable. In summary, the realizable ranks are 9, 10, and 12.
606
If G does not allow rank r for mr(G) < r < MR(G), does this imply the absence 607 of generalized cycles of order r? The next example provides a negative answer.
608
Example 6.7. Let H be the loop graph P 3 = (x, y, z), with a loop on y. Let B n 609 be the loop graph obtained from H and K n,n by identifying vertex z with a vertex 610 of K n,n . It can be seen that this graph B n has a generalized cycle of every size 611 ranging from 0 to 2n + 2, its order. Now we claim that the only realizable ranks are 612 {4, 6, . . . , 2n + 2}. That is, no odd number between 4 and 2n + 2 can be realized. To see this, we set x and y to be the first and the second vertices and use Remark 
where t is a nonzero scalar and M ∈ S(K n,n ). By subtracting the first row/column . Then rank B = rank A = k, and if v has a loop B ∈ S(G).
635
We can change the entry x Ax to either 0 or 2x Ax so that A = A Ax
. Then A ∈ S(G) and rank A = k + 1.
637
Corollary 6.9. K (s) n allows all ranks r such that mr(K
Proof. By Proposition 6.8, when we add a vertex with a loop, we may choose to leave the rank unchanged or increase it by one. Suppose first that n − s ≥ 3. while increasing rank by one at each step, we obtain a rank r matrix in S(K (r−(n−s)) n−s ).
648
We then join (n − r) additional looped vertices to obtain K allows all ranks r such that mr(K
n ).
650
The case n − s ≤ 2 is similar.
651
Observation 6.10. Since n − 1 ≤ mr(P n ) ≤ MR(P n ) ≤ n, P n trivially allows 652 all ranks r such that mr(P n ) ≤ r ≤ MR(P n ). 
662
Minimum rank three has been characterized for loopless loop graphs (zero diag-663 onal minimum rank) in [16] and it may be productive to investigate minimum rank 664 three for other loop configurations (such as all loops). 
697
Since any matrix that has all entries nonzero, including a rank one matrix, sat- 7.6. Minimum rank over other fields. In this section we discuss extension 724 of our results in prior sections to fields other than the real numbers.
725
Low minimum rank over other fields. showing that the number whose square root is being extracted can be made positive.
747
Thus the proof does not immediately extend to proper subfields of the real numbers, 
