Abstract. We give a theorem on an error estimate of approximate solutions for functional difference equations of the Volterra type with unknown function of several variables. We apply this general result in the investigations of the stability of quasilinear implicit difference schemes generated by first order partial differential functional equations and by parabolic problems. A comparison technique is used with nonlinear estimates of the Perron type for given functions with respect to the functional variable. Equations with deviated variables and differential integral equations can be derived from a general model by specializing given operators.
Introduction
We are interested in a numerical approximation of classical solutions to quasilinear functional differential equations or systems with initial boundary conditions. Difference schemes for evolution functional differential equations consist in replacing partial derivatives with difference operators. Moreover, because equations contain the functional variable, some interpolating operators are needed. This leads to functional difference equations which satisfy consistency conditions on classical solutions of original problems. The main task in these considerations is to find difference approximations of original problems which are stable. Comparison methods are used in the investigations of the stability of functional difference problems.
It is not our aim to show a full review of papers concerning explicit difference schemes for evolution functional differential equations. We shall mention only those which contain such reviews. They are [4, 15, 19] and the monograph [8] .
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In recent years, a number of papers concerning implicit difference methods for functional partial differential equations have been published. Difference approximations of classical solutions to first order partial functional differential equations were investigated in [9, 10] . Initial problems on the Haar pyramid and initial boundary value problems were considered. Implicit difference schemes for parabolic equations with initial boundary conditions of the Dirichlet type were studied in [5, 12] . Monotone iterative methods and implicit difference schemes for computing approximate solutions to parabolic equations with time delays were analyzed in [13, 20] . A numerical treatment of initial boundary value problems of the Neumann-Robin type can be found in [14] .
A method of difference inequalities and theorems on recurrent inequalities are used in the investigations of the stability of implicit difference schemes. These considerations as a rule require a lot of calculations to reach the convergence result so the main property of the corresponding operators was not easy to be seen. The aim of the present paper is to show that results mentioned above as well as many others are consequences of a result on abstract difference functional equations with an unknown function of several variables.
We formulate our functional differential problems. For any metric spaces X and Y we denote by C(X, Y ) the class of all continuous functions from X into Y . We will use vectorial inequalities with the understanding that the same inequalities hold between their corresponding components. Let M k×n be the class of all k × n matrices with real elements. For x ∈ R n , U ∈ M k×n where x = (x 1 , . . . , x n ), u = u ij i=1,...,k, j=1,...,n we write 
For a function z : Ω → R k and for a point (t, x) ∈Ē whereĒ is the closure of E, we define a function
and this restriction is shifted to the set D. Write Ξ = E × C(D, R k ) and suppose that
Implicit Difference Schemes 107 are given functions. Let z = (z 1 , . . . , z k ) be an unknown function of the variables (t, x). We consider the system of functional differential equations
with the initial boundary condition
Sufficient conditions for the existence and uniqueness of classical or generalized solutions of first order partial functional functional problems can be found in [1, 6, 8] . Now we formulate initial boundary value problems for parabolic functional differential equations. Suppose that
are given functions. Let z be a real unknown function of the variables (t, x).
We consider the functional differential equation
Sufficient conditions for the existence and uniqueness of classical or generalized solutions to parabolic functional differential functional problems can be found in [2, 3, 7, 11, 16] . Let us denote by CL(D, R) the class of all linear and continuous operators defined on C(D, R) and taking values in R. Write Σ = E × C(D, R) × R n and suppose that F : Σ → R and φ : E 0 ∪ ∂ 0 E are given functions. Let z be an unknown function of the variables (t, x). We consider the functional differential equation
with the initial boundary condition (4) where ∂ x z = (∂ x 1 , . . . , ∂ xn z). Existence results and a theory of difference methods for (4), (5) are based on the following method of quasilinearization. Suppose that the function F of that variables (t, x, w, q), q = (q 1 , . . . , q n ), is continuous and:
(ii) there exists the Fréchet derivative ∂ w F (P ) and ∂ w F (P ) ∈ CL(D, R) for P = (t, x, w, q) ∈ Σ. Suppose that φ ∈ C(E 0 ∪ ∂ 0 E, R) and there exists ∂ x φ = (∂ x 1 φ, . . . , ∂ xn φ) and
. . , u n ), be unknown functions of the variables (t, x). First we introduce an additional unknown function u = ∂ x z in (5). Then we consider the following linearization of (5) with respect to u:
By virtue of (5) we get the functional differential equations for u:
where
We consider the following initial boundary condition for the equations (6), (7):
Under natural assumptions on given functions the above problems have the following properties:
is a solution of (6)- (8) , then ∂ xz =ũ andz is a solution of (4), (5); (ii) if v : Ω → R n is a solution of (4), (5), then (v, ∂ x v) satisfies (6)- (8) . The theory of implicit difference schemes for (4) , (5) is based on the above method of quasilinearization. More exactly: difference methods for (6)-(8) are constructed and solutions of suitable difference functional problems approximate the solution v of (5) and its partial derivatives ∂ x v, see [4, 10] .
There are the following motivations for the construction of implicit difference schemes related to (1), (2) and (3), (4) . Two types of assumptions are needed in theorems on the stability of explicit difference schemes generated by (1), (2) and (3), (4) . The first type of conditions concerns the regularity of given functions, and they are the same for explicit and for implicit difference methods. It is required that f, g and F, G, G are continuous and that they satisfy nonlinear estimates of the Perron type with respect to the functional variable. The second type of conditions concern the mesh. It is required that explicit difference methods generated by (1), (2) satisfy the condition
where h 0 and (h 1 , . . . , h n ) are steps of the mesh with respect to t and (x 1 , . . . , x n ), respectively. The above assumption is known as the Courant-Friedrichs-Levy condition for (1), (2) , see [4, 8] .
The following condition is needed in the analysis of the stability of explicit difference schemes for (3), (4):
see [19] . Note that assumptions (9) and (10) require some relations between h 0 and (h 1 , . . . , h n ). It is important that conditions (9) and (10) are omitted in theorems on the stability of implicit difference schemes.
The motivations for the construction of implicit difference schemes for quasilinear problem (6)- (8) are the same. Numerical examples given in [4, 5, 9, 10, 12] show that implicit difference methods are natural tools for numerical solution of evolution functional differential equations.
We show that all known results on implicit difference methods for evolution functional differential equations can be obtained as particular cases of this general and simple theorem. We use a comparison technique with nonlinear estimates of the Perron type for given functions with respect to the functional variable.
The paper is divided into two parts. In the first part (Section 2) we propose a new method of the investigation of implicit difference schemes corresponding to initial boundary value problems for quasilinear evolution functional differential equations or systems. We formulate a general implicit difference functional problem with an unknown function of several variables. We give sufficient conditions for the existence and uniqueness of a solution of initial boundary value problems and we prove a theorem on error estimates of approximate solutions. The error is estimated by a solution of an initial problem for a nonlinear difference equation with an unknown function of one variable. In the second part of the paper we apply the above general results to quasilinear functional systems with first order partial derivatives (Section 3) and to quasilinear parabolic problems (Section 4). In Section 5 we construct implicit difference schemes for (6)- (8) .
We use in the paper general ideas for finite difference equations which were introduced in [8, 17, 18] . 110 Z. Kamont 
Implicit difference functional equations
For any two sets V and W we denote by F(V, W ) the class of all functions defined on V and taking values in W. Let N and Z be the sets of natural numbers and integers, respectively. We define a mesh on Ω in the following way. Suppose that
where m = (m 1 , . . . , m n ), we define nodal points as follows:
. . , m n h n ). Let us denote by H the set of all h such that there are K 0 ∈ Z and K = (K 1 , . . . , K n ) ∈ Z n satisfying the conditions:
. . , N n ) ∈ N be defined by the relations:
and we assume that (
We consider implicit difference functional equations with unknown functions
Set e j = (0, . . . , 0, 1, . . . , 0) ∈ R n with 1 standing on the j-th place, 1 ≤ j ≤ n. Write
and χ = 1 + 2n 2 . Note that χ is the number of elements of Λ. Let ψ : Λ → {1, . . . , χ} be a function such that ψ(λ) = ψ(λ) for λ =λ. We assume that ≺ is an order in Λ defined in the following way: λ ≺λ if ψ(λ) < ψ(λ). Elements of the space R χ will be denoted by ξ = {ξ λ } λ∈Λ . Write
Suppose that
and
For (t (r) , x (m) , w, η) ∈ Σ h we write
Let δ 0 be the difference operator defined by
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Note that the vectors z (r+1,m+λ) where λ ∈ Λ appear in z r+1,m . Then (13), (14) is an implicit functional difference problem.
There are the following motivations for investigations of problem (13), (14) . Explicit difference equations for (1), (3) or (6), (7) have the form
where (1), (3) and (6), (7) 
The initial boundary condition (14) is associated with (16) . It is important that two functional variables: z [r,m] and z ,m appear in (16) .
Systems (1) and (6), (7) and equation (3) are linear with respect to partial derivatives. It follows that explicit difference schemes for (1), (3) and (6), (7) are linear with respect to δz i = (δ 1 z i , . . . , δ n z i ) and δ (2) z i = [δ µν z i ] µ,ν=1,...,n , i = 1, . . . , p. Then they have the form (16) with F h defined by (12) . The implicit difference methods corresponding to (16) have the form (13) .
We give sufficient conditions for the existence and uniqueness of a solution to (13) , (14) .
We beginwith a lemma on difference inequalities corresponding to (13) , (14) .
(I) If z h satisfies the difference inequality
(II) If z h satisfies the difference inequality
Proof. Consider the case (I). Suppose that 0 ≤ r ≤ N 0 − 1 is fixed and there existm ∈ Z n , −N ≤m ≤ N , and j, 1 ≤ j ≤ p, such that z
which contradicts (18) . Then the proof of (17) is completed. The case (II) can be treated in a similar way. This proves the lemma.
Theorem 2.2. If Assumption H[G h
] is satisfied and ϕ h : E 0.h ∪ ∂ 0 E h → R p , h ∈ H, then there exists exactly one solution z h : Ω h → R p to (13), (14) .
Proof. Suppose that 0 ≤ r ≤ N 0 − 1 is fixed and that z h is known on the set Ω h.r . Consider the linear system
with unknowns z (r+1,m) . It follows from Lemma 2.1 that the homogeneous system corresponding to (19) , (20) has exactly one zero solution. Then system (19) , (20) has exactly one solution and z h is defined on the set Ω h.r+1 . Since z h is given on E 0.h then the proof is completed by induction with respect to r, 0 ≤ r ≤ N 0 .
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We will consider approximate solutions to (13) , (14) . 
The function v h satisfying the above relations is considered as an approximate solution to (13) , (14) . It is important in our considerations that we look for approximate solutions to (13) , (14) such that condition (24) is satisfied with a fixed subspace
Remark 2.4 contains additional comments on (24).
We give a theorem on the estimate of the difference between the exact and approximate solutions to (13) , (14) .
1) σ is continuous and it is nondecreasing with respect to the both variables; 2) σ(t, 0) = 0 for t ∈ [0, a] and the maximal solution of the Cauchy problem
We formulate a general result on error estimates of approximate solutions to (13) , (14 
We conclude from (12) that, for i = 1, . . . , p,
Write ε
and (21), (22), (26) that
Let us denote by ω( · , h) the maximal solution of the Cauchy problem
It follows that ω( · , h) is defined on [0, a] and lim h→0 ω(t, h) = 0 uniformly on [0, a]. We conclude from (27) that ε 
It is clear that Theorem 2.3 remains true if assumption 3) is replaced by 3').
There are differential functional problems such that the corresponding operators F h satisfy 3'). We show that assumption 3) is important in our considerations. The operators F h generated by (1), (3) or (6), (7) satisfy condition 3) and they do not satisfy 3'). Now we formulate a particular case of Theorem 2.3. We assume that the function σ(t, · ) is linear. 
The above estimates are obtained by solving problem (28) with σ(t, p) = Lp.
Implicit difference schemes for hyperbolic functional differential systems
In this part of the paper we put
. . , ζ k ), we define the norm
The norm of w ∈ F(D h , R k ) is defined by (11) with the above given · ⋆ . We formulate a difference method for (1), (2) . Let
k ) be an interpolating operator. We consider the system of functional difference equations
The difference operators (δ 1 , . . . , δ n ) are defined in the following way. Suppose that (t (r) , x (m) ) ∈ E ′ h and that the function z = (z 1 , . . . , z k ) is known on the set Ω h.r . We put
, and we take i = 1, . . . , k, j = 1, . . . , n in the above definitions. We claim that we have obtained a difference problem which is a particular case of (13), (14) . Consider the operator
are defined in the following way:
and we put i = 1, . . . , k, j = 1, . . . , n in the above formulas. It is clear that system (31) is equivalent to (13) with the above defined F h and p = k.
Then there exists exactly one solution z h : Ω h → R k of system (31) with initial boundary condition (32).
Proof. We apply Theorem 2.2. Let us define
We take i = 1, . . . , k in the above definitions. Then Assumption H[G h ] is satisfied and F h is given by (12) . Our theorem follows from Theorem 2.2. 2) h ∈ H and z h : Ω h → R k is a solution of equation (31) with the initial boundary condition (32) and there is α 0 : H → R + such that
Then there is α : H → R + such that
where v h is the restriction of v to the set Ω h .
Proof. We apply Theorem 2.3 to prove (33). Write X h = F(D h , R k ). Letc ∈ R + be defined by the relation:
Let us denote by Y h the class of all 
∞ ≤α(h) on E h whereα is given by (29), (30).
Implicit difference schemes for parabolic problems
In this part of the paper we apply the results presented in Section 2 for R p = R. We construct a class of difference schemes for (3), (4) . Given
The difference operators (δ 1 , . . . , δ n ) are given by
In the same way we define the expressions δ
..,n defined in the following way. Put
The difference expressions δ ij z (r+1,m) for 1 ≤ i, j ≤ n, i = j, are given in the following way:
We claim that difference functional equation (35) is a particular case of (13) for k = 1. Consider the operator F h : Σ h → R defined in the following way.
The expressions (δ 1 η (θ) , . . . , δ n θ (θ) ) is given by
for i = 1, . . . , n.
Implicit Difference Schemes

121
The difference operators δ ij η (θ) i,j=1,...,n are defined in the following way:
It is clear that equation (35) is equivalent to (13) with the above given F h and p = 1.
Then there exists exactly one solution z h : Ω h → R of equation (35) with initial boundary condition (36).
Proof. We apply Theorem 2.2. We define 
Proof. We apply Theorem 2.3 to prove (37). Letc ∈ R + be defined by the relations ∂ x v(t, x) ≤c, ∂ xx v(t, x) n×n;∞ ≤c for (t, x) ∈ E. 
