In this paper, we developed the compact finite differences method to find approximate solutions for the FitzHugh-Nagumo (F-N) equations. To the best of our knowledge, until now there is no compact finite difference solutions have been reported for the FitzHugh-Nagumo equation arising in gene propagation and model. We have given numerical example to demonstrate the validity and applicability.
Introduction
Nonlinear systems play a pivotal role in the mathematical modeling of scientific and engineering problems. The FitzHugh-Nagumo equation is a nonlinear reaction-diffusion equation that models an active pulse transmission line simulating a nerve axon [9] and it is used area of population genetics [4] , circuit theory, and other fields [1] , [8] . It is expressed as
where 0 < ρ < 1 and u(x,t) is of the unknown function depending on the temporal variable t and the spatial variable x. If we take ρ = −1, then Eq. (1.1) converts into the Newell-Whitehead equation.
u t − u xx + u 3 − u = 0 F-N equation (1.1) combines diffusion, and nonlinearity which is controlled by the term u(1 − u)(ρ − u). Many physicists and mathematicians have paid much attention to the Fitzhugh-Nagumo equation in recent years due to its importance in mathematical physics. Shih et al. [10] studied this equation and showed its applications in the field of population and circuit theory. In a study, the authors of a paper [6] examined the F-N equation and derived a novel series of exact solutions with the aid of the first integral technique. In another investigation, Abbasbandy [15] applied the homotopy anlaysis approach to obtain the soliton solution of the F-N equation. In an attempt, the authors of an article [13] investigated the variational method for solving both the Nagumo telegraph and the Nagumo reaction-diffusion partial differential equations. Jacobi elliptic function has been presented by Nucci and Clarkson [11] to obtain the solution of the F-N equation. In another study, Jackson [3] examined the semi-discrete estimates for the F-N equations. Moreover, the semi-analytical techniques have been successfully applied by Dehghan et al. [9] , to present the approximate solution of the standard F-N equation.
In this work, we aim to investigate a generalized Fitzhugh-Nagumo equation with time-dependent coefficients and linear dispersion term given by
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where α(t), β (t) and γ(t) are arbitrary functions of t. α(t), β (t) and γ(t) are all real-valued functions. For α(t) = 0 and β (t) = γ(t) = 1, Eq.
(1.2) will be reduced to the standard Fitzhugh-Nagumo equation (1.1). The time-dependent Fitzhugh-Nagumo equation cannot be integrated by the classical integration methods. Triki and Wazwaz [7] examined a generalized F-N equation exhibiting time varying coefficients and linear dispersion term. Jacobi-Gauss-Lobatto collocation method has been applied for generalized F-N equation by Bhrawy [2] . Compact finite difference methods are techniques used in applied mathematics and scientific computing to numerically solve linear and nonlinear differential equations. Mohanty et al. [14] used new two-level implicit compact operator method for the solution of Burgers-Huxley equation. In a study, the authors of a paper [5] derived solution of the parabolic problems with delay using compact finite difference methods. Wang et al. [17] applied compact finite difference scheme to study the coupled Gross-Pitaevskii equations. In another investigation, Wu and Xu [18] derived the solutions of 2D Helmholtz equation with the compact sixth-order finite difference scheme.
Although there are many methods to construct the compact schemes, Pade Appoximation Method and Taylor Series Method which are the two basic approximations came into prominence. Many researchers are using higher order compact finite difference schemes to solve differential equations. This is because significant improvements to the accuracy of numerical solutions have been obtained by using fourth or sixth order compact finite difference schemes. Another advantage is that the high accuracy is obtained on coarser grids which ensures greater computational efficiency [12] . In this study, compact finite differences schemes for the first and second derivative approximations are constructed both for the inner points and the boundary points by using the Taylor approximation. Along the spatial coordinate , first and second derivatives are replaced with the fifth order compact schemes for the inner points and the sixth order compact schemes for the boundary points. The paper is arranged as follows: In Section 2, compact finite difference method for F-N equation is presented. In Section 3, numerical results for different problems are presented in tables and conclusion is given in Section 4.
Compact Finite Differences Method
Compact finite difference method is a special finite difference method which uses the values of the function and its derivatives only at three consecutive points. The independent variable nodes are given as
If the function values at the nodes are given as f i = f (x i ) the finite differences approximation to the first derivative f i at the node indexed by i depends on the function values at the neighbor nodes [16] .
The approximation for the first derivative of the function is expressed as in the following
where f i = f (x i ) and coefficients can be determined by the Taylor expansion. To get the fourth order tridiagonal schemes, the coefficients γ and c are set to be 0. The order of accuracy for the approximations for the first and second derivatives are calculated as O(h 5 ) for inner points and O(h 6 ) for the boundary points. The approximation for the second derivative of the function is expressed as in the following
For boundary points, the approximation is written in the following form
The equations (2.1) and (2.2) can easily be adapted for the boundary point i = N. The compact schemes for the first and second derivative approximations for the interior and boundary points with their calculated coefficients can be seen below.
For the first derivative
For the second derivative
By taking 7 nodes, the matrices obtained from (2.3), (2.4) and (2.5) are as in the following.
The matrix U having the approximation values of the first derivative at each node is calculated via the equation (2.9). The following calculations are carried out to obtain the matrix U after applying the LU decomposition technique to the known matrix A 1
LU decomposition technique is applied to the known matrix A 1 and other calculations are as in the following.
Using the compact schemes in (2.6), (2.7) and (2.8), the matrices below are obtained to get the matrix U having the approximation values of the second derivative at each node and similar calculations are carried out for that. U and U are inserted as a first and second derivatives of the function while constructing the discretization scheme. 
Compact Finite Difference method for Fitzhugh-Nagumo equation
Equations (2.10) and (2.11) approximating to the first and second derivatives of functions u is substituted to the equation (1.2). Compact finite differences for spatial dimension and finite differences along the time axis are applied, consequently they are rearranged via explicit approximation and the following discretization scheme is obtained.
While the approximations to the functions u via compact scheme is being constructed, the known boundary values are placed in the vectors H 1 and H 2 . And the vectors S 1 and S 2 are calculated in each time step. Because they are dependent on the approximation values of u after the first step.
Numerical Results
In this section, solution for equation in (1.2) is obtained via compact finite differences method. To illustrate the efficiency of the compact finite differences method for the problem handled in this study, the maximum error which is defined by the equation below
where u(x j ,t) and U(x j ,t) refer to the exact solution and solution via compact finite differences method, respectively.
subject to the boundary conditions u(−10,t) = 1 2
and the initial condition
The exact solution of Eq. (3.1) is
The results for example 1 are displayed in Tables 4.1 and Figure 3 .2. Numerical solutions at different T are presented for computational domain [−10, 10] using compact finite difference method in Table 1 . And in Table 2 , we exhibit the maximum absolute errors between exact and approximate solutions for N = 12, 48, 64. The Fig. 3 .1 display the numerical results with exact one for ρ = 0.75, ∆t = 0.001, N = 24 in 3D form up to time T = 1. The Fig. 3.2 compares the numerical solutions with exact one for different ρ values. As it can be seen from the Table 1 and Table 2 the compact finite differences method is very accurate. 
and initial condition
The analytical solution of Eq.
The observed maximum absolute errors for different values of ρ are given in Table 3 . The numerical results are illustrated in Fig. 3 
Conclusion
In this study, compact finite differences method is used to solve Fitzhugh-Nagumo equation. To check the accuracy of the method two test problems available in the literature are solved. The maximum absolute errors are presented in Tables with different time step. From examples, we have observed that the choice of particular ρ values can affect accurate of the numerical solutions. It is suggested that the compact finite different method produced accurate solution.
