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Abstract
In this paper we provided an explicit construction for the left ad-
joint of the forgetful functor from the category of Heyting algebras
to that of Hilbert algebras. This functor factorizes through the free
implicative semilattice extension of a Hilbert algebra of Celani and
Jansana (On the free implicative semilattice extension of a Hilbert al-
gebra. Mathematical Logic Quarterly 58, 3 (2012), 188–207).
1 Introduction
We assume that the reader is familiar with the theory of Heyting algebras
[1], which is the algebraic counterpart of Intuitionistic Propositional Logic.
Hilbert algebras represent the algebraic counterpart of the implicative frag-
ment of Intuitionistic Propositional Logic. Hilbert algebras were introduced
in early 50’s by Henkin for some investigations of implication in intuicionistic
and other non-classical logics ([20], pp. 16). In the 60’s, they were studied
especially by Horn [15] and Diego in [13].
The main goal of this paper is to give an explicit description for the left
adjoint to the forgetful functor from the category of Heyting algebras to
that of Hilbert algebras. The title of this article refers to the fact that such
an adjunction is equivalent to the existence of a solution for the universal
problem of the free Heyting algebra extension of a Hilbert algebra.
∗Departamento de Matema´tica, Facultad de Ciencias Exactas, Universidad Nacional
de La Plata and Conicet-Argentina, jlc@mate.unlp.edu.ar.
†Departamento de Matema´tica, Facultad de Ciencias Exactas, Universidad Nacional
de La Plata and Conicet-Argentina, hsanmartin@mate.unlp.edu.ar.
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The paper is organized as follows. In Section 2 we give some basic results
about Hilbert algebras. In particular, we recall the categorical equivalence for
Hilbert algebras developed by Cabrer, Celani and Montangie in [5] (see also
[9]). In Section 3 we use the above mentioned equivalence in order to build
up a functor from the category of Hilbert algebras to the category of Heyting
algebras. In Section 4 we show that the forgetful functor from the category
of Heyting algebras to the category of Hilbert algebras has a left adjoint. In
Section 5 we establish some connections with the existing literature as for
instance the paper [8] from Celani and Jansana, where a similar construction
is done for the category of implicative semilattices. Finally, in Section 6
we exploit the adjunction introduced in Section 4 to establish connections
between Esakia spectral spaces and the H-spaces introduced in [5].
2 Basic results
Recall that a Hilbert algebra [13] is an algebra (H,→, 1) of type (2, 0) which
satisfies the following conditions for every a, b, c ∈ H :
a) a→ (b→ a) = 1,
b) a→ (b→ c) = (a→ b)→ (a→ c),
c) if a→ b = b→ a = 1 then a = b.
It is known that the class of Hilbert algebras is a variety. The following
equations are an equational basis for this variety:
1) a→ a = 1,
2) 1→ a = a,
3) a→ (b→ c) = (a→ b)→ (a→ c),
4) (a→ b)→ ((b→ a)→ a)) = (b→ a)→ ((a→ b)→ b)).
In every Hilbert algebra we have a partial order given by a ≤ b if and
only if a → b = 1, which is called natural order. Relative to the natural
order on H , 1 is the greatest element. Some additional elemental properties
of Hilbert algebras can be found in [3].
For the general development of Hilbert algebras, the notion of implicative
filter plays an important role. Let H be a Hilbert algebra. A subset F ⊆ H
is said to be a implicative filter) if 1 ∈ F and b ∈ F whenever a ∈ F and
a→ b ∈ F . We say that F is irreducible if F is proper and for any implicative
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filters F1, F2 such that F = F1 ∩ F2 we have that F = F1 or F = F2. We
write X(H) for the set of irreducible implicative filters of H .
Let us consider a poset 〈X,≤〉. A subset U ⊆ X is said to be an upset if
for all x, y ∈ X such that x ∈ U and x ≤ y we have y ∈ U . The notion of
downset is dually defined.
Remark 1. Every implicative filter of a Hilbert algebra is automatically an
upset.
If f : H → G is a function between Hilbert algebras, we define the relation
Rf ⊆ X(G)×X(H) by
(P,Q) ∈ Rf if and only if f
−1(P ) ⊆ Q.
The following lemma was proved in [6, Theorem 3.3].
Lemma 1. Let H and G be Hilbert algebras and f : H → G a function such
that f(1) = 1 and f(a → b) ≤ f(a) → f(b) for every a, b ∈ H. Then the
following statements are equivalent:
1) For every a, b ∈ H, f(a→ b) = f(a)→ f(b).
2) If (P,Q) ∈ Rf then there is F ∈ X(H) such that P ⊆ F and f
−1(F ) = Q.
If H is a Hilbert algebra and a ∈ H we define
ϕ(a) := {P ∈ X(H) : a ∈ P}. (1)
Write Hil for the category whose objects are Hilbert algebras and whose
morphisms are the homomorphisms of Hilbert algebras, i.e., functions f :
H → G such that f(1) = 1 and f(a→ b) = f(a)→ f(b) for every a, b ∈ H .
Let H be a Hilbert algebra, f : H → G a homomorphism of Hilbert
algebras, P ∈ X(G) and a ∈ H . In [5, Lemma 3.3] it was proved that
f(a) ∈ P if and only if for all Q ∈ X(G), if (P,Q) ∈ Rf then a ∈ Q. The
previous property can be written in the following way:
f−1(P ) ∈ ϕ(a) if and only if Rf(P ) ⊆ ϕ(a). (2)
We now recall some definitions and results from [5, 9] and fix some nota-
tion.
Let us consider a poset 〈X,≤〉. For each Y ⊆ X , the increasing set
generated by Y is defined by [Y ) = {x ∈ X : there is y ∈ Y such that y ≤ x}.
The decreasing set generated by Y is dually defined. If Y = {y}, then we
will write [y) and (y] instead of [{y}) and ({y}], respectively. We also define
Y c := {x ∈ X : x /∈ Y }.
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Remark 2. Let 〈X,≤〉 be a poset. Write X+ for the set of upsets of 〈X,≤〉.
Define on X+ the binary operation ⇒ by
U ⇒ V := (U ∩ V c]c. (3)
Then (X+,∩,∪,⇒, ∅, X) is a complete Heyting algebra. If there is not am-
biguity, we also write X+ for this Heyting algebra. In particular, X+ can be
seen as a Hilbert algebra.
Let (X, τ) be a topological space. An arbitrary non-empty subset Y of
X is said to be irreducible if for any closed subsets Z and W such that
Y ⊆ Z ∪W we have that Y ⊆ Z or Y ⊆ W . We say that (X, τ) is sober
if for every irreducible closed set Y there exists a unique x ∈ X such that
Y = {x}, where {x} denotes the clausure of {x}. A subset of X is saturated
if it is an intersection of open sets. The saturation of a subset Y of X is
defined as sat(Y ) :=
⋂
{U ∈ τ : Y ⊆ U}. Recall that the specialization order
of (X, τ) is defined by x  y if and only if x ∈ {y}. The relation  is reflexive
and transitive, i.e., a quasi-order. The relation  is a partial order if (X, τ)
is T0. The dual quasi-order order of  will be denoted by d. Hence,
x d y if and only if y ∈ {x}.
Remark 3. Let (X, τ) be a topological space which is T0, and consider the
order d. Let x ∈ X and Y ⊆ X. Then {x} = [x) and sat(Y ) = (Y ].
Definition 1. A Hilbert space, or H-space for short, is a structure (X, τ,κ)
where (X, τ) is a topological space, κ is a family of subsets of X and the
following conditions are satisfied:
(H1) κ is a base of open and compact subsets for the topology τ on X.
(H2) For every U, V ∈ κ, sat(U ∩ V c) ∈ κ.
(H3) (X, τ) is sober.
In what follows, if (X, τ,κ) is an H-space we simply write (X,κ).
Remark 4. 1. A sober topological space is T0.
2. Viewing any topological space as a poset, with the order d, condition (H2)
of Definition 1 can be rewritten as: for every U, V ∈ κ, (U ∩ V c] ∈ κ.
If X, Y are sets and R ⊆ X × Y , take R(x) := {y ∈ Y : (x, y) ∈ R}, and
if U ⊆ Y , R−1(U) := {x ∈ X : R(x) ∩ U 6= ∅}.
4
Definition 2. Let X1 = (X1,κ1) and X2 = (X2,κ2) be two H-spaces. Let
us consider a relation R ⊆ X1 × X2. We say that R is an H-relation from
X1 into X2 if it satisfies the following properties:
(HR1) R−1(U) ∈ κ1, for every U ∈ κ2.
(HR2) R(x) is a closed subset of X2, for all x ∈ X1.
We say that R is an H-functional relation if it satisfies the following addi-
tional condition:
(HF) If (x, y) ∈ R then there is z ∈ X1 such that z ∈ {x} and R(z) = {y}.
Remark 5. Condition (HF) from Definition 2 can also be given as follows:
if (x, y) ∈ R then there exists z ∈ X1 such that x d z and R(z) = [y).
If H is a Hilbert algebra then X(H) = (X(H),κH) is an H-space, where
κH = {ϕ(a)c : a ∈ H}. If f is a homomorphism of Hilbert algebras then
Rf is an H-functional relation. Write HS for the category whose objects are
Hilbert spaces and whose morphisms are H-functional relations. Then the
assignment H 7→ X(H) can be extended to a functor X : Hil→ HS.
Let (X,κ) be an H-space. Define D(X) = {U ⊆ X : U c ∈ κ}. Then
D(X) ⊆ X+. It follows from Definition 1 and Remark 4 that D(X) is
closed under the operation ⇒ given in (3) of Remark 2. Since X+ is a
Heyting algebra then D(X) = (D(X),⇒, X) is a Hilbert algebra. If R is
an H-functional relation from (X1,κ1) into (X2,κ2), then the map hR from
from D(X2) into D(X1) given by hR(U) = {x ∈ X1 : R(x) ⊆ U} is a
homomorphism of Hilbert algebras. Then the assignment X 7→ D(X) can
be extended to a functor D : HS→ Hil.
If H ∈ Hil, the map ϕ : H → D(X(H)) defined as in (1) is an isomor-
phism in Hil. If (X,κ) is an H-space, then the map ǫX : X → X(D(X))
given by ǫX(x) = {U ∈ D(X) : x ∈ U} is an order-isomorphism and a
homeomorphism between the topological spaces X and X(D(X))([5, Theo-
rem 2.2]). If there is not ambiguity we will write ǫ in place of ǫX . Moreover,
the relation ǫ∗ ⊆ X ×X(D(X)) given by (x, P ) ∈ ǫ∗ if and only if ǫ(x) ⊆ P
is an H-functional relation which is an isomorphism in HS.
Theorem 2. The contravariant functors X and D define a dual equivalence
between Hil and HS with natural equivalences ǫ∗ and ϕ.
3 Getting a functor from Hil to Hey
In what follows we write Hey for the algebraic category of Heyting algebras.
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Let H ∈ Hil and let f : H → G be a morphism in Hil. It follows from
Theorem 2 that the following diagram commutes:
H
ϕ //
f

D(X(H))
D(X(f))

G
ϕ //D(X(G)).
Let g = D(X(f)) and U ∈ D(X(H)). There exists a ∈ H such that
U = ϕ(a). Hence, it follows from (2) of Section 2 that
g(U) = {P ∈ X(G) : f−1(P ) ∈ U}.
The commutativity of the previous diagram is equivalent to the following
equality, for every a ∈ H :
ϕ(f(a)) = g(ϕ(a)). (4)
For every H ∈ Hil we have that ϕ(H) = D(X(H)) ⊆ X(H)+.
Lemma 3. The homomorphism of Hilbert algebras g can be extended to a
homomorphism of Heyting algebras gˆ : X(H)+ → X(G)+.
Proof. Let gˆ : X(H)+ → X(G)+ be given by gˆ(U) = {P ∈ X(G) : f−1(P ) ∈
U}. In order to show the good definition of gˆ, let U ∈ X(H)+ and P,Q ∈
X(G) such that P ⊆ Q and P ∈ gˆ(U). Since f−1(P ) ⊆ f−1(Q) and f−1(P ) ∈
U then f−1(Q) ∈ U , i.e., Q ∈ gˆ(U). Thus, gˆ is a well defined map. It is
immediate that gˆ(∅) = ∅, gˆ(X(H)) = X(G), gˆ(U ∪ V ) = gˆ(U) ∪ gˆ(V ) and
gˆ(U ∩ V ) = gˆ(U) ∩ gˆ(V ) for every U, V ∈ X(H)+.
Finally, we will prove that gˆ(U ⇒ V ) = gˆ(U)⇒ gˆ(V ) for U, V ∈ X(H)+.
Let P /∈ gˆ(U)⇒ gˆ(V ), i.e., P ∈ (gˆ(U)∩gˆ(V c)]. Thus, there exists Q ∈ gˆ(U)∩
gˆ(V c) such that P ⊆ Q. In particular, f−1(P ) ⊆ f−1(Q), so f−1(P ) /∈ U ⇒
V , i.e., P /∈ gˆ(U ⇒ V ). Conversely, let P /∈ gˆ(U ⇒ V ), so f−1(P ) /∈ U ⇒ V .
Hence, there is Z ∈ X(H) such that f−1(P ) ⊆ Z and Z ∈ U∩V c. Taking into
account Lemma 1, there exists Q ∈ X(G) such that P ⊆ Q and Z = f−1(Q).
Then P ⊆ Q and Q ∈ gˆ(U) ∩ gˆ(V c). Therefore, P /∈ gˆ(U)⇒ gˆ(V ).
If S is a subset of a Heyting algebra, write 〈S〉 for the Heyting subalgebra
generated by S. Let H ∈ Hil. Since ϕ(H) is a subset of the Heyting algebra
X(H)+ then we define the following Heyting subalgebra of X(H)+:
H∗ := 〈ϕ(H)〉.
The following remark is a well known fact from universal algebra [4].
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Remark 6. Let A and B be algebras of the same type and X ⊆ A. Write
Sg(X) for the subalgebra of A generated by X and Sg(f(X)) for the subalgebra
of B generated by f(X). If f : A→ B is a homomorphism then f(Sg(X)) =
Sg(f(X)).
Lemma 4. The homomorphism of Heyting algebras gˆ defined in Lemma 3
satisfies gˆ(H∗) ⊆ G∗.
Proof. By Lemma 3 and Remark 6 it is enough to show that gˆ(ϕ(H)) ⊆ ϕ(G).
In order to show it, let V ∈ gˆ(ϕ(H)), so V = gˆ(U) for some U ∈ ϕ(H).
Hence, there exists a ∈ H such that U = ϕ(a). So it follows from (4) that
V = g(ϕ(a)) = ϕ(f(a)). Therefore, V ∈ ϕ(G).
Let f : H → G be a morphism in Hil and g = D(X(f)). It follows from
lemmas 3 and 4 that the map f ∗ : H∗ → G∗ given by f ∗(U) = gˆ(U) is a
morphism in Hey. Let Id be the identity in Hil. It is immediate that Id∗ is
the identity in Hey. Moreover, if f1 : H → G and f2 : G→ N are morphisms
in Hil then (f2◦f1)
∗ = f ∗2 ◦f
∗
1 . Therefore we obtain the following proposition.
Proposition 1. The assignment H 7→ H∗ and f 7→ f ∗ defines a functor
( )∗ : Hil→ Hey.
In what follows, we write U for the forgetful functor from Hey to Hil.
4 Adjunction
In this section we prove that the functor ( )∗ : Hil→ Hey is left adjoint of U.
Recall that if H ∈ Hey, a subset F ⊆ H is said to be a filter if it satisfies
the following conditions: 1) 1 ∈ F , 2) a ∧ b ∈ F whenever a, b ∈ F , 3) F is
an upset. We say that F is prime if it is proper and for any a, b ∈ H such
that a∨ b ∈ F we have that a ∈ F or b ∈ F . We can also define the concept
of implicative (and irreducible) filter for the case of Heyting algebras. It is
part of the folklore that if H ∈ Hey then the set of implicative filters of H is
equal to the set of filters of H and the set of prime filters of H is equal to
the set of irreducible filters of H . If H ∈ Hey we also write X(H) for the set
of prime filters of H .
Remark 7. Let H ∈ Hey. We write H∗ in place of (U(H))∗. For every
a ∈ H we also write ϕ(a) for the set {P ∈ X(H) : a ∈ P}.
Let H ∈ Hil. Define ψ : H → U(H∗) by ψ(a) = ϕ(a) for every a ∈ H .
This function is an injective morphism in Hil.
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Proposition 2. Let G ∈ Hey and f : H → U(G) ∈ Hil. Then, there exists a
unique morphism h : H∗ → G such that f = U(h) ◦ ψ.
Proof. Following the notation of Section 3 we have that the map f ∗ : H∗ →
G∗ given by f ∗(U) = {P ∈ X(G) : f−1(P ) ∈ U} is a morphism in Hey. A
reflection’s moment shows that the map i : G → G∗ given by i(a) = ϕ(a) is
an isomorphism in Hey. Hence, the map h : H∗ → G given by h = i−1 ◦ f ∗ is
also a morphism in Hey. Finally, it follows from (4) that f = U(h) ◦ ψ.
It follows from Proposition 2 that if H ∈ Hil and G ∈ Hey then
Hey(H∗, G) ∼= Hil(H,U(G)).
Let IHil be the identity functor in Hil. It follows from (4) that Ψ : IHil →
U◦ ( )∗ is a natural transformation. Here, the family of morphism associated
to the natural transformation is given by the morphisms ψ.
In other words, to say that Ψ : IHil → U ◦ ( )
∗ is a natural transformation
is equivalent to say that if f : H → G is a morphism in Hil then the following
diagram commutes:
H
f //
ψ

G
ψ

U(H∗)
U(f∗) // U(G∗).
Therefore we get the following result.
Theorem 5. The functor ( )∗ : Hil→ Hey is left adjoint to U.
We finish this section giving some known properties involving morphisms
in Hil and morphisms in Hey.
Remark 8. Let H ∈ Hil. Since ϕ : H → D(X(H)) is an order isomorphism
we have the following properties:
i) Assume that there exists a∨ b, or, equivalently, assume that there exists
ϕ(a) ∨ ϕ(b). Thus, ϕ(a ∨ b) = ϕ(a) ∨ ϕ(b). Moreover, ϕ(a ∨ b) =
ϕ(a) ∪ ϕ(b). The last equality can be deduced from [11, Theorem 3.2].
ii) Assume that there exists a∧ b, or, equivalently, assume that there exists
ϕ(a)∧ϕ(b). Then, ϕ(a∧ b) = ϕ(a)∧ϕ(b). Since a∧ b ≤ a and a∧ b ≤ a
then ϕ(a) ∧ ϕ(b) ⊆ ϕ(a) ∩ ϕ(b). However, the converse inclusion is not
necessarily true. In order to show it, consider the boolean lattice of four
elements where x and y are the atoms. Consider the implication→ given
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by a→ b = 1 if a ≤ b and a→ b = b if a  b. Let B be the Hilbert algebra
associated to this binary operation. The set P = {x, y, 1} ∈ X(B) and
x, y ∈ P . However, x ∧ y = 0 /∈ P . Hence, ϕ(x) ∩ ϕ(y) 6⊆ ϕ(x) ∧ ϕ(y).
Let H ∈ Hil. It follows from Remark 8 that the finite existing infima
in ϕ(H) is not necessarily equal to the finite existing infima in H∗, but the
finite existing suprema in ϕ(H) is equal to the finite existing suprema in H∗.
Remark 9. i) Let f : H → G be a morphism in Hil. Then f preserves
finite existing suprema. Moreover, if there exists first element in H
then there exists first element in G and f(0) = 0. However, f do not
necessarily preserve finite existing infima.
ii) Let H,G ∈ Hey and f : H → G a map which preserves the implication
and the last element. Then f is a morphism in Hey.
5 Connections with the literature
In this section we connect our results with those of [7, 8]. Let us start
recalling some definitions and results from [17, 7, 8].
Let 〈H,≤〉 be a poset. If any two elements a, b ∈ H have a greatest lower
bound (i.e., an infimum) then the algebra (H,∧) is called meet semilattice.
The algebra (H,∧) is said to be bounded if it has a greatest element, which
will be denoted by 1; in this case we write (H,∧, 1). Throughout this paper
we just write semilattice in place of meet semilattice.
An implicative semilattice is an algebra (H,∧,→) of type (2, 2) such that
(H,∧) is a semilattice and for every a, b, c ∈ H , a ∧ b ≤ c if and only if
a ≤ b → c. Every implicative semilattice has a greatest element, denoted
by 1. In this paper we take this element in the language of the algebras.
Implicative semilattices are the algebraic models of some logical systems
equipped with implication and conjunction, but not possessing necessarily a
disjunction. For more details about implicative semilattices see [12]. Write
IS for the algebraic category of implicative semilattices.
We will write U1 for the forgetful functor from IS to Hil. Fix H ∈ Hil,
a pair (G, e), where G is an implicative semilattice and e is an injective
morphism fromH to U1(G) is said to be an implicative semilattice envelope of
H if for every y ∈ G there exists a finite subset X ⊆ H such that y =
∧
e(X).
Define the following set:
S(H) = {U : U = ϕ(a1) ∩ . . . ∩ ϕ(an) for some a1, . . . , an ∈ H}.
Then, ϕ(H) ⊆ S(H) ⊆ X(H)+. Moreover, S(H) ∈ IS by considering the
implication ⇒ given by (3). The pair (S(H), η) is an implicative semilattice
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envelope of H , where η : H → U1(S(H)) is given by η(a) = ϕ(a) [10]. It
follows from results of [8] that (S(H), η) is a solution (G, e) of the following
universal problem:
For every G′ ∈ IS and every e′ : H → U1(G
′) ∈ Hil, there is a unique
g : G→ G′ ∈ IS such that e′ = U1(g) ◦ e.
It follows from [8, Proposition 6.9] that if h : H → K ∈ Hil then there is
a unique h : S(H)→ S(K) such that η ◦ h = h ◦ η.
The following theorem summarize some properties from [8], of interest
for the present work.
Theorem 6. There exists a functor S : Hil → IS that maps every H ∈ Hil
to S(H) ∈ IS, and every h : H → K ∈ Hil to h : S(H) → S(K) ∈ IS. The
functor S is left adjoint to U1.
We know that the adjoint of the forgetful functor U2 : Hey → IS do
exist. Furthermore, applying the proof of Theorem 5 and using the repre-
sentation theory of the category IS given in [7] we get the following concrete
construction for such adjoint functor. Let H ∈ IS. The equivalence given in
[7] between IS and the category of IS-spaces with IS-morphisms defines an
injective homomorphism of implicative semilattices β from H to the Heyt-
ing algebra X(U1(H))
+ given by β(a) = {P ∈ X(U1(H)) : a ∈ P}. The
assignment C(H) := 〈β(H)〉 induces a functor C : IS→ Hey.
Theorem 7. The functor C : IS→ Hey defined immediately above is the left
adjoint to U2.
A left adjoint for U1 ◦ U2 is naturally equivalent to the compositions
of left adjoints for U1 and U2. Hence, ( )
∗ ∼= C ◦ S. Then, the functor ( )∗
factorizes through S, relating our construction with that of [8]. This situation
is depicted below:
Hil
( )∗
  ❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
❇
S
++ IS
U1
kk
C

Hey
U2
TT
Let us finally note that a direct computation shows that C = ( )∗ ◦ U1,
providing an alternative construction for C, independent of that obtained in
[7].
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6 From a topological point of view
In this final section we show that the category of Esakia spaces [14] is isomor-
phic to a full subcategory of that of Hilbert spaces. In particular, we give an
explicit presentation of a topological version of the adjunction of Theorem 5.
Priestley spaces and spectral spaces
Recall that a spectral space is a topological space (X, τ) which satisfies the
following conditions:
1. (X, τ) is compact.
2. The collection of all open compact sets form a base for the topology which
is closed under finite intersections.
3. (X, τ) is sober.
Write Spec for the category whose objects are spectral spaces and whose
morphisms are maps f : (X, τ) → (Y, σ) such that f−1(U) is a compact
open in (X, τ) whenever U is a compact open in (Y, σ). In particular, the
morphisms of Spec are continuous maps.
Write PS for the category of Priestley spaces [18, 19]. Given a spectral
space (X, τ) we define a Priestley space F(X, τ) = (X,d, τ
′
), where d is
the order defined in Section 2 and τ
′
is the topology with subbase {V ⊆ X :
V is compact or V c is compact}. If f : (X, τ)→ (Y, σ) is a morphism in Spec
then P(f) : (X,d, τ
′
)→ (Y,d, σ
′
) given by P(f) = f is a morphism in PS.
Conversely, given a Priestley space (X,≤, ρ), define G(X,≤, ρ) = (X, ρs),
where ρs is the set of open downsets of (X,≤, ρ). The topological space
(X, ρs) is a spectral space. If f : (X,≤, ρ) → (Y,≤, σ) is a morphism in PS
then G(f) : (X, ρs)→ (Y, σs) given by G(f) = f is a morphism in Spec. The
following proposition is part of the folklore.
Proposition 3. The categories Spec and PS are isomorphic, and the isomor-
phism can be established using the inverse functors F and G defined above.
Remark 10. If (X,≤, ρ) is a Priestley space, then U is a clopen downset in
(X,≤, ρ) if and only if U is a compact open in (X, ρs). If (X, τ) is a spectral
space, then U is compact open in (X, τ) if and only if U is a clopen downset
in (X,d, τ
′
).
In [16] an alternative way of establishing an isomorphism between PS and
Spec is provided. However, for the convenience with a comparison with the
results of [5, 9] we have opted to use the construction done in Proposition 3.
11
Esakia spectral spaces and Hilbert spaces
A Priestley space (X,≤, τ) is said to be an Esakia space if for every clopen
U we have that (U ] is clopen. Alternatively, a Priestley space is an Esakia
space if for every clopen upsets U, V we have that (U ∩V c]c is a clopen upset.
Let f : X → Y be a map between Esakia spaces which is monotonic, i.e.,
if x, y ∈ X and x ≤ y then f(x) ≤ f(y). We say that f is a p-morphism
if for every x ∈ X and y ∈ Y such that f(x) ≤ y, there exists z ∈ X such
that x ≤ z and f(z) = y. Write ES for the category whose objects are
Esakia spaces and whose morphisms are continuous p-morphisms. There is
a categorical dual equivalence between Hey and ES [14, 16]. We refer to this
equivalence as Esakia duality.
Definition 3. An Esakia spectral space is a spectral space (X, τ) such that
for every compact opens U, V we have that sat(U ∩ V c) is a compact open.
Write ESpec for the subcategory of Spec whose arrows are morphisms
f : (X, τ) → (Y, σ) in Spec such that for every x ∈ X and y ∈ Y , if
y ∈ {f(x)} then there exists z ∈ X such that z ∈ {x} and y = f(z).
Remark 11. 1. Let (X, τ) be a spectral space. Then (X, τ) is an Esakia
spectral space if and only if for every compact opens U, V , the set (U ∩V c]
is a compact open. Here we are considering the order d.
2. Let (X, τ) and (Y, σ) be Esakia spectral spaces. Let f : (X, τ)→ (Y, σ) be
a morphism in Spec. Then f is a morphism in ESpec if and only if for
every x ∈ X and y ∈ Y , if f(x) d y then there exists z ∈ X such that
x d z and f(z) = y.
The following result follows from previous remark and Proposition 3.
Proposition 4. The categories ESpec and ES are isomorphic.
Notice that Esakia spectral spaces are H-spaces. More precisely, if (X, τ)
is an Esakia spectral space then (X, τ,κ) is an H-space, where κ is the set
of all open compact sets of (X, τ).
Definition 4. Write (ESpec)• for the full subcategory of HS whose objects
are Esakia spectral spaces.
In what follows we will prove some technical lemmas in order to see that
the categories ESpec and (ESpec)• are isomorphic.
Lemma 8. Let (X, τ) and (Y, σ) be Esakia spectral spaces. Let R ⊆ X × Y
be an H-functional relation. The following conditions are satisfied:
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1. For every x ∈ X, if y /∈ R(x) then there exists U ∈ D(Y ) such that
R(x) ⊆ U and y /∈ U .
2. For every x ∈ X the set R(x) has minimum. Moreover, the function
fR : (X, τ)→ (Y, σ) that to each x ∈ X assigns the mininimum of the set
R(x), is a morphism in ESpec.
Proof. Item 1. is part of the folklore and it follows from standard topological
arguments.
Now we will prove item 2. Since (X, τ) and (X, σ) are Esakia spectral
spaces, a reflection’s moment shows that the Hilbert algebras D(X) and
D(Y ) are also Heyting algebras. Using the notation of Section 2, we have that
hR : D(Y )→ D(X) is a morphism in Hil. So, it follows from Remark 9 that
hR is a morphism in Hey. Hence, it follows from the construction of Esakia
duality and from Proposition 4 that the map hˆR : X(D(X)) → X(D(Y ))
given by hˆR(P ) := h
−1
R (P ) is a morphism in ESpec. Besides, the functions
ǫX and ǫY are morphisms in ESpec, so in particular ǫ
−1
Y is also a morphism
in ESpec. Then the function fR : (X, τ)→ (Y, σ) given by
fR(x) := (ǫ−1Y ◦ hˆR ◦ ǫX)(x).
is a morphism in ESpec.
Finally we will prove that for every x ∈ X , fR(x) is the minimum of
R(x). Let x ∈ X . Then ǫY (f
R(x)) = (hˆR ◦ ǫX)(x). The last assertion is
equivalent to say that for every V ∈ D(Y ) the following condition holds:
R(x) ⊆ V if and only if fR(x) ∈ V. (5)
Suppose that fR(x) /∈ R(x). Then it follows from item 1. that there exists
V ∈ D(Y ) such that R(x) ⊆ V and fR(x) /∈ V . But by (5) we have that
fR(x) ∈ V , which is a contradiction. Hence, fR(x) ∈ R(x). Let z ∈ R(x).
We will prove that fR(x) d z. In order to show it, suppose that f
R(x) d z.
Then, there exists V ∈ D(Y ) such that fR(x) ∈ V and z /∈ V . It follows
from (5) that R(x) ⊆ V . Since z ∈ R(x) z ∈ V , which is a contradiction.
Then fR(x) d z. In consequence, f
R(x) is the minimum of R(x).
The proof of the following lemma is adapted from [7, Theorem 4.11].
Lemma 9. Let (X, τ) and (Y, σ) be Esakia spectral spaces. There exists
a bijection between the morphisms f : (X, τ) → (Y, σ) of ESpec and the
morphisms R ⊆ X × Y of (ESpec)•.
Proof. Let f : (X, τ)→ (Y, σ) be a morphism of ESpec. We define the binary
relation Rf ⊆ X × Y by
13
(x, y) ∈ Rf if and only if f(x) d y.
Let us see that Rf is an H-functional relation, i.e., a morphism in HS. Take
U ∈ D(Y ). It can be proved that hRf (U) = f
−1(U). Since U c is an open
compact of (Y, σ), f−1(U c) is a compact open of (X, τ). Then f−1(U) ∈
D(X), i.e., hRf (U) ∈ D(X), which is the condition (HR1) of Definition 2.
Since Rf (x) = [f(x)) for every x ∈ X , Rf(x) is a closed subset of (Y, σ),
which is condition (HR2). In order to prove (HF), take (x, y) ∈ Rf , i.e.,
f(x) d y. Then, there exists z ∈ X such that x d z and f(z) = y. Hence,
Rf (z) = [y). Then we have proved (HF). Thus, Rf is a morphism in HS.
Let R ⊆ X × Y be a morphism in (ESpec)•. It follows from Lemma 8
that fR : (X, τ)→ (Y, σ) is a morphism in ESpec.
Let f, g be morphisms in ESpec such that Rf = Rg. Straightforward
computations show that f = g.
Finally we will show that if R is a morphism in (ESpec)• then R = Rf
R
.
In order to prove it, note that (x, y) ∈ Rf
R
if and only if fR(x) d y. Hence,
we just need to show that (x, y) ∈ R if and only if fR(x) d y. Assume that
(x, y) ∈ R. Since fR(x) is the minimum of R(x) and y ∈ R(x), fR(x) d y.
Conversely, assume that fR(x) d y. Suppose that y /∈ R(x). Hence, it
follows from Lemma 8 that there exists V ∈ D(Y ) such that R(x) ⊆ V and
y /∈ V . Since fR(x) ∈ R(x), it follows from (5) of the proof of Lemma 8 that
fR(x) ∈ V . However, fR(x) d y, so y ∈ V , which is a contradiction. Then
y ∈ R(x). Thus, R = Rf
R
.
Therefore, if (X, τ) and (Y, σ) are Esakia spectral spaces then the assign-
ment f 7→ Rf establishes a bijection between the morphisms f : (X, τ) →
(Y, σ) of ESpec and the morphisms R ⊆ X × Y of (ESpec)•.
Corollary 10. The categories ESpec and (ESpec)• are isomorphic.
Optimal filters
The functor ESpec
∼= // (ESpec)•
inc // HS , composition of the inclusion of
(ESpec)• into HS and the isomorphism between ESpec and (ESpec)•, has a
left adjoint, as the following diagram makes clear. Here, we also write X
and D for the functors realizing the duality between the categories Hey and
ESpec.
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Hil
( )∗ //
X

Hey
X

HS
X◦( )∗◦D
//
D
OO
ESpec
D
OO
In what follows, we bring some light to the topological construction in-
volved in X ◦ ( )∗ ◦D; more precisely, the natural assignment of a spectral
space to a given H-space. We are only able to fully accomplish this goal
in some particular cases (H-spaces associated to finite Hilbert algebras and
H-spaces associated to Hilbert algebras with supremum and bottom). To
this end we need the following definition [8, Definition 4.1].
Definition 5. A proper deductive filter F of a Hilbert algebra H is said to
be optimal if for every a1, . . . , an /∈ F and b1, . . . , bm ∈ H we have that if
[a1) ∩ . . . ∩ [an) ⊆ [b1) ∩ . . . ∩ [bm) then b1, . . . , bm /∈ F .
If H ∈ Hil, we denote by Opt(H) to the set of all optimal filters of
H . In [2, Lemma 4.5] it was showed that X(H) ⊆ Opt(H). However,
Opt(H) 6⊆ X(H) (see the comment done before [2, Proposition 4.21]).
Remark 12. Straightforward computations show that a proper deductive fil-
ter F of a Hilbert algebra H is optimal if and only if for every a1, . . . , an /∈ F
and a ∈ H we have that if [a1) ∩ . . . ∩ [an) ⊆ [a) then a /∈ F .
Let H ∈ Hil and ϕ : H → D(X(H)) be the isomorphism of Hilbert
algebras considered in Section 2. Since D(X(H)) ⊆ H∗, we also write ϕ for
the map ϕ : H → H∗. Define
Xˆ(H∗) := {P ∈ X(H∗) : ϕ−1(P ) 6= H}.
Remark 13. Let H ∈ Hil. In general, Xˆ(H) 6= X(H). In order to prove it,
write H for the poset of natural numbers with the inverse order. This order
will be denoted by ≤ and the last element of H by ⊤. For every n and m
natural numbers define n→ m = n if n  m and n→ m = 1 if n ≤ m. We
also write H for the Hilbert algebra whose universe is the above mentioned
poset endowed with the binary operation → and the constant ⊤. Let ⊕ be
the ordinal sum of posets. Since there is an isomorphism of Heyting algebras
between H∗ and {⊥}⊕H, we abuse notation and write ϕ : H → ({⊥}⊕H).
Taking into account that H is a prime filter of {⊥} ⊕H and ϕ−1(H) = H,
we conclude that Xˆ(H) 6= X(H).
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Let H ∈ Hil. Define the function
η : Xˆ(H∗)→ Opt(H)
by η(P ) = ϕ−1(P ). In what follows we will prove that η is a well defined map.
Let P ∈ Xˆ(H∗). In particular, ϕ−1(P ) 6= H . Straightforward computations
show that ϕ−1(P ) is an implicative filter ofH . Then P is a proper implicative
filter of H . Now we will see that ϕ−1(P ) is optimal. Let a1, . . . , an /∈ ϕ
−1(P )
and a ∈ H such that [a1) ∩ . . . ∩ (an] ⊆ [a). Then [ϕ(a1)) ∩ . . . ∩ [ϕ(an)) ⊆
[ϕ(a)), where ϕ(a1), . . . , ϕ(an) /∈ P . Since
[ϕ(a1)) ∩ . . . ∩ [ϕ(an)) = [ϕ(a1) ∪ . . . ∪ ϕ(an))
then ϕ(a) ⊆ ϕ(a1) ∪ . . . ∪ ϕ(an). Taking into account that P ∈ X(H
∗) we
conclude that ϕ(a1) ∪ . . . ∪ ϕ(an) /∈ P , which implies that ϕ(a) /∈ P , i.e.,
a /∈ ϕ−1(P ). Hence, ϕ−1(P ) is optimal.
Proposition 5. Let H ∈ Hil. Then η is a surjective map that preserves the
order.
Proof. Let P ∈ Opt(H). Write F for the filter generated by ϕ(P ) and
I for the ideal generated by ϕ(P c). First we will prove that F ∩ I = ∅.
Suppose that F ∩ I 6= ∅. Then there exists U ∈ H∗ such that U ∈ F
and U ∈ I. Then there are a1, . . . , an ∈ P and b1, . . . , bm /∈ P such that
ϕ(a1) ∩ . . . ∩ ϕ(an) ⊆ U ⊆ ϕ(b1) ∪ . . . ∪ ϕ(bm). In particular,
ϕ(a1) ∩ . . . ∩ ϕ(an) ⊆ ϕ(b1) ∪ . . . ∪ ϕ(bm). (6)
It follows from [8, Lemma 4.16] that
[b1) ∩ . . . ∩ [bm) ⊆ [a1) ∩ . . . ∩ [an).
Since P is optimal, a1, . . . , an /∈ P , which is a contradiction. Hence, F∩I = ∅.
Thus, by the prime filter theorem there exists Q ∈ X(H∗) such that F ⊆ Q
and Q∩I = ∅. We will prove that η(Q) = P , which is equivalent to prove that
for every a ∈ H , a ∈ P if and only if ϕ(a) ∈ Q. In order to show it, assume
that a ∈ P . Then it follows from the definition of F that ϕ(a) ∈ F . However,
F ⊆ Q. This implies that ϕ(a) ∈ Q. Conversely, suppose that a /∈ P . Then
ϕ(a) ∈ ϕ(P c) ⊆ I, so ϕ(a) ∈ I. Since Q∩ I = ∅, ϕ(a) /∈ Q. Therefore, η is a
surjective map. It is immediate that η preserves the order.
For the case of finite Hilbert algebras we have the following simplified
version of Proposition 5.
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Corollary 11. Let H be a finite Hilbert algebra. Then
1. Xˆ(H∗) = X(H∗) and Opt(H) = X(H).
2. η : X(H∗)→ X(H) is an order isomorphism.
Proof. First we will see that
⋂
a∈H ϕ(a) = ∅. Suppose that
⋂
a∈H ϕ(a) 6= ∅,
so there exists Q ∈
⋂
a∈H ϕ(a). Thus, Q = H , which is a contradiction.
Hence,
⋂
a∈H ϕ(a) = ∅. In order to prove that Xˆ(H
∗) = X(H∗), suppose
that there exists P ∈ X(H∗) such that ϕ−1(P ) = H . Then, for every a ∈ H
we have that ϕ(a) ∈ P . Since H is finite and P is a filter,
⋂
a∈H ϕ(a) ∈ P ,
i.e., ∅ ∈ P . This is a contradiction. Thus, for every P ∈ X(H∗) we have
that ϕ−1(P ) 6= H . Hence, Xˆ(H∗) = X(H∗). The fact that Opt(H) = X(H)
follows from [8, Lemma 4.6].
In what follows we will give an explicit description of the elements of
X(H)+ in terms of the elements of H . Let U ∈ X(H)+ and U 6= ∅. Then
there exist P1, . . . , Pn ∈ X(H) such that U =
⋃n
i=1[Pi). For instance, we can
choose P1, . . . , Pn as the minimal elements of U . For every i = 1, . . . , n there
exist ai1, . . . , aim ∈ H such that Pi = {ai1, . . . , aim}. So, [Pi) =
⋂m
j=1 ϕ(aij).
Notice that for every P1, . . . , Pn we can choose the same m in the above
mentioned reasoning. In order to make it possible, for every i = 1, . . . , n let
ci be the cardinal of Pi . Write m for the maximum of the set {c1, . . . , cn}.
Then for each ci such that ci < m define aij = 1 for every j ∈ {ci+1, . . . , m},
which was our aim. Hence, for every U ∈ X(H)+ (U 6= ∅) there exists a finite
family {aij}i,j in H (with i = 1, . . . , n and j = 1, . . .m) such that
U =
n⋃
i=1
m⋂
j=1
ϕ(aij). (7)
In particular, H∗ = X(H)+.
Finally will prove that η : X(H∗) → X(H) is an isomorphism of posets.
By Proposition 5 we only need to prove that η is an injective map. In order to
see it, let P,Q ∈ X(H∗) such that η(P ) = η(Q), i.e., ϕ−1(P ) = ϕ−1(Q). We
will prove that P = Q. Let U ∈ P . Since U ∈ H∗ and U 6= ∅, then it follows
from (7) that U can be written by U =
⋃n
i=1
⋂m
j=1 ϕ(aij) for some aij ∈ H
and some n,m natural numbers. Since P ∈ X(H∗) then ϕ(aij) ∈ P for every
i = 1, . . . , n and j = 1, . . . , m. So we have that aij ∈ ϕ
−1(P ) = ϕ−1(Q),
i.e., ϕ(aij) ∈ Q. Thus, U ∈ Q. Hence, we have proved that P ⊆ Q. The
other inclusion holds for the same argument. Then, P = Q. Therefore, η is
injective. Since each element in H∗ can be written as finite union of finite
intersections of elements in ϕ(H), straightforward computations show that η
is an isomorphism of posets.
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Recall that an algebra (H,→,∨, 1) of type (2, 2, 0) is said to be a Hilbert
algebra with supremum if the following conditions are satisfied:
a) (H,→, 1) id a Hilbert algebra,
b) (H,∨) is a join semilattice with last element 1,
c) for all a, b ∈ H , a→ b = 1 if and only if a ∨ b = b.
If a Hilbert algebra has bottom we will write 0 for this element. As in
the case of finite Hilbert algebras, for Hilbert algebras with supremum and
bottom we have that η is an isomorphism of posets. In order to show it, we
prove the following lemma.
Lemma 12. Let H be a Hilbert algebra with supremum and bottom. Then
the elements of H∗ are the finite unions of finite intersections of elements of
ϕ(H).
Proof. Let Σ be the set of finite unions of finite intersections of elements of
ϕ(H). It is clear that ∅ and H belong to Σ because ϕ(0) = ∅ and ϕ(1) = H .
We also have that if U, V ∈ Σ then U∩V and U∪V are in Σ. In what follows
we will see that Σ is closed by implication. Let U, V ∈ Σ. Then U =
⋃n
i=1 Ui
and V =
⋃n
i=1 Ui, where for every i = 1, . . . , n we have that Ui and Vi are
intersections of m elements of ϕ(H) (it is possible to take the same n and m
because ϕ(0) = ∅ and ϕ(1) = H). Since
(
n⋃
i=1
Ui)⇒ (
n⋃
i=1
Vi) =
n⋂
i=1
(Ui ⇒ (
n⋃
i=1
Vi)), (8)
we only need to see that for every i = 1, . . . , n we have that Ui ⇒ (
⋃n
i=1 Vi)
is a finite intersection of elements of ϕ(H).
Since in Heyting algebras it holds the equation x∨(y∧z) = (x∨y)∧(x∨z)
and ϕ preserves joins, we deduce that there exist a1, . . . , ak ∈ H such that⋃n
i=1 Vi =
⋂k
i=1 ϕ(ak). Let j ∈ {1, . . . , n}. Since in Heyting algebras it holds
the equation x→ (y ∧ z) = (x→ y) ∧ (x→ z) then
Uj ⇒ (
n⋃
i=1
Vi) =
k⋂
i=1
(Uj ⇒ ϕ(ai)). (9)
Besides we know that there exist b1, . . . , bm ∈ H such that Uj =
⋂m
i=1 ϕ(bi).
Taking into account that in Heyting algebras it holds the equation (x∧y)→
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z = x→ (y → z) and that ϕ preserves the implication, we obtain that there
exist c1, . . . , cm ∈ H such that Uj → ϕ(ai) = ϕ(ci) for every i = 1, . . . , m, so
k⋂
i=1
(Uj ⇒ ϕ(ai)) =
m⋂
i=1
ϕ(ci). (10)
Thus, it follows from (8), (9) and (5) that U ⇒ V ∈ Σ. Therefore,
Σ = H∗.
Let H be a Hilbert algebra with supremum and bottom. Note that a
proper implicative filter P of H is irreducible if and only if for every a, b ∈ P ,
if a ∨ b ∈ P then a ∈ P or b ∈ P . In order to show it, let P be a proper
implicative filter of H and assume that a ∨ b ∈ P . It follows from [11,
Theorem 3.2] that a ∈ P or b ∈ P . Conversely, assume that P is a proper
implicative filter such that for every a, b ∈ P we have that if a ∨ b ∈ P then
a ∈ P or b ∈ P . Let F1 and F2 be implicative filters such that P = F1 ∩ F2.
Suppose that P 6= F1 and P 6= F2. Then there exist a, b ∈ H such that
a ∈ F1, b ∈ F2 and a, b /∈ P . Since a ∨ b ∈ F1 ∩ F2 = P then a ∈ P or
b ∈ P , which is a contradiction. Hence, a proper implicative filter P of H is
irreducible if and only if for every a, b ∈ P , if a∨ b ∈ P then a ∈ P or b ∈ P .
This property will be used to prove the following result.
Corollary 13. Let H be a Hilbert algebra with supremum and bottom. Then
1. Xˆ(H∗) = X(H∗) and X(H) = Opt(H).
2. η : X(H∗)→ X(H) is an order isomorphism.
Proof. Since ϕ(0) = ∅ then X(H∗) = Xˆ(H∗). In what follows we will show
that X(H) = Opt(H). Since X(H) ⊆ Opt(H) we only need to show the
converse inclusion. Let P ∈ Opt(H) and a, b ∈ H such that a ∨ b ∈ P .
We need to prove that a ∈ P or b ∈ P . Suppose that a, b /∈ P . Since
[a) ∩ [b) = [a ∨ b) and P is optimal then a ∨ b /∈ P , which is a contradiction.
Thus, X(H) = Opt(H). Finally, taking into account Lemma 12 with the
argument used in the proof of Corollary 11 we obtain that η : X(H∗)→ X(H)
is an order isomorphism.
There still remain open some issues we were not able to decide in this
article. These are listed below.
It is shown in Corollary 11 that whenever the Hilbert algebra H is fi-
nite, there exists an order isomorphism η : X(H∗) → X(H). In fact, we
have completely characterized the Esakia spectral space associated to any
finite H-space. Also, in the case where the H-space is isomorphic to one
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coming from a Hilbert algebra with supremum and bottom (i.e., those com-
pact H-spaces (X, τ,κ) such that κ is closed under finite intersections) the
associated Esakia spectral space is the underlying topological space (X, τ).
This is probably not the case in general since, for example, the poset of
optimal filters of H (optimal spectrum of H) do not agree with the poset of
prime implicative filters ofH (prime spectrum ofH). The following problems
could be of interest for future research:
1) Given a Hilbert algebra H , is the function η defined just after Remark 13
an order isomorphism?
2) Characterize in purely topological terms the Esakia spectral space asso-
ciated to an H-space.
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