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This paper introduces a machine learning potential repository that includes Pareto optimal ma-
chine learning potentials. It also shows the systematic development of accurate and fast machine
learning potentials for a wide range of elemental systems. As a result, many Pareto optimal machine
learning potentials are available in the repository from a website [1]. Therefore, the repository will
help many scientists to perform accurate and fast atomistic simulations.
I. INTRODUCTION
Machine learning potential (MLP) has been increas-
ingly required to perform crystal structure optimizations
and large-scale atomistic simulations more accurately
than with conventional interatomic potentials. There-
fore, many recent studies have proposed a number of
procedures to develop MLPs and have shown their ap-
plications [2–23]. Simultaneously, MLPs themselves are
necessary for their users to perform accurate atomistic
simulations. Therefore, the development and distribu-
tion of MLPs for a wide range of systems should be use-
ful, similarly to the conventional interatomic potentials
distributed in several repositories [24, 25].
This study demonstrates an MLP repository available
from a website [1]. The MLP repository includes Pareto
optimal MLPs with different trade-offs between accuracy
and computational efficiency because they are conflicting
properties and there is no single optimal MLP [26–28].
This study develops the repository by performing sys-
tematic density functional theory (DFT) calculations for
approximately 460,000 structures and by combining them
with existing DFT datasets in the literature [26, 29].
Polynomial-based potential energy models [26, 29] and
their revisions are then systematically applied to the con-
struction of MLPs for a wide range of elemental systems.
Although the present version of the repository does not
contain MLPs for multicomponent systems, the reposi-
tory will be gradually updated. Moreover, a user pack-
age that combines MLPs in the repository with atomistic
simulations using the lammps code [30] is also available
on a website [31].
II. POTENTIAL ENERGY MODELS
This section shows structural features and potential
energy models used for developing MLPs in the reposi-
tory. Given cutoff radius rc from atom i in a structure,
the short-range part of the total energy for the structure
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may be decomposed as
E =
∑
i
E(i), (1)
where E(i) denotes the contribution of atom i or the
atomic energy. The atomic energy is then given by a
function of invariants for the O(3) group [26, 32] as
E(i) = F
(
d
(i)
1 , d
(i)
2 , · · ·
)
, (2)
where d
(i)
n denotes an invariant derived from order pa-
rameters representing the neighboring atomic density of
atom i. In the context of MLPs, invariants {d
(i)
n } can
be called “structural features”. Also, a number of func-
tions are useful as function F to represent the relation-
ship between the invariants and the atomic energy, such
as artificial neural network models [2, 3, 5–8], Gaussian
process models [4, 9–12], and linear models [13–19]. In
the repository, linear models are explained as function F ,
which are shown in Sec. II B.
A. Structural features
A systematic procedure to derive a set of structural
features that can control the accuracy and computa-
tional efficiency of MLPs (e.g., [26, 32]) plays an essen-
tial role in automatically generating fast and accurate
MLPs. Therefore, the repository employs systematic sets
of structural features derived from order parameters rep-
resenting the neighboring atomic density in terms of a
basis set. They are classified into a set of structural fea-
tures derived only from radial functions and a set of struc-
tural features derived from radial and spherical harmonic
functions.
A pairwise structural feature is expressed as
d
(i)
n0 =
∑
j∈neighbor
fn(rij), (3)
where rij denotes the distance between atoms i and j.
The repository adopts a finite basis set of Gaussian-type
radial functions given by
fn(r) = exp
[
−βn(r − rn)
2
]
fc(r), (4)
2where βn and rn denote parameters. Cutoff function fc
ensures smooth decay of the radial function, and the
repository employs a cosine-based cutoff function ex-
pressed as
fc(r) =


1
2
[
cos
(
pi
r
rc
)
+ 1
]
(r ≤ rc)
0 (r > rc)
. (5)
Another structural feature is a linearly independent
polynomial invariant of the O(3) group, which is gener-
ated from order parameters representing the neighbor-
ing atomic density in terms of spherical harmonics. A
pth-order polynomial invariant for a given radial number
n and a given set of angular numbers { l1, l2, · · · , lp } is
defined by a linear combination of products of p order
parameters, expressed as
d
(i)
nl1l2···lp,(σ)
=
∑
{m1,m2,··· ,mp }
C
l1l2···lp,(σ)
m1m2···mp a
(i)
nl1m1
a
(i)
nl2m2
· · · a
(i)
nlpmp
, (6)
where a
(i)
nlm denotes the order parameter of component
nlm representing the neighboring atomic density of atom
i. The order parameters for atom i in a given struc-
ture are approximately calculated from its neighboring
atomic density regardless of the orthonormality of the
radial functions [26] as
a
(i)
nlm =
∑
j∈neighbor
fn(rij)Y
∗
lm(θij , φij), (7)
where (rij , θij , φij) denotes the spherical coordinates of
neighboring atom j centered at the position of atom i.
A coefficient set {C
l1l2···lp,(σ)
m1m2···mp } is determined by using
a group-theoretical projection operator method [33], en-
suring that the linear combination of Eqn. (6) is invari-
ant for arbitrary rotation [26]. In terms of fourth- and
higher-order polynomial invariants, there exist multiple
invariants that are linearly independent for most of the
set { l1, l2, · · · , lp }. Therefore, they are distinguished by
index σ if necessary.
B. Energy models with respect to structural
features
The repository uses polynomial functions as function F
representing the relationship between the atomic energy
and a given set of structural features, D = { d1, d2, · · · }.
The polynomial functions with regression coefficients
{w } are given as follows.
F1 (D) =
∑
i
widi
F2,pow (D) =
∑
i
wiididi
F2 (D) =
∑
{i,j}
wijdidj (8)
F3,pow (D) =
∑
i
wiiidididi
F3 (D) =
∑
{i,j,k}
wijkdidjdk
...
A potential energy model is identified with a combina-
tion of the polynomial functions and structural features.
The repository introduces the following six potential en-
ergy models. When a set of pairwise structural features
is described as D
(i)
pair = { d
(i)
n0 }, the first model (model
type = 1, feature type = pair) is composed of pow-
ers of the pairwise structural features as
E(i) = F1
(
D
(i)
pair
)
+F2,pow
(
D
(i)
pair
)
+F3,pow
(
D
(i)
pair
)
+· · · ,
(9)
which is measured from the energy of the isolated state
of atom i. This model was proposed in Refs. 13 and 14.
The second model (model type = 2, feature type =
pair) is a polynomial of the pairwise structural features
with their cross terms, expressed as
E(i) = F1
(
D
(i)
pair
)
+F2
(
D
(i)
pair
)
+F3
(
D
(i)
pair
)
+ · · · . (10)
This model can be regarded as a natural extension of em-
bedded atom method (EAM) potentials as demonstrated
in Ref. 15.
The other four models are derived from the polynomial
invariants of Eqn. (6). When a set of the polynomial
invariants is expressed by the union of sets of pth-order
polynomial invariants as
D(i) = D
(i)
pair ∪D
(i)
2 ∪D
(i)
3 ∪D
(i)
4 ∪ · · · , (11)
3where
D
(i)
2 = { d
(i)
nll }
D
(i)
3 = { d
(i)
nl1l2l3
} (12)
D
(i)
4 = { d
(i)
nl1l2l3l4,(σ)
} ,
the third model (model type = 1, feature type =
invariants) is expressed as
E(i) = F1
(
D(i)
)
+ F2,pow
(
D(i)
)
+ F3,pow
(
D(i)
)
+ · · · .
(13)
This model consists of the powers of the polynomial in-
variants. A linear polynomial form of the polynomial
invariants, E(i) = F1
(
D(i)
)
, which was proposed in Ref.
26, is included in the third model. Note that a linear
polynomial model with up to third-order invariants, ex-
pressed by
E(i) = F1
(
D
(i)
pair ∪D
(i)
2 ∪D
(i)
3
)
, (14)
is regarded as a spectral neighbor analysis potential
(SNAP) [16].
The fourth model (model type = 2, feature type
= invariants) is given by a polynomial of the polyno-
mial invariants as
E(i) = F1
(
D(i)
)
+ F2
(
D(i)
)
+ F3
(
D(i)
)
+ · · · . (15)
A quadratic polynomial model of the polynomial invari-
ants up to the third order, expressed as
E(i) = F1
(
D
(i)
pair ∪D
(i)
2 ∪D
(i)
3
)
+F2
(
D
(i)
pair ∪D
(i)
2 ∪D
(i)
3
)
,
(16)
is regarded as a quadratic SNAP [34].
The fifth model (model type = 3, feature type =
invariants) is the sum of a linear polynomial form of
the polynomial invariants and a polynomial of pairwise
structural features, described as
E(i) = f1
(
D(i)
)
+ f2
(
D
(i)
pair
)
+ f3
(
D
(i)
pair
)
+ · · · . (17)
The sixth model (model type = 4, feature type =
invariants) is the sum of a linear polynomial form of
the polynomial invariants and a polynomial of pairwise
structural features and second-order polynomial invari-
ants. This is written as
E(i) = f1
(
D(i)
)
+ f2
(
D
(i)
pair ∪D
(i)
2
)
+ · · · . (18)
III. DATASETS
Training and test datasets are generated from proto-
type structures, i.e., structure generators. The reposi-
tory uses two sets of structure generators for elemental
systems. One is composed of face-centered cubic (fcc),
body-centered cubic (bcc), hexagonal close-packed (hcp),
simple cubic (sc), ω, and β-tin structures, which was em-
ployed in Ref. 29. Hereafter, structures generated from
the structure generator set are denoted by “dataset 1”.
The other is composed of prototype structures reported
in the Inorganic Crystal Structure Database (ICSD) [35],
which aims to generate a wide variety of structures. For
elemental systems, only prototype structures composed
of single elements with zero oxidation state are chosen
from the ICSD. The total number of the structure gener-
ators is 86. A list of structure generators can be found in
the Appendix of Ref. 26. Hereafter, structures generated
from the second set are denoted by “dataset 2”.
Given a structure generator, the atomic positions and
lattice constants of the structure generator are fully opti-
mized by DFT calculation to obtain its equilibrium struc-
ture. Then, a new structure is constructed by random
lattice expansion, random lattice distortion, and random
atomic displacements into a supercell of the structure
generator. For a given parameter ε controlling the de-
gree of lattice expansion, lattice distortion, and atomic
displacements, the lattice vectors of the new structure
A′ and the fractional coordinates of an atom in the new
structure f ′ are given as
A′ = A+ εR (19)
f ′ = f + εA′−1η, (20)
where the (3 × 3) matrix R and the three-dimensional
vector η are composed of uniform random numbers rang-
ing from −1 to 1. Matrix A and vector f represent the
lattice vectors of the original supercell and the fractional
coordinates of the atom in the original supercell, respec-
tively.
For each elemental system, datasets 1 and 2 are com-
posed of 3,000 and 10,000 structures, respectively, in ad-
dition to the equilibrium structures of the structure gen-
erators. Dataset 1 was developed in Ref. 29, whereas
dataset 2, except for the case of elemental aluminum, is
developed in this study. Each of the datasets is then ran-
domly divided into a training dataset and a test dataset.
In the repository, datasets 1 and 2 are available for 31 and
47 elements, respectively. This means that the repository
contains MLPs developed from a total of 567,228 DFT
calculations.
DFT calculations were performed using the plane-
wave-basis projector augmented wave method [36] within
the Perdew–Burke–Ernzerhof exchange-correlation func-
tional [37] as implemented in the vasp code [38–40]. The
cutoff energy was set to 300 eV. The total energies con-
verged to less than 10−3 meV/supercell. The atomic po-
sitions and lattice constants of the structure generators
were optimized until the residual forces were less than
10−2 eV/A˚.
4IV. MODEL COEFFICIENT ESTIMATION
Coefficients of a potential energy model are estimated
from all the total energies, forces, and stress tensors in-
cluded in a training dataset. Given a potential energy
model, therefore, the predictor matrix and observation
vector are simply written in a submatrix form as
X =

XenergyXforce
Xstress

 , y =

yenergyyforce
ystress

 . (21)
The predictor matrix X is divided into three submatri-
ces,Xenergy,Xforce, andXstress, which contain structural
features and their polynomial contributions to the total
energies, the forces acting on atoms, and the stress ten-
sors of structures in the training dataset, respectively.
The observation vector y also has three components,
yenergy, yforce, and ystress, which contain the total en-
ergy, the forces acting on atoms, and the stress tensors of
structures in the training dataset, respectively, obtained
from DFT calculations. Using the predictor matrix and
the observation vector, coefficients of a potential energy
model are estimated by linear ridge regression.
In the case of dataset 2 for elemental aluminum, the
training data has 9,086, 1,314,879, and 54,516 entries
for the energy, the force, and the stress tensor, respec-
tively. Therefore, the predictor matrix X has a size of
(1, 378, 481, ncoeff), where ncoeff denotes the number of
coefficients of the potential energy model and ranges from
10 to 32, 850 in the potential energy models of the repos-
itory.
V. PARETO OPTIMALITY
The accuracy and computational efficiency of the
present MLP strongly depend on the given input parame-
ters. They are (1) the cutoff radius, (2) the type of struc-
tural features, (3) the type of potential energy model, (4)
the number of radial functions, (5) the polynomial order
in the potential energy model, and (6) the truncation
of the polynomial invariants, i.e, the maximum angular
numbers of spherical harmonics, {l
(2)
max, l
(3)
max, · · · , l
(pmax)
max }
and the polynomial order of invariants, pmax. Therefore,
a systematic grid search is performed for each system to
find their optimal values. The input parameters used for
developing MLPs can be found in the repository.
However, it is difficult to find the optimal set of pa-
rameters because the accuracy and computational effi-
ciency of an MLP are conflicting properties whose trade-
off should be optimized, as pointed out in Ref. 26. In
this multiobjective optimization problem involving sev-
eral conflicting objectives, there is no single optimal so-
lution but a set of alternatives with different trade-offs
between the accuracy and the computational efficiency.
In such a case, Pareto optimal points can be optimal solu-
tions with different trade-offs [41]. Therefore, the repos-
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FIG. 1. Distribution of MLPs in a grid search to find op-
timal parameters controlling the accuracy and the computa-
tional efficiency of the MLP for elemental Al. The elapsed
time for a single point calculation is estimated using a single
core of Intel R© Xeon R© E5-2695 v4 (2.10 GHz). The red closed
circles show the Pareto optimal points of the distribution ob-
tained using a non-dominated sorting algorithm. The cyan
closed circles indicate the MLP with the lowest prediction er-
ror and two Pareto optimal MLPs with higher computational
cost performance. The distribution of the prediction errors
for dataset 1 is also shown.
TABLE I. Model parameters of MLP1, MLP2, and MLP3
for elemental Al.
MLP1 MLP2 MLP3
Number of coefficients 2410 1770 815
Feature type Invariants Pair Pair
Cutoff radius 12.0 12.0 8.0
Number of radial functions 20 20 15
Model type 3 2 2
Polynomial order (function F ) 3 3 3
Polynomial order (invariants) 4 − −
{ l
(2)
max, l
(3)
max, · · · } [4,4,2] − −
itory contains all Pareto optimal MLPs for each system
and each dataset.
5 0
 5
 10
 15
 20
 25
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Cu, Dataset 1)
 0
 5
 10
 15
 20
 25
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Mg, Dataset 1)
 0
 10
 20
 30
 40
 50
 60
 70
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Ti, Dataset 1)
 0
 10
 20
 30
 40
 50
 60
 70
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Y, Dataset 1)
 0
 5
 10
 15
 20
 25
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Ga, Dataset 1)
 0
 5
 10
 15
 20
 25
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Zn, Dataset 1)
 0
 10
 20
 30
 40
 50
 60
 70
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Nb, Dataset 1)
 0
 10
 20
 30
 40
 50
 60
 70
10-5 10-4 10-3 10-2
Pr
ed
ic
tio
n
 
e
rr
o
r 
(m
eV
/a
to
m
)
Elapsed time (s/atom/MD step) (Single CPU core)
Pareto optimal MLPs (Zr, Dataset 1)
MLP3
MLP2 MLP1MLP3 MLP2 MLP1
MLP3 MLP2 MLP1
MLP3
MLP2 MLP1
MLP3 MLP2
MLP1
MLP3
MLP2 MLP1
MLP3
MLP2 MLP1 MLP3 MLP2 MLP1
FIG. 2. Distribution of MLPs in a grid search for elemental Cu, Ga, Mg, Zn, Ti, Zr, Y, and Nb. The closed red circles show
the Pareto optimal points of the distribution.
6VI. MLPS IN REPOSITORY
Figure 1 shows the prediction error and the computa-
tional efficiency of the Pareto optimal MLPs developed
from dataset 1 for elemental Al. Figure 2 also shows
the Pareto optimal MLPs for elemental Cu, Ga, Mg, Zn,
Ti, Zr, Y, and Nb. The prediction error is estimated
using the root mean square (RMS) error of the energy
for the test dataset. The computational efficiency is es-
timated using the elapsed time to compute the energy,
the forces and the stress tensors of a structure with 284
atoms. In Figs. 1 and 2, the elapsed time is normalized
by the number of atoms because it is proportional to the
number of atoms as shown later. The behavior of the
relationship between the prediction error and the com-
putational efficiency for the other systems can be found
in the repository.
Users of the repository can choose an appropriate MLP
from the Pareto optimal ones according to their targets
and purposes. The MLP with the lowest prediction er-
ror is denoted by “MLP1”, whereas two Pareto optimal
MLPs showing higher computational cost performance
are denoted by “MLP2” and “MLP3”. As can be seen
in Figs. 1 and 2, MLP2 and MLP3 exhibit high com-
putational efficiency without significantly increasing the
prediction error. This study introduces simple scores to
evaluate the computational cost performance from the
elapsed time t with the unit of ms/atom/step and the
prediction error ∆E with the unit of meV/atom. MLP2
and MLP3 with higher computational cost performance
minimize t+∆E and 10t+∆E, respectively.
Figure 1 shows the distribution of the prediction errors
for structures in dataset 1. Table I also lists the values of
the model parameters of MLP1, MLP2, and MLP3. This
information for the other Pareto optimal MLPs and the
other systems can be found in the repository.
Tables II and III list the prediction error and the com-
putational efficiency of MLPs for each elemental system
obtained from datasets 1 and 2, respectively. MLP2 and
MLP3 exhibit high computational efficiency while avoid-
ing a significant increase of the prediction error. There-
fore, MLP2 and MLP3 can be regarded as better poten-
tials than MLP1 for most practical purposes.
Figure 3 shows the elapsed times of single point calcu-
lations for structures with up to 32,000 atoms using the
EAM potential [42], MLP1, MLP2, and MLP3 for ele-
mental Al. Structures were made by the expansion of the
fcc conventional unit cell with a lattice constant of 4 A˚.
As can be seen in Fig. 3, linear scaling with respect to the
number of atoms is achieved in all the MLPs. Although
the performance for only three MLPs is shown here, the
other MLPs also exhibit linear scaling with respect to
the number of atoms. Therefore, the computational time
required for a calculation of nstep steps for a structure
with natom atoms can be estimated as t× natom × nstep,
where t is the elapsed time per atom for a single point
calculation listed in the repository.
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FIG. 3. Dependence of the computational time required
for a single point calculation on the number of atoms. The
elapsed time is measured using a single core of Intel R© Xeon R©
E5-2695 v4 (2.10 GHz).
VII. CONCLUSION
An MLP repository developed by a systematic applica-
tion of the procedure to obtain Pareto optimal MLPs has
been demonstrated in this paper. In particular, MLPs
with high computational cost performance, showing high
computational efficiency without increasing the predic-
tion error, are useful for most practical purposes. Cur-
rently, many Pareto optimal MLPs are available in the
repository from the website, and the number of MLP en-
tries in the repository is continuously increasing. There-
fore, the repository should be useful in performing accu-
rate and fast atomistic simulations.
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