Abstract. The chromatic spectral sequence is introduced in [8] to compute the E 2 -term of the Adams-Novikov spectral sequence for computing the stable homotopy groups of spheres. The E 1 -term E s,t 1 (k) of the spectral sequence is an Ext group of BP * BP -comodules. There are a sequence of Ext groups E s,t 1 (n − s) for non-negative integers n with E s,t 1 (0) = E s,t 1 , and Bockstein spectral sequences computing a module E s, * 1 (n − s) from E s−1, * 1 (n − s + 1). So far, a small number of the E 1 -terms are determined. Here, we determine the E 1,1 1 (n − 1) = Ext 1 M 1 n−1 for p > 2 and n > 3 by computing the Bockstein spectral sequence with E 1 -term E 0,s 1 (n) for s = 1, 2. As an application, we study the non-triviality of the action of α 1 and β 1 in the homotopy groups of the second Smith-Toda spectrum V (2).
Introduction
Let p be a prime number, S (p) the stable homotopy category of p-local spectra, and S the sphere spectrum localized at p. Understanding homotopy groups π * (S) of S is one of the principal problems in stable homotopy theory. The main vehicle for computing π * (S) is the Adams-Novikov spectral sequence based on the BrownPeterson spectrum BP . BP is the p-typical component of M U , the complex cobordism spectrum, and that it has homotopy groups BP * = π * (BP ) = Z (p) [v 1 , v 2 , · · · ] where v n is a canonical generator of degree 2p n − 2. In order to study the E 2 -term of the Adams-Novikov spectral sequence, H. Miller, D. Ravenel and S. Wilson [8] introduced the chromatic spectral sequence. It was designed to compute the E 2 -term, but has the following deeper connotation. Let L n : S (p) → S (p) denote the Bousfield-Ravenel localization functor with respect to v −1 n BP (cf. [12] ). It gives rise the chromatic filtration S (p) → · · · → L n S (p) → L n−1 S (p) → · · · → L 0 S (p) of the stable homotopy category of spectra, which is a powerful tool for understanding the category. The chromatic nth layer of the spectrum S can be determined from the homotopy groups of L K(n) S, the Bousfield localization of S with respect to the nth Morava K-theory K(n) that it has homotopy groups K(n) * = v −1 n Z/p[v n ] for n > 0 and K(0) * = Q. By the chromatic convergence theorem of Hopkins-Ravenel [13] , S is the inverse limit of the L n S. Let E(n) be the nth Johnson-Wilson spectrum E(n) with E(n) * = v n BP and also to K(0) ∨ · · · ∨ K(n), i.e. L E(n) = L n = L K(0)∨···∨K(n) . We notice that E(0) = HQ, the rational Eilenberg-MacLane spectrum, and E(1) is the p-local Adams summand of periodic complex K-theory. Futhermore, E(2) is closely related to elliptic cohomology. So far, we have no geometric interpretation of homology theories K(n) or E(n) when n > 2.
From now on, we assume that the prime p is odd. We explain the E 1 -term of the chromatic spectral sequence. The Brown-Peterson spectrum BP is a ring spectrum that induces the Hopf algebroid (BP * , BP * (BP )) = (BP * , BP * [t 1 , t 2 , . . . ]) in the standard way [14] , and we have an induced Hopf algebroid
where E(n) * is considered to be a BP * -module by sending v k to zero for k > n. Then, the E 1 -term is given by
and M/(w ∞ ) for w ∈ E(n) * and an E(n) * -module M denotes the cokernel of the localization map M → w −1 M . In order to study the stable homotopy groups π * (L K(n) S), we study here the homotopy groups of the monochromatic component M n S of S (see [12] ). Then, the E 2 -term E s,t 2 (M n S) of the Adams-Novikov spectral sequence for computing π * (M n S) is the E 1 -term E n,s 1 (0) of the chromatic spectral sequence. In [8] , the authors also introduced the v n−s -Bockstein spectral sequence E
is determined in the following cases (cf. [14] ):
(s, t, n) = (0, t, n) for (a) n ≤ 2, (b) n = 3, p > 3, (c) t ≤ 2 by Ravenel [11] , (Henn [2] for n = 2 and p = 3), = (1, 0, n) for n ≥ 0 by Miller, Ravenel and Wilson [8], = (s, t, n) for n ≤ 2 by Shimomura and his colaborators: Arita [1] , Tamura [20] , Yabe [21] and Wang [22] , ([15] , [18] , [19] ), = (1, 1, 3) by Shimomura [16] , Hirata and Shimomura [3] , = (2, 0, n) for n > 3 by Shimomura [17] , for n = 3 by Nakai [9] , [10] .
In this paper, we determine the structure of E 1,1 1 (n − 1) for n > 3. The case n = 3, which is special, is treated in [16] and [3] . The result is the first step to understand π * (L K(n) S) for n > 3 as explained above. We proceed to state the result.
In this paper, we consider only the cases s = 0 and s = 1, and, hereafter, put
Furthermore, we put F = Z/p, and consider the coefficient ring
Since the ideal I n−1 is invariant, (A, Γ) = (A, E(n) * (E(n))/I n−1 ) is a Hopf algebroid, and we use the abbreviation
We have the u-Bockstein spectral sequence
associated to the short exact sequence
where ϕ is a homomorphism defined by ϕ(x) = x/u. Let R be a ring, and let R g denote the R-module generated by g. The E 1 -term of the u-Bockstein spectral sequence was determined by Ravenel [11] as follows:
In the theorem, the generators h i and b i are represented by t p i 1 and
of the cobar complex Ω * Γ K(n) * , respectively, and g i and k i are given by the Massey products
In order to determine the module Ext 0 B, Miller, Ravenel and Wilson [8] introduced elements x i and integers a i in [8, (5.11 ) and (5.13)], where they denoted them by x n,i and a n,i , such that x i ≡ v 
Hereafter, we let [i] ∈ {0, 1, . . . , n − 2} be the principal representative of the integer i module n − 1. The elements x i and the integers a i are defined inductively by x 0 = v and a 0 = 1, and for i > 0, (1.6)
for i > 1 and [i] = 1, and
. The result (1.5) determines the differentials of the Bockstein spectral sequence, which implies:
Here,
This theorem together with (1.5) implies the following:
for integers s and t with p ∤ s.
By Theorem 1.3, the module Ext 1 K(n) * is the direct sum of ζ n Ext 0 K(n) * = ζ n K(n) * , F h j for j ∈ Z/(n − 1) and the modules
Here, N denotes the set of non-negative integers, and Z = Z \ pZ. We partition N × Z/n as follows:
We introduce notation
and
We also consider the subset T of N × Z/n × Z defined by
In this notation, the cokernel of δ in Corollary 1.8 is given by
Finally, we consider the k * -modules:
Here, a(i, j, s) denotes an integer defined as follows:
, and
Let V (n) be the nth Smith-Toda spectrum defined by BP * (V (n)) = BP * /I n+1 . As an application of the theorem, we study the action of α 1 and β 1 on the elements u t (t > 0) in the Adams-Novikov E 2 -term E * 2 (V (n)) in section 6. In particular, it leads us an geometric result for n = 4. In [23] , Toda constructed the self map γ on V (2) to show the existence of V (3) for the prime p > 5. We notice that γ t i ∈ π * (V (2)) for the inclusion i : S → V (2) to the bottom cell is detected by u t = v t 3 ∈ BP * (V (2)) in the Adams-Novikov spectral sequence.
Theorem 1.11. Let p > 5. Then γ t iα 1 and γ t iβ 1 are nontrivial in π * (V (2)) for t > 0.
Bockstein spectral sequence
We compute the Bockstein spectral sequence by use of the following lemma.
Lemma 2.1. Let δ : Ext s B → Ext s+1 K(n) * be the connecting homomorphism associated to the short exact sequence (1.2) . Suppose that 
This follows immediately from [8, Remark 3.11] . Let θ be an element of Corollary 5.8. Then, θ/u k and h j /u k for j ∈ Z/(n − 1) belong to Ext 1 B, and we define the map f :
, and we have an exact sequence
which is a summand of Lemma 2.1. Together with (2.2) and (2.3), Theorem 1.10 follows from Lemma 2.1 if the following sequence is exact for each (i, j, s) ∈ T :
where U (i,j,s) denotes an F -module generated by a single generator as follows:
Since the mapping T → {U (i,j,s) : (i, j, s) ∈ T } assigning (i, j, s) to U (i,j,s) is an injection, we see the following:
The homomorphism f k in Lemma 2.1 on W (i,j,s) for (i, j, s) ∈ T is explicitly given by f (i,j,s) (x) = x/u a(i,j,s) .
It follows that the homomorphism δ ′ on it is given by the composite δ(1/u a(i,j,s) ). Hereafter we denote it by δ 3. The summands on V (0,n−1) and C GB We begin with stating some formulae on the Hopf algebroid (A, Γ):
for k < n, and
A of the cobar complex modulo an ideal, which is defined by
We also use the differential
We also use the Steenrod operations P 0 and βP 0 on Ext * C(j) for j ≥ 1 and Ext * B (cf. [6] , [14] ). Here, C(j) denotes the comodule A/(u j ), and we notice that
+u jp z j,n−1 for some elements y j and z j,i ∈ Ω s+1 E(n) * . Under this situation, the Steenrod operations are defined by
Here, [x] denotes the homology class represented by a cocycle x. In particular, the operation acts on our elements as follows:
in Ext 1 B; and
The following is a folklore (cf. [14, Corollary A1.5.5]):
Proof.
by (3.6), (1.5) and (3.5). Here, (ν(t),
Proof. We prove this by induction on i. By (3.1) and (3.2), we compute mod (u 3 )
Apply P 0 to it, and we obtain
Here, we notice that g n = v Therefore, (P 0 ) j for j < n − 2 yields the equation for δ
by (3.6) and inductive hypothesis.
Note that a i+n−1 = p n−1 a i + p − 1. Consider the connecting homomorphism 
The summands C G and C K
We study the action of the connecting homomorphism δ by use of the Massey product. We notice that this is also shown by use of P 0 -operation considered in the previous section, but we use the Massey product for the sake of simplicity.
Proof. We consider the element (1/u a(i,j,s) )(x s i h j ) the Massey product sx
,
wise. Here, we note that h i , h i+1 , h i = 2g i .
The summand V (0,n−2)
Consider the elements c i = u p i h n−1+i and c
i e(n)q for q = 2p − 2, and satisfy
We consider the cochains w k = u e(k−1) ct
. Let w k be a cochain of the cobar complex Ω 1 Γ A defined inductively by:
and put
In order to prove this, we make a chromatic argument: Let N 0 k denote the BP * BP -comodule BP * /I k , and put M 0 Proof. A change of rings theorem of Miller and Ravenel [7] shows that the module 
