We give some characterizations for normal covers of infinite products of generalized metric spaces such as M-spaces, Σ-spaces and β-spaces. We prove them simultaneously in terms of β-spaces and perfect maps. Next, we give affirmative answers to two questions concerning the normality of Σ-products, which were raised by the author and Yamazaki, respectively. These results are stated in terms of Σ-products of β-spaces.
Introduction
Throughout this paper, all spaces are assumed to be Hausdorff. For a set Λ, |Λ| denotes the cardinality of Λ and [Λ] <ω (respectively, [Λ] ω ) denotes the family of all finite (respectively, countable) subsets of Λ.
Let X be a space. Recall that U is a cozero-set in X if there is a continuous function f : X → [0, 1] such that U = {x ∈ X: f (x) > 0}. The complement of a cozero-set is called a zero-set. A cover G of X is called a cozero (respectively, zero-set) cover if each member of G is a cozero-set (respectively, zero-set) in X.
Recall that an open cover O of X is normal if there is a sequence {U n } of open covers of X such that U n+1 is a starrefinement of U n for each n ∈ ω, where U 0 = O. For an open cover O = {O α : α ∈ Ω} of X, a cover {S α : α ∈ Ω} of X with the same index set is called a shrinking of O if S α ⊂ O α for each α ∈ Ω.
Stone, Michael and Morita have given various equivalent conditions for normal covers of topological spaces as follows (ex., see [9, Theorem 1.2] ). Let X × Y be a product space. A subset of the form U × V in X × Y is called a rectangle. A cover G of X × Y is rectangular if each member of G is a rectangle in X × Y . The product X × Y is said to be rectangular [12] if every finite cozero cover (or equivalently, every binary cozero cover) of X × Y has a σ -locally finite rectangular cozero refinement.
In the previous paper [19] , we have given an analogous characterization for normal covers of rectangular products as follows: The purpose of this paper to give the same characterizations as Theorem 1.2 for normal covers of infinite products (where the exact definitions of rectangularity for infinite products are stated in the next section). The most useful idea for our purpose was given by Filippov [2] to prove:
Theorem 1.3. [2] Let X = λ∈Λ X λ be an infinite product of paracompact M-spaces (= paracompact p-spaces).
Then every normal cover of X has a σ -locally finite rectangular cozero refinement.
The original form of Theorem 1.3 was given by Klebanov [6] for an infinite product of metric spaces. A similar result to Theorem 1.3 was pointed out in [16] for an infinite product of paracompact Σ -spaces with countable tight condition. Subsequently, Odinokov [11] has generalized these results for infinite products.
In the next section, we give some characterizations of normal covers of infinite products, which strengthen not only Theorem 1.3 but also all other results stated above. The class of β-spaces is fairly broad as a class of generalized metric spaces, because it contains many classes such as Σ -spaces and semi-stratifiable spaces. These characterizations are actually proved simultaneously in terms of β-spaces and perfect maps.
In the third section, we recall a question for the normality of Σ -products of β-spaces, which was raised in [18, 4] . Here we give an affirmative answer to this question. This result is an extension of almost all results, which have been known, concerning the normality of Σ -products with countable tight condition.
On the other hand, Yamazaki [21] introduced the concept of base-normality which is stronger than normality, and proved that a Σ-product of metric spaces is base-normal. Moreover, she [22] has asked whether a Σ-product of paracompact M-spaces is base-normal if it is normal. As an application of our results obtained here, we also give an affirmative answer to this question.
A main theorem and corollaries
A space S is called a β-space [5] (respectively, strong β-space [20] ) if there is a function g : S × ω → Top(S), where Top(S) denotes the topology of S, satisfying (i) x ∈ n∈ω g(x, n) for each x ∈ S, (ii) if n∈ω g(x n , n) = ∅, then k∈ω {x n : n k} is non-empty (respectively, non-empty and compact).
For convenience, we call the function g a β-function (respectively, strong β-function) for S.
Remark. Note that " n∈ω g(x n , n) = ∅" can be replaced by " n m g(x n , n) = ∅ for some m ∈ ω" in the above (ii).
We can use the property of strong β-spaces instead of that of β-spaces in the class of paracompact spaces, which is assured by the following. Lemma 2.1. [20] Every paracompact β-space is a strong β-space.
A continuous map f from S onto T is called perfect (respectively, quasi-perfect) if f is a closed map such that f −1 (t) is compact (respectively, countably compact) for each t ∈ T . For a perfect (respectively, quasi-perfect) map f : S → T , S is a strong β-space (respectively, β-space) iff so is T (see [20] ).
A space S has countable tightness if for each A ⊂ S and each x ∈ A, there is B ⊂ A such that |B| ω and x ∈ B. Let X = λ∈Λ X λ be an infinite product. For each θ ∈ [Λ] <ω , X θ = λ∈θ X λ is called a finite subproduct of X, and let π θ denote the projection of X onto X θ . A subset of the form π
Let Ξ be a set of finite sequences and ∅. We introduce the partial order
Then Ξ is a tree of height of ω and the nth level of Ξ is the subset of Ξ consisting of all n-tuple sequences.
In the proof of the next theorem, we will partially use an idea from [2, Theorem 4.2]. However, Filippov's paper may not be easily available. So, for convenience of the readers, we will describe the proof rather in full detail. 
Then f is a perfect map from X onto Y . It should be noted that, for each y ∈ Y , there is some ϕ(y) Now, for each n ∈ ω, we will construct an index sets Δ n of n-tuple sequences and a subset Ξ n of Δ n such that each
(c) Ξ n = {ξ ∈ Δ n : There are two points a,
. Take any y ∅ ∈ Y ∅ and a strong β-function g ∅ for Y ∅ . Assume that the construction above has been already performed for no greater than n.
Take any ξ ∈ Ξ n and fix it.
Proof. Assume that there is
.
Since Y ξ is a strong β-space, we can take a strong β-function g ξ for Y ξ satisfying (5). Moreover, by Claim 1 and Lemma 2.A, we can assume that g ξ satisfies the following conditions; for each z ∈ p ξ (F (ξ )) and each k ∈ ω,
} is an open cover of Y ξ which is paracompact, it has a locally finite and
Here, letting ξ range over Ξ n , we put Δ n+1 = {Δ(ξ ): ξ ∈ Ξ n }. Then it is verified that the conditions (a), (1), (2) in (b) and (3)- (5) in (d) are satisfied. We define Ξ n+1 ⊂ Δ n+1 such as it satisfies the condition (c). Now, take an η ∈ Ξ n+1 and fix it. Let η − = ξ . Then η = ξ α for some α ∈ Ω(ξ ), and
Proof. By (c), there are two points a,
Since y η ∈ Φ and Y ξ has countable tightness, there are two sequences {a η,k } and {b η,k } of points in X such that
By (4), we have θ η ∈ [Λ] <ω . Then the conditions (6)- (10) in (d) are satisfied. We only check about (11) . Take any μ ∈ i<n+1 (Δ i \ Ξ i ). By the assumption (11), we may assume that μ ∈ Δ n \ Ξ n and that W (μ) ∩ V (ξ) = ∅. By (10), we have θ μ − ⊂ θ ξ . Hence it follows from (2), (iv) and Claim 2 that
Thus, our construction has been accomplished.
Here, we put V = V (ξ): ξ ∈ Δ n \ Ξ n and n ∈ ω and
For each Q ⊂ Λ, let X Q = λ∈Q X λ and Y Q = λ∈Q Y λ . Moreover, π Q and p Q denote the projections of X onto X Q and Y onto Y Q , respectively.
Lemma 2.B. F covers Y .
Proof. Assume that there is a point y 0 ∈ Σ \ F . By (1) and (3), we can inductively choose a sequence {ξ n } of indices such that ξ n ∈ Ξ n , ξ n < ξ n+1 and y 0 ∈ F (ξ n ) for each n ∈ ω. We abbreviate π ξ n , p ξ n and p ξ k ξ n to π n , p n and p k n , respectively, in the proof of Lemma 2.B.
Claim 3. Each C n is non-empty and compact.
Proof. Take any n, k ∈ ω with k n.
Since g ξ n is a strong β-function for X ξ n , it follows that C n is non-empty and compact. 2
Since {C n , p n+1 n } is an inverse sequence of non-empty compact spaces, there is some z n ∈ C n such that p n+1 n (z n+1 ) = z n for each n ∈ ω. Let R = n∈ω θ ξ n . We can define the point z ∈ Y R by z(λ) = z n (λ) for each λ ∈ θ ξ n and each n ∈ ω. Take the point y 1 ∈ Y defined by p R (y 1 ) = z and p Λ\R (y 1 ) = p Λ\R (y 0 ). Moreover, pick a point x 0 ∈ f −1 (y 1 ). For each n, k ∈ ω, take the two points a n,k , b n,k ∈ X defined by π R (a n, . So we have y ξ n ∈ p n−1 (O) . By (7), there is a k ∈ ω with p n−1 (f (a ξ n ,k ) ) ∈ p n−1 (O). Hence we obtain
Since f is a perfect map, it follows from Claim 4 that the sequence {a n,k : k ∈ ω} of points in X has a cluster point v ∈ f −1 (y 1 ).
Claim 5.
Every open neighborhood of v in X contains some a n,k and b n,k .
Hence these inequalities yield the inequality of Claim 6. 2
Since h is continuous at v in X, it follows from Claim 5 that we can take some n 0 , k 0 ∈ ω such that |h(a n 0 ,k 0 ) − h(v)| < ε/6 and |h(b n 0 ,k 0 ) − h(v)| < ε/6. These yield the inequality |h(a n 0 ,k 0 ) − h(b n 0 ,k 0 )| < ε/3, which contradicts Claim 6. 2
It follows from (a), (2) and Lemma 2.B that V is σ -discrete cylindrical open cover of Y and that F is a cylindrical shrinking of V.
Lemma 2.C. V is locally finite in Y .
Proof. Pick any y ∈ Y . By Lemma 2.B, there is a ρ ∈ n∈ω (Δ n \ Ξ n ) with y ∈ F (ρ). Let ρ ∈ Δ m \ Ξ m . Take any η ∈ n m+2 ∈ Δ n \ Ξ n . Let ξ = η (m + 2). It follows from ξ ∈ Ξ m+1 and (11) 
that W (ρ) ∩ V (ξ) = ∅. By ξ < η and (3), we have V (η) ⊂ V (ξ). Hence the open neighborhood W (ρ) of y does not meet any member of
Now, let us proceed the final stage of the proof of Theorem 2.2. Take any ξ ∈ n∈ω (Δ n \ Ξ n ). Pick an x ξ ∈ f −1 (F (ξ )) and fix it. Let
Moreover, we let
Here we put U j (ξ ) = π
and that E j (ξ ) ⊂ U j (ξ ) for j = 0, 1. Then U j (ξ ) and E j (ξ ) are an open cylinder and a closed cylinder, respectively, in X for j = 0, 1. Here, letting ξ range over n∈ω (Δ n \ Ξ n ), we put U = U j (ξ ): ξ ∈ Δ n \ Ξ n , n ∈ ω and j = 0, 1 and E = E j (ξ ): ξ ∈ Δ n \ Ξ n , n ∈ ω and j = 0, 1 . By Lemma 2.B, F covers Y . So E covers X. Hence E is a cylindrical shrinking of U . By (a) and Lemma 2.C, V is locally finite and σ -discrete in Y . Hence U is a locally finite, σ -discrete cylindrical open cover of X.
Take any ξ ∈ n∈ω (Δ n \ Ξ n ) again and put ε = 1/6.
Proof. Let ξ ∈ Δ n \ Ξ n and j = 0. Pick any x ∈ U 0 (ξ ). Take the point x * ∈ X defined by π ξ (
By Claim 7, no member of U meets both A and B. Thus we have proved that U and E are our desired covers. The proof of Theorem 2.2 is completed. 2
Let X = λ∈Λ X λ be an infinite product. A cylinder π −1 θ (T ) in X is called a cozero cylinder (respectively, a zeroset cylinder) if T is a cozero-set (respectively, a zero-set) in X θ . A cover G of the product X is said to be cylindrical cozero (respectively, cylindrical zero-set) if each member of G is a cozero cylinder (respectively, zero-set cylinder) in X.
Lemma 2.3. [20] The class of strong β-spaces is countably productive.
In the aid of Lemmas 2.1 and 2.3, Theorem 2.2 yields the following. Proof. It suffices to show (a) ⇒ (e). By Lemmas 2.1 and 2.3, note that each finite subproduct of X is a strong β-space. First, assume that O is a binary cozero cover of X. It follows from Theorem 2.2 that there are a locally finite, σ -discrete, cylindrical open refinement V = {V α : α ∈ Ω} of O and a cylindrical shrinking E = {E α : α ∈ Ω} of V. Take an α ∈ Ω. Since E α ⊂ V α , we may consider that E α and V α are both θ α -distinguished in X for some θ α ∈ [Λ] <ω . Since X θ α is normal, there are a cozero-set W α and a zero-set F α in X θ α such that π θ α (E α Next, let O = {O ξ : ξ ∈ Ξ } be a normal cover of X. By Theorem 1.1, we may consider that O is a locally finite, σ -discrete, cozero cover of X, and that there is a zero-set shrinking {S ξ : ξ ∈ Ξ } of O. For each ξ ∈ Ξ , since {O ξ , X \ S ξ } is a binary cozero cover of X, there is a locally finite, σ -discrete, cylindrical cozero refinement U ξ which has a cylindrical zero-set shrinking
Here, we let U = {U + ξ : ξ ∈ Ξ } and C = {C + ξ : ξ ∈ Ξ }. It is easy to check that U and C are our desired covers. 2 A regular space S is called a strong Σ-space if there are a σ -locally finite closed cover F of S and a cover K of S by compact sets such that, whenever K ∈ K and U is open in S with K ⊂ U , one can find F ∈ F with K ⊂ F ⊂ U .
It follows from [3, Theorem 7.8(i)] and [20] that every Σ-space is a β-space, and that every strong Σ -space is a strong β-space. Obviously, paracompact Σ -spaces are strong Σ -spaces, and the class of all paracompact Σ -spaces is countably productive (see [10] ).
Let X = λ∈Λ X λ be an infinite (or a finite) product. For each λ ∈ Λ, π λ denotes the projection of X onto X λ . A subset of the form λ∈θ π is called a cozero rectangle (respectively, zero-set rectangle) if U λ is a cozero-set (respectively, zero-set) for each λ ∈ θ . A cover G of the product X is said to be rectangular (respectively, rectangular cozero, rectangular zero-set) if each member of G is a rectangle (respectively, cozero rectangle, zero-set rectangle) in X.
For a finite product X = i n X i , note that a cozero (respectively, zero-set) rectangle in X is a subset of the form i n U i such that each U i is a cozero-set (respectively, zero-set) in X i . Proof. We only need to show (a) ⇒ (e). Let O be a normal cover of X. As in the proof of Corollary 2.4, we may assume that O is a binary cozero cover of X. By Theorem 2.2, O has a locally finite, σ -discrete, cylindrical open refinement V = {V α : α ∈ Ω} of O and a cylindrical shrinking E = {E α : α ∈ Ω} of V. Moreover, for each α ∈ Ω, we may consider that
where W α is open and F α is closed in X θ α with F α ⊂ W α . It follows from Lemma 2.5 that there are a locally finite, σ -discrete, rectangular cozero refinement {U αγ : γ ∈ Γ α } of {W α , X θ α \ F α } and its rectangular zero-set shrinking
Then U is a locally finite, σ -discrete, rectangular cozero refinement of O and C is a rectangular zero-set shrinking of U . 2
Recall that a space S is an M-space if S is a quasi-perfect preimage of a metric space. So every paracompact M-space (= paracompact p-space) is a perfect preimage of a metric space. The class of all paracompact M-spaces is countably productive.
The following is a strengthening of Theorem 1.3 due to Filipov. Since every M-space is a Σ-space (see [10, Theorem 2.6]), this is obtained from Theorem 2.2 and Lemma 2.5 in the same way as Corollary 2.6.
Normality of Σ-products
Let X = λ∈Λ X λ be an infinite product of spaces X λ , λ ∈ Λ, where we may assume that each factor X λ contains at least two points. Fix a point s = (s λ ) ∈ X. For each x ∈ X, we let Supp(x) = {λ ∈ Λ: x(λ) = s(λ)}. Then the subspace
The s ∈ Σ is called a base point of Σ . The mention of the base point s is often omitted.
We denote by p R the projection of X onto X R . We also denote by p R R the projection of X R onto X R , where
We have often used the following to show collectionwise normality. For countable tightness, we need Moreover, we make use of the following. Proof. We modify the proof of [17, Theorem 1] . Let Σ be a Σ-product of spaces X λ , λ ∈ Λ, with a base point s ∈ Σ . It follows from Lemmas 2.1, 3.3 and 3.4 that each countable subproduct of Σ is a paracompact, strong β-space with countable tightness. Let D be any discrete collection of closed sets in Σ . Now, for each n ∈ ω, we construct a collection U n of open sets in Σ and an index set Ξ n of n-tuple sequences such that for each ξ ∈ Ξ n one can assign
β-function g ξ for X ξ where X ξ and X ξ − are the abbreviations of X R ξ and X R ξ − , respectively, satisfying the following conditions for each n ∈ ω: 
Since every countable subproduct of Σ has countable tightness, it follows from Lemma 3.2, one can choose a sequence {a η,k : k ∈ ω} of points in D for x η ∈ Φ, where η ∈ Ξ n+1 with η − = ξ , as it satisfies (6). The detail is left to the readers.
We let U = n∈ω U n . By (a) and (b), U is a σ -locally finite collection of open sets in Σ such that U meets at most one member of D. It suffices from Lemma 3.1 to show that U covers Σ . Assuming the contrary, we pick some y ∈ Σ \ D. By E(∅) = Σ and (3), we can inductively choose a sequence {ξ n } of indices such that ξ n ∈ Ξ n , (ξ n+1 ) − = ξ n and y ∈ E(ξ n ) for each n ∈ ω. Hereafter, we abbreviate p ξ n , p ξ k ξ n and x ξ n to p n , p k n and x n , respectively.
Take an n ∈ ω. Let D n,m = {p k n (x k+1 ): k m} for each m ∈ ω with m n, and let C n = m n D n,m . Then we have p n+1
for each x ∈ X ξ k and each k, j ∈ ω, where k n. Using this, by (5), we have p n (y) ∈ k n g ξ n (p k n (x k+1 ), k + 1). Since g ξ n is a strong β-function for X ξ n , C n is non-empty and compact. Since {C n , p n+1 n } is an inverse sequence of non-empty compact spaces, there is some z n ∈ C n such that p n+1 n (z n+1 ) = z n for each n ∈ ω. Let R = n∈ω R n . Then |R| ω and we can take the point z ∈ Σ defined by p n (z) = z n for each n ∈ ω and z(λ) = s(λ) for each λ ∈ Λ \ R. By (7), note that R = {Supp(a ξ n ,k ): n, k ∈ ω}. As in the proof of [7, Theorem 1] , it is verified by (6) that D is not discrete at z. This contradicts the discreteness of D in Σ . 2
Remark. Daniel and Gruenhage [1] proved that there is a non-normal Σ-product Σ such that each finite (countable) subproduct of Σ is a first countable, paracompact and perfectly normal. So we cannot exclude the assumption of "β-space" in Theorem 3.5.
Since Σ -spaces and semi-stratifiable spaces are both β-spaces, the following are immediate consequences of Theorem 3.5. A normal space S is said to be base-normal [21] (respectively, base-paracompact [13] ) if there is a base B of S such that |B| = w(S) and every binary open cover (respectively, every open cover) of S has a locally finite refinement by members of B, where w(S) denotes the weight of S. Note that a space S is base-paracompact iff S is paracompact and base-normal. where π θ denotes the projection of X onto X θ . Then B is a base of Σ with |B| = |Λ| · sup λ∈Λ w(X λ ) = w(Σ). We show that B witnesses the base-normality of Σ. Let G = {G 0 , G 1 } be a binary open cover of Σ . It follows from Theorem 3.5 that Σ is normal. So we may assume that G is a binary cozero cover of Σ. Since each finite subproduct of Σ has countable tightness, it follows from [14, Theorem 1] that Σ is C-embedded (hence C * -embedded) in X. So there is a binary cozero cover O = {O 0 , O 1 } of X such that O j ∩ Σ ⊂ G j for j = 0, 1. Since O is normal and each finite subproduct of X has countable tightness, it follows from Corollary 2.4 that there are a locally finite cozero cylindrical refinement U = {U α : α ∈ Ω} of O and a cylindrical zero-set shrinking E = {E α : α ∈ Ω} of U . Take an α ∈ Ω. We may assume that U α = π 
Corollary 3.9. A Σ-product of paracompact M-spaces is base-normal if and only if it is normal.
Proof. Let Σ be a Σ -product of paracompact M-spaces. Since the class of paracompact M-spaces is countably productive, it follows from [13, Corollary 3.8] that each finite subproduct of Σ is base-paracompact. Assume that Σ is normal. It follows from [7, Theorem 1] that Σ has countable tightness. Since M-spaces are β-spaces, this is an immediate consequence of Theorem 3.8. 2
