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9PREDGOVOR
Ovaj je udžbenik prvenstveno namijenjen studentima diplomskog sve-
učilišnog studija studijskog programa Elektroničke i informatičke tehnolo-
gije u pomorstvu ali i drugih studijskih programa na Pomorskom fakultetu 
Sveučilišta u Rijeci, kao i studentima drugih visokih učilišta na kojima se 
izučava pouzdanost i raspoloživost tehničkih sustava. 
Temeljni je cilj udžbenika uputiti studente u osnove prediktivnog (pro-
gnostičkog) matematičkog modeliranja pouzdanosti i raspoloživosti digital-
nih tehničkih sustava. 
Udžbenik je iz metodičkih razloga podijeljen na sedam poglavlja i dva 
dodatka. 
U prvom je poglavlju dan sažetak tematike kojom se udžbenik bavi. 
U drugom se poglavlju, radi jednoznačnog razumijevanja i tumačenja 
pojmova relevantnih za uspostavljanje prediktivnih matematičkih modela po-
uzdanosti i raspoloživosti digitalnih tehničkih sustava, daju samo opće defi-
nicije i kratka pojašnjenja nekih polaznih pojmova koji se odnose na područje 
pouzdanosti, obnovljivosti i raspoloživosti digitalnih sustava i njihovih kom-
ponenata. Precizne definicije i pojašnjenja ovih i ostalih specifičnih pojmova, 
u kvalitativnom i kvantitativnom smislu, daju se postupno tijekom izlaganja.
U trećem se poglavlju definira pojam kvara i vremena do kvara binarne 
komponente kao i veličine, i njihovi međuodnosi, relevantni za uspostav-
ljanje i analizu prediktivnog matematičkog modela pouzdanosti i srednjeg 
vremena do kvara binarne komponente.
U četvrtom se poglavlju definira pojam obnove i vremena do obnove 
binarne komponente kao i veličine, i njihovi međuodnosi, relevantni za us-
postavljanje i analizu prediktivnog matematičkog modela obnovljivosti i sred-
njeg vremena do obnove binarne komponente.
U petom se poglavlju preciznije definira pouzdanost višekomponentnih 
neobnovljivih digitalnih sustava i predstavlja pristup uspostavljanju prediktiv-
nog matematičkog modela pouzdanosti i srednjeg vremena do kvara digital-
nih sustava s međusobno neovisnim komponentama kao i međusobno ovi-
snim komponentama, polazeći od poznavanja strukture te učestalosti kvara 
komponenata tih sustava. 
U šestom se poglavlju preciznije definira pouzdanost višekompo-
nentnih obnovljivih digitalnih sustava i predstavlja pristup uspostavljanju 
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Markovljevog modela pouzdanosti i srednjeg vremena do kvara, polazeći od 
poznate strukture te učestalosti kvara i učestalosti obnove komponenata tih 
sustava. 
U sedmom se poglavlju preciznije definira trenutačna, intervalna i asimp-
totska raspoloživost jednokomponentnog binarnog sustava kao i višekompo-
nentnih digitalnih sustava te predstavlja pristup uspostavljanju Markovljevog 
modela trenutačne, intervalne i asimptotske raspoloživosti, polazeći od po-
znate strukture te učestalosti kvara i učestalosti obnove komponenata tih 
sustava.
Budući da se u prethodnim poglavljima uvode i definiraju pojmovi i veli-
čine, kao i njihovi  međuodnosi, čije razumijevanje pretpostavlja poznavanje 
osnova teorije vjerojatnosti, a uspostavljanje modela pouzdanosti i raspo-
loživosti digitalnih sustava zahtijeva poznavanje osnovnih obilježja homo-
genog Markovljevog procesa, udžbenik sadrži Dodatak A, u kojem se izla-
žu osnove teorije vjerojatnosti i slučajnih procesa s težištem na homogen 
Markovljev proces. 
Nadalje, budući da se pri izvođenju Markovljevih modela pouzdanosti 
i raspoloživosti digitalnih sustava primjenjuje rješavanje sustava linearnih 
diferencijalnih jednadžbi uz uporabu Laplaceovih transformacija, udžbenik 
sadrži i Dodatak B, u kojem se daju osnove Laplaceovih transformacija.  
Udžbenik sadrži i nekoliko riješenih elementarnih primjera radi kvantita-
tivne ilustracije teoretskih izlaganja. Međutim, u svrhu potpunijeg kvantitativ-
nog ilustriranja teoretskih izlaganja, bilo bi korisno izdati i prateću metodičku 
zbirku riješenih primjera i zadataka kao dodatak ovom udžbeniku.     
Zahvaljujemo Martini Badurina na suradnji u izradi dijagrama i slika, 
Jasminu Ćeliću na pomoći pri izradi kazala pojmova te Tihani Kraš na jezič-
nim savjetima, čime su dali značajan doprinos kvaliteti ovog udžbenika. 
Rijeka, studeni 2017.  
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1. UVOD
Svaki je tehnički sustav osmišljen, projektiran, proizveden, instaliran i 
uključen u djelovanje te korišten i održavan radi obavljanja definirane funkci-
je. Ta je funkcija obično uvjetovana zahtjevima korisnika sustava.
Za tehnički se sustav koji uključenjem u djelovanje ima sposobnost 
obavljanja i obavlja definiranu funkciju kaže da se nalazi u radnom stanju. 
Međutim, u bilo kojem trenutku tijekom njegovog djelovanja sustav može iz-
gubiti sposobnost obavljanja definirane funkcije. Tada se obično kaže da se 
dogodio kvar sustava. Taj događaj karakterizira trenutačni prelazak sustava 
iz radnog u kvarno stanje. Naravno, poželjno je da vrijeme do nastupa tog 
događaja, koje se naziva vremenom do kvara, bude što dulje. Za sustav 
kod kojeg je to vrijeme, promatrano statistički, dulje kaže se da ima veću 
pouzdanost od sustava kod kojeg je to vrijeme kraće. 
Većina se tehničkih sustava može nakon nastupa kvara odgovarajućim 
zahvatima i uporabom primjerene logističke podrške vratiti iz kvarnog u rad-
no stanje. Za takve se sustave kaže da su obnovljivi, a aktivnost vraćanja 
sustava iz kvarnog u radno stanje naziva se obnavljanjem. Obnavljanje su-
stava traje do trenutka kad on ponovno stekne sposobnost obavljanja zahti-
jevane funkcije, odnosno kad ponovno postigne radno stanje. Događaj ka-
rakteriziran trenutačnim prelaskom sustava iz kvarnog u radno stanje obično 
se naziva obnovom sustava, a vrijeme koje proteče od trenutka početka 
obnavljanja do trenutka nastupa obnove sustava, naziva se vremenom do 
obnove. Naravno, poželjno je da to vrijeme bude što kraće. Za sustav kod 
kojeg je to vrijeme, promatrano statistički, kraće kaže se da ima veću obnov-
ljivost od sustava kod kojeg je to vrijeme dulje.
U djelovanju nekog obnovljivog tehničkog sustava koji je stalno uklju-
čen u djelovanje uzastopno se izmjenjuju kvarovi i obnove sustava, odnosno 
njegova radna i kvarna stanja s pripadnim vremenima do kvara i vremenima 
do obnove. To predstavlja određen slučajni proces. Ako je u nekom pro-
matranom razdoblju odvijanja tog procesa ukupno vrijeme do kvara veće 
od ukupnog vremena do obnove sustava, za sustav se kaže da ima veću 
raspoloživost u tom razdoblju. Takav sustav ima i veću šansu da se u pro-
izvoljnom trenutku tijekom promatranog razdoblja zateče u radnom stanju. 
Kvarovi i obnove sustava trenutačni su slučajni događaji, odnosno pri-
družena im je pripadna vjerojatnost nastupa, a vremena do kvara i vremena 
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do obnove kontinuirane su slučajne veličine kojima su pridružene pripadne 
razdiobe vjerojatnosti. Zbog toga su matematički modeli pouzdanosti i ras-
položivosti tehničkih sustava koji se temelje na ovim događajima odnosno 
veličinama vjerojatnosni i služe za prediktivnu analizu njihove pouzdanosti i 
raspoloživosti tijekom njihovog ostvarivanja kao i pronalaženje odgovaraju-
ćih tehničkih i drugih rješenja za povećavanje učinkovitosti i ekonomičnosti 
njihovog djelovanja.
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2. POLAZNI OPĆI POJMOVI
Radi jednoznačnog razumijevanja i tumačenja pojmova relevantnih za 
uspostavljanje prediktivnih (prognostičkih) matematičkih modela pouzda-
nosti i raspoloživosti digitalnih tehničkih sustava, u ovom se poglavlju daju 
opće definicije i kratka pojašnjenja nekih polaznih pojmova koji se odnose 
na područje pouzdanosti, obnovljivosti i raspoloživosti sustava i njihovih sa-
stavnica. Precizne definicije i pojašnjenja ovih i ostalih specifičnih pojmova, 
u kvalitativnom i kvantitativnom smislu, daju se postupno tijekom izlaganja.
2.1 Tehnički sustav i komponente 
Svaki se tehnički sustav može, u najopćenitijem smislu, tretirati kao 
skup međusobno fizički i/ili funkcijski spregnutih sklopovskih, programskih ili 
sklopovsko-programskih sastavnica. U funkcijskom smislu, svaki je tehnički 
sustav karakteriziran obavljanjem definirane integralne funkcije.
Sastavnice tehničkog sustava koje se u fizičkom i/ili funkcijskom smislu 
tretiraju kao elementarne (nedjeljive) cjeline nazivaju se komponentama 
sustava. U funkcijskom smislu, svaka komponenta sustava obavlja defi-
niranu elementarnu funkciju. Koordiniranom interakcijom definiranih ele-
mentarnih funkcija komponenata sustava ostvaruje se definirana integralna 
funkcija tehničkog sustava. Koordinirane interakcije definiranih elementar-
nih funkcija komponenata sustava ostvaruju se preko međukomponentnih 
sučelja. Jednoznačnim definiranjem elementarnih funkcija komponenata i 
međukomponentnih sučelja definirana je i najniža razina funkcijskog ra-
zlaganja i funkcijske analize tehničkog sustava.
Definiranjem vanjske fizičke i/ili funkcijske granice tehničkog sustava 
ujedno je definirana fizička i/ili funkcijska granica između tog sustava i nje-
govog okružja. Ova granica predstavlja sučelje između tehničkog sustava 
i njegovog okružja. Njime se ostvaruje fizička i/ili funkcijska interakcija 
između sustava i njegovog okružja.
2.2 Binarne komponente 
Ako se komponente nekog tehničkog sustava u bilo kojem trenutku ti-
jekom njegovog djelovanja mogu nalaziti u samo jednom od dva moguća 
međusobno isključiva stanja, od kojih u jednom imaju sposobnost, a 
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u drugom nemaju sposobnost obavljanja definirane elementarne funkcije, 
predstavljaju binarne komponente (u daljnjem tekstu: komponente). 
Kad komponenta uključena u djelovanje ima sposobnost i obavlja defi-
niranu elementarnu funkciju, kaže se da se, s funkcijskog stanovišta, nalazi 
u radnom stanju. Nasuprot tome, ako komponenta uključena u djelovanje 
nema sposobnost za obavljanje i ne obavlja definiranu elementarnu funkciju 
kaže se da se, s funkcijskog stanovišta, nalazi u kvarnom stanju.
2.3 Digitalni sustav 
U elementarnom smislu, tehnički sustav koji tvori samo jedna kompo-
nenta, predstavlja jednokomponentni tehnički sustav. Takav se sustav 
može, u proizvoljnom trenutku tijekom svog djelovanja, nalaziti u samo jed-
nom od dva moguća međusobno isključiva funkcijska stanja od koji je jedno 
radno, a drugo kvarno, odnosno ima ili nema sposobnost obavljanja defini-
rane integralne funkcije. 
Međutim, tehnički sustav koji tvore najmanje dvije komponente može 
se u proizvoljnom trenutku tijekom svog djelovanja, ovisno od njegovoj unu-
tarnjoj strukturi i zatečenoj kombinaciji stanja tih komponenata, nalaziti u 
najmanje četiri međusobno isključiva stanja, od kojih u nekima ima, a u neki-
ma nema sposobnost obavljanja definirane funkcije. Budući da su ta stanja 
diskretna i prebrojiva, takav sustav predstavlja digitalni tehnički sustav s 
binarnim komponentama (u daljnjem tekstu: sustav). 
Mogući broj stanja sustava određen je brojem komponenata. Ako se s m 
označi broj komponenata, broj n mogućih stanja sustava određen je izrazom
 
mn 2=  (2.1)
Sve moguće kombinacije stanja komponenata u kojima sustav ima spo-
sobnost obavljanja definirane integralne funkcije čine skup radnih stanja 
sustava, dok preostale kombinacije stanja komponenata u kojima sustav 
nema tu sposobnost čine skup kvarnih stanja sustava. 
Budući da su tijekom djelovanja sustava sva moguća stanja tog sustava 
međusobno isključiva, mogući je broj stanja sustava jednak zbroju svih sta-
nja iz skupa radnih i skupa kvarnih stanja sustava. 
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2.4 Nezalihosni i zalihosni sustavi
Nezalihosni je onaj sustav čija je sposobnost obavljanja definirane in-
tegralne funkcije u proizvoljnom trenutku tijekom njegovog djelovanja uvjeto-
vana sposobnošću obavljanja definirane elementarne funkcije svih njegovih 
komponenata u tom trenutku. 
Zalihosni je onaj sustav koji u proizvoljnom trenutku tijekom svog dje-
lovanja može imati sposobnost obavljanja definirane integralne funkcije i po-
red toga što neke (ne bilo koje) njegove komponente nemaju sposobnost 
obavljanja definirane elementarne funkcije. 
2.5 Održavanje i obnavljanje sustava 
Održavanje sustava predstavlja kombinaciju izvođenja svih tehničkih 
i upravljačkih aktivnosti, uključujući i aktivnosti nadzora, sa svrhom zadrža-
vanja sustava u stanju ili vraćanja sustava u stanje u kojem ima sposobnost 
obavljanja definirane integralne funkcije. 
Polazeći od gornje definicije, u osnovi se razlikuju dvije vrste održavanja 
sustava: preventivno i korektivno. 
Preventivno održavanje sustava čini sveukupna aktivnost koja se 
izvodi na sustavu u skladu s unaprijed određenim vremenskim rasporedom 
(redovno održavanje) ili u skladu s unaprijed utvrđenim kriterijima i tehnič-
kim stanjem komponenata sustava (održavanje prema stanju) radi sma-
njenja vjerojatnosti nastupa kvarnog stanja sustava. Između ostalog, svrha 
je preventivnog održavanja otkrivanje i vraćanje u radno stanje prikrivenih 
kvarnih komponenata zalihosnih sustava. 
Korektivno održavanje sustava čini sveukupna aktivnost koja se izvo-
di na sustavu nakon nastupa njegovog kvarnog stanja sa svrhom ponovnog 
uspostavljanja njegovog radnog stanja. Pritom se podrazumijeva da se korek-
tivnim održavanjem sustav dovodi u stanje „dobar kao nov”. Pretpostavljajući 
zanemarivo logističko kašnjenje, korektivno održavanje obuhvaća samo vri-
jeme potrebno za dijagnosticiranje, lokaliziranje i otklanjanje uzroka kvara te 
završnu provjeru funkcijske sposobnosti sustava. Takvo se korektivno održa-
vanje naziva obnavljanjem sustava. 
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2.6 Logistička podrška sustava
Općento, logistička podrška sustava predstavlja sve, materijalno i ne-
materijalno, što je potrebno poduzimati, osiguravati i koristiti za učinkovitu i 
ekonomičnu uporabu sustava nakon njegovog uključenja u djelovanje. Da bi 
se to postiglo, logistička se podrška sustava osmišljava i pretežno osigurava 
do uključenja ili neposredno nakon uključenja sustava u djelovanje. 
2.7 Pouzdanost sustava
Pouzdanost sustava značajka je sustava izražena vjerojatnošću da će 
sustav imati neprekidnu sposobnost obavljanja definirane integralne funkcije 
pod pretpostavljenim radnim uvjetima u zahtijevanom razdoblju. S kvalitativ-
nog gledišta, pouzdanost se sustava može shvatiti kao njegova sposobnost 
što duljeg besprekidnog zadržavanja u radnom stanju.
Pojam pouzdanosti odnosi se kako na neobnovljive tako i na obnovlji-
ve sustave. Međutim, treba naglasiti da obnavljanje ne utječe na povećanje 
pouzdanosti nezalihosnih sustava, ali utječe na povećanje pouzdanosti zali-
hosnih sustava ako se obnavljanje kvarnih komponenata obavi prije nastupa 
kvarnog stanja takvih sustava.
2.8 Obnovljivost sustava
Obnovljivost sustava značajka je sustava, njegove logističke podrške 
i resursa obnavljanja izražena vjerojatnošću da će obnavljanje sustava biti 
obavljeno unutar pretpostavljenog vremena uz poznate postupke obnavljanja 
i osigurane resurse obnavljanja (naprimjer brojnost i razina osposobljenosti 
osoblja za izvođenje obnavljanja, ispitno-mjerna oprema, alati, pričuvni dije-
lovi, potrošni materijali, radni uvjeti) nakon njegovog uključenja u djelovanje. 
S kvalitativnog gledišta, obnovljivost se sustava može smatrati njegovom 
sposobnošću što jednostavnijeg i bržeg vraćanja iz kvarnog u radno stanje.
2.9 Raspoloživost sustava
Raspoloživost sustava značajka je sustava izražena vjerojatnošću da 
će sustav imati sposobnost obavljanja definirane integralne funkcije u pretpo-
stavljenom trenutku ili što dulju sposobnost obavljanja ove funkcije u pretpo-
stavljenom razdoblju tijekom svoje uključenosti u djelovanje. S kvalitativnog 
stanovišta, raspoloživost se sustava može smatrati njegovom sposobnošću 
što duljeg boravka u radnom stanju a što kraćeg boravka u kvarnom stanju 
tijekom njegove uključenosti u djelovanje.
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3. KVAR, VRIJEME DO KVARA I POUZDANOST 
KOMPONENTE 
U ovom se poglavlju definira pojam kvara i vremena do kvara kompo-
nente kao i veličine, i njihovi međuodnosi, koji su relevantni za uspostav-
ljanje i analizu prediktivnog matematičkog modela pouzdanosti i srednjeg 
vremena do kvara komponente.
3.1 Kvar i vrijeme do kvara komponente 
Kvar i vrijeme do kvara komponente polazni su događaji, odnosno veli-
čine kojima se u kvalitativnom i kvantitativnom smislu opisuju osnovna obi-
lježja komponente tijekom njezinog djelovanja. 
3.1.1 Pojam kvara i vremena do kvara komponente 
Kvar (engl. failure) komponente trenutačni je slučajni događaj koji se 
očituje gubitkom sposobnosti komponente za obavljanje definirane elemen-
tarne funkcije.
Vrijeme do kvara (engl. time to failure, TTF) komponente, označeno 
s FT , vrijeme je koje proteče od trenutka njezinog uključenja u djelovanje, 
odnosno početka obavljanja njezine definirane elementarne funkcije do tre-
nutka nastupa njezinog kvara, odnosno gubitka sposobnosti za obavljanje te 
funkcije. Budući da kvar komponente može nastupiti u bilo kojem trenutku i 
to slučajno, vrijeme do kvara komponente slučajna je veličina sa značajka-
ma nenegativne kontinuirane slučajne varijable. 
3.1.2 Razdioba vremena do kvara komponente 
Razdioba vremena do kvara (engl. time to failure distribution) kom-
ponente vremenski je ovisna veličina, označena s )(tF , definirana vjero-
jatnošću da je vrijeme do kvara komponente FT  manje ili najviše jednako 
vremenu proteklom od trenutka 0=t , odnosno trenutka kad je ispravna kom-
ponenta uključena u djelovanje (Høyland i Rausand, 1994). Dakle,
 { }tTPtF F ≤=)(  (3.1)
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3.1.5		 Učestalost	kvara	komponente	
Učestalost kvara (engl. failure rate) komponente vremenski je ovisna 
veličina, označena s )(tλ , definirana graničnom vrijednošću omjera vjero-
jatnosti nastupa kvara komponente tijekom vremena t∆  koje se nadovezuje 
na vrijeme t proteklo od trenutka 0=t , odnosno trenutka uključenja ispravne 
komponente u djelovanje, i vremena t∆  ako ono teži k nuli, pod uvjetom da 
se komponenta stalno nalazi u radnom stanju dulje od vremena t (Høyland i 
Rausand, 1994). Dakle,
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što znači da tt ∆)(λ  predstavlja približnu vjerojatnost nastupa kvara kompo-
nente tijekom vremena t∆ koje se nadovezuje na vrijeme t proteklo od trenut-
ka 0=t , odnosno trenutka uključenja komponente u djelovanje, pod uvjetom 
da se u tom trenutku komponenta nalazi u radnom stanju.
Kvalitativni vremenski dijagram učestalosti kvara velike populacije sta-
tistički identičnih komponenata, prikazan na slici 3.1, ima karakteristični oblik 
takozvane „krivulje kade“. Na dijagramu su vidljiva tri karakteristična raz-
doblja tijekom radnog vijeka komponente: 
(A) razdoblje s opadajućom učestalošću kvara, 
(B) razdoblje s konstantnom učestalošću kvara i
(C) razdoblje s rastućom učestalošću kvara. 
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Razdoblje s opadajućom učestalošću kvara razdoblje je tzv. „ranih“ 
kvarova, odnosno kvarova koji nastaju u početnom razdoblju radnog vijeka 
komponente. U tom se razdoblju kvarovi komponente uglavnom pripisuju ne-
dostacima u materijalu i proizvodnom procesu. Ti kvarovi nisu očekivani (za 
razliku od sistemskih kvarova) i imaju slučajnu razdiobu tijekom vremena.
Razdoblje s konstantnom (ili približno konstantnom) učestalošću 
kvara razdoblje je kvarova u „normalnom“ radnom vijeku komponente. 
Kvarovi koji nastaju u tom razdoblju uglavnom se pripisuju trenutačnim slu-
čajnim nepoželjnim vanjskim utjecajima na rad komponente.  
Razdoblje s rastućom učestalošću kvara razdoblje je tzv. „kasnih“ 
kvarova, odnosno kvarova koji nastaju u završnom razdoblju radnog vijeka 
komponente. Kvarovi u tom razdoblju uglavnom se pripisuju starosti, istroše-
nosti, zamoru materijala itd.
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3.1.6		Međuodnos	učestalosti	kvara	i	gustoće	kvara	komponente	
	
Za	 određivanje	 međuodnosa	 učestalosti	 kvara	 komponente	 i	 gustoće	 kvara	 komponente	
polazi	se	od	definicijskog	izraza	za	učestalost	kvara	komponente.	Uzimajući	u	obzir	pravilo	za	
uvjetnu	vjerojatnost	te	definicijske	izraze	za	gustoću	kvara	i	razdiobu	vremena	do	kvara	kao	i	
njihov	međuodnos,	dobiva	se	da	je	
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od	gustoće	kvara	komponente	osim	u	 trenutku	 ,	 kad	su	ove	dvije	veličine	međusobno	
jednake.		
	
3.1.7		Srednje	vrijeme	do	kvara	komponente	
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3.2 Pouzdanost komponente
Pouzdanost komponente temeljna je veličina kojom se u kvalitativnom i 
kvantitativnom smislu opisuje sposobnost komponente da bez kvara obavlja 
namijenjenu funkciju tijekom promatranog razdoblja nakon njezinog uključe-
nja u djelovanje.
3.2.1	 Pojam	i	osnovne	značajke	pouzdanosti	komponente	
Pouzdanost (engl. reliability) komponente, u kvantitativnom smislu, 
vremenski je ovisna veličina, obično označena s R(t), definirana vjerojat-
nošću da je vrijeme do kvara komponente veće od proizvoljno odabranog 
vremena t proteklog od trenutka 0=t , odnosno trenutka uključenja kompo-
nente u djelovanje, pod uvjetom da u tom trenutku komponenta ima spo-
sobnost obavljanja definirane elementarne funkcije (Villemeur, 1992). Dakle,
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Za određivanje međuodnosa pouzdanosti komponente i razdiobe vre-
mena do kvara komponente polazi se od činjenice da je
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iz čega proizlazi da je 
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Odnosno, polazeći od definicijskih izraza za pouzdanost komponente i 
razdiobu vremena do kvara komponente, proizlazi da su ove dvije veličine 
komplementarne, odnosno 
  )(1)( tFtR −=  odnosno )(1)( tRtF −=   (3.9)
3.2.2		Međuodnos	pouzdanosti	i	učestalosti	kvara	komponente	
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Ovim je izrazom iskazan međuodnos pouzdanosti i učestalosti kvara 
komponente. 
3.2.3	 Međuodnos	srednjeg	vremena	do	kvara	i	pouzdanosti	 
 komponente
Uzimajući u obzir međuodnos gustoće kvara i pouzdanosti komponente, 
dobiva se
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odnosno	konačno	
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Ovaj	izraz	omogućava	određivanje	srednjeg	vremena	do	kvara	komponente	pomoću	poznate	
pouzdanosti	komponente.		
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Ovaj izr z omoguć va određivanj  sr dnjeg re ena do kvara kom o-
nente pomoću poznate pouzdanosti komponente. 
S druge stran , sr dnje vrijeme do kvara komponente m ž  se odredi-
ti i primjenom Laplac ove transformacije funkcije pouzdanosti :)(tR . Naime, 
Laplaceov transformat funkcije pouzdanosti, označen s )(sR∗ , definiran je 
izrazom
 
	
	
Integri ajući	lijevu	i	desnu	stranu	jednadžbe	i	uzimajući	u	obzir	da	je ,	dobiva	se	da	je	
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Ako se u ovaj izraz uvrsti da je ,0=s  dobiva se 
 
Ako	se	u	ovaj	izraz	uvrsti	da	je	 	dobiva	se		
	
= 																																																													(3.13)	
što	je	zapravo	izraz	za	MTTF.	
	
Ovaj	izraz	pokazuje	da	izraz	za	Laplaceov	transformat	 	funkcije	pouzdanosti	 	daje	
izraz	za	srednje	vrijeme	do	kvara	komponente	MTTF,	ako	se	u	taj	izraz	uvrsti	 																																												
	
Važno	 je	 napomenuti	 da	 izrazi	 (3.11)	 i	 (3.13)	 vrijede	 i	 općenito,	 odnosno	 za	 određivanje	
srednjeg	 vremena	 do	 kvara	 bilo	 kojeg	 (obnovljivog	 ili	 neobnovljivog)	 višekomponentnog	
sustava,	 ako	 je	 poznata	 njegova	 funkcija	 pouzdanosti.	 Pritom,	 ako	 se	 s	 	 označi	
pouzdanost,	 a	 s	 	 srednje	 vrijeme	do	kvara	promatranog	 sustava,	 analogno	 izrazima	
(3.11)	i	(3.13)	vrijedi	
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odnosno	
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Primjer 3.1
Pouzdanost	uređaja	za	strojno		rezanje	materijala	određena	je	izrazom	
	
	
	
Treba	odrediti	učestalost	kvara		λ(t)	i	srednje	vrijeme	do	kvara	uređaja	MTTF.	
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što je zapravo izraz za MTTF.
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Ovaj izraz pokazuje da izraz za Laplaceov transformat )(sR∗  funkcije 
pouzdanosti )(tR  daje izraz za srednje vrijeme do kvara komponente MTTF, 
ako se u taj izraz uvrsti .0=s
Važno je napomenuti da izrazi (3.11) i (3.13) vrijede i općenito, odnosno 
za određivanje srednjeg vremena do kvara bilo kojeg (obnovljivog ili neob-
novljivog) višekomponentnog sustava, ako je poznata njegova funkcija po-
uzdanosti. Pritom, ako se s )(tRS  označi pouzdanost, a s SMTTF  srednje vri-
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odnosno
 )0(∗= SS RMTTF   (3.15)
Primjer 3.1
Pouzdanost uređaja za strojno rezanje materijala određena je izrazom
Ako	se	u	ovaj	izraz	uvrsti	da	je	 	dobiva	se		
	
= 																																																													(3.13)	
što	je	zapravo	izraz	za	MTTF.	
	
Ovaj	izraz	pokazuje	da	izraz	za	Laplaceov	transformat	 	funkcije	pouzdanosti	 	daje	
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Uz	 supstituciju	 i	 integriranjem	 pomoću	 Newton‐Leibnizove	 formule	
dobiva	se	da	je	
	
 
	
3.3 Osnovne	značajke	komponente	s	konstantnom	učestalošću	kvara	
	
Za	komponentu	s	konstantnom	učestalošću	kvara,	odnosno	komponentu	za	koju	vrijedi	
	
	
	
proizlazi	da	za	pouzdanost	komponente	 	vrijedi	
	
	
	
Dakle,	pouzdanost	komponente	s	konstantnom	učestalošću	kvara	 	određena	je	izrazom	
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Razdioba	vremena	do	kvara	 	komponente	oblika	je	
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Ovaj	 izraz	pokazuje	da	komponenta	 s	 konstantnom	učestalošću	kvara	 ima	eksponencijalnu	
razdiobu	vremena	do	kvara	s	parametrom	jednakim	toj	učestalosti.	
	
Vremenski	dijagram	pouzdanosti	i	razdiobe	vremena	do	kvara	komponente	s	konstantnom		
učestalošću	kvara	prikazan	je	na	slici	3.2.		
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Dakle, pouzdanost komponente s konstantnom učestalošću kvara λ  
određena je izrazom
  
tetR λ−=)(  (3.16)
Razdioba vremen  d  kv r  )(tF  omponent  oblika je
   
tetRtF λ−−=−= 1)(1)(  (3.17)
Ovaj izraz pokazuje da komponenta s konstantnom učestalošću kvara 
ima eksponencijalnu razdiobu vremena do kvara s parametrom jednakim toj 
učestalosti.
Vremenski ija  uzdanosti i razdiobe vremena do kvara k mpo-
nente s konstantnom učestalošću kvara prikazan je na slici 3.2. 
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Vremenski dijagram učestalosti kvara i gustoće kvara komponente s 
konstantnom učestalošću kvara prikazan je na slici 3.3.
Slika 3.3. Vremenski dijagram učestalosti kvara i gustoće kvara komponente s 
konstantnom učestalošću kvara
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Polazeći od općeg izraza (3.11), srednje vrijeme do kvara komponente 
MTTF  određeno je izrazom
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Dakle,	 srednje	 vrijeme	 do	 kvara	 komponente	 s	 konstantnom	 učestalošću	 kvara	 jednako	 je	
recipročnoj	vrijednosti	te	učestalosti.	
	
Isti	 se	 rezultat	 dobije	 polazeći	 od	 izraza	 (3.13).	 Naime,	 Laplaceov	 transformat	 funkcije	
pouzdanosti	određen	je	izrazom	(3.16)	
	
	
	
iz	čega	proizlazi	da	je	
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Treba	izračunati	pouzdanost	neobnovljive	komponente	za	vrijeme	od	6	mjeseci	proteklo	od	
trenutka	njezinog	uključenja	u	djelovanje	ako	je	njezina	učestalost	kvara	konstantna	i	iznosi	1	
po	godini	njezinog	djelovanja.	
	
Rješenje	
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4. OBNOVA, VRIJEME DO OBNOVE I 
OBNOVLJIVOST KOMPONENTE 
U ovom se poglavlju definira pojam obnove i vremena do obnove kom-
ponente kao i veličine, i njihovi međudnosi, relevantni za uspostavljanje i 
analizu prediktivnog matematičkog modela obnovljivosti i srednjeg vremena 
do obnove komponente.
4.1 Obnova i vrijeme do obnove komponente
Obnova i vrijeme do obnove komponente polazni su događaji, odnosno 
veličine kojima se u kvalitativnom i kvantitativnom smislu opisuju osnovna 
obilježja komponente tijekom njezinog obnavljanja.
4.1.1  Pojam obnove i vremena do obnove komponente
Obnova (engl. repair) komponente trenutačni je slučajni događaj koji 
se očituje povratom sposobnosti kvarne komponente za obavljanje definira-
ne elementarne funkcije. 
 Vrijeme do obnove (engl. time to repair, TTR) komponente, označeno 
s RT , vrijeme je koje proteče od trenutka ,t 0=  odnosno trenutka kad zapo-
činje obnavljanje kvarne komponente do trenutka nastupa njezine obnove. 
Budući da obnova komponente može nastupiti u bilo kojem trenutku, i to 
slučajno, vrijeme je do obnove komponente slučajna veličina sa značajkama 
nenegativne kontinuirane slučajne varijable. 
4.1.2 Razdioba vremena do obnove komponente
Razdioba vremena do obnove (engl. time to repair distribution) kom-
ponente vremenski je ovisna veličina, označena s )(tG , definirana vjero-
jatnošću da je vrijeme do obnove komponente RT  manje ili najviše jednako 
vremenu t proteklom od trenutka 0=t , odnosno trenutka kad započinje ob-
navljanje kvarne komponente (Henley i Kumamoto, 1981). Dakle,
 { }tTPtG R ≤=)(   (4.1)
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Osnovne su značajke :)(tG  
(1) 1)(0 ≤≤ tG  za 0≥t  
(2) 0)0( =G ; 1)(lim =
∞→
tG
t  
(3) )(tG  je neopadajuća s rastućim vremenom t
4.1.3	 Gustoća	obnove	komponente
Gustoća obnove (engl. repair density) komponente vremenski je ovi-
sna veličina, označena s )(tg , definirana graničnom vrijednošću omjera vje-
rojatnosti nastupa obnove komponente tijekom vremena t∆ koje se nadove-
zuje na vrijeme t proteklo od trenutka 0=t , odnosno trenutka kad započinje 
obnavljanje kvarne komponente, i vremena t∆  ako ono teži k nuli. Dakle,
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t
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=
→∆ 0
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Osnovne su značajke )(tg :
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Iz	definicijskog	izraza	za	gustoću	obnove	komponente	proizlazi	da	za	neko	malo	 t 	vrijedi	
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kad	započinje	obnavljanje	kvarne	komponente.		
	
4.1.4		Međuodnos	razdiobe	vremena	do	obnove	i	gustoće	obnove	komponente		
	
Između	 gustoće	 obnove	 i	 razdiobe	 vremena	 do	 obnove	 komponente	 postoji	 međuodnos	
analogan	odnosu	funkcije	gustoće	i	funkcije	razdiobe	kontinuirane	slučajne	varijable.	Naime,	
polazeći	od	definicijskog	izraza	za	gustoću	obnove	komponente,	dobiva	se		
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4.1.5		Učestalost	obnove	komponente	
		
Učestalost	 obnove	 (engl.	 repair	 rate)	 komponente	 vremenski	 je	 ovisna	 veličina,	 obično	
označena	 s )(t ,	 definirana	 graničnom	 vrijednošću	 omjera	 vjerojatnosti	 nastupa	 obnove	
komponente	tijekom	vremena	 t 	koje	se	nadovezuje	na	vrijeme	 t 	proteklo	od	trenutka	 0t ,	
Iz definicijskog izraza za gustoću obnove komponente proizlazi da za 
neko malo t∆  vrijedi
{ }ttTtPttg R ∆+≤<≈∆)(
što znači da ( ) ttg ∆  pr dstavlja približnu vjerojatnost nastupa obnove kom-
ponente tijekom vremena t∆  koje se nadovezuje na vrijeme t  proteklo 
od trenutka 0=t , odnosno trenutka kad započinje obnavljanje kvarne 
komponente. 
4.1.4	 Međuodnos	razdiobe	vremena	do	obnove	i	gustoće	obnove	 
 komponente 
Između gustoće obnove i razdiobe vremena do obnove komponente 
postoji međuodnos analogan odnosu funkcije gustoće i funkcije razdiobe 
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kontinuirane slučajne varijable. Naime, polazeći od definicijskog izraza za 
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Iz ovog izraza proizlazi da za neko malo t∆  vrijedi 
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  vako ∞<≤ t0 , učestalost je obnove 
komponente uvijek veća od gustoće obnove komponente, osim u trenutku 
0=t , kad su ove veličine međusobno jednake. 
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4.2 Obnovljivost komponente
Obnovljivost komponente temeljna je veličina kojom se u kvalitativnom 
i kvantitativnom smislu opisuje sposobnost komponente (i primijenjene logi-
stičke podrške) da se obnavljanje komponente obavi tijekom promatranog 
razdoblja.
4.2.1	 Pojam	i	osnovne	značajke	obnovljivosti	komponente
Obnovljivost (engl. repairability) komponente u kvantitativnom je smi-
slu vremenski ovisna veličina, označena s ( )tM , definirana vjerojatnošću da 
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je vrijeme do obnove komponente najviše jednako proizvoljno odabranom 
vremenu t proteklom od trenutka 0=t , odnosno trenutka kad započinje ob-
navljanje kvarne komponente (Villemeur, 1992). Dakle,
 { }tTPtM R ≤=)(   (4.8)
Osnovne su značajke :)(tM
(1) 1)(0 ≤≤ tM  za 0≥t  
(2) 0)0( =M ;  1)(lim =
∞→
tM
t
(3) )(tM  je neopadajuća s rastućim vremenom t
Definicijski izraz za obnovljivost komponente i njezine osnovne značaj-
ke pokazuju da je obnovljivost komponente, kao vremenski ovisna funkcija, 
identična funkciji razdiobe vremena do obnove komponente. Dakle,
 )()( tGtM ≡  (4.9)
4.2.2	 Međuodnos	obnovljivosti	i	učestalosti	obnove	komponente
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4.2		Obnovljivost	komponente	
	
Obnovljivost	 komponente	 temeljna	 je	 veličina	 kojom	 se	 u	 kvalitativnom	 i	 	 kvantitativnom	
smislu	opisuje	sposobnost	komponente	(i		primijenjene	logističke	podrške)	da	se	obnavljanje	
komponente	obavi	tijekom	promatranog	razdoblja.	
	
4.2.1		Pojam	i	osnovn 	značajke	obnovl ivosti	komp nente	
	
Obnovljivost	(engl.	repairability)	komponente	u	kvantitativnom	je	smislu	vremenski	ovisna	
veličina,	 označena	 s	  tM ,	 definirana	 vjerojatnošću	 da	 je	 vrijeme	 do	 obnove	 komponente	
najviše	 jednako	 proizvoljno	 odabranom	 vremenu	 t	 	proteklom	 od	 trenutka	 0t ,	 odnosno	
trenutka	kad	započinje	obnavljanje	kvarne	komponente	(Villemeur,	1992).		Dakle,	
	
 tTPtM R )( 																																																																		(4.8)	
Osnovne su značajke :)(tM  
 
(1)   1)(0  tM  za 0t   
	 	 (2)			 0)0( M ;		 1)(lim 

tM
t
	
	 	 (3)			 )(tM 	je	neopadajuća	s	rastućim	vremenom	t	
	
Definicijski	 izraz	 za	 obnovljivost	 komponente	 i	 njezine	 osnovne	 značajke	 pokazuju	 da	 je	
obnovljivosti	 komponente,	 kao	 vremenski	 ovisna	 funkcija,	 identična	 funkciji	 razdiobe	
vr mena	do	obnove	komponente.	Dakle,	
	
)()( tGtM  																																																																							(4.9)	
	
4.2.2		Međuodnos	obnovljivosti	i	učestalosti	obnove	komponente	
	
Polazeći	od	(4.6)	i	(4.9),	proizlazi	da	je	
	
																																																		    )(1
)(1
)(1
)(
tM
tM
dt
d
tM
dt
tdM
t 

 	
	
odnosno	   dtt
tM
tMd )()(1
)(1 
 	
	
Integrirajući	lijevu	i	desnu	stranu,	uz	uzimanje	u	obzir	da	je	 0)0( M ,	dobiva	se	da	je	
  
t
duu)t(Mln
0
)(1 	
odnosno	konačno	

t
duu
etM 0
)(1)(  																																																															(4.10)	
odnosno
4.2		Obnovljivost	komponente	
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Ovim je izrazom iskazan međuodnos obnovljivosti i učestalosti obnove 
komponente. 
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4.2.3	 Međuodnos	srednjeg	vremena	do	obnove	i	obnovljivosti 
 komponente
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Ovaj	 izraz	 omogućava	 određivanje	 srednjeg	 vremena	 do	 obnove	 komponente	 pomoću	
poznate	obnovljivosti	komponente.		
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Ovaj izraz omogućava određivanje srednjeg vremena do obnove kom-
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Uvođenjem	supstitucija	 ut  	 i	   dvtMd  )(1 	 i	primjenom	pravila	za	parcijalnu	integraciju	
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Ovaj	 izraz	 omogućava	 određivanje	 red jeg	 vremena	 do	 bnove	 k mponente	 pomoću	
poznate	obnovljivosti	 omponente.		
	
4.3.		Osn vne	značajke	komponente	s	konstantnom	učestal šću	ob ove	
	
Za	komponentu	s	konstantnom	učestalošću	obnove,	odnosno	komponentu	za	koju	vrijedi	
	
.)( konstt   	
	
proizlazi	da	za	obnovljivost	komponente	 )(tM 	vrijedi	
	
t
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Dakle,	obnovljivost	komponente	s	konstantnom	učes alošću	obnove	  	određena	je	izrazom	
	
tetM 1)( 																																																																			(4.12)	
	
što	 je	 ujedno	 i	 razdioba	 vremena	 do	 obnove	 )(tG .	 Ovaj	 izraz	 pokazuje	 da	 komponenta	 s	
konstantnom	 učestalošću	 obnove	 ima	 eksponencijalnu	 razdiobu	 vremena	 do	 obnove	 s	
parametrom	jedakim	toj	učestalosti.	
	
Dakle, obnovljivos  komponente s kon ntnom učestalošću ob ove µ  
određena je izrazom
 
tetM µ−−= 1)(  (4.12)
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što je ujedno i razdioba vremena do obnove )(tG . Ovaj izraz pokazuje da 
komponenta s konstantnom učestalošću obnove ima eksponencijalnu razdi-
obu vremena do obnove s parametrom jedakim toj učestalosti.
Vremenski dijagram funkcije obnovljivosti, odnosno razdiobe vremena 
do obnove komponente s konstantnom učestalošću obnove, prikazan je na 
slici 4.1. 
Vremenski	 dijagram	 funkcije	 obnovljivosti,	 odnosno	 razdiobe	 vremena	 do	 obnove	
komponente	s	konstantnom	učestalošću	obnove,	prikazan	je	na	slici	4.1.		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Slika	4.1.		Vremenski	dijagram	obnovljivosti	(	razdiobe	vremena	do	obnove)	komponente	s	
konstantnom	učestalošću	obnove	
	
Gustoća	obnove	 )(tg 	komponente	s	konstantnom	učestalošću	kvara	određena	je	izrazom	
	
te
dt
tdMtg   )()( 																																																														(4.13)	
	
Vremenski	 dijagram	 učestalosti	 obnove	 i	 gustoće	 obnove	 komponente	 s	 konstantnom	
učestalošću	obnove	prikazan	je	na	slici	4.	2.	
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Slika 4.1.  Vremenski dijagram obnovljivosti (razdiobe vremena do obnove) 
kompone te s konstantnom učestalošću obnove
Gustoća obnove )(tg  komponente s konstantnom učestalošću kvara 
određena je izrazom
 
Vremenski	 dijagram	 funkcije	 obnovljivosti,	 odnosno	 razdiobe	 vremena	 do	 obnove	
komponente	s	konstantnom	učestalošću	obnove,	prikazan	je	na	slici	4.1.		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Slika	4.1.		Vremenski	dijagram	obnovljivosti	(	razdiobe	vremena	do	obnove)	komponente	s	
konstantnom	učestalošću	obnove	
	
Gustoća	obnove	 )(tg 	komponente	s	konstantnom	učestalošću	kvara	određena	je	izrazom	
	
te
dt
tdMtg   )()( 																																																														(4.13)	
	
Vremenski	 dijagram	 učestalosti	 obnove	 i	 gustoće	 obnove	 komponente	 s	 konstantnom	
učestalošću	obnove	prikazan	je	na	slici	4.	2.	
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 (4.13)
Vremenski dijagram učestalosti obnove i gustoće obn ve komponente  
konstantnom učestalošću obnove prikazan je na slici 4. 2.
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Slika 4.2.  Vremenski dijagram učestalosti obnove i gustoće obnove komponente s 
konstantnom učestalošću obnove
Polazeći od općeg izraza za njegovo određivanje, srednje vrijeme do 
obnove MTTR komponente jest
	
																																
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Slika	4.2.		Vremenski	dijagram	učestalosti	obnove	i	gustoća	obnove	komponente	s	konstantnom	
učestalošću	obnove	
	
Polazeći	 od	 općeg	 izraza	 za	 njegovo	 određivanje,	 srednje	 vrijeme	 do	 obnove	 MTTR
komp nente	jest	
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Prema	 tome,	 srednje	 vrijeme	 do	 obnove	 komponente	 s	 konstantnom	 učestalošću	 obnove	
jednako	je	recipročnoj	vrijednosti	te	učestalosti.	
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Slika	4.2.		Vremenski	dijagram	učestalosti	obnove	i	gustoća	obnove	komponente	s	konstantnom	
učestalošću	obnove	
	
Polazeći	 od	 općeg	 izraza	 za	 njegovo	 određivanje,	 srednje	 vrijeme	 do	 obnove	 MTTR
komponente	jest	
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Prema	 tome,	 srednje	 vrijeme	 do	 obnove	 komponente	 s	 konstantnom	 učestalošću	 obnove	
jednako	je	recipročnoj	vrijednosti	te	učestalosti.	
	
	
	
	
	
	
	
	
	
	
	
	
 
 
	 	
0,5         1       1,5         2        2,5        3        3,5       4        4,5        5 
   µ 
  
0,8µ 
 
 
0,6µ 
 
0,4µ 
 
 
0,2µ 
µ(t) 
g(t) 
0 � �1�� 
g(t) 
µ(t) = µ = konst. 
 (4.14)
Prema tome, srednje vrijeme do ob ov  komponente s konstantnom 
učestalošću obnove jednako je recipročnoj vrijednosti te učestalosti.
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5. POUZDANOST NEOBNOVLJIVIH SUSTAVA
U ovom se poglavlju preciznije definira pojam pouzdanosti višekompo-
nentnih neobnovljivih sustava i predstavlja pristup uspostavljanju prediktiv-
nog matematičkog modela pouzdanosti neobnovljivih sustava s međusobno 
neovisnim komponentama, koristeći blok dijagram pouzdanosti, kao i pristup 
uspostavljanju Markovljevog modela pouzdanosti neobnovljivih sustava s 
međusobno ovisnim komponentama. Također se određuju i izrazi za srednje 
vrijeme do kvara promatranih sustava. 
5.1 Pojam pouzdanosti sustava
Analogno pouzdanosti komponente, pouzdanost sustava veličina je 
iskazana funkcijom )(tRS  definirana vjerojatnošću da je vrijeme do kvara su-
stava veće od proizvoljno odabranog vremena t  proteklog od trenutka 0=t , 
kad sustav započinje s djelovanjem, uz uvjet da su u tom trenutku sve njego-
ve komponente ispravne, odnosno imaju sposobnost obavljanja definirane 
elementarne funkcije (Villemeur, 1992). Funkcija )(tRS  zapravo je matema-
tički model pouzdanosti sustava. Uspostavljanje modela pouzdanosti ne-
kog složenijeg sustava temelji se na poznavanju pouzdanosti komponenata 
sustava i strukture sustava. 
Pri modeliranju pouzdanosti sustava pretpostavit će se da se kom-
ponente sustava nalaze u razdoblju „normalnog“ radnog vijeka, kad imaju 
konstatnu učestalost kvara, odnosno eksponencijalnu razdiobu vremena do 
kvara. Nadalje, kod zalihosnih sustava prešutno se pretpostavlja da se kom-
ponente u trenutku nastupa kvara trenutačno uklanjaju iz sustava kako ne 
bi ometale rad zalihosnih komponenata, koje preuzimaju funkciju kvarnih 
komponenata.
5.2 Pouzdanost sustava s međusobno neovisnim  
 komponentama
Sustavi s međusobno neovisnim komponentama sustavi su kod ko-
jih promjena učestalosti kvara bilo koje od komponenenata ne uzrokuje pro-
mjenu učestalosti kvara bilo koje druge komponente tog sustava. 
Pri određivanju pouzdanosti neobnovljivog sustava s međusobno neo-
visnim komponentama, kao prikladno pomoćno sredstvo konstruira se blok 
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dijagram pouzdanosti (engl. reliability	block	diagram,	RBD) sustava. RBD	
sustava sastoji se od skupa orijentiranih grana, pri čemu svaka grana sa-
drži samo jednu komponentu tog sustava. 
Skup međusobno serijski povezanih orijentiranih grana RBD sustava, 
od ulaza do izlaza sustava, čini orijentiranu stazu sustava. 
Čvorište RBD sustava čini mjesto u kojem su međusobno povezane 
najmanje dvije grane RBD	sustava. 
5.2.1 Sustav serijske strukture
Sustav serijske strukture višekomponentni je sustav čije je radno sta-
nje uvjetovano radnim stanjem svih njegovih komponenata (Lewis, 1987). 
Pouzdanost sustava takve strukture svojstvena je nezalihosnim sustavima 
jer je za kvar takvog sustava dovoljan kvar samo jedne (bilo koje) njegove 
komponente. 
Neka se, primjerice, pretpostavi n-komponentni sustav serijske strukture. 
RBD	takvog sustava prikazan je na slici 5.1. 
Čvorište RBD sustava čini mjesto u kojem su međusobno povezane najmanje dvije grane 
RBD sustava.  
 
5.2.1  Sustav serijske strukture 
 
Sustav serijske strukture višekomponentni je sustav čije je radno stanje uvjetovano radnim stanjem svih jegovih komponenata (Lewis, 1987). Pouzdanost sustava takve strukture svojstvena je nezalihosnim sustavima jer je za kvar takvog sustava dovoljan kvar samo jedne (bilo koje) njegove komponente.  
 Neka se, primjerice, pretpostavi n-kompo entni sustav serijske stru ture. RBD takvog sustava prikazan je na lici 5.1.       
 
Slika 5.1.  RBD n-komponentnog sustava serijske strukture 
 
Za  određivanje pouzdanosti sustava, neka se s  označi događaj da se komponenta  stalno nalazi u radnom stanju u razdoblju (0,t]. Vjerojatnost tog događaja zapravo predstavlja zapravo pouzdanost  komponente , odnosno                                                                  (5.1)  Sustav je stalno u radnom stanju u razdoblju  samo kad se sve komponente sustava u 
tom razdoblju stalno nalaze u radnom stanju. Prema tome, pouzdanost sustava određena je 
vjerojatnošću presjeka događaja ,  odnosno                                                                   (5.2)  
Zbog pretpostavke o međusobnoj neovisnosti komponenata , a time i događaja ,  slijedi da je                                                            (5.3) odnosno                                                            (5.4) ili skraćeno                                                                    (5.5)  Uz pretpostavku da sve komponente imaju  konstantnu učestalost kvara, zbog čega je   za svako                                                   (5.6) 
ie iE
)(tRi iE
    )(tRtTPeP iFi i 
 t,0
ne,.....,e1
 nS eePtR  .....)( 1
nE,.....,E1
ne,.....,e1
   nS ePePtR  .....)( 1
)(.....)()( 1 tRtRtR nS 



n
i
iS tRtR
1
)()(
t
i
ietR )( n,.....,,i 21
E1 E2 En 
Slika 5.1.  R 	 -k ponentnog sustava serijske strukture
Za  određivanje pouzdanosti sustava, neka se s ie  označi događaj da se 
komponenta iE  stalno nalazi u radnom stanju u razdoblju (0,t]. Vjerojatnost 
tog događaja zapravo predstavlja zapravo pouzdanost )(tRi  komponente iE , 
odnosno
 
{ } { } )(tRtTPeP iFi i =>=  (5.1)
Sustav je stalno u radnom stanju u razdoblju ( ]t,0  samo kad se sve 
komponente sustava u tom razdoblju stalno nalaze u radnom stanju. Prema 
tome, pouzdanost sustava određena je vjerojatnošću presjeka događaja 
ne,.....,e1 ,  odnosno 
 { }nS eePtR ∩∩= .....)( 1   (5.2)
Zbog pretpostavke o međusobnoj neovisnosti komponenata nE,.....,E1 , a 
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time i događaja ne,.....,e1 , slijedi da je
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Uz pretpostavku da sve komponente imaju konstantnu učestalost kvara, 
zbog čega je
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U ovom izrazu zbroj učestalosti kvarova komponenata zapravo pred-
stavlja učestalost kvara sustava, označenu s Sλ . Dakle,
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Dakle, učestalost kvara sustava serijske strukture s međusobno neovi-
snim komponenatama jednaka je zbroju učestalosti kvara svih komponenata 
tog sustava.    
Primjer 5.1
Sustav je sastavljen od dvije neovisne komponente povezane u serijsku 
konfiguraciju. Učestalost kvara prve komponente je 0,002 h-1, a druge kompo-
nente 0,004 h-1. Treba izračunati pouzdanost sustava za 50 sati rada.
Rješenje
  iz izraza (5.5) proizlazi da je                                                          (5.7)  
U ovom izrazu zbroj učestalosti kvarova komponenata zapravo predstavlja učestalost kvara sustava,  označenu s . Dakle,                                                                        (5.8)  
Dakle, učestalost kvara sustava serijske strukture s međusobno neovisnim komponenatama 
jednaka je zbroju učestalosti kvara svih komponenata tog sustava.       
Primjer 5.1 Sustav je sastavljen od dvije neovisne komponente povezane u serijsku konfiguraciju. 
Učestalost kvara prve komponente je 0,002 h-1, a druge komponente 0,004 h-1. Treba izračunati pouzdanost sustava za 50 sati rada.
 
Rješenje 
  Prema izrazu (5.7), za n = 2 dobiva se: =                                      Polazeći od općeg izraza (3.14), srednje vrijeme do kvara takvog sustava, označeno s , 
određeno je izrazom                                                                      (5.9) 
 Neka se sada, u ilustrativne svrhe, pretpostavi -komponentni sustav čije komponente imaju  konstantne i jednake učestalosti kvara Polazeći od izraza (5.7), izraz za pouzdanost takvog 
sustava sljedećeg je oblika                                                                         (5.10)  Dijagram pouzdanosti takvog sustava s brojem komponenata  kao parametrom prikazan je na slici 5.2.       
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Prema izrazu (5.7), za n = 2 dobiva se: 
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U ovom izrazu zbroj učestalosti kvarova komponenata zapravo predstavlja učestalost kvara sustava,  označenu s . Dakle,                                                                        (5.8)  
Dakle, učestalost kvara sustava serijske strukture s međusobno neovisnim komponenatama 
jednaka je zbroju učestalosti kvara svih komponenata tog sustava.       
Primjer 5.1 Sustav je sastavljen od dvije neovis e kompon nte povezane u serijsku konfiguraciju. 
Učestalost kvara prve komponente je 0,002 h-1, a druge komponente 0,004 h-1. Treba izračunati pouzdanost sustava za 50 sati rada. 
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  Prema izrazu (5.7), za n = 2 dobiva se: =                                      Polazeći od općeg izraza (3.14), srednje vrijeme do kvara takvog sustava, označeno s , 
određeno je izrazom                                                                      (5.9) 
 Neka se sada, u ilustrativne svrhe, pretpostavi -komponentni sustav čije komponente imaju  konstantne i jednake učestalosti kvara Polazeći od izraza (5.7), izraz za pouzdanost takvog 
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Polazeći od općeg izraza (3.14), srednje vrijeme do kvara takvog susta-
va, označeno s SMTTF , određeno je izrazom
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Neka se sad, u ilustrativne svrhe, pretpostavi n -komponentni sustav 
čije komponente imaju konstantne i jednake učestalosti kvara .λ Polazeći od 
izraza (5.7), izraz za pouzdanost takvog sustava oblika je
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Dijagram pouzdanosti takvog sustava s brojem komponenata n  kao 
parametrom prikazan je na slici 5.2.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 5.2. Dijagrami pouzdanosti sustava serijske strukture s  komponentama konstantne i jednake 
učestalosti kvara   
 
5.2.2  Sustav  paralelne strukture 
 
Sustav paralelne strukture višekomponentni je sustav za čije je radno stanje dovoljno radno stanje samo jedne (bilo koje) njegove komponente (Lewis, 1987). Stoga, takav je sustav u kvarnom stanju samo kad se sve njegove komponente nalaze u kvarnom stanju. Pouzdanost sustava takve strukture svojstvena je zalihosnim sustavima. 
 Neka se najprije razmatra dvokomponentni sustav takozvane paralelne strukture s komponentama  i . RBD  takvog sustava prikazan je na slici 5.3.       
 
 
 
 
Slika 5.3.  RBD  dvokomponentnog sustava paralelne strukture 
                                                     Da bi se sustav stalno nalazio u radnom stanju u razdoblju (0,t] dovoljno je da se barem jedna od dviju komponenata sustava stalno nalazi u radnom stanju u tom razdoblju. Drugim 
riječima, pouzdanost sustava određena je vjerojatnošću unije događaja i . Dakle,                                           (5.11)                                 
Polazeći od pretpostavke da su komponente međusobno neovisne, proizlazi da je 
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Slika 5.2. Dijagrami pouzdanosti sustava serijske strukture s komponentama 
konstantne i jednake učestalosti kvara 
5.2.2 Sustav paralelne strukture
Sustav paralelne struk ure višekomponentni je sustav za čije je ra no 
sta je dovoljno radno stanje samo jedne (bilo koje) njegove komponente 
(Lewis, 1987). Stoga, takav je sustav u kv rnom st nju samo kad se sve 
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njegove komponente nalaze u kvarnom stanju. Pouzdanost sustava takve 
strukture svojstvena je zalihosnim sustavima.
Neka se najprije razmatra dvokomponentni sustav paralelne strukture s 
komponentama 1E  i 2E .	RBD		takvog sustava prikazan je na slici 5.3. 
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riječima, pouzdanost sustava određena je vjerojatnošću unije događaja i . Dakle,                                           (5.11)                                 
Polazeći od pretpostavke da su komponente međusobno neovisne, proizlazi da je 
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Slika 5.3.	RBD	dvokomponentnog sustava paralelne strukture
Da bi se sustav stalno nalazio u radnom stanju u razdoblju (0,t] dovoljno 
je da se barem jedna od dviju komponenata sustava stalno nalazi u radnom 
stanju u tom razdoblju. Drugim riječima, pouzdanost sustava određena je 
vjerojatnošću unije događaja 1e i 2e . Dakle, { } { } { } { }212121)( eePePePeePtRS ∩−+=∪=  (5.11)
Polazeći od pretpostavke da su komponente međusobno neovisne, pro-
izlazi da je
 
{ } { } { } { }2121)( ePePePePtRS ⋅−+=  (5.12)
odnosno
 
)()()()()( 2121 tRtRtRtRtRS −+=   (5.13)
Ako su poznate konstantne učestalosti kvara komponenata, odnosno 
1λ  i 2λ , pouzdanost je promatranog sustava određena izrazom
 
( )ttt
S eeetR 2121)(
λλλλ +−−−
−+=   (5.14)
Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava odre-
đeno je izrazom
  
2121
111
λλλλ +−+=SMTTF
  (5.15)
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Budući da u promatranom sustavu obje komponente istovremeno obav-
ljaju zahtijevanu integralnu funkciju sustava, razumno je pretpostaviti jedna-
kost pouzdanosti ovih komponenata, odnosno )()()( 21 tRtRtR == . Tada izraz 
(5.13) poprima oblik
 
)()(2)( 2 tRtRtRS −=   (5.16)
Ako pritom obje komponente imaju konstantne i jednake učestalosti 
kvara λ , pouzdanost sustava određena je izrazom
 
tt
S eetR
λλ 22)( −− −=   (5.17)
Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava odre-
đeno je izrazom MTTFMTTFS 23123212 ==−= λλλ  (5.18)
pri čemu je MTTF srednje vrijeme do kvara svake komponente sustava.
Primjer 5.2
Sustav je sastavljen od dvije neovisne komponente povezane u pa-
ralelnu konfiguraciju. Učestalosti kvara komponenata jednake su i iznose 
0,002 h-1. Treba izračunati pouzdanost sustava za 60 sati rada i srednje vrije-
me do kvara sustava.
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Primjenom izraza (5.18.), srednje vrijeme do kvara sustava iznosi 
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Neka se sad pretpostavi n-komponentni sustav paralelne strukture. 
RBD	takvog sustava prikazan je na slici 5.4.
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Primjenom izraza (5.18.), srednje vrijeme do kvara sustava iznosi     Neka se sad pretpostavi n-komponentni sustav paralelne strukture. RBD takvog sustava prikazan je na slici 5.4.         
 
 
 
 
Slika 5.4.  RBD n-komponentnog sustava paralelne strukture 
 Promatrani sustav posjeduje n staza, a isto toliko i grana odnosno komponenata. Sve komponente istovremeno obavljaju zahtijevanu integralnu funkciju sustava. Zbog toga je dovoljno da samo jedna, bilo koja, od komponenta obavlja svoju funkciju pa da sustav obavlja 
zahtijevanu funkciju. Polazeći od ove činjenice, pouzdanost sustava , koja je definirana 
vjerojatnošću da će sustav stalno obavljati svoju funkciju tijekom razdoblja (0,t], određena je 
vjerojatnošću unije događaja  koji predstavljaju radno stanje svake od komponenata  Dakle,                                                          (5.19)  
Pri određivanju izraza za pouzdanost takvog sustava polazi se od izraza za njegovu 
nepouzdanost označenogu s , koji predstavlja komplement izraza za pouzdanost, odnosno  =                                                                (5.20)  
Polazeći od toga, nepouzdanost sustava  definirana je vjerojatnošću da je sustav stalno u kvarnom stanju tijekom razdoblja (0,t]. To je moguće samo ako se u tom razdoblju sve komponente sustava stalno nalaze u kvarnom stanju. Ako se s označi događaj u kojem se u razdoblju (0,t] komponenta  stalno nalazi u kvarnom stanju, odnosno stanju ,  jednaka je vjerojatnosti presjeka događaja . Dakle,                                                           (5.21) 
h 750 h 
0020
1
2
3

,
MTTF
)(tRS
ne,.....,e,e 21
.E,.....,E,E n21
 nS eeePtR  .....)( 21
)(tQS
)(tQS )(1 tRS
)(tQS
)(tQi
iE ie )(tQS
ne,.....,e,e 21
 nS eeePtQ  .....)( 21
E1 
E2 
En 
Slika 5.4. RBD	n-komponentnog sustava paralelne strukture
Promatrani sustav posjeduje n staza, a isto toliko i grana odnosno kom-
ponenata. Sve komponente istovremeno obavljaju zahtijevanu integralnu 
funkciju sustava. Zbog toga je dovoljno da samo jedna, bilo koja, od kom-
ponenta obavlja svoju funkciju pa da sustav obavlja zahtijevanu funkciju. 
Polazeći od ove činjenice, pouzdanost sustava )(tRS , koj  je defi irana 
vjerojatnošću da će sustav stalno obavljati zahtijevanu funkciju tijekom raz-
doblja (0,t], određena je vjerojatnošću unije događaja ne,.....,e,e 21  koji pred-
stavljaju radno stanje svake od komponenata .E,.....,E,E n21  Dakle,
 { }nS eeePtR ∪∪∪= .....)( 21  (5.19)
Pri određivanju izraza za pouzdanost takvog sustava polazi se od izra-
za za njegovu nepouzdanost označenogu s )(tQS , koji predstavlja komple-
ment izraza za pouzdanost, odnosno
 )(tQS = )(1 tRS−  (5.20)
Polazeći od toga, nepouzdanost sustava )(tQS  definirana je vjerojatno-
šću da je sustav stalno u kvarnom stanju tijekom razdoblja (0,t]. To je mo-
guće samo ako se u tom razdoblju sve komponente sustava stalno nalaze 
u kvarnom stanju. Ako se s )(tQi označi događaj u kojem se u razdoblju (0,t] 
komponenta iE  stalno nalazi u kvarnom stanju, odnosno stanju ie , )(tQS  
jednaka je vjerojatnosti presjeka događaja ne,.....,e,e 21 . Dakle,
 { }nS eeePtQ ∩∩∩= .....)( 21  (5.21)
Budući da su komponente međusobno neovisne, vjerojatnost presjeka 
događaja ne,.....,e,e 21  jednaka je umnošku vjerojatnosti svih ovih događaja. 
Dakle,
 { } { } { }nS ePePePtQ ⋅⋅⋅⋅⋅⋅= 21)(   (5.22)
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Budući da su komponente s funkcijskog stanovišta binarne, odnosno 
mogu se nalaziti u radnom ili u kvarnom stanju, vjerojatnost je kvarnog stanja 
svake komponente komplementarna vjerojatnosti njezinog radnog stanja. 
Stoga je
 { }[ ] { }[ ] { }[ ]nS ePePePtQ −⋅⋅⋅⋅⋅−−= 111)( 21   (5.23)
Budući da vjerojatnost radnog stanja svake komponente tijekom čitavog 
razdoblja (0,t] zapravo predstavlja njezinu pouzdanost, gornji izraz prelazi u 
oblik
 [ ][ ] [ ])(1)(1)(1)( 21 tRtRtRtQ nS −⋅⋅⋅⋅⋅−−=   (5.24)
Ako se to uzme u obzir, iz izraza (5.20) proizlazi da je pouzdanost pro-
matranog sustava, izražena pomoću pouzdanosti njegovih komponenata, 
određena izrazom
 =)(tRS −1 [ ][ ] [ ])(1)(1)(1 21 tRtRtR n−⋅⋅⋅⋅⋅−−   (5.25)
odnosno, pisano kraće
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Uz pretpostavku da sve komponente imaju konstantnu učestalost kvara, 
zbog čega je
t
i
ietR λ−=)(  za svako n,.....,,i 21=
izraz (5.26) prelazi u oblik
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S
ietR
1
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Pretpostavi li se da su sve komponente jednake pouzdanosti, odnosno 
ako je )()( tRtRi = za svako n,.....,,i 21= , izraz (5.26) prelazi u oblik
 
[ ]nS tRtR )(11)( −−=    (5.28)
Ako se još pretpostavi da su sve komponente konstantne i jednake 
učestalosti kvara λ , tada izraz (5.27) prelazi u oblik
 
( )ntS etR λ−−−= 11)(   (5.29)
a polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava određe-
no je izrazom
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pri čemu je MTTF srednje vrijeme do kvara svake komponente promatranog 
sustava.
Na slici 5.5. prikazani su dijagrami pouzdanosti četverokomponentnog 
sustava paralelne strukture s komponentama konstantne i jednake učesta-
losti kvara.
a polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava određeno je izrazom                                                      (5.30)                                           
pri čemu je srednje vrijeme do kvara svake komponente promatranog sustava.  Na slici 5.5. prikazani su dijagrami pouzdanosti četverokomponentnog sustava paralelne strukture s komponentama konstantne i jednake učestalosti kvara.              
 
 
 
 
Slika 5.5.  Dijagrami pouzdanosti sustava paralelne strukture s komponentama konstantne i jednake 
učestalosti kvara  
5.2.3.  Sustav  k-od-n  strukture 
 Višekomponentni je sustav k-od-n strukture ako se sastoji od n identičnih neovisnih 
komponenata pri čemu je dovoljno da se barem njih k nalazi u radnom stanju pa da se i sustav nalazi u radnom stanju (Birolini, 1999). Stoga, ako je dovoljno da se barem k od ukupno n komponenata sustava nalazi u radnom stanju tijekom čitavog razdoblja (0,t ] pa da i 
sustav bude u tom razdoblju u radnom stanju, sustav će biti u tom stanju ako se u tom razdoblju u radnom stanju nalazi k ili k+1 ili k+2 ili ..... ili n-1 ili n komponenata. Vjerojatnost 
tog događaja, koja zapravo predstavlja pouzdanost sustava , jednaka je zbroju vjerojatnosti da se k, , ..... , , n komponenata nalazi u radnom stanju. Budući da je vjerojatnost da se, od n identičnih komponenata, k komponenata nalazi u radnom stanju jednaka    
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Slika 5.5.  Dijagrami pouzdanosti sustava paralelne strukture s komponentama 
konstantne i jednake učestalosti kvara
5.2.3 Sustav  k-od-n  strukture
Višekomponentni je sustav k-od-n strukture ako se sastoji od n identič-
nih neovisnih komponenata pri čemu je dovoljno da se barem njih k )( nk ≤
nalazi u radnom stanju pa da se i sustav nalazi u radnom stanju (Birolini, 
1999). Stoga, ako je dovoljno da se barem k od ukupno n komponenata 
sustava nalazi u radnom stanju tijekom čitavog razdoblja (0,t] pa da i su-
stav bude u tom razdoblju u radnom stanju, sustav će biti u tom stanju ako 
se u tom razdoblju u radnom stanju nalazi k ili k+1 ili k+2 ili ..... ili n-1 ili n 
komponenata. Vjerojatnost tog događaja, koja zapravo predstavlja pouzda-
nost sustava )(tRS , jednaka je zbroju vjerojatnosti da se k, 1+k , ..... , 1−n , 
n komponenata nalazi u radnom stanju. Budući da je vjerojatnost da se od 
n identičnih komponenata k komponenata nalazi u radnom stanju jednaka
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pri čemu je                  a p predstavlja vjerojatnost neprekidnog radnog stanja svake komponente sustava u razdoblju (0, t], što je zapravo pouzdanost  svake komponente, pouzdanost sustava 
određena je izrazom                                                            (5.31)  U ovom se izrazu  može interpretirati kao vjerojatnost nastupa najmanje k povoljnih 
ishoda s vjerojatnošću  u n Bernoulijevih pokušaja. Uz pretpostavku da sve 
komponente imaju konstantnu i jednaku učestalost kvara , pouzdanost sustava određena je izrazom                                                       (5.32)  Neka se, primjerice, razmatra sustav 2-od-4 strukture, odnosno sustav koji tvore četiri 
identične neovisne komponente s konstantnom učestalošću kvara , pri čemu najmanje dvije 
komponente, bilo koje, moraju biti u radnom stanju tijekom čitavog razdoblja (0,t ] da bi 
sustav u tom razdoblju bio stalno u radnom stanju. Vjerojatnost tog događaja, koja zapravo 
predstavlja pouzdanost tog sustava, određena je izrazom   
=                                               (5.33)  
odnosno nakon algebarskog uređenja                                                 (5.34)  Na slici 5.6. prikazani su vremenski dijagrami pouzdanosti sustava k-od-4 strukture, za  
k = 1, 2, 3, 4, s komponentama konstantne i jednake učestalosti kvara. 
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U ovom se izrazu )(tRS  može interpretirati kao vjerojatnost nastupa naj-
manje k povoljnih ishoda s vjerojatnošću )(tRp =  u n Bernoulijevih pokušaja. 
Uz pretpostavku da sve komponente imaju konstantnu i jednaku učestalost 
kvara λ , pouzdanost sustava određena je izrazom
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Neka se, primjerice, razmatra sustav 2-od-4 strukture, odnosno sustav 
koji tvore četiri identične neovisne komponente s konstantnom učestalošću 
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stalno u radnom stanju. Vjerojatnost tog događaja, koja zapravo predstavlja 
pouzdanost tog sustava, određena je izrazom
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Na slici 5.6. prikazani su vremenski dijagrami pouzdanosti sustava k-od-
4 strukture, za k = 1, 2, 3, 4, s komponentama konstantne i jednake učesta-
losti kvara.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 5.6.  Vremenski dijagrami  pouzdanosti  sustava k-od-4 strukture  s komponentama konstantne i 
jednake učestalosti kvara 
 Iz dijagrama prikazanih na slici 5.6 vidljivo je, a što se može i analitički dokazati, da je pouzdanost sustava 4-od-4 strukture jednaka pouzdanosti sustava serijske strukture sa 4 komponente, a pouzdanost sustava 1-od-4 strukture jednaka pouzdanosti sustava paralelne strukture sa 4 komponente konstantnih i jednakih učestalosti kvara.   Polazeći od općeg izraza (3.14), srednje vrijeme do kvara takvog sustava određeno je izrazom                                        (5.35)  
pri čemu je srednje vrijeme do kvara svake komponente promatranog sustava.  
5.2.4  Sustav  serijsko-paralelne  strukture 
 Pouzdanost sustava serijsko-paralelne strukture može se odrediti postupnim uporabom 
pristupa za određivanje pouzdanosti sustava serijske i paralelne strukture (Lewis, 1987). Za ilustraciju tog pristupa neka se odredi pouzdanost četverokomponentnog sustava serijsko-paralelne strukture čiji je RBD prikazan na slici 5.7.          
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(5.35)
pri čemu je MTTF srednje vrijeme do kvara svake komponente promatranog 
sustava.
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5.2.4 Sustav  serijsko-paralelne  strukture
Pouzdanost sustava serijsko-paralelne strukture može se odrediti po-
stupnim uporabom pristupa za određivanje pouzdanosti sustava serijske i 
paralelne strukture (Lewis, 1987). Za ilustraciju tog pristupa neka se odredi 
pouzdanost četverokomponentnog sustava serijsko-paralelne strukture čiji je 
RBD	prikazan na slici 5.7. 
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Slika 5.7. Primjer RBD  četverokomponentnog   
sustava serijsko/paralelne strukture
Ako se s 321 e,e,e  i 4e  označe događaji da će odnosne neovisne kom-
ponente 321 E,E,E  i 4E  biti u radnom stanju tijekom čitavog razdoblja (0,t], 
polazni je izraz za određivanje pouzdanosti sustava )(tRS oblika
 ( )[ ]{ }4321)( eeeePtRS ∩∪∩=  (5.36)
Pretpostavljajući da su događaji 321 e,e,e  i 4e  međusobno neovisni, pret-
hodni izraz poprima oblik
{ } ( ){ } { } { } { } { } { }[ ] =∩⋅−∩+⋅=∩∪⋅= 43243214321)( eePePeePePePeeePePtRS
  (5.37)
{ } { } { } { } { } { } { }[ ]
{ } { } { } { } { } { } { } { } { }432143121
4324321
ePePePePePePePePeP
ePePePePePePeP
⋅⋅⋅−⋅⋅+⋅=
=⋅⋅−⋅+⋅=
Budući da je { } )(tReP ii =  za svako i = 1, 2, 3, 4, odnosno budući da je 
vjerojatnost da je i-ta komponenta u radnom stanju tijekom čitavog razdoblja 
( ]t,0  zapravo pouzdanost te komponente )(tRi , iz prethodnog izraza pro-
izlazi da je
         )()()()()()()()()()( 432143121 tRtRtRtRtRtRtRtRtRtRS −+=  (5.38)
Imaju li komponente 4321 E,E,E,E  konstantne učestalosti kvara, redom 
4321 λλλλ ,,, , a pouzdanost i-te komponente sustava određena je izrazom 
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t
i
ietR λ−=)( , pouzdanost sustava određena je izrazom
 
( ) ( ) ( )ttt
S eeetR 432143121)(
λλλλλλλλλ +++−++−+−
−+=  (5.39)
Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava 
SMTTF određeno je izrazom
 432143121
111
λλλλλλλλλ +++−++++=SMTTF
 (5.40)
5.2.5	 Sustavi	sa	zalihošću	
Postoje dvije karakteristične strukture zalihosnih sustava: jednu karak-
terizira zalihost na razini svake komponente, a drugu zalihost na razini cje-
lokupnog sustava.
5.2.5.1	 Sustav	sa	zalihošću	niske	razine
Sustav sa zalihošću niske razine sustav je takve strukture kod koje je 
zalihost izvedena na razini svake komponente sustava.
Neka se pretpostavi dvokomponentni sustav serijske strukture, pri čemu 
se svaka komponenta nalazi u paralelnoj vezi s jednom zalihosnom kompo-
nentom. Za tako strukturiran sustav obično se kaže da je to dvokomponentni 
sustav s jednostrukom zalihošću niske razine (Birolini, 1999). RBD sustava 
takve strukture prikazan je na slici 5.8. 
Neka se pr tpostavi dvokomponentni sustav serijske strukture, pri čemu se svaka komponenta nalazi u paralelnoj vezi s jednom zalihosnom k e tom. Za tako  
strukturiran sustav obično se kaže da je to dvokomponentni sustav s jednostrukom zalihošću  niske razine (Birolini, 1999). RBD sustava takve strukture prikazan je na slici 5.8.        
 
 
 
 
Slika 5.8.  RBD  dvokomponentnog sustava s jednostrukom zalihošću niske razine 
 
Polazeći od danih pretpostavki, pouzdanost promatranog sustava određena je općim izrazom  
            (5.41)          
 
Uvrštenjem , ,  i dobiva se                                                                                                                                                                                                                                                               (5.42)  Ako komponente  i , kao i komponente  i , imaju jednaku pouzdanost, odnosno ako je  a , pouzdanost promatranog sustava 
određena je izrazom                      (5.43)  
Ako su učestalosti kvara takvih komponenata konstantne, odnosno  i , 
zbog čega je  a , pouzdanost promatranog sustava određena je izrazom                                 (5.44)  
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zb g čega je  a , pouzdanost promatranog sustava određena je izrazom                                 (5.44)  
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Ne a se pretpostavi dvokomponentni sustav serijske strukture, pri čemu se svaka komponenta na azi u paralelnoj vezi s jednom zalihosnom komponentom. Za tako  
strukturira  sustav obično se kaže da je to dvokomponentni sustav s jednostrukom zalihošću  niske razin  (Birolini, 1999). RBD sustava takve strukture prikazan je na slici 5.8.        
 
 
Slika 5.8.  RBD  dvokom onentnog sustava s jednostrukom zalihošću niske razine 
 
Polazeći od danih pretp stavki, pouzdanost promatranog sustava određena je općim izrazom  
            (5.41)          
 
Uvrštenjem , ,  i dobiva se                                                                                                                                                                                                                              (5.42)  Ako komponente  i , kao i komponente  i , imaju jednaku ouzdanost, o osno ako je  a , pouzdanost promatranog su tava 
određena je izra om                      (5.43)  
Ako su učestalosti vara takvih komponenat  konstantne, odnosno  i , 
zbog čega je  a , pouzdanost pr matranog sustava određena je izrazom                              (5.44)  
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uvrštenjem
dobiva se
Neka se pretpostavi dv komponentni sustav serijske strukture, pri č mu e s aka komponenta nalazi u paralelnoj vezi s jednom zalihosnom komponentom. Za tako  
strukturiran sustav obično se kaže da je to dvokomponentni sustav s jednostrukom zalihošću  niske razine (Birolini, 1999). RBD sustava takve strukture prikazan je na slici 5.8.        
 
 
 
 
Slika 5.8.  RBD  vokomponentnog sustava s je nostrukom zalihošću niske razine 
 
Polazeći od danih pretpostavki, pouzdanost promatranog sustava određena je općim izrazom  
            (5.41)          
 
Uvrštenjem , ,  i dobiva se                                                                                                                                                                          (5.42)  Ako komponente  i , kao i komponente  i , imaju jednaku pouzdanost, odnosno ako je  a , pouzdanost promatranog sustava 
određena je izrazom                      (5.43)  
Ak  su učestalosti kvara takvih komponenat  konstantne, odnosno  i , 
zbog čega je  a , pouzdanost promatranog sustava određena je izrazom                                 (5.44)  
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Neka se pretp st v  dv komponentni sustav serijske st ukture, pri čemu se svak  komponenta nalazi u paral lnoj vezi s jedn  zalihosnom komponentom. Za tako  
strukturiran sustav ob čno se kaže da je to dvokomponentni sustav s dnostrukom zalihošću  niske razine (Birolini, 1999). RBD sustava takve strukture prikazan je na slici 5.8.        
 
 
 
 
Slika 5.8.  RBD  dvokomponentnog sustava s jednostrukom zalihošću niske razine 
 
Polazeći od danih pretpostavki, pouzdanost promatranog sustava određena je općim izrazom  
            (5.41)          
 
Uvrštenjem , ,  i dobiva se                                                                                                                                                  (5.42)  Ako komponente  i , kao i komponente  i , imaju jednaku pouzdanost, odnosno ako je  a , pouzdanost promatranog sustava 
određena je izrazom                      (5.43)  
Ako su učestalosti kvara takvih komponenata konstantne, odnosn   i , 
zbog čega je  a , pouzdanost promatranog sustava određena je izrazom                                 (5.44)  
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(5.42)
Neka se pretpostavi dvokomponentni sustav serijske strukture, pri čemu se svaka komponenta nalazi u paralelnoj vezi s jednom zalihosnom komponentom. Za tako  
strukturiran sustav obično se kaže da je to dvokomponentni sustav s jednostrukom zalihošću  niske razine (Birolini, 1999). RBD sustava takve strukture prikazan je na slici 5.8.        
 
 
 
 
Slika 5.8.  RBD  dvokomponentnog sustava s jednost ukom z lihošću niske razin  
 
Polazeći od danih pretpostavki, pouzdanost promatranog sustava određena je općim izrazom  
            (5.41)          
 
Uvrštenjem , ,  i dobiva se                                                                                                                                                                                                                   (5.42)  Ako komponente  i , kao i komponente  i , imaju jednaku pouz anost, odnosno ako je  a , pouzd nost promatranog sustava 
određena je izrazom                     (5.43) 
Ako su učestalosti kvara takvih komponenata konstantne, odnosno i , 
zbog čega je  a , pouzdanost promatranog sustava određena je izrazom                                 (5.44)  
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Neka se retp sta dvokomponentn  sustav s rijske strukture, pri čemu se svaka kompo nta nalazi u paralelnoj v zi s jedno  zalihosn  komp nentom. Za tako  
strukturir n sustav obično se kaže da je to dvokompo entni sustav s jednostrukom zalihošću  ske razine (Birolini, 1999). RBD s stava takve strukture prikazan je na slici 5.8.        
 
 
 
 
Slika 5.8.  RBD  dv kompo en nog sust va s jed o trukom zalihošću nisk  r zine 
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            (5.41)          
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određena je izrazom                      (5.43)  
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zbog čega je  a , pouzdanost promatranog sust va određena je izrazom                                (5.44) 
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Ako komponente 
Neka se pretpostavi d okompon ntni sustav serijske strukture, pri čemu se svaka komponenta nalazi u paralelnoj vezi s jednom zalihosnom komponentom. Za tako  
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Neka se pretpostavi dvokomponentni sustav serijske str kture, pri čemu se svaka komponenta nalazi u paralelnoj vezi s jednom zalih snom komponentom. Za tako  
str kturiran sustav obično se kaže da je to dvokomponentni sustav s jednostrukom zalihošću  niske razi  (B rolini, 1999). RBD sustava takve str kture prikazan je na slici 5.8.        
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N ka e pretpostavi dvokomponentn  su tav serijske strukture, pri čemu se svaka komponent n zi u paralelno  vezi  jedno zalihos om k ponentom. Za tako  
str k ur ran ust v obično s kaže da je to dvokomponentni sustav s jednostrukom zalihošću  iske raz ne (Birolini, 1999). RBD ustava takv strukture prikazan je na slici 5.8.        
 
 
 
 
Sli a 5.8.  RBD  dvok mponentnog ustava s jedn strukom zalihošću niske razine 
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Nek  e pretp stavi dvokomponent i u tav s rijs  t ukture, pri č mu se svak  komponenta n zi u par le noj vezi s jednom zalihosno  kompone om. Za tako  
trukturi a  ust v obično se kaže da je to dvok mpone t i su tav  jednostruko zalihošću  iske az e (Birolin , 1999). RBD su av  takve struktur prikaz n je na slici 5.8.       
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Općenito, neka se pretpostavi n-komponentni sustav serijske strukture 
s (p-1)-strukom zalihošću niske razine. RBD	takvog sustava prikazan je na 
slici 5.9.
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Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava određeno je izrazom                                         (5.45)  
Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s (p-1)-strukom 
zalihošću niske razine. RBD takvog sustava prikazan je na slici 5.9.        
 
 
 
 
 
Slika 5.9. RBD n-komponentnog  sustava serijske strukture s (p-1)-strukom zalihošću niske razine 
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dvokomponentni sustav s jednostrukom zalihošću visoke razine (Birolini, 1999). RBD tog sustava prikazan je na slici 5.10.  
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5.2.5.2	 Sustav	sa	zalihošću	visoke	razine
Sustav sa zalihošću visoke razine sustav je takve strukture kod koje 
je zalihost izve ena na razini čitavog sustava.
Neka se pretpostavi dvokomponentni sustav serijske strukture koji je 
paralelno strukturiran s istim takvim sustavom. Za tako strukturiran cjeloku-
pni sustav kaže se da je to dvokomponentni sustav s jednostrukom zaliho-
šću visoke razine (Birolini, 1999). RBD	tog sustava prikazan je na slici 5.10.
Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava određeno je izrazom                                         (5.45)  
Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s (p-1)-strukom 
zalihošću niske razine. RBD takvog sustava prikazan je na slici 5.9.        
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Slika 5.10.	RBD	dv komponentnog sustava s jednostrukom  
zalihošću visoke razine
Polazeći od danih pretpostavki, pouzdanost promatranog sustava odre-
đena je općim izrazom
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uređenja dobiva se                          (5.48)  Nadalje, ako komponente i odnosno i  imaju jednaku pouzdanost, odnosno ako je , odnosno , pouzdanost promatranog sustava 
određena je izrazom                                           (5.49)     
Ako su učestalosti kvara takvih komponenata konstantne, odnosno ako je  i 
, zbog čega je tetR 1)(1
  a  , pouzdanost promatranog sustava  
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Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s (p-1)-strukom 
zalihošću visoke razine. RBD takvog sustava prikazan je na slici 5.11.        
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uređenja dobiva se                          (5.48)  Nadalje, ako komponente i odnosno i  imaju jednaku pouzdanost, odnosno ako je , odnosno , pouzdanost promatranog sustava 
određena je izrazom                                           (5.49)     
Ako su učestalosti kvara takvih komponenata konstantne, odnosno ako je  i 
, zbog čega je tetR 1)(1
  a  , pouzdanost promatranog sustava  
određena je izrazom                                                      (5.50)  Polazeći od općeg izraza (3.14),  srednje vrijeme do kvara sustava određeno je izrazom                                                            (5.51)                                                                          
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određena je izrazom     (5.49)     
Ako su učestalosti ara takvih komponenata konstantne, odnosno ako je  i 
, zbog čega j tetR 1)(1
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zalihošću visoke razine. RBD takvog sustava prikazan je na sl ci 5. 1.        
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Polazeći od danih pretp avki, pouzdano t promat anog sustava određena je općim izrazom          (5.47)  
Nakon uvrš enja , ,    i algebarskog 
uređenja dobiva se                        (5.48)  Nadalj , ako kompo ente o nosno i  imaju jedn u pouzdanost, odnosno ako j , odnosno , po zd no t promatranog sustava 
dređena je izrazom                              (5.49)     
Ako su učestal sti kvara t kvih kompo nat  ko st n ne, odnosno ako je  i 
, zbog čeg je 11  a  , pouzd nost promatranog sustava  
dređena je izrazom                                  (5.50)  Pol eći od općeg izraza (3.14), srednje vrijeme d  kvara sustav  dređeno je izrazom              (5.51)                                   
Općeni , neka se pretpos avi n-komponentni ustav s rijske strukture s (p-1)-strukom 
z l hošću viso e razine. RBD ta vog sust va prikazan je na slici 5.11.        
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Polaz ći d danih pretp tavki, pouzdano t promat anog sustava određena je općim izrazom          (5.47)  
Nakon uvrštenja , ,  i  i algebarskog 
ur đenja dobiva se                          (5.48)  Nadalje, ako komp nente i odnosno i  imaju jednaku p uzd n st, odnosno ako je , nosno , pouzd st prom tranog sustava 
određena je izrazom                                           (5.49)     
Ako su učestalosti kvara takvih mpo ata ko stantne, odnosno ako je  i 
, zbog čega je tetR 1)(1
    , pouzd st prom tranog sustava  
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Općenito, neka se pret stavi n-kompon ntni ustav s rij ke strukt re s (p-1)-strukom 
z lihošću viso e razine. RBD ta vog sust va prikazan je na slici 5.1 .        
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Polazeći od danih pretp tavki, pouzdano t pro atranog sustava određena je opći  izrazo   (5.47)  
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z l hošću viso e razine. RBD ta vog sust va pr kazan je na slici 5.11.        
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pouzdanost promat n g sust va određena je izrazom
 [ ]22121 )()()()(2)( tRtRtRtRtRS −=  (5.49)  
 Ako su učestalosti kvara takvih komponenata konstantne, odno-
sno ako je 11 )( λλ =t  i 22 )( λλ =t , zbog čega je tetR 1)(1 λ−=  a tetR 2)(2 λ−= , 
pouzdan st promatranog sustav  određena je izrazom ( ) ( )ttS eetR 2121 22)( λλλλ +−+− −=  (5.50)
Polazeći od općeg izraza (3.14),  srednje vrijeme do kvara sustava odre-
đeno je izr om
 )(2
3
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Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s 
(p-1)-strukom zalihošću visoke razine. RBD	takvog sustava prikazan je na slici 5.11.
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Nakon uvrštenja , ,  i  i algebarskog 
uređenja dobiva se                          (5.48)  Nadalje, ako komponente i odnosno i  imaju jednaku pouzdanost, odnosno ako je , odnosno , pouzdanost promatranog sustava 
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Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s (p-1)-strukom 
zalihošću visok  r zin . RBD takvog sustava prikazan je na slici 5.11.        
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Slika 5.11.  RBD	n-komponentnog sustava serijske trukture s (p-1)-strukom 
zalihošću visoke razine
Polazeći od danih pretpostavki, pouzdanost promatranog sustava određena je općim izrazom          (5.47)  
Nakon uvrštenja , ,  i  i algebarskog 
uređenja dobiva se                          (5.48)  Nadalje, ako komponente i odnosno i  imaju jednaku pouzdanost, odnosno ako je , odnosno , pouzdanost promatranog sustava 
određena j  izrazom                                           (5.49)     
Ako su učestalosti kvara takvih komponenata konstantne, odnosno ako je  i 
, zbog čega je tetR 1)(1
  a  , pouzdanost promatranog sustava  
određena je izrazom                                                      (5.50)  Polazeći od općeg izraza (3.14),  srednje vrijeme do kvara sustava određeno je izrazom                                                            (5.51)                                                                          
Općenito, neka se pretpostavi n-komponentni sustav serijske strukture s (p-1)-strukom 
zalihošću visoke razine. RBD takvog sustava prikazan je na slici 5.11.        
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Opći je izraz za pouzdanost takvog sustava oblika
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5.2.5.3	Međuodnos	pouzdanosti	sustava	sa	zalihošću	niske	i 
 visoke razine
Neka se sad usporedi pouzdanost dvokomponentnog sustava s jedno-
strukom zalihošću niske razine s pouzdanošću odnosnog dvokomponentnog 
sustava s jednostrukom zalihošću visoke razine. Pritom, neka se pretpostavi 
da odnosne komponente u oba sustava imaju jednake pouzdanosti. 
Pokazalo se da je pouzdanost dvokomponentnog sustava s jednostru-
kom zalihošću niske razine određena općim izrazom (5.43), a pouzdanost 
dvokomponentnog sustava s jednostrukom zalihošću visoke razine općim 
izrazom (5.49).
Ako se zbog jednostavnosti pretpostavi da sve komponente oba su-
stava imaju jednaku pouzdanost, odnosno da je 
                                                                                                (5.52)                            
5.2.5.3  Međuodnos pouzdanosti sustava sa zalihošću niske i visoke razine 
 Neka se sad usporedi pouzdanost dvokomponentnog sustava s jednostrukom zalihošću niske 
razine s pouzdanošću odnosnog dvokomponentnog sustava s jednostrukom zalihošću visoke razine. Pri tome, neka se pretpostavi da odnosne komponente u oba sustava imaju jednake pouzdanosti.   Pokazalo se da je pouzdanost dvokomponent g sustava s jednostrukom zalihošću niske 
razine određena općim izrazom (5.43), a pouzdanost dvokomponentnog sustava s 
jednostrukom zalihošću visoke razine općim izrazom (5.49).  Ako se, zbog jednostavnosti, pretpostavi da sve komponente oba sustava imaju jednaku pouzdanost, odnosno da je , izraz (5.43) prelazi u oblik                                                          (5.53) a izraz (5.49) u oblik                                                           (5.54)  
Razlika ovih dvaju izraza, označena s , jest                                                       (5.55)        
Budući da je ova razlika pozitivna za svako , osim za  i  kad je jednaka nuli, pouzdanost je dvokomponentnog sustava s jednostrukom zalihošću niske razine veća od 
pouzdanosti ekvivalentnog dvokomponentnog sustava s jednostrukom zalihošću visoke razine, za svako .   Neka se, radi ilustracije, pretpostavi da sve komponente oba sustava imaju konstantnu i 
jednaku učestalost kvara . Tada je pouzdanost promatranog sustava sa zalihošću niske 
razine određena izrazom                                                                    22 )2()( ttS eetR                                                            (5.56)  
a sustava sa zalihošću visoke razine izrazom  
)2()( 22 ttS eetR
                                                           (5.57)  Dijagrami pouzdanosti oba promatrana sustava kao funkcije vremena prikazani su na slici 5.12.   
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5.2.5.3  Međuodnos pouzdanosti sustava sa zalihošću niske i visoke razine 
 Neka se sad usporedi pouzdanost dvokomponentnog sustava s jednostrukom zalihošću niske 
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jednostrukom zalihošću visoke razine općim izrazom (5.49).  Ako se, zbog jednostavnosti, pretpostavi da sve komponente oba sustava imaju jednaku pouzdanost, d sno da je , izraz (5.43) prelazi u oblik    (5.53) a izraz (5.49) u oblik    (5.54)  
Razlika ovih dvaju izraza, označena s , jest    (5. 5)    
Budući da je ova razlika pozitivna za svako , osim za  i  kad je jednaka nuli, pouzdanost je dvokomponentnog sustava s jednostrukom zalihošću niske razine veća od 
pouzdanosti ekvivalentnog dvokomponentnog sustava s jednostrukom zalihošću visoke razine, za svako .   Neka se, radi ilustracije, pretpostavi da sve komponente oba sustava imaju konstantnu i 
jednaku učestalost kvara . Tada je pouzdanost promatranog sustava sa zalihošću niske 
razine određena izrazom     22 )2()( ttS eetR      (5.56)  
a sustava sa zalihošću visoke razine izrazom  
)2()( 22 ttS eetR
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5.2.5.3  Međuodnos pouzdanosti sustava sa zalihošću niske i visoke razine 
 Neka se sad usporedi pouzdanost dvokompone tnog sustava s jednostrukom zalihošću niske 
razine s pouzdanošću odnosnog dvokompone tnog sustava s jednostrukom zalihošću visoke razine. Pri tome, neka se pretpostavi da odnosne komponente u oba sustava imaju jednake pouzdanosti.   Pokazalo se da je pouzdanost dvokomponentnog sustava s jednostrukom zalihošću niske 
razine određena općim izrazom (5.43), a pouzdanost dvokompone tnog sustava s 
jednostrukom zalihošću visoke razine općim izrazom (5.49).  Ako se, zbog jednostavnosti, pretpostavi da sve komponente oba sustava imaju jednaku pouzdan st, d sno da je , izraz (5.43) prelazi u oblik                                                       ( .53) a izraz (5.49) u oblik                                                        ( .54)  
Razlika ovih dvaju izraza, označena s , jest                                                    ( .55)       
Budući da je ova razlika pozitivna za svako , osim za i  kad je jednaka nuli, pouzdanost je dvokompone tnog sustava s jednostrukom zalihošću niske razine veća od 
pouzdanosti ek ivale tnog dvokompone tnog sustava s jednostrukom zalihošću visoke razine, za svako .   Neka se, rad  ilustracije, pretpostavi da sve komponente oba sustava imaju konsta tnu i 
jednaku učestalost kvara . Tada je pouzdanost promatranog sustava sa zalihošću niske 
razine određena izrazom                                                                 22 )2()( ttS eetR                                                         ( .56)  
a sustava sa zalihošću visoke razine izrazom  
)2()( 22 ttS eetR
                                                     ( .57)  Dijagrami pouzdanosti oba promatrana sustava kao funkcije vremena prikazani su na sl ci 5.12.   
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5.2.5.3  Međuodnos pouzdanosti sustava sa zalihošću ni ke i visoke azine 
 Neka se sad usporedi pouzdanost dvokomponentnog sustava s jednostrukom zalihošću niske 
razine s pouzdanošću odnosnog dvokomponentnog sustava s jednostrukom zalihošću visoke razine. Pri tome, neka se pretpostavi da odnosne komponente u oba sustava imaju jednake pouzdanosti.   Pokazalo se da je pouzdanost dvokomponentnog sustava s jednostrukom zalihošću niske 
razine određena općim izrazom (5.43), a pouzdanost dvokomponentnog sustava s 
jednostrukom zalihošću visoke razine općim izrazom (5.49).  Ako se, zbog jednostavnosti, pretpostavi da sve komponente oba sustava imaju jednaku pouzdanost, odnosno da je , izraz (5.43) prelazi u oblik                                                       (5.53) a izraz (5.49) u oblik                                                           (5.54)  
Razlika ovih dvaju izraza, označena s , jest                                                    (5.55)        
Budući da je ova razlika pozitivna za svako , osim za  i  kad je je aka nuli, pouzdanost je dvokomponentnog sustava s jednostrukom zalihošću niske razine veća od 
pouzdanosti ekvivalentnog dvokomponentnog sustava s jednostrukom zalihošću visoke razine, za svako .   Neka se, radi ilustracije, pretpostavi da sve komponente oba sustava imaju konstantnu i 
jednaku učestalost kvara . Tada je pouzdanost promatranog sustava sa zalihošću niske 
razine određena izrazom                                                                    22 )2()( ttS eetR                                                         (5.56)  
a sustava sa zalihošću visoke razine izrazom  
)2()( 22 ttS eetR
                                                        (5.57)  Dijagrami pouzdanosti oba promatrana sustava kao funkcije vremena prikazani su na slici 5.12.   
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Budući da je ova razlika pozitivna za svako t , osim za 0=t  i ,∞→t  kad 
je jednaka nuli, pouzdanost je vokomponentnog sustava s jedno tru m za-
lihošću niske razine već  od pouzdanost  ekvivale t og dvokomponentnog 
sustava s jednostrukom zalihošću visoke razine, za svako ∞<< t0 . 
Neka se, radi ilustracije, pretpostavi da sve komponente oba sustava 
imaju konstantnu i jednaku učestalost kvara λ . Tada j  uzdanost proma-
tran g sustav  a z lihošću nis e r zi e dređen  izrazom
 22 )2()( ttS eetR
λλ −−
−= (5.56)
a sustava sa zalihošću visoke razine izrazom
 )2()(
22 tt
S eetR
λλ −−
−=  (5.57)
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Dijagrami pouzdanosti oba promatrana sustava kao funkcije vremena 
prikazani su na slici 5.12.        
 
 
 
 
 
 
 
 
 
 
 
Slika 5.12.  Dijagrami pouzdanosti dvokomponentnih sustava sa zalihošću niske  i visoke razine s 
komponentama konstantne i jednake učestalosti kvara 
  
Zaključak koji proizlazi iz izraza (5.55) kao i iz dijagrama na slici 5.12., koji se odnosi na 
dvokomponentne sustave s jednostrukom zalihošću, vrijedi i općenito, odnosno za 
višekomponentne sustave s višestrukom zalihošću niske i visoke razine.  Dakle, sustav sa zalihošću niske razine ima veću pouzdanost od odnosnog sustava sa 
zalihošću visoke razine. 
 
5.2.6  Pouzdanost sustava složenije strukture 
 
Većina praktičnih sustava nije takve strukture da se njihova pouzdanost može, bez većih 
poteškoća, svesti na postupnu uporabu pristupa za određivanje pouzdanosti sustava serijske strukture i sustava paralelne strukture. Za takve se sustave obično kaže da su sustavi 
složenije strukture. Za uspostavljanje pouzdanosti sustava takve strukture koriste se 
posebne metode, među kojima su poznatije metoda uspješnih staza i metoda ključne komponente.  
5.2.6.1  Metoda uspješnih staza  U primjeni metode uspješnih staza (engl. successful path method), uspješnu stazu čini svaka serijska veza usmjerenih grana od ulaza do izlaza RBD sustava koja rezultira radnim stanjem sustava (Ebeling, 1997). Tada vjerojatnost unije svih uspješnih staza predstavlja pouzdanost sustava.  
Primjerice, neka se metodom uspješnih staza odredi pouzdanost sustava čiji je RBD prikazan na slici 5.13. Iz RBD  promatranog primjera razvidno je da postoje četiri uspješne staze. To su staze S1, S2, S3 i S4 za koje vrijedi  
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Zaključak koji proizlazi iz izraza (5.55) kao i iz dijagrama na slici 5.12., 
koji se odnosi na dvokomponentne sustave s jednostrukom zalihošću, vrijedi 
i opć nito, odnosno za višekomponent e sustave s višestrukom zalihošću 
niske i visoke razine.
Dakle, sustav sa zalihošću niske razine ima veću pouzdanost od odno-
snog sustava sa zalihošću visoke razine.
 5.2.6 Pouzdanost	sustava	složenije	strukture
Većina praktičnih sustava nije takve strukture da se njihova pouzdanost 
može, bez većih poteškoća, svesti na po tupnu upora u pristupa za odre-
đivanje pouzdanosti ustava serijske strukture i sustava paralelne strukture. 
Za takve se sustave obično kaže da su sustavi složenije strukture. Za 
uspostavljanje pouzdanosti sustava takve strukture koriste se posebne me-
tode, među kojima su poznatije metoda uspješnih staza i metoda ključne 
komponente.
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5.2.6.1 Metoda uspješnih staza
U primjeni metode uspješnih staza (engl. successful path method), 
uspješnu stazu čini svaka serijska veza usmjerenih grana od ulaza do izlaza 
RBD sustava koja rezultira radnim stanjem sustava (Ebeling, 1997). Tada 
vjerojatnost unije svih uspješnih staza predstavlja pouzdanost sustava.
Primjerice, neka se metodom uspješnih staza odredi pouzdanost susta-
va čiji je RBD	prikazan na slici 5.13. Iz RBD	 promatranog primjera razvidno 
je da postoje četiri uspješne staze. To su staze S1, S2, S3 i S4, za koje vrijedi
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Slika 5.13.  Primjer RBD  sustava složenije strukture  
Pouzdanost promatranog sustava određena je izrazom                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  (5.58)  
Budući da su događaji , odnosno radna stanja komponenata  tijekom razdoblja (0,t] međusobno neovisni, vjerojatnost njihovog 
međusobnog presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od ovih događaja zapravo predstavlja pouzdanost odnosne komponente, pouzdanost je promatranog sustava, nakon algebarskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRtR                                                                                                                                                                            (5.59) 
Uz pretpostavku da komponente imaju pripadne konstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom   
  te )( 5432                                                                                                                          (5.60)  Polazeći od općeg izraza (3.14), srednje je vrijeme do kvara promatranog sustava određeno izrazom 
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Budući da su događaji , odnosno radna stanja komponenata  tijekom razdoblja (0,t] međusobno neovisni, vjerojatnost njihovog 
međusobnog presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od ovih događaja zapravo predstavlja pouzdanost odnosne komponente, pouzdanost je promatranog sustava, nakon algebarskog uređenja, određena izrazom   +   
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Uz pretpostavku da komponente imaju pripadne konstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom 
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Slika 5.13.  Primjer RBD  sustava složenije strukture  
Pouzdanost prom tranog sustava dređena je iz azom                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  (5.58)  
Budući da su događaji , odnosno radna stanja komponenata  tijekom razdoblja (0,t] međusobno neovisni, vj rojat ost n ihovog 
međusobnog pre jeka jednaka je um ošku vjerojatnosti tih događaja. Budući d  vjerojatnost 
svakog od o ih događaja zapravo predstavlja pouzd nost dnos e komp nente, pouzda ost je promatranog sustava, nakon lgebarskog uređenja, od a izrazom   +   
)()()()( 5432 ttttR                                                                                                                                                                            (5.59) 
Uz pretpostavku da komponente imaju pripadne konst tne uč stalo ti kvar , odnosno  pouzdanost je sustava  određena izr zom   
  te )( 5432                                                                                                                          (5.60)  Polazeći od općeg izraza (3.14), srednje je vrijeme do kvara promatranog sustava dređeno izrazom 
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Slika 5.13.  Primjer RBD  sustava sl ženije strukture  
Pouzdanost promatranog sustava određena je izrazom                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  (5.58)  
Budući da su događaji , odnosno radna stanja komp nenata  tijekom razdoblja (0,t] međusobno neovisni, vjerojatnost njih vog
međusobnog presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od ovih događaja zapravo predstavlja pouzdanost odnosne komponente, pouzdanost je promatranog sustava, nakon algebarskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRtR                                                                                                                                                                            (5.59) 
Uz pretpostavku da komponente imaju pripadne konstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom   
  te )( 5432                                                                                                                         (5.60)  Polazeći od općeg izraza (3.14), srednje je vrijeme do kvara promatranog sustava određeno izrazom 
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Slika 5.13. Primjer RBD  sustava složenije strukture  
Pouz anost pr matra og sust va određena je izrazom                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                (5.58)  
Budući da su događaji , odn sn  radna s nja kompone ata  tijekom razdoblja (0,t] međusobn  neovisni, vjerojatn st njihovog 
međusobnog pres eka jednaka je umnošk  vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od o ih d gađaja zapravo predstavlja pouzdanost odnosne komponente, pouzdanost je promatranog sustava, nakon lgebarskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRt                                                                                     (5.59) 
Uz pretpostavku da m e te imaju pr padne k nstantne učestal sti kvara, odnosno , pouz anost je sustava  određena izrazom   
  te )( 5432                                                                                                  (5.60)  Polazeći od opć g izraza (3.14), srednje je vrijeme d  kvara promatra g sustava određeno izrazom 
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Slika 5.13.  Primjer RBD  sustava složenije struktur   
Pouzdan st promatranog sustava određena je izrazom                                                                                                                                                             (5.58)  
Budući da su događaji , dn sno r dna stanja ko ponenata tij kom razd blja (0,t] među bno ne isni, vjerojatnost njih vog 
međusobnog presjeka jed aka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od ovih događaja z pravo predstavlja uzdanost odnosne komponente, pouzdanost je promatr nog sustava, n k n alg b rskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRttR                                                    (5.59) 
Uz pre postavku da komponente imaju pripadne ko stant e učestalosti kv ra, odnosno , pouzdanost je sustava  određena izrazom   
  te )( 5432                                                                   (5.60)  Polazeći o  opć g izraza (3.14), srednje je vrijeme do kvara promatranog sustava određeno izrazom 
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Slika 5.13. Primjer RBD  sustava loženije struktu e  
Pouzd st promatranog sustava određena je izrazom                                     (5.58)  
B dući da su događaji , odno no radn  st nja komponenata  ij kom razd blja (0,t] međusobno ne isni, vjerojatn st njihovog 
m đu ob og presjeka jed ka je um šku vjer jatn sti tih događaja. Budući a vjerojatn st 
svakog od ovih događaja z pr vo predstavlja pouzdan st odnosne k mpo en e, pouzdanost je promatranog sustav , ak  lg b rskog uređenja, određena izrazom   +   
)(5432 ttR                              (5.59) 
Uz pre p stavku da komponente imaj  pripadne konstant e učestal sti kvara, odnosno , pouzd n st je sustava  određena izrazom   
  te )( 5432              (5.60)  Polazeći o  općeg izraza (3.14), srednje je v i me do kvara promatranog sustava određeno izrazom 
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Slik  5.13.  Primjer RBD  sustava složenije strukture  
Po zdanost promatranog sustava određena je izrazom                                                                                                                                                    (5. 8)  
Budući da su događaji , odnosno radna stan a kompo n ta  tijekom razdoblja (0,t] m đusobn e visni, vjerojatnost n ihovog
međusobnog presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
sv kog od ovih događaja apravo predstavlja pouzdanost dnos e komponente, pouzdanost je promatranog sustava, nakon algebarskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRt                                                (5. 9) 
Uz pr tpostavk da kompone te imaju pripadne onstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom   
  te )( 5432                                                  (5.60)  Polazeći od općeg iz aza (3.14), srednje je v ijeme do k ra promatranog sustava određeno izrazom 
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Slika 5.13.  Primjer RBD  sustava složenije strukture  
P uzd nost pro at nog sustav  određena je izrazom                                                                                                                                                                                                                                                                                         (5.58)  
Bu ući da su događaji , dnos  radna stanj  komponenata  tijek m azdobl a (0,t] međus b  ne vis i, vjerojatnost njihovog
m đus b og presjek  n ka e umnošku vjeroj tnosti tih događaja. Budući da vjerojatnost 
svakog d ovih ogađaj  zapr vo re tavlja pouzdanost odnosne komp nente, pouzdanost je pr matranog sust va, kon algebarskog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRtR                                                                                 (5.59) 
Uz pretpostavku da komponen  imaju pripad kon antne učestalosti kvara, odnosno , p uzdanost je sustava  određena izrazom   
  te )( 5432                                                                                                             (5.60)  Polaz ći od općeg izr z  (3.14), srednje je vrije e do kv r  promatranog sustava određeno izrazom 
211 432 eeS  4613 eeeS  2534 eeeS 
654321 e,e,,e,e,e
654321 E,E,E,E,E,
 )()( 4321 ttRS 641 t )()()( 532 ttt )()()()( 4321 tRttt
 )()() 6421 ttttR )()( 5321 tRtR 6431 R
 ()()( 54321 tt )()()()()( 64321 tRtRtRtRtR
654321  ,,,,,
            ttttS eeetR 5326414321

 te 4321    te 6421  te 5321    te 6431 
 te 54321    te 64321  
         
      
         
       
    
     
     
 654321
65432165432154321
643216543215432
643153214214321
532641.4321
432143243141321
4342321121
4321431)(
eeeeeeP
eeeeeePeeeeePeeeee
eeeeePeeeeeePeeeP
eeeePePPeeeP
eeePeeePeePeP
SSSSPSSSPSSPSSPSSP
SPSSPSSS
SPSPSPSPSSSPtRS








E1 
E3 
E2 
E4 
E6 E5 
,  ,    i .   
 
 
 
 
 
 
 
 
 
 
Slika 5.13.  Primjer RBD s stava složen je strukture  
Pouzd n promat anog sustav  dređena je izrazom                                                                                                                                                                                                                                                 (5.58)  
Bu ući a su događaji , odnos o radna stanja ko po nat   tij kom razdoblja (0,t] međusobn  v sni, jerojatnost jihov g 
m đusobnog presjeka jednaka je umnošku vjer j tnosti tih događaja. Budući da vjerojatnost 
sv kog o  ovih događaj  za ravo pr d avlja p uzdan st odnosne komp nente, pouzdanost je prom tranog sustava, nakon algeba skog uređenja, određena izrazom   +   
5                                                                     (5.59) 
Uz pret stavku da kompone t imaju pripadn  k n antne učestalosti kvara, odnosno , pouzdanost je sust va  određena izrazom   
  te )( 5432                                  (5.60)  Pol eći od općeg iz aza (3.14), rednje je v ij e do kvara promatranog sustava određeno izrazom 
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Slika 5.13.  Primjer RBD  sust va složenije strukture  
Pouzdanost pr atranog sust va određena je izrazom                                                                                                                   (5.58)  
Budući da su događaji , od s radna sta  k mpo e ata ti k m razd lja (0,t] među b  neovisni, jer jatnost njihov g
međ sobn g pre jeka je n k  je umnošku vjeroj tnosti ih događa . Budući da vjerojatnost 
svakog d vih ogađ ja z rav  predstavlja  odnosne komponente, pouzdanost je promat ano  sustava, nakon algeba skog uređenja, određena izrazom   +   
)()()()( 5432 tRtRtRtR                                    (5.59) 
Uz pret stavku d  k mponen e imaju p ipadne ko stantne učestalosti kvara, odnosno , p uzdanost je sustava određena izrazom   
  te )( 5432                                                      (5.60)  Polazeći od općeg izraz  (3.14), srednje je rijem  do kvara promatranog sustava određeno izrazom 
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Slika 5.13.  Primjer RBD  sustava složenije strukture  
Pouzdanost promatranog sustava određena je izrazom                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  (5.58)  
Budući da su događ ji , od s  dna sta ja komponenata  tijekom r zdoblj  (0,t] u  ne visni, vjerojatnost ji ov  
međusobnog presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
svakog od ovih događaja zapravo predstavlja pouzdanost odnosne komponente, pouzdanost je promatranog sustava, nakon algebarskog uređenja, određena izrazom   +   
)()( 5432 RtRtR                                                                                                                                                                          (5.59) 
Uz pretpostavku da komponente imaju pripadne konstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom   
  te )( 5432                                                                                                                          (5.60)  Polazeći od općeg izraza (3.14), srednje je vrijeme do kvara promatranog sustava određeno izrazom 
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Slika 5.13.  Primjer RBD  sustava složenije strukture  
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međusob og presjeka jednaka je umnošku vjerojatnosti tih događaja. Budući da vjerojatnost 
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)()()()( 5432 tRtRtRtR                                                                                                                                                                            (5.59) 
Uz pretpostavku da komponente imaju pripadne konstantne učestalosti kvara, odnosno , pouzdanost je sustava  određena izrazom   
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Uz pretpost vku da komponente imaju pripadne konstantne čestalosti 
kvara, odnosn  654321 λλλλλλ ,,,,, , pouzdanost je sustava određena izrazom
( ) ( ) ( ) ( ) ( ) −+++= ++−++−+−+− ttttS eeeetR 5326414321 λλλλλλλλλλ
( )te 4321 λλλλ +++−− ( )te 6421 λλλλ +++−− ( )te 5321 λλλλ +++−− ( )te 6431 λλλλ +++−− +− +++− te )( 5432 λλλλ
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Polazeći od općeg izraza (3.14), srednje je vrijeme do kvara promatra-
nog sustava određeno izrazom
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5.2.6.2.  Metoda ključne komponente 
 
Metoda ključne komponente (engl. key component method) zasniva se na primjeni teorema totalne vjerojatnosti (Birolini, 1999).  
Događaj „sustav djeluje bez kvara u razdoblju “ ili kraće „sustav radi u “, može se 
ostvariti sljedećim dvama komplementarnim događajima:                                     komponenta  radi u  sustav radi u  i komponenta  je pokvarena u sustav radi u   Iz toga proizlazi da za  funkciju pouzdanosti  vrijedi  
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pri čemu je    }{}{ ,0uradi iii ePtEPt R   . Komponenta  mora biti odabrana tako da se dobije serijsko-paralelna struktura za RBD uvjetovana događajima  }{ ,0uradi tEi  i 
 }{ ,0uradine tEi .  Neka se, kao primjer za primjenu ove metode, odredi pouzdanost sustava jednosmjerne 
mosne strukture čiji je RBD prikazan na slici 5.14.           
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5.2.6.2	 Meto a	ključne	k mp nente
Metoda ključne komponente (engl. key component method) zasniva 
se na primjeni teorema otalne vjerojatnosti (Birolini, 1999).
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u ( ]t,0 “, može se ostvariti sljedećim dvama komplementarnim događajima:
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Neka se, kao primjer za primjenu ove metode, odredi pouzdanost susta-
va jednosmjerne mosne strukture čiji je RBD	prikazan na slici 5.14.
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 Jednos jer a mosna strukt ra sustava proizlazi iz pretpostavke da mosna k ponenta   radi u odnosu na zahtijevanu funkciju samo u jednom smjeru, odnosno od  preko  prema . Komponenta na ključnom je položaju, odnosno predstavlja ključnu 
komponentu sustava. Polazeći od općeg izraza (5.62) za određivanje pouzdanosti  
promatranog sustava, pri čemu je , proizlazi da je  
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Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzdanosti komponenata  
       (5.64)   odnosno nakon algebarskog uređenja  
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Slika 5.14.  Primjer RBD  sustava jednosmjerne osne strukture  
 Jednosmjerna mosna struktura sustava proizlazi iz pretpostavke da mosna komponenta   radi u odnosu na zahtijevanu funkciju samo u jednom smjeru, odnosno od  preko  prema . Komponenta na ključnom je položaju, odnosno predstavlja ključnu 
komponentu sustava. Polazeći od općeg izraza (5.62) za određivanje pouzdanosti  
promatranog sustava, pri čemu je , proizlazi da je  
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Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzdanosti komponenata  
       (5.64)   odnosno nakon algebarskog uređenja  
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Slika 5.14.  Primjer RBD  sustava jednosmjerne mosne strukture  
 Jednosmjerna mosna struktura sustava proizlazi iz pretpostavke da mosna komponenta   radi u od osu na zahtijevanu funkciju samo u jednom smjeru, odnosno od  preko  prema . Komponenta na ključnom je položaju, odnosno predstavlja ključnu 
komponentu sustava. Polazeći od općeg izraza (5.62) za određivanje pouzdanosti  
romatranog sus ava, pri čemu je , proizlazi da je  
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Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzda osti komponenata  
       (5.64)   odnosno nakon algebarskog uređenja  
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Slika 5.14.  Primjer RBD  sustava jednosmjerne mos e trukture  
 Jednosmjerna mosna struktura sustav  proizlazi iz pretpostavke da mosna komponenta   radi u odnosu na z htijevanu funkciju sam  u jednom smjeru, dnosno od preko  prema . Komponenta na ključnom je oložaju, odnosno predstavlja klj čnu 
komponentu sustava. Pol zeći od općeg izraza (5.62) z  dređivanje pouzdanosti  
promatranog sustava, pri čemu j  , proizlazi da je  
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Slika 5.14.  Primjer RBD  sustava jednosmjerne mosne strukture  
 Jednosmjerna mosna struktura sustava proizlazi iz pretpostavke da mosna komponenta   radi u odnosu na zahtijevanu funkciju samo u jednom smjeru, odnosno od  preko  prema . Komponenta na ključnom je položaju, odnosno predstavlja ključnu 
komponentu sustava. Polazeći od općeg izraza (5.62) za određivanje pouzdano ti  
promatranog sustava, pri čemu je , proizlazi da je  
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Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzdanosti komponenata  
       (5.64)   odnosno nakon algebarskog uređenja  
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Slika 5.14.  P imjer RBD ustav  j dnosmjerne mo ne strukture  
 Jednosmjerna mosna struktura ustava proizl zi iz pretpost vke da mosna komponenta   radi u odnosu na zahtijevanu funkciju samo u jednom smjeru, odnosno od  preko  prema . K ponenta na ključ om j  položaju, od osno predstavlja ključnu 
kompon ntu sustava. Polazeći od opć g izraz  (5.62) za određivanje pouzdanosti  
promatranog sustav , pri č mu je , proizlazi da je  
          
                
                     
                        
      314
2535312535314
314253125314
314253125314
31425314
1
1
ePePeP
ePePePePe-ePePePePePeP
ePePePePeePe-ePeePePeP
eePePePee-ePeeePeP
eePePeeeePeP=tRS





 
(5.63)  
Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzdanosti komponenata  
       (5.64)   od osno nakon algebarskog uređenja  
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Budući da je { } )(tReP ii = , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izra-
žena pomoću pouzdanosti komponenata
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Slika 5.14.  Primjer RBD  sustava jednosmjerne mosne strukture  
 Jednos jern   s ruktura sustav  proizl zi iz pretpostavke da osna ko ponenta   radi u odnosu a zahtijevanu funkciju sa o u jed o  s jeru, odnosno od  preko  pre a . Kom onen  na klj čno  je položaju, odnosno predstavlja ključnu 
ko pon ntu sustava. Pol zeći od opć g iz az  (5.62) za određivanje pouzdanosti  
pro atranog sustava, pri če u je , proizlazi da je  
           
               
                     
                           
      314
2535312535314
314253125314
314253125314
31425314
1
1
1
ePePeP
ePePePePePeP-ePePeePePeP
ePePePePeePeP-ePeePePeP
ePePeeeP-ePeeePeP
eePePeeePeP=tRS





 
(5.63)  
Bu ući da je , z  i = 1, 2, 3, 4, 5, pouzdanost j  sustava, izražena po oću pouzdanosti ko ponenata  
       (5.64)   od osno nakon algebarskog uređenja  
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Slika 5.14.  Primjer RBD  sustava jednos j ne mosne strukture  
 Jednosmjerna mosna strukt ra sustava pro zlazi iz pretpostavke da mos a komponentaradi u odnosu na zahtijevanu funkciju samo u jedno  smjeru, odnos  od  preko  prema . Komponent  na ključnom je pol žaju, odnosno predst vlja ključ u
kompo entu sustava. Polazeći od općeg izraza (5.62) za određiv nje pouzdanosti  
promatranog sustava, pri čemu je , proizlazi da je  
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Budući da je , za i = 1, 2, 3, 4, 5, pouzdanost je sustava, izražena pomoću pouzdanosti komponenata  
       (5.64)   odnosno nakon algebarskog uređenja  
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Slika 5.14.  Primjer RBD  sustava jednosmjerne mosne strukture  
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                                                          (5.65) 
                                                                                                      Ako sve komponente imaju konstantnu učestalost kvara, redom  pouzdanost 
sustava određena je izrazom  
 
te )( 54321                                                                                                                                  (5.66)                                                                                                                                                                                                                          Polazeći od općeg izraza (3.14), srednje vrijeme do kvara sustava određeno je izrazom  
                                                                                          (5.67) 
                                                                                          
 
5.3  Pouzdanost sustava s međuovisnim komponentama 
 
 Sustav s međuovisnim komponentama sustav je kod kojeg kvar neke (ne bilo koje) njegove komponente utječe na učestalost kvara bar jedne druge komponente tog sustava. 
Tipični je primjer sustava s međuovisnim komponentama sustav s rezervom.                                                                                                                                                             
 
5.3.1  Sustav s rezervom  
 
Sustav s rezervom (engl. standby system) zapravo je sustav s pasivnom zalihom jer za vrijeme dok jedna od njegovih komponenata obavlja zahtijevanu funkciju sustava, s 
učestalošću kvara određene vrijednosti, preostale komponente sustava nalaze se u rezervi s 
učestalšću kvara obično jednakoj nuli. Ove komponente komutator sustava redoslijedno, jednu po jednu, automatski uključuje u djelovanje u trenucima nastupa kvara komponente koja se do tada nalazila u djelovanju. Naravno, u tim se trenucima učestalost kvara rezervne komponente koja se uključi u djelovanje skokovito promijeni s nule na određenu vrijednost.   Prema tome, komponente su opisanog sustava međuovisne, jer se učestalost kvara 
komponenata u rezervi skokovito promijeni s nule na određenu vrijednost u trenutku 
nastupa kvara prethodne komponente uključene u djelovanje.   Ako je učestalost kvara komponenata kad se nalaze u djelovanju konstantna, što znači da je razdioba vremena do kvara komponenata eksponencijalna, za uspostavljanje prediktivnog 
modela pouzdanosti takvog sustava prikladno je, kao matematičku osnovu, koristiti 
Markovljev proces  (Pukite i Pukite, 1998).    
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5.3.1  Sustav s rezervom  
 
Sustav s rezervom (engl. standby system) zapravo je sustav s pasivnom zalihom jer za vrijeme dok jedna od njegovih komponenata obavlja zahtijevanu funkciju sustava, s 
učestalošću kvara određene vrijednosti, preostale komponente sustava nalaze se u rezervi s 
učestalšću kvara obično jednakoj nuli. Ove komponente komutator sustava redoslijedno, jednu po jednu, automatski uključuje u djelovanje u trenucima nastupa kvara komponente koja se do tada nalazila u djelovanju. Naravno, u tim se trenucima učestalost kvara rezervne komponente koja se uključi u djelovanje skokovito promijeni s nule na određenu vrijednost.   Prema tome, komponente su opisanog sustava međuovisne, jer se učestalost kvara 
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5.3  Pouzdanost sustava s međuovisnim komponentama 
 Sustav s međuovisnim komponentama sustav je kod kojeg kvar neke (ne bilo koje) njegove komp nente utječe na učestalost kvara bar jedne druge komponente tog sustava. 
Tipični je primjer sustava s eđuovisnim komponentama sustav s rezervom.                                                                                                                                                             
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modela pouzdanosti takvog sustava pr ladno je, kao matematičku osnovu, koristiti 
Markovljev proces  (Pukite i Pukite, 1998).    
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                                                                                                      Ako sve komponente imaju konstantnu učestalost kvara, redom  pouzdanost 
sustava određena je izrazom  
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5.3  Pouzdanost sustava s međuovisnim komponentama 
 
 Sustav s međuovisnim komponentama sustav je kod kojeg kvar neke (ne bil  koje) njegove komponente utječe na učestalost kvara bar jedne druge komponente tog sustava. 
Tipični je primjer sustava s međuovisnim komponentama sustav s rezervom.                                                                                                                                                             
 
5.3.1  Sustav s rezervom  
 
Sustav s rezervom (engl. standby system) zapravo j  sustav s pasivnom zalihom jer za vrijeme dok jedna od njegovih komponenata obavlja zahtijev nu funkciju sustava, s 
učestalošću kvara određene vrijednosti, preostale komponente sustava nal ze se u rezervi s 
učestalšću kvara obično jednakoj nuli. Ove komponente komutator sustava redoslijedno, jednu po jednu, automatski uključuje u djelovanje u trenucima nastupa vara komponente koja se do tada nalazila u djelovanju. Naravno, u tim se trenucima učestalost kvara rezervne komponente koja se uključi u djelovanje skokovito promijeni s nule na određ u vrijedno t.   Prema tome, komponente su opisanog sustava međuovisne, jer se učestalost kvara 
komponenata u rezervi skokovito promijeni s nule na određenu vrijednost u trenutku 
nastupa kvara prethodne komponente uključene u djelovanje.   Ako je učestalost kvara komponenata kad se nalaze u dj ovanj  ko stantn , što znači da je razdioba vremena do kvara komponenata eksponencijalna, za uspostavljanje predik ivnog 
modela pouzdanosti takvog sustava prikladno je, kao matematičku osnovu, koristiti 
Markovljev proces  (Pukite i Pukite, 1998).    
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Polazeći od općeg izraza (3.14), srednje vrijeme do kva a sustava odre-
đeno je izr zom
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5.3 Pouzdanost sustava s međuovisnim komponentama
Sustav s međuovisnim komponentama sustav je kod kojeg kvar neke 
(ne bilo koje) njegove komponente utječe na učestalost kvara bar jedne dru-
ge komponente tog sustava. Tipični je primjer sustava s međuovisnim kom-
ponentama sustav s rezervom.
5.3.1 Sustav s rezervom 
Sustav s rezervom (engl. standby system) zapravo je sustav s pasiv-
nom zalihošću jer za vrijeme dok jedna od njegovih komponenata obav-
lja zahtijevanu funkciju sustava, s učestalošću kvara određene vrijednosti, 
preostale komponente sustava nalaze se u rezervi s učestalšću kvara obič-
no jednakoj nuli. Ove komponente komutator sustava redoslijedno, jednu 
po jednu, automatski uključuje u djelovanje u trenucima nastupa kvara kom-
ponente koja se do tada nalazila u djelovanju. Naravno, u tim se trenucima 
učestalost kvara rezervne komponente koja se uključi u djelovanje skokovito 
promijeni s nule na određenu vrijednost. 
Prema tome, komponente su opisanog sustava međuovisne, jer se 
učestalost kvara komponenata u rezervi skokovito promijeni s nule na odre-
đenu vrijednost u trenutku nastupa kvara prethodne komponente uključene 
u djelovanje. 
Ako je učestalost kvara komponenata kad se nalaze u djelovanju kon-
stantna, što znači da je razdioba vremena do kvara komponenata eksponen-
cijalna, za uspostavljanje prediktivnog modela pouzdanosti takvog sustava 
prikladno je, kao matematičku osnovu, koristiti Markovljev proces (Pukite i 
Pukite, 1998). 
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5.3.2  Idealni dvokomponentni sustav s rezervom 
Idealni dvokomponentni sustav s rezervom  takav je dvokomponen-
tni sustav kod kojeg se komponenta koja se nalazi u rezervi (sekundarna 
komponenta) sigurno, odnosno s vjerojatnošću 1, automatski uključi u dje-
lovanje u trenutku nastupa kvara komponente koja se do tada nalazila u 
djelovanju (primarna komponenta). To znači da komutator sustava s rezer-
vom, kao sastavnica tog sustava ima, s funkcijskog stanovišta, pouzdanost 
jednaku jedinici u svakom trenutku. Simbolički prikaz takvog sustava dan je 
na slici 5.15.
Radi jednostavnosti, neka se pretpostavi da obje komponente, kad 
se nalaze u djelovanju, imaju jednaku učestalost kvara .λ  Za primjenu 
Markovljeva procesa najprije je potrebno definirati karakteristična stanja 
sustava, koja zapravo predstavljaju stanja Markovljeva procesa (Pukite i 
Pukite, 1998).
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Idealni dvokomponentni sustav s rezervom  takav je dvokomponentni sustav kod kojeg se komponenta koja se nalazi u rezervi (sekundarna komponenta), sigurno, odnosno s 
vjerojatnošću 1, automatski  uključi u djelovanje u trenutku nastupa kvara komponente koja se do tada nalazila u djelovanju (primarna komponenta). To znači da komutator sustava s rezervom, kao sastavnica tog sustava ima, s funkcijskog stanovišta, pouzdanost jednaku 
jedinici u svakom trenutku. Simbolički prikaz takvog sustava dan je na slici 5.15.  Radi jednostavnosti, neka se pretpostavi da obje komponente, kada se nalaze u djelovanju, 
imaju jednaku učestalost kvara  Za primjenu Markovljeva procesa najprije je potrebno definirati karakteristična stanja sustava koja, zapravo, predstavljaju stanja Markovljeva procesa (Pukite i Pukite, 1998).      
 
 
 
 
 
 
 
 
 
Slika 5.15.  Simbolički prikaz idealnog dvokomponentnog sustava s rezervom  Za promatrani sustav karakteristična su sljedeća stanja:   Stanje 1: Primarna se komponenta nalazi u radnom stanju, a sekundarna       u rezervi.   Stanje 2: Primarna se komponenta nalazi u kvarnom stanju, a sekundarna                                    u radnom stanju.   Stanje 3: Obje se komponente nalaze u kvarnom stanju.  Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. Učestalost prijelaza sustava iz stanja 1 u stanje 2,  jednaka je učestalosti kvara primarne komponente , a učestalost prijelaza sustava iz stanja 2 u stanje 3,  jednako je učestalosti kvara sekundarne komponente , kad je uključena u djelovanje. Učestalosti prijelaza između ostalih parova 
različitih stanja sustava jednake su nuli jer je sustav neobnovljiv. Dijagram stanja sustava prikazan je na slici 5.16.  
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Slika 5.15.  Simbolički prikaz idealnog dvokomponentnog sustava s rezervom
Za promatrani sustav karakteristična su sljedeća stanja:
Stanje 1:  Primarna se komponenta nalazi u radnom stanju, 
a sekundarna u rezervi.
Stanje 2: Primarna se komponenta nalazi u kvarnom stanju, 
a sekundarna u radnom stanju.
Stanje 3:  Obje se komponente nalaze u kvarnom stanju.
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Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. 
Učestalost prijelaza sustava iz stanja 1 u stanje 2, q12, jednaka je učestalosti 
kvara primarne komponente λ , a učestalost prijelaza sustava iz stanja 2 u 
stanje 3, q23, jednaka je učestalosti kvara sekundarne komponente λ  kad je 
uključena u djelovanje. Učestalosti prijelaza između ostalih parova različitih 
stanja sustava jednake su nuli jer je sustav neobnovljiv. Dijagram stanja 
sustava prikazan je na slici 5.16.
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q23=λ
32
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Slika 5.16.  Dijagram stanja za određivanje pouzdanosti idealnog neobnovljivog 
dvokomponentnog sustava s rezervom
Za promatrani sustav matrica učestalosti prijelaza Q između stanja 
sustava oblika je
 
 
Slika 5.16.  Dijagram stanja za određivanje pouzdanosti idealnog neobnovljivog dvokomponentnog  
sustava s rezervom 
  Za promatrani sustav matrica učestalosti prijelaza Q između stanja sustava oblika je  
Q =                                         (5.68) 
 Pripadni je Kolmogorovljev sustav diferencijalnih jednadžbi, iskazan u vektorsko-
matričnom obliku,  
                       (5.69) 
 Pouzdanost sustava  određena je zbrojem vjerojatnosti njegovih radnih stanja, odnosno zbrojem vjerojatnosti stanja 1 i vjerojatnosti stanja 2. Dakle,                                                           (5.70)  
Budući da je stanje 3 kvarno, zbog čega je za određivanje pouzdanosti apsorbirajuće stanje 
sustava, za određivanje pouzdanosti promatranog sustava koristi se reducirana matrica 
učestalosti prijelaza  Q (Høyland i Rausand, 1994) oblika   Q  =                                                           (5.71)  Tada su vjerojatnosti  i  rješenja sustava diferencijalnih jednadžbi iskazanog u obliku                                         (5.72)  
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Pripadni je Kolmogoro ljev sustav diferencij lnih jednadžbi, iska-
zan u vektorsko-matričnom obliku,
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Pouzdanost sustava )(tRS  dređena e zbrojem vjeroj tnosti njegovih 
radnih stanja, odnosno zbrojem vjerojatnosti stanja 1 i vjerojatnosti stanja 
2. Dakle,
 
)()()( 21 tPtPtRS +=  (5.70)
Budući da je stanje 3 kvarno, zbog čega je za određivanje pouzdanosti 
apsorbirajuće stanje sustava, za određivanje pouzdanosti promatranog 
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sustava koristi se reducirana matrica učestalosti prijelaza  Q R (Høyland i 
Rausand, 1994) oblika
 Q R = 


−
−
λ
λλ
0
 (5.71)
Tada su vjerojatnosti )(1 tP  i )(2 tP  rješenja sustava diferencijalnih jed-
nadžbi iskazanog u obliku
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Primjenom Laplaceovih transformacija (Elezović, 2010) na ovaj 
sustav diferencijalnih jednadžbi dobiva se
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Iz tog sustava algebarskih jednadžbi proizlazi da je
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Primjenom inverzne Laplaceove transformacije (Elezović, 2010) na 
ove izraze dobiva se
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Zbrajanjem ovih dviju vjerojatnosti dobiva se izraz za pouzdanost 
promatranog sustava oblika
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Vremenski dijagram pouzdanosti promatranog sustava prikazan je na 
slici 5.17.
Polazeći od općeg izraza (3.14), srednje vrijeme do kvara promatranog 
sustava određeno je izrazom
 212 == λSMTTF MTTF  (5.79)
pri čemu je MTTF srednje vrijeme do kvara svake komponente sustava kad 
je uključena u djelovanje. Ovaj izraz pokazuje da je srednje vrijeme do kvara 
idealnog neobnovljivog dvokomponentnog sustava s rezervom jednako zbroju 
srednjih vremena do kvara njegovih komponenata kad se nalaze u djelovanju.
pri čemu je srednje vrijeme do kvara svake komponente sustava kad je uključena u djelovanje. Ovaj izraz pokazuje da je srednje vrijeme do kvara idealnog neobnovljivog dvokomponentnog sustava s rezervom jednako zbroju srednjih vremena do kvara njegovih komponenata kad se nalaze u djelovanju. 
 
 
 
 
 
 
        
 
 
 
 
Slika 5.17.  Vremenski dijagram pouzdanosti idealnog dvokomponentnog neobnovljivog sustava s 
rezervom čije komponente u djelovanju imaju konstantne i jednake učestalosti kvara  
Srednje vrijeme do kvara promatranog sustava može se dobiti i izravno iz Laplaceove 
transformacije izraza za pouzdanost koristeći svojstvo B.1.1. iz Dodatka B, prema kojem je   Laplaceova transformacija izraza za pouzdanost jednaka zbroju Laplaceovih transformacija  izraza za vjerojatnost stanja 1 i vjerojatnost stanja 2, odnosno                                             (5.80)  Prema svojstvu danom izrazom (3.15) proizlazi  
                                            
= 2 MTTF                                         (5.81)                                                                                                
što je identično izrazu (5.79).  Pretpostavi li se neobnovljiv idealni n-komponentni sustav s rezervom prikazan na slici 5.18., 
pri čemu sve komponente imaju konstantnu i jednaku učestalost kvara 𝜆𝜆 kad se nalaze u 
djelovanju, a učestalost kvara 0 kad se nalaze u rezervi, pouzdanost sustava određena je 
općim izrazom                                 
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Slika 5.17.  Vre enski dijagram pouzdanosti idealnog dvokomponentnog 
neobnovljivog sustava s rezervom čije komponente u d lov nju imaju konstantne i 
jednake učestalosti kvara
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Srednje vrijeme do kvara promatranog sustava može se dobiti i izravno 
iz Laplaceove transformacije izraza za pouzdanost koristeći svojstvo B 1.1. 
iz Dodatka B, prema kojem je Laplaceova transformacija izraza za pouzda-
nost jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 
1 i vjerojatnost stanja 2, odnosno
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Prema svojstvu danom izrazom (3.15) proizlazi
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što je identično izrazu (5.79).
Pretpostavi li se neobnovljiv idealni n-komponentni sustav s rezervom 
prikazan na slici 5.18., pri čemu sve komponente imaju konstantnu i jednaku 
učestalost kvara  kad se nalaze u djelovanju, a učestalost kvara 0 kad se 
nalaze u rezervi, pouzdanost sustava određena je općim izrazom 
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Slika 5.18. Idealni n-komponentni sustav s rezervom 
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Slika 5.18. I l i t i stav s rezervom
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6. POUZDANOST OBNOVLJIVIH SUSTAVA
U ovom se poglavlju preciznije definira pouzdanost višekomponentnih 
obnovljivih sustava i predstavlja pristup uspostavljanju Markovljevog modela 
pouzdanosti i srednjeg vremena do kvara sustava polazeći od poznavanja 
strukture te učestalosti kvara i učestalosti obnove komponenata tih sustava. 
6.1  Općenito o pouzdanosti obnovljivih sustava
Obnovljiv sustav onaj je sustav koji tvore komponente koje se nakon 
nastupa kvara obnavljaju i ponovo uključuju u djelovanje ili se zamjenjuju 
ispravnima.
Analogno pouzdanosti neobnovljivog sustava, pouzdanost obnovlji-
vog sustava vremenski je ovisna veličina, iskazana funkcijom )(tRS , de-
finirana vjerojatnošću da je vrijeme do kvara sustava veće od proizvoljno 
odabranog vremena t  proteklog od trenutka 0=t  kad je sustav uključen u 
djelovanje, uz uvjet da se u tom trenutku sve njegove komponente nalaze u 
radnom stanju.
Budući da se radi o obnovljivom sustavu, pouzdanost takvog sustava 
ovisi o
 (1) pouzdanosti komponenata, 
 (2) obnovljivosti komponenata,
 (3) strukturi (građi) sustava i 
 (4) međuovisnosti komponenata.
Međutim, treba naglasiti da obnovljivost komponenata može utjecati na 
pouzdanost samo obnovljivih zalihosnih sustava uz pretpostavku da se ti-
jekom obnavljanja kvarnih komponenata sustavi ne isključuju iz djelovanja.
Razumljivo je da obnavljanje ili zamjena kvarnih komponenata nezali-
hosnih sustava, poput jednokomponentnih sustava ili sustava serijske struk-
ture, nema utjecaja na pouzdanost sustava jer je kvar bilo koje komponen-
te takvih sustava ujedno i njihov kvar, pa obnavljanje ili zamjena kvarnih 
komponenata ispravnima, koliko god kratko trajalo, nema više utjecaja na 
pouzdanost.
Radi li se o obnovljivim zalihosnim sustavima stalno uključenim u 
djelovanje, stanja (radna i kvarna) njihovih komponenata uzastopno se 
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izmjenjuju, što uvjetuje uzastopnu izmjenu stanja sustava, od kojih su neka 
radna, a neka kvarna. Ta izmjena stanja sustava predstavlja slučajni proces. 
Pretpostavljajući da komponente imaju konstantnu učestalost kvara λ i kon-
stantnu učestalost obnove µ , odnosno da imaju eksponencijalnu razdiobu 
vjerojatnosti vremena do kvara FT  i eksponencijalnu razdiobu vjerojatnosti 
vremena do obnove RT , kao osnovu za matematičko modeliranje ovog pro-
cesa prikladno je koristiti Markovljev proces (Pukite i Pukite, 1998). 
U nastavku izlaganja uspostavit će se matematički model pouzdano-
sti obnovljivog dvokomponentnog sustava paralelne strukture i obnovljivog 
idealnog dvokomponentnog sustava s rezervom, dakle zalihosnih sustava, 
uporabom Markovljevog procesa kao matematičke osnove. Također, za ove 
će se sustave odrediti izrazi za srednje vrijeme do kvara. 
6.2 Pouzdanost obnovljivog dvokomponentnog sustava  
 paralelne strukture
Neka se pretpostavi obnovljiv dvokomponentni sustav paralelne struk-
ture, dakle obnovljiv dvokomponentni sustav s jednostukom aktivnom za-
lihošću. Nadalje, neka komponente imaju konstantne i jednake učestalosti 
kvara λ  i konstantne i jednake učestalosti obnove µ , što znači da su razdio-
be vjerojatnosti vremena do kvara i razdiobe vjerojatnosti vremena do obno-
ve eksponencijalne. Zbog toga je za uspostavljanje prediktivnog matematič-
kog modela pouzdanosti sustava kao matematičku osnovu prikladno koristiti 
Markovljev proces. U tu se svrhu definiraju karakteristična stanja sustava, 
što su ujedno i stanja Markovljeva procesa.
Za promatrani sustav karakteristična su sljedeća stanja:
Stanje 1: Obje se komponente nalaze u radnom stanju.
Stanje 2:  Jedna se komponenata nalazi u radnom, a druga u kvar-
nom stanju i obnavlja se ili zamjenjuje ispravnom.
Stanje 3:  Obje se komponente nalaze u kvarnom stanju.
Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. 
Učestalost prijelaza iz stanja 1 u stanje 2, 
osnovu za matematičko modeliranje ovog procesa prikladno je koristiti Markovljev proces (Pukite i Pukite, 1998).   
U nastavku izlaganja uspo tavit će se matematički model pouzdanosti obnovljivog dvokomponentnog sustava paralelne strukture i obnovljivog idealnog dvokomponentnog sustava s rezervom, dakle zalihosnih sustava, uporabom Markovljevog procesa kao 
matematičke os ove. Također, za ove će se sustave odrediti izrazi za srednje vrijeme do kvara.   
6.2  Pouzdanost obnovljivog dvokomponentnog sustava paralelne strukture 
 Nek  se pr tpostavi obno ljiv dvokompo entni sustav paralelne strukture, dakle obnovljiv dvokomponentni sustav s jednostukom aktivnom zalihošću. Nadalje, neka komponente 
imaju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obnove , 
što znači da su razdiobe vjerojatnosti vremena do kvara i razdiobe vjerojatnosti vremena do obnove eksponencijalne. Zbog toga je za uspostavljanje prediktivnog matematičkog modela 
pouzdanosti sustava, kao matematičku osnovu, prikladno koristiti Markovljev proces. U tu se 
svrhu definiraju karakteristična stanja sustava, što su ujedno i stanja Markovljeva procesa.  Za promatrani sustav karakteristična su sljedeća stanja:   Stanje 1:  Obje se komponente nalaze u radnom stanju.  Stanje 2:  Jedna se kompo enata nalazi u radnom, a druga u kvarnom stanju i                                  obnavlja se ili zamjenjuje ispravnom.  Stanje 3:  Obje se komponente nalaze u kvarnom stanju.                              Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje ,  jednaka je  (jer je ta učestalost uvjetovana učestalošću kvara bilo koje od 
tih dviju komponenata), učestalost prijelaza iz stanja 2 u stanje 3,  jednaka je  (jer je ta 
učestalost određena učestalošću kvara preostale komponente koja se nalazi u radnom stanju), a učestalost prijelaza između stanja 2 i stanja 1, , jednaka je , odnosno 
učestalosti obnove kvarne komponente. Učestalosti prijelaza između ostalih parova različitih stanja sustava jednake su nuli. Sa stanovišta određivanja njegove pouzdanosti, stanje 3 sustava apsorbirajuće je. Dijagram stanja za određivanje pouzdanosti sustava prikazan je na slici 6.1.   
Matrica učestalosti prijelaza Q za određivanje pouzdanosti promatranog sustava oblika je  
Q =                                       (6.1) 
 
Budući da su stanja sustava međusobno isključiva, pouzdanost sustava, , jednaka je zbroju vjerojatnosti njegovih radnih stanja, odnosno stanja 1 i stanja 2. 
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učestalost prijelaza iz stanja 2 u stanje 3, 
osnovu za matematičko modeliranje ovog procesa prikladno je koristiti Markovljev proces (Pukite i Pukite, 1998).   
U nastavku izlaganja uspostavit će se mat matički model pouzdanosti obnovljivog dvokomponentnog sustava paralelne strukture i obnovljivog idealnog dvokomponentnog sustava s rezervom, dakle zalihosnih sustava, uporab m Markovljevog procesa kao 
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radnom stanju), a učestalost prijelaza između stanja 2 i stanja 1, 
osnovu za matematičko modeliranje ovog procesa prikladno je koristiti Markovljev proces (Pukite i Pukite, 1998).   
U nastavku izlaganja uspostavit će se matematički model pouzdanosti obnovljivog dvokomponentnog sustava paralelne strukture i obnovljivog idealnog dvokomponentnog sustava s rezervom, dakle zalihosnih sustava, uporabom Markovljevog procesa kao 
matematičke osnove. Također, za ove će se sustave odrediti izrazi za srednje vrijeme do kvara.   
6.2  Pouzdanost obnovljivog dvokomponentnog sustava paralelne strukture 
 Neka se pretpostavi obnovljiv dvokomponentni sustav paralelne strukture, dakle obnovljiv dvokomponentni sustav s jednostukom aktivnom zalihošću. Nadalje, neka komponente 
imaju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obnove , 
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Da bi se primjenom inverzne Laplaceove transformacije izraza za )(1 sP
∗  
i )(2 sP
∗  dobili izrazi za vjerojatnosti )(1 tP  i )(2 tP , najprije treba odrediti korije-
ne polinoma u nazivnicima jednadžbi (6.6) i (6.7). Oni su:
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i oba imaju negativne vrijednosti za svako (pozitivno) λ  i .µ
Jednadžbe (6.6) i (6.7) tada se mogu izraziti u oblicima
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uz omjer učestalosti obnove i učestalosti kvara komponenata kao parametar.  Sred je vrijeme do kvara promatranog sustava dobije se izravno iz Laplac ove transformacije izraza z  pouzd nost, koristeći svojstvo B.1.1. iz Dodatka B, prema k jem je Laplaceova transformacija izraza za pouzdanost jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 1 i vjerojatnost stanja 2, odnosno  
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                                                          (6.7)  Da bi se primjenom inverzne Laplaceove transformacije izraza za  i  dobili izrazi za vjerojatnosti  i , najprije treba odrediti korijene polinoma u nazivnicima 
jednadžbi (6.6) i (6.7). Oni su:                                                      (6.8a) 
                                                 (6.8b)  i oba imaju negativne vrije nosti za svako (pozitivno)  i                                                  
Jednadžbe  (6.6) i (6.7) tada se mogu izraziti u oblicima                                (6.9) 
                                                                                       (6.10)  Primjenom inverznih Laplaceovih transformacija B.2.7. i B.2.8. iz Dodatka B vjerojatnosti stanja  i  određene su izrazima  
                                            (6.11) 
 Zbroj ovih vjerojatnosti daje izraz za pouzdanost promatranog sustava, koji je općeg oblika                                                               (6.12)  Dijagramima n  slici 6.2. prikazana je vremens a ovis ost pouzdanosti promatranog sustava 
uz omjer učestalosti obnove i učestalosti kvara komponenata kao parametar.  Sred je vrijeme do kvara pr m tranog su tava dobije se izr vn  iz Laplac ov  transform cije izraza z  pouzd nost, koristeći svo stvo B.1.1. iz Dodatka B, prema k jem je Laplaceo a transf rmacija izraza za pouzdanost jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 1 i vjerojatnost stanja 2, odnosno  
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Primjenom inverznih Laplaceovih transformacija B 2.7. i B 2.8. iz 
Dodatka B vjerojatnosti stanj  )(1 tP  i )(2 tP  određene su izrazima
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Zbroj ovih vjerojatnosti daje izraz za pouzdanost promatranog sustava, 
koji je općeg oblika  
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Dijagramima na slici 6.2. prikazana je vremenska ovisnost pouzdanosti 
promatranog sustava uz omjer učestalosti obnove i učestalosti kvara kom-
ponenata kao parametar.
Sred je vrijeme do kvar  prom tr nog su tava dobije se zravno iz 
Laplaceove transformacije izraza za pouzdanost, koristeći svojstvo B 1.1. iz 
Dodatka B, prema kojem je Laplaceova transformacija izraza za pouzdanost 
jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 1 i 
vjerojatnost stanja 2, odnosno
70
 
22 2)3(
)( λµλ
µλ
+++
++
=
∗
ss
ssRS 22 2)3(
2
λµλ
λ
+++
+
ss  
(6.13)
Polazeći od općeg izraza (3.15), srednje vrijeme do kvara sustava odre-
đeno je izrazom
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pri čemu je MTTF srednje vrijeme do kvara svake komponente promatranog 
sustava. Izraz (6.15) pokazuje da se povećanjem učestalosti obnove prema 
učestalosti kvara komponenata znatno povećava srednje vrijeme do kvara 
promatranog sustava.
                                  (6.13)  Polazeći od općeg izraza (3.15), srednje vrijeme do kvara sustava određeno je izrazom                                                                                    (6.14) odnosno                                             (6.15)  
pri čemu je srednje vrijeme do kvara svake komponente promatranog sustava. Izraz 
(6.15) pokazuje da se povećanjem učestalosti obnove prema učestalosti kvara komponenata znatno povećava srednje vrijeme do kvara promatranog sustava.               
  
 
Slika 6.2.  Vremenski dijagram pouzdanosti dvokomponentnog sustava paralelne strukture s 
komponentama konstantne i jednake učestalosti kvara i učestalosti obnove  
6.3  Pouzdanost idealnog obnovljivog dvokomponentnog sustava s rezervom   
 Neka se pretpostavi obnovljiv idealni dvokomponentni sustav s rezervom, dakle, obnovljiv idealni dvokomponentni sustav s jednostrukom pasivnom zalihošću. Primarna se komponenta sustava nakon kvara obnavlja, a sekundarna je komponenta nepokvarljiva kad se nalazi u rezervi i sigurno se (s vjerojatnošću 1) uključi u djelovanje u bilo kojem trenutku nastupa kvara primarne komponente. Nadalje, neka komponente imaju konstantne i jednake 
učestalosti kvara  kad su uključene u djelovanje te konstantne i jednake učestalosti obnove 
, što znači da su razdiobe vjerojatnosti vremena do kvara i razdiobe vjerojatnosti vremena do obnove komponenata eksponencijalne. Zbog toga je za uspostavljanje prediktivnog 
modela pouzdanosti sustava kao matematičku osnovu prikladno koristiti Markovljev proces 
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6.3 Pouzdanost idealnog obnovljivog dvokomponentnog 
 sustava s rezervom
Neka se pretpostavi obnovljiv idealni dvokomponentni sustav s rezer-
vom, dakle, obnovljiv idealni dvokomponentni sustav s jednostrukom pa-
sivnom zalihošću. Primarna se komponenta sustava nakon kvara obnavlja, 
a sekundarna je komponenta nepokvarljiva kad se nalazi u rezervi i sigurno 
se (s vjerojatnošću 1) uključi u djelovanje u bilo kojem trenutku nastupa kva-
ra primarne komponente. Nadalje, neka komponente imaju konstantne i jed-
nake učestalosti kvara λ kad su uključene u djelovanje te konstantne i jedna-
ke učestalosti obnove µ, što znači da su razdiobe vjerojatnosti vremena do 
kvara i razdiobe vjerojatnosti vremena do obnove komponenata eksponen-
cijalne. Zbog toga je za uspostavljanje prediktivnog modela pouzdanosti su-
stava kao matematičku osnovu prikladno koristiti Markovljev proces (Pukite 
i Pukite, 1998). U tu se svrhu  definiraju karakteristična stanja sustava, koja 
su ujedno i stanja Markovljeva procesa. 
Za promatrani sustav karakteristična su sljedeća stanja:
Stanje 1: Primarna se komponenta nalazi u radnom stanju, a 
sekundarna u rezervi.
Stanje 2: Primarna se komponenta nalazi u kvarnom stanju i 
obnavlja se ili zamjenjuje ispravnom, a sekundarna se 
komponenta nalazi u radnom stanju. 
Stanje 3: Obje se komponente nalaze u kvarnom stanju.
Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. 
Učestalost prijelaza sustava iz stanja 1 u stanje 2, q12, jednaka je učesta-
losti kvara primarne komponente ,λ  učestalost prijelaza sustava iz stanja 2 
u stanje 3, q23, jednako je učestalosti kvara sekundarne komponente λ, a 
učestalost prijelaza sustava iz stanja 2 u stanje 1, q21, jednako je učestalosti 
obnove komponente .µ Učestalosti prijelaza između ostalih parova različitih 
stanja sustava jednake su nuli. Za određivanje pouzdanosti stanje 3 sustava 
apsorbirajuće je. Dijagram stanja za određivanje pouzdanosti ovog sustava 
prikazan je na slici 6.3.
72
Za promatrani je sustav matrica učestalosti prijelaza Q za određivanje 
pouzdanosti oblika
 
(Pukite i Pukite, 1998). U tu se svrhu  definiraju karakteristična stanja sustava, koja su ujedno i stanja Markovljeva procesa.    
Za promatrani sustav karakteristična su sljedeća stanja:  Stanje 1:  Primarna se komponenta nalazi u radnom stanju, a sekundarna u rezervi.    Stanje 2:  Primarna se komponenta nalazi u kvarnom stanju i obnavlja se ili zamjenjuje                                   ispravnom, a sekundarna se komponenta nalazi u radnom stanju.   Stanje 3:  Obje se komponente nalaze u kvarnom stanju.  Radna su stanja sustava stanje 1 i stanje 2, a stanje 3 je kvarno. Učestalost prijelaza sustava iz stanja 1 u stanje 2,  jednaka je učestalosti kvara primarne komponente učestalost prijelaza sustava iz stanja 2 u stanje 3,  jednako je učestalosti kvara sekundarne komponente , a učestalost prijelaza sustava iz stanja 2 u stanje 1,  jednako je učestalosti obnove komponente Učestalosti prijelaza između ostalih parova različitih stanja sustava jednake su nuli. Za određivanje pouzdanosti stanje 3 sustava apsorbirajuće je. Dijagram 
stanja za određivanje pouzdano i ovog sustava prikazan je na slici 6.3.  Za promatrani je sustav matrica učestalosti prijelaza Q za određivanje pouzdanosti oblika  
Q=                                        (6.16) 
  
 
 
Slika 6.3.  Dijagram stanja za određivanje pouzdanosti obnovljivog idealnog dvokomponentnog sustava 
s rezervom 
 
Budući da su stanja sustava međusobno isključiva, pouzdanost sustava određena je zbrojem vjerojatnosti njegovih radnih stanja, odnosno zbrojem vjerojatnosti stanja 1, , i vjerojatnosti stanja 2, .   
Budući da je stanje 3 kvarno (zbog čega je za određivanje pouzdanosti sustava 
apsorbirajuće), za određivanje pouzdanosti promatranog sustava koristi se reducirana 
matrica učestalosti prijelaza  Q oblika 
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Slika 6.3.  Dijagram stanja za određivanje pouzdanosti obnovljivog idealnog 
dvokomponentnog sustava s rezervom
Budući da su stanja sustava međusobno isključiva, pouzdanost susta-
va )(tRS određena je zbrojem vjerojatnosti njegovih radnih stanja, odnosno 
zbrojem vjerojatnosti stanja 1, )(1 tP , i vjerojatnosti stanja 2, )(2 tP . 
Budući da je stanje 3 kvarno (zbo  čega je za određivanje pouzdanosti 
sustava apsorbi ajuće), za određivanje pouzda sti prom tranog sustava 
koristi se reducirana matrica učestalosti prijelaza Q R oblika
 Q
R
=  +−− )( µλµ λλ  (6.17)
Vjerojatnosti )(1 tP  i )(2 tP  rješenja su sustava diferencijalnih jednadžbi 
iskazanog u obliku
 
Q =                                                             (6.17)  Vjerojatnosti  i  rješenja su sustava diferencijalnih jednadžbi iskazanog u obliku                                        (6.18) odnosno                                                    (6.19)  Rješavanjem tog sustava diferencijalnih jednadžbi primjenom Laplaceovih transformacija  uz 
početni uvjet da je  i dobiva se sustav algebarskih jednadžbi oblika                                                 (6.20)  Rješavanjem tog sustava algebarskih jednadžbi dobiju se izrazi za  i oblika                                                       (6.21) 
                                                          (6.22)  Da bi se primjenom inverzne Laplaceove transformacije izraza za  i  dobili izrazi za vjerojatnosti  i , najprije treba odrediti korijene polinoma u nazivnicima 
jednadžbi (6.21) i (6.22). Oni su                                                      (6.23a) 
                                                 (6.23b)  i oba imaju negativne vrijednosti za svako (pozitivno)  i . Jednadžbe (6.21) i (6.22) tada se mogu izraziti oblicima                               (6.24) 
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odnosno
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Rješavanjem ovog sustava diferencijalnih jednadžbi primjenom 
Laplaceovih transformacija uz početni uvjet da je 1)0(1 =P  i ,0)0(2 =P dobiva 
se sustav algebarskih jednadžbi oblika
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Rješavanjem ovog sustava algebarskih jednadžbi dobiju se izrazi za  
)(1 sP
∗  i )(2 sP
∗ oblika
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Da bi se primjenom inverzne Laplaceove transformacije izraza za )(1 sP
∗  
i )(2 sP
∗  dobili izrazi za vjerojatnosti )(1 tP  i )(2 tP , najprije treba odrediti korije-
ne polinoma u nazivnicima jednadžbi (6.21) i (6.22). Oni su
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Q =                                                             (6.17)  Vjerojatnosti  i  rješenja su sustava diferencijalnih jednadžbi iskazanog u obliku                                        (6.18) odnosno                                                    (6.19)  Rješavanjem tog sustava diferencijalnih jednadžbi primjenom Laplaceovih transformacija  uz 
početni uvjet da je  i dobiva se sustav algebarskih jednadžbi oblika                                                 (6.20)  Rješavanjem tog sustava algebarskih jednadžbi dobiju se izrazi za  i oblika                                                       (6.21) 
                                                          (6.22)  Da bi se primjenom inverzne Laplaceove transformacije izraza za  i  dobili izrazi za vjerojatnosti  i , najprije treba odrediti korijene polinoma u nazivnicima 
jednadžbi (6.21) i (6.22). Oni su                                                      (6.23a) 
                                                 (6.23b)  i oba imaju negativne vrijednosti za svako (pozitivno)  i . Jednadžbe (6.21) i (6.22) tada se mogu izraziti oblicima                               (6.24) 
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i oba imaju gativne vr jednosti za svako (pozitivno) λ  i µ . Jednadžbe 
(6.21) i (6.22) tad  se mogu izraziti oblicima
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                                                                                        (6.25)  Inverznom Laplaceovom transformacijom B.2.7 i B.2.8 iz Dodatka B vjerojatnosti stanja  i  određene su izrazima 
                                            (6.26) 
 Zbroj ovih vjerojatnosti daje izraz za pouzdanost promatranog sustava koji je identičnog 
općeg oblika kao i izraz (6.12).  Dijagramima prikazanim na slici 6.4. prikazana je vremenska ovisnost pouzdanosti 
promatranog sustava uz omjer učestalosti obnove i učestalosti kvara komponenata kao parametar.               
 
 
Slika 6.4.  Vremenski dijagram pouzdanosti idealnog dvokomponentnog sustava s rezervom s 
komponentama konstantne i jednake učestalosti kvara i učestalosti obnove   Srednje se vrijeme do kvara promatranog sustava dobije izravno iz Laplaceove 
transformacije izraza za pouzdanost, koristeći svojstvo B.1.1. iz Dodatka B, prema kojem je Laplaceova transformacija izraza za pouzdanost jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 1 i vjerojatnost stanja 2, odnosno                                    (6.27)  Polazeći od općeg izraza (3.15), srednje vrijeme do kvara sustava određeno je izrazom  
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Zbroj ovih vjerojatnosti daje izraz za pouzdanost promatranog sustava 
koji je identičnog općeg oblika kao i izraz (6.12).
Dijagramima prikazanim na slici 6.4. prikazana je vremenska ovisnost 
pouzdanosti promatranog sustava uz omjer učestalosti obnove i učestalosti 
kvara komponenata kao parametar.
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Srednje se vrijeme do kvara promatranog sustava dobije izravno iz 
Laplaceove transformacije izraza za pouzdanost, koristeći svojstvo B 1.1. iz 
Dodatka B, prema kojem je Laplaceova transformacija izraza za pouzdanost 
jednaka zbroju Laplaceovih transformacija izraza za vjerojatnost stanja 1 i 
vjerojatnost stanja 2, odnosno
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Polazeći od općeg izraza (3.15), srednje vrijeme do kvara sustava odre-
đeno je izrazom
 
0)( =
∗
= sSS sRMTTF 2λ
µλ +
= 22
2
λ
µλ
λ
λ +
=+
odnosno
 
MTTFMTTFS 


+=


+= λ
µ
λλ
µ 212  (6.28)
pri čemu je MTTF srednje vrijeme do kvara svake komponente promatranog 
sustava. Izraz (6.28) pokazuje da se povećanjem učestalosti obnove prema 
učestalosti kvara komponenata znatno povećava srednje vrijeme do kvara 
promatranog sustava.
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7. RASPOLOŽIVOST SUSTAVA
U ovom se poglavlju preciznije definira pojam i odnos između tre-
nutačne, intervalne i asimptotske raspoloživosti jednokomponentnog i 
višekompo nentnih sustava i predstavlja pristup uspostavljanju prediktivnog 
Markovljevog modela trenutačne raspoloživosti, polazeći od poznavanja 
strukture te učestalosti kvara i učestalosti obnove komponenata tih sustava.
7.1  Općenito o raspoloživosti sustava
Pod raspoloživošću (engl. availability) sustava koji je stalno uključen 
u djelovanje podrazumijeva se njegova sposobnost obavljanja zahtijevane 
funkcije, iskazana u odnosu na promatrani trenutak ili u odnosu na proma-
trano razdoblje tijekom njegovog djelovanja. Pritom se tijekom djelovanja 
sustava pretpostavlja uzastopna izmjena stanja sustava, uzrokovana nastu-
pom kvara komponenata i obnove (ili zamjene) kvarnih komponenata tog 
sustava. Uzastopna izmjena tih stanja sustava tijekom vremena predstavlja 
slučajni proces jer je vrijeme boravka u svakom od stanja slučajna veličina 
sa značajkama kontinuirane slučajne varijable.
 Imaju li komponente sustava konstantne učestalosti kvara i konstan-
tne učestalosti obnove, odnosno imaju li vremena zadržavanja sustava u 
svakom od stanja eksponencijalnu razdiobu, tijek uzastopne izmjene stanja 
sustava tijekom vremena ima značajke Markovljeva procesa. Pritom stanja 
sustava predstavljaju stanja Markovljeva procesa a učestalosti prijelaza iz-
među stanja sustava predstavljaju učestalosti prijelaza između stanja tog 
procesa.
Raspoloživost se sustava može, zavisno od interesa, iskazati trima ve-
ličinama: trenutačnom raspoloživošću, intervalnom raspoloživošću i asimp-
totskom raspoloživošću.  
Trenutačna raspoloživost (engl. instantaneous availability) sustava, 
označena s )(tAS , definirana je vjerojatnošću radnog stanja sustava u tre-
nutku isteka vremena t, proteklog od trenutka 0=t , kad je sustav uključen u 
djelovanje, uz uvjet da se u tom trenutku sustav nalazi u stanju određenom 
radnim stanjem svih njegovih komponenata. 
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Intervalna raspoloživost sustava za vremenski interval ),( 21 tt , 12 tt > , ozna-
čena s ),( 21 ttAS , definirana je srednjom vrijednošću trenutačne raspoloživosti 
komponente u tom intervalu. Prema tome, ova je raspoloživost određena 
izrazom
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Asimptotska raspoloživost sustava, označena s SA , definirana je 
graničnom vrijednošću, ako postoji, trenutačne raspoloživosti sustava ako 
vrijeme t, proteklo od trenutka 0=t , kad je sustav uključen u djelovanje, teži 
u beskonačnost. Dakle, )(lim tAA StS ∞→=  (7.2)
Budući da je u mnogim primjenama od interesa samo poznavanje 
asimptotske raspoloživosti sustava, njezino bi određivanje prema izrazu 
(7.2) zahtijevalo prethodno određivanje izraza za trenutačnu raspoloživost, 
što je često vrlo mukotrpno. Taj pristup, međutim, nije potreban uzme li se 
u obzir da je asimptotska raspoloživost sustava konstantna i jednaka zbroju 
asimptotskih vjerojatnosti svih radnih stanja sustava, koje su također kon-
stantne kad vrijeme teži u beskonačnost. Dakle, 
 ∑
∈
=
Bj
jS PA  (7.3)
pri čemu je s jP  označena asimptotska vjerojatnost j -tog stanja iz skupa 
B  svih radnih stanja od ukupno n  mogućih stanja sustava. Budući da su 
asimptotske vjerojatnosti svih stanja sustava konstantne, odnosno vremen-
ski neovisne, njihove su derivacije po vremenu jednake nuli, odnosno 
 0)(lim ' =
∞→
tPjt
 za n,....,,j 21=  (7.4)
Zbog toga su asimptotske vjerojatnosti svih stanja sustava rješenja su-
stava algebarskih jednadžbi koje proizlaze iz Kolmogorovljeva sustava dife-
rencijalnih jednadžbi u kojima se pretpostavlja da su derivacije vjerojatnosti 
svih stanja sustava jednake nuli. Ovaj se sustav jednadžbi može skraćeno 
izraziti u vektorsko-matričnom obliku PQ=0 (7.5)
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pri čemu je P n-komponentni vektor asimptotskih vjerojatnosti svih stanja 
sustava, Q je nn × matrica učestalosti prijelaza između stanja sustava, a 
0 je n-komponentni vektor sa svim elementima jednakim nuli. U rješavanju 
ovog sustava od n  linearnih algebarskih jednadžbi koristi se bilo kojih n -1 
jednadžbi, a n -ta je jednadžba svojstvena jednadžba vjerojatnosti međusob-
no isključivih stanja sustava, odnosno
 1
1
=∑n iP  (7.6)
7.2 Raspoloživost jednokomponentnog sustava
Sustav koji ima samo dva stanja, od kojih je jedno radno a drugo kvarno, 
dakle sustav koji s funkcijskog stanovišta ima obilježja binarane komponen-
te, naziva se jednokomponentnim sustavom. 
Pretpostavi li se da se sustav u trenutku nastupa svakog kvara 
podvrgne obnavljanju bez odgode, a u trenutku nastupa svake obno-
ve odmah ponovno uključi u djelovanje, te da je učestalost kvara kon-
stantna i jednaka λ, a učestalost obnove također konstantna i jednaka 
µ, proces uzastopne izmjene radnog i kvarnog stanja sustava ima značajke 
Markovljeva procesa s dva stanja. 
Neka stanju 1 tog procesa odgovara radno stanje, a stanju 2 tog proce-
sa kvarno stanje sustava. Tada učestalost prijelaza između stanja 1 i stanja 
2, 
 Pretpostavi li se da se sustav u trenutku nastupa svakog kvara podvrg e obnavljanju bez odgode a u trenutku nastupa svake obnove odmah ponovno uključi u djelovanje te da je 
učestalost kvara konstantna i jednaka , a učestalost obnove također konstantna i jednaka , proces uzastopne izmjene radnog i kvarnog stanja sustava ima značajke Markovljeva procesa s dva stanja.   Neka stanju 1 tog procesa odgovara radno stanje, a stanju 2 tog proc sa kv rno stanje 
sustava. Tada učestalost prijelaza između stanja 1 i stanja , odgovara učestalosti kvara  sustava, a učestalost prijelaza između stanja 2 i stanja 1, , odgovara učestalosti obnove sustava.   
Dijagram stanja za određivanje raspoloživosti takvog sustava prikazan je na slici 7.1.  
 
 
Slika 7.1. Dijagram stanja za određivanje raspoloživosti jednokomponentnog sustava  
Polazeći od njezine definicije, trenutačna raspoloživost  promatranog sustava zapravo je jednaka vjerojatnosti stanja 1, odnosno  pripadnog Markovljevog procesa u trenutku isteka vremena , proteklog od trenutka , kad proces starta i nalazi se u stanju 1. Dakle,                                                                         (7.7) Za promatrani proces s dva stanja, vektor    
P'(t)                                                                 (7.8) 
 je vektor derivacija vjerojatnosti stanja procesa, vektor  
P(t)                                                                 (7.9) je vektor vjerojatnosti stanja procesa, a                                                               (7.10)  je matrica učestalosti prijelaza između stanja procesa.  


12q
 21q

q21=
q12=
1 2
)(tAS
),(1 tP
t 0t
)()( 1 tPtAS 
))(),(( '2
'
1 tPtP
))(),(( 21 tPtP







2221
1211
qq
qq
Q
ovara učestalosti kvara λ  sustava, a učestalost prijelaza između 
stanja 2 i st nja 1, 
 Pretpostavi li se da se sustav u trenutku nastupa svak g kv ra podvrgn  bnavljanju bez odgode a u trenutku nastupa svake obnove odmah ponovno uključi u djelovanje te da je 
učestalost kvara onstantna i jednaka , a učestalost obnove također onstantna i jednaka , proc s uz stopne izmjene rad og i kvarnog sta ja sustav  ima zn čajke Markovljeva procesa s dva stanja.   Neka st nju 1 tog procesa odgov ra radno stanje, a st nju 2 tog procesa kvarno stanje 
sustava. Tada učestalost prijelaza između stanja 1 i stanja 2, , odgovara učestalosti kvara  ustava, a učestalost prijelaza između stanja 2 i sta j  , , odgovara učestalosti obnove sustava.   
Dijagram stanja za dređivanje raspoloživosti t kvog sustava prikazan je na slici 7.1.  
 
 
Slika 7.1. Dijagr m st nja za određivanje raspoloživosti jednokomponentnog sustava  
Polazeći od njezine definicije, trenutačna rasp loživost  promatr nog sustava zapravo je jednaka vjer jatnosti stanja 1, odnosno  pripadnog M rkovljevog procesa u trenutku isteka vremena , proteklog o  trenutka , k d proces t rta i nalazi se u stanju 1. Dakle,                                                                         (7.7) Za promatrani proces s dva stanja, vektor    
P'(t)                                                                 (7.8) 
 je ekt r derivacija vjerojatnosti stanja procesa, vektor  
P(t)                                                                 (7.9) je vektor vjerojatnosti stanja procesa, a                                                               (7.10)  je matrica učestalosti prijelaza između stanja procesa.  
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ovara učestalosti obnove µ sustava. 
Dijagram stanja za određivanje raspoloživosti takvog sustava prikazan 
je na slici 7.1.
q21=µ
q12=λ
1 2
Slika 7.1. Dijagram stanja za određivanje raspoloživosti  
jednokomponentnog sustava
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Polazeći od njezine definicije, trenutačna raspoloživost As(t) promatra-
nog sustava zapravo je jednaka vjerojatnosti stanja 1, odnosno P1(t) pripad-
nog Markovljevog procesa u trenutku isteka vremena t, proteklog od trenutka 
t=0, kad proces starta i nalazi se u stanju 1. Dakle,
 )()( 1 tPtAS ≡
 (7.7)
Za promatrani proces s dva stanja, vektor   
 Pretpostavi li se da se sustav u trenutku nastupa svakog kvara podvrgne obnavljanju bez odgode a u trenutku nastupa svake obnove odmah ponovno uključi u djelovanje te da je 
učestalost kvara konstantna i jednaka , a učestalost obnove također konstantna i jednaka , proces uzastopne izmjene radnog i kvarnog stanja sustava ima značajke Markovljeva procesa s dva stanja.   Neka stanju 1 tog procesa odgovara radno stanje, a stanju 2 tog procesa kvarno stanje 
sustava. Tada učestalost prijelaza između stanja 1 i stanja 2, , odgovara učestalosti kvara  sustava, a učestalost prijelaza između stanja 2 i stanja 1, , odgovara učestalosti obnove sustava.   
Dijagram stanja za određivanje raspoloživosti takvog sustava prikazan je na slici 7.1.  
 
 
Slika 7.1. Dijagram sta ja za određivanj  raspoloživosti jednokomponentnog sustava  
Polazeći od njezine definicije, trenutačna raspoloživost  promatranog sustava zapravo je jednaka vjerojatnosti stanja 1, odnosno  pripadnog Markovljevog procesa u trenutku isteka vremena , proteklog od trenutka , kad proces starta i nalazi se u stanju 1. Dakle,                                                                         (7.7) Za promatrani proces s dva stanja, vektor    
P'(t)                                                                 (7.8) 
 je vektor derivacija vjerojatnosti stanja procesa, vektor  
P(t)                                                                 (7.9) je vektor vjerojatnosti stanja procesa, a                                                               (7.10)  je matrica učestalosti prijelaza između stanja procesa.  
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(7.8)
je vektor derivacija vjerojatnosti stanja procesa, vektor
 
 Pretpostavi li se da se sustav u trenutku nastupa svakog kvara podvrgne obnavljanju bez odgode a u trenutku nastupa svake obnove od ah ponovno uključi u djelovanje te da je 
učestalost kvara konstantna i jednaka , a učestalost obnove također konstantna i jednaka , proces uzastopne iz jene radnog i kvarnog stanja sustava i a značajke arkovljeva procesa s dva stanja.   Neka stanju 1 tog procesa odgovara radno stanje, a stanju 2 tog procesa kvarno stanje 
sustava. Tada učestalost prijelaza iz eđu stanja 1 i stanja 2, , odgovara učestalosti kvara  sustava, a učestalost prijelaza iz eđu stanja 2 i stanja 1, , odgovara učestalosti obnove sustava.   
Dijagra  stanja za određivanje raspoloživosti takvog sustava prikazan je na slici 7.1.  
 
 
Slika 7.1. Dijagram stanja za određivanje raspoloživosti jednokomponentnog sustava  
Polazeći od njezine definicije, trenutačna raspoloži ost  atranog sustav  zapravo je jednaka vjerojatnosti stanja 1, odnosno  pripadnog arkovljevog procesa u trenutku isteka vre ena , proteklog od trenutka , kad proces starta i nalazi se u stanju 1. Dakle,                                                                         (7.7) Za pro atrani proces s dva stanja, vektor    
P'(t)                                                                 (7.8) 
 je vektor derivacija vjerojatnosti stanja procesa, vektor  
P(t)                                                                 (7.9) je vektor vjerojatnosti stanja procesa, a                                                               (7.10)  je atrica učestalosti prijelaza iz eđu stanja procesa.  
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je vektor vjerojatnosti stanja procesa, a
 
 Pretp stavi li se da se su av u trenutku nastupa svakog k ara podvrgne obnavljanju bez odgode a u trenut u nastup  svake obnove odmah ponovno uključi u djelovanje te da je 
učestalost kvar  k nstantna i j dnaka , a učestalo  obnove također konst ntna i jednaka , proces uz stopne izmjene radnog i kvarnog stanja sustava ima značajke Markovljeva procesa s dva stanja.   Neka st nju 1 tog procesa odgovara radno stanje, a stanju 2 tog procesa kvarn  stanje 
sustava. Tada učestalost prijelaza između stanja 1 i sta ja 2, ,  kvara  sustava, a učestalost prijelaza između stanja 2 i stanja 1, , odgovara učestalosti obnove sustava.   
Dijagram stanja za određivanje raspoloživosti takvog sustava prikazan je na slici 7.1.  
 
 
Slika 7.1. Dijagram stanja za određivanje raspoloživosti jednokomponentnog sustava  
Polazeći od nj zine definicije, trenutačna raspoloživost  promatranog sustava zapravo je jedn ka vjeroja nosti stanja 1, od osno  pri adnog Markovljevog procesa  trenutku isteka vremena , proteklog od trenutka , kad proces starta i nalazi se u stanju 1. Dakle,                                                                         (7.7) Za promatrani proces s dva stanja, vektor    
P'(t)                                                                 (7.8) 
 je vektor derivacija vjerojatnosti stanja procesa, vektor  
P(t)                                                                 (7.9) je vektor vjerojatnosti stanja procesa, a                                                               (7.10)  je matrica učestalosti prijelaza između stanja procesa.  
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je matrica učestalosti prijelaza između stanja procesa.
Uzimajući u obzir činjenicu da je Uzimajući u obzir činjenicu da  a  te da je za promatrani slučaj  a 
, matrica učestalosti prijelaza između stanja procesa jest                                                                    (7.11)  Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi može se tada iskazati u obliku                                               (7.12)                                               odnosno                                                                                                                     (7.13)  
Budući da se u nekom trenutku proces može nalaziti ili u stanju 1 ili u stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi                                                                       (7.14)  
Ako se to uzme u obzir u prvoj diferencijalnoj jednadžbi, dobiva se                                                         (7.15)  
Rješavanjem ove diferencijalne jednadžbe primjenom Laplaceovih transformacija dobiva se    
Uzimajući u obzir da je , dobiva se da je Laplaceova transformacija  određena izrazom                                                                (7.16)  Izraz za dobije se inverznom Laplaceovom transformacijom izraza za . U tu se svrhu desna strana izraza (7.16) rastavlja na parcijalne razlomke općeg oblika  =   To će biti zadovoljeno ako je   
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matrani slučaj Uzimajući u obzir činjenicu da je  a  te da je za pro atrani sl j  a 
, matrica učestalosti prijelaza između stanja procesa jest                                                                    (7.11)  Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi može se tada iskazati u obliku                                               (7.12)                                               odnosno                                                                                                                     (7.13)  
Budući da se u nekom trenutku proces može nalaziti ili u stanju 1 ili u stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi                                                                       (7.14)  
Ako se to uzme u obzir u prvoj diferencijalnoj jednadžbi, dobiva se                                                         (7.15)  
Rješavanjem ove diferencijalne jednadžbe primjenom Laplaceovih transformacija dobiva se    
Uzimajući u obzir da je , dobiva se da je Laplaceova transformacija  određena izrazom                                                                (7.16)  Izraz za dobije se inverznom Laplaceovom transformacijom izraza za . U tu se svrhu desna strana izraza (7.16) rastavlja na parcijalne razlomke općeg oblika  =   To će biti zadovoljeno ako je   
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Uzimaj ći u obzir činjenicu da je a  te da je za promatrani slučaj  a 
, matrica učestalosti prijelaza između stanja procesa jest                                               (7.11)  Pripadni Kolmogorovljev sustav diferencijalnih je nadžbi može se tada iskazati u obliku                                               (7.12)                                     odnosno                                                                                            (7.13)  
Budući da se u neko  tr nutku proces može na aziti ili u stan u 1 ili u stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi                                                (7.14)  
Ako se to uzme u obzir u prvoj diferencijalnoj j dnadžbi, dobiva se                                               (7.15)  
Rješavanjem ove difer ncijalne jednadžbe primjenom Laplaceovih tr nsformacija dobiva se    
Uzimajući u obzir da je , dobiva se da je Laplaceova transformacija  određena izrazom                                               (7.16)  Izraz za dobije se in erznom Laplaceovom t nsformacijom izraza za . U tu se svrhu desna stran  izraz (7.16) rastavlja na parcijalne razlomke općeg oblika  =   To će biti zadovoljeno ako je   
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Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi može se tada 
iskazati u obliku
 
Uzimajući u obzir činjenicu da je  a  te da je za promatrani slučaj  a 
, matrica učestalosti prijelaza između stanja procesa jest                                                                   (7.11)  Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi može se tada iskazati u obliku                                               (7.12)                                               odnosno                                                                                                                     (7.13)  
Budući da se u nekom trenutku proces može nalaziti ili u stanju 1 ili u stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi                                                                       (7.14)  
Ako se to uzme u obzir u prvoj diferencijalnoj jednadžbi, dobiva se                                                         (7.15)  
Rješavanjem ove diferencijalne jednadžbe primjenom Laplaceovih transformacija dobiva se    
Uzimajući u obzir da je , dobiva se da je Laplaceova transformacija  određena izrazom                                                                (7.16)  Izraz za dobije se inverznom Laplaceovom transformacijom izraza za . U tu se svrhu desna strana izraza (7.16) rastavlja na parcijalne razlomke općeg oblika  =   To će biti zadovoljeno ako je   
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 (7.12)   
odnosno
 
Uzimajući u obzir činjenicu da je  a  te da je za promatrani slučaj  a 
, matrica učestalosti prijelaza između stanja procesa jest 
                                                                  (7.11)  Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi može se tada iskazati u obliku                      (7.12)odnosno                                                                                                                     (7.13)  
Budući d  se u nekom trenutku proces može nalaziti ili u stanju 1 ili u stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi                                                                       (7.14)  
Ako se to uzme u obzir u prvoj diferencijalnoj jednadžbi, dobiva se                                                         (7.15)  
Rješavanjem ove diferencijalne jednadžbe primjenom Laplaceovih transformacija dobiva se    
Uzimajući u obzir da je , dobiva se da je Laplaceova transformacija  određena izrazom                                                             (7.16)  Izraz za dobije se inverznom Laplaceovom transformacijom izraza za . U tu se svrhu desna strana izraza (7.16) rastavlja na parcijalne razlomke općeg oblika  =   To će biti zadovoljeno ako je   
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Budući da se  nekom trenutku proces može nalaz ti ili u stanju 1 ili u 
stanju 2, vjerojatnosti ovih stanja su komplementarne, odnosno za njih vrijedi 
81
 )(1)( 12 tPtP −=
 (7.14)
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Izraz za )(1 tP dobije se inverznom Laplaceovom transformacijom izraza 
z  )(1 sP
∗ . U tu se svrhu desna strana izraza (7.16) rastavlja na parcijalne 
razlomke općeg oblika
)( µλ
µ
++
+
ss
s = µλ +++ s BsA
što će biti zadovoljeno ako je 
µλ
µ
+
=A   i   µλ λ+=B
Uzimajući to u obzir, inverzna Laplaceova transformacija od )(1 sP
∗  daje 
izraz za )(1 tP  oblika
=)(1 tP µλ
µ
+
+ ( )te µλ
µλ
λ +−
+
što je ujedno i izraz za trenutačnu raspoloživost )(tAS  promatranog jed-
nokomponentnog sustava. Dakle,
 
=)(tAS µλ
µ
+
+ ( )te µλµλ
λ +−
+
 
(7.17)
82
Dijagramima na slici 7.2. prikazana je vremenska ovisnost raspoloživo-
sti promatranog sustava za različite odnose učestalosti obnove prema uče-
stalosti kvara sustava kao parametre.
  i     
Uzimajući to u obzir, inverzna Laplaceova transformacija od  daje izraz za  oblika  +   
što je ujedno i izraz za trenutačnu raspoloživost  promatranog jednokomponentnog sustava. Dakle,  +                                                        (7.17)  Dijagramima na slici 7.2. prikazana je vremenska ovisnost raspoloživosti promatranog 
sustava za različite odno e učestalosti obnove pr m  učestalosti kv ra sustava kao parametre.             
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određivanje intervalne raspoloživosti, ta je raspoloživost za vremenski interval   
određena izrazom   
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Nadalje, koristeći dobiveni izraz za trenutačnu raspoloživost u definicijskom 
izrazu (7.2) za asimptotsku raspoloživost, ta je raspoloživost određena izrazom
 µλ
µ
+
=SA
 (7.19)
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Prema ranije spomenutom, asimptotska raspoloživost jednaka je asimp-
totskoj vjerojatnosti radnog stanja, odnosno stanja 1 sustava. Ta se vjero-
jatnost može dobiti iz sustava linearnih algebarskih jednadžbi proizašlih iz 
Kolmogorovljeva sustava diferencijalnih jednadžbi (7.13) kad su derivacije 
vjerojatnosti stanja jednake nuli, uz zamjenu druge jednadžbe jednadžbom 
121 =+ PP  jer je zbroj asimptotskih vjerojatnosti radnog i kvarnog stanja jed-
nak 1. Taj je sustav jednadžbi tada oblika
  
1
0
21
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PP
PP µλ  (7.20)
Rješenje je ovog sustava jednadžbi 
 
µλ
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+
=2P  (7.21)
Budući da je asimptotska raspoloživost sustava jednaka zbroju asimp-
totskih vjerojatnosti njegovih radnih stanja, a to je u ovom slučaju samo 1P , 
ta je raspoloživost identična izrazu (7.19). 
Asimptotska raspoloživost promatranog jednokomponentnog sustava 
može se izraziti i pomoću srednjeg vremena do kvara i srednjeg vremena do 
obnove sustava jer iz izraza (7.19) proizlazi ekvivalentni izraz
µλ
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iz kojeg neposredno slijedi da je
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=
 (7.22)
pri čemu je MTTF  srednje vrijeme do kvara, a MTTR  srednje vrijeme do 
obnove promatranog jednokomponentnog sustava.
Primjer  7.1
Za jednokomponentni sustav s učestalošću kvara 2=λ  god-1 i učestalo-
šću obnove 
Nadalje, koristeći dobiveni izraz za trenutačnu raspoloživost u definicijskom izrazu (7.2) za 
asimptotsku raspoloživost, ta je raspoloživost određena izrazom                                                                       (7.19)  Prema ranije spomenutom, ta je raspoloživost jednaka asimptotskoj vjerojatnosti radnog stanja, odnosno stanja 1 sustava. Ta se vjerojatnost može dobiti iz sustava linearnih 
algebarskih jednadžbi proizašlih iz Kolmogorovljeva sustava diferencijalnih jednadžbi (7.13) 
kad se uzme da su derivacije vjerojatnosti stanja jednake nuli, uz zamjenu druge jednadžbe 
jednadžbom  jer je zbroj asimptotskih vjerojatnosti radnog i kvarnog stanja jednak 1. Taj je sustav jednadžbi tada oblika                                                                    (7.20) 
Rješenje je ovog sustava jednadžbi   ;                                                            (7.21)  
Budući da je asimptotska raspoloživost sustava jednaka zbroju asimptotskih vjer jatnosti njegovih radnih stanja, a to je u ovom slučaju samo , dano izrazom (7.21), ta je 
raspoloživost identična izrazu (7.19).   
Asimptotska raspoloživost promatranog jednokomponentnog sustava može se izraziti i 
pomoću srednjeg vremena do kvara i srednjeg vremena do obnove sustava jer iz izraza (7.19) proizlazi ekvivalentni izraz  
 
iz kojeg neposredno slijedi da je                                                       (7.22) 
pri čemu je  srednje vrijeme do kvara, a  srednje vrijeme do obnove promatranog jednokomponentnog sustava.  
Primjer  7.1 
Za jednokomponentni sustav s učestalošću kvara god-1 i učestalošću obnove god-1 treba izračunati: 
a) raspoloživost u trenutku isteka 6 mjeseci nakon uključenja toga sustava u djelovanje   
b) asimptotsku raspoloživost.  
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2 10  treba izračunati:
a) raspoloživost u trenutku isteka 6 mjeseci nakon uključenja tog  
sustava u djelovanje
b)  asimptotsku raspoloživost.
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Rješenje 
Rješenje         god  ; god  ; god = god a)        b)   
Primjer  7.2  Za jednokomponentni sustav učestalosti kvara  god-1 i učestalosti obnove god-1 treba izračunati srednju raspoloživost za razdoblje prvih 6 mjeseci nakon njegovog 
uključenja u djelovanje.  
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7.3 Raspoloživost dvokomponentnog sustava paralelne strukture 
 Neka se pretpostavi obnovljiv dvokomponentni sustav paralelne strukture, dakle obnovljiv 
dvokomponentni sustav s aktivnom zalihošću. Nadalje, neka komponente imaju konstantne i 
jednake učestalosti kvara  i konstantne i jednake učestalosti obnove , što odgovara eksponencijalnoj razdiobi vjerojatnosti do kvara i eksponencijalnoj razdiobi vjerojatnosti do 
obnove komponenata. Zbog toga je za određivanje raspoloživosti takvog sustava prikladno 
kao matematičku osnovu koristiti Markovljev proces (Villemeur, 1992). U tu se svrhu najprije 
definiraju karakteristična stanja promatranog sustava, koja su ujedno i stanja Markovljevog procesa.  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1:  Obje se komponente nalaze u radnom stanju.  Stanje 2:  Jedna se komponenta nalazi u radnom, a druga u kvarnom stanju i                                 obnavlja se.  Stanje 3:  Obje se komponente nalaze u kvarnom stanju i obnavljaju se.  
2 1 10 1
12
6
t
2
1
tμλ
S e
μλ
λ
μλ
μtA )()( 




83374,0
102
2
102
10)
2
1( 2
1)102(






eAS
83333,0
102
10)( 




μλ
μAA SS
2 10
2 1 10 1 ,01 t 12
6
2 t 2
1
 21   
)()(
 ),( )()(
12
221
tμλtμλ
S eettμλ
λ
μλ
μttA  




86104,0
)0
2
1()102(
2
102
10)
2
1,0( 2
1)102(0)102(
2












 eeAS
 
 
Rješenje         god  ; god  ; god = god a)        b)   
Primjer  7.2  Za jednokomponentni sustav učestalosti kvara  god-1 i učestalosti obnove god-1 treba izračunati srednju raspoloživost za razdoblje prvih 6 mjeseci nakon njegovog 
uključenja u djelovanje.  
 
Rješenje god  ; god  ;  god = god  
 
                     
 
7.3 Raspoloživost dvokomponentnog sustava paralelne strukture 
 Neka se pretpostavi obnovljiv dvokomponentni sustav paralelne strukture, dakle obnovljiv 
dvokomponentni sustav s aktivnom zalihošću. Nadalje, neka komponente imaju konstantne i 
jednake učestalosti kvara  i konstantne i jednake učestalosti obnove , što odgovara eksponencijalnoj razdiobi vjerojatnosti do kvara i eksponencijalnoj razdiobi vjerojatnosti do 
obnove komponenata. Zbog toga je za određivanje raspoloživosti takvog sustava prikladno 
kao atematičku osnovu koristiti Markovljev proces (Villemeur, 1992). U tu se svrhu najprije 
definiraju karakteristična stanja promatranog sustava, koja su ujedno i stanja Markovljevog procesa.  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1:  Obje se komponente nalaze u radnom stanju.  Stanje 2:  Jedna se komponenta nalazi u radnom, a druga u kvarnom stanju i                                 obnavlja se.  Stanje 3:  Obje se komponente nalaze u kvarnom stanju i obnavljaju se.  
2 1 10 1
12
6
t
2
1
tμλ
S e
μλ
λ
μλ
μtA )()( 




83374,0
102
2
102
10)
2
1( 2
1)102(






eAS
83333,0
102
10)( 




μλ
μAA SS
2 10
2 1 10 1 ,01 t 12
6
2 t 2
1
 21   
)()(
 ),( )()(
12
221
tμλtμλ
S eettμλ
λ
μλ
μttA  




86104,0
)0
2
1()102(
2
102
10)
2
1,0( 2
1)102(0)102(
2












 eeAS
 
Primjer  7.2 
Za jednokomponentni sustav učestalosti kvara 2=λ  god-1 i učestalosti 
obnove 
Nadalje, koristeći dobiveni izraz za trenutačnu raspoloživost u definicijskom izrazu (7.2) za 
asimptotsku raspoloživost, ta je raspoloživost određena izrazom                                                                       (7.19)  Prema ranije spomenutom, ta je raspoloživost jednaka asimptotskoj vjerojatnosti radnog stanja, odnosno stanja 1 sustava. Ta se vjerojatnost može dobiti iz sustava linearnih 
algebarskih jednadžbi proizašlih iz Kolmogorovljeva sustava diferencijalnih jednadžbi (7.13) 
kad se uzme da su derivacije vjerojatnosti stanja jednake nuli, uz zamjenu druge jednadžbe 
jednadžbom  jer je zbroj asimptotskih vjerojatnosti radnog i kvarnog stanja jednak 1. Taj je sustav jednadžbi tada oblika                                                                    (7.20) 
Rješenje je ovog sustava jednadžbi   ;                                                            (7.21)  
Budući da je asimptotska raspoloživost sustava jednaka zbroju asimptotskih vjerojatnosti njegovih radnih stanja, a to je u ovom slučaju samo , dano izrazom (7.21), ta je 
raspoloživost identična izrazu (7.19).   
Asimptotska raspoloživost promatranog jednokomponentnog sustava može se izraziti i 
pomoću srednjeg vremena do kvara i srednjeg vremena do obnove sustava jer iz izraza (7.19) proizlazi ekvivalentni izraz  
 
iz kojeg neposredno slijedi da je                                                       (7.22) 
pri čemu je  srednje vrijeme do kvara, a  srednje vrijeme do obnove promatranog jednokomponentnog sustava.  
Primjer  7.1 
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Neka se pretpostavi obnovljiv dvokompon ntni sustav paralelne struk-
tur , dakle obnovljiv dvokomp nentni sustav s aktivnom zalihošću. Nadalje, 
neka komponente imaju konstantne i jedn k učestalosti ar  λ  i konstan-
tne i jednake učestalosti obnov  µ , što odgovara eksponencijalnoj razdio-
i vj rojatnosti do kv ra i eksponencijalnoj razdiobi vj rojatnosti do obn ve 
ko ponenata. Zbog toga je za određivanje ra položivosti takvog sustava 
prikladno kao matematičku osnovu koristiti Markovljev proces (Villemeur, 
1992). U tu se svrhu najprije definiraju karakteristična stanja promatranog 
sust va, koja su ujedno i sta ja Markovljevog procesa.
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Karakteristična su sljedeća, međusobno isključiva, stanja sustava:
Stanje 1: Obje se komponente nalaze u radnom stanju.
Stanje 2: Jedna se komponenta nalazi u radnom, a druga u  
kvarnom stanju i obnavlja se.
Stanje 3:  Obje se komponente nalaze u kvarnom stanju i  
obnavljaju se.
Stanje 1 i stanje 2 radna su stanja sustava, a stanje 3 je kvarno. 
Učestalost prijelaza iz stanja 1 u stanje 2,
Stanje 1 i tanje 2 radna su stanja sust va, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 t nje 2,   jednaka je  učestalost prijelaza iz stanja 2 u stanje 3,  jednaka je , a 
učestalost prijelaza iz stanja 2 u stanje 1, i stanja 3 u stanje 2,  jednaka je  
Učestalosti prijelaza između ostalih parova stanja sustava jednake su nuli. Pripadna je 
matrica učestalosti prijelaza oblika  
Q                                      (7.23) 
 
Dijagram stanja za određivanje trenutačne raspoloživosti promatranog sustava prikazan je na slici 7.3. 
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Dijagram stanja za određivanje trenutačne raspoloživosti promatranog 
sustava prikazan je na slici 7.3.
1 2 3
λ212 =q λ=23q
µ=21q µ=32q
Slika 7.3.  Dijagram stanja za određivanje raspoloživosti dvokompon ntnog sustava 
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Međutim, kako je zbroj vjerojatnosti svih triju stanja jednak jedinici, odnosno 
)(1 tP + )(2 tP + 1)(3 =tP
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trenutačna je raspoloživost promatranog sustava određena općim izrazom
 )(tAS = )(1 3 tP−  (7.25)
Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi za promatrani 
sustav, iskazan u vektorsko-matričnom obliku, jest 
                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Primjenom Laplaceovih transformacija na taj sustav diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepoznanicama i , što su Laplaceovi transformati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika  
                                             (7.28) 
 Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverznom Laplaceovom transformacijom izraza za , koji se 
dobije rješavanjem sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz može iskazati u obliku                                                              (7.30)  
pri čemu su  i  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.30) daje izraz za . On je oblika  
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odnosno oblika
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Primjenom Laplaceovih transformacija na taj sustav diferencijalnih 
jednadžbi, uz početni uvjet 0 )0( )0( 1)0( 321 === PP,P , dobiva se sustav line-
arnih algebarskih jednadžbi s nepoznanicama 
                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Primjenom Laplaceovih tr nsformacija na taj sustav diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepo  i , što su Laplaceovi transformati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika  
                                             (7.28) 
 Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverznom Laplaceovom transformacijom izraza za , koji se 
dobije rješavanjem sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz može iskazati u obliku                                                              (7.30)  
pri čemu su  i  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.30) daje izraz za . On je oblika  
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Laplaceovi transformati vjerojatnosti stanja )( )( 21 tP,tP  i )(3 tP . Ovaj je sustav 
jednadžbi oblika
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Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti 
sustava dovoljno je odrediti izraz za )(3 tP  inverznom Laplaceovom trans-
formacijom izraza za )(3 sP
∗ , koji se dobije rješavanjem sustava algebarskih 
jednadžbi (7.28). On je oblika
 
                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Primjenom Laplaceovih transformacija na taj sustav diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepoznanicama i , što su Laplaceovi transformati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika  
                                             (7.28) 
 Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverznom Laplaceovom transformacijo  izraza za , koji se 
dobije rješavanjem sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz može iskazati u obliku                                                              (7.30)  
pri čemu su  i  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.30) daje izraz za . On je oblika  
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Taj se izraz može iskazati u obliku
 
                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Primjenom L placeovih transformacija na taj sust v diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepoznanicama i , što su Laplaceovi transformati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika 
                                             (7.28) 
 Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverznom Laplaceovom transformacijom izraza za , koji se 
dobije rješavanjem sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz može iskazati u obliku                                                              (7.30)  
pri čemu su  i  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.30) daje izraz za . On je oblika  
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(7.30)
87
pri čemu su 1r  i 2r  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni 
su oblika
 
                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Primjenom Laplaceovih transformacija na taj sustav diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepoznanicama i , što su Laplaceovi transformati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika  
                                             (7.28) 
 Prema općem izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverznom Laplaceovom transformacijom izraza za , koji se 
dobije rješavanjem sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz može iskazati u obliku                                                              (7.30)  
pri čemu su  i  korijeni polinoma u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.30) daje izraz za . On je oblika  
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                     (7.26) 
odnosno oblika 
                                         (7.27) 
 Pri jeno  Laplaceovih transfor acija na taj sustav diferencijalnih jednadžbi, uz početni uvjet , dobiva se sustav linearnih algebarskih jednadžbi s nepoznanica a i , što su Laplaceovi transfor ati vjerojatnosti stanja 
 i .  Ovaj je sustav jednadžbi oblika  
                                             (7.28) 
 Pre a opće  izrazu (7.25), za određivanje trenutačne raspoloživosti sustava dovoljno je odrediti izraz za  inverzno  Laplaceovo  transfor acijo  izraza za , koji se 
dobije rješavanje  sustava algebarskih jednadžbi (7.28). On je oblika                                    (7.29)  Taj se izraz ože iskazati u obliku                                                              (7.30)  
pri če u su  i  korijeni polino a u zagradi nazivnika u izrazu (7.29). Oni su oblika                                                    (7.31a) 
                                                                                                                (7.31b)   i za svako (pozitivno)  i  i aju negativne vrijednosti.   Inverzna Laplaceova transfor acija izraza (7.30) daje izraz za . On je oblika  
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(7.31b)
i za svako (pozitivno) λ  i µ  imaju negativne vrijednosti. 
Inverzna Laplaceova transformacija izraza (7.30) daje izraz za )(3 tP . On 
je oblik
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Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu ras-
položivost promatranog sustava. Dakle,
 
                                      (7.32)  Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu raspoloživost promatranog sustava. Dakle,                                       (7.33)  
Dijagramima na slici 7.4. prikazana je vremenska ovisnost trenutačne raspoloživosti 
promatranog sustava za različite odnose učestalosti obnove prema učestalosti kvara komponenata kao parametre.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 7.4.  Vremenski dijagrami raspoloživosti dvokomponentnog sustava paralelne strukture 
  
Asimptotska raspoloživost  ovog sustava prema definiciji je jednaka graničnoj vrijednosti 
njegove trenutačne raspoloživosti ako vrijeme teži u beskonačnost. Prema tome, ova je 
raspoloživost određena izrazom                                                             (7.34)  Asimptotska je raspoloživost, međutim, jednaka zbroju asimptotskih vjerojatnosti radnih stanja sustava, odnosno zbroju vjerojatnosti  i . Ove se vjerojatnosti mogu odrediti iz 
sustava algebarskih jednadžbi koji proizlazi iz sustava diferencijalnih jednadžbi (7.27) za 
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Dijagramima na slici 7.4. prikazana je vremenska ovisnost trenutačne 
raspoloživosti promatranog sustava za različite odnose učestalosti obn ve 
prema učest losti kvara komponenata kao parametre.
                                   (7.32)  Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu raspoloživost promatranog sustava. Dakle,                                       (7.33)  
Dijagramima na slici 7.4. prikazana je vremenska ovisnost trenutačne raspoloživosti 
pro atrano  sustava za različite odnose učestalosti obnove prema učestalosti kvara komponenata kao arametre.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 7.4.  Vremenski dijagrami raspoloživosti dvokomponentnog sustava paralelne strukture 
  
As mptotska raspolož vost  ov g sustava prema defi iciji je jednaka gra ičnoj vrij dnosti 
njegove trenutačne raspoloživosti ako vrijeme teži u beskonačnost. Prema tome, ova je 
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Asimptotska raspoloživost SA  ovog sustava prema definiciji je jednaka 
graničnoj vrijednosti njegove trenutačne raspoloživosti ako vrijeme teži u 
beskonačnost. Prema tome, ova je raspoloživost određena izrazom
 
                                      (7.32)  Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu raspoloživost promatranog sustava. Dakle,                                       (7.33)  
Dijagramima na slici 7.4. prikazana je vremenska ovisnost trenutačne raspoloživosti 
promatranog sustava za različite odnose učestalosti obnove prema učestalosti kvara komponenata kao parametre.    
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Asimptotska je ra položivost, m đutim, jednak  zbroju as mptotskih vje-
rojatnosti radnih stanja sustava, odnosno zbroju vj rojatnosti 1P  i 2P . Ove se 
vjerojatnosti mogu o rediti iz sustava algebarskih jednadžbi koji proizlazi iz 
sustava diferencijalnih jednadžbi (7.27) za 0)()()( '3
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Iz ovog sustava jednadžbi dobiva se da je  
                                                                                                                                (7.36) 
 a zbroj ovih dviju vjerojatnosti daje izraz (7.34), odnosno izraz za asimptotsku raspoloživost.  
7.4  Raspoloživost idealnog dvokomponentnog sustava s rezervom 
 Neka se pretpostavi obnovljiv dvokomponentni sustav s rezervom, dakle obnovljv dvokomponentni sustav s pasivnom zalihošću čije komponente, kad su uključene u 
djelovanje, imaju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obnove Učestalost kvara komponente, kad se nalazi u rezervi, jednaka je nuli, a komponenta se sigurno uključuje u djelovanje u trenutku kvara komponente koja se nalazila u djelovanju (Villemeur, 1992).  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1: Primarna se komponenta nalazi u radnom stanju, a sekundarna je u rezervi.   Stanje 2: Primarna se komponenata nalazi u kvarnom stanju i obnavlja se ili                                 zamjenjuje ispravnom, a sekundarna se komponenta nalazi u radnom stanju.  Stanje 3: Obje se komponente nalaze u kvarnom stanju.  Stanje 1 i stanje 2 radna su stanja sustava, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje 2,  jednaka je  učestalost prijelaza iz stanja 2 u stanje 3,  jednaka je , a 
učestalost prijelaza iz stanja 2 u stanje 1,  i stanja 3 u stanje 2,  jednaka je  
Učestalosti prijelaza između ostalih parova stanja sustava jednake su nuli. Matrica je 
učestalosti prijelaza između stanja promatranog sustava oblika  
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a zbroj ovih dviju vjerojatnosti daje izraz (7.34), odnosno izraz za asimptot-
sku raspoloživost.
7.4  Raspoloživost idealnog dvokomponentnog sustava s  
 rezervom
Neka se pretpostavi obnovljiv dvokomponentni sustav s rezervom, da-
kle obnovljv dvokomponentni sustav s pasivnom zalihošću čije komponente, 
kad su uključene u djelovanje, imaju konstantne i jednake učestalosti kvara 
λ  i konstantne i jednake učestalosti obnove .µ Učestalost kvara komponen-
te, kad se nalazi u rezervi, jednaka je nuli, a komponenta se sigurno uklju-
čuje u djelovanje u trenutku kvara komponente koja se nalazila u djelovanju 
(Villemeur, 1992).
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Karakteristična su sljedeća, međusobno isključiva, stanja sustava:
Stanje 1:  Primarna se komponenta nalazi u radnom stanju, a  
sekundarna je u rezervi. 
Stanje 2:  Primarna se komponenata nalazi u kvarnom stanju i  
obnavlja se ili zamjenjuje ispravnom, a sekundarna se 
komponenta nalazi u radnom stanju.
Stanje 3:  Obje se komponente nalaze u kvarnom stanju.
Stanje 1 i stanje 2 radna su stanja sustava, a stanje 3 je kvarno. 
Učestalost prijelaza iz stanja 1 u stanje 2, 
, pri čemu se umjesto treće jednadžbe koristi jednadžba  Dakle,   
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 a zbroj ovih dviju vjerojatnosti daje izraz (7.34), odnosno izraz za asimptotsku raspoloživost.  
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djelovanje, imaju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obnove Učestalost kvara komponente, kad se nalazi u rezervi, jednaka je nuli, a komponenta se sigurno uključuje u djelovanje u trenutku kvara komponente koja se nalazila u djelovanju (Villemeur, 1992).  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1: Primarna se komponenta nalazi u radnom stanju, a sekundarna je u rezervi.   Stanje 2: Primarna se komponenata nalazi u kvarnom stanju i obnavlja se ili                                 zamjenjuje ispravnom, a sekundarna se komponenta nalazi u radnom stanju.  Stanje 3: Obje se komponente nalaze u kvarnom stanju.  Stanje 1 i stanje 2 radna su stanja sustava, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje 2,  jednaka je  učestalost prijelaza iz stanja 2 u stanje 3,  jednaka je , a 
učestalost prijelaza iz stanja 2 u stanje 1,  i stanja 3 u stanje 2,  jednaka je  
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učestalosti prijelaza između stanja promatranog sustava oblika  
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prijelaza iz stanja 2 u stanje 3, 
, pri čemu se umjesto treće jednadžbe koristi jednadžba  Dakle,   
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 a zbroj ovih dviju vjerojatnosti aje izraz (7.34), o nosno i raz za asimptotsku raspoloživost.  
7.4  Raspoloživost idealnog dvok mpone tnog sustava s rezervom 
 Neka se pretpostavi obnovljiv dvokomponentni sustav s rezervom, dakle obnovljv dvokomponentni sustav s pasivnom zalihošću čije komponente, kad su uključ ne u 
djelovanje, imaju konstantn  i jedna e učestalosti kvara  i konstantne i jedna e učestalosti obnove Učestalost k ara komponente, k d se nalazi u rezervi, jednaka j  nuli, a komponenta se sigurno uključuje u djelovanje  tr n tku k ra komponente koja se nalazila u djelovanju (Villemeur, 1992).  
Karakteristična su sljedeća, međusobno isključiva, stanja su tava:   Stanje 1: Primarna se komponenta lazi u radnom stanju, a seku darna je  rez rvi.   Stanje 2: Primarna se komponen ta nalazi u kvarnom st nju i obn vlja se ili                                 zamjenjuje ispravno , a seku da na se komponenta lazi u radnom stanju.  Stanje 3: Obje se komponente nalaze u kvarnom st nju. Stanje 1 i stanje 2 rad a su stanja sust va, a stanje 3 je kvarno. Učestalost prijelaza iz nja 1 u stanje 2,  jednak  j   učestalost prijelaza iz st nja 2 u st nje 3,  jednaka , a 
učestalost prijelaza iz stanja 2 u st nje 1,  i stanja 3 u stanje 2,  jednaka je  
Učestalosti prijelaza između ostalih parova stanj  sust va jedn ke su nuli. Matrica je 
učestalosti prijelaza između stanja promatranog sustava oblik   
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stanja 2 u stanje 1, 
, pri čemu se umjesto treće jednadžbe koristi jednadžba  Dakle,   
                                                      (7.35)  
 
Iz ovog sustava jednadžbi dobiva se da je  
                                                                                                                                 (7.36) 
 a zbroj ovih dviju vjerojatnosti daje izraz (7.34), odnosno izraz za asimptotsku raspoloživost.  
7.4  Raspoloživost idealnog dvokomponentnog sustava s rezervom 
 Neka se pretpostavi obnovljiv dvokomponentni sustav s rezervom, dakle obnovljv dvokomponentni sustav s pasivnom zalihošću čije komponente, kad su uključene u 
djelovanje, imaju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obn ve Učestalost kvara komponente, kad se nalazi u rezervi, jednaka je nuli, a komponenta se sigurno uključuje u djelovanje u trenutku kvara komponente koja se nalazila u djelovanju (Villemeur, 1992).  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1: Primarna se komponenta nalazi u radnom stanju, a sekundarna je u rezervi.   Stanje 2: Primarna se komponenata nalazi u kvarnom stanju i bnavlja se ili                                 zamjenjuje ispravnom, a sekunda na se komponenta nalazi u radnom stanju.  Stanje 3: Obje se komponente nalaze u kvarnom stanju.  Stanje 1 i stanje  radna su stanja sustava, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje 2,  jednaka je  učesta ost prijel za iz stanj  2 u stanje 3,  jednaka je , a 
učestalost prijelaza i  stanja 2 u nje 1,  i stanja 3 u stanje 2,  jednaka je  
Učestalosti prijelaza između ostalih parova stanja sustava jednake su nuli. Matrica je 
učestalosti prijelaza između stanja promatranog sustava oblika  
Q= =                                        (7.37) 
 
0)()()( '3
'
2
'
1  tPttP
.1321  PPP
1
0)(2
02
321
321
21



PPP
PPP
PP


222
22
2
1
22
2
22








P
P

.
,12q , ,23q 
,21q ,32q .










333231
232221
131211
qqq
qqq
qqq
















0
)(
0
, i stanja 3 u stanje 2, 
, pri če u se u jesto treće jednadžbe koristi jednadžba Dakle,  
 (7.35)  
 
Iz ovog sustava jednadžbi dobiva se da je  
  (7.36) 
 a zbroj vih dviju vjerojatnosti daje izraz (7.34), odnosno iz z za as ptotsku raspoloživost.  
7.4  Raspoloživost idealnog dvoko pon ntnog sustava s rezervo  
 Neka se pretpostavi ob ovljiv dvoko pon ntni sustav s rezer o , dakle obnovljv dvoko ponent i sust v s pasivno  zalihošću čije ko ponente, kad su uključene u 
djelova je, i aju konstantne i jednake učestalosti kvara  i konstantne i jednake učestalosti obnove Učestalost kvara ko ponente, kad se nalazi u rezerv , jednaka je nuli, a o ponenta se sigurno uključuje u djelovanj  u trenutku vara ko ponente koja se nalazila u djelovanju (Vi le eur, 1992).  
Karakteristična su sljedeća, eđusobno isključiva, stanja sustava:   Stanje 1: Pri rna se ko ponenta alazi u radno  stanju, a sekundarna je u rezervi.   Stanje 2: Pri arna se ko ponenata nalaz u kvarno  stanju i obnavlja se ili  za jenjuje ispravno , a sekund rna se ko ponenta alazi u radno  stanju.  Stanje 3: Obje se ko po ente nalaze u kvarno  stanju.  Stanje 1 i stanje 2 radna su stanja sust va, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje 2,  jednaka je  uče alost prijelaza iz stanja 2 u st nje 3,  jednaka je , a 
učestalost prijelaza iz stanja 2 u stanje 1,  i stanja 3 u stanje 2,  jednaka je  
Učestalosti prijelaza iz eđu ostalih parova stanja sustav  jednake su nuli. atrica je 
učestalosti prijelaza iz eđu stanj  pr atranog sustava oblika  
Q= =  (7.37) 
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 a zbroj ovih dviju vjerojatnosti d je izraz (7.34), odnosno zraz z  asimptotsku raspoloživost.  
7.4  Raspoloživost i ealnog dvoko ponentnog sustava s rezervom 
 Nek  se pretpostavi obnovljiv dvokomponentni sustav s rezervom, dakle obnovljv dvokomponentni sustav s pasivnom zalihošću čije komponente, kad su uključene u 
djelovanje, imaju konstantne i j dnake učestalosti kvara  i konstantne i jednake čestalosti obnove Učestalost kvara kompone te, kad se nalazi  rezervi, jednaka je nuli, a komponenta se sigurno uključuje u djelov nje trenutku kvara ko ponent koja se nalazila u djelovanju (Villemeur, 1992).  
Karakteristična su sljedeća, međusobno isključiva, stanja sustava:   Stanje 1: Primarn  se kompone ta nalazi u rad om stanju,  s kundarna je u rez rvi.   Stanje 2: Primarna se komponenata nalazi u kvarnom stanju i obnavlja se ili                                 zamjenjuje ispravnom, a sekundarna se komponenta nalazi u radnom stanju.  Stanje 3: Obje se komponente nalaze u kvarnom stanju.  Stanje 1 i stanje 2 radna su stanja sustava, a stanje 3 je kvarno. Učestalost prijelaza iz stanja 1 u stanje 2,  jednaka je  učestalost prijelaza iz stanja  u stanje 3,  jednaka je , a 
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Dijagram stanja za određivanje raspoloživosti  promatranog sustava pri-
kazan je na slici 7.5.
1 2 3
λ=12q λ=23q
µ=21q µ=32q
Slika 7.5.  Dijagram stanja za određivanje raspoloživosti idealnog 
dvokomponentnog sustava s rezervom
Trenutačna raspoloživost )(tAS  promatranog sustava određena je zbro-
jem vjerojatnosti njegovih radnih stanja u trenutku isteka vremena t, odnosno 
vjerojatnosti stanja 1, )(1 tP , i vjerojatnosti stanja 2, )(2 tP , ili izrazom (7.25). 
Pripadni Kolmogorovljev sustav diferencijalnih jednadžbi promatranog su-
stava, iskazan u vektorsko-matričnom obliku, jest
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Rješavanjem ovog sustava linearnih diferencijalnih jednadžbi primje-
nom Laplaceovih transformacija, uz početni uvjet 0)0()0(,1)0( 321 === PPP , 
dobiva se sustav linearnih algebarskih jednadžbi oblika
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Rješavanjem ovog sustava linearnih jednadžbi dobiva se izraz za )(3 sP
∗ . 
 On je oblika
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Taj se izraz može iskazati u obliku
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pri čemu su  i  korijeni polinoma u zagradi nazivnika izraza (7.41). Oni su oblika                                                               (7.43a)                                                             (7.43b)  i za svako (pozitivno)  i  imaju negativne vrijednosti.   Inverzna Laplaceova transformacija izraza (7.42) daje izraz za . On je oblika                                        (7.44)  
Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu raspoloživost promatranog sustava . Dakle,                                          (7.45)  Dijagramima na slici 7.6. prikazana je vremenska ovisnost trenutačne raspoloživosti 
promatranog sustava uz različite odnose učestalosti obnove prema učestalosti kvara komponenata kao parametre.                  
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su oblika
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i za svako (pozitivno) λ  i µ  imaju negativne vrijednosti. 
Inverzna L placeova tr nsformacija izraza (7.42) daje izraz za )(3 tP . On je 
oblika
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Uvrštenjem ovog izraza u izraz (7.25) dobije se izraz za trenutačnu ras-
položivost promatranog sustava. Dakle, 
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Dijagramima na slici 7.6. prikazana je vremenska ovisnost trenutačne 
raspoloživosti promatranog sustava uz različite odnose učestalosti obnove 
prema učestalosti kvara komponenata kao parametre.    
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, pri čemu se umjesto treće jednadžbe uzima jednadžba  Dakle,                                                                                                                           (7.47) 
   
Iz ovog sustava jednadžbi dobiva se da je  
SA
22
2




SA
1P 2P
0)()()( '3
'
2
'
1  tPtPtP
.1321  PPP
1
0)(
0
321
321
21



PPP
PPP
PP


µ = 20λ 
 
0       0,1         0,2            0,3             0,4                0,5 
AS (t) 
 
𝑡𝑡  
1
𝜆𝜆
  
 
1 
 
 
 
 
0,998 
 
 
 
 
0,996 
 
 
 
 
0,994 
 
 
0,992 
 
0,990 
 
µ = 100λ 
 
µ = 50λ 
 
µ = 10λ 
 
0,99099 
0,99762 
0,99961 
0,99990 
Slika 7.6.  Vremenski dijagrami raspoloživosti idealnog dvok mponentnog sustava 
s rezervom
Asimptotska rasp loživost SA vog sustava prema definiciji je jednaka 
graničnoj vrijednosti njegove trenutačne raspoloživosti ako vrijeme teži u be-
skonačnost. Ako se to primijeni na izraz (7.45), ta je raspoloživost određena 
izrazom 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 7.6.  Vremenski dijagrami raspoloživosti idealnog dvokomponentnog sustava s rezervom  
Asimptotska raspoloživost ovog sustava prema definiciji je jednaka graničnoj vrijednosti 
njegove trenutačne raspoloživosti ako vrijeme teži u beskonačnost. Ako se to primijeni na izraz (7.45), ta je raspoloživost određena izrazom                                                               (7.46)  
Asimptotska raspoloživost također je jednaka zbroju asimptotskih vjerojatnosti radnih stanja sustava, odnosno zbroju vjerojatnosti  i . Te se vjerojatnosti mogu odrediti iz sustava 
algebarskih jednadžbi koji proizlazi iz sustava diferencijalnih jednadžbi (7.39) za 
, pri čemu se umjesto treće jednadžbe uzima jednadžba  Dakle,                                                                                                                           (7.47) 
   
Iz ovog sustava jednadžbi dobiva se da je  
SA
22
2




SA
1P 2P
0)()()( '3
'
2
'
1  tPtPtP
.1321  PPP
1
0)(
0
321
321
21



PPP
PPP
PP


µ = 20λ 
 
0       0,1         0,2            0,3             0,4                0,5 
AS (t) 
 
𝑡𝑡  
1
𝜆𝜆
  
 
1 
 
 
 
 
0,998 
 
 
 
 
0,996 
 
 
 
 
0,994 
 
 
0,992 
 
0,990 
 
µ = 100λ 
 
µ = 50λ 
 
µ = 10λ 
 
0,99099 
0,99762 
0,99961 
0,99990 
 
(7.46)
92
Asimptotska raspoloživost također je jednaka zbroju asimptotskih vje-
rojatnosti radnih stanja sustava, odnosno zbroju vjerojatnosti 1P  i 2P . Te se 
vjerojatnosti mogu odrediti iz sustava algebarskih jednadžbi koji proizlazi iz 
sustava diferencijalnih jednadžbi (7.39) za 0)()()( '3
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1 === tPtPtP , pri čemu 
se umjesto treće jednadžbe uzima jednadžba .1321 =++ PPP  Dakle,
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Iz ovog sustava jednadžbi dobiva se da je
                                                                                                                                         (7.48)    
 a zbroj ovih dviju vjerojatnosti daje izraz (7.46), odnosno izraz za asimptotsku raspoloživost.                                       
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a zbroj ovih dviju vjerojatnosti daje izraz (7.46), odnosno izraz za asimptot-
sku raspoloživost.
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Dodatak A
OSNOVE TEORIJE VJEROJATNOSTI I 
SLUČAJNIH PROCESA
A1 Događaji
A1.1  Pojam događaja
Matematičko modeliranje mnogih fizikalnih i drugih veličina i pojava te-
melji se na podacima dobivenih mjerenjem ili opažanjem njihovih karakte-
rističnih obilježja.
Pokus je aktivnost kojom se obavljaju mjerenja ili opažanja karakteri-
stičnih obilježja neke veličine ili pojave. Svako ponovljeno mjerenje ili opaža-
nje naziva se pokušajem, a rezultat je svakog pokušaja ishod pokusa. Ako 
je ishod svakog pokusa neizvjestan, radi se o slučajnom pokusu. Svaki 
mogući ishod slučajnog pokusa predstavlja elementarni događaj, obično 
označen s ω, a skup svih mogućih ishoda slučajnog pokusa tvori prostor 
elementarnih događaja, obično označen s Ω . 
Definirani podskupovi elementarnih događaja prostora elementarnih 
događaja Ω  nazivaju se događajima, obično označenim s A, B, ... (Trivedi, 
1982).
A1.2   Unija, presjek i komplement događaja
Iz događaja A, B, ... , koji predstavljaju određene podskupove elemen-
tarnih događaja prostora Ω , mogu se izvesti i drugi događaji u prostoru Ω .
Unija događaja A i B, označena s A ∪ B, događaj je koji se ostvaruje na-
stupom onih elementarnih događaja prostora Ω  kojima se ostvaruje događaj 
A ili događaj B ili oba ova događaja.
Presjek događaja A i B, označen s A ∩ B, događaj je koji se ostvaruje 
nastupom samo onih elementarnih događaja prostora Ω  kojima se ostvaruje 
i događaj A i događaj B.
Ako događaji A i B nemaju nijedan zajednički elementarni događaj, ta su 
dva događaja međusobno isključiva. Za takve je događaje A ∩ B = Ø, pri 
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čemu je s Ø označen prazan skup, odnosno skup bez ijednog elementarnog 
događaja.
Komplement događaja A, označen s Ac, događaj je koji se ostvaruje 
nastupom svih elementarnih događaja prostora Ω  kojima se ne ostvaruje 
događaj A. 
Budući da su događaj A i njegov komplement Ac uvijek međusobno is-
ključivi događaji, njihov je međusobni presjek prazan skup, a njihova među-
sobna unija prostor Ω . Dakle,
 A ∩ Ac = Ø
 A ∪ Ac = Ω
Vennovi dijagrami daju grafičku predodžbu događaja u prostoru Ω . 
Na Slici A.1 prikazani su Vennovi dijagrami za događaje A, B, A ∪ B  i A ∩ B 
u prostoru Ω .
A
Ω
B
Ω
Događaj A Događaj B
B
Ω
A
B
Ω
A
Događaj A ∪ B Događaj A ∩ B
Slika A.1.  Vennovi dijagrami za događaje A, B, A ∪ B  i  A ∩ B u prostoru Ω.
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A2 Vjerojatnost događaja
A2.1   Pojam vjerojatnosti događaja
Ako prostor Ω  tvore diskretni elementarni događaji, određeni su pod-
skupovi tog prostora događaji. Prema Trivedi (1982), pridruži li se nekom 
događaju A realni broj { }AP , { }AP  je vjerojatnost događaja A ako su zado-
voljena sljedeća tri aksioma vjerojatnosti:
 Aksiom 1: Za neki događaj A u prostoru Ω  vrijedi
0)( ≥AP
 Aksiom 2: Za događaj Ω , odnosno sigurni događaj, vrijedi
P( Ω ) = 1
 Aksiom 3: Za međusobno isključive događaje A1, A2, ... vrijedi
...)()(...)( 1121 ++=∪∪ APAPAAP
Ta tri aksioma vjerojatnosti omogućavaju izgradnju teorije vjerojatnosti. 
Pritom vrijede određeni teoremi vjerojatnosti, od kojih su značajniji:
• Za neki događaj A u prostoru Ω  vrijedi
        1)(0 ≤≤ AP
• Za događaj Ø, odnosno nemoguć događaj, vrijedi
P(Ø) = 0
• Za događaj Ac,  odnosno komplement događaja A u prostoru Ω , vrijedi
       P(Ac) = 1 – P(A)
• Za uniju od n međusobno isključivih događaja A1, A2, ... , An , u prostoru 
 Ω , vrijedi
 )(...)()()...( 2121 nn APAPAPAAAP +++=∪∪∪
• Za proizvoljne događaje A i B u prostoru Ω , vrijedi
 P(A ∪ B) = P(A) + P(B) – P(A ∩ B)
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A2.2   Uvjetna vjerojatnost događaja
Ako je vjerojatnost nastupa događaja B uvjetovana nastupom događaja 
A, kaže se da se radi o uvjetnoj vjerojatnosti od B za dani A, koja se ozna-
čava s P(B|A) (Trivedi, 1982). Ako je 0)( >AP , za tu vjerojatnost vrijedi
P(B|A) = 
)(
)(
AP
BAP ∩
Analogno tome, ako je 0)( >BP , za uvjetnu vjerojatnost od A za dani B 
vrijedi
 P(A|B) = )(
)(
BP
BAP ∩
Iz prethodnih dviju uvjetnih vjerojatnosti proizlazi da je
 P(A ∩ B) = P(A)P(B|A) = P(B)P(A|B)
A2.3   Vjerojatnost neovisnih događaja
Neka su događaji A i B  takvi da je
 )()( BPABP =   i  )()( APBAP =
To znači da vjerojatnost nastupa događaja B ne ovisi o nastupu ili ne-
nastupu događaja A i obratno, odnosno da su A i B međusobno neovisni 
događaji. Za takve događaje vrijedi
 P(A ∩ B) = P(A)P(B)
Prema tome, za međusobno neovisne događaje A i B vjerojatnost njiho-
vog međusobnog presjeka jednaka je umnošku njihovih vjerojatnosti.
Ako su događaji A i B međusobno neovisni, za vjerojatnost njihove unije 
vrijedi
 P(A ∪ B) = P(A) + P(B) – P(A)P(B)
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A2.4   Totalna vjerojatnost događaja
Neka su ,..., 21 AA  međusobno isključivi događaji ( ji AA ∩ = Ø za sve ji ≠ ), 
...,21 ∪∪=Ω AA i ,0)( >iAP ,2,1=i … .
Za neki događaj B  koji je 
...)()(...)( 2121 ∪∩∪∩=∪∪∩=Ω∩= ABABAABBB  ...... 2121 , pri čemu su događaji 
,, 21 ABAB ∩∩ … također međusobno isključivi, iz uporabe Aksioma 3 i pravila 
za uvjetnu vjerojatnost  od B  za dano ,..., 21 AA  proizlazi da je 
 )()()()( i
i
i
i
i ABPAPABPBP ∑∑ =∩=
što je totalna vjerojatnost događaja B.
A3 Slučajne varijable
A3.1   Pojam i osnovna obilježja slučajnih varijabli
Za neki prostor elementarnih događaja Ω , slučajna varijabla, obično 
označena s X, funkcija je koja svakom elementarnom događaju prostora Ω  
pridružuje neki realni broj. Slučajna varijabla koja poprima prebrojivo mnogo 
mogućih vrijednosti naziva se diskretnom slučajnom varijablom. Ako tih vri-
jednosti ima neprebrojivo mnogo, radi se o kontinuiranoj slučajnoj varijabli. 
Funkcijom razdiobe vjerojatnosti slučajne varijable X, obično označe-
nom s )(xF , u potpunosti su određena svojstva slučajne varijable X. Ovom 
je funkcijom definirana vjerojatnost da slučajna varijabla X poprimi vrijednost 
manju ili najviše jednaku proizvoljno odabranoj vrijednosti X. Dakle, 
 )(xF  = )( xXP ≤
Osnovna su svojstva ove funkcije:
(1) 1)(0 ≤≤ xF
(2) 0)(lim =
−∞→
xF
x
;  1)(lim =
∞→
xF
x
(3)  )(xF  je neopadajuća s rastućom vrijednošću X
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Često je od interesa poznavanje samo nekih integralnih pokazatelja 
razdiobe slučajne varijable X. Najznačajniji su matematičko očekivanje, 
obično označeno s [ ]XE , i disperzija, obično označena s [ ]XD , kao i vrijed-
nost njezinog drugog korijena, nazvana standardnom devijacijom, obično 
označena s Xσ .
A3.2   Diskretna slučajna varijabla
A3.2.1		Pojam	i	osnovna	obilježja	diskretne	slučajne	varijable
Diskretna slučajna varijabla X definirana je ako je poznata vjerojatnost 
pi svake njezine moguće vrijednosti xi, pri čemu je i = 1, 2, ... . Dakle, 
 )( ii xXPp ==
Ako diskretna slučajna varijabla X može poprimiti samo konačan broj 
mogućih vrijednosti, zbroj je vjerojatnosti pi svih mogućih vrijednosti xi te va-
rijable jednak jedinici. Dakle, 1=∑
i
ip
Polazeći od opće definicije, funkcija razdiobe vjerojatnosti )(xF  diskret-
ne slučajne varijable X  dana je izrazom
 ∑
<
=
xx
i
i
pxF )(
Matematičko očekivanje [ ]XE  određeno je općim izrazom
 [ ] ∑=
i
ii pxXE
a disperzija [ ]XD izrazom
[ ] [ ][ ] i
i
i pXExXD ∑ −= 2
A3.2.2		Binomna	razdioba	diskretne	slučajne	varijable	
Diskretna slučajna varijabla X ima binomnu razdiobu s parametrima n 
i p ako je vjerojatnost px broja izvedenih pokusa x s relevantnim ishodima, od 
ukupno n izvedenih pokusa, određena izrazom
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pri čemu se podintegralna funkcija )(xf , koja je zapravo derivacija f nkcije 
razdiobe vjerojatnosti )(xF , naziva funkcijom gustoće vjerojatnosti. 
Osnovna su svojstva ove funkcije:
(1)  
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a njezina disperzija [ ]XD  
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Matematičko je očekivanje [ ]XE  ove razdiobe 
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P ebno svojstvo slučajnih varijabli s ekspo encij lnom razdiobom pred-
stavlja njihovo  svojstvo takozvanog „nepamćenja“ jer za ovu razdiobu vrijedi
101
 ( ) )( uXPxXuxXP >=>+>     za   0, ≥ux
Drugim riječima, ako već poprimi vrijednost veću od x, vjerojatnost da 
slučajna varijabla X poprimi vrijednost veću i od ux +  jednaka je vjerojatnosti 
da poprimi vrijednost samo veću od u. Ovo se jednostavno dokazuje jer je, 
s jedne strane, 
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Dakle, rezultat je isti, čime je svojstvo „nepamćenja“ dokazano.
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A4.1  Pojam slučajnog procesa 
 Prema Ross (1983), slučajni proces, običn  označe  , skup je slučajnih varijabli, pri čemu je za svako t iz skupa T, X(t) slučajna varijabla. Ako t predstavlja vrijeme, 
X(t) predstavlja stanje slučajnog procesa u trenutku isteka vremena t, računajući od 
početnog trenutka   Ako su promjene stanja slučajnog procesa moguće u bilo kojem trenutku tijekom vremena, radi se o vremenski kontinuiranom slučajnom procesu. Takav proces ima neovisne 
priraste ako je broj promjena stanja procesa tijekom odvojenih razdoblja međusobno neovisan. Slučajni proces ima stacionarne priraste ako je razdioba broja promjena stanja procesa tijekom bilo kojeg razdoblja ovisna samo o trajanju tog razdoblja.  
A4.2  Homogen Markovljev proces 
 
A4.2.1  Pojam homogenog Markovljevog procesa 
 
Slučajni je proces  Markovljev proces ako za sva vremena  i nenegativne cijele brojeve  pri čemu je  vrijedi 
   
Drugim riječima, Markovljev proces slučajni je proces koji ima svojstvo da uvjetna razdioba vjerojatnosti stanja procesa u trenutku  za dano sadašnje stanje procesa u trenutku s i 
sva prošla stanja ovisi samo o sadašnjem stanju. Pritom, ako  ovisi samo o t a ne i o s, Markovljev proces ima stacionarne ili homogene vjerojatnosti prijelaza. U 
tom se slučaju radi o homogenom Markovljevom procesu.  
   
A4.2.2  Vjerojatnosti prijelaza između stanja procesa 
 Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. Vjerojatnost prijelaza  
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje, označena s  tijekom vremena t, definirana je vjerojatnošću da se taj proces, koji se u trenutku  nalazi u i-tom 
stanju, nađe u j-tom stanju u trenutku isteka vremena t proteklog od trenutka  Dakle,     Osnovna su svojstva :   (1)   za  i sve i, j = 1, 2, ... , n  (2)   za  i svako i = 1, 2, ... , n 
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skup je slučajnih varijabli, pri čemu je za svako t iz skupa T, X(t) slučajna va-
rijabla. Ako t predstavlja vrijeme, X(t) predstavlja stanje slučajnog procesa 
u trenutku isteka vremena t, računajući od početnog trenutka .0=t
Ako su promjene stanja slučajnog procesa moguće u bilo kojem tre-
nutku tijekom vremen , radi se o vremenski kontinuiran  slučajnom 
procesu. Takav proces ima neovisne priraste ako je broj promjena stanja 
procesa tijekom odvojenih razdoblja međusobno neovisan. Slučajni proces 
ima stacionarne prirast  ako je razdioba broja promjena stanja procesa 
tijekom bilo kojeg razdoblja ovisna samo o trajanju tog razdoblja.
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stanju, nađe u j-tom stanju u trenutku isteka vremena t proteklog od trenutka  Dakle,     Osnovna su svojstva :   (1)   za  i sve i, j = 1, 2, ... , n  (2)   za  i svako i = 1, 2, ... , n 
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A4  Slučajni procesi 
 
A4.1  Pojam lučajnog procesa 
 Prema Ross (1983), slučaj i proces, obično označen s , skup je slučajnih varijabli, pri čemu je z svako t iz skupa T, X(t) slučajna varijabla. Ako t predstavlja vrijeme, 
X(t) predstavlja stanje slučajnog proce a u trenutku isteka vremena t, računajući od 
početnog trenutka   Ako su promjene stanja slučajnog procesa moguć  u bilo kojem trenutku tijekom vremena, radi se o vreme ski kontinuiranom slučajnom u. Takav proces ima neovisne 
priraste ako je bro  promjena stanja procesa tijekom odvojenih razd blja međusobno neovisan. Slučajni proces ima stacionarne priraste ako je azdioba bro promjena stanja pr cesa tijekom bil  kojeg r zdoblja ovisna samo o traj nju tog razdoblja.  
A4.2  Homogen Markovljev proces 
 
A4.2.1  Pojam h mogenog Markovljevog procesa 
 
Slučajni je proces  Mar vljev proces ako za sva vrem n   i nenegativne cijele je   pri čemu je  vrijedi 
   
Drugim riječima, Markovljev proces slučajni je proces koji ima svojstvo da uvjetna razdioba vjerojatnosti sta ja procesa u trenutku  za dano sadašnje sta je procesa u trenutku s i 
sva prošla stanj  ovisi samo o sadašnjem stanju. Pritom, ako  ovisi amo o t a ne i o s, Markovljev proces ima stacio arn  ili homogene vjerojatnosti prijelaza. U 
tom se slučaju radi o homogenom Markovljevom procesu.  
   
A4.2.2  Vjerojatnosti prijelaza između stanja procesa 
 Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. Vjerojatnost prijelaza  
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stanju, nađe u j-tom stanju u trenutku isteka vremena t proteklog od trenutka  Dakle,     Osnovna su svojstva :   (1)   za i sve i, j = 1, 2, ... , n  (2)   za i svako i = 1, 2, ... , n 
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Drugim riječima, arkovljev proc l j i j  r e  koji i a sv jstvo 
da uvjetna razdioba vjerojatnosti sta ja r  u trenutku )( ts +  z  dano 
sadašnje stanje proces u trenutku s i sva prošl  stanj  visi amo o a-
dašnjem stanju. Prit m, ak  { }isXjtsXP ==+ )()(  ovisi sam  o t a ne i  
s, Markovlj v proces ima staci n rne ili hom gene vjeroj tn sti prijelaza. U 
tom se slučaju radi o homogenom Markovljevom procesu. 
A4.2.2		Vjerojatnosti	prijelaza	između	stanja	procesa
Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. 
Vjerojatnost prijelaza procesa iz (nekog njegovog) i-tog u (neko njegovo) 
j-to stanje, označena s 
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 Prema Ross (1983), slučajni proces, obično označen s , skup je slučajnih varijabli, pri čemu je za svako t iz skupa T, X(t) slučajna varijabla. Ako t predstavlja vrijeme, 
X(t) predstavlja stanje slučajnog procesa u trenutku isteka vremena t, r čunaj ći od 
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Slučajni je proces  Markovljev proces ako za sva vremena  i nenegativne cijele brojeve  pri čemu je  vrijedi 
   
Drugim riječima, Markovljev proces slučajni je proces koji ima svojstvo da uvjetna razdioba vjerojatnosti stanja procesa u trenutku  za dano sadašnje stanje procesa u trenutku s i 
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tom se slučaju radi o homogenom Markovljevom procesu.  
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da se taj proces, koji se u tren tku 0=t  nalazi u i-tom stanju, nađe u j-tom 
stanju u trenu ku is eka vremena t proteklog od trenutka .0=t  Dakle,  
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A4  Slučajni procesi 
 
A4.1  Pojam slučajnog procesa 
 Prema R ss (1983), slučajni proces, obično označen s , skup je slučajnih varijabli, pri čemu je za svako t iz skup  T, X(t) slučajna v rijabla. Ako t predstavlja vrijeme, 
X(t) predstavlja stanj  slučajnog procesa u trenutku isteka vremena t, računajući od 
početnog trenutka   Ako su promjene stanja slučajnog procesa moguće u bilo kojem trenutku tijekom vremena, radi se o vremenski kontinuiranom slučajnom procesu. Takav proces ima neovisne 
priraste ako je broj promjena stanja procesa tijekom odvojenih razdoblja međusobno neovisan. Slučajni proces ima stacionarne priraste ako je razdioba broja promjena stanja procesa tijeko  bilo kojeg razdoblja ovisna samo o trajanju tog razdoblja.  
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Slučajni je proces  Markovljev proces ako za sva vremena  i nenegativne cijele brojeve  pri čemu je  vrijedi 
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sva prošla st nja ovisi a  o sadašnjem stanju. Pritom, ako  ovisi samo o t a ne i o s, Markovljev proces ima stacionarne ili homogene vjerojatnosti prijelaza. U 
tom se slučaju radi o homogenom Markovljevom procesu.  
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A4.2.3		Učestalosti	prijelaza	između	stanja	procesa	
Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. 
Učestalost prijelaza procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to 
stanje u trenutku t, označeno s qij (t), definirana je graničnom vrijednošću 
omjera vjerojatnosti da se proces koji se u trenutku t nalazi u i-tom stanju nađe 
u j-tom stanju u trenutku t + 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. Učestalos  prijelaza 
procesa iz (nekog njegovog) i-tog u (n ko njegov ) j-to stanje u trenutku t, označ no s , 
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-to  stanju u t  + t i vremena t ako ono teži k nuli. Dakle,   Ako je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog  j-tog stanja homogenog Markovljevog procesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predstavlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se pretpostavi h mogen Markovljev proces s  mogućih stanja. Učest lost prijelaza  
procesa iz (nekog njegovog) i-tog u ( eko jegovo) j-to sta je u trenutku t, označeno s , 
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A4.2.4  Trenu ačne vjerojatn sti stanja procesa  
 Vjer jatnosti nekog  j-tog stanja hom genog Markovljevog procesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predstavlja 
trenutačnu vjerojat ost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznat  početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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A4.2.3  Učestalo ti prijelaza između stanja procesa  
 Neka se pretp tavi homogen Markovlj v proces s n mogućih stanja. Uč stal st prijelaza  
proce a iz (n kog njegov g) i-tog u ( eko nj g vo) j-t  st nje u trenutku t, označeno s , 
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A4.2.4  Trenut čne vjerojatnosti stanja procesa  
 Vjer jatnosti nek   j-tog stanja h mogenog Markovljevog procesa u trenut u isteka vrem a t proteklog od trenutka , d osno vjerojat ost ozn čena s , predstavlja 
trenutačnu vjerojatno t j-tog stanja proces . Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
iferencij lna jednadžba oblika      
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A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se etpostavi h m g n Mark vlj  proces s n mogućih stanj . Učestalost prijelaza  
pr cesa z (nekog njegovog) i-tog  (neko jegov ) j- o stanj  u trenutk  t, označeno s , 
definir n  je graničnom rijednošću om era vjerojatnosti da se proces koji se u trenutku t  nal zi  i  j  nađ  u j-tom stanju u trenutku t + t i vr mena t ako ono teži k nuli. Dakle,   Ako je proces hom ge , ne visi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)     za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  T enut č e vjerojatnosti stanja procesa  
 Vjer jatnosti nek g  j-t  stanja hom enog Markovlj vog proc s u trenutku isteka vremena t pro eklog od trenutk  , odnosno vjerojatnost označen s , predstavlja 
renutačnu vjerojatnost j-tog st nja rocesa. Prema Ross (1983), uz poznate učestalosti 
rijelaz  između svih stanja procesa i tog j-tog stanja, rijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ak  su poznate početn  vjerojatn sti svih sta ja procesa, odnos o  dn sno ako je p zna   redni vekt r poče nih vjeroj tnosti stanja oblika  
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 ovi i o t , već sam  o t∆ , iz čega 
proizlazi 
 
 (3)   za  i svako i = 1, 2, ... , n 
A4.2.3  Učestalosti prijelaza između sta ja procesa  
 Neka se pret ostavi hom gen Markovljev proces s n mogućih stanja. U stalost prijelaz   
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje u trenutku t, označeno s , 
definiran  je gr čnom vrijed ošću omj ra vjerojatn s i da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku t + t i vremena t ako ono teži k nuli. Dakle,   Ako je r ces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog j-tog stanja h m ge og Markovljevog pr cesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predstavlja 
trenu čnu vjeroj tnos  j-t g tanja procesa. Pr ma Ross (1983), uz poznate učestal sti 
prijelaza između sv h stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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Osnovna su svojstva 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza između tanja pr ce a  
 N ka se pretpostavi h moge  Markovljev proces s n m gućih sta j . Učestalost prijelaza  
proc sa iz (nekog njegovog) i g u (neko njeg vo) j- o sta je u trenu ku t, označeno s , 
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku  + t i vremena t ako ono teži k nuli. Dakle,   Ako je proces homogen, ne visi o , već samo o , iz čega proizlazi     Osnovna su s :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vj rojatnosti nekog  j-tog stanja homogenog Markovljevog procesa u trenutku isteka men t proteklog od trenutka , odn n  vjerojatnost označ n  s , predstavlj
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika     
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor počet ih vjerojat osti stanja oblika 
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(1) 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učest losti prijelaza između sta j  proces  
 Neka se pretpostavi homogen Mar vl v pr ces s n mogućih stanja. Učestal st prijelaza  
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje u trenutk  t, označeno s , 
d finirana je g ičnom vrijednošć  omj ra vjerojatnosti d  se proce  k ji s  u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u tre utku  +   i vremena t ako ono teži k nuli. Dakle,   Ako je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna u s ojstva :   ( )      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačn  vjerojatnosti sta j  proces   
 Vjerojatn sti nek g  j-tog stanja hom genog Mark vljevog procesa u tr nutku isteka vremena t proteklog od trenutka , odn sno vjerojatnost značena s , preds avlja 
t ut č u vjerojat ost j-tog stanja proces . Prema Ross (1983), uz poznate učest losti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogor vljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti s ih st nja proces , odno no  odnosno ako je poznat  redni vektor poče nih vjerojatnosti sta ja oblika  
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(2) 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se pretpostavi homoge  Markovl ev pr ces s n m gućih s anj . Učes lost prij laza  
p ocesa iz (nekog nj govog) i-tog u (n ko jegovo) j-to st nje u tr nutku t, oz ačeno s , 
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku t + t i vremena t ako ono teži k nuli. Dakle,  
Ako je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako         za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 V er jatnosti nek  -t  sta j  h moge og Markovljevog pr c sa u trenutku is ka vremena t protekl g d trenutka , odn sno vjer j tnost ozn čen  s , pred t vlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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(3) 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza iz eđu stanja procesa  
 Neka se pretpostavi homogen Markovljev p ces s n mogućih stanja. Učestalost prijelaza  
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje u trenutku t, označeno s , 
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku t + t i vremena t ako ono teži k nuli. Dakle,   Ak  je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   ( )      za svako i = 1, 2, ... , n 
       za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog  j-t  sta j  homogenog Markovljevog procesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predstavlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kol ogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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A4.2.4		Trenutačn 	vjerojatnosti	stanja	procesa	
Vjerojatnosti nek j- og stanja homogenog Mark vljev g procesa u 
trenutku isteka vremena t proteklog od trenutka 0=t , dn sno vjerojatnost 
označena s )(tPj , predstavlja trenutačnu vjerojatnost j-tog stanja proce-
sa. Prema Ross (1983), uz poznat  učestalosti prijelaza između svih stanja 
procesa i tog j-tog stanja, vrijedi Kolmogorovljeva diferencijalna jednadž-
ba oblika 
  ∑== ni iijj tPqtP 1' )()(' ∑== ni iijj tPqtP 1' )()( ∑== ni ijj tPqt 1' )()(
Ako su poznate početne vjerojat osti svih stanja procesa, odnosno 
 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se pretpostavi homogen Markovljev proces s n mogućih stanj . Učestalost prijelaza  
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje u trenutku t, o načeno s ,
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku t + t i vremena t ako ono teži k nuli. Dakle,   Ako je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog  j-tog stanja homogenog Markovljevog proces  u tre utku istek  vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predst vlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2 3  Učestalosti prijelaz  između stanja proc sa  
 Neka se pretpostavi homogen Markovljev proces  n mogućih stanja. Učestalost prij laz   
procesa iz (nekog njegov g) i-tog u (neko njegov ) j-to stanje u trenutku t, označeno s , 
defin rana je graničnom vrijednošću omjera vjerojatnosti da se proces koji s  u trenutku t nal zi u i-tom stanju nađe u j-tom stanju trenutku t + t i vremena t ako no teži k nuli. Dakle,   Ako je proces homogen, ne ovisi o , već samo  , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2 4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog  j-tog stanja homogenog Ma kovljevog procesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predst vlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učest losti 
prijelaz  između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogor vljeva 
difer ncijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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odnosno ako je poznat redni vektor početnih vjerojatnosti 
stanja procesa oblika
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 (3)   za  i svako i = 1, 2, ... , n 
 
A4.2.3  Učestalosti prijelaza između stanja procesa  
 Neka se pretpostavi homogen Markovljev proces s n mogućih stanja. Učestalost prijelaza  
procesa iz (nekog njegovog) i-tog u (neko njegovo) j-to stanje u trenutku t, označeno s , 
definirana je graničnom vrijednošću omjera vjerojatnosti da se proces koji se u trenutku t  nalazi u i-tom stanju nađe u j-tom stanju u trenutku t + t i vremena t ako ono teži k nuli. Dakle,   Ako je proces homogen, ne ovisi o , već samo o , iz čega proizlazi     Osnovna su svojstva :   (1)      za svako   (2)      za svako i = 1, 2, ... , n 
 (3)      za svako i = 1, 2, ... , n 
 
A4.2.4  Trenutačne vjerojatnosti stanja procesa  
 Vjerojatnosti nekog  j-tog stanja homogenog Markovljevog procesa u trenutku isteka vremena t proteklog od trenutka , odnosno vjerojatnost označena s , predstavlja 
trenutačnu vjerojatnost j-tog stanja procesa. Prema Ross (1983), uz poznate učestalosti 
prijelaza između svih stanja procesa i tog j-tog stanja, vrijedi Kolmogorovljeva 
diferencijalna jednadžba oblika      
Ako su poznate početne vjerojatnosti svih stanja procesa, odnosno  odnosno ako je poznat  redni vektor početnih vjerojatnosti stanja oblika  
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ili u skraćenom vektorsko-matričnom obliku:
 P’(t) = P(t)Q
Pritom je s P’(t) označen redni vektor derivacija vjerojatnosti stanja 
procesa oblika
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Primjer  A1 
Neka se pr tpostavi homogen Markovljev proces s dva moguća stanja, 
označena s 1 i 2. N dalje, neka se pretpostavi da su poznate uče t losti 
prijelaza između st nja procesa, odnosno q12 i q21, te da se u trenutku t=0 
taj proces n lazi u st nju 1. Treba odrediti vjerojatnost stanj 1 i sta ja 2 t g
procesa u trenutku isteka t jedinica vremena nakon toga. 
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Rješenje
Vjerojatnosti stanja promatranog procesa u trenutku t, odnosno )(1 tP  i 
)(2 tP , rješenja su Kolmogorovljeva sustava diferencijalnih jednadžbi, skraće-
no prikazanog u obliku
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iz čega proizlazi da je   
Budući da proces ima samo dva stanja, iz čega proizlazi da je  odnosno 
, diferencijalna jednadžba za određivanje  poprima oblik    
Pomnoži li se ova jednadžba s dobiva se  [ ] =   
Budući da je lijeva strana ove jednadžbe zapravo derivacija izraza   proizlazi da je  =   
Integrira li se ova jednadžba po vremenu t, dobiva se  = +C 
 Za t=0, pri čemu je konstanta je integracije    
Uvrštenjem te konstante u gornju jednadžbu i njezinim dijeljenjem s dobiva se da je određena izrazom  = +   iz čega proizlazi da je, zbog , izraz za  oblika  =   
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, diferencijalna jednadžba za određivanje  poprima oblik    
Pomnoži li se ova jednadžba s dobiva se  [ ] =   
Budući da je lijeva strana ove jedna žbe zapravo derivacija izraza   proizlazi da je  =   
Integrir  li se ova jednadžba p  vrem nu t, dobiva se  = +C 
 Za t=0, pri čemu je konstanta je integracije    
Uvršte jem te konstante u gornju jed adžbu i njezinim dijeljenjem s dobiva se da je određena izrazom  = +   iz čega proizlazi da je, zbog , izraz za  oblika  =   
)()()(
)()()(
222112
'
2
221111
'
1
tPqtPqtP
tPqtPqtP


)(1)( 12 tPtP 
1211 qq  )(1 tP
2112112
'
1 )()()( qtPqqtP 
tqqe )( 2112
tqqe )( 2112 )()()( 12112
'
1 tPqqtP  21q
tqqe )( 2112
)(1 tP
tqqe )( 2112
 )(1)( 2112 tPedt
d tqq 
21q
tqqe )( 2112
tqqe )( 2112 )(1 tP
2112
21
qq
q

tqqe )( 2112
,1)0(1 P
2112
12
qq
qC


tqqe )( 2112
)(1 tP
)(1 tP
2112
21
qq
q
 2112
12
qq
q

tqq
e
)( 2112
)(1)( 12 ttP  )(2 tP
)(2 tP 
 2112
12
qq
q
2112
12
qq
q

tqq
e
)( 2112
 dobiva se
  
ći a roces i a sa o va sta ja, iz čega roizlazi a je  o os o 
, ifere cijal a je a žba za o re iva je  o ri a oblik    
o oži li se ova je a žba s obiva se  [ ]   
ći a je lijeva stra a ove je a žbe za ravo erivacija izraza   roizlazi a je    
I tegrira li se ova je a žba o vre e  t, obiva se  
C 
 Za t= , ri če  je ko sta ta je i tegracije    
vršte je  te ko sta te  gor j  je a žb  i jezi i  ijelje je  s obiva se a je o re e a izrazo     iz čega roizlazi a je, zbog , izraz za  oblika    
)()()(
)()()(
222112
'
2
221111
'
1
tqtqt
tqtqt
)(1)( 12 tt
1211 qq )(1 t
2112112
'
1 )()()( qtqqt
tqqe )( 2112
tqqe )( 2112 )()()( 12112
'
1 tqqt 21q
tqqe )( 2112
)(1 t
tqqe )( 2112
 )(1)( 2112 tedt
d tqq 
21q
tqqe )( 2112
tqqe )( 2112 )(1 t
2112
21
qq
q tqqe )( 2112
,1)0(1
2112
12
qq
q
tqqe )( 2112
)(1 t
)(1 t
2112
21
qq
q
2112
12
qq
q tqq
e
)( 2112
)(1)( 12 tt )(2 t
)(2 t
2112
12
qq
q
2112
12
qq
q tqq
e
)( 2112
Budući da je lijeva strana ove jednadžbe zapravo derivacija izraza
  
Budući da proces ima samo dva stanja, iz čega proizlazi da je  odnosno 
, difer ncij ln  jednadžb  z  odr đivanje  poprima oblik    
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Integrira li se ova jednadžba po vremenu t, dobiva se  = +C 
 Za t=0, pri čemu je konstanta je integracije    
Uvrštenjem te konstante u gornju jednadžbu i njezinim dijeljenjem s dobiva se da je odr đena izrazom  = +   iz čega proizlazi da je, zbog , izraz za  oblika  =   
)()()(
)()()(
222112
'
2
221111
'
1
ttqtP
tPqtPqtP


)(1)( 12 tPtP 
1211 qq  )(1 tP
2112112
'
1 )()()( qtPqqtP 
tqqe )( 2112
tqqe )( 2112 )()()( 12112
'
1 tPqqtP  21q
tqqe )( 2112
)(1 tP
tqqe )( 2112
 )(1)( 2112 tPet
d tqq 
21q
tqqe )( 2112
tqqe )( 2112 )(1 tP
2112
21
qq
q

tqqe )( 2112
,1)0(1 P
2112
12
qq
qC


tqqe )( 2112
)(1 tP
)(1 tP
2112
21
qq
q
 2112
12
qq
q

tqq
e
)( 2112
)(1)( 12 tPtP  )(2 tP
)(2 tP 
 2112
12
qq
q
2112
12
qq
q

tqq
e
)( 2112
proizlazi da je
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Budući da proces ima samo dva stanja, iz čega proizlazi da je  odnosno 
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Budući da proces ima samo dva stanja, iz čega proizlazi da je  odnosno 
, diferencijalna jednadžba za određivanje  poprima oblik    
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iz čega proizlazi da je, zbog )(1)( 12 tPtP −= , izraz za )(2 tP  oblika
  
Budući da proces ima samo dva stanja, iz čega proizlazi da je  odnosno 
, diferencijalna jednadžba za određivanje  poprima oblik    
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Integrira li se ova jednadžba po vremenu t, dobiva se  = +C 
 Za t=0, pri čemu je konstanta je integracije    
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A4.2.5   Asimptotske vjerojatnosti stanja procesa
Nerijetko je od interesa određivanje samo vjerojatnosti stanja homoge-
nog Markovljevog procesa kad vrijeme teži u beskonačnost, odnosno odre-
đivanje asimptotskih vjerojatnosti stanja procesa. Za te vjerojatnosti sta-
nja vrijedi
A4.2.5  Asimptotske vjerojatnosti stanja procesa 
 
Nerijetko je od interesa određivanje samo vjerojatnosti stanja homogenog Markovljevog 
procesa kad vrijeme teži u beskonačnost, odnosno određivanje asimptotskih vjerojatnosti 
stanja procesa. Za te vjerojatnosti stanja vrijedi   za   i one ne ovise o početnom stanju procesa.  
Budući da su asimptotske vjerojatnosti stanja procesa konstantne, vrijedi   za   odnosno derivacije vjerojatnosti stanja Markovljevog procesa ako vrijeme t teži u 
beskonačnost jednake su nuli.  
Asimptotske vjerojatnosti stanja homogenog Markovljevog procesa rješenja su sustava 
linearnih algebarskih jednadžbi proizašlih iz pripadnog sustava Kolmogorovljevih 
diferencijalnih jednadžbi u kojima se pretpostavlja da su derivacije vjerojatnosti svih stanja 
procesa jednake nuli. Proizašli sustav linearnih algebarskih jednadžbi može se skraćeno izraziti u obliku     
P(t)Q = 0  
pri čemu je s 0 označen n-komponentni redni vektor s elementima jednakim nuli.  
Primjer A2 Treba odrediti asimptotske vjerojatnosti stanja Markovljeva procesa iz primjera A1. 
 
Rješenje 
Asimptotske vjerojatnosti stanja 1 i stanja 2, označene s  i , određene su graničnim 
vrijednostima trenutačnih vjerojatnosti ovih stanja, označenim s  i , dobivenih u Primjeru A1, ako vrijeme t  teži u beskonačnost. Dakle,      
Ove se vjerojatnosti mogu, međutim, dobiti iz sustava algebarskih jednadžbi izvedenog iz Kolmogorovljevog sustava diferencijalnih jednadžbi za određivanje vjerojatnosti i , 
izloženog u Primjeru A1, ako se u tim jednadžbama pretpostavi da su derivacije ovih 
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i one ne ovise o početnom stanju procesa.
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odnosno derivacije vjerojatnosti stanja Markovljevog procesa ako vrijeme t 
teži u beskonačnost jednake su nuli.
Asimptotske vjerojatnosti stanja homogenog Markovljevog procesa 
rješenja su sustava linearnih algebarskih jednadžbi proizašlih iz pripadnog 
sustava Kolmogorovljevih diferencijalnih jednadžbi u kojima se pretpostav-
lja da su derivacije vjerojatnosti svih stanj  procesa jednake nuli. Proizašli 
sustav linearnih algebarskih jednadžbi može se skraćeno izraziti u obliku 
P(t)Q = 0
pri čemu je s 0 označen n-komponentni redni vektor s elementima jednakim 
nuli.
Primjer A2
Treba odrediti asimptotske vjerojatnosti stanja Markovljeva procesa iz 
primjera A1.
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Rješenje
Asimptotske vjerojatnosti stanja 1 i stanja 2, označene s 1P  i 2P , odre-
đene su graničnim vrijednostima trenutačnih vjerojatnosti ovih stanja, ozna-
čenim s )(1 tP  i )(2 tP , dobivenih u primjeru A1, ako vrijeme t teži u beskonač-
nost. Dakle,
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linearnih algebarskih jednadžbi proizašlih iz pripadnog sustava Kolmogorovljevih 
diferencijalnih jednadžbi u kojima se pretpostavlja da su derivacije vjerojatnosti svih stanja 
procesa jednake nuli. Proizašli sustav linearnih algebarskih jednadžbi može se skraćeno izraziti u obliku     
P(t)Q = 0  
pri čemu je s 0 označen n-komponentni redni vektor s elementima jednakim nuli.  
Primjer A2 Treba odrediti asimptotske vjerojatnosti stanja Markovljeva procesa iz primjera A1. 
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Ove se vjerojatnosti mogu, međutim, dobiti iz sustava algebarskih jed-
nadžbi izvedenog iz Kolmogorovl vog  dif rencijalnih jed adžbi za 
dređivanje vjerojatnosti )(1 tP i )(2 tP , izlo enog u primjeru A1, ako s  u tim 
jednadžbama pretpostavi da su derivacije ovih (vremenski ovisnih) vjerojat-
nosti jednake nuli, uzimajući u obzir da je njihov zbroj jednak jedinici. Dakle,
(vremenski ovisnih) vjerojatnosti jednake nuli, uzimajući u obzir da je jihov zbroj jednak jedinici. Dakle,     
Uzme li se u obzir još i činjenica da je , dobiva se da je  
 
 
što je identično prethodno dobivenom rezultatu.    A4.2.6  Apsorbirajuća stanja procesa  
 
Ako homogeni Markovljev proces sadrži stanje koje, kad ga poprimi, ne može napustiti sve dok se sustav ne vrati u početno stanje (engl. restart), takvo se stanje naziva apsorbirajućim 
stanjem procesa. Dakle, učestalost prijelaza homogenog Markovljevog procesa iz 
apsorbirajućeg u bilo koje drugo stanje jednako je nuli. Za neko i-to apsorbirajuće stanje tada vrijedi 
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što je identično prethodno dobivenom rezultatu.
A4.2.6			Apsorbirajuća	stanja	procesa	
Ako homog ni Markovljev proces sadrži stanje k je, kad ga poprimi, ne 
ž  apustiti sve dok e sustav ne vr ti u početno stanje, takvo s stanje 
naziva apsorbirajućim tanjem procesa. D kle, učestalost prijelaza ho-
mogenog Markovljevog procesa iz apsorbirajućeg u bilo koje drugo stanje 
jednako je nuli. Za neko i-to apsorbirajuće stanje tada vrijedi
(vremenski ovisnih) vjerojatnosti jednake nuli, uzimajući u obzir da je njihov zbroj jednak jedinici. Dakle,     
Uzme li se u obzir još i činjenica da je , dobiva se da je  
 
 
što je identično prethodno dobivenom rezultatu.    A4.2.6  Apsorbirajuća stanja procesa  
 
Ako homogeni Markovljev proces sadrži stanje koje, kad ga poprimi, ne može napustiti sve dok se sustav ne vrati u početno stanje (engl. restart), takvo se stanje naziva apsorbirajućim 
stanjem procesa. Dakle, učestalost prijelaza homogenog Markovljevog procesa iz 
apsorbirajućeg u bilo koje drugo stanje jedn ko je nuli. Za neko i-to apsorbirajuće stanje tada vrijedi 
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(vremenski ovisnih) vjerojatnosti jednake nuli, uzimajući u obzir da je njihov zbroj jednak jedinici. Dakle,     
Uzme li se u obzir još i činjenica da je , dobiva se da je  
 
 
što je identično prethodno dobivenom rezultatu.    A4.2.6  Apsorbirajuća stanja procesa  
 
Ako homogeni Markovljev proces sadrži stanje koje, kad ga poprimi, ne može napustiti sve dok se sustav ne vrati u početno stanje (engl. restart), takvo se stanje naziva apsorbirajućim 
stanjem procesa. Dakle, učestalost prijelaza homogenog Markovljevog procesa iz 
apsorbirajuće u bilo ko  drugo stanje jednak  je nuli. Za neko i-to apso birajuće stanje tada vrijedi 
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OSNOVE LAPLACEOVIH TRANSFORMACIJA
Neka je )(xf  neka funkcija realnog argumenta x , definirana za 0>x  s 
vrijednostima na skupu realnih ili kompleksnih brojeva. Nadalje, neka je s re-
alni ili kompleksni parametar. Tada je Laplaceov transformat  funkcije )(xf  
funkcija, označena s )(sF , definiran s
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)(sF dxxfe sx )(
0


   za svaki s  za koji ovaj nepravi integral konvergira.   
Prema Elezović (2010), pridruživanje )()( sFxf   naziva se Laplaceovom 
transformacijom funkcije  xf  i označava s   xfL . Obrnuto pridruživanje, odnosno 
pridruživanje )()( xfsF  naziva se inverznom Laplaceovom transformacijom funkcije 
 sF  i označava s   sFL 1 . Funkcija  xf  obično se naziva originalom ili gornjom 
funkcijom, a njezin Laplaceov transformat  sF  slikom ili donjom funkcijom.  
Uobičajeni je način obratnog pridruživanja originalne funkcije )(xf  Laplaceovom transformatu  sF  uporaba tablica inverznih Laplaceovih transformacija. Ako funkcija )(sF
nije tabličnog oblika, prethodnom se prikladnom algebarskom obradom dovede u takav oblik. Neka osnovna svojstva Laplaceovih transformacija navedena su u Tablici B1, a originalne funkcije  xf  pridružene nekim Laplaceovim transformatima  sF  navedene su u Tablici B2.  
Primjer  B1   
Neka se pretpostavi homogen Markovljev proces s dva moguća stanja, označena s 1 i 2.  
Nadalje, neka se pretpostavi da su poznate učestalosti prijelaza između stanja procesa, odnosno 12q  i 21q , te da se u trenutku t=0 taj proces nalazi u stanju 1. Treba odrediti vjerojatnost stanja 1 i stanja 2 tog procesa u trenutku isteka t jedinica vremena nakon toga.  
 
Rješenje Vjerojatnosti stanja promatranog procesa u trenutku t, odnosno )(1 tP  i )(2 tP , rješenja su 
Kolmogorovljeva sustava diferencijalnih jednadžbi, skraćeno prikazanog u obliku  
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za svaki s  za koji ovaj nepravi integral konvergira. 
Prema Elezović (2010), pridruživanje )()( sFxf   naziva se 
Laplaceovom transformacijom funkcije ( )xf  i označava s ( ){ }xfL . 
Obrnut  pridruživanje, odn s o pridruživanje )()( xfsF  naziva se inver-
znom Laplaceovom tran formacijom funkcije ( )sF  i ozn čava s ( ){ }sFL 1− . 
Funkcija ( )xf  obično se naziva originalom ili gor jom funkc jom, a njezin 
Lapl ceov transformat ( )sF  slikom ili donj funkcij .
Uobičajeni je način obratnog pridruživanja originalne funkcije ( )xf  
Laplaceovom transformatu ( )sF  uporaba tablica inverznih Laplaceovih tran-
sformacija. Ako funkcija )(sF nije tabličnog oblika, prethodnom se priklad-
nom algebarskom obradom dovede u takav oblik. Neka osnovna svojstva 
Laplaceovih transformacija navedena su u Tablici B1, a originalne funkcije 
( )xf  pridružene nekim Laplaceovim transformatima ( )sF  navedene su u 
Tablici B2.
Primjer B1  
Neka se pretpostavi homogen Markovljev proces s dva moguća stanja, 
označena s 1 i 2. Nadalje, neka se pretpostavi da su poznate učestalosti 
prijelaza između stanja procesa, odnosno q12 i q21, te da se u trenutku t=0 
taj proces nalazi u stanju 1. Treba odrediti vjerojatnost stanja 1 i stanja 2 tog 
procesa u trenutku isteka t jedinica vremena nakon toga. 
Rješenje
Vjerojatnosti stanja promatranog procesa u trenutku t, odnosno )(1 tP  i 
)(2 tP , rješenja su Kolmogorovljeva sustava diferencijalnih jednadžbi skraće-
no prikazanog u obliku
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Tablica B2:  Originalne funkcije pridružene nekim Laplaceovim transformatima
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POPIS KRATICA SA ZNAČENJIMA
 A asimptotska raspoloživost jednokomponentnog sustava
SA  asimptotska raspoloživost višekomponentnog sustava
A,B,C , …  događaji
)(tA  trenutačna raspoloživost komponente
)(tAS  trenutačna raspoloživost sustava
),( 21 ttA  intervalna raspoloživost
cA  komplement događaja A
BA ∪  unija događaja A i B
BA ∩  presjek događaja A i B
[ ]XD  disperzija  slučajne varijable X
[ ]XE  matematičko očekivanje slučajne varijable X
)(xF  funkcija razdiobe vjerojatnosti slučajne varijable X
)(xf  funkcija gustoće vjerojatnosti kontinuirane slučajne  
varijable X
)(tF  razdioba vremena do kvara komponente
)(tf  gustoća kvara komponente
)(tG  razdioba vremena do obnove komponente
)(tg  gustoća obnove komponente
{ } )()( sFxFL ∗=   Laplaceova transformacija funkcije )(xF
{ } )()(1 xFsFL =∗−  inverzna Laplaceova transformacija funkcije )(sF ∗
)(tM   obnovljivost komponente
MTTF  srednje vrijeme do kvara komponente
SMTTF  srednje vrijeme do kvara sustava
MTTR  srednje vrijeme do obnove komponente
0 redni vektor s n elemenata jednakih nuli 
)(AP  vjerojatnost događaja A 
)( BAP  uvjetna vjerojatnost događaja A za dani događaj B
Pj asimptotska vjerojatnost j-tog stanja slučajnog procesa
)(tPj   vjerojatnost j-tog stanja slučajnog procesa u trenutku t
)(sPj
∗  Laplaceova transformacija vjerojatnosti funkcije )(tPj
P(0) redni vektor početnih vjerojatnosti slučajnog procesa
P(t ) redni vektor vjerojatnosti stanja slučajnog procesa u  
trenutku t
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)(' tPj  derivacija vjerojatnosti j-tog stanja slučajnog procesa u 
trenutku t
)(sPj
∗  Laplaceova transformacija vjerojatnosti funkcije )(tPj   
P’(t) redni vektor derivacija vjerojatnosti stanja slučajnog  
procesa u trenutku t
Pij (t) vjerojatnost prijelaza iz i-tog u j-to stanje slučajnog  
procesa u vremenu t
q parametar eksponencijalne razdiobe kontinuirane slučajne 
varijable
qij učestalost prijelaza iz i-tog u j-to stanje homogenog  
slučajnog procesa
Q kvadratna matrica učestalosti prijelaza između stanja 
slučajnog procesa
QR reducirana matrica učestalosti prijelaza između stanja 
slučajnog procesa
)(tR  pouzdanost komponente
)(tRS  pouzdanost sustava
RBD blok dijagram pouzdanosti neobnovljivog sustava
FT  vrijeme do kvara komponente
RT  vrijeme do obnove komponente
)(tλ  učestalost kvara komponente
λ  konstantna učestalost kvara komponente
Sλ  konstantna učestalost kvara sustava
)(tµ  učestalost obnove komponente
µ  konstantna učestalost obnove komponente
Xσ  standardna devijacija slučajne varijable X
Ω  prostor elementarnih događaja
ω  elementarni događaj
0/  nemoguć događaj
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KAZALO POJMOVA 
A
aktivna zalihost 66
apsorbirajuće stanje procesa 107
apsorbirajuće stanje sustava 61
asimptotska vjerojatnost stanja  
procesa 106
B
Bernoulijevi pokušaji 46
binarna komponenta 14
binomna razdioba diskretne  
slučaj ne varijable 98
blok dijagram pouzdanosti (RBD) 
sustava 37-38
Č
čvorište RBD sustava 38
D
disperzija 98
događaji 93
elementarni 93
međusobno isključivi 93
međusobno neovisni 96
nemogući 95
sigurni 95
E
eksponencijalna razdioba  
kontinuirane slučajne varijable 
100
elementarna funkcija komponente 13
F
funkcija gustoće vjerojatnosti
kontinuirane slučajne varijable 99
funkcija razdiobe vjerojatnosti 97
diskretne slučajne varijable 99
kontinuirane slučajne  
varijable 99
G
gustoća
kvara komponente 18
obnove komponente 30
H
homogen Markovljev proces 102 
I
integralna funkcija sustava 13
inverzna Laplaceova  
transformacija 109
ishod pokusa 93
K
karakteristična stanja sustava 60
ključna komponenta sustava 58
Kolmogorovljeva diferencijalna 
 jednadžba 103
Kolmogorovljev sustav  
diferencijalnih jednadžbi 104
komplement događaja 94
komponenta sustava 13
komutator sustava 59
konstantna učestalost
kvara komponente 25
obnove komponente 34
kvar
komponente 17
sustava 11
kvarno stanje
komponente 14
sustava 11
120
L
Laplaceov transformat 109
Laplaceova transformacija 109
logistička podrška sustava 16
M
Markovljev proces 102
matematičko očekivanje 98
matrica učestalosti prijelaza između 
stanja procesa 80, 104 
stanja sustava 61
međuovisne komponente 59
metoda
ključne komponente 56
uspješnih staza 55
N
nepouzdanost sustava 43
O
obnavljanje sustava 11
obnova 
komponente 29
sustava 11
obnovljivost
komponente 32
sustava 11, 16
održavanje sustava 15
korektivno 15
     prema stanju 15
preventivno 15
     redovno 15
original ili gornja funkcija 109
orijentirana
grana RBD sustava 38
staza RBD sustava 38
P
pasivna zalihost 59
pokus 93
pokušaj 93
pouzdanost
komponente 21
sustava 11, 16, 37
presjek događaja 93
primarna komponenta sustava s 
rezervom 60
prostor elementarnih događaja 93
R
radno stanje
komponente 14
sustava 11
raspoloživost sustava 11, 16
asimptotska 78
intervalna 78
trenutačna 77
razdioba vremena
do kvara komponente 17
do obnove komponente 29
redni vektor
derivacija vjerojatnosti stanja 
procesa 104
vjerojatnosti stanja procesa 104
reducirana matrica učestalosti  
prijelaza 62
S
sekundarna komponenta sustava s 
rezervom 60
skup
kvarnih stanja sustava 14
radnih stanja sustava 14
slika ili donja funkcija 109
slučajna varijabla 97
diskretna 97, 98
kontinuirana 97, 99
slučajni
pokus 93
proces 101
srednje vrijeme
do kvara komponente 21
do kvara sustava 40
do obnove komponente 32
121
standardna devijacija 98
stanje slučajnog procesa 101
sustav
 digitalni 14
 digitalni tehnički s binarnim 
      komponentama 14
 idealni dvokomponentni s  
     rezervom 60
jednokomponentni 79
jednokomponentni tehnički 14 
k-od-n strukture 45
nezalihosni 15
obnovljivi 11, 65
paralelne strukture 40
sa zalihošću niske razine 49
sa zalihošću visoke razine 51
serijske strukture 38
serijsko-paralelne strukture 48
složenije strukture 54
s aktivnom zalihošću 66
     s međuovisnim komponentama 59
s međusobno neovisnim  
komponentama 37
s pasivnom zalihošću 59
s rezervom 59
tehnički 13
zalihosni 15
T
teorem totalne vjerojatnosti 56
teorija vjerojatnosti 95
totalna vjerojatnost događaja 97
U
učestalost
kvara komponente 19
kvara sustava 39
obnove komponente 31
prijelaza između stanja procesa 
103
unija događaja 93
uvjetna vjerojatnost događaja 96
V
vektor
derivacija vjerojatnosti stanja 
procesa 80, 104
početnih vjerojatnosti stanja
procesa 103
vjerojatnosti stanja procesa 80, 
104
Vennovi dijagrami 94
vjerojatnost
događaja 95
prijelaza između stanja  
procesa 102
vrijeme
do kvara komponente 17
do kvara sustava 11
do obnove komponente 29
do obnove sustava 11

