Abstract. We give a detailed account of the Novikov complex corresponding to a closed 1-form ω on a closed connected smooth manifold M . Furthermore we deduce the simple chain homotopy type of this complex using various geometrically defined chain homotopy equivalences and show how they are related to another.
Introduction
The purpose of this article is to give a detailed exposition of the Novikov complex as defined in Novikov [11] , and its chain homotopy type. Given a closed 1-form ω on a closed connected smooth manifold M with only nondegenerate critical points, this complex is freely generated by the critical points over an appropriate ring. The grading of the complex is given by the indices of the critical points. To define the boundary operator a vector field v gradient to ω is required. The boundary is then given by counting the trajectories between critical points. In the case where ω is exact this complex has already been described by Milnor [9, §7] and the ring can be chosen to be Z or a group ring ZG, if a regular covering ρ :M → M with covering transformation group G is considered. But in the nonexact case the group ring ZG no longer works and we have to use a completion ZG ξ of ZG. Now G is the covering transformation group of a regular covering ρ :M → M such that ω pulls back to an exact form. The completion also depends on a homomorphism ξ : G → R induced by ω. As it turns out, the Novikov complex C * (M , ω, v) is chain homotopy equivalent to ZG ξ ⊗ ZG C * (M ), where C * (M ) is the singular chain complex ofM . Even though a first version was already announced in [11] , detailed proofs did not appear until much later, see Latour [8] or Pajitnov [12] . Since then easier proofs have appeared based on geometrically defined chain homotopy equivalences. These equivalences appear in various places in the literature, but are not very well connected to each other. Given a smooth triangulation ∆ of M , there is a chain homotopy equivalence ϕ v : ZG ξ ⊗ ZG C ∆ * (M ) → C * (M , ω, v) based on intersection numbers between simplices and unstable manifolds of critical points. Versions of this equivalence appeared in Hutchings and Lee [7] and Schwarz [24] , and the torsion properties have been discussed in [22] .
Given another closed 1-form ω cohomologous to ω with a gradient w there are different ways to describe chain homotopy equivalences ψ v,w : C * (M , ω, v) → C * (M , ω , w), see, for example, Latour [8, §2.21] or Poźniak [19, §2.6] . We show that up to chain homotopy these definitions agree and that ψ v,w commutes with ϕ v and ϕ w . The techniques in this paper are based on Milnor [9] . In Section 2 we recall some of the results of [9] and show how to obtain ϕ v in the case of an ordinary Morse function. In Section 3 we look at the special case of a closed 1-form coming from a circle valued Morse function f : M → S 1 . It turns out that the results in the circle valued case can be reduced to the exact case by using inverse limit arguments. The general case of an arbitrary closed 1-form is then reduced to the circle valued case in Section 4 using approximation arguments. Section 5 shows how the principle of continuation as described in Poźniak [19, §2.6 ] fits into our description. Then we discuss the simple chain homotopy type of the Novikov complex. For the basic notion of torsion and simple chain homotopy type we refer the reader to Cohen [1] . It turns out that the torsion of all discussed equivalences are represented by so called trivial units. It has been known that these torsions carry information on the closed orbit structure of the gradients in form of zeta functions. We recall these results in Section 7. Finally we give an example of a gradient where the noncommutative zeta function contains more information than the commutative zeta function. A lot of the results in this paper were already collected in [23, App.A], but in a very sketchy form. Here we give complete proofs which are new in certain cases. Describing the Novikov complex as an inverse limit was already done in Pajitnov [12] ; Latour [8] and Poźniak [19] use quite a different approach. A more algebraic method to obtain the Novikov complex is used in Farber [2] , Farber and Ranicki [3] and Ranicki [20] , but the boundary operator there is no longer described by trajectories between critical points in general. If G is a group, we denote by Z G the abelian group of all functions λ : G → Z. The group ring ZG ⊂ Z G consists of all λ ∈ Z G such that λ(g) = 0 for all but finitely many g ∈ G. For g ∈ G we define λ g ∈ ZG by λ g (h) = 0 for h = g and λ g (g) = 1. By abuse of notation we write g = λ g ∈ ZG. I am grateful to the Department of Mathematics and Statistics at the University of Edinburgh and to the Max-Planck-Institut für Mathematik at Bonn where parts of this paper were written. I would also like to thank Ross Geoghegan and Andrew Ranicki for suggestions and valuable discussions.
The Morse-Smale complex
Let (W ; M 0 , M 1 ) be a compact cobordism between the closed manifolds M 0 and M 1 . A Morse function f on W is a smooth function f : W → [0, 1] such that f −1 ({0}) = M 0 , f −1 ({1}) = M 1 and the critical points of f are in the interior and nondegenerate. It follows that f has only finitely many critical points and every such point p ∈ W has an index denoted by ind p. The set of critical points of index i will be denoted by crit i (f ). The existence of Morse functions is shown in Milnor [9, §3] . Let v be an f -gradient, i.e. a vector field dual to the exact 1-form df with respect to some Riemannian metric. Let Φ be the flow of v. The stable and unstable manifolds at a critical point are defined as
and W u (q, v) intersect transversely for all critical points with ind p < ind q, we can find a filtration M 0 = W −1 ⊂ W 0 ⊂ . . . ⊂ W n = W of W by compact cobordisms such that W i − int W i−1 is a compact cobordism that contains exactly the critical points of index i in its interior. Furthermore if x ∈ W i , so is Φ(x, t) for all t < 0 such that Φ(x, t) is defined.
is a free abelian group of rank |crit i (f )| and the stable manifolds of the critical points represent the generators. Furthermore we have
If p :W → W is a regular covering space with covering transformation group G, de-
) and let the boundary be defined using the triple (
is a finitely generated free chain complex over ZG generated by the critical points of f and its homology is H * (W ,M 0 ). Notice that the chain groups are independent of the filtration. To express the boundary homomorphism in terms of the vector field alone, assume now also that W s (p, v) and W u (q, v) intersect transversely for all critical points of f with ind p ≤ ind q + 1. For ind p = ind q + 1 = i + 1 we get that 
An orientation of the normal bundle will also be called a coorientation. Now let γ be a trajectory of −v between p and q. For t ∈ R we have df γ(t) (γ (t)) < 0. Let
Note that the projection does represent a basis of T γ(t) W s (p, v) by the transversality assumption. Now lift the orientations toW and choose for every critical point p of f exactly one liftp inW . For critical points p, q with ind
where the sum is taken over the finite set of trajectories betweenp and gq. It turns out that ∂ :
when we identify p with the homology class of
Definition 2.2. The Morse-Smale complex of the Morse function f with transverse f -gradient v is given by
and the boundary is given by (1) .
This gives an abstract definition of the Morse-Smale complex in terms of critical points and trajectories between them, but the description using relative homology groups will remain useful. Let us modify the filtrations for this. Since M 0 and M 1 can be nonempty, the flow of −v need not be defined on all of W × R, but we can use it to define a continuous map Θ : W × R → W which agrees with the flow where the flow is defined. To do this we can put a collar on W to get a slightly bigger manifold W c and extend −v to W c such that the new vector field vanishes on ∂W c . The flow of the new vector field is now defined on W c × R and we get Θ by retracting W c back to W . In particular we get Θ( 
It is easy to see that H i (C i ,C i−1 ) is the direct limit of the above direct system and since all j ts are isomorphisms we can describe the Morse-Smale complex in terms of this filtration. To see the existence of adjusted triangulations, let ψ : W → W be a diffeomorphism homotopic to the identity and ∆ a smooth triangulation of W . Then ψ∆ is the triangulation of W where simplices are composed with ψ. Then the corresponding chain complexes can be identified by choosing a liftingψ :W →W . homotopic to the identity. So let ∆ be any smooth triangulation and ψ −1 = id W . We can adjust ψ −1 near the 0-skeleton so that 0-simplices intersect all unstable manifolds transversely. Since the boundary of W is transverse to the flow, we can leave it invariant. This way we get a diffeomorphism ψ 0 isotopic to the identity. Now assume ψ k−1 is isotopic to the identity and every j-simplex of ψ k−1 ∆ with j ≤ k − 1 intersects the unstable manifolds transversely for critical points with index ≥ k − 1. We modify ψ k−1 on the k-skeleton so that k-simplices intersect W u (p, v) transversely for all p with index ≥ k. Notice that for a k-simplex of ψ k−1 ∆ this is already true for ψ k−1 near the boundary so we can leave the (k − 1)-skeleton fixed. This way we obtain ψ k isotopic to the identity and we can proceed by induction. Then ψ n−1 ∆ is adjusted to v. Furthermore we can find an adjusted triangulation ψ∆ with ψ as close as we like to the identity. Moreover, compactness gives that if ∆ is adjusted to v, so is ψ∆ for every ψ close enough to the identity. Denote the i-skeleton of a triangulation by W (i) . If ∆ is adjusted to v, we get that
In particular the inclusion induces a map on homology j * :
. If we are given an arbitrary smooth triangulation of the cobordism W , the above construction shows how to modify the triangulation to get a chain map. Different maps ψ 1 , ψ 2 can lead to different chain maps, but the chain homotopy type is well defined:
Lemma 2.4. The chain maps induced by ψ 1 ∆ and ψ 2 ∆ are chain homotopic.
Proof. Let H : W × I → W be a homotopy between ψ 1 and ψ 2 . As above we can change H to a homotopy H : W × I → W between ψ 1 and ψ 2 such that H(σ × I) intersects W u (p, v) transversely for all critical points p with indp ≥ dim σ + 1. Lift H to a homotopyH :W × I →W such thatH 0 =ψ 1 is homotopic to the identity. Then define
so H i is the desired chain homotopy.
We already know that the triangulated and the Morse-Smale complex have the same homology and now we show that ϕ v is indeed a chain homotopy equivalence. Proof. Let ∆ be a subdivision of ∆. If ψ∆ is adjusted to v, so is ψ∆. Moreover, the diagram C
where sd is subdivision, a simple homotopy equivalence. By Munkres [10, §10] it is good enough to show the theorem for a special smooth triangulation. Recall the filtration (W i ) n i=−1 by compact cobordisms. Choose a triangulation such that each W i is a subcomplex for all −1 ≤ i ≤ n and so that for each critical point
is given by
commutes, it suffices to show that each ϕ (k,k−1) is a simple homotopy equivalence to finish the proof. Clearly ϕ (k,k−1) induces an isomorphism in homology, so it remains to show that it is simple. We set
is the inclusion of the core of the handles into the handles, hence a simple homotopy equivalence. Now ϕ (k,k−1) • i is a simple homotopy equivalence by Cohen [1, 18.3] , since we can choose the lifts of D i so that the matrices representing ϕ (k,k−1) •i and the boundary operators have only integer values. Therefore ϕ
is a simple homotopy equivalence.
Now given another Morse function g : W → [0, 1] and a transverse g-gradient w, let Φ : W → W be isotopic to the identity such that Φ(W s (q, v)) intersects W u (p, w) transversely for all critical points q of f and p of g with ind q ≤ ind p. The existence of such a Φ can be seen by adapting the proof of the existence of an adjusted triangulation. Let (W i (v)) n i=−1 be a filtration by compact cobordisms to give the Morse-Smale complex with respect to (f, v). By the transversality condition there is a t > 0 such that W t i ⊂ C i (w) for all i and hence a chain map
is a finite set and using the orientations and coorientations we get intersection numbers
A different choice of Φ will lead to a chain homotopic map, compare the proof of Lemma 2.4. The chain map ψ v,w is also a simple chain homotopy equivalence, more precisely we get
Here ' ' means 'chain homotopic'.
Proof. 1. Notice that if Φ is isotopic to the identity, then f 0 • Φ is a Morse function and dΦ
giving the same Morse-Smale complex as (f 0 , v 0 ). Therefore we assume that Φ is the identity. We can also assume the triangulation ∆ is adjusted to both v 0 and v 1 . There is a t > 0 such that
gives a homotopy between Θ v0 s and the identity. Modify this homotopy away from the endpoints to get a homotopy h :
To prove 2. let us again assume that Φ can be chosen the identity, so that we have
for the relevant critical points.
transversely for ind p ≤ ind r − 1. Using a liftingh of h we get a chain homotopy
• ψ v0,v1 and ψ v0,v2 as in 1.
The Novikov complex of a circle valued Morse function
In this section we look at a closed connected smooth manifold M and smooth functions f : M → S 1 . If all critical points of f are nondegenerate, we call f a Morse function. Since locally we have a function to the reals we get an index for every critical point and there are only finitely many critical points. Let ρ : R → S 1 be the covering given by ρ(x) = exp(2πix). If the homomorphism of the fundamental group f # : π 1 (M ) → π 1 (S 1 ) = Z is trivial, f can be lifted to a map to R and we are in the situation of Section 2. Therefore we assume that f # is nontrivial. Then we can also assume that f # is surjective since otherwise we can lift f to a finite covering S 1 → S 1 such that the resulting map induces an epimorphism on fundamental group. Letρ :M → M be the connected infinite cyclic covering space corresponding to ker f # . Then f •ρ lifts to a mapf :M → R and we can assume that 0 ∈ R is a regular value. Set N =f
is a cobordism andf restricts to a Morse function on this cobordism. Let ρ 1 :M →M be a covering space ofM with covering transformation group H such thatρ =ρ • ρ 1 :M → M is a regular cover of M with covering transformation group G. We then writef =f
We can identify the group ring ZG with the θ-twisted Laurent polynomial ring ZH θ [t, t −1 ] where the elements are finite sums a j t j with a j ∈ ZH and at = tθ(a) for a ∈ ZH. By abuse of notation we use t both as an element of G and as the indeterminate in the polynomial ring. Let α be the standard closed 1-form on S 1 , i.e. such that ρ * α = dx. Standard transversality arguments show that transverse f -gradients form a generic set among all f -gradients, see e.g. Pajitnov [15] . For every critical point p of f choose orientations, respectively coorientations, of
, as in Section 2. Also choose a liftp ∈M for every critical point and lift the orientations as well. The lift of v toM is denoted byv and the lift toM byṽ. Now define for g 1 , g 2 ∈ G and two critical points p, q with ind
, where the sum is taken over the trajectories of −ṽ from g 1p to gg 2q .
1γ is a trajectory fromp to g
There exist integers
| H is the coefficient between ρ 1 (g 1p ) and ρ 1 (g 2q ) in the boundary of the Morse-Smale complex belonging to the cobordismf
consists of formal power series ∞ j=−∞ a j t j with a j ∈ ZH and {j ≤ 0 | a j = 0} is finite. Again at = tθ(a) for a ∈ ZH. The Novikov complex of the circle valued Morse function f : M → S 1 with transverse f -gradient v is the finitely generated free ZH θ ((t)) complex C * (M , f, v) generated by the critical points of f and graded by the index. The boundary is given by
Notice that forf (t jq ) >f (p) we get [p :
is indeed a chain complex we have to show that ∂ 2 = 0. This is independent of the choice of liftings of critical points. For if we replacep by gp for some g ∈ G to get a complex C , we can define
So choose the liftings of the critical points inM N . For nonnegative integers j let M
] be the subring of ZH θ ((t)) consisting of formal power series ∞ j=0 a j t j . That the Novikov complex is a chain complex now follows from the next Lemma. 
where the inverse limit is a finitely generated free ZH θ [[t] ] complex generated by the critical points of f .
Proof. For i = 0, . . ., n let
) is a free ZH module generated by the critical points off
gives the inverse system of Morse-Smale complexes. It is now easy to see that the inverse limit is a free ZH θ [[t]] chain complex generated by the critical points of f such that the boundary is given by (2), hence the result.
The inverse limit description is very useful in determining the chain homotopy type of the Novikov complex. Let ∆ be a smooth triangulation of M , the term adjusted to v carries over from the real valued case. The triangulation lifts to triangulations ofM andM . By Section 2 we can find a triangulation adjusted to a compact cobordismf −1 ([i, j]) and get a certain openness and density result. Hence we can find a generic set of adjusted triangulations. As in Section 2 we can now define intersection numbers [g 1σ : g 2p ] ∈ ZG such that [g 1σ : g 2p ](g) is the signed number of points in g 1σ ∩ W u (gg 2p ,ṽ). Lemma 3.2 carries over and we define ϕ v :
Proposition 3.5. ϕ v is a chain homotopy equivalence.
, it is a chain map. Lemma 2.4 carries over. If the triangulation contains N = f −1 ({1}) as a subcomplex, we also get commutative diagrams
Since the ϕ j v are chain homotopy equivalences by Theorem 2.5, so is the inverse limit as a chain map between finitely generated free chain complexes inducing an isomorphism on homology. Therefore ϕ v is a chain homotopy equivalence.
Let us also define the chain maps ψ v,w :
is another Morse function homotopic to f and w a transverse g-gradient. As in Section 2 we can assume, after possibly altering g with a map isotopic to the identity on M , that W s (q, v) intersects W u (p, w) transversely for all critical points q of f and p of g with ind q ≤ ind p. For ind q = ind p and
Proposition 3.6. Let f i : M → S 1 be homotopic Morse functions for and v i be transverse f i -gradients for i = 0, 1, 2.
Proof. We show 2. using Proposition 2.6, 1. will follow analogously. We assume the same transversality assumptions as in the proof of Proposition 2.6. Letf i :M → R be liftings of the f i such that 0 ∈ R is a regular value for all of them. There are integers l, m such thatf 1 (f
By using thin enough filtrations we get for 0 ≤ i 1 < i 2 ≤ 2 chain maps ψ
induced by inclusion as in the proof of Proposition 2.6. We also get a chain homotopy H j : ψ 
we can make the changes so that the diagram Remark 3.7. The chain homotopy H constructed in the proof can be written as
To get [p : t j r](h) = 0, there exists a trajectory of −ṽ 0 fromp to a pointx, a trajectory of −ṽ 1 fromx to a pointỹ and a trajectory of −ṽ 2 fromỹ to ht jr . This observation will become useful in Section 4.
The Novikov complex of a Morse closed 1-form
Now we want to look at closed 1-forms on a closed connected smooth manifold M . A closed 1-form ω induces a homomorphism
where γ is a smooth representative of [γ] ∈ π 1 (M ). By de Rham's theorem all homomorphisms ξ : π 1 (M ) → R arise in such a way. A closed 1-form is locally exact and we say that ω is a Morse form, if locally the functions f : U → R with df = ω| U have nondegenerate critical points only. Again we get that a Morse form has only finitely many critical points, each with an index. Since π 1 (M ) is finitely presented, im ξ is a finitely generated subgroup of R, hence Z k for some k ≥ 0. If k = 0, ω is the differential of a smooth function f : M → R and we are in the situation of Section 2. If k = 1 we call ω rational and if k > 1 we call ω irrational. There is a minimal regular covering spaceρ :M → M such thatρ * ω = df for somef :M → R, namely the one corresponding to ker ξ. The group of covering transformations is Z k . If k = 1 let t ∈ Z be the generator such that b =f (x) − f (tx) > 0 for allx ∈M . Then we can define f : M → S 1 by f (x) = exp(2πif (x)/b), wherex ∈M is a lift of x ∈ M . Then ω = bf * α with α the standard volume form on S 1 and we see that rational Morse forms correspond to circle valued Morse functions. The following is an easy lemma proven in [21] . (1) For every critical point p of ω there exists a neighborhood U p of p and a Riemannian metric g on U p such that ω x (X) = g(X, v(x)) for every x ∈ U p and X ∈ T x U p .
We want to define a Novikov complex for a pair (ω, v) but we need the right ring for this. So for a group G and a homomorphism ξ : G → R let
Clearly ZG ⊂ ZG ξ and the multiplication of ZG extends to ZG ξ . Then ZG ξ becomes a ring, the Novikov ring. For a surjective homomorphism ξ : G → Z we want to show that this coincides with the Novikov ring given in Section 3. Let t ∈ G satisfy ξ(t) = −1 and let H = ker ξ. Let θ : H → H be θ(h) = t −1 ht. For every g ∈ G there is a unique n g ∈ Z and h g ∈ H such that g = h g ·t ng . So for a ∈ ZH and g ∈ G define at j ∈ ZG by at j (g) = a(h g ) · t j (t ng ). It is easy to see that this induces a ring isomorphism between ZH θ ((t)) and ZG ξ . Given a Morse form ω and a transverse ω-gradient we now want to define the Novikov complex C * (M , ω, v) as before. For this we need the intersection numbers [p :q] to be elements of ZG ξ . We achieve this by an approximation result. Proof. Let g 1 , . . ., g k ∈ G be a minimal set of generators of im ξ [ω] and let ω i be closed 1-forms for i = 1, . . ., k such that ξ i = ξ [ωi] : G → Z satisfies ξ i (g j ) = δ ij and all ξ i vanish on ker ξ [ω] . We can assume that the ω i vanish in a neighborhood of the critical points of ω. Let ε ∈ R k . For ε small enough the closed 1-form ω ε = ω + k i=1 ε i ω i will have the property that v is an ω ε -gradient by Lemma 4.2. Now choose the ε i so that ξ [ωε] factors through Q.
So if ω is a Morse form, v a transverse ω-gradient,ρ :M → M a regular covering space with covering transformation group G factoring throughM we can define a Novikov complex C * (M , ω , v) over ZG ξ using ω from Lemma 4.3 and writing ξ = ξ [ω ] . The next lemma shows that this complex pulls back to ZG ξ ∩ ZG ξ ⊂ Z G , a subring of both ZG ξ and ZG ξ .
Lemma 4.4. Let ω 1 , ω 2 be Morse forms that agree near the common set of critical points with corresponding homomorphisms ξ 1 ξ 2 : G → R. Let v be both an ω 1 -and ω 2 -gradient. Then there exist constants A, B ∈ R with A > 0 such that whenever there is g ∈ G and a trajectoryγ of −ṽ between the critical points gq andp, then
Proof. For every pair of critical points p, q of ω i we can choose a pathγ pq inM from p toq. There is a K > 0 such that | γpq ω i | ≤ K for i = 1, 2 and all pairs of critical points. Since ω 1 and ω 2 agree near the critical points there exists a C ∈ (0, 1) such that ω 1 (v(x)) ≥ Cω 2 (v(x)) for all x ∈ M by compactness. Now let g ∈ G be as in the statement. Then
which gives the result. 
Since [p :q] ∈ ZG ξ ∩ ZG ξ , we can define a graded module C * over ZG ξ ∩ ZG ξ and a homomorphism ∂ given by (3). Tensoring with ZG ξ gives the Novikov complex of Section 3, but since ZG ξ ∩ ZG ξ includes into ZG ξ , C * is already a chain complex.
To identify the chain homotopy type we need the chain homotopy equivalences 
Proof. Recall the proof of Lemma 4.3. By choosing the closed 1-forms to vanish in a neighborhood of all critical points of ω 0 , ω 1 , ω 2 we can find rational approximations ω i for ω i such that ω 0 , ω 1 and ω 2 are cohomologous. In fact we get ω i −ω j = ω i −ω j .
With Proposition 3.6 we get the ϕ vi , ψ vi,vj and the chain homotopies over 
Notice that γi df 0i is bounded by max{f
r] ∈ ZG ξ ∩ ZG ξ and the result follows.
Theorem 4.8. Let ω 1 , ω 2 be cohomologous Morse forms, v a transverse ω 1 -gradient and w a transverse ω 2 -gradient. Then ψ v,w :
are chain homotopy equivalences. Proof. That ψ v,w is a chain homotopy equivalence follows directly from Proposition 4.7.2 since ψ v,v = id by definition. By Proposition 4.7.1 it now suffices to show that ϕ u is a chain homotopy equivalence for a particular ω 3 with transverse ω 3 -gradient u. By a nice trick of Latour [8] there is a Morse form ω 3 cohomologous to ω 1 and a transverse ω 3 -gradient u such that u is also a gradient of a Morse function f : M → R. Namely choose a Morse function f : M → R and a transverse fgradient u and change ω 1 to ω in a contractible neighborhood of every critical point of f such that ω is constant 0 near the critical points of f . This is possible since ω 1 is locally exact. Now for C > 0 large enough
is a chain homotopy equivalence, so is ϕ u .
Continuation
Another way to describe a chain homotopy equivalence is the principle of continuation coming out of Floer theory, see also Schwarz [24] or Poźniak [19] . To describe this we will follow the exposition of Poźniak [19, §2.6] . 
We can choose the C > 0 so large that the dt summand only vanishes for t = 0, 1. At t = 0 we get ω = ω 0 and at t = 1 we get Ω = ω 1 . In particular the critical points of Ω are (p, 0) with p ∈ crit ω 0 and (q, 1) with q ∈ crit ω 1 . Also ind (p, 0) = ind p + 1 and ind (q, 1) = ind q. Now let v be a transverse Ω-gradient that agrees with v i on M × {i} for i = 0, 1. Then we can form the Novikov complex C * = C * (M × [0, 1] , Ω, v) as before. To see that this is in fact a chain complex one can extend Ω to a Morse form on M × [0, 2]/(x, 0) = (x, 2) = M × S 1 and get C * to be a certain restriction of the corresponding Novikov complex, see Poźniak [19] for more details. Now it is clear that
and C * (M , ω 1 , v 1 ) is a subcomplex. Therefore C * is the mapping cone of a chain map c v0,v1 : C * (M , ω 0 , v 0 ) → C * (M , ω 1 , v 1 ) , the continuation map. It is obtained by counting the signed flowlines from (p, 0) to (q, 1). We show that c v0,v1 is chain homotopic to ψ v0,v1 .
Proof. We can assume that ∆ is both adjusted to v 0 and v 1 . We get a CWstructure ∆ × I of M × [0, 1] by looking at the natural product structure. We want ∆ × I adjusted to v. Notice that for a critical point (q, 1) of Ω the unstable manifold W u ((q, 1), v) has one more dimension that (M × I) → C * is the resulting chain map. We can also assume that p 1 ϕ v (σ × {1}) = ϕ v1 (σ). Now define
Corollary 5.2. Let ω 0 and ω 1 be cohomologous Morse forms and v i be a transverse ω i -gradient for i = 0, 1. Then c v0,v1 is chain homotopic to ψ v0,v1 .
Proof. Using Proposition 4.7, Theorem 4.8 and Proposition 5.1 we get
hence the result.
The simple homotopy type of the Novikov complex
In the exact case Theorem 2.5 already states that ϕ v is a simple chain homotopy equivalence, by Proposition 2.6.1 the same is true for ψ v,w . In the nonexact case the situation gets a little bit more complicated. First we need to decide what we mean by a simple chain homotopy equivalence.
If G is a group and ξ : G → R a homomorphism, let a ∈ ZG ξ satisfy a(g) = 0 for g ∈ G with ξ(g) ≥ 0. Then 1 − a ∈ ZG ξ is a unit with inverse ∞ k=0 a k ∈ ZG ξ . We call such units and units of the form ±g with g ∈ G trivial units.
Definition 6.1. Let G be a group and ξ : G → R a homomorphism.
(1) Let U be the subgroup of K 1 ( ZG ξ ) generated by the trivial units. Then Wh(G; ξ) := K 1 ( ZG ξ )/U . (2) A chain homotopy equivalence ϕ : C * → D * between finitely generated free based ZG ξ complexes C * and D * is called simple , if τ (ϕ) = 0 ∈ Wh(G; ξ).
In the rational case Pajitnov and Ranicki [18] obtain a decomposition result for K 1 ( ZG ξ ). In particular the natural map i * : Wh(G) → Wh(G; ξ) is surjective then. Pajitnov [12] in the circle valued case and Latour [8] in general already showed that there is a simple chain homotopy equivalence between C * (ω, v) and ZG ξ ⊗ ZG C ∆ * (M ) and the purpose of this section is to show that ϕ v is such an equivalence. 
is cohomologous to ω 1 with H 0 = ω 1 and H 1 = ω 2 . Now adapt Milnor [9, §2] to change H to H : M × I → T * M such that H intersects the zero section transversely. Note that [9, §2] improves a smooth function locally so it carries over to the closed 1-form case and also to a parametrized version. We do not need to change H near M × {0, 1} so we can assume that H 0 = ω 1 , H 1 = ω 2 and H t is cohomologous to ω 1 for all t ∈ [0, 1]. Now H intersects the zero section in finitely many intervals and circles. By using a small isotopy of M × I we can further arrange that the resulting H : M × I → T * M has the following properties:
(1) For all t ∈ [0, 1] H t is cohomologous to ω 1 and has only finitely many critical points. (2) Every H t has at most one degenerate critical point. (3) Fore only finitely many values of t H t has a degenerate critical point.
(4) If H t has a degenerate critical point there is an ε t > 0 and a σ t ∈ {−1, 1} such that H t+σtε has exactly one more critical point than H t and H t−σtε has exactly one less critical point for all 0 < ε < ε t .
So let t ∈ (0, 1) be such that H t has a degenerate critical point. Denote this point by (p, t) ∈ M × [0, 1]. Let U be a neighborhood of (p, t) diffeomorphic to R n × (t − ε, t + ε) such that (t − ε, t + ε) ⊂ [0, 1] and ε < ε t . Choose an H t -gradient v t such that for all nondegenerate critical points the stable and unstable manifolds intersect transversely. By choosing 0 < δ < ε small enough we can find transverse H t±δ -gradients v ±δ close to v t . Without loss of generality we can assume that H t+δ has two critical points in R n × {t + δ} ⊂ U . Let U t be the neighborhood of p such that U t × {t} = U ∩ M × {t} and let h t : U t → R be such that dh t = H t | Ut . We can change h t slightly near p to remove the critical point. Hence there is a contractible cylinder neighborhood C of p. But we can also alter h t slightly near p to introduce the two critical points of H t+δ and for δ > 0 small enough we stay inside C. Then C has a handlebody decomposition with two critical points. Hence the two critical points have adjacent index and the algebraic coefficient is ±1. Let {p 1 , . . ., p l } be the set of nondegenerate critical points of H t . The By Ranicki [20, Prop.1.7] we now get that the projection p : C(ψ) →D * from the mapping cone of ψ to the cokernel is a chain homotopy equivalence with torsion
so C(ψ) is simple homotopy equivalent toD * . ButD * has trivial torsion by the claim above. Therefore ψ is a simple chain homotopy equivalence. Now if there are no degenerate critical points between H t−δ and H t+δ the same argument, but easier sinceD * = 0, shows that ψ is a simple isomorphism. By Proposition 4.7 we get that ψ v,w is a simple chain homotopy equivalence.
Remark 6.3. In the rational case there is a direct proof that ϕ v is a simple chain homotopy equivalence using the inverse limit description. See [23, Rm.A.5] for details. That proof is much simpler, but it does not give the irrational case.
That the Novikov complex C * (ω, v) is simple chain homotopy equivalent to ZG ξ ⊗ ZG C ∆ * (M ) is important for finding a minimal number of critical points for a Morse form within a cohomology class, see Latour [8] or [23] . Other applications of torsion are discussed in the next section.
The closed orbit structure of the gradient
The torsions τ (ϕ v ) and τ (ψ v,w ) are already well defined in
If we denote by W the subgroup of K 1 ( ZG ξ )/ τ (±g) | g ∈ G generated by the trivial units, we get τ (ϕ v ), τ (ψ v,w ) ∈ W by Theorem 6.2. In this group the torsion τ (ϕ v ) does not depend on the triangulation of M , but it does depend on v. In fact it contains information about the closed orbit structure of −v. To make this more clear let us define a zeta function of −v. Let γ ∈ H 1 (M ) be a nonzero homology class and let C γ ⊂ M ×(0, ∞) be the set of closed orbits of −v belonging to γ. By [22, Lm.5.7] and Fuller [4, Th.3] C γ is an isolated compact set of closed orbits and hence its Fuller index i(C γ ) ∈ Q, see Fuller [4] , is defined. Note that
is an element of QG abξ , but one can write down a product formula to see thatζ(−v) ∈ ZG abξ . But this also follows from the following. 
Here h
is given in terms of (4) [14, §8] that the fixed point information contained in det τ (ϕ v ) matches the closed orbit information of the zeta function. This proves the theorem for cellular gradients. Now Pajitnov [13] shows such vector fields are C 0 -generic. By showing that the torsion and the zeta function depend continuously on v the theorem follows for general v. This is done in [22, §8- §10] . In the case where ω is irrational the theorem can be shown by approximating ω with a rational Morse form, compare [21] .
Notice that the torsion in (4) is over ZG ξ , but the zeta function is defined in ZG abξ . Since closed orbits do not give a well defined element of G = π 1 (M ), we cannot define it in ZG ξ . But the conjugacy class of a closed orbit in G is well defined. Let Γ be the set of conjugacy classes of G and for γ ∈ Γ let C γ be the set of closed orbits of −v belonging to γ. Then i(C γ ) ∈ Q is well defined and we can define η(−v) ∈ QΓ ξ as before. Since QΓ ξ is only an abelian group, we cannot take the exponential of η(−v). A different approach to define a noncommutative zeta function was suggested by Geoghegan and Nicas [5] using Hochschild homology. If Φ : M × R → M is the flow of −v, define for every positive integer n a homotopy F n : M × [0, n] → M by restricting Φ. For such an F n Geoghegan and Nicas [5] define the one-parameter trace R(F n ) ∈ HH 1 (ZG). Now HH 1 (ZG) ∼ = γ∈Γ C(g(γ)) ab where g(γ) ∈ G represents the conjugacy class γ and C(g(γ)) is the centralizer of g(γ).
A nonzero term in C(g(γ)) ab detects a closed orbit which represents the conjugacy class γ. The following can be found in [22] . It is possible to complete HH 1 (ZG) to HH 1 (ZG) ξ such that the sequence R(F n ) converges in HH 1 (ZG) ξ . Then the noncommutative zeta function is defined as ζ(−v) = lim n→∞ R(F n ) ∈ HH 1 (ZG) ξ . Furthermore there is a natural homomorphism l : HH 1 (ZG) ξ → RΓ ξ such that l(ζ(−v)) = η(−v). To pass from K-theory to Hochschild homology we use the Dennis trace DT : K 1 ( ZG ξ ) → HH 1 ( ZG ξ ). There is a natural homomorphism θ : HH 1 ( ZG ξ ) → HH 1 (ZG) ξ . Now θ•DT does not vanish on im(±G) ⊂ K 1 ( ZG ξ ), but θ•DT (τ (±g)) = [g] ∈ C(1 G ) ab = G ab which is a direct summand of HH 1 (ZG) ξ which contains no information of ζ(−v). By projecting this factor away we get a natural homomorphism DT : K 1 ( ZG ξ )/ τ (±g) | g ∈ G → HH 1 (ZG) ξ and the generalization of Theorem 7.1 reads Theorem 7.2. Let ω be a Morse form on the closed connected smooth manifold M and v a transverse ω-gradient. Then for the chain homotopy equivalence ϕ v :
ZG ξ ⊗ ZG C * (M , ω, v) we have DT(τ (ϕ v )) = ζ(−v). The proof is analogous to the proof of Theorem 7.1, in fact we only need to check that the fixed point information contained in DT(τ (ϕ v )) detects the zeta function. This is similar to the commutative case, but more involved, see [22, §7] for details. It is worth pointing out that l • DT has a logarithm property, i.e. for a trivial unit 1 − a we have l • DT(τ (1 − a)) = − ∞ n=1 ε(a n )
n , where ε : ZG ξ → ZΓ ξ is augmentation. Denote L = l • DT, this homomorphism was obtained by Pajitnov [16] without using Hochschild homology. Pajitnov [14] defined for cellular gradients of circle valued functions a natural chain homotopy equivalence ϑ v : C(M , f, v) → ZG ξ ⊗ ZG C ∆ * (M ). This is done by including the Novikov complex into a complex C * which is simply isomorphic to Of course the proof of Theorem 7.2 uses results from [16] , but Proposition 7.3 now shows how (5) follows from Theorem 7.2.
Also Pajitnov [12] defines a chain homotopy equivalence ϑ v : C * (M , f, v) → ZG ξ ⊗ ZG C ∆ * (M ) without the cellularity assumption. In [17] Pajitnov shows that ϑ v and ϑ v are chain homotopic for cellular v, even though only for the minimal coverM instead of the universal cover. A similar result to Theorem 7.1 has been obtained by Hutchings and Lee [7] and
