This special issue collects some of the most notable learning theory papers of 2008, which were chosen from the Conference on Learning Theory (COLT). The diversity of problems addressed in these papers reflects the significant progress being made in our theoretical understanding of the foundations of learning at both a computational and statistical leveltopics include active learning, ranking, stability, graphical models, computational learning, to name a few.
show how to use polynomial regression to perform agnostic learning under arbitrary product distributions and even under limited mixtures of product distributions. Zhou, Lafferty, and Wasserman demonstrate that if the covariance changes smoothly over time, then minimizing an 1-penalized kernel risk function leads to good estimates of the covariance matrix-this, in turn allows estimation of time varying graphical structure and is also feasible in high dimensions.
