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constrained optimization of symmetric polynomials
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Abstract. We provide a characterization of the radii minimal projections of polytopes onto
j-dimensional subspaces in Euclidean space En. Applied to simplices this characterization al-
lows to reduce the computation of an outer radius to a computation in the circumscribing case
or to the computation of an outer radius of a lower-dimensional simplex. In the second part of
the paper, we use this characterization to determine the sequence of outer ðn 1Þ-radii of reg-
ular simplices (which are the radii of smallest enclosing cylinders). This settles a question which
arose from an error in a paper by Weißbach (1983). In the proof, we ﬁrst reduce the problem to
a constrained optimization problem of symmetric polynomials and then to an optimization
problem in a ﬁxed number of variables with additional integer constraints.
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1 Introduction
Let Lj;n be the set of all j-dimensional linear subspaces (hereafter j-spaces) in
n-dimensional Euclidean space En. The outer j-radius RjðCÞ of a convex body
CHEn is the radius of the smallest enclosing j-ball ( j-dimensional ball) in an optimal
orthogonal projection of C onto a j-space J ALj;n, where the optimization is per-
formed over Lj;n. The optimal projections are called Rj-minimal projections. In this
paper we show the following results:
Theorem 1. Let 1c jc n < m and P ¼ convfvð1Þ; . . . ; vðmÞgHEn be an n-polytope.
Then one of the following is true.
a) In every Rj-minimal projection of P there exist nþ 1 a‰nely independent vertices of
P which are projected onto the minimal enclosing j-sphere.
b) jd 2 and RjðPÞ ¼ Rj1ðPVHÞ for some hyperplane H ¼ a¤fvðiÞ : i A Ig with
IH f1; . . . ;mg.
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If j ¼ 1 or if P is a regular simplex then always case a) holds. Moreover, the number n
of a‰nely independent vertices projected onto the minimal enclosing j-sphere is at least
n j þ 2 and there exists a ðn 1Þ-ﬂat F such that RjðPÞ ¼ Rjþnn1ðPVFÞ.
The bound n j þ 2 is best possible.
Theorem 1 allows to reduce the computation of an outer radius of a simplex to the
computation in the circumscribing case or to the computation of an outer radius of a
facet of the simplex.
Using this theorem, the second part of the paper shows the following result on the
outer ðn 1Þ-radius, which is the radius of a smallest enclosing cylinder.
Theorem 2. Let nd 2 and T n1 be a regular simplex in E
n with edge length 1. Then
Rn1ðT n1 Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n1
2ðnþ1Þ
q
if n is odd;
2n1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nðnþ1Þ
p if n is even:
8><
>:
The case n odd has already been settled independently by Pukhov [16] and
Weißbach [22], who both left the even case open in their papers. Pukhov’s results
also determine RjðT n1 Þ for j < n. There also exists a later paper on Rn1ðT nÞ for
even n [23], but as pointed out in [3] the proof contained a crucial error.1 Thus The-
orem 2 (re-)completes the determination of the sequence of outer j-radii of regular
simplices (see also [2]).
Studying radii of polytopes is a fundamental topic in convex geometry. Motivated
by applications in computer vision, robotics, computational biology, functional anal-
ysis, and statistics (see [8] and the references therein) there has been much interest
from the computational point of view. See [3], [6], [17] for exact algebraic algorithms,
[9], [21], [24] for approximation algorithms, and [4], [8] for the computational com-
plexity. Reductions of smallest enclosing cylinders to circumscribing cylinders are
used in exact algorithms as well as for complexity proofs (see, e.g., [3, Theorem 1]
and [8, Theorems 5.3–5.5]), and have previously been given only for j A f1; ng as well
as for dimension 3. Theorem 1 generalizes and uniﬁes these results.
Here, we use Theorem 1 to reduce the computation of the outer ðn 1Þ-radius of a
regular simplex to the following optimization problem of symmetric polynomials in n
variables:
min
Xnþ1
i¼1
s4i such that
Xnþ1
i¼1
s3i ¼ 0;
Xnþ1
i¼1
s2i ¼ 1;
Xnþ1
i¼1
si ¼ 0: ð1:1Þ
Based on exploiting the symmetries, we solve (1.1) for any n by reducing it to an opti-
mization problem in six variables with additional integer constraints.
1After [3] had been completed, Bernulf Weißbach suggested to work jointly on a new proof
for the even case. Unfortunately, he died on 9th June 2003.
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The paper is structured as follows. In Section 2, we introduce the necessary nota-
tion. Section 3 gives the proof of Theorem 1. Section 4 contains the derivation of the
optimization problem (1.1) and the proof of Theorem 2. In Section 5 we analyze
the di¤erent di‰culty of the even and the odd case of (1.1) from the viewpoint of the
Positivstellensatz.
2 Preliminaries
Throughout the paper we work in Euclidean space En, i.e., Rn with the usual scalar
product x  y ¼Pni¼1 xiyi and norm kxk ¼ ðx  xÞ1=2. By Bn and Sn1 we denote the
(closed) unit ball and unit sphere, respectively. For a set AHEn, the linear hull of A
is denoted by linðAÞ, the a‰ne hull by a¤ðAÞ, and the convex hull by convðAÞ.
A set CHEn is called a body if it is compact, convex and contains an interior
point. Accordingly, we always assume that a polytope PHEn is full-dimensional
(unless otherwise stated). Let 1c jc n. A j-ﬂat F (an a‰ne subspace of dimension
j) is perpendicular to a hyperplane H with normal vector h if h and F are parallel.
For p; p 0 A En and subspaces E ALj;n, E 0 ALj 0;n, a j-ﬂat F ¼ pþ E and a j 0-ﬂat
F 0 ¼ p 0 þ E 0 are parallel if E UE 0 ¼ linðE UE 0Þ.
A j-cylinder is a set of the form J þ rBn with an ðn jÞ-ﬂat J and r > 0. For
a body CHEn, the outer j-radius RjðCÞ of C (as deﬁned in the introduction) is
also the radius r of a smallest enclosing j-cylinder of C. It follows from a standard
compactness argument that this minimal radius is attained (see, e.g., [7]). Let 1c
jc k < n. If C 0HEn is a compact, convex set whose a‰ne hull F is a k-ﬂat then
RjðC 0Þ denotes the radius of a smallest enclosing j-cylinder C 0 relative to F , i.e., C 0 ¼
J 0 þ RjðC 0ÞðBn VF Þ with a ðk  jÞ-ﬂat J 0HF .
A simplex S :¼ convfvð1Þ; . . . ; vðnþ1Þg (with vð1Þ; . . . ; vðnþ1Þ A En a‰nely indepen-
dent) is regular if all its vertices are equidistant. Whenever a statement is invariant
under orthogonal transformations and translations we denote by T n the regular sim-
plex in En with edge length
ﬃﬃﬃ
2
p
. The reason for the choice of
ﬃﬃﬃ
2
p
stems from the fol-
lowing embedding of T n into Enþ1. Let Hna ¼ fx A Enþ1 :
Pnþ1
i¼1 xi ¼ ag. Then the
standard embedding Tn of T n is deﬁned by
Tn :¼ convfeðiÞ A Enþ1 : 1c ic nþ 1gHHn1 ;
where eðiÞ denotes the i-th unit vector in Enþ1. BySn1 :¼ Sn VHn0 we denote the set
of unit vectors parallel toHn1 .
A j-cylinder C containing some simplex S is called a circumscribing j-cylinder of S
if all the vertices of S are contained in the boundary of C.
3 Minimal and circumscribing j-cylinders
It is well known that the (unique) minimal enclosing ball B (i.e., the minimal en-
closing n-cylinder) of a polytope PHEn may contain only few vertices of P on its
boundary (e.g., two diametral vertices) [1, p. 54]. However, in cases where less than
nþ 1 vertices of P are contained in the boundary of B, it is easy to see that there ex-
ists a hyperplane H such that PV bdðBÞHH and the center of B is contained in H.
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Then the smallest enclosing ball of P and the smallest enclosing ball of PVH relative
to H have the same radius.
In [7, Theorem 1.9] the following characterization for the minimal enclosing
1-cylinder (two parallel hyperplanes deﬁning the width of the polytope) is given:
Proposition 3. Any minimal enclosing 1-cylinder of a polytope PHEn contains at least
nþ 1 a‰nely independent vertices of P on its boundary.
We give a characterization of the possible conﬁgurations of minimal enclosing
j-cylinders of polytopes for arbitrary j, unifying and generalizing the above statements.
Lemma 4. Let P ¼ convfvð1Þ; . . . ; vðmÞg be a polytope in En, 1c jc n 1, and J be
an ðn jÞ-ﬂat such that C ¼ J þ RjðPÞBn is a minimal enclosing j-cylinder of P. Then
for every IH f1; . . . ;mg such that fi : vðiÞ A bdðCÞgH I and HI :¼ a¤fvðiÞ : i A Ig is
of a‰ne dimension n 1, J is parallel to HI .
Proof. Suppose that there exists a hyperplane H :¼ HI of this type with J not parallel
to H. Let n :¼ jfvðiÞ A H : 1c icmgj. Without loss of generality we can assume
H ¼ fx A En : xn ¼ 0g and I ¼ fvð1Þ; . . . ; vðnÞg. Hence, vðnþ1Þ; . . . ; vðmÞ B H U bdðCÞ.
First consider the case that J is not perpendicular to H. Let p; sð1Þ; . . . ;
sðnjÞ A En such that J ¼ pþ linfsð1Þ; . . . ; sðnjÞg. Since, by assumption, J is not
parallel to H, we can assume p ¼ 0 A J VH, sð1Þn ¼    ¼ sðnj1Þn ¼ 0 and sðnjÞn > 0.
For every s 0n A ð0; sðnjÞn Þ and s 0 :¼ ðsðnjÞ1 ; . . . ; sðnjÞn1 ; s 0nÞ A En let J 0 ¼ pþ linfsð1Þ; . . . ;
sðnj1Þ; s 0g. Geometrically, J 0 results from J by rotating J towards the hyperplane
H in such a way that the orthogonal projection of J onto H remains invariant (see
Figure 1).
Figure 1. For n ¼ 3 and j ¼ 2 the ﬁgure shows how the underlying ﬂat J of the j-cylinder C is
rotated towards its orthogonal projection onto the plane H. The distances between the vertices
vðiÞ, 1c ic n, and the j-cylinder axis are not increased, and decreased if vðiÞ B K .
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Since J and H are not perpendicular we obtain J0 J 0, and because vð1Þ; . . . ; vðnÞ A
H that
distðvðiÞ; J 0Þc distðvðiÞ; JÞ; 1c ic n; ð3:1Þ
where distð ; Þ denotes the Euclidean distance. In (3.1), ‘‘<’’ holds whenever vðiÞ B
K :¼ J? VH. Obviously, dimðKÞ ¼ j  1. If none of the vðiÞ lies in K V bdðCÞ then,
by choosing s 0n su‰ciently close to s
ðnjÞ
n , all vertices of P lie in the interior of
C 0 ¼ J 0 þ RjðPÞBn, a contradiction to the minimality of C. Hence, there must be
some vertex of P in K V bdðCÞ.
Let k :¼ jfvðiÞ A K V bdðCÞ : 1c icmgj. By renumbering the vertices we can as-
sume that vð1Þ; . . . ; vðkÞ A K V bdðCÞ. Let F :¼ convfvð1Þ; . . . ; vðkÞg and k :¼ dimF .
Now assume F V J ¼q. We have shown above that for su‰ciently small s 0n the
rotation from J to J 0 keeps all vertices within the j-cylinder C 0 and vð1Þ; . . . ; vðkÞ are
the only vertices on bdðC 0Þ. Let J 00 be a translate of J 0 with distðJ 00;F Þ < distðJ 0;FÞ,
and J 00 su‰ciently close to J 0 to keep vðkþ1Þ; . . . ; vðmÞ within the interior of C 00 ¼
J 00 þ RjðPÞBn. Then all vertices of P lie in the interior of C 00, again a contradiction.
It follows that F V J0q, and since FHK ¼ J? VH that F V J ¼ fpg ¼ f0g.
Since distðp; vðiÞÞ ¼ RjðPÞ for all i A f1; . . . ; kg and since p A F , it follows that p
is the unique center of the smallest enclosing k-ball of F . Now let J 000 result from J 0
by rotating J 0 around the origin towards a direction in Rnnð6k
i¼1ðvðiÞÞ?Þ. This set
of directions is nonempty, since every subspace in the union is only of dimension
n 1. For i A f1; . . . ; kg the property distðvðiÞ; JÞ ¼ distðvðiÞ; J 0Þ ¼ distðvðiÞ; pÞ im-
plies distðvðiÞ; J 000Þ < distðvðiÞ; J 0Þ. Again, by keeping the rotation su‰ciently small,
vðkþ1Þ; . . . ; vðmÞ remain in the interior of C 000 ¼ J 000 þ RjðPÞBn. Now, all vertices lie
in the interior of C 000, once more a contradiction.
Finally, consider the case that J is perpendicular to H. Then J VH is an optimal
ðn 1 jÞ-ﬂat for the j-radius of PVH (taken in ðn 1Þ-dimensional space). How-
ever, it is easy to see that in this case any small perturbation J 0 of J with J 0 VH ¼
J VH keeps vðnþ1Þ; . . . ; vðmÞ within the j-cylinder, not increasing the distances of all
the other vertices to the new ðn jÞ-ﬂat. Indeed, the case J perpendicular to H de-
scribes a local maximum. So the same argument as in the non-perpendicular case
applies to show a contradiction. r
Corollary 5. Let S ¼ convfvð1Þ; . . . ; vðnþ1Þg be a simplex in En and SðiÞ be the facet of S
with vðiÞ B SðiÞ. Let 1c jc n 1 and J be an ðn jÞ-ﬂat such that C ¼ J þ RjðSÞBn
is a minimal enclosing j-cylinder of S. Then J is parallel to every SðiÞ for which
vðiÞ B bdðCÞ.
Lemma 6. Let P ¼ convfvð1Þ; . . . ; vðmÞg be a polytope in En, 1c jc n, and J be an
ðn jÞ-ﬂat such that C ¼ J þ RjðPÞBn is a minimal enclosing j-cylinder of P. If there
exists a hyperplane HI ¼ a¤fvðiÞ : i A Ig which is parallel to J, then one of the follow-
ing holds:
a) There exists a vertex vðiÞ B HI that lies on the boundary of C; or
b) jd 2, JHHI , and RjðPÞ ¼ Rj1ðPVHI Þ.
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Proof. By Proposition 3, for j ¼ 1 always a) holds; so let jd 2, and suppose neither
a) nor b) holds. Since b) does not hold there exist ðn jÞ-ﬂats parallel to J and closer
to HI , and since a) does not hold, for any such ðn jÞ-ﬂat J 0, such that all vertices
vðiÞ B HI stay within C, the distances from the vertices vðiÞ, i A I , to J 0 are strictly
smaller than their distances to J. Hence C cannot be a minimal enclosing cylinder.
r
In the case that P is a simplex, the proof can be carried out more explicitly: Let
Pðnþ1Þ be the facet of P not including the vertex vðnþ1Þ. Suppose that J is parallel
to Pðnþ1Þ, that Pðnþ1ÞHH :¼ fx A En : xn ¼ 0g, and that vðnþ1Þn > 0. Let p A J. Since
v
ðnþ1Þ
n > 0 it follows that pnd 0 and obviously
RjðPÞd vðnþ1Þn  pn: ð3:2Þ
On the other hand, since J is parallel to Pðnþ1Þ,
RjðPÞ2 ¼ R2j1ðPðnþ1ÞÞ þ p2n : ð3:3Þ
Let
pn ¼
ðvðnþ1Þn Þ2  R2j1ðPðnþ1ÞÞ
2v
ðnþ1Þ
n
ð3:4Þ
be the unique minimal solution for pn to (3.2) and (3.3). Due to pnd 0, we obtain
pn ¼ maxf0; png. Now, we see that case a) holds if pn ¼ pn and case b) if pn ¼ 0.
Statements 3–6 almost complete the proof of Theorem 1. If the number n of af-
ﬁnely independent vertices of P lying on the boundary of C is at most n, it follows
from Lemma 4 and 6 that case b) of Theorem 1 must hold. Moreover, if nc n 1
we can again apply these lemmas on the lower-dimensional polytope PVHI with
HI as in Lemma 6. Now we can iterate this argument. If during this iteration the
outer 1-radius of a polytope P 0 has to be computed, then by Proposition 3 the mini-
mal enclosing 1-cylinder touches at least dimðP 0Þ þ 1 a‰nely independent vertices.
From the same iterative argument it follows that RjðPÞ ¼ Rjþnn1ðPVFÞ for some
(n 1)-ﬂat F .
Suppose S ¼ convfvð1Þ; . . . ; vðnþ1Þg is a simplex in En, and J an ðn jÞ-ﬂat, such
that
distðvð1Þ; JÞ ¼    ¼ distðvðnjþ2Þ; JÞ ¼ R1ðconvfvð1Þ; . . . ; vðnjþ2ÞgÞ
> distðvðnjþ3Þ; JÞd   d distðvðnþ1Þ; JÞ:
Then obviously RjðSÞ ¼ R1ðconvfvð1Þ; . . . ; vðnjþ2ÞgÞ and at most n j þ 2 vertices
are situated on the boundary of the minimal enclosing j-cylinder.
The last point which remains to show is that every minimal enclosing j-cylinder of
the regular simplex T n also circumscribes T n. Because of Proposition 5 it su‰ces to
show that the value pn in (3.4) is positive for all 1c jc n 1, showing that b) in
Lemma 6 never holds for T n.
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However, in almost all cases the desired circumscribing property follows already
from [16], see also [2].
Proposition 7. For 1c jc n it holds RjðT nÞd
ﬃﬃﬃﬃﬃﬃ
j
nþ1
q
. If n is odd or j B f1; n 1g,
then RjðT nÞ ¼
ﬃﬃﬃﬃﬃﬃ
j
nþ1
q
, and every minimal enclosing j-cylinder of T n is a circumscribing
j-cylinder of T n.
We can easily apply Proposition 7 to compute pn if n is even.
Lemma 8. Let 1c jc n 1. If S ¼ T n then always case a) in Theorem 1 holds.
Proof. We can assume jd 2, since otherwise b) cannot hold. We use the notation as
in Lemma 6. Because of Proposition 7 it su‰ces to consider the case where n is even,
and as mentioned above the proof is complete if we show that pn is positive. Since
Proposition 7 yields Rn1ðT n1Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðn 1Þ=np , we have vðnþ1Þn ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 ðn 1Þ=np ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðnþ 1Þ=np . Also by Proposition 7, Rj1ðT n1Þ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð j  1Þ=np and therefore
pn ¼
n j þ 2
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðnþ 1Þp > 0: r
Choosing an optimal ðn 1Þ-cylinder among those parallel to a facet of T n with
pn ¼ 32 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃnðnþ1Þp , gives an upper bound for the outer ðn 1Þ-radius of a regular simplex,
Rn1ðT nÞc 2n 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðnþ 1Þp :
Theorem 2 states that for even n this bound is tight.
4 Reduction to an algebraic optimization problem
In this section, we provide an algebraic formulation for a minimal circumscribing
j-cylinder J þ rðBnþ1 VHn0 Þ of the regular simplex Tn in standard embedding. Let
J ¼ pþ linfsð1Þ; . . . ; sðnjÞg with pairwise orthogonal sð1Þ; . . . ; sðnjÞ ASn1, and let p
be contained in the orthogonal complement of linfsð1Þ; . . . ; sðnjÞg. The orthogonal
projection P of a vector z AHn1 onto the orthogonal complement of linfsð1Þ; . . . ;
sðnjÞg (relative toHn1 ) can be written as PðzÞ ¼ ðI 
Pnj
k¼1 s
ðkÞðsðkÞÞTÞz, where I de-
notes the identity matrix. Hence, for a general polytope with vertices vð1Þ; . . . ; vðmÞ
(embedded inHn1 ) the computation of the square of Rj can be expressed by the fol-
lowing optimization problem. Here, we use the convention x2 :¼ x  x.
min r2 such that
ðiÞ ðp PvðiÞÞ2c r2; i ¼ 1; . . . ;m;
ðiiÞ p  sðkÞ ¼ 0; k ¼ 1; . . . ; n j;
ðiiiÞ sð1Þ; . . . ; sðnjÞ ASn1; pairwise orthogonal;
ðivÞ p AHn1 :
ð4:1Þ
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In the case of Tn, (i) can be replaced by
ði 0Þ

p eðiÞ þ
Xnj
k¼1
s
ðkÞ
i s
ðkÞ
2
¼ r2; i ¼ 1; . . . ; nþ 1; ð4:2Þ
where the equality sign follows from Theorem 1. By (ii) and sðkÞ ASn1, (i 0) can be
simpliﬁed to
ði 00Þ p2  r2 ¼
Xnj
k¼1
ðsðkÞi Þ2 þ 2pi  1; i ¼ 1; . . . ; nþ 1:
Summing over all i gives ðnþ 1Þðp2  r2Þ ¼ ðn jÞ þ 2 ðnþ 1Þ, i.e., p2  r2 ¼
1 j
nþ1 . We substitute this value into (i
00) and obtain pi ¼ 12 n jþ2nþ1 
Pnj
k¼1ðsðkÞi Þ2
 
.
Hence, all the pi can be replaced in terms of the s
ðkÞ
i ,
r2 ¼ ð2þ ðn jÞÞð2 ðn jÞÞ
4ðnþ 1Þ þ
1
4
Xnþ1
i¼1
Xnj
k¼1
ðsðkÞi Þ2
2
þ j  1
nþ 1 ;
p  sðkÞ ¼  1
2
Xnþ1
i¼1
Xnj
k 0¼1
ðsðk 0Þi Þ2sðkÞi :
ð4:3Þ
We arrive at the following characterization of the minimal enclosing j-cylinders:
Theorem 9. Let 1c jc n. A set of vectors sð1Þ; . . . ; sðnjÞ ASn1 spans the underlying
ðn jÞ-dimensional subspace of a minimal enclosing j-cylinder of TnHHn1 if and only
if it is an optimal solution of the problem
min
Xnþ1
i¼1
Xnj
k¼1
ðsðkÞi Þ2
2
such that
Xnþ1
i¼1
Xnj
k 0¼1
ðsðk 0Þi Þ2sðkÞi ¼ 0; k ¼ 1; . . . ; n j;
sð1Þ; . . . ; sðnjÞ ASn1 pairwise orthogonal:
ð4:4Þ
It is easy to see that in case j ¼ n 1 the program (4.4) reduces to (1.1) stated in
the introduction.
By (4.3), in order to prove Rn1ðT nÞ ¼ ð2n 1Þ=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðnþ 1Þp Þ for even n, we have
to show that the optimal value of (1.1) is 1=n. We apply the following statement from
[3].
Proposition 10. Let nd 2. The direction vector ðs1; . . . ; snþ1ÞT of any extreme circum-
scribing ðn 1Þ-cylinder of Tn satisﬁes jfs1; . . . ; snþ1gjc 3.
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For completeness we repeat the short proof.
Proof. We can assume nd 3. Let s ASn1 be the axis direction of a locally extreme
circumscribing ðn 1Þ-cylinder. Let f ðsÞ :¼Pnþ1i¼1 s4i be the objective function from
(1.1), let g1ðsÞ :¼
Pnþ1
i¼1 s
3
i , g2ðsÞ :¼
Pnþ1
i¼1 s
2
i  1, and g3ðsÞ :¼
Pnþ1
i¼1 si. A necessary
condition for a local extremum is that for any pairwise di¤erent indices a; b; c; d A
f1; . . . ; nþ 1g,
det
 qf
qsa
qg1
qsa
qg2
qsa
qg3
qsa
 qf
qsb
qg1
qsb
qg2
qsb
qg3
qsb
 qf
qsc
qg1
qsc
qg2
qsc
qg3
qsc
 qf
qsd
qg1
qsd
qg2
qsd
qg3
qsd
0
BBBBB@
1
CCCCCA
¼ 24 det
s3a s
2
a sa 1
s3b s
2
b sb 1
s3c s
2
c sc 1
s3d s
2
d sd 1
0
BBB@
1
CCCA¼ 0:
The latter is a Vandermonde determinant, which implies jfsa; sb; sc; sdgjc 3. r
Using Proposition 10, (1.1) can be written as the following polynomial optimiza-
tion problem in six variables with additional integer conditions.
min k1s
4
1 þ k2s42 þ k3s43 such that
ðiÞ k1s31 þ k2s32 þ k3s33 ¼ 0;
ðiiÞ k1s21 þ k2s22 þ k3s23 ¼ 1;
ðiiiÞ k1s1 þ k2s2 þ k3s3 ¼ 0;
ðivÞ k1 þ k2 þ k3 ¼ nþ 1;
s1; s2; s3 A R; k1; k2; k3 A N0:
ð4:5Þ
Since the odd case of Theorem 2 is well-known [16], [22], we assume from now
on that n is even. The mindful reader will notice that for odd n the optimal value of
(4.5) coincides with the optimal value of the real relaxation (where the condition
k1; k2; k3 A N0 is replaced by k1; k2; k3d 0).
For k3 ¼ 0 the equality constraints in (4.5) immediately yield k1 ¼ k2 ¼ ðnþ 1Þ=2
B N, and similarly, for s2 ¼ s3 we obtain k1 ¼ k2 þ k3 ¼ ðnþ 1Þ=2 B N. Hence, we
can assume that s1, s2, and s3 are distinct and k1; k2; k3d 1. Moreover, for s3 ¼ 0
the resulting optimal value is 1=n which will turn out to be the optimal solution. Fi-
nally, by (iii), not all of the si have the same sign. Hence it su‰ces to show that for
s1 < 0 and s3 > s2 > 0 every admissible solution to the constraints of (4.5) has value
at least 1=n.
The linear system of equations in k1, k2, k3 deﬁned by (i), (ii), and (iii) is regular,
which is easily seen from the Vandermonde computation
det
s31 s
3
2 s
3
3
s21 s
2
2 s
2
3
s1 s2 s3
0
B@
1
CA¼ s1s2s3ðs1  s2Þðs1  s3Þðs2  s3Þ0 0:
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Solving for k1, k2, k3 yields
k1 ¼ s2 þ s3s1ðs2  s1Þðs3  s1Þ ; ð4:6Þ
k2 ¼ s1 þ s3
s2ðs2  s1Þðs3  s2Þ ; ð4:7Þ
k3 ¼ ðs1 þ s2Þ
s3ðs3  s1Þðs3  s2Þ : ð4:8Þ
Since all factors in the denominators are strictly positive, (4.7) and (4.8) imply in par-
ticular s1 þ s3 > 0 and s1 þ s2 < 0.
Using (iv) in (4.5) we can express one of the si by the others. Solving for s2
gives
s2 ¼  s1 þ s3ðnþ 1Þs1s3 þ 1 : ð4:9Þ
Note that the denominator in (4.9) is strictly negative.
Our main goal now is to show k1 < ðnþ 1Þ=2 and then to use the integer con-
dition to deduce k1c n=2. In order to achieve this, substitute (4.9) into the inequality
s1 þ s2 < 0 which (in connection with s1 þ s3 > 0) allows to conclude s23 > s21 >
1=ðnþ 1Þ. Then substitute (4.9) into (4.6) which yields
k1  nþ 1
2
¼ ððnþ 1Þs
2
1  1Þððnþ 1Þs3ðs3  s1Þ  2Þ
2ðs3  s1Þððnþ 1Þs21s3 þ 2s1 þ s3Þ
¼  ððnþ 1Þs
2
1  1Þðððnþ 1Þs23  1Þ  ððnþ 1Þs1s3 þ 1ÞÞ
2ðs3  s1Þðððnþ 1Þs1s3 þ 1Þs1 þ ðs1 þ s3ÞÞ < 0;
since all factors within the last fraction are positive. Hence, k1 < ðnþ 1Þ=2 and since
it is an integer k1c n=2. Similarly, although we do not need this, one can show
k3c n=2. However, note that this bound does not hold for k2.
Now it follows from k1c n=2 and (4.6) that
0c 2 ns23  2s23  n2s31s3 þ n2s21s23  ns31s3 þ ns21s23  2ns21 þ ns1s3
¼ 2ðns21  1Þððnþ 1Þs1s3 þ 1Þ þ s3ðs1 þ s3Þðnðnþ 1Þs21  n 2Þ:
That means at least one of the two terms of the sum must be non-negative which
gives s1c  1=
ﬃﬃﬃ
n
p
. Moreover, s1 þ s3 > 0 also implies s3d 1=
ﬃﬃﬃ
n
p
.
Finally, we show that for any admissible solution to the constraints of (4.5) the
objective value is at least 1=n. Replacing k1, k2, k3 and s2 in the objective function
via (4.6)–(4.9) and using the inequalities s1 < s3 and s1c1=
ﬃﬃﬃ
n
p
obtained above
we get
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k1s
4
1 þ k2s42 þ k3s43 ¼
1
nþ 1þ
ððnþ 1Þs21  1Þððnþ 1Þs23  1Þ
ðnþ 1Þððnþ 1Þs1s3  1Þ
d
1
nþ 1þ
ððnþ 1Þs21  1Þ
nþ 1 d
1
nþ 1þ
1
nðnþ 1Þ ¼
1
n
:
Hence, the optimal value of (4.5) is 1=n, and by our remark before Proposition 10 this
completes the proof of Theorem 2.
5 Connections to the Positivstellensatz
We close the paper by discussing the greater di‰culty of the even case of computing
Rn1ðT nÞ compared to the odd case, by analyzing problem (1.1) from the viewpoint
of the Positivstellensatz [20]. This theorem states the existence of a certiﬁcate when-
ever a system of polynomial equalities and inequalities does not have a solution, and
it can be regarded as a common generalization of Hilbert’s Nullstellensatz and of
linear programming duality. For our purposes, it su‰ces to consider the following
version of Putinar (see [15], [18]). For n A N let R½x ¼ R½x1; . . . ; xn denote the ring
of polynomials in x1; . . . ; xn, and let
X
R½x2 ¼
Xk
j¼1
b2j for some k A N; b1; . . . ; bk A R½x

be the set of all ﬁnite sums of squares of polynomials. Set g0 :¼ 1.
Proposition 11. If the polynomials f , g1; . . . ; gm A R½x satisfy
f ðxÞ > 0 for all x A S :¼ fx A Rn : g1ðxÞd 0; . . . ; gmðxÞd 0g
and
M :¼
Xm
i¼0
sigi : s0; . . . ; sm A
X
R½x2

ð5:1Þ
contains the polynomial 1Pni¼1 x2i , then f AM.
Hence, in order to prove that the optimal value of (1.1) is bounded from below by
some given value a, it su‰ces (by compactness of the admissible set) to show the
existence of such a representation for f ðsÞ :¼Pnþ1i¼1 s4i  aþ e in terms of g1ðsÞ :¼Pnþ1
i¼1 s
3
i , g2ðsÞ :¼ 
Pnþ1
i¼1 s
3
i , g3ðsÞ :¼
Pnþ1
i¼1 s
2
i  1, g4ðsÞ :¼ 
Pnþ1
i¼1 s
2
i þ 1, g5ðsÞ :¼Pnþ1
i¼1 si, g6ðsÞ :¼ 
Pnþ1
i¼1 si for every e > 0.
Bounding the degrees of the polynomials sigi by a ﬁxed constant in (5.1) serves to
give lower bounds on the minimum. These relaxations can be computed by semide-
ﬁnite programming (SDP) and are at the heart of current developments in SDP-based
constrained polynomial optimization (see [12], [13]).
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For the case n odd of (1.1) there exists a simple polynomial identity
Xnþ1
i¼1
s4i 
1
nþ 1 ¼
2
nþ 1
Xnþ1
i¼1
s2i  1

þ
Xnþ1
i¼1
s2i 
1
nþ 1
 2
ð5:2Þ
which shows that the minimum is bounded from below by 1=ðnþ 1Þ, and since this
value can be attained by s1 ¼    ¼ sðnþ1Þ=2 ¼ sðnþ3Þ=2 ¼    ¼ snþ1 ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1p ,
the minimum is 1=ðnþ 1Þ. For any e > 0, adding e on both sides of (5.2) yields a rep-
resentation of the positive polynomial on the left side as a sum of squares of the gi.
Note that for every odd n this representation uses only polynomials sigi of (total) de-
gree at most 4.
For the case n even (with minimum 1=n) the situation is quite di¤erent. A computer
calculation using the Software GloptiPoly [10] showed that already for n ¼ 4 it is
necessary to go up to degree 8 to ﬁnd the Positivstellensatz-type certiﬁcate of opti-
mality. Since from a practical point of view the computational e¤orts of this calcula-
tion drastically increase with the number of variables, we do not know up to which
degree it is necessary to go for n ¼ 6.
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