We model the spread of a SIS infection on Small World and random networks using weighted graphs.
Introduction
The study of epidemiological models has been a subject of great interest for many years. The aim is to model the spread of a particular infectious disease, reproducing the actual dynamics of the disease and designing strategies to control and possibly eradicate the infection. Several approaches to tackle this problem have been undertaken. The majority of epidemic models are based on a compartmental model in which the individuals are grouped according to their disease status [1] , [2] . The basic models describe the number of individuals that are susceptible to (S(t)), infected with (I(t)) and recovered from (R(t)) a particular disease at time t. The dierence in responses between individuals, the inuence of the topological structure of the system and many other complex aspects of the progression of the disease are neglected in this approach.
Although the simplicity of the model means a loss of information and reality, it enables us to get a rst glimpse of the inner workings of the dynamics of the disease spread and makes calculations of threshold values and equilibria possible. The assumptions of this model lead to two standard sets of dierential equations that have provided the foundation of the majority of mathematical epidemiology:
1) The Susceptible-Infectious-Removed (SIR) model:
2) The Susceptible-Infectious-Susceptible (SIS) model:
where N is the population size, β is the birth rate, ρ is the natural death rate, δ is the recovery rate and λ is the infection rate. The SIR model is a suitable model for infectious diseases that confer lifelong immunity, for example measles or whooping cough. The SIS model is mainly used to model the spread of sexually transmitted diseases, such as chlamydia or gonorrhoea, where repeated infections are common. In these models a random mixing assumption is made:
each individual has a small and equal chance of coming into contact with any other individual. Many modications to this basic approach have been made to account for more heterogeneities. One approach is to further subdivide the population into subpopulations, with dierent mixing rates in these groups. This means that the parameter β in the above equations is replaced by a matrix, describing the transmission of infection between dierent groups. Nevertheless, the random mixing assumption, at least within the subgroups, remains unchanged. In reality, however, it is usually the case that the number of contacts of an individual is much smaller than the population size and random mixing does not occur so that the above model can only serve as a relatively crude approximation. Models that incorporate network structure avoid the need to rely on the random mixing assumption. They do so by assigning each person a xed amount of contacts. Networks thus capture the permanence of interactions. A network (or graph) is comprised of a set of nodes and a set of edges.
An edge is a connection (or bond) that links two nodes. Not all nodes in a network are connected directly by one edge. Nodes that are connected by one edge are called neighbors. We introduce following network quantities:
• V = {v i }, the set of nodes.
• E = {e ij }, the set of edges. e ij is the edge running from node v i to node v j .
• k i , the degree of node v i , i.e., the number of neighbors of node v i .
• < k >, the average degree of the nodes.
• k max , the maximum degree found in the network.
• P (k), the degree distribution, i.e., P (k) is the percentage of nodes in the network that have degree k.
In a network used to model the spread of a SIS infection, the nodes represent individuals that are either infected by or susceptible to the disease under con- 
1) Regular lattices
In regular lattices each vertex is connected to its k nearest neighbors, to form either rings (one-dimensional) or grids (two-dimensional) [8] .
2) Random graphs
The term random graph refers to the disordered nature of the arrangements of links between dierent nodes . Erdös and Réyni (ER), in their rst paper, proposed a model to generate random graphs with N nodes and K links [9] .
Starting with N disconnect nodes, these random graphs are generated by connecting couples of randomly selected nodes, prohibiting multiple connections, until the number of edges is K.
An alternative model for ER graphs is created by connecting each pair of nodes with probability 0 < p < 1. This procedure results in graphs having dierent amount of edges present but the two models show strong similarities and coincide in the limit of large N. random graphs have degree distribution approximately Poisson with parameter < k >.
3) Small World networks
The study of dynamical processes over real networks has pointed out the ex- 
4) Scale free networks
Networks that have a power law degree distribution:
are called scale free [11] . In comparison, in a random graph, P (k) decays faster than exponentially. In scale free networks we often nd a signicant amount of nodes with very high degree. In the context of disease spread on a graph, these nodes are aptly called super spreaders. In scale free networks the average degree < k > is no longer a relevant variable and one expects uctuations in
< k

2
> to play an important role.
In their work, Shirley and Rushton investigated how the speed of the disease spread is inuenced by certain topological characteristics of the graph [12] .
They found that an epidemic spreads fastest on a scale free network, followed by random graphs and is slowest on regular lattices. Small World graphs lay in between random and regular graphs. In their model, the transmission probability between nodes is homogeneous throughout the network, i.e., w ij = w.
However, when modelling the spread of a disease on a network one should, along with complex topological features, take into account heterogeneity in the intensity strength between nodes: not every individual is susceptible to infection or capable to infect its neighbors to the same degree. The complexity in the capacity and intensity of the connections also plays an important role in other real networks like scientic collaboration networks, air-transportation networks, internet clusters and other large infrastructure systems. Newman showed that weighted networks can in many cases be analyzed by using a simple mapping from the weighted graph to an unweighted multi graph and then applying standard techniques for unweighted networks [13] . Simonsen In this work, we focus on the eect of heterogeneities in the transmission probabilities on the dynamics of the disease spread. We use the strong analogy between the spread of a disease on the network and a random walk performed on that network to derive a master equation describing the dynamics of the process. We nd conditions under which an epidemic does not break out and investigate numerically the eect of a non-symmetric weight distribution on the dynamics of the disease spread.
This paper is organized as follows: In section 2, the epidemic models (SIS) is described. Section 3 contains the derivation of the master equation describing the dynamic process. Section 4 is concerned with identifying conditions that prevent the outbreak of an epidemic. In section 5, we discuss our numerical simulations and their results. We close with an overview of the main results and a discussion in section 6.
The model
In this paper we will consider the standard SIS epidemic models without birth and death on a Small World graph.
The epidemic model
At each time t, the population is divided into two categories: susceptibles,
S(t) ≥ 0, and infectious, I(t) ≥ 0. We normalize so that S(t) + I(t) = 1
for all times t. Susceptible members are virgin territory for the disease, whilst infectious members are both infected and capable of infecting others with whom they are in direct contact, i.e., their neighbors. After being infected for time τ Inf , an individual returns to the susceptible class. In this paper we take τ Inf = 1.
The Network
In our networks, the vertices of the graph represent the individuals of the pop- This information is encoded in the weight matrix W, dened in the previous section.
The weights play the important role of conveying susceptibility and transmis- 
Random Walks and Epidemics
In this section we will describe the model implemented to simulate the spread of an infectious disease throughout a population and derive a master equation governing the dynamics of the system. The design of the model was inspired by the work of Alves et al [17] . There is an strong analogy between the model of an epidemic on a network and a random walk performed on this network that can be described as follows:
Suppose we want to follow the spread of an SIS epidemic on a social network. t 0 so that we do not 'run out' of walkers (the ability to infect) at some time t before the end of our experiment. If we want to model the spread of a SIS infection for T max time steps, we need to place at least
node v j . This is to ensure that, when the node is infected, an infection can happen along each bond eminating from our node throughout the duration of the experiment.
Let us dene following quantities:
• Let N = T max j k j be the total number of random walkers participating.
(Here, the sum is taken over all nodes.)
• Let W = {w ij } be the matrix of transmission probabilities described earlier: w ij is the probability of infected individual v i to infect susceptible individual v j .
• Let I(t) = {I i (t)}, where 
I(t) is called the infection matrix. The number of non-zero elements of I(t)
is the total number of infected individuals at time t.
We model the spread of the infection through the population via a random walk performed on the network: Let us denote by η i (t) the percentage of walkers at node v i at time t. This is the quantity that will give us information about the dynamics of the disease spread. We note following properties of η i (t):
• If node v i is susceptible at time t, η i (t + 1) − η i (t) >= 0 and the larger this dierence is, the more susceptible to infection is the node.
• If node v i is infected at time t, walkers are leaving but may also enter from neighboring nodes so η i (t + 1) − η i (t) does not give any useful information.
• The change in walker density from time t to time t + 1 for the susceptible 13 node v i satises:
all neighboring nodes are infected and all walkers from those nodes move to v i .
• The change in walker density from time t to time t + 1 for the infected node v i satises:
all k i walkers leave node v i and no walkers enter.
• Hence, for a generic node v i , we have
• Nodes that are extremely susceptible to infection at time t have large |η i (t+
, are very infectuous. Hence |η i (t + 1) − η i (t)| quanties the extend to which node v i participates in the spread of the disease under consideration.
• Since the infection time τ inf is one and |η i (t + 1)
and for T max ≥ 1:
• From the derivation of these bounds, we can conclude that a generic node v i satises:
• Nodes with large η i (T max ) values have been infected with great intensity but have transmitted the disease with low frequency.
• Nodes with small η i (T max ) values have rarely been infected themselves but if infected have contracted the disease to many of their neighbors.
• i η i (t) = 1 for all t.
The Master Equation
We now derive the equation governing the dynamics of the disease spread. This 
For the moment, let us presume that node v i is infected. Then the edge current on the directed edge from vertex v i to a neighboring vertex v j is given by:
The edge current is the fraction of walkers moving along this edge according to the weight distribution emanating from that node. Note that
is the probability of a walker deciding on the edge from vertex v i to vertex v j .
Since no walkers are leaving if the node is susceptible, we must have:
and
and upon substitution into equation (4), we obtain
With the matrix T dened as follow:
we can rewrite equation (8) in matrix notation.
η(t + 1) = η(t) + I(t) ·
Equation (9) is the desired master equation. This equation governs the dynamics of the disease spread. We can see that η(t + 1) depends on the initial walker distribution, the sum of the infection matrices from time t 0 to t, which tells us which nodes have not been infected yet and the matrix T, which is called the transfer matrix.
Conditions for non-outbreak
If η(t + 1) ≈ η(t 0 ) for all t, an outbreak of the epidemic does not take place.
From equation (9) we can see that this is the case if either 1.
In this paper we will concentrate on the rst condition. We investigate how 
. • r: The short distance radius
• p r : The probability of short distance bond formation
• R: The long distance radius
• p R : The probability of long distance bond formation
• w r : The transmission probability along short distance bonds.
• w R : The transmission probability along short distance bonds.
Points lying a distance less than r away from each other are connected with probability p r . Points lying a distance more than R away from each other are connected with probability p R . Transmission of the disease along short distance bonds occurs with probability p r , transmission along long distance bonds occurs with probability p R .
Sensitivity to initial conditions
To see when t τ =t 0 I(τ ) ≈ 0, let us set up our Small World graph as follows:
The population size N is 2000. All transmission probabilities across bonds, regardless of the nature of the bond, except for node one, are held xed at 3% (i.e., p r = p R ). This value is chosen because our numerical simulations with homogeneous transmission probabilities showed that an epidemic does rarely break out for values around 3% We will look at two dierent scenarios to evaluate the inuence of long distance connections in the network:
1. p R is chosen small enough so that the average long distance degree of a node lies at 0.09 (Small world graph).
2. p R = 0, no long distance connections are permitted (random graph).
p r is chosen so that the average short distance degree is 25. Node one, the initially infected, has degree k 1 = 20 with 19 short distance connections and one long distance connection in case one and 20 connections in case 2. We dene the participation ratio P R(t) at time t as the percentage of the population that has been infected at least once during the time interval [0, t] values, i.e. how the non-symmetry of the transmission probabilities of the initial node and the extend to which it is not symmetric eect the dynamics of the epidemic. The diameter and participation ratio are measured at the last time step T max . T max is chosen large enough so that either the epidemic has spread through all the population, resulting in a maximal diameter and participation ratio, an equilibrium is reached (participation ratio and diameter approach some limit) or the epidemic has died out for some t < T max . Our numerical simulations resulted in gure number 1.
We can see that the plots look very similar for graphs without long distance connections and Small World graphs. As expected, the introduction of long distance connections between nodes drives up the diameter and participation ratio.
We note that the plots of the diameter and participation ratio in both cases This behavior is surprising and needs further investigation.
Results and Discussion
We have used the analogy between the spread of a disease on a network and a random walk performed on this network to derive a master equation describing the dynamics of the process. We found two conditions under which an epidemic does not break out. One of these conditions strongly depends on the transmission probabilities of the initial node. This lead to the consideration of a non-symmetric weight matrix W. The majority of research concerning epidemic modeling on networks assumes that the transmission probability matrix W is symmetric. This means that node v i infects neighboring node v j with the same probability as node v j infects node v i . We have focused on a more realistic setting where we take into account the heterogeneity in the intensity strength between nodes, i.e., a non-symmetric weight matrix W. In particular, we focus on the initially infected individual showing these heterogeneities, leaving all other nodes with homogeneous transmission probabilities.
We chose these small enough so that in case of a fully homogeneous network an epidemic would not break out. We numerically investigated the eect of the non-homogeneous weight distribution of the initial node. To quantify the heterogeneity in transmission probabilities, we dened two nodal quantities:
, describes the dierence between outgoing (w ij ) and incoming (w ji ) transmission probabilities of node v i . 
The entropy S
First, we make some observations: • Time t 2 : To keep loosing walkers at the largest rate, the node needs to be infected at every second time step. We assume that only one walker • Hence, for t = T max , we obtain: • Time t 3 : Assuming that all walkers of all infected neighboring nodes will move to v j , we obtain:
since we assumed all neighbors of v j to be of maximum degree.
• We now assume that step 2 and 3 repeat until the end of the experiment.
• Time t 4 :
• Time t 5 :
