Abstract-Traditional statistical analysis and mining of net-aggregate and cluster-based traffic prediction models are given work data are often employed to determine traffic distribution, in Section IV. The paper concludes with Section V. to summarize a user's behavior patterns, or to predict future network traffic. We analyze three months of network log data II. E-COMM NETWORK AND TRAFFIC DATA from a deployed public safety trunked radio network. After data cleaning and traffic extraction, we apply the K-means algorithm
249 the centroid of the entire data set, weighted by the number of data points in the cluster (maximization step). These steps identical values. From the 26 fields in the database, 9 fields are repeated until the distributions no longer move. At the end that capture the user's behavior and network traffic are of of the process, each point is tied to a certain cluster with the particular interest to our study: Event UTQAt, Duration$ms, highest probability. In a mixture model M with K clusters Systemld, Channelld, Caller, Callee, CallType, CallState, and Ci, i = 1, . . ., K, the probability of a data point x belonging MultiSystemCall. A sample of the pre-processed traffic data to the model is: is shown in Table I . After reducing the database dimension K to 9, we removed the redundant records. The records with K call-state = 1, which implies the call drop event, are redundant P(x M) = E47i * P(x C M), because each call drop event already has a corresponding call i-i assignment event in the database. (Note that the reverse is not where Wi is the mixture weight.
true.) We also removed records for the control channel whose One of the most commonly used data clustering algorithms traffic data were not available.
is K-means [8] . The number of clusters K (known a priori) If a call is a multi-system call involving several systems, and the object similarity function are two input parameters. one record for each involved system is created to represent this
We use the inter-cluster and the intra-cluster distances to call in the original event log database. As shown in Table I , assess the overall clustering quality. The inter-cluster distance based on the caller, callee, and call duration, records 1 and reflects the dissimilarity between clusters. It is defined as the 6 represent one group call from caller 13905 to callee 401, Euclidean distance between two cluster centroids (the mean involving systems 1 and 7 and lasting -1350 ms. Records 29, value of the objects in a cluster, which can be viewed as 31, 37, and 38 represent a group call from caller 13233 to the cluster's center of gravity). The intra-cluster distance is callee 249, involving systems 2, 1, 7, and 6. the average distance of objects from their cluster centroids, The call duration is sometimes inconsistent because of the expressing the coherent similarity of data in the same cluster. transmission latency and glitches in the distributed database A large inter-cluster distance and a small intra-cluster distance system. For example, records 1 (1340 ms) and 6 (1350 ms) in indicate better clustering. The overall clustering quality indi- Table I , have 10 ms difference in call duration field although cator is defined as the difference between the minimum interthey represent one single group call. We used 50 ms difference cluster and the maximum intra-cluster distances. The greater in call duration as an empirical choice when combining the the indicator, the better the overall clustering quality. Another multiple records. The result of the data preprocessing is a measure for the clustering quality is silhouette coefficient [8] , database with -55% fewer records. After the traffic extraction, which is rather independent of the number of clusters K. If the number of records in the database was reduced to only 19% a(x) and b(x) are average distances between data point x and of the original records. other data points in clusters A and B, respectively, then:
Clustering analysis groups or segments a collection of Experience shows that larger values of silhouette coefficient objects into subsets or clusters so that the resulting intra-produce better results. Values between 0.7 and 1.0 indicate cluster similarity is high while the inter-cluster similarity is clustering with excellent separation between clusters.
low. An object can be described by a set of measurements The inter-cluster and the intra-cluster distances, the overall or by its relations to other objects. Network users' behavior quality, and silhouette coefficients for various number of may be characterized by the time of the calls, the average call clusters K are shown in Table II . Cluster sizes are: 17, 31, and duration, or the number of calls during a certain time interval. 569 for K = 3; 17, 33, 4, and 563 for K = 4; and 13, 17, 22, A commonly used metric in the telecommunication industry 3, 34, and 528 for K = 6. Based on the overall quality and is the hourly number of calls. It may be regarded as the the silhouette coefficient, K = 3 produces the best clustering footprint of a user's calling behavior. Since the talk group is results. One week of traffic data for talk groups in each cluster the basic talking unit in the B-Comm network, we use a talk and their distinct calling behavior are shown Fig. 1. group's hourly number of calls to represent a user's behavior.
The properties of the three K-means clusters are given in The collected 92 days of traffic data (2,208 hours) imply that Table III. The first cluster has 17 talk groups, representing each talk group's calling behavior may be portrayed by the the busiest dispatch groups whose main tasks are coordinating (0,1,1) is commonly used for the cluster contains 31 talk groups with medium network usage. seasonal part (P, D, Q) because the cyclical seasonal pattern The last cluster identifies a group of the least frequent network is usually a random-walk and may be modeled as an MA users who made on average no more than 16 calls per hour. process after one-time differencing. The model's goodness-ofThese interpretations of clusters have been confirmed by the E-fit is validated using the null hypothesis test that includes time Comm domain experts. Therefore, in the prediction of traffic, plot analysis and the autocorrelation function of the model we use the three clusters identified by K-means.
residual. The summary of parameter selection criteria is shown IV. TRAFFICPREDICTION in Table IV. IV. TRAFFIC PREDICTION~F our models with parameters fitted for the B-Comm network
We compare predictions of network traffic based on aggre-traffic and the aggregate traffic prediction results are shown in gate traffic and based on user clusters. Table V . The model performance is tested for several groups of data (A, B, C). We forecast future n traffic data based on 
