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1. INTRODUCTION 
In [IS] Radjavi proved that a multiplicative semigroup of matrices over 
an algebraically closed field of characteristic 0 is simultaneously 
triangularizable if and only if tr(ABC) = tr(BAC) for all A, B, C in the 
semigroup, where tr(T) denotes the trace of the matrix T. Radjavi proved 
an analogue of this result for multiplicative semigroups of trace class 
operators on a complex Hilbert space. Radjavi’s algebraic result extends 
results of Kolchin, Levitsky, and Kaplansky (see [3]). Also the trace-class 
result extends results on triangularizing sets of operators on Hilbert space, 
e.g., C5, 6, 81. 
In this paper we prove that Radjavi’s commuting trace condition is 
equivalent to triangularizability for a semigroup of finite rank transfor- 
mations on a possibly infinite-dimensional vector space. Moreover, we 
show that an algebra A of algebraic linear transformations is 
triangularizable if and only if A/J(A) . 1s commutative, where J(A) denotes 
the Jacobson radical of A. We also prove a similar result for algebras of 
locally algebraic transformations. We then characterize the radical of an 
algebra of finite rank transformations in terms of the trace, thus obtaining 
Radjavi’s result. The same techniques can be used to obtain Radjavi’s result 
for trace class operators. In addition we extend the results of Laurie, 
Nordgren, Radjavi, and Rosenthal [S], as formulated by Murphy [6] that 
say that a norm closed algebra A of compact operators on a Hilbert space 
is triangularizable if and only if A/J(A) is commutative. We prove that a 
norm closed algebra A of polynomially compact operators is 
triangularizable if A/J(A) is commutative. Our proof of the algebraic 
results relies on an algebraic analogue of Ringrose’s theory [ll, 121 of 
“diagonal coefficients” for compact operators. 
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2. ALGEBRAIC RESULTS 
Suppose X is a vector space over an arbitrary field F, an 
of linear transformations on X. A subset A of L(X) 
triangularizable if there is a maximal chain (with re cl Is inclusion) Qf 
subspaces of X such that each member of t chain is invariant 
every transformation in A. 
Let C be a maximal chain of linear subspaces of X. Let alg C den 
algebra of all linear transformations on X that leave invariant each 
subspaces in C. For each M in C, let MP denote the union of 
elements of C that are properly contained in . The ~ax~ma~~ty of C 
~ E C whenever ME C. It also follows fr the maxima~ity 
mension of M/M- is either 0 or I. If di AK ) = 1, then 
each T in alg C induces a scalar linear transformation on 
denot is scalar by d,(T) and refer to it as the diagonal coefficieplt of T at 
M. If = AC, we detine d,(T) = 0 for every T in alg C. It is clear that, 
for each M in C, the map d, : alg C + F is a homomor 
to 1 if and snly if M # iK ). For each T in alg C, let 
scalars z in F for which T- z is not invertible in alg 6, let cd(T) = (d,,,(T): 
ME C}, and let G&T) denote the set of eigenvaiues of TV Since each d, is a 
momorphism, it follows that GJT) E G,(T) u (0 > for every T in alg C. 
ecali that a linear transformation T is algebraic if there is a nonzero 
polynomial p such that p(T) = 0. A transformation T is locally aigebraic if, 
for each vector x there is a nonzero polynomial pY su& that p,( 7”)~ = 0; 
the local minimal polynomial of T at x is the manic polynomial of smallest 
degree such that p(T)x = 0. 
hdMA 2.1. Suppose T E alg C. Then 
(1) qmQJ,(n 
(2) if‘ T is locally algebraic, then ad(T) G G,(T) v (0 j. 
(3) fl T is locally algebraic, then every local minima~~oiynomia~~or T 
splirs over F, 
(4) if T is locally algebraic, then T is locally nilpotent f and only if 
Q‘,(at = pj, 
(5) if T is algebraic, then T is nilpotent zy and only lf GJT) = (01. 
BrooJ: (1) Suppose z is in (T~( T) and choose a nonzero vector f so that 
Tf = z$ Let A4 be the intersection of all the elements of C that contain j 
Then Mp #M and d,(T)=z. 
(2) Suppose T is locally algebraic and suppose z E BJ T)\(O >. Then 
there i an M in C such that M # AL and dM( T) = z. Suppose ,f~ 
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Since T is locally algebraic, the cyclic invariant subspace N for T with 
cyclic vector f is finite-dimensional. Let q be the minimal polynomial for 
TIN. Since q( T)f = 0, it follows that q(T)(M) c M- ; whence, q(z) = 0. It 
follows that z is an eigenvalue for TI N; thus z E oP( T). 
It is clear that (3) follows from the proof that q(z) = 0 above, and that 
(4) and (5) follow immediately from (1) and (2). 1 
Recall that the strict topology on L(X) is defined so that the basic 
neighborhoods of a transformation T are defined for each finite subset E of 
X to be the set of transformations that agree with T on E. It is clear that 
alg C is strictly closed. The next lemma proves a simple analogue, for 
algebras of locally algebraic transformations, of two results for algebraic 
algebras and Banach algebras (see Theorems 14 and A in [3]), with locally 
nilpotent transformations playing the role of nilpotents and of 
quasinilpotents in the latter two results. 
LEMMA 2.2. Suppose that A is a strictly closed unital subalgebra of L(X) 
consisting of locally algebraic transformations whose local minimal 
polynomials split over F. Then 
(1) every element of J(A) is locally nilpotent, 
(2) if I is an ideal in A qf locally nilpotent transformations, then 
ZG J(A). 
Proof (1) Suppose that TE J(A). If p is any polynomial, then 
p(T) - p(0) = Tq( T) for some polynomial q; whence p(T) - p(0) E J(A) for 
every polynomial p. If p(0) # 0, it follows that p(T) is invertible. It follows 
that p(0) = 0 for every local minimal polynomial p for T; whence T is 
locally nilpotent. 
(2) Suppose T is locally nilpotent. To prove (2) it suffices to show that 
1 - T is invertible. However, the geometric series 1 + T+ T* + . . . , con- 
verges to (1 - T))’ in the strict topology, since T is locally nilpotent. 1 
LEMMA 2.3. Suppose that A is a unital subalgebra of alg C. Then 
(1) zf every T in A is algebraic, then J(A) is the set of all nilpotents in 
A and A/J(A) is commutative. 
(2) if every T in A is locally algebraic and A is closed in the strict 
topology, then J(A) is the set of locally nilpotent elements of A, and A/J(A) 
is commutative. 
(3) in both (1) and (2), J(A) is the intersection of the kernels of all of 
the dM’s, with ME C. 
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Proof. Let I be the intersection of the kernels sf all of 
ME C. Since each d, is a homomorphism whose range is ei 
or (O), and since at least one d, is nonzero, it follows that 
terse&ion of maximal left ideals, contains J(A), and A/% is c 
owever, in case (I), it follows from Lemma 2.1 that I is the set of 
nilpotents in A, and therefore I c J(A). Thus I= J(A) in case (1). Simiiarly, 
in case (2), Lemma 2.1 implies that I is exactly the set of locally nilpotent 
transformations in A; whence, by Lemma 2.2, Bc +?(A ). 
Remark. The assumption that A is strictly closed cannot be dropped in 
part (2) of the preceding lemma. For example, if T is locally nilpotent but 
not nilpotent, then the algebra of polynomials in T is sem~s~mp~e, since it is 
isomorphic to the algebra of polynomials over F. 
THEOREM 2.4. Suppose that A is an algebraic subalgebra of L(X) stlch 
that the ~~~nirna~ polynomial of each element of A splits over F. T~e~ol~o~~ing 
are equivalent. 
(1) A is algebraically triangularizable, 
(2) every chain of invariant subpaces for A is contained in a chain of 
imariant subspaces for A that is a maximal chain in the set of all linear sub- 
spaces of X, 
(3) A/J(A) is commutative, 
(4) J(A) = {TEL(X): T is nilpotent}. 
ProoJ: S’he implication (2) * (1) is obvious, and the ~rn~~i~at~o~ 
(1) * (4) follows from Lemma 2.3. 
To prove (4) * (3), assume that (4) holds. If TEA, and if zi ,...) Z, are the 
eigenvalues of T, then there are idempotents P, ,..., P,,, each of which is a 
polynomial in T, such that T-Ck z,B, is niipotent. 
generated by its idempotents and contains no nonzero nil 
are idempotents in A/J(A), then (1 - ) QP and PQ(l - P’) are 
nd are therefore 0. Thus PQ = QP, which imphes that A/J(A) is 
commutative. 
Finally, suppose that (3) is true. Let C be a maximal chain (with respect 
to inclusion) of linear manifolds that are invariant under A. In order to 
prove (2), we need to show that C is maximal with respect to the set of all 
linear submanifolds of X. We must show that dim(M/M-) d 1 for each M 
in C. Assume, to the contrary, that ME C and d~rn(~/~- ) > I. Each 
A induces an operator T^ oip M/M- defined by TA (x + Iti- ) = TX + 
It follows that the algebra A A has no nontrivial invariant subspaces. 
Hence, the kernel of the map T -+ TA on A is a primitive ideal of A, which 
must therefore contain J(A). It follows that the algebra A * is algebraic, 
188 DONHADWIN 
semisimple and commutative. Since the minimal polynomial of each 
element of A A splits over F, it follows that A A contains only scalar mul- 
tiples of the identity, since A A has no nontrivial invariant subspaces. This 
clearly contradicts dim(M/M- ) > 1. [ 
Only a slight modification of the preceding proof is required to prove the 
following locally algebraic analogue. 
THEOREM 2.5. Suppose that A is a strictly closed subalgebra of L(X) 
with each element of A locally algebraic. Suppose that the local minimal 
polynomials of the elements of A all split over F. The following are 
equivalent. 
( 1) A is algebraically triangularizable, 
(2) every chain of invariant subspaces of A is contained in a chain of 
invariant subspaces that is maximal chain in the set of all subspaces of X, 
(3) A/J(A) is commutative, 
(4) J(A) is the set qf all locally nilpotent elements of A. 
The following lemma, due to Kaplansky [4], is a key ingredient in 
Radjavi’s proof [8] of his trace-condition result. It is also the key link 
between our extension of Radjavi’s result and Theorem 2.4. 
LEMMA 2.6. Suppose F has characteristic zero. If z, , z*,...,z, E F and 
z: + z’; + . . . +zi=O for k= 1,2 ,..., then z,= . ..z.,=O. 
THEOREM 2.7. Suppose that F has characteristic zero and that A is an 
algebra of finite rank linear transformations on X such that the minimal 
polynomial of each element of A splits over F. Then 
(1) an element T of A is nilpotent if and only if tr(Tk) =0 for 
k = 1, 2,..., 
(2) J(A)= {TEA: tr(TW)=O for every Win A}, 
(3) A is algebraically triangularizable if and only tf tr(STW) = 
tr( TSW) for every S, T, W in A. 
Proof (1) Since each element of A is the direct sum of a 0 transfor- 
mation and a transformation on a finite-dimensional space, the latter sum- 
mand being triangularizable implies that the desired conclusion follows 
from Lemma 2.6. 
(2) This follows from (1) and the fact that J(A) is the maximal nil 
ideal of A. 
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(3) It follows from Theorem 2.4 that ie is algebra~~al~~ 
tria~gulari~able if and only if A/J(A) is commutative, i.e., ST- TS E J(A) 
for every S and Tin A. It follows from (2) above that the 
equivalent to tr(STW) = tr(TSW) for all S, T, W in A. 
3. OPERATOR-THEORETIC 
Let N be a complex Hilbert space, and let B(PI) and K(H), respectively, 
denote the set of (bounded linear) operators and compact operators on 
In this case the role of linear manifolds is played by the (closed linear) sub- 
spaces of N. A subset A of B(H) is triangularizable if there is a maximal 
chain of subspaces of H such that each element of the chain is invariant for 
every operator in A. 
In [6] G. Murphy showed that a triangularization result of Laur’ 
Nordgren, Radjavi, and Rosenthal [.5] could be formulated in t 
following way. 
THEOREM 3.1. Suppose that A is an algebra qf compact operators on H. 
Then A is triangularizable if and only if A/J(A) is commutative. 
The structure of the proof of Theorem 3.1 is similar to those of Theorems 
2.4 and 2.5. The analogue of Lemmas 2.1 and 2.2 was proved by 
[ll, 121, who proved that if C is a maximal chain of subspaces of H and if 
T is a compact operator in alg C, then gd(T) u (01 = o(T) u (0). Note in 
this case, for each M in C, the subspace IK is defined to be the norm 
closure of the union of the elements of C that are roperly contained in M, 
and the spectrum O(T) of an operator T is the set of complex numbers z for 
which T- z is not invertible. An operator T is ~~asi~~~p~t~~t if cr(T) = (01. 
The key ingredient in proving the other half sf Theorem 3.4 Is 
Lomonosov’s lemma [ 9 ]. 
THEOREM 3.2. Suppose that A is a subalgebra of (H) having no nan- 
trivial invariant subspaces, and let T be a nonzero compact operator. Then 
there is an S in A such that 1 EG,,(ST). 
~QROLLARY 3.3. Suppose A is a subalgebra of 
either 
(1) A is commutative, or 
(2) every element of A is quasinilpotent, 
then A has a nontrivial invariant subspace. 
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The techniques used to prove the “if” part of Theorem 3.1 can be used to 
prove a slightly stronger result. An operator T is polynomially compact if 
there is a nonzero polynomial p such that p(T) is compact. 
THEOREM 3.4. Suppose that A is a norm closed algebra of polynomially 
compact operators on H such that A/J(A) is commutative. Then A is 
triangularizable. 
ProoJ: Suppose C is a maximal chain of invariant subspaces for A; we 
must show that C is a maximal chain in the set of all subspaces of H. Sup- 
pose ME C, and assume via contradiction that dim(M/M- ) > 1. 
Using the notation in the proof of (3) =P (2) in Theorem 2.4, it follows 
that A A is an algebra of polynomially compact operators that has no non- 
trivial invariant subspaces. 
Since A” has no nontrivial invariant subspaces, it follows that no non- 
zero two-sided ideal of A A has a nontrivial invariant subspace (see [ 10, 
p. 461). We apply this fact repeatedly. 
Since [J(A) n K(H)] n is an ideal of A A consisting of compact 
quasinilpotents, it follows from Corollary 3.3(2) that [J(A) n K(H)] A = 0. 
Since J(A n K(H)) = J(A) n K(H), it follows that J(A)/[J(A) n K(H)] is 
a Banach algebra of nilpotents. Thus, by a theorem of S. Grabiner [ 11, 
there is an integer n such that a”=0 for every a in J(A)/[J[A] nK(H)]. 
Since [J(A) n K(H)] A = 0, it follows that u” = 0 for every a in J(A) A. It is 
shown in [2] that J(A)^ must have a nontrivial invariant subspace; 
whence, since J(A) A is an ideal in A A, we conclude that J(A) A = 0. 
Since A/J(A) is commutative and J(A) A = 0, it follows that A A is com- 
mutative. Thus [A n K(H)] A is an ideal of A A that is commutative and 
consists of compact operators. Thus, by Corollary 3.3( 1 ), 
[A n K(H)] A = 0. 
Since, by hypothesis, A/[A n K(H)] is algebraic, it follows that A A is a 
commutative algebraic algebra of operators that has no nontrivial 
invariant subspaces. This is clearly the desired contradiction of 
dim(M/M-) > 1. 1 
Remark. Note that in Theorem 3.1 the algebra A need not be closed, 
but the assumption that A is norm closed cannot be removed in 
Theorem 3.4. In fact it is shown in [2] that there is an algebra of nilpotents 
on a separable infinite-dimensional Hilbert space that has no nontrivial 
invariant subspaces. 1 
A key ingredient in Radjavi’s proof of his trace characterization of 
triangularizability for algebras of trace class operators is Radjavi’s 
generalization of Kaplansky’s result (Lemma 2.6). 
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LEMMA 3.5. Suppose that (~~3 is ,a sequence of complex numbers such 
that C, zk = 0 for k = 1,2 ,.... Then z, = 0 for n = 1, 2 ,.... 
The proof of Theorem 2.7 needs only to be slightly modified to prove t 
analogue for trace class operators. For the definition and basic properties 
of trace class operators see [12]. 
THEOREM 3.6. Suppose that A is an algebra 01 trace class operators 
(I) if TEA, then T is quasinilpotent tj” and o&y if tr(T”) =O .fi;:u 
n = 1) 2, 3 )...) 
(2) J(A)=(T~A:tr(TW)=Oforevery Win A}, 
(3) A is triangularizable if and only if tr(STW) = tr(TSW) for every 
S, T, WinA. 
The questions below arise naturally from comparing the algebraic and 
the operator-theoretic results. 
QUESTIONS. (1) If A is a norm closed algebra of compact operators on 
and J(A) = {TEA: T is quasinilpotent), then must A/J(A) be com- 
mutative? What if the elements of A are all trace class operators? 
(2) Suppose that A is a triangularizable norm closed algebra of 
polynomially compact operators. Must A/J(A) be commutative? 
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