Introduction and statement of results
By extending notes of Jensen, Pólya [12] proved that the Riemann hypothesis (RH) is equivalent to the hyperbolicity of the Jensen polynomials for Riemann's Xi-function. The Riemann Xi-function is the entire function that shifts the zeros of the Riemann zeta-function, ζ(s), from the line with real part Remark. Griffin, Ono, Rolen, and Zagier [8] give a more general statement about the asymptotic behavior needed for the Jensen polynomials of a sequence to converge to other families of polynomials.
In order to show that the Taylor coefficients of Riemann's Xi-function are Hermite-Jensen, an arbitrary precision asymptotic formula for the derivatives Ξ (2n) (0) was found in [8] . To extend the results of [8] we show that any good Dirichlet series is Hermite-Jensen. 
From here on we will abuse notation and drop the dependence on L. If Λ(s) = Λ(k − s), then we define
where
is hyperbolic with at most finitely many exceptions n for each fixed d ≥ 1.
Remark. This offers evidence for the generalized Riemann Hypothesis (GRH).
Remark. Notice that in order to study the Jensen polynomials associated to γ(n) we must understand the derivatives of Ξ(z) at z = 0, or equivalently the derivatives of Λ(s) at s = k 2 . In order to prove Theorem 1.3 we will prove an asymptotic formula with arbitrary precision for these derivatives.
Remark. All good L-series satisfy the Gaussian Unitary Ensemble (GUE) random matrix prediction in derivative aspect. Dyson, Montgomery, and Odlyzko [7, 9, 11] [12] ), so these roots are also expected to satisfy Wigner's Semicircular Law. The derivatives of the completed L-function are also predicted to satisfy GUE and higher derivatives correspond to n growing in J In each of these cases we prove an arbitrary precision asymptotic formula for the derivatives of the completed L-series at its central value. We do this to show that these L-series are Hermite-Jensen, but these results are also of independent interest. This paper is organized in the following way: Section 2 will include the asymptotic formulas for the derivatives of the L-functions mentioned above. In Section 3, we will prove Theorem 1.3. In Section 4, we will prove the three corollaries.
Asymptotics for Ξ (n) (0)
Let L(s) = ∑ n≥1 a(n)n −s be a good Dirichlet series. We thus know that L(s) has a completed form 
We have the following expression for the derivatives of Λ(s):
for all n ≥ 0. Notice that from (2.2) it is clear that Λ(s) having a pole at s = k corresponds directly with f(∞) ̸ = 0. The large asymptotics of Λ (n) ( 
is the unique positive solution of the equation
and each coefficient b k belongs to ℚ(L), the first value being
Proof of Theorem 2.1. We approximate the integrand in (2.3) by the function
which comes from the first term in the expansion of f(t) − f(∞). From now on we let n be fixed and will omit it from our notations. We have that
so g(t) assumes its unique maximum at t = a, where a is the solution in (
For convenience, we define L = log(N) + 2 log(a), so we have
We can then use Lambert's W function to find an asymptotic expansion for L. Lambert's W function is defined as the solution to z = W(z)e W(z) . It has the nice property that Y = Xe X if and only if X = W(Y). If we restrict to the real line so that W is real-valued, then we have that the principal branch (defined for x ≥ − 1 e ) has a Taylor series around 0 given by
For large x, we have the asymptotic expansion (see [3] )
Therefore, we have
We now follow [8] and apply the saddle point method. The Taylor expansion of g(t) around t = a is given by
and the A i are polynomials of degree ⌊ 
We plug in t = (1 + λ)a to arrive at the asymptotic expansion
This expression and the one in Theorem 2.1 are interpreted as asymptotic expansions. These series do not converge for a fixed n, but we can truncate the approximation at O(n −A ) for some A > 0, and as n → +∞, this approximation becomes true to the given precision. We substitute the formulas for C and A i in terms of n in order to obtain the statement in the theorem. We also replace F(n) by the integral over g(t) with only the A 2i with i ≤ 3k contributing to b k . The same asymptotic formula will hold with this replacement because the ratio of g(t) and the integrand of F(n) is equal to 1 + O(n −K ) for any K > 0 for t near a.
Proof of Theorem 1.3
Our goal is to show that {γ(n)} satisfies the growth conditions of Definition 1.1. Recall from Section 1 that
where γ(n) are the Taylor coefficients of Ξ 1 (x). Therefore, if we definê
we have the relation 
We will show that the
Recall that L(m) and b 1 (m) are given in Theorem 2.1 and 
which converges when |j| < m 2 , so we will assume this throughout the proof. If we let J = λm 2 for some −1 < λ < 1, then the asymptotic
in j, then we find
where L = L(m) and C = C(m). We will also define
We have the limits 
If we define R γ (j; m) :=γ
, then after using (3.3) and some manipulations, we have
By equation (3.2), for j fixed and as m → ∞ (and thus n → ∞), we have
Notice that the first factor in R γ (j; m) is the j-th power of 
We can use the formulas for ℓ 1 (m) and ℓ 2 (m) to simplify these to
We now let
These functions satisfy the conditions of Definition 1.1 for the sequence {γ(n)}. The fact that δ(n) → 0 follows from the asymptotics given above, and the precision of O( for Re(s) > 1. If we let χ be the trivial character, then our L-function is the Riemann zeta function. This case was handled in [8] . Next, recall the twisted theta function
where ν = 0 if χ is even and ν = 1 if χ is odd. The twisted theta function satisfies the functional equation
where τ(χ) is a Gauss sum andχ is the dual character. We will focus on real primitive self-dual characters, so we have χ =χ and τ(χ) = i ν √ N. Define the completed Dirichlet L-function by
Using equation (4.1) and the fact that χ is a real primitive self-dual character, we have the following functional equation:
The completed Dirichlet L-function has the required integral representation, functional equation, and real coefficients, so it is good.
Derivatives at central values and Dirichlet-Jensen polynomials
We want to study the derivatives of Λ(χ, s), which are given by
2 )(log(N 2 ) + 2 log(y)) n dy y .
At the central value s = 1 2 , we have
Because the Dirichlet L-functions fit into our framework, we have the following theorem which gives an arbitrary precision asymptotic formula for these derivatives. ) and Ξ (n) (χ, 0) are given to all orders by the asymptotic expansion
Example 4.2. Let χ 4 be the odd Dirichlet character of modulus 4. Using the two-term approximationF(n) given in equation (3.1), we give some approximationsγ χ 4 (n) in Table 1 . In the previous section, we showed that the Dirichlet L-function L(χ, s) is good. Dirichlet L-functions have a pole at s = 1 precisely when χ is principal, so we define
and 
and set L = L(2n). Also set 
The polynomials have been normalized so that their leading coefficients are 1. 
Modular L-functions

Proof of Corollary 1.5
Let f ∈ S k (Γ 0 (N)) be an even weight newform with real coefficients and write f(z) = ∑ n≥1 a(n)e 2πinz . Assume that f is normalized so that a(1) = 1. We focus on newforms with trivial character. Define the L-function associated to f by
We have the transformation property
which gives rise to the functional equation
where ϵ f ∈ {±1} is the eigenvalue of f under the Atkin-Lehner involution. The completed modular L-function Λ(f, s) has the required integral representation, the modular properties of f(z) gives a functional equation, and the coefficients are real, so L(f, s) is good.
Derivatives at central values and modular Jensen polynomials
Similarly to the Dirichlet L-function case, the n-th derivative takes the form
At the central value s = k 2 we have
The following theorem gives an arbitrary precision asymptotic formula for these derivatives at central values.
Theorem 4.4. Assume the notation above. Large n asymptotics for
is given to all orders by the asymptotic expansion
is the unique solution of the equation
We have shown that the modular L-function L(f, s) is good and does not have a pole, so we define
Depending on the sign of the functional equation, we define the Taylor coefficients by
By Theorem 1.3 or from the asymptotic expansion above, we have that
is hyperbolic with at most finitely many exceptions n.
Dedekind zeta-functions 4.3.1 Proof of Corollary 1.6
The Dedekind zeta-function case will require some setup and notation. We will mostly follow the notation in [10] . Let K be a number field of degree j and let O K be its ring of integers. Denote the embeddings by  σ 1 , . . . , σ r 1 , ρ 1 , ρ 1 , . . . , ρ r 2 , ρ r 2 , where there are r 1 real embeddings and r 2 pairs of complex embeddings so that r 1 + 2r 2 = j. Denote the class group of K by Cl(K). Let C = ∏ τ ℂ and R = [∏ τ ℂ] + = {z ∈ C : z = z} be the Minkowski space of K, where z = (z τ ) = (z τ ) is the usual complex conjugation and τ runs over the j embeddings. We define the trace and norm by
and have a Hermitian scalar product given by
We will also require the spaces
in order to define the two homomorphisms
Let p = {σ, σ} denote a conjugacy class of embeddings (so p has one or two elements depending on whether the embedding is real or complex) and observe that there is an isomorphism between R * + and ∏ p ℝ * + . We now have a Haar measure, which we denote by 
The Dedekind zeta-function for K is given by We therefore have
We define the completed partial Dedekind zeta-function by
where d K is the discriminant of K and g is some theta function that we will not specify now. The image of the unit group O * K under the mapping | ⋅ | : R * → R * + , which we will denote by |O * K |, is contained in the norm-one hypersurface S = {x ∈ R * + : N(x) = 1}. We obtain a direct decomposition R * + = S × ℝ * + by writing
for any y ∈ R * + . We will need to choose a fundamental domain F for the action of the group
The log map log : R * + → R + takes S to the trace-zero space
and by Dirichlet's unit theorem the group |O * K | is taken to a complete lattice G in H. We may choose F to be the preimage of any fundamental mesh of the lattice 2G. Now using this decomposition, we have that
where B is the class of a −1 and
In the above equation w K is the number of roots of unity in K, d * x is the appropriate Haar measure such that where d a = |N(a)| 2 |d K | is the absolute value of the discriminant of a. By using the properties of the theta function, it is not difficult to show
where F −1 is again a fundamental domain, d K is the different ideal of K, and R(K) is the regulator of K. Note that (ad K ) −1 is the dual lattice of a and that f(∞) does not depend on the fundamental domain or ideal choice, so we will suppress notation whenever possible. We now define the completed Dedekind zeta-function by The completed Dedekind zeta-function has suitable integral representation, functional equation, and real coefficients, so ζ K (s) is good.
Derivatives at central values and Dedekind-Jensen polynomials
The n-th derivative of the completed Dedekind zeta-function has the form Λ In order to state the asymptotic expansion we need to find the first nonzero coefficient of each f(a i t). Let ϵ be a unit with norm 1. Then the smallest nonzero exponent in f(a i , t) is given by m a i = min{⟨aϵ, a⟩ : a ∈ a i , a ̸ = 0}.
Let M a i = #{a ∈ a i : ⟨aϵ, a⟩ = m a i }.
Then the expansion of f(a i , t) begins as follows: 
and F i (n) is given to all orders by the asymptotic expansion 
