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In this paper we place observational constraints on the well-known γ-gravity f(R) model using
the latest cosmological data, namely we use the latest growth rate, Cosmic Microwave Background,
Baryon Acoustic Oscillations, Supernovae type Ia and Hubble parameter data. Performing a joint
likelihood analysis we find that the γ-gravity model is in very good agreement with observations.
Utilizing the AIC statistical test we statistically compare the current f(R) model with ΛCDM
cosmology and find that they are statistically equivalent. Therefore, γ-gravity can be seen as a
useful scenario toward testing deviations from General Relativity. Finally, we note that we find
somewhat higher values for the f(R) best-fit values compared to those mentioned in the past in the
literature and we argue that this could potential alleviate the halo-mass function problem.
PACS numbers: 95.36.+x, 98.80.-k, 04.50.Kd, 98.80.Es
I. INTRODUCTION
Over the last two decades a plethora of independent
cosmological studies (see Ref. [1] and references therein)
have shown that the observed Universe is spatially flat
to a very high precision. Furthermore, the energy bud-
get of the Universe is roughly ∼ 30% dark and baryonic
matter, while the rest ∼ 70% is the so-called dark energy
(DE). The latter component is frequently used in order
to understand the accelerated expansion of the Universe,
despite the fact that the related underlying microscopic
physics is still unknown.
Recently, a large number of viable cosmological models
have been proposed in the literature, providing different
physical explanations regarding the cosmic acceleration.
These models can be separated into two general groups.
The first family of models adheres to General Relativ-
ity (GR) and it introduces new fields in nature, see for
example Refs. [2, 3]. The second possibility is to build
modified gravity models, which have GR as a particular
limit, but with additional degrees of freedom that can
cause acceleration [2, 4].
Of course the usual forms of matter (dark matter, bary-
onic and radiation) cannot provide an explanation for the
accelerated expansion of the Universe, since the corre-
sponding equation-of-state (EoS) parameter w is always
positive or equal to zero. Considering that any of the
usual kinds of matter behaves as an ideal fluid, then the
EoS can be defined as the ratio of the fluid’s pressure
P to its density ρ, namely w = Pρ . In the case of non-
relativistic matter the EoS parameter is strictly equal to
zero, wm = 0. Concerning the radiation component it
is well known that the EoS is given by Pr =
1
3ρr, hence
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wr =
1
3 . On the other hand, several dark energy models
(quintessence and the like) have w ≥ −1, where the cos-
mological constant is recovered for w = −1. Moreover, in
the case of modified gravity models the EoS parameter
w can cross the phantom line, namely w < −1, which
would normally be attributed to ghost fields [5].
However, it is not enough to study the expansion his-
tory, but also to see the effect on the evolution of pertur-
bations, as the latter are responsible for the Large Scale
Structure. The effect of dark energy on the growth of
perturbations is therefore an important tool in discrimi-
nating models from ΛCDM, see Refs. [6–10].
The case of f(R) models occupies an eminent position
in the hierarchy of modified gravity models. Based on
a simple extension of the Einstein-Hilbert action, f(R)
models appear to be ideal tools for studying cosmic ac-
celeration, testing theories of structure formation and ex-
tracting invaluable cosmological information. For exam-
ple, Starobinsky [11] was the first who introduced the
simple Lagrangian f(R) = R + mR2 toward studying
early inflation. Nevertheless, it has been found [12, 13]
that some types of f(R) models are unable to provide
the correct matter era thus they are not viable.
On the other hand, it has been shown that a large body
of f(R) models can support a proper matter dominated
era, see Refs. [14–17], which is essential for structure for-
mation. For more details regarding the properties of f(R)
models we refer the reader to the reviews of Refs. [18–
21]. Moreover in Refs. [22, 23], one may find a detailed
discussion concerning the evolution of matter perturba-
tions and the related Newton’s parameter Geff. Lastly,
observational constraints on f(R) models can be found
in Refs. [24–27], while some methods which reconstruct
f(R) models from observations can be seen in Refs. [28–
30].
One of the most popular and viable f(R) model which
contains a proper matter era and passes the solar system
tests is the so called γ-gravity model [31]. This model has
a very steep dependence on the Ricci scalar R, hence it is
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2in agreement with the expected results from large scale
structure [31]. Moreover, the γ-gravity model has been
used in N-body simulations [32], where it has been found
that, for some ad-hoc choices of the model parameters,
there were significant deviations between the predicted
halo mass function with that of observations. Specifi-
cally, the authors of Ref. [32] considered values of the α
parameter of the theory to be in the range α ∈ [1.05, 1.5],
while as we will present later current observations prefer
a much higher value, namely α ' 1.9± 0.2.
Clearly, even though there is no formal correspondence
of the γ-gravity model to GR, the steepness of the gamma
functions guarantee that strong deviations on the Large
Scale Structure (LSS) can not only be suppressed but also
adjusted via the parameter α [31]. Compared to other
similarly viable f(R) models, this steep dependence of
the gamma-gravity model on the Ricci scalar can help
distinguish gamma-gravity from other alternatives, some-
thing which was already demonstrated by the authors of
Ref. [31]. On the other hand, for the same reason, the
effect on the growth of perturbations can be significant,
see for example Fig 8 in Ref. [31]. Regarding the dy-
namics of the model, it was shown in Ref. [32], see their
Fig. 1, that this model can indeed mimic ΛCDM to a
few percent in the equation of state w(z) at late times
and almost perfectly for higher redshifts, thus allowing
for the possibility to successfully discriminate these two
models.
Furthermore, even though this model is interesting
enough that it was used to perform N-body simulations
in Ref. [32], as mentioned we found that the values of the
α parameter used in that analysis were too low with re-
spect to the ones actually preferred by the observational
data, thus possibly leading to potential biases in the in-
terpretations of the simulations. Both of these points
provide enough motivation to study gamma-gravity mod-
els in more detail, as we have done in this paper.
In our work we implement a joint likelihood analysis in
order to put strong constraints on the γ-gravity model,
involving data form (JLA) type Ia supernovae, Planck
2015 CMB shift parameters, Baryon Acoustic Oscilla-
tion and “Gold 2017” growth rate. The layout of our
manuscript is as follows: in Sec. II we provide the basic
elements of f(R) gravity, in Sec. III we present the f(R)
γ-gravity model, while in Sec. IV we provide the observa-
tional constraints on the fitted model parameters and we
compare the γ-gravity and the ΛCDM models. Finally,
we discuss our conclusions in Sec. V.
II. f(R) GRAVITY AND COSMOLOGY
In this section we briefly present f(R) gravity in
the context of Friedmann−Lemaitre−Robertson−Walker
(FLRW) metric. Specifically, we consider a homoge-
neous, isotropic and spatially flat universe that contains
non-relativistic matter (baryon) and radiation. The mod-
ified Einstein-Hilbert action is given by
S =
∫
d4x
√−g
[
1
2κ2
f (R) + Lm + Lr
]
, (1)
where Lm,r are the matter and radiation Lagrangians
and κ2 = 8piGN . If we vary the action of Eq. (1) with
respect to the metric then we obtain the corresponding
field equations:
FGµν − 1
2
(f(R)−R F )gµν + (gµν−∇µ∇ν)F
= κ2 Tµν , (2)
where F = f ′(R), Tµν is the total energy-momentum
tensor for all species and Gµν is the Einstein tensor.
In the framework of a spatially flat FLRW with Carte-
sian coordinates
ds2 = −dt2 + a2(t)d~x2, (3)
the modified Friedmann equations can be written as
3FH2 − FR− f
2
+ 3HF˙ = κ2(ρm + ρr), (4)
−2FH˙ = κ2
(
ρm +
4
3
ρr
)
+ F¨ −HF˙ , (5)
where FR = ∂RF = f
′′(R), a(t) = 11+z is the scale factor
of the universe, while the time derivative of the Ricci
scalar is given by R˙ = aH dRda . Also, the Ricci scalar in
this case takes the form
R = gµνRµν = 6
(
a¨
a
+
a˙2
a2
)
= 6(2H2 + H˙) . (6)
We observe that solving analytically the system of
Eqs. (4) and (5) is in general not possible, hence we need
to solve it numerically. In this kind of studies it is use-
ful to introduce the effective (“geometrical”) dark energy
EoS parameter in terms of E(a) = H(a)/H0 [33, 34]
w(a) =
−1− 23adlnEda
1− Ωm(a) , (7)
where we have set
Ωm(a) =
Ωm0a
−3
E2(a)
. (8)
Obviously, in the case of f(R) = R − 2Λ the current
equations reduce to those of ΛCDM model, namely the
EoS parameter is exactly −1 and the Hubble parameter
is given by
HΛ(a)
2/H20 = Ωm0a
−3 + Ωr0a−4 + 1−Ωm0−Ωr0 . (9)
Lastly, we would like to remind the reader that in the
context of f(R) gravity the Newton’s parameter Geff is
3affected by the scale and redshift (or scale factor). In
particular, at sub-horizon scales we have (see [22, 23]):
Geff
GN
=
1
F
1 + 4k
2
a2
F,R
F
1 + 3k
2
a2
F,R
F
, (10)
where of course GN is Newton’s constant and k is the rel-
evant scale of the Fourier modes. As expected for ΛCDM
model we find Geff/GN = 1.
Notice, that we restrict our analysis to the choice of
k = 300H0 which implies k ∼ 0.1h/Mpc. The rea-
son for this is that, while in general the growth rate in
f(R) models will be scale-dependent so we should not
restrict our analysis to just one value of k, in practice
we are interested in the perturbations that are relevant
to the linear regime of galaxy clusterings and are ac-
cessible to the surveys. This corresponds to the wave
numbers 0.01h/Mpc < k < 0.1h/Mpc or equivalently
30 < k/H0 < 300, see Ref. [35]. In the end we choose
the value of k = 300H0 = 0.1h/Mpc as that roughly
corresponds to the limit before we enter the non-linear
regime.
Furthermore, in order to have a viable f(R) model the
corresponding of Newton’s parameter Geff needs to sat-
isfy some important conditions. Specifically, the first one
is Geff > 0 due to the fact that gravitons should always
carry positive energy. Second, Big Bang Nucleosynthesis
poses the following condition Geff/GN = 1.09± 0.2 [36].
Third, the ratio Geff(a = 1)/GN is normalized to unity
at the present time. Finally, the functional form of
Geff affects the evolution of linear matter perturbations
δ = δρmρm , via the following differential equation [22]
δ¨ + 2Hδ˙ = 4piGeffδ. (11)
However, in order to directly compare with observa-
tions we need to introduce the parameter f(a)σ8(a),
where f(a) = d log δd log a is the growth rate of clustering and
σ8(a) = σ8,0
δ(a)
δ(1) is the root mean square (rms) fluctua-
tions on 8h−1Mpc. Combining the latter expressions we
obtain the relation fσ8(a) = σ8,0
δ′(a)
δ(1) which is used to-
ward fitting the growth rate data. The reader may find
more details in Ref. [37] and references therein.
III. THE f(R) γ-GRAVITY FUNCTIONAL
FORM AND THE NUMERICAL APPROACH
In this section we briefly present the basic ingredients
of the so called f(R) γ−gravity model. Here the La-
grangian of the model is f(R) = R + f˜(R), where the
function f˜(R) is given by:
f˜(R) = −αRs
n
γ
(
1
n
,
(
R
Rs
)n)
. (12)
In the latter formula α,Rs are constants, n is a positive
integer and γ(n, z) =
∫ z
0
tn−1e−tdt is the incomplete Γ-
function. Evidently, for n = 1 the γ−gravity model boils
down to the case of exponential gravity first discussed in
Ref. [38], but see also Ref. [39]. In this work following
the notations of [32] we utilize n = 2 and thus we can
define m2 = Ωm0H
2
0 , d =
1−Ωm0
Ωm0
and
Rs
m2
=
6 n d
αΓ(1/n)
. (13)
Then, using the variable N = ln(a) the first modified
Friedmann equation becomes:
H(N)2(1+ f˜R+R
′(N)f˜RR)− Rf˜R − f˜
6
= m2 exp(−3N),
(14)
where we have set f˜R = f˜
′(R) and f˜RR = f˜ ′′(R) with
f˜(R) given by Eq. (12). Notice that the Ricci scalar is
given by R = 12H(N)2 + 6H(N)H ′(N). If we introduce
the new variables
x1(N) =
H2
m2
− e−3N − d, (15)
x2(N) =
R
m2
− 3e−3N − 12(d+ x1), (16)
then the main cosmological equations take the following
simple forms
x′1(N) =
x2
3
, (17)
x′2(N) =
R′
m2
+ 9e−3N − 4x2. (18)
Obviously, the latter system can be easily solved numer-
ically. Lastly, in the context of (x1, x2) variables the
effective EoS parameter can be written as
wDE = −1− 1
9
x2
x1 + d
. (19)
The γ-gravity model is rather interesting since in prin-
ciple can be distinguished from ΛCDM. As can be seen
in Fig. 1, the EoS w(z) can deviate from -1, by more
than 5% at intermediate redshifts for realistic values of
α, something which could be detectable by future sur-
veys like Euclid and LSST as they claim they will be
able to make per cent measurements of the equation of
state w(z).
To actually compare the γ-gravity model to the data
we need to solve the ordinary differential equations
(ODE) presented earlier numerically. However, due to
the stiffness of the system of and the fact that at high
redshifts γ-gravity exactly emulates ΛCDM, we first solve
numerically the equations for the background given by
Eqs. (17)-(18) with initial conditions that correspond to
ΛCDM at early times (around redshift z ∼ 2) and then
patch the solution to ΛCDM all the way to recombina-
tion. Then, we also solve the ODE for the growth via
Eq. (11) with initial conditions corresponding to matter
domination (δ(a) ∼ a and δ′(a) ∼ 1) at z ∼ 100.
40.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
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-1.03-1.02
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-0.99-0.98
z
w
(z)
α=1.8α=1.6α=1.4α=1.2α=1.1α=1.0
FIG. 1: The effective equation of state wDE(z) of
the γ−gravity model for n = 2, Ωm0 = 0.28 and
α=(1,1.1,1.2,1.4,1.6,1.8). As can be seen, for realistic values
of the parameter α the deviation of the background expansion
from the ΛCDM model can be significant, for example it can
reach approximately ∼ 5% at intermediate redshifts.
IV. OBSERVATIONAL CONSTRAINTS
In this section we test the statistical performance of
the γ-gravity model against the latest observational data.
In particular we use the JLA SnIa data of Ref. [62],
the BAO from 6dFGS[63], SDDS[46], BOSS CMASS[64],
WiggleZ[7], MGS[65] and BOSS DR12[66]. We also use
the CMB shift parameters based on the Planck 2015 re-
lease [1], as derived in Ref. [67].
We also assume a flat Universe and that the ra-
diation density at the present epoch, which is rele-
vant for the CMB shift parameter, is fixed to Ωr0 =
Ωm0aeq, where the scale factor at equality is aeq =
1
1+2.5 104Ωm0h2(Tcmb/2.7K)
−4 . We also marginalize over
the parameters M and δM of the JLA set as described
in the appendix of Ref. [68]. These parameters im-
plicitly contain H0 and thus the SnIa χ
2 term is inde-
pendent of H0 = h 100km/s/Mpc, where according to
Planck h ' 0.67 [1]. However, we keep the parameters
αJLA, βJLA free in our analysis.
We also used the Hubble expansion H(z) data, which
are derived in two ways. The first is via the differential
age method, i.e. the redshift drift of distant objects over
a long time period since the following relation is valid
in GR H(z) = − 11+z dzdt [69]. The second approach is
through the clustering of galaxies or quasars, which pro-
vide direct measurements of H(z) by constraining the
BAO peak in the radial direction [70]. The H(z) data
that were used in our paper are shown along with their
references in Table I.
Finally, we also use the “Gold-2017” growth-rate data
compilation by Ref. [37] which we show present in Ta-
ble II with their references. The growth-rate data come
from measurements of redshift-space distortions, which
are very important probes of large scale structure pro-
viding measurements of f σ8 (a) ≡ f(a) · σ(a), where
f(a) = dlnδdlna is the growth rate and σ(a) = σ8
δ(a)
δ(1) is the
TABLE I: The H(z) data used in the current analysis (in
units of km s−1Mpc−1). This compilation is based partly in
those of Refs. [40] and [41].
z H(z) σH Ref.
0.07 69.0 19.6 [42]
0.09 69.0 12.0 [43]
0.12 68.6 26.2 [42]
0.17 83.0 8.0 [43]
0.179 75.0 4.0 [44]
0.199 75.0 5.0 [44]
0.2 72.9 29.6 [42]
0.27 77.0 14.0 [43]
0.28 88.8 36.6 [42]
0.35 82.7 8.4 [45]
0.352 83.0 14.0 [44]
0.3802 83.0 13.5 [40]
0.4 95.0 17.0 [43]
0.4004 77.0 10.2 [40]
0.4247 87.1 11.2 [40]
0.44 82.6 7.8 [7]
0.44497 92.8 12.9 [40]
0.4783 80.9 9.0 [40]
0.48 97.0 62.0 [43]
0.57 96.8 3.4 [46]
0.593 104.0 13.0 [44]
0.60 87.9 6.1 [7]
0.68 92.0 8.0 [44]
0.73 97.3 7.0 [7]
0.781 105.0 12.0 [44]
0.875 125.0 17.0 [44]
0.88 90.0 40.0 [43]
0.9 117.0 23.0 [43]
1.037 154.0 20.0 [44]
1.3 168.0 17.0 [43]
1.363 160.0 33.6 [47]
1.43 177.0 18.0 [43]
1.53 140.0 14.0 [43]
1.75 202.0 40.0 [43]
1.965 186.5 50.4 [47]
2.34 222.0 7.0 [48]
redshift-dependent rms fluctuations of the linear density
field within spheres of radius R = 8h−1Mpc while the pa-
rameter σ8 is its value today. This combination is used in
what follows to derive constraints for theoretical model
parameters.
Measurements of f σ8 (a) can be made by constraining
the ratio of the monopole and the quadrupole multipoles
of the redshift-space power spectrum which depends on
β = f/b, where f is the growth rate and b is the bias, in
a specific way defined by linear theory [5, 55, 71]. The
combination of fσ8(a) is independent of bias as all bias
dependence in this combination cancels out thus, it has
been shown that this combination is a good discriminator
of DE (Dark energy) models [55].
We will assume that the aforementioned datasets can
be treated as statistically independent measurements.
This is a rather strong statement given that for example
5TABLE II: The “Gold-2017” compilation of fσ8(z) measurements from different surveys, compiled in Ref. [37]. In the columns
we show in ascending order with respect to redshift, the name and year of the survey that made the measurement, the redshift
and value of fσ8(z) and the corresponding reference and fiducial cosmology. These data points are used in our analysis in the
next sections.
Index Dataset z fσ8(z) Refs. Year Notes
1 6dFGS+SnIa 0.02 0.428± 0.0465 [49] 2016 (Ωm, h, σ8) = (0.3, 0.683, 0.8)
2 SnIa+IRAS 0.02 0.398± 0.065 [50],[51] 2011 (Ωm,ΩK) = (0.3, 0)
3 2MASS 0.02 0.314± 0.048 [52],[51] 2010 (Ωm,ΩK) = (0.266, 0)
4 SDSS-veloc 0.10 0.370± 0.130 [53] 2015 (Ωm,ΩK) = (0.3, 0)
5 SDSS-MGS 0.15 0.490± 0.145 [54] 2014 (Ωm, h, σ8) = (0.31, 0.67, 0.83)
6 2dFGRS 0.17 0.510± 0.060 [55] 2009 (Ωm,ΩK) = (0.3, 0)
7 GAMA 0.18 0.360± 0.090 [56] 2013 (Ωm,ΩK) = (0.27, 0)
8 GAMA 0.38 0.440± 0.060 [56] 2013
9 SDSS-LRG-200 0.25 0.3512± 0.0583 [57] 2011 (Ωm,ΩK) = (0.25, 0)
10 SDSS-LRG-200 0.37 0.4602± 0.0378 [57] 2011
11 BOSS-LOWZ 0.32 0.384± 0.095 [58] 2013 (Ωm,ΩK) = (0.274, 0)
12 SDSS-CMASS 0.59 0.488± 0.060 [59] 2013 (Ωm, h, σ8) = (0.307115, 0.6777, 0.8288)
13 WiggleZ 0.44 0.413± 0.080 [7] 2012 (Ωm, h) = (0.27, 0.71)
14 WiggleZ 0.60 0.390± 0.063 [7] 2012
15 WiggleZ 0.73 0.437± 0.072 [7] 2012
16 Vipers PDR-2 0.60 0.550± 0.120 [60] 2016 (Ωm,Ωb) = (0.3, 0.045)
17 Vipers PDR-2 0.86 0.400± 0.110 [60] 2016
18 FastSound 1.40 0.482± 0.116 [61] 2015 (Ωm,ΩK) = (0.270, 0)
the SnIa data and other H(z) probes are sensitive to lu-
minosity distances in the same universe and there might
be spatial overlap between the two probes, so this can
lead to correlations that might affect the analysis. While
this is a very important point, unfortunately at the mo-
ment there is no standard way to account for it given
the lack of the full correlation matrix between the differ-
ent datasets, say for example the H(z) and SnIa data.
Thus, following standard lines, we have assumed the dif-
ferent datasets are uncorrelated, which is equivalent to
just summing their corresponding χ2 contributions.
On another vein, measurements of the growth rate de-
pend on clustering so they need to assume a specific
model, see Refs. [72, 73], which for the data used in
the current analysis is ΛCDM with various values of Ωm0.
Such model-dependent elements could affect the modified
gravity analysis, as differences in the modeling between
two datapoints may manifest as systematics and/or new
physics. To address it, we have already implemented the
correction of the Alcock-Paczynski effect as described in
Ref. [37], that should take into account the fiducial model
used in the derivation of each measurement of the growth
data.
Therefore, the overall likelihood function Ltot is given
as the product of the individual likelihoods
Ltot = LSNIa × LBAO × LH(z) × Lcmb × Lgr,
which means that
χ2tot = χ
2
SNIa + χ
2
BAO + χ
2
H(z) + χ
2
cmb + χ
2
gr. (20)
Furthermore, we study the statistical significance of
our constraints using the well known Akaike Information
Criterion (AIC) [74]. In particular, assuming Gaussian
errors, the corresponding estimator is given by
AIC = −2 lnLmax + 2kp + 2kp(kp + 1)
Ndat − kp − 1 , (21)
where Ndat and kp denote the total number of data and
the number of free parameters (see also [75]). In our case
we have 740 datapoints from the JLA set, the 3 CMB
shift parameters, 9 BAO points, 18 growth-rate data and
36 H(z) points for a total of Ndat = 806.
Clearly, a smaller value of AIC implies a better fit to
the data. Now, if we want to compare different cosmolog-
ical models then we need to introduce the model pair dif-
ference which is written as ∆AIC = AICmodel −AICmin.
The relative difference provides the following situations:
4 < ∆AIC < 7 indicate a positive evidence against the
model with higher value of AICmodel, while ∆AIC ≥ 10
suggests strong evidence. On the other hand, ∆AIC ≤ 2
is an indication that the two comparison models are con-
sistent.
In order to perform our statistical analysis, we
consider the χ2 as given by Eq. (20) and the pa-
rameter vectors (assuming a flat Universe) given by
pΛCDM =
(
αJLA, βJLA,Ωm0, 100Ωbh
2, h, σ8,0
)
and pγ =(
αJLA, βJLA,Ωm0, 100Ωbh
2, α, h, σ8,0
)
for the ΛCDM
and γ-gravity models respectively. Then, the best-fit
parameters and their uncertainties were obtained with
the aid of the MCMC method based on a Metropolis-
Hastings algorithm1. Further more, we assumed priors
1 The MCMC code for Mathematica used in the analysis is
freely available at http://members.ift.uam-csic.es/savvas.
nesseris/ .
6TABLE III: The best-fit parameters for the γ-gravity model and ΛCDM.
Model αJLA βJLA Ωm0 100Ωbh
2 α h σ8,0
ΛCDM 0.140± 0.007 3.115± 0.035 0.314± 0.006 2.226± 0.014 − 0.674± 0.005 0.744± 0.029
γ-gravity 0.140± 0.007 3.113± 0.073 0.316± 0.006 2.226± 0.014 1.892± 0.198 0.673± 0.005 0.741± 0.029
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FIG. 2: The 68.3%, 95.4% and 99.7% of the γ-gravity model for various parameter combinations. The black dots correspond
to the mean values of the parameters in the MCMC chain.
TABLE IV: The χ2 and AIC parameters for the γ-gravity
model and ΛCDM.
Model χ2 AIC ∆AIC
ΛCDM 744.901 757.006 0
γ-gravity 744.826 758.966 −1.960
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σ 8
FIG. 3: The 68.3%, 95.4% and 99.7% of the ΛCDM model for
various parameter combinations. The black dots correspond
to the mean values of the parameters in the MCMC chain.
for the parameters given by αJLA ∈ [0.01, 0.2], βJLA ∈
[2, 4], Ωm0 ∈ [0.1, 0.5], Ωbh2 ∈ [0.001, 0.08], α ∈ [1, 2],
h ∈ [0.4, 1], σ8,0 ∈ [0.1, 1.8] and obtained ∼ 105 points
with the MCMC code for each model.
The results of our MCMC analysis are shown in Ta-
bles III and IV respectively. We observe that the γ-
gravity model is in excellent agreement with the data.
Although the γ-gravity model with n = 2 does not in-
clude ΛCDM as a limiting case, we find that statistically
it is equally competitive to ΛCDM as ∆AIC ∼ 2. This is
interesting as the majority of viable f(R) models, like the
Hu-Sawicki [76] and the Starobinsky [77], can be seen as
perturbations around ΛCDM as it was found in Ref. [24].
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FIG. 4: The 1D marginalized PDFs of the γ-gravity model
for various parameter combinations.
Therefore, γ-gravity can be viewed as a useful scenario
toward testing deviations from GR, especially in the light
of the next generation of surveys. Lastly, in Figs. 2 and 3
we plot the 68.3%, 95.4% and 99.7% contours for both
models. In this context, in Figs. 4 and 5 we present the
1D marginalized probability density functions (PDFs) for
various parameter combinations.
In Fig. 6 we show the plots of the growth parame-
ter fσ8(z) (left) and the Hubble parameter H(z) (right)
with their 1σ errors for the γ-gravity (dotted black line)
and the ΛCDM (dashed black line) models respectively
for the best-fit parameters show in Table III. As can be
seen, in this case the best-fit curves are practically indis-
tinguishable from each other.
While part of the data we use only constrains the
background cosmology, the effect of the growth data is
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FIG. 5: The 1D marginalized PDFs of the ΛCDM model for Ωm (left), Ωbh
2 (center) and σ8 (right).
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FIG. 6: Plots of the growth parameter fσ8(z) (left) and the Hubble parameter H(z) (right) with their 1σ errors for the γ-gravity
(dotted black line) and the ΛCDM (dashed black line) models respectively for the best-fit parameters show in Table III. As
can be seen, in this case the best-fit curves are practically indistinguishable from each other.
also significant in discriminated models from ΛCDM, see
Refs. [6–10]. For example, in our analysis this can be
seen by extracting the contribution of the latter on the
total χ2 of the two models. The individual χ2 values
for the CMB, BAO, SnIa, growth and H(z) datasets for
both models, corresponding to the individual values for
the background and growth dataset chi-squared values
from our analysis, are as follows respectively:
χ2ΛCDM = (0.112, 13.440, 695.435, 12.977, 22.937),
χ2γ = (0.293, 12.864, 695.519, 13.018, 23.131).
As is clearly seen from the above, the growth data con-
tribute a χ2 ∼ 13 which would correspond approximately
to a ∼ 2.0 or 1.8σ effect for a model with 6 or 7 pa-
rameters respectively, as is the case for the ΛCDM and
γ-gravity model.
This is obviously a significant contribution to the total
χ2 which clearly supports our claim that the growth data
not only cannot be omitted, but they can play a crucial
role in discriminating γ-gravity from ΛCDM, especially
in the future with the upcoming data from the Euclid
and LSST surveys.
V. CONCLUSIONS
In this paper we checked whether the f(R) γ-gravity
model is allowed by the latest observational data. In
particular, we placed constraints on the γ-gravity model
by performing a joint statistical analysis using the re-
cent cosmological data, namely SnIa (JLA), BAOs, H(z),
CMB shift parameters from Planck and growth rate data.
We found that γ-gravity is very efficient and in ex-
cellent agreement with observations. Furthermore, we
applied the AIC criterion in order to compare the γ-
gravity model with the concordance ΛCDM cosmology.
We found that the value of the model pair difference is
close to ∼ 2 which suggests that the γ-gravity model is
statistically equivalent with that of ΛCDM. The latter
result is important because the γ-gravity model, which
unlike the Hu-Sawicki [76] and the Starobinsky [77] mod-
els does not include ΛCDM as a limit, can be seen as a
viable alternative cosmological scenario towards explain-
ing the accelerated expansion of the universe.
Finally, it is interesting to mention that the num-
ber count analysis based on N-body simulations [32]
has shown that the predicted halo mass function is in
some tension with observations. However, these theoret-
ical predictions were assumed to be [32] in the range
8α ∈ [1.05, 1.5], while our statistical analysis provides a
much higher value of α = 1.892 ± 0.198. We argue that
large values of α could alleviate the halo-mass function
problem.
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