Independent domination is one of the rare problems for which the complexity of weighted and unweighted versions is known to be different in some classes of graphs. In the present paper, we prove two NP-hardness results, one for the weighted version and one for unweighted, which tighten the gap between them. We also prove that both versions of the problem can be solved in polynomial time for (P 5 , P 5 )-free graphs generalizing some of the previously known results.
Introduction
Independent domination is the problem of finding in a graph an inclusionwise maximal independent set of minimum cardinality. This is one of the hardest combinatorial problems and it remains difficult in very restricted graph classes. In particular, it is NP-hard in the class of so-called sat-graphs, where the problem is equivalent to satisfiability [15] .
The weighted version of the problem (abbreviated WID) deals with vertex-weighted graphs and asks to find an inclusionwise maximal independent set of minimum total weight. This version is provenly harder, as it remains NP-hard even for chordal graphs [2] , where independent domination can be solved in polynomial time [5] .
In this note, we tighten the gap between the two versions of the problem by strengthening both NP-hardness results mentioned above. In particular, we show that WID is NP-hard in a class X which is properly contained in the intersection of chordal graphs and sat-graphs. Since X is a subclass of chordal graphs, independent domination is polynomial-time solvable in X . Then by slightly extending this class, we obtain a class Y, which is a proper subclass of sat-graphs, where independent domination is NP-hard.
On the other hand, we prove that both problems can be solved in polynomial time in the class of (P 5 , P 5 )-free graphs, generalizing some of the previously known results.
The organization of the paper is as follows. In the rest of this section, we introduce basic definitions and notation. In Section 2, we prove our NP-hardness results. Section 3 is devoted to the polynomial-time result.
All graphs in this paper are finite, undirected, without loops and multiple edges. Let G = (V, E) be a graph and v be vertex in G. A vertex adjacent to v is called a neighbor of v, and the set N (v) of all neighbors of v is the neighborhood of v. The complement of the neighborhood of v, i.e. the set V \ N (v), is called the antineighborhood of v. We say that vertex v is adjacent to an edge e ∈ E if at least one of the endpoints of e is a neighbor of v. For a set S ⊆ V , we denote by G[S] the subgraph of G induced by S and by G − S the subgraph G[V \ S]. If S consists of a single element, say S = {v}, we write G − v, omitting the braces. A set S ⊆ V of pairwise non-adjacent vertices is called an independent set. As usual, P n , C n and K n denote a chordless path, a chordless cycle and a complete graph on n vertices, respectively. Given two graphs G and H, we denote by G + H the disjoint union of G and H, and by mG the disjoint union of m copies of G.
A class Z of graphs is hereditary if it is closed under taking induced subgraphs, i.e. if G ∈ Z implies that every induced subgraph of G belongs to Z.
The independent domination number of G is the size of a minimum independent dominating set in G; we denote it by id(G). If G is a vertex weighted graph with a weight function w, then id w (G) stands for the minimum weight of an independent dominating set in G.
NP-hardness results
As we mentioned in the introduction, both versions of the problem are NP-hard for general graphs and remain difficult under substantial restriction. For instance, both of them are NPhard for bounded degree graphs, line graphs [14] , chordal bipartite graphs [4] , etc. In this section, we prove two new NP-hardness results, one dealing with the weighted and the other with unweighted version of the problem. Both results deal with subclasses of sat-graphs. We shall refer to the pair (A, B) as a sat-partition of G. The NP-hardness of independent domination (and hence of WID) in the class of sat-graphs was proved in [15] , where the author showed that independent domination restricted to the class of sat-graphs is equivalent to satisfiability.
Observe that no cycle with at least 5 vertices is a sat-graph, while domino and Sun 3 graph (Figure 1 ) are both sat-graphs. Therefore, (domino, Sun 3 )-free sat-graphs form a proper subclass of sat-graphs. We prove the NP-hardness of independent domination (and hence of WID) in the class of (domino, Sun 3 )-free sat-graphs in Section 2.2. If we replace in the set of forbidden graph domino by a C 4 , we obtain a subclass of chordal graphs, since all larger cycles are forbidden for sat-graphs. Under this restriction, independent domination becomes polynomial-time solvable. However, WID remains NP-hard, which is shown in the next section. To conclude the present section, we make the following useful observation.
Observation 1 Let G be a sat-graph with a sat-partition (A, B). 2.1 WID in (C 4 , Sun 3 )-free sat-graphs
Theorem 1
The WID problem is NP-hard in the class of (C 4 , Sun 3 )-free sat-graphs.
Proof.
We prove the theorem by transforming the decision version of the domination problem in (C 3 , C 4 , C 5 , C 6 )-free graphs to the WID problem in (C 4 , Sun 3 )-free graphs. Since the former problem in NP-complete (see [8] ), this will prove that the latter is NP-hard.
For an n-vertex graph G = (V, E) let us define the graph It is easy to see that for every graph G, the graph G ′ is a sat-graph. Moreover, it is C 4 -free, i.e. G ′ is a chordal graph. Also using the fact that Sun 3 has the unique sat-partition (see Observation 1) it is not hard to check that if G ′ contains Sun 3 as an induced subgraph, then G has a cycle of length at most 6. Therefore, for any (C 3 , C 4 , C 5 , C 6 )-free graph G, the graph G ′ is a (C 4 , Sun 3 )-free sat-graph.
Further, for every v ∈ V we assign weight 1 to vertex v 1 , weight 2 to vertex v 2 , and weight 2n to vertex v 3 . Now, we claim that G has a dominating set of size at most k if and only if G ′ has an independent dominating set of total weight at most n + k. First, suppose G has a dominating set D of size at most k. Then D ′ = {v 2 : v ∈ D} ∪ {v 1 : v ∈ V \ D} is clearly an independent dominating set of G ′ with total weight at most n + k. On the other hand, suppose G ′ has an independent dominating set D ′ of total weight at most n + k. If k ≥ n, then V is a dominating set of G of size at most k. If k < n, then D ′ cannot contain any of the vertices of weight 2n and hence D ′ is of the form
Let us repeat that independent domination is polynomial-time solvable for (C 4 , Sun 3 )-free sat-graphs, as this is a subclass of chordal graphs. In this section, we slightly extend this class by replacing C 4 in the set of forbidden graphs with a domino and show that in this extension independent domination is NP-hard. To this end, we reduce the problem from sat-graphs to (domino, Sun 3 )-free sat-graphs.
Let G be a sat-graph with a sat-partition (A, B), and let a ∈ A and b ∈ B be two adjacent vertices. The transformation γ(a, b) of G consists in 1. adding a new vertex v to A, and connecting it to all other vertices in A;
2. adding new vertices x and y to B and connecting them by an edge;
3. removing the edge (a, b);
adding edges (v, b), (v, x) and (a, y).
We say that v is an α-new vertex, x, y are β-new vertices, and the edge (x, y) is a β-new edge. Vertices in A that are not α-new, and vertices and edges in B that are not β-new will be called α-old and β-old, respectively. Notice that transformation γ(a, b) does not change the property of being a sat-graph. In what follows, we show that this transformation increases the independent domination number by exactly one. To this end, we first make the following observation. A, B) . By G * we denote the sat-graph obtained from G by successive applications of transformation γ(a, b) to every edge (a, b) with a ∈ A and b ∈ B. Denote S * = {G * | G is a sat-graph with a sat-partition (A, B)}. It follows from Lemma 1 that independent domination in sat-graphs is polynomially reducible to the same problem in the subclass S * of sat-graphs. Now we show that graphs in S * are (domino, Sun 3 )-free. First, we note some useful properties of a graph G in S * :
Observation 2 Let G be a sat-graph with a sat-partition (A, B) and let s be the number of edges in
(1) No α-old vertex is adjacent to a β-old edge.
(2) Every α-new vertex is adjacent to exactly one β-new edge, and to exactly one β-old edge.
(3) In every β-new edge one of its vertices is adjacent to exactly one vertex in A and this vertex is α-new, and the other vertex is adjacent to exactly one vertex in A and this vertex is α-old.
Lemma 2 Let G be a graph in S * . Then G is (domino, Sun 3 )-free.
Proof.
Let H be a sat-graph with a sat-partition (A, B) such that G = H * . Let also (A ′ , B ′ ) be a sat-partition of G such that A ⊆ A ′ , B ⊆ B ′ , and all α-new vertices belong to A ′ and all β-new vertices belong to B ′ .
Suppose to the contrary that G contains a domino with vertex set {1, 2, 3, 4, 5, 6} as shown in Figure 1 (a) . By Observation 1 (1) we have 3, 4 ∈ A and 1, 2, 5, 6 ∈ B. Assume that 3 is an α-new vertex, then by Property (2) of H * one of the edges (1, 2) and (5, 6) is β-new and the other one is β-old. Without loss of generality, let (1, 2) be a new edge. Now by Property (1) vertex 4 is also α-new. But then two new vertices 3, 4 are adjacent to the new edge (1, 2), which contradicts Property (3). Assume now that both vertices 3 and 4 are α-old. Then by Property (1) edges (1, 2) and (5, 6) are β-new, which again contradicts Property (3). This contradiction shows that G is domino-free.
Suppose now that G contains the graph Sun 3 induced by vertices 1, 2, 3, 4, 5, 6 as shown in Figure 1 (b) . Then by Observation 1 we have 1, 2, 3 ∈ A and 4, 5, 6 ∈ B. Let us consider vertex 1. From Properties (1) and (2) we conclude that at least one of its neighbours 4 and 5, say 4, is a β-new vertex. But this is impossible, since by Property (3) every β-new vertex has at most one neighbour in A. This contradiction shows that G is Sun 3 -free and completes the proof of the lemma. ✷ Now the main result of this section follows from Lemmas 1 and 2 and from the facts that independent domination is NP-hard in sat-graphs.
Theorem 2 Independent domination is NP-hard in the class of (domino, Sun 3 )-free satgraphs.
A polynomial-time result
The previous section contributes to the ocean of negative results for independent domination. The world of positive results for this problem is not so rich (some of them can be found in [9] ), and it is particularly poor for weighted independent domination. Among rare classes where WID can be solved in polynomial time, let us mention split graphs (a subclass of sat-graphs) and P 4 -free graphs. In the present section, we generalize both results to the class of (P 5 , P 5 )-free graphs. Our approach combines several techniques, which we outline below.
Modular decomposition
Let G = (V, E) be a graph. A vertex set M ⊆ V is a module of G if every vertex outside M is adjacent either to each vertex in M or to no vertex in M . Obviously, V (G), ∅ and any vertex of G are modules and we call them trivial. A nontrivial module is also known as a homogeneous set. A graph without homogeneous sets is called prime. This notion play a crucial role in modular decomposition, which allows to reduce various combinatorial and algorithmic problems in a hereditary class Z to prime graphs in Z (see e.g. [11] for more details on modular decomposition and its applications). In particular, it was shown in [1] that the WID problem can be solved in polynomial time in Z whenever it is polynomially solvable for prime graphs in Z.
Antineighborhood decomposition
One of the simplest branching algorithms for the WID problem is based on the following obvious fact. For any graph G and any vertex v ∈ V (G),
This relation reduces the problem from G to two subgraphs G − v and G − N (v). Such a branching procedure results in a decision tree. In general, this approach does not provide a polynomial-time solution, since the decision tree may have exponentially many nodes (subproblems). However, in special cases this procedure may lead to a polynomial algorithm. For example, if X is a hereditary class and for any graph G ∈ X one can efficiently find a vertex v such that the problem can be solved in polynomial time in at least one of the instances G − N (v) and G − v, then the problem can be solved efficiently in the class X . We formalize this idea in the following definition and the subsequent theorem.
Definition 1 A graph class G has the antineighborhood property with respect to a problem P if there is a graph class F, and polynomial algorithms Q and R, such that: 
Combining homogeneous sets and antineighborhood decomposition
In this section, we combine modular decomposition and antineighborhood decomposition in a unified decomposition scheme. Let P be a problem and G a hereditary class such that the class G p of prime graphs in G has the antineighborhood property with respect to P .
We define the decomposition procedure by describing the corresponding decomposition tree T (G) for a graph G ∈ G.
1. If G is a complete graph, then the node of T (G) corresponding to G is a leaf.
2. If G is not a complete graph and has a homogeneous set M , then G is decomposed into subgraphs
The node of T (G) corresponding to G is called a homogeneous node, and it has two children corresponding to G 1 and G 2 . These children are in turn the roots of subtrees representing possible decomposition of G 1 and G 2 .
3. If G is not a complete graph and has no homogeneous set, then G is prime and by the antineighborhood property of G p there exists a good vertex v ∈ V . Then G is decomposed into subgraphs
The node of T (G) corresponding to G is called an antineighborhood node, and it has two children corresponding to G 1 and G 2 . The graph G 1 belongs to F and the node corresponding to G 1 is a leaf. The node corresponding to G 2 is the root of a subtree representing possible decomposition of G 2 .
Proof. Since T (G) is a binary tree, it is enough to show that the number of internal nodes is O(n 2 ). To this end we show that the internal nodes of T (G) can be labeled by pairwise different pairs (a, b), where a, b ∈ V (G).
Let G ′ = (V ′ , E ′ ) be an induced subgraph of G that corresponds to an internal node X of T (G). If X is a homogeneous node, then G ′ is decomposed into subgraphs
, where M ⊆ V ′ is a homogeneous set of G ′ and h is a vertex in M . In this case, we label X with (a, b), where a ∈ M \ {h} and b ∈ V ′ \ M . If X is an antineighborhood node, then G ′ is decomposed into subgraphs Suppose, to the contrary, that there are two internal nodes A and B in T (G) with the same label (a, b). By construction this means that a, b are vertices of both G A and G B , the subgraphs of G corresponding to nodes A and B, respectively. Assume first that B is a descendant of A. The choice of the labels implies that regardless of the type of node A (homogeneous or antineighborhood), the label of A has at least one vertex that is not a vertex of G B , a contradiction. Now, assume that neither A is a descendant of B nor B is a descendant of A. Let X be the lowest common ancestor of A and B in T (G). If X is a homogeneous node, then G A and G B can have at most one vertex in common, and thus A and B cannot have the same label. If X is an antineighborhood node, then one of its children is a leaf, contradicting to the assumption that both A and B are internal nodes of T (G). ✷ Lemma 4 Let G be an n-vertex graph in G. If time complexity of algorithm Q is O(n t ), then T (G) can be constructed in time O(n 2+max{2,t}) ).
Proof. Time needed to construct T (G) is the sum of times required to decompose graphs corresponding to internal nodes of T (G). Let X be an internal node of T (G). If X is a homogeneous node, then decomposition of the corresponding graph G X is equivalent to finding a homogeneous set in G X . The latter procedure can be performed in O(n + m) time by [10, 11] . If X is an antineighborhood node, then decomposition requires O(n + m + n t ) = O(n max{2,t} ) time, as one first needs to make sure that there is no homogeneous sets in G X (O(n + m)) and then to find a good vertex (O(n t )). Since there are O(n 2 ) nodes in T (G), the total time complexity for constructing T (G) is O(n 2+max{2,t} ). ✷
To prove the main result of this section, we need to record a number of properties for our problem P to guarantee a polynomial-time solution for any graph G ∈ G:
(1) For any vertex v ∈ V (G), a solution of P in G can be derived in polynomial time from the solutions in G − N (v) and G − v.
(2) For any homogeneous set M in G and any vertex h ∈ M , a solution of P in G can be derived in polynomial time from the solutions in
(3) P can be solved in polynomial time for complete graphs.
Theorem 4 Let P be a problem possessing Properties (1) -(3)
, and let G be a hereditary class such that the class G p of prime graphs in G has the antineighborhood property with respect to P . Then P can be solved in polynomial time for graphs in G.
Proof.
Let G be an n-vertex graph in G. To solve P for G, we construct T (G) and then traverse it bottom-up, deriving a solution for each node of T (G) from the solutions corresponding to the children of that node.
The construction of T (G) requires a polynomial time by Lemma 4. For instances corresponding to leaf-nodes of T (G), the problem can be solved in polynomial time by the antineighborhood property and by Property (3) of P . For an instance corresponding to an internal node, a solution can be derived from the solutions of its children in polynomial time by Properties (1) and (2) of P . Finally, as there are O(n 2 ) nodes in T (G) (Lemma 3), the total running time to solve P for G is polynomial. ✷
3.4
The WID problem is polynomially solvable in (P 5 , P 5 )-free graphs
In this section we show that WID can be solved efficiently in (P 5 , P 5 )-free graphs by means of decomposition technique described in Section 3.3. First, we prove the following lemma.
Lemma 5
The class of prime (P 5 , P 5 )-free graphs has the antineighborhood property with respect to WID.
Proof. Fouquet [6] (see also [7] ) proved that every prime (P 5 , P 5 )-free graph is either a C 5 or C 5 -free. Furthermore, in [13] Hayward and Nastos (see also [3] ) showed that every prime (P 5 , P 5 , C 5 )-free graph has an antisimplicial vertex, that is a vertex whose antineighborhood is an independent set. Hence, every prime (P 5 , P 5 )-free graph is either a C 5 or has an antisimplicial vertex.
Let F be the class that consists of K 2 + K 1 and all empty (edgeless) graphs. Then by the above discussion every prime (P 5 , P 5 )-free graph has a vertex whose antineighborhood induces a graph from F. Clearly, such a vertex can be found in polynomial time. Moreover, the WID problem can be solved efficiently in every empty graph and in every induced subgraph of K 2 + K 1 . Summarizing we conclude the lemma. ✷ Now, since WID possesses the three properties necessary for efficient application of the decomposition, the main result of the section follows from Theorem 4 and Lemma 5.
Theorem 5
The WID problem is polynomially solvable in the class of (P 5 , P 5 )-free graphs.
