Explicit construction of local conserved operators in disordered
  many-body systems by O'Brien, T. E. et al.
Explicit construction of local conserved operators in disordered many-body systems
T. E. O’Brien,1 Dmitry A. Abanin,2 Guifre Vidal,3 and Z. Papic´4
1Instituut-Lorentz, Universiteit Leiden, P.O. Box 9506, 2300 RA Leiden, The Netherlands
2Department of Theoretical Physics, University of Geneva,
24 quai Ernest-Ansermet, 1211 Geneva, Switzerland
3Perimeter Institute for Theoretical Physics, Waterloo, Ontario N2L 2Y5, Canada and
4School of Physics and Astronomy, University of Leeds, Leeds, LS2 9JT, United Kingdom
The presence and character of local integrals of motion – quasi-local operators that commute
with the Hamiltonian – encode valuable information about the dynamics of a quantum system.
In particular, strongly disordered many-body systems can generically avoid thermalisation when
there are extensively many such operators. In this work, we explicitly construct local conserved
operators in 1D spin chains by directly minimising their commutator with the Hamiltonian. We
demonstrate the existence of an extensively large set of local integrals of motion in the many-body
localised phase of the disordered XXZ spin chain. These operators are shown to have exponentially
decaying tails, in contrast to the ergodic phase where the decay is (at best) polynomial in the size
of the subsystem. We study the algebraic properties of localised operators, and confirm that in the
many-body localised phase they are well-described by “dressed” spin operators.
I. INTRODUCTION
Isolated quantum systems (i.e., those disconnected
from any thermal bath) evolve according to unitary evo-
lution. Recently there has been much interest in under-
standing and classifying the possible outcomes of such
evolution for generic systems, e.g., those containing many
particles, subject to local potentials and interactions, and
in the presence of quenched disorder degrees of freedom.
For simplicity, we consider systems defined on a lattice,
and therefore with a local Hilbert space of finite dimen-
sion (e.g., two in the case of spin-1/2 qubits). The total
Hilbert space, being a tensor product of local Hilbert
spaces, is exponentially large in lattice size L, which
makes the problem still very difficult to treat in general.
One possible outcome that is relatively well understood
is ergodic evolution: a system, prepared in an arbitrary
initial state, evolves towards local thermal equilibrium
at long times. This process is a result of the “eigenstate
thermalisation hypothesis” (ETH), which governs the un-
derlying structure of individual (many-body) eigenvec-
tors of ergodic systems1–3. More recently, there has been
a surge of activity focused on understanding a distinct
class of systems which undergo non-ergodic dynamics. A
well-known example of such systems is the Anderson in-
sulator4. Anderson localisation is a generic property of
low-dimensional systems which is not sensitive to a par-
ticular type of lattice or disorder, but only applies to
non-interacting systems. When interactions are compa-
rable in strength to hopping and disorder energy scales,
the system may exhibit many-body localisation, a type of
localisation in the many-body Hilbert space5–7.
The interest in many-body localised (MBL) systems
is partly fundamental, as they provide a new paradigm
for non-ergodic systems that violate the basic premise of
equilibrium statistical mechanics. On the other hand,
MBL systems have measurable properties that distin-
guish them from both Anderson insulators and ergodic
systems. For example, their dynamics is governed by slow
FIG. 1: (Color online) A typical integral of motion τi in the
many-body localised phase of the disordered XXZ model. τi
decays exponentially away from the central site i. The oper-
ator τi is determined using the method described in Sec. IV,
and its spatial profile is obtained by plotting the disorder-
averaged logarithm of the operator density, Eq. (14). The
system is XXZ spin chain with interaction V = 0.5t and dis-
order ∆ = 5t in Eq. (5).
dephasing between different parts of the system8–11. On
the other hand, it was shown that quantum information
can be recovered in MBL systems using spin-echo tech-
niques12, and there are proposals that exotic types of
order can be stabilised using the MBL mechanism13–16,
which may be applicable to designing quantum informa-
tion processing schemes.
In order to explain the basic phenomenology of MBL
systems, including their failure to thermalise, a pic-
ture of Local Integrals of Motion (LIOMs) has been
put forward17,18. According to this picture, the basic
mechanism of MBL is similar to integrable models19:
there emerges an extensive number of operators (“con-
served charges”) τi, which commute amongst themselves
[τi, τj ] = 0 as well as with the Hamiltonian,
[
Hˆ, τi
]
= 0.
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2A special property of MBL systems is that τi have eigen-
values ±1, thus they resemble the bare spin-1/2 oper-
ators, and generically there are L such operators in a
lattice system of size L. This means that any Hamilto-
nian eigenvector can be specified by the conserved quan-
tum numbers corresponding to operators τi, i = 1, . . . , L.
Because of this extensive number of emergent quantum
numbers (that by definition do not change during unitary
evolution), the thermalisation of the system is prevented
as the MBL state retains the memory of its initial condi-
tion. The difference between integrable models and MBL
systems is in the form of individual τi: in the integrable
case, each τi is an extended sum of local operators, while
in the MBL case each τi is a single local operator, up
to corrections that vanish exponentially with distance to
the core. The subleading (exponentially suppressed) cor-
rections are important, as they cause the distinction be-
tween Anderson and MBL insulators. For example, the
presence of tails in LIOMs is responsible for the dephas-
ing dynamics and the spreading of entanglement in MBL
systems9,10, which does not occur in Anderson insulators.
The extensive number of LIOMs can therefore be
viewed as a defining characteristic of MBL systems. For
this reason, several previous works have explored ways
of constructing the LIOMs for MBL systems. In Refs.
20,21, a local operator is time-evolved with the Hamil-
tonian and averaged over time. Other works22,23 have
perturbatively constructed LIOMs of the form written
down in Refs. 10,18. In particular, Ref. 22 rigorously
proves the existence of LIOMs near the classical limit of
a 1D spin model. On the other hand, Ref. 23 follows the
perturbative treatment laid out in Ref. 6 near Anderson
localised free fermions. Most recently, in Ref. 24 an it-
erative construction for LIOMs was proposed based on a
similarity transformation (see also Ref. 25 and Ref. 26),
while there have also been attempts at constructing the
LIOMs via quantum Monte Carlo27.
In this work, we perform an explicit construction of
local conserved operators, focusing on the many-body lo-
calised phase in 1D spin chains. We follow the method
introduced in Ref. 28 where a slow-moving mode was
identified in ergodic Hamiltonian and Floquet systems.
Our method directly minimises the commutator, with
the system’s Hamiltonian, of an operator restricted to
a small subregion of an infinite chain. The main result is
an unambiguous signal of the exponentially decaying tails
of localised operators in the MBL phase of the disordered
XXZ spin chain. This is in contrast to the polynomial
scaling of the analogous operator in the ergodic phase.
Further, we demonstrate that an extensively large set of
localised operators can be found in the MBL phase, in
contrast to the ergodic phase. We also study the alge-
braic properties of localised operators, finding that when
the system is localised they resemble spin operators with
exponentially decaying tails.
As a consequence, our results allow to directly visualise
the LIOMs that continue to play a vital role in the theo-
retical studies of MBL systems, see. Fig. 1. By plotting
the disorder-averaged logarithm of the operator density,
defined in Eq. (14) below, we map out the spatial profile
of a typical integral of motion τi in the MBL phase of
the disordered XXZ model. This indeed confirms that τi
decays exponentially in the distance from the site i.
The remainder of this paper is organised as follows.
In Sec. II we introduce the notation and definitions. In
Sec. III we briefly review the properties of the disordered
XXZ chain – the prototype model of the MBL phase and
the localisation-delocalisation transition. In Sec. IV we
present our method for explicitly constructing operators
supported on a finite region which minimise the commu-
tator with the given Hamiltonian. The method can be
formulated as finding the approximate zero modes of a
certain matrix, which we call the “commutant matrix”.
In Sec. V we study the scaling of the smallest eigenvalue
of the commutant matrix with the size of the subsystem.
We confirm the polynomial decay of this eigenvalue in the
ergodic phase as previously found in Ref. 28, and show
that it decays exponentially in the MBL phase. In Sec.
VI we show that the difference between ergodic, inte-
grable and MBL phases can also be characterised by the
counting of approximate zero modes in the commutant
matrix. In particular, the MBL phase is distinguished by
having an extensively large manifold of such zero modes
in contrast to other phases. In Secs. VII and VIII we
examine in more detail the properties of the constructed
LIOMs, such as the “operator participation ratio” and
their spectral measures. Our conclusions are presented
in Sec. IX, where we also discuss some future directions.
II. BACKGROUND AND DEFINITIONS
In the following, for simplicity, we restrict ourselves
to one-dimensional spin chains with local Hamiltonians
(sums of terms with local support). Our methods can
be directly extended to higher dimensional systems, al-
though this comes with considerable computational cost.
Consider a spin chain S. Around any spin i in a chain
S, a series of concentric one-dimensional spheres of radius
l (connected line segments and their endpoints) can be
formed:
Si,l = {i− l, i− l + 1, . . . , i+ l − 1, i+ l}, (1)
where the boundary of this segment is denoted by
∂Si,l = {i− l, i+ l}. (2)
We are interested in the behaviour of operators within
the areas Si,l. We can focus on traceless operators Oˆ
satisfying Tr[Oˆ] = 0, as any operator can be written as a
basis-independent linear combination of a traceless part
and the identity (which has no local character).
A traceless operator Oˆ acting on the Hilbert space of S
(HS) may then be decomposed into a limit of operators
Oˆ = liml→∞ Oˆl:
Oˆl = Tr Si,l Oˆ, (3)
3where the trace is taken over the complement of Si,l. We
write the difference Oˆl − Oˆl−1 =: ∂Oˆi,l. We say Oˆ is
centred at i with exponential tails if there exists an expo-
nential function A exp(−l/ξ) that bounds ||∂Oˆi,l||. Here,
ξ is a characteristic length scale that that governs some
of the correlations involving Oˆ. It is tempting to identify
ξ as the “many-body localisation length”, which should
diverge at the MBL transition. Note, however, that the
decay of correlations within the MBL phase could be gov-
erned by multiple lengths18. Some of those may diverge
at the phase transition, while others may not, e.g., the
length scale ξc defined below, which controls the spread-
ing of entanglement, is expected to remain finite at the
phase transition. Our analytic arguments below are re-
stricted to systems deep inside the MBL phase, where ξ
is finite.
Given a Hamiltonian Hˆ acting on S, an integral of
motion (IOM) is an operator Oˆ that commutes with Hˆ.
In contrast to this generic operator, the MBL phase17,18
supports extensively many integrals of motion, each cen-
tred around some site i in S, with exponentially decaying
tails. We call such an operator a local integral of motion
(LIOM) and denote it by τi. The exponential decay of
τi in the MBL phase is governed by some length scale ξ,
which is related to the many-body localisation length. In
Sec. IV below, we will outline the procedure how such τi
can be directly constructed. The result of such a calcula-
tion gives a typical τi illustrated in Fig. 1. In this figure,
we plot the logarithm of the operator density (defined in
Eq. (14) below). The important sign of the MBL phase
is the straight line fit to the tails on either side, as this
corresponds to exponential decay.
As Hˆ is a sum of terms with local support, its commu-
tator with the restricted τi,l must live in the area around
∂Si,l and be cancelled by operators that extend to this
area. Thus, we can bound it as:
||[Hˆ, τi,l]|| ≤ C||∂τi,l|| ≤ C ′ exp(−l/ξ). (4)
We intend to approximate τi,l in each Si,l by finding the
approximate local integral of motion (ALIOM) ti,l in Si,l
that minimises the commutator with Hˆ.
III. MODEL: THE DISORDERED XXZ SPIN
CHAIN
A prototype model of a system with an MBL phase
is the disordered XXZ spin chain29. This consists of a
one-dimensional spin-1/2 chain with the Hamiltonian
Hˆ =
t
4
N−1∑
j=1
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
+
V
4
N−1∑
j=1
σzjσ
z
j+1 +
1
2
N∑
j=1
hjσ
z
j , (5)
with σaj , a = {0, x, y, z} being the Pauli operator act-
ing on site j and satisfying (σaj )
2 = 1, and hj selected
randomly from a uniform distribution over [−∆,∆]. We
consider open boundary conditions. The model has two
independent parameters (V and ∆), assuming the overall
energy scale is fixed by t. Via the Jordan-Wigner trans-
formation, this system is equivalent to the (spinless) 1d
Hubbard model, where ∆ is random on-site disorder.
The disordered XXZ model was found to capture sev-
eral interesting physical regimes. Let us assume V = t.
At zero disorder ∆ = 0, the model is integrable and
thus fails to thermalise. For disorder ∆ < ∆c with
∆c ≈ 3.5 − 4 the critical value of disorder, the system
is ergodic, in the sense that nearly all eigenstates obey
the ETH30 For small values of ∆ . 0.55, entanglement
spreads ballistically31 and obeys the “volume law” in sys-
tem’s eigenstates32. This means that the von Neumann
entropy Sent, evaluated for a system bipartitioned into
A and B subsystems (such that LA + LB = L), scales
proportionally to the number of degrees of freedom in A:
Sent ∝ LA. This is a typical property of ergodic systems,
and a similar relation holds even for completely random
vectors in the Hilbert space. At slightly larger disorder
0.55 . ∆ . ∆c, the system exhibits sub-ballistic entan-
glement spreading, and sub-diffusive charge transport32.
Studies of the inverse participation ratio (IPR) and
eigenvalue statistics29 have demonstrated the existence of
a finite-V phase transition in the range 3 . ∆ . 4. There
is evidence that this transition may be complicated by
the presence of a mobility edge33,34, making the position
of the phase transition dependent on energy density, but
it has been suggested that this may be due to finite-size
effects35.
Finally, at strong disorder ∆ & 4, the system enters
the MBL phase where nearly all eigenstates are localised
(apart from rare resonant states). In the MBL phase, the
entropy of most eigenstates scales as the area of the sub-
system, i.e., Sent ∝ const in 1D. This means, on average,
there is far less entanglement in MBL states compared
to ergodic systems. This “area law” for entropy14,18,36 is
similar to what is found in the ground states of gapped
systems37. The special property of MBL phase is that
the area law holds throughout the spectrum, even at
arbitrarily high excited eigenstates. This also has con-
sequences for the dynamics in the MBL phase, for ex-
ample during the global quench from an initial prod-
uct state, the entanglement spreads logarithmically in
time8–10: Sent(t) ∝ ξc ln(V t/~), where ξc is an effective
length controlling the spread of entanglement(note that
ξc is expected to remain finite at the MBL transition
18).
As mentioned in Sec. I, the fundamental reason why
entanglement and dynamics are so constrained in the
MBL phase compared to the ergodic phase, is the ap-
pearance of extensively many LIOMs. In order to fully
understand the properties of MBL systems, it is there-
fore desirable to have a method that has direct access
to such operators. In the following Section, we describe
our method for constructing such operators directly by
solving an eigenvalue problem.
4IV. METHOD
We now introduce the method for explicitly construct-
ing operators that “best commute” with the Hamilto-
nian, such as the one in Eq.(5) (see also Ref. 28). The
method is general and can be applied to any model. In
subsequent Sections, we will apply the method to con-
struct local operators and study their scaling with sys-
tem size in the MBL and ergodic phases of the disordered
XXZ model.
Given a spin chain S, we wish to minimise the
commutator28
ρ =
Tr
([
Hˆ, Oˆ
]† [
Hˆ, Oˆ
])
Tr
(
Oˆ†Oˆ
) , (6)
for operators Oˆ that are sums of terms with support on
a subsystem S of S. We exclude the identity from this
sum, as it trivially commutes with Hˆ. This requirement
is equivalent to requiring Oˆ be traceless.
We now expand Oˆ as a linear combination of operators
from a basis for the set of traceless operators with support
in S. A natural basis to take (for spin-1/2 systems) is
the set PS of local products of Pauli operators. Each
operator in PS is defined by choosing a Pauli operator
from {σ0i , σxi , σyi , σzi } for each site i, and taking the tensor
product of the combination. PS contains all possible such
operators excluding the identity (which corresponds to
the choice of σ0 on all sites). Note that this gives 4|S|−1
elements in PS , making it a complete basis for operators
with support on S when combined with the identity.
With this choice we write
Oˆ =
∑
Σ∈PS
aΣΣ. (7)
If we substitute this into (6), and write ~a as the vector of
individual aΣ terms, we can rewrite (using the fact that
operators in PS satisfy Tr
(
Σ†iΣj
)
= δi,j4
|S|)
ρ =
~a†C~a
~a†~a
, (8)
where we introduced a “commutant matrix” C, defined
as
CΣi,Σj = Tr([Hˆ,Σi]†[Hˆ,Σj ])4−|S|. (9)
In order to minimise ρ, we need ∂ρ
∂~a† = 0. Multiplying
both sides of Eq. (8) by ~a†~a, and differentiating by ~a†
gives
ρ~a = C~a (10)
Thus, the problem reduces to finding the eigenvector ~v
of the commutant matrix C corresponding to the low-
est eigenvalue ρ. From this we can construct the best-
localised operator Oˆρ =
∑
Σ∈PS ~vΣΣ.
Note that C is positive semi-definite, so all eigenvalues
are ≥ 0. To show this, let us define S + Hˆ as the set
of sites connected to S by terms in Hˆ (i.e. site r lies in
S + Hˆ if and only if there is some site s in S and some
Σrs ∈ PS that contributes to Hˆ and acts non-trivially
on both sites r and s). Then, if Σi ∈ PS , [Hˆ,Σi] acts
non-trivially only on S + Hˆ, and we can write[
Hˆ,Σi
]
=
∑
Ω∈PS+Hˆ
cΩ,iΩ, cΩ,i = Tr
(
Ω†[Hˆ,Σi]
)
4−|S|.
(11)
Then, if Σj ∈ PS also, we have
Tr([Hˆ,Σj ]
†[Hˆ,Σi])4−|S| =
∑
Ω
c†Ω,jcΩ,i. (12)
Then, from the definition of C, we can immediately write
C = C†C with
CΩ,Σi = cΩ,i = Tr
(
Ω†[Hˆ,Σi]
)
4−|S|. (13)
This result implies that C does not have any eigenval-
ues other than what we are searching for; ρ does indeed
correspond to the eigenvalue closest to 0. Furthermore,
it is computationally far easier to construct the matrix
C and then calculate C = C†C than directly calculate C
from its definition.
We briefly describe here the method used to construct
Fig. 1. Given a fixed subsystem S of 7 sites, we find the
best-localised operator Oˆρ that corresponds to the lowest
eigenvalue of the localisation matrix. For each site i ∈ S,
we calculate
1− ||TrS/iOˆρ||2, (14)
where S/i is the set of points with i excluded. This is
equivalent to finding the trace norm of the piece of Oˆρ
with nontrivial support on i. This is then averaged for
each site over 10000 disorder realisations.
V. EIGENVALUE DECAY IN THE
DISORDERED XXZ SPIN CHAIN
To begin our study of the disordered XXZ spin chain
via the method explained in Sec. IV, we demonstrate
the difference in operator decay between the MBL and
ergodic phases. In appendix A we argue that this corre-
sponds to the exponential decay of the lowest eigenvalue
of the commutant matrix.
We fix a subsystem SL of L spins (labelled i =
1, . . . , L), and take all combinations of Pauli matrices
acting on these spins as a basis of operators from which
we construct the commutant matrix in Eq. (9). This
matrix is then independent of Hamiltonian terms that
do not act on these spins, and so for our XXZ model we
need only embed this in a larger chain of L+2 spins. It is
then possible to obtain the lowest eigenvalue of the com-
mutant matrix for L = 8 via iterative diagonalisation,
5FIG. 2: (Color online) Minimum eigenvalue of the commutant matrix for the disordered XXZ spin chain (5) as a function of
the subsystem size L. Parameters are V = 0.5t, and ∆ = 0.5t (left) or ∆ = 5t (right). Points are averaged over either 10000
disorder samples (L = 3, 4, 5, 6, 7) or 200 (L = 8). Lines are polynomial (left) and exponential (right) fits to the points. Fit
parameters are given in the figures.
e.g., using Arpack. This method is notably different in
spirit from the diagonalisation of the Hamiltonian, as the
total size of the system can be assumed infinite and the
boundary conditions play no role.
In Fig. 2, we plot the disorder-averaged lowest eigen-
value of the commutant matrix for the range L = 3 to
L = 8, in the ergodic (V/t = 0.5,∆/t = 0.5) and MBL
(V/t = 0.5,∆/t = 5) regimes. The data shows typical
lowest eigenvalues of the commutant matrix (i.e., we av-
erage the logarithm of the lowest eigenvalue). Similar
results are obtained when averaging the eigenvalue itself.
In both cases, we attempt linear fits of ln(y) = ax + b
(exponential decay) and ln(y) = a ln(x) + b (power law
decay). Found values of a and b are given in the figure.
In the ergodic phase, the power law fit has a three times
smaller residual than the exponential, whilst in the MBL
phase the reverse occurs. Beyond the difference in the fit
discrepancies, the power law fit to the results of the MBL
system has almost L−7 decay, which appears implausi-
ble. The power-law decay in the ergodic phase (L−2.4)
matches similar trends in other ergodic systems (Ref. 28
finds a L−2.6 decay in a different spin chain within an
ergodic phase).
VI. EIGENVALUE COUNTING IN THE
COMMUTANT MATRIX
In an ergodic system, Ref. 28 found a single slow oper-
ator with an eigenvalue that scales as a power law func-
tion of localisation area L. By contrast, the MBL phase is
distinguished by the presence of not one but extensively
many local integrals of motion. This suggests that one
should not only focus on the “ground state” of the com-
mutant matrix, but the entire low-eigenvalue manifold of
eigenvectors. In this Section, we analyse the structure of
this manifold and provide counting rules for the complete
set of localised operators than span this subspace.
In Fig. 3 we plot the averaged low-lying spectrum of
the commutant matrix for a subsystem of length L = 7,
in the MBL (∆ = 8t), ergodic (∆ = 1t) and integrable
(∆ = 0) regimes (all with V = 0.5t). We see that at the
lowest eigenvalues, the trend of the points in the MBL
phase is slightly concave up; a large number of eigenval-
ues are clustered near zero. By comparison, the ergodic
and integrable spectra are strongly concave down, and
the lowest eigenvalue is atypically small.
Of interest is the clear presence of gaps in the MBL
phase, which are not present when the system is ergodic.
In order to display these more clearly, in the inset to Fig.
3 we plot the relative difference
∆j = 2
ρj+1 − ρj
ρj+1 + ρj
(15)
(the specific labelling of the peaks in this plot is explained
below). Interestingly, gaps are also present in the in-
tegrable limit, where new conserved operators have re-
cently been constructed38–40. Pairs of degenerate eigen-
values in the integrable system are due to the σx ↔ σy
symmetry in the commutant matrix (these operators ex-
ist in separated blocks of the commutant matrix that are
coupled by the disorder terms σz).
To explain the presence of gaps in the MBL case, let
us consider the L τi operators present in an L-site sub-
system S in the MBL phase. If we select a subset of sites
S ⊂ S, the product PS =
∏
i∈S τi will have exponentially
decaying tails, as we can bound
||∂PS,l|| < |S|A exp(−l/ξ), (16)
with A exp(−l/ξ) the bounding function for the expo-
nential decay of the LIOMs (which is system-dependent),
and l defined by the distance from the edge of S. This
gives a total of of 2L − 1 LIOMs centred in S. Each
6FIG. 3: (Color online) The lowest 50 eigenvalues of the
commutant matrix for systems in the integrable (red), ergodic
(blue) and MBL (black) phases, with a subsystem of 7 sites.
The results for the integrable system are exact, those for the
ergodic and MBL systems are averaged over 5000 disorder
realisations (error bars are shown in figure). (inset) Relative
difference between the eigenvalues of the commutant matrix in
the MBL phase, Eq. (15). Points that correspond to changes
between the distance dI in Fig. 4 have been marked, and a
local maximum is visible at each point.
of these LIOMs should be approximated by a different
eigenvector of the commutant matrix (as they satisfy
Tr(P †SPS′) = δS,S′4
|S|). If the approximation is good, the
size of the corresponding eigenvalue will be proportional
to the size of the tail of the LIOM that lies outside S,
as per Eq. (4). The size of this tail grows exponentially
with the minimum distance dS between any i ∈ S and the
boundary. Thus, we would expect groups of eigenvalues
corresponding to PS operators with different dS .
On the small system sizes studied, the situation is
slightly complicated by disorder, which breaks the reflec-
tion symmetry within S, causing one side to be ’favoured’
for decay over the other. To understand this, let us cut S
into left (SL) and right (SR) sides. A fixed disorder real-
isation {hi} will be stronger on one of the two sides; this
can be roughly characterised by the standard deviation
of {hi, i ∈ Sa} for a = L,R. Let us assume, without loss
of generality, that the disorder on SL is stronger than
that on SR. Then, LIOM tails will have decay of the
form AL exp(−l/ξL) on the left but AR exp(−l/ξR) on
the right, with ξR > ξL. This implies that the opera-
tors PS that achieve dS on the right will have larger tails
(∝ exp(−l/ξR)) outside the boundary than operators PS′
that achieve dS′ on the left but not the right (with tail
size ∝ exp(−l/ξL)).
Continuing our assumption of stronger decay on the
left, in Fig. 4 we order the 25 − 1 = 31 PS operators by
their distances dL and dR. We also include a schematic
of the scenario described above. Unless ξR  ξL, we
would expect exp(−l/ξL) > exp(−(l+1)/ξR), and so the
tail size should be determined firstly by min(dL, dR) and
secondly by whether min(dL, dR) = dR. We see that this
gives groups corresponding exactly to the gaps seen in
the MBL phase in Fig. 3. This shows that our method
can approximate not just one, but several LIOMs.
The argument above does not explain why the peak
height drops in Fig. 3 (inset). We attribute this to in-
terference from operators in the system other than the
LIOMs, which may yet have a slow power-law decay. As
the system size increases, we would expect these differ-
ences to grow until some saturation point, which would
depend on the localisation length ξ. We would also ex-
pect the symmetry-breaking effect to disappear. Unfor-
tunately we have not been able to study this due to our
restrictions on subsystem size.
FIG. 4: (Color online) (top) Table of some combinations of
local integrals of motion PS in a subsystem of width 7 in a
spin chain. On each row the single τ operators in the product∏
i∈S τi are indicated, and the distance to the boundary dS
is written on the right column. An asterisk denotes when
the distance dS is to the boundary of slower decay (see text).
(bottom) Example of a PS operator; in this case we have
PS = τ3τ4. If PS were approximated by our method inside the
boxed region, the closest distance to the boundary is dS = 2
on the left, and we would expect the average ||[[PS ], Hˆ]|| ∝
exp(−2/ξ), with ξ the localisation length.
VII. ALIOM OPERATOR CHARACTERISTICS
If ||TrSi,lτi||/||τi|| ≈ 1, it is reasonable to expect the
ALIOM ti,l to be a good approximation to τi. We now
investigate whether ti,l has the characteristics of a local
spin.
At large disorder strength, the tails of τi should sit well
within a large subsystem, and so ti,l should itself be a sum
of a small number of Pauli operators. We measure this
by a means similar to the traditional inverse participation
7FIG. 5: (Color online) Operator participation ratio, Eq.
(17), for various disorder strengths as a function of subsystem
size. All points are an average over 10000 disorder realisations
(error bars in plot). Lines are a fit to the first few points to
emphasise trends of curving above or below a linear increase.
ratio for states: with again ti,l =
∑
I aIΣI we can write
R(ti,l) =
∑
I
|aI |4. (17)
This, or rather R−1, can be thought of as a measure of
how many of the Pauli operators contribute to ti,l; if we
have n equally contributing operators ti,l =
1√
n
∑n
j=1 σj ,
R−1(ti,l) = n. In general with uneven contributions
R−1(ti,l) is not an integer, but it is bounded below by 1.
We dub R−1(ti,l) the operator participation ratio (OPR).
Note that the value of R is dependent on the basis chosen
for the commutant matrix.
In Fig. 5, we plot the disorder average of R−1 for
the best-commuting operator as a function of subsystem
size, for a range of disorders. We fit lines to the first few
points of each curve to see the comparative trend. Deep
within the localised phase, the OPR achieves a limiting
value immediately and grows very little afterwards. At
lower disorder, the OPR grows for a while before either
bending sub-linear (∆ = 1), or to a higher power law
(∆ = 0.5).
Given a local integral of motion τi =
∑
l ∂τi,l, if||∂τi,l|| = A exp(−l/ξ), our normalisation constant is
A2 =
∞∑
j=1
exp(−2j/ξ) (18)
The value of the limit of our OPR curves (R−1(τi)) de-
pends on how many Pauli operators ΣI from each ∂Si,l
contribute to ∂τi,l, making it impossible to explicitly de-
termine. However, it is possible to make upper and lower
bounds. The minimum value of the OPR is achieved if a
single operator from each ∂Si,l contributes to ∂τi,l, giving
the following lower bound:
R−1min(τi) =
[∑∞
j=0 exp(−2j/ξ)
]2
∑∞
j=0 exp(−4j/ξ)
=
1 + exp(−2/ξ)
1− exp(−2/ξ) = coth(1/ξ), (19)
whilst a bound above for the OPR can be constructed by
considering the case where only the largest operator (σzi )
contributes:
R−1max(τi) =
 ∞∑
j=0
exp(−2ξ)
2 = 1
(1− exp(−2/ξ))2 .
(20)
For the case of ∆ = 5t, we have R−1(τi) ≈ 2, which cor-
responds to a maximum possible decay length of 1.8 and
a minimum of 1.6. This is over twice the decay length
extracted from Fig. 2. This can be explained by the
formation of singlets between pairs of LIOMs, as these
would have a large effect on the OPR, but not the eigen-
value.
Whether liml→∞R−1(τi,l) is finite is directly depen-
dent on whether τi = liml→∞ τi,l is normalisable, for we
can write for any l
lim
l→∞
R(τi,l) ≥ max(alI)
||τi,l||
||τi|| > 0, (21)
with max(alI) the largest coefficient of the expansion of
τi,l in our Pauli basis. This is in turn related to whether
the tails of τi decay faster than 1/L (as 1/x
n is a con-
vergent series only when n > 1). This presents a con-
flict; the ∆ = 0.5t curve is clearly diverging, whilst
the corresponding eigenvalues in Fig. 2 decay at a rate
1/L2.3 > 1/L. This is resolved by noting that the com-
mutator [Hˆ, ti,l], whilst bounded above by the size of
the terms τi,l on the boundary, has no bound below and
can possibly scale faster than the corresponding operator.
In appendix A we demonstrate that this cannot cause a
signature of exponential decay without the presence of
LIOMs τi.
It is unfortunately not possible to distinguish whether
the sublinear behaviour of all other curves converges or
is logarithmically divergent; as such we cannot determine
accurately the decay behaviour close to the phase tran-
sition. It should be noted though that our method does
not fix a temperature on the system. Well within the lo-
calised phase, where we approximate well the LIOMs, the
operators have non-zero eigenspectrum across the entire
Hilbert space, and so are at infinite temperature. How-
ever, in the presence of a mobility edge, an operator pro-
jected into the localised energy band would have better
scaling than one at infinite temperature, and so this may
well be observed in our method. This would imply that
we expect to see signatures of the MBL phase as soon
as a non-negligible fraction of the Hilbert space becomes
8FIG. 6: (Color online) Scatter plot of 10000 individual re-
alisations of the lowest eigenvalue of the commutant matrix
against the corresponding operator participation ratio for a
range of disorders, coloured by the disorder strength ∆. All
points are calculated over a system size of length 7.
localised. However, as a sum of a large number of oper-
ators will be required to project out delocalised energy
levels, we can expect the OPR to be large (but finite) in
these situations, rather than immediately collapsing to
near 1.
VIII. CORRELATIONS BETWEEN OPERATOR
MEASURES
The model studied throughout this paper draws the
disorder on any site from a uniform distribution, but
this distribution is not necessarily represented well by
the realisation drawn for any small subsystem we study.
In the MBL phase, the density of the actual LIOMs τi
within such subsystems, and the size of the tails out-
side, will thus fluctuate between disorder realisations.
If we attempt to approximate the real LIOMs τi in the
MBL phase with our method, we should thus expect ‘bet-
ter’ performance for some realisations over others, in the
sense that the overlap between the actual LIOM τi and
our ALIOM ti,l will be larger. This implies that in the
MBL phase, all measures of the “goodness” of our ap-
proximation should roughly correlate with each other.
We have already used the commutant matrix eigenval-
ues and the OPR of the resultant operators to investigate
the disordered XXZ spin chain. In the MBL phase, when
the eigenvalue ρ corresponding to an ALIOM ti,l is small,
we expect this to be a better approximation to the LIOM
τi. Furthermore, we expect operators with smaller ρ to
have smaller tails, and thus faster decay. This should
then correspond with a smaller OPR. As R−1(τi) is de-
pendent on the local structure (and thus the local disor-
der as well as the tails), we expect a reasonable, but not
perfect correlation.
In Fig. 6, we make a coloured scatter plot of these two
properties for a set of 10000 disorder realisations with
L = 7, and a range of diorder strengths. We colour the
plots by their disorder strength. We find a very strong
correlation between the OPR and the eigenvalue; our
points tend to follow a hyperboloid shape between the
two limits of large and small OPR/eigenvalue. The turn-
ing point in the hyperboloid occurs at around ∆ = 2t.
At strong ∆ and small ρmin, we also notice a clear
quantization of the OPR, with features that trend to
OPR = n as ρ→ 0 (this can be seen more clearly in the
inset). These most likely correspond to the formation of
singlets between two LIOMs. We note (as mentioned be-
fore) that these cause a large change to the OPR without
immediately affecting the eigenvalue.
In sections V and VII we made two independent mea-
sures of the decay length for the XXZ chain with param-
eters ∆ = 5t, V = 0.5t. These found ξ = 0.75 and
ξ = 1.6 − 1.8 respectively, a two-fold deviation. We
claim that the leading source of this deviation comes
from the singlet presence, which should increase the IPR
whilst not significantly affecting the eigenvalue. In order
to test this claim, we remove the fraction of operators
with OPR > 2, and recalculate both measures. The ξ
calculated by the eigenvalue scaling (Sec. V) shifts to
ξ = 0.72, but the ξ calculated by the OPR (Sec. VII
shifts to 0.95 − 0.98), reducing the discrepancy to 25%.
We believe the remaining difference comes from finite size
effects of the approximation.
The LIOMs τi are expected to be spin operators;
they should divide the Hilbert space into two equal
eigenspaces (corresponding to ±1 eigenvalues). Equiva-
lently, being traceless, they should square to the identity.
Furthermore, the results from Sec. VI suggest we should
be able to isolate not only multiple τi operators, but also
their products τiτj . If this is the case, and τ
2
i = 1, we
can calculate (τiτj)× τi × τj = 1 also.
We propose two measures of the ability of the approx-
imated ti,l operators to mimic these algebraic proper-
ties; the spectral measure S(Oˆ), and the product measure
P (Oˆ1, Oˆ2, Oˆ3)
S(Oˆ) =
∑
λOˆ
||λOˆ| − 1|, P (Oˆ1, Oˆ2, Oˆ3) = Tr[Oˆ1Oˆ2Oˆ3],
(22)
with λOˆ the eigenvalues of Oˆ. In Fig. 7 we plot a selec-
tion of heat maps (2d histograms) of correlations between
these measures for a subsystem of size 4 with ∆ = t (left)
and ∆ = 8t (right). The tails of operators centred at the
border of the subsystem cannot exponentially decay be-
fore being cut by the approximation, so here we would
expect to see a signature of two τi operators and their
product. This should then produce in the ∆ → ∞ limit
a spectral measure S1 = S2 = S3 = 0 for the first three
eigenvalues, and P123 = 1.
In the MBL phase, we see that the sample is split into
two sets by the spectral measure S1. The majority of
the sample lies at very small S1 and eigenvalue, and has
a rough correlation between the two of them. A small
9FIG. 7: (Color online) 2d histogram plot of various cor-
relations between eigenvalues and the spectral and product
measures defined in text. System parameters are V = 0.5t,
and ∆ = t (left) or ∆ = 8t (right). All data taken at a
resolution of 200× 200 bins, from a total of 100000 samples.
fraction of the sample sits with spectral measure roughly
11.3. To explain this number, we note that the Hilbert
space of a four-site subsystem is 16-dimensional, and so
an operator of the form 1√
2
(σzi +σ
z
j ) would have an eight-
fold degenerate 0 eigenvalue, and two four-fold degener-
ate ±√2 eigenvalues. Then, we can calculate
S
(
1√
2
(σzi + σ
z
j )
)
= 8 + 8(
√
2− 1) ≈ 11.3. (23)
This then gives support to our explanation of the quan-
tisation that appears in Fig. 6 (our Hilbert space is 16-
dimensional for 4 sites, and so half of the 16 eigenvectors
would have eigenvalue 0, and the other half
√
2).
Furthermore, we observe a very strong correlation in
the MBL phase between the spectral measure of the op-
erator with the third-lowest eigenvalue, and the product
measure, corresponding to around 90% of the sample. We
argue that in these samples the system is approximating
two of the τi operators very well; the third is mixed some-
what with the delocalised operators, and as our approxi-
mation to the LIOM becomes better it matches simulta-
neously the spectral and algebraic properties. We should
note here that a large fraction of the sample does have
a product measure fixed to 0 regardless of the spectral
measure (about 10% of the entire sample). This complete
lack of overlap possibly implies that some operator other
than an approximation to the LIOMs had low enough
eigenvalue to sit between them.
In the ergodic phase (∆ = t) there is some trend to-
wards a lower spectral measure with lower eigenvalue.
Moreover, there is an intriguing, quadratic-like feature
that appears in the center of the plot, which is currently
not understood. Finally, we also note that though the
product measure is almost always approximately zero,
there is a faint but visible remnant of the correlation
that was dominant in the MBL phase.
IX. CONCLUSIONS AND OUTLOOK
We have explicitly constructed a complete set of LI-
OMs, confirming the theoretical picture of the many-
body localised phase of a spin system. Our method
constructs the operator within a finite region that best-
commutes with the Hamiltonian, which at strong enough
disorder is similar to cutting off the exponentially decay-
ing tails of the corresponding LIOM. The size of the cut
tails is reflected in the norm of the commutator of this
operator with the Hamiltonian, which is the eigenvalue
of the constructed commutant matrix. We have observed
exponential decay of the lowest eigenvalue of the commu-
tant matrix in the MBL system (which is not present in
the ergodic system), and we have proved that this is an
unambiguous sign of an expontially decaying operator
which commutes with the Hamiltonian.
We have also studied the properties of these opera-
tors, quantifying their locality via an operator partici-
pation ratio, and their algebraic properties via measures
of how well they approximate a set of Pauli spins. In
the MBL phase, the lowest eigenvector of the commutant
matrix has been shown to have the algebraic properties
of a dressed spin (with the exception of a small fraction
of disorder realisations where it is clearly a linear com-
bination of a few spins). Furthermore, we have shown
that this method can reproduce the entire spectrum of
LIOMs living in the studied subsystems. These could al-
ternatively be reproduced by translating the subsystem
to be centered on other sites.
The disadvantage of the method is that it scales even
more prohibitively than full diagonalisation of the Hamil-
tonian. The commutant matrix (9) has size (4L − 1) ×
(4L − 1), making the exact method unviable for any-
thing beyond small L. One could employ various schemes
of truncating the basis of the operator space, either by
some physical insight dependent on the particular model
and/or by using MPS techniques28. For example, a nat-
ural way of truncating the basis could be to keep only
the terms that explicitly appear in the Hamiltonian and
those obtained from them via the action of the commu-
tator. This should allow to extend the method to much
larger systems.
Finally, a natural future direction would be to use
the method presented here to study the localization-
delocalization transition. The residual of the exponen-
tial and power-law fits in Sec. V provide a means of
distinguishing whether the system is in the ergodic or
MBL phase. For V = t, we compare the two residuals
in Fig. 8, and we extract a phase transition at around
∆ = 2t. The critical disorder strength predicted is thus
lower than in other studies, which find a mobility edge
between ∆ = 2t and ∆ = 4t33,34. This would suggest
that our method “sees” a phase transition as soon as any
of the eigenspaces is localised. For this to occur, LIOMs
must appear with the onset of the MBL phase in any
part of the eigenspectrum. This does not appear impos-
sible, as there exist many operators that act only on a
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FIG. 8: (Color online) Plot of the residual from the power law
and ergodic fits as in Fig. 2, for a range of disorder values.
Each fit was taken using 5 data points from L = 3 to L = 7,
each data point being in turn averaged over 1000 disorder
realisations.
small part of the eigenspectrum (e.g., see Ref. 41), and
our method would return a positive result for the MBL
phase if a single one was localised. Recent work42 appears
to suggest that some LIOMs could indeed be well-defined
in the presence of the mobility edge, but more detailed
investigations are needed to resolve this interesting ques-
tion.
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Appendix A: Equivalence of two types of
exponential decay
We wish to show that exponential decay of the lowest
eigenvalue of the commutant matrix is a definite signal
of localised integrals of motion. In the presence of expo-
nentially LIOMs τi, we can bound
ρ =
||[Hˆ, ti,l]||2
||ti,l||2 ≤
||[Hˆ, τi,l]||2
||τi,l||2 ≤ C
′ exp(−l/ξ). (A1)
This implies that our system does not have LIOMs unless
ρ scales exponentially. However, we have not yet demon-
strated that an exponentially scaling ρ must imply the
presence of exponentially scaling modes. In this section,
we argue why this must be the case.
There are two issues to address. Consider “amputat-
ing” an integral of motion τi to give successive τi,l. We
have that [τi,l, Hˆ] = −[τi − τi,l, Hˆ], and all terms in τi,l
have support only within Si,l, but all terms in the re-
mainder τi − τi,l have explicit support outside Si,l. If Hˆ
is local, the commutator [Hˆ, τi] cannot have support far
from that of τi, but terms in [τi−τi,l, Hˆ] must retain sup-
port close to the outside of Si,l, and so each term must
live on the boundary. However, terms in [ti,l, Hˆ] have
no such restriction, as ti,l is not constructed as part of a
larger operator. This gives ti,l additional degrees of free-
dom in its construction, and we must show (proposition
1) that these cannot give exponential decay that would
not otherwise be present.
Furthermore, there is no automatic lower bound for
||[τi,l, Hˆ]||/||∂τi,l||. We must show that this fraction can-
not show exponential decay in l, as otherwise the commu-
tator will see exponential decay whilst the operator itself
does not. Note that this is not obviously always the case,
as in the MBL phase the fraction ||[τi,l, Hˆ]||/||τi,l|| does
decay exponentially. Indeed, a general proof of this has
proved elusive. In proposition 2, we give a lower bound
for ||[τi,l, Hˆ]||/||∂τi,l|| in the case of the XXZ spin chain,
and point out how this cannot be immediately extended
to a general model (although we hypothesise that such a
lower bound always exists in non-trivial cases).
Proposition 1: we note that the commutator between
a local Hamiltonian and an operator increases linearly
with the number of non-trivial tensor factors in the op-
erator. This implies that the difference between τi,l and
ti,l must be a sum of operators with small numbers of
non-trivial tensor factors. The number Nl of such op-
erators increases polynomially in l, and so at large l,
Nl/Nl+1 ≈ 1, and our spreading operation must be in-
dependent of l (i.e. it must converge in norm as a super-
operator). This in turn implies that at large l, we should
have
||[ti,l, Hˆ]||
||[τi,l, Hˆ]||
≈ ||[ti,l−1, Hˆ]||||[τi,l−1, Hˆ]||
, (A2)
or to be specific, the relative difference should go to zero
in the l→∞ limit. Rearranging this gives
lim
l→∞
||[ti,l, Hˆ]||
||[ti,l−1, Hˆ]||
= lim
l→∞
||[τi,l, Hˆ]||
||[τi,l−1, Hˆ]||
. (A3)
This implies that power law decay of ||[τi,l, Hˆ]|| (right-
hand side equal to 1) is equivalent to power law decay of
||[ti,l, Hˆ]|| (left-hand side equal to 1).
Proposition 2: we note that for τi to be an in-
tegral of motion, [τi,l, Hˆ] must consist of terms from
[∂τi,k, Hˆ] for k near l. So it remains to check whether
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||[∂τi,l, Hˆ]||/||∂τi,l|| can scale exponentially. For the XXZ
Hamiltonian this is not the case; an operator with non-
trivial tensor factors on site i + l can be written in the
form
oˆi+1 =
∑
I
AI
∑
a=x,y,z
ca,Iσ
a
i+l. (A4)
With AI some operator acting on sites to the left of i+ l.
But then, the commutator of oˆi+1 with the σ
x
i+lσ
x
i+l+1 +
σyi+lσ
y
i+l+1 term gives∑
I
2AI(cx,Iσ
z
i+lσ
y
i+l+1 − cy,Iσzi+lσxi+l+1
+cz,Iσ
y
i+lσ
x
i+l+1 − cz,Iσxi+lσyi+l+1),
(A5)
giving a minimum bound
||[oˆi+1, Hˆ]||2/||oˆi+1||2 ≥ 2 (A6)
The same argument applies for the operators acting on
site i − l, and so ||[∂τi,l, Hˆ]||/||∂τi,l|| is bounded below,
and exponential decay of the numerator implies exponen-
tial decay of the denominator.
Note that Proposition 2 relied explicitly on having two
terms in the Hamiltonian that acted on sites i and i+ 1.
In general this is not the case, and so this proof can-
not be immediately extended to all systems with local
Hamiltonians, although we believe the result to be true.
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