Introduction
In this paper, we propose the use of motor representations, in the form of a motor vocabulary, for topological mapbuilding and navigation. These motor representations describe the robot's motor repertoire and are created tbmugh an imitation process. Incorporating motor representations into topological maps allows a natural adaptation between the robot's motion capabilities, the environment representations (maps) and navigation processes.
Topological maps have proved suitable for global navigation tasks, such as "going to a distant place" in an extremely robust manner [8] . In contrast to geomehic representations, they encode global information of the environment in a qualitative manner, thus relaxing the need for an absolute and precise localization. Topological maps are often represented as graphs where nodes represent visual landmarks and links contain information about actions or directions. In [15] , landmarks are represented by images of a corridor and links are associated to forward motion or, in special cases, to nuns. In [2,101, a reactive approach is used.
Both gwmehic and topological descriptions are created in real-time where active nodeshehaviors and links specify the robot motion, as bearing and compass information.
Recently, omnidirectional images have been used in the context of visual (topological) navigation, as the large field of view significantly improves the robusmess of localization and tracking. In [16] , the map is composed of omnidirectional images compressed using Principal Component Analysis. Each node in the graph corresponds to a reference position and is associated to a specific set of actions (turn right, foward, etc). In [I I] , omnidirectional images are used not only for localization but also for determining the steering angle and performing obstacle detection.
Considerably much less attention has been given to the problem of creating these maps. Also, in most cases, maps are associated to motion directions or sensor readings which, to a large extent, are coded a priori. Om approach is substantially different from the existing previous work, mainly in the way we use motor representations both for (topological) mapping and navigation.
Using motor representations in the context of mapping and navigation seems a natural process for humans when describing or exploring the environment. when giving directions towards a desired goal point, humans describe the environment's topology as a sequence of "motor actions", part of a "motor vocabulary" that represents the human's motion repenoire. The advantage of associating a motor vocabulary to topological mappinglnavigation is two-fold (i) it offers the ability of describing mutes in the environment (mapping) and (ii) the execution of those actions, actually corresponds to following a determined 0-7803-7398-7102/517.00 WOO2 IEEE path in the map (navigation). Rather than programmingthese motor representations for a mobile robot, they can be learnt automatically through imitation. While mimicking the teacher's actions. the robot explores its motion repertoire and associates its own actions and proprioception to mom words. Thus, the created motor vocabulary naturally encodes the robot's specific motion capabilities. Besides defining a human-robot interface as in [I] , we propose to use the learnt vocabulary for creating topological representations of the environment. When the user guides the robot throughout the environment, the system collects pictorial information about the workspace and memorizes its own actions in terms of the motor vocabulary. Nodes of the topological map are represented by omnidirectional images, while links are associated to motor words that have a specific internal representation for each robot. Finally, after creating the topological map, it can be used for navigation simply by retrieving the visual information and by invoking the sequence of motor commands between the initial position and the final goal.
Besides the topological navigation layer, the robot is endowed with a reflex-type behaviour in order to avoid lateral collisions with walls and objects during motion. For that purpose, the robot's linear and angular velocities are conuolled as a function of optical flow measurements in the omnidirectional images. Interestingly, the intimate relation between imitation and internal motor representations has been stressed by recent findings in neuroscience. A special group of visuomotor neurons, designated minor neurons, was found in the monkey premotor cortex (area F5) [4]. Those neurons become active both when the monkey acts on an object or when it observes another monkey or experimenter making a similar action. A similar structure seems to exist in the Brocca's area of the human brain. These neurons probably represent a mechanism that matches observed events to internally generated actions. They may provide a way for coding a motor vocabulary. Words correspond to the motor repertoire and could also be the basis of the mechanism of action imitation and understanding [ 121.
Section 2 describes the basic imitation behaviour and how the robot learns and creates the initial motor vocabulary. Section 3 shows bow to use this motor vocabulary for building topological maps and Section 4 explains bow optical flow in omnidirectional images is used for defining a reactive level of navigation. Results are included in Section 5 and Section 6 presents conclusions and ideas for future work.
Learning a motor vocabulary by imitation
Because our robot's motion is restricted to the ground plane, the imitation ability was implemented as aperson-~ 479 following behavior. While following a person, the robot learns how to associate a label (motor wonfj to its own perception of the executed motion. The created motor vocabulary (set of labels) is dehed by the user during the learning phase and may have as many labels as wanted.
Person following
Usually a person-following behaviour requires skin segmentation and involves a great computational effort [5, 141. For simplicity, we assumed that the user carries a distinctive blue-colored rectangle. The target is first detected using the hue channel of frontal images captured by a colour camera. Noise in the resulting binary image is filtered through morphological operators and the largest remaining blob is selected. The contour is detected and the rectangle lines are estimated by a robust fitting procedure A visual servoing strategy 171 was used for implementing the following behaviour. The goal consists in following the blue rectangle at a predefined distance (lm) and onented toward its center. The camera optical axis (Z-axis) is parallel to the ground plane (XZ-plane) and aligned with the robot's forward direction. The motion of each comer of the rectangle in the image (z;, y;) can be related to the camera motion by an image Jacobian matrix. Since the experimental platform has only two degrees of freedom, Tz and wy. the expression for the Jacobian can be simplified. Assuming a pinhole camera model, the image motion of each comer is expressed as:
where Zi denotes the depth from the rectangle's comer to the camera projection center. Considering the four comers, we stacked together the individual Jacobian matrices associated to each pair of coordinates. yielding the following system: 
The feedback control law to determine the robot velocities needed to compensate that error, is obtained through the pseudo inverse, J+, of the total image Jacobian [3].
The motor commands sent to the robot are given by:
where n is a proportional gain. The image Jacobian (see Eq. (2) 
2.2
Leanun ' g a motor vocabulary Tbe followinglimitation behaviour described previously allows the robot to learn a motor vocabulary. The user can teach the robot as many words as belsbe wants (one word at a time). While the user executes a given motion pattern, identified by a specific motor word, the robot starts the following behavior and uses its proprioception of linear and angular velocities (v, w) as its internal representation of that movement. The values of (v, w) are retrieved from encoder readings.
For each motion, we use a robust estimate of the mean angular and lmear velocities to describe the corresponding motor word and to define the separation between the various movements. Once the vocabulary is learnt, the robot can recognize movements and associate them to the corresponding motor word. Movement recognition is accomplished with a Bayesian classifier, using the Euclidean distance as the discriminant function.
Using a motor vocabulary for topological mapping and navigation
Besides defining an human-robot interface based on actions, we utilize the motor vocabulary for topological map buildiug and navigation.
Mapping
For map building, the user guides the robot inside new halls, corridors and m m s exactly in the same way as for teaching the vocabulary. While following the guide, the robot builds the topological map by a process of capturing omnidirectional images to define nodes, classifying its own movements using the motor vocabulary and associating motor words to links in the map.
The decision of whether or not inserting a new image (node) in the topological map is taken based on a comparison with the previously stored reference image. The sum of squareddiferences (SSD) is used as a metric to assess the difference between two images in two ways. On one hand we seek for the rotation between two images that yield the minimum SDD value. On the other hand, the resulting SDD value describes the intrinsic difference between the two images (i.e. after rotation compensation).
New reference images (landmarks) are stored whenever the current image differs substantially from the previous reference, i.e. when the SSD-value exceeds a predefined threshold, or the angular difference between the images is greater than 30°. shown in Figure 3 to illustrate the rules for updating robot position during map navigation.
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Figure 2: Increasing on the angular difference calculated by correlation for images token during a mration of the robot.
While images are captured and compared, the robot proprioception of motion is classified using a motor word. Whenever a new nodelimage is stored, the most frequently selected motor word, between the new node and the previous one is attributed to the corresponding link.
To allow for bidirectional motion, we associate to each link not only the learnt motor word, but also its dual: a left turn in one direction must be changed to a right turn when traveling in the opposite direction. Distances between references, obtained from odometry, are also memorized.
After the robot has visited the entire workspace, performing the processes just described, the topological map is completed and can be used for navigation.
Navigation
In the navigation mode, when the robot is asked to return to a specific place, it starts by localizing itself. This is accomplished by comparing the initial image with the whole map. The best match (lowest SSD) defines the starting position and the robot's orientation with respect to the map. Once the initial localization is completed, the system determines the shortest path to the goal point. Notice that the robot does not use distance values to navigate but just to evaluate the best path. Having selected the path to follow, the sequence of motor words along the determined route is defined and represents the motions required to drive the robot to the goal. Before it starts moving, the robot corrects its orientation to 0" or 180" relative to the initial reference image considering the dehed direction of motion. When executing a motor command, the robot monitors its progress along the route by comparing the captured images against map reference images. Figure  3 shows the variation of the SDD for images taken while navigating from nodes Is to IT of a map. The SSD-values for both reference positions are approximately the same halfway between the nodes. When the ratio drops below the chosen threshold of 0.8 (vertical line in Fig. 3) , the robot's position estimate is updated.
Reflexive behaviour
The previous section described how the robot uses a motor vocabulary for topological mapping and navigation. However, this strategy for topological navigation does not allow the robot to avoid collisions with walls and objects.
To overcome this problem, we included a reflex-like navigation module that controls the robot's velocity based Image motion is computed using the tracker of Lucas and Kanade [13, 9] . When navigating inside a comdor, the robot compares the estimated flow on the w a s in order to align itself with the center of the corridor, by adjusting its linear and angular velocities. Thus, while the robot checkdupdates its current position and executes a motor command defined in the map, it keeps a reflex to maintain the robot centered in the corridor avoiding lateral coUisions. Figure 4 shows results on optical flow estimation on omnidirectional images inside a corridor.
Currently, this motion-based reflex has been tested in comdor-like environments. We plan to extend its usage to less structured environments and to include this information also during the vocabulary learning phase.
Experiments and Results
Experiments were done with a TRC Labmate platform, equipped with a PIIMMX-350MHz on board computer. A color camera is used for the following behaviour and a B&W catadioptric omnidirectional camera is used to capture images of the environment. The omnidirectional system is mounted on the top of the robot with its axis coincident to the platform's rotation axis (see Figure 5) . For the following behaviour, the control loop runs a p proximately at 1.25Hz when using 240 x 320 images for tracking the blue rectangle. Using the person-followingliitationbehaviour, a simple motor vocabulary was created by guiding the robot as described in Section 2. Figure 6 shows the clusters found in the ( w , w ) space, for each taught wordmovement. Points in gray represent the selected samples while those in black correspond to outliers. Mean values are represented by asterisks and the lines separating the various clusters are also shown. The created vocabulary is detailed in Table l. After learning the motor vocabulary, the robot was again guided through the environment to create a topological map. The executed path is shown in Figure 7 . The map bas three branches that correspond to the floor comdor (nodes 1 to 13). the main entrance (nodes 1 and 14 to 22) and the lab entrance (nodes 1 and 23 to 29). Of course, specific nodes can also be identified by special names like Vision Lab, Room 1.22, Meeting Room, etc. After that, some navigation experiments were conducted using the automatically built map. W O examples are shown in Figure 8 . In the first one (plot-a), the robot was asked to go to node IO. Node 20 was determined as the initial position and a sequence of mofor WO& was In the other experiment @lot-b), the robot was asked to go to node 27. Position 10 was the initial position. The robot started away from the center of the comdor and corrected its path while updating its position in the map and executing the motor commands. The trajectory cootrol was accomplished by visual servoing on optical flow measurements estimated from omnidirectional images.
For some moments in both experiments, the robot's direction of motion was opposite to that used during map consbuction. Thus, the sequence of moror words was defined by dual motions. The facility to handle motion in various directions is largely enhanced by the use of omnidirectional images. 
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Conclusions
In this work, we used a motor vocabulary for topological map-building and navigation by a mobile robot.
The vocabulary is learnt by the robot through a imitatiodfollowing behaviour where the motor words are associated to the robot's proprioception.
Associating a motor representation to topological maps seems to be a flexible way of exploring the environment considering the available motor capabilities. It allows a natural adaptation between the robot's motion repertoire, the environment representations and navigation processes. In addition, a reflex-type behaviour was implemented to avoid lateral collisions of the robot during navigation. It is based on optical flow extracted from omnidirectional images whose large field of view improves the system robustness.
The obtained results are encouraging and, as the next step, we hope to extend the robot's proprioception, including the optical flow estimates to the learning phase for the vocabulary definition and topological mapping.
