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Abstract. Recognition of natural shapes like leaves, plants, and
trees, has proven to be a challenging problem in computer vision.
The members of a class of natural objects are not identical to each
other. They are similar, have similar features, but are not exactly the
same. Most existing techniques have not succeeded in effectively
recognizing these objects. One of the main reasons is that the mod-
els used to represent them are inadequate themselves. In this re-
search we use a fractal model, which has been very effective in
modeling natural shapes, to represent and then guide the recogni-
tion of a class of natural objects, namely plants. Variation in plants is
accommodated by using the stochastic L-systems. A learning sys-
tem is then used to generate a decision tree that can be used for
classification. Results show that the approach is successful for a
large class of synthetic plants and provides the basis for further
research into recognition of natural plants. © 2002 SPIE and IS&T.
[DOI: 10.1117/1.1426081]
1 Introduction
The success of computer vision techniques to identify com-
plex and diverse shapes, like natural objects such as trees
and flowers has been limited for a variety of reasons. A
central issue in the recognition process is a suitable repre-
sentation, or model, for that class of objects. Although a
model is a simplified representation of a set of entities, it
still must account for their inherent complexity and varia-
tion. Models used in many approaches are not suitable to
represent the natural shapes. The complexity and variability
of plants, in particular, are inadequately modeled. Fractals
provide new hope that this goal can be accomplished sys-
tematically and accurately.
Fractals have very compact representations but at the
same time are able to generate very complex shapes that
accurately represent natural objects. They have been used
extensively and successfully in computer generated imag-
ery for realistic scenes. Figure 1 shows a natural tree and a
corresponding fractal model.
L-system ~named after its inventor, Aristid Linden-
mayer! is a class of fractals that has been used to model
plants at different stages of their growth. In this research we
present an approach to recognize plants using the L-system
as the underlying model. This paper builds on earlier re-
search using fractal models for recognition to include the
variability in shapes of trees resulting from different growth
patterns.1,2 The approach has been implemented and tested
thoroughly. A decision tree is used to aid the recognition
process. To simplify the derivation of the decision tree from
a large number of samples, a learning system is used. The
results show the approach has a very high recognition rate
for synthetic plants. We present the results in this paper and
propose a detailed study of usefulness of this approach to
the recognition of natural plants for future research.
1.1 Fractals and Natural Objects
A model is a simplified representation of some or all of the
features of an object. One of its purposes is to facilitate the
visualization of the structure of the object. It should allow
convenient experimentation whereby some of its param-
eters can be altered and the resulting object can be dis-
played quickly.3 More importantly, it should facilitate the
understanding of these shapes. Determination of a suitable
model for a class of natural objects may be difficult because
of the complexity and variation found in them. Any model
used to represent a particular class of natural objects needs
to address these difficulties. In particular, a model chosen to
represent a class of natural objects should be able to gen-
erate objects with comparable complexity to the objects
found in the domain. Fractals have been used to success-
fully model large classes realistic objects.4–9
1.1.1 Fractals
The term ‘‘fractal’’ was first coined by Mandelbrot to de-
scribe a model for objects that lack a concise description in
terms of traditional Euclidean geometry.5 Objects generated
from a fractal can be thought of as lying somewhere be-
tween the normal two and three dimensions of Euclidean
geometry. Fractals generally lack a clear, precise math-
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ematical formula for a description, but instead are de-
scribed by the kinds of objects that are generated by them.10
Although there are many different types of fractals, they
all have several important properties in common. These
properties are really what define the types of objects that
can be considered fractals. One such property, and arguably
the most important, is that the objects possess some kind of
self-similarity. That is, the object is relatively invariant un-
der magnification and change of scale.6
Another striking feature of fractal objects is their com-
plexity. Objects generated from fractals may have, for ex-
ample, boundaries that are too complex to describe in tra-
ditional geometric terms. Even though fractals are very
complex, they often have quite simple representations. A
fractal object is typically represented algorithmically, rather
than by a formula. That is, a fractal object consists of an
algorithm or set of rules governing the generation of the
object.
The L-system is one type of fractal that has been used to
successfully model a class of natural objects, namely higher
plant structures such as leaves, branches, and trees. It can
model complex natural objects easily and has a compact
representation.
1.1.2 Recognition
A model is also central to recognition of objects in an im-
age. That is, in order to recognize if a given object is in a
particular class, one must have a model for the class. The
problem of recognizing an object then becomes one of clas-
sification. There are many techniques available for this
purpose.11 A feature-based approach is used in this work for
recognition, which starts with feature extraction. A feature
can be defined very broadly as any extractable
measurement.12
There are several problems when using a feature-based
approach to recognition. One problem is that of feature
selection. One must select features that make the classifi-
cation process easy and accurate. Feature extraction is also
a major problem since natural objects are often quite com-
plex, making it difficult to accurately and efficiently extract
them. In addition, a good model for description of a class of
objects may be so complicated that derivation of useful
features for classification may not be feasible. Thus, selec-
tion and computation of features are nontrivial operations.
1.2 Modeling in Two Dimensions
The context-free and stochastic L-systems presented here
generate and represent objects that are two dimensional. Of
course, natural trees and plants are three dimensional, so a
two-dimensional model may not be seen as very appropri-
ate. However, it can be argued that working in two dimen-
sions only is not really a problem when attempting to
model trees and plants. Naturally occurring trees have sev-
eral properties which validate the use of a two-dimensional
model.
First, trees generally look similar from all directions.
Very similar branching patterns and structure can be seen in
a tree by viewing one from a variety of directions. When
viewed from long distances a tree tends towards appearing
two dimensional. Another important consideration is that
trees can be recognized from their two-dimensional projec-
tions. The information available from three dimensions is
somewhat redundant since branching patterns and structure
can be inferred from a two-dimensional view of the tree or
plant. It should be noted that three-dimensional L-system
models do exist.4 These L-systems are very similar to the
two-dimensional L-systems, but with a few additions.
1.2.1 Previous work
Fractals have already been used in computer vision to
model and recognize natural shapes,13–18 terrain modeling
and target detection19,20 and texture analysis.21–24 However,
the use of fractal models for recognition of single objects,
such as plants and flowers, has been relatively unexplored.
Samal and Holliday1,2 used a simpler L-system model to
recognize plants. In this paper, a more complex and a more
realistic model of L-system, namely, stochastic L-system,
has been used. It is hoped that success in the use of this
class of fractals will provide a basis for other classes of
fractals to be seen as a viable choice for modeling, as well
as for recognizing naturally occurring objects.
2 L-System Fractals
The L-system is a class of fractals which has been used as
a mathematical model to describe the growth and interac-
tion of cells within plant structures.25 It has since been ex-
tensively used to model plants and trees at a macro
level.7,9,26 The L-system approach is similar to different
types of string and tree grammars that have been proposed
to describe shapes in computer vision.11 Unlike the string
and tree grammars, L-systems have been designed specifi-
cally for modeling plants and trees as well as their growth
patterns at various stages of development.
An L-system specification includes rules that govern
placement of branches in a tree. These rules generate ob-
jects that contain branches forming a hierarchical structure.
There are many classes of L-systems and each class is ca-
pable of generating trees with varying amount of realism
and accuracy.4 In general, more complex L-system classes
produce more realistic approximations of trees and plants.
2.1 Turtle Geometry
Since L-systems are used to model plants and trees, a
mechanism to derive the graphical interpretations of the
generated objects must be provided. The most straightfor-
ward method to generate an object from an L-system speci-
fication is through the use of turtle graphics.27 An entity,
called a turtle, is used to draw an object. It can perform
several different functions: it can move forward a certain
Fig. 1 A naturally occurring tree and its L-system fractal model.
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distance, draw a line while moving, and turn ~adjust its
heading, or orientation!. The key idea is that the turtle per-
forms the operations in small steps.
The turtle has an associated state defined as a 3 tuple
(x ,y ,a), where x is the current horizontal location in the
coordinate system, y is the current vertical location in the
coordinate system, and a is the turtle’s current orientation,
or heading. Each part of the specification of an L-system
determines how the turtle’s state will be manipulated in
order to generate an object.
The generation of an object from an L-system is a two-
step process. The first step is to generate a string of turtle
commands from the specification. The string of commands
is then used to send instructions to a turtle, which draws
line segments to generate the object.
2.2 L-System Grammars
L-systems are similar to formal grammars introduced by
Chomsky28 with two important differences. First, there is
no distinction between terminals and nonterminals. Sym-
bols that are used as nonterminals in the application of
productions may be treated as terminals when the image
corresponding to the L-system is actually generated. Sec-
ond, all nonterminal symbols in an L-system are replaced in
parallel when a production is applied. That is, no choice
can be made about which nonterminal in a string may be
replaced.29 There are several different types of L-systems,
e.g., context-free, context-sensitive, stochastic, etc. We will
briefly describe the context-free L-system, which is the
simplest form of L-system grammar, and the stochastic
L-system, which is used in this research.
A context-free L-system is formally defined as a 4-tuple
G5^S ,P ,d ,d&, where S is the starting symbol ~often called
the axiom!, P is the set of production rules, d is the unit
length, and d is the unit angle.
The production rules describe the process of object gen-
eration. Table 1 lists the symbols that may appear in a pro-
duction in an L-system. A brief description of the symbol is
given along with how a turtle’s state is manipulated by the
symbol. The turtle’s state is assumed to be (x ,y ,a) before
application of the symbol.
2.2.1 An example
A simple L-system grammar and the graphical representa-
tion of the objects derived from it at several iterations are
shown in Fig. 2. In the first iteration, the axiom F is re-
placed by F@1F#F@2F# @F#. In the next iteration each F in
F@1F#F@2F# @F# is replaced by F@1F#F@2F# @F# producing
the string: F@1F#F@2F# @F# @1F@1F#F@2F# @F# # F@1F#F
@2F# @F# @2F@1F#F@2F#@F# # @F@1F#F@2F# @F# #. Future
iterations proceed in a similar manner.
Derivation of a plant structure is much like the genera-
tion of a string from a traditional grammar. It begins with
the axiom S. At any point in the derivation, strings from the
right-hand side of a matching production replace the non-
terminals in a string. The main difference in this case is that
all nonterminals in a string are replaced in parallel.
Once a string has been generated from an L-system
grammar, it can be interpreted graphically to create the cor-
responding tree. The string is scanned from left to right one
symbol at a time. The turtle movement and drawing pattern
sketch the tree.
2.2.2 Stochastic L-systems
Due to the deterministic nature of context-free L-systems, a
given grammar can generate a fixed set of plants. Hence,
they cannot represent the variations among various mem-
bers of a given tree class. While maintaining the central
pattern of growth, individual plants have certain random-
ness to their growth. Stochastic L-systems overcome this
drawback of context-free L-systems by associating prob-
abilities to various patterns of growth ~production rules!.
Stochastic L-systems are almost identical to the context-
free L-systems. Unlike the latter, it can have multiple pro-
ductions associated with the same nonterminal on the left-
hand side. In the case of plants, it signifies different
patterns of growth. The frequency of application of a given
production rule is determined by a pre-defined probability.
For example, one production may be applied 50% of the
time, another production 30%, and a third one the rest
~20%! of the time. Figure 3 shows a stochastic L-system
grammar and four instances of objects generated using it,
all at five iterations. Due to their probabilistic nature, this
Table 1 Symbols used in L-system productions.
Symbol Action Turtle state Drawing
F Move forward d units (x1d cos a,y1d sin a,a) Yes
f Move forward d units (x1d cos a,y1d sin a,a) No
1 Turn left d° (x1y,a1d) No
2 Turn right d° (x,y,a2d) No
[ Start a branch Push state onto a stack No
] End a branch Pop state from a stack No
Fig. 2 An L-system grammar and some objects generated by it.
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type of L-system has an advantage over context-free
L-systems when modeling natural trees. Since different
productions may be used at different times, it is possible to
generate many different variations of the plant at the same
iteration. This allows for the creation of plant classes, all
sharing similar overall characteristics, but differing in de-
tails. For instance, the plants in Fig. 3 all appear similar, but
are quite distinct from each other.
3 Tree Features
In a feature-based approach the selection and computation
of features is critical. Two categories of features are used in
this work: ~a! shape features and ~b! branch features and
their derivatives. Many general purpose features for object
recognition have been proposed in literature11 and we use a
set that is relevant for tree-like objects. Furthermore, due to
the special nature of the domain, we have defined a new set
of features that is used for the recognition of tree and tree-
like objects. Features relating to branches, which are ex-
amples of linear features, are used extensively for classifi-
cation. Trunks and branches are linear features relevant in
the domain of plants and trees. It seems quite natural to
describe a plant or tree in terms of its branches. These
features are originally defined in Ref. 1 and are also used in
Ref. 2.
3.1 Definitions
Several definitions related to the structure of L-system ob-
jects form the basis for the features that are used for clas-
sification and are summarized below.
• Root: It is the point in the object with the minimum
value of the y coordinate.
• Height: It is the vertical distance between the root and
the point with the highest y coordinate.
• Backbone: It is the longest vertical line starting at the
root in the tree.
• Branch: A maximal line segment in a tree is called a
branch. Branches are connected either end to end or a
branch diverges from another branch in the middle.
• Branch point: This is the point on the backbone or a
branch where one branch connects to another branch
~or the backbone!.
• Trunk: The part of the backbone starting from the root
to the first branch point is called the trunk.
• Convex hull: It is defined to be the smallest convex set
that contains all points in the tree excluding the trunk.
• Distance: A branch’s distance is defined as the number
of intermediate branch points between it and the back-
bone. Branches that start at the backbone are defined
as distance zero branches.
• Type: For a given distance, branches that are the long-
est for are called Type I branches. Similarly, the sec-
ond longest branches are called Type II branches.
Many of the above definitions are illustrated in Fig. 4.
The distance zero and distance one branches are labeled as
D0 and D1, respectively. This particular object does not
have any branches with distance greater than one. The
backbone is shown as a thick solid line. The distance zero
branches are shown with a smaller thickness than the back-
bone and distance one branches are thinner than the dis-
tance zero branches. It should be noted that there are no
type II branches at distance one in this object. In general,
the branches of the same type and distance, but for different
sides, do not have the same length. In this example, the
type I branches that have distance zero happen to be the
same length on both sides. Branches with distance greater
than one and branches that are shorter than type II branches
have little impact on the structure of tree and hence are not
used for shape analysis. In summary, the branch features
can be described in terms of its distance ~0, or 1!, type ~I or
II!, and side ~left or right!. For example, a branch might be
Fig. 3 Three objects generated using a stochastic L-system.
Fig. 4 An L-system object shown with its branch properties.
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described as being on the left side, with distance zero, and
type I or on the right side, with distance one, and type II.
3.1.1 Shape features
The first feature that is determined is the height of the ob-
ject since it plays a central role in computing many other
shape features. Two features, backbone ratio and trunk ra-
tio, relate directly to the height of an object and are good
discriminators. The list of shape features used for this re-
search is briefly described below.
• Backbone ratio: It is defined as the ratio of the length
of the backbone to the height of the tree.
• Trunk ratio: It is defined as the ratio of the length of
the trunk to the height of the tree.
• Moments: A set of moments based on the convex hull
is used. The central moment of order (i1 j) is defined
as
mij5(
x
(
y
~x2x¯!i~y2y¯!j, ~1!
where ( x¯ , y¯) is the centroid of the convex hull. Only
the central moments of order three and less are com-
puted.
• Orientation: The orientation of an object is an ap-
proximation to the location of its axis of symmetry.
This feature is very useful for determining whether a
shape is approximately symmetric or not. Symmetric
or nearly symmetric shapes have orientations very
close to zero. Since only plants and trees are being
dealt with, symmetry about a vertical axis ~backbone!
is of interest. The orientation, u, is then approximated
by
u5
1
2 tan
21S 2m11m202m02D . ~2!
3.1.2 Branch features
Branch features are very useful for distinguishing between
different types of plants. Spatial positions are often unique
to a class of plants and hence can be used to discriminate
between different classes. In addition, different types of
plants have branches that may grow longer than other types
of plants. This again is a very good discriminator. The list
of branch features that are used is given below:
• Lengths: Lengths of branches of distance zero and one
are used. Also, only Type I and II branches are used.
• Starting points: Starting points of the branches with
respect to the backbone are computed.
• Separations: The distances between the starting points
of adjacent branches are also useful features.
4 Decision Trees for Plant Recognition
A variety of mechanisms are available to classify objects by
matching features, including template matching, clustering,
and minimum distance classifiers.11 The approach taken
here is to use a decision tree classifier. By traversing the
tree from its root, the possible classes to which an unknown
object can belong is narrowed down. This is done until the
class the object belongs to is uniquely determined.
Formally, a binary decision tree is a binary tree, where
each leaf node represents a specific class. The nonleaf
nodes represent decision points. Each decision is in the
form of a Boolean expression. In our case, a decision re-
lates to the value of a particular feature. Each nonleaf node
has two branches, one labeled true/yes and the other labeled
false/no. If the decision evaluates to true the ‘‘true/yes’’
branch is traversed and vice versa.
Figure 5 illustrates a simple decision tree classifier to
recognize five different L-system classes. The features used
here are for illustration purposes only and do not corre-
spond to actual features used in the full implementation of
the classifier. It should be noted that some classes require
more decision points than others and that the decision tree
is not unique.
4.1 Determination of the Decision Tree
Before an optimal decision tree for classification can be
derived, useful features for recognition must be determined
and their values computed for each model. Only then can a
decision tree be obtained for classification. These steps are
accomplished in a training procedure.
In our previous research,1 the decision tree was created
manually with some aid from the KBVision Constraint Sys-
tem, a commercial computer vision package. In this system,
histograms of each feature can be observed, and the best
splitting value for the decision tree can be found. Suppose
it is observed that half the plant classes have values less
than 4.2 for feature f i , while the other half clearly have
greater values. This feature can then be used to form a node
in a decision tree, with the test ‘‘f i,4.2’’ used to split the
training cases into two groups. This process is repeated
until all training cases have been classified.
The manual construction of a decision tree classifier
poses several problems. First, as more classes are used in
the decision tree, it becomes very tedious to determine
good splitting values for the decision tree. Previous re-
search used several dozen classes for classification. Devel-
oping a decision tree with many more classes, say, several
hundred, is a much more difficult task. Finally, manually
derivation of decision trees is prone to human error.
Objects generated by stochastic L-systems present an
even greater problem. Plants generated from a stochastic
L-system do not have significant differences. As a result, a
specific feature will not have the same value for all in-
stances of objects. It makes this process even more diffi-
cult.
To address these problems, a learning system is used for
this research. C4.5 is a series of programs that construct
classification models by discovering and analyzing patterns
found in records of information.30 Data from a set of dis-
crete classes are given to C4.5 as a training set. This train-
ing set is analyzed and a decision tree is derived by the
system in a systematic manner based on information-
theoretic approach to minimize the chances of misclassifi-
cation.
5 Implementation and Results
The approach proposed here has been implemented and ex-
tensively tested. Specifically, stochastic L-system gram-
mars were used to generate 150 different types of plants.
The training set consisted of 50 instances of each plant, for
Samal, Peterson, and Holliday
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a total of 7500 plants. The test set contained twice as many
plant instances for each class, for a total of 15 000 plants.
The test set was kept entirely disjoint from the training set.
It was decided that data sets containing three-to-five-
iteration plants would be used. The features computed from
the plants are given to the learning system that generates
the best decision tree.
5.1 Computation of Feature Values
Since many of the features are based on branches, the ex-
traction of straight-line segments is a crucial step. It is a
complex operation involving several vision tasks. The re-
covery of all branches is not trivial, particularly for smaller
branches. Because of this, only the two longest types of
branches are used. Since smaller branches are ignored, re-
covery of the longer branches and the backbone is rela-
tively robust and insensitive to noise. The steps in feature
computation are given below and are summarized in Fig. 6.
First, magnitude and orientation of edge points are ob-
tained using a standard edge detector. In KBVision system
each edge point is treated as a token, i.e., a unit line seg-
ment whose angle is given by the edge orientation. A his-
togram is then obtained using the angles of these tokens.
Large peaks in the histogram correspond to the main
branches in the tree. We use only the distance zero and
distance one branches. Hence, only the tokens with orien-
tation corresponding to the five major angles ~one for the
trunk and two each: left and right, for the two types of
branches! are used to grow branches from the edges. The
convex hull for the tree is then computed from the distance
zero and distance one branches. Finally, the shape features
and branch features are computed. The backbone and the
trunk are computed directly ~see Fig. 4!. The lengths of
Fig. 5 A simple decision tree classifier.
Fig. 6 Summary of preprocessing steps for recognition.
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main branches and the separation between them are com-
puted by following the backbone and distance zero
branches. Once the branches are recovered, the rest of the
features are computed.
5.2 Implementation
The system to recognize the plants and trees using the
L-system model was implemented on a SUN Sparcstation
using the KBVision system and the C4.5 learning system.
The system has been tested comprehensively.
After preprocessing steps are performed, the learning
system, C4.5, was employed to determine a decision tree
based on feature values computed from a training set of
images. The C4.5 system classifies unknown objects by us-
ing several different types of information. A ‘‘name’’ file
contains a list of classes and a list of attributes used for
classification. Figure 7 shows an example name file. The
attributes shown are all continuous real numbers, but at-
tributes with discrete values are also allowed. In addition, a
‘‘data’’ file containing the actual feature values for each
instance in the training set is also provided to C4.5. A
sample data file is given in Fig. 8.
An output file, showing the structure of the decision tree,
is produced by C4.5. Figure 9 shows a sample output. A
series of if-then-else statements could be created almost
directly from the output file. Figure 10 shows the corre-
sponding decision tree pictorially.
5.3 Results
The images generated by stochastic L-system grammars
were tested using the decision tree produced by the C4.5
learning system. One hundred instances each of 150 classes
of plants are used during testing. This set is different from
the one used for training ~building the decision tree!. Figure
11 shows several instances of some classes of plants used
by the system. Overall, our system correctly classified the
test cases with approximately 93% accuracy using shape
features only. When both shape and branch information are
used the accuracy of the system increases only marginally
to 94%. Table 2 shows the summary of the results.
Many interesting conclusions can be made from our re-
sults. First, plants generated from stochastic L-systems can
be accurately classified, even though wide variations exist
between individual members of a class. Furthermore, a sys-
tem based on shape features only proved to be almost as
good as a system based on both shape and branch features.
It was expected that the branch statistics alone would not be
sufficient due to the randomness of the branch lengths, lo-
cations, and frequencies. However, it was not expected that
the shape features alone could be used to accurately clas-
sify the plants.
Classifying objects generated using stochastic L-system
grammars accurately with only shape features implies that
the recognition of natural plants and trees with only shape
information may be feasible. Since the branches in natural
plants are difficult to determine, shape features may prove
to be adequate for recognition. However, some shape char-
acteristics, such as the backbone and trunk lengths, mo-
ments of inertia, and orientation, require finding major
branches first.
6 Summary and Future Research
A novel approach for recognition of plants and trees is pre-
sented here. The centerpiece of the methodology is the
L-system fractals, which are used for modeling and recog-
nizing plants. We have extended the previous use of
context-free L-systems to stochastic L-systems that accu-
rately model the variation among instances in a class of
plants. We have defined a set of features that are effective
in classification of plants. A decision-tree approach is used
for the final classification process. The system automati-
cally determines the decision tree using a learning system.
Results show that the approach is very efficient and effec-
tive. In addition, the results here show that it may be pos-
sible to classify natural plants and trees using their shape
features only. This could prove advantageous to future re-
search, because branches are difficult to extract from natu-
ral plant images.
There are several ways in which this research may be
extended. The obvious extension is to take the next step in
the recognition of natural plants obtained from real scenes.
We believe the soundness of the approach and the potential
of success have been identified in this research. The second
extension is to use even more accurate models to represent
plants and trees. Initially, only context-free L-system mod-
els were considered. We have made the extension to sto-
Fig. 7 A sample C4.5 name file.
Fig. 8 A sample C4.5 data file.
Fig. 9 A C4.5 decision tree.
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Fig. 10 The decision tree corresponding to the example in Fig. 9.
Fig. 11 Examples of plants used for testing.
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chastic L-system models. The model may be improved fur-
ther by considering three-dimensional L-system models.
L-systems are certainly not the only type of fractals that
may be used for recognition. Different types of fractals
model different types of natural objects. For instance, one
particular type of fractal known as iterated function system
is a good model for clouds and other irregularly shaped
objects.10 Such objects may be recognized by making suit-
able use of the appropriate type of fractals.
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Table 2 Accuracy of C4.5 decision trees.
Iterations
Feature
type
Training
cases
Test
cases
Error
rate
3, 4, and 5 Shape 7500 15 000 7.3%
3, 4, and 5 Branch 7500 15 000 20.7%
3, 4, and 5 All 7500 15 000 6.4%
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