Structural railway transport elements are typically designed to work for at least 30 years without undergoing major maintenance. However, real-life operational conditions present behaviors different to the model predicted during the initial design phase, which affects the lifetime of the elements in question. This is the case of first-generation railway vehicles which operates in the city of Medellín, Colombia, as the bolster beam presented cracks after 12 years of operation, possibly due to undesired impacts between the bogie and the pivot of the bolster beam. Monitoring vibrational signals would give some sort of an insight into impact phenomena; however, herein lies the problem, as they are difficult to identify using only vibration signals, occurring during time events that take place in a speed-varying system. In this article, the authors present a technique that automatically detects impacts using multiple in-between time/ frequency representations, ranking them according to their capacity to discriminate between impact events. Our results show that the best representation for this data was the Fractional Cepstrum Transform at order 0.5 (auROC ¼ 0.961), which outperformed the best pure domain descriptor by least 4%.
Introduction
Despite railway vehicles being designed to have a lifespan of 30 years, real-life operating conditions present a complex mixture of alternated loads to the implementation of every railway system, which is quite difficult to successfully predict during the design process, due to varying railway routes, vehicles, operational schedules, and maintenance programs, among others. This can result in an early deterioration of components, resulting in cracks and fissures appearing in structural elements. All this requires frequent maintenance and dramatically reduces the lifetime of the operation. 1, 2 This scenario gets worse when we consider that the effort spent on condition-based maintenance on railway vehicle structures is limited to the bogie, leaving the maintenance program of the remaining elements mainly supported by nondestructive tests. This avoids real-time signal measurements which could diagnose inline the structure, 3 but which require a deep comprehension of the loads acting on the structure, which is not always available.
In one documented case, a metro operator reported cracks at the bolster beam, i.e. the principal structural component of first-generation railway vehicles, just after 12 years of operation. 1 It could be the result of undesired impacts between the pivot of the bolster beam and the bogie, which were reported by the operator's maintenance department during starts and stops while entering and leaving stations. Unfortunately, identifying and analyzing impact events in transport vehicles are not straightforward tasks, since they occur on machines that operate at variable speeds, therefore generating nonstationary vibration signals resulting from the interactions of several pieces within the railway vehicle.
As far as we know, this is the first work that addresses the impact between the pivot and the bogie, although several authors have carried out studies on impact identification in rigid structures. For example, Chen et al. 4 proposed a nonlinear system identification strategy based on acceleration signals measured across a cantilever beam, the movement of which was narrowed by two rigid stops and a clearance. These signals were analyzed using an empirical mode decomposition and later evaluated by computing the modal assurance criterion, looking for a low correlation between coefficients at impact index. However, empirical mode decomposition is strongly based on signal shape and the number of modes desired to decompose the signal, 5 so it is not easy to apply to a more complex system. The residual of empirical mode decomposition is made up of complex signals difficult to compare with residuals from other signals, resulting in a loss of information. Another approach was presented by Deng et al. 6 in which their experimental setup consisted of a beam instrumented with a distributed piezoelectric sensor network; the signal was analyzed using a Daubechies' wavelet transform. However, this approach requires a lot of experience at interpreting signals in a translational system, as the wavelet transform modulates the signal at each resolution, highlighting those components with a similar shape to the wavelet mother. 7, 8 Unfortunately, selecting the best mother wavelet to identify events requires prior knowledge of the shape of the effect of the event in question, which is not always possible. The fractional Fourier transform (FrFT) can overcome these difficulties because it is a rigid transform and the only parameter to be tuned is the order of the operator. 9, 10 In this article, we will analyze a set of time/ frequency descriptors based on the use of the FrFT family of operators and a binary classifier that allows for quantifying the quality of the descriptor. This results in a technique that not only identifies the condition of the system but also results in insights concerning the time/frequency fingerprint of the impact phenomenon.
Bearing these ideas in mind, the rest of the article is organized as follows: the ''Materials and methods'' section explains the experimental setup and the methods used; the ''Results'' section presents the results obtained with our method; the ''Discussion'' section discusses the main results, and finally the ''Conclusions'' section introduces the main conclusions of this study.
Materials and methods

Experimental setup
A railway vehicle was instrumented herein. It was made up of two motor coach wagons at each end of the railway vehicle, with one passive car in the middle. The mass of each powered wagon was, on average, 42,255 and 29,000 kg for the passive one. Moreover, the railway vehicle was loaded using blocks of concrete distributed all over the car body, with an additional 20,682 kg in the motor wagons and 21,448 kg in the passive wagon, in order to simulate passenger weight during an average trip.
Four accelerometers were located following longitudinal displacement of the railway vehicle (X) over the bogie structure of the powered wagon. Accelerometers ABCX and ABRX were located at the longitudinal bogie tops, one in front of the other, while the accelerometer ACX was located at the traction rod gripper and the accelerometer ARX was located at the other side of the traction rod, as shown in Figure 1 and explained in Table 1 . The bogie was also instrumented with a longitudinal laser proximity sensor (LPBX), which was used to measure the pivot proximity to the bogie in the longitudinal displacement direction, as shown in Figure 2 . The range of movement of the pivot was asymmetric, as the limits were installed on gauge plates that regulated their extension. In the unit instrumented, the pivot's range of movement was restricted to À15 and 19 mm. The signals were collected during a one-way trip covering a total of 19 stations, using an MGCplus data acquisition system configured with a sampling rate of 1200 Hz.
Half of the temporary data collected was used to develop and train the method proposed herein and the other half was used as a set to test the algorithm. Along the same lines, data acquired by the LPBX were used as ground truth of impact detection, when the pivot's displacement limits were reached.
Method overview
The method followed herein is made up of two stages, as shown in Figure 3 . A training stage first defines the most meaningful sensor and the best signal representation associated with it, to characterize impact events using the area under the receiver operating characteristic curve (auROC) of a binary impact/no-impact classifier as measure of relevance. A validation stage then tests the selected sensor/feature/classifier on the new data.
Training stage
This method uses a training stage to identify the sensor and the representation that best projects impact events. First, signals from four accelerometers were preprocessed to remove noise and reduce computational effort. Second, several in-between time/frequency transforms were computed for a fixed 1 s window of time in order to capture the nonstationary nature of the phenomenon, taking into account whether the event is better described in pure time, time/frequency, or pure frequency. Third, those representations are then fed into a general logistic binary classifier.
Signal preprocessing. Depending on the physical characteristics reported by the vehicle manufacturer, the greatest mode of vibration responses at 18.2 Hz corresponds to the bogie's torsion mode in the powered wagon. Thus, each accelerometer signal was subsampled by a factor of 10, yielding a sampling rate of 120 Hz, and thereafter lowpass filtered using a cutting frequency of 100 Hz, preserving the frequencies of interest and relevant harmonics.
Extraction of state-condition descriptors. Depending on the duration of the impact, two types of impacts could occur between the pivot and the bogie, namely: (1) a short-time event in which the natural frequencies of each component are excited, and (2) components rubbing together over a long period of time, in which the bogie top drives the pivot movement. The techniques used to describe these types of behaviors must therefore mix together characteristics of time and frequency domains. Herein, we use the FrFT and the fractional cepstrum transform (FrCT), as explained below.
FrFT. The FrFT is defined as the projection of a signal over a set of chirp basis, the frequency of which shifts, depending on the order of the transform. This allows for this family of techniques to be used on nonstationary signals.
9,10
The FrFT is a relatively new operator that allows for a signal to be represented by an in-between time/ frequency domain. This is particularly useful when it is necessary to identify an event that occurs in both domains [11] [12] [13] 
If ¼ 0, the FrFT yields the signal in the time domain; if ¼ 1, it yields the Fourier transform. A value in the range (0,1) is equivalent to rotating the time/frequency plane by 2 rad. This results in a representation that retains characteristics of the signal over time and frequency, being the parameter that regulates the amount of information coming from each domain, as presented in Figure 4 , allowing for the definition of the optimum time/frequency domain representation of an impact event. This is an interesting characteristic when the event to be identified relies on a time-varying phenomenon such as vibration on a variable-speed device (nonstationary vibration) such as a railway vehicle.
FrCT. Another technique used in the literature for impact analysis is to analyze the echoes over the signal using the cepstrum transform. The classical cepstrum transform proposed in the literature 14, 15 transforms the signal to the frequency domain, highlighting principal frequencies and their harmonics (echoes) using the logarithmic operator and transforming this result back onto the time domain. The FrCT uses a similar framework, but uses an FrFT instead of a regular Fourier transform. [16] [17] [18] This allows for echoes in time-varying signals to be analyzed, giving an insight into in-between log-time/frequency regulated by the parameter.
Formally, being Q Cepstrum transform F , the FrFT of order
Data analysis and impact recognition. The signal representations herein covered the time/frequency plain, regulating the importance of each domain to the descriptor from pure time until pure frequency, evaluating ¼ {0,0.25,0.5,0.75,1} in FrFT and FrCT for each sensor signal. Then, each descriptor was z-normalized in order to make it comparable to the other representations. To select the best descriptor of an impact between the pivot and the bogie, we establish the problem as a binary classification issue. This allows for the estimation of the probability of being in the presence of an impact to be given a particular descriptor. This task was performed via a logistic regression, 19 labeling each observation ''1'' for an impact event and ''0'' for a nonimpact event, such as
A vector of observations, L, is constructed for the set of data. Thus, the model is designed over the base that there is a linear model that combines each single value X n of the representation m to reach the label
Generalizing for all observations in the training set, the vector of operations performs a regression, in which it is necessary to estimate the best values of w to maximize the probability P(Á) of a linear combination X of the coefficients of descriptor m to fit the objective function
Validation stage. Each model was tested using a set of new data, following the signal preprocessing and extraction of state-condition descriptors stages. The models were compared using the auROC, which evaluates the performance of a model to make a binary classification. It consists of computing the sensitivity and specificity of the model moving a threshold, i.e. the probability of the model fitting the data. At each step, each model computed in the training stage was evaluated using the following metrics:
where TP stands for an impact event automatically recognized as that, TN stands for a nonimpact event actually recognized as that, FP stands for a nonimpact event recognized as an impact by the algorithm (type I error) and FN stands for a normal condition signal recognized as an impact (type II error).
Results
Each descriptor separately feeds into a binary classifier to discriminate impact events from nonimpact operations. The best 10 features for this task are shown in Table 2 . The best pure time descriptor was ranked at position 37 (ARX, auROC ¼ 0.571), the best pure frequency descriptor at position 12 (ACX, aucROC ¼ 0.929), and the best pure ceptrum descriptor appears at position 25 (ARX, auROC ¼ 0.824). On the other hand, the worst three performance descriptors were the pure time signal concerning the sensors ACX (auROC ¼ 0.566), ABRX (auROC ¼ 0.553), and ABCX (auROC ¼ 0.550). Figure 5 presents the resultant ROC for each descriptor, notwithstanding the sensor the signal comes from. Fractional order operators outperform the results of time, frequency, and cepstrum descriptors, which could be due to the capacity of in-between time/frequency operators capturing nonstationary properties of the signal. The best results were yielded by the fractional operators at ¼ 0.5, first the FrCT and second the FrFT. The worst performance was achieved by time descriptors, as the log-linear model assumes independence among coefficients, which is not the case for any other descriptor. Figure 6 demonstrates the time, frequency, and fractional transforms at ¼ 0.5 of a particular 1 s window of time. The pure time domain descriptor is strongly penalized by the log-linear model, as each coefficient of the descriptor is related to local properties of the signal. The opposite scenario is presented in the frequency representation, in which each coefficient captures global properties of the windowed signal, i.e. a sin(Á) function tuned at a specific frequency. If the signal is not stationary within the window of time being analyzed, the descriptor's performance decreases. Fractional order descriptors present an in-between representation, as each coefficient corresponds to a specific chirp basis that contains several frequencies and is also related to the acceleration of the system. In particular, the FrCT relates time in which an echo of the basis chirp appears.
Discussion
Identifying causes that could reduce the lifetime of equipment is an important stage in planning maintenance strategies, 21 especially concerning critical structures. Moreover, most of the structures in question support complex load conditions which are difficult to take into account during the design phase, such as undesired impacts and other such random events. 22 Usually, local time events are addressed using time/frequency analysis, such as short Fourier transform (SFT) 23 which is only applicable during windows of time where the signal is stationary; or wavelet transform 7 which requires a careful selection from the wavelet mother; or even the Winger-Ville distribution, which is difficult to interpret due to its inner nonlinearity. 23, 24 On the other hand, FrFT outperforms SFT, which is not only applicable to nonstationary signals but it is also a linear transform. 25 This work particularly explored FrFT's capability in representing such short time events as an impact, and specifically the shock between the bogie and the pivot of the bolster beam in railway vehicles, which affects the operational lifetime of the elements involved. 26 The technique proposed herein addresses the problem of identifying the best signal descriptor of an impact event. It gives information concerning nonstationary vibration phenomena which happen during the operation of the railway vehicle, particularly during an impact.
Our method tunes a log-linear model, in which each value of the representation is considered independent from the other ones, penalizing local descriptors. However, our results show that a mixed time/ frequency representation performs better at impact identification than pure frequency and cepstrum descriptors, as the impact vibration fingerprint depends strongly on the speed and acceleration of the vehicle. Our method exploits an in-between time/ frequency representation, which intrinsically considers the acceleration of the vehicle, as the FrFT could be interpreted as a representation of the signal over chirp basis, i.e. a frequency varying signal, similar to the vibration in speed-varying systems. 27, 28 However, Wigner-Ville distribution is a viable alternative to describe signals on the time/frequency plain, requiring additional computational effort as the representation of a one-dimensional signal at size N is an N Â N matrix nonlinear descriptor. In our study, once the best order of the descriptor is determined, the representation converts to a one-dimensional vector. In this study, the best performance descriptor was an FrCT transform at ¼ 0.5, i.e. weighing equally for time and frequency properties, analyzing echoes from the frequency-varying signal. Additionally, this descriptor is related to the speed of the system via the chirp basis to project the vibration signal and the sample rate. 29 
Conclusions
Herein we proposed a method of identifying impacts using an in-between time/frequency descriptor of vibration signal. Several sensor locations and descriptors were tested and the best impact fingerprint selected using a binary classifier algorithm, which allowed for the time-varying properties of the system to be estimated during posterior analysis. In-between time/ frequency representations seem to be better descriptors of impact events, as they occur in a speed-varying system. Further research will address the effect of this type of impact on the car body and specifically on the bolster beam of the railway vehicle.
