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Abstract-In order to obtain numerical solutions for the exponentially dominant systems, Euler’s 
method is improved. The improved process is based on the use of the matrix exponential, but requires 
neither a repeated evaluation of a matrix exponential nor a replacement of the matrix exponential 
by a suitable approximant. 
It is shown that the process is explicit, convergent, of first order, and contractive for dissipative 
problems. It is also shown that the process can be efficiently implemented for the exponentially 
dominant systems having a long-time oscillatory behavior even with relatively large step sizes and 
is effective even for nondissipative systems. Numerical results are compared with other methods. 
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1. INTRODUCTION 
Consider a numerical solution for the nonstiff autonomous systems of the form 
x’(t) = f(x(t)) = Jx(t) + g(x(t)). x(0) = xg E Iv, t > 0. (1.1) 
Hereafter, we assume that 
(1) If(O)1 is sufficiently small, 
(2) the Jacobian matrix J = &f(O) # 0: 
(3) an eigenvector matrix P of J is obtainable. 
Numerical methods for system (1.1) b ased on the use of the matrix exponential have been 
known for decades. Lawson [l] has applied the transformation 
z(t) = exp(-tJ)x(t) 
to system (1.1). Due to the difficulty of computing the matrix exponential exp(-tJ): he replaced 
exp(-tJ) by a Pad6 approximation and used a generalized Runge-Kutta process for the numer- 
ical calculation. However, Lawson’s method has not drawn much attention in practice. Krylov 
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subspace techniques have been used for large systems by Hochbruck, Lubich and Selhofer [2]. 
Crouch and Grossman [3] and Munthe-Kaas [4] used the geometric integration to recover quali- 
tative and geometric features of the underlying dynamical system with a repeated evaluation of 
a matrix exponential and the replacement of the exact exponential by a suitable approximant. 
In order to avoid repeated evaluations and the replacement of a matrix exponential by an 
approximant, we improve Lawson’s method. 
Transform the matrix J into the real canonical form 
P-l JP = 3 + fi’, 
..* ..A 
where 3 is semisimple and & is nilpotent with SN = NS. Let S be a matrix 
0.2) 
where a denotes the maximum of the real parts of eigenvalues for J. Instead of the transformation 
z(t) = exp(-tJ)x(t), we use 
z(t) = exp(-tS)P-lx(t). 
Then, we obtain an initial-value problem 
z’(t) = exp(-tS)u(exp(tS)z(t)), z(0) = P-lx& (1.3) 
where u(y) = (3 - S + fi)y + P-lg(Py). F 11 o owing the idea in [5], the exponential matrix 
exp(-tS) can be computed exactly by evaluating only the scalar functions exp, sin, and cos. 
The transformed equation (1.3) is then solved numerically by Euler’s method, and the solution 
of (1.1) is recovered. 
When the matrix S is nonzero, system (1.1) is said to be exponentially dominant (or semilinear). 
In this paper, we only consider exponentially dominant systems. 
In Section 2, we derive a transformed system expressing the canonical form of the Jacobian 
matrix as a sum of a semisimple matrix and a nilpotent matrix. In Section 3, we introduce the 
generalized Euler process for system (1.1). In Section 4, it is shown that the process proposed 
in Section 2 is first order, explicit, convergent, and contractive for dissipative problems under 
some time-step constraint. In order to demonstrate the efficiency of the process, numerical 
implementations are compared with some existing methods, like Euler’s method, a fourth-order 
Runge-Kutta method, and the methods implemented in RKSUITE [6] in Section 5. We see that 
the long-time oscillatory behavior of exponentially dominant systems is nicely reproduced even 
with relatively large step sizes, and that the process is effective even for nondissipative systems. 
2. LINEAR TRANSFORMATION 
According to Hirsch and Smale [7], any matrix can be split into a semisimple matrix s and a 
nilpotent matrix fl. Hence, the Jacobian matrix J can be expressed 
J=s+N’, where sn = NS. 
Let ‘~j (j = 1, . . , p) and CX~+~ f i@,$ (k = 1,. . , q) be the eigenvalues of J, including multi- 
plicities, and vj (j = 1, ,p) and vp+k & ‘iwk (k = 1,. . . , q) be the corresponding eigenvectors 
(or the generalized eigenvectors) of J, respectively, where i = fl and p + 2q = m. Then, the 
eigenvector matrix of J is defined as 
P= [VI,..., Vp,Wl,Vp+lr..., wwvP+ql~ 
Using the matrix P, a real canonical form of J is obtained as 
P-l JP = P-ISP + P-‘NP E 2 + fi, 
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where S is a semisimple matrix of the following canonical form: 
4, 
%+q / 
Since the general solution of x’ = .1x contains exp(olrt), exp(a$), ? exp(cr,+,t) terms, 
exp(at) dominates as t + 00: and its oscillatory behavior depends on exp( (1/2)(S - ST)). 
Hence, S defined by (1.2) is a matrix closely related with the solution of (1.1). S is the sum 
of a scalar matrix cul and a skew-symmetric matrix (l/2)(,!? - ST). In this sense, we call S au 
s-matrix. 
Application of the linear transformation x(t) = Py(t) to problem (1.1) yields 
y’(t) = (” + q y(t) + P-l g(Py(t)), y(0) = yo = P-1x0. 
Using the matrix S, system (2.1) can be rewritten 
where 
y’(t) = Sy(t) + u(y(t)). y(0) = yo = P-lx@ 
(2.1) 
(2.2) 
u(y) = (3 - s + fi) y + P-lg(Py). 
System (2.2) is called the s-transformed system of (1.1). 
3. THE GENERALIZED EULER PROCESS 
If we apply the exponential transformation z(t) = exp(-tS)y(t) to system (2.2), the following 
initial value problem for z(t) is obtained as 
z’(t) = exp(-tS)u(exp(tS)z(t)), 
Euler’s method for (3.1) is 
z(O) = Yo. (3.1) 
z,,+l := z,, + hexp(-t,S) u(exp(t,S) z,,). 
Using z,, = exp-t,,S) y,,, (3.2) reverts to 
(3.2) 
Yn+~ := exp(W {yT1 + Wy71)). (3.3) 
Since the exponential matrix exp( /I,!?) can be exactly computed by evaluating only scalar functions 
exp, sin, and cos (see Theorem 2.1 in [5]), we may evaluate exp(hS) easily. Fiually, the numerical 
solution of (1.1) is obtained by 
X rz+1 = PYn+l, for each n = 0.1,2.3j. 
Such a process is the generalized Euler process (or exponential Euler process) for exponentially 
dominant systems (1.1). 
164 D. W. Yu 
As in Euler’s method, the classical Runge-Kutta fourth-order method can be generalized as 
follows: 
u(Ys) + exp(-hS) u(YI)}} , 
(3.4) 
where 
Y2 := exp 
Y3 := exp Yn + ihexp (-:hS) u(Y,)}, 
Yq:=exp(hS){y,+hexp(-+hS) u(Y,)). 
4. CONVERGENCE AND CONTRACTIVITY 
For the Euclidean inner product (., .), the corresponding vector norm 1 . 1 and the matrix 
norm /I /I, we obtain the following lemma [8]. 
LEMMA 4.1. Let S be an s-matrix defined as in (1.2) and let c be a real constant. Then, 
(1) (SY>Y) = QlY12. 
(2) (exdcS)y, exp(cSk4 = exPPc~)(Y, 4. 
(3) II exp(cS) II = exp(ca). 
For the eigenvector matrix P of the Jacobian J of system (l.l), consider the transformed inner 
product defined by 
(Cl, C2)P = (J%, p-lc2). 
Then, the corresponding vector and the elliptic matrix norms are given by 
I& = IP-‘Cl and IIAIIP = IIP-lAPII. 
Since the solutions x(t) of (1.1) and y(t) of (2.2) are related by x(t) = Py(t), we obtain 
(x,~)P = (y,Y) and 1x1~ = 1~1. 
In this case, the Euclidean vector norm 1.1 in y-space and the elliptic vector norm 1. Ip in x-space 
are equivalent. Furthermore, the elliptic matrix norm II II p is consistent and subordinate to the 
elliptic vector norm / . Ip. Hence, convergence and contractivity in x-space can be discussed using 
the Euclidean norm in y-space. 
In order to describe the convergence, we consider the increment function 9 of the generalized 
Euler process (3.3) defined as 
*(y(t), h) = $exp(W - Mt) + exp(Wu(y(t)). 
This increment function is continuous in y and h for all y and for all h > 0. 
If we assume that the classical Lipschitz condition 
b(Y) - u @)I 5 L IY - Yl (4.1) 
holds for the s-transformed system (2.2) in y-space, then the inequality 
I*(Y(~), h) - @ (Y(t), h)l I ~(BxP(~h) + 1) + Lexp(ah)) ly(t) - Y(t)1 
follows from Lemma 4.1. Thus, 9 satisfies a Lipschitz condition in y. 
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Since the increment function $ is not continuous at It = 0, the condition of consistency is 
replaced by 
lim @(y(t). /A) = Sy(t) + u(y(t)). 
/Lk+0 
(4.2) 
Then, we have the following theorem [9, p. 571. 
THEOREM 4.2. If Q(y, h) is continuous in y and h > 0: arltl if it satisfies tile I,ipscllitz condition 
in y, a necessary and sufficient condition for convergence is (4.2). 
REMARK 4.1. It has been shown in [5] that the generalized Euler process is convergent of first 
order. 
Denote the logarithmic norms in x-space and in y-space b> 
pp[A] = ;I; (24% x) P (AY, Y) 
lb4 
and p[A] = max ~ 
Y#O Iyl2 
If we assume that there exist the smallest possible one-sided Lipschitz constants p and v such 
that 
(f(x)-f(x),X-X)P 5 pjx-$3; 
(U(Y) - u (Y) 3 Y - Y) I v IY - 5112. 
(4.3) 
Wx) 
P==ILP - [ 1 WY) dX and v = p ~ [ 1 aY 
THEOREM 4.3. Problem (1.1) is dissipative in x-space if anti only if the transformed s,ystem (2.2) 
is dissipative in y-space and cy + v = p 5 0. 
PROOF. Let y’ = Sy + u(y) = q(y). Then it is easily shown that 
= lnax O-%x, P-lx) X#O I P-lxj2 
l aisY;ydY)) y, y =max > 
Y#O lY12 
=a+2:~y;;y; =a+v. 
Since problem (1.1) is dissipative, pp[g] 5 0 and (v + v = p 5 0. 
In particular, consider a problem (1.1) which is linear such as 
x’ = Ax, x(0) = x0. 
I 
(4.4) 
Then the s-transformed system of (4.4) is given by 
y’=Sy+Gy. (4.5) 
where the real canonical form of A is given by P-IAP = 2 + 19 and G = 3 - S + f@ 
THEOREM 4.4. The generalized Euler process is contractive on tile class of dissipative linea 
systems (4.4). 
PROOF. Applying process (3.3) to the s-transformed systern (4.5), we obtain 
yrL+l = exp(W(I + hG)y,,. 
It follows from Lemma 4.1 that 
IY~~+II~ = (exp(hS)(I + hG)y,,, exp(hS)(I + IrG)y,,) 
= exp(2ha) { (yn, in) + ‘WY,,, GY,,) + h2(Gy,, Gyn)) 
I exp(2ha) { 1 f 2vh + IIG~~2h2} /y,12. 
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Comparing the polynomial $(h) = 1 + 2vh + lIG112h2 with the exponential function exp( -2&h), 
$(h)jh=o = 1 = exp(-2cuh)Ih=o, 
their derivatives .at h = 0 are given by 
&$(h)l,,=o = 2~ and -$ exp(-2ah)lhT0 = -2a. 
Since u 5 -a from Theorem 4.4, we have 
&i(h)lh=o I -$exp(-2rrh)l,,+ 
Hence, there is a number ho such that 
6(h) I exp(-2ah), for all h E (0, ho]. 
So, we conclude that for all h E (0, ho], 
Ix,+lIP = IYnfll I lynl = Ix&. I 
THEOREM 4.5. The generalized Euler process is contractive on the class of dissipative prob- 
lems (1.1). 
PROOF. Let yn and yn+l be numerical solutions defined by (3.3), and yn. and yn+l be solutions 
obtained by perturbations or different starting values, which satisfy 
STn+l = exp(hS) (yn + hu (y,)) . 
Then, we obtain 
IY~+I - Yn+112 5 exp(2ha) { Iyn - yn)12 + 2h ty,. - Ymu(yn) - u (Yn)) + h2 Iu(yn) - u(yn)12} 
5 exp(2ha) (1 + 2vh + L2h2) IYn - ynj2. 
As in Theorem 4.4, there must be a number hl such that 
exp(2ah) (1 + 2vh + L2h2) 5 1, for all h E (0, hl]. (4.6) 
Finally, we arrive at 
I%%+1 - %+1lp = IYn+1 - Yn+ll 5 IYn - yn/ = Ix, - Xnlp. I 
REMARK 4.2. The generalized Euler process is contractive on the class of dissipative prob- 
lems (1.1) but not unconditionally contractive (see p. 38 in [lo]). 
5. NUMERICAL EXAMPLES 
In this section, we implement the generalized processes discussed in the previous sections. For 
the numerical experiments, we consider Euler’s method (EU) and the Rung&Kutta fourth-order 
method (RK). The generalized Euler process (GEU) and the generalized Runge-Kutta fourth- 
order process (GRK) are compared with EU, RK, and RKSUITE (RKS) which is developed by 
Brankin, Gladwell and Shampine [6]. Contrary to the generalized processes with fixed grids, 
RKS is an adaptive method based on Runge-Kutta formulas (cf. http : //www . netlib. erg/ode/ 
rksuite). Thus, we need indirect comparisons. 
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In order to solve the examples, we modify Template 3a with METHOD = 1 (Runge-Kutts (2,3) 
pair) for Case 1 of Example 5 and Template 3a with METHOD = 2 (Runge-Kutta (4,5) pair) for 
the remaining examples. Templates are provided in the Netlib repository (http: //www netlib. 
org/ode/rksuite/templates). The programs were compiled using Visual Fortran and executed 
on a personal computer (Pentium III) with smallest positive number (DWARE) approximately 
2.223D-308 and the unit of roundoff (MCHEPS) approximately l.OD-16. 
EXAMPLE 1. Let us consider a scalar problem 
Its exact solution is 
:I’ = ax + ,3 exp( A/t), r(O) = J’o. (5.1) 
x(t) = 
1 
(~ll--$-)exp(nt)+&exp(-yt), ifnf?. 
(.x0 + 3t) exp(at), if 0 = y. 
Since the Jacobian matrix J is N and its eigenvector matrix P is 1: the s-transformed system 
of (5.1) is 
y’ = ay + ,/Yexp(yt); y(0) = x0; 
and GEU becomes 
Y,,+I = exp(ah){y,L + hexp(7t,,)), 
%+1 = Yn+1 
(5.2) 
It follows from GEU (5.2) that 
.x,, = e “7hxo + h,/iJ e”lltL + ey/L+n(Jr-l)ir + + e?(‘L-l)I1+NIL 
1 1 
(5.3) 
Let R,, = l(c&) - :r,z)/r(t,)~ = 11 - n,,/z(t,,)l bc tl re relative error. If 0 > y. we obtain 
from (5.3) 
r,, eanhxo + }$pTLh (1 _ e(Y-471tg / (1 _ e(7--n)tJ) ---= 
n(L) (n.0 - /J/(7 - a))eanh + (j3/(y - a))e”iflh 
Hence, 
/!I (e(y--Ooh - 1) - hp(?; - 0) 
((y - a)xo - ,3) (1 - e+-cu)h) 
If Q = y! then (5.3) becomes z,, = (x0 + pnh)eanh = z(&). Hence, 
0 
If ff < y, 
In brief, we arrive at the following conclusions which imply that the relative errors of GEU 
converge to a constant without concern for the sign of N. 
REMARK 5.1. For the fixed step size lc, the sequence of relative errors {R,,} of GEU for the 
scalar problem (5.1) tends to a constant R, 
I! 
p p-+ - 1) - h@(y - a) 
((y - 0)x0 - /J) (1 - e(T-a)tc) ’ if Q > ” 
R= o, if a = y. 
e(Y-a)tL - 1 ~ qy - a) 
e(7-“)h - 1 1 ifa<?. 
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We now give numerical implementations. 
CASE 1. (CI < y). The behavior of the relative errors R, = l(ccn - z(t,))/rc(t,)l of EU, GEU, 
RK, GRK, and RKS are shown in Figure la when o = -6, /? = 3, y = 1, and ICO = 5 for h = 0.5 
and h = 0.001. The relative errors of GEU and GRK are smaller than the corresponding errors 
for EU and RK, respectively. But the relative error of RKS with TOL = 10-l’ and THRES(L) 
= 10P1’ is smaller than those of GEU and GRK, where TOL is the desired relative accuracy and 
THRES(L) is the parameter to control the magnitude of the local error not being greater than 
TOL x max{average magnitude of z(L) over the step, THRES(L)}. 
1o’O 
lo5 
loo 
g 
al 
s .- 
;ij 
T 
1o‘5 
1 o-l0 
a=-6, p=3,y=1 
EU with h 
-  
-  
-m 
I  
I .  
I .  
-  
GEU with h = 0.5 RK with h = 0.5 
f 
-------m-m-- J---..--, -----mm I___) 
RKS with TOL = 1 .OD-10 and THRES(‘) = l.OD-10 
L t 
‘( ,..m . . . . . . . . . . . . . ..I-- 
GRK with h = 0.001 
lo-l5 - I I I I I I I I I 
0 5 10 15 20 25 30 35 40 45 50 
t 
(a) Relative errors of EU, GEU, RK, GRK, and RKS. 
Figure 1. Behaviors of the relative errors. 
Table 1 shows the minimum and maximum values of the relative errors for t < 50 and those 
at t = 50. The relative errors of GEU for h = 0.5 and h = 0.001 are 0.891018 x 10foO and 
0.349592 x 10P02, respectively, as calculated in Remark 5.1. 
CASE 2. (o > y). The behavior of the relative errors of GEU, GRK, and RKS are shown in 
Figure lb when Q: = -1, p = 7, y = -3, and ze = 5 for h = 10.0 and h = 0.1. 
The relative error of RKS with TOL = 1.11 x lo-l5 and THRES(L) = 1.4933 x lO-153 is smaller 
than those of GEU and GRK for t < 350, but it grows rapidly for t > 350. RKS terminates its 
computation at t = 472 with 61077 steps whose average step size is h = 0.0077279. On the other 
hand, the limits of relative errors of GEU for h = 10.0 and h = 0.1 converge to 0.782353 x lO+‘l 
and 0.425181 x lo-“, respectively, calculated in Remark 5.1. 
Table 2 shows the minimum and maximum values of the relative errors in 0 _< t 5 470 and 
those at t = 470. 
CASE 3. (CI = y). cc’ = QZ + ,fIexp(olt), Z(O) = x0. 
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4 ** 
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(b) Relative errors of GEU, GRK. and RKS. 
Figure 1. (cont.) 
Table 1. Relative errors of Case 1. 
Table 2. Relative errors of Case 2. 
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The limit of theoretical relative errors is zero. However, the computed relative errors are less 
than 10P1’ when Q = 2, ,B = 4, and xc = 5 for h = 0.1. 
EXAMPLE 2. Consider Rayleigh’s equation 
x”+r(~(x~)“-x~)+x=o, x(O)=a, 5’(0)=0, 
where 0 < E < 2. Its approximate solution (RAY) is given in [ll] as 
The problem is converted into the first-order system 
Since 
2’ = y, x(0) = a, 
y’=-rc-E l3 ( > jY -Y > y(0) = 0. 
+o = “, t 
( 1 
(5.4) 
and its eigenvalues are 
its eigenvector matrix is 
Using x = Pu, system (5.4) is expressed as an s-transformed system 
Consider Example 2 with E = 0.01 and a = 0.5. To observe the long-time behavior, the plots 
of x(t) in 1000 5 t < 1030 are obtained by EU, RK, GEU, and GRK with the step size h = 1.0. 
Figures 2a and 2b show that numerical solutions obtained by GEU and GRK are very close to 
RAY and RKS with TOL = 10P6 and THRES(L) = lo- , lo but that those of EU and RK are 
not. 
EXAMPLE 3. Consider the oscillatory problem 
x” + 2 - p(x + 1)2 = 0, x(0) = -1, x’(0) = 0, 
where 0 < p << 0.5. The solution given by Lindstedt’s method is 
x(t) = - cos(wt) + p 
{ 
3 4 
5 - yj cos(wt) - f cos(2d) +. . . , 
where w = 1 -II. +. . . [12]. Th e numerical solutions are compared with the (Lindstedt) approxi- 
mate solution (LIND) truncated at the terms shown. 
The problem is converted into a first-order system 
2’ = y, x(0) = -1, 
y’ = -x + p(x + 1)2, y(0) = 0. 
(5.5) 
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20 
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1c 
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-10 
-15 
-20 
I  
Step size h = 1 .O 
GEU and RAY are overlapped by RKS. 
-25 L 
1000 1005 1010 1015 1020 1025 1030 
E x c 
-1 
-2 
t 
(a) Plots of x(t) vs. t for EU, GEU, RAY, and RKS 
/  
Step size h = 1 .O 
GRK and RAY are overlapped by RKS. 
-3 L 
1000 1005 1010 1015 1020 1025 1030 
(b) Plots of z(t) vs. t for RK, GRK, RAY, and RKS 
Figure 2. Plots of z(t) obtained by EU, GEU, RK, GRK. RAY. and RKS in 1000 5 
t 5 1030 with the step size h = 1.0 
172 D. W. Yu 
In Example 2, f(0) = 0 and in Example 3, f(0) # 0 and If(O)1 = p is small. Since 
&= (2,“1 ;) 
and its eigenvalues are @i with p = dq, the eigenvector matrix of &f(O) is 
Using x = Pu, problem (5.5) is s-transformed to 
To observe the long-time behavior, we consider Example 3 with p = 0.0001. The numerical 
solutions in the interval 4950 < t 5 5000 are obtained by RK, GEU, and GRK with the step 
sizes (a) h = 0.5 and (b) h = 1.0. Figures 3a and 3b give the plots of z(t) vs. t for RK, GEU, GRK, 
LIND, and RKS with TOL = 10W6 and THRES(L) = 10-l’. GEU and GRK are overlapped 
by LIND regardless of the step sizes. The long-time oscillatory behaviors of GEU and GRK are 
almost equal to the oscillatory behavior of LIND as we can see in Figures 3a and 3b. However, 
RK contracts to zero and EU blows up as t increases. 
2 I I I I I I I I I 
“’ GEU 
Step size h = 0.5 and p = 0.0001 - - RK 
‘-’ GRK 
1.5 RK 3 RKS - 
- LIND 
\ 
GEU and GRK are overlapped by LIND 
-2 I I I I I I I I 1 
4950 4955 4960 4965 4970 4975 4980 4985 4990 4995 5000 
t 
(a) Plots of z(t) vs. t for RK, GEU, GRK, LIND, and RKS. 
Figure 3. Plots of z(t) vs. t obtained by RK, GEU, GRK, LIND, and RKS in 
4950 5 t 5 5000 with step sizes (a) h = 0.5 and (b) h = 1.0. 
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-0.5 
-1 
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Stepsize h = 1 .O and F = 0.001 
GEU and GRK are overlapped by LIND 
-22 
4950 4955 4960 4965 4970 4975 4980 4965 4990 4995 5000 
(b) Plots of z(t) vs. t for RK, GEU, GRK, LIND, and RKS. 
Figure 3. (cont.) 
EXAMPLE 4. Consider the nondissipative system 
x’ = 3.42 - l.Gy - 3.84x2 + 3.52~~ - 0.641~‘, 
y’ = 9.Gx - 5.4~ - 5.76~’ + 5.28~~ - 0.9Gy2, 
Its solution is 
x(t) = 2 exp 
( 
t ~ $ exp(-3t) 
> 
+ exp(-3t); 
y(t) = 3 exp 
( 
t - i exp(-3t) 
> 
+ 4exp(-3t) 
Since f(0) = 0, 
and its eigenvector matrix 
the s-transformed system is 
(5.6) 
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Since the solution components are exponentially increasing, it is not easy to compute approx- 
imate components using Runge-Kutta methods. The linear part 
&(:)=sy=(i Y)(r) 
in (5.6) has the exponentially increasing solution components and can be exactly computed by 
the idea mentioned in Section 3. The nonlinear part 
in (5.6) can be nicely computed by the classical Euler (or Runge-Kutta) method. Hence, the 
solution components are computed easily and efficiently by the generalized Euler (or Runge- 
Kutta) process. 
The behavior of the relative errors of EU, GEU, RK, GRK, and RKS with TOL = lo-’ and 
THRES(L) = 10V5 and with TOL = lo-l3 and THRES(L) = 10-l’ are shown in Figures 4a 
and 4b. The relative errors of EU and RK with h = 0.1 blow up. RKS terminates its computation 
at t = 14.9. However, the relative errors of GEU and GRK with h = 0.1 converge to small 
constants 0.232673 x lo+” and 0.299944 x 10V03, respectively. 
EXAMPLE 5. Consider a coupled system 
x’ = -2x - (2 + E)Y + 6% + (x + y)(x + y - z), x(0) = 2 + -f-- 
16+$’ 
y’ = 4x + (4 + E)Y - (2 + E)% - (x + y)(x + y - z), Y(O) = -3 - &T 
z’ = 4x + 4y - 22, z(0) = -2. 
lo2 , I / I I I 
GEU 
RKS with TOL = 1 .OE-02 
& and THRES(L) = 1 .OE-05 4 
4 
0 
4 
RKS with TOL = 1 .OE-13 
and THRES(L) = 1 .OE-10 I- EU 
1o-‘O 1 I I I I I 
0 5 10 15 20 25 
t 
(a) Relative errors of EU, GEU, and RKS. 
Figure 4. Relative errors of EU, GEU, RK, GRK, and RKS (revision of Figure 4 
in [a]). 
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1 o-2 
g 
al 
gi lo4 .- 
3 
2 
1 o-6 
1 o-@ 
I 1  1 I I 
RKS with TOL = 1 .OE-02 
and THRES(L) = 1 .OE-05 
GRK 
S with TOL = 1 .OE-13 
and THRES(L) = 1 .OE-10 
I I / I I 
1 
4 I 
I 
0 5 10 15 20 25 30 
t 
(b) Relative errors of RK, GRK, and RKS 
Figure 4. (cont.) 
The exact solution (EXT) is 
z(t) = cos(2t) + sin(2t) + exp(~t) + &(cos(4l) - 4sin(4t)). 
y(t) = -2cos(2t) - exp(tt) - &(cos(4t) - 4sin(4t)). 
z(t) = -2 cos(2t). 
-2 -2-E t 
4+e 
4 
its eigenvalues are f2i and E, and the eigenvector matrix is 
Using x = Pu, the system becomes 
Note that equation (5.7) is not an s-transformed system. 
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CASE 1. (E > 0). The maximum of the real parts of eigenvalues is E (i.e., a: = E > 0). Hence, 
the s-transformed system is derived from (5.7) by S = al + (l/2)(> - 3). 
;(i)=(t f B)(E):(zJ (g)=(l;,ll,,). 
Figures 5a and 5b show the behaviour of relative errors of z(t) for E = 2.0 and h = 0.1 
obtained by EU, GEU, RK, GRK, and RKS. The component z(t) is exponentially increasing. 
For the implementation of RKS, we modified Template 3a with METHOD = 1 (Runge-Kutta 
formula (2,3) pair). Th e relative errors of EU and RK blow up. The relative errors of RKS with 
TOL = 10W5 and THRES(L) = lo-’ converge to 0.0531915. RKS terminates its computation 
at t = 196. However, the relative errors of GEU and GRK converge to 0.113682 and 0.0500052, 
respectively. 
Figures 6a and 6b show the plots of z(t) obtained by GEU and GRK for e = 1.0 in 600 5 t 5 
709.7. For all numerical solutions of z(t) obt ained by GEU and GRK, their amplitudes may be 
different from EXT’s amplitude, but their cycles coincide with those of EXT. 
The behaviors of the relative errors of GEU and RKS with TOL = 10-O’ and THRES(L) = 
lo-O5 are shown in Figure 7a, and those of GRK and RKS with TOL = lo-O5 and THRES(L) 
= lo-O7 are shown in Figure 7b. The graphs are connected the points (tn, rel(t,)), where rel(t,) 
is the relative error at t, = A. It is shown that the relative errors of GEU and GRK converge 
to constants, if the problem has exponentially increasing solution components. 
lo3 t I I I I I , I I I 
- GEU 
E = 2.0 and h = 0.1 III, EIJ 
rel(43) = 0.389128E+03 
EU 
\ 
GEU 
t rel(200) = 0.113682 
10“ 4 
.-a-. 1 ,~,~,_.l,_,_,~*_,_,~1-1-1-1-1-1-1-1-1111~~,~~~~~,~~-~-~ 
rel(196) = 0.0531915 
RKS with TOL = 1 .OE-05 and Thres(L) = 1 .OE-08 
1o-2 L I I I I I I I I I 
0 20 40 60 80 100 120 140 160 180 200 
(a) Relative errors of EU, GEU, and RKS. 
Figure 5. Relative errors of z(t) for EU, RK, GEU, GRK, and RKS. 
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(b) Relative errors of RK, GRK, and RKS 
Figure 5. (cont.) 
I  I  I  /  
1 - GEU0.0001 
GEU with h = 0.01 
GEU with h = 0.001 
GEU with h = 0.0001 is overlapped by EXT 
650 660 670 680 690 700 710 
t 
(a) Plots of z(t) vs. t for GEU and EXT. 
Figure 6. Plots of z(t) obtained by GEU, GRK; and EXT 
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(b) Plots of z(t) vs. t of GRK and EXT. 
Figure 6. (cont.) 
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(a) Relative errors of GEU and RKS. 
Figure 7. Relative errors of GEU, GRK, and RKS. 
Generalized Euler Process 
1 /  I  /  I  
- .GRKO.OOl 
R 
I I GRKO.01 1 
- - GRKO.l 
1 
0 100 200 300 400 500 600 700 
GRK with h = 0.001 
IO2 
10’ 
loo 
s 
i 
F ‘Z= m 
z 
10” 
1 o-* 
1 o.3 
7 
RKS with TOL = 1 .OE-05 
and THRES(L) = 1 .OE-07 
i GRK with h = 0.1 
t _-M_--L---C- ---w-------mI- 
‘) * - - - - -iR,with h = 0.01 
t 
(b) Relative errors of GRK and RKS. 
Figure 7. (cont.) 
Step size h = 0.7 and E = -1 .O 
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(a) Relative errors of GEU and RKS. 
Figure 8. Relative errors of y(t) for GEU, GRK, and RKS in 700 5 t 5 770 
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(b) Relative errors of GRK and RKS. 
Figure 8. (cont.) 
CASE 2. (E I 0). Wh en E 5 0, the maximum of the real parts of the eigenvalues is 0 (i.e., 01 = 0). 
Hence, the s-transformed system is derived from (5.7) as 
The relative errors in 700 5 t < 770 of GEU, GRK, and RKS are shown in Figures 8a and 8b. 
When E = -1.0 and h = 0.7, there are no exponentially increasing solution components. The 
numerical solution of y(t) obtained by EU diverges and RK contracts to zero. The graphs of y(t) 
of GEU, GRK, and RKS closely follow the graph of EXT. And the long-time oscillatory behaviors 
of GEU, GRK, and RKS are plausible. 
6. CONCLUDING REMARKS 
We have proposed generalized Euler and Runge-Kutta processes which are explicit, convergent, 
and contractive for the dissipative systems. In order to overcome the difficulty of calculation (or 
approximation) for the exponential of the Jacobian matrix, we introduce an s-matrix S of (1.1) 
and obtain the s-transformed system (2.2). Th en the linear part, y’(t) = Sy(t), is exactly 
evaluated by the idea in [5]. The nonlinear part, y’(t) = u(y(t)), is approximately computed by 
the classical Euler (or Runge-Kutta) method. 
The proposed process is compared with Euler’s method, a fourth-order Runge-Kutta method 
and RKSUITE. Based on the problems given in this paper and on many other examples, it 
is shown that, for the coupled systems with exponentially increasing solution components, the 
relative error of the proposed process rapidly converges to a constant. The long-time behavior of 
Generalized Euler Process 1x1 
the solution for oscillatory problems is well represented by the proposed process. The process is 
effective even for nondissipative systems. 
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