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Abstract
Functions with low c-differential uniformity have optimal resistance to some types of
differential cryptanalysis. In this paper, we investigate the c-differential uniformity of
power functions over finite fields. Based on some known almost perfect nonlinear func-
tions, we present several classes of power functions f(x) = xd with c∆f ≤ 3. Especially,
two new classes of perfect c-nonlinear power functions are proposed.
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1 Introduction
Let p be a prime and n a positive integer. Define Fpn be a finite field with p
n elements.
Denote Fpn\{0} by F∗pn. Many ciphers are designed by the functions defined on Fpn. Differential
cryptanalysis is an effective cryptanalytic tool of symmetrical cipher systems [4]. For a vectorial
Boolean function f , Borisov et al [3] proposed a new type of differential (f(cx), f(x)) by using
modular multiplication. It was used to cryptanalyze some known ciphers such as a variant of
the IDEA cipher. Based on the mentioned work, Ellingsen et al [10] defined a new multiplicative
differential, and presented the relative concept of c-differential uniformity as follows.
Definition 1.1 ([10]). Let a, c ∈ Fpn. For a function f : Fpn −→ Fpn, the (multiplicative) c
derivative of f with respect to a is defined as
cDaf(x) = f(x+ a)− cf(x), for all x.
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Let c∆f(a, b) denote the number of solutions x ∈ Fpn of f(x+ a)− f(x) = b, where a, b ∈ Fpn.
We call c∆f = max{c∆f (a, b)|a, b ∈ Fpn, and a 6= 0 if c = 1} the c-differential uniformity of f .
If c∆f = δ, then we say that f is differentially (c, δ)-uniform.
The function f is called perfect c-nonlinear (PcN) if c∆f = 1, and is called almost perfect
c-nonlinear (APcN) if c∆f = 2. Note that the c-differential uniformity is equivalent to the
usual differential uniformity when c = 1 and a 6= 0. In this case, the PcN and APcN functions
are called perfect nonlinear (PN) and almost perfect nonlinear (APN) functions respectively.
When c = 0 or c 6= 1 and a = 0, we have cDaf(x) = f(x + a) or (1 − c)f(x) correspondingly,
which is linear equivalent to f(x).
In [10], the authors investigated the c-differential uniformity of the p-ary Gold PN function
and the inverse function. Riera and Sta˘nica˘ [16] continued the work, and characterized the c-
differential uniformity of the Gold function over F2n. Moreover, they exhibited the c-differential
uniformity of some known APN power functions in odd characteristic finite fields. Yan, Mes-
nager and Zhou [18] completely determined the c-differential uniformity of power functions with
Gold exponents, which confirms a conjecture proposed by Bartoli and Timpanella [5]. Further-
more, they presented some new classes of power functions with low c-differential uniformity.
By using the first kind of Dickson polynomials [13], Hasan et al [11] introduced some classes
of power maps with low c-differential uniformity for c = −1. Some PcN power maps over
finite fields of odd characteristic were exhibited. Based on the c-differential notion, Sta˘nica˘
et al [17] proposed the concept of c-differential bent functions, and revealed the link between
c-differential bent and perfect c-nonlinear. They presented some constructions of c-differential
bent functions including the PcN functions. Recently, Bartoli and Calderini [2] showed that a
quadratic polynomial f is PcN or APcN if and only if f is a permutation polynomial or 2-to-1
mapping on Fpn for c ∈ Fp \ {1} respectively. By applying the Akbary-Ghioca-Wang criterion
[1] and its generalization [15], they offered several constructions of PcN and APcN polynomial
functions.
In this paper, we explore the c-differential uniformity of some known APN functions over
finite fields. By calculating the solutions of certain equations over finite fields, we present
several classes of functions with low c-differential uniformity.
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2 Preliminaries
In what follows, we always let p be an odd prime, n,m, k, d be positive integers. Let χ be
the quadratic character of F∗pn, i.e., χ(x) = x
pn−1
2 for x ∈ F∗pn. If x is a square in F∗pn, χ(x) = 1.
Otherwise, χ(x) = −1.
For a x ∈ Fpn, it can be denoted by η+ η−1, where η ∈ F∗p2n . As x = η+ η−1 = (η+ η−1)p
n
,
one can get
(ηp
n+1 − 1)(ηpn−1 − 1) = 0,
which implies that η ∈ F∗pn or ηpn+1 = 1.
Below we list some of the known APN power functions [9, 12, 14, 19, 20] needed later.
Theorem 2.1. Let f(x) = xd be a function over Fpn. Then f is an APN function if:
(1) d = 3 and p > 3;
(2) d = 2p
n−1
3
and pn ≡ 2 (mod 3);
(3) d = p
n+1
4
and pn ≡ 7 (mod 8);
(4) d = p
n+1
4
+ p
n−1
2
and pn ≡ 3 (mod 8);
(5) p = 3, d is even with (3m + 1)d− 2 = k(3n − 1), where k is odd, m is a positive integer
satisfying that gcd(m,n) = 1 and 2m < n;
(6) p = 5, d is odd with (5m + 1)d − 2 = k(5n − 1), where k is odd, m is even such that
gcd(m,n) = 1.
According to the definition of the c-differential uniformity, it was shown in [11] that the
power functions xd and xdp
j
(j ∈ {0, 1, · · ·n− 1}) have the same c-differential uniformity over
Fpn. If c = ±1 and gcd(d, pn−1), then the c-differential uniformity of xd and xd−1 are the same
over Fpn, where d
−1 is the inverse of d modulo pn − 1. Therefore, if two power functions are
Carlet-Charpin-Zinoviev equivalent [6, 8], then they have the same c-differential uniformity for
c = ±1.
The following lemmas will be used in the sequel.
Lemma 2.2. [18] Let f(x) = xd be a power function over Fpn. If c = 1, then c∆f =
max{c∆f (1, b)|b ∈ Fpn}. If c = 0, then c∆f = gcd(d, pn − 1). Otherwise,
c∆f = max
{{c∆f (1, b)|b ∈ Fpn} ∪ {gcd(d, pn − 1)}
}
.
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Lemma 2.3. [10] Let k,m, n be positive integers. Then
gcd(mk + 1, mn − 1) =


2gcd(2k,n)−1
2gcd(k,n)−1 , if m = 2,
2, if m > 2, n
gcd(n,k)
is odd,
mgcd(k,n) + 1, if m > 2, n
gcd(n,k)
is even.
Lemma 2.4. [9] The polynomial xp
k
+ bx ∈ Fpn[x] describes a bijective linear mapping if and
only if −b is not a (pk − 1)th power in Fpn.
3 New results on c-differential uniformity
In this section, by utilizing the quadratic character of F∗pn, we study the c-differential uni-
formity of the APN power functions in Theorem 2.1. Six classes of power functions with low
c-differential uniformity are presented. Two of them are proved to be PcN.
Theorem 3.1. Let n, k, d be odd such that gcd(n, k) = 1 and 3
k+1
2
· d ≡ 3n+1
2
(mod 3n − 1).
Define f(x) = xd be a function on F3n. For c = −1, f(x) is PcN.
Proof. Since n, k, d are odd and 3
k+1
2
· d ≡ 3n+1
2
(mod 3n − 1), we get gcd(d, 3n − 1) = 1, 3k+1
2
is even and
(3k + 1)d = l(3n − 1) + 2
for some odd l.
Given b ∈ F3n , we will consider the solutions of the equation
(x+ 1)d + xd = b (1)
over F3n . If b = 0, we get only one solution x = 1 of (1). Assume x 6= 0,−1 and b 6= 0.
Let ux+1 = (x + 1)
d and ux = −xd. Clearly, ux+1 = ux + b, u
3k+1
2
x+1 = (x + 1)χ(x + 1) and
u
3k+1
2
x = xχ(x). Set
ux
b
= η + η−1 + 1 = (η−1)
2
η
, where η ∈ F∗32n . Then ux+1b = uxb + 1 = (η+1)
2
η
and ux+1
ux
= (η+1
η−1)
2 ∈ F3n . We remark that η 6∈ F3 for x 6= 0,−1. It can be verified that
− (η − 1)
2b
η
χ(x) = xdχ(x) = u
3k+1
2
d
x =
(η − 1)(3k+1)db 3
k+1
2
d
η
3k+1
2
d
(2)
and
(η + 1)2b
η
χ(x+ 1) = (x+ 1)dχ(x+ 1) = u
3k+1
2
d
x+1 =
(η + 1)(3
k+1)db
3k+1
2
d
η
3k+1
2
d
. (3)
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From (2) and (3) we get
(
η + 1
η − 1)
(3k+1)d−2 = (
η + 1
η − 1)
l(3n−1) = −χ(x+ 1)
χ(x)
. (4)
The solutions of (1) can be divided into two cases according to the values of the pair (χ(x +
1), χ(x)).
Case I: χ(x+1) = χ(x). In this case, (4) can be reduced to (η+1
η−1)
l(3n−1) = −1, which implies
that (η+1
η−1)
l 6∈ F3n . Recall that (η+1η−1)2 ∈ F3n and l is odd. We can deduce that η+1η−1 6∈ F3n and
η 6∈ F3n . From (1) we have
(ux + b)
3k+1
2 − u
3k+1
2
x = χ(x),
which implies that
(η + 1)3
k+1
η
3k+1
2
− (η − 1)
3k+1
η
3k+1
2
= χ(x)b−
3k+1
2 .
It leads to
η
3k−1
2 + η−
3k−1
2 = −χ(x)b− 3
k+1
2 . (5)
Let β = η
3k−1
2 . (5) turns to
β2 + χ(x)b−
3k+1
2 β + 1 = 0.
Since k is odd, gcd(3
k−1
2
, 32n − 1) = 1 and then β 6∈ F3n . The above equation has solutions in
F32n \ F3n only if
χ(b−(3
k+1) − 4) = χ(1− b3k+1) = −1.
If χ(x) = 1, we obtain two solutions η1 and η
−1
1 of (5). Both solutions lead to ux =
(η1+η
−1
1 +1)b and ux+1 = (η1+η
−1
1 −1)b. Since n is odd, we have that 3
n−1
2
is odd, which implies
that -1 is not a square in F3n . Therefore, (1) has a solution x = u
3k+1
2
x = (η1+ η
−1
1 +1)
3k+1
2 b
3k+1
2
if χ((η1 + η
−1
1 + 1)b) = −1 and χ((η1 + η−11 − 1)b) = 1.
If χ(x) = −1, we can derive two solutions −η1 and −η−11 from (5). It follows that ux =
(−η1 − η−11 + 1)b and ux+1 = −(η1 + η−11 + 1)b. (1) has one solution x = −u
3k+1
2
x = −(−η1 −
η−11 + 1)
3k+1
2 b
3k+1
2 only if χ((η1 + η
−1
1 + 1)b) = 1 and χ((η1 + η
−1
1 − 1)b) = −1.
Thus, there exists at most one solution of (1) in Case I.
Case II: χ(x+1) = −χ(x). By (4) we have (η+1
η−1)
l(3n−1) = 1, which implies that (η+1
η−1)
l ∈ F3n .
Combining with the known results (η+1
η−1)
2 ∈ F3n and l is odd, one has η+1η−1 ∈ F3n and then
η ∈ F3n . It follows from (1) that
(ux + b)
3k+1
2 + u
3k+1
2
x = χ(x+ 1),
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which means that
(η + 1)3
k+1
η
3k+1
2
+
(η − 1)3k+1
η
3k+1
2
= b−
3k+1
2 χ(x+ 1).
It leads to
η
3k+1
2 + η−
3k+1
2 = −b− 3
k+1
2 χ(x+ 1). (6)
Let θ = η(3
k+1)/2 ∈ F3n . (6) turns to
θ2 + b−
3k+1
2 χ(x+ 1)θ + 1 = 0.
If 1 − b3k+1 = 0, we get b(3k+1)/2 = ±1 and θ2 ± θ + 1 = 0 from the above equation. It leads
to θ = η(3
k+1)/2 = ±1. As gcd(3k+1
2
, 3n − 1) = 2, η(3k+1)/2 = −1 does not hold in F3n , and
η(3
k+1)/2 = 1 has two solutions η = ±1. It contradicts the first assumption η 6∈ F3. Therefore,
(6) has the solutions
θ =
χ(x+ 1)±
√
1− b3k+1
b(3
k+1)/2
over F3n only if χ(1− b3k+1) = 1. Moreover, (6) can be written as
χ(x+ 1)
b(3
k+1)/2
η(3
k+1)/2
= − 1
1 + η3k+1
,
which leads to
x+ 1 = χ(x+ 1)
(η + 1)3
k+1b(3
k+1)/2
η(3
k+1)/2
= −(η + 1)
3k+1
1 + η3k+1
and
x = −χ(x+ 1)(η − 1)
3k+1b(3
k+1)/2
η(3
k+1)/2
=
(η − 1)3k+1
1 + η3k+1
.
Recall that η ∈ F3n and (3k + 1)d = l(3n − 1) + 2. From (1) we obtain
b = (− (η+1)3
k+1
1+η3k+1
)d + ( (η−1)
3k+1
1+η3k+1
)d
= (η−1)
(3k+1)d−(η+1)(3k+1)d
(1+η3k+1)d
= − η
(1+η3k+1)d
,
which implies that
η = −(1 + η3k+1)d · b. (7)
It can be verified that
1 + η3
k+1 = 1 + θ2 = 1 +
2− b3k+1 ± 2χ(x+ 1)
√
1− b3k+1
b3
k+1
=
−1 ±
√
1− b3k+1
b3
k+1
.
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Then by (7) we get two solutions
η2 = −(−1 +
√
1− b3k+1
b3
k+1
)d · b = (1−
√
1− b3k+1)d
b
and
η3 = −(−1 −
√
1− b3k+1
b3
k+1
)d · b = (1 +
√
1− b3k+1)d
b
=
b
(1−
√
1− b3k+1)d = η
−1
2 .
It is obvious that η2 and η3 give the same value of x. So there is at most one solution of (1) in
this case.
Based on the above discussion, we can conclude that (1) has at most one solution in Case
I if χ(1 − b3k+1) = −1, and has at most one solution in Case II if χ(1 − b3k+1) = 1. Note that
x = 0 and -1 are the solutions of (1) when b = 1 and -1 respectively. But when b = ±1, we
have 1 − b3k+1 = 0, which means that (1) has no solution in Cases I and II. Then by Lemma
2.2, we have that −1∆f = 1, which completes the proof.
In Theorem 3.1, if we replace the condition d is odd with d is even, then we get −1∆f ≤ 6.
We omit the proof since it is similar to the proof of Theorem 3.1.
Theorem 3.2. Let d be odd. Let n, k be positive integers such that gcd(2n, k) = 1 and 5
k+1
2
·d ≡
5n+1
2
(mod 5n − 1). Define f(x) = xd be a function on F5n. For c = −1, f(x) is PcN.
Proof. Since d is odd and 5
k+1
2
· d ≡ 5n+1
2
(mod 5n − 1), it can be easily checked that
gcd(5
k+1
2
, 5n − 1) = gcd(d, 5n − 1) = 1 and
(5k + 1)d = l(5n − 1) + 2
for some odd l.
For any b ∈ F5n , we need to show that the equation
(x+ 1)d + xd = b (8)
has at most one solution over F5n. If b = 0, there is a unique solution x = 2 of (8). Assume
x 6= 0,−1 and b 6= 0. Let ux+1 = (x + 1)d and ux = −xd. Clearly, ux+1 = ux + b, u
5k+1
2
x+1 =
(x+1)χ(x+1) and u
5k+1
2
x = −xχ(x). Set uxb = η+ η−1+2 = (η+1)
2
η
, where η ∈ F∗52n . It leads to
ux+1
b
= ux
b
+ 1 = (η−1)
2
η
and ux+1
ux
= (η−1
η+1
)2 ∈ F5n . As x 6= 0,−1, then η 6∈ {0, 1,−1}. It follows
that
(η + 1)2b
η
χ(x) = −xdχ(x) = u
5k+1
2
d
x =
(η + 1)(5
k+1)db
5k+1
2
d
η
5k+1
2
d
(9)
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and
(η − 1)2b
η
χ(x+ 1) = (x+ 1)dχ(x+ 1) = u
5k+1
2
d
x+1 =
(η − 1)(5k+1)db 5k+12 d
η
5k+1
2
d
. (10)
From (9) and (10) we obtain
(
η + 1
η − 1)
(5k+1)d−2 = (
η + 1
η − 1)
l(5n−1) =
χ(x)
χ(x+ 1)
. (11)
We discuss the solutions of (8) in two disjoint cases.
Case I: χ(x+1) = χ(x). In this case, (11) can be reduced to (η+1
η−1)
l(5n−1) = 1, which implies
that (η+1
η−1)
l ∈ F5n . As we known, (η+1η−1)2 ∈ F5n and l is odd. This leads to η+1η−1 ∈ F5n and
η ∈ F5n . From (8) we have
(ux + b)
5k+1
2 + u
5k+1
2
x = χ(x),
which means that
(η − 1)5k+1
η
5k+1
2
+
(η + 1)5
k+1
η
5k+1
2
= b−
5k+1
2 χ(x).
It leads to
η
5k+1
2 + η−
5k+1
2 =
1
2
b−
5k+1
2 χ(x). (12)
Let θ = η(5
k+1)/2 ∈ F5n . (12) turns to
θ2 + 2b−
5k+1
2 χ(x)θ + 1 = 0.
If 1 − b5k+1 = 0, we get b(5k+1)/2 = ±1 and θ = η(5k+1)/2 = ±1 from the above equation.
Recall that gcd(5
k+1
2
, 5n − 1) = 1. It leads to η = ±1, which contradicts the first assumption
η 6∈ {0, 1,−1}. Hence, (12) has the solutions
θ =
−χ(x)±
√
1− b5k+1
b(5
k+1)/2
on F5n only if χ(1− b5k+1) = 1. Furthermore, (12) can be expressed as
χ(x)
b(5
k+1)/2
η(5
k+1)/2
=
1
2(1 + η5k+1)
,
which leads to
x+ 1 = χ(x+ 1)
(η − 1)5k+1b(5k+1)/2
η(5
k+1)/2
=
(η − 1)5k+1
2(1 + η5k+1)
and
x = −χ(x)(η + 1)
5k+1b(5
k+1)/2
η(5
k+1)/2
= − (η + 1)
5k+1
2(1 + η5k+1)
.
8
Since η ∈ F5n and (5k + 1)d = l(5n − 1) + 2, from (8) we get
b = ( (η−1)
5k+1
2(1+η5k+1)
)d + (− (η+1)5
k+1
2(1+η5k+1)
)d
= (η−1)
(5k+1)d−(η+1)(5k+1)d
2d·(1+η5k+1)d
= η
2d·(1+η5k+1)d
,
which implies that
η = 2d · (1 + η5k+1)d · b. (13)
Note that
1 + η5
k+1 = 1 + θ2 = 1 +
2− b5k+1 ± 2χ(x)
√
1− b5k+1
b5
k+1
=
2± 2
√
1− b5k+1
b5
k+1
.
Substituting it into (13), we get two solutions
η1 = 2
d · (2 + 2
√
1− b5k+1
b5
k+1
)d · b = −(1 +
√
1− b5k+1)d
b
and
η2 = 2
d · (2− 2
√
1− b5k+1
b5
k+1
)d · b = −(1−
√
1− b5k+1)d
b
= − b
(1 +
√
1− b5k+1)d = η
−1
1 .
Obviously, η1 and η2 give the same value of x. Hence, (8) has at most one solution in this case.
Case II: χ(x + 1) = −χ(x). By (11) we have (η+1
η−1)
l(5n−1) = −1. Similar to the proof of
Theorem 3.1, we can get η 6∈ F5n , which means that η5n+1 = 1. It follows from (8) that
(ux + b)
5k+1
2 − u
5k+1
2
x = χ(x+ 1),
which implies that
(η − 1)5k+1
η
5k+1
2
− (η + 1)
5k+1
η
5k+1
2
= χ(x+ 1)b−
5k+1
2 .
It leads to
η
5k−1
2 + η−
5k−1
2 = 2χ(x+ 1)b−
5k+1
2 . (14)
Let β = η
5k−1
2 . If β ∈ F5n , then η 5
k
−1
2 = (η
5k−1
2 )5
n
= η
1−5k
2 , which leads to η5
k−1 = 1. Since
gcd(2n, k) = 1, we have η4 = 1. It implies that η ∈ F5n , which is a contradiction. Therefore,
β 6∈ F5n . (14) can be written as
β2 − 2χ(x+ 1)b− 5
k+1
2 β + 1 = 0.
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The above equation has the solutions
β =
χ(x+ 1)±
√
1− b5k+1
b(5
k+1)/2
in F52n \ F5n only if χ(1− b5k+1) = −1.
Suppose η = η3 is a solution of (14) with η
5n+1
3 = 1. It can be verified that gcd(
5k−1
2
, 52n −
1) = 2. As χ(x + 1) = 1 or -1, the solutions of (14) are ±η3, ±η−13 , ±iη3 and ±iη−13 , where
i2 = −1. Note that (±iη3)5n+1 = (±iη−13 )5n+1 = −1. It contradicts the first result η5n+1 = 1.
Thus, ±iη3 and ±iη−13 are not the solutions of (14) in this case.
From (14) we have that
χ(x+ 1)
b(5
k+1)/2
η(5
k−1)/2 =
2
1 + η5k−1
,
which leads to
x+ 1 = χ(x+ 1)
(η − 1)5k+1b(5k+1)/2
η(5
k+1)/2
=
2(η − 1)5k+1
η + η5k
and
x = −χ(x)(η + 1)
5k+1b(5
k+1)/2
η(5
k+1)/2
=
2(η + 1)5
k+1
η + η5k
.
If η = η3 or η
−1
3 , we get
(x, x+ 1) = (
2(η3 + 1)
5k+1
η3 + η
5k
3
,
2(η3 − 1)5k+1
η3 + η
5k
3
).
Substituting it into (8) gives
(2(η3 − 1)5k+1
η3 + η5
k
3
)d
+
(2(η3 + 1)5k+1
η3 + η5
k
3
)d = b. (15)
If η = −η3 or −η−13 , we obtain
(x, x+ 1) = (−2(η3 − 1)
5k+1
η3 + η5
k
3
,−2(η3 + 1)
5k+1
η3 + η5
k
3
).
Then by (8) we have that
− (2(η3 + 1)
5k+1
η3 + η
5k
3
)d − (2(η3 − 1)
5k+1
η3 + η
5k
3
)d = b (16)
since d is odd. Note that (15) and (16) hold simultaneously only if b = 0. Since b 6= 0, only
one of them fits (8). Therefore, there exists at most one solution of (8) if η = η3, η
−1
3 or
η = −η3,−η−13 .
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Based on the above discussion, we can conclude that (8) has at most one solution in Case
I if χ(1− b5k+1) = 1, and has at most two solutions in Case II if χ(1− b5k+1) = −1. Note that
x = 0 and -1 are solutions of (8) when b = 1 and -1 respectively. If b = ±1, then 1− b5k+1 = 0,
which implies that (8) has no solution in Cases I and II. Then we get the desired result by
Lemma 2.2.
Theorem 3.3. Let n, k be positive integers such that pn ≡ 3 (mod 4) and d(pk + 1) ≡ pn+1
2
(mod pn− 1). Let f(x) = xd be a function over Fpn. If c = 0, then c∆f = 1 when d is odd, and
c∆f = 2 when d is even. If c = 1, then c∆f ≤ 6 when d is odd, and c∆f ≤ 3 when d is even.
And if c = −1, then c∆f ≤ 3 when d is odd, and c∆f ≤ 6 when d is even.
Proof. Since d(pk + 1) ≡ pn+1
2
(mod pn − 1) and pn ≡ 3 (mod 4), it can be verified that
gcd(d(pk + 1), pn − 1) = gcd(p
n + 1
2
, pn − 1) = 2
and gcd(pk+1, pn−1) = 2. If d is odd, then gcd(d, pn−1) = 1. If d is even, then gcd(d, pn−1) =
2. By Lemma 2.2, we have that 0∆f = 1 when d is odd, and 0∆f = 2 when d is even.
Given b ∈ Fpn, we consider the solutions of
(x+ 1)d − cxd = b (17)
over Fpn for c = ±1. We remark that pn−12 is odd, which implies that -1 is not a square over
Fpn. When b = 0, for odd d, (17) has no solution if c = 1, and one solution −12 if c = −1.
Similarly, for even d, (17) has a unique solution −1
2
if c = 1, and no solution if c = −1.
Assume x 6= 0,−1 and b 6= 0. Let u = (x + 1)d and v = cxd. It leads to u = v + b,
up
k+1 = (v + b)p
k+1 = (x+ 1)χ(x+ 1) and vp
k+1 = xχ(x). In the following, if v = vi is defined,
then u = ui is automatically defined by the above conditions. We can divide the solutions of
(17) into the following four cases according to the values of χ(x+ 1) and χ(x).
Case I: (χ(x + 1), χ(x)) = (1, 1). Based on the value of the pair (χ(x + 1), χ(x)), we get
(v + b)p
k+1 − vpk+1 = 1, which can be reduced to
bvp
k
+ bp
k
v = 1− bpk+1. (18)
Recall that -1 is not a square over Fpn. Then −bpk−1 is not a (pk−1)th power in Fpn. Applying
Lemma 2.4, (18) has exactly one solution over Fpn, which can be denoted as v1. It leads to
(x, x+ 1) = (vp
k+1
1 , v
pk+1
1 + 1).
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Case II: (χ(x+ 1), χ(x)) = (−1,−1). In this case, we have (v + b)pk+1 − vpk+1 = −1, which
leads to
bvp
k
+ bp
k
v = −1− bpk+1. (19)
Similarly, there is only one solution v = v2 over Fpn. Correspondingly, we get u = u2 satisfying
that u2 = v2 + b = −v1. It can be checked that x+ 1 = −upk+12 = −vp
k+1
1 and x = −vp
k+1
1 − 1.
Case III: (χ(x+1), χ(x)) = (1,−1). Given the value of the pair (χ(x+1), χ(x)), we obtain
(v + b)p
k+1 + vp
k+1 = 1, which implies that
(v +
b
2
)p
k+1 =
2− bpk+1
4
. (20)
There are two solution v3 and v4 over Fpn with v3 = −v4− b = −u4. It follows that (x, x+1) =
(−vpk+13 ,−vp
k+1
3 + 1) or (v
pk+1
3 − 1, vp
k+1
3 ).
Case IV: (χ(x + 1), χ(x)) = (−1, 1). In this case, we have (v + b)pk+1 + vpk+1 = −1, which
means that
(v +
b
2
)p
k+1 =
−2 − bpk+1
4
. (21)
There are two solution v5 and v6 over Fpn with v5 = −v6 − b = −u6. Then we can deduce that
(x, x+ 1) = (vp
k+1
5 , v
pk+1
5 + 1) or (−vp
k+1
5 − 1,−vp
k+1
5 ).
Suppose d is even. Next we consider the case of c = 1. It is easy to see that
χ(u) = χ((x+ 1)d) = 1 and χ(v) = χ(xd) = 1.
From Case I we get χ(v1) = 1. From Case II we have χ(u2) = χ(−v1) = 1. It leads to
χ(v1) = −1, which is a contradiction. Therefore, there is at most one solution of (17) in Cases
I and II. In Case III, if v3 and v4 are both the solutions of (17), then we have χ(v3) = χ(−u4).
It contradicts that -1 is not a square in Fpn. Therefore, there is at most one solution of (17)
in Case III. Similarly, we can show that (17) has at most one solution in Case IV. Hence, we
can conclude that (17) has at most three solutions in Cases I, II, III and IV. For the case of
c = −1, we obviously have that (17) has at most six solutions in the above four cases.
Suppose d is odd. For c = 1, it can be easily checked that there are at most six solutions of
(17) in Cases I-IV. Now we discuss the case of c = −1. Clearly,
χ(u) = χ((x+ 1)d) = χ(x+ 1) and χ(v) = χ(−xd) = −χ(x).
In Case I we get χ(v1) = −χ(x) = −1. And in Case II we have χ(−v1) = χ(u2) = χ(x+1) = −1,
which implies that χ(v1) = 1. It leads to a contradiction. Hence, there exists at most one
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solution of (17) in Cases I and II. Assume that v3 and v4 are both the solutions of (17) in Case
III. Then we have χ(v3) = χ(−u4), where χ(v3) = −χ(x) = 1 and χ(−u4) = −χ(x + 1) = −1.
This leads to a contradiction. Thus, we obtain at most one solution of (17) in Case III. Similarly,
we find that (17) has at most one solution in Case IV. We summary that there exist at most
three solutions of (17) in the mentioned four cases.
Note that x = 0 and −1 are the solutions of (17) when b = 1 and (−1)d+1c respectively.
In the sequel, for b = ±1, we analyze the solutions of (17) in {0,−1}, Cases I, II, III and IV.
Firstly, we consider the case of b = 1. If c = 1 and d is odd, it can be checked that (17) has
at most four solutions 0, -1, vp
k+1
5 and −vp
k+1
5 − 1. If c = 1 and d is even, (17) has at most
two solutions (0 and one solution in Case IV). If c = −1 and d is odd, (17) has at most two
solutions (0 and one solution in Case IV). And if c = −1 and d is even, (17) has at most four
solutions 0, -1, vp
k+1
5 and −vp
k+1
5 − 1.
Secondly, we consider the case of b = −1. If c = 1 and d is odd, (17) has at most two
solutions vp
k+1
5 and −vp
k+1
5 − 1. If c = 1 and d is even, (17) has at most two solutions (-1 and
one solution in Case IV). If c = −1 and d is odd, (17) has at most two solutions (-1 and one
solution in Case IV). And if c = −1 and d is even, (17) has at most two solutions vpk+15 and
−vpk+15 − 1.
Employing Lemma 2.2, we can conclude the desired results by the above discussions.
Theorem 3.4. Let p > 3 and c ∈ Fpn with c 6= 1. For a function f(x) = x3 defined on Fpn,
there is c∆f ≤ 3.
Proof. Set b ∈ Fpn, we look at the equation (x+1)3−cx3 = b. If c = 0, then c∆f = gcd(3, pn−
1). It follows that 0∆f = 1 when gcd(3, p
n − 1) = 1, and 0∆f = 3 when gcd(3, pn − 1) = 3. If
c 6= 0, 1, then we have
(1− c)x3 + 3x2 + 3x+ 1− b = 0,
which implies that
x3 +
3
1− cx
2 +
3
1− cx+
1− b
1− c = 0.
Let z = x+ 3
1−c . The above equation leads to
z3 − 3c
(1− c)2 z +
3c− 1
(1− c)3 +
1− b
1− c = 0,
which has at most three solutions over Fpn. Therefore, c∆f ≤ 3 for any c ∈ Fpn \ {1}.
The c-differential uniformity of x
2pn−1
3 is shown in [18]. Note that x3 is the inverse mapping
of x
2pn−1
3 over Fpn only if p
n ≡ 2 (mod 3). Therefore, the result of Theorem 3.4 is new.
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Theorem 3.5. Let f(x) = xd be a function defined on Fpn, where d =
pn+1
4
+ p
n−1
2
if pn ≡ 7
(mod 8), and d = p
n+1
4
if pn ≡ 3 (mod 8). For c = −1, c∆f ≤ 3.
Proof. Under the conditions of the theorem, it can be checked that 2d ≡ pn+1
2
(mod pn − 1),
gcd(d, pn − 1) = 1, both d and pn−1
2
are odd. Then -1 is not a square in Fpn . For c = −1, we
explore the solutions of equation
(x+ 1)d + xd = b (22)
over Fpn for b ∈ Fpn. Clearly, (22) has a unique solution x = −12 when b = 0.
Assume b 6= 0 and x 6= 0,−1. Let ux+1 = (x+ 1)d and ux = xd. Then ux+1 = b− ux, which
leads to
u2x+1 = (b− ux)2 = u2x − 2bux + b2.
Note that u2x+1 = (x+ 1)χ(x+ 1) and u
2
x = xχ(x). It follows that
(x+ 1)χ(x+ 1) = xχ(x)− 2bux + b2. (23)
In the following, we analyze the solutions of (23) in four disjoint cases.
Case I: (χ(x + 1), χ(x)) = (1, 1). In this case, we get x + 1 = x− 2bux + b2, which implies
that ux =
b2−1
2b
, ux+1 = b − ux = b2+12b and x = ( b
2−1
2b
)2. Recall that d is odd. x a solution in
Case I only if χ( b
2−1
2b
) = χ( b
2+1
2b
) = 1.
Case II: (χ(x+1), χ(x)) = (−1,−1). (23) becomes −x−1 = −x−2bux+ b2. Then we have
ux =
b2+1
2b
, ux+1 = b−ux = b2−12b and x = −( b
2+1
2b
)2, which holds only if χ( b
2−1
2b
) = χ( b
2+1
2b
) = −1.
It is easy to see that there exists at most one solution of (23) in Cases I and II.
Case III: (χ(x+1), χ(x)) = (1,−1). Similarly, we can get x+1 = −x−2bux+ b2 from (23).
This implies that
u2x − bux +
b2 − 1
2
= 0 (24)
since u2x = xχ(x) = −x. (24) has at most two solutions ux = b+
√
2−b2
2
and u∗x =
b−
√
2−b2
2
, which
leads to ux+1 =
b−
√
2−b2
2
and u∗x+1 =
b+
√
2−b2
2
correspondingly. If ux =
b+
√
2−b2
2
is a solution of
(23), then χ( b+
√
2−b2
2
) = −1. If u∗x = b−
√
2−b2
2
is a solution of (23), then χ(u∗x+1) = χ(
b+
√
2−b2
2
) =
1. Hence, ux and u
∗
x are not the solutions of (23) simultaneously. Then we get at most one
solution x of (23).
Case IV: (χ(x+ 1), χ(x)) = (−1, 1). In this case, (23) becomes −x− 1 = x− 2bux + b2. As
u2x = xχ(x) = x, it follows that
u2x − bux +
b2 + 1
2
= 0. (25)
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It can be checked that (25) has at most two solutions ux =
b+
√
−2−b2
2
and u∗x =
b−
√
−2−b2
2
, which
leads to ux+1 =
b−
√
−2−b2
2
and u∗x+1 =
b+
√
−2−b2
2
correspondingly. Similar to the discussion of
Case III, we can show that (23) has at most one solution in this case.
We remark that 0 and -1 are solutions of (22) while b = 1 and -1 respectively. If b = 1, it
can be verified that (22) has at most two solutions (0 and one solution in Case IV). If b = −1,
we can also get that (22) has at most two solutions (0 and one solution in Case IV). And if
b 6= 0,±1, (22) has at most three solutions in Cases I, II, III and IV. Then we get the conclusion
−1∆f ≤ 3 by Lemma 2.2.
It can be seen in Theorem 2.1 that g(x) = xd is APN over Fpn, where d =
pn+1
4
if pn ≡ 7
(mod 8), and d = p
n+1
4
+ p
n−1
2
if pn ≡ 3 (mod 8). Similar to the proof of Theorem 3.5, we can
prove that −1∆g ≤ 6 since d is even. The proof is omitted here.
Theorem 3.6. Let n, k be positive integers such that n
gcd(n,k)
is odd. Let f(x) = x
pn−1
2
+pk+1 be
a function defined on Fpn. If p
n ≡ 3 (mod 4), then −1∆f ≤ 3 and 1∆f ≤ 6. If pn ≡ 1 (mod 4),
then −1∆f ≤ 6 and 1∆f ≤ 3.
Proof. Without loss of generality, we just prove the case of pn ≡ 3 (mod 4). Since n
gcd(n,k)
is
odd, by Lemma 2.3 we get gcd(pk + 1, pn − 1) = 2. Then pn−1
2
+ pk + 1 is odd and gcd(p
n−1
2
+
pk + 1, pn − 1) = 1.
For any b ∈ Fpn, we need to compute the maximal number of the solutions of
(x+ 1)
pn−1
2
+pk+1 − cx p
n
−1
2
+pk+1 = b (26)
over Fpn for c = ±1. Assume x 6= 0,−1. The solutions of (26) can be divided into four cases
according to the values of the pair (χ(x+ 1), χ(x)).
Case I: (χ(x + 1), χ(x)) = (1, 1). From (26) we get (x + 1)p
k+1 − cxpk+1 = b. If c = 1, we
have xp
k
+ x = b − 1. Since pn ≡ 3 (mod 4), pn−1
2
is odd, and then -1 is not a square in Fpn.
It follows from Lemma 2.4 that (26) has just one solution x1 over Fpn. If c = −1, we obtain
2xp
k+1 + xp
k
+ x = b− 1, which implies that
(x+
1
2
)p
k+1 =
2b− 1
4
.
Recall that gcd(pk + 1, pn − 1) = 2. The above equation has two solutions x2 = −12 + θ
and x3 = −12 − θ, where θp
k+1 = 2b−1
4
. It is easy to see that x2 + 1 = −x3. Therefore,
χ(x2 +1) = −χ(x3), which implies that x2 and x3 are not the solutions of (26) simultaneously.
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Case II: (χ(x + 1), χ(x)) = (−1,−1). In this case, we have −(x + 1)pk+1 + cxpk+1 = b. If
c = 1, we obtain xp
k
+ x = −b − 1. It leads to one solution x4 of (26). If c = −1, we get
2xp
k+1 + xp
k
+ x = −b− 1, which implies that
(x+
1
2
)p
k+1 =
−2b− 1
4
.
Similarly, we can get two solutions x5 = −12 + β and x6 = −12 − β, where βp
k+1 = −2b−1
4
. It can
be checked that x5 + 1 = −x6, and there is at most one solution x5 or x6 of (26).
Case III: (χ(x + 1), χ(x)) = (1,−1). (26) leads to (x + 1)pk+1 + cxpk+1 = b in this case. If
c = 1, we have
(x+
1
2
)p
k+1 =
2b− 1
4
.
Just like the proof in Case I, the above equation has two solutions x2 = −12+θ and x3 = −12−θ,
where θp
k+1 = 2b−1
4
. If c = −1, then xpk + x = b− 1, which leads to one solution x1 of (26).
Case IV: (χ(x + 1), χ(x)) = (−1, 1). (26) becomes (x + 1)pk+1 + cxpk+1 = −b. If c = 1, we
have
(x+
1
2
)p
k+1 =
−2b− 1
4
.
As shown in Case II, (26) has at most two solutions x5 = −12 + β and x6 = −12 − β, where
βp
k+1 = −2b−1
4
. If c = −1, then xpk + x = −b− 1, which leads to one solution x4 of (26).
It can be verified that x1 + 1 = −x4 and χ(x1 + 1) = −χ(x4). Therefore, (26) has at most
six solutions (x1, x4, two solutions in Case III and two solutions in Case IV) if c = 1. And if
c = −1, (26) has at most three solutions (x1 or x4, one solution in Case I and one solution in
Case II).
For c = 1, x = 0,−1 are the solutions of (26) when b = 1. If b = 1, we can easily check
that there are at most four solutions (0, -1 and two solutions in Case IV) of (26). For c = −1,
x = 0 and -1 are solutions of (26) when b = 1 and -1 respectively. If b = 1, (26) has at most
two solutions (0 and one solution in Case II). And if b = −1, (26) has at most two solutions (-1
and one solution in Case I). Then by Lemma 2.2, we can conclude that −1∆f ≤ 3 and 1∆f ≤ 6.
It is well known that the power function xp
k+1 is PN over Fpn when
n
gcd(n,k)
is odd [11].
Theorem 3.6 shows the c-differential uniformity of a variant of this PN power function for
c = ±1.
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4 Concluding remarks
In this paper, we explore the c-differential uniformity of some known APN power functions
in odd characteristic. By employing the quadratic character of F∗pn, we obtain six classes of
power functions with low c-differential uniformity. Especially, two of them are PcN for c = −1.
We believe that one can find more functions with low c-differential uniformity (c 6= 1) from
functions with the usual low differential uniformity.
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