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Life-cycle assessment (LCA), a common sustainability metric, is usually adopted to quantify the 
environmental consequences of a product. It has been shown that rolling resistance (RR), a major 
component of pavement LCA use stage, has significant impact on transportation-related energy 
consumption. Pavement related RR mainly includes pavement structure, surface roughness (or 
smoothness) and texture. This research aims at addressing current challenges in pavement LCA use stage. 
A robust framework is proposed to evaluate RR via developing models for pavement roughness- and 
structural-induced RR.  
A roughness–speed impact (RSI) model was developed to quantify the energy and environmental 
impacts due to RR. The model uses vehicle-specific power as part of the pavement–vehicle interaction 
(PVI) analysis. According to the model, one unit change of IRI (1 m/km) results in 3% and 2% fuel 
consumption, respectively, at high and low speeds (105 and 56 km/h) for passenger cars. 
In addition to the RSI model, the study proposes a practical approach to assess the vehicle excess fuel 
consumption (EFC) due to pavement deflection. The developed relationship relies on the fundamental 
energy-deformation principles obtained by conducting nonlinear regression analysis on 3-D finite element 
(FE) simulations. The proposed model is formulated using a quadratic form of maximum pavement 
deflection. Factors affect EFC includes, truck loading and speed and pavement temperature. It was found 
that the estimated EFC for a heavy truck could be as low as 0.03% for a half loaded truck at a temperature 
of 0 °C a speed of 115 km/h and as high as 6.5% for a fully loaded truck at a temperature of 40 °C and a 
speed of 8 km/h. This could be increased for low volume road pavement structure. At a speed of 100 
km/h, a typical HS20-44 truck could consume an additional 0.5% fuel due to structural rolling resistance 
(SRR). 
Uncertainty of pavement roughness has significant impact on the energy and emission output of the 
pavement-vehicle system depending on the precision level of the model used, input variabilities, and prior 
knowledge of the model parameters. When quantified uncertainties, successfully utilized in this study, are 
implemented, LCA parameters prediction would be improved.  
The introduced RR models may be used as part of the decision-making for short-term energy and 
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CHAPTER 1:  INTRODUCTION 
1.1. Introduction 
The transportation sector accounts for 26% of total U.S. greenhouse emissions, as of 2013, making it 
the second largest contributor after the electricity sector (EPA, 2013). On-road transportation alone 
accounts for more than 80% of transportation sector energy consumption, even though energy-efficient 
polices have been adopted to address the effects of long-term energy and emissions. Although much 
attention has been given to fuel efficiency increases of on-road vehicles or to exploring new fuel sources, 
less attention has been paid to critical highway infrastructure; i.e., pavement and potential savings due to 
improvements in pavement-vehicle interactions.  
In the design, construction, and maintenance of transportation infrastructure, demand is increasingly 
placed on reducing the cost and environmental impacts, shortening the construction duration, and 
maintaining serviceability during its service life (Khosrojerdi et al. 2016). Life cycle assessment (LCA) 
has been widely used to evaluate the environmental burdens of a product, service or a system and proven 
to be an adequate overall sustainability measure. There are typically five stages of a life-cycle that are 
involved in the environmental assessment process including material acquisition, construction, use, 
maintenance and end of life. International Standards Organization (ISO) 14040 and 14044 standards lay 
down a set of consistent rules and stages that needs to be followed to conduct an LCA. These phases 
include goal and scope definition, life-cycle inventory (LCI), life-cycle impact assessment (LCIA) and 
interpretation. LCA outputs can help in choosing the greenest design, product, or process among different 
alternatives. Pavements relate to energy consumption and emissions through different LCA stages, 
including material production, construction, maintenance and recycling, or disposal (Figure 1.1). 
 
Figure 1.1 Pavement LCA stages. 
Any energy loss or environmental impacts associated with pavement use after construction until the 
end of its useful life is considered to be use stage. This stage can include pavement’s direct interaction 
with the environment (albedo, carbonation, urban heat island, etc.) or with vehicles (i.e., rolling 




consumption and emissions from vehicles (Figure 1.2). The “use stage” of pavement often has the 
greatest impact, as it contributes to energy consumption and emissions, spanning the service life of 
pavement after construction to end of its life (50 years or more). 
 
Figure 1.2 Tire-pavement interaction. 
Rolling resistance (RR) is defined in ISO 28580:2009 as the loss of energy or the energy dissipated 
per unit of distance traveled (ISO, 2009). Albedo is the fraction of solar energy reflected from the earth 
back into space; it is also a measure of the reflectivity of the earth’s surface. Carbonation is the process of 
dissolving CO2 from the air into the concrete pavement over time. Rolling resistance lies at the 
intersection of pavement and vehicle LCAs (Figure 1.2), where the rubber meets the road. The focus of 
this research is on the pavement effect on a pavement-vehicle LCA through studying RR, which is 
affected by the pavement texture, roughness, and structure. 
Pavement roughness is generally cited throughout the literature as playing the primary role in RR, and 
hence affecting the fuel consumption of moving vehicles (Santero and Horvath, 2009; Zhang et al., 2009; 
Hammarström et al., 2012; Bryce et al., 2011). Lab measurements and mechanistic models have been 
developed to quantify the roughness effect. Pavement deflection and texture are the other two components 
of rolling resistance. 
Due to the high exposure of pavement to various user service levels (arterial, urban, rural, etc.) and 
varying geographical and environmental conditions, the overall system quality/quantity measurements are 
highly prone to errors. Moreover, the level of inherent uncertainty in the production and performance 
stages characterize the life-cycle of the pavement as a stochastic process. Hence, it is vital to include 
uncertainty analysis throughout the pavement LCA stages. Uncertainty quantification (UQ) methods are 
mathematical methods to quantify and reduce structural or parametric model uncertainty which represent 




1.2. Problem Statement 
An in-depth knowledge of all stages of pavement LCA, using simple yet accurate models, is needed to 
minimize the pavement impact on environment. High variability in the material and construction stages, 
as well as the complexity of the use stage, represent the main challenges in implementing a pavement 
LCA. 
Limited research has focused on the use stage of pavement LCA, and insufficient attention has been 
paid to proper modeling and implementation of pavement use stage, including RR. Although a number of 
studies provide lab or field measurements of RR, only a few analytical models have been developed on 
tire-pavement interaction due to its complexity and high uncertainty. Hence, it is crucial to identify, 
propagate and quantify these uncertainties throughout the LCA to assist decision-making under 
uncertainty.  
1.3. Objectives 
The main goals of this study are two-fold: 1) develop a robust framework to evaluate RR and 2) 
quantifying uncertainty of the use stage models. The goals of this study are achieved by developing the 
following models and/or perform the following analyses: following objectives can be identified under the 
two main goals: 
 Pavement roughness-related RR model development to estimate energy and environmental 
impacts related to the pavement use stage; 
 Pavement structural-induced rolling resistance model development to estimate energy and 
environmental impacts related to the pavement use stage; 
 Uncertainty quantification of use stage models; and  
 Project and network level evaluation of pavement use stage in a full pavement LCA. 
1.4. Methodology and Scope 
This study focuses on two main objectives: robust use stage model development for pavement LCA 
and uncertainty quantification (UQ) of developed use stage model(s) for project and network levels 
implementation. The developed use stage models include roughness-related and structural (deflection 
based) RR. The roughness-based model considers both speed and pavement roughness as well as vehicle 
efficiency improvement over time. The structural RR model includes speed, temperature, and tire load. 
An existing texture model will be utilized in this study to complete the RR stage.  
Input, parameter and model-form uncertainties associated with the developed use stage models are 
evaluated. Proper UQ methods are employed for each uncertainty source. This allows a more realistic 




1.5. Significance of This Study 
Implementing a full pavement LCA requires proper models for all LCA stages. The use stage of 
pavement is a highly complex one, involving pavement-vehicle interaction. Considering the importance 
of pavement structure and roughness on RR, this study assessed the excess fuel consumption and 
environmental impacts due to pavement roughness and structure, including asphalt and concrete 
pavements.  
This research introduced methods and models that can be utilized in comparative LCAs to 
environmentally evaluate alternatives during the pavement design process. These models will establish 
the baseline to address network- and project-level impact on the environment, and LCA, utilizing 
information including traffic composition and speed and pavement surface characteristic. Ultimately, 










CHAPTER 2:  ROUGHNESS-RELATED ROLLING RESISTANCE 
MODEL 
2.1. Introduction 
The transportation sector accounts for 26% of total U.S. greenhouse emissions (GHG) as of 2014, 
making it the second largest contributor after the electricity sector (EPA, 2013). Energy and emissions 
regulations have been proposed by various governing bodies in the U.S. for reducing energy need and 
GHG through new innovative technologies or technology improvements. There have been abundant 
studies on vehicle LCA and overall transportation emission mitigation programs and multi-modal 
sustainable policies (Elgowainy et al., 2016; Lombardi et al, 2017; Awasthi and Chauhan, 2011; Tan et 
al., 2004).   
One of the recent national fuel-economy regulations was recently developed jointly by the 
Environmental Protection Agency (EPA) and the National Highway Traffic Safety Administration 
(NHTSA). The program is projected to cut 6 billion metric tons of GHG over the lifetime of vehicles sold 
in model years 2012 to 2025 (EPA, 2012). Such programs have medium- to long-term goals for reducing 
energy need and GHG through new innovative technologies or technology improvements. Alternatively, 
pavements can provide opportunities to reduce the GHG emissions as a short-term policy. Various surface 
characteristics of pavements interacting with tires have impact on the rolling resistance; hence, the fuel 
consumption of vehicles (Harvey, et al., 2016).  
Environmental burdens from the transportation system mainly come from the interaction between 
vehicles and the road, where the tire meets the pavement. Pavement–vehicle interaction (PVI) defines the 
mechanical and thermal exchange between the bodies—involving vehicles, tires, and pavements and 
affecting overall rolling resistance of the vehicles. According to a recent report, 32% of the U.S. major 
roadway system is in poor or mediocre condition, and 42% of major urban highways is congested, costing 
the nation $101 billion annually in wasted time, fuel, and environmental burdens (Herrmann, 2013). The 
strategies and programs with the main focus on improving PVI to reduce RR can result in short-term 
achievements. Programmatic management of pavement-smoothness conditions, improving construction 
quality, adaptive selection of materials and designs are some of the short-term solutions that can be 
applied readily. On the other hand, LCA can be used to achieve the long-term goals of controlling GHG 
and emission. 
Life-cycle assessment (LCA), a common sustainability metric, is usually adopted to quantify the 
environmental consequences of such policies. A pavement life cycle consists of the material production 




resistance, a major component of pavement LCA use stage, is defined in ISO 28580:2009 as the loss of 
energy, or the energy dissipated, per unit of distance traveled (ISO 28580, 2009). Pavement related RR 
include pavement structure, and surface geometry and characteristics (slope, texture, and roughness) 
(Bendtsen, 2004; Igwe et al., 2009; Lepert and Brillet, 2009). Figure 2.1 shows the PVI in a joint 
pavement-vehicle LCA framework. It has been estimated that about 20% of transportation-related 
consumption is caused by RR at higher speeds (112 km/h) and 50% at lower speeds (48 km/h) (Willis et 
al., 2015; IEA, 2005). While most of the RR is vehicle dependent, pavement properties play an integral 
role in determining the overall RR and energy consumption.  
 
Figure 2.1 Pavement roughness in a joint pavement-vehicle LCA framework. 
Pavement roughness (or lack of smoothness) is generally cited throughout the literature as the 
pavement characteristic having the major role in RR and, hence, the fuel economy of the moving vehicles. 
Highway agencies and engineers use use the international roughness index (IRI) as in indication of the 
pavement roughness, as well as the overall roadway network health (Sandberg et al., 2011, Sandberg, 
2011; Santero and Horvath, 2009; Zhang et al., 2009; Hammarström et al., 2012; Bryce et al., 2014).  
In an effort to quantify fuel consumption due to pavement characteristics, World Bank’s HDM-4 
(highway development and management) model was developed based on principles of vehicle-specific 
power (VSP) (Bennett and Greenwood, 2003). This model requires some of its parameters to be 
calibrated using raw data or existing regression-based fuel models. Chatti and Zaabar (2012) calibrated 
the HDM-4 model using five instrumented vehicles at three speeds. The model provides an estimate of 
additional fuel consumption for several types of vehicles as a function of increasing IRI at discrete speeds 
where the field experiments were conducted. Louhghalam et al. (2017) implemented HDM-4 model in 
conduction with pavement-deflection related RR to shows the effect pavement characteristic in managing 
the road network. Other field tests utilizing different vehicles and test conditions have also been 
performed (Ejsmont et al., 2012; Amos, 2006; Bienvenu and Jiao, 2013).  
A comprehensive field-test matrix is not feasible because many other relevant parameters affecting the 




suspension (Andersen et al., 2015; Kim et al., 2016). Therefore, there are limited field observations; and 
the existing ones are not sufficient to develop a generalized model estimating RR for different vehicles 
due to pavement roughness and vehicle operating conditions (AzariJafari et al., 2016). Current models are 
generally empirical, accounts for only discrete vehicle speeds and limited to only energy consumption. 
Alternatively, simulation methods like EPA’s MOVES (motor vehicle emission simulator) (EPA, 
2015) can be used to evaluate the moving vehicles’ environmental impacts. MOVES is an open-source 
software program that estimates energy consumption and emissions for moving vehicles as a function of 
vehicle type, age, technology, fuel type, environment, road grade, etc. Although MOVES can estimate 
vehicle emissions by considering a wide range of factors, it does not consider the roadway surface 
conditions. Moreover, it usually requires time-consuming simulations. 
Currently, there is no generalized analytical formulations or expressions to relate IRI to environmental 
impacts. Therefore, an external software is always needed for pavement LCAs in which use stage is the 
focus at the project level. Although EPA’s MOVES software in conjunction with the HDM-4 model can 
be used to calculate project-specific life-cycle impacts (Wang et al., 2012), there is no simplified method 
to calculate environmental impacts from moving vehicles such as used in project level pavement LCA. 
Such a simplified yet reliable and sufficiently accurate method will also be needed for network level 
calculations used to estimate contribution of pavements on transportation related emissions which have 
been reported as one of the highest GHG emissions sources. Therefore, this study proposes a simple to 
use yet consistent and accurate RR model to use in pavement LCA applications.   
This research builds upon previous studies and introduces generalized formulations stemming from 
vehicle-specific power models to estimate RR and fuel consumption resulting from the changes in the 
roughness profile of roadways and vehicle operating conditions. The model also accounts for vehicle-
efficiency increase over time. The developed model specifically targets the following gaps in the 
literature: First, developed formulations relating vehicle energy consumption to pavement roughness 
while considering a wide range of vehicle types and speeds. Second, it considers vehicle efficiency 
improvements over time. In addition, it extends exiting models to other environmental indicators, 
including acidification, eutrophication, ecotoxicity, carcinogenics, etc. This set of impact indicators are 
included in most LCAs to provide a multi-point environmental assessment of a product or service, rather 
than relying on only global warming potential (GWP). Finally, considering the aforementioned upgrades, 
formulations were developed that can be either used directly to estimate overall vehicle consumption or in 




2.2. Model Framework 
The ultimate goal of this research study is to estimate energy consumption and emissions from 
vehicles at various operating conditions and roadway-roughness levels while taking into account the 
vehicle-efficiency increase with time. Figure 2.2 summarizes the proposed methodology. The generalized 
model allows estimating the excess fuel consumption of different classes of vehicles due to roadway 
surface conditions. The model relies on the HDM-4 model and MOVES simulations as a basis for the 
development of generalized expressions.  
 
Figure 2.2 RSI model-development flowchart. 
The MOVES software modifications are needed to include roughness effects. The same principles 
used in estimating vehicle-specific power (VSP) requirement were exploited to add the effects of 
roughness.  
The research framework follows the following steps: 
 Relating the vehicle operational conditions to the VSP model through the MOVES program and 
determining the components that should be affected by roadway conditions. 
 Relating the pavement roughness to the VSP model through HDM-4 model. 
 Establishing the relationship between VSP and vehicle operational conditions and pavement 
roughness through parameters determined in previous steps. 
 Running simulations to provide data for parameter estimations. 
 Developing incremental tables for TRACI (tool for the assessment of chemical and other 




 Running additional MOVES simulations to extract the fuel-efficiency relationship. 
 Validation of the model. 
 Integrating the RR models to a LCA software platform developed for Illinois Tollway (Al-Qadi et 
al., 2016). 
The following section provides a summary of the model-development process. At the end, an example 
application of the RSI model is provided. 
2.3. Roughness-Speed Impact (RSI) Model 
The IRI, which can also be considered a smoothness measure, is used by many state agencies as an 
indicator of overall pavement condition and ride quality. IRI ranges from low values of 0.5 to 1 m/km, 
indicating a smooth surface for newly constructed pavement, to values as high as 5 to 6 m/km for a 
terminally deteriorated pavement. Recently, a relationship between IRI and fuel consumption of vehicles 
was reported (Wang et al., 2012; Ghosh et al., 2015). 
2.3.1. RSI Energy Impact Model  
Expanding on previous work (Wang et al., 2012; Ghosh et al., 2015), an incremental approach was 
chosen for developing the formulations to estimate the changes in the energy consumed and emissions 
based on the two varying parameters coupled to one another: vehicle speed and IRI (representing 
roughness). The following set of incremental equations was developed, taking the impacts at a reference 
speed and IRI values as a basis: 
∆ , 	 %	 ,                 (2.1) 
where, 
∆ ,  = additional impact i at given speed v and roughness IRI 
,  = total impact i at given speed v and baseline IRI0 
 
Such a formulation can simplify implementation in the use stage framework for pavement LCAs. The 
increment of energy consumption may be easily computed if a mathematically consistent form is 
developed for energy consumption as a function of speed and IRI. However, there is no established 
relationship for emissions as a result of fuel combustion for moving vehicles, which can be affected by 
many different factors, including engine technology, age, filters, aerodynamics, and inertial effects, as 
well as the type of fuel consumed. Therefore, instead of aiming at a fully analytical energy equation, the 
VSP model is used as the base, analytical form of energy equation with coefficients sensitive to IRI 
changes is developed and calibrated using a regression method, and finally incorporate the vehicle-





To explore the relationship between traffic variables and pavement condition, general forms of power-
consumption models for vehicles were evaluated. We started with the general form of VSP equations, 
also used in the HDM-4 model and EPA’s MOVES software describing engine power per unit of vehicle 
mass. The form of the VSP equation is the basis to calculate energy consumption for different types of 
vehicles under different operating conditions (Bennett and Greenwood, 2003). Step by step derivation 
procedure is shown in Figure 2.3.  
A generalized form of the VSP model is given as follows:  
	          (2.2) 
where, the vehicle’s power consumption is defined by the vehicle driving-resistance components, 
including rolling (Frolling), aerodynamics (Faerodynamic), inertial forces (Finertial), grade (Fgrade), and curvature 
(Fcurvature) resistances. VSP is proportional to vehicle speed (v) and mass (M) by these forces. Among 
driving-resistance components, only the RR term can be affected by pavement conditions such as 
roughness, texture, or structural characteristics (Sandberg, 2011). Therefore, by assuming a vehicle 
traveling at a constant speed on a road with no grade and curvature effects, the terms are reduced to only 
two components that are affected by pavement–vehicle interaction (i.e., RR and aerodynamic). The 
coefficients for each driving resistance is also provided by the HDM-4 model to compute each resistance 
term, as shown in Equation 2.3. It has to be noted that the relationship between pavement conditions and 
fuel consumption is empirically built into HDM-4. 
2 ∙ 11 ∙ 1 ∙ 12 ∙ 13 ∙              (2.3) 
where, 
CR2 = surface factor influenced by IRI 
CR1 = vehicle tire factor 
Nw = number of wheels 
b11, b12, and b13   = rolling resistance parameters 
 
The relationship between CR2 and IRI is linear: 
2 0 1 ∙ 2 ∙ 3 ∙                (2.4) 
where, 
a0, a1, a2, and a3   = model coefficients 
Tdsp = texture depth determined by sand patch method (mm) 
IRI = international roughness index (m/km)  






Figure 2.3 RSI model derivation flowchart. 
Once the coefficients are known, the HDM-4 model can be used to calculate additional energy 
consumption related to changes in the IRI values. However, the HDM-4 model coefficients are limited to 
two ranges of vehicle masses (greater and smaller than 2500 kg). Moreover, the model is only capable of 
calculating energy consumption. Considering the objective of this study in developing formulations for 
the use in life-cycle assessment calculations, environmental impact prediction as a function of similar 
variables is required as well. Therefore, EPA’s MOVES program was linked to the HDM-4 model, shown 
by Equations 2.3 and 2.4. The MOVES software is capable of performing much more complex vehicle 
simulations, predicting fuel consumption as well as emissions, considering similar driving-resistance 
components and vehicle operating conditions. A connection between MOVES and the HDM-4 model has 
been investigated earlier (Wang et al., 2012; Ghosh et al., 2015). The form of VSP equation implemented 
by the MOVES software is shown in the following: 
1            (2.5) 
where, 
A, B, and C = model coefficients, with units of kW.s/m, kW.s2 /m2, and kW.s3 /m3 




v = vehicle speed (m/s) 
  
Coefficients α and ε are vehicle acceleration and mass factor terms, respectively, which are beyond the 
scope of the study, as they are related to geometric design features of the roadway. Therefore, the first 
three terms of the VSP model given by Equation 2.5 can be used to account for pavement roughness. 
Coefficients A, B, and C are not used as input by MOVES; and they are stored in a database for each 
vehicle class. Users are allowed to modify these coefficients. The advantage of this flexibility is to modify 
these coefficients to account for pavement roughness. 
Equations 2.2 to 2.5 provide good approximation to VSP; and some physical meanings can be 
assigned to MOVES model coefficients (A, B, and C). Considering the equality between Equations 2.5 
and 2.2 through the RR definition (Equation 2.3), it can be observed that the linear and cubic velocity 
terms are related to the RR component of driving resistance. Therefore, the coefficients A and C are used 
to account for pavement roughness. If an equality is established between Equations 2.5 and 2.2, then 
coefficients A and C may be defined as follows: 
∙ 2,							 ∙ 2                     (2.6) 
where, kA and kC represent the effect of RR, and bC is that from air drag, given by: 
11 ∙ 1 ∙ 12 ∙                      (2.7) 
∙ 1 ∙ 13                        (2.8) 
1
2                           (2.9) 
where, 
FCLIM = climate factor 
pa = air density (1.207 kg/m3 at 20◦C) 
CD = aerodynamic drag coefficient 
Afront = front area of vehicle (m2) 
 
Given that IRI is the only variable of interest in A and C, a linear relationship can be defined to relate 
A and C parameters to IRI: 
∙ 	,							 ∙                   (2.10) 
where, , , , and  are the unknown parameters to be established. 
The default A, B and C coefficients in MOVES correspond to the case where IRI is zero because the 
sources where MOVES obtained the coefficient values used a dynamometer test on steel or a similarly 
smooth surface such that the effect of surface roughness can be ignored (Wang et al., 2012). Chatti and 
Zabaar (2012) calibrated parameter values for the HDM-4 model that can be used to compute the value of 
A and C. Therefore, by plugging these parameter values into the RHS of the Equation 2.6 at IRI = 0, 




In the next step, once all of the calibrated parameters from the HDM-4 model have been established, 
they along with the desired IRI can be plugged into Equations 2.6 to 2.10 to compute MOVES 
coefficients A and C at varying IRI values. MOVES simulations can be carried out next at different speed 
and IRI values, to be used in regression-model development.  
MOVES simulations 
After the VSP model was established, simulations were performed using MOVES2014 (U.S. EPA, 
2015) to obtain data for regression-model development. The simulations were run multiple times with 
various speed and IRI values, holding the other inputs constant (Table 2.1). Speed changes from 10 km/h 
to 113 km/h, which are respectively close to the lower and upper limits in the software (and real life). The 
initial small speed increment was set because data have higher variances in the low-speed range and also 
to be able to account for congestion conditions with more precision. 
A total of 119 simulations were performed for each type of vehicle. Table 2.1 lists input data that can 
be managed in the MOVES graphical user interface and were selected to match the Illinois roadway and 
geographical conditions. When the simulations were completed, the energy-consumption output was 
converted into energy consumption rate per distance traveled for further analysis and development of 
regression models to predict roughness-related environmental impact. 
After developing energy and emission models at base year 2013, further simulations were run for 
future years up to year 2050 to account for engine-efficiency improvements over time. 
Table 2.1 Input Data Used in MOVES Simulations 
Item Input 
Scale Project scale, on-road 
Time spans April 2016, Weekdays, 11:00 a.m. to 11:59 a.m. 
Geographic bounds Cook County, Illinois 
Vehicle-fuel combination Gas—passenger car; diesel—single-unit, long-haul truck; diesel—
single-unit short-haul truck; diesel combination long-haul truck 
Road type Urban, restricted access 
Speed (km/h) 10,12,16, 20, 24, 28, 32, 40, 48, …, 113 
IRI (m/km) 0, 1, 2, 3, 4, 5, 6 
Regression-model development 
A relationship between vehicle-specific power and energy consumed per distance traveled can be 
established based on the physical interpretation of power and energy. The proposed relationship between 
energy consumed per distance traveled and vehicle specific power holds: 
∝ . .                           (2.11) 
where, E is energy consumption per vehicle distance traveled. Substituting the grade and acceleration 




∝                   (2.12) 
where, Pidle is the idling power. The VSP–energy relationship expressed in Equation 2.11 contains energy 
for traveling but not for idling, which might be caused by other vehicle accessories and independent from 
the speed- and road-related parameters. Therefore, another term for idling (Pidle/v) including an accessory 
energy consumption term was added. 
According to Equation 2.10 , A and C parameters are linearly related to IRI. After merging the 
constant parameter D into A, the regression model should be in the following form:  
:							 , ∙ ∙       (2.13) 
where, 
 = estimated energy consumption per vehicle distance (kJ/km) 
v = average speed (km/h) 
IRI = international roughness index (m/km) 
ka, da, kc, dc, p, and b = model coefficients 
 
Equation 2.13 approximates the total energy consumption at t = 0 (year 2013).  
After developing the general form of the regression model, the model coefficients were estimated by 
performing a series of MOVES simulations and ordinary least square fittings using the regression model 
proposed. Table 2.2 shows the coefficients of the regression model in the form of Equation 2.13. The 
model parameters were developed for four different classes of vehicles present in the MOVES software. 
Table 2.3 shows the performance of the model using goodness-of-fit and error measures.  
Attempts were made to match vehicle types in different contexts. MOVES built a connection between 
the FHWA classification system and its own system, and provided information on the relationship 
between FHWA vehicles and MOVES vehicles. Illinois Tollway has two primary vehicle categories, 
passenger cars and commercial vehicles/vehicles with trailers. Moreover, the Federal Highway 
Administration (FHWA) published a classification with detailed descriptions of 13 categories of vehicles. 
With this information, MOVES vehicles can be matched with other classification systems. Table 2.4 











Table 2.2 Suggested Parameter Values Used in Predicting Energy 
Coefficients Passenger car Small truck Medium truck Large truck 
ka 26.50 30.38 36.31 55.38 
kc 4.342E-03 1.931E-03 2.055E-03 2.101E-03 
dc 5.337E-02 7.512E-02 2.378E-01 5.835E-01 
da 1360 4382 5812 12016 
b -6.61 -28.53 -54.53 -103.25 
p 3.375E+04 1.179E+05 1.094E+05 8.278E+04 
 
Table 2.3 RSI Model Performance Evaluation 
Performance 
measure 
Passenger car Small truck Medium 
truck 
Large truck 
Error (%) 1.3 1.6 2.9 2.3 
R-square 0.99 0.99 0.99 0.98 
 Table 2.4 Vehicle Classification Considered in the Model Development and Simulations 
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Small truck (2 axles, 6 tires; 




Medium truck Class 4, 5 Class 1, 2, 3 
Medium truck (vehicle or 
combination with 3 or 4 
axles; truck, bus, auto/SUV 




Class 6, 7, 8 Class 4, 5, 6 
Large truck (vehicle or 
combination with 5+ axles; 







Class 9, 10, 
11, 12, 13 
Class 7, 8 
2.3.2. RSI Environmental Impact Model  
The next step in the model development is to formulate a relationship covering a complete list of 
environmental impacts, in addition to energy consumption. The regression model developed in this study 
was expanded to cover a full list of environmental impacts. 
The traditional approach of estimating emissions, using an emission rate factor that is closely related 
to vehicle technology, engine running status, chemical properties of pollutants, and a variety of other 
factors, might be extremely difficult to capture and is not robust enough for the purpose of LCA 
implementation. 
Therefore, instead of estimating the absolute value of emissions and impacts, we adopted an 
alternative method that focuses on the increment rate of pollutants changing with vehicle speed and IRI. 




evaluated in the form of environmental impacts as categorized in TRACI. The incremental value of each 
impact is computed as the percent increment (qv) of environmental impacts over the ones at IRI = 0 and 
given speed (v) as shown in the following equations: 
∆ :						∆ , ∆ ∙ ∆                 (2.14) 
:						 , ∆ , ∆                  (2.15) 
where, 
∆ , ∆  = estimated additional TRACI impact i per vehicle distance (km) at given speed 
due to change in pavement roughness ∆  (m/km) 
 = percent increment per one unit (1 m/km) change in IRI, % 
 = baseline TRACI impact i at given speed and IRI = 0 
∆  = change in IRI (m/km) 
 
Percent increment (qv) is speed dependent. It should be noted that the incremental calculations include 
the steady-state change in speed and IRI only. To develop a generalized incremental form of impact 
equation, the following equation was introduced to construct a relationship between the qv and speed: 
∙                         (2.16) 
where, kv and dv are model coefficients. The coefficients for eight of the impact categories are presented 
in Table 2.5 for the passenger car class.  
Table 2.5 Increment Rate Equation Coefficients for Passenger Car 
Impact category 
Coefficients
kv dv R-square 
Global warming 2.30E-04 2.19E-03 0.995 
Smog 3.15E-04 2.27E-02 0.974 
Acidification 3.06E-04 2.00E-02 0.971 
Eutrophication 3.06E-04 2.03E-02 0.970 
Carcinogenics 2.83E-04 -1.16E-02 0.958 
Noncarcinogenics 2.96E-05 -1.48E-03 0.915 
Respiratory effects 3.95E-04 4.48E-03 0.958 
Ecotoxicity 7.03E-05 -3.28E-03 0.906 
 
For truck classes, however, percent increments (qv) were developed in the form incremental tables and 
provided in (Al-Qadi et al., 2016). Two impacts, ozone depletion and fossil fuel depletion, did not seem 
to be affected by the pollutants constituting TRACI impacts and thus are not listed. 
Environmental impacts were calculated using increments with respect to a baseline impact (Equation 
2.15). The baseline environmental impact indicator values are presented in (Al-Qadi et al., 2016). When 
the LCA output is concerned with only environmental impacts caused by IRI changes at various traffic 




2.3.3. Vehicle Efficiency 
MOVES considers the vehicle-efficiency change over time, which includes decreased and increased 
footprints due to technology improvements and vehicle aging, respectively. The overall trend shows 
nonlinear improvement in energy and environmental footprints over time. A set of simulations according 
to Table 2.6 was run at different years.  
Table 2.6 MOVES Parameter Values Used to Run Simulations 
Parameter Value 
Speed 97 km/h 
Region Cook county 
Road type Urban, restricted 
Year 2013 to 2050 
Source types 21, 52, 53, 62 
Time April 11 a.m.  
Characterizations TRACI 2.1 
  
A sigmoidal function best describes the energy and environmental impact change over time due to 
vehicle efficiency; 
,                        (2.17) 
where, α and β are model parameters. α controls the shape and β is used to shift the function. Assuming 
vehicle-technology improvements have the same effect on efficiency, independent of other variables, the 
shape of the function (rate of change) should be the same for different moving scenarios. Hence, the rate 
of change in energy will be the same for Equation 2.17 and RSI equation (Equation 2.13). Knowing that 
RSI model gives the estimates at t = 0, parameter β can be determined by shifting the Equation 2.17 to 
pass through RSI at t = 0 or 
, 0 						 → 						 1              (2.18) 
where, C is given by RSI model C = {RSIt=0Energy; RSIt=0Env}. Substituting β in Equation 2.17 yields the 
RSI model with vehicle efficiency; 
, ,                       (2.19) 
where, 
										 	 	 	
, ∆ , ∆ 																													 	 	 	
  (2.20) 
Parameter α is calculated for each vehicle type, energy, and TRACI impacts shown in Table 2.7. All 
coefficient estimates were at the 5% significance level with goodness-of-fit values higher than 0.95. 






Table 2.7 Parameter α Estimates for Vehicle-Efficiency Equation (Equation 2.19) 
Impact category 









Energy (GJ) 0.0258 0.0092 0.0088 0.0248 
Global warming (tonne CO2 eq) 0.0229 0.0030 0.0066 0.0036 
Smog (tonne O3 eq) 0.1370 0.0904 0.0735 0.0720 
Acidification (tonne SO2 eq) 0.0483 0.0599 0.0434 0.0529 
Eutrophication (kg N eq) 0.0306 0.0253 0.0147 0.0258 
Carcinogenics (CTUh) 0.0263 0.0630 0.0521 0.0332 
Noncarcinogenics (CTUh) 0.0196 0.0231 0.0155 0.0099 
Respiratory effects (kg PM 2.5 eq) 0.0299 0.0788 0.0613 0.0460 
Ecotoxicity (CTUe) 0.0452 0.0466 0.0539 0.1368 
 
 
Figure 2.4 Vehicle-efficiency fit results for small truck for (a) energy, (b) GWP, (c) acidification, and (d) 
carcinogenics. 
2.4. Validation and Sensitivity Analysis 
Figure 2.5 illustrates the MOVES simulation and RSI model results for a passenger car and a large 
truck versus the HDM-4 model at three various traveling speeds: 10, 64.4, and 113 km/h (6, 40, and 70 





(a) Passenger vehicle         (b) Large truck 
Figure 2.5 Change in energy consumption with increasing IRI and speed for (a) passenger vehicle and (b) 
large truck. 
 In addition, a literature review was conducted to investigate the effect of one unit change in IRI on 
additional fuel consumption (Figure 2.6a). Willis et al. (2015) have extensively reviewed overall 
pavement characteristics, including roughness effect on RR or fuel consumption. A rough conversion 
from RR to energy consumption was used, using the relationship between RR and energy consumption 
reported by Bendtsen (2004).  
Almost all of the studies in the literature are based on field measurements (Hammarström et al., 2012; 
Sandberg, 2011; Sandberg et al., 2011). Given the variety of methods, instruments, and vehicles used and 
the limitations in controlling variables during field measurements, it is difficult to align the results from 
one study to another. Thus, Figure 2.6a shows a broad range of the results from each study according to 
their specific test characteristic along with the proposed model results.  
An independent study was conducted by Oak Ridge National Lab (ORNL), where fuel consumption of 
large trucks (truck class 8 according to Table 2.4) were measured at different speeds (Franzese and 
Davidson, 2011). Figure 2.6b shows the comparison among various methods for large trucks in terms of 
liter per 100 km of consumed fuel. The RSI model energy estimation lies between that of the HDM-4 and 
ORNL methods at higher speeds. Vehicle efficiency according to the HDM-4 model increases with 





(a)                (b) 
Figure 2.6 Literature range: (a) percent change in fuel consumption for one unit (1 m/km) change in IRI 
(vertical lines show the range) and (b) change in energy consumption of heavy articulated truck with 
increasing speed.  
A sensitivity analysis was performed on the RSI model to evaluate the model’s sensitivity to changing 
speed and IRI. Figure 2.7 shows the sensitivity results for a passenger car and small, medium and large 
trucks. Values indicate the percent change in energy consumption for some combination of roughness and 
speed from baseline IRI = 1 m/km. It can be noted that roughness effect on the passenger car is 
significant, especially at higher speeds. By contrast, small and medium trucks are less sensitive to 
roughness change and speed. 
2.5. Potential Environmental Savings from Pavement-Roughness Management 
Pavement smoothness can be used as a strategy to reduce the environmental footprint of the 
transportation sector. This hypothesis, if proven to be valid, can be considered to be a short-term strategy 
that be recommended to be employed by transportation agencies in planning their road network. The RSI 
model may be used to compare savings from various alternatives including smoothness and vehicle-








   
   (a) Passenger Car          (b) Small Truck 
    
   (c) Medium Truck          (d) Large Truck 
Figure 2.7 Sensitivity result of RSI model: Additional energy consumption due to pavement roughness at 
different speeds for (a) passenger car, (b) small truck, (c) medium truck, and (d) large truck. 
As noted before, the overall vehicle-efficiency change with time shows nonlinear reduction in the 
footprints, accounting for both decreased and increased footprints due to technology improvements and 
vehicle aging, respectively. By contrast, the RSI model suggests potential savings from smooth 
pavements. Thus, the RSI model provides a platform to investigate both savings. 
∆ . ∆ , ∑ ∙ ∙ ∆                 (2.21) 
where, ∆  is the difference from baseline IRI0, represented as negative value to show the 
improvement in roughness or smoothness. 
Savings due to vehicle efficiency improvements will be 




where, C is given in Equation 2.20.  
Potential savings from pavement-roughness management were evaluated using a real highway 
network near the Chicago metropolitan area. The analysis were conducted using the pavement LCA 
software developed with materials, construction, maintenance and rehabilitation, use, and end-of-life 
stages (Al-Qadi et al., 2015 and 2016). The LCA tool was equipped with regional life-cycle inventory 
database resulting in realistic representation of agency assets and operation to evaluate sustainability 
goals and strategies (Yang et al., 2016; Ozer et al., 2016). A 1.6 km section of the Jane Addams Memorial 
Tollway (I-90/I-39/US 51) was selected for this analysis and real section-specific and traffic information 
were obtained from authorities. The section is a full-depth, asphalt concrete (AC) carrying a directional 
traffic volume (AADT) of nearly 80,000 vehicles/day with about 10% truck traffic. The projected 
maintenance and rehabilitation (M&R) schedule was obtained from the agency. However, for the purpose 
of parametric analysis for this study, different M&R intervals are assumed. Roughness data in terms of 
IRI were also collected, and an IRI progression model was developed for this purpose (Figure 2.8). 
 
Figure 2.8 IRI progression curves for example case. 
According to historic IRI data, the section receives a major overlay rehabilitation when IRI reaches the 
current system wide trigger value of 2.68 m/km. To evaluate the potential savings from maintaining the 
road at various roughness levels, two more scenarios were examined in which the IRI trigger values were 
2.21 and 1.58 m/km. To evaluate the traffic effect, two service levels were also investigated: low-volume 
(AADT of 20,000 vehicles/day) and high-volume interstate traffic (AADT of 100,000 vehicles/day) with 
2% compound traffic growth over a 35-year analysis period. It is assumed that traffic travels at a free-
flow speed of 97 km/h. Although an analysis of the congestion effect can be conducted, for simplicity it is 
assumed that the traffic volume will not reach the capacity of the road within the analysis period and 
hence no congestion will occur. All savings then are compared to the savings from vehicle-efficiency 




While vehicle efficiency accounts for about 27% of the potential total energy savings, potential 
savings from pavement roughness can be up to 7%, depending on rehabilitation policy, over the 35 years 
of the analysis period (Figure 2.9a). Decreasing the IRI trigger value by only 0.47 m/km (from 2.68 to 
2.21 m/km) would decrease the total energy consumption and environmental impacts by up to 1.5% 
(Figure 2.9b). This result shows short-term potential savings from pavement roughness management. 
Although it may not look significant, a 1.5% saving at high traffic levels can be translated into 1.5 M 
liters of gasoline direct fuel saving or 3,500 ton CO2 or $135,000 of direct out-of-pocket fuel savings over 
35 years.  
 
(a)              (b) 
Figure 2.9 Breakdown of (a) annual and (b) total energy consumption due to roughness and vehicle-
efficiency effects.  
Reducing the IRI trigger value will result in more frequent rehabilitations (Figure 2.8). Each 
rehabilitation activity also involves energy and environmental burdens from materials and construction of 
the rehabilitation activity. Thus, the system boundary was defined also to include environmental impacts 
from materials and construction of overlay activities. The end-of-life stage was assumed to be 
insignificant and hence was ignored for this analysis. Figure 2.10a shows the pavement roughness effect 
on the overall environmental impacts under the current policy and compares it with the vehicle efficiency 
effect. Potential environmental savings due to different pavement-roughness management policies are 
shown in Figure 2.10b which vary and can be up to 6%.  
Total energy and environmental footprints from a highway network is directly dependent on the 
number of vehicles using the system. A sensitivity analysis of the current example shows that increasing 
the traffic level from 20,000 to 100,000 vehicles/day would result in four times the higher energy 





(a)                   (b) 
Figure 2.10 Environmental impacts savings due to (a) vehicle efficiency and pavement roughness and (b) 
pavement-roughness policies versus no action. 
The developed RSI model was implemented for the Jane Adams Section, high- and low-volume traffic 
scenarios were considered. Figure 2.11 shows the annualized GWP reductions compared with the Do 
Nothing scenario at each smoothness level. Savings due to the high- and low-volume traffic showed 
similar trends to that presented in the literature (Wang et al., 2014). The results were based on well-to-
wheel fuel emissions as well as material production and construction of M&R activities. 
 
Figure 2.11 Example annualized GWP reduction comparing the Do Nothing scenario versus smoothness 
level for Jane Adams Section. 
Figure 2.12a shows the net energy decrease with improved roughness. Within the current roughness 
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point for total cost is before the IRI trigger value reaches 1.58 m/km (Figure 2.12b): meaning, with 
increased smoothness, although the net energy and environmental footprints decrease, the agency incurs 
more cost to maintain the high smoothness level.  
The trade-off between environmental savings and cost is potentially a multi-objective problem that can 
be well studied using techniques like optimization or Pareto analysis (Torres-Machi et al. 2017; Reger et 










2.5.1. Optimizing Cost and Environmental Impacts 
Trade-off between emissions and life-cycle costs of pavement has been studied in the literature using 
various methods (Lidiker et al., 2012; Wang et al., 2014; Lee at al., 2016; Reger at al., 2015).  Pareto 
frontier analysis was conducted in this study to find a set of non-dominated solutions, being chosen as 
optimal, depending on the agency’s policy. Using a parametric analysis, various IRI threshold levels were 
assumed and corresponding number of rehabilitation activities were obtained. The overall (fuel + 
maintenance) costs were plotted against overall energy consumption to obtain the Pareto frontier. Figure 
2.13 shows the Pareto analysis for this example where, depending on the system objectives, a trade-off 
between environmental savings and cost can be made. The black line essentially represents the reduction 
in energy (y-axis) as IRI trigger is reduced. The upper right point on the black line shows the “Do 
Nothing” scenario where both energy and cost (fuel), are high. The solid curve shows the Pareto frontier 
where every point on this curve could be an optimal solution. The orange points on the curve show an 
example of potential Pareto optimal points with IRI trigger values of 2.21 m/km and 1.58 m/km. The 
results show that the current agency policy (with IRI trigger value of 2.68 m/km) is well designed to meet 
the cost objectives but to a lesser degree the environmental objectives. There is a potential for more 
energy and environmental savings using polices with improved pavement-roughness level. With increased 
smoothness level from 2.68 to 1.58 m/km the net environmental impacts and cost decreases to an optimal 
point at around 2.21 m/km. In this case, while the environmental impacts may still be reduced by up to 
30% of the original policy, the cost may increase by up to 10% when the smoothness reaches 1.58 m/km. 
The tail of the curve represents hypothetical calculations. This hypothetical calculation shows that for a 
case with more than four rehabilitations, the cost would increase significantly; whereas, potential 





Figure 2.13 Pareto frontier analysis of the road section for various roughness-management policies. 
2.6. Summary 
This study introduced an analytical roughness–speed impact (RSI) model developed to evaluate the 
pavement roughness-related energy consumption and environmental impacts for different classes of 
vehicles. The RSI model is intended for the pavement LCA’s use stage, where energy consumption and 
other environmental impacts associated with the vehicles using the roadways can contribute significantly. 
The model represents vehicle’s energy consumption and other environmental impacts considering on-road 
conditions.  
The generalized formulations for developing the RSI model are based on the analytical vehicle-
specific power (VSP). Parameter estimates were then obtained from the HDM-4 model and EPA’s 
MOVES simulation results. The RSI model considers other environmental impact categories 
characterized by EPA’s TRACI. The incremental scheme was developed in the form of regression 
equations or simple incremental impact tables. 
The developed RSI model offers advantages for easy integration and implementation into pavement 
LCA tools to evaluate the use stage energy and environmental footprints related to roughness. In addition, 
the tool can be used to assist decision makers for developing sustainable pavement-management system 
(SPMS). 
The study found that passenger vehicles are highly sensitive to roughness and speed. Depending on the 
initial IRI value, one unit (1 m/km) change of IRI results in an average increase in fuel consumption of 




less sensitive to IRI change; and one unit change in IRI results in 2% and 1% increase, respectively, in 
fuel consumption at high and low speeds. The results are in line with reported values (mostly from 
measurements). In general, the range in fuel consumption for one unit change of IRI is between 0.5% and 
3% in the RSI model, while it is 0.1% to 6% in other models.  
The RSI model was implemented utilizing a highway section with network- and project-level 
information. Then parametric study was conducted to evaluate the effect of first-order influential factors 
on the outcome of adopted various roughness management policies. According to the LCA results with 
different scenarios of pavement management policies, the potential savings from pavement roughness can 
be up to 7% at the end of a 35-year analysis period. This is considered significant given the vehicle 
efficiency accounts for about 27% of the potential total energy savings. This suggests the practicality of 
the developed RSI model to be incorporated in the decision-making process for short-term GHG 
reduction policies for roadway surfaces.  
In the following chapter, the second component of the RR, the structural-induced RR (SRR), is 




CHAPTER 3:  STRUCTURAL-INDUCED ROLLING RESISTANCE 
MODEL 
3.1. Introduction 
Pavements can provide opportunities to reduce the GHG emissions. Various surface characteristics of 
pavements interacting with tires have impact on the RR; hence, the fuel consumption of vehicles (Harvey, 
et al., 2016). In Chapter 2, pavement roughness effect on RR was evaluated. This chapter evaluates 
pavement structure effect on RR and presents a simplified formulation to assess this impact. 
Structural responsiveness is one of the RR factors affecting vehicle fuel consumption, in addition to 
other surface properties such as texture and smoothness. Figure 3.1 shows the pavement deflection and 
pavement-vehicle interaction in a joint pavement-vehicle LCA framework. 
 
Figure 3.1 Pavement deflection in a joint pavement-vehicle LCA framework. 
The structural responsiveness of pavements is known as deflection-induced or structural rolling 
resistance (SRR). According to one theory, the delayed deformations of pavement due to viscoelasticity 
under a moving load causes continual movement of the tire uphill (Flügge, 1967). This delayed behavior 
is attributed to the characteristics of viscoelastic materials and other damping effects that consume energy 
in the pavement, subgrade, and the interfaces (Harvey et al., 2016). Pavement material and structural 
properties control deflection and, subsequently, the dissipated energy and EFC. In order to incorporate 
EFC due to structural response of pavements to a LCA for pavements, there are several challenges. These 
challenges primarily depend on analyzing the structural response under varying seasonal conditions and 
traffic speed and axle load distributions along with finding the accurate model translating structural 
response to vehicle’s or tire’s RR.  
Various experimental, empirical, and mechanistic-based studies were conducted to investigate the 
effect of pavement deflection on vehicle fuel consumption. Experimental studies focused primarily on the 
difference between concrete and asphalt pavements (Taylor and Patten, 2006; Zaabar and Chatti, 2011). 




studies (Sandberg, 2011). A well-known World Bank Highway Development and Management Model 
(HDM-4) was developed based on empirical-mechanistic-based methods (Bennett and Greenwood, 2003). 
However, the terms were not calibrated or validated for the effect of the structural response of pavements 
within the U.S. In experiments, it is generally difficult to dissociate the structural response of pavements 
from other contributing factors, such as pavement texture and roughness. In addition, findings of field 
experiments cannot be generalized to models with critical structural response variables that can be used as 
part of LCA studies. These studies usually provide a snapshot evaluation of different pavement structures 
at a limited environmental and loading conditions. However, they can be useful to verify models if they 
are conducted properly.  
Mechanistic-based approaches were developed to assess the effect of pavement deflection on vehicle 
fuel consumption. Dissipated energy (Pouget et al., 2012) and deflection-based methods (Chupin et al., 
2013; Akbarian et al., 2012) were used for quantitative modeling. The dissipated energy approach 
explains the inelastic pavement response under a moving load and relates the energy loss caused by the 
hysteresis loops in pavements to vehicles RR. Deflection-based approaches were used to calculate the 
geometry changes of the pavement surface under moving vehicular load as well as the corresponding RR. 
Scaling relationships, extrapolation techniques, and non-dimensional analysis relating pavement structural 
response and vehicle speed to excess induced fuel consumption were proposed in previous studies 
(Akbarian et al., 2012, Louhghalam et al., 2013; Louhghalam et al., 2017). 
The existing mechanistic-based approaches, used to calculate pavement SRR, have some limitations 
mainly due to the overly simplified characterization of pavements and pavement–tire interactions. The 
dissipated energy approaches are subject to uncertainty as they depend on domain size, location of 
selected domain, and the assumed boundary conditions. The deflection-based models either simplify the 
pavement structure to beam theory or do not consider the effects of several layers, their interactions, and 
the damping effects. The dynamic effect of tire loading and the realistic representation of tire–pavement 
interface are neglected. In addition, there is no readily available commercial software to use the deflection 
approach and solve pavement response in a moving frame (Chupin et al., 2013; Akbarian et al., 2012, 
Louhghalam et al., 2017). Finally, the relationships proposed for estimating the EFCs of vehicles mainly 
compare the relative increase of fuel between different vehicles. In general, the relationships are overly 
simplified, do not consider all contributing factors, and are impractical.  
A reliable quantitative approach is required to incorporate accurate pavement sustainability analysis 
into LCA tools and software. The quantitative approach must consider realistic PVI and present a 
practical relationship that can be used pavement design and LCA software. The effects of SRR on vehicle 
fuel consumption, using a more realistic and detailed finite element (FE) representation of pavement 




based relationship is developed to correlate the structural properties of pavement to vehicle fuel 
consumption under different conditions. The study considers the realistic 3-D and non-uniform tire 
contact stresses for various vehicle speeds, continuous representation of a moving load (Hernandez and 
Al-Qadi, 2015; Hernandez et al., 2016; Yoo et al., 2006), realistic 3-D representation of pavement 
structure including multiple layers, the effects of dynamic moving load, the damping effect of pavement 
layers, and the viscoelastic characteristics of AC pavements. Three-dimensional FE analysis conducted 
using the commercial software ABAQUS (SIMULIA, 2012) allows incorporating all complexities of the 
tire–pavement system. 
Because it is impractical to run FE simulations considering the aforementioned complexities for every 
single pavement structure, a regression-based surrogate model called ICT SRR model, or SRR model for 
short, consistent with the energy-deformation principles was developed to correlate the structural 
responsiveness of a pavement to its dissipated power and excess vehicle fuel consumption. The pavement 
deflections calculated by FE simulations and the AASHTO Mechanistic-Empirical Design Guide 
(AASHTOWare) were well correlated; 136 simulations were used in each method. Hence, the AASHTO 
M-E calculated-deflections were used as proxy to replace the FE calculated-deflections. Detailed 
theoretical background is provided in Appendix A; it is also reported elsewhere (Shakiba et al., 2016).  
3.2. Theoretical Background 
The theoretical approach developed by Chupin et al. (2013) is adopted in this study and implemented 
in FE modeling. The proposed approach combines commercial FE software and deflection-based 
methods. Realistic representation of tire contact stresses, layers damping, and dynamic analysis have been 
considered, as discussed in the works of Al-Qadi and his colleagues to predict pavement response 
(Hernandez and Al-Qadi, 2015; Hernandez et al., 2016; Wang et al., 2012; Wang and Al-Qadi, 2009; Al-
Qadi et al., 2008). It is important to note that the pavement responses are in 3-D and resulting energy 
dissipation should also be in 3-D. The 3-D FE considers the 3-D nature of energy dissipation and is, 
therefore, more realistic. FE simulations solve the pavements response in a fixed frame to obtain the RR 
force. The methodology is described briefly hereafter. Details of the theoretical background used in this 
study are provided in Appendix A, as well as in the work of Shakiba et al. (2016).  
3.2.1. Structural Rolling Resistance 
Chupin et al. (2013) calculated the RR force, , induced by the structural response of pavements, 
based on power dissipation, ℘ . Pavement is viewed as a horizontal, semi-infinite homogeneous 
medium in the driving direction, , with a wheel moving in a quasi-static regime. A "driving" force and a 
possible moment (in the case of a driving wheel) must be applied to the wheel axle to maintain the 




forces acting on the wheel. The vertical force, , and the vertical and horizontal contact forces,  and , 
respectively, at the interface between the tire and pavement are the main other forces acting on the wheel. 
Power dissipation caused by the structural effect of pavement is as follows (Chupin et al., 2013): 
℘                      (3.1) 
where,  denotes the angular velocity of the wheel and  the global RR force. Applying the first law 
of thermodynamics to the wheel, with no heat supplied to the system, renders the following equation:  
℘ ℘                      (3.2) 
where, ℘  is the power of contact forces. Vehicle tires are assumed non-dissipative (no additional 
dissipation as a result of pavement structural response). Therefore, the rate of change in internal energy is 
equal to zero (i.e., 0). The derivative of the kinetic energy with respect to time is equal to 
zero (i.e., 0) because the wheel is moving in a quasi-static regime. Therefore, the right hand 
side of Equation 3.2 is zero, and:  
℘ ℘                            (3.3) 
According to Equation 3.3, the power dissipation in a tire resulting from pavement structural response 
is calculated using the power of contact forces. Chupin et al. (2013) used this framework and solved the 
pavements response in a moving frame using a layered viscoelastic analytical approach to obtain the 
dissipated power within pavements. In this study, a similar approach is adopted, but the FE simulation 
and the pavements rate- and history-dependent response were used in a fixed frame to obtain the 
dissipated power within pavements under a steady-state moving load. Details of the model 
implementation and theoretical background is described in Appendix A.  
3.2.2. Pavement Structure and Material Properties 
The pavement structure and material properties were characterized elsewhere (Hernandez et al., 2016; 
Gungor et al., 2016). The pavement structure in this study consists of five layers: wearing surface, 
intermediate, binder, and granular base layers on top of a subgrade. The three top layers are defined as 
viscoelastic material (and shortly named as AC layer) and granular base and subgrade as elastic materials. 
The pavement structure and the thickness of each layer are depicted in Figure 3.2. Three different sets of 
viscoelastic material properties were used for the AC layer in this study, corresponding to each sublayer. 
These material properties were obtained based on the FHWA’s long-term pavement performance (LTPP) 
database and categorized as weak, medium, and strong AC layers, as presented in Table 3.1 (Hernandez et 
al., 2016; Gungor et al., 2016). The medium material properties were used for the AC sublayers. The 
elastic modulus of the granular base layer and subgrade was assumed 277.5 MPa	and 70 MPa, 




further, an extreme case of viscoelastic materials with their instantaneous modulus was also simulated and 
investigated. 
 
Figure 3.2 The pavement structure comprises of three asphalt sublayers, granular base layer, and 
subgrade. 
 
Shift factors can be applied to the relaxation time to account for temperature dependency of 
viscoelastic response.  
                        (3.4) 
where  is the shift factor accounting for the acceleration or deceleration of the relaxation time when 
temperature T is different from a reference temperature Tref. The William-Landel-Ferry (WLF) law 
(Ferry, 1980) is one of the simple shift factors: 
log                         (3.5) 
where, C1 and C2 are empirical coefficients. The fitted coefficients for the materials used in this study are 
















Table 3.1 The Viscoelastic Material Properties for Three Top Sublayers of Pavement Structure (Strong 
and Weak Pavement Cases), Obtained from LTPP Database. Generalized Maxwell Model was Used to 
Represent Viscoelastic Material Properties with Prony Series Coefficients and Relaxation Time.  
Wearing Surface Intermediate Layer Base Layer 
Instantaneous  
Modulus (MPa) = 32,592 
Instantaneous  
Modulus (MPa) = 32,891 
Instantaneous  















1.00E-05 0.058256 1.00E-05 0.099673 1.00E-05 0.156447 
0.0001 0.057179 0.0001 0.086482 0.0001 0.038838 
0.001 0.097015 0.001 0.136831 0.001 0.149922 
0.01 0.128074 0.01 0.15575 0.01 0.139002 
0.1 0.156947 0.1 0.165991 0.1 0.163898 
1 0.169749 1 0.146307 1 0.146805 
10 0.142753 10 0.101895 10 0.101864 
100 0.092659 100 0.055276 100 0.05506 
1000 0.05442 1000 0.029385 1000 0.027351 
10000 0.018733 10000 0.009294 10000 0.010427 
100000 0.015511 100000 0.008391 100000 0.005407 
 
WEAK 
1.00E-05 0.276824 1.00E-05 0.184459 1.00E-10 0.003491 
1.00E-04 0.053428 0.0001 0.123197 1.00E-09 0.100251 
0.001 0.180625 0.001 0.170816 1.00E-08 0.047624 
0.01 0.138593 0.01 0.156693 1.00E-07 0.253065 
0.1 0.130868 0.1 0.14093 1.00E-06 0 
1 0.09385 1 0.102479 1.00E-05 0.120205 
10 0.060075 10 0.061657 0.0001 0.116672 
100 0.033057 100 0.031839 0.001 0.110753 
1000 0.017432 1000 0.015717 0.01 0.085018 
10000 0.007552 10000 0.006218 0.1 0.065117 
100000 0.004176 100000 0.003364 1 0.043745 
    10 0.025858 
    100 0.013872 
    1000 0.007274 
    10000 0.003974 
WLF shift factor constants 
C1 C2 C1 C2 C1 C2 
27.08 336.2 25.33 345.8 58.34 726.9 
 
Dynamic modulus is a fundamental material property that defines AC stiffness as a function of 
temperature and loading time. The test data collected at different temperatures were shifted relative to the 





Figure 3.3 Characterization of linear viscoelastic material in AC (WS = wearing surface; IL = 
intermediate layer; BL = binder layer) 
Using a sigmoidal fitting function solves shift factors and the coefficients of the fitting function. It also 
eliminates irrational modulus value predictions when extrapolating outside the range of data, which 
occurs when a single polynomial model is used at high and low temperatures. Below is the sigmoidal 
function that the AASHTO M-E uses to fit the dynamic modulus test data. 
log | ∗|                        (3.6) 
where, *E = dynamic modulus, 
  = reduced angular frequency in Hertz, 
   = minimum modulus value, 
   = span of modulus values, and 
  ,   = shape parameters.  
































Table 3.2 Sigmoidal Function and Shift Factor Coefficients Representing the Asphalt Concrete Material 
Properties 
Mix Type Layer δ α β γ α1 α2 α3 
Strong 
Wearing Surface 1.9654 2.5711 -1.5622 0.4982 0.0002 -0.1053 6.3104 
Intermediate Layer 1.7370 2.8245 -1.2149 0.4656 0.0002 -0.1053 6.3104 
Base Layer 1.6067 2.8820 -1.2840 0.4812 0.0004 -0.1533 8.6010 
Medium 
Wearing Surface 1.0967 3.5621 -1.0530 0.3572 0.0002 -0.1169 6.9827 
Intermediate Layer 1.7370 2.8245 -1.2149 0.4656 0.0002 -0.1053 6.3104 
Base Layer 0.9694 3.6050 -1.0560 0.3825 0.0001 -0.0962 6.1900 
Weak 
Wearing Surface 1.0967 3.5621 -1.0530 0.3572 0.0002 -0.1169 6.9827 
Intermediate Layer 0.9694 3.6050 -1.0560 0.3825 0.0001 -0.0962 6.1900 
Base Layer 0.3505 4.3576 -0.8800 0.2829 0.0009 -0.2285 11.6836 
 
According to the fitted sigmoidal functions, modulus values at reference temperature of 21 °C and 
reduced frequency of 1 sec are as shown in Table 3.3. 
Table 3.3 Layer Modulus Values at Reference Temperature of 21 °C and Reduced Frequency of 1 sec 
Structure 
Modulus (MPa) 
Wearing Surface Intermediate Layer Base Layer 
Strong 12,667 8,514 7,914 
Medium 6,109 8,514 4,507 
Weak 6,109 4,507 2,511 
 
The time–temperature shift factors can be used to obtain modulus values at any given temperature and 
time ( /ref Ta  ). Table 3.2 contains the coefficients for the time–temperature shift factor function as 
indicated in the following equation: 
log 	                        (3.7) 
where, 
 = AC time-temperature shift factor 
 = temperature of interest 
, ,  = regression coefficients 
 
3.2.3. Test Matrix for Finite Element Representation of Pavement Structure 
Using the proposed 3-D FE model, a test matrix was developed to run and prepare a database for 
further model development purposes. Using a partial experimental design approach, variables were 
selected representing a wide range of extreme and intermediate cases as shown in Table 3.4. A range of 
variables and FE simulation cases were determined based on the practical and allowable ranges and 
expert opinion. Accurate representation of tire contact stresses is critical, especially for calculating the 
effect of contact stresses. A dual tire assembly, which is widely used by the trucking industry, was 




obtained from tire FE numerical simulations (Hernandez and Al-Qadi, 2016), were applied on the 
pavement. The contact stresses were simulated at three different tire loads, tire inflation pressures, and 
vehicle moving speeds, as presented in Table 3.4. Pavement surface temperature is considered a part of 
the simulation matrix; the pavement temperature profile is calculated using the pavement surface 
temperature and distributed to the nodes within the pavement model. A database including 136 pavement 
simulations was prepared. 

































Strong (32592, 32891, 
29603) 
Medium (35668, 32891, 
29084) 
Weak (35668, 29084, 
40318) 




* Differential tire inflation pressure  
3.3. Structural Rolling Resistance (SRR) Model Development 
Given the viscoelastic nature of AC materials, the dynamic nature of loading (magnitude and speed), 
and environment (temperature), it is intuitive to expect that the most realistic responses and resulting 
energy dissipation can be obtained from numerical methods, such as FE modeling. However, since it is 
impractical to run FE analysis for every case and traffic/environmental conditions, there is a need for 
more practical and reasonably accurate estimate of pavement-related RR based on energy dissipation in 
pavements. Such alternative method could be integrated to the existing mechanistic methods so 
pavement-related RR could be considered at the design stage. Figure 3.4 demonstrates the proposed 
framework used to develop the energy relationship. According to this framework, surface deflection was 
considered as a critical response used as proxy to estimate EFC. There is a theoretical connection between 
energy terms (stored and dissipative) and deformations within viscoelastic material which allows for the 
analytical or numerical derivation of energy from surface deformations. This relationship is discussed in 
the following section.  
In summary, the steps are as follow: 
 Model parameters: Identify critical inputs for FE modeling and pavement AASHTO M-E 
design method including load, speed and temperature. 
 Two-step analysis: Using the methods of FE and AASHTO M-E, obtain deflections and build 




 Model development: Use correlated deflection from M-E method along with critical inputs 
(i.e. load, speed and temperature) to build the energy formulation (SRR model). 
 Sensitivity analysis: Using inputs and obtained M-E deflections build a neural network based 
surrogate method to predict base deflection at any given condition to conduct sensitivity 
analysis. 
  
Figure 3.4 Model development framework for pavement structural-induced EFC. 
3.3.1. Structural Analysis of Pavements Using the AASHTO M-E Design Method 
FE simulation results provide detailed pavement response, including the deflection basin and 
dissipated energy and power within pavement structure. Maximum surface deflection for each case was 
obtained from each FE simulation. Since it is infeasible to run FE simulations to determine deflection for 
each pavement structure, a correlation between the deflection values obtained from FE and AASHTO M-
E was developed (Step 1 in Figure 3.2).  
The following represents the development of the correlation between AASHTO M-E and FE surface 
deflections. It is important to note that AASHTO M-E design method is based on layered elastic analysis 
using complex modulus values calculated within the AC layers. The analysis engine of the AASHTO M-
E software JULEA was used to conduct structural analysis because the current AASHTO M-E software 
does not provide surface deflections (Gungor et al., 2017). The same elastic modulus values were used in 
the JULEA and FE simulations. Linear viscoelastic properties represented by Prony series were used in 
calculating viscoelastic modulus within the AC layers using different pulse durations similar to the 
procedure implemented in the AASHTO M-E software. Equivalent uniform circular loading equal to half-




Figure 3.5 demonstrates the correlation between the maximum surface deflections obtained from FE 
and JULEA simulations. Deflection values obtained from the FE and M-E analysis are relatively in good 
agreement for thin pavement cases; whereas, AASHTO M-E analysis over-predicts (by approximately 
five times) deflections for strong cases as compared to FE analysis. One should not expect a complete 
match between the two distinct structural analysis methods due to the methods of analysis, loading, and 
boundary conditions. However, regardless of the magnitude differences, a strong trend was observed 
between the deflection values obtained from the two methods. Therefore, based on the positive trends 
observed between the AASHTO M-E and FE analysis, the prediction model for EFC was developed using 
the AASHTO M-E based deflection values (considering the correlation with deflections obtained from FE 
analaysis). It should be noted that this step does not replace FE with M-E method but rather it serves as a 
proxy for deflection input of the model. This is an essential step for developing a practical model. 
 
Figure 3.5 Correlation of maximum surface deflection from finite element modeling (FE) and AASHTO 
M-E simulations for weak (125mm) and strong (412mm) structures. 
3.3.2. Analysis of Excess Fuel Consumption (EFC) 
The two essential components of model development are the dataset of EFC values obtained from 
numerical FE simulations, the model form, and variables consistent with the physics of the problem. 
Therefore, an analysis of EFC was first performed to observe the first order factors affecting the 
calculated EFC. The dataset were obtained using the proposed method described in the previous section.  
Figure 3.6 shows a comparison between deflection and excess energy at three different speeds and 
temperatures at a constant load of 26.7kN. The letters on top of each bar shows the material properties (W 
= weak and S = strong). A nonlinear relationship between excess energy and temperature was observed. 
The strong effect of speed, especially at lower speeds, was evident based on the magnitude of excess 
y = 5.3648x + 0.0551
R² = 0.7614
























energy. Deflection and excess energy exhibited similar positive trends as a response to temperature 
increase and speed reduction. This is consistent with the viscoelastic and dissipative characteristics of AC 
exhibiting rate and temperature dependency. Based on the results obtained from the FE simulations and 
excess energy calculations, the first order factors were considered as load, pavement surface temperature, 
and speed. Maximum surface deflection is selected as the critical variable representing the pavement 
structure and material properties. It is important to note that the relationship between maximum surface 
deflections and EFC will be different for a pavement structure without any viscous dissipative 
characteristics (e.g. rigid pavements).  
 
(a)                     (b) 
 
(c)                (d) 
Figure 3.6 Finite element (FE) calculated excess energy and deflection versus temperature at different 




















































































































































































































Figure 3.7 shows the excess energy at temperature (T0=21°C) and speed (V0=8 km/h) at three different 
loads. Each data point represents a FE pavement structure with different characteristics. M-E analysis was 
conducted for each structure and input conditions. The excess energy values are plotted against the M-E 
deflection values at the same reference load. A summary of the pavement structures and range of input 
variables used in FE modeling and M-E analysis is provided in Table 3.4. A very strong positive trend 
between deflections and excess energy was observed regardless of the load level. It is also evident from 
the plots that there is also a very strong relationship between load levels and EFC. This relationship can 
be represented by a linear or a quadratic relationship at each axle load and reference conditions.   
 
 
Figure 3.7 Variations of excess energy at three loading levels and reference speed and temperature (8 
km/h and 21°C) as a function of M-E maximum surface deflection values. 
3.3.3. Excess Fuel Consumption (EFC) Estimation Model  
After demonstrating strong trends between EFC and pavement surface deflection (Figure 3.7) and first 
order factors affecting EFC (Figure 3.6), a prediction model called ICT SRR model considering these 
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variables as inputs is developed. In order to obtain a regression relationship predicting EFC under 
different conditions, a baseline condition was first selected. Figure 3.7 implies that excess energy has a 
similar basis function with respect to deflection that varies in magnitude depending on the load. Thus, a 
correction factor can be adopted to correct the baseline energy to different loads. Similar corrections can 
be considered for temperature and speed. An average condition representing temperature, speed, and load 
was selected as baseline. The rationale for selection of a baseline is minimizing the need for assessing 
deflection using M-E. The baseline condition was chosen to be half-axle load of 26.7kN (L0), temperature 
of 21°C (T0), and vehicle speed of 8 km/h (V0).  
Such a formulation can provide some advantages from the perspective of computational efficiency. 
Structural analysis can be conducted only for the reference conditions; EFC would then be adjusted 
according to the changes in the first order variables including load, temperature, and speed as follows: 
∆ 	∆ ∆ , ,                      (3.8) 
where, ∆  represents the EFC due to the baseline deflection and a function of maximum surface 
deflections ( ) at the reference conditions such that ∆ ∝ , , ,  ∆ , ,  is the 
correction term for the EFC due to loading magnitude (L), speed (V), and temperature (T).   
According to Figure 3.7, although a linear relationship seems sufficient to relate pavement deflection 
to induced EFC, a quadratic form is proposed to be consistent with the fundamental energy-deformations 
relationships. This stems from the fact that the potential energy or external work on any system is 
proportional to stiffness of the same system and square of deformation. Independent of the nature of the 
loading (stress or strain excitation), the dissipated energy for viscoelastic systems can be related to square 
of strain (Tschoegl, 2012). Therefore, a quadratic relationship between pavement surface deflections and 
dissipated energy of the pavement system is assumed.   
A quadratic relationship with the deflection response at reference baseline conditions was developed 
with an exponential term to correct for different speeds, temperatures, and loads. The exponential term 
mathematically accounts for nonlinear effects when any of the conditions (load, temperature, or speed) is 
different than the baseline. The following ICT SRR equation is then suggested: 
Δ                (3.9) 
where, 
0dED  = excess energy due to pavement deflection per half axle (kJ/km) 
0d  
= maximum AASHTO M-E deflection under loading at baseline condition (L0= 26.7 kN, 
V0 = 8 km/h, and T0 = 21 ºC) 
T, T0 = desired and baseline temperature (21 ºC) 
V, V0 = desired and baseline speed (8 km/h) 
L, L0 = desired and baseline half axle load (26.7 kN) 




,a b  = baseline model coefficients 
 
A total of 136 cases were used for model development according to Table 3.4. Table 3.5 shows the 
parameter estimates and related statistics. Equation 3.5) can then be rewritten as follows: 
	Δ 33.9 50.32 . . .          (3.10) 
Table 3.5 Statistics of Estimated Model Parameters and Performance 
Parameter Estimate SE t-Stat pValue 
Tα  0.0411 0.006153 10.714 1.267e-19 
Vα  -0.0206 0.006363 -3.388 9.29e-4 
Lα  0.0337 0.001354 26.607 1.137e-54 
a 33.9 9.339 2.602 0.0103 
b 50.32 2.958 2.670 0.0085 
 
All three parameters are significant at 99% significance level. Model RMSE and goodness of fit 
measure (R2) are 5.65 and 0.96, respectively, showing the model is highly able to explain excess energy 
due to pavement deflection.  
Although the proposed SRR model coefficients are estimated using AASHTO M-E obtained 
deflection, other deflection calculation methods can also be used providing that a correlation between 
AASHTO M-E and the desired deflection calculation method exits, including falling weight defelectoeter 
(FWD) measured deflections.  
3.4. Model Benchmarking 
Structural RR and related EFC have been studied in the literature using field experiments and 
numerical simulations. Willis et al. (2015) summarized the available literature on the effect of pavement 
properties on RR. Due to differences in the employed methods (field experiments or simulation methods), 
variables, and uncertainties involved in each study, it is difficult to conduct a commensurable comparison. 
Thus, a summary of some of the key findings from literature is presented herein. The overall range of the 
values for trucks covering varying conditions is compared to the proposed model in this study (Figure 
3.8a). Assuming a 40% efficiency, diesel calorific value of 16 MJ/L was used for trucks where needed 
(Chatti and Zaabar, 2012), unless mentioned otherwise. 
The comparison with SRR results from literature is made to benchmark the findings of the proposed 
model. It should be noted that some of these studies do not necessarily report a range, but are rather 
measured under specific conditions. Additional details are presented below to ensure the selection of 




According to the results of this study, an axle load of 35.5 kN with constant speed of 100 km/h at 
temperature of 21°C would result in approximately 1.2-5.1 N.m/m excess energy depending on the 
pavement structure. Using a superposition rule, an HS20-44 truck with approximate axle loads of one 45 
kN and two 140 kN would result in ~0.02-0.3 L/100 km EFC for varying temperatures (10±10 °C) and 
structures.  
Studies involving similar analysis cases were identified and summarized in Table 3.6. An early study 
conducted at the Netherlands using a model called NPC (2002) showed that a truck with axle load of 100 
and 130 kN traveling at speed of 80 km/h would result in ~0.93-4.76 N.m/m depending on the season. 
Using the average values reported, this would result in approximately 0.04-0.22 L/100 km EFC for the 
total vehicle. 
According to Lu et al. (2010), energy loss due to AC pavement with 1000 MPa upper layer stiffness 
for a truck with four single 40 kN tire load traveling at 130 km/h can be ~12.8 N.m/m. This would result 
in 0.08 L/100 km for the vehicle. 
Louhghalam et al. (2014) compared the results from different studies and showed a high discrepancy 
in pavement structural-induced EFC from field measurements or theoretical studies. For the same HS20-
44 truck traveling at speed of 100 km/h and temperature of 10°C±10°C, the EFC was reported to have a 
mean value of approximately 0.1 L/100 km (95% confidence range of 0.01-1.2 L/100 km). Pouget et al. 
(2012) reported EFC for a 40-ton truck traveling at speed 100 km/h and temperature of 63°C to be 0.15-
3.3 L/100 km. 
A more detailed and comprehensive study focusing on the deflection effect on EFC was conducted by 
three collaborating universities (Michigan State, Oregon State, and MIT) (Coleri et al., 2016). A total of 
14 different sections were evaluated using the three recent models. The proposed SRR model in this study 
was compared to the three models using one of the sections presented in the work by Coleri et al. (2016). 
Figure 3.8b shows the results for a section with 500 microns maximum deflection under a moving eight-
wheel truck at a speed of 100 km/h with 37.8 kN tire load and temperature of 45°C. 
3.4.1. Comparison with MIT method 
The MIT approach (Louhghalam et al., 2014) uses a viscoelastic beam on elastic foundation as the 
underlying assumption to calculate excess energy. In this method, scaling relationships were developed to 
relate excess energy to pavement material and structural properties as well as loading information. A 
simplified dimensionless expression of dissipation was fit to a two-dimensional surface:  






 = excess energy 
 = width of viscoelastic beam 
 = subgrade modulus 
 = constant speed 
 = critical velocity 
 = axle load 
 = relaxation time  
 = Winkler length 
Π  = dimensionless velocity 
Π  = damping ratio 
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(a)                (b) 
Figure 3.8 Comparison of excess fuel consumption from literature with results obtained from the 
developed SRR model: (a) Overall bulk range values; and (b) A section with 500 microns maximum 
deflection under an 8-wheel truck having a 37.8-kN tire load moving at 100 km/h and 45 °C.  




                    (3.12) 
where, 
 = Young’s modulus 
 = top layer thickness 
 = surface mass density 
 
Having the load information and structural and material properties, Equation 3.11 can be used to 
calculate the excess energy. Pavement sections designed for finite element (FE) modeling were selected 
to calculate and compare the excess energy using both the developed SRR model in this research as well 
as the MIT approach. 
A load of 35.6 kN was applied to a thick pavement section at different temperatures and speeds. Table 
3.7 summarizes the section information. The MIT model was calibrated to a reference temperature of 21 
°C, using FE modeling results. four speeds, 8, 35, 65, and 115 km/h, were used to determine . By 
minimizing the error between the MIT approach and FE results at T = 21 °C (Figure 3.9), the relaxation 
time 21	°C	 0.186	 	was calibrated. Equations 3.4 can then be used to shift the relaxation 
times for different temperatures using the WLF shift function (Equation 3.5) and constants given in Table 
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Figure 3.9 Calibration and validation results of MIT method and SRR model versus FE modeling at 
different temperatures and speeds. 
Layer modulus was calculated as the weighted average of the modulus of the sublayers (wearing, 
intermediate, and binder course layers). Figure 3.9 compares the excess energy using MIT method and 
SRR model to that of FE modeling results. It was observed that the SRR model renders a more accurate 
prediction of energy at lower temperatures, however, it overestimates energy levels at higher 
temperatures. On the other hand, MIT method (calibrated at 21 °C) relatively accurately predicts the 
excess energy at higher temperatures, but significantly underestimates excess energy at lower 
temperatures.  
Further, to investigate additional structures and axle loading, 16 available cases from FE results were 
used to compare the two methods. These cases represent various structures and loading conditions run at a 
speed of 8 km/h and a temperature of 21 °C. The surface layer thickness was 125 mm. Figure 3.10 shows 
the comparison between MIT method, SRR model, and FE results. It is noted that MIT and SRR results 
are overestimated compared to the FE results. For the cases with different base layer thicknesses (150 and 
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Figure 3.10 Comparison of MIT method and SRR model versus FEM results for different loading cases 
and structures. 
3.5. Sensitivity Analysis 
Analysis was conducted to investigate the sensitivity of the model output to varying parameters. 
Figure 3.11a presents sensitivity of the model to varying speed at different temperatures (-10, 0, 21 and 40 
°C) at a tire load of 35.5 kN. Figure 3.11b also shows sensitivity of the model to varying temperatures at 
different speeds (8, 35, 65, 115 km/h) at a tire load of 35.5 kN. Since pavement deflection is dependent on 
the other three input variables (temperature, speed and load), for any set of the input values, the deflection 
needs to be calculated. It is highly time consuming to run FE or AASHTO M-E to obtain the deflection 
for hundreds of cases for sensitivity analysis; therefore, an artificial neural networks (ANN) surrogate 
model was developed, validated and tested based on the available FE cases, and used to predict the 
maximum deflection for each varying set of input values.  
In general, the developed model is in good agreement with the results obtained from FE or FE-based 
ANN runs. It can be noted from Figure 3.11 that the model is less sensitive to varying speeds and 
temperatures at extreme temperatures (-10 and 40 °C) and speeds (8 and 115 km/h) compared to that of 
FE modeling. This can be related to the limitation to fully capture extreme cases. On the hand, the 





































Figure 3.11 Sensitivity analysis of the proposed SRR model for (a) varying speed and (b) varying 
temperature. 
3.6. Model Implementation to Estimate EFC Range 
In this section, the impact of structural-induced RR and EFC is presented in two case studies; full 
truck and nationwide network level implementation. The proposed model allows for such an analysis 
since it provides an analytical form covering the range of first order factors affecting EFC. The case study 
was conducted to understand the significance of the problem and the magnitude pavements could 
contribute to nationwide energy savings.  
3.6.1. Full Truck Calculation 
A fully loaded HS20-44 truck, according to federally mandated maximum weights for the National 
System of Interstate and Defense Highways and reasonable access thereto (23 CFR Part 658.17), may 
have one 90 kN single axle and two 150 kN tandem axle loads. A half-loaded truck may have 50 kN 
single axle and two 60 kN tandem axle loads. Two scenarios were considered where the fully- and half-




Tandem-axle energy approximation 
Calculation of dissipated energy for tandem-axle configuration is not directly possible using the 
current model because of the interaction between closely-spaced tires in a tandem-axle configuration. 
Assumption of an equivalent single-axle tire would also result in overestimated values and thus not 
recommended. It is common to use a decoupled approach where it is assumed there is no interaction 
between the two axles of the tandem-axle configuration. Using the superposition principle, the total 
energy of a tandem-axle can be calculated as sum of the two half-loaded axles (Figure 3.12). This is 
relatively a conservative approach. For a more realistic case, however, an approximation can be made 
using a coupled approach.  
It is established that energy is related to maximum deflection. The magnitude of the maximum 
deflection depends on the axle spacing and shape of the deflection basin. In the coupled approach one 
would take into account the effect of one tire on the other tire’s deflection. The total deflection under one 
tire then would be its maximum deflection plus a percent of the other tire’s maximum deflection (delayed 
deflection) under the current tire (Figure 3.12). It should be noted that due to pavement viscoelasticity, the 
deflection is asymmetric and there is a difference between maximum deflection of the forward and rear 
tires of a moving tandem axle in the coupled approach.  
Typical tandem-axle spacing for HS20-44 truck is approximately d=1.2 m. Analyzing various 
deflection basins from FE modeling showed that deflection of the tire at 1.2 m away from centerline and 
opposite to the direction of the movement (ρ1) was approximately 0.7 times the maximum deflection 
under the tire at 8 km/h traveling speed (δrear=δ+0.7δ). Deflection of the tire at 1.2 m away and in the 
direction of the movement (ρ2) was lower around ρ2=0.45. At higher speed of 115 km/h the deflection ρ1 
is approximately 0.45. No significant effect of the rear tire on deflection basin of the forward tire was 
found for speeds of 65 and 115 km/h (ρ2).  
Using both coupled and decoupled tandem-axle approximation, excess fuel was calculated for two 
scenarios. Figure 3.13 shows the pavement structure, truck configuration, and EFC per axle and per total 
truck for the two scenarios. To simulate extreme cases, it was assumed that the half-loaded truck is 
traveling on strong and the fully loaded truck is traveling on weak pavement structure. The values of 
deflection and fuel were calculated per half-axle load and then multiplied by two using superposition 





Figure 3.12 Tandem-axle scenarios and possible energy outcomes. 
 
Figure 3.13 Excess fuel consumption range for fully- and half-loaded HS20-44 truck traveling on weak 
and strong pavement structures. 
Truck fuel efficiency is dependent on speed. Considering a fuel efficiency of 29 L/100 km at a speed 
of 115 km/h and approximately 67 L/100 km at a speed of 8 km/h (Franzese and Davidson, 2011), an 
extreme case analysis indicates that the EFC resulting from pavement deflection can vary from 0.03% to 
6.5% of total truck fuel consumption. 
It should be noted that these extreme cases simulate abrupt consumption fluctuations that happen in 
short periods of time and do not represent the average truck operational conditions. Coupled axle 
assumption resulted in an additional 2% total truck fuel consumption compared to that of decoupled 
assumption. This indicates the importance of the tandem-axle approximation and further analysis is 




Figure 3.14 shows a full range of EFC for HS20-44 truck. It was noted that the pavement structure-
induced EFC for truck exponentially grows depending on the pavement structure, load, speed, and 
temperature.  
 
Figure 3.14 HS20-44 truck estimated excess fuel consumption over wide range of variables. 
3.7. Effect of Fully Loaded Truck on Various Structures 
To investigate more realistic conditions, EFC was evaluated for a fully-loaded truck across the United 
States using annual mean air temperatures and typical operating conditions. Typical truck load and speed 
information were collected from weigh-in-motion data obtained by the Toll highway in Chicago area. 
Fully-loaded HS20-44 truck was measured to have average axle loads of 45 kN for the steering axle and 
132 kN for the driving and trailer tandem axles. A typically nation-wide free flow speed of 100 km/h was 
assumed. Two scenarios were evaluated based on different possible pavement structures, i.e., weak (thin 
structure) and strong (thick structure) (Table 3.1) to presents the structure effect on EFC across different 
states. Figures 3.15a and 11b show, respectively, the maximum and minimum fuel consumption for the 
HS20-44 truck in terms of excess liters of fuel consumed per 100 km traveling on weak and strong AC 
pavements. The maximum EFC for one state can be as high as 0.2 L/100 km and twice the minimum fuel 
consumptions for the same state and 5 times the minimum fuel consumption across all states. Therefore, a 
truck traveling at highway free flow speed of 100 km/h with fuel efficiency of 3.4 km/L would have an 
excess of 0.04% to 0.5% fuel consumption due to pavement structural deformation depending on the 
location and pavement structure. Although the magnitude for an individual truck appears to be relatively 
low, the energy and GHG can reach significant numbers for a network of pavements with heavy truck 












0 0 0 21 0 21 40 21 40 21 40 0 40 0 0 21 0 21 40 21 40 21 40 40
115 115 115 115 115 115 115 115 115 115 115 8 115 8 8 8 8 8 8 8 8 8 8 8
H F H H F F H H F F H H F F H H F F H H F F H F























truck fleet by identifying regional hot spots and implementing strategies in such targeted regions. For 
instance, a rough calculation (shown below) was made for Illinois Toll Highway (Tollway) located at 
Chicago metropolitan area with 3,500 lane-km of road network. A network-wide average traffic count of 
30,000 vehicles per day with 15% being truck was assumed. Considering an average of 0.25% EFC due 
to pavement structure for all trucks, deflection-induced fuel consumption could result in an additional 4.8 
million liters of diesel or approximately $4M out-of-pocket costs annually. 
3,500 × 0.25% × 30,000 × 15% × 365  ÷ 3.4 = 4.8 million 
Lane-km Deflection-induced 
excess energy (% of 
total) 





Days Fuel efficiency 
(km per L) 
 Liters of diesel 
(network level) 
 
The presented examples clearly show the extent of the influence and significance of the structure-
induced excess fuel consumption and, consequently, the significance of better understanding the 
underlying physics and proper modeling approaches. It should also be noted that this example only shows 
extreme structure effects under typical operating conditions. However, additional simulations can be 
conducted to represent monthly, weekly, or daily variations of load, speed, and temperature to investigate 




















Figure 3.15 HS20-44 truck excess fuel consumption (L/100 km) due to pavement deflection under (a) weak 
and (b) strong pavement assumptions at a speed of 100 km/h with respect to annual mean air temperatures 
across the United States. 
3.8. Effect of Load, Temperature, and Speed 
Truck excess fuel consumption depends highly on the interaction axle load, pavement temperature, 
and vehicle speed. In realistic situations these factors vary significantly depending on season, month, day, 
and even hour of the day. To consider more realistic traffic operations, the hourly distributions of load, 
temperature, and speed and their effect on EFC were studied. Two sections from Tri-State-Toll highways 
(I-94 and I-294) at Chicago metropolitan area were selected for the case study. The sections consist of 
jointed plain concrete pavement (JPCP) and full depth AC, full depth hot-mix asphalt concrete (HMAC), 
pavements. For this analysis, a one-mile (1.6 km) HMAC section with 305 mm AC surface layer 
thickness was used. The material properties of the surface layer were assumed to be weak (Figure 3.3) 
with 300 mm base layer and 140 MPa subgrade modulus. Required load and speed information was 
obtained from 2014 weigh-in-motion (WIM) data collected and managed by the Illinois Tollway for 
northbound I-294 and Eastbound I-94 (Figure 3.16). The WIM database includes information such as 
vehicle class, speed, axle load and spacing and equivalent single-axle load (ESAL) for every vehicle that 




3.8.1. Application of Rolling Resistance Models 
The RSI model, presented in Chapter 2, and the SRR model, presented in this chapter, were 
implemented to study the effect of realistic operating conditions on fuel consumption. The analysis was 
performed for Year 2014 and selected sections from I-294 and I-94 highways. The RSI model uses speed 
IRI, structure information, temperature, and axle load as input. An IRI of 2.5 m/km was assumed for both 
sections with a baseline IRI of 1 m/km. The baseline IRI was used to calculate the effect of roughness on 
fuel consumption (excess fuel consumption). All other information was obtained from WIM data and 
explained in the following section. 
Single WIM records were used in this study to analyze the RR effect on fuel consumption. Vehicle 
classes were divided into passenger vehicle (PV), small, medium, and large truck categories according to 
the conversion table provided in Table 2.4. While all vehicle types were used to calculate the roughness 
effect, only medium and large trucks were used to calculate the deflection effect. Passenger car and small 
truck classes do not contribute significantly to deflection-induced EFC because of the relatively negligible 
gross weight. 
 
Figure 3.16 Map of Illinois Toll highway (Tollway) network and Tri-State-Toll highway (red). 
3.8.2. Analysis Resolution 
For realistic analysis of highway network, excess fuel consumption was calculated for each truck 
using the highway section and recorded at WIM stations. Alternatively, one could use hourly or daily 




Axle load distribution 
Analysis of WIM data shows that axle load distribution for trucks follows a Gaussian mixture 
distribution where two peaks show in the distribution, representing fully loaded (to destination) or empty 
(to origin) traveling trucks (Figure 3.17). Although mixture model can be used in simulations, recorded 
axle loads for each truck was used in this study for realistic considerations. 
 
Figure 3.17 Example daily gross weight and axle load distribution for large truck (Class 9) traveling on 
Highway I-94 in June 2014, Day 16. 
Investigating load distributions during different hours of the day did not show any notable change in 
load patterns, thus negating the possible assumption of trucks traveling full or empty during specific times 
of the day (night versus day).  
Average daily traffic (ADT) 
Figure 3.18 shows the monthly average daily traffic and truck percent for each section. Highway I-294 
carries higher traffic than I-94. Given that I-94 is located north of the greater Chicago area, most traffic 
diverges to local city access roads before continuing northbound and entering I-94 eastbound. It can also 
be noted that traffic count and truck percentages are following the same trend in both highway sections. 








(a)               (b) 
Figure 3.18 Average daily traffic (ADT) (a) and truck percentage (b) on interstate highway sections I-294 
and I-94. 
Investigating ADT in each month reveals that daily variances of ADT and truck percentage are high. 
Figure 3.19 shows an example daily fluctuation in ADT and truck percentage for February 2014. 
  
Figure 3.19 Example daily variations in ADT and truck percentage shown for February 2014. 
Speed distribution 
Hourly speed distributions for both highway sections were obtained from WIM data. Figure 3.20a 
depicts an example speed distribution for two highway sections. Generally, daytime speed is 10% lower 
than night time speed for I-294 section due to higher daily traffic volumes. AM and PM peak hours varied 
between 6 to 10 a.m. and 2 to 6 p.m., respectively. At some days no peak hours were observed. I-94 
section observed to be uncongested for most of the year. This is in line with the fact that I-94 eastbound 





































Surface temperatures were calculated for the Chicago O’Hare station using the ILLITHERM program 
developed by Sen and Roesler (2017). Although in-depth temperature profile can also be obtained using 
this program, only surface temperature was calculated and used in this study because the SRR model uses 
the surface temperature for energy calculations. Hourly, daily, and monthly surface temperature 
fluctuations were considered for the analysis. Figure 3.20b shows an example daily temperature variation 
for the cold and hot months of the year. 
 
(a)                (b)  
Figure 3.20 Example hourly distributions of (a) speed in June 2014 and (b) temperature in June and 
February 2014. 
3.8.3. Deflection-induced EFC 
Simulations were run for each medium and large truck, and deflection-induced EFC was calculated 
using the SRR model (Equation 3.10). A maximum AASHTO M-E deflection at baseline was obtained 
from the FEM cases which were run, previously during the model development process.  
Hourly EFC profile 
Figure 3.21 shows example hourly distribution of EFC for hot and cold days of the year for I-294 
section. It can be noted that maximum EFC per truck during the day can be as high as three times during 
the night. Also, EFC during a hot summer day can be as high as four times in a winter day. The shaded 
area in Figure 3.21 shows hours of the day when maximum EFC per truck occurred. EFC is proportional 
to temperature and inversely related to speed. In addition, total truck traffic also contributes significantly 
to making the total EFC during the day as high as five to six times the EFC during night time for all truck 






(a) Day 12, September, 2014         (b) Day 7, July, 2014 
Figure 3.21 Hourly distribution of EFC for I-294 section (shaded area shows when energy per truck is 
maximum). 
Seasonal EFC distribution 
Figure 3.22 shows seasonal variations in truck consumption for the two test sections. The vertical axis 
shows the frequency of trucks (medium and large) and the horizontal axis shows the deflection-induced 
EFC per truck. Given the shape of the distributions and passing the normality test after transforming to 
log scale, lognormal distributions were fitted to the frequency plots to obtain pertinent statistics. Each 
arrow shows the upper limit of the 95% confidence interval for the mean. It is noted that maximum EFC 
in summer can be as high as four times the maximum EFC in winter. Fall and spring seasons have similar 
distributions. Section I-294 demonstrated higher EFC values compared with the I-94 section because of 










Figure 3.22 Seasonal EFC per truck distribution for trucks for (a) I-94 and (b) I-294 sections. Arrows 
show upper limit of the 95% confidence interval for the mean. 
More detailed statistics including the mean and EFC ranges are provided in Table 3.8 for sections I-94 
and I-294 in different seasons. The estimated EFC from this study is within the range of reported values 
for flexible pavements by Harvey et al. (2016b), Table 3.8. Considering the range of variability in 
analysis assumptions and pavement structures, the comparison is only made in terms of average EFC 
ranges and variances. The estimated average EFC in this study is relatively lower than that reported by the 
Michigan State University (MSU) and Oregon State University (OSU) methods and higher than the 
average obtained by the MIT method. However, summer time EFC values are relatively higher. This is 
partly due to the thick pavement surface layer and weak structure assumptions for the sections in this 




and OSU methods, probably because of the larger number of sections simulated by Harvey et al. (2106b) 
(a total of eight flexible sections). 
Table 3.8 EFC due to Deflection Ranges for I-94 and I-294 Sections in Different Seasons (SRR model 
simulation) and comparison with various pavement cases in the literature (Harvey et al., 2016b) 
Average EFC due to deflection (simulation results) (mL/km/veh) 
Season Mean  95% confidence interval Range (min-max)  
I-94 I-294 I-94 I-294 I-94 I-294 
Winter  0.11 0.18 [0.04–0.29] [0.057–0.52] (0.02–1.11) (0.001–1.59)
Spring  0.22 0.31 [0.06–0.66] [0.095–1.01] (0.01–1.72) (0.005–2.31)
Summer  0.49 0.59 [0.11–0.9] [0.15–1.63] (0.51–2.23) (0.007–2.77)
Fall  0.24 0.34 [0.06–0.63] [0.08– 1.11] (0.03–2.06) (0.006–2.60)
AVERAGE 0.27 0.36     
STD 0.14 0.15     
Average EFC due to deflection (Harvey et al., 2016b) (mL/km/veh) 
 
 MIT  MSU  OSU  
Average (Flexible 
pavement) 
0.15  0.41  0.30  
STD 0.12  0.32  0.18  
 
Each seasonal category was further broken down into different truck classes. The results are tabulated 
in Table 3.9. The average percentages reported for EFC due to pavement deflection are between 0.14%-
0.49% and 0.16%-0.59% for medium and large trucks, respectively. Although the differences between 
medium and large truck categories do not seem significant, a two-sample t-test showed that there is a 
significant difference between the means of the two populations at a 5% significance level (p-value 
<0.05).  
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Comparison of SRR model with roughness effect 
For each vehicle type in the simulation, IRI based EFC was calculated using the Equation 2.13. An IRI 




was obtained from WIM data. Average EFC in terms of percent of total consumption is summarized in 
Table 3.10. The EFC due to IRI (EFCIRI) is relatively higher for I-94 section compared with that of I-294, 
because the percent passenger vehicle (PPV = 1- truck %) is higher for I-94 section compared with I-294 
section. As previously mentioned in Chapter 2, passenger vehicles are more sensitive to roughness change 
than trucks. Therefore, a higher percent passenger vehicle resulted in higher EFC due to roughness. It was 
also noted that roughness-based EFC is almost one order of magnitude higher than that of the structure-
induced EFC. While the average EFC due to IRI is between 2% to 4%, the average EFC due to structural 
response is between 0.07% and 0.27%. 
Table 3.10 Mean EFC due Pavement Roughness (EFCIRI) and Deflection (EFCdef) - % of Total Vehicle 




Truck (%) EFCIRI (%) EFCdef  (%) Truck (%) EFCIRI (%) EFCdef  (%) 
Winter 20 3.7 0.07 24 2.4 0.09 
Spring 19 3.8 0.12 22 2.6 0.16 
Summer 18 4.0 0.21 21 2.8 0.27 
Fall 19 4.0 0.14 22 2.6 0.17 
Average 19 3.9 0.14 22 2.6 0.17 
3.9. Summary 
A practical approach and model are presented to obtain realistic estimates of changes in vehicle fuel 
consumption as a result of pavement deflection. The model captures fundamental characteristics of 3-D 
pavement responses and resulting dissipation in 3-D under non-uniform truck tire contact stresses. Non-
uniform and 3-D representation of contact stresses were critical as the structural rolling resistance model 
derived from power of contact stresses. The model combines the accuracy and robustness of the energy-
based method, the complexity of realistic FE representation of pavements, and simplicity and availability 
of the AASHTO M-E design method.  
The form of the EFC model is consistent with the relationships between the fundamental potential 
energy (or external work done by contact stresses) and deformations for a viscoelastic system. The model 
was formulated using a quadratic form of displacements with the first order factors affecting the EFC as 
truck load, pavement temperature, and speed.  
One of the major contributions of the developed model stems from its seamless and direct 
implementation to any sustainability assessment analysis and tools considering structural response and 
RR of vehicles. The model takes structural response obtained from AASHTO M-E as input and translates 




facilitates implantation of the structural RR component of the pavement LCA use stage, which has been a 
challenging task to date.  
The developed model provides a practical way to estimate the effect of pavement structural response 
on the vehicle fuel consumption. The developed nonlinear model has a fitness value of 0.96 with RMSE 
of 5.65. In general, an extreme case analysis shows that the pavement structure effect on fuel 
consumption varies from 0.01% for a half-loaded truck traveling at high speed (115 km/h) and low 
temperature (0 ºC) to 6.5% for a fully loaded truck traveling at low speed (8 km/h) and elevated 
temperature (40 ºC). At typical operating conditions of 100 km/h highway speed, the HS20-44 truck 
would consume up to an additional 0.5% fuel due to pavement structural response of a viscoelastic thin 
pavement.  
Sensitivity analysis showed that excess fuel consumption of a given truck is highly nonlinear with 
speed and temperature and exponentially grows with decreasing speed and increasing temperature. The 
sensitivity of the model to different variables closely follows the results derived from more sophisticated 
FE results ensuring its reasonableness over a wide range of loading, temperature, and speed conditions. 
Therefore, the use of this model as a reliable relationship for assessing excess vehicle fuel consumption is 
promising. A comparison with the available literature confirms that the results obtained are within the 
reported range of studies. Currently, work is underway to expand the database needed to develop the 
regression based energy dissipation model with additional structures (concrete and overlays).   
In the next chapter, uncertainties associated with the developed RR models are discussed. Three 







CHAPTER 4:  MODEL UNCERTAINTY ANALYSIS OF THE LIFE-
CYCLE IMPACT ASSESSMENT 
4.1. Introduction 
International Standards Organization (ISO) 14040 and 14044 standards lay down a set of consistent 
rules and stages that needs to be followed to conduct an LCA. These phases include goal and scope 
definition, life-cycle inventory (LCI), life-cycle impact assessment (LCIA) and interpretation. LCA 
outputs can help in choosing the greenest design, product, or process among different alternatives. 
However, decision-making under product LCA can be difficult due to complexity of the LCA, which 
involves various data, inputs, processes, models and assumptions. Therefore, LCA is one of the areas 
where uncertainties exist in various forms and to high extent. It is crucial to identify, propagate and 
quantify these uncertainties throughout the LCA to assist decision-making under uncertainty.  
Uncertainty quantification (UQ) methods are mathematical methods to quantify and reduce structural 
or parametric model uncertainty, representing the true physics behind the problem. While LCI analysis 
commonly deals with simple quality measures or probability distributions, complex mathematical models 
are usually used in LCIA phase. Observational, measurement, or simulation-based data are usually 
collected and mathematical relationships are built to be used in impact assessment stage. Original data 
variability is thus transferred to the LCA output through these models. Model development process itself 
also introduces additional uncertainty to the system during model fitting process mainly by making 
assumptions about true physics behind the model. This is called model-form uncertainty. The output of a 
traditional model development process is usually single-value parameter estimates of the model and 
therefore the model is considered deterministic in predicting the impacts.  
Identifying and propagating uncertainties associated with mathematical models and quantifying non-
deterministic outputs is a necessary step in decision-making using life-cycle impacts of a product. There 
are abundant studies that attempted to identify sources of uncertainty and quantify them in LCA. Input 
parameter (LCI) uncertainty characterization, for example, is very well studied in the literature (Gregory 
et al., 2016, Guo and Murphy, 2012; Wei et al., 2014; Groen and Heijungs, 2017). Also, it has been 
successfully implemented in various LCA tools as recommended in technical standards ISO14040 and 
ISO14044 to improve the reliability of LCA. For example, Ecoinvent dataset or software like Gabi, 
SimaPro or CMCLA are capable of handling input uncertainty up to a certain point (Heijungs & 
Huijbregts, 2004; Lloyd & Ries, 2007). Groen et al. (2014) explored different parameter uncertainty 
analysis methods applicable in the LCI. They have discussed the application of Monte Carlo sampling, 




interval arithmetic using three case studies. They concluded that sampling method leads to more usable 
information compared to fuzzy interval arithmetic or analytical uncertainty propagation. Sensitivity and 
correlation analysis of the input parameters (LCI) also has been the focus of some recent studies (Guo and 
Murphy, 2012; Wei et al., 2014) 
Unlike input uncertainty and sensitivity analysis, model uncertainty has not been successfully utilized 
in LCA. This is partly because model uncertainty analysis is mathematically more challenging and simple 
probabilistic methods are not capable of appropriately handling this type of uncertainty. In addition, there 
are not unique rules or methods to follow.  
The ever-growing field of uncertainty quantification is quite promising by introducing new methods 
with strong mathematical foundation, capable of identifying various uncertainty sources and robustly 
quantify them. Some of the methods include interval analysis, sensitivity analysis, Bayesian inference, 
Gaussian process (GP), and polynomial chaos expansion methods (Guerine and Hami, 2016; 
Keshavarzzadeh et al., 2016; Kersaudy et al., 2015). The GP attempts to generate the posterior 
distribution of the original model rather than parameters; thus, it is effective in dealing with model-form 
uncertainty. Hence, GP has been successfully used in environmental studies (O’Hagan, 2012; Kennedy et 
al., 2006). Although mathematically well established, few studies can be found in LCA literature that 
used the aforementioned methods (e.g. Lo et al., 2005; Bisinella et al., 2016). Substantial effort is needed 
to implement these methods in real LCA analysis tools.   
Quantitative uncertainty analysis methods have been adopted in this study to serve as a guide for 
model uncertainty analysis of LCA impact assessment models. The goal is to address the uncertainty in 
three possible sources of a model, i.e. inputs, model parameters, and model-from independently (Figure 
4.1). Available uncertainty analysis methods are discussed and three data analytics approaches are 
proposed for each uncertainty source; 1- a method of interval analysis is used to investigate the input 
uncertainty. To propagate input variability through the system, machine learning is adopted using neural 
networks as a surrogate to replace the simulation software. Then, direct Monte Carlo sampling and 
indirect optimization methods are used to propagate the input variability. 2- Bayesian analysis is adopted 
to analyze the model parameter uncertainty, and 3- a model correction method is introduced to evaluate 
the model-form uncertainty. In this method, the model is corrected by adding discrepancy terms external 
and internal to the model. Internal and external discrepancy terms are a set of polynomial basis functions 
additive or multiplicative (or both) to the input processes and model. Unlike GP method that requires 
establishing mean, likelihood and covariance functions and their associated hyper-parameters, which 
makes its practicality challenging, model correction method requires only defining the type and order of 





Figure 4.1 Model uncertainty analysis in LCA framework. 
The methods presented in this study are explored in the simplest yet applicable form to provide 
relatively easy to implement foundation for tool development applications. Application of the methods is 
demonstrated using pavement the RSI model, developed in Chapter 2. A sensitivity analysis was also 
conducted to limit such influences and quantify the broader impact of each uncertainty source. 
The RSI model, presented in Chapter 2, is presented in Eq. 4.1 in mathematical notations: 
( ) ( ) 21 2 3 4 5 6Μ θ
θˆθ , En | θ IRI θ θ V θ IRI θ VVX = = + ´ + + ´ + ´ +             (4.1) 
where, 
Ên  = estimated excess energy consumption due to pavement roughens (kJ/km) 
V  = vehicle speed (km/h) 
IRI  = international roughness index (IRI) (m/km) 
1 6θ , ..., θ  = model parameters 
 
IRI is simply defined as the vertical response of a standard tire to roughness of the road and is 
calculated by dividing the vertical movement of the suspension system by the length covered. New 
pavement can have IRI value as low as 0.63 m/km and a rough road as high as 3.95 to 4.7 m/km. MOVES 
simulation-based data were used to fit the model. A total of 119 simulations were performed to obtain the 
data for model development (see Chapter 2 for simulation details). Four different sets of parameters were 
estimated for four different vehicle types: passenger car, small, medium and large trucks. The model is 
considered empirical because it is developed based on VSP equations combined with empirical 
relationship between energy and IRI.  
Equation 4.1 is used as an example of LCIA model throughout this study to illustrate the 
implementation of the proposed methods. As an important use stage contributor to the overall pavement 
LCA outputs, different uncertainty sources of the energy estimation model are evaluated to determine the 
output ranges and assess the model uncertainty impact on the overall energy and GHG emissions. Direct 




4.2. Model Uncertainty 
It is common to use mathematical models like linear or nonlinear regression models throughout 
different phases of LCA. Such models and processes are used in LCIA phase where energy or 
environmental impacts are evaluated as end- or mid-point outputs of the system. The output, or in 
statistical terms, the dependent variable ( ) is a function of inputs or independent variables ( ) and model 
parameters ( ) (Figure 4.2) 
 
Figure 4.2 Model uncertainty components. 
Each term in a statistical equation can be associated with a type of uncertainty. The input and 
parameter uncertainties are used usually interchangeably. However, to distinguish between the two types, 
the input uncertainty is specified as uncertainty associated with input and parameter uncertainty is 
specified as uncertainties associated with parameters of the model.  
Input uncertainties are direct measurement errors or variabilities inherent in each independent variable. 
These are individual independent variable uncertainties. Perhaps one of the primary fields of uncertainty 
analysis is identifying and propagating input uncertainties throughout the system. Simple probability 
distributions are commonly adopted to model these uncertainties. Random or systematic errors, human 
error, incompleteness or any type of variabilities can be sources of input uncertainty (Heijungs and 
Huijbregts, 2004; Lloyd and Ries, 2007). While input uncertainty can be used to address such 
variabilities, parameter uncertainty can be used to investigate the possible range of values for estimated 
model parameters.  
In LCA calculations, empirical models are common due to stochastic nature of the interactions 
between the product, human and the environment. Model-form or model-structure uncertainty is used to 
characterize and propagate this type of uncertainty throughout the system analysis. One of the major 
efforts in characterizing the model-form uncertainty was done by Kennedy and O’Hagan (2001). In their 
approach, the simulation model is corrected by adding a discrepancy term then both the simulation model 
and the discrepancy terms are parametrized by Gaussian processes.  
Considering various UQ methods available for each uncertainty source, three methods have been 




in developed LCA tools. Basic concepts as well as implementation details are described in the following 
sections. 
4.2.1. Interval Analysis of Input Uncertainty 
Interval analysis or interval arithmetic is a method of propagating input uncertainty within the system. 
In this analysis, it is assumed that only the upper and lower bounds of the parameters/inputs are known 
(interval) and no other statistics are available. Thus, each variable can be modeled as a uniform 
distribution between two upper and lower bounds. Along with traditional arithmetic interval operations, 
Monte Carlo simulations, convex methods, perturbation methods and some other techniques have been 
adopted to analyze systems with interval parameters (Qiu and Wang, 2005; Wang and Huang, 2016). 
Among these methods, optimization methods are used to maximize the output range with exploring 
possible combination of the input values within interval bounds. On the other hand, direct methods, like 
sampling techniques, evaluate the output range by generating random inputs from the input interval and 
calculating the corresponding responses (Figure 4.3). It should be noted that, although a uniform 
distribution is used for input interval, no specific distribution or structure should be assumed for the 
output. 
 
Figure 4.3 Direct sampling (shown as 1) and indirect optimization (shown as 2) methods for interval 
analysis of the input uncertainty. 
In direct method, sampling techniques like Monte Carlo is used to randomly generate inputs. Then, 
analysis is carried out to determine the maximum range of the output. On the other hand, in the 
optimization method, the maximum output range and associated input domain range (decision variables) 
are found by starting with arbitrary input values and iteratively exploring the input range to converge to 
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where, mX̂ , nX̂  are the maximum and minimum value of decision variables at solution.  
Optimization and sampling methods usually require thousands or tens of thousands of iterations which 
make it computationally expensive or even impossible to use the original simulation package. Usually it 
is convenient to replace the real system or time-consuming simulations with simple yet accurate 
mathematical models, also called surrogate models. Although using surrogate introduces a new model-
form uncertainty (to be discussed later), any form of linear or nonlinear model can be used as surrogate, 
given its accuracy is tested and validated. 
To conduct input uncertainty analysis using direct sampling or optimization, thousands of simulations 
need to be run using the original software package MOVES. However, this is nearly impossible. At first it 
may seem a viable substitution to use energy estimation model presented in the form of Equation 4.1. 
However, given the objective of this study to assess the uncertainties associated with this model, and 
empirical nature of the model, it cannot be used for this purpose. Instead, a machine learning approach 
was employed to build a surrogate model using the original data that was used to develop the energy 
model (O'Hagan, 2012; Castelletti et al., 2012). An artificial neural network (ANN) surrogate model was 
trained and tested to replace the simulation package. Separate ANN models were developed for each 
vehicle type. ANN has shown to be an efficient and robust surrogate modeling method for problems with 
limited or uncertain data (Ziyadi and Al-Qadi, 2016). All trained models had goodness of fit values 
greater than 0.98 and RMSE values less than 0.5%, thus highly accurate as surrogate model within the 
input ranges. 
4.2.2. Bayesian Analysis of Parameter Uncertainty 
Bayesian inference lays out a mathematical basis to incorporate prior knowledge with observation. In 
Bayesian data analytics, uncertainty about the unknown parameters is quantified using probability theory 
so that the unknown parameters are regarded as random variables. In Bayesian terminology probability of 
parameters (θ ) given some observation ( y ) can be written as in Equation 4.3. The denominator is the 
marginal likelihood, a scaling parameter ensuring sum of the probability density function (PDF) equals to 
one. However, giving the difficulty in calculating the marginal likelihood, statistics about the posterior 
distribution of the unknown parameters (like mean and standard deviation) can still be determined by 
compromising between the likelihood and prior knowledge. 
      
p y θ p θ
p θ y Posterior  Likelihood × Prior
p y

               (4.3) 
In this study, Bayesian inference was adopted to determine the posterior distribution of model 




value ( En ) with some uncertainty ( Ênε ) around it. Where, true energy is obtained using the energy 
estimation model  Μ θ ,X  (Equation 4.1). 
 20ˆ ˆEn EnÊn En ε N ,σ    
 ΜEn θ , X                            (4.4) 
Using Bayesian notation, the following relationship can be written: 
          
ˆp En|θ , p θ




X                 (4.5) 
where,  ˆp En |θ ,X  is the likelihood defined as Gaussian distribution with mean given by Equation 4.3: 
    Μ Ênˆ ˆp En |θ , N En θ , ,εX X                     (4.6) 
and,  p θ  is the prior. Assuming unknown priors, uniform distribution can be used for parameters: 
   m Mp θ U θ θ ,θ                          (4.7) 
Applying the Bayesian method to the current example case of energy model, posterior can be written 
as the product of PDF of the energy estimation model (likelihood) and initial parameter estimates (prior): 
      2Μ k kiˆi i k m MEn
i k
ˆ ˆPDF θ | En PDF En θ , ,σ . PDF θ θ ,θ X             (4.8) 
It is usually convenient to solve the log of the posterior.    
      2Μ k kiˆi i k m MEn
i k
ˆ ˆlog P θ | En log P En θ , ,σ log P θ θ ,θ  X           (4.9) 
The first term in the RHS of the posterior equation is the probability of the measured energy 
(observational data) given a true mean (  Μ θ ,X ) and uncertainty in the measurements characterized by 
standard deviation ( 2
Ên
σ ). The last term is used to define the prior knowledge about the model 
parameters. In Bayesian data analytics, although posterior distribution is analytically intractable, sampling 
techniques are used to estimate the posterior distribution and to derive statistics such as mean, median, 
standard deviation, etc. (Tabatabaee and Ziyadi, 2013).  
The state of the prior knowledge has a significant effect on the posterior. In the case of informed 
priors, usually the model parameters are known a priori. Prior knowledge about the model parameters is 
assumed to be unknown or limited knowledge is available (uninformed priors). Only a range of possible 
parameter values is determined using linear regression and therefore uniform distribution is used for the 
priors. Although this may increase time to convergence of the solution, it assures exploring a wide range 




4.2.3. Model Correction Method  
Unlike traditional method of model-form uncertainty introduced by Kennedy and O’Hagan (2001), in 
model correction approach, introduced by He and Xiu (2016), the model is corrected by adding 
discrepancy terms external and internal to the model. Then the physical constraints, to be satisfied due to 
the physics behind the problem are incorporated. Internal and external discrepancy terms are a set of 
polynomial basis functions additive or multiplicative (or both) to the input processes  ρ x  and model 
  f θ,ρ x , respectively. Although in other methods like Bayesian method no underlying structure is 
assumed for the error term, in the model-correction method the underlying structure of the error term 
depends on the choice of polynomial function. However, the adverse effects of this assumption can be 
eliminated using physical constraints to be satisfied (He and Xiu, 2016). While external model correction 
is the most widely used method, mixed type model correction uses both internal and external correction 
terms. Further details of the methods can be found in the work of He and Xiu (2016). Mixed type additive 
external and internal correction method is adopted and used in this study.  
The internal correction    iδ x  is introduced to the internal process of the model  ρ x  (in this case 
directly to the inputs) and external correction    eδ x  to the model   En f θ,ρ x  and seek to construct 
corrected model f̂  such that it is a better approximation of the observational data.  
     iρ x x δ x   
      ef̂ f θ,ρ x δ x                         (4.10) 
where, θ is the simulation-based model parameters. 
Let δS be a linear space from which the correction δ is constructed. Let  δ δdim S n and ( 1 nb ,...,b ) be a 
set of bases for δS . Then  δ x is expressed as follows: 





δ x α b x

                          (4.11) 
where, index i is the dimensions of the problem (number of variables). The corrected model then can be 
expressed to explicitly include the coefficientsα of the correction function δ . 
   1 δ
T
n
ˆŷ f x;α , α α ,...,α                                  (4.12) 
where, ŷ is the corrected simulation-based model. Assuming y as the observational data and a set of 





    †
α
ˆ ˆα arg min y y α , subject to C y α                  (4.13) 
One simplification of this method is the removal of the constraints. However, removal of the 
constraint poses the problem of altering certain important physical properties of the underlying problem. 
Thus, unconstrained method should only be applied where the model is not physically bounded in the 
domain and range of the function. The energy calculation model in this study is assumed to fall in this 
category and can be framed as an unconstraint optimization problem. The difference between the 
corrected model output ( f̂ ) and simulation based model ( f ) can be sought as the uncertainty of the 
energy output explicitly due to model uncertainty. 
According to Xiu & Karniadakis (2003), certain orthogonal polynomial bases give optimal 
convergence to the solution. For example, Hermite polynomials are optimal for Gaussian distributions 
and Legendre polynomials for uniform distributions. It is important to note that model correction method 
does not directly yield in uncertainty measures about the original function such as standard deviation, but 
rather yields the corrected estimation of the output. Nevertheless, the variance between the original and 
corrected model is a quantified error representing the model-form uncertainty. 
4.3. Implementation 
Using the methodologies presented in this study, three uncertainty sources of the energy model for 
pavement LCA use stage were analyzed. Uncertainty of the energy consumption and GHG emissions for 
an example section from the Toll highway network at Chicago metropolitan area was calculated. GHG 
directly contributes to the overall GWP of the pavement. Direct conversion from fuel was used to 
calculate the GWP from energy, as specified by (EPA, 2013). 
4.3.1. Section Information 
Toll highway network located at northern Illinois, Chicago metropolitan area consists of more than 
3,500 lane-km of high and low volume roads. The network was divided into 93 sections based on mile 
posts where each section has unique characteristics in terms of pavement type, maintenance and 
rehabilitation schedule and traffic information. 5.5 km of the Jane Addams Memorial I-90/I-39 highway 
was selected in this analysis. The section is a 3-lane, 305 mm full depth AC pavement. Pavement IRI date 
were obtained from historic network level data, collected and maintained by Illinois Tollway authority, 
and used to calculate the life-cycle impacts. General network as well as section specific information was 
collected from related authorities. Assumption were made where necessary. Table 4.1 summarizes some 




4.3.2. Uncertainty Results and Analysis 
A 50-year analysis period was chosen to quantify uncertainty in the energy consumption and GWP of 
the pavement LCA use stage subject to model uncertainty. Three uncertainty sources of the energy model 
were quantified and GWP was calculated accordingly. Figures 4a to 4d show the summary of the yearly 
GWP ranges due to input uncertainty (using Monte Carlo and optimization techniques), model parameter 
uncertainty, and model-form uncertainty, respectively. Each drop in the curve indicates that an overlay is 
applied because of a scheduled maintenance and rehabilitation (M&R) activity and pavement roughness is 
improved. Meaning, pavement becomes smoother after rehabilitation and therefore less fuel is consumed 
due to improved pavement-vehicle interaction and thus less GHG emitted to the environment. 
Table 4.1 Assumptions for the Current AC Study Section 
Parameter Network Level Quantity or Assumption 
Traffic 
 24,000 Average daily traffic (ADT), and 23% truck traffic. Collected from 2015 
Traffic data report (CDM Smith, 2015).  
 Truck composition according to weigh-in-motion (WIM) data (Years 2012 and 2014, 
Jan, Feb and Apr months) 90% large, 9% medium and 1% small truck, were observed for 
this section. 
 Truck classification and conversion between different systems can be found in (Ziyadi 
et al., 2017) 
Speed 
 Speed distributions obtained from 2015 traffic data report 
(CDM Smith, 2015).  
 AM (6-8 am) and PM (4-6 pm) peak and off peak speed 
variations were considered. 
 Percent of section congested during the AM and PM peak 
hours were considered. 
 
 
(Picture showing an example speed distribution for one 
weekday) 
IRI 
 Initial IRI values of 0.87 m/km averaged from historic Tollway data were used. 
 Section specific IRI data collected from network-level historic data. 
 When M&R is applied, it is assumed pavement IRI will reset to the initial IRI value 
after construction. 
 Projected future M&R schedules obtained from Tollway authority.  
Input uncertainty 
An interval analysis using both Monte Carlo sampling and nonlinear optimization method was 
conducted on the example pavement section over the analysis period. Then, yearly uncertainty interval 
band for energy and GHG emissions due to input uncertainty was obtained. According to the energy 
equation (Equation 4.1) inputs of the model include IRI and speed. Lower and upper bounds of the 
distributions for the inputs were selected based on the information collected from the network for each 




show yearly increase in the GHG emissions and corresponding interval bands, respectively, for direct 
Monte Carlo (MC) and indirect optimization methods. According to the results, it was observed that input 
uncertainty can make up to 50% variation in the LCA energy and resulting GWP outputs using Monte 
Carlo or optimization methods. In high sampling numbers (more than 1000), MC method converges to the 
optimization solution. However, computational time comparison showed that optimization method is 2.5 
times faster than MC method (36.5 sec for MC method versus 14.4 sec for optimization method). This 
can be significant in network-level analysis. 
 
  (a) Input uncertainty - Monte Carlo     (b) Input uncertainty - optimization 
 
(c) Model parameter uncertainty        (d) Model-form uncertainty 
 Figure 4.4 Summary of the output interval from various model uncertainty sources. 
Model parameter uncertainty 
Bayesian inference according to Equation 4.8 was implemented to assess parameter uncertainty. 5000 
Monte Carlo simulations were run and posterior distribution was obtained for each parameter of the 




Markov Chain Monte Carlo (MCMC) method that samples from a distribution with an arbitrary density 
function. In this method, dependent samples are generated form a Markovian sequence whose stationary 
distribution is the target distribution. No proposal distribution or marginal likelihood are needed in this 
method. Steps in implementing this method include generating random samples from the posterior 
distribution, analyzing output sampler, and making inference about the model parameters.  
Figure 4.5a shows the raw sampler output. The raw trace needs to be checked for issues such as 
convergence and mixing before posterior distribution can be plotted. However, since the prior is assumed 
to be uniform, convergence or autocorrelation would not be an issue because no underlying distribution is 
assumed for the posterior. The high frequency of some parameters and low frequency of others can be an 
indication of autocorrelation. Smoothing the original trace is one way to visually investigate 
autocorrelation and convergence and reduce storage requirements. Trace plot using moving average over 
a window size of 50 iterations is shown in Figure 4.5b. No apparent autocorrelation can be seen from 
smoothed plots. Nevertheless, although one could still compute the mean from the autocorrelated 
samples, sampler output will be used directly in this study. Figure 4.6 shows the final posterior histogram 
plot of the model parameters for passenger car energy estimation model. The red bars on the figures show 
the original model parameter estimates from regression modeling. The posterior is a compromise between 
the prior and observational (simulation) data. It is apparent that most of the parameters converged and 
while normal distributions can be fitted to each parameter, individual samples will be used in this study 
due to the uniform distribution assumption for priors. 
 
(a)            (b) 





Figure 4.6 Posterior distribution for model parameters using Bayesian inference. 
One thousand samples from the pool of the sampler output were randomly selected and used in the 
energy equation to evaluate the energy consumption and resulting GWP of the example case study. It 
should be noted that the six randomly selected parameter values are not independently drawn samples but 
rather each time a set of six parameter values were randomly selected from the posteriors. This is because 
all six posteriors are evaluated at the same time using Equation 4.8, and the resultant posteriors are 
obtained simultaneously.  
Figure 4.4c shows the 95% confidence bounds around the mean GWP. The results indicate that the 
total GWP range due to parameter uncertainty can vary as much 28%, lower than input uncertainty. 
Model-form uncertainty 
Model correction method with additive internal and external correction was implemented. Assuming 
normal distribution for model parameters, Hermite basis function was used for both internal and external 
terms. Hermite polynomials are defined by the following recursion formula:
           0 1 1 1 2 2 1 2 1 2H , , H ,x x, H n,x xH n ,x n H n ,x               (4.14) 
A second order Hermite function with two dimensions (equivalent to the size of input variables) for 
each internal and external correction terms according to Equation 4.10 was defined as follows:  
       1 2 2i i( i ) ( e )i i i
i




The number of basis functions ( n ) was identified using the trial-and-error process. Given the low 
dimensionality of the problem, a second-order polynomial was enough to reach an acceptable level of 
accuracy. Internal and external correction coefficients (  iα ,  eα ) were obtained by solving the 
optimization problem shown in Equation 4.13. The results are summarized in Table 4.2. From R-squared 
values, it is apparent that the corrected model has slightly improved the model accuracy.  
Table 4.2 Internal and External Model Correction Coefficients and Model Performance Comparison 
Energy Model 





( i )α  
2
( i )α  
1
( e )α  
2
( e )α  
Passenger Car 0.028 0.166 -3.015 -15.00 0.9574 0.9983 
Small Truck 0.013 -0.539 -4.113 31.68 0.9908 0.9976 
Medium Truck 0.018 -1.668 -8.053 115.80 0.9794 0.9977 
Large Truck 0.079 0.093 -15.377 -27.60 0.9743 0.9872 
 
The corrected model was used to evaluate the energy and GWP of the example case study. Figure 4.4d 
shows the yearly GWP range using the original and corrected models. It is observed that 8.5% variation in 
GWP is due to the model-form uncertainty. 
It is apparent that input uncertainty has the highest effect on the output uncertainty whereas model-
form uncertainty has the lowest impact. This is because inputs to the model have direct impact on the 
outcome. Moreover, when the original model is highly accurate, the correction method does not improve 
the overall accuracy of the model significantly and thus lower uncertainty range achieved from model-
form uncertainty analysis.  
4.3.3. Sensitivity Analysis 
The results presented in the previous sections are dependent on some critical assumptions which 
directly affect the outcome of the uncertainty analysis. Therefore, a sensitivity analysis was conducted to 
investigate the effect of these assumptions on the uncertainty results. Unlike parameter uncertainty, input 
and model-form uncertainties are dealing with more deterministic assumptions, e.g. input interval and 
original model precision. 
One-at-a-time (OAT) sensitivity analysis was conducted to assess the GWP output range for different 
input interval ranges. In this method, each variable is changed from its minimum to maximum at a time 
using a specified number of steps while other inputs are set at their median or mean values. The variance 
of the output to input variance can be a measure of the sensitivity of the output to the input.  Using the 
OAT concept, sensitivity analysis was conducted on the interval band. Input interval was changed from 
±5% to ±20% separately for both IRI and speed, respectively. Figure 4.7 shows the sensitivity of the 






Figure 4.7 Sensitivity of the GWP to input interval bands. 
It is noted that with the increased input uncertainty from ±5% to ±20%, GWP interval varies from 
10% to 30% due to speed and from 20% to 80% due to IRI. It is apparent that GWP output is more 
sensitive to IRI than speed.  
Analysis was conducted to investigate sensitivity of the model-form uncertainty on the original model 
accuracy. A hypothetic case was considered where it was assumed the original model could be developed 
based on various data sources and qualities. Monte Carlo method was used to generate random parameter 
values from sampler output obtained from Bayesian analysis. This would allow to generate various model 
parameter values that can represent various model precisions. The random parameter values were 
generated within 95% reliability range of the parameter estimate means (assuming normal distribution for 
parameters). Each set of randomly generated parameter values then were used to generate new correction 
terms using the model-correction method and calculate the GWP output range. Figure 4.8 shows the GWP 
range due to various precision level of the original model. Results show that, depending on the precision 
of original model, the model-form based uncertainty may vary from 8.5% to 180%. This is a greater range 
than the other two modes of uncertainty. Therefore, model-form uncertainty may play a key role in 
determining the output range depending on the original model precision. 
In summary implementation of the methods is as follows: 
 Input uncertainty; assume uniform distribution to the inputs with intervals obtained either from 
data or expert elicitation, the later presented by O’Hagan (2012). Depending on the surrogate 
(emulator) model, a direct Monte Carlo or optimization method can be implemented to 
propagate uncertainties. It should be noted that implementing optimization can be more 




statistical model, provided that accurately approximates the system can be used (Uusitalo, 
2015).  
 Implement the posterior function provided in Equation 4.8 to evaluate the parameter 
uncertainty and obtain parameters distributions. Consequently, propagate these distributions 
within the model using MC sampling. 
 Given the underlying distribution of the parameters and model and dimensionality of the 
problem, select appropriate polynomial function and implement the internal, external or both 
internal and external correction methods.  
 Report the LCA output in terms of prediction range or percentages for each source 
independently. 
 
Figure 4.8 Output sensitivity to various model-form uncertainty assumptions. 
4.4. Discussion 
It should be noted that the three uncertainty sources of a model i.e. input, parameter and model-form, 
are characterized independently in this study. However, these sources are essentially interdependent. 
Input uncertainty would be captured in parameter uncertainty and both input and parameter uncertainties 
can be captured along with model-form uncertainties. Thus, independent analysis such as the ones 
implemented herein are non-additive. More sophisticated methods can be used to consider all uncertainty 
types. These methods usually employ a combination of statistical function-form uncertainty quantification 
methods (e.g. Gaussian process or polynomial chaos expansion) along with Bayesian inference to 
estimate the hyper-parameters (Bayarri et al., 2007; Xiu and Karniadakis, 2002). In addition, there are 
many functions and hyperparameters that need to be established prior to implementation. The approach 





To consider input uncertainties while assessing the model parameter distributions, Bayesian inference 
may be adopted as shown in this study, in addition to other several applications (Kavetski et al. 2006; 
Kennedy and O’Hagan, 2001; Uusitalo, 2015; Huard & Mailhot, 2006). Here, the mathematical 
calculations of considering all sources of uncertainty are set using the Bayesian mathematics. Further 
implementation will be discussed in a future study. 
Assuming a random input error with mean zero ( xε ) as well as model error ( Mε ) and following 





ˆInput : x x ε , x
ˆOutput : En En ε






                      (4.16) 
where, x , En , and θ are true inputs, outputs and parameters, respectively. Combining output and model-
form uncertainties will yield: 
 Μ δˆOutput : En θ , ε X                       (4.17) 
where, ˆδ MEnε ε ε   is the combined output error. 
Incorporating such uncertainties into the Bayesian framework would yield in the following form of 
posterior: 
              
ˆ ˆp En|θ ,x,En p x | x p θ
ˆ ˆˆ ˆp θ | x,En,En p En|θ ,x,En p x | x p θ
ˆˆp x,En
        
 (4.18) 
where,  ˆp En |θ ,x,En  is the likelihood considering combined output and model-form uncertainties: 
    Μ δˆ ˆp En |θ ,x,En N En θ , ,εX                    (4.19) 
Given that    x xˆ ˆN x x,ε N x x,ε , parameter posterior can be obtained by numerically solving the 
following equation: 
        Μ i j k ki i δ j j x k m M
i j k
ˆ ˆˆ ˆPDF θ | x,En,En PDF En θ , ,ε PDF x x ,ε PDF θ θ ,θ    X   (4.20) 
Treatment of the input, output and model-form uncertainties in parameter estimation comes at a cost: 
increased dimensionally of the problem and hence the problem becomes computationally expensive. 
Moreover, large input and prior domain assumptions can make the usefulness of the methodology 





Application of mathematical models in LCIA phase is common in LCA studies. Mathematical 
relationships are used as assessment models that calculate energy or environmental impacts of a product. 
Uncertainties associated with these models were identified and robust methods to quantify and prorogate 
them were proposed. Three uncertainty sources of a mathematical model, i.e. input, parameter 
(differentiated from input in this study) and model-form uncertainty were studied independently. The 
model uses vehicle speed and IRI as inputs to calculate the energy consumption of the vehicle. A 5.5 km 
stretch of AC pavement section in Chicago area was selected as the case study. 
 Interval analysis was used to study the input uncertainty. Direct Monte Carlo sampling and indirect 
optimization methods were used to propagate input uncertainties. Parameter uncertainty was propagated 
using Bayesian inference. Slice sampling method was used to evaluate the posterior distribution and 
obtain the parameters distributions. Finally, a recently introduced model correction method was used to 
investigate the model-form uncertainty. In this method, the model is corrected by adding external or 
internal discrepancy terms to the model. Assuming normal distribution for model parameters Hermite 
basis function was used for both internal and external terms. 
Global warming potential (GWP) output of the system was used as a mid-point impact assessment 
measure calculated directly from consumed fuel. The results showed that, for the given input ranges and 
assumptions (±10% interval), obtained from network and section-specific historic data, input uncertainty 
has the highest impact with 50%. For parameter uncertainty quantification using Bayesian methods, 
uniform distribution was assumed for parameter priors with sufficiently wide interval ranges. Obtained 
GWP 95% reliability range showed that parameter uncertainty can cause up to 28% variation in the LCA 
output. Finally, model correction results showed that with the current energy estimation model precision, 
there is only 8.5% uncertainty around model output.  
A sensitivity analysis was conducted to evaluate the effect of each assumption on the overall GWP 
outputs of the model. Interval analysis with input interval of ±5% to ±20% showed that model sensitivity 
to IRI is higher than speed with up to 80% variation in the GWP output. A sensitivity analysis of the 
model-form uncertainty to original model accuracy, showed that with less accurate models, model-form 
uncertainty can cause up to 180% variation in the GWP output. Although this is a hypothetical analysis, it 
clearly indicates the importance of the accuracy of the impact assessment models or any surrogate or 
emulator model intended to replace the real or simulation-based data or system. 
It is concluded that simple yet reliable methods are needed for UQ applications in any LCA tool 
development and implementation. Robust methods are proposed for quantitative model uncertainty 





CHAPTER 5:  CONCLUSIONS AND FUTURE WORK 
5.1. Summary 
A pavement life cycle consists of the material production and acquisition, construction, maintenance and 
rehabilitation, use and, end-of-life stages. As a long-lived system, the use stage contributes significantly 
to the overall pavement life-cycle assessment (LCA). Pavement-related rolling resistance (RR), due to 
surface characteristics (smoothness and texture) and structural response, impacts vehicle’s consumption 
of fuel and is accounted for in the use stage of pavement LCA. Hence, for establishing an accurate 
sustainability assessment for different pavement types, vehicles fuel consumption and environmental 
impacts, due pavement–vehicle interactions (PVI), should be quantified. This research introduced two 
models to predict RR; an analytical roughness–speed impact (RSI) model to evaluate the pavement 
roughness-related energy consumption and environmental impacts for different classes of vehicles, and a 
regression-based structural-induced RR (SRR) model to correlate the structural responsiveness of 
pavement to its dissipated power and excess vehicle fuel consumption. The developed RSI model is based 
on the analytical vehicle-specific power (VSP) models and considers the changes in the roughness profile 
of roadways, in terms of international roughness index (IRI), and vehicle operating conditions, in terms of 
vehicle speed and efficiency increase over time. The proposed SRR model combines the accuracy and 
robustness of the energy-based method, the complexity of realistic finite element (FE) representation of 
pavements, and simplicity and availability of the AASHTO M-E design method. The model takes 
structural response obtained from AASHTO M-E as input and translates it to excess energy consumption 
under the desired loading and environmental conditions. The SRR model was formulated using a 
quadratic form of deformations with the first order factors, including truck loading, pavement 
temperature, and speed. Three possible uncertainty sources that may affect the models, i.e. input 
variability, model parameter, and model-form were successfully used in this study. The findings and 
conclusions of this study are presented, respectively, in the following two sections. 
5.2. Findings 
The following summarizes the findings of this research: 
 The developed RSI model is based on the analytical VSP models and considers the changes in the 
roughness profile of roadways – in terms of IRI – and vehicle operating conditions in terms of 
vehicle speed and efficiency increase over time. 
 According to the developed RSI model results, depending on the initial IRI value, one unit 
change of IRI (1 m/km) results in an average increase in fuel consumption of 3% and 2%, 




 Heavier trucks are less sensitive to IRI change; one unit change in IRI results in 2% and 1% 
increase, respectively, in fuel consumption of heavy truck at high and low speeds. 
 Using a highway section with network- and project-level information, the results from the RSI 
model for an analysis period of 35 years suggest that vehicle efficiency accounts for about 27% of 
the potential total energy savings, up to 7% of which are related to pavement roughness. 
 The developed SRR nonlinear model has a goodness-of-fit value of 0.96 with RMSE of 5.65. The 
SRR model captures fundamental characteristics of 3-D pavement responses and resulting 
dissipation under non-uniform truck tire contact stresses. 
 In general, an extreme case analysis shows that the pavement structure effect on fuel consumption 
varies from 0.03% for a half-loaded truck traveling at high speed (115 km/h) and low temperature 
(0 ºC) to 6.5% for a fully loaded truck traveling at low speed (8 km/h) and elevated temperature 
(40 ºC).  
 At typical operating conditions of 100 km/h highway speed, the HS20-44 truck would consume 
up to an additional 0.5% fuel due to pavement structural response of a thin pavement.  
 Three uncertainty sources of mathematical models used in life-cycle impact assessment (LCIA) 
phase, i.e. input, parameter (differentiated from input in this study) and model-form uncertainty 
were studied independently. Interval analysis was utilized to study the input uncertainty. Direct 
Monte Carlo sampling and indirect optimization methods were used to propagate input 
uncertainties. Parameter uncertainty was propagated using Bayesian inference. Slice sampling 
method was used to evaluate the posterior distribution and obtain the parameters distributions.  
 Results showed that for given input ranges and assumptions (±10% interval), input 
uncertainty may impact results by 50%. For a 95% reliability range of global warming 
potential (GWP), parameter uncertainty may results in up to 28% variation in the LCA 
output.  
 For input interval ranging from ±5% to ±20%, the model sensitivity to IRI is higher than 
that to speed. Up to 80% variation in the GWP output was found to be due to IRI.  
 RSI model-form uncertainty can cause up to 180% variation in the GWP output, 
depending on the accuracy of the original model. 
5.3. Conclusions 
The conclusions of this study are summarized as follows:  
 Two new models related to pavement LCA’s use stage were developed: RSI and SRR, related to 




 The RSI model shows that pavement roughness effect (in terms of IRI) on passenger vehicles is 
more significant compared to large trucks, especially at relatively high speeds. Small and medium 
trucks are even less sensitive to roughness change and speed compared to large trucks. 
 Depending on the agency policies to minimize cost and emissions, optimal roughness levels can 
be determined. Hence, pavement roughness management at the network level can be adopted for 
short-term energy and emission savings policies. 
 the SRR model shows that truck consumption due to pavement structure can vary widely 
depending on vehicle and pavement characteristics. Pavement structure affects heavy truck fuel 
consumption; especially in hot climates and at low-volume roads. 
 Uncertainties related to pavement LCA models has paramount importance in reliable and risk-
aware decision-making. Similar to input, model uncertainty can have significant impact on the 
LCA outcome and should not be overlooked.  
 Sensitivity analysis shows that pavement roughness prediction models have paramount 
importance for accurate, long-term energy and emission estimations related to pavement. 
5.4. Recommendations for Future Work 
The developed models in this research are intended for pavement LCA applications, particularly use-
stage. The followings provide suggested directions for future research to complete current effort in 
addressing some of the challenges in pavement LCA: 
 The proposed RSI and SRR models need to be expanded to include other environmental impact 
categories characterized by EPA’s TRACI method, such as ozone depletion and fossil fuel 
depletion. 
 More field measurements are needed to further validate the results of the developed RSI and SRR 
models. This includes a wider range of pavement material properties, structures, and surface 
characteristics. 
 Given the sensitivity of the RSI model to IRI and speed, it is crucial to develop accurate IRI 
prediction models as well as consider realistic vehicle operating scenarios.  
 Implementing quantitative methods to analyze uncertainties of LCA models is required for 
comprehensive evaluations of LCA outcome. 
 A single approach that combines all three uncertainty sources of a mathematical model needs to 
be considered for pavement LCA and should be expanded to other components of the use-stage, 
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APPENDIX A: STRUCTURAL ROLLING RESISTANCE: THEORETICAL 
BACKGROUND1 
This Appendix includes details about the theoretical background of developing a structural rolling 
resistance model and finite element (FE) representation of pavement structures.  
A.1. Theoretical Background 
The theoretical approach developed by Chupin et al., (2013) is adopted in this study and implemented 
in FE modeling. FE simulations solve the pavements response in a fixed frame and obtain the rolling 
resistance force. The methodology is described in the following sub-section. A 3-D FE representation of a 
low-volume pavement structure with different material properties is also presented and can be found 
elsewhere (Shakiba et al., 2016a).  
A.1.1. Structure-induced Rolling Resistance 
According to Equation 3.3, the power dissipation in a tire resulting from pavement structural response 
is calculated using the power of contact forces. Chupin et al. (2013) used this framework and solved the 
pavements response in a moving frame to obtain the dissipated power within pavements. In this study, 
Chupin’s approach is adopted, but FE simulation and pavements rate- and history-dependent response 
were used in a fixed frame to obtain the dissipated power within pavements under a steady-state moving 
load.  
The response of asphalt concrete as a viscoelastic material relies on the rate and history of the applied 
load and temperature. Hence, when a wheel moves on pavement, its response changes with time as 
pavement points experience different histories of loading. However, in the case of a vehicle moving on 
pavement with a constant speed, each point of the pavement experiences the same loading rate and history 
after a specific distance/time, as shown in Figure A.1. To explain this, let’s assume that point A is a point 
on pavement surface far enough from the start point of a moving vehicle. Point A begins experiencing 
stress and strain when the tire is at distance x, t=t0. Point A experiences a maximum amount of stress 
when the tire passes, t=tA. After that, the stress decreases at this point until the tire becomes far enough 
and the stress becomes zero again, t=tn. Point A starts to deform once it experiences the stress. The strain 
at this point increases as load becomes closer (t0 < t < tA). According to Flugge (3), the strain may increase 
at one point even after the load passes the point in a viscoelastic media because of a lag in response and, 
                                                     
1 This work has been published as “Mechanics based model for predicting structure-induced rolling resistance (SRR) of the 
tire-pavement system” in the Journal of Mechanics of Time-Dependent Materials 20(4), 579-600. The authors of this work 





therefore, the load moves uphill. Therefore, the strain may increase at point A after the load passes. 
Finally, when the load passes far enough and the stress is reduced to zero, the strain at A starts recovering 
(t > tn). Therefore, every point on the surface of pavement experiences the same loading rate and 
deformation history when a vehicle moves with a constant speed for linear viscoelastic material. All 
points have the same amount of strain when the tire load is directly applied on them and the load applies 
with the same rate under steady movement. Hence, the rate of external work done on the pavement is 
constant, or the external work changes linearly when a vehicle moves with a constant speed on pavement. 
Therefore in this study, Equations 3.1 and 3.3 were used to calculate the dissipated power and the 
corresponding rolling resistance force. Based on FE simulations of vehicular load moving on pavement, 
the power of contact forces on pavements was obtained, which is the rate of external work done on the 
pavement.  
 
Figure A.1 Stress and strain response of points on the surface of pavement under a moving load. 
A.1.2. Finite Element Representation of Pavement Structure 
The pavement structure in this study consists of five layers: wearing surface, intermediate, binder, and 
granular base layers on top of a subgrade, as shown in Figure A.2a. The three top layers consist of 
viscoelastic material (asphalt concrete (AC) layer) and granular base and subgrade as elastic materials. 
Three different sets of viscoelastic material properties were used for the AC layer. The material properties 
were obtained from FHWA’s long-term pavement performance (LTPP) database and were categorized as 
weak, medium, and strong AC layers. The elastic moduli of the granular base layer and subgrade as well 
as the thickness of each layer are presented in Table 3.4.  
An FE representation of a 3-D, five-layer pavement structure was built in ABAQUS (2012). The 
cross-view of the model is depicted in Figure A.2b. Infinite elements were used to consider the boundary 
conditions, CIN3D8. Linear brick eight-node elements were used for the finite domain, C3D8 and 
C3D8R. The domain size was 5760mm×4874mm and the tire load area was 1260mm×the width of the 




available elsewhere (Al-Qadi et al. 2008; Yoo et al., 2006). The concept of continuous step loading was 
used to apply the moving load on pavement (Yoo et al., 2006). 
 
  
(a)                (b) 
Figure A.2 Pavement structure (a) layers and dimension (comprises of three AC layers, granular base 
layer, and subgrade), (b) FE representation (cross-view) (adopted from Shakiba et al. (2016)). 
To obtain a more accurate and physically realistic response of pavements under a moving load, the 
transient wave phenomena inside the pavement layers, resulting from vehicle dynamic loading, should be 
considered (Al-Qadi et al. 2008; Zafir et al., 1994). The inertia associated with the moving load and the 
damping effects were considered using the following equation of motion of a system (with multiple 
degrees of freedom) subjected to an external loading (Chopra, 1995): 
	 	 	                    (A.1) 
where [M], [C], [K], {U}, and {P} are the mass matrix, damping matrix, stiffness matrix, displacement 
vector, and external force vector, respectively. The  designates the second derivative with respect to 
time, and the  designates the first derivate with respect to time. The implicit dynamic analysis of 
ABAQUS was used in this study because it is unconditionally stable and generally efficient for an 
analysis with a relatively longer loading period than that of explicit dynamic analysis (Hibbett and 
Sorensen, 1998). The damping ratio of 2%-5% and the Rayleigh damping scheme were used. 
The presented proof in the previous sub-section was first validated numerically. The FE 
representations of pavements with different surface temperatures under a moving load were simulated. 
Figure A.3a illustrates the external work done on the pavement as a result of a moving load at a constant 
speed of 8 km/h. It can be seen that the external work changes linearly with time. The first part of the 
diagram is not linear because; in this part, the pavement points do not experience the same loading history 
as the load just starts to move. Figure A.3b demonstrates the linear equation and the error after removing 
the initial parts of the diagrams. The pavement response and external work under different vehicle speed 
show similar linear behavior. This is a consequence of the viscous material properties and its response to 




external work, which is the dissipated power caused by SRR of a pavement, by using ABAQUS to solve 
the pavements response in a fixed frame. 
 
(a)                     (b) 
Figure A.3 External work done on the pavement with different surface temperatures when a tire moves at 
8km/h; (a) the whole time domain and (b) after removing the initial nonlinear part 
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APPENDIX B: AASHTO M-E IMPLEMENTATION TO OBTAIN 
DEFLECTIONS1 
AASHTO M-E method (also known as MEPDG) was used to obtain the surface deflections for each 
developed finite element model. Gungor et al. (2017) laid out the steps needed to implement the 
AASHTO M-E to obtain deflections. The main steps of the AASHTO M-E’s procedure implementation 
are listed below:   
1. Subdivision of pavement structure in sub-layers.  
2. Calculation of dynamic modulus at mid-depth of each sublayer.  
3. Creation of input file.  
4. Running JULEA (linear elastic computer program used by AASHTO M-E).  
5. Post-processing to obtain pavement responses.  
Pavement structures were sub-divided by applying the algorithm provided in AASHTO M-E. 
Moreover, dynamic moduli were computed based on the frequency calculation guidance given previously.    
Input information used in the FE need to be converted into the AASHTO M-E procedure for running 
comparable cases. Table B.1 compares inputs from FEA and the AASHTO M-E procedure.  
Table B.1 Limitation of AASHTO M-E Procedure Compared to FEA (adopted from Gungor et al. (2017)) 
FE (reference)  AASHTO M-E procedure  
Axle Load (P)  Known Known 
Contact Stress (p)  Nonuniform, 3-D stresses (pressure + traction) 
– measured for each axle load-known  
2D uniform vertical stresses – applied 
inflation pressure  
Contact Area (A)  True contact area – measured for each axle load Circular (P/p) 
Motion of Tire 
(Speed) 
Tire is moved of a given velocity  Implicitly considered in dynamic 
modulus calculations 




Elastic Stick Model, defined by τmax and dmax Friction Coefficient (user input) 
AC Layer Material 
Properties  
Viscoelastic Dynamic modulus obtained from 
master curve  
Base Layer  Thick = Linear elastic  
Thin = Stress-dependent nonlinear model  
Linear elastic  
Subgrade Linear elastic  Linear elastic  
                                                     
1   This work has been published as “Development of Adjustment Factors for MEPDG Pavement Responses Utilizing Finite-
Element Analysis” in the Journal of Transportation Engineering, Part A: Systems, 143(7), 04017022. The authors of this work 





AASHTO M-E uses similar load and inflation pressure to those applied during the experiments. The 
contact area was calculated by dividing the load over tire pressure. Speed was used to calculate frequency 
of loading using the following equation:  
f
. 	
	                            (B.1) 
where,   is vehicle speed and  is the effective length.  
The shift factor was used to calculate the temperatures. The same material parameters (e.g., elastic 
modulus and master curve) were given as input to both FE model and AASHTO M-E.  
The elastic stick model (ESM) was represented in AASHTO M-E procedure. The ESM is an improved 
version of the well-known Coulomb friction model. ESM allows tangential stress and a certain amount of 
elastic slip before the surfaces defining the interface start to slip. Conversely, AASHTO M-E assumes 
uniformly distributed shear spring to connect the interfaces and allow relative horizontal movement 
between two layers. The spring works in radial direction and follows the relationship: 
f
. 	
	                            (B.2) 
where  is radial shear stress at the interface between layers i and i+1;  is relative radial 
displacement across the interface; and  is the interface spring stiffness. This law can be implemented in 
any layered elastic computer programs, including JULEA.  
The spring stiffness is basically the slope of  /	  i.e. the ratio of maximum stiffness and deflection. 
After computing spring stiffness, the deflection can be calculated. 
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