A methodology for building a truck trip generation model by use of artificial neural networks from vessel freight data has been developed and successfully applied to five Florida seaports. The backpropagation neural network (BPNN) algorithm was used in the design. Although the methodology was sound, a new model had to be developed for each of these intermodal facilities. Lead and lag variables were necessary input variables for most models to account for commodities stored on port property before export or pickup after import. Other modeling techniques were researched, and a fully recurrent neural network Florida's economy, formerly dependent on tourism, has blossomed into one of the nation's most diverse and strong economic powerhouses. Intermodal freight transportation has evolved as an essential component for economic growth. Florida has 1,197 statute miles of coastline and 11 active deepwater seaports handling waterborne trade. The modal split of freight activity for 1997 revealed that trucks moved more than 77% of the freight originating in Florida (1). On average, in 1997, trucks in Florida moved more than 834,896 tons of exported freight and 885,579 tons of imported freight every business day (1). These figures reveal that trucks have a leading role in regional and international trade.
Florida's economy, formerly dependent on tourism, has blossomed into one of the nation's most diverse and strong economic powerhouses. Intermodal freight transportation has evolved as an essential component for economic growth. Florida has 1,197 statute miles of coastline and 11 active deepwater seaports handling waterborne trade. The modal split of freight activity for 1997 revealed that trucks moved more than 77% of the freight originating in Florida (1). On average, in 1997, trucks in Florida moved more than 834,896 tons of exported freight and 885,579 tons of imported freight every business day (1) . These figures reveal that trucks have a leading role in regional and international trade.
Port Canaveral is an important port in Florida, handling more than 4 million short tons annually in foreign and domestic trade, and is ranked 87th in the nation for total tonnage (2) . Port Canaveral is the first Quadra-modal port in the world, interchanging cargo among sea, land, air, and space. Port Canaveral has a significant opportunity for growth, whereas other Florida ports are nearing capacity in land use. To determine the number of trucks generated by the seaports, a model is necessary that uses significant independent variables, such as freight data, land use, and socioeconomic data as input, and produces the daily trucks as output. Independent variables such as land use and socioeconomic data were considered for developing a trip generation model for Port Canaveral. But preliminary research of the port characteristics indicated that vessel freight data directly influenced daily truck trips. This methodology based on the freight activity at the port can be a useful and applicable tool to enable transportation engineers or planners to examine the effect that seaports have or will have on the local traffic network. The truck trip generation model can be useful for planning, evaluation of traffic operations, and incident management around the seaports in times of emergency such as a hurricane evacuation.
LITERATURE REVIEW Trip Generation Modeling
Trip generation is an important component of demand modeling and is the primary input for trip distribution, traffic assignment, and traffic effect analysis. Truck trip generation models and methodologies have been developed previously. A reasonable view of these models can be found in an NCHRP report (3) . Another official source of information is ITE's Trip Generation Manual (4) . But using generalized methods cannot be justified for special truck generators because of the limited studies done to develop the equations or models and site-specific characteristics. When truck trips are relatively high in number, the generalized methods could produce significant errors. A 1994 study by Ramakrishna and Balbach showed that the ITE Trip Generation Manual produced considerably fewer truck trips than the results found by the authors in research conducted at Florida seaports (5 ) .
In 1998, Gonzales et al. developed a methodology for trip generation using geographic information systems (GIS) and remote sensing (6 ) . The model correlated land use and transportation using aerial photographs. The model explored the resources in the GIS spatial analysis, which, apart from being vital to the planning process, actually was an assignment that required little data from the land surveys.
In 2000, Sorratini and Smith developed a statewide truck trip forecasting model based on commodity flows from TRANSEARCH and input-output coefficients (7 ) . The commodity flow survey from the U.S. Census, together with TRANSEARCH, was used to develop the trip production rates. The performance of the model as a forecasting tool was also tested. The authors concluded that the model can provide a reasonable forecast of future trips, given the employment estimates at the county level and an estimate of productivity improvements.
In 2000, Fischer et al. developed a procedure for the modeling of external urban truck trips based on commodity flows (8) . By basing the external truck trip model on commodity flows, economic relationships can be represented more completely than with a traditional external model based on cordon point origin-destination surveys. The results show that the model produces good results if traffic flows are dominated by long-haul traffic linking distant production and consumption centers but less accurate when neighboring metropolitan regions have highly integrated economies.
Freight Modeling in Florida
In 1998, Al-Deek developed a truck trip generation model for the Miami seaport (9) . This model was based on regression analysis. The model was restricted to container and trailer truck configurations because they were the only freight available at the Port of Miami for the study. Time series models for predicting seasonal variations in freight movements were also developed. These models can forecast current or near-term (5 years or less) truck trip generation, based primarily on internal port activity.
In 2001, Al-Deek compared the use of artificial neural networks (ANNs) with multiple regression analysis for application to freight modeling (10) . A backpropagation neural network (BPNN) was used to develop a trip generation model for the Port of Miami. The results indicate that the ANN model provided more accurate results than the linear regression method. However, for increased accuracy, the ANN model requires a sizable database.
In 2001, Al-Deek et al. developed a statewide modeling methodology for heavy-truck freight movement at four Florida ports (11) . Five separate models were developed using the BPNN methodology of ANN. Although several architectures can be used for ANNs, BPNNs were selected to develop these models. The developed models were used for short-term forecasting for up to 5 years. In all models, the independent variables consisted of freight activity at the seaport (i.e., imported and exported commodities from vessels). After significant research and testing of modeling approaches, application of ANN with the appropriate methodology to evaluate available freight and truck data was found to be the most suitable approach on the basis of the characteristics of Florida seaport operations at the time. The evaluated operations included the daily vessel freight and truck movements, considering each port's freight transportation infrastructure. Infrastructure included the inventory of access roads, intermodal facilities, and terminal locations.
Transportation Research Record 1906
A neural network was tested and found to be a successful trip generation model for five Florida seaports and also found to be more accurate than regression or other generalized truck trip generation models. This approach was therefore adopted for developing trip generation models at Port Canaveral (9, 11, 12) . Backpropagation is a training algorithm for multilayer perceptrons (MLP), also known as feed-forward neural networks. Although backpropagation is an algorithm, it is commonly referred to as a network modeling technique, or BPNN. To be consistent with earlier works and provide clarity, the term BPNN is used herein. Products of this research proved that ANN could be successfully applied to develop models for Florida seaports. Because ANN was successful in modeling trucks at seaports, other ANN architectures were tested that were easier to apply and train. One such architecture is the fully recurrent neural network (FRNN), which can be trained via the real-time recurrent learning (RTRL) algorithm. FRNNs have been used extensively in many areas, such as adaptive filtering and speech processing. The latest FRNN research has led to applications for predicting the next symbol in a sequence for prediction texts in human language for which dynamics are too complex, as found by Perez-Ortiz et al. (13) . A recurrent nature makes RTRL makes dynamic, resulting in better analysis of complex relationships. Because of its simpler modeling procedure and robustness, RTRL was selected as a comparative algorithm to BPNN, as possibly a better modeling tool for generating intermodal truck trips at seaports using vessel freight data.
METHODOLOGY
After the modeling tools were selected, a methodology was developed to test the models statistically and relative to sensitivity. This methodology included the collection of data for building, training, and validating the models. Two locations were identified at Port Canaveral for collecting truck data. The port authority provided the necessary freight vessel data. Next, modeling related the vessel freight data to the daily truck counts collected in the field. Scheffe's statistical paired t-test was conducted to verify that no significant differences existed between the model-generated truck counts and field-collected truck counts at a 95% confidence level. A sensitivity analysis was conducted by increasing model input by 50% and observing the model output from this change. Previous methodologies show that a model that produces nearly 50% more output is a good model and sensitive to data changes (11) . Finally, the historical vessel freight data obtained from the port authority were used to predict the vessel freight data for the next 5 years using a time-series analysis. These data were used to make truck forecasts with the statistically validated model.
Klodzinski and Al-Deek successfully developed a model for Port Canaveral using the previously mentioned methodology with a BPNN network (12) . This model was developed using field data obtained through the end of March 2002. To test the BPNN network with a FRNN network, data were collected at the port through May 25, 2002. Using the previous data and the newly collected data, the BPNN network was trained again to develop a new BPNN-based model to compare with the FRNN network.
PORT CANAVERAL CHARACTERISTICS
Port Canaveral is located on the east coast of Florida. The port has a north and a south freight terminal with independent access to each. As of 2000, Port Canaveral was nearing an annual total of 5 million short tons of imports and exports. The port has significant imported commodities of petroleum, cement, newsprint, salt, lumber, slate, granulated sand, drywall, rebar, and granite. The significant exported commodities are produce concentrate, juice, citrus, cars and trucks, and general cargo. The port's freight traffic is insignificant, but it has considerable seasonal freight activity for citrus products. The port also has extensive storage capacities, with certain commodities stored in multiple freight yards on port property.
DATA COLLECTION AND ANALYSIS

Truck Counts
Data were collected at the two port terminals using pneumatic air tubes, fiber-optic sensors, and portable traffic classifiers. The data were recorded automatically to text files and then converted to port spreadsheet format and compiled for each location. The data collected independently at each terminal were combined into a comprehensive set of data for each day. These data consisted of total vehicle counts and daily vehicle class percentages using the Scheme F Classification based on FHWA classification definitions (14) . From these data, only trucks with three or more axles were considered in modeling because only these trucks transport freight at the port.
Data were collected from September 20, 2001, to May 25, 2002, for inbound and outbound directions at each terminal. Only complete data sets were selected for modeling. A complete data set is considered any day when data are collected without errors for a 24-h period that starts at midnight (12:00 a.m.) on one day and continues to 12:00 a.m. on the next day. Data collected at the port during unusual activity, such as on Thanksgiving or during a local festival, were discarded.
Interviews with the port authorities, vendors, and trucking companies concluded that trucks do not stay overnight at the port terminals and implied that the inbound truck count should be similar to the outbound count. Further, loaded-and unloaded-truck trip patterns were found to be consistent, with little variation on the basis of interviews with port tenants handling most of the intermodal transport business. With the use of a statistical software package, a Kolmogorov-Smirnov (K-S) normality test was conducted on the daily truck counts to determine if the data were normally distributed. After the data were proven to be normally distributed, with the test statistic greater than 0.05 significance level, a pairedsample t-test was conducted to determine the significant differences between inbound and outbound trucks at each terminal. At the 95% confidence level, no significant differences were found between daily heavy-truck volumes for inbound and outbound directions at both terminals. Only one model was deemed necessary in determining truck volumes at Port Canaveral, because the input variables were the same for both directions. The final comprehensive data available for the inbound direction encompassed 99 days, whereas for the outbound direction, only 107 days were available. Because relatively more data were available for the outbound direction, all ANN models were developed using only outbound truck counts. The inbound truck counts were used as an additional testing data set.
Vessel Freight Data
The daily vessel freight data corresponding to the days of truck counts were necessary to build the ANN truck trip generation model. The port authority provided the freight data. Daily vessel freight records were received from August 30, 2001, to July 12, 2002, totaling 422 individual vessel records. The vessel freight data related commodities by unit (barrels, tons, board feet); type (e.g., petroleum, citrus, lumber); unit amount; arrival and departure dates; and if the commodity were exported or imported (loaded or unloaded), by vessel name and shipping agent. Research conducted with the port revealed that certain commodities were used at the port and did not generate truck trips. These commodities included petroleum imports for power stations at the port and were excluded from the modeling data. Also, the containerized freight activity was virtually insignificant and was not included in identifying the independent variables.
MODELING USING BPNNs
BPNN Model Development
The BPNN model was developed with Mathworks' MATLAB software, which is a high-performance platform for technical computing. A list of dependent (desired output values) and independent variables (input values) is fed into the ANN model to teach it to predict the truck counts. The independent variables are vessel freight data; the dependent variables are the truck counts. After the model learns how to predict the truck counts, it is statistically tested for performance. Different BPNNs were used in modeling by varying the number of hidden layers from 1 to 5, number of nodes at each hidden layer from 1 to 5, number of training epochs up to 5,000 (an epoch consists of presenting all training patterns to ANN), and type and number of input variables. For each BPNN, training was stopped when the maximum number of epochs was reached or when the least mean square error (MSE) was reached. Finally, the BPNN producing the minimum MSE was chosen. The final BPNN model development was divided into three experimental steps.
Model Development: Step 1
BPNN-based models perform better with fewer independent (input) variables. To reduce the number of these variables, all the commodities measured in tons were categorized into two groups: imported tons and exported tons. Imported barrels (measured in barrels) and imported lumber (measured in board feet) were identified as two separate variables along with a weekend indicator. This categorization resulted in five independent variables (imported barrels, imported lumber, imported tonnage, exported tonnage, and weekend indicator). The dependent variable was daily outbound trucks.
Each seaport, including Port Canaveral, has unique types and quantities of commodities, shipment characteristics, and storage period. Building materials, including lumber, are a significant freight commodity, and citrus products are significant seasonal commodities. Although Port Canaveral has infrequent freight shipments, those shipments handle large quantities of freight and generate truck trips over a long period. For a period of 254 days during data collection, the shipments consisted of petroleum in barrels for 46 days, lumber for 26 days, nonpetroleum and nonlumber imports for 74 days, and nonpetroleum and nonlumber exports for 61 days. Research conducted at the port and interviews with motor carriers operating at the intermodal freight terminals, as well as the freight shipping companies, showed that these shipments were stored in the port study area and delivered on the basis of demand orders by companies. However, each commodity had an average storage time or turnaround time relative to truck trip generation. This turnaround time depended on the commodity and the company. Companies with similar commodities sometimes had different turnaround times on the basis of product demand.
Lead and lag variables could not be considered for these commodities because some commodities had storage time as long as 90 days. Therefore, a method was defined for distributing the freight data to relate the shipment activity to truck activity. The commodities were averaged over their associated turnaround time. Some commodities were distributed over weekends. For example, 5,960 tons of cement arriving on one day was distributed over 14 days, excluding Sundays, equaling 426 tons per day.
As a preliminary test, a linear regression model, with the same variables, was compared with the preliminary model structure. The results produced positive coefficients for four independent variables and a negative coefficient for the weekend indicator. These results were considered to be good on the basis of previous modeling techniques adopted for other seaports in Florida (11) . These were the initial variables defined using BPNN.
A total of 107 records consisting of independent and dependent variables was available for model development. From these records, the data were divided into two sets, one training and one testing data set, by randomly selecting the records. The training data set consisted of 72 records, and the testing data consisted of 35 records. Moreover, the training set was further divided into two subsets; namely, a calibration data set (50 records, two-thirds of the training data) and a cross-validation data set (22 records, one-third of the training data). The calibration data are used to teach the model relationships between the input and output variables. The calibration data are the base data set on which the model is built. Cross-validation is a statistical method for model selection that uses an extra data set, the cross-validation data set, to end training before the model is overfitted to the training data set (15) .
In each run, the model randomly selects a record of calibration data and calculates the output on the basis of its current configuration. This output is compared with the actual output, and the error is calculated and then backpropagated through the network, simultaneously adjusting its weights, which constitute the model parameters to be estimated. After all adjustments are made, the next calibration data record is fed into the model, and this process continues until all the calibration data are used. The model's performance on the calibration data set is compared with its performance on the crossvalidation data set. Training ends when the performance on the cross-validation set starts to decrease, which usually implies the onset of overfitting. However, the resulting best BPNNs had less than satisfactory performance (high MSE values) on the independent testing data set, and therefore this modeling structure required further investigation of the applied data.
Model Development: Step 2
By analyzing the development data of the model structure in Step 1, the problem with the model was attributed to data distribution. The turnaround time used was an average and not the actual truck trip generation period. More analysis on undistributed input variables showed a seasonal variation and also high and low points in the variables' value range. However, the distributed lumber variable did not follow this pattern and also did not have a seasonal peak. Interviews with the port authority and some port tenants revealed that lumber never dropped to the low points produced in the distributed pattern. The initial lumber data were distributed for 1 month from the arrival of shipment. This distribution resulted in the lumber stock value dropping to zero for several days. Therefore, a daily average for lumber during the entire month was computed. All other variables were unchanged from initial development in Step 1.
An analysis using linear regression was conducted on the data. The results, however, showed a negative coefficient for exported tons and a positive coefficient for the weekend indicator. Exported tons were not redistributed. This result proved that distribution for one group of commodities influenced another group at the port and that a complex relationship existed among the variables. Because of unsatisfactory results from the linear regression analysis of the variables, this model structure was further investigated.
Model Development: Step 3
Numerous scenarios and combinations of variables were tested to improve the results-separating weekends into Saturdays and Sundays, dividing imported and exported commodities into more variables, and combining imported and exported tonnage as total tonnage. The evaluation of these variables still produced unsatisfactory results. The focus was again shifted to the data distribution issue. The monthly imported barrels were investigated for use as a value distributed evenly over the entire month, the same as imported lumber. The monthly averages of imported barrels and imported lumber were distributed for daily values and all tonnage commodities by their turnaround time. The final data used in the model for training are shown in Table 1 , and the data used in testing are shown in Table 2 . The variables consist of imported barrels (impbbls), imported lumber (impbdft), imported tons (imptons), exported tons (exptons), weekend indicator (wkend), and daily truck count (out trucks).
A regression analysis showed positive coefficients for the four commodity categories and a negative coefficient for the weekend indicator, which implied lower truck volumes on weekends. Also, the constant (intercept) was a low value, indicating that this model was good. As in Step 1, the data were divided into a training data set with 72 records and a testing data set with 35 records. The model was cross-validated and tested with 22 and 35 records, respectively. These results were statistically tested at the 95% confidence level using a paired-sample t-test and showed no significant difference between the actual field data and the model output. This model was developed using one hidden layer with one hidden node and produced a low MSE value. Error analysis showed the model accuracy as 84.6%. The error analysis is computed by comparing the model-generated truck volumes from the testing data and the actual field counts.
Although the model produced good results, it was important to check it for sensitivity to data changes. Sensitivity testing was done by increasing the testing data set input by 50%. There was an increase of 49.94% in the truck counts, with a 50% increase in the vessel data. From previous experience, this increase in the truck counts indicated that the model responded to data changes. As an additional test, the model was tested with inbound truck counts and vessel freight data. A paired-sample t-test conducted at the 95% confidence level showed no significant difference between the model output and inbound truck counts. Also, error analysis showed the model accuracy as 90.2%.
MODELING USING FRNNs
FRNN Model Development
FRNNs are another class of neural networks that feature forward and feedback connections between their input and output layers. Also, their input layer may include unit-delay nodes and their output layer may contain context (hidden) nodes. Their structure enables them to capture the dynamics and evolution of time-dependent systems. A well-known training algorithm for FRNNs is the RTRL algorithm (16) , which was implemented in MATLAB as well. A main reason for choosing the RTRL algorithm is its additional ability to deal with missing output values. This feature turned out to be essential in this modeling problem, because the collected data were missing consecutive truck counts because of equipment failures and outliers during holidays. In this modeling, MSE was selected as the criterion for selecting the best model by choosing the least MSE. The RTRL algorithm takes the input repeatedly and develops relationships between input and output. The period of influence or storage period (i.e., the time window during which past output and current input affect current output) is automatically considered by the model through its architecture and internal calibration ability. Thus, data distribution is not necessary for FRNN Sarvareddy, Al-Deek, Klodzinski, and Anagnostopoulos 117
training. The same variables as used in the BPNN model were selected, as they were tested by regression analysis. Although the FRNN model did not require the data to be distributed, preliminary modeling identified a problem for the exported tons. FRNN networks required causality in the data; that is, for trucks to be generated, the freight activity should have already occurred. This casualty was not the case with exports, because export activity generated trucks before the ships were loaded and departed. To overcome this particular issue, the exported commodities were associated with an earlier date on the basis of their turnaround time. For FRNN network development, two variations of the network were evaluated for applicability.
Model Development-Variation 1
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Model Development-Variation 2
To provide more data for FRNN training, cross-validation was not conducted and the available data were divided into only two sets: training and testing. MSE was selected as a criterion for checking that the model was not overtrained and was obtained for the training data set and the testing data set. The best network was selected by choosing the model with a low MSE value for the testing data and having a relatively small difference between the MSE values for the training and testing data sets. .75], the learning rate was changed to 0.1, and the step factor was taken as 0.5, which resulted in longer training time. The best model achieved did not have any hidden nodes. The training data produced an MSE of 6275, and the testing data, an MSE of 4096. The model accuracy was determined as 80.2%. For the sensitivity analysis, in which the input data were increased by 50%, the model produced unsatisfactory results. This result concluded that the model was insensitive to significant changes for the input data and therefore would not be useful in forecasting.
MODEL APPLICATION
Forecasting the trend of freight data and its influence on the number of trucks generated at the port was a desired product of these models. Forecasting provides daily truck trips for estimating a T-factor for traffic analysis on a local road network (17 ) . Forecasting was done using historical vessel freight data obtained from the port authority. These data covered October 1994 through August 2001. An autoregression integrated moving average (ARIMA) time series model was developed to produce a short-term forecast of the vessel freight data (11) . Data covering 83 months were used to make a 5-year forecast, as shown in Figure 1 .
Only the weekday data were considered in the forecasting and the selected input to the developed BPNN model to generate daily truck volumes. The trends produced from the data sets were consistent with the future growth plans of the port authority. Also, the seasonal variation was captured in the forecasted truck volumes recognized by the peaks, consistent with current trends. Port Canaveral was forecasted to have a 5.07% average annual increase.
The modeling methodology was intended to provide a tool for transportation planners and port authorities with the option of evaluating different scenarios. For practical applications, a daily truck trip generation tool was developed with Microsoft Excel as the front-end user interface that requires the user to input the vessel freight data and then, after applying the developed BPNN model, output daily truck trips. This tool does not require the user to understand the details of neural networks and emulates the operation of a simple spreadsheet.
CONCLUSIONS
A methodology for modeling trucks at five seaports in Florida was developed by Al-Deek et al. (11) . This methodology used vessel freight data as input to a BPNN, was tested for its adaptation to Port Canaveral, and was compared with the performance of an FRNN. The modeling was done using vessel freight data and truck volumes collected in the field. The developed methodology for applying ANN to a Florida seaport generally consists of identifying a port's operational characteristics. The port's intermodal facilities are documented, available vessel freight data are evaluated, the port facility's access roads are identified, the locations of freight terminals and warehouses are identified, and truck movement data were collected. For practical applications in transportation planning, a Microsoft Excel spreadsheet was developed that requires the user to input vessel freight data, which the model uses to generate daily truck trips.
A model was successfully developed using BPNN for Port Canaveral in Florida. It was validated at the 95% confidence level with 35 records of field data collected at the port's freight terminals. From historical vessel freight data, a short-term (5-year) forecast was made using a time-series modeling approach to estimate the number of heavy trucks that the port would generate daily from 2002 through 2007. The BPNN model has shown to be robust because it successfully captured seasonal truck traffic trends at the port as well.
FRNN failed to produce a good model because of insufficient data. Model Variation 1 of FRNN can be used to predict trucks from day to day for the year 2002 but is not suitable for long-term predictions. Variation 1 of FRNN was preferred over its Model Variation 2 counterpart as it was cross-validated and tested with more data than Variation 2. In developing the BPNN model, the data were distributed and the missing truck counts were not important. But for FRNN, the missing truck counts deprived the model of successfully learning the trends in the truck counts. Also, the seasonal variation at the port made the learning more difficult than expected.
The main advantage of using a BPNN model is its need for comparatively fewer data. The issue of missing values of output variables during the data collection period can be overcome with this technique of modeling. This model was developed using only 50 records for calibration. Also, because the data are randomly selected for this model, it can capture even seasonal variations at the port.
Although the BPNN model has advantages and was successfully applied for five ports, a disadvantage is that it is developed by taking each record as an independent event. Commodities having extended turnaround time can cause an increase in the input variables and thus the data need to be distributed. If the data are distributed poorly, this method may not produce a good model, as seen in BPNN model development Step 1.
The FRNN model is more robust than the BPNN model. The main advantage of this technique is that data do not need to be distributed. Its recurrent learning scheme enables it to capture trends in the data that may be lost by distributing the data. This model takes the data consecutively and therefore can relate the turnaround time to the number of trucks generated. This modeling technique avoids collecting additional data such as commodity turnaround time, which can be difficult to acquire from many sources. This model is dynamic and can simulate real-life scenarios.
The main disadvantage of the FRNN model is that it needs more data than the BPNN model. In developing FRNN Model Variation 2, 84 records of the dependent variables were used compared with 50 for the BPNN model, but the FRNN model did not perform as well as the developed BPNN model. Also, taking the data consecutively presents another drawback for the model, because it may not capture peak seasonal traffic, as shown in the testing of FRNN Model Variation 1. The model should not have missing values for the output variables (daily truck counts), which can be difficult to achieve in the field during long periods of data collection. Therefore, RTRL is not a practical approach in this case. Also, because of the significant quantity of data necessary to capture the complete trend of activity, this approach may prove to be cost prohibitive.
The use of FRNN should not be ruled out as a modeling technique in similar situations. During model development, when more records of data were provided to the FRNN model for training, model accuracy improved. Model accuracy with increased data was evident in comparing FRNN Model Variation 2 with FRNN Model Variation 1. This FRNN technique can be used to produce a statewide model that could be applied to any intermodal freight facility that is a major truck trip generator. Such a model can be developed by using the cumulative data collected by Al-Deek et al. for the six different seaports in Florida. A BPNN model may not always recognize the relationship of trucks to commodity storage periods. Typically, the BPNN freight variables are distributed on the basis of research experience, but the FRNN model can determine the effect of storage on truck counts because of its dynamic nature. Another approach to a statewide model is to use the evaluated BPNN models in Florida to generate trucks on the basis of current vessel freight data and use these truck counts to develop a FRNN model. The concept behind these two approaches is to provide the FRNN model with more data for training, which would result in a robust statewide model.
Each port has unique characteristics, and this FRNN technique may work well under different circumstances. Also, this technique is still being researched worldwide, and new algorithms may produce better scope for modeling. The medical field uses neural network modeling for complex research, especially when large quantities of data with varied levels of data structure are necessary (18, 19) . A spreadsheet makes it easier for a user to enter data into the model. The overall concept can be used when a complex freight mobility problem may need a detailed review to make a critical decision, such as the allocation of significant funding for a port's infrastructure improvement. The BPNN model was concluded to be better and applicable in forecasting trucks for a short term (5 years). Although some modeling approaches may prove easier to apply for some intermodal facilities, using ANN for Florida seaports with characteristics such as Port Canaveral was found to be the most appropriate modeling approach with the available data.
