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On a special class of simplicial toric varieties1
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Abstract We show that for all n ≥ 3 and all primes p there are infinitely many simplicial
toric varieties of codimension n in the 2n-dimensional affine space whose minimum number
of defining equations is equal to n in characteristic p, and lies between 2n − 2 and 2n in
all other characteristics. In particular, these are new examples of varieties which are set-
theoretic complete intersections only in one positive characteristic.
Moreover, we show that the minimum number of binomial equations which define these
varieties in all characteristics is 4 for n = 3 and 2n− 2 +
(
n−2
2
)
whenever n ≥ 4.
Keywords Toric variety, set-theoretic complete intersection, arithmetical rank, e´tale co-
homology.
Introduction
Let K be an algebraically closed field, and let V be an affine variety in KN .
The arithmetical rank (ara) of V is defined as the least number of equa-
tions that are needed to define V set-theoretically as a subvariety of KN .
In general we have that araV ≥ codim V . If equality holds, V is called a
set-theoretic complete intersection. In general, the arithmetical rank of a va-
riety may depend upon the characteristic of the ground field: but not many
examples of this kind are known so far. The first ones to be found were
the determinantal varieties of a symmetric matrix considered in [1]. The
paper [3] presents an infinite class of simplicial toric varieties of codimension
2 which are set-theoretic complete intersection only in one positive charac-
teristic. The same property has been shown in [2] for the Veronese varieties
whose degree is a prime power. These have arbitrarily high codimensions,
but only the codimensions of a special form are represented; moreover, in
1MSC 2000: 14M25, 14M10, 19F27
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each possible codimension there are only finitely many examples.
In the present paper we will show that for every prime p and every codimen-
sion n ≥ 3, there are infinitely many examples of simplicial toric varieties in
K2n which are set-theoretic complete intersections (i.e. set-theoretically de-
fined by n equations) only in characteristic p. This result completes the one
in [3], but with an interesting difference: as it was proven in [4], the simpli-
cial toric varieties of codimension 2 are always (regardless of their dimension)
set-theoretically defined by 3 equations, whereas the arithmetical rank of the
varieties that we are going to introduce here dramatically increases from n
to a number lying between 2n− 2 and 2n when the characteristic is different
from p.
It is well-known that the defining ideal of every toric variety is generated
by binomials. According to a definition introduced by Thoma in [14], the
binomial arithmetical rank (bar) of a toric variety V is the least number of
binomial equations which are needed to define V . Obviously araV ≤ bar V .
A complete characterization of the cases where equality holds is given in [5].
For the varieties V that will be presented in this paper, we show that equal-
ity holds only for the single positive characteristic where V is a set-theoretic
complete intersection; in this case barV = codimV , and V is therefore called
a binomial set-theoretic complete intersection. In the remaining characteris-
tics, araV and barV differ in a substantial way, since we have that barV = 4
if n = 3, and bar V = 2n−2+
(
n−2
2
)
for all n ≥ 4. Thus we have new examples
of affine toric varieties of any codimension greater than or equal to 3 such
that, in all but one positive characteristic, the minimum number of defining
equations cannot be attained by systems of binomial equations. This prop-
erty is known to be true, in characteristic zero, for certain projective toric
curves in P3K , among which the famous Macaulay’s curve (see [13]); other
special classes of projective toric varieties fulfilling this property in all char-
acteristics have been recently presented in [9], Section 5, and in [8], Sections
5–6.
1 Preliminaries
A monomial in a polynomial ring is a product of indeterminates. Given a
monomial M , we define the support of M , denoted supp (M), as the set of
indeterminates which divide M .
A binomial is the difference of two distinct monomials M,M ′: these will be
called the monomials of the binomial B = M −M ′. This binomial is called
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monic in the indeterminate z if supp (M) = {z}.
Let n ≥ 3 be an integer. Moreover, let b1, . . . , bn−2 be nonnegative inte-
gers, p be a prime, and ℓ, a, d, c1, . . . , cn−2 be positive integers such that
(I) p does not divide any of the ci;
(II) a and d are coprime;
(III) there are positive integers g, h such that pℓ = ag + dh.
Consider the affine simplicial toric variety V ⊂ K2n admitting the following
parametrization:
V :


x1 = u1
...
xn−2 = un−2
xn−1 = u
pℓ
n−1
xn = u
a
n
y1 = u
b1
1 u
c1
n−1
...
yn−2 = u
bn−2
n−2 u
cn−2
n−1
yn−1 = u
d
n
yn = un−1un
.
We have that codimV = n. Let I(V ) be the defining ideal of V in the
polynomial ring R = K[x1, . . . , xn, y1, . . . , yn]. Ideal I(V ) is prime and is
generated by binomials. The binomials in I(V ) are those of the form:
x
α+
1
1 · · ·x
α+n
n y
β+
1
1 · · · y
β+n
n − x
α−
1
1 · · ·x
α−n
n y
β−
1
1 · · · y
β−n
n
where (α1, . . . , αn, β1, . . . , βn) ∈ ZZ
2n \ {0} is such that
α1e1 + · · ·+ αn−1p
ℓen−1 + αnaen +
β1(b1e1 + c1en−1) + · · ·+ βn−2(bn−2en−2 + cn−2en−1) +
βn−1den + βn(en−1 + en) = 0
where e1, . . . , en is the standard basis of ZZ
n, and we have set α+i = max{αi, 0},
α−i = max{−αi, 0}, β
+
i = max{βi, 0} and β
−
i = max{−βi, 0}.
The next result will be useful in one of the proofs of Section 3.
3
Lemma 1 Let B be a binomial of I(V ), and let M,M ′ be its monomials.
Then the following conditions hold.
(i) For all i = 1, . . . , n− 2, xi divides M if and only if yi divides M
′.
(ii) If one of the indeterminates xn, yn−1, yn divides M , then one of the
remaining two divides M ′.
(iii) If xn−1 divides M , then one of y1, . . . , yn−2, yn divides M
′.
Proof .-We prove (i). Let i be any index with 1 ≤ i ≤ n − 2. Let ui = 0
and uk = 1 for k 6= i. Let x = (x¯1, . . . , x¯n, y¯1, . . . , y¯n) ∈ V be the point
corresponding to this choice of parameters. Then
x¯i = y¯i = 0 and x¯k = y¯k = 1 for all k 6= i. (1)
Since B ∈ I(V ), we have that B(x) = 0. Suppose that xi divides M . Then
M(x) = 0, so that M ′(x) = 0. On the other hand, by irreducibility, xi does
not divide M ′. In view of (1) it follows that yi divides M
′. The proof of the
converse is identical.
Claims (ii) and (iii) can be shown by similar arguments, by selecting
certain points of V and using the fact that monomial B vanishes at these
points. For the proof of (ii) take un = 0 and uk = 1 for all k 6= n, for the
proof of (iii) take un−1 = 0 and uk = 1 for all k 6= n− 1.
Consider the following binomials of R:
Fi = y
pℓ
i − x
pℓbi
i x
ci
n−1 (i = 1, . . . , n− 2) (2)
Fn−1 = y
a
n−1 − x
d
n (3)
Fn = y
pℓ
n − xn−1x
g
ny
h
n−1 (4)
In view of (III) it easily follows that F1, . . . , Fn ∈ I(V ).
The next result can be shown by the same arguments as Lemma 1. Never-
theless, we give its proof for the sake of completeness.
Lemma 2 For all i = 1, . . . , n − 1, Fi is the only irreducible binomial in
I(V ) that is monic in yi.
Proof .-Consider an index i with 1 ≤ i ≤ n − 2. Let ui = un−1 = 1
and uk = 0 for all k 6= i, n − 1, and let x = (x¯1, . . . , x¯n, y¯1, . . . , y¯n) be the
corresponding point of V . Then
x¯k = 0 for all k 6= i, n− 1 and y¯k = 0 for all k 6= i. (5)
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Let B = M −M ′ ∈ I(V ), where M and M ′ are monomials, and suppose
that M = yαii , with αi > 0. Then M(x) = 1, so that, being B(x) = 0,
we have M ′(x) = 1. In view of (5) and irreducibility, this implies that
supp (M ′) ⊂ {xi, xn−1}. So let M
′ = xβii x
γi
n−1. Then
αibi = βi, (6)
αici = γip
ℓ. (7)
From (7) and (I) we deduce that pℓ divides αi; let α
′
i =
αi
pℓ
. Then, by (7),
α′ip
ℓci = γip
ℓ, whence α′ici = γi. Thus, by (6),
B = y
α′
i
pℓ
i − x
α′
i
pℓbi
i x
α′
i
ci
n−1.
But irreducibility implies that α′i = 1. Hence B = Fi, as required. The proof
for i = n−1 is analogous: it suffices to consider the point of V corresponding
to un = 1 and uk = 0 for k 6= n and to argue as above.
2 The defining equations
In this section we will explicitly give the binomial defining equations for vari-
ety V . We will have to distinguish two cases, according to the characteristic
of the ground field K.
Proposition 1 Suppose that charK = p. Then V is set-theoretically defined
by
F1 = · · · = Fn = 0.
Proof .-We only have to prove that every x ∈ K2n fulfilling the given equa-
tions belongs to V . So let x = (x¯1, . . . , x¯n, y¯1, . . . , y¯n) ∈ K
2n be such that
Fi(x) = 0 for all i = 1, . . . , n. Set
ui = x¯i for i = 1 . . . , n− 2, (8)
and, moreover, let un−1, vn ∈ K be such that
x¯n−1 = u
pℓ
n−1 (9)
and x¯n = v
a
n. We show that up to replacing vn with another a-th root un of x¯n
in K, x fulfills the parametrization of V given above. Condition Fn−1(x) = 0
5
implies that y¯an−1 = v
ad
n , i.e., y¯n−1 = v
d
nω for some ω ∈ K such that ω
a = 1.
By virtue of (II) there are integers r, s such that 1 = ar + ds. Set η = ωs.
Then ηa = 1 and ηd = ωds = ωar+ds = ω. Put un = vnη. Then
x¯n = v
a
n = v
a
nη
a = uan, (10)
and
y¯n−1 = v
d
nω = (vnη)
d = udn, (11)
Furthermore, for all i = 1, . . . , n− 2, Fi(x) = 0 implies that y¯
pℓ
i = u
pℓbi
i u
pℓci
n−1,
i.e.,
y¯i = u
bi
i u
ci
n−1. (12)
Finally, in view of (III), Fn(x) = 0 implies that y¯
pℓ
n = u
pℓ
n−1u
ag
n u
dh
n = u
pℓ
n−1u
pℓ
n ,
i.e.,
y¯n = un−1un. (13)
From (8)–(13) it follows that x fulfills the required parametrization. This
completes the proof.
We have thus proven that V is set-theoretically defined by n binomial equa-
tions, i.e., we have the following
Corollary 1 If charK = p, variety V is a binomial set-theoretic complete
intersection.
We will show that the above corollary does not extend to the characteris-
tics different from p. In general F1, . . . , Fn do not suffice to define V set-
theoretically: more binomial equations are needed. We are going to define
these first. By virtue of (I), for all indices i, j with 1 ≤ i < j ≤ n− 2, there
are positive integers gij, not divisible by p, such that
cigij + cjgji = rijp
mij (14)
for suitable positive integers rij, mij . Note that gij and gji can be chosen
large enough so as to have mij ≥ ℓ. By (I), for all indices i, 1 ≤ i ≤ n − 2,
there are also positive integers hi, ki, not divisible by p, such that
cihi + ki = rip
mi . (15)
for suitable positive integers ri, mi. Note that hi and ki can be chosen large
enough so as to have mi ≥ ℓ. By (II) there are integers si, ti such that
asi + dti = ki. (16)
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Up to replacing hi, ki with larger numbers we may assume that si, ti are
nonnegative. Put
Gij = y
gij
i y
gji
j − x
bigij
i x
bjgji
j x
rijp
mij−ℓ
n−1 (1 ≤ i < j ≤ n− 2),
and
Hi = y
hi
i y
ki
n − x
bihi
i x
rip
mi−ℓ
n−1 x
si
n y
ti
n−1 (i = 1, . . . , n− 2).
From (14), (15) and (16) it follows thatG12, G13, . . . , Gn−3n−2, H1, . . . , Hn−2 ∈
I(V ).
Proposition 2 Variety V is set-theoretically defined by
F1 = F2 = F3 = H1 = 0 if n = 3,
and by
F1 = · · · = Fn = G12 = · · · = Gn−3n−2 = H1 = · · · = Hn−2 = 0 if n ≥ 4.
Proof .-Suppose that x = (x¯1, . . . , x¯n, y¯1, . . . , y¯n) ∈ K
2n fulfills the system
of equations given in the claim. Set ui = x¯i for all i = 1, . . . , n−2. As in the
proof of Proposition 1, Fn−1(x) = 0 implies that there is un ∈ K such that
x¯n = u
a
n and y¯n−1 = u
d
n. Let vn−1 ∈ K be such that x¯n−1 = v
pℓ
n−1. We show
that, up to replacing vn−1 with another p
ℓ-th root un−1 of x¯n−1, x fulfills the
parametrization of V . If x¯n−1 = 0, then, for all i = 1, . . . , n − 2, and for
i = n, Fi(x) = 0 implies that y¯i = 0. Hence un−1 = 0 yields the required
representation of x. So suppose that x¯n−1 6= 0. Let i be any index with
1 ≤ i ≤ n− 2. Condition Fi(x) = 0 implies that y¯
pℓ
i = u
pℓbi
i v
pℓci
n−1, i.e.,
y¯i = u
bi
i v
ci
n−1ωi (17)
for some ωi ∈ K such that
ωp
ℓ
i = 1. (18)
Now let η¯ be a primitive pℓ-th root of 1. There is an integer zi such that
ωi = η¯
zi. On the other hand, by assumption (I) there is an integer wi such
that ciwi ≡ zi (mod p
ℓ). Set η = η¯wi. Then
ωi = η
ci. (19)
If n = 3, then the only index i to be considered is i = 1, and setting un−1 =
vn−1η will give
y¯1 = u
b1
1 u
c1
n−1.
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Now let n ≥ 4. We show that the same choice of parameter un−1 yields the
required representation for all y¯1, . . . , y¯n−2. This is trivially true if ui = 0
(i.e., y¯i = 0) for all i = 1, . . . , n − 2, or ui = y¯i = 0 for all but one of these
indices. So suppose that, for two indices i, j, with 1 ≤ i < j ≤ n − 2, we
have ui 6= 0 and uj 6= 0, which, under our present assumption that un−1 6= 0,
is equivalent to y¯i 6= 0 and y¯j 6= 0. Then, by (17), Gij(x) = 0 implies that
u
bigij
i v
cigij
n−1 ω
gij
i u
bjgji
j v
cjgji
n−1 ω
gji
j = u
bigij
i u
bjgji
j v
rijp
mij
n−1 . (20)
If we consider (14) and cancel equal terms on both sides of (20), we obtain
ω
gij
i ω
gji
j = 1. (21)
Now (19) and (21) imply that
ηcigij = ω
−gji
j . (22)
On the other hand, by (14) we have
cigij ≡ −cjgji (mod p
ℓ),
so that
ηcigij = η−cjgji,
i.e., by (22),
ω
gji
j = η
cjgji .
Since p does not divide gji, there is an integer q such that gjiq ≡ 1 (mod p
ℓ).
Therefore, by (18) and (19), applied to the index j,
ωj = ω
gjiq
j = η
cjgjiq = ηcj . (23)
Note that (19), together with (23), implies that ωi = η
ci holds for all indices
i = 1, . . . , n − 2 such that y¯i 6= 0. Set un = vnη. Then, in view of (17), for
all these indices we have
y¯i = u
bi
i u
ci
n−1. (24)
This obviously also holds when ui = 0. It remains to show that y¯n has the
required form. This is certainly true if x¯n = 0: then un = 0, and Fn(x) = 0
implies that y¯n = 0.
So suppose that x¯n 6= 0. Condition Fn(x) = 0 implies that y¯
pℓ
n = u
pℓ
n−1u
pℓ
n ,
i.e.,
y¯n = un−1unω, (25)
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for some ω ∈ K such that
ωp
ℓ
= 1. (26)
If x¯i = 0 (i.e., ui = 0) for all i = 1, . . . , n − 2, replace un−1 with un−1ω.
This will produce in (25) the required representation for y¯n, and will not
affect the remaining entries of x. So assume that x¯j 6= 0 for some index j,
1 ≤ j ≤ n−2. We have that Hj(x) = 0, together with (24) and (25), implies
that
u
bjhj
j u
cjhj
n−1u
kj
n−1u
kj
n ω
kj = u
bjhj
j u
rjp
mj
n−1 u
asj
n u
dtj
n .
In view of (15) and (16), applied to the index j, if we cancel equal terms on
both sides of the above equation, we obtain
ωkj = 1, (27)
Since p does not divide kj , (26) and (27) imply that
ω = 1.
Thus by (25),
y¯n = un−1un.
This completes the proof.
3 The binomial arithmetical rank
We have just proven that V can always be set-theoretically defined by 4
binomial equations if n = 3 and by 2n−2+
(
n−2
2
)
binomial equations if n ≥ 4.
We now show that these numbers cannot be made smaller if charK 6= p.
Proposition 3 If charK 6= p, then
barV =
{
4 if n = 3;
2n− 2 +
(
n−2
2
)
if n ≥ 4.
Proof .-In view of the above remark, we only have to prove the inequality
≥. Let B be a set of binomials such that V is set-theoretically defined by the
vanishing of all elements of B. Of course we may assume that all elements of
B are irreducible. Since, by Hilbert’s Nullstellensatz, for all i = 1, . . . , n− 2,
Fi belongs to the radical of the ideal generated by B in R, one binomial of B
is monic in yi. By Lemma 2 it follows that the binomials F1, . . . , Fn−1 defined
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in (2) and (3) belong to B, together with some binomial F ′n monic in yn. Let i
be any index with 1 ≤ i ≤ n− 2, and let η be a primitive pℓ-th root of unity.
Consider x = (x¯1, . . . , x¯n, y¯1, . . . , y¯n) ∈ K
2n, where x¯i = x¯n−1 = x¯n = 1,
y¯i = η and y¯n−1 = y¯n = 1, whereas the remaining entries are zero. Then
Fi(x) = Fn(x) = 0. Suppose for a contradiction that every B ∈ B \ {Fi, Fn}
has a monomial M such that
(a) supp (M) ⊂ {xn−1, xn, yn−1, yn}, or
(b) supp (M) 6⊂ {xi, xn−1, xn, yi, yn−1, yn}.
LetM ′ be the other monomial of such a binomial B. In case (a), by Lemma 1
(i) it follows that supp (M ′) ⊂ {xn−1, xn, yn−1, yn}, so that M(x) = M
′(x) =
1, and, consequently, B(x) = 0. In case (b), we have that, for some index
k 6= i with 1 ≤ k ≤ n − 2, M is divisible by xk or yk. By Lemma 1 (i) the
same is true for M ′. Since x¯k = y¯k = 0, we have that M(x) = M
′(x) = 0,
and thus B(x) = 0. Therefore we have that, in any case, B(x) = 0 for all
x ∈ B. We show that, however, x 6∈ V . If x ∈ V , then x would fulfill the
parametrization of V for a suitable choice of parameters u1, . . . , un. Then
necessarily ui = x¯i, un = 1, and un−1 = η
k for some integer k. Consequently,
we would have
η = y¯i = u
bi
i u
ci
n−1 = η
kci,
1 = y¯n = unun−1 = η
k.
which implies η = 1, against the definition of η. This shows that, for all
i = 1, . . . , n − 2, there is a binomial H ′i ∈ B \ {Fi, Fn} such that none of
its monomials fulfills (a) or (b), i.e., both its monomials are of the form
xαii x
αn−1
n−1 x
αn
n y
βi
i y
βn−1
n−1 y
βn
n , with αi > 0 or βi > 0. From Lemma 1 and Lemma
2 it follows that the remaining exponents are not all zero. This suffices to
prove the first case of the claim: since {F1, F2, F
′
3, H
′
1} ⊂ B, we have
for n = 3, |B| ≥ 4.
Now suppose that n ≥ 4. Note that, by construction, the H ′i are n − 2
pairwise distinct binomials. Let i, j be indices such that 1 ≤ i < j ≤ n− 2.
There are integers dij, dji such that
cidij − cjdji = gcd(ci, cj). (28)
Consider x ∈ K2n where x¯i = x¯j = x¯n−1 = 1 and y¯i = η
dij , y¯j = η
dji, whereas
the remaining entries are zero. Then Fi(x) = Fj(x) = 0. Suppose, for a
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contradiction, that for all B ∈ B \ {Fi, Fj}, the support of neither monomial
of B is contained in {xi, xj , yi, yj}. Let B be any such monomial, and let
M,M ′ be its monomials. Then, in view of Lemma 1, up to interchanging M
and M ′, we have one of the following cases:
(a) for some index k with 1 ≤ k ≤ n− 2, k 6= i, j, M is divisible by xk,
and M ′ is divisible by yk;
(b) M is divisible by one of the indeterminates xn, yn−1, yn, and M
′ is
divisible by one of the remaining two;
(c) M is divisible by xn−1; in this case, by Lemma 1 (iii), M
′ is di-
visible by one of the indeterminates y1, . . . , yn−2, yn; since supp (M
′) 6⊂
{yi, yj}, this takes us back to case (a) or (b).
In all the above cases M(x) =M ′(x) = 0. We conclude that B(x) = 0 for all
B ∈ B. Once again we show that assuming x ∈ V leads to a contradiction.
In fact, under this assumption, x fulfills the parametrization of V with ui =
uj = 1 and with un−1 = η
k for some integer k. Consequently,
ubii u
ci
n−1 = η
kci, u
bj
j u
cj
n−1 = η
kcj ,
Hence y¯i = u
bi
i u
ci
n−1 and y¯j = u
bj
j u
cj
n−1 imply
ηdij = ηkci, ηdji = ηkcj ,
which is equivalent to
dij ≡ kci, (mod p
ℓ), dji ≡ kcj (mod p
ℓ).
Therefore
cjdij ≡ cidji (mod p
ℓ),
which is incompatible with (28), since, in view of assumption (I), p does
not divide gcd(ci, cj). This shows that x 6∈ V and provides the required
contradiction. We conclude that B must contain, for all indices i, j such
that 1 ≤ i < j ≤ n − 2, a binomial G′ij, other than Fi, Fj, such that one
of its monomials is of the form xγii x
γj
j y
δi
i y
δj
j . By Lemma 1 (i), Lemma 2 and
irreducibility, it follows that one of γi, δi and one of γj, δj are positive. It
follows that the G′ij are
(
n−2
2
)
pairwise distinct binomials. It also evident
11
that the sets {F1, . . . , Fn−1, F
′
n}, {G12, . . . , Gn−2n−3} and {H
′
1, . . . , H
′
n−2} are
pairwise disjoint. Therefore
for n ≥ 4, |B| ≥ n+
(
n− 2
2
)
+ n− 2 = 2n− 2 +
(
n− 2
2
)
This completes the proof.
4 A lower bound for the arithmetical rank
In this section we give a lower bound for araV when charK 6= p. We will
use the following result, which is due to Newstead and is quoted from [6]. It
is based on e´tale cohomology (Het). We refer to [10] or to [11] for the basic
notions.
Lemma 3 Let W ⊂ W˜ be affine varieties. Let d = dim W˜ \W . If there are
s equations F1, . . . , Fs such that W = W˜ ∩ V (F1, . . . , Fs), then
Hd+iet (W˜ \W,ZZ/rZZ) = 0 for all i ≥ s
and for all r ∈ ZZ which are prime to charK.
We prove the following result.
Proposition 4 If charK 6= p, then araV ≥ 2n− 2.
Proof .-We have to show that V cannot be defined set-theoretically by 2n−3
equations. According to Lemma 3 this is true if
H4n−3et (K
2n \ V,ZZ/pZZ) 6= 0.
Since K2n \ V is non singular, by Poincare´ Duality (see [10], Corollary 11.2,
p. 276), this is equivalent to
H3c (K
2n \ V,ZZ/pZZ) 6= 0, (29)
where Hc denotes cohomology with compact support. For the sake of sim-
plicity, we shall henceforth omit the coefficient group ZZ/pZZ. According to
[10], Remark 1.30, p. 94, There is an exact sequence:
H2c (K
2n)→ H2c (V )→ H
3
c (K
2n \ V )→ H3c (K
2n). (30)
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Recall that
H ic(K
m) ≃
{
ZZ/pZZ for i = 2m
0 otherwise
(31)
See [11], Example 16.3, pp. 98–99, together with Poincare´ Duality, for a
proof. Hence the left and the right group in (30) are zero, so that the middle
map is a group isomorphism. Thus our claim (29) is equivalent to
H2c (V ) 6= 0. (32)
The proof of (32) needs some preparation. Consider the following morphism
of schemes:
ϕ : Kn −→ V
(u1, . . . , un) 7→ (u1, . . . , un−2, u
pℓ
n−1, u
a
n, u
b1
1 u
c1
n−1, . . . , u
bn−2
n−2 u
cn−2
n−1 , u
d
n, un−1un).
LetW be the subvariety ofKn defined by u1un−1 = · · · = un−2un−1 = un = 0.
We show that ϕ induces by restriction an isomorphism of schemes:
ϕ˜ : Kn \W −→ V \ ϕ(W ).
Note that V \ ϕ(W ) is the union of the open subsets
Vi = {x ∈ V |yi 6= 0} (i = 1, . . . , n− 1).
Moreover, for all x ∈ V and all i = 1, . . . , n− 2,
yi 6= 0 is equivalent to xi 6= 0 and xn−1 6= 0,
and
yn−1 6= 0 is equivalent to xn 6= 0.
Thus we have
Ui = ϕ
−1(Vi) = {u ∈ K
n|uiun−1 6= 0} (i = 1, . . . , n− 2),
and
Un−1 = ϕ
−1(Vn−1) = {u ∈ K
n|un 6= 0}.
By assumption (II) of Section 1 there are integers r, s such that ar+ ds = 1;
by assumption (I) there are, for all i = 1, . . . , n − 2, integers vi, wi such
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that civi + p
ℓwi = 1. The following morphisms of schemes are inverse to the
restrictions of ϕ to Ui.
Vi −→ Ui (i = 1, . . . , n− 2)
(x1, . . . , xn, y1, . . . , yn) 7→
(
x1, . . . , xn−2,
yvii x
wi
n−1
xbivii
,
ynx
bivi
i
yvii x
wi
n−1
)
,
Vn−1 −→ Un−1
(x1, . . . , xn, y1, . . . , yn) 7→
(
x1, . . . , xn−2,
yn
xrny
s
n−1
, xrny
s
n−1
)
.
We have just proven that ϕ is an isomorphism. Hence, for all indices i, it
induces an isomorphism in cohomology with compact support:
ϕi : H
i
c(V \ ϕ(W ))
≃
−→H ic(K
n \W ). (33)
Now consider the subvariety Y of W defined by u1 = · · · = un−2 = un = 0.
Then Y can be identified with K, and W \ Y with the set of all points in
Kn−1 such that un−1 = 0, whereas not all ui with 1 ≤ i ≤ n− 2 are zero; in
other words, W \ Y can be identified with Kn−2 \ {0}. It can be easily seen
that also ϕ(Y ) ( which is a closed subset of ϕ(W )) and ϕ(W ) \ ϕ(Y ) can be
identified with K and Kn−2 \ {0} respectively. From (31) and the long exact
sequence in [10], Remark 1.30, p. 94, it easily follows that
H ic(K
m \ {0}) ≃
{
ZZ/pZZ for i = 1, 2m
0 otherwise
. (34)
Now, in view of the above identifications, (31) and (34) imply
H ic(ϕ(Y )) ≃ H
i
c(Y ) ≃
{
ZZ/pZZ for i = 2
0 otherwise
, (35)
and
H ic(ϕ(W ) \ ϕ(Y )) ≃ H
i
c(W \ Y ) ≃
{
ZZ/pZZ for i = 1, 2n− 4
0 otherwise
. (36)
In the sequel we shall use the following exact sequences:
H ic(K
n)→ H ic(W )→ H
i+1
c (K
n \W )→ H i+1c (K
n), (37)
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H i−1c (Y )→ H
i
c(W \ Y )→ H
i
c(W )→ H
i
c(Y )→ H
i+1
c (W \ Y ). (38)
There is a similar sequence obtained from (38) by replacing W and Y with
ϕ(W ) and ϕ(Y ) respectively. We are now ready to prove claim (32). Consider
sequence (38) for i = 2. We have
H1c (Y ) → H
2
c (W \ Y ) → H
2
c (W ) → H
2
c (Y ) → H
3
c (W \ Y )
‖ |≀ ‖
0 ZZ/pZZ 0
,
(39)
where the equalities and the isomorphisms follow from (35) and (36). From
(36) we also have that
H2c (W \ Y ) ≃
{
ZZ/pZZ if n = 3
0 if n ≥ 4
.
In view of (39) we deduce that
|H2c (W )| =
{
p2 if n = 3
p if n ≥ 4
.
A similar result holds for H2c (ϕ(W )). Consequently,
|H2c (ϕ(W ))| = |H
2
c (W )| 6= 0. (40)
On the other hand, from the exact sequence (37), for i = 2, we have
H2c (K
n) → H2c (W ) → H
3
c (K
n \W ) → H3c (K
n)
‖ ‖
0 0
,
where the equalities are a consequence of (31). We thus have an isomorphism:
H2c (W )
≃
−→H3c (K
n \W ). (41)
Next we show that the following map, induced in cohomology by the restric-
tion of ϕ to W ,
ϕ′2 : H
2
c (ϕ(W )) −→ H
2
c (W )
is not injective. It is well known that the restriction of ϕ to Y
ϕ| : Y −→ ϕ(Y )
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un−1 7→ u
pℓ
n−1
induces multiplication by pℓ in cohomology (see [11], Remark 24.2 (f), p. 135).
Thus ϕ gives rise to the following commutative diagram
ZZ/pZZ
|≀
H2c (W )
α
→ H2c (Y ) → 0
ϕ′2↑ ·pℓ↑
H2c (ϕ(W )) → H
2
c (ϕ(Y )) → 0
|≀
ZZ/pZZ
,
where the first row is part of the exact sequence (39) and the second row is
similarly derived from (38). Note that multiplication by pℓ is the zero map.
If ϕ′2 were injective, in view of (40) it would also be surjective. But then
so would be αϕ′2; this map, however, because of commutativity, is the zero
map, which is a contradiction.
Finally consider the following commutative diagram
H2c (W )
≃
→ H3c (K
n \W )
ϕ′2↑ ϕ3↑|≀
H2c (V ) → H
2
c (ϕ(W ))
β
→ H3c (V \ ϕ(W ))
,
where the isomorphisms are those given in (33) and (41). Since ϕ′2 is not
injective, nor is β. It follows thatH2c (V ) 6= 0, i.e., (32) is true. This completes
the proof.
In the special case where n = 3 Proposition 4 yields araV ≥ 4; on the
other hand, by Proposition 3, we have barV = 4. Thus araV =barV = 4.
Moreover, according to a classical theorem, proven by Eisenbud and Evans
[7], and, independently, by Storch [12], every variety in the N -dimensional
affine space can be defined by a system of N equations. Thus the above
results can be summarized as follows:
Corollary 2 It holds:
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(i) araV = n, if charK = p;
(ii) 2n− 2 ≤ araV ≤ 2n, if charK 6= p.
In (i), araV defining equations can be chosen to be binomial, whereas this is
possible in (ii) if and only if n = 3, and in this case araV = 4.
The problem of determining araV when charK 6= p and n ≥ 4 remains open.
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