Periodic solutions of a predator–prey system with stage-structures for predator and prey  by Zhang, Zhengqiu
J. Math. Anal. Appl. 302 (2005) 291–305
www.elsevier.com/locate/jmaa
Periodic solutions of a predator–prey system
with stage-structures for predator and prey ✩
Zhengqiu Zhang
Department of Applied Mathematics, Hunan University, Changsha 410082, PR China
Received 24 September 2003
Submitted by K. Gopalsamy
Abstract
By using the continuation theorem of coincidence degree theory, the existence of a positive peri-
odic solution for the predator–prey system with stage-structures for predator and prey is established.
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1. Introduction
The predator–prey system is an important model and has been studied by many authors
[1–3]. It is assumed in the classical predator–prey model that each individual predator
admits the same ability to attack prey. In this paper, we classify individuals of predator
as belonging to either the immature or the mature and classify also individuals of prey as
belonging to either immature or the mature. We assume that mature predators can only
prey on mature preys.
Stage-structured models have been studied by several authors. In [4], a stage-structured
model of one species growth consisting of immature and mature individuals was analyzed.
In [5], it was further assumed that the time from immaturity to maturity is itself state
dependent. An equilibrium analysis and eventual lower bound and eventual upper bound
of positive solutions for that model were given.
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predator and prey:

x ′1(t) = α(t)x2(t) − r1(t)x1(t) − b(t)x1(t) − η(t)x21 (t),
x ′2(t) = b(t)x1(t) − q(t)x2(t) − β(t)x22 (t) − a1(t)x2(t)y2(t),
y ′1(t) = k(t)a1(t)x2(t)y2(t) − D(t)y1(t) − r2(t)y1(t) − a2(t)y21 (t),
y ′2(t) = D(t)y1(t) − r3(t)y2(t) − a3(t)y22 (t),
(1.1)
where x1(t) is the density of immature prey at time t , x2(t) is the density of mature prey
at time t , y1(t) is the density of immature predator at time t , y2(t) is the density of mature
predator at time t , r1(t) is the death rate of immature predator and q(t) the death rate of
mature predator, r2(t) is the death rate of immature prey and r3(t) the death rate of mature
prey, k(t) denotes the coefficient in conversing prey into new immature predator. In sys-
tem (1.1), we assume that ri (t), ai(t) (i = 1,2,3), α(t), b(t), η(t), q(t), β(t), k(t),D(t)
are continuous and positive w-periodic functions. The periodic oscillation of the para-
meters seems reasonable in view of any seasonal phenomena to which they might be
subjected, e.g., mating habits, availability of food, weather conditions, harvesting, and
hunting. A very basic and important ecological problem associated with the study of mul-
tispecies population interactions in a periodic environment is the global existence of a
positive periodic solution that plays the role played by the equilibrium of the autonomous
models. It is reasonable to ask for conditions under which the resulting periodic nonau-
tonomous system would have a periodic solution. To our knowledge, no such work has
been done on the global existence of positive periodic solutions of system (1.1).
The main purpose of this paper is to derive a set of easily verifiable sufficient conditions
for the global existence of positive periodic solutions of system (1.1). For the work con-
cerning the existence of periodic solutions of population models which was done by using
coincidence degree theory developed by Gaines and Mawhin [6], we refer to [7–12] and
references cited therein.
2. Existence of positive periodic solutions
To obtain the existence of positive periodic solutions of (1.1), for the readers conve-
nience, we shall summarize a few concepts and results from [6] that will be basic for this
section.
Let X,Z be Banach spaces, let L : DomL ⊂ X → Z be a linear mapping, and let
N :X → Z be a continuous mapping. The mapping L will be called a Fredholm map-
ping of index zero if dim KerL = codim ImL < +∞ and ImL is closed in Z. If L
is Fredholm mapping of index zero, there exist continuous projectors P :X → X and
Q :Z → Z such that ImP = KerL and ImL = KerQ = Im(I − Q). It follows that
L|DomL ∩ KerP : (I − P)X → ImL is invertible. We denote the inverse of that map
by Kp . If Ω is an open-bounded subset of X, the mapping N will be called L-compact
on Ω¯ if QN(Ω¯) is bounded and Kp(I − Q)N : Ω¯ → X is compact. Because ImQ is
isomorphic to KerL, there exists an isomorphism J : ImQ → KerL.
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and Mawhin [6, p. 40].
Lemma 2.1 (Continuation theorem). Let L be a Fredholm mapping of index zero and let
N be L-compact on Ω¯ . Suppose
(a) For each λ ∈ (0,1), every solution x of Lx = λNx is such that x /∈ ∂Ω;
(b) QNx = 0 for each x ∈ ∂Ω ∩ KerL;
(c) deg{JQN,Ω ∩ KerL,0} = 0.
For convenience, we introduce the notations
f¯ = 1
w
w∫
0
f (t) dt, f l = min
t∈[0,w]
∣∣f (t)∣∣, f M = max
t∈[0,w]
∣∣f (t)∣∣,
where f is a continuous w-periodic function.
Our main result on the global existence of a positive periodic solution of (1.1) is stated
in the following theorem.
Theorem 2.1. Assume that
(i) αl − (r1 + b)
M(qM + Q1)
bl
− β
M(r1 + b)M
bl
− η
M(qM + Q1)2
(bl)2
>
2(qM + Q1)(D + r2)MrM3
(ka1)lDl(bl)2
+
(
(D + r2)MrM3
(ka1)lDl
)2
Q21η
M,
where
Q1 = a
M
1 (D
M)2(ka1)
M(bM)2αM
(rl3)
2al2η
l(ql)2
.
Then system (1.1) has at least one positive w-periodic solution.
Proof. Consider the system

du1(t)
dt
= α(t)eu2(t)−u1(t) − r1(t) − b(t) − η(t)eu1(t),
du2(t)
dt
= b(t)eu1(t)−u2(t) − q(t) − β(t)eu2(t) − a1(t)eu4(t),
du3(t)
dt
= k(t)a1(t)eu2(t)+u4(t)−u3(t) − D(t) − r2(t) − a2(t)eu3(t),
du4(t)
dt
= D(t)eu3(t)−u4(t) − r3(t) − a3(t)eu4(t),
(2.1)
where ri (t), ai(t) (i = 1,2,3), α(t), b(t), η(t), q(t), β(t), k(t),D(t) are the same as those
in system (1.1). It is easy to see that if system (2.1) has a w-periodic solution (u∗1(t),
u∗2(t), u∗3(t), u∗4(t))T , then (exp[u∗1(t)], exp[u∗2(t)], exp[u∗3(t)], exp[u∗4(t)])T is a positive
w-periodic solution of system (1.1). Therefore, for system (1.1) to have at least one positive
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Lemma 2.1 to system (2.1), we first define
X = Z = {u(t) = (u1(t), u2(t), u3(t), u4(t))T ∈ C(R,R4), u(t + w) = u(t)}
and
‖u‖ = ∥∥(u1(t), u2(t), u3(t), u4(t))T ∥∥= 4∑
i=1
max
t∈[0,w]
∣∣ui(t)∣∣
for any u ∈ X (or Z). Then X and Z are Banach spaces with the norm ‖ · ‖. Let
Nu =


α(t)eu2(t)−u1(t) − r1(t) − b(t) − η(t)eu1(t)
b(t)eu1(t)−u2(t) − q(t)− β(t)eu2(t) − a1(t)eu4(t)
k(t)a1(t)eu2(t)+u4(t)−u3(t) − D(t) − r2(t) − a2(t)eu3(t)
D(t)eu3(t)−u4(t) − r3(t) − a3(t)eu4(t)

 , u ∈ X,
Lu = u′ = du(t)
dt
, Pu = 1
w
w∫
0
u(t) dt, u ∈ X,
Qz = 1
w
w∫
0
z(t) dt, z ∈ Z.
Then it follows that
KerL = R4, ImL =
{
z ∈ Z:
w∫
0
z(t) dt = 0
}
is closed in Z,
dim KerL = 4 = codim ImL,
and P,Q are continuous projectors such that
ImP = KerL, KerQ = ImL = Im(I −Q).
Therefore, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse
(to L) Kp : ImL → KerP ∩ DomL reads
Kp(z) =
t∫
0
z(s) ds − 1
w
w∫
0
t∫
0
z(s) ds dt.
Thus
QNu =


1
w
∫ w
0 F1(s) ds
1
w
∫ w
0 F2(s) ds
1
w
∫ w
0 F3(s) ds
1 ∫ w

w 0 F4(s) ds
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Kp(I − Q)Nu =


∫ t
0 F1(s) ds − 1w
∫ w
0
∫ t
0 F1(s) ds dt +
( 1
2 − tw
) ∫ w
0 F1(s) ds∫ t
0 F2(s) ds − 1w
∫ w
0
∫ t
0 F2(s) ds dt +
( 1
2 − tw
) ∫ w
0 F2(s) ds∫ t
0 F3(s) ds − 1w
∫ w
0
∫ t
0 F3(s) ds dt +
( 1
2 − tw
) ∫ w
0 F3(s) ds∫ t
0 F4(s) ds − 1w
∫ w
0
∫ t
0 F4(s) ds dt +
( 1
2 − tw
) ∫ w
0 F4(s) ds

 ,
where
F1(s) = α(s)eu2(s)−u1(s) − r1(s) − b(s)− η(s)eu1(s),
F2(s) = b(s)eu1(s)−u2(s) − q(s) − β(s)eu2(s) − a1(s)eu4(s),
F3(s) = k(s)a1(s)eu2(s)+u4(s)−u3(s) − D(s) − r2(s) − a2(s)eu3(s)
and
F4(s) = D(s)eu3(s)−u4(s) − r3(s) − a3(s)eu4(s).
Obviously, QN and Kp(I − Q)N are continuous. It is not difficult to show that Kp(I −
Q)N(Ω¯) is compact for any open bounded Ω ⊂ X by using the Arzela–Ascoli theorem.
Moreover,QN(Ω¯) is clearly bounded. Thus, N is L-compact on Ω¯ with any open bounded
set Ω ⊂ X.
Now we reach the point where we search for an appropriate open bounded subset Ω for
the application of the continuation theorem (Lemma 2.1). Corresponding to the operator
equation Lx = λNx , λ ∈ (0,1), we have

du1(t)
dt
= λ[α(t)eu2(t)−u1(t) − r1(t) − b(t) − η(t)eu1(t)],
du2(t)
dt
= λ[b(t)eu1(t)−u2(t) − q(t) − β(t)eu2(t) − a1(t)eu4(t)],
du3(t)
dt
= λ[k(t)a1(t)eu2(t)+u4(t)−u3(t) − D(t) − r2(t) − a2(t)eu3(t)],
du4(t)
dt
= λ[D(t)eu3(t)−u4(t) − r3(t) − a3(t)eu4(t)].
(2.2)
Assume that u = u(t) ∈ X is a solution of system (2.2) for a certain λ ∈ (0,1). Because of
(u1(t), u2(t), u3(t), u4(t))T ∈ X, there exist ξi , τi ∈ [0,w] such that
ui(ξi) = min
t∈[0,w]ui(t), ui(τi) = maxt∈[0,w]ui(t), i = 1,2,3,4.
It is clear that
u′i (ξi ) = 0, u′i (τi ) = 0, i = 1,2,3,4.
From this and system (2.2), we obtain

α(τ1)eu2(τ1)−u1(τ1) − r1(τ1) − b(τ1) − η(τ1)eu1(τ1) = 0,
b(τ2)eu1(τ2)−u2(τ2) − q(τ2) − β(τ2)eu2(τ2) − a1(τ2)eu4(τ2) = 0,
k(τ3)a1(τ3)eu2(τ3)+u4(τ3)−u3(τ3) − D(τ3) − r2(τ3) − a2(τ3)eu3(τ3) = 0,
u3(τ4)−u4(τ4) u4(τ4)
(2.3)D(τ4)e − r3(τ4) − a3(τ4)e = 0,
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
α(ξ1)eu2(ξ1)−u1(ξ1) − r1(ξ1) − b(ξ1) − η(ξ1)eu1(ξ1) = 0,
b(ξ2)eu1(ξ2)−u2(ξ2) − q(ξ2) − β(ξ2)eu2(ξ2) − a1(ξ2)eu4(ξ2) = 0,
k(ξ3)a1(ξ3)eu2(ξ3)+u4(ξ3)−u3(ξ3) − D(ξ3) − r2(ξ3) − a2(ξ3)eu3(ξ3) = 0,
D(ξ4)eu3(ξ4)−u4(ξ4) − r3(ξ4) − a3(ξ4)eu4(ξ4) = 0.
(2.4)
(2.31) and (2.32) imply
qleu2(τ2)  q(τ2)eu2(τ2) < b(τ2)eu1(τ2)  bMeu1(τ1)
and
ηle2u1(τ1)  η(τ1)e2u1(τ1) < α(τ1)eu2(τ1)  αMeu2(τ2). (2.5)
Therefore
(ql)2e2u2(τ2) < (bM)2e2u1(τ1) <
(bM)2αM
ηl
eu2(τ2),
that is
eu2(τ2) <
(bM)2αM
ηl(ql)2
. (2.6)
Substituting (2.6) into (2.5) gives
eu1(τ1) <
αMbM
ηlql
. (2.7)
(2.33) and (2.34) imply
rl3e
u4(τ4)  r3(τ4)eu4(τ4) < D(τ4)eu3(τ4) DMeu3(τ3) (2.8)
and
al2e
2u3(τ3)  a2(ξ3)e2u3(τ3) < k(τ3)a1(τ3)eu2(τ3)+u4(τ3)
 (ka1)Meu2(τ2)+u4(τ4) <
(ka1)M(bM)2αM
ηl(ql)2
eu4(τ4), (2.9)
which implies that
(
rl3
)2
e2u4(τ4) <
(DM)2(ka1)M(bM)2αM
al2η
l(ql)2
eu4(τ4),
that is
eu4(τ4) <
(DM)2(ka1)M(bM)2αM
(rl3)
2al2η
l(ql)2
. (2.10)
Substituting (2.10) into (2.9) gives
eu3(τ3) <
αMDM(ka1)M(bM)2
ηl(ql)2rl3a
l
2
. (2.11)
Thus, for ∀t ∈ [0,w] we have
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αMbM
ηlql
, (2.12)
u2(t) < ln
(bM)2αM
ηl(ql)2
, (2.13)
u3(t) < ln
αMDM(ka1)M(bM)2
ηl(ql)2rl3a
l
2
(2.14)
and
u4(t) < ln
(DM)2(ka1)M(bM)2αM
(rl3)
2al2η
l(ql)2
. (2.15)
(2.41) and (2.42) imply
αleu2(ξ2)  α(ξ1)eu2(ξ1) =
[
r1(ξ1) + b(ξ1)
]
eu1(ξ1) + η(ξ1)e2u1(ξ1)
 (r1 + b)Meu1(ξ1) + ηMe2u1(ξ1) (2.16)
and
bleu1(ξ1)  b(ξ2)eu1(ξ2) = q(ξ2)eu2(ξ2) + β(ξ2)e2u2(ξ2) + a1(ξ2)eu2(ξ2)+u4(ξ2)
 qMeu2(ξ2) + βMe2u2(ξ2) +Q1eu2(ξ2). (2.17)
Substituting (2.17) into (2.16) gives
αleu2(ξ2)  (r1 + b)
M
bl
[
qMeu2(ξ2) + βMe2u2(ξ2) + Q1eu2(ξ2)
]
+ η
M
(bl)2
[
qMeu2(ξ2) + βMe2u2(ξ2) + Q1eu2(ξ2)
]2
,
that is
αl − (r1 + b)
MqM
bl
− Q1 (r1 + b)
M
bl
 (r1 + b)
MβM
bl
eu2(ξ2) + η
M
(bl)2
(
qM + Q1
)2
eu2(ξ2) + 2η
MβM
(bl)2
(
qM + Q1
)
e2u2(ξ2)
+ η
M
(bl)2
(
βM
)2
e3u2(ξ2).
Then
ηM
(bl)2
(
βM
)2
e2u2(ξ2) + 2η
MβM
(bl)2
(
qM + Q1
)
eu2(ξ2)

[
αl − (r1 + b)
M(qM + Q1)
bl
]
1
eu2(ξ2)
− (r1 + b)
MβM
bl
− η
M
(bl)2
(
qM + Q1
)2
> αl − (r1 + b)
M(qM + Q1)
bl
− (r1 + b)
MβM
bl
− η
M
(bl)2
(
qM + Q1
)2
.
Therefore
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(bl)2
eu2(ξ2) >
−2ηMβM(qM + Q1)
(bl)2
+
{
4(ηM)2(βM)2(qM + Q1)2
(bl)4
+ 4η
MQ21
(bl)2
[
αl − (r1 + b)
M(qM +Q1)
bl
− (r1 + b)
MβM
bl
− η
M(qM + Q1)2
(bl)2
]}1/2
,
that is
ηMQ21e
u2(ξ2)
(bl)2
>
−ηMβM(qM + Q1)
(bl)2
+
{
(ηM)2(βM)2(qM + Q1)2
(bl)4
+ η
MQ21
(bl)2
[
αl − (r1 + b)
M(qM +Q1)
bl
− β
M(r1 + b)M
bl
− η
M(qM +Q1)2
(bl)2
]}1/2
. (2.18)
From (2.16) and (2.18), we have
ηMQ21(r1 + b)Meu1(ξ1) +
(
ηM
)2
Q21e
2u1(ξ1)
>
−αlηMβM(qM + Q1)
(bl)2
+ αl
{
(ηM)2(βM)2(qM +Q1)2
(bl)4
+ η
MQ21
(bl)2
[
αl − (r1 + b)
M(qM + Q1)
bl
− β
M(r1 + b)M
bl
− η
M(qM + Q1)2
(bl)2
]}1/2
. (2.19)
From (2.18), (2.19) and condition (i) in Theorem 2.1, it follows that there exist two positive
constants ρ1 and ρ2 such that
u1(ξ1) > −ρ1, u2(ξ2) > −ρ2. (2.20)
(2.41) and (2.42) imply that
Dleu3(ξ3) D(ξ4)eu3(ξ4) = r3(ξ4)eu4(ξ4) + a3(ξ4)e2u4(ξ4)
 rM3 eu4(ξ4) + aM3 e2u4(ξ4) (2.21)
and
(ka1)
leu2(ξ3)+u4(ξ3)  k(ξ3)a1(ξ3)eu2(ξ3)+u4(ξ3)
= [D(ξ3) + r2(ξ3)]eu3(ξ3) + a2(ξ3)e2u3(ξ3)
 (D + r2)Meu3(ξ3) + aM2 e2u3(ξ3). (2.22)
Substituting (2.21) into (2.22) gives
(D + r2)M
Dl
(
rM3 e
u4(ξ4) + aM3 e2u4(ξ4)
)+ aM2
(Dl)2
(
rM3 e
u4(ξ4) + aM3 e2u4(ξ4)
)2
 (ka1)leu4(ξ4)+u2(ξ2),
Z. Zhang / J. Math. Anal. Appl. 302 (2005) 291–305 299from which, together with (2.18), we have
(D + r2)M
Dl
(
rM3 + aM3 eu4(ξ4)
)
+ a
M
2
(Dl)2
((
rM3
)2
eu4(ξ4) + (aM3 )2e3u4(ξ4) + 2rM3 aM3 e2u4(ξ4))
> − (ka1)
lβM(qM + Q1)
Q21
+ (b
l)2(ka1)
l
ηMQ21
{
(ηM)2(βM)2(qM + Q1)2
(bl)4
+ η
MQ21
(bl)2
[
αl − (r1 + b)
M(qM + Q1)
bl
− β
M(r1 + b)M
bl
− η
M(qM + Q1)2
(bl)2
]}1/2
. (2.23)
The condition (i) in Theorem 2.1 implies that the right-hand side item of inequality (2.23)
is more than (D + r2)MrM3 /Dl and then (2.23) implies that there exist some positive con-
stants pi (i = 0,1,2) such that z3 + p2z2 + p1z > p0. Let F(z) = z3 + p2z2 + p1z − p0.
Then F(0) = −p0 < 0, F(+∞) = +∞ > 0. Hence there exists a point η∗ ∈ (0,w) such
that F(η∗) = 0. Thus from z3 +p2z2 +p1z−p0 > 0, we have (z− η∗)[z2 + (p2 + η∗)z+
p0/η∗] > 0. Therefore z > η∗, i.e.,
eu4(ξ4) > η∗. (2.24)
Substituting (2.24) and (2.18) into (2.22), we have
(D + r2)Meu3(ξ3) + aM2 e2u3(ξ3)  (ka1)le−ρ2η∗,
from which it follows that there exists a positive constant ρ3 such that
u3(ξ3) > −ρ3. (2.25)
Consequently, from (2.12)–(2.15), (2.20), (2.24) and (2.25), we have
∣∣u1(t)∣∣< max
{∣∣∣∣ln αMbMηlql
∣∣∣∣, ρ1
}
def= R1,
∣∣u2(t)∣∣< max
{∣∣∣∣ln (bM)2αMηl(ql)2
∣∣∣∣, ρ2
}
def= R2,
∣∣u3(t)∣∣< max
{∣∣∣∣ln αMDM(ka1)M(bM)2ηl(ql)2rl3al2
∣∣∣∣, ρ3
}
def= R3
and
∣∣u4(t)∣∣< max
{∣∣∣∣ln (DM)2(ka1)M(bM)2αM(rl )2al ηl(ql)2
∣∣∣∣, | lnη∗|
}
def= R4.
3 2
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taken sufficiently large such that each solution (α∗, β∗, γ ∗, θ∗) of the following system:

α¯eβ−α − (r1 + b)− η¯eα = 0,
b¯eα−β − q¯ − β¯eβ − a¯1eθ = 0,
(ka1)e
β+θ−γ − (D + r2) − a¯2eγ = 0,
D¯eγ−θ − r¯3 − a¯3eθ = 0,
(2.26)
satisfies ‖(α∗, β∗, γ ∗, θ∗)T ‖ = |α∗|+ |β∗|+ |γ ∗|+ |θ∗| < M , provided that system (2.26)
has a solution or a number of solutions, and that
max
{∣∣∣∣ln α¯ b¯η¯q¯
∣∣∣∣, | lnd1|
}
+ max
{∣∣∣∣ln (b¯)2α¯η¯(q¯)2
∣∣∣∣, | lnd2|
}
+ max
{∣∣∣∣ln α¯D¯(ka1)(b¯)2η¯(q¯)2r¯3a¯2
∣∣∣∣, | lnd3|
}
+ max
{∣∣∣∣ln (D¯)2(ka1)(b¯)2α¯(r¯3)2a¯2η¯(q¯)2
∣∣∣∣, | lnd4|
}
< M
and
max
{∣∣∣∣ln 3
√
(α¯)2b¯
(η¯)2β¯
∣∣∣∣,
∣∣∣∣ln
√
α¯d5
η¯
∣∣∣∣
}
+ max
{∣∣∣∣ln 3
√
(α¯)2(b¯)2
(η¯)(β¯)2
∣∣∣∣, | lnd5|
}
+ max
{∣∣∣∣ln 3
√
(ka1)2D¯
a¯3(a¯2)2
9
√
(α¯)2(b¯)4
(η¯)2(β¯)4
∣∣∣∣,
∣∣∣∣ln
√
(ka1)d5d6
a¯2
∣∣∣∣
}
+ max
{∣∣∣∣ln
√
D¯
a¯3
6
√
(ka1)2D¯
a¯3(a¯2)2
9
√
α¯(b¯)2
η¯(β¯)2
∣∣∣∣, | lnd6|
}
< M,
where di is the only real root of ith equation for i = 1,2,3,4,5,6, the first equation
η¯Q22(r1 + b)x + (η¯)2Q22x2
= − α¯η¯β¯(q¯ + Q2)
(b¯)2
+ α¯
[
(η¯)2(β¯)2(q¯ + Q2)2
(b¯)4
+ η¯Q
2
2
(b¯)2
Q3
]1/2
,
the second equation
η¯(β¯)2y2 + 2η¯β¯
(b¯)2
(q¯ + Q2)y = Q3,
the third equation
(D + r2)z + a¯2z2 = (ka1)yu,
the fourth equation
(D + r2)
D¯
(r¯3 + a¯3u) + a¯2
(D¯)2
[
(r¯3)
2u + (a¯3)2u3 + 2r¯3a¯3u2
]
= −(ka1)β¯(q¯ + Q2)
Q2
+ (b¯)
2(ka1)
η¯Q2
[
η¯(β¯)2(q¯ + Q2)2
(b¯)4
+ η¯Q
2
2
(b¯)2
Q3
]1/2
,2 2
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(β¯)2η¯v3 + (q¯)2η¯v + 2β¯q¯η¯v2 = (b¯)2α¯,
the sixth equation
(a¯3)
2n3 + (r¯3)2n + 2a¯3r¯3n2 = (D¯)
2
a¯2
(ka1),
where
Q2 = a¯1(D¯)
2(ka1)(b¯)2α¯
(r¯3)2a¯2η¯(q¯)2
,
Q3 = α¯ − (r1 + b)(q¯ + Q2)
b¯
− β¯(r1 + b)
b¯
− η¯(q¯ + Q2)
2
(b¯)2
.
Now we take Ω = {u = (u1(t), u2(t), u3(t), u4(t))T ∈ X: ‖u‖ < M}.
This satisfies condition (a) of Lemma 2.1. When u ∈ ∂Ω ∩ KerL = ∂Ω ∩ R4, u is a
constant vector in R4 with
∑4
i=1 |ui | = M . If system (2.26) has a solution or a number of
solutions, then
QNu =


α¯eu2−u1 − (r1 + b) − η¯eu1
b¯eu1−u2 − q¯ − β¯eu2 − a¯1eu4
(ka1)eu2+u4−u3 − (D + r2) − a¯2eu3
D¯eu3−u4 − r¯3 − a¯3eu4

=


0
0
0
0

 .
If system (2.26) does not have a solution, then naturally
QNu = (0,0,0,0)T .
This shows that condition (b) of Lemma 2.1 is satisfied. Finally we will prove that condi-
tion (c) of Lemma 2.1 is satisfied. To this end, we define φ : DomL × [0,1] → X by
φ(u1, u2, u3, u4,µ) =


α¯eu2−u1 − η¯eu1
b¯eu1−u2 − q¯ − β¯eu2
(ka1)eu2+u4−u3 − a¯2eu3
D¯eu3−u4 − r¯3 − a¯3eu4

+ µ


−(r1 + Ω)
−a¯1eu4
−(D + r2)
0

 ,
where µ ∈ [0,1] is a parameter. When u = (u1, u2, u3, u4)T ∈ ∂Ω ∩ KerL = ∂Ω ∩ R4,
u is a constant vector in R4 with
∑4
i=1 |ui | = M . We will show that when u ∈ ∂Ω ∩
KerL, φ(u1, u2, u3, u4,µ) = 0. If the conclusion is not true, i.e., constant vector u with∑4
i=1 |ui | = M satisfies φ(u1, u2, u3, u4,µ) = 0, then from

α¯eu2−u1 − η¯eu1 − µ(r1 + b) = 0,
b¯eu1−u2 − q¯ − β¯eu2 − µa¯eu4 = 0,
(ka1)e
u2+u4−u3 − a¯2eu3 − µ(D + r2) = 0,
D¯eu3−u4 − r¯3 − a¯3eu4 = 0,
following the arguments of (2.12)–(2.15), (2.20), (2.23) and (2.25), we can obtain
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α¯b¯
η¯q¯
, u2 < ln
(b¯)2α¯
η¯(q¯)2
,
u3 < ln
α¯D¯(ka1)(b¯)2
η¯(q¯)2r¯3a¯2
, u4 < ln
(D¯)2(ka1)(b¯)2α¯
(r¯3)2a¯2η¯(q¯)2
,
and
ui > lndi, i = 1,2,3,4.
Thus
4∑
i=1
|ui | < max
{∣∣∣∣ln α¯b¯η¯q¯
∣∣∣∣, | lnd1|
}
+ max
{∣∣∣∣ln (b¯)2α¯η¯(q¯)2
∣∣∣∣, | lnd2|
}
+ max
{∣∣∣∣ln α¯D¯(ka1)(b¯)2η¯(q¯)2r¯3a¯2
∣∣∣∣, | lnd3|
}
+ max
{∣∣∣∣ln (D¯)2(ka1)(b¯)2α¯(r¯3)2a¯2η¯(q¯)2
∣∣∣∣, | lnd4|
}
< M,
which contradicts the fact that
∑4
i=1 |ui | = M . According to topological degree theory, we
have
deg
(
JQNu,Ω ∩ KerL, (0,0,0,0)T )
= deg(φ(u1, u2, u3, u4,1)T ,Ω ∩ KerL, (0,0,0,0)T )
= deg(φ(u1, u2, u3, u4,0)T ,Ω ∩ KerL, (0,0,0,0)T )
= deg((α¯eu2−u1 − η¯eu1, b¯eu1−u2 − q¯ − β¯eu2, (ka1)eu2+u4−u3 − a¯2eu3,
D¯eu3−u4 − r¯3 − a¯3eu4
)T
,Ω ∩ KerL, (0,0,0,0)T ). (2.27)
We define mapping ψ : DomL × [0,1] → X by
ψ(u1, u2, u3, u4,µ
∗) =


α¯eu2−u1 − η¯eu1
b¯eu1−u2 − β¯eu2
(ka1)eu2+u4−u3 − a¯2eu3
D¯eu3−u4 − a¯3eu4

+ µ∗


0
−q¯
0
−r¯3

 ,
where µ∗ ∈ [0,1] is a parameter. We will show that when u = (u1, u2, u3, u4)T ∈ ∂Ω ∩
KerL, ψ(u1, u2, u3, u4,µ∗) = 0. If when u ∈ ∂Ω ∩ KerL = ∂Ω ∩ R4, ψ(u1, u2, u3, u4,
µ∗) = 0, then

α¯eu2−u1 − η¯eu1 = 0,
b¯eu1−u2 = β¯eu2 + u∗q¯,
(ka1)eu2+u4−u3 = a¯2eu3,
D¯eu3−u4 = a¯3eu4 + u∗r¯3.
(2.28)
(2.282) implies
β¯e2u2 < b¯eu1,
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eu1 <
3
√
(α¯)2b¯
(η¯)2β¯
(2.29)
and
eu2 <
3
√
α¯(b¯)2
η¯(β¯)2
. (2.30)
From (2.283) and (2.284), a parallel argument to (2.29) and (2.30) shows that
eu3 <
3
√
(ka1)2D¯
a¯3(η¯)2
9
√
(α¯)2(b¯)4
(η¯)2(β¯)4
(2.31)
and
eu4 <
√
D¯
a¯3
6
√
(ka1)2D¯
a¯3(η¯)2
9
√
α¯(b¯)2
η¯(β¯)2
. (2.32)
(2.282) implies
b¯eu1  β¯e2u2 + q¯eu2,
from which, together with (2.281), it follows that
α¯eu2  η¯
(b¯)2
(
β¯e2u2 + q¯eu2)2,
that is
(β¯)2η¯e3u2 + (q¯)2η¯eu2 + 2β¯q¯η¯e2u2  (b¯)2α¯.
Thus
eu2 > d5. (2.33)
Substituting (2.33) into (2.281) gives
eu1 >
√
α¯d5
η¯
. (2.34)
From (2.283) and (2.284), a parallel argument to (2.33) and (2.34) shows that
eu4 > d6 (2.35)
and
eu3 >
√
(ka1)d5d6
a¯2
. (2.36)
Thus from (2.29)–(2.32), (2.33)–(2.36), we obtain
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{∣∣∣∣ln 3
√
(α¯)2b¯
(η¯)2β¯
∣∣∣∣,
∣∣∣∣ln
√
α¯d5
η¯
∣∣∣∣
}
,
|u2| < max
{∣∣∣∣ln 3
√
α¯(b¯)2
η¯(β¯)2
∣∣∣∣, | lnd5|
}
,
|u3| < max
{∣∣∣∣ln 3
√
(ka1)2D¯
a¯3(a¯2)2
9
√
(α¯)2(b¯)4
(η¯)2(β¯)4
∣∣∣∣,
∣∣∣∣ln
√
(ka1)d5d6
a¯2
∣∣∣∣
}
and
|u4| < max
{∣∣∣∣ln
√
D¯
a¯3
6
√
(ka1)2D¯
a¯3(a¯2)2
9
√
α¯(b¯)2
η¯(β¯)2
∣∣∣∣, | lnd6|
}
.
Therefore
4∑
i=1
|ui | < M,
which contradicts the fact that
∑4
i=1 |ui | = M for u = (u1, u2, u3, u4)T ∈ ∂Ω ∩ KerL.
According to topological degree theory, we have
deg
((
α¯eu2−u1 − η¯eu1, b¯eu1−u2 − q¯ − β¯eu2,
(ka1)e
u2+u4−u3 − a¯2eu3, D¯eu3−u4 − r¯3 − a¯3eu4
)T
,Ω ∩ KerL, (0,0,0,0)T )
= deg(ψ(u1, u2, u3, u4,1)T ,Ω ∩ KerL, (0,0,0,0)T )
= deg(ψ(u1, u2, u3, u4,0)T ,Ω ∩ KerL, (0,0,0,0)T )
= deg((α¯eu2−u1 − η¯eu1, b¯eu1−u2 − β¯eu2,
(ka1)e
u2+u4−u3 − a¯2eu3, D¯eu3−u4 − a¯3eu4
)T
,Ω ∩ KerL, (0,0,0,0)T ).
(2.37)
By virtue of the system of algebraic equations,

α¯y
x
− η¯x = 0,
b¯x
y
− β¯y = 0,
(ka1)yv
z
− a¯2z = 0,
D¯z
v
− a¯3v = 0,
has a unique solution (x∗, y∗, z∗, v∗) which satisfies x∗ > 0, y∗ > 0, z∗ > 0, v∗ > 0,
η¯β¯x∗y∗ = α¯b¯ and a¯2a¯3z∗v∗ = (ka1)D¯y∗; then
deg
((
α¯eu2−u1 − η¯eu1, b¯eu1−u2 − β¯eu2,
(ka1)e
u2+u4−u3 − a¯2eu3, D¯eu3−u4 − a¯3eu4
)T
,Ω ∩ KerL, (0,0,0,0)T )
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∣∣∣∣∣∣∣∣∣∣∣∣∣
− α¯y∗
(x∗)2 − η¯x∗ α¯y
∗
x∗ 0 0
b¯x∗
y∗ − b¯x¯
∗
(y∗)2 − β¯y∗ 0 0
0 (ka1)y
∗v∗
z∗ − (ka1)y
∗v∗
(z∗)2 − a¯2z∗ (ka1)y
∗v∗
z∗
0 0 D¯z∗
v∗ − D¯z
∗
(v∗)2 − a¯3v∗
∣∣∣∣∣∣∣∣∣∣∣∣∣
= sign
{[
η¯β¯x∗y∗ − α¯b¯ + α¯b¯
x∗y∗
+ α¯β¯(y
∗)2
(x∗)2
+ η¯b¯(x
∗)2
(y∗)2
]
×
[
a¯2a¯3z
∗v∗ − (ka1)D¯y∗ + (ka1)D¯y
∗
z∗v∗
+ (ka1)a¯3y
∗(v∗)2
(z∗)2
+ a¯2D¯(z
∗)2
(v∗)2
]}
= sign
{[
α¯b¯
x∗y∗
+ α¯β¯(y
∗)2
(x∗)2
+ η¯b¯(x
∗)2
(y∗)2
]
×
[
(ka1)D¯y∗
z∗v∗
+ (ka1)a¯3y
∗(v∗)2
(z∗)2
+ a¯2D¯(z
∗)2
(v∗)2
]}
= 1. (2.38)
From (2.27), (2.37) and (2.38), we obtain
deg
(
JQN,Ω ∩ KerL, (0,0,0,0)T )= 1.
This completes the proof of condition (c) of Lemma 2.1. By now Ω verifies all the re-
quirements of Lemma 2.1 and then system (2.1) has at least an w-periodic solution. This
completes the proof of Theorem 2.1. 
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