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Abstract
We prove the existence of two bifurcation branches for a variational inequality in a case
when the corresponding asymptotic problem is nonsymmetric. We use a nonsmooth
variational framework and a blow-up argument which allows to ﬁnd multiple critical points
possibly at the same level. An application to plates with obstacle is presented.
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1. Introduction
In this paper we investigate the existence of bifurcations values l for a variational
inequality:
/Au þrGðuÞ; v  uSXl/Bu; v  uS 8vAK;
uAK; ua0; lAR;
(
where K is a closed convex set containing 0; A; B are linear symmetric operator and
G is a nonlinear term with rGðuÞ ¼ oðjjujjÞ:
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It is known that the bifurcations values are eigenvalues of the ‘‘asymptotic
problem’’:
/Au; v  uSXl/Bu; v  uS 8vAK0;
uAK0; ua0; lAR;
(
ðAPÞ
where K0 is the closure of
S
t40 tK:
In the linear case (K linear) it is well known that any eigenvalue of (AP) is of
bifurcation (see [19]). In addition, any eigenvalue gives rise to two bifurcation
branches (see [3,17] and also [16]).
In the case of variational inequalities, simple examples show that there exist
eigenvalues which are not of bifurcation. However, if K0 is a linear set that is (AP) is
a linear problem, then every eigenvalue is a bifurcation value (see [9]) and the ‘‘two
branches’’ result holds (see [2]).
The above existence result can be extended to the general case (K0 nonlinear) for
the eigenvalues obtained by suitable minimax techniques (see [20,22]). Notice that in
this case it may happen that (AP) has only one eigenvalue. Our main results consist
in proving that ifK0 contains some suitable ﬁnite dimensional linear spaces, then in a
suitable interval ½a; b
 bifurcation occurs (see Theorem 2.11) and there exist two
bifurcation branches originating from ½a; b
 (see Theorem 2.12). A similar result was
obtained in [21] under more restrictive assumptions (which imply that the solutions
ðl; uÞ of (AP) with lA½a; b
 and jjujj ¼ 1 are isolated in the unit sphere : in the linear
case this contains only the case of simple eigenvalues). In some sense when passing
from the linear case to the general one any eigenvalue splits into two, each one
carrying a bifurcation branch.
To prove these results we use a nonsmooth variational setting which is recalled in
Section 3. In Section 4 we introduce a functional %f 0 whose critical points are
solutions of (AP) (l being a ‘‘Lagrange multiplier’’) and we study the topological
properties of the sublevels of %f 0: This analysis permits to ﬁnd ‘‘essential eigenvalues’’
(hence bifurcation values) but is not sufﬁcient for proving the two branches result
where the eigenvalues which originate the two branches may coincide. In the
variational setting this means that we are looking for two critical points for %f 0
possibly at the same level (this would be possible under some nondegeneracy
assumptions which are not true in this case). To overcame this difﬁculty we use a
blow-up argument to introduce a modiﬁed functional f˜ 0 which has a richer
topological structure (see Theorem 4.13) and whose critical points correspond to
critical points of %f 0: This idea was present (in a different form) in [2,15] and was also
used in [18] for another class of problems.
In Section 5 we introduce in a standard way a family of functionals %f r which
tend to %f 0 in a suitable variational sense and whose critical points, up to a
rescaling, give the bifurcation results. We prove that the topological properties
of %f 0 persist for %f r as r-0 and an analogous result holds for the modiﬁed
functionals f˜ r:
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In Section 7 we give an application to the problem of the buckling of a clamped
plate with obstacle.
2. Setting of the bifurcation problem and main results
We assume that L; H are separable Hilbert spaces such that H is dense in L and
the embedding of H into L is compact. We consider two symmetric, continuous and
bilinear maps a : H  H-R and b :L  L-R: We denote by aðuÞ ¼ aðu; uÞ; bðuÞ ¼
bðu; uÞ: Furthermore, we assume the following:
there exist MAR; n40 such that
aðuÞ þ MbðuÞXnjjujj2H ; 8uAH: ðA1Þ
We also consider a map G : L-R of class C1 such that
Gð0Þ ¼ jjrGð0ÞjjL ¼ limjjujjL-0
jjrGðuÞjjL
jjujjL
¼ 0; ðA2Þ
(kX0; %r40 such that GðuÞX kjbðuÞj for all uAL with jbðuÞjp %r: ðA3Þ
Finally, we consider KCH a convex set closed in H with 0AK; we set
K0 ¼ H-closure of
[
t40
tK:
Under the previous assumptions, we consider these problems: ﬁnd ðl; uÞ such that
ðl; uÞARK;
aðu; v  uÞ þ G0ðuÞðv  uÞXlbðu; v  uÞ 8vAK
(
ðPÞ
and
ðl; uÞARK0;
aðu; v  uÞXlbðu; v  uÞ 8vAK0:
(
ðP0Þ
Remark 2.1. We notice that K0 is a closed convex cone with vertex at 0; hence if
ðl; uÞ is a solution of ðP0Þ then also ðl; tuÞ is a solution of ðP0Þ where tX0: Moreover
ðl; 0Þ is a solution of ðP0Þ and ðPÞ for all real numbers l:
Deﬁnition 2.2. A real number l is said to be an eigenvalue of ðP0Þ; if there exists ua0
such that the pair ðl; uÞ satisﬁes ðP0Þ:
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438 409
Remark 2.3. Let ðl; uÞ be a solution of ðP0Þ: Then ua0 if and only if bðuÞa0:
Indeed, if bðuÞ ¼ 0 taking v ¼ 0 and v ¼ 2u in ðP0Þ we obtain aðuÞ ¼ lbðuÞ ¼ 0 which
implies aðuÞ þ MbðuÞ ¼ 0; namely u ¼ 0: The converse is straightforward.
Deﬁnition 2.4. A real number l is said to be a bifurcation value of ðPÞ if there exists
a sequence ðln; unÞ of solutions of ðPÞ with una0 and ln-l in R; un-0 in L:
The following remark shows that, in Deﬁnition 2.4, we could take H-convergence
as well.
Remark 2.5. If ðln; unÞ solves ðPÞ and ln-lAR; then un-0 in H if and only if
bðunÞ-0 as n goes to þN: (This fact follows by noticing that we have aðunÞ ¼
lnbðunÞ and that aðuÞ is equivalent to jjujj2H :)
Notation 2.6. Let mAR: We denote amðu; vÞ :¼ aðu; vÞ  mbðu; vÞ and amðuÞ :¼ amðu; uÞ:
If lAR and XCH is a linear space, we set
WlðX Þ :¼ fuAH : alðu; vÞ ¼ 0 8 vAXg:
Remark 2.7. We notice that ðl; uÞ is a solution of ðPÞ (respectively ðP0Þ) if and only if
ðlþ M; uÞ is a solution of ðPÞ (respectively ðP0Þ with a replaced by aM ).
In view of the previous remark, from now on we can suppose that M ¼ 0; namely
that a is coercive. Let us point out that in this case aðu; vÞ is a scalar product on
H  H:
The next result is typical in bifurcation theory.
Proposition 2.8. Let l be a bifurcation value of ðPÞ: Then l is an eigenvalue of ðP0Þ:
Proof. Let ðln; unÞ be a sequence of solutions of ðPÞ converging to ðl; 0Þ in R H
(cf. Remark 2.5) with una0 and let wn ¼ unjjunjjH : Up to a subsequence, wn-wAK0
weakly in H and strongly in L: Set Kn ¼ 1jjunjjHK; we have wnAKn and
aðwn; v  wnÞ þ G
0ðunÞðv  wnÞ
jjunjjH
Xlnbðwn; v  wnÞ 8 vAKn:
Since lim infnaðwnÞXaðwÞ; using ðA2Þ we get for all vAK0
aðw; v  wÞX lim sup
n
aðwn; v  wnÞX lim inf
n
aðwn; v  wnÞXlbðw; v  wÞ:
Taking v ¼ 0 and v ¼ 2w; we obtain aðwÞ ¼ limn aðwnÞ; therefore wn-w strongly in
H: In particular wa0 and ðl; uÞ solves ðP0Þ: &
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The converse of Proposition 2.8 is not true in general, as is shown for instance in
[9,19]. Our main results concern the existence of bifurcation values of ðPÞ: For this
we need to consider the eigenvalues of the ‘‘linear problem’’.
Notation 2.9. We denote by ðlþi ÞiAIþ ; ðli ÞiAI the eigenvalues of
aðu; vÞ ¼ lbðu; vÞ 8vAH;
?pl2pl1o0olþ1plþ2py; and by ðeþi ÞiAIþ ; ðei ÞiAI the eigenfunctions with
jbðe7i Þj ¼ 1 (see Theorem 8.1 for details).
Notation 2.10. We set Vþ :¼ fuAH : bðuÞ ¼ 1g and V :¼ fuAH : bðuÞ ¼ 1g:
The main abstract results of this paper are the following theorems.
Theorem 2.11. Assume that ðA1Þ2ðA3Þ hold and that for some nX1
there exists a linear space Xˆ with dimðXˆÞ ¼ n such that
XˆCK0; Xˆ-Vþa|;
#l :¼ sup
uAXˆ-Vþ
aðuÞolþnþ1oþN:
8>><
>>:
ðH1Þ
Then there exists a bifurcation value l0 of ðPÞ such that
2 inf
Sðe;Wlþ
nþ1
ðXˆÞÞ
aðuÞpl0p#l 8eAXˆ;
where Sðe; Wlþnþ1ðXˆÞÞ ¼ fw þ te : wAWlþnþ1ðXˆÞ; tX0g-Vþ: Moreover if there exists
eAðK0-VþÞ\Xˆ such that bðw þ teÞ40 for all ðw; tÞAðXˆ  RÞ\fð0; 0Þg then there
exists a bifurcation value l00 of ðPÞ such that
lþnþ1pl00p2 sup
Sðe;XˆÞ
aðuÞ;
where Sðe; XˆÞ ¼ fw þ te : wAXˆ; tX0g-Vþ:
Theorem 2.12. Assume that ðA1Þ2ðA3Þ hold and for some n; mX1
there exist two linear spaces XˆCYˆ with dimðXˆÞ ¼ n; dimðYˆÞ ¼ n þ m
such thatYˆCK0; Xˆ-Vþa|;
#l :¼ sup
uAXˆ-Vþ
aðuÞolþnþ1; ##l :¼ sup
uAYˆ-Vþ
aðuÞolþnþmþ1oþN:
8>><
>>:
ðH2Þ
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438 411
Then there exist two bifurcation values l0; l00 of ðPÞ; such that lþnþ1pl0pl00p##l:
Moreover if l0 ¼ l00; then there exist two sequencesðl0n; e0nÞ and ðl00n; e00nÞ of solutions of
ðPÞ such that e0nae00n ; 0obðe0nÞ ¼ bðe00nÞ-0; l0n-l0 and l00n-l0:
Remark 2.13. All these results are still true if we replace Vþ with V; lþi with l

i
making obvious arrangements.
Remark 2.14. If ðH2Þ holds, in view of Proposition 8.3, it is not restrictive to suppose
(and so we will make in the sequel) that
Xˆ ¼ spanfeˆþ1 ;y; eˆþn g; Yˆ ¼ spanfeˆþ1 ;y; eˆþnþmg;
where
aðeˆþi ; wÞ ¼ #libðeˆþi ; wÞ 8wAYˆ; bðeˆþi ; eˆþj Þ ¼ dij;
#l1p?p#lnþm ¼ ##l and #l ¼ #ln: Moreover, we set
Zˆ :¼ spanfeˆþnþ1;y; eˆþnþmg; W :¼ Wlþnþmþ1ðYˆÞ:
Remark 2.15. In the linear case ðK ¼ HÞ; Theorem 2.12 gives the usual two branches
result : given an eigenvalue l ¼ lþh it sufﬁces to take Yˆ ¼ spanfeþj : lþj plg and
Xˆ ¼ spanfeþj : lþj olg:
From now on we assume that ðH2Þ holds.
Lemma 2.16. Let a˜ : H  H-R be a bilinear symmetric map on the Hilbert space H:
Suppose that X is a linear subspace of finite dimension and that a˜ðuÞ40 for all
uAX \f0g: Then H ¼ X"X˜ where X˜ ¼ fuAH : a˜ðu; vÞ ¼ 0 8vAXg:
Proof. Let us prove that X-X˜ ¼ f0g: Indeed if uAX-X˜; then a˜ðuÞ ¼ 0; namely
u ¼ 0 because uAX : Let us prove that X þ X˜ ¼ H: Fix uAH and consider j : X-R
the linear form deﬁned by jðwÞ ¼ a˜ðu; wÞ for all wAX : Since a˜ induces an inner
product on X ; there exists unique wuAX such that
a˜ðwu; wÞ ¼ jðwÞ ¼ a˜ðu; wÞ 8wAX :
Hence u  wuAX˜: &
The following fact easily follows.
Corollary 2.17. H ¼ Yˆ"W (where W is introduced in Remark 2.15).
The following proposition will make things easier to prove later.
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Proposition 2.18. There exists a Hilbert space Ln and a continuous symmetric bilinear
form bn : Ln  Ln-R such that
(a) H is compactly embedded in Ln;
(b) bnðuÞ ¼ bðuÞ if uAH;
(c) Xˆ; Zˆ and W are mutually orthogonal in Ln:
Proof. We set
Ln ¼ Yˆ  %W; Hn ¼ Yˆ  W ;
where %W is the closure of W in L: In Ln we consider the inner product
/ðu1; u2Þ; ðv1; v2ÞSn ¼ bðu1; v1Þ þ/u2; v2SL; 8ðu1; u2Þ; ðv1; v2ÞALn
and in Hn the inner product
/ðu1; u2Þ; ðv1; v2ÞSHn ¼ /u1 þ u2; v1 þ v2SH ; 8ðu1; u2Þ; ðv1; v2ÞAHn:
Moreover let bn : Ln  Ln-R deﬁned by bnððu1; u2Þ; ðv1; v2ÞÞ ¼ bðu1 þ u2; v1 þ v2Þ:
By Corollary 2.17 H is isomorphic to Hn: If we identify H with Hn; assertions (a)–(c)
follow. &
From now on we replace Ln with L and for brevity we continue to write L instead
of Ln (we forget the *).
3. A variational theorem
In this section we prove a variational theorem for a class of nonsmooth
functionals. First we recall some basic deﬁnitions.
Let L be a Hilbert space with inner product /; S and norm jj  jj: Let U be an
open subset of L and f : U-R,fþNg be a function.
Deﬁnition 3.1. We set
Dðf Þ :¼ fuAU : f ðuÞoþNg;
f c :¼ fuADðf Þ : f ðuÞpcg 8cAR;
epiðf Þ :¼ fðu; lÞAU  R : f ðuÞplg:
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Deﬁnition 3.2. Let uADðf Þ: We call subdifferential of f at u the set @f ðuÞ of all
jAL such that
lim inf
v-u
f ðvÞ  f ðuÞ /j; v  uS
jjv  ujj X0:
Deﬁnition 3.3. If 0A@f ðuÞ we say that u is a lower critical point of f : A value cAR is
said to be critical for f if there exists uAL such that 0A@f ðuÞ and f ðuÞ ¼ c: If a
value c is not critical, we say that it is regular.
Deﬁnition 3.4. Let c be a real number. We say that f veriﬁes the Palais–Smale
condition at level c (brieﬂy ðPSÞc), if for every sequence ðunÞ in Dðf Þ and ðjnÞ in L
with
lim
n
f ðunÞ ¼ c; jnA@f ðunÞ 8nAN; lim
n
jn ¼ 0;
there exists a subsequence ðunkÞ converging to an element u with the properties
f ðuÞ ¼ c and 0A@f ðuÞ:
Now we introduce a class of functions which has important properties.
Deﬁnition 3.5. Let p and q be two real continuous functions deﬁned on Dðf Þ: We say
that f is of class Cðp; qÞ if
f ðvÞXf ðuÞ þ/j; v  uS ½pðuÞjjjjj þ qðuÞ
jjv  ujj2; 8v in U
whenever u in Dðf Þ and jA@f ðuÞ:
For brevity, we will say that f is of class Cðp; qÞ if there exist p and q with the
above properties.
Notation 3.6. Let A be a topological space and B be a subspace of A: We will denote
by HrðA; BÞ and HsðA; BÞ respectively the rth-group of (singular) relative homology
and the sth-group of (singular) relative cohomology of the pair ðA; BÞ with
coefﬁcients in an assigned ﬁeld G: The symbol - will denote the ‘‘cap product’’
deﬁned for instance in [23].
The main result of this section is the following theorem.
Theorem 3.7. Let U be an open set in L: Let f : U-R,fþNg be a function with
f ¼ h þ G where h is a lower semicontinuous function of class Cðp; qÞ while G is a
function of class C1: Let a; b be regular values of f with aob: Suppose that f b is
complete and that f satisfies ðPSÞc for all c in ½a; b
:
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Then we have the following results:
(a) If there exists nAN such that Hnðf b; f aÞaf0g; then f has at least a lower critical
point in f 1ð½a; b
Þ:
(b) If n; mX1 and there exist t1 in Hnðf b; f aÞ; t2 in Hnþmðf b; f aÞ; o in Hmðf bÞ such
that t1a0 and t1 ¼ t2-o; then f has at least two lower critical points in
f 1ð½a; b
Þ:
We prepare the proof of Theorem 3.7 by some preliminary deﬁnitions and facts.
Let X be a metric space endowed with the metric d: We denote by BrðuÞ the open
ball of center u and radius r
Deﬁnition 3.8. Let f : X-R be a continuous function. For every uAX ; we denote by
jdf jðuÞ the supremum of the s’s in ½0;þN½ such that there exist d40 and a
continuous map H : BdðuÞ  ½0; d
-X satisfying
dðHðv; tÞ; vÞpt; f ðHðv; tÞÞpf ðvÞ  st;
whenever vABdðuÞ and tA½0; d
: The extended real number jdf jðuÞ is called the weak
slope of f at u:
The above notion has been introduced, in an equivalent way, independently in
[12,14], while a variant has been considered in [13].
Remark 3.9. If f ¼ h þ G where h is a lower semicontinuous function of class Cðp; qÞ
and G is a function of class C1; then
jdf jðuÞ ¼ minfjjajj : aA@
f ðuÞg if @f ðuÞa|;
þN if @f ðuÞ ¼ |:
(
So jdf jðuÞ ¼ 030A@f ðuÞ: (See [12]). Namely, a point u is a lower critical point for
f if and only if it is a critical point for f in the sense of the weak slope.
Deﬁnition 3.10. Let f : X-R,fþNg be lower semicontinuous function. We deﬁne
the function
Gf : epiðf Þ-R Gf ðu; xÞ :¼ x:
In the following, epiðf Þ will be endowed with the metric dððu; xÞ; ðv; lÞÞ ¼
ðdðu; vÞ2 þ ðx lÞ2Þ12; so that Gf is Lipschitz continuous of constant 1:
The following result follows from [7, Theorem 4.4; 12, Theorem 2.14].
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Theorem 3.11. Let U be an open subset of L and f : U-R,fþNg a function.
Suppose that f ¼ h þ G where h is a lower semicontinuous function of class Cðp; qÞ
while G is a function of class C1: Then the following facts hold:
(a) for every ðu; xÞAepiðf Þ we have jdGf jðu; xÞ ¼ 1 if f ðuÞox;
(b) ðu; xÞAepiðf Þ is such that jdGf jðu; xÞ ¼ 0 if and only if f ðuÞ ¼ x and jdf jðuÞ ¼ 0;
(c) given cAR; the function Gf satisfies ðPSÞc if and only if f does the same.
Proposition 3.12. Let f : X-R,fþNg be a lower semicontinuous function. Let aob
two real numbers. Then there exists a continuous map h : ðGbf ;Gaf Þ-ðf b; f aÞ such that
h
*
: H
*
ðGbf ;Gaf Þ-H * ðf b; f aÞ and hn : Hnðf bÞ-HnðGbf Þ are isomorphisms.
Proof. Let h :Gbf-f
b deﬁned by hðu; xÞ ¼ u: We claim that h has an homotopical
inverse : if h0ðuÞ ¼ ðu; bÞ; we have that h3h0 ¼ Idf b ; while using the continuous map
Hððu; xÞ; tÞ ¼ ðu; ð1 tÞxþ tbÞ we have that h03h is homotopic to the identity on Gbf :
On the other hand, the same h induces an homotopic equivalence between Gaf and f
a:
At this point, using the sequence of the pairs ðGbf ;Gaf Þ and ðf b; f aÞ and the ﬁve lemma
we get the conclusion. &
Remark 3.13. If f is as in the previous proposition, ½a1; a2
 and ½b1; b2
 are
regular intervals and ðPSÞc holds for any cA½a1; a2
,½b1; b2
; then there exists
a map k : ðf b2 ; f a2Þ-ðf b1 ; f a1Þ such that k
*
:H
*
ðf b2 ; f a2Þ-H
*
ðf b1 ; f a1Þ and
kn : Hnðf b1Þ-H
*
ðf b2Þ are isomorphisms.
Proof. It sufﬁces to consider
ðf b2 ; f a2Þ-h
0
ðGb2f ;Ga2f Þ-
r ðGb1f ;Ga1f Þ-
h ðf b1 ; f a1Þ;
where h; h0 are the maps introduced in the proof of Proposition 3.12, while r is given
by the Noncritical Interval Theorem (see [4, Theorem 1.1.14]). &
Deﬁnition 3.14. The metric space X is said to be weakly locally contractible, if every
xAX admits a neighborhood U which is contractible in X :
Proof of Theorem 3.7. We prove (a). In view of Proposition 3.12 and by using
Theorem 3.11 if there are no lower critical points in ½a; b
 for f ; the same is true for
Gf ; and by Canino and Degiovanni [4, Theorem 1.1.13], G
a
f is a deformation retract
of Gbf : Then for any nAN we have HnðGbf ;Gaf Þ ¼ f0g: By Proposition 3.12,
Hnðf b; f aÞ ¼ f0g: This contradicts our assumptions.
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Now we want to prove (b). Let h be as in Proposition 3.12. We deﬁne
t01 in HnðGbf ;Gaf Þ; t02 in HnþmðGbf ;Gaf Þ and o0 in HmðGbf Þ such that h* ðt0iÞ ¼ ti (i ¼ 1; 2),
hnðoÞ ¼ o0: Then
h
*
ðt02-o0Þ ¼ h* ðt02-hnðoÞÞ ¼ h* ðt02Þ-o ¼ t2-o ¼ t13t02-o0 ¼ t01:
By using [4, Theorem 1.4.8] with Y ¼ Gaf ; A ¼ Gbf and X ¼ Gbf we get catGb
f
;Ga
f
GbfX2:
At this point we would like to apply [4, Theorem 1.4.13]. It is simple to check that Gbf
is complete. Moreover in view of Theorem 3.11 we deduce that Gf veriﬁes ðPSÞc for
all c: On the other hand, in view of [15, Theorem 1.7, Chapter 3], f b is ANR hence
weakly locally contractible. Since Gbf is homotopically equivalent to f
b (see proof of
Proposition 3.12) we deduce that also Gbf is weakly locally contractible. Then by
Canino and Degiovanni [4, Theorem 1.4.13] with X ¼ Gbf we get at least 2 two lower
critical points of Gf : By Theorem 3.11 we deduce the assertion.
We conclude this section by proving one more lemma, for later use.
Lemma 3.15. Let U be an open set of H and h :U-R,fþNg be a lower
semicontinuous function of class Cðp; qÞ: Let aob regular values of h and suppose that
h verifies ðPSÞa; ðPSÞb and that hc is a complete set for all cpb0 with b04b: Then there
exists e40 such that for all GAC1 with jjGjjNoe and jjrGjjNoe; if f ¼ h þ G
there exists k : ðhb; haÞ-ðf b; f aÞ such that k
*
: H
*
ðhb; haÞ-H
*
ðf b; f aÞ and
kn : Hnðf bÞ-HnðhbÞ are isomorphisms.
Proof. In view of ðPSÞa and ðPSÞb we can choose e40 such that b þ 2eob0 if
hðxÞA½b  2e; b þ 2e
,½a  2e; a þ 2e
 then the weak slope jdhjðxÞX2e: By our
assumptions on G we have the following inclusions:
ðf be; f aeÞ-i1 ðhb; haÞ-i2 ðf bþe; f aþeÞ-i3 ðhbþ2e; haþ2eÞ:
By Canino and Degiovanni [4, Theorem 1.1.14] and Proposition 3.12, i23i1 and i33i2
induce an isomorphism between the homology groups, hence i1* ; i2* ; i3* are
isomorphisms. On the other hand, i4 : ðf bþe; f aþeÞ-ðf b; f aÞ is such that i4 * is an
isomorphism. So if we take k ¼ i43i2 we get the conclusion. &
4. The asymptotic problem
In this section we introduce a variational setting and we study the topological
properties of the sublevels of the functionals related with problem ðP0Þ:
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Notation 4.1. If X is a linear closed subspace of L; we denote by PX : L-X the
orthogonal projection on X :
Deﬁnition 4.2. We introduce the functionals f0; %f
þ
0 ;
%f 0 :L-R,fþNg deﬁned by
f0ðuÞ :¼ 12aðuÞ þ IK0ðuÞ; %f þ0 ðuÞ :¼ f0ðuÞ þ IVþðuÞ; %f 0 ðuÞ :¼ f0ðuÞ þ IVðuÞ;
where IX is the indicator function of a set X (see Appendix B).
Notice that in all what follows we are considering the L-topology.
Proposition 4.3. The following facts hold (see Appendix B for the relevant notions
below):
(a) K0 and V
þ are not tangent at any point uAK0-Vþ:
(b) lAR is an eigenvalue of ðP0Þ if and only if there exists eAVþ,V such that e is a
lower critical point either for %f þ0 or for %f

0 :
(c) If ðl; eÞ is a solution of ðP0Þ; ea0; then
l ¼ aðeÞ
bðeÞ ¼
2 %f þ0 ðeÞ if bðeÞ40;
2 %f 0 ðeÞ if bðeÞo0:
(
(d) The functionals f0; %f
þ
0 ;
%f 0 are lower semicontinuous in L and their sublevels are
bounded in H; so they are compacts in L:
(e) The functional f0 is of class Cð0; qÞ; while %f þ0 ; %f 0 are of class Cðp; qÞ:
Proof. It is standard. See e.g. [9]. &
Notation 4.4. From now on we will consider only the functional %f þ0 : All the results
proved are also true for %f 0 :
To keep the notations simpler we are going to drop the þ and write %f 0 instead of
%f þ0 : Accordingly we write li instead of l
þ
i for all iAN (where l
þ
i are the eigenvalues
introduced in Notation 2.9) and V instead of Vþ; where Vþ was introduced in
Notation 2.10.
Now we point out some geometrical properties of the sublevels of %f 0:
Lemma 4.5. We have H ¼ Xˆ"Wlnþ1ðXˆÞ and
inf %f 0ðWlnþ1ðXˆÞÞX
lnþ1
2
; inf %f 0ðWlnþmþ1ðYˆÞÞX
lnþmþ1
2
:
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Proof. The ﬁrst assertion follows from Lemma 2.16. We prove the ﬁrst inequality,
the second follows in a similar way. By contradiction, suppose that there exists
u˜AWlnþ1ðXˆÞ such that alnþ1ðu˜Þo0: Therefore u˜eXˆ: Consider the space X˜ ¼
Xˆ"spanðu˜Þ; then dimðX˜Þ ¼ n þ 1: Taking wAXˆ and tAR with ðw; tÞað0; 0Þ:
alnþ1ðw þ tu˜Þ ¼ alnþ1ðwÞ þ t2alnþ1ðu˜Þo0;
which contradicts Proposition 8.3. &
Lemma 4.6. The following facts hold:
(a) There exists a continuous map Z : %f lnþ10  ½0; 1
- %f lnþ10 such that
(i) Zðx; 0Þ ¼ x for all xA %f lnþ10 ;
(ii) Zðx; tÞ ¼ x for all xAXˆ-V ; for all t;
(iii) Zðx; 1ÞAXˆ-V for all xA %f lnþ10 ;
(iv) PZˆZðx; tÞ ¼ lðtÞPZˆx; where l : ½0; 1
-R is a continuous map such that
lðtÞ40 for all tA½0; 1½:
(b) There exists a continuous map Z1 : %f
lnþmþ1
0  ½0; 1
- %f lnþmþ10 such that
(i0) Z1ðx; 0Þ ¼ x for all xA %f lnþmþ10 ;
(ii0) Z1ðx; tÞ ¼ x for all xAYˆ-V ; for all t;
(iii0) Z1ðx; 1ÞAYˆ-V for all xA %f lnþmþ10 ;
(iv0) PZˆZ1ðx; tÞ ¼ l1ðtÞPZˆx; where l1 : ½0; 1
-R is a continuous map such that
l1ðtÞ40 for all tA½0; 1
:
Proof. First let us point out a simple general fact. By ðA1Þ the sublevel %f c0 is bounded
in H for any c in R: So, ifL :H-H is a bounded linear operator, then its restriction
to L : %f c0-H is continuous with respect to the norm of L:
Let us prove (a). For any xA %f lnþ10 ; tA½0; 1
 we set
xðtÞ ¼ QXˆðxÞ þ ð1 tÞQWlnþ1 ðXˆÞðxÞ;
where QXˆ and QWlnþ1 ðXˆÞ are the projections relative to the decomposition H ¼
Xˆ"Wlnþ1ðXˆÞ: We have
alnþ1ðxðtÞÞ ¼ alnþ1ðQXˆðxÞÞ þ ð1 tÞ2alnþ1ðQWlnþ1 ð #XÞðxÞÞ:
Lemma 4.5 implies that alnþ1ðQWlnþ1ðXˆÞðxÞÞp0: On the other hand alnþ1ðxð1ÞÞ ¼
alnþ1ðQXˆðxÞÞp0; therefore alnþ1ðxðtÞÞp0 for all tA½0; 1
: Using ðA1Þ we deduce
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that bðxðtÞÞ40 for all tA½0; 1
: So we can deﬁne
Zðx; tÞ ¼
QXˆðxÞ þ ð1 tÞQWlnþ1 ðXˆÞðxÞ
½bðQXˆðxÞ þ ð1 tÞQWlnþ1 ðXˆÞðxÞÞ

1=2
which satisﬁes all assertions (i)–(iv).
Arguing in a similar way one can deﬁne
Z1ðx; tÞ ¼
QYˆðxÞ þ ð1 tÞQWlnþmþ1 ðYˆÞðxÞ
½bðQYˆðxÞ þ ð1 tÞQWlnþmþ1ðYˆÞðxÞÞ

1=2
which satisﬁes all assertions ði0Þ2ðiv0Þ: &
Lemma 4.7. Let X be a linear space such that X-Va| and
supfaðuÞ : uAX-VgoþN:
Then bðuÞ40 for any uAX \f0g: An analogous result holds for V:
Proof. Fix uAX-V : Suppose, by contradiction, that there exists %uAX \f0g such that
bð %uÞp0: For tA½0; 1
; consider ut ¼ tu þ ð1 tÞ %u and t0 ¼ supft : bðutÞp0g: Then
bðut0Þ ¼ 0 and bðutÞ40 if t4t0: We claim that ut0a0; otherwise 0a %u ¼ t0ut01 which
implies bð %uÞ40 which is false. So, for t4t0 we set wt ¼ ut
ðbðutÞÞ
1
2
: On one side wt belongs
to X-V ; on the other side
aðwtÞ ¼ aðutÞ
bðutÞX
njjutjj2
bðutÞ
which goes to þN as t-tþ0 : This contradicts our assumption. &
Proposition 4.8. The following facts hold:
(a) suppose that #lololnþ1: Then c ¼ l2 is a regular value of %f 0:
(b) Suppose that
##lololnþmþ1: Then c ¼ l2 is a regular value of %f 0:
Proof. Let us prove (a) and (b) is analogous. If not, there exists uAK0-V such that
alðu; v  uÞX0 for all vAK0: Taking v ¼ 0; 2u yields alðuÞ ¼ 0: Since XˆCK0 we have
also alðu; wÞ ¼ 0 for all wAXˆ (taking v ¼ u7w). Since alðwÞo0 for all wAXˆ\f0g we
have ueXˆ: Set X˜ ¼ Xˆ"spanðuÞ; then dimðX˜Þ ¼ n þ 1: If wAXˆ; tAR we have
alðw þ tuÞ ¼ alðwÞ þ 2talðu; wÞ þ t2alðuÞ ¼ alðwÞ ¼ a#lðwÞ þ ð#l lÞbðwÞ:
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By Lemma 4.7 we have bðwÞ40; so alðu˜Þo0 for all u˜AX \f0g which contradicts
Proposition 8.3. &
Now we construct a ‘‘modiﬁed’’ functional which will play a major role in the
proof of Theorem 2.12.
Deﬁnition 4.9. We deﬁne the following map C : L\ðXˆ"WˆÞ-L:
CðzÞ :¼ z  PZˆðzÞjjPZˆðzÞjjL
:
Moreover we set C :¼ fzAL : PZˆðzÞX1g and deﬁne f˜ 0 : L-R,fþNg by f˜ 0ðzÞ :¼
%f 0ðCðzÞÞ if zAC; and f˜ 0ðzÞ :¼ þN; if zeC:
Lemma 4.10. The sets Xˆ" %W and K0-V are not tangent at any point.
Proof. Consider uAðXˆ"WÞ-ðK0-VÞ and nANuðK0-VÞ: Then there exist
n0ANuðK0Þ and n1ANuðVÞ such that n ¼ n0 þ n1 (cf. [6]). Therefore, there exists
lAR such that /n1; wSL ¼ lbðu; wÞ for all wAL: By contradiction, suppose that
nAðXˆ" %WÞ>; that is
/n0 þ n1; vSL ¼ 0; 8vAXˆ" %W: ð1Þ
By Corollary 2.17, u ¼ u1 þ u3 with u1AXˆ and u3AW : Taking v ¼ u in (1) we get
l ¼ /n0;uSLp0: We claim that l ¼ 0:
Indeed, suppose lo0: Taking v ¼ tu1  u in (1) with tAR; we obtain
/n0; tu1  uSL þ lbðu; tu1  uÞ ¼ 0
from which we deduce that bðu; tu1  uÞp0 for all tAR; namely bðu; u1Þ ¼ 0:
Taking in (1) v ¼ tu3  u with tX0; we get bðu; tu3  uÞp0; namely bðu; u3Þp0:
We get a contradiction by noticing that 1 ¼ bðuÞ ¼ bðu; u1Þ þ bðu; u3Þp0: Hence
l ¼ 0:
This implies that n1 ¼ 0 and n0 ¼ nAZˆCK0: Choosing v ¼ n0 þ u in (1) we obtain
jjn0jj2p0 which implies n0 ¼ 0 and we have a contradiction. &
Proposition 4.11. The following facts hold:
(a) The functional f˜ 0 is of class Cðp; qÞ and lower semicontinuous.
(b) If ze@C is a lower critical point of f˜ 0; then u ¼ CðzÞ is a lower critical point of %f 0:
Proof. Condition (a) follows from Proposition 9.4 and from Lemma 4.10. Condition
(b) follows from (a) and (b) of Proposition 9.3. &
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Proposition 4.12. The functional f˜ 0 has no lower critical points uAXˆ" %W with
f˜ 0ðuÞA
#l2; lnþmþ12 ½:
Proof. By (c) of Proposition 9.3 (which we can use thanks to Proposition 4.11), it
sufﬁces to prove that there are no lower critical points u for the functional %f 0 þ
IXˆ"W with
%f 0ðuÞA
#l2; lnþmþ12 ½:
By contradiction we suppose that there exists u˜AðXˆ" %WÞ-ðK0-VÞ such that
aðu˜; v  u˜ÞX*lbðu˜; v  u˜Þ 8vAK0-ðXˆ" %WÞ; ð2Þ
where *lð¼ 2 %f 0ðuÞÞA
#l; lnþmþ1½: Taking v ¼ 0; 2u˜ in (2) we get a*lðu˜Þ ¼ 0; hence u˜eXˆ:
Taking v ¼ u7w in (1), for wAXˆ we get a*lðu˜; wÞ ¼ 0: Moreover, if wAXˆ; tAR we
have
a*lðw þ tu˜Þ ¼ a*lðwÞ þ 2ta*lðw; u˜Þ þ t2a*lðu˜Þ ¼ a*lðwÞpð#l *lÞbðwÞp0:
In view of Lemma 4.7 bðw þ tu˜ÞX0 (40 if w þ tu˜a0) and *lXlnþ1: If wAXˆ; zAZˆ and
tAR we have
alnþmþ1ðw þ z þ tu˜Þ ¼ alnþmþ1ðw þ tu˜Þ þ alnþmþ1ðzÞ
¼ a*lðw þ tu˜Þ þ ð*l lnþmþ1Þbðw þ tu˜Þ þ alnþmþ1ðzÞp0
which is absurd in view of Proposition 8.3. &
Theorem 4.13. Let n; mX1; a; b real number such that
#l
2
oaolnþ1
2
and
##l
2
obolnþmþ1
2
:
Then there exist t1 in Hnðf˜ b0; f˜ a0Þ; t2 in Hnþmðf˜ b0; f˜ a0Þ and o in Hmðf˜ b0Þ such that t1a0
and t1 ¼ t2-o:
Proof. Let S˜ ¼ C1ðXˆ-VÞ and **S ¼ C1ðYˆ-VÞ: The pair ð **S; S˜Þ is homeomorphic
to the pair ðBn Sm1;Sn1 Sm1Þ (see e.g. [18]) (where Sm is the ðm  1Þ
dimensional sphere and Bn is the n dimensional ball). Then there exist t01 in Hnð **S; S˜Þ;
t02 in Hnþmð **S; S˜Þ; and o0 in Hmð **SÞ such that t01a0 and t01 ¼ t02-o0: We claim that S˜
is a deformation retract of f˜ lnþ10 and
**S is a deformation retract of f˜ lnþmþ10 : For xAf˜
lnþ1
0
and tA½0; 1
 let
*Zðx; tÞ ¼ ZðCðxÞ; tÞ þ PZˆðxÞjjPZˆðxÞjj
(where Z was introduced in Lemma 4.6). It is easy to check that Cð*Zðx; tÞÞ ¼
ZðCðx; tÞÞ; so *Z : f˜ lnþ10  ½0; 1
- : f˜ lnþ10 ; moreover it is clear that *Z is a deformation of
f˜
lnþ1
0 on to S˜: In the same way one can deal with
**S:
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So we have H
*
ðf˜ lnþmþ10 ; **SÞ ¼ f0g; H * ðf˜
lnþ1
0 ; S˜Þ ¼ f0g and the map
in : Hnðf lnþmþ10 Þ-Hnð **SÞ is an isomorphism (i is the embedding). Using the long
exact sequences
-
d
H
*
ð **S; S˜Þ-
i
*
H
*
ðf˜ lnþmþ10 ; S˜Þ-
i
*
H
*
ðf˜ lnþmþ10 ; **SÞ
-
d
H
*
ðf˜ lnþ10 ; S˜Þ-
i
*
H
*
ðf˜ lnþmþ10 ; S˜Þ-
i
*
H
*
ðf˜ lnþmþ10 ; f˜ lnþ10 Þ-
d
(with a little abuse of notation we denote all the embeddings by (i)), we get that
i
*
: H
*
ð **S; S˜Þ-H
*
ðf˜ lnþmþ10 ; f˜ lnþ10 Þ
is an isomorphism. Now consider the embeddings
ð **S; S˜Þ-j1 ðf˜ b0; f˜ a0Þ-
j2 ðf˜ lnþmþ10 ; f˜ lnþ10 Þ **S-
j1
f˜ b0-
j2
f˜
lnþmþ1
0 :
Since i ¼ j23j1; then i * ¼ j2* 3j1 * and in ¼ jn1 3jn2 ; therefore j1* :Hqð **S; S˜Þ
-Hqðf˜ b0; f˜ a0Þ is injective for q ¼ n; q ¼ n þ m and jn1 : Hmðf˜ b0Þ-Hmð **SÞ is surjective.
So we take t1 ¼ j1* ðt01Þ; t2 ¼ j1* ðt02Þ and o such that o0 ¼ jn1 ðoÞ: Then
t1a00 and
t1 ¼ j1* ðt02-o0Þ ¼ j1* ðt02-jn1 ðoÞÞ ¼ j1* ðt02Þ-o ¼ t2-o: &
Remark 4.14. The assertion of Theorem 4.13 implies that (see e.g. [5])
catf˜ b
0
;f˜ a
0
f˜ b0X2:
5. Perturbations results
In this section we introduce, in the usual way a family of functionals ðfrÞ related
with a rescaling of problem ðPÞ and prove that, for small r the sublevels of these
functionals have the same topological properties as the asymptotic functional of the
previous section.
From now on we will suppose that ðA1Þ2ðA3Þ; hold.
Deﬁnition 5.1. If r40 we set
Kr :¼ fu : ruAKg ¼ 1rK; hrðuÞ :¼
1
2
aðuÞ þ IKrðuÞ;
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Gr : L-R; GrðuÞ :¼ 1r2GðruÞ;
frðuÞ :¼ 12aðuÞ þ GrðuÞ þ IKrðuÞ ¼ hrðuÞ þ GrðuÞ;
%hrðuÞ :¼ hrðuÞ þ IV ðuÞ; h˜rðuÞ :¼ ð %hr3CÞðuÞ þ ICðuÞ;
%f rðuÞ :¼ frðuÞ þ IV ðuÞ; f˜ rðuÞ :¼ ð %f r3CÞðuÞ þ ICðuÞ:
We set h˜0ðuÞ :¼ f˜ 0ðuÞ; %h0ðuÞ :¼ %f 0ðuÞ and we write f ðuÞ :¼ %f 1ðuÞ ¼ 12aðuÞ þ GðuÞ þ
IK-V ðuÞ:
In the sequel, we also denote by B : L-L the symmetric operator such that
/Bu; vSL ¼ bðu; vÞ:
Remark 5.2. We have
@frðuÞ ¼ 1r@
f ðruÞ:
In particular u is a lower critical point for fr if and only if ru is a lower critical point
for f : Moreover it is clear that if lBuA@f ðuÞ; then ðl; uÞ solves ðPÞ:
Now we prove some kind of convergence of %f r to %f 0 (f˜ r to f˜ 0).
Proposition 5.3. Let ðrnÞA½0; 1
 be a sequence such that rn-0: The following facts
hold:
(a) If ðunÞAKrn for all n (resp. Krn-V ) and un-u strongly in L; then uAK0 (resp.
K0-V );
(b) If uAK0 (resp. K0-V ), then there exists ðunÞ in Krn (resp. Krn-V ) with un-u
strongly in H:
Proof. The case of Krn is simple. Concerning Krn-V point (a) is also trivial; we
prove (b). Let pn : H-Krn and p : H-K0 the projections (with respect to the H
norm). Let
un ¼ pnð2uÞ
ðbðpnð2uÞÞÞ
1
2
:
Since bðpnð2uÞÞ-4; it follows that unAKrn-V for n large (0AKrn for all n). Since
pnð2uÞ-2u it follows that un-u strongly in H: &
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Proposition 5.4. Let rn-0:
(a) If ðunÞ is a sequence such that un-u strongly in L then
lim inf
n
%hrnðunÞX %h0ðuÞ:
(b) For any uAH there exists ðunÞ such that un-u strongly in H and
lim
n
%hrnðunÞ ¼ %h0ðuÞ:
Proof. Let us prove (a). If limn %hrnðunÞ ¼ þN the assertion is true. Otherwise we
have that %hrnðunÞp const that is aðunÞp const, unAV : Up to a subsequence we have
that un-u weakly in H with uAV : By (a) of Proposition 5.3, uAK0 and the assertion
easily follows. Condition (b) follows from (b) of Proposition 5.3. &
The next propositions are easy to prove.
Proposition 5.5. If ðunÞ is bounded in L; rn40; rn-0 then
lim
n
GrnðunÞ ¼ 0; limn rGrnðunÞ ¼ 0:
Proposition 5.6. If ðunÞ is a sequence in H; rnA½0; %r
 and %hrnðunÞ is bounded, then
jjunjjH is bounded. The same is true replacing %hr by %f r:
Proof. The ﬁrst assertion is trivial. The second follows by using assumption
ðA3Þ: &
In the following proposition we prove that the functions ð %hrÞ are ‘‘equi-Cðp; qÞ’’.
Proposition 5.7. For all gAR there exist d40; r040; e40 such that if we set U ¼
fu : distðu; %f g0Þodg; then:
(a) for all rA½0; r0
; for all uAU-Kr-V ; we have
/n1; n2SX ð1 eÞjjn1jj jjn2jj; 8n1ANuðKrÞ; 8n2ANuðVÞ:
(Kr and V are ‘‘equi-nontangent’’);
(b) there exists pAR such that for all rA½0; r0
; for all uAU-Kr-V ;
/n; v  uSppjjnjj jjv  ujj2; 8nANuðKr-VÞ; 8vAKr-V :
(Kr-V are ‘‘equi-p convex’’).
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Proof. We prove (a). By contradiction there exist dn-0; rn-0; en-0; unAKrn-V
such that distðun; %f 0ðuÞÞ ¼ dn; nðnÞ1 ANunðKrnÞ; nðnÞ2 ANunðVÞ with jjnðnÞ1 jj ¼ jjnðnÞ2 jj ¼ 1
and
1p/nðnÞ1 ; nðnÞ2 So ð1 enÞ:
Since %f g0 is a compact set, up to a subsequence un-u; with uA %f
g
0-K0-V ;
nðnÞ2 -n2ANuðVÞ: Moreover jjnðnÞ1 þ nðnÞ2 jj2 ¼ 1þ 2/nðnÞ1 ; nðnÞ2 Sþ 1-0 then nðnÞ1 -
n2; hence n2ANuðK0Þ: This is impossible in view of (a) of Proposition 4.3. Let us
prove (b). First we note that for any u; vAV ; for any n2ANuðVÞ
/n2; v  uSp12jjbjj jjn2jj jjujj jjv  ujj2:
Indeed if n2ANuðVÞ there exists lAR such that for all wAL we have /n2; wS ¼
lbðu; wÞ; then l ¼ /n2; uS: Moreover if vAV we have 1 ¼ bðvÞ ¼ bðv  uÞ þ
2bðu; v  uÞ þ bðuÞ that is bðu; v  uÞ ¼ 1
2
bðv  uÞ: So we have
/n2; v  uS ¼ lbðu; v  uÞ ¼ 12/n2; uSbðv  uÞp12jjbjj jjn2jj jjujj jjv  ujj2:
Consider now nANuðKr-VÞ: There exist n1ANuðKrÞ; n2ANuðVÞ such that n ¼
n1 þ n2: (see [6]). Then /n; v  uSp12jjbjj jjn2jj jjujj jjv  ujj2: Since
jjnjj2 ¼ jjn1jj2 þ 2/n1; n2Sþ jjn2jj2Xjjn1jj2  2ð1 eÞjjn1jj jjn2jj þ jjn2jj2
¼ eðjjn1jj2 þ jjn2jj2Þ þ ð1 eÞðjjn1jj  jjn2jjÞ2
then jjn2jjpjjnjjﬃep and so /n; v  uSp 12 ﬃep jjbjj jjujj jjnjj jjv  ujj2: &
From now on we ﬁx g4lnþmþ1
2
and take U be as in Proposition 5.7.
Corollary 5.8. Up to shrinking r0 the following facts hold:
(a) For all rA½0; r0
; for all uADð %hrÞ;
@ %hrðuÞ ¼ faþ lBu : aA@hrðuÞ; lARg:
(b) The functions ð %hrÞjU are ‘‘equi-Cðp; qÞ’’ namely there exist two continuous
functions p; q such that for all rA½0;r0
;
%hrðvÞX %hrðuÞ þ/a; v  uS ðpðuÞjjajj þ qðuÞÞjjv  ujj2; 8u; vAU ;8aA@ %hrðuÞ:
Proof. Condition (a) is standard, while (b) follows from (a) of Proposition 5.7 and
from [6, Theorem 1.13]. &
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Corollary 5.9. Up to shrinking r0 the following facts hold:
(a) If ðunÞAU ; rnA½0;r0
 and %hrnðunÞpg 8n; then ðunÞ admits a subsequence which
converges to a point u in U :
(b) For all rA½0; r0
 we have %hgrCU :
The same is true replacing %hr by %f r:
Proof. Let us prove (a). Take ðunÞ as above. By Proposition 5.6 ðunÞ is bounded in H
hence up to a subsequence, un-u strongly in L: By (a) of Proposition 5.4 %h0ðuÞpg
which implies uAU : Assertion (b) follows from (a) arguing by contradiction. &
Remark 5.10. From ðaÞ of Corollary 5.9 it follows that if rA½0; r0
; then %f r satisﬁes
the ðPSÞc for any cpg:
Now we prove analogous results for ðh˜rÞ:
Proposition 5.11. Let ðrnÞ be a sequence such that rn-0: Then
(a) If znAC1ðKrn-VÞ 8n and zn-z strongly in L; then zAC1ðK0-VÞ:
(b) If zAC1ðKr-VÞ-C; there exists znAC1ðKrn-VÞ-C with zn-z strongly
in H:
Proof. Condition (a) follows from (a) of Proposition 5.3. Let us prove (b). If ze@C
the assertion easily follows by noticing that C is invertible in a neighborhood of CðzÞ
and C1 is H-continuous (C1ðsÞ ¼ s þ PZˆðsÞjjP
Zˆ
ðsÞjj:)
Suppose that zA@C and let u ¼ CðzÞ ¼ z  PZˆðzÞ: Denote by
p0; p0n : Xˆ"W-Xˆ"W the projections onto the convex sets ðXˆ"WÞ-K0;
ðXˆ"WÞ-Krn (with respect to the H norm). Let
un ¼ p
0
nð2uÞ
bðp0nð2uÞÞ
:
It is clear that unAðXˆ"WÞ-Krn-V and un-u strongly in H: Deﬁne zn ¼
z  u þ un ¼ PZˆðzÞ þ un: We have zn-z and CðznÞ ¼ un; therefore
znAC1ðKrn-VÞ: &
The next proposition is easy to prove by using Proposition 5.11.
Proposition 5.12. Let ðrnÞ be a sequence such that rn-0: Then
(a) If zn-z strongly in L; then lim infn h˜rnðznÞXh˜0ðzÞ:
(b) For any zAH there exists ðznÞAKrn with zn-z strongly in H and limn h˜rnðznÞ ¼
h˜0ðzÞ:
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Lemma 5.13. Up to shrinking d; r0; e of Proposition 5.7, for all
uAU-ðKr-VÞ-ðXˆ" %WÞ we have
/n1; n2SX ð1 eÞjjn1jj jjn2jj; 8 n1ANuðKr-VÞ; 8n2ANuðXˆ" %WÞ:
Proof. The proof goes as the proof of (a) of Proposition 5.7 since K0-V and Xˆ" %W
are not tangent (see Lemma 4.10). &
We set U˜ :¼ C1ðUÞ:
Corollary 5.14. Up to shrinking r0 we have that the functions ðh˜rÞjU˜ are ‘‘equi-Cðp; qÞ’’
namely there exist two continuous functions p˜; q˜ such that for all rA½0; r0

h˜rðwÞXh˜rðzÞ þ/a; w  zS ðp˜ðzÞjjajj þ q˜ðzÞÞjjw  zjj2; 8w; zAU˜; aA@h˜rðzÞ:
Proof. Use Remark 9.6 and Lemma 5.13. &
Corollary 5.15. Up to shrinking r0 the following facts hold:
(a) If ðznÞAU˜; rnA½0; r0
 and h˜rnðznÞpg; then ðznÞ admits a subsequence which
converges to a point z in U˜:
(b) For all rA½0; r0
 we have h˜grCU˜:
The same is true replacing h˜r by f˜ r:
Proof. We prove (a). If h˜rðznÞpg then by Proposition 5.6 jjCðznÞjjH is bounded and
therefore, up to a subsequence, we can suppose that CðznÞ-u for some u in H:
Moreover, since dimðZˆÞoþN; we can also suppose that PZˆðznÞjjP
Zˆ
ðznÞjj-z0 for some z0 in
Zˆ; jjz0jj ¼ 1: Then zn ¼ CðznÞ þ PZˆðznÞjjP
Zˆ
ðznÞjj-u þ z0:
Condition (b) follows from (a) arguing by contradiction.
To deal with f˜ r just use ðA3Þ: &
Remark 5.16. From (a) of Corollary 5.15 follows that if rA½0; r0
; then f˜ r satisﬁes
the ðPSÞc for any cpg:
Remark 5.17. From (a) and (b) of Proposition 9.3 follows that if z is a lower critical
point for f˜ r and ze@C; then u ¼ CðzÞ is a lower critical point for %f r:
Lemma 5.18. Let
#l
2
oaolnþ1
2
and
##l
2
obolnþmþ1
2
: Then there exists r040 such that for
every rA½0; r0
:
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(a) a and b are regular values for f˜ r:
(b) There exists a map k : ðf˜ b0; f˜ a0Þ-ðf˜ br; f˜ arÞ such that k * :H * ðf˜ b0; f˜ a0Þ-H* ðf˜ br; f˜ arÞ
and kn : Hnðf˜ brÞ-Hnðf˜ b0Þ are isomorphisms.
Proof. In view of Propositions 4.8 and 5.12, Corollary 5.14, applying [10, Lemma
5.12], we obtain that, for r small, a; b are regular values for h˜r and that ðh˜br; h˜arÞ is
homotopically equivalent to the pair ðh˜b0; h˜a0Þ ¼ ðf˜ b0; f˜ a0Þ: Up to further shrinking r;
using ðA2Þ; ðA3Þ and Lemma 3.15 we deduce the assertion. &
Lemma 5.19. Fix Z40 (Z small). Then there exists r040 such that for all rA½0; r0
 the
functional f˜ r has no lower critical points z with zA@C and f˜ rðzÞA½#l2þ Z; lnþmþ12  Z
:
Proof. It follows from Proposition 5.12, (a) of Corollary 5.15 and
Proposition 4.12. &
6. Proof of the main results
Proof of Theorem 2.11. First we prove the existence of l0:
Let S ¼ Sðe; Wlnþ1ðXˆÞÞ; S ¼ Xˆ-V and take two real number a; b such that
aoinf %f 0ðSÞ and #l2obolnþ12 : We claim that there exists r040 such that
Hn1ð %f br; %f arÞaf0g for all rA½0; r0
: We divide the proof into several steps.
(I) First, we observe that for r0 small enough, %f
b
rCV \Wlnþ1ðXˆÞ for all rA½0; r0
:
This is due to the fact that KrCK0 and Proposition 5.5.
(II) For r0 small we have S- %f ara| : if not, using Propositions 5.4 and 5.6 we get
S- %f a0 ¼ |; which is impossible by our assumption on a:
(III) For rpr0; we consider pr the projection on Kr with respect to the H-metric
(see [11]). We deﬁne pr :K0-V-Kr-V as follows:
prðuÞ ¼ prð2uÞ
ðbðprð2uÞÞÞ
1
2
:
Let pˆr : S-Kr-V be the restriction of pr to S: It is easy to see that pˆr is continuous
in S  ½0; r0
 with respect to the H-norm and the L-norm because dimðXˆÞoþN:
Obviously pˆ0ðuÞ ¼ u for all uAS: For r0 small, pˆrðuÞA %f br for all rA½0; r0
: So we
consider pˆr : S-V \Wlnþ1ðXˆÞ:
(IV) Since pˆr is homotopic to the inclusion j : S-V \Wlnþ1ðXˆÞ we have ðpˆrÞ* ¼ j * :
Since S is a retract of V \Wlnþ1ðXˆÞ; then j* is an isomorphism. If we consider the
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following exact sequence (k is the inclusion)
HqðV \ðWlnþ1ðXˆÞ,SÞÞ-HqðV \Wlnþ1ðXˆÞÞ
-
k
*
HqðV \Wlnþ1ðXˆÞ; V \ðWlnþ1ðXˆÞ,SÞÞ-Hq1ðV \ðWlnþ1ðXˆÞ,SÞÞ;
we deduce that k
*
is a monomorphism for qX1: For rpr0 consider
ðS; |Þ-p
0
r ð %f br; %f arÞ-
i1 ðV \Wlnþ1ðXˆÞ; V \ðWlnþ1ðXˆÞ,SÞÞ
(where p0r : ðS; |Þ-ð %f br; %f arÞ is such that p0rðuÞ ¼ prðuÞ). Passing to the homology
groups we get
HqðS; |Þ -
ðp0rÞ
*
Hqð %f br; %f arÞ -
ði1Þ
*
HqðV \Wlnþ1ðXˆÞ; V \ðWlnþ1ðXˆÞ,SÞÞ:
Then ði1Þ
*
3ðp0rÞ* ¼ ðpˆrÞ* ; from which we deduce that ðp
0
rÞ* is injective, hence
Hn1ð %f br; %f arÞaf0g if nX2: If n ¼ 1 we have H0ðV \ðWlnþ1ðXˆÞ,SÞÞ ¼ G;
H0ðV \Wlnþ1ðXˆÞÞ ¼ GG and H0ðV \Wlnþ1ðXˆÞ; V \ðWlnþ1ðXˆÞ,SÞÞ ¼ GG and it
is easy to prove that k
*
is an epimorphism. Then H0ð %f br; %f arÞaf0g:
At this point since %f br is complete and ðPSÞc holds for every cA½a; b
 (see Remark
5.10), we can apply (a) of Theorem 3.7 and deduce that %f r has at least one lower
critical point urA½a; b
: Then, in view of (a) of Corollary 5.8 there exists lr such that
lrBurA@frðurÞ: So in view of Remark 5.2, if we set u0r ¼ rur; we have
lrBu0rA@
f ðu0rÞ; that is ðlr; u0rÞ solves ðPÞ and the conclusion follows since bðu0rÞ-0:
We prove the existence of l00:
Let S0 ¼ Sðe; XˆÞ and a0; b0 such that #l
2
oa0olnþ1
2
; sup %f 0ðS0Þob0oþN: If we prove
that for r small Hnð %f b0r ; %f a
0
r Þaf0g; the conclusion follows as in the previous case.
(I0) For r small %f a
0
rCV \Wlnþ1ðXˆÞ (use Proposition 5.5 and KrCK0).
(II0) Let pˆr : ðS0; SÞ-ðV ; V \Wlnþ1ðXˆÞÞ be such that pˆrðuÞ ¼ prðuÞ: For r small
pˆrðS0; SÞCð %f b0r ; %f a
0
r Þ: We also consider p0r : ðS0; SÞ-ð %f b
0
r ; %f
a0
r Þ such that pˆr ¼ i3p0r where
i is the inclusion. Since pˆr is homotopic to the inclusion j of ðS0; SÞ into
ðV ; V \Wlnþ1ðXˆÞÞ; then ðpˆrÞ* ¼ j * :
(III0) We prove that j
*
is a monomorphism: this gives that ðp0rÞ* is a
monomorphism and we have the conclusion. Since S is a deformation retract of
V \Wlnþ1ðXˆÞ; it sufﬁces to show that j0 : ðS; SÞ-ðV ; SÞ induces a monomorphism.
For this, consider the following sequence
-Hnþ1ðV ;SÞ-HnðS; SÞ-
ðj0Þ
*
HnðV ; SÞ-HnðV ;SÞ-
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It is easy to see that V is homotopically equivalent to Sk where k :¼ #Iþ  1: So if
nak  1 the sequence above gives the conclusion. If n ¼ k  1 we get in the same
way that ðj0Þ
*
is an epimorphism. In this case HnðS; SÞ ¼ HnðV ; SÞ ¼
HnðSnþ1;Sn1Þ ¼ G and we deduce that ðj0Þ
*
is actually an isomorphism.
Proof of Theorem 2.12. Let
#l
2
oaolnþ1
2
and
##l
2
obolnþmþ1
2
: In view of Theorem 4.13 and
Lemma 5.18 we deduce that, for all rA
0; r0
; a and b are regular values for f˜ r and
that there exist t1 in Hnðf˜ br; f˜ arÞ; t2 in Hnþmðf˜ br; f˜ arÞ and o in Hqðf˜ brÞ such that t1a0
and t1 ¼ t2-o: Since f˜ cr; is complete and ðPSÞc holds for every cA½a; b
 (see Remark
5.16), we can apply (b) of Theorem 3.7 and deduce that f˜ r has at least two lower
critical points zirA½a; b
 where i ¼ 1; 2: In view of Lemma 5.19, zire@C; hence uir ¼
CðzirÞ are lower critical for %f r: The conclusion follows arguing as in the proof of
Theorem 2.11.
7. Application to von Ka´rma´n’s equations with obstacle
In this section we apply the results of Section 6 to a buckling problem for a
clamped plate subjected to a constraint.
Let O be a bounded open subset of R2; F0 (the initial Airy stress function) an
element of W 2;2ðOÞ; j1 :O-½N; 0
 an upper semicontinuous function and
j2 :O-½0;þN
 a lower semicontinuos function. Let
K ¼ fuAW 2;20 ðOÞ : j1pupj2g:
Let O1 ¼ fx : j1ðxÞo0g and O2 ¼ fx : j2ðxÞ40g: We set O0 ¼ O1-O2 and O00 ¼
O1,O2: We want to study the problem
ðl; uÞARK;R
O DuDðv  uÞdx þ
R
O½D2½u; u
; u
ðv  uÞ dxXl
R
O½F0; u
ðv  uÞ dx; 8vAK;
(
ðVKÞ
where
½u; v
 :¼ D2xxuD2yyv  2D2xyuD2xyv þ D2yyuD2xxv:
Notice that D2 : L1ðOÞ-W 2;20 ðOÞ is a compact operator. We set H :¼ fuAW 2;20 ðOÞ :
u ¼ 0 on O\O00g; and for u; vAH deﬁne
aðu; vÞ :¼
Z
O
DuDv dx; bðu; vÞ :¼
Z
O
½F0; u
v dx; GðuÞ :¼ 1
4
Z
O
½D2½u; u
; u
u dx:
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Remark 7.1. Using the ideas of [1,8], it is possible to write the integrands in a
suitable divergence form and extend b to W 1;4ðOÞ  W 1;4ðOÞ-R and G to
W 1;4ðOÞ-R: It follows that if 32oso2; taking L ¼ W s;20 ðOÞ; then b and G are
deﬁned on L and the embedding of H into L is compact.
Remark 7.2. It is easy to verify that for all u; v; wAL we have
Z
O
½u; v
w dx ¼
Z
O
½w; u
v dx ¼
Z
O
½v; w
u dx:
Then we deduce that GðuÞX0 for all uAL: Moreover G is homogenous of degree 4.
Proposition 7.3. a; b; G defined above verify hypotheses ðA1Þ2ðA3Þ:
Proof. It follows from the two previous remarks. &
Theorem 7.4. Let ðmþi Þ; ðmi Þ with ?pm1o0omþ1p? be the sequences of the
eigenvalues of the problem
D2u ¼ m½F0; u
 uAW 2;20 ðOÞ; u ¼ 0 on O\O00 ð3Þ
and ðm0þi Þ; ðm0i Þ the sequence of eigenvalues of the problem
D2u ¼ m0½F0; u
 uAW 2;20 ðO0Þ: ð4Þ
Then:
(a) if there exists nX1 such that m
0þ
n omþnþ1 then there exist two bifurcation values
l0; l00 of problem ðVKÞ with l0pm0þn and mþnþ1pl00;
(b) if there exist n; mX1 such that m
0þ
n omþnþ1pm
0þ
nþmomþnþmþ1 then there exist two
bifurcation values l0; l00A½mþnþ1; m
0þ
nþm
 of problem ðVKÞ: If l0 ¼ l00 then there exist
two sequences ðl0n; u0nÞ; ðl00n ; u00nÞ of solution of ðVKÞ such that u0nau00n;R
O ½F0; u0n
u0n dx ¼
R
O½F0; u00n 
u00n dx-0; l0n-l0 ¼ l00 and l00n-l00 ¼ l0:
Proof. Let us call f0i the eigenfunctions of problem (3). If the assumption in assertion
(a) holds then assumption ðH1Þ is fulﬁlled. Indeed it sufﬁces to take Xˆ ¼
spanff01;y;f0ng: Then applying Theorem 2.11 we get the assertion. On the other
hand if the assumption in assertion (b) holds, then assumption ðH2Þ is fulﬁlled with
Yˆ ¼ spanff01;y;f0nþmg; hence using Theorem 2.12 we get the assertion. &
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Appendix A. The eigenvalues of the linear problem
The following theorem is a variant of the classical spectral theorem.
Theorem 8.1. Assume that ðA1Þ holds with M ¼ 0: Then there exist Iþ; ICN;
ðlþi ÞiAIþ ; ðli ÞiAI in R; ðeþi ÞiAIþ ; ðei ÞiAI in H\f0g such that
aðeþi ; vÞ ¼ lþi bðeþi ; vÞ 8vAH;
aðei ; vÞ ¼ li bðei ; vÞ 8vAH;
bðeþi ; eþj Þ ¼ dij ; bðei ; ej Þ ¼ dij; bðeþi ; ej Þ ¼ 0
and
0olþ1p?plþnp?oþN; 04l1X?XlnX?4N:
Furthermore H ¼ Hþ"H"H0 where
H0 ¼ fu : bðu; vÞ ¼ 0; 8vAHg;
Hþ ¼
[
nAIþ
spanfeþ1 ;y; eþn g; H ¼
[
nAI
spanfe1 ;y; en g
(closure in H). If Iþ or I are empty, there is no lþi or l

i :
Finally if u ¼ PiAIþ cþi eþi þ PiAI ci ei þ u0; then
bðuÞ ¼
X
iAIþ
ðcþi Þ2 
X
iAI
ðci Þ2;
aðuÞ ¼
X
iAIþ
lþi ðcþi Þ2 
X
iAI
li ðci Þ2 þ aðu0Þ:
Proof. Let Ha be the Hilbert space H with inner product ðu; vÞa ¼ aðu; vÞ and let
B˜ : Ha-Ha be the linear operator such that bðu; vÞ ¼ ð *Bu; vÞa for any u; vAH: By our
assumptions, B˜ is a linear compact, symmetric operator. Then there exist two
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438 433
sequences ðmnÞCR; ðe˜nÞCH such that jmnj is decreasing, mn-0; mna0; B˜e˜n ¼ mne˜n;
ðe˜n; e˜mÞa ¼ dnm; H ¼
S
n spanfe˜1;y; e˜ng"H0; where H0 ¼ ker B˜ ¼ fu : bðu; vÞ ¼
0; 8vAHg: Taking ln ¼ 1mn we have
aðe˜n; vÞ ¼ lnbðe˜n; vÞ 8nAN; 8vAH:
We set en ¼ e˜n
jbðe˜nÞj
1
2
and we ﬁnd two sets Iþ; I and two increasing functions sþn ; s

n
such that s7 : I7-N and flsþn g ¼ fln : ln40g; flsn g ¼ fln : lno0g: So we set
lþn ¼ lsþn ; ln ¼ lsn ; eþn ¼ esþn ; en ¼ esn : &
Remark 8.2. The property li o0olþi follows from the assumption M ¼ 0: Actually
the theorem holds also for Ma0: In this case li o M; lþi 4M:
The following proposition gives a variational characterization of the eigenvalues.
Proposition 8.3. For iAN set
L7i ¼ fX : XCH; X is a closed linear subspace; X-V7a|; dimðX ÞXig:
Then
lþi ¼ inf
XALþ
i
sup
uAX-Vþ
aðuÞ  li ¼ inf
XALi
sup
uAX-V
aðuÞ:
Proof. Denote by Pþ;P;P0 the projections, respectively, on Hþ; H; H0 with
respect to the inner product ð; Þa: Set mþi ¼ infXALþi supuAX-Vþ aðuÞ: We claim that
lþi Xm
þ
i : Indeed if we consider X ¼ spanfeþ1 ;y; eþi g; then X-Vþa| and
supuAX-Vþ aðuÞ ¼ lþi ; therefore lþi Xmþi :
Let us now prove that lþi pmþi : Consider a linear space XALþi : We can suppose
that supuAX-Vþ aðuÞoN: Then, in view of Lemma 4.7, bðuÞ40 for all uAX \f0g:
Since u ¼ PþðuÞ þPðuÞ þP0ðuÞ and 0obðuÞ ¼ bðPþðuÞÞ þ bðPðuÞÞpbðPþðuÞÞ;
then PþðuÞa0 which implies that Pþ is injective and then Xþ ¼ PþðXÞ is a linear
subspace of Hþ with dimension greater than i: Therefore Xþ-fuAHþ : aðu; vÞ ¼
0 8vAspanfeþ1 ;y; eþi1gga|: So there exists %uAXþ such that %u ¼
P
kXi cke
þ
k and
að %uÞ ¼
X
kXi
lþk c
2
kXl
þ
i
X
kXi
c2k ¼ lþi bð %uÞ:
If uAX \f0g is such that PþðuÞ ¼ %u; then we have
aðuÞ ¼ aðPþðuÞÞ þ aðPðuÞÞ þ aðP0ðuÞÞXaðPþðuÞÞXlþi bðPþðuÞÞXlþi bðuÞ:
Hence supuAX-VþaðuÞXlþi and then the assertion follows. &
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Appendix B. Some properties of the Cðp; qÞ-functions
Now we prove some properties of the class of Cðp; qÞ-functions introduced in
Section 3 in connection with the function C introduced in Deﬁnition 4.9.
Suppose that L is a Hilbert space with inner product /; S and norm jj  jj: For
VCL; we deﬁne the indicator function IV : L-R,fþNg by
IV ðuÞ :¼
0 if uAV ;
þN if uAL\V :
(
It is also natural to deﬁne the outward normal coneNuðVÞ to V in a point uAV as
the set @IV ðuÞ: If uAV and V is a convex set, then
NuðVÞ :¼ fnAL :/n; v  uSp0; 8v in Vg:
We say that V is p-convex if IV is of class Cðp; 0Þ:
Deﬁnition 9.1. If A and B are two subsets of L; we say that they are tangent at the
point u of A-B if and only if @IAðuÞ-ð@IBðuÞÞaf0g:
Let X be a closed subspace of L; Y ¼ X> a ﬁnite dimensional space, P; Q : L-L
the orthogonal projections respectively on X and Y : Let dA
0; 1½; Vd ¼
fz : jjQðzÞjj4dg: Deﬁne (as in Deﬁnition 4.9) C : Vd-L in such way
CðzÞ :¼ z  QðzÞjjQðzÞjj
and C ¼ fz : jjQðzÞjjX1g: Then dCðzÞðwÞ ¼ PzðwÞ þ ð1 1jjQðzÞjjÞQzðwÞ where Pz and
Qz are the projections on Xz :¼ X"spanðzÞ and Yz :¼ fwAY : /QðzÞ; wS ¼ 0g:
Remark 9.2. It is easy to see that there exists a constant k (depending on d) such that
for all z; wAVd
jjCðzÞ CðwÞjjpkjjz  wjj;
jjCðzÞ CðwÞ  dCðzÞðz  wÞjjpkjjz  wjj2:
Proposition 9.3. Let U be an open subset of L; f : U-R,fþNg be a function of
class Cðp; qÞ: Let U˜ :¼ C1ðUÞ; g : U˜-R,fþNg be such that g ¼ f 3C: Let zAU˜
and u ¼ CðzÞ: Then the following facts hold:
(a) If aA@f ðuÞ; then b ¼ dCðzÞðaÞA@gðzÞ:
(b) If ze@C and bA@gðzÞ; then there exists unique aA@f ðuÞ such that b ¼
dCðzÞðaÞ:
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438 435
(c) If zA@C and bA@gðzÞ then there exists aA@f jXzðuÞ such that PzðbÞ ¼ a:
(d) If zA@C; Dðf Þ and X are not tangent at the point u and bA@gðzÞ; then there
exists aA@f ðuÞ such that b ¼ dCðzÞðaÞ: Moreover if Dðf Þ and X are not tangent
at any point, there exists a continuous function c such that jjajjpcðzÞðjjbjj þ 1Þ for
all aA@f ðuÞ; bA@gðzÞ:
Proof. Let us prove (a). For all wAL\X we have f ðCðwÞÞXf ðCðzÞÞ þ/a;CðwÞ 
CðzÞS oðjjCðwÞ CðzÞjjÞ: On the other hand CðwÞ CðzÞ ¼ dCðzÞðw  zÞ þ
oðjjw  zjjÞ; hence by noticing that dC ¼ dCn we have
gðwÞXgðzÞ þ/a; dCðzÞðw  zÞS oðjjw  zjjÞ ¼ gðzÞ þ/b; w  zS oðjjw  zjjÞ;
(b) immediately follows from (a) by noticing that C is an isomorphism in a
neighborhood of z: For proving (c) we ﬁrst prove that if zA@C and bA@gðzÞ then
/b; wS ¼ 0 8wAYz: ð5Þ
Indeed consider tAR; t small, and set zt ¼ PðzÞ þ QðzþtwÞjjQðzþtwÞjj: Hence
PðztÞ ¼ PðzÞ; QðztÞ ¼ Qðz þ twÞjjQðz þ twÞjj; jjQðztÞjj ¼ 1; limt-0
zt  z
t
¼ w:
Moreover CðztÞ ¼ PðzÞ; then gðztÞ is constant. Since
gðztÞXgðzÞ þ/b; zt  zS oðjjzt  zjjÞ
dividing by t and letting t-0þ; we get /b; wSp0: Letting t-0 we get /b; wSX0;
so /b; wS ¼ 0: This means bAXz and bA@gjXzðzÞ: At this point it sufﬁces to note
that CjXz is an isomorphism in a neighborhood of z and dðCjXzÞðzÞ is the identity.
Using ðaÞ for ðCjXzÞ1 the conclusion follows.
Finally let us prove (d). If Dðf Þ and X are not tangent at the point u; then by
Cˇobanov et al. [6] Dðf Þ and Xz are not tangent at u and for any a0A@f jXzðuÞ there
exist aA@f ðuÞ; nANuðXzÞ such that a0 ¼ aþ n: We have
/b; wS ¼/b; QzðwÞSþ/b; PzðwÞS ¼ /a0; PzðwÞS
¼/aþ n; PzðwÞS ¼ /a; PzðwÞS ¼ /dCðzÞðaÞ; wSS:
The second part also follows from [6]. &
Proposition 9.4. Let f ; g be as in Proposition 9.3, Dðf Þ and X be not tangent at any
point u: Then
(a) g is of class Cðp; qÞ:
(b) If Dðf Þ is p-convex then g þ IC is of class Cðp; qÞ:
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Proof. Let us prove (a). By hypotheses we have for all u; vAU ; for all aA@f ðuÞ
f ðvÞXf ðuÞ þ/a; v  uS ðpðuÞjjajj þ qðuÞÞjjv  ujj2:
Let z; wAC1ðUÞ and bA@gðzÞ: Then there exists a such that b ¼ dCðzÞðaÞ:
Hence
gðwÞ  gðzÞ /b; w  zS
¼ f ðCðwÞÞ  f ðCðzÞÞ /a;CðwÞ CðzÞSþ/a;CðwÞ CðzÞ  dCðzÞðw  zÞS
X ðpðCðzÞÞjjajj þ qðCðzÞÞÞjjCðwÞ CðzÞjj2  jjajj jjCðwÞ
CðzÞÞ  dCðzÞðw  zÞjj
X ðpðCðzÞÞjjajj þ qðCðzÞÞÞk2jjw  zjj2  jjajjkjjw  zjj2
X ðpðCðzÞÞðcðzÞ þ 1Þjjbjj þ qðCðzÞÞÞk2jjw  zjj2  ðcðzÞ þ 1Þjjbjjkjjw  zjj2
¼ ðp˜ðzÞjjbjj þ q˜ðzÞÞjjw  zjj2:
To prove (b) we claim that DðgÞ and C are not tangent. By contradiction if they are
tangent at a point z; then zA@C and QðzÞANzðDðgÞÞ: Using ðdÞ of Proposition 9.3
for IDðf Þ we obtain that there exists nANuðDðf ÞÞ where u ¼ CðzÞ such that QðzÞ ¼
PzðnÞ: This implies that n ¼ QðzÞ þ QzðnÞANðXÞ: This is impossible because Dðf Þ
and X are not tangent. &
Remark 9.5. Suppose that there exist e40; b40 such that for all uAU ; aA@f ðuÞ;
nAY ¼NðXÞ
/a; nSX ðð1 eÞjjajj þ bÞjjnjj:
Then there exists cAR such that
jjajjpcðjjaþ njj þ 1Þ; 8uAU ; aA@f ðuÞ; nAY :
Proof. Argue as in the proof of (b) of Proposition 5.7. &
Remark 9.6. Following the proof of Proposition 9.4, one can see that if p; q are two
continuous functions such that f is of class Cðp; qÞ; e; b are as in Remark 9.5, then
there exist p˜; q˜ (which depend on p; q; e; b) such that g is of class Cðp˜; q˜Þ: If in addition
%p is a function such that Dðf Þ is p-convex with p ¼ %p; then the same conclusion holds
for g þ IC and p˜; q˜ depend also on %p:
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438 437
References
[1] M.S. Berger, On von Ka´rma´n’s equations and the buckling of a thin elastic plate, I the clamped plate,
Comm. Pure Appl. Math. 20 (1967) 687–719.
[2] C. Bertocchi, M. Degiovanni, On the existence of two branches of bifurcation for eigenvalue
problems associated with variational inequalities, Scritti in onore di Giovanni Melﬁ, Sci. Mat. 11
(1994) 35–72.
[3] R. Bo¨hme, Die Lo¨sung der Verzweigungsgleichungen fu¨r nichtlineare Eigenwertproblems, Math. Z.
127 (1972) 105–126.
[4] A. Canino, M. Degiovanni, Nonsmooth critical point theory and quasilinear elliptic equations, in:
A. Granas, M. Frigon, G. Sabidussi (Eds.), Topological Methods in Differential Equations and
Inclusions, Montreal (1994), NATO ASI Series, Kluwer, Dordrecht, 1995, pp. 1–50.
[5] K.C. Chang, Inﬁnite dimensional morse theory and multiple solution problems, Progress in
Nonlinear Differential Equations and their Applications, Vol. 6, Birckha¨user, Boston, 1993.
[6] G.Cˇobanov, A. Marino, D. Scolozzi, Evolution equation for the eigenvalue problem for the Laplace
operator with respect to an obstacle, Rend. Accad. Naz. Sci. XL Mem. Mat. 14 (1990) 139–162.
[7] J.N. Corvellec, M. Degiovanni, M. Marzocchi, Deformation properties for continuous functionals
and critical point theory, Top. Meth. Nonl. Anal. 1 (1993) 151–171.
[8] M. Degiovanni, On the buckling of a thin elastic plate subjected to unilateral constraint, Nonlinear
Variational Problems II (Isola d’Elba, 1986) Pitman Res. Notes Math 193 (1989) 161–180.
[9] M. Degiovanni, Bifurcation problems for nonlinear elliptic variational inequalities, Ann. Fac. Sci.
Toulouse 10 (1989) 215–258.
[10] M. Degiovanni, Homotopical properties of a class of nonsmooth functions, Ann. Mat. Pura Appl.
156 (4) (1990) 37–71.
[11] M. Degiovanni, Variational methods in bifurcation problems for variational inequalities, Autumn
School on Variational Inequalities, Paseki, 1992, Faculty of Mathematics and Physics of Charles
University, Prague, 1993, pp. 27–51
[12] M. Degiovanni, M. Marzocchi, A critical point theory for nonsmooth functionals, Ann. Mat. Pura
Appl. 167 (4) (1994) 73–100.
[13] A. Ioffe, E. Schwartzman, Metric critical point theory 1. Morse regularity and homotopic stability of
a minimum, J. Math. Pures Appl. 75 (1996) 125–153.
[14] G. Katriel, Mountain pass theorems and global homeomorphism theorems, Ann. Inst. H. Poincare´
Anal. Non Line´aire 11 (1994) 189–209.
[15] S. Lancelotti, Ph.D. Thesis, Milano, 1994.
[16] J.Q. Liu, Bifurcation for potential operators, Nonlinear Anal. 15 (1990) 345–353.
[17] A. Marino, La biforcazione nel caso variazionale, Conf. Sem. Mat. Univ. Bari 132, (1973), 14pp.
[18] A. Marino, C. Saccon, Some variational theorems of mixed type and elliptic problems with jumping
nonlinearities, Ann. Sc. Norm. Sup. di Pisa 25 (3-4) (1997) 631–665.
[19] E. Miersemann, On eigher eigenvalues of variational inequalities, Comment. Math. Univ. Carolin. 24
(1983) 657–665.
[20] R.C. Riddel, Eigenvalues problems for nonlinear elliptic variational inequalities, Nonlinear Anal. 3
(1979) 412–424.
[21] C. Saccon, Multiplicity of bifurcation points for variational inequalities via Conley Index, Top.
Methods Nonlinear Anal. 11 (1998) 83–102.
[22] F. Schuricht, Bifurcation for minimax solutions by variational inequalities, Math. Nachr. 154 (1991)
67–88.
[23] E.H. Spanier, Algebraic Topology, McGraw-Hill Book Co., New York, 1966.
A. Groli, C. Saccon / J. Differential Equations 190 (2003) 407–438438
