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Abstract 





Neurons and the underlying vascular structure that maintains the nutrients necessary for their 
normal function are intrinsically linked. The relationship between neural activity and its 
accompanying blood flow is called neurovascular coupling. Our understanding of the intricacies 
of this relationship has evolved over the years from one of pure supply and demand to one that is 
highly complex and involves various cell types. While the exact mechanisms underlying 
neurovascular coupling still remains unresolved, altered coupling has been implicated in a variety 
of pathological conditions. The overall motivation of this thesis was to uncover how specific 
perturbations to either the neural or vascular system affect the resulting interplay between them. 
Our hope is that the results could act as a framework for guiding more specific mechanistic 
dissections in the future. 
Until recently, technological constraints have precluded the ability to comprehensively 
characterize neurovascular coupling on a large scale. Much of our understanding of the coupling 
relationship on a circuit level has been inferred from individual measurements of either neuronal 
firing or blood flow dynamics. Our lab has the ability to study coupling more directly through 
simultaneous imaging of both neural and hemodynamic activity. In this thesis, I set out to 
characterize how coupling could be differentially altered at a mesoscopic level by specifically 
perturbing either blood flow or cortical circuit organization. Thus, this work is split into two 
projects. The first investigates the downstream effects of an acute ischemic injury and the second 
focuses on how a developmental change in neuronal circuit structure alters function. 
My work in the acute ischemia model allowed us to capture a curious phenomenon called 
cortical spreading depolarization (CSD). CSDs have been implicated in a range of acute brain 
injuries, including ischemia. Despite being a neural event, CSDs have a profound impact on the 
cerebrovascular. Unfortunately, existing work in this field has been discordant and the results have 
been difficult to interpret. We used wide-field optical mapping to characterize the dynamics and 
impact of ischemia-triggered CSDs. Our imaging technique revealed that CSDs had a spatially 
heterogeneous impact on tissue depending on factors such as baseline metabolic condition and 
spatiotemporal properties of the CSDs themselves. Furthermore, we observed that CSDs were not 
isolated events and that multiple could occur in succession in a short period of time. By tracking 
each and every CSD, we were able to characterize the cumulative effects of CSDs on tissue 
oxygenation. Our results provide a contextual framework that reconciles some of the observed 
experimental variabilities. We conclude that an ischemic insult triggers a CSD and consequently, 
a combination of CSD dynamics and the tissue’s metabolic condition begets more CSDs. This 
pushes the brain deeper into a feedback loop of exacerbating damage.  
 The second study was done in collaboration with Dr. Ewoud Schmidt and Dr. Franck 
Polleux, and looks at the functional changes mediated by expression of a human-specific gene 
duplication, SRGAP2C. The human brain exhibits unique features that enable its enhanced 
cognitive abilities. The Polleux lab found that humanized SRGAP2C mice showed similar features 
that characterize the human brain, such as increased synaptic density and delayed synaptic 
maturation. This ultimately led to increased local and long-range cortico-cortical connectivity and 
even improved the behavioral performance in a texture discrimination task. Thus, we were 
motivated to investigate the functional underpinnings that may explain and link these structural 
and behavioral differences. We used two-photon imaging to determine whether SRGAP2C 
expression changed neuronal firing dynamics and found that it increased response reliability and 
selectivity to whisker inputs, thus improving accuracy of sensory coding. This improvement may 
help to explain why SRGAP2C mice performed better in a cortex-dependent task that actively 
relies on engagement of multiple cortical regions. Moreover, by using a humanized SRGAP2C 
mouse model, our results provide a small step towards better understanding how experimental 
studies can be interpreted for and translated to humans. 
i 
 
Table of Contents 
 
List of Figures ................................................................................................................................ iii 
Acknowledgements ......................................................................................................................... v 
Related Publications and Presentations ....................................................................................... viii 
Definitions and List of Acronyms ................................................................................................... x 
Chapter 1     Introduction ................................................................................................................ 1 
     1.1     Neurovascular coupling (NVC) in the brain .................................................................... 3 
     1.2     Neurovascular coupling: the supply-and-demand myth .................................................. 6 
     1.3     Neurovascular coupling: the neurovascular unit .............................................................. 8 
          1.3.1     Cells of the neurovascular unit ................................................................................ 8 
          1.3.2     Two component mechanism of neurovascular coupling ....................................... 15 
     1.4     Altered neurovascular coupling in the ischemic brain ................................................... 16 
          1.4.1     Ischemic Stroke ...................................................................................................... 16 
          1.4.2     Cortical Spreading Depolarizations (CSDs) .......................................................... 19 
          1.4.3     Effect of ischemia and CSDs on neurovascular coupling ...................................... 21 
     1.5     Development of neuroimaging techniques .................................................................... 25 
          1.5.1     Functional Magnetic Resonance Imaging (fMRI) ................................................. 25 
          1.5.2     Laser speckle contrast imaging (LSCI).................................................................. 26 
          1.5.3     Optical intrinsic signal imaging (OISI).................................................................. 28 
          1.5.4     Electrophysiology and the development of fluorescent calcium indicators .......... 30 
     1.6     Summary ........................................................................................................................ 32 
Chapter 2     Imaging Techniques and Analysis Considerations .................................................. 33 
     2.1     Wide-field optical mapping (WFOM) ........................................................................... 33 
          2.1.1     System setup .......................................................................................................... 33 
          2.1.2     Adapting WFOM for different applications .......................................................... 35 
          2.1.3     Correcting for the hemodynamic confound ........................................................... 37 
          2.1.4     Additional WFOM analysis considerations ........................................................... 40 
               2.1.4.1     Alignment to a standard atlas ......................................................................... 40 
               2.1.4.2     Hemodynamic response function ................................................................... 43 
     2.2     Two-photon laser scanning microscopy ........................................................................ 44 
Chapter 3     Neurovascular dynamics of repeated cortical spreading depolarizations after acute 
brain injury .............................................................................................................................. 46 
     3.1     Introduction .................................................................................................................... 47 
     3.2     Methods.......................................................................................................................... 51 
          3.2.1     Animal Preparation ................................................................................................ 51 
          3.2.2     Photothrombosis model ......................................................................................... 53 
          3.2.3     Wide-field optical mapping (WFOM) ................................................................... 53 
ii 
 
          3.2.4     Data Processing ...................................................................................................... 54 
          3.2.5     Verifying the minimal effect of Rose Bengal on GCaMP signal correction ......... 55 
          3.2.6     Data Analysis ......................................................................................................... 57 
     3.3     Results ............................................................................................................................ 60 
          3.3.1     Visualizing the neural and hemodynamic effects of acute photothrombosis ........ 60 
          3.3.2     Photothrombosis-induced CSDs occur across all mice ......................................... 61 
          3.3.3     Initial CSDs are accompanied by large, spatiotemporally coupled constrictions .. 65 
          3.3.4     Subsequent CSDs are accompanied by variable hemodynamic responses ............ 69 
          3.3.5     Spatially heterogeneous sustained effects of subsequent CSDs ............................ 77 
     3.4     Discussion ...................................................................................................................... 82 
          3.4.1     Imaging neuronal activity is crucial for understanding CSD variability ............... 82 
          3.4.2     Understanding variability in neurovascular responses to CSD .............................. 84 
          3.4.3     Cumulative and spatially heterogeneous effects of CSDs ..................................... 86 
          3.4.4     Sex differences in studies of ischemia ................................................................... 87 
          3.4.4     Summary ................................................................................................................ 89 
Chapter 4     A human-specific modifier of cortical circuit connectivity improves reliability of 
sensory-evoked responses in the mouse brain ........................................................................ 90 
     4.1     Introduction .................................................................................................................... 90 
     4.2     Methods.......................................................................................................................... 94 
          4.2.1     Mice used for functional imaging .......................................................................... 94 
          4.2.2     Two-photon calcium imaging: surgery and imaging acquisition .......................... 95 
          4.2.3     Two-photon calcium imaging: Image processing and analysis ............................. 96 
          4.2.4     Support vector machine classification ................................................................... 97 
     4.3     Preliminary WFOM studies and transition to two-photon microscopy ......................... 98 
     4.4     SRGAP2C increases response reliability and sensitivity to sensory input .................. 102 
     4.5     Discussion .................................................................................................................... 108 
Chapter 5     Discussion and future directions ............................................................................ 112 
     5.1     Spontaneous activity after acute ischemic injury-triggered CSDs .............................. 112 
          5.1.1     Bilateral synchrony after CSD ............................................................................. 113 
          5.1.2     Neurovascular coupling changes after CSD ........................................................ 116 
          5.1.3     The contralateral hemisphere after acute ischemic injury ................................... 121 
     5.2     Recovery from acute brain injury ................................................................................ 123 
     5.3     Circuit-wide dynamics of SRGAP2C mice ................................................................. 125 
          5.3.1     Wide-field imaging of SRGAP2C ....................................................................... 126 
          5.3.2     Circuit dynamics during learning......................................................................... 129 
          5.3.3     Impact of increased cortico-cortical connectivity on neurovascular coupling .... 130 
     5.4     Developmental differences in neurovascular coupling in SRGAP2C mice ................ 131 




List of Figures 
 
Figure 1.1. Timeline of the early works that observed a relationship between cerebral blood flow 
and brain activity………………………………………………………………………………4 
Figure 1.2. Comparison of blood flow and CMRO2 during stimulation……………………………7 
Figure 1.3. The neurovascular unit………………………………………………………………...9 
Figure 1.4. Mechanisms of neurovascular coupling……………………………………………...14 
Figure 1.5. Examples of DWI/PWI imaging in two patients with acute stroke…………………...18 
Figure 1.6. Cortical spreading depolarization under normal and pathological conditions………..20 
Figure 1.7. Loss of BBB integrity after ischemia………………………………………………...22 
Figure 1.8. Schematic of cellular mechanisms involved in ischemic CSDs……………………..23 
Figure 1.9. Example of laser speckle contrast imaging…………………………………………...28 
Figure 1.10. Absorption spectrum of oxygenated and deoxygenation hemoglobin..……………..29 
Figure 1.11. Simultaneous GCaMP6f and spiking dynamics…………………………………….31 
Figure 2.1 WFOM setup……………………….………………………………………………....34 
Figure 2.2 WFOM spectrum for photothrombosis experiments………..………………………...36 
Figure 2.3 Schematic of how light travels to and from a GCaMP fluorescence interaction in 
WFOM.………………………………………………………………………………………37 
Figure 2.4. Results of hemodynamic correction of WFOM GCaMP data……….………………..39 
Figure 2.5. Two examples of the custom registration pipeline for alignment to the Allen Atlas 
common coordinate framework.……………………………………………………………...42 
Figure 2.6. Two-photon excitation……………………………………………………………….45 
Figure 3.1. Experimental setup for wide-field optical mapping during photothrombosis………...52 
Figure 3.2. Comparison of corrected GCaMP signal with and without Rose Bengal factor in a 
representative animal………………………………………………………………………...56 
Figure 3.3. Validation of vasoconstriction calculations……………………………..…………...57 
Figure 3.4. Spatial and temporal characterization of neural activity during an initial CSD……….62 
Figure 3.5. Neural activity after photothrombosis in a second representative mouse …….……....63 
iv 
 
Figure 3.6. Neural activity after photothrombosis in a saline-injected control……...…….……....65 
Figure 3.7. Initial CSDs are accompanied by local vasoconstriction……………………………..67 
Figure 3.8. Heterogeneity in vascular responses to successive CSDs…………………………….70 
Figure 3.9. Additional examples of heterogeneous vascular responses to subsequent CSDs……..74 
Figure 3.10. Summary table of all metrics used for analysis of vascular response variability to 
CSDs………………………………..…………………..…………………..………….…….76 
Figure 3.11. Characterization of the cumulative effects of successive CSDs……………………79 
Figure 3.12. Propagation of all CSDs in an animal that experienced 7 CSDs……………………..81 
Figure 4.1. Summary schematic detailing how SRGAP2C expression affects cortical circuit 
structure…………………………..…………………..…………………..…………………..93 
Figure 4.2. WFOM during a whisker stimulus……………………………………………………99 
Figure 4.3. Neural and hemodynamic responses to whisker stimulus…………………………..101 
Figure 4.4. Two-photon imaging paradigm……….…………………..…………………..…….102 
Figure 4.5. Examples of single-trial responses.……….………………………………………...103 
Figure 4.6. Frequency distribution of response fraction for neurons…………………………….104 
Figure 4.7. SRGAP2C expression increases probability of response to sensory stimulation...….105 
Figure 4.8. SRGAP2C expression increases selectivity of neuronal responses to sensory 
stimulation…………………………………………………………………………………..106 
Figure 4.9. SVM supports SRGAP2-mediated increase in selectivity of neuronal responses to 
sensory stimulation………………………………………………………………………….108 
Figure 5.1. Correlation analysis before and during a CSD in a representative animal………...…114 
Figure 5.2. Bilateral correlations for both GCaMP and HbT are attenuated hours after CSD…...115 
Figure 5.3. HRF analysis after acute brain injury………………………………………………..117 
Figure 5.4. HRF analysis in a control animal…………………………………………………....118 
Figure 5.5. Characterization of the cumulative effects of CSDs in an awake, behaving mouse…120 
Figure 5.6. Change in HRF amplitude per animal for ipsi- and contra-lesional hemispheres……122 
Figure 5.7. Correlation maps during resting state activity………………………………………127 





While I have the privilege of presenting the work in this thesis, it could not have been done without 
the support of countless others. First, I would like to thank my advisor Dr. Elizabeth Hillman for 
providing me the space and tools, both physical and intellectual, to explore my various interests 
ranging from biology to instrumentation to computational analysis. Your passion for uniting 
biology and technology, and navigation of this interdisciplinary space were a source of inspiration 
throughout my PhD. I would like to thank Dr. Franck Polleux for his guidance throughout the 
SRGAP2C project and as a member of my thesis committee. Your consistent belief in both me and 
our work make me feel incredibly lucky to have had the opportunity to work with you. I would 
also like to thank the other members of my committee, Dr. Dritan Agalliu, Dr. Christoph Juchem, 
and Dr. Elisa Konofagou, for their advice and guidance on my thesis work.  
 Mo, Venkata, Sharon, and Ying: thank you for making the lab an immediately welcoming 
place to be. You guys taught me everything from experiment to analysis. Mo, thank you for 
teaching me basically all of MATLAB; Venk, thank you for answering all my naïve optics 
questions and explaining diffraction to me using trash cans; Sharon, I can literally do brain surgery 
because of you; Ying, thank you for helping me to understand the sheer scale of WFOM analysis, 
all while matching outfits. Wenze, Hang, Nic, Malte, Richard, and Weihao thank you for being 
stabilizing forces in lab during my moments of panic and frustration, whether it came in the form 
of technical help or an attentive ear, working with you has been a true privilege. Citlali, Kripa, 
Grace, AJ, Morgan, CJ, and Beth: you are literal sunshine and your collective presence in lab has 
made it the best workplace I will probably ever have. I would also like to thank Mary Claire – 
though you only recently joined the lab, I am so grateful for everything you’ve done. This project 
vi 
 
would not where it is today without your excitement, drive, and intellectual input. For every single 
person that’s come through the Hillman lab, I’d like to extend my deepest gratitude. You’re not 
just co-workers, you’re friends, and it’s been wonderful getting to know all of you both in and 
outside of lab. 
 I would also like to thank my BME cohort. Chris, David, Sowmya, Sonali, Vincent, and 
Kripa: from brunches to potlucks and movies to marathons (half, not full, because I’m not a 
monster), thank you for making New York City feel like home. I would like to thank Vincent in 
particular for being my longest ever (and best) roommate, and to Andrea for keeping me youthful in 
the final two years. Thank you both for listening to my endless rambles and occasionally even 
remembering what I said, I like to believe that you’ve both learned a great deal about the yarn 
community. Lastly, I hope that you will continue to compost even after composting stops being 
cool. 530WEST! 
 I am eternally grateful for all of my WashU friends, particularly the women of Suite 4050: 
Catherine, Vivian, and Nancy. Thank you all for being so inspirational. Your encouragement and 
support helped me through some of the most frustrating moments in the last few years. 
 I would like to thank Adam for encouraging me to apply to graduate school and beginning 
my academic journey. Thank you for always being supportive of my goals, and for showing me 
the importance of taking breaks. And of course, thank you for some of the most amazing 
adventures and table-slapping, delicious food I’ve ever had. I likely would have starved otherwise. 
 Last but certainly not least, I would like to thank my family. Thank you to my parents for, 
quite literally, everything. You’ve always given me the freedom and stability to explore, be 
curious, and take risks. Every last-minute, life-altering decision and meandering step I took to get 
vii 
 
to this point was made possible and less frightening because of you and no amount of gratitude 
will ever be enough. And finally, Ewoud – thank you for everything that you are to me. Thank you 
for entertaining every single one of my impossible thoughts, silly questions, and bad jokes. My 
decision to actually finish this work and even continue in academia was made in no small part 




Related Publications and Presentations 
 
PUBLICATIONS 
Zhao HT, Chow D, Kozberg MG, Tuohy MC, Kim SH, Shaik MA, Hillman EMC (2021). 
Neurovascular dynamics of repeated cortical spreading depolarizations after acute brain injury. 
Cell Reports. DOI: https://doi.org/10.1016/j.celrep.2021.109794  
Schmidt ERE, Zhao HT, Hillman EMC, Polleux F, (2021). A human-specific modifier of cortical 
circuit connectivity and function improves behavioral performance. Nature. DOI: 
https://doi.org/10.1038/s41586-021-04039-4  
Patel KB, Liang W, Casper M, Voleti V, Li W, Yagielski AJ, Zhao HT, Perez-Campos C, Liu J, 
Philipone E, Yoon A, Olive K, Coley S, Hillman EMC (2021). A point-of-care microscope for 
real-time acquisition of volumetric histological images in vivo. (Under resubmission).  
Montgomery MK*, Kim SH*, Dovas A*, Zhao HT, Goldberg AR, Xu W, Yagielski AJ, 
Cambareri MK, Patel KB, Mela A, Humala N, Thibodeaux DN, Shaik MA, Ma Y, Grinband J, 
Chow DS, Schevon CA, Canoll P, Hillman EMC (2020). Glioma-induced alterations in neuronal 
activity and neurovascular coupling during disease progression. Cell Reports. DOI: 
10.1101/763805 
Ma Y, Shaik MA, Kim SH, Kozberg MG, Thibodeaux DN, Zhao HT, Yu H, Hillman EMC (2016). 
Wide-field optical mapping of neural activity and brain haemodynamics: considerations and novel 
approaches. Phil. Trans. R. Soc. B., 371. DOI: 10.1098/rstb.2015.0360 
 
ORAL PRESENTATIONS 
Zhao HT and Hillman EMC. Wide-field optical mapping of neural and hemodynamic activity in 
awake, behaving animals. Part of Junior Scientist Workshop on Machine Learning and Computer 
Vision, April 2019; Janelia Research Campus, Ashburn, VA. 
 
CONFERENCE ABSTRACTS 
Zhao HT, Kim SH, Montgomery MK, Shaik MA, Kim C, Chow D, Hillman EMC. Exploring 
the disruption of brain-wide neuronal synchrony with wide-field optical mapping. Keystone 
Symposia: Windows on the Brain, January 2019; Taos, NM (poster presentation) 
ix 
 
Zhao HT, Chow D, Kozberg MG, Shaik MA, Kim SH, Hillman EMC. Optical imaging of neural 
activity, oxygenation and blood flow dynamics during the progression of acute stroke. Society for 
Neuroscience, November 2016; San Diego, CA (poster presentation) 
Zhao HT, Chow D, Kozberg MG, Shaik MA, Kim SH, Hillman EMC. Capturing the dynamics 
of neuronal activity, brain oxygenation, and brain blood flow during acute cortical stroke. Society 
for Neuroscience, October 2015; Chicago, IL (poster presentation) 
Zhao HT, Chow D, Kozberg MG, Shaik MA, Kim SH, Hillman EMC. Optical imaging of neural 
activity and hemodynamics during the progression of acute stroke. Brain & Brain PET, June 2015; 
Vancouver, BC (poster presentation) 
Kim S, Shaik MA, Ma Y, Zhao HT, Kozberg MG, Voleti V, Hillman EMC. Hemodynamic and 
neuronal resting state functional connectivity mapping in the awake mouse brain. Society for 
Neuroscience, November 2016; San Diego, CA (poster presentation) 
Shaik M, Kim S, Zhao H, Hillman E. The influence of endothelial dysfunction on neurovascular 
coupling. Society for Neuroscience, November 2016; San Diego, CA (poster presentation) 
Shaik MA, Kim SH, Zhao HT, Hillman EMC. Simultaneous wide-field imaging of neuronal 





Definitions and List of Acronyms 
ADC – apparent diffusion coefficient 
BOLD – blood oxygen level dependent signal 
(r)CBF – (regional) cerebral blood flow 
CCD – charge coupled device 
CMRO2 – cerebral metabolic rate of oxygen 
CSD – cortical spreading depolarization 
DPM – diffusion/perfusion mismatch 
DWI – diffusion-weighted imaging 
GCaMP – genetically encoded Ca2+ indicator made by fusion of GFP, calmodulin, and M13 
peptide 
GECIs – genetically encoded calcium indicators 
GFP – green fluorescent protein 
HbO – oxygenated hemoglobin 
HbR – deoxygenated hemoglobin 
HbT – total hemoglobin 
HRF – hemodynamic response function 
HSGD – human-specific gene duplication 
ITI – inter-trial interval 
xi 
 
LDF – laser doppler flow 
LSCI – laser speckle contrast imaging 
(f)MRI – (functional) magnetic resonance imaging 
MTT – mean transit time 
MUA – multi-unit activity 
NVC – neurovascular coupling 
OISI – optical intrinsic signal imaging 
PNs – pyramidal neurons 
PWI – perfusion-weighted imaging 
RB – Rose Bengal 
sCMOS – scientific Complementary metal-oxide-semiconductor 
SPC – slow potential change 
SRGAP2C – Slit-Robo GTPase Activating Protein 2C 
SVM – support vector machine 
tPA – tissue plasminogen activator 




Chapter 1: Introduction 
 
The brain is a highly complex system, comprised of over 86 billion neurons in the human brain 
and over 70 million in the mouse, each of which is capable of forming up to thousands of 
connections. In addition, the brain consists of an extensive vascular network that supplies it with 
oxygen and the necessary nutrients for proper function. The relationship between neural activity 
and blood flow is termed ‘neurovascular coupling’, and while intuition may dictate that coupling 
is simply a metabolic balance of supply and demand, studies have shown that functional activation 
is often linked to an oversupply. As such, the mechanisms that underlie this relationship, which 
have yet to be fully elucidated, have been a subject of interest for over a century. Recent studies 
have also begun to reveal the implications of vascular changes in neurological conditions and vice 
versa, showing that the two systems are inextricably linked. 
In this thesis, I set out to characterize how specific perturbations to the cortex affect the 
relationship between neural activity and hemodynamics. Two specific manipulations I have 
focused on for this work are 1) an acute photothrombotic stroke model and 2) a developmental 
model of increased synaptic connectivity.  
Chapter 1 reviews the history of neurovascular coupling (NVC), beginning with pioneering work 
that first detected modulation of blood flow in the brain, followed by a brief overview of seminal 
works that debunked the prevailing idea of coupling as simple supply and demand. Following that 
will be a discussion on how NVC is altered in the diseased brain, with a specific focus on acute 
ischemia. The chapter will end with the crucial technological advancements that have made 
biological progress in this field possible.  
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Chapter 2 describes the specific imaging methods and their associated analysis techniques used 
in this thesis. An overview of our custom-built wide-field optical mapping (WFOM) system will 
be provided, followed by important pre-processing steps and some considerations for data analysis. 
The second portion of this chapter offers a brief description of two-photon fluorescence 
microscopy. 
Chapter 3 details an application of WFOM in studying how neural and hemodynamic activity 
change during the initial hours of an induced photothrombosis in a mouse model. Cortical 
spreading depolarizations (CSDs), particularly in the ischemic brain are known to result in a wide 
variety of functional outcomes, both clinically and in research. While significant effort has been 
dedicated to exploring biomarkers and treatments for improved recovery, there is still much that 
is unknown about the first few hours after an ischemic trigger. This chapter discusses the findings 
during this critical window and proposes how they can serve as a contextual framework for better 
understanding the variability in outcomes. 
Chapter 4 presents work showing how a developmental manipulation of cortical circuitry can 
have functional consequences in the adult mouse. The experiments discussed in this chapter use 
WFOM and two-photon microscopy to examine how increased cortico-cortical connectivity 
affects neuronal coding of sensory stimuli, which may provide a basis for improved behavioral 
learning and performance. 
Chapter 5 summarizes the work done in this thesis and offers insights into how the applications 





1.1 Neurovascular coupling (NVC) and the brain 
The concept of blood flow modulation due to mental activity was first proposed in the early 1880s 
by the Italian physiologist, Angelo Mosso (Mosso 1881). In order to test this hypothesis, he 
developed the plethysmograph (Figure 1.1 I) and subsequently the ‘Mosso Method’, a technique 
that uses displacement of water in a tube due to changes in organ volume as a measure of blood 
volume changes (Mosso 1881, Sandrone, Bacigaluppi et al. 2014). While this was useful for 
measuring blood volume changes in a person’s extremities, direct measurements of cerebral blood 
flow could only be inferred from recordings of brain pulsations that were made in patients with 
skull defects (Iadecola 2017). In order to extend this method to healthy subjects, Mosso created 
the ‘human circulation balance’, whereby the subject laid on a table so finely balanced that changes 
in blood volume would tip the balance towards the head (James 1890). Subjects were then given 
increasingly more mentally challenging tasks, thus tipping the balance farther and faster. While 
the feasibility of the ‘human circulation balance’ and this study has been called into question, the 
appreciation that mental or emotional stimuli could lead to modulation of blood flow in the brain, 
and that these dynamics could be measured, set the stage for non-invasive functional neuroimaging 
(Sandrone and Bacigaluppi 2012) and neurovascular research. 
 While Mosso’s ideas may have inspired neurovascular research, Charles S. Roy and 
Charles S. Sherrington were the first to experimentally show the physiological relationship 
between functional activity and brain blood flow modulation (Roy and Sherrington 1890). 
Craniotomies and implantations of a capsule to measure changes in brain volume were performed 
on dogs, cats, and rabbits. Their results showed that sensory stimulation led to an increase and 
subsequent return to baseline of brain blood volume. Furthermore, by injecting a “brain-extract” 
they found that active dilation of vessels could be induced by metabolites derived from the blood 
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supply itself (Figure 1.1 II). They thus posited that there must be an intrinsic mechanism that 
governs the connection between functional activity and blood volume modulation. Further 
evidence in support of this idea came in 1945 with E. Horne Craigie’s study of capillary 
architecture and development across multiple species (Figure 1.1 IV) and metabolic conditions. 
He found that there were regional variabilities in vascular density, or “richness”,  where higher 
density correlated with areas exhibiting typically higher levels of activity and energy consumption 
(Craigie 1945). These early observations came together in the late 1970s via the work of Lassen, 
Ingvar, and Skinhoj. They imaged blood flow in the human brain after injection of a radioactive 
isotope and found that local increases in blood flow correlated with activity, such as sensory 
perception, movement, speaking, and reading (Figure 1.1 V). They concluded that the influx of 
blood was necessary to sustain the increased oxygen demand that follows activity-driven ATP 
depletion (Lassen, Ingvar et al. 1978). 
 
Figure 1.1. Timeline of the early works that observed a relationship between cerebral blood flow and brain activity. 
(I) Illustration of Mosso’s  plethysmograph (Mosso 1880). (II) Measurements taken from dogs show increased brain 
volume upon injection of a brain-extract (Roy and Sherrington 1890). (III) Recordings of arterial reaction to increased 
blood pressure reveal that cerebral and systemic blood pressure are independent (Fog 1937). (IV) Vascular 
architecture of the acusticum of the Anolis carolinensis lizard (left) and diencephalon of Alligator mississippiensis 
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(right) shows regional differences in density (Craigie 1945). (V) Human brain imaging shows that oxygenated blood 
flow increases during activity – from top-left clockwise: visual perception, voluntary movement, speaking, and reading 
silently (Lassen, Ingvar et al. 1978). 
One limitation of the earliest studies was the inability to disentangle the relative 
contributions, if any, of systemic blood pressure on the blood volume response. At the time, the 
prevailing idea was that modulation of blood supply to the brain was driven by systemic circulation 
and could not be an active process due to the presence of a rigid skull (Friedland and Iadecola 
1991). Roy and Sherrington’s results from their asphyxiation studies led to the questioning of this 
hypothesis. They found that no physiological change in blood pressure could account entirely for 
the amount of brain expansion they measured. An experimental distinction between systemic and 
cerebral blood pressure, however, was not made until Mogens Fog in 1937 (Figure 1.1 III). He 
examined the responses of pial arteries in 20 cats to various methods and durations of hypotension. 
His results showed that tonic regulation maintains cerebral blood flow independently from system 
blood pressure (Fog 1937). This mechanism is now known as cerebral autoregulation and refers to 
the brain’s ability to maintain cerebral blood flow despite changes in the mean arterial pressure.  
Taken together, these early discoveries highlighted the inextricable link between the 
cerebrovasculature and functional activity, now known as neurovascular coupling, by showing that 
cerebral blood flow increases upon activation and supplies those active areas of the brain with the 






1.2 Neurovascular coupling: the supply-and-demand myth 
 The observations that cerebral blood flow (CBF) increases with activity, termed functional 
hyperemia, would intuitively lead one to believe that neurovascular coupling is purely a 
relationship based on supply and demand – a reduction in metabolic resources would trigger a new 
influx of nutrients, specifically oxygen and glucose. According to this idea, the increased blood 
supply would directly match the metabolic demand of the active tissue. The fact that a reduction 
or complete cessation in blood supply would lead to irreparable brain damage within minutes and 
ultimately, cognitive impairment or even death (Iadecola 2013, Iadecola 2017) would certainly 
serve to support this idea. However, studies in rats have shown that under conditions of hyperoxia 
and hyperglycemia, where nutrient demand is reduced, functional hyperemia is still observed 
(Wolf, Lindauer et al. 1997, Lindauer, Leithner et al. 2010). In a complementary study, Cholet, et 
al. found that knocking out the blood flow response to whisker stimulation in rats did not affect 
the metabolic rate of glucose (Cholet, Seylaz et al. 1997). A study of neurovascular coupling in 
response to tactile stimulation of the hand in hypoglycemic human patients, which one may assume 
would lead to heightened blood flow, the magnitude of blood flow responses in fact remained the 
same as compared to normal subjects (Powers, Hirsch et al. 1996).  
While these studies focused on glucose, others have evaluated the relationship between 
blood flow and the cerebral metabolic rate of oxygen (CMRO2). Fox and Raichle showed that upon 
sensory stimulation, the influx of blood flow was far greater than the increase in oxygen 
metabolism, phenomenon they termed as “focal physiological uncoupling” (Figure 1.2) (Fox and 




Figure 1.2. Comparison of blood flow (top row) and CMRO2 (bottom row) shows that during stimulation, the increase 
in blood flow (49%) far exceeded the increase in regional oxygen consumption (5%). This figure is adapted from (Fox, 
Raichle et al. 1988). 
 
Similarly, other groups have found that artificially reducing cerebral blood flow, such as with 
indomethacin administration, does not affect CMRO2 (Rasmussen, Poulsen et al. 2003, Gjedde, 
Johannsen et al. 2005). Together, these data suggest that modulation of cerebral blood flow may 
depend on activity and neuronal firing, but cannot solely be driven by energy depletion and 
metabolic need (reviewed in (Hillman 2014)). 
 While we know that neurovascular coupling cannot be explained by metabolic demand, the 
underlying cause of hyperoxygenation and hyperperfusion has yet to be resolved. Some have 
suggested that this counterintuitive mechanism may be necessary to produce high oxygen gradients 
to either maintain an average tissue pO2 (Buxton 2010) or specifically to replenish cells farther 
from the primary supply arterioles (Devor, Sakadzic et al. 2011). Others have speculated that CBF 
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may play a critical role in cerebral temperature regulation, both in terms dissipation of heat caused 
by metabolism and “temperature shielding” of the brain from any external cooling sources 
(Yablonskiy, Ackerman et al. 2000, Zhu, Ackerman et al. 2006). Further, some have posited that 
the excess blood flow may help to replenish nutrient stores in support cells, such as astrocytes and 
microglia, particularly during periods of intense activity (Brown, Sickmann et al. 2005, Brown and 
Ransom 2007) or to act as a safety mechanism during conditions where oxygen supply is 
vulnerable (Buxton 2010, Leithner and Royl 2014).  
 Though the true purpose and underlying mechanisms of the mismatch between blood 
supply and oxygen/metabolic demand is still not fully understood, the delicate homeostatic balance 
of the brain is appreciated, and the interplay and dependence between blood flow and neural 
activity demands continued study.  
 
1.3 Neurovascular coupling: the neurovascular unit 
To better understand the purpose and mechanism of neurovascular coupling, a multitude of studies 
have revealed not only the many cell types involved in this process, but also the complex nature 
of the process itself. This section will describe some of the key cell types involved in NVC (Figure 
1.3), as well as the potential mechanism by which NVC occurs in the brain. 
 
 1.3.1 Cells of the neurovascular unit (NVU) 
Blood Vessels. First and foremost, blood flow through the brain requires a vascular network. The 
cerebral vascular network is composed of three specific compartments: arteries and arterioles, 
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veins and venules, and capillaries. Fresh, oxygenated blood is supplied to the brain via the middle 
cerebral artery (MCA) through the arteries, oxygen exchange occurs at the capillary level, and 
deoxygenated blood is washed out through the veins. In terms of structure, the larger vessels are 
composed of three layers: the intima, media, and adventitia. The innermost layer (intima) is made 
up of a layer of endothelial cells (EC), which are connected to each other via tight will be discussed 
later in this section. Immediately surrounding EC layer is a thin layer of elastin fibers called the 
internal elastic lamina. The adventitia, on the other hand is composed of mainly collagen and 
fibroblasts and makes contact with the processes of other cell types, such as astrocytic end-feet. 
This will be discussed later in the astrocyte sub-section. 
 
Figure 1.3. The neurovascular unit. Cells of the neurovasular unit and their specific localization to different vascular 
compartments. Pericytes are predominantly in the pre-arteriolar and capillary, while smooth muscles cells are the 
main contractile cells in larger arterioles and arteries. This image is adapted from (Iadecola 2017).  
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Smooth Muscle Cells. In the media layer, just outside this elastic lamina is multiple layers 
of smooth muscle cells (SMCs). Pial arteries across the surface of the cortex contain more layers 
of SMCs, while diving arterioles that penetrate into the cortex have fewer layers of SMCs. SMCs 
are known to be important for NVC because their constriction or dilation directly controls the 
arteriole diameter. There are several mechanisms through which this control can be exerted. The 
first is a passive mechanism in which changes in intravascular pressure causes constriction or 
relaxation of the SMCs. This is an automatic mechanism called autoregulation (Iadecola and 
Davisson 2008) and allows the brain to maintain a constant blood pressure. The second two 
mechanisms are active and have been proposed to be involved in neurovascular coupling. One is 
the hyperpolarization of SMCs for dilation (Longden, Dabertrand et al. 2017). The exact molecule 
or species responsible for hyperpolarization is still unknown, and as such has been commonly 
referred to as the endothelial derived hyperpolarization factor, or EDHF. The naming originates 
from the idea that communication of this signal occurs through the endothelial gap junctions. The 
other active mechanism of dilation is through the activation of protein kinase G and A. This occurs 
when the presence of nitric oxide and prostaglandins initiates production of cGMP and cAMP 
from GTP and ATP, respectively. Protein kinase G and A in turn inhibit L-type calcium channels 
and inositol triphosphate receptor channels, as well as initiate the sarcoplasmic reticulum calcium 
pump. These three processes reduce concentration of intracellular calcium, which then causes 
SMC relaxation (Hillman 2014). Taken together, SMCs are able to control the diameter of blood 
vessels through a variety of mechanisms. This then begs the question; how do SMCs receive the 
signal to constrict or dilate? 
Neurons. As previously described, neurovascular coupling is the process by which neural 
activity leads to a local increase in blood flow. As such, neurons are the instigators of an NVC 
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response. Neurons can be excitatory or inhibitory, depending on whether or not they lead to an 
action potential. While all of the work shown in this thesis will be focused on excitatory neurons, 
interneurons (inhibitory) have been shown to play a role in stimulating arterial dilations, though 
this may be an indirect influence due to the intrinsic interactions between interneurons and 
excitatory neurons (Lecrux and Hamel 2011). Thus, even though we do not explicitly investigate 
interneuron dynamics, they are a key part of the system that should not be overlooked.  
Astrocytes. For many years, astrocytes were targeted as potentially being the primary driver 
of NVC because of their relative abundance in the brain and their close proximity to both blood 
vessels and neurons. On one end, astrocytes surround neuronal synapses where the release of 
neurotransmitters coactivates metabotropic glutamate and purinergic receptors, thus leading to an 
increase in astrocytic calcium (Haydon and Carmignoto 2006). This signal in turn propagates 
through to the astrocytic endfoot, which forms a continuous sheath along the cerebral vasculature 
(McCaslin, Chen Br Fau - Radosevich et al. 2011). In terms of their involvement in NVC, the exact 
mechanism remains contested. For many years, the leading idea was that upon astrocyte activation, 
the rise in intracellular astrocytic calcium triggers the release of arachidonic acid metabolites such 
as prostaglandins (specifically PGE2) and epoxyeicosatrienoic acids (EETs) by activating 
phospholipase A2 (Attwell, Buchan et al. 2010). These metabolites are known to be vasoactive and 
they in turn dilate the nearby blood vessel either through activation of potassium channels in SMCs 
as in the case of PGE2 or through an alternative mechanism such as inhibition of thromboxane, a 
vasoconstrictor, as in the case of EETs (Attwell, Buchan et al. 2010). Furthermore, 
pharmacological studies that alter astrocytic function by inhibiting these pathways show a 
reduction or abolishment of the subsequent vascular response. More recently, however, in vivo 
neuroimaging studies such as those done by Nizar, et al, began to question whether astrocytes were 
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drivers of the initiation of NVC (Nizar, Uhlirova et al. 2013). This key study used two-photon 
microscopy to simultaneous image astrocyte calcium dynamics and vessel diameter changes. They 
found that while the astrocytic calcium dynamics did in fact occur upon stimulation, their temporal 
relationship with the vessel dilation rendered them far too slow to be an instigator of dilation. 
Furthermore, not every trial of stimulus and vessel dilation were accompanied by astrocyte calcium 
changes, suggesting that astrocytes alone were not necessary for dilation (Nizar, Uhlirova et al. 
2013). Taken together, the body of literature surrounding astrocytes clearly illustrate that they play 
an important role in NVC. However, they may not be the main mediator and initiator of NVC as 
was previously believed.  
Pericytes. Another cell type that has been suggested as being a mediator and driver of NVC 
is pericytes due to their contractile nature and location around capillaries. It is important to note 
here that the hemodynamic response to neural activation is not straightforward. Upon stimulation 
and subsequent neural activity, there is immediate hyperemia in the cortical parenchyma. After 
this hyperemia, arterial dilation in the pial arteries begin to occur (Chen, Bouchard et al. 2011). 
This dilation signal can propagate in either direction along the vessel. When the signal propagates 
from capillaries up through the diving arterioles and into the arteries, this is termed retrograde 
propagation (Tian, Teng et al. 2010). Considering that vessels can dilate in a retrograde manner, 
this suggests that capillaries themselves must be able to physical modulate their diameter. Work 
done by Hall et al in 2014 showed that this was in fact the case and they theorized that capillaries 
were able to dilate through the involvement of pericytes (Hall, Reynell et al. 2014). Pericytes, like 
SMCs, are contractile and sensitive to intracellular calcium changes. Unlike SMCs that primarily 
localize to arteries and some arterioles, however, pericytes are located around capillaries making 
them a likely candidate for the retrograde dilation that initiates from the capillary bed.  
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Endothelial Cells. Vasodilation via the vascular endothelium has been studied extensively 
in the peripheral vasculature. Despite this, the endothelium has been largely ignored in the context 
of neurovascular coupling in the brain until very recently. In the periphery, the vascular 
endothelium has been shown to be sensitive to vasodilatory factors such as acetylcholine (Tallini, 
Brekke et al. 2007). Stimulation of endothelial cells (ECs) with these factors initiates a feedforward 
cycle of increasing intracellular calcium mediated by IP3 and the endoplasmic reticulum. This 
increase in calcium leads to dilation through three mechanisms. The first is the opening of calcium-
dependent potassium channels, which causes hyperpolarization of endothelial cells. This 
hyperpolarization signal travels along the endothelium, likely through endothelial gap junctions, 
and is sent to SMCs by the previously described EDHF through myoendothelial gap junctions. 
This specific propagation a fast, electrical signal and that can travel distances of more than 1mm 
with very little attenuation. The second mechanism is slow and involves the activation of 
endothelial nitric oxide synthase (eNOS). This in turn produces nitric oxide, a potent vasodilator, 
as described in the Smooth Muscle Cells subsection. Finally, the third pathway to dilation is 
through the production of the arachidonic acid metabolites, PGE2 and EETs, both of which can 
relax SMCs (Hillman 2014). A simple comparison of these pathways with those described in the 
Astrocytes subsection clearly shows that many of the mechanisms overlap. Thus, the 
aforementioned pharmacological studies that concluded the importance of astrocytes in NVC may 
in fact have been unwittingly altering the pathways within endothelial cells (Chen, Kozberg et al. 




Figure 1.4. Mechanisms of neurovascular coupling. Zoomed in view of the neurovascular unit and the potential 
signaling pathways that underlie coupling. Of note is the signaling through the endothelial cells and their overlap 
with astrocytic pathways. This image and its full caption can be found in (Chen, Kozberg et al. 2014). 
In the past few years, there has been newfound interest in endothelial cells and a growing 
body of literature, both in healthy and disease models, have implicated ECs per se as being an 
important mediator and initiator of NVC. The above section describes how EC signaling may act 
on SMCs to mediate NVC, but whether and how ECs themselves play an active role in mediating 
NVC has not been fully elucidated. A study from our lab showed through light-dye ablation of EC 
function that ECs are critical for the propagation of dilation signals even when other cell types 
remain unaltered (Chen, Kozberg et al. 2014). An important study from Chow, et al, published last 
year was the first to show that arteriolar ECs are indeed able to actively mediate NVC, through a 
caveolae-dependent pathway (Chow, Nuñez et al. 2020). Additionally, they showed that the 
caveolae pathway functioned independently from traditional pathways involving nitric oxide or 
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SMCs (Chow, Nuñez et al. 2020). These new insights into the overlooked role of ECs in 
neurovascular coupling was and continues to be a driving force for the work done in this thesis.  
  
1.3.2 Two component mechanism of neurovascular coupling 
Given the many cell types that are involved in neurovascular coupling, now we can ask, how do 
these cells work together to produce the functional hyperemia associated with neural activity? 
Over the years, studies including those done in the Hillman lab have shown that upon neural 
activation, the blood flow response is overwhelmingly positive such that there is an over-
oxygenation to the area of activation (Chen, Bouchard et al. 2011, Chen, Kozberg et al. 2014). 
However, the response appears to be biphasic in nature. The initial response has a fast onset and 
is transient lasting only about 1 second, after which blood flow reduces slightly though remains 
elevated above baseline. The sustained hyperemia (second phase) lasts for the duration of the 
stimulus and only returns to baseline after cessation of the stimulus.  
Some have proposed that the initial increase is driven by feedforward mechanisms via the 
neurovascular pathways described above, where fast cell-to-cell signaling results in the release of 
vasoactive compounds that relax SMCs and thus dilate the vessel (Attwell, Buchan et al. 2010, 
Iadecola 2017). The speed with which this “fast component” occurs suggests that EDHF could be 
an important mediator of this phase of the hyperemia response, as only electrical signaling via the 
endothelial cell gap junctions would achieve these speeds. The second phase, or the “slow 
component”, has been suggested to be driven by a feedback mechanism whereby metabolic 
demand stimulates increased oxygenated blood flow (Iadecola 2017). Additionally, considering 
the temporal dynamics of this slow component, astrocytes and other cell types of the neurovascular 
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unit may also modulate this phase of the hyperemia response. Given the complexity and temporally 
dynamic nature of the vascular response to neural activity, the modality with which NVC is 
measured and recorded may significantly influence the interpretation of the mechanisms involved. 
In the end, all of the proposed mechanisms for NVC described above seem to contribute to the 
overall hyperemic response, and better imaging and recording modalities allow us to more 
precisely track the exact temporal contribution of individual pathways. 
 
1.4 Altered neurovascular coupling in the ischemic brain 
Given the sensitivity of the brain to changes, particularly interruptions, in oxygen, what happens 
if neurovascular coupling is disrupted? Altered NVC has been implicated in a variety of 
pathologies, such as hypertension, Alzheimer’s Disease and other forms of dementia, 
schizophrenia, and ischemic stroke. Under these perturbed conditions, a range of outcomes from 
neural dysfunction to vascular deficits have been observed. Many reviews have discussed the 
extensive literature for these pathologies (Girouard and Iadecola 2006, Nelson, Sweeney et al. 
2016, Shabir, Berwick et al. 2018), but a specific focus on NVC in the context of ischemic stroke 
will be briefly introduced here and will provide context for the work discussed later in Chapter 3. 
 
1.4.1 Ischemic Stroke  
Ischemic stroke is caused by a blockage of a cerebral blood vessel, which can be transiently 
accompanied by sudden paralysis or loss of speech and vision due to reduced blood flow. If left 
untreated, ischemia can lead to a cascade of events, such as excitotoxicity, oxidative stress, tissue 
acidosis, cytosolic calcium overload, inflammation, and ultimately cell death (Moskowitz, Lo et 
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al. 2010). However, due the extensive collateral network of the cerebrovasculature, perfusion 
deficits have spatially heterogeneous effects across the cortex as a function of proximity to the 
clot. The ischemic core region experiences the most extreme hypoxia, breakdown of membrane 
ion channels, and disruption in ion homeostasis, while more distal tissue shows varying levels of 
damage and indicates regions that are at risk of energy failure but may still be salvageable with 
timely reperfusion (Moskowitz, Lo et al. 2010). This  area around the ischemic core is termed the 
“ischemic penumbra” (Astrup, Siesjo et al. 1981). Because of the penumbra’s recoverability, 
significant effort has gone into proper identification of that region for therapeutic targeting.  
Clinically, patients presenting with an ischemic stroke may be treated with either delivery 
of recombinant tissue plasminogen activator (tPA) to dissolve the clot or direct removal of the clot 
with a stent. Depending on the site of the clot, a combination of both approaches may be used. tPA 
has thus far been the gold standard in the clinic, but its therapeutic window ranges from 4.5 to 6 
hours after stroke onset (Pena, Borlongan et al. 2017). Use of tPA beyond this time window 
increases the risk for hemorrhagic transformation, a major cause of stroke mortality (Pena, 
Borlongan et al. 2017). Despite the importance of this acute phase of stroke, it is often practically 
difficult to determine the exact time since stroke onset, so neuroimaging approaches have been 
proposed as a way to identify key biomarkers.  
One particular signature that has been identified is the presence of the ischemic penumbra. 
Recently, diffusion-weight imaging (DWI), perfusion-weighted imaging (PWI), and magnetic 
resonance imaging (MRI) have garnered attention for its use in disambiguating ischemic tissue. 
DWI is an MR technique that measures diffusion of water molecules in the brain and its magnitude 
is expressed as an apparent diffusion coefficient (ADC). PWI requires injection of a contrast agent 
to measure the mean transit time (MTT), or the amount of time necessary for the contrast agent to 
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pass through the capillary bed. This provides a measure of perfusion rate in the brain. Studies have 
shown that the ratio between affected tissue as imaged with DWI and with PWI, known as the 
diffusion/perfusion mismatch (DPM) could be useful in identifying the ischemic penumbra 
(Merino and Warach 2010, Bunevicius, Yuan et al. 2013).  
 
Figure 1.5. Examples of DWI/PWI imaging in two patients with acute stroke. (Top row) An example where DWI 
matches PWI, suggesting that all impacted tissue is irreversibly damaged. Images overlap completely with T2 images 
of the infarct. (Bottom row) An example of DWI/PWI mismatch shows that not all affected regions resulted in 
infarction, suggesting the presence of a penumbra. This image is reproduced from (Bunevicius, Yuan et al. 2013). 
Comparison with MRI scans taken of the ischemic infarct in Figure 1.5 shows that when there is 
no mismatch (Top row: DWI = PWI), both measurements align well with the ischemic infarct. 
Conversely, when there is a mismatch (bottom row: DWI < PWI), only the DWI signal overlaps 
with the infarct. DPM relies on the understanding that disrupted diffusion (shown as dark blue in 
Figure 1.5; ADC images) is indicative of the ischemic core and if allowed to progress may lead to 
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infarction. Disrupted perfusion (shown as red in Figure 1.5; MTT images) indicates the overall 
vulnerable area impacted by ischemia. The mismatch theory (as supported by Figure 1.5) suggests 
that the mismatch between DWI and PWI, or areas that exhibit reduced perfusion but not diffusion, 
may be recoverable upon reperfusion (Butcher, Parsons et al. 2005, Bunevicius, Yuan et al. 2013).  
 While DWI and PWI have certainly improved our ability to follow the progression of tissue 
damage following acute ischemic stroke, and better directed the use of tPA, clinical outcomes have 
nonetheless remained highly varied. How tissue transforms from “at risk” to necrotic could begin 
to explain this variability but those insights are still lacking. However, it is known that the acute 
phase of an ischemic stroke initiates a host of pathophysiological processes that ultimately lead to 
long-term damage. One particularly curious phenomenon that can begin early after stroke onset is 
cortical spreading depolarization (CSD). CSDs may be triggered by ischemia, but is ultimately a 
neurogenic event and leads to large-scale neurovascular decoupling. 
 
1.4.2 Cortical Spreading Depolarizations (CSDs) 
 Cortical spreading depolarizations are extreme neural events that are characterized by a 
near-complete depolarization of cortical neurons (Ayata and Lauritzen 2015). The 
electrophysiological correlate of this phenomenon is a spreading depression of neuronal spiking, 
or electrical silencing, and cytotoxic edema, or neuronal swelling (Dreier and Reiffurth 2015). 
These events can be experimentally triggered in the healthy brain and result in neurovascular 
responses ranging from hyperemia in rats to biphasic responses in mice (Ayata, Shin et al. 2004). 
They can also occur in the relatively well-perfused human brain and leads to spreading hyperemia, 
such as in the context of migraine with aura (Dreier and Reiffurth 2015). However, under 
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pathological, particularly ischemic, conditions, there appears to be inverse coupling of the vascular 
response to the spreading depolarization. 
 
Figure 1.6. Cortical spreading depolarization under normal and pathological conditions. (Left) Under normal 
conditions, CSDs are short lasting, as shown by short dip in slow potential change (SPC) and brief period of 
depression, and result in spreading hyperemia, as shown by the rise in regional cerebral blood flow (rCBF). (Right) 
Under pathological conditions, CSDs result in prolonged neuronal depolarization and results in a transient spreading 
ischemia, an inverse hemodynamic response. This figure is adapted from (Dreier 2011). 
Studies that track the impact of experimentally-triggered CSDs in the context of ischemia have 
shown an overlap between spreading ischemia and reduced perfusion (Shin, Dunn et al. 2006, 
Strong, Anderson et al. 2007). These studies provide evidence for the idea that CSDs may 
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exacerbate tissue damage and contribute to infarct growth, likely through inverse coupling to each 
depolarization event. On the other hand, studies in an embolic stroke model have shown that if the 
embolus is resolved, the ischemic core may continue to exhibit inverse coupling, but more distal 
regions can recover to normal hyperemia, often without intervention (Dreier, Victorov et al. 2013). 
 One of the major limitations in CSD research has been the observed variability in results 
due to factors, such as animal model, CSD triggering paradigm, and recording technique. As a 
result, there is yet to be an all-encompassing framework that explains precisely when and how 
neurovascular coupling is altered. This gap in knowledge was a primary motivator for the work 
that will be discussed in Chapter 3. 
 
1.4.3 Effect of ischemia and CSDs on neurovascular coupling 
When an ischemic stroke occurs, it is often accompanied by one or more CSDs. As a result 
of these insults, a multitude of cellular level changes are triggered. To start, the blocked vessel 
causes a clear and worsening reduction in oxygenation in the area around the occlusion site. This 
immediately leads to a reduction in cellular ATP. In any cell, when there is a reduction in ATP for 
a sustained period of time, ATP-dependent membrane channels and pumps, such as the Na/K-
ATPase pump, begin to fail and proper ion gradients across the cellular membrane can no longer 
be maintained (Figure 1.8). In neurons specifically, this damaging sequence of events occurs more 
rapidly than in other cell types and is further exacerbated by CSDs. The rapid change in ion 
gradients in turn leads to an influx of water to balance the osmolality, thus causing cytotoxic edema 
(Dreier and Reiffurth 2015). This process can be visualized as a swelling of neuron somas and 
beading along the dendritic branch. The loss of ATP and subsequent loss of ion gradients also 
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initiates a cascade of events within other cells of the neurovascular unit. It is important to note here 
that because an ischemic occlusion is spatially localized, its effects are also spatially limited. 
Damage due to a clot is spatially heterogenous depending on distance to the occlusion site. 
 The onset of an ischemic clot leads to an early immune response and upregulation of 
various factors within endothelial cells that promote inflammation, BBB dysfunction, and vascular 
permeability (Dalkara, Alarcon-Martinez et al. 2019). At the capillary and pre-capillary arteriole 
level, pericytes are in also relative abundance. In addition to being a contractile cell involved in 
neurovascular coupling as described in section 1.3.2, they also play an important role in 
maintaining the blood brain barrier (BBB) and promoting microvessel angiogenesis (Figure 1.7) 
(Attwell, Buchan et al. 2010).  
Figure 1.7. Loss of BBB integrity after ischemia. Simplified schematic showing pericyte death and the breakdown 
of the blood brain barrier after cerebral ischemic. This image is adapted from (Patabendige, Singh et al. 2021). 
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The spatial heterogeneity of an ischemic clot is highlighted in the effect on pericytes. At or near 
the site of occlusion, damage to the local pericytes leads to their dysfunction in maintaining BBB 
integrity. In regions that are further from the clot where damage is less severe, ischemic signaling 
in non-damaged pericytes promotes angiogenesis (Dalkara, Alarcon-Martinez et al. 2019). Thus, 
pericytes can either worsen or promote recovery from an ischemic injury depending on their 
relative distance to the site of injury.  
 
Figure 1.8. Schematic of cellular mechanisms involved in ischemic CSDs. (A) Simplified graphic showing the 
spatial heterogeneity after ischemia. Damage to tissue varies in severity depending on distance delative to ischemic 
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core. (B) Cellular mechanisms that are altered during ischemia-triggered CSDs. This image and its full caption can 
be found in (Dreier and Reiffurth 2015). 
In terms of astrocytes, they are severely damaged by the reduction in ATP due to the loss 
of function in their Na/K-ATPase pumps. Interestingly, astrocytes have been suggested to have a 
protective role in the context of CSDs because of their potassium buffering capabilities. It has been 
experimentally shown that CSDs can be triggered by potassium. Thus, when astrocytes function 
normally, they are able to take up the increase in extracellular potassium, thus changing the 
threshold for triggering a CSD. Under ischemic conditions, the buffering capability is abolished, 
once again due to the loss of their ATP-dependent ion pumps (Dreier and Reiffurth 2015, 
Patabendige, Singh et al. 2021). 
 Given that the cells of the neurovascular unit suffer ischemia-related damage that directly 
impact their normal function, what happens to the overall NVC response? As mentioned in the 
previous section, the response to a CSD can transition from hyperemia to a profound 
vasoconstriction. It is important to note here that over the years, studies have in fact shown a 
variety of CSD-coupled responses ranging from constriction to dilation depending on the model 
animal, the recording modality used, and method of stroke induction used. While the response to 
CSDs is an obvious way to measure NVC, the magnitude of the event may not be fully comparable 
to the coupling relationship in resting state conditions or even in response to sensory stimuli. This 






1.5 Development of neuroimaging techniques  
Many of the discoveries that were crucial to our understanding of neurovascular coupling in both 
the normal and pathological brain, were only made possible because of the parallel development 
of neuroimaging tools. The past few decades have seen a large boom in cerebral imaging 
techniques ranging in invasiveness, resolution, and sensitivity. Each has shaped how we visualize 
and study the brain.  
 
1.5.1 Functional Magnetic Resonance Imaging (fMRI) 
Functional magnetic resonance imaging (fMRI) is an essential tool that allows for mapping 
of brain activity by proxy of blood flow changes. This non-invasive technique uses the same 
fundamental principles that underlie traditional magnetic resonance imaging (MRI). MRI works 
by applying a uniform magnetic field to a material or tissue, causing their protons to align with the 
field. A radio frequency pulse is then introduced causing a disruption in the alignment and 
consequently forcing the protons into a higher energy state. As the protons return back to their 
ground state, the energy emitted can be detected. In the human body, protons within different 
organs and tissue will exhibit different relaxation times, providing contrast and allowing us to 
capture anatomical images.  
 Similar to MRI, fMRI takes advantage of the varying decay times of protons, but 
additionally considers that substances within a volume of tissue can cause local heterogeneities. 
One such substance is hemoglobin, which aligns with the magnetic field differently depending on 
whether or not it is bound to oxygen. Oxygenated hemoglobin (HbO) is diamagnetic and therefore 
aligns itself perpendicular to the magnetic field, while deoxygenated hemoglobin (HbR) is 
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paramagnetic and lies parallel to the magnetic field. This difference provides endogenous contrast 
and allows for the detection of local changes in blood flow. When there is a local increase in blood 
flow, oxygenated blood rushes to the region of interest and there is a relative decrease in the 
proportion of deoxygenated hemoglobin, which causes an increase in the MR signal. This signal 
is called the blood oxygen level dependent (BOLD) signal. Typically, an increase in the BOLD 
signal corresponds to a decrease in the concentration of HbR.  
 While fMRI is capable of detecting functional changes in oxygenation in both animals and 
humans, the technique is limited by its low temporal resolution. As a result, any conclusions about 
brain activity, which occurs at much faster timescales, can only be inferred from the BOLD signal.  
 
1.5.2 Laser speckle contrast imaging (LSCI) 
Another set of techniques that have been used to image cerebral blood low is laser doppler 
flow (LDF) and laser speckle contrast imaging (LSCI). In LDF, the frequency distribution of 
backscattered light due to monochromatic light interacting with tissue is used to estimate blood 
perfusion. The technique requires a fiber-optic probe to be placed on the cortex to measure CBF 
at high temporal resolution. As a result, imaging is limited to a specific cortical location and any 
spatial information must be obtained by scanning of the probe, which comes at the cost of temporal 
resolution. Some groups have found that a 256x256 pixel image requires as much as 50 minutes 
of scanning (Forrester, Stewart et al. 2002). Furthermore, LDF does not allow for vessel-scale 
resolution, so it is impossible to distinguish parenchymal versus arterial blood flow. 
LSCI, on the other hand, is a wide-field technique that uses a CCD camera and laser diode 
to measure blood flow changes over the entire cortex, thus minimizing the tradeoff between spatial 
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and temporal resolution. This makes LSCI particularly effective for studying neurovascular 
coupling in animal models, where it is necessary to chart CBF changes at a high temporal 
resolution in many regions across the brain. LSCI is based on the random interference of coherent 
light as it interacts with tissue, which creates a speckle pattern (Figure 1.9; left). If the scattering 
objects are moving, as is the case with red blood cells, the interference fluctuates, resulting in 
intensity changes picked up by the camera. Speckle contrast, K, which quantifies the amount of 
“blur” in an image, or the magnitude of motion, is mathematically defined as the ratio of the 
standard deviation to the mean intensity of a specific region in a speckle image (Briers, Richards 






where 𝜎𝑠  is the spatial standard deviation and I is the mean intensity. This contrast is then used as 
a proxy for relative blood flow velocity, where a decrease in contrast represents more blur and 
therefore, faster velocity (Figure 1.9; right). Resolution of speckle contrast images can be 
improved by averaging the signal either over pixels, which optimizes temporal resolution at the 
expense of spatial resolution, or over time/imaging frames which results in high spatial resolution 
but lower preciseness of blood flow dynamics. While contrast (K) indicates relative differences in 
flow based on blur, direct blood flow can also be calculated if the exposure time of the imaging 














where T represents the exposure time of the camera and τc is the correlation time, which is inversely 




Figure 1.9. Example of laser speckle contrast imaging. (Left) Raw speckle image of the rat cortex through a thinned 
skull. (Right) Same image after calculation of speckle contrast. Larger vessels have lower speckle contrast and appear 
darker, indicating that they exhibit higher flow. This figure is adapted from (Dunn 2012). 
 While speckle imaging has been instrumental in our understanding of blood flow dynamics 
in the brain, flow measurements alone cannot provide a direct measure of oxygenation. In the 
healthy brain, an increase in blood flow would certainly suggest vasodilation and an influx of 
oxygenated blood. However, in the diseased brain where there may be abnormal blood flow, 
changes in oxygen consumption, and altered neurovascular coupling, it may be difficult to fully 
interpret and appreciate speckle imaging data. 
 
1.5.3 Optical intrinsic signal imaging (OISI) 
Optical intrinsic signal imaging was first demonstrated in 1986 by Grinvald, et al, where 
they showed that reflectance imaging of intrinsic signals using a photodetector array could be used 
to directly map blood flow changes in the cortex (Grinvald, Lieke et al. 1986). This technique was 
less invasive than electrode-based techniques and used the changes in the reflected light intensity 
as a readout. There have been many technological improvements since this early demonstration, 
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such as new developments in high-speed 
digital cameras and the creation of 
brighter and more specific light sources 
(Bouchard, Chen et al. 2009), but the 
underlying principle has remained the 
same. In the body, hemoglobin exists in 
two forms: oxygenated, denoted as HbO, 
and deoxygenated, denoted as HbR. 
These two forms of hemoglobin not only 
have different magnetic properties, 
which is leveraged in fMRI as discussed 
earlier, but they also exhibit unique 
wavelength-dependent absorption properties.  Figure 1.10 shows the absorption spectrum of HbO 
and HbR. By illuminating the brain at a wavelength centered around an isosbestic point of HbO 
and HbR, a point at which the absorption coefficient of both species is identical, changes in 
absorption that are invariant to hemoglobin oxygenation can be detected. This provides a measure 
of change in total hemoglobin (HbT), which can be thought of as the total blood volume as it is 
the summation of HbO and HbR. Illumination with a wavelength centered around 635nm, 
however, would be sensitive to changes in HbR since absorption of HbO is nearly zero in that 
spectral range and therefore, any absorption detected would be due to deoxyhemoglobin. An 
optical system, called multispectral optical intrinsic signal imaging (MS-OISI), was developed in 
our lab that exploits these principles and uses sequentially strobed LEDs to illuminate the brain to 
Figure 1.10. Absorption spectrum of oxygenated and 
deoxygenation hemoglobin. Dotted lines and their 
corresponding wavelengths indicate four isosbestic points that 
could be used for measuring HbT. 
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capture HbO, HbR, and HbT. More details regarding this system will be discussed in Chapters 2 
and 3, as it is the imaging basis for the majority of work done in this thesis. 
 
1.5.4 Electrophysiology and the development of fluorescent calcium indicators 
 The techniques discussed so far have been restricted to imaging of vascular dynamics, and 
for years, blood flow has been accepted as a proxy for neural activity. However, the precise 
mechanisms that govern neurovascular coupling are still not fully understood and plenty of 
conditions, particularly pathological ones, have been linked to neurovascular decoupling. As such, 
direct measurement of neural activity is critical. 
 One method for measuring neuronal activity, that has often been used in conjunction with 
blood flow imaging (e.g. LSCI), is electrophysiology, where microelectrodes are inserted directly 
into the cortex to measure the neuronal spiking activity. These recordings detect activity at various 
levels from single neurons (Buzsaki, Anastassiou et al. 2012), to ensembles (Buzsaki 2004), to 
large neuronal populations (Jun, Steinmetz et al. 2017). While electrophysiology is capable of sub-
millisecond temporal resolution and is sensitive enough to detect sub-threshold events, the 
technique is limited by its invasiveness and spatial resolution. Insertion of probes will inevitably 
damage the cortex. Considering the importance of the brain’s surface vasculature on overall 
coupling and its sensitivity to perturbations, extreme care must be exercised during this procedure. 
Furthermore, the potential impact of any cortical damage on the data must be considered. 
 In the past twenty years, there has been significant development in genetically encoded 
calcium indicators (GECIs) as a non-invasive way of imaging neuronal activity. It is known that 
intracellular free calcium levels increase due to synaptic inputs or during action potentials (Denk, 
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Yuste et al. 1996). GECIs utilize these dynamics to capture supra-threshold neuronal events. 
Currently, one of the most widely used GECIs is GCaMP6, a calcium indicator based on the green 
fluorescent protein GFP (Chen, Wardill et al. 2013). Simultaneous evaluation with 
electrophysiology showed that GCaMP6 is sensitive enough to detect single action potentials 
(Figure 1.11b, d). While individual spikes during an action potential burst cannot be disambiguated 
due to the decay time of GCaMP6, fluorescence amplitude does seem to correlate with number of 
spikes that fire in close succession (Figure 1.11c).  
 
 
Figure 1.11. Simultaneous GCaMP6f and spiking dynamics. (a) Example of a GCaMP6f-expressing neuron. (b) 
Simultaneous measurements of GCaMP6f and spiking dynamics from a recording pipette (indicated by red lines in 
(a)). (c) Example of GCaMP6f dynamics during a burst of 4 action potentials. Trace represents the epoch highlights 
in dotted lines in (b). (d) Median change in fluorescence in response to a single action potential. This figure is adapted 
from (Chen, Wardill et al. 2013). 
Calcium indicators have been used to study neuronal dynamics in a variety of species from 
Drosophila melanogaster to mice. More recently, transgenic mouse lines with single-wavelength 
indicators that target specific cortical layers or cell types have become commercially available and 
have changed how we visualize and study neural activity in the brain, both in terms of cellular 





The ways in which we can study neurovascular coupling in the brain today is a direct result of over 
a century of work that started with an observation that mental activity could modulate brain flow. 
The development of both vascular and neuro-imaging tools has allowed for unprecedented 
methods of probing and manipulating the brain at various scales. However, the union of these tools 
for simultaneous imaging of both neural and hemodynamic activity is critical for understanding 
the precise mechanisms that underlie neurovascular coupling. In the following chapters, I will 
present an optical mapping technique developed in our lab and its application on an ischemic stroke 




Chapter 2: Imaging Techniques and Analysis Considerations 
 
2.1 Wide-field optical mapping (WFOM) 
The primary technique used in this thesis is based on a custom-built wide-field optical mapping 
(WFOM) system. WFOM is a mesoscopic camera-based system that combines multi-spectral 
reflectance with fluorescence imaging to simultaneously probe changes in hemodynamic and 
neural activity (Ma, Shaik et al. 2016, Ma, Shaik et al. 2016). To do this, we use three specifically 
chosen wavelengths to illuminate the dorsal cortex – two for hemoglobin reflectance and one for 
excitation of a fluorophore.  
 
2.1.1  System setup  
As mentioned in Chapter 1, hemoglobin exists in both oxygenated (HbO) and 
deoxygenated (HbR) forms. Each form has unique optical absorption properties, and therefore can 
be disentangled via careful selection of illumination wavelengths. Figure 2.1A shows our chosen 
illumination bands overlaid with the absorption spectrum of hemoglobin. Though we do not 
directly image HbO, by subtracting HbR from HbT, we can calculate the effective change in HbO. 
To visualize neural activity, the work in this thesis uses a transgenic mouse model that expresses 
the green fluorescent protein calcium indicator, GCaMP6f, which is excitable by blue light at 
488nm. Thus, the three LEDs we use in our standard WFOM system are centered around 490, 530, 
and 630nm to capture GCaMP, HbT, and HbR, respectively. As LEDs generally have broad 
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illumination spectra, bandpass filters are placed in front of each LED to more narrowly target our 
specific wavelengths of interest. The filters used in this system are Semrock FF01-475/28-25 for 
the blue LED, FF01-530/43-25 for the green LED, and FF01-623/24-25 for the red LED. A 500nm 
long-pass emission filter was placed in front of the camera to eliminate all excitation light while 
capturing green fluorescence.  
 
 
Figure 2.1 WFOM setup. (A) Absorption spectra of HbO and HbR overlaid with the excitation and emission bands 
of GCaMP. Colored bands indicate the LED wavelengths used for imaging with WFOM in this aim. (B) Schematic of 
the system setup. 
The three LEDs are strobed sequentially and time-locked to the exposure signal of an sCMOS 
camera (Andor Zyla). All reflectance and fluorescence emission signals are focused into the 
camera with an AF Micro-NIKKOR 60 mm lens (Nikon).  
 For cortical imaging under WFOM, the mouse is surgically prepared via a thinned-skull 
craniotomy, where a dental drill is used to thin the skull to transparency. This process removes 
skull vessels from the imaging field of view, thus clearly revealing the cortical surface vessels, and 
reduces the amount of light scattering from the skull.  Once the skull has been drilled to the desired 




clears the skull further and adds structural integrity to the now-thinned and flexible skull. Finally, 
a custom designed and cut acrylic headplate is adhered to the skull with gel cyanoacrylate glue. 
This headplate exposes the majority of the dorsal cortex and allows for head-fixation to the 
imaging rig. A schematic of WFOM and the relative position of the mouse during imaging is 
shown in Figure 2.1B. 
 
2.1.2 Adapting WFOM for different applications 
 A major benefit of the WFOM system is its adaptability, particularly with regards to LED 
wavelength selection. While green and red light are commonly used to measure hemodynamics, 
they are not the only options. Chapter 3 details the results from my work on neurovascular 
dynamics during cortical spreading depolarizations (CSDs) in an ischemic mouse model, for which 
an alternative system setup was used (Figure 2.2). In the study, a Rose Bengal-induced 
photothrombosis mouse model was used to trigger CSDs. Rose Bengal is a photosensitive dye that 
can be injected intravenously or intraperitoneally. Upon exposure to green (532nm) light, Rose 
Bengal initiates an intrinsic clotting mechanism driven by reactive oxygen species. Under our 
standard system, which uses 530nm for reflectance imaging of HbT, there would be incidental 
induction of Rose Bengal-mediated photothrombosis (Figure 2.2; bottom). To prevent this, we 
instead used an amber LED (595nm) in combination with a Semrock FF02-586/15-25 bandpass 
filter to target an alternative isosbestic point of HbO and HbR. The narrow pass band of the filter 
was necessary and carefully selected for in order to capture HbT without incidental excitation of 
Rose Bengal, as it is also a fluorophore. Additional details and considerations specific to the study 




Figure 2.2 WFOM spectrum for photothrombosis experiments. (top) Hemoglobin spectrum overlaid with GCaMP 
excitation and emission, the Rose Bengal activation laser, and system LEDs. (bottom) Rose Bengal spectrum overlaid 
with laser and LED wavelengths. 
 
With the development of new fluorescent indicators for a variety of purposes from cell 
type-specific labeling to voltage-sensitive dyes, WFOM can similarly be adapted for each of these 
applications. Careful consideration for removal of the excitation light is necessary but can be 
achieved with the proper combination of wavelengths and bandpass emission filters. In addition 
to the optical flexibility, WFOM also has an open layout, allowing for its application to a variety 
of stimulus or behavioral paradigms. As long as there is proper synchronization between all 
measured signals, whether through timed triggers or via post-hoc signal alignment, paradigms 
ranging from a simple passive whisker stimulus to a more complex choice-based texture 






2.1.3 Correcting for the hemodynamic confound  
Optical mapping of both GCaMP and hemodynamics uses visible light, which creates the 
potential for cross-talk between the signals that must be corrected for. In practice, as excitation 
light enters the brain, it must pass through varying amounts of tissue with its own unique 
absorption properties before reaching the fluorophore. Thus, the actual excitation light interacting 
with the fluorophore will be attenuated (Figure 2.3). Similarly, light emitted by the fluorophore 
will experience a similar attenuation as it exits the brain. As shown in Figure 2.1 
 
 
Figure A, the emission spectrum for GCaMP overlaps significantly with the absorption 
bands of HbO and HbR. If blood flow was not dynamic and the background absorption was 
constant, this overlap would have minimal consequences, since fluorescence is measured as a ∆F/F 
signal. However, we know that during neurovascular coupling, there is a change in blood flow, 
and that change will dynamically contaminate the 
detected fluorescence signal. Based on the simple 
schematic shown in Figure 2.3, we can model the 
attenuation of the excitation and emission light by 
modifying Beer’s Law: 
𝐼2(𝜆𝐸𝑥)
𝐼1(𝜆𝐸𝑥)




Figure 2.3 Schematic of how light travels to and 
from a GCaMP fluorescence interaction in WFOM. 
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where I1(λEx) represents the initial intensity of excitation light entering the tissue, and I2(λEx) 
represents the intensity of the excitation light that reaches the fluorophore after travelling 
pathlength X(λEx) through tissue with absorption coefficient μa(λEx). The same logic applies for 
emission, I(λEm). The conversion of the excitation light to a fluorescence signal is dependent on 
the fluorophore’s conversion efficiency (σ) and concentration (cf). Given that neural data from 
WFOM are calculated as ratiometric changes from baseline, the following equation describes 







This equation illustrates that the hemodynamic absorption contamination is multiplicative with 
respect to the fluorescence signal.  
 In order to correct the fluorescence data, the absorption contamination must be removed. 
Various methods can be used to achieve this. One such approach leverages WFOM’s access to 
time-varying reflectance changes. Work from our lab has shown that changes in molar 
concentrations of HbO and HbR can be represented by the following: 
 
and 
Δ𝜇𝑎(𝑟, 𝑡, 𝜆) =  𝜉𝐻𝑏𝑂(𝜆)Δ𝑐𝐻𝑏𝑂(𝑟, 𝑡) +  𝜉𝐻𝑏𝑅(𝜆)Δ𝑐𝐻𝑏𝑅(𝑟, 𝑡) 
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By using reflectance measurements at two different wavelengths and the above equations, we can 
calculate an “effective cortical ∆µa” at the excitation wavelength. Therefore, the resulting 
absorption component of the correction factor is: 
Δ𝜇𝑎(𝑡, 𝜆𝐸𝑥)𝑋(𝜆𝐸𝑥) +  Δ𝜇𝑎(𝑡, 𝜆𝐸𝑚)𝑋(𝜆𝐸𝑚)
≈ (𝜉𝐻𝑏𝑂(𝜆𝐸𝑥)Δ𝑐𝐻𝑏𝑂(𝑡) + 𝜉𝐻𝑏𝑅(𝜆𝐸𝑥)Δ𝑐𝐻𝑏𝑅(𝑡))𝑋𝑒𝑠𝑡(𝜆𝐸𝑥)
+ (𝜉𝐻𝑏𝑂(𝜆𝐸𝑚)Δ𝑐𝐻𝑏𝑂(𝑡) + 𝜉𝐻𝑏𝑅(𝜆𝐸𝑚)Δ𝑐𝐻𝑏𝑅(𝑡))𝑋𝑒𝑠𝑡(𝜆𝐸𝑚) 
In this case, pathlength Xest must be estimated. We have determined empirically that pathlength 
values between 0.4 and 0.9 yield properly corrected GCaMP signals with minimal vessel artifacts. 
Figure 2.4a and b illustrate the results of this hemodynamic correction method on a 5-second tactile 
stimulation dataset. Not only are the visual vessel artifacts removed from the corrected image, the 
GCaMP signal after correction remains positive for the duration of the stimulus instead of being 
artificially driven below baseline due to hemodynamic absorption. 
 
Figure 2.4. Results of hemodynamic correction of WFOM GCaMP data. (a) GCaMP response to a 5 sec tactile 
whisker stimulus before and after hemodynamic correction. Maps are taken 1.7s after onset of stimulus in an awake, 
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behaving mouse. Corrected image shows minimal vessel artifacts, whereas original response is dominated by negative 
contrast corresponding to the hemodynamic response. (b) Time courses show the GCaMP signal before and after 
correction, in comparison with the ∆[HbT] hemodynamic response. (c) Time courses show both raw and corrected 
GCaMP signals obtained in a Thy1-GCaMP3 mouse during an 8-sec electrical hindpaw stimulus. (d) Corrected 
GCaMP signal is shown alongside multi-unit activity (MUA) obtained by an electrode inserted into the responding 
region. Convolution of MUA with a gamma function, shown in (e), that considers the relationship between 
intracellular dynamics and GCaMP fluorescence, shows close correlation with the corrected GCaMP signal. 
 
Measurements of both GCaMP fluorescence and multi-unit activity (MUA) during a hindpaw 
stimulus were done to further verify that the corrected signal also accurately represented the 
underlying neural activity (Figure 2.3 c-e). For all experiments discussed in this thesis, this 
correction method was applied to the raw blue-channel data prior to analysis. 
 
2.1.4 Additional WFOM analysis considerations 
Traditional methods of measuring neural activity, including electrophysiology or two-
photon microscopy, have high temporal resolution, but they lack spatial information. Similarly, 
techniques for measuring blood flow, such as laser speckle contrast imaging or laser doppler flow, 
require a choice to be made between optimizing spatial or temporal resolution. WFOM, on the 
other hand, not only allows for high enough framerates to image GCaMP dynamics, but also a 
large enough field of view to study how different functional cortical regions correlate in their 
activity patterns. This results in an exponential increase in data collection and storage, and requires 
unique analysis techniques that take advantage of the power that WFOM provides. This section 




2.1.4.1 Alignment to a standard atlas 
Prior to in-depth analysis, it is crucial to perform the hemodynamic correction described in 
section 2.1.3. Single trial data of the experimental animal at rest may be used to evaluate the quality 
of correction. However, whisker-evoked stimulus data, which is known to produce robust and 
repeatable blood flow responses (Takuwa, Autio et al. 2011), can be more straightforward. 
Stimulus responses provide an isolated event during which to evaluate the correction. Furthermore, 
the strong blood flow response ensures that you are in fact correcting for hemodynamic crosstalk. 
Once proper correction has been done, WFOM offers many potential directions for exploration. 
The power of WFOM lies in its spatial access which allows for imaging of bulk activity across 
almost the entire dorsal cortex, but how do we extract meaningful information from this large 
amount of data? One approach is to ground the data onto an existing framework to link functional 
activity to what we already know about the structural organization of the brain. Using a multimodal 
approach that combines existing anatomical and projection datasets with serial two-photon 
tomography images, the Allen Institute created a common coordinate framework (CCF). The CCF 
provides a reference for how the cortex is parcellated (Wang, Ding et al. 2020). Custom registration 
code was written to align WFOM datasets to this framework (adapted from (Saxena, Kinsella et 
al. 2020)). The registration pipeline allows for user input of alignment points that refer to known 
landmarks. Common skull landmarks that can be visualized from WFOM data are: 1) two points 
indicating the left and right sides of the top edge of the cerebral cortex delineating it from the 
olfactory bulb, 2) two points running the length of the sagittal suture, or midline, and 3) one point 
identifying the bregma center. A major limitation of using skull landmarks is its crudeness; there 
could still be underlying cortical variability between subjects that would not be accounted for. 
Furthermore, the purpose of a standardized alignment framework was to compare functional 
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dynamic activity, not structural organization. As such, we delivered a whisker-stimulus and used 
the centroid of the barrel field response as our functional alignment point. Figure 2.5 shows the 
registration results from an example with only skull landmarks and an example with a functional 
landmark.  
 
Figure 2.5. Two examples of the custom registration pipeline for alignment to the Allen Atlas common coordinate 
framework. A) Reference dorsal map used, obtained from https://atlas.brain-map.org/. B) Plot showing the quality of 
alignment based on user defined points. The registration algorithm minimizes distance between all user-input points 
with the corresponding Allen control points. C) Example registration using only skull landmarks: front edge of the 
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cortex before the olfactory bulb, the midline, and bregma. D) Example registration using both skull landmarks and a 
functional landmark achieved by delivering a whisker stimulus.  
 
Using an affine transform, distances between the user-assigned points and Allen control points are 
minimized. The pipeline produces a plot showing the relevant points to assess the quality of the 
alignment. It is important to note that the Allen Atlas is a reference tool; it is a generalized template 
produced by averaging over multimodal datasets across thousands of mice. Thus, while the atlas 
is a good starting point, deviations from the atlas, particularly when defining boundaries or overlap 
of cortical regions, are likely. For the experiments in this thesis, one functional region in addition 
to the midline points were enough for registration, but the mapping of multiple sensory regions 
prior to imaging would further improve the consistency and accuracy of registration (Gilad, 
Gallero-Salas et al. 2018). 
 
2.1.4.2 Hemodynamic response function (HRF) 
 While movies and timecourses extracted from WFOM enable the qualitative assessment of 
the apparent relationship between neural and hemodynamic activity, a quantitative measure of 
coupling requires more specific analysis. To this end, various models have been used to 
characterize the hemodynamic response function that governs the coupling relationship. 
Traditionally, the hemodynamic signal, as measured by fMRI, was assumed to be proportional to 
the underlying neural activity driving it, which led to the development of a linear transform model 
to approximate coupling (Heeger and Ress 2002). Over the last twenty years, studies have emerged 
that found the time-invariant linear model to be too restrictive. Some studies have shown that while 
short stimuli may indeed lead to a hemodynamic response that is linearly coupled to neural activity, 
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nonlinearities begin to appear with prolonged stimuli; others have shown that the hemodynamic 
response can differ spatially as a function of its relative location to the sensory stimulus site 
(Logothetis, Pauls et al. 2001, Martindale, Berwick et al. 2005, Berwick, Johnston et al. 2008).  
 Work from our lab showed that in the resting state brain, the HRF could be linearly 
modeled in a spatiotemporally-varying way that does not constrain the temporal shape of the HRF 
(Ma, Shaik et al. 2016). For this approach, diagonal loading is used to deconvolve the HbT signal 
from the GCaMP signal on a pixelwise basis, thus producing a spatially resolved HRF. This can 
be done per trial so as not to assume a time-invariant HRF. The calculated HRF is then cropped 
and reconvolved with the GCaMP signal to obtain a ‘predicted HbT’. A comparison between the 
predicted and measured HbT signals, such as with Pearson’s correlation, reveals the goodness of 
fit for the model. A change in fit would suggest a change in the linearity of coupling, which can 
occur if aspects of the coupling mechanism are unequally enhanced or suppressed, such as under 
pathological conditions. Of note is that in our lab, HbT is used for HRF calculation, whereas HbR 
(from BOLD fMRI) is typically used in the field. A major limitation of HbR is its sensitivity to 
oxygen consumption and blood flow, which may not always reflect blood volume changes. 
Analysis of resting state data from Ma, et al. did confirm a -0.86 ± 0.10 correlation between HbT 
and HbR, suggesting that changes in HbR were likely due to local blood flow and not oxygen 
consumption. Nonetheless, HbT was used because it is a true measure of blood volume and 
therefore relates more closely to vessel diameter changes and vascular tone.  
 
2.2 Two-photon laser scanning microscopy 
Another technique used in this thesis is two-photon microscopy, first introduced in 1990 
by Denk, Strickler, and Webb (Denk, Strickler et al. 1990). Unlike WFOM, where snapshots of 
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full field of view illumination are acquired, two-photon is a laser scanning microscopy technique 
that uses raster scanning of a focused laser across a 2-D plane to generate images. Only signal 
within the plane and within the focal spot of the laser is captured, thus providing high spatial 
resolution. Additionally, unlike one-photon techniques where a single photon is absorbed to excite 
a fluorophore, two-photon is based on the idea that two lower-energy photons can interact with a 
fluorophore simultaneously to achieve excitation. Absorption of one photon transitions the 
molecule to a virtual state and the second photon transitions the molecule to the excited state 
(Figure 2.6A). Because these two photons will individually have lower energies, they will have 
longer penetration depths, enabling access to deeper tissue layers. However, because the 
probability of simultaneous absorption of two photons is extremely low, a high photon flux density 
is required. Experimentally, femtosecond pulsed lasers are typically used. In our studies, lasers are 
tuned to 920nm for excitation of the GCaMP6f fluorophore. An example two-photon image of 
layer 2/3 excitatory neurons in a Thy1-GCaMP6 mouse is shown in Figure 2.6B. The 512 x 512 






Figure 2.6. Two-photon excitation. Diagram illustrating the difference between one-photon and two-photon 
excitation. Adapted from (Ellis-Davies 2018). Example of a two-photon image taken ~200 µm below the pial surface 





Chapter 3: Neurovascular dynamics of repeated cortical spreading 
depolarizations after acute brain injury 
 
 The studies in this chapter were initially motivated by the question of how a specific 
vascular insult like an ischemic stroke would change downstream coupling dynamics. However, 
upon initial data analysis, we realized that we had captured a fascinating phenomenon called 
cortical spreading depolarizations (CSDs), that can be triggered by ischemic clots. Moreover, 
CSDs have recently been implicated in a range of acute brain injuries including stroke, possibly 
through their interactions with cortical blood flow. Studies probing precisely how CSDs drive 
tissue damage, however, have garnered mixed results. Thus, in this chapter, we used simultaneous 
wide-field imaging of neural activity and hemodynamics in Thy1-GCaMP6f mice to explore the 
neurovascular dynamics of CSDs during and following a photothrombotic model of ischemic 
stroke. We confirmed that in all cases, photothrombosis triggered CSDs. These events were 
observed as slow-moving waves of GCaMP fluorescence extending far beyond the 
photothrombotic lesion. While initial CSDs were uniformly accompanied by profound 
vasoconstriction, and left residual hypoperfusion and ischemia in their wake, later CSDs evoked 
variable responses from constriction to biphasic to vasodilation. We identified a trend where CSD-
evoked vasoconstrictions were more likely to occur during rapid, high amplitude CSDs in regions 
with stronger hypoperfusion and ischemia. This in turn worsened after each repeated CSD. We 
proposed that this feedback loop may explain the variable, but potentially devastating effects of 
CSDs in the context of acute brain injury. The work presented in this chapter is adapted from 
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Hanzhi T. Zhao, Daniel Chow, Mariel G. Kozberg, Mary Claire Tuohy, Sharon H. Kim, 
Mohammed A. Shaik, Elizabeth M.C. Hillman. “Neurovascular dynamics of repeated cortical 




Cortical spreading depolarizations (CSDs) are known to occur across species, and consist 
of a slow-moving wave of near-complete neuronal depolarization followed by electrical silencing 
(Leão 1944, Strong, Venables et al. 1983, Koroleva and Bures 1996, Strong, Fabricius et al. 2002, 
Fabricius, Fuhr et al. 2006, Shin, Dunn et al. 2006). CSDs have been implicated as the underlying 
correlate of migraine aura (Olesen, Larsen et al. 1981, Lauritzen, Olsen et al. 1983, Lauritzen 1994, 
Hadjikhani, Sanchez Del Rio et al. 2001, Pietrobon and Moskowitz 2014, Major, Huo et al. 2020). 
Although CSDs appear to be relatively benign in otherwise well-perfused brain, migraine with 
aura (distinct from migraine without aura) has been identified as an independent risk factor for 
ischemic stroke (Etminan, Takkouche et al. 2005). CSDs have also been observed following acute 
brain injury, such as subarachnoid hemorrhage (Hubschmann and Kornhauser 1980, Hubschmann 
and Kornhauser 1982, Dreier, Körner et al. 1998), traumatic brain injury, and ischemic stroke 
(Dohmen, Sakowitz et al. 2008). In the context of these acute injuries, CSDs travel through energy-
depleted tissue and have been shown to initiate events that ultimately lead to injury expansion and 
worsening outcomes (Strong, Fabricius et al. 2002, Ayata, Shin et al. 2004, Shin, Dunn et al. 2006, 
Murphy, Li et al. 2008, Luckl, Zhou et al. 2009, Dreier 2011, Yuzawa, Sakadzic et al. 2012, 
Ostergaard, Dreier et al. 2015). 
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CSDs represent a massive metabolic challenge to the brain, and flood the tissue with excess 
neurotransmitters, neuromodulators, and vasoactive substances such as potassium ions (Lothman, 
Lamanna et al. 1975, Phillips and Nicholson 1979, Hansen and Zeuthen 1981, Chuquet, Hollender 
et al. 2007). By itself, these dramatic shifts in ionic gradients and depletion of tissue resources 
could mediate CSD-related brain damage (Nedergaard and Hansen 1988, Hashemi, Bhatia et al. 
2009). However, another potential mechanism for damage is the interaction between CSDs and 
the brain’s vasculature. In many cases, CSDs have been observed to result in prolonged (1-2 hours) 
oligemia, a reduction in cerebral blood volume and flow within the territory of the CSD (Ayata, 
Shin et al. 2004). In addition, while some CSDs are accompanied by local vasodilation or 
hyperemia, which should improve delivery of fresh oxygen and glucose to the brain (Takano, Tian 
et al. 2007), others can also drive strong vasoconstriction and hypoperfusion. CSD-evoked 
vasoconstriction could both worsen the impact of, and prevent recovery from, the CSD’s metabolic 
overload (Somjen 2001, Ayata, Shin et al. 2004, Chang, Shook et al. 2010). The neurovascular 
effects of CSDs could thus be major contributors to their cumulative impact on the injured brain. 
However, the conditions dictating why some CSDs may be more or less likely to exacerbate 
persistent damage in the brain are not well understood.  
One obstacle to understanding the complexity of CSD responses has been availability of 
methods to accurately record both the neural and vascular effects of CSDs simultaneously, 
particularly in the context of acute brain injury. For example, CSDs are often detected using point-
sampling electrophysiology (Fabricius, Akgoren et al. 1995, Ayata, Shin et al. 2004, Murphy, Li 
et al. 2008, Chang, Shook et al. 2010, Ostergaard, Dreier et al. 2015, Luckl, Lemale et al. 2018), 
where a large negative direct current (DC) potential shift and an absence of spiking indicates 
massive neuronal depolarization and consequently electrical silencing. While negative DC currents 
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provide a quantitative and comparable measure of CSD magnitude and duration, and 
electrophysiology provides high temporal resolution neuronal spiking information, the lack of 
spatial resolution precludes visualization of the overall shape or propagation pattern of the neural 
CSD wave. The presence of a CSD is also sometimes inferred from concomitant changes in blood 
flow, assessed by methods such as speckle flow imaging (Fabricius, Akgoren et al. 1995, Ayata, 
Shin et al. 2004, Strong, Bezzina et al. 2006, Murphy, Li et al. 2008, Chang, Shook et al. 2010, 
Yuzawa, Sakadzic et al. 2012, Ostergaard, Dreier et al. 2015). However, to deduce the 
spatiotemporal pattern of a CSD using this approach, one must have a-priori knowledge of how 
blood flow changes are coupled to the moving CSD, introducing ambiguity and precluding 
assessment of the true coupling relationship between cortical hemodynamics and the underlying 
CSD. As a result, we still have an incomplete view of how CSDs initiate, their spatiotemporal 
spread, the vascular responses they generate, and their cumulative impact on affected brain 
regions.   
Here, we present the application of in-vivo neurovascular imaging in mice to examine the 
occurrence and properties of CSDs immediately following a small photothrombotic lesion. We 
developed a novel implementation of wide-field optical mapping (WFOM) in an intact, thinned-
skull mouse model to enable bilateral, cortical imaging of both neural activity, via genetically-
encoded fluorescent calcium indicators expressed in excitatory neurons (Thy1-GCaMP6f), and 
hemoglobin oxygenation dynamics, via diffuse reflectance (Ma, Shaik et al. 2016). This approach 
allows high-speed, holistic examination of neurovascular changes across the bilateral cortex in 
individual mice in real-time, enabling assessment of how CSDs interact with both peri-infarct brain 
tissues and naïve cortex beyond the boundaries of the lesion site.  
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In all eight mice, a large, initial CSD originating from the lesion or peri-lesional region 
occurred on average 18.98 ± 10.2 minutes after photothrombosis initiation, and was accompanied 
by profound vasoconstriction. Additional CSDs were observed in six out of the eight mice. These 
successive CSDs were highly variable, exhibiting a range of different amplitudes, temporal 
dynamics, and propagation patterns, and were accompanied by a variety of spatially-dependent 
neurovascular responses, ranging from constrictions to biphasic (a constriction followed by a 
dilation), to pure dilations. We also observed that after each CSD, residual changes in baseline 
GCaMP and decreased perfusion remained across the CSD’s territory.  
Our analysis revealed that the type of cortical neurovascular response to each CSD 
(constriction, biphasic, or dilation) depended on the amplitude and temporal properties of the 
impinging CSD, as well as on pre-CSD baseline levels of GCaMP and cortical ischemia. In 
particular, cortical regions with hypoxic baseline conditions and higher baseline GCaMP levels 
were more likely to exhibit a vasoconstriction, whereas regions with less severe hypoxia and lower 
baseline GCaMP levels were more likely to exhibit vasodilation in response to the CSD event. 
This pattern creates a potential negative feedback loop in which progressing cortical ischemia and 
hypoperfusion have an increased likelihood of CSD-evoked vasoconstriction, driving further 
damage. 
These interdependencies, combined with the observed heterogeneity and variability in 
CSD types and trajectories might explain why, in some cases, the cortex can recover from CSDs 
without harm, while in others, the CSDs could trigger a downward spiral of significantly 
worsening ischemia and metabolic stress. Importantly, these CSD-related effects were observed in 
regions of the cortex that were far beyond the territory of our initial photothrombotic insult. These 
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results suggest that the CSDs, and their neurovascular consequences, could be major contributors 
to variability and progression in the pathophysiology of ischemic brain damage.   
 
3.2 Methods 
3.2.1 Animal preparation  
Thy1-GCaMP6f C57BL/6 transgenic mice express the genetically-encoded intracellular calcium 
indicator GCaMP throughout excitatory neurons of layers 2/3 and 5 (Chen, Cichon et al. 2012). 
Increases in intracellular calcium cause an increase in the intensity of fluorescence that can be 
measured as a direct indicator of neural activity. Here, adult Thy1-GCaMP6f C57BL/6 mice 
(Jackson Labs; C57BL/6J-Tg(Thy1-GCaMP6f)GP5.17Dkim/J) were anesthetized with 1.5 mg/kg 
urethane and placed in a mouse stereotax (Kopf) on an electrical heating pad, where the rectal 
temperature was maintained at 36.5 ± 0.5 ℃. The skin and connective tissue over the surface of 
the brain were removed, and the entire bilateral dorsal surface of the skull was thinned to 
translucency and covered with a layer of cyanoacrylate glue (Figure 3.1B). A custom laser-cut 
headplate was then glued to the skull in order to fix the mouse into the imaging rig. Female mice 
were used to both improve the current underrepresentation of female animals in CSD and stroke 
research, while also reducing the likelihood of additional sex-dependent variability. It should be 
noted though, the limited research has thus far shown no sex differences with respect to vascular 
responses to CSDs (Yuzawa, Sakadzic et al. 2012).  
All animal procedures were reviewed and approved by the Columbia University 
Institutional Animal Care and Use Committee (IACUC). Thy1-GCaMP6f mice were weaned at 
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postnatal day 21 and housed with littermates in temperature and humidity-controlled facilities with 
12-hour light/dark cycles and ad libitum food and water.  
 
 
Figure 3.1. Experimental setup for wide-field optical mapping (WFOM) during photothrombosis. (A) Setup of 
WFOM imaging system. Blue, amber, and red strobed LEDs sequentially illuminate the cortex, synchronized with 
frames acquired by an overhead sCMOS camera. Long-pass and notch filters remove blue excitation light as well as 
contamination from the green laser used for photothrombosis respectively, while passing green GCaMP emission and 
amber and red diffuse reflectance to map hemoglobin dynamics. (B) Illustration and grayscale image of the bilaterally 
exposed mouse cortex. Green dot indicates the point of focus of the photothrombosis induction laser. (C) Spectra of 
HbO and HbR absorption (left axis) and GCaMP fluorescence excitation and emission (right axis). Faded blue, 
yellow, and red sections indicate the wavelength bands of the strobed LEDs used during imaging. (D) Fluorescence 
excitation and emission spectra of Rose Bengal. Amber and red LEDs were chosen to avoid effects of Rose Bengal 





3.2.2 Photothrombosis model 
A photothrombotic model of acute ischemia was used following initial baseline imaging 
(Labat-gest and Tomasi 2013). Rose Bengal (Sigma), a light-activated photothrombotic agent was 
administered via intraperitoneal injection (10 uL/g at 15 mg/mL). A green (532 nm, 3-5 mW at the 
skull) laser was then focused onto a branch of the middle cerebral artery (MCA) supplying the 
somatosensory cortex. Functional imaging began before laser induction and continued for 2.5 
hours after laser induction. Imaging continued during Rose Bengal administration and throughout 
laser-activated photolysis lasting 20 minutes, after which the laser was turned off and imaging 
continued.  
 
3.2.3 Wide-field optical mapping (WFOM) 
Neuronal activity and hemodynamics were captured using WFOM of GCaMP fluorescence 
and hemoglobin absorption (Bouchard, Chen et al. 2009, Ma, Shaik et al. 2016) (Figure 3.1A). 
The cortex was illuminated with consecutively strobed blue (Thorlabs, M490L4), amber 
(Thorlabs, M595L3) and red (Thorlabs, M625L3) LEDs, with bandpass filters (Thorlabs 
MF460/60, Semrock FF02-586/15-25, and Semrock FF01-623/24-25 respectively). A Semrock 
FF01-496/LP-25 long-pass filter and Thorlabs NF533-17 notch filter were used to block blue 
excitation light in order to image green GCaMP fluorescence, and to remove contamination from 
the green laser, respectively (Figure 3.1C). These filters were placed between the imaging lens 
(Nikon Micro-Nikkor 60 mm F/2.8) and an Andor Zyla sCMOS camera. LEDs were strobed in 
sequence, synchronized using the frame exposure signal from the camera to collect interleaved 
images of the cortex at each wavelength in turn. In some experiments, an Andor iXon 897 EMCCD 
camera was used, achieving equivalent results to the Zyla. 
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 Illumination wavelengths were carefully chosen to enable efficient excitation of GCaMP, 
in addition to illumination with focused 532 nm laser light for photothrombosis, and imaging of 
oxy- and deoxy-hemoglobin (HbO and HbR) concentrations without contamination from the 
absorption cross-section of Rose Bengal (Figure 3.1D). Baseline resting state activity was 
collected in sequential 60s trials. Imaging data was acquired for one hour prior to photothrombosis 
and 2.5 hours thereafter. 
 
3.2.4 Data Processing 
As shown in Figure 3.1C, cortical images acquired under amber illumination are targeting 
an isosbestic point in the hemoglobin spectrum, yielding sensitivity primarily to oxygenation-
independent changes (i.e. total hemoglobin, HbT). Red illumination provides images that are 
primarily sensitive to changes in deoxy-hemoglobin. Combining these two measurements permits 
estimation of changes in the concentrations of HbO, HbR, and HbT, where HbT is the sum of HbO 
and HbR. Spectral conversion was performed as described previously using the modified Beer-
Lambert law with Monte Carlo-derived wavelength-dependent pathlength factors (Hillman 2007, 
Bouchard, Chen et al. 2009, Ma, Shaik et al. 2016). Fluorescence measurements acquired during 
blue light illumination of the cortex correspond to GCaMP fluorescence, but are multiplied by a 
spatiotemporal factor corresponding to changes in both oxy- and deoxy-hemoglobin absorption 
that affect both the 488 nm excitation and 530 nm emission of GCaMP (Figure 3.1C). A correction 
for this hemodynamic contamination was derived from the hemodynamic reflectance 
measurements and applied to the fluorescence signal to yield a corrected ∆F/F as described in (Ma, 
Shaik et al. 2016) and Chapter 2. Validation presented in the next section demonstrates that spectral 
conversion, the presence of Rose Bengal, and the hemodynamic correction of GCaMP 
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fluorescence did not affect our observations or conclusions. For spontaneous fluctuations during 
the CSD, neural activity was obtained by further removing the large CSD signal. After converting 
raw signals to GCaMP fluorescence, the data was then temporally smoothed with a 5-second 
sliding window and subtracted from the original signal on a pixel-by-pixel basis.  
 
3.2.5 Verifying the minimal effect of Rose Bengal on GCaMP signal correction  
The absorption of Rose Bengal overlaps with the absorption of HbO and HbR, and 
therefore could contribute to absorption crosstalk on GCaMP fluorescence. Standard correction 
methods for hemodynamic absorption crosstalk have been previously described (Ma, Shaik et al. 
2016). For imaging trials acquired following Rose Bengal injection, we examined the effect of the 
dye on GCaMP fluorescence calculations. This was done by modifying the absorption coefficient 
used for hemodynamic cross-talk corrections by introducing a Rose Bengal concentration-
dependent term: 
∆μa,λ(t) = ξHbO,λΔ[HbO](t) + ξHbR,λΔ[HbR](t) + ξRB,λΔ[RB](t), 
where µa,λ is the absorption coefficient, and ξλ and [X] are the wavelength-dependent extinction 
coefficient and concentration for each absorber, respectively. While we cannot measure the exact 
concentration of Rose Bengal, we assume that it will affect the overall amber reflectance and 
therefore the calculated [HbT] by a factor, RB = 0.17. This factor was estimated based on the 
injected amount of dye and the assumption that an average mouse has a blood volume that is about 
7% of its body weight (McClure 1999). Thus, the equation above can be rewritten as follows: 
∆μa,λ(t) = ξHbO,λΔ[HbO](t) + ξHbR,λΔ[HbR](t) + ξRB,λΔ(RB ∗ [HbT])(t) 
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where [HbT] = [HbO]+[HbR]. A comparison of the GCaMP signal with and without correction 
for Rose Bengal is shown in Figure 3.2. For the purposes of this comparison, we assumed no dye 
clearance in order to determine the maximum effect Rose Bengal could have on fluorescence data 
over time. Even under this assumption, Rose Bengal is seen to have minimal effect on 
fluorescence. 
 
Figure 3.2. Comparison of corrected GCaMP signal with and without Rose Bengal factor in a representative 
animal. Regions both proximal and distal to the site of photothrombosis were selected as well as regions from the 
contralateral hemisphere. No major differences were observed in corrected GCaMP signal with or without the Rose 
Bengal factor across any cortical regions. Rose Bengal correction factor also did not affect any quantified 
measurements shown in Results, such as vessel diameters, CSD speed and residual core growth, hemodynamic 






3.2.6 Data Analysis 
In order to determine the speed of propagation of the CSD, we calculated the geodesic 
distance of each pixel along the leading edge of the wave relative to the centroid point of CSD 
onset. Distances were assessed at 10-second intervals and averaged for each interval. Standard 
deviation of the propagation speed shows the variability in speed around the CSD. To ensure that 
the increase in fluorescence signal was not due to hemodynamic cross-talk, we determined the 




Figure 3.3. Validation of vasoconstriction calculations. (A) Grayscale image shows the region of interest used to 
compare the timings of raw fluorescence and reflectance signals. (B’) Representative GCaMP fluorescence, amber, 
and red reflectance traces show that increases in fluorescence precede changes in hemodynamics. (B’’) Onset time of 
the signal rise was calculated as the time at which the first derivative of the signal is maximized. The time lag between 
the rise of GCaMP fluorescence and amber/red reflectance averaged 1.83 sec (± 0.5 sec, n=8) across all animals. 
Shaded regions represent standard deviation. (C) Because there was overall brightening of the brain during a CSD, 
it was necessary to ensure that the observed vasoconstriction was not an optical artifact. Grayscale image of the field 
of view over which vessels were selected for analysis. Dark blue box highlights an example artery and cyan box 
highlights an example vein. Cross-sections of arteries (D’) and veins (D’’) were selected and each time point was 
plotted as a separate curve – low intensities corresponded to the vessels, while high intensities corresponded to the 
brighter parenchymal pixels. The color transition of the curves from blue to red represents time from 0 to 60 seconds. 
(E’) Each curve in D was normalized to the signal from the nearby parenchymal pixels to account for global tissue 
intensity changes. This allowed for disambiguation of intensity changes due to constriction and global tissue 
brightening. The full width half max was then calculated for each curve. A reduction in the full width half max 
suggested a narrowing of the vessel. (E’’) Identical analysis was done for veins, where there was virtually no change 
in calculated diameter.  
 
Onset time was calculated as the time at which the first derivative of a signal is at a maximum. 
The time lag between channels was calculated as the difference in time between when the first 
derivative of the reflectance channels and fluorescence channel each reach their respective 
maxima. 
 To determine changes in hemodynamics due to photothrombosis versus CSD, two regions 
were selected, one immediately around the site of the laser focus (labelled P) and one more distal 
region (labelled D) that lay in the path of the initial CSD propagation (Figure 3.7C). Specific 
epochs of interest were chosen as follows: [I] after the induction laser is turned on, [II] one minute 
prior to CSD onset, [III] during CSD onset, [IV] peak of CSD, and [V] after recession of CSD as 
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indicated by when the gradient of the GCaMP signal returns to zero. At each time point, neural 
and hemodynamic values were obtained by averaging all pixels within each ROI (P and D) over 
500 msec (Figure 3.7C’). Student’s t-tests were used to evaluate whether signal changes at each 
time point differed significantly from baseline in all 8 mice. 
 To confirm physical constriction, we evaluated vessel diameter by plotting pixel intensities 
of vessel cross sections from the raw signal and calculating the full width half max (Figure 3.3C-
E”). Vessel diameter values were calculated per frame over the course of a CSD. Changes in 
intensity were normalized to pixels in the surrounding parenchyma for each vessel in order to 
control for any widespread changes in tissue reflectance, and to ensure that changes in signal were 
truly due to diameter changes. To determine if the change in vessel diameter was significant 
(Figure 3.7C’), Student’s t-tests were used where zero mean indicated no diameter change. 
 For analysis of subsequent CSDs, four regions were chosen ranging in distance from the 
lesion core (R1-4). Time courses were extracted by averaging over each region and smoothed 
using a moving average with a window size of 1 second. Amplitude was calculated as the peak 
fluorescence in that region over the course of each CSD. Duration was calculated as the amount 
of time in which GCaMP fluorescence exceeded 50% of peak amplitude. Onset time was 
determined to be when the GCaMP signal exceeded 10% of the peak amplitudee and onset speed 
was calculated as the average rate of fluorescence increase from onset time until the GCaMP signal 
reached 80% of its peak amplitude. These metrics are summarized in Figure 3.10. To extract 
baseline values prior to each CSD, the entire imaging sequence was concatenated and average 
values for GCaMP, HbT, HbO, and HbR over the 500ms prior to each CSD onset were calculated 
(Figure 3.8F). To obtain the event-triggered response traces in Figure 3.8E, the GCaMP and HbT 
signals from each CSD were aligned to their onset times. Each trace was then subtracted by its 
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respective baseline value, as calculated in Figure 3.8F. Finally, all traces were grouped and 
averaged according to their response categories. Paired t-tests were used to compare all category 
pairings. 
 To determine growth of the persistently depolarized core after each CSD, grayscale maps 
of GCaMP fluorescence were obtained after each CSD and thresholded for all pixels greater than 
10% ∆F/F (Figure 3.11C). Maps were binarized so that only pixels above threshold were given a 
value of 1. Any single pixels or clusters of less than 5 pixels in the binarized image were excluded. 
Percent change in area was then calculated as the increase in the number of pixels with 
suprathreshold GCaMP fluorescence relative to post-CSD1. To show the CSD dynamics encoded 
by time in Figure 3.11D(i), we first isolated the propagation of only the leading edge of the CSD 
wave by subtracting each frame of the event from one 20 frames prior. We then applied an existing 
Temporal-Color_Code plugin in ImageJ (Schindelin, Arganda-Carreras et al. 2012, Schindelin, 
Rueden et al. 2015) to the 3D matrix to color-code each event in time. 
 
3.3 Results 
3.3.1 Visualizing the neural and hemodynamic effects of acute photothrombosis 
Experiments were performed in urethane anesthetized Thy1-GCaMP6f C57BL/6 
transgenic mice (Labat-gest and Tomasi 2013), surgically prepared with a thinned-skull cranial 
window spanning the bilateral dorsal cortex (Figure 3.1). These mice express the genetically-
encoded fluorescent calcium indicator GCaMP, which is sensitive to changes in intracellular 
calcium during neuronal depolarization, in layers 2,3 and 5 excitatory neurons. Wide-field optical 
mapping (WFOM) permits simultaneous imaging of neuronal activity, indicated by GCaMP 
fluorescence, and cortical fluctuations in oxy-, deoxy-, and total hemoglobin concentrations (HbO, 
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HbR and HbT), captured using multi-color diffuse reflectance. Oxygenated hemoglobin (HbO) 
and deoxygenated hemoglobin (HbR) delineate the relative blood oxygenation, while total 
hemoglobin (HbT), the sum of HbO and HbR, indicates the amount of red blood cells present and 
is therefore a measure of overall blood volume. An increase in HbT necessitates vasodilation; 
conversely, a decrease in HbT would indicate vasoconstriction. Raw reflectance measurements 
were converted to hemodynamics, and raw fluorescence measurements were corrected for 
hemodynamic cross-talk using methods previously described (Ma, Shaik et al. 2016) (see 
Methods). 
Imaging wavelengths and filters were selected to permit simultaneous photothrombosis via 
532 nm laser irradiation of intravascular Rose Bengal. WFOM data was acquired before, during, 
and up to 2.5 hours after photothrombosis targeting a cortical branch of the middle cerebral artery 
in 8 female mice, denoted as M1-8.  
 
3.3.2 Photothrombosis-induced CSDs occur across all mice 
Between 3.7 and 34.1 minutes (on average 18.98 ± 10.2 min, n=8 mice) after photothrombosis 
initiation, a wave of increased GCaMP fluorescence was observed to spread radially outward from 
the induction site in all animals, irrespective of functional or anatomical boundaries (Figure 3.4A). 
The GCaMP fluorescence signal (Figure 3.4C) during these events exceeded 50%, (n=8 mice), 
rising to a peak within 1 minute, and then decreasing back towards baseline in most regions. An 




Figure 3.4. Spatial and temporal characterization of neural activity during an initial CSD. (A) Spatial maps show 
the propagation of an initial CSD in a representative mouse. Times indicate the amount of time after the laser was 
turned on (t=0 min). Boxes indicate the regions of interest used for the time courses in this figure. (B) Average speed 
of CSD propagation for each CSD across each animal. Error bars show the standard deviation of propagation speeds 
along the outer edge of each depolarization wave. (C) Full time courses of GCaMP over more than 2 hours of imaging 
for four regions ipsilateral to the lesion site and one contralateral region. Shaded areas show the specific time points 
along the CSD event highlighted in D. Note that the first CSD occurs at t=34.1 minutes and a second CSD occurs at 
t=41.2 minutes after initiation of photothrombosis. (D) 30-second time courses of spontaneous GCaMP activity at 
each of the shaded time points in (C) for one ipsilateral (gray) and one contralateral (purple) regions relative to the 
lesion. R values indicate the correlation between the ipsilateral R2 and contralateral R5 time courses. (See also Figure 
3.5 and 3.6 for additional experimental and control examples) 
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To validate that the spatiotemporal properties of these waves are consistent with prior 
descriptions of CSDs, we calculated propagation speed for each event across mice. The geodesic 
distance of each pixel along the wave boundary was assessed in 10-second intervals and averaged 
for each CSD (Figure 3.4B). The average speed of initial CSDs was found to be 3.45±0.65mm/min, 
consistent with prior observations of CSDs (Leão 1944, Dunn, Bolay et al. 2001, Farkas, Bari et 
al. 2010, Lauritzen, Dreier et al. 2011). The depolarization wave was largely confined to the 
ipsilateral cortex as previously reported (Eikermann-Haerter, Yuzawa et al. 2011), although in 
some mice, a much smaller and delayed GCaMP response on the contralateral side was observed 
(Figure 3.5B inset).   
 
Figure 3.5. Neural activity after photothrombosis in a second representative mouse. (A) Spatial maps show the 
propagation of an initial CSD for an additional animal. Boxes indicate ROIs used for the traces in B. (B) Full time 
courses of GCaMP over 2+ hours of imaging for four ipsilateral regions and one contralateral region. Shaded areas 
show the specific time points highlighted in C. Note that in this mouse, and in two others (M5 and M6), a small positive 
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GCaMP response and hyperemic HbT response were observed in the contralateral cortex (inset). The contralateral 
change shown was spatially diffuse and temporally delayed by 18 seconds with respect to the peak of the ipsilateral 
CSD. In some cases, a small representation of this delayed event was also visible in the ipsilateral GCaMP signal. 
(C) 30-second traces of spontaneous GCaMP activity at each time point indicated in (B) for an ipsilateral (gray) and 
contralateral (purple) region.   
 
Consistent with prior studies, bilaterally correlated, spontaneous fluctuations in neural 
activity were seen prior to the CSD (Figure 3.4D(I), R=0.91) (Ma, Shaik et al. 2016). Local 
fluctuations were abolished at the peak of the CSD, indicating near-complete depolarization of the 
labelled neuronal population (see Figure 3.4D). Fluctuations in neural activity in the contralateral 
cortex appeared altered, but continued during the ipsilateral CSD (Figure 3.4D(II)). Although 
spontaneous neuronal activity in the CSD-affected cortex eventually returned, bilateral synchrony 
remained disrupted up to an hour after the first CSD event (Figure 3.4D(IV)). No CSD events or 
changes in neural fluctuations were observed following laser illumination of saline-injected control 
mice (Figure 3.6). These findings demonstrate that the effects of the CSD on cortical neuronal 





Figure 3.6. Neural activity after photothrombosis in a saline-injected control. (A) Grayscale image of the exposed 
cortical area. Boxes show the ROIs used for the traces in B. (B) GCaMP traces for three ROIs over 60 minutes after 
saline-injection and turning on of the laser. Shaded areas indicate the specific time points shown in C. (C) 30-second 
time courses of spontaneous GCaMP activity at each of the time points indicated in (A) for one ipsilateral (black) and 
one contralateral (purple) region. 
 
3.3.3 Initial CSDs are accompanied by large, spatiotemporally coupled constrictions 
The time courses in Figure 3.7A’ show the temporal progression of changes in both 
GCaMP fluorescence and cortical hemodynamics (∆[HbO], ∆[HbR] and ∆[HbT]) beginning when 
the photothrombosis laser is turned on at t = 0 min and ending after the first CSD. A striking feature 
is the large decrease in cortical [HbT] and [HbO], and increase in [HbR] occurring concomitantly 
with the large increase in GCaMP fluorescence. This effect was observed during the initial CSD 
of every mouse and indicates significant, acute vasoconstriction.  
The increase in GCaMP fluorescence occurs 1.83 sec (± 0.5 sec, n=8 mice) before changes 





vasoconstriction temporally lags the CSD wave. These results confirm that the observed increase 
in fluorescence is unlikely to be an artifact caused by changes in hemoglobin absorption.  
To further confirm the presence of physical vasoconstriction, raw camera images were used 
to directly measure pial vessel diameters. Pial arteries and veins were identified based on their 
direction and shape. Cross sections were then used to evaluate their diameter changes during CSD 
propagation (Figure 3.7B and B’). Effects of cortical brightening due to decreased blood flow to 
the surrounding parenchyma were accounted for by normalizing the cross-section signal to its 
neighboring non-vessel pixels (Figure 3.3(C-E)). Consistent with active vasoconstriction, pial 
arteries in the ipsilateral cortex exhibited a statistically significant decrease in diameter (Student’s 
t-test, **p < 0.001, n = 8 mice), whereas no significant changes in diameter were observed in 




Figure 3.7. Initial CSDs are accompanied by local vasoconstriction. (A and A’) Time courses of fluorescence and 
hemodynamic changes, starting from laser initiation and ending after the first CSD in one mouse, extracted from the 
region labelled P in (A). (B) Time-sequence of zoomed-in grayscale maps of a pial artery and vein in the hemisphere 
ipsilateral to the lesion showing visible arterial constriction (top) and little change in venous diameter (bottom). (B’) 
Plot shows percent change in both arterial (A) and venous (V) diameters relative to pre-CSD baseline as a function 
of time in a representative animal. GCaMP fluorescence shown with dotted gray traces (dark gray for arterial region 
A, and light gray for venous region V) emphasize that constriction occurs concurrently with the CSD. (B’’) Average 
maximum change in diameters of arteries and veins across the cortex are plotted. Three arteries and three veins in 
each hemisphere, totaling 12 vessels, per mouse were evaluated and only ipsilateral arteries exhibit a significant 
constriction (Student’ s t-test, * * p < 0.001, n = 8 mice). (C) Maps show GCaMP fluorescence and hemodynamics at 
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five time points: [I] when the laser is turned on, [II] one minute prior to CSD onset, [III] during CSD onset, [IV] peak 
of CSD, and [V] after recession of CSD when signal gradient returns to zero. Proximal (P) and distal (D) boxes 
indicate the regions of interest used for hemodynamic analysis in C’. (C’) Average hemodynamic values show a 
hypoxic trend in regions proximal to the photothrombosis site prior to CSD onset, but not in distal regions (epoch II). 
Once the CSD initiates (epochs III and IV), widespread vasoconstriction, denoted as a decrease in HbT and HbO, 
and increase in HbR, occurs consistently across all animals. Significance of hemodynamic deviation from baseline 
values was determined using the Student’ s t-test (* p < 0.05; * * p < 0.01, n = 8 mice). 
 
To demonstrate the spatiotemporal evolution of neurovascular changes during the first 
CSD, Figure 3.7C shows cortical maps of GCaMP fluorescence, [HbO], [HbR] and [HbT] at the 
time points indicated in the time-course in Figure 3.7A’: (I) onset of laser illumination, (II) one 
minute prior to CSD, (III) during CSD onset, (IV) at the CSD peak and (V) after recession of CSD. 
Figure 3.7C’ shows average hemodynamic values in cortical regions proximal and distal to the 
initial photothrombotic lesion across all mice at equivalent time-points (I-V) relative to their first 
CSD.  
The small effect of the photothrombotic lesion itself can be seen at epoch II, indicated by 
magenta arrows in Figure 3.7C and quantified for all mice in Figure 3.7C’, as a small, local 
decrease in [HbO] and [HbT] with a small increase in [HbR]. The relatively restricted effect of the 
lesion itself aligns with previous studies showing the limited effect of single, surface vessel 
occlusion due to the brain’s extensive collateral vascular network (Schaffer, Friedman et al. 2006, 
Nishimura, Schaffer et al. 2007). In contrast, upon CSD onset, large decreases in [HbT] and [HbO] 
(and increases in [HbR]) are observed across both proximal and distal cortical regions (Epochs III-
IV, Figure 3.7C’). These changes in hemoglobin during the CSD are tightly matched with the 
leading edge of the neuronal depolarization wave.  
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After the CSD, levels of [HbO] and [HbT] remain decreased, while [HbR] remains 
elevated, characteristic of persistent hypoperfusion and hypoxia (Epoch V, Figure 3.7C’) (Ayata, 
Shin et al. 2004). Together, these findings emphasize that initial CSDs are triggered by 
photothrombosis and originate from the perturbed lesion at a timepoint that far precedes what has 
been reported for infarct development (Lipton 1999, Dreier, Lemale et al. 2018). Critically, CSDs 
mediate changes in cortical function across the entire ipsilateral cortical hemisphere, far beyond 
the territory of the initial photothrombotic lesion. 
 
3.3.4 Subsequent CSDs are accompanied by variable hemodynamic responses 
While an initial CSD, accompanied by vasoconstriction, was uniformly observed across all 
mice, additional CSDs occurred in 6 of the 8 mice. In almost all cases, subsequent CSDs were of 
lower amplitude than initial ones, as measured by percent change in GCaMP fluorescence (Figure 
3.8A-D and summarized across mice in Figure 3.10). There was also significant variability in the 
spatial spread and hemodynamic response to each of these subsequent CSDs.  
As an example, Figure 3.8A-D compares changes in GCaMP fluorescence and 
hemodynamics during the first and second CSDs for one mouse. Here, the second CSD propagates 
as an arc whose wavefront is coincident with an increase in [HbT] (hyperemia) in cortical regions 
more distant from the core lesion (Figure 3.8C). Neuronal and hemodynamic time-courses 
extracted from four different ROIs (extending outwards from the lesion center) reveal a 
combination of vasoconstriction and vasodilation responses to the passing CSD wave, which itself 
has a very different spatiotemporal profile to the first CSD wave (Figure 3.8B and D). First and 




Figure 3.8. Heterogeneity in vascular responses to successive CSDs. (A) Cortical maps and (B) time courses of 
GCaMP fluorescence (top) and total hemoglobin (bottom) for an initial CSD in one mouse. GCaMP maps highlight 
the uniform circular pattern of the initial CSD. Total hemoglobin maps and time courses show that all regions across 
the hemisphere predominantly exhibit intense vasoconstriction in response to an initial CSD. (C) Cortical maps and 
(D) time courses of GCaMP fluorescence (top) and total hemoglobin (bottom) for a second CSD in the same mouse. 
In this example, the second CSD propagated outward as a moving arc. Hemoglobin maps and traces show a biphasic 
hemodynamic response to this CSD. (E) CSD event-aligned averages of ∆GCaMP, ∆[HbT], ∆[HbO], and ∆[HbR] 
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for all CSDs across all animals. Each trace was subtracted by its respective baseline prior to averaging (see Methods). 
Traces were categorized into responses to initial CSDs (i), subsequent constrictions (ii), biphasic (iii), and dilation 
(iv) responses. Shaded area indicates standard error across 8 animals (N value indicates the numbers of traces 
included in each average). Horizontal dotted lines show the peak GCaMP value, while vertical dotted lines show the 
time of vasodilation onset. On average, the GCaMP peak slightly preceded the onset of vasodilation by 4.15 ± 1.67 s 
for the first CSD constriction, 5.67 ± 1.26 s for biphasic responses, and 0.82 ± 1.00 s for dilation responses. (F) Bar 
plots show the averaged non-zeroed starting values for each trace used in B. Error bars indicate standard error across 
traces. Saturated colors correspond to ROIs taken from the ipsilateral hemisphere, while faded colors correspond to 
ROIs taken from the contralateral hemisphere. Paired t-tests were used to quantify differences in pre-CSD values of 
GCaMP ∆F/F, [HbT], [HbO], and [HbR] across first CSDs, constrictive, biphasic, and dilatory vascular responses 
(Paired t-test, * p < 0.05; ** p < 0.01). 
 
To establish a framework for understanding these widely varying CSDs and neurovascular 
responses in different mice, we extracted neural and hemodynamic signals from four regions of 
interest, ranging in distance relative to the center of the lesion core across all animals. To assess 
neuronal activity in each region, the peak amplitude, onset speed, and duration of increased 
GCaMP fluorescence for each CSD event were quantified. Region-specific hemodynamic 
responses to each CSD were classified as either constriction, biphasic (constriction followed by a 
dilation), or dilation events. Results for all mice are compared in Figure 3.10. This summary 
illustrates that a single CSD event can elicit spatially-varied neurovascular responses, and that the 
same cortical region can respond differently over time to successive CSDs. 
To compare constriction, biphasic, and dilation response types, all neural and 
hemodynamic time-courses were aligned to their respective neural CSD onset times, baseline-
subtracted relative to the beginning of each CSD, grouped by neurovascular response type, and 
averaged (Figure 3.8E). Initial vasoconstriction responses (Figure 3.8E(i)) were averaged 
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separately from subsequent vasoconstrictions (Figure 3.8E(ii)), as they have distinct response 
properties.  
These averaged responses reveal that CSD-evoked vasoconstrictions appear to occur in 
cortical regions where the neuronal depolarization has rapid onset, high amplitude, and/or longer 
duration. All initial CSDs are characterized by this neuronal signature and thus trigger profound 
vasoconstriction across all animals (Figure 3.8E(i)). Conversely, regions where the CSD has a 
more gradual onset, reaches a smaller peak, and recovers more quickly are more likely to exhibit 
some level of vasodilation (Figure 3.8E(iv)).  
As a general pattern we notice that all neurovascular response profiles shown in Figure 
3.8E(i-iv) can be explained by the combination of an initial vasoconstriction followed by a 
vasodilation that begins just after the time at which GCaMP reaches its peak value (i.e. the time at 
which neural recovery begins, indicated by vertical dotted lines), and peaks around when GCaMP 
returns to baseline. That is, the depolarization recovery precedes the cessation of vasoconstriction, 
indicating that the subsequent vasodilation is triggered by neuronal repolarization rather than 
repolarization resulting from a restoration of perfusion. As shown in Figure 3.8E(iv), if a smaller 
or slower CSD reaches its GCaMP peak quickly, before significant vasoconstriction has occurred, 
the net hemodynamic response will be a delayed vasodilation. Meanwhile, both constriction and 
biphasic events initiate similarly, with vasoconstriction beginning as the GCaMP signal rises 
(Figure 3.8E(ii-iii)). If GCaMP fluorescence peaks quickly enough, vasodilation results in a 
hemodynamic overshoot yielding a biphasic response (Figure 3.8E(iii)). However, if GCaMP 
signals are either very high, as in initial CSDs, or sustained, as in subsequent CSD-induced 
constrictions, the vasodilation phase does not overcome the hypoperfusion in that region (relative 
to the pre-CSD baseline level) and hyperemia above baseline is not observed. These findings 
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suggest that a cortical region’s net neurovascular response to a CSD depends on how quickly that 
region is able to repolarize and recover from the effects of each successive passing CSD.  
The patterns above focused on relative changes in neural and hemodynamic signals, 
however we also noted significant differences in pre-CSD baseline levels for the different CSD 
neurovascular response types. Figure 3.8F compares pre-CSD GCaMP and hemodynamic baseline 
levels for each neurovascular response type in both ipsilateral and contralateral regions. Regions 
exhibiting vasoconstriction in response to a non-initial CSD show significantly lower levels of 
initial [HbT] and [HbO], and higher levels of [HbR] relative to pre-initial CSD baseline (Figure 
3.8F(ii-iv)), while GCaMP fluorescence in these regions was elevated compared to pre-initial CSD 
baseline (Figure 3.8F(i)). This elevated GCaMP fluorescence likely indicates an inability for 
underlying cortical tissue to repolarize. Cortical regions exhibiting biphasic hemodynamic 
responses to a non-initial CSDs (Figure 3.8F(ii-iv)) also showed lower levels of initial [HbT] and 
[HbO], and higher levels of [HbR], although to a lesser degree than regions that undergo 
constriction, and have relatively unchanged levels of baseline GCaMP fluorescence (Figure 
3.8F(i)). Cortical regions exhibiting pure vasodilation (Figure 3.8F(ii-iv)) showed the smallest 
reduction in pre-CSD [HbT] and [HbO] but also had lower GCaMP fluorescence levels than pre-
initial CSD levels. For all CSD events, contralateral values were relatively less affected, 
confirming that the observed differences cannot be accounted for by systemic effects.  
These findings indicate that there is heterogeneity in the baseline GCaMP and perfusion 
levels of the cortex after the initial CSD. These baseline levels go on to influence a region’s ability 
to reestablish neuronal membrane potential during a successive CSD, and it is the temporal 
properties of this repolarization that determine whether the region mounts a constriction, biphasic, 




Figure 3.9. Additional examples of heterogeneous vascular responses to subsequent CSDs. (A) Cortical maps and 
(B) time courses show GCaMP (top) and [HbT] (bottom) during the initial CSD of an example mouse. (C) Cortical 
maps and (D) time courses of GCaMP and [HbT] during the second CSD in the same mouse. (E-H) Cortical maps 
and time courses for both the initial CSD and a second CSD in another example mouse. GCaMP maps in both 
additional examples reaffirm that initial CSDs spread uniformly and radially. Total hemoglobin maps and time 
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courses confirm that hemodynamic responses to initial CSDs are vasoconstrictive. In these examples, the second CSDs 
showed varying propagation patterns with M7 beginning radially and eventually forming a ring, and M2 spreading 
mostly into anterior territories and leaving posterior ones unaffected. Hemoglobin maps and traces show that different 
regions within the same event can exhibit different hemodynamic responses. Plot of total hemoglobin for M2 - CSD2 





Figure 3.10. Summary table of all metrics used for analysis of vascular response variability to CSDs. Bar plots 
show onset speed (teal), duration (grey), and amplitude (pink) for every CSD in every mouse. See Methods for details 
on how the plotted metrics were calculated. Icons indicate the type of hemodynamic response that occurred for a given 
event. X’s indicate ROIs that were excluded from the averages in Figure 3.8E and F. Solid X’s represent regions 
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where persistent depolarization resulted in a lack of increased fluorescence during the CSD; Dashed X’s represent 
regions that were not impacted by a given CSD. Time stamps (t = # min) indicate when each CSD occurred relative 
to when the photothrombosis laser was turned on. The grayscale map shows the locations for each ROI relative to the 
laser induction site in a representative mouse. 
 
3.3.5 Spatially heterogeneous sustained effects of subsequent CSDs 
The apparent dependence of neurovascular responses to CSDs on baseline cortical 
conditions prompts the question of how these baseline conditions progress and change with 
repeated CSD events. WFOM enables spatial mapping of the cumulative effects of CSDs on both 
neuronal intracellular calcium and cortical hemoglobin levels, thus allowing us to explore this 
progression.  
Figure 3.11B shows neuronal and hemodynamic time-courses extracted from three regions 
of interest (indicated in Figure 3.11A) in a mouse that had 7 CSDs. Figure 3.11D(i) depicts the 
spatiotemporal spread of each successive CSD, while Figure 3.11D (ii-v) show the post-CSD 
levels of GCaMP, [HbT], [HbO] and [HbR] relative to baseline levels before the first CSD.  
One striking cumulative effect seen across mice was a central region of sustained GCaMP 
fluorescence which gradually increased in area with each additional CSD (Figure 3.11C, D(ii) and 
3.12). This sustained level of high GCaMP fluorescence likely indicates an inability of the 
neuronal tissue to restore its prior membrane potential. The stepwise growth of the sustained 
GCaMP fluorescence area mirrors that observed in the growing central region of decreased [HbT] 
and thus severe hypoperfusion (Figure 3.11D(iii)). While gradually increasing ischemia might be 
expected as a result of photothrombosis, this distinct spatial pattern of decreased [HbT] suggests 
that regions of sustained depolarization may also be experiencing microvascular vasospasm. 
During subsequent CSDs, these regions typically showed minimal changes in both GCaMP 
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fluorescence and hemoglobin concentration and thus were not included in the analysis shown in 
Figure 3.8E and F (and are denoted as X in Figure 3.10). 
Beyond these core changes, cumulative differences were also observed in cortical regions 
further from the central lesion. As noted already in Figure 3.7C’, we see clear evidence of a 
progressive reduction in blood volume and oxygenation post-CSD, which is a well-documented 
effect of CSDs (Ayata, Shin et al. 2004, Ayata 2013). The post-CSD [HbT] maps after the initial 
CSD show that the shape of this area of hypoperfusion closely matches the shape of the first CSD 
(Figure 3.11D(iii)). With each successive CSD, these peri-lesional regions show gradually 
decreasing [HbO] and increasing [HbR] consistent with worsening ischemia, with the different 
spatial pattern of each CSD (Figure 3.11D(i)) introducing more regional heterogeneity (Figure 
3.11D(iv-v)). The relative difference between the localized hypoperfusion after initial 
photothrombosis (Epoch II, Figure 3.7C) and the global hypoperfusion across the ipsilateral cortex 
after successive CSDs is striking (Figure 3.11D; CSD7). This data suggests that CSDs drive 
progressive hypoperfusion in the acutely injured brain at an early timepoint that precedes neuronal 
death. 
Post-CSD decreases in baseline GCaMP fluorescence are also observed in more distant 
regions (also visible in Figure 3.8A, C and Figure 3.9), and overlap with regions of cortical 
ischemia. This decrease may represent a change in baseline neural activity in response to decreased 
energy availability. Analysis in Figure 3.8F suggests that these regions might be expected to better 
tolerate subsequent CSDs via vasodilatory responses. Notably, with additional CSDs, these darker 
regions become less prominent as the central bright core region spreads, tending towards the high 
baseline GCaMP condition prone to CSD-induced vasoconstriction (Figure 3.8F) and thus 




Figure 3.11. Characterization of the cumulative effects of successive CSDs. (A) Grayscale cortical image shows the 
ROIs used for the time courses in B and their relative locations to the laser focus. (B) GCaMP ΔF/F, [HbT], [HbO], 
and [HbR] traces extracted from two ipsilateral regions, R1 and 2, and one contralateral region, R3, indicated by 
boxed ROIs in the raw cortical image in A. (C) Plot shows percent increase in area of the region with sustained 
GCaMP fluorescence (relative to post-CSD1) following successive CSDs in each mouse. See Methods for details on 
how percent growth was calculated. (D) (i) Cortical maps color-coded by time, showing the propagation dynamics of 
each CSD for an animal that experienced 7 CSDs (denoted as CSD1-CSD7, see Methods). See also Figure 3.12 for 
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full evolution of these events. (ii-v) Cortical maps showing post-CSD levels of GCaMP ΔF/F, [HbT], [HbO], and 
[HbR] respectively 5 seconds after the completion of each CSD event. The spatial maps highlight the growing areas 
of elevated GCaMP fluorescence and accompanying hypoxia after each successive CSD. 
 
We note also that the propagation trajectories of successive CSDs vary in shape, and spread 
non-uniformly (Figure 3.11D(i) and 3.12). This additional heterogeneity could be influenced by 
the ability of cortical tissue at the wavefront to generate neuronal depolarization, or may reflect 
the inability of the wave to travel uniformly through tissue that is heterogeneously accumulating 
damage (Ayata and Lauritzen 2015).  
The time-courses in Figure 3.11B underscore how all of these heterogeneous factors impact 
the regional dependence of the cortical response to each CSD. Although the strong initial CSD 
induces uniform vasoconstriction, subsequent CSDs are accompanied by a range of vascular 
responses that ultimately progress back to pure vasoconstriction, worsening ischemia and elevated 
GCaMP. The type of neurovascular response generated clearly depends heavily on the pre-CSD 
baseline, and the temporal shape of each CSD, which in turn depends on the trajectory of damage 






Figure 3.12. Propagation of all CSDs in an animal that experienced 7 CSDs. Each row corresponds to one CSD 
and each column is one frame during the CSD propagation. Image stills show the radial spread of the initial CSD and 
the variable trajectories of subsequent CSDs. The final column (red box) highlights the sustained and growing area 




CSDs have emerged as common pathophysiological events in a number of diseases, including 
ischemic stroke, traumatic brain injury, and subarachnoid hemorrhage (Hubschmann and 
Kornhauser 1980, Hubschmann and Kornhauser 1982, Lauritzen 1994, Dreier, Körner et al. 1998, 
Hadjikhani, Sanchez Del Rio et al. 2001, Dohmen, Sakowitz et al. 2008, Pietrobon and Moskowitz 
2014). This phenomenon, which was first thought to be an experimental oddity (Leão 1944), is 
now recognized as a major contributor to the progression of tissue damage in human brain injury 
(Dreier, Woitzik et al. 2006, Dohmen, Sakowitz et al. 2008, Hartings, Strong et al. 2009). While 
extensive studies using state-of-the-art imaging and electrophysiological tools have significantly 
increased our understanding of CSDs (Ayata, Shin et al. 2004, Strong, Bezzina et al. 2006, Bauer, 
Kraft et al. 2014, Ostergaard, Dreier et al. 2015, Balbi, Xiao et al. 2021), they have thus far failed 
to capture a comprehensive, bilateral view of both neural activity and hemodynamics, and the 
spatiotemporal evolution of CSDs at the moment of and after the onset of acute brain injury. 
Reliance on blood flow-only imaging, invasive techniques, and inconsistent experimental 
paradigms have resulted in conflicting findings across different studies that have been challenging 
to reconcile (Ayata and Lauritzen 2015).  
 
 3.4.1 Imaging neuronal activity is crucial for understanding CSD variability 
Here we presented data acquired with a novel implementation of wide-field optical 
mapping (WFOM) which simultaneously captured intracellular calcium dynamics in excitatory 
neurons (via GCaMP fluorescence) and cortical hemodynamics across the entire dorsal cortex 
during acute photothrombosis. Although CSDs have been previously observed by imaging calcium 
fluorescence in GCaMP mice (Balbi, Vanni et al. 2017, Balbi, Xiao et al. 2021), our simultaneous 
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visualization of hemodynamics permitted spatiotemporally precise comparisons of neurovascular 
responses to multiple spontaneously occurring CSDs.  WFOM also enabled quantification of 
progressive changes in baseline perfusion and cortical ischemia, which provided a more 
comprehensive depiction of interdependencies between the CSD induced vascular response and 
heterogeneity in the underlying cortical hemodynamic state. Our observations underscore the 
potential ambiguity in differentiating the effects of photothrombotic occlusion, the initial injurious 
trigger, from those of CSDs, the driver of events that ultimately lead to infarction, using only 
measurements of cortical blood flow. With only hemodynamic read-outs, temporal delays and 
spatially-dependent differences in neurovascular responses to CSDs will obscure the true 
amplitude, propagation pattern, and residual effect of the neuronal CSD wave. 
A marked benefit of GCaMP imaging over point electrophysiology is the ability to analyze 
the spatial heterogeneity of each individual CSD. While negative DC current shifts allow for 
quantification of CSD magnitude, the restricted area of measurement precludes the assessment of 
the widely varying features of CSDs that we identified, which we found to be crucial predictors of 
the cortical neurovascular response, across the propagation trajectory. On the other hand, calcium 
imaging has its own limitations as an indirect readout of neuronal firing. Studies have shown the 
correlation between neuronal action potentials and increased GCaMP fluorescence (Chen, Wardill 
et al. 2013), but subtle changes in voltage gating and subthreshold firing are undetectable. 
Furthermore, GCaMP detects changes in the calcium homeostasis of neurons and could render the 
disambiguation of neural activity from other drivers of calcium influx (e.g. neuronal cell death) 
difficult. Despite these limitations, GCaMP has enabled unprecedented ways of imaging CSDs, 





3.4.2 Understanding variability in neurovascular responses to CSD  
We observed a high amplitude CSD in every mouse following onset of photothrombosis, each 
accompanied by a spatially matched, but temporally lagged strong vasoconstriction whose 
amplitude far outstripped reductions in perfusion caused by the photothrombotic lesion itself. 
Subsequent CSDs were accompanied by more widely varying hemodynamic responses, from 
constrictions to biphasic and dilatory responses. 
A wide range of different neurovascular responses to CSDs have been reported across 
species, with many studies noting a hyperemic or vasodilatory response in rats, in contrast to a 
vasoconstriction response in mice (Ayata, Shin et al. 2004, Shin, Dunn et al. 2006). Diverse 
neurovascular responses to CSDs have also been reported in humans following severe brain 
trauma, aneurysmal subarachnoid hemorrhage (aSAH), and malignant hemispheric stroke (Dreier, 
Major et al. 2009, Hinzman, Andaluz et al. 2014). In cases of aSAH, vascular responses ranging 
from pure constriction to biphasic to pure dilation have been reported and appear to correlate with 
CSD duration and frequency, where long durations and presence of multi-CSD clusters are 
associated with inverse coupling (Dreier, Woitzik et al. 2006, Dreier, Major et al. 2009). In 
malignant hemispheric strokes, vascular responses correlated with distance from the infarct core, 
with responses in more remote regions becoming more hyperemic (Woitzik, Hecht et al. 2013). 
This observed heterogeneity in CSD propagation and its correlation to the vascular response 
mirrors what we observe in our model, providing support towards the relevance of our findings to 
clinical scenarios. In an attempt to better understand the heterogeneity of hemodynamic responses, 
a framework consisting of four distinct vasomotor components temporally aligned with different 
phases of the CSD has been proposed: I) initial constriction (if present), II) peak dilation, III) 
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smaller delayed hyperemia / dilation, and IV) post-CSD hypoperfusion that can endure for over an 
hour (Ayata 2013, Ayata and Lauritzen 2015).  
Although our results are well aligned with prior observations, we introduce new insights 
to this prior framework. Firstly, we observed many instances of vasodilation in mice, but primarily 
in cases where the CSD was small, had a slow onset, or when baseline perfusion levels were 
sufficiently high and baseline neural activity levels are reduced. Biphasic vascular responses were 
observed under conditions in which the CSD was relatively larger and more rapid, but the 
depolarization was not sustained. CSDs of higher amplitude, rapid onset, and sustained 
depolarization drove vasoconstriction with no hyperemia – as is seen even in the normoxic cortex 
with the first large CSD observed across all mice in this study.  
These results lead us to conclude that the distinction between whether a net CSD response 
is vasoconstrictive or vasodilatory is dependent on the dynamic properties of the CSD relative to 
the underlying metabolic landscape. The shape of the hemodynamic response is more resource- 
and rate-dependent, rather than being dictated by the presence or absence of a particular component 
(I-IV) of the prototypical CBF response. These observed trends may help to unify prior 
observations in different species and disease states and lend support to an alternative view that 
describes the hemodynamic response to CSDs as a continuum from hyperemic in well-nourished 
tissue to inversely coupled in the ischemic brain (Dreier and Reiffurth 2015). 
Another potential confound in prior CSD studies may have been the use of KCl for non-
pathological CSD induction (Ayata, Shin et al. 2004, Chen, Feng et al. 2006). While high 
potassium levels certainly induce CSDs, the sensitivity of the cerebrovasculature to potassium ions 
is well appreciated (Longden, Dabertrand et al. 2017), which could alter the neurovascular 
response to CSDs generated in this way. A further potential confound in prior studies is the use of 
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open cranial windows or the insertion of invasive electrodes or probes. A CSD can be induced in 
the cortex with a simple pin-prick. Here we report marked differences between the first CSD and 
subsequent CSDs, as well as persistent changes in neural activity and CBF resulting from the first 
CSD. Therefore, as previously proposed (Tomida, Wagner et al. 1989, Chang, Shook et al. 2010), 
invasive preparations are likely unable to capture the full evolution of CSDs and tissue damage 
starting from naïve tissue, making the diversity of vascular responses observed across different 
experimental paradigms challenging to interpret. 
 
3.4.3 Cumulative and spatially heterogeneous effects of CSDs 
Consistent with prior studies, we observed persistent cortical ischemia and hypoxia as well 
as alterations in baseline neural activity for over an hour after passage of a CSD. If the 
neurovascular response to a given CSD depends on the baseline state of the cortex, then a vicious 
cycle of compounding damage can thus ensue, where ischemia worsens with repeated waves of 
vasoconstriction. An end-point for CSD-related cortical damage appears to be when neurons 
exhibit sustained, elevated levels of GCaMP and are unable to repolarize most likely due to 
inadequate metabolic capacity, which if left unresolved may lead to cell death. This point of no 
return has been described as the “commitment point” (Dreier, Isele et al. 2013). Since these ‘bright’ 
regions increased stepwise in area with successive CSDs, they likely extended beyond the territory 
of the initial photothrombotic lesion and represent irreversible CSD-evoked damage (Hartings, 
Rolli et al. 2003, Shin, Dunn et al. 2006). Moreover, these regions with sustained depolarization 
co-localized with strong decreases in local [HbT] and reduced vascular reactivity, suggestive of 
vasospasm. Such secondary damage could plausibly play a role in obstacles to clinical stroke 
management, such as impaired drug delivery and reperfusion failure after clot removal.  
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With each CSD, we also observed persistent and worsening hypoperfusion that far 
outreached the confined territory of sustained, elevated GCaMP fluorescence. CSDs and their 
correlated cytotoxic edema have been shown to lead to blood brain barrier disruption, which likely 
contributes to disturbed tissue perfusion in the same boundary regions, exacerbating tissue 
excitotoxicity, inflammation, and neuronal injury (Gursoy-Ozdemir, Qiu et al. 2004, Simard, Kent 
et al. 2007, Dreier, Lemale et al. 2018). In clinical stroke, the ischemic penumbra is characterized 
by hypoperfused, electrophysiologically silent tissue surrounding the ischemic core that is viable 
but at risk of infarction (Astrup, Symon et al. 2010), and has thus has been the focus of clinical 
research and stroke treatment (Lo 2008, Ramos-Cabrer, Campos et al. 2011). Our results suggest 
that CSDs could be a major amplifier of electrical and biological damage in these penumbral 
regions, beyond the primary effects of impaired perfusion caused by the core infarction (Lauritzen, 
Dreier et al. 2011). 
 
3.4.4 Sex differences in studies of ischemia  
 While most prior studies investigating the downstream effects of ischemia and CSDs use 
only male mice, we chose to use females. The motivation for this was two-fold: (1) we hoped to 
increase representation of female mice in these types of studies, and (2) like in mice, stroke 
outcome differs significantly between men and women, a finding that should garner further studies 
and not overlooked.  
There has been a wealth of human epidemiological studies that have shown that ischemic 
stroke is a sexual dimorphic condition. For example, men under the age of 75 years old have 
significantly higher stroke incidence and mortality than women. This trend is reversed above 85 
years (Seifert, Benedek et al. 2017). In experimental mouse models, the few studies examining sex 
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differences (mostly using middle cerebral artery occlusion) have shown that female mice tend to 
show smaller infarct volumes. This has been attributed to the fact that estradiol, one of the forms 
of estrogen, is a potent vasodilator that works on the endothelium (Reeves, Bushnell et al. 2008). 
Conversely, testosterone has been shown to have an opposite effect, though this finding remains 
controversial (Manwani, Bentivegna et al. 2015). Additionally, ischemia initiates an immune 
response and estrogen has been shown to have anti-inflammatory effects, which may be 
neuroprotective (Manwani, Bentivegna et al. 2015). Despite the seeming importance of sex as a 
biological variable, the use of female mice in published stroke research is minimal, with only 3% 
of studies using only female mice and 4% using both sexes equally (Hietamies, Ostrowski et al. 
2018). By using only female mice in our studies, we hoped to add to the surprising lack of studies 
examining the effects of ischemic injury in female mice. 
 One motivator for the use of male mice in ischemia studies is that male mice, without the 
hormonal influence, typically show lower variability than female counterparts. The increased 
variability in the female response to ischemia may indeed have contributed to the variability seen 
in our results described above. It may even to help explain why we observed large differences in 
the number of CSDs experienced by each mouse. However, our conclusions that CSDs have a 
spatially heterogeneous effect and that successive CSDs have a cumulatively exacerbating effect 
on the health of the cortex is unlikely to be explained by sex differences. The threshold for when 
cortical tissue transitions from being metabolically stressed to irreparably damaged may be 
different between male and female mice, but the role that CSDs play in driving that damage is 





3.4.5 Summary  
This study leveraged novel in-vivo imaging methods in transgenic mice to provide new 
insights into the neurovascular properties of CSDs in the injured cortex. Our results demonstrated 
that the amplitude, timing, and spatiotemporal patterns of CSDs, and their neurovascular 
responses, can be highly variable. We found that interdependencies between CSD type, baseline 
states, and neurovascular responses can lead to heterogeneous CSD-evoked tissue damage beyond 
the region of initial insult, and establish a vicious cycle that significantly exacerbates cortical 
damage. These results suggest that in the setting of ischemic stroke, CSDs could be a significant 
contributor to the progression of metabolic stress and tissue damage even after the restoration of 
blood flow.  
Furthermore, these variable and cumulative effects of CSDs may explain why minor brain 
lesions, regardless of size or location, can result in significant deficits and poor outcomes in certain 
patients. Together, our study provides new insights into the contribution of CSDs to secondary 
progression of tissue damage during and after acute brain injury. These results further emphasize 
CSDs as a potential therapeutic target and suggest that the clinical measurement of CSDs may 
provide a foundation for personalized treatment strategies to inhibit secondary progression in acute 




Chapter 4: A human-specific modifier of cortical circuit 




One particularly difficult aspect of studying the brain and in particular neurovascular 
coupling, is translation of the results to humans. While the use of animal models has allowed for 
unprecedented ways of understanding the brain through invasive imaging and specific 
manipulations, there are certain features of the human brain that are unique. As such, identifying 
these features and assessing how they fundamentally change cortical function is a critical 
intermediate step worth exploring. Specifically, humans are characterized by enhanced cognition, 
which was thought to have emerged from unique features of cortical circuit architecture, including 
larger number of cortical areas and increased connectivity between those areas. Comparative 
studies have shown that human cortical pyramidal neurons (PNs) receive significantly more 
synaptic inputs compared to other mammals (Elston, Benavides-Piccione et al. 2001, Benavides-
Piccione, Ballesteros-Yanez et al. 2002, Mohan, Verhoog et al. 2015, Seeman, Campagnola et al. 
2018), but the evolutionary origin of these changes in cortical connectivity and how they impacted 
cortical circuit function is currently unknown. Studies from the Polleux lab have identified a 
human-specific gene duplication (HSGD) SRGAP2C that, when expressed in mouse cortical PNs, 
drives human-specific features of synaptic development, including a correlated increase in 
excitatory (E) and inhibitory (I) synapse density (Charrier, Joshi et al. 2012, Fossati, Pizzarelli et 
91 
 
al. 2016). Here, we demonstrate using in vivo 2-photon imaging in the barrel cortex, that mice 
humanized for SRGAP2C expression in all cortical pyramidal neurons display a significant shift 
in the fraction of layer 2/3 PNs activated by sensory stimulation. Our functional results obtained 
in collaboration with the Polleux lab suggest that the emergence of SRGAP2C at the birth of the 
Homo lineage led to increased feedforward and feedback cortico-cortical connectivity and 
improved reliability of sensory-evoked cortical coding. 
Recent studies have identified some of the genomic mechanisms and corresponding 
cellular and molecular substrates underlying human brain evolution (Sousa, Meyer et al. 2017). 
For example, during human brain development, prolonged neurogenesis and the expansion of a 
specific class of neural progenitors, the outer radial glia (oRG), have been proposed to lead to 
increased production of layer 2/3 pyramidal neurons (Hansen, Lui et al. 2010). In addition to this 
tangential expansion of the cortex that led to an increased number of cortical areas, primate and in 
particular human brain evolution is characterized by changes in neuronal connectivity (Elston, 
Benavides-Piccione et al. 2001, Benavides-Piccione, Ballesteros-Yanez et al. 2002, Buckner and 
Krienen 2013, Mohan, Verhoog et al. 2015, Seeman, Campagnola et al. 2018, Sherwood, Miller 
et al. 2020), including a shift towards increased cortico-cortical connectivity mediated by an 
expansion of layer 2/3 in the cortex (Zeng, Shen et al. 2012, Krienen, Yeo et al. 2016). However, 
a conceptual and experimental framework for understanding how human-specific traits of cortical 
connectivity have emerged, how they impacted cortical function, and ultimately behavior, has been 
lacking.  
In recent years, a growing number of human-specific genetic modifiers have been 
identified, such as human-specific gene duplications (HSGDs) (Fortna, Kim et al. 2004, Sudmant, 
Kitzman et al. 2010), that were hypothesized to play a role in the emergence of human-specific 
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traits during brain development. The first experimental test of this idea came from studies of the 
HSGD affecting the ancestral gene Slit-Robo GTPase Activating Protein 2A (SRGAP2A). 
Duplication of SRGAP2A specifically in the human lineage led to the emergence of the paralog 
SRGAP2C (Charrier, Joshi et al. 2012, Fossati, Pizzarelli et al. 2016). When expressed in mouse 
cortical pyramidal neurons (PNs) in vivo, SRGAP2C inhibits the functions of its ancestral 
SRGAP2A, a postsynaptic protein regulating excitatory and inhibitory synapse maturation and 
density in cortical pyramidal neurons. Expression of human-specific SRGAP2C in mouse layer 
2/3 PNs induces changes in synaptic development mimicking those characterizing human cortical 
PNs. These include a similar increase in the density of both excitatory and inhibitory synapses 
received by layer 2/3 PNs, and neotenic features of synaptic development (Charrier, Joshi et al. 
2012, Fossati, Pizzarelli et al. 2016, Schmidt, Kupferman et al. 2019). These findings indicated 
that mouse cortical PNs expressing SRGAP2C receive more synaptic inputs, similar to what is 
observed in human PNs (Elston, Benavides-Piccione et al. 2001, Benavides-Piccione, Ballesteros-
Yanez et al. 2002). By targeting synaptic development, SRGAP2C may therefore act as a human-
specific modifier of cortical connectivity in the human brain. 
To study how SRGAP2C expression modifies cortical circuit structure and ultimately 
behavioral output, the Polleux lab used a novel humanized mouse model in combination with 
monosynaptic tracing and a novel behavioral paradigm (Schmidt, Zhao et al. 2020). Data from 
monosynaptic rabies tracing, as summarized in Figure 4.1, showed that SRGAP2C specifically 
alters cortical circuit architecture by increasing the number of local and long-range cortical inputs 
onto layer 2/3 PNs. By increasing cortico-cortical connectivity from deeper cortical layers as well 
as long-range feedback projections from other cortical regions, SRGAP2C expression selectively 




Figure 4.1. Summary schematic detailing how SRGAP2C expression affects cortical circuit structure. [Reproduced 
from Schmidt with permission.] (A) SRGAP2C expression in layer 2/3 PNs mediates an increase in synaptic inputs. 
(B) Schematic shows the local (S1) and long-range (M2; Contra S1) connections studied, as well as the subcortical 
connection from the thalamus. (C) Summary of Schmidt, et al.’s findings that SRGAP2C-expression selectively 
increases local and long-range cortico-cortical connectivity, without changing subcortical inputs. 
 
Integration of these bottom-up and top-down feedforward and feedback inputs is critical for 
information processing and transformation of sensory information and feature detection in the 
cortex. By integrating all the relevant sensory information, a predictive model of the external 
environment can be built to make inferences about the nature of sensory inputs as they relate to an 
appropriate behavioral response (Gilbert and Li 2013, Adesnik and Naka 2018).  
More specifically, the Polleux lab found an increased connectivity between S2, M2, and 
contralateral S1 regions. It is known that top-down inputs from cortical areas such as M2 onto S1 
PNs play a role in sensory processing, motor learning through texture discrimination, and memory 
(Manita, Suzuki et al. 2015, Makino, Ren et al. 2017, Gilad, Gallero-Salas et al. 2018). To study 
how these specific connectivity changes observed in SRGAP2C expression affect behavioral 
performance, Schmidt et al. tested the ability of SRGAP2C mice and their wild type littermates to 
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differentiate between two rough surfaces in a whisker-based texture discrimination paradigm. 
They found that SRGAP2C-expressing mice were not only significantly more likely to learn the 
task compared to WT mice, but also as a group, they exhibited an increased learning rate.  
Together these findings show that SRGAP2C expression not only changes neuronal circuit 
structure, but also improves behavioral performance in a relevant texture-discrimination task. 
These two results naturally beg the question: how do structural changes mediated by SRGAP2C 
expression alter the functional circuit dynamics that underlie behavior? In order to address this 
question and to bridge the gap between structure and behavior, I worked with Dr. Ewoud Schmidt 
and Dr. Franck Polleux to perform functional imaging of SRGAP2C-expressing mice. While the 
ultimate goal was to evaluate cortex-wide changes mesoscopically, we found our preliminary 
results difficult to interpret without first assessing how the differences in synaptic connectivity 
altered individual neuronal firing dynamics. Thus, we pivoted to cellular imaging of excitatory 
neurons using two-photon microscopy. The results detailed in the following sections are adapted 
from: Ewoud R.E. Schmidt, Hanzhi T. Zhao, Jung M. Park, Mario Dipoppa, Mauro M. Monsalve-
Mercado, Jacob B. Dahan, Chris C. Rodgers, Amélie Lejeune, Elizabeth M.C. Hillman, Kenneth 
D. Miller, Randy M. Bruno, and Franck Polleux, “A human-specific modifier of cortical circuit 
connectivity and function improves behavioral performance” (under resubmission at Nature). 
 
4.2 Methods 
4.2.1 Mice used for functional imaging 
All animals were handled according to protocols approved by the institutional animal care 
and use committee (IACUC) at Columbia University, New York. All mice used in experiments 
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were adults (>P65), heterozygous for indicated transgenes, and were maintained on a 12h 
light/dark cycle. SRGAP2C mice were generated in the Polleux lab and crossed with NexCre 
(NeuroD6tm1(cre)Kan) mice, which induces recombination in dorsal telencephalic-derived 
postmitotic neurons giving rise to all pyramidal neurons throughout the cortex, hippocampus and 
amygdala but not in astrocytes, interneurons or microglial cells in these structures. Thy1-
GCaMP6f mice (Dana, Chen et al. 2014) were obtained through Jax (C57BL/6J-Tg(Thy1-
GCaMP6f)GP5.17Dkim/J) and stochastically express GCaMP6f in a subset of excitatory 
pyramidal neurons in various brain regions, including cortex and hippocampus. NexCre-SRGAP2C 
mice were then crossed with Thy1-GCaMP6f mice to enable layer 2/3 calcium imaging of 
SRGAP2C-expressing neurons.  
 
4.2.2 Two-photon calcium imaging: surgery and image acquisition 
Adult mice were anaesthetized using isoflurane and injected with buprenorphine (0.1 
mg/kg body weight), after which the dorsal skull was exposed and cleaned with a razor blade. A 
full-thickness craniotomy was performed, and a glass window was placed over the barrel field of 
the primary sensory cortex. The window was glued in place using cyanoacrylate glue, after which 
a custom steel-cut head plate was secured onto the skull using both cyanoacrylate glue and dental 
acrylic cement. Mice were allowed to recover for a minimum of 7 days. 
Prior to two-photon imaging, we performed a WFOM experiment, as described in Chapter 
2, in which the entire region under the cranial window was imaged during multiple whisker 
stimulus trials. The purpose of this was to identify the responding region in the barrel field of 
primary sensory cortex contralateral to the stimulated whisker pad. Any hemodynamic confounds 
in the neural signal were corrected for as previously described (Ma, Shaik et al. 2016). 
96 
 
Two-photon imaging in awake mice (n = 4 WT and n = 3 SRGAP2C) was conducted on a 
Bergamo II two-photon microscope (Thorlabs) running Scanimage, using a 16x 0.8 NA objective 
(Nikon) and 920-nm wavelength Ti-Sapphire laser (Coherent). Imaging was performed 150 – 250 
µm below the pial surface at 30 Hz and 512 x 512 pixels covering 830 µm x 830 µm. For whisker 
stimulation trials a transparent acrylic rod was placed next to the right whisker pad at a fixed 
distance of 2 mm. Every stimulus trial consisted of a 10 seconds pre-stimulus, 5 second stimulus, 
and 15 second post-stimulus period. Whisker stimuli were applied by vibrating the bar at 25Hz, a 
speed of more than 100 mm/s, and an amplitude of over 1 mm. Two-photon imaging was 
performed on 2 to 3 non-overlapping fields of view per mouse within the center of the activated 
area, as determined by WFOM. Activity of the animal during imaging was monitored using an 
infrared light source and a Blackfly S USB3 CMOS camera (FLIR Systems, Inc). 
 
4.2.3 Two-photon calcium imaging: Image processing and analysis 
Non-rigid motion correction of acquired images was performed using NoRMCorre, as 
previously described (Pnevmatikakis and Giovannucci 2017). Regions of interest (ROIs) were 
manually drawn over soma of individual neurons. All subsequent analyses were done using 
custom-written MATLAB code, which is available upon request. Time-courses were calculated as 
the mean of all pixels within the ROI. Neuropil signal was estimated by dilating neuronal ROIs by 
4 pixels to form a ring-shaped neuropil ROI around the soma of each neuron. To remove neuropil 
contamination, we subtracted the ΔF/F neuropil signal from the ΔF/F neuronal signal. To avoid 
subtraction of signal not considered neuropil contamination, we excluded pixels in the neuropil 
ROI that contained transients exceeding two times the standard deviation of the difference between 
the neuropil and neuronal signals, as previously described (Peters, Chen et al. 2014).  
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To identify the response type per stimulus for each neuron, we aligned all time-courses to 
their respective stimulus onset and performed K-means clustering with 60 clusters and correlation 
as the distance metric. Common time-courses were identified by running K-means 200 times with 
random initialization. The resulting outputs of the repeated K-means were clustered a final time to 
obtain a set of representative responses. Clusters with responses where the onset time was time-
locked with the start or end of the whisker stimulus were determined to be an on- or off-type 
response, respectively. Those occurring during the duration of stimulus were grouped as 
Sustained-type responses. Neuronal responses were subsequently assigned to a cluster by 
evaluating the Pearson’s correlation between the time-course and each basis time-course. The 
highest correlation value greater than 0.4 was determined to be the representative time-course.  
Duration of Sustained responses were calculated as the time where z-scored time-courses 
were greater than 1. To characterize activity during the inter-trial interval (ITI), transients were 
identified by finding the local maxima during ITI periods. Peaks were constrained to having widths 
of at least two frames, a minimum ΔF/F of 0.5, and a relative increase in ΔF/F of 6 times the 
standard deviation compared to the preceding local minimum. A frame-to-frame sliding window 
correlation analysis of webcam images was done to determine periods and duration of active 
behavior, such as whisking or grooming. 
 
4.2.4 Support vector machine classification 
Time courses for all neurons were z-scored, after which for each field of view (FOV) a 
random number of 10 neurons were selected to train a linear support vector machine (SVM) to 
classify between the presence (ON) and absence (OFF) of a whisker stimulus. For each FOV, the 
SVM was performed 50 times, each time with a new randomly selected group of 10 neurons. Each 
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iteration was performed with 5-fold cross validation using 80% of time points for training and the 
remaining 20% for testing. Accuracy was calculated as the average across all 50 iterations. We 
repeated this procedure by progressively increasing the number of neurons per FOV used for the 
SVM by 5. In order to calculate accuracy of the SVM across time, we calculated the average 
accuracy for each time point across all 24 stimuli. This generated an average accuracy value for 
each time point of the time course. We grouped these results for WT and SRGAP2C FOVs to 
generate an average accuracy across genotypes and normalized the results to the maximum (set to 
1) and minimum (set to 0) values. All SVM analyses were performed using custom written 
MATLAB code (Mathworks).  
 
4.3 Preliminary WFOM studies and transition to two-photon microscopy 
 For our preliminary WFOM studies, we imaged SRGAP2C and WT mice beginning at 42 
days old twice weekly for 6 weeks. The impetus for selecting this age range was the finding that 
SRGAP2C expression led to a prolonged synaptic maturation time from around 45 days to 65+ 
days. By imaging at the beginning of WT synaptic maturation throughout the extended period of 
SRGAP2C maturation, we hoped to be able to capture any changes in mesoscale cortical dynamics 
as a function of development itself. For these experiments, we performed both resting state 
imaging and whisker stimulus evoked imaging, where the stimulus was a vibrating rod held ~2 
mm from the whisker pad. Our analysis focused on whisker stimulus as the presence of the 
stimulus allowed us to temporally align and average over multiple trials, providing a more 
straightforward method for comparing between the two genotypes. While we did not observe any 
significant changes in response as a function of time and age, we did find striking differences in 
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the overall response to whisker stimulus (Figure 4.2). We specifically focused on two regions of 
interest: 1) S1 barrel field for the direct area of response and 2) M2, a region that is known to 
project onto S1 (Manita, Suzuki et al. 2015, Makino, Ren et al. 2017) (Figure 4.2a). M2 is 
particularly interesting because it is precisely these types of long-range projections that are 
increased by SRGAP2C expression. Thus, we expected that the response amplitude observed in 
WFOM would be increased in SRGAP2C animals.  
 Strikingly, we found that SRGAP2C responses were in fact reduced in both S1 and M2 
(Figure 4.2b). It is important to note, however, that the relative response to the stimulus offset 
appears to be elevated in SRGAP2C animals (Figure 4.2b). The response to a stimulus turning off 
is not well studied, but some studies have suggested that it may be mediated long-range 
projections. This may explain our initial findings, but more repeated cohorts are needed to ensure 
Figure 4.2. WFOM during a whisker stimulus. (a) 
Example still of GCaMP activity at stimulus onset, 
during the stimulus, and at stimulus offset. S1 and M2 
regions indicated by arrows. (b) Average time courses of 
neural activity in S1 (top) and M2 (bottom) during 
whisker stimulus for SRGAP2C and WT mice. Traces are 
averaged from n = 4 mice per genotypes. 
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that this is an actual effect and not simply due to variability between animals. Overall, we were 
surprised by this finding. One possible explanation may be that while SRGAP2C mediates an 
increase in the number of connections formed, the relative strength of those connections is 
subsequently reduced. From a systems and information flow perspective, this may be a 
compensatory mechanism to ensure that the brain does not become “oversaturated” by the number 
of received inputs. If we analogize this to photography and image processing, this increase in 
inputs but reduction in strength would effectively increase the “dynamic range” of the cortical 
circuit. 
  Given the observed differences in neural activity, we next quantified the hemodynamic 
response (Figure 4.3). For a non-mutant WT mouse with unaltered neurovascular coupling, 
reduced neural activity should lead to an equivalent reduction in the hemodynamic signal. 
However, given that SRGAP2C mice have increased cortico-cortical connectivity, the same 
response to a whisker stimulus may required different metabolic demands. Evaluating the 
hemodynamic response to the 5 second whisker stimulus showed that despite having reduced 
neural activity, SRGAP2C mice in fact exhibited disproportionately higher hyperemia. Any 
measure of neurovascular coupling would clearly indicate that the coupling relationship is stronger 
in SRGAP2C mice.  
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Figure 4.3. Neural and hemodynamic response to whisker stimulus. Plots show GCaMP (black), HbT (green), HbO 
(red), and HbR (blue) responses to a 5-second whisker stimulus for (a) WT mice and (b) SRGAP2C mice. Responses 
in both S1 and M2 regions were evaluated. A total of n = 4 mice per genotype were used for these analyses. 
 Around the time of these experiments, we had made a discovery that at some point during 
breeding, a subset of the SRGAP2C mice had lost their STOP cassette, thus resulting in some mice 
expressing the gene constitutively and some conditionally. Re-confirming the genotypes of the 
mice used in our WFOM experiments showed that of the 4 SRGAP2C used, half were conditional 
and half were constitutive. Because we did not know the precise effect of this genetic difference, 
the mice needed to be separated into two groups and as a result, we were unable to perform 
statistics on our results. Considering this obstacle, we instead decided to tackle the other question 
remaining from our WFOM studies: why is there a reduction in the neural response to sensory 
stimulus? To address this, we needed to delve into the cellular firing dynamics of SRGAP2C 
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neurons, thus leading us to perform the two-photon experiments that will be discussed for the 
remainder of the chapter. 
  
4.4 SRGAP2C increases response reliability and sensitivity to sensory input 
 Local and long-range cortico-cortical connections are known to play critical roles in the 
hierarchical processing of sensory information and response properties of layer 2/3 PNs (Petersen 
and Crochet 2013, Adesnik and Naka 2018). Therefore, selectively increasing feedforward and 
feedback cortico-cortical connectivity may directly modify how layer 2/3 PNs process sensory 
information. To test this, we performed in vivo 2-photon Ca2+ imaging in WT littermate control 
and SRGAP2C mice crossed with Thy1-GCaMP6f (Dana, Chen et al. 2014) and NexCre mice (n = 
4 WT and n = 3 SRGAP2C mice).  
 
Figure 4.4. Two-photon imaging paradigm. (a) Image of the whisker stimulus bar position relative to the mouse. (b-
d) Schema of the experimental approach. 
Since the NexCre mouse line induces recombination post-mitotically in all cortical pyramidal 
neurons (but not in interneurons or any non-neuronal cell types (Goebbels, Bormuth et al. 2006)), 
this approach enabled us to image neuronal activity in layer 2/3 PNs (n = 962 neurons for WT and 
n = 618 for SRGAP2C) while ensuring that all imaged PNs express SRGAP2C.  
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Whisker stimulation (see Subsection 4.2.2 and Figure 4.4) was performed on awake mice 
for 5 seconds per trial and repeated 24 times separated by 25 seconds inter-trial interval per 
imaging session (Figure 4.4d). Neuronal responses were either time-locked to the onset of the 
stimulus (ON), occurred during progression of the stimulus, time-locked to the offset of the 
stimulus (OFF), or were negative (Figure 4.5). Transients that were not time-locked to the onset 
or offset of the stimulus but occurred during the 5-second stimulus window had overall longer 
response durations compared to ON or OFF responses (Figure 4.7e). We refer to these as Sustained 
responses.  
 
Figure 4.5. Examples of single-trial responses. Responses from each neuron for every stimulus trial was categorized 
into ON, Sustained, OFF, or negative response. Each trace was evaluated based on its deflection direction and its 
onset time relative to either the onset or offset of stimulus. 
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We measured the response probability for each neuron by calculating the fraction of trials 
that led to a response (ON, Sustained, or OFF), excluding neurons for which no responses were 
observed for any trials. Similar to previous studies (Sato, Gray et al. 2007, Ramirez, Pnevmatikakis 
et al. 2014, Clancy, Schnepel et al. 2015), overall sensory-evoked response probabilities were low 
in WT layer 2/3 PNs, with a long-tail distribution containing a small group of neurons that 
responded with high probability (Figure 4.6).  
 
Interestingly, SRGAP2C expressing neurons had a significantly higher response 
probability specifically for responses time-locked to the onset of the stimulus, while a small but 
significant reduction in response probability was observed for Sustained responses and no 
significant changes in the probability of OFF responses (Figure 4.7, P = 6.4 × 10-3 for ON, P = 
4.31 × 10-2 for Sustained, and P = 3.21 × 10-1 for OFF, Mann-Whitney test). While the overall 
probability of negative responses was low, the probability of these responses was decreased for 
SRGAP2C neurons (Figure 4.7d, P < 0.0001, Mann-Whitney test).  
 
Figure 4.6. Frequency distribution of response 
fraction for neurons responding to either onset, 




Figure 4.7. SRGAP2C expression increases probability of response to sensory stimulation. (a-d) Traces: average 
Ca2+ traces (∆F/F) for responses time-locked to the onset of the whisker stimulus (ON), during progression of the 5-
sec stimulus (Sustained), time-locked to the offset of stimulus (OFF), or negative responses. Shaded area indicates 
s.e.m. Bar graphs: response probability expressed as a fraction of stimuli leading to a response. Bar graph plotted as 
mean ± s.e.m. *P < 0.05, **P < 0.01, ****P < 0.0001, Mann-Whitney test. (e) 10% of single trial Sustained responses 
with the longest sustained activity converted to Z-scores and sorted by duration of response. ON and OFF dashed 
lines indicate stimulus onset and offset, respectively. (f) Bottom 15 responses shown in (e). (g) Cumulative probability 
distribution of Sustained response durations (time that Z-score was greater than 1). P>1x10-4, Kolmogorov-Smirnov 
test. For these analyses, a total of 962 WT neurons and 618 SRGAP2C neurons were used. These neurons were 
extracted from 8 FOVs from 4 WT mice and 8 FOVs from 3 SRGAP2C mice. 
In addition, the duration of Sustained responses was significantly longer in SRGAP2C mice (P < 
1 × 10-4, Kolmogorov-Smirnov test), with a number of responses spanning nearly the entire 
stimulus (Figure 4.7e-g).  
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Each whisker stimulus was separated by an inter-trial interval (ITI) of 25 seconds. Activity 
during the ITI was significantly reduced for SRGAP2C neurons for both the number of transients 
and transient amplitude (Figure 4.8a-b, P < 1 × 10-4, Kolmogorov-Smirnov test, median number 
of transients: 1.25 for WT and 0.5 for SRGAP2C, median transient amplitude: 1.26 for WT and 
1.05 for SRGAP2C).  
 
Figure 4.8. SRGAP2C expression increases selectivity of neuronal responses to sensory stimulation. (a) 150 
randomly chosen Z-scored example traces showing activity during six consecutive stimuli (shaded) and corresponding 
inter-trial intervals (ITIs). (b) Cumulative probability distribution of Ca2+ transient number (top) and amplitude 
(bottom) during the ITI. ****P < 0.0001, Kolmogorov-Smirnov test. (c) Top: Correlation between behavioral activity 
and average number of transients (n = 32 runs for 8 FOVs from 4 WT mice and n = 32 runs for 8 FOVs from 3 
SRGAP2C mice). Bottom: Fraction of time during which behavioral activity was observed (n = 8 FOVs from 4 WT 
and n = 8 FOVs from 3 SRGAP2C mice). 
Because these experiments were done in freely behaving awake animals, motor activity could 
provide an explanation for the difference in neuronal activity during ITIs. To test this, epochs of 
behavioral activity such as whisking or grooming were correlated with neuronal activity. We found 
neither a significant difference in amount of time during which there was movement, nor a clear 
correlation between movement and neuronal activity (Figure 4.8c). Together with a higher 
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response probability for the onset of the stimulus, SRGAP2C mice showed an increase in the ratio 
of stimulus-evoked to spontaneous responses as compared to their WT littermate controls that 
could not be explained by movement. Thus, we concluded that activity patterns were more 
restricted to sensory stimulus epochs, indicating that responses from neurons expressing 
SRGAP2C are more selective to whisker stimulus. (Figure 4.8a). 
Increased probability and selectivity of sensory-evoked neuronal responses suggests that 
SRGAP2C-expressing neurons may encode sensory inputs more reliably. To determine whether 
SRGAP2C expressing neurons could indeed more reliably encode the presence or absence of a 
whisker stimulus, we trained a linear support vector machine (SVM) to classify for each time point 
whether the stimulus was ON or OFF. We analyzed accuracy of the classifier for a randomly 
selected group of neurons per field of view (FOV). This random selection was repeated 50 times 
after which we calculated average accuracy across these 50 iterations. We started with a random 
selection of 10 neurons per FOV and progressively increased this by including an additional 5 
neurons. As expected, increasing the number of neurons used for training the SVM classifier 
increased its accuracy (Figure 4.9a). Importantly, accuracy of the classifier was significantly 
higher for SRGAP2C neurons. We next determined performance of the SVM classifier across time. 
Since the classifier is binary, it predicts for every time point whether the stimulus is ON or OFF. 
We aligned the time courses for all 24 stimuli and assessed the average accuracy for each time 
point across all 24 stimuli. We then normalized the results which allowed us to compare the relative 
prediction accuracy across time for WT and SRGAP2C expressing neuronal ensembles in each 
FOVs. For WT, the classifier gradually increased prediction accuracy and reached its maximum 
approximately halfway into the stimulus, after which it decreased again towards the offset of the 
stimulus. In contrast, for SRGAP2C-expressing neurons, the classifier was more accurate across 
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the entire duration of the stimulus, with a significant increase in predicting stimulus onset as well 
more accurately predicting continuation of the stimulus until stimulus offset (Figure 4.9b). 
Together, these results show that SRGAP2C expression in layer 2/3 PNs improves the accuracy of 
sensory coding by increasing response reliability and selectivity to whisker inputs. 
 
Figure 4.9. SVM supports SRGAP2C-mediated increase in selectivity of neuronal responses to sensory stimulation. 
(a) Support vector machine (SVM) accuracy in classifying presence or absence of whisker stimulus. Shaded area 
indicates s.e.m. (b) Normalized SVM prediction accuracy across time from stimulus ON to stimulus OFF for 25 
neurons per field of view. Shaded area indicates stimulus time. *P < 0.05, **P < 0.01 
 
4.5 Discussion 
In summary, our results demonstrate that expression of the human-specific gene duplication 
SRGAP2C alters cortical circuit function by increasing the ratio between sensory-evoked and 
spontaneous activity. In light of the earlier work from the Polleux lab, these results indicate that 
SRGAP2C expression selectively increases excitatory cortical feedforward and feedback inputs 
received by layer 2/3 PNs by increasing cortico-cortical connectivity from deeper cortical layers 
as well as long-range feedback projections from more distant cortical regions, such as S2, M2, and 
contralateral S1. While we may only be able to speculate on the precise function of many of these 
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local and long-range cortico-cortical inputs, it has become clear that top-down feedback inputs can 
dynamically modify how cortical neurons respond to sensory stimulation by, among other features, 
changing the response reliability of primary sensory areas such as S1 (Lee, Carvell et al. 2008, 
Larkum 2013, Zagha, Casale et al. 2013).  
Local feedforward inputs, such as from layer 4, are important for driving layer 2/3 PN 
activity in response to sensory input. Layer 4 is one of the main thalamo-recipient layers and relays 
sensory input to both superficial and deep layers of the cortex. However, while these inputs are 
numerous (Lubke, Roth et al. 2003), modeling the impact of these connections has suggested that 
the majority of layer 4 inputs would be unable to drive spike firing in layer 2/3 PNs, and that 
driving responses of layer 2/3 PNs relies on strong inputs from a small number of neurons (Sarid, 
Bruno et al. 2007, Lefort, Tomm et al. 2009). Increasing the number of layer 4 neurons that input 
onto layer 2/3 PNs may increase the probability that such strong inputs occur, and consequently 
increase the probability of layer 2/3 PN firing in response to whisker stimulation. Computational 
modelling approaches would provide a potential avenue in which to test whether increasing the 
strength of connectivity between layer 4 neurons and layer 2/3 PNs is sufficient to explain some 
of our key findings in the sensory-evoked response properties of layer 2/3 PNs characterizing 
SRGAP2C mice. 
 Schmidt et al. did not observe increased local recurrent, or horizontal, connectivity among 
layer 2/3 PNs (Schmidt, Zhao et al. 2020). Recruitment of local horizontal connectivity, while 
increasing activity in other layers, leads to inhibition within the layer itself (Kapfer, Glickfeld et 
al. 2007, Adesnik and Scanziani 2010, Adesnik 2018). Recruiting the same number of layer 2/3 
PNs in response to whisker stimulation and maintaining similar horizontal connectivity could 
therefore provide further opportunity for feedforward and feedback cortical inputs to increase 
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response reliability in the primary sensory cortex. The mesoscopic, functional impact of long-
range feedforward and feedback cortico-cortical connections observed in SRGAP2C mice 
compared to WT on population dynamics will require further investigations. Potential 
experimental strategies to study this and expand on our preliminary results will be discussed in 
Chapter 5. 
 We also observed reduced activity of layer 2/3 PNs in the inter-trial interval period, making 
their responses more selective for sensory stimulation. Reduced ITI activity may be explained by 
increased inhibitory drive, although previous work has shown that the magnitude of the increased 
synaptic density induced by SRGAP2C expression is equal for excitatory and inhibitory synapses, 
suggesting that the excitatory/inhibitory balance is preserved (Fossati, Pizzarelli et al. 2016). 
However, the combination of increased response probability and sustained activity during the 
stimulus, together with reduced ITI activity, may suggest that the increase in excitatory synapse 
density in SRGAP2C expressing neurons leads to a simultaneous, maybe homeostatic, reduction 
in their synaptic strength. When excitatory drive is low, such as in the absence of a sensory 
stimulus, this would lead to a reduction in spontaneous firing rates. However, upon sensory 
stimulation, increased local and long-range cortical inputs may be sufficient to overcome this 
reduction in synapse strength and therefore more reliably recruit layer 2/3 PNs upon sensory 
stimulation.  
 The total number of layer 2/3 PNs and corresponding cortico-cortical connectivity has 
expanded significantly in the human brain compared to non-human primates and other mammals 
(Buckner and Krienen 2013). Our findings may offer an explanation of how human-specific 
modifiers of synaptic development such as SRGAP2C played a role in driving human brain 
evolution. Local and long-range cortico-cortical connections facilitate communication and 
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integration of information across different functional regions of the neocortex. As such, they play 
an essential role in both the hierarchical processing of information, which is critical for 
transformation of sensory information and feature detection, as well as building predictive models 
of the external environment that enables the brain to make inferences about the nature of sensory 
inputs and relate these to appropriate behavioral responses (Gilbert and Li 2013, Adesnik and Naka 
2018). Changes in sensory processing, perhaps through enhancement of reliability and selectivity 
of sensory-evoked responses, may underlie the observed improvement in learning rate and 
behavioral performance seen by Schmidt et al. Future investigations will be necessary to explore 
how SRGAP2C-mediated differences in sensory coding translate from local layer 2/3 PN 
responses to population-level dynamics, and how increased cortico-cortical connectivity changes 
cortex-wide functional connectivity. Mesoscopic evaluation of circuit dynamics would also reveal 
how distant cortical regions are engaged during a task, thus more directly linking these structural 




Chapter 5: Discussion and future directions 
 
This thesis primarily investigated how two different types of cortical perturbations affected the 
neuronal or neurovascular dynamics in the brain. The first study focused on the downstream effects 
of an acute and profound insult on the vasculature. By simultaneously imaging both neural and 
hemodynamic activity during CSDs, we were able to track both the full evolution of each 
individual CSD across the dorsal cortex, and the cumulative effect of every CSDs over time. We 
proposed an alternative framework for understanding the vascular response to CSDs that takes into 
account key properties of the CSDs themselves. The work provides new insights into how CSDs 
specifically exacerbate tissue damage heterogeneously after acute injury. The second study uses a 
developmental approach to evaluate how fundamental structural changes in circuit architecture 
affects cortical function. Our results showed that changes in connectivity at the synaptic level can 
lead to functional differences in neuronal encoding of sensory stimuli. Parallel results in a texture 
discrimination task paradigm showed that these functional and structural changes also have a 
measurable effect of behavioral performance. This chapter will discuss the implications of these 
results and provide additional directions for continuing work.  
 
5.1 Spontaneous activity after acute ischemic injury-triggered CSDs 
Chapter 3 primarily focused on CSDs as a driver of secondary tissue damage after an acute 
ischemic injury. Results showed that coupling of the vascular response to CSDs ranged from 
hyperemia to vasoconstriction, with cumulative impact of subsequent events driving worsening 
ischemia and persistent depolarization. However, in regions that were not irreversibly altered, 
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including the contralateral hemisphere, resting state fluctuations continued to occur. This raises 
two important questions: 1) How is bilateral synchrony altered after recovery from the CSD? 2) 
Does the coupling to an extreme event, such as a CSD, necessarily reflect the underlying local 
coupling to spontaneous fluctuations? 
 
 5.1.1 Bilateral synchrony after CSD 
 Studies using functional connectivity MRI in a transient middle cerebral artery occlusion 
mouse model have shown that 72 hours after ischemia, bilateral connectivity is disrupted 
proportionally relative to infarct size (Bauer, Kraft et al. 2014). Furthermore, regional analysis 
showed that the loss of temporal hemodynamic synchrony was more severe closer to the ischemic 
core (Bauer, Kraft et al. 2014). In light of these observations, we asked whether a parallel change 
in neural synchrony and connectivity could be observed in the acute phase of injury prior to any 
formation of an infarct or necrotic tissue.  
Given the immense, yet transient, nature of CSDs, we evaluated cortical synchrony at four 
time points: after photothrombosis but before CSD, minutes after the initial CSD, 1 hour after 
CSD, and 2 hours after CSD. Pixelwise Pearson’s correlation provided a measure of the temporal 
synchrony across the cortex during spontaneous neural activity. Using 8 seed regions across the 
cortex, we observed that the cortex is parcellated into functionally distinct regions (two examples 
shown in Figure 5.1; top row). During CSD, bilateral synchrony is completely abolished, which is 
to be expected given that the CSD itself dominates the neural signal and the underlying fluctuations 
are abolished. Three minutes after the CSD wave passes, there remains a lack of bilateral 
synchrony (Figure 5.1; bottom row), which likely reflects the disrupted spontaneous fluctuations 
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shown in Chapter 3, Figure 3.2. Correlation matrices comparing 8 seed regions across both 
hemispheres show that there is an overall increase in intra-hemispheric correlation on the contra-
lesional side three minutes after CSD (Figure 5.1). This suggests that immediately after CSD, there 
is less intra-hemispheric variability in spontaneous neural activity.  
 
Figure 5.1. Correlation analysis before and during a CSD in a representative animal. (a) Greyscale frame of the 
imaging field of view. (b) Pixelwise correlation maps relative to two example seed regions for a time point before 
CSD (top row), and during the initial CSD (bottom row). (c) Greyscale matrices show correlation of all seed regions 
as indicated in (a). 
 
Because the CSD is transient, we naively hypothesized that the complete loss of bilateral 
synchrony may be fully recoverable following the CSD wave. However, as discussed in Chapter 
3, spontaneous neural activity is altered up to an hour after a CSD. Even beyond the first hour, 
correlation does not always fully recover to pre-CSD levels. Correlation maps averaged across all 
animals before and hours after CSD (Figure 5.2) show bilateral desynchrony in both neural activity 
a b c 
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and hemodynamics with varying severity up to 2 hours after CSD. Furthermore, desynchrony is 
not localized to the lesion core indicating that the effect is not simply the result of a region 
experiencing sustained fluorescence and persistent hypoperfusion.  
 
Figure 5.2. Bilateral correlations for both GCaMP and HbT are attenuated hours after CSD. Correlation maps 
relative to the indicated seed region (black box) are shown for an epoch of time before any CSDs (a), 1 hour after the 
initial CSD (b), and two hours after the initial CSD (c). 
 
These results align well with existing functional connectivity studies in experimentally 
induced CSDs. Li et al. found that KCl-induced CSDs in mice led to both complete bilateral 
desynchrony and increased connectivity within the contralateral somatosensory cortex (Li, Zhou 
et al. 2012). By having a measure of neural activity through wide-field GCaMP imaging, we show 
that disruptions in connectivity previously only seen in hemodynamics are in fact reflected in the 
neural signal as well. However, our results suffer from a few limitations. The first is that the 
correlational analysis is underpowered and the “condition” between animals, such as number of 
CSDs experienced or baseline metabolism, are relatively variable. Additional animals will be 
needed to confirm these early findings. Furthermore, a key finding from Chapter 3 is the 
cumulative impact of CSDs over time. I would presume that these compounding effects and 
regional heterogeneity would affect cortical synchrony as well. Thus, finer temporal tracking of 
connectivity changes, perhaps relative to CSD events rather than absolute time, would be 
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beneficial. Finally, because these experiments were terminal, there was simply not enough time 
for the initial insult to develop into a sizeable and meaningful area of necrosis. Thus, longitudinal 
imaging combined with timed histological measurements would allow us to link these preliminary 
results in the acute phase to infarct growth. If experiments are done in awake animals, additional 
measurements in a battery of behavioral tasks from grasp tests to beam-walking tests could further 
expand our results towards motor performance and functional recovery. 
 
 5.1.2. Neurovascular coupling changes after CSD 
Our correlation results may add to the existing body of work showing desynchrony after 
acute injury and CSDs, but it does not provide direct evidence of altered neurovascular coupling. 
A loss of correlation in the hemodynamics may simply be a consequence of its coupled neural 
counterpart. To quantify neurovascular coupling specifically, we can estimate the local 
hemodynamic response function (HRF) for epochs of data at the same three time points (Figure 
5.3; top row). HRFs were derived from deconvolution of the measured hemoglobin signals from 
the GCaMP signal. Furthermore, HRF analysis was done on HbO, HbR, and HbT to determine if 
the three measurements were differentially altered, though we did not necessarily expect that to be 




Figure 5.3. HRF analysis after acute brain injury. (top) Calculated hemodynamic response functions for HbO, 
HbR, and HbT averaged across mice at three time points: (a) pre-CSD, (b) 1 hour after initial CSD, and (c) 2 hours 
after initial CSD. Correlation between predicted and measured HbO, HbR, and HbT measures the goodness of fit 
for the presumed linear model. 
These averaged results show that neurovascular coupling in the lesioned hemisphere remains 
positive, unlike the variable coupling observed in response to the CSD events. However, 
amplitudes of the calculated HRFs on the ipsi-lesional side are markedly attenuated. Given that 
coupling has been suggested to play a role in cerebral temperature regulation (Yablonskiy, 
Ackerman et al. 2000, Zhu, Ackerman et al. 2006), we repeated our acute photothrombosis 
experimental paradigm in a saline-injected control. This was done to ensure that changes in HRFs 
were not due to potential heating caused by the induction laser. Figure 5.4 shows little difference 
in HRF shape both between hemispheres and over time. Moreover, the correlation values between 
the model-predicted and measured hemoglobin traces show consistent quality of fit over time, 




Figure 5.4. HRF analysis in a control animal. Calculated hemodynamic response functions for HbO, HbR, and HbT 
in a mouse that was injected with saline and had an equal-duration laser treatment. Listed R values indicate 
correlation between predicted and measured hemoglobin signals. 
 
As discussed in Chapter 1, we can convolve our HRFs with the measured GCaMP signal 
to obtain a “predicted” hemoglobin signal. The correlation between the predicted and measured 
hemoglobin traces (for each: HbO, HbR, and HbT) allow us to evaluate the quality of the presumed 
linear HRF model fit (Figure 5.3; bottom row). In addition to attenuated coupling, we also find a 
decrease in the goodness of fit. No change in fit was found in the control (Figure 5.4). This suggests 
that coupling linearity is impacted, which we posit may be explained by specific mechanisms of 
NVC being suppressed but not others. Additional data focused more on cellular dynamics and 
conduction of the dilation signal would be necessary to disentangle the underlying mechanisms of 
NVC.  
It is important to note that calculations of the HRF were done in the same region over time. 
Given the regional dependence of ischemic damage, with severity being the worst closer to the 
occlusion site, we may also expect that HRF attenuation is spatially heterogeneous. The reduction 
in HRF amplitude could be an indicator of the domain over which ischemic damage has spread. 
As discussed in Chapter 1, the role of the cells in the neurovascular unit differ depending on the 
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damage they incur. For example, astrocytes can be neuroprotective by buffering potassium, thus 
reducing the likelihood of CSDs, but this protective role depends on presence of ATP for the proper 
function of their Na/K-ATPase pumps (Dreier and Reiffurth 2015). Thus, astrocytes may only be 
protective at the peripheral boundaries of ischemic damage. Near the occlusion core, they may 
have an inverse effect whereby the loss of their potassium exacerbates CSD-related damage. 
Similarly in pericytes, they are protective farther from the ischemic core by promoting 
angiogenesis, but their dysfunction at the ischemic core contributes to the loss of BBB integrity. 
In terms of the endothelium, it has been proposed that during elevated neural activity, endothelial 
cells release endothelin-1, an extremely potent vasodilator (Dreier, Kleeberg et al. 2002). 
Considering the previously described two-component model of neurovascular coupling, the 
release of endothelin-1 could potentially act specifically on the fast component that appears to be 
driven by electrical signaling through endothelial cells. This could also help to explain the loss of 
linearity in the coupling response we observed. Continued studies are necessary to test and confirm 
these hypotheses.  
An important future experiment would be to do similar studies as the ones in shown in 
Chapter 3, except longitudinally in awake animals. Results from a preliminary experiment done in 




Figure 5.5. Characterization of the cumulative effects of CSDs in an awake, behaving mouse. (A) Grayscale cortical 
map shows imaging field of view and the ROIs used for the time courses in B relative to the laser focus, indicated by 
the green dot. (B) GCaMP ∆F/F, [HbT], [HbO], and [HbR] traces extracted from the regions indicated in A. Saturated 
time courses were extracted from two ipsilateral regions and faded time courses were extracted from the contralateral 
region. (C) (i) Cortical maps color-coded by time, showing the propagation dynamics of each CSD for this mouse, 
which had four total CSDs. (ii-iii) Cortical maps showing post-CSD levels of GCaMP ∆F/F (ii) and [HbT] (iii) 5 
seconds after the completion of each CSD event. The spatial maps highlight the growing areas of elevated GCaMP 
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fluorescence and accompanying oligemia after each successive CSD. These results recapitulate those described in 
Figure 3.11 in Chapter 3, confirming that the cumulative impacts observed were not due to urethane anesthesia. 
WFOM imaging can be done daily to assess the changing landscape of the post-stroke cortex. HRF 
analysis should be done more systematically and across more regions of the visible field of view 
to determine whether resting-state NVC changes are spatially dependent in the same way that 
CSD-driven coupling changes are. Finally, mice can be perfused at regular intervals during this 
longitudinal tracking, and stained for various cells of the NVU and their biomarkers, such as glial 
fibrillary-associated protein (GFAP), to determine in greater temporal detail how the progression 
of altered neurovascular coupling after an ischemic event correlates with underlying cellular 
function. 
 
5.1.3. The contralateral hemisphere after acute ischemic injury 
The framework established in Chapter 3 focused specifically on CSDs and the lesioned 
hemisphere, leaving the contralateral hemisphere still unexplored. Traditionally, observed effects 
in the contralateral hemisphere were seen as coincidental to ipsilateral damage, such as through 
compression due to post-injury edema (Van Kaam, van Putten et al. 2018). More recently, EEG 
studies in human patients have shown altered functional connectivity in both hemispheres after 
acute ischemic stroke (Van Kaam, van Putten et al. 2018). The changes in connectivity appear to 
play an active role in recovery outcomes, rather than simply being a reflection of them (Finnigan, 
Rose et al. 2008, Assenza, Zappasodi et al. 2013). Animal studies have shown that a key factor in 
recovery is the neuronal circuit remodeling in the contralateral hemisphere in the initial days after 
stroke (Takatsuru, Fukumoto et al. 2009, Takatsuru, Koibuchi et al. 2011). Furthermore, 
assessment of the blood brain barrier showed altered permeability in both hemispheres and that 
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each hemisphere independently correlated with reperfusion outcomes (Liu, Yan et al. 2018). While 
the contralateral hemisphere has been relatively overlooked, these data highlight their potential 
role in better understanding stroke recovery.  
Preliminary data and HRF analysis from our acute injury model show that while attenuation 
of coupling is clearly present in the ipsi-lesional hemisphere, effects are highly variable in the 
contralateral hemisphere. As a group, there seems to be a downward trend in HRF amplitude as 
indicated by Figure 5.3. However, closer examination of each mouse shows that coupling is only 
attenuated in three animals, and increased in the other two (Figure 5.6). In light of our findings 
that the cumulative impact of CSDs after ischemia are heterogeneous both spatially within an 
animal and between animals, continued analysis to parse out HRFs across the cortex and to 
compare them against the concurrent CSD-mediated changes in baseline oxygenation and neural 
activity would reveal the impact of CSDs on the coupling relationship. 
 




Because these experiments were done in urethane-anesthetized mice, data were not 
obtained beyond the initial hours after acute injury. Future studies in awake mice would be crucial 
to track longer-term outcomes and to directly relate our current findings to functional recovery. 
The large field of view and ease of session-to-session data alignment enables WFOM to be an 
ideal platform for these longitudinal assessments. 
 
5.2 Recovery from acute brain injury 
The range of vascular responses to cortical spreading depolarization has been described as a 
continuum based on the heterogeneity of tissue health as a result of ischemic severity (Dreier and 
Reiffurth 2015). But an ongoing and clinically relevant question remains – how do interventions 
and recovery fit into this framework? 
Recently, many studies have investigated the use of activity-dependent treatments on 
stroke recovery, measured by behavioral performance (reviewed in (von Bornstadt, Gertz et al. 
2018)). The motivation behind such therapies is that through neurovascular coupling, activity 
could drive collateral flow and thus reperfusion to ischemic areas (Frostig, Lay et al. 2013, Lay 
and Frostig 2014). This would in turn slow down the transformation of metabolically stressed 
tissue to their “commitment point”, the point beyond which is inevitable cellular death (Dreier and 
Reiffurth 2015). Unfortunately, studies of activity-dependent recovery have thus far produced 
mixed outcomes.  
 One source of variability is the model species used. Sensory stimulus-driven reperfusion 
has been shown to be neuroprotective in rats, but not in mice (Hancock and Frostig 2017). A 
proposed explanation is that species differences in vascular structure change how collaterals are 
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engaged during neurovascular coupling (Hancock and Frostig 2017). The connectivity of the 
vascular architecture appears to affect the likelihood of reperfusion and thus the efficacy of 
activity-based treatments. Even within species, however, the cerebrovasculature is regionally 
heterogeneous. This is further highlighted by the spatially diverse responses and baseline 
conditions we observed in Chapter 3. Thus, finer spatial differentiation in where activity is being 
driven may reveal a graded improvement in reperfusion. Cellular resolution imaging techniques, 
such as two-photon or SCAPE microscopy, could be instrumental in assessing the relationship 
between local coupling at the capillary or arteriolar level, where coupling is known to be initiated 
(Hillman, Devor et al. 2007, Longden, Dabertrand et al. 2017),  and treatment outcome.  
 Additionally, the timing and strength of evoked activity has been critical for injury 
recovery (Lay, Davis et al. 2010, Davis, Lay et al. 2011). Tissue after an acute injury lies on a 
metabolic precipice – if the baseline conditions allow viable tissue to mount a hyperemic response 
to mild neural activation, stimulus-evoked activity can be beneficial (von Bornstadt, Gertz et al. 
2018). However, hours after injury and perhaps the cumulative impact of multiple CSDs, 
activation may not be able to produce hyperemia, thus causing a supply-demand mismatch that 
drives tissue deeper towards the ischemic end of the continuum (von Bornstadt, Gertz et al. 2018). 
In these cases, stimulation has been shown to cause addition spreading depolarizations (von 
Bornstadt, Houben et al. 2015). Similar instances of restored activity leading to overexcitation and 
even seizure-like firing and excitotoxicity have been shown following traumatic brain injury 
(Guerriero, Giza et al. 2015). Precise quantification of neurovascular coupling dynamics across 
the cortex, such as the example shown in Chapter 5.1, could be done to better predict whether 
stimulation therapy is likely to improve or further exacerbate damage. 
125 
 
 Finally, stimulation frequency has been shown to play a role recovery from acute brain 
injury (Kubis 2016, von Bornstadt, Gertz et al. 2018). Specifically, stimulation of the gamma band 
of inhibitory neurons was recently shown to be particularly beneficial for behavioral recovery 
following stroke (Balbi, Xiao et al. 2021). Gamma oscillations are thought to be involved in 
information processing by facilitating synchrony and coherence across the cortex (Singer 1999, 
Isaacson and Scanziani 2011). Thus, the balance and interplay between excitatory and inhibitory 
neurons may act as a control for whether activity drives excitotoxicity and hypoxia or hyperemia 
and recovery. While we currently only image excitatory neurons, the observed dynamics reflect 
the integration of all incoming inputs including those from inhibitory neurons. Additional cell 
type-specific labelling would be beneficial to directly probe the role of those interneurons on 
enabling or suppressing over-excitability in metabolically-challenged environments. Furthermore, 
dual imaging of both cell types would allow us to disentangle their relative contributions to the 
coupled hemodynamic response, which could add a layer of specificity to our understanding of 
activity-driven recovery after acute brain injury  
 
5.3 Circuit-wide dynamics of SRGAP2C mice 
Chapter 4 investigated how SRGAP2C mediated changes in cortico-cortical connectivity affected 
neuronal firing dynamics. While the results were a critical step in functionally bridging structural 
differences to behavioral performance, they do not provide direct measurements of other circuit 
features, such as the interplay between different functional regions and contribution of inputs from 
deeper layers of the cortex. In addition, the functional studies were only done in adult mice, so 
whether developmental differences in SRGAP2C mice impact formation of the neurovascular 
network in the early postnatal period are still unknown. SRGAPC expression has been shown to 
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slow down synaptic maturation, so functional imaging during the critical developmental phase 
may provide key insights into how the observed differences in circuit dynamics in the adult 
unfolds. The remainder of this chapter will discuss recommendations for approaching these two 
lines of investigation. 
 
 5.3.1 Wide-field imaging of SRGAP2C mice 
 Recent studies have shown that sensory perception is not only governed by bottom-up 
inputs, but also top-down control (Manita, Suzuki et al. 2015). While the results in Chapter 4 
indicate that under conditions of increased cortico-cortical connectivity, excitatory neurons in 
layer 2/3 more reliably code sensory stimulus, how that occurs remains unresolved. The reciprocal 
connectivity between S1 and M2 (Manita, Suzuki et al. 2015) may provide a potential explanation. 
SRGAP2C expressing neurons specifically show an increase in both local connectivity and long-
range connectivity, specifically between M2 and S1 (Schmidt, Zhao et al. 2020). During a strong 
sensory stimulus like the one used in Chapter 4, additional drive from both these inputs may 
increase the probability that a given neuron will fire. At a population level, however, the dynamics 
may be less clear.  
Wide-field imaging would certainly allow for simultaneous investigation of the 
spatiotemporal dynamics of both regions, and may even reveal recruitment of additional regions 
like contralateral S1. However, the way in which increased connectivity translates to regional 
activity is unknown. We may naively expect to see an overall stronger response. On the other hand, 
excitatory activation drives and is in turn controlled by local inhibition. The relative contributions 
of the two neuronal populations, which appear to remain balanced, may therefore result in no 
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observable difference in the overall shape of the wide-field signal. Depending on the framerate 
used for imaging, temporal differences in the stimulus response may be a better differentiating 
factor between SRGAP2C and WT mice than amplitude. Differences in how the excitatory and 
inhibitory drives are increased, but remain balanced relative to each other, may manifest as changes 
in the onset and offset time of evoked neural activity. 
 While a stimulus paradigm allows for interrogation of connectivity during a specific and 
dominant sensory event, synchrony of spontaneous activity during resting state can be assessed 
with WFOM as well (Figure 5.7).  
 
Figure 5.7. Correlation maps during resting state activity. (a) Allen reference map. (b) Correlation was calculated 
on a pixelwise basis and seeded to either S1bf (left) or M2 (right). (c) Correlation between all regions on the Allen 
reference map to each other. 
At first glance, it would seem reasonable to hypothesize that increased cortico-cortical connectivity 
would lead to overall hyperconnectivity both in terms of number of highly correlated regions and 
strength of those correlations. As a result, there would be more synchronous firing across the 
cortex. However, because the balance of excitatory to inhibitory inputs is preserved (Fossati, 
Pizzarelli et al. 2016), we may alternatively find no functional difference.  
A third potential outcome, which best unites all of our findings thus far, is that SRGAP2C 
mice show parcellation of cortical regions into smaller functional clusters, but increased 
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correlation strength within those clusters. As discussed in Chapter 4, the reduction in ITI activity 
in SRGAP2C mice combined with increased response probability may suggest that the increase in 
excitatory connectivity is coincident with a reduction in synaptic strength. More connections could 
mean more independent “channels” through which information can flow. Without a reduction in 
the relative representation of each channel, the plethora of sensory inputs even at resting state 
would overwhelm and saturate the circuit. By increasing the number of connections while also 
dampening the synaptic strength of each input, the circuit would effectively increase its resolution, 
capacity, and sensitivity for information processing. This could result in a highly clustered 
connectivity map with high in-group correlation and low between-group correlation. 
Connectivity can be defined in both a static or dynamic sense (Damaraju, Allen et al. 2014). 
Static connectivity refers to the correlation between cortical regions, often over an extended period 
of time, as illustrated prior (Figure 5.7) (Damaraju, Allen et al. 2014). However, sliding window 
correlation analysis reveals that functional connectivity can change over time depending on 
movement, arousal, or external stimuli. Dynamic connectivity refers to these transitions and 
evaluates how frequently they occur (Allen, Damaraju et al. 2014). In addition to the static 
connectivity differences between SRGAP2C and WT mice hypothesized prior, we may also expect 
to find interesting differences in the dynamic connectivity in SRGAP2C mice. I would posit that 
the interplay between increased excitatory inputs (through neuron number) and inhibitory inputs 
(through axonal branching) could increase connection flexibility. That is, if spontaneous activity 
can be characterized as flow through different states of connectivity (Allen, Damaraju et al. 2014), 
transitions from one state to another would occur more frequently in SRGAP2C mice. Whether 
there is a behavioral or evolutionary benefit to dynamic connectivity variability is still unknown. 
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Perhaps more flexible circuits allow for better detection of sudden, novel stimuli or quicker 
response to known salient cues. 
 
 5.3.2 Circuit dynamics during learning  
An extension of future wide-field studies in SRGAP2C mice would be simultaneous 
imaging during a behavioral task. Schmidt et al. showed that SRGAP2C mice were more likely to 
learn a texture discrimination task but how that directly relates to the underlying circuit changes is 
still unresolved.  Wide-field imaging would be a critical intermediate step to link structure, 
function, and behavior. Studies have shown that during whisker-based sensory discrimination, 
mice can use different strategies to interact with the incoming stimulus (Miyashita and Feldman 
2013). Mice can actively seek out the stimulus source or passively wait for a whisker touch. 
Furthermore, it’s been shown that for texture discrimination, the active strategy is positively 
correlated with task performance (Gilad, Gallero-Salas et al. 2018). Simultaneous wide-field 
imaging during learning showed that cortical regions were differentially recruited based on 
discrimination strategy (Gilad, Gallero-Salas et al. 2018). Given the performance difference 
observed in SRGAP2C animals (Schmidt, Zhao et al. 2020), we posit that this could be due to a 
shift towards a more active behavioral strategy. If there is indeed a shift in strategy preference, 
specific attention on the cortical connectivity immediately preceding activity onset could elucidate 
the circuits involved in this strategy choice. Longitudinal imaging over the course of learning may 
also be valuable for understanding how strategy preference is developed. Perhaps the increase in 
connectivity and thus capacity for integration of parallel inputs underlies a preference for actively 
seeking sensory information that may lead to reward. 
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 5.3.3 Impact of increased cortico-cortical connectivity on neurovascular coupling  
 WFOM in SRGAP2C animals would allow for simultaneous assessment of neural and 
hemodynamic activity. While neuronal firing is directly coupled to vessel dilation, how a 
fundamental change in circuit structure affects those coupling dynamics in the adult animal is less 
clear. 
 NVC is mediated by the neurovascular unit (NVU), which is made up of neurons, vascular 
endothelial cells, astrocytes, smooth muscle cells, and pericytes (Iadecola 2017). Dynamic and 
regionally specific communication between some or all of the cells within the unit contribute to 
the modulation of blood flow following neuronal activity. The precise cellular mechanisms that 
mediate NVC has been a subject of much controversy. Studies investigating the spatiotemporal 
dynamics of each of these cell types relative to an external trigger, such as a timed stimulus, have 
led to an idea of NVC being a two-component process (Iadecola 2017). The initial component may 
be driven by a feedforward mechanism – release of potassium ions following synaptic activity 
leads to hyperpolarization of the vascular endothelial cells via KIR channels (Longden, Dabertrand 
et al. 2017). This in turn may result in retrograde conduction of the vasodilatory signal upstream 
along the vascular tree through endothelial gap junctions (Chen, Bouchard et al. 2011, Presa, 
Saravia et al. 2020). In parallel, there is a release of vasoactive substances such as nitric oxide and 
prostaglandins among others, all of which contribute to relaxation of contractile cells and thus 
dilation of vessels (Iadecola 2017). The second component has been proposed as a feedback 
mechanism meant to more closely relate response to metabolic need (Iadecola 2017). This 
component is temporally delayed relative to stimulus or activity onset. Along these lines, the slow 
dynamics of astrocytic calcium, which occurs seconds after stimulus, may play an important role 
in the continued modulation of functional hyperemia (Tran and Gordon 2015). Studies in 
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peripheral vessels have also shown that endothelial cells themselves can generate a delayed 
calcium wave that propagates after the initial hyperpolarization (Tallini, Brekke et al. 2007). 
 Considering the mechanistic complexity of neurovascular coupling, a multimodal approach 
may be necessary to study its relationship with SRGAP2C expression. Initial structural imaging 
approaches could reveal whether developmental changes in circuit structure affect the adult 
microvascular network. Dynamic imaging with various stimulus paradigms, particularly if used 
with genetically encoded fluorescence sensors, could elucidate any differences in baseline vascular 
tone and local hyperemia due to altered neuronal sensitivity/reliability. Finally, wide-field imaging 
could be used to determine whether changes in the neuronal and vascular networks affect overall 
coupling dynamics both during resting state and stimulus-evoked activity. Without knowing the 
precise effects of SRGAP2C on other cells, I would posit that there may be an increase in coupling 
strength specific to the initial feedforward component of functional hyperemia. If there is a 
component-specific change, then the linearity of coupling in SRGAP2C mice would also be 
affected. 
 
5.4 Developmental differences in neurovascular coupling in SRGAP2C mice 
Thus far, the work presented in Chapter 4 and the discussion regarding future experiments in the 
previous section has focused on SRGAP2C-mediated differences in the adult animal. However, 
SRGAP2C has also been shown to prolong synaptic maturation (Fossati, Pizzarelli et al. 2016, 
Schmidt, Kupferman et al. 2019), making this a particularly interesting developmental model. 
 Previous work from Kozberg et al. lab has shown that neurovascular coupling in the early 
postnatal brain is significantly different from that in the adult brain (Kozberg and Hillman 2016). 
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In addition, development of neurovascular coupling occurs in parallel with the formation of the 
neuronal cortical circuit (Lacoste, Comin et al. 2014, Kozberg and Hillman 2016). Their studies 
compared stimulus-evoked responses in mice from postnatal stages and adulthood. In adult mice, 
a typical whisker stimulus-evoked neural response is characterized by fast, widescale recruitment 
of many functional regions across both hemispheres at the onset of stimulus. This is immediately 
followed by a more functionally localized response that is sustained for the duration of the stimulus 
(Figure 5.8).  
 
Figure 5.8. Example of neural activity during a unilateral whisker stimulus. A frame taken 200 ms after stimulus 
onset shows broad activation across multiple functional regions, including those in the contralateral hemisphere 
(middle panel). A second frame taken 1s after stimulus onset shows a localized and sustained response (right). 
In the developing brain, however, stimulus-evoked neural responses are short, unilateral, and do 
not engage additional functional regions (Kozberg, Ma et al. 2016). The complex dynamics seen 
in adult mice are formed over the course of postnatal development (Kozberg and Hillman 2016). 
If that period of circuit development is prolonged, as may be the case in SRGAP2C mice (Charrier, 
Joshi et al. 2012), we may expect to see a similar temporal delay in the formation of the adult-like 
functional response. Alternatively, I would posit that a delay in synaptic maturation in addition to 
increased synaptic density (Charrier, Joshi et al. 2012) may not change the timing of the 
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transformation in functional neural complexity. Instead, effects of SRGAP2C may reveal an 
intermediate stage with high recruitment of different functional regions, but less refinement over 
their coordinated response. 
 The above discussion focuses primarily on the functional vascular response to neural 
activity during development, but what about the underlying vascular structure? Does altered 
cortical circuit development also influence the fundamental vascular architecture as well? Studies 
done by Lacoste, et al, have shown that neural activation during the early postnatal stage can 
stimulate and direct angiogenesis (Lacoste, Comin et al. 2014, Lacoste and Gu 2015). In these 
experiments, sensory input was reduced either physically through whisker trimming or genetically 
by impairing neurotransmitter release at the level of thalamocortical synapses. Angiogenesis was 
measured as a function of vascular density and branching. Conversely, increased sensory input 
was also tested. With these experiments, the group showed that neural activation in response to 
sensory input was a key driver of postnatal vascular development (Lacoste, Comin et al. 2014). In 
the context of SRGAP2C mice, considering their ability to form a greater number of cortico-
cortical connections, we may expect that their vasculature shows a corresponding increase in 
density and branching. An important consideration here is the effect of the input strength. While 
the above studies illustrate the importance of neurovascular interactions on the developing vascular 
architecture, whether the strength of the sensory input also impacts angiogenesis remains 
unknown. As previously discussed in Chapter 4, our preliminary studies using WFOM in 
SRGAP2C mice show that the amplitude of neural activity is reduced. A possible explanation 
could be that with more inputs, the synaptic strength of each given input is consequently reduced. 
Thus, it stands to reason that development of the vascular architecture may be reduced unless there 
is substantial coordinated neuronal firing. If that firing threshold to induce angiogenesis is reached, 
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we may then expect to see higher levels of vascular branching since the increased cortico-cortical 
connectivity also comes from greater connections to a larger number of distinct cortical regions.  
 Notably, Kozberg et al. also observed no functional hyperemia in the early developing 
brain (Kozberg, Ma et al. 2016). This suggests that neural activity led to an overall oxygen-poor 
metabolic environment. Studies have shown that hypoxia can be a trigger for angiogenesis (Pugh 
and Ratcliffe 2003). For example, this has been seen in the context of tumor growth where extreme 
hypoxia in conjunction with the release of angiogenic factors lead to increased vascularization 
within the tumor region (Pugh and Ratcliffe 2003). During development, however, hypoxia has 
been proposed as a mechanism of guiding vascular organization through indication of metabolic 
need (Lacoste and Gu 2015, Kozberg and Hillman 2016). Wide-field investigation of neonatal 
SRGAP2C mice would provide insights into how prolonged maturation of a highly connected 
network affects postnatal development of neurovascular coupling. The increased capacity for 
synaptic inputs may lead to higher oxidative metabolism, which would in turn drive stronger 
hypoxia and further vascularization. Interestingly, studies have found that neurovascular coupling 
dynamics in humans, specifically, are particularly robust to large metabolic changes (Willie, 
Cowan et al. 2011, Phillips, Chan et al. 2016). Features of human cortical circuit development may 
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