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CCSE, Japan Atomic Energy Agency, 5-1-5 Kashiwanoha, Kashiwa, Chiba 277-8587, Japan
We reveal that Majorana bound states inside the vortex core in an odd-parity topological superconductivity classified
as “pseudo-scalar” type in the gap function are distinctly spin-polarized by solving the massive Dirac Bogoliubov-de
Gennes (BdG) equation considering the spin-orbit coupling. This result is universal for “Dirac superconductivity” whose
rotational degree of freedom is characterized by the total angular momentum J = S + L and in marked contrast to the
spin-degeneracy of the core bound states as the consequence of the conventional BdG equation. The spin-polarized
vortex core can be easily detected by spin-sensitive probes such as the neutron scattering and other measurements well
above the first critical magnetic field Hc1.
1. Introduction
The discovery of topological superconductors opened
a new research avenue on superconducting states. The
topologically-protected nature together with U(1) broken
symmetry results in gapless zero-energy quasi-particles iden-
tified as Majorana fermions at surface edges, while the super-
conducting gap opens in the bulk body. The emerged Majo-
rana fermion is a counterintuitive particle whose annihilation
and creation operators are identical. Such a unique particle
has a promising role in topological quantum computing uti-
lizing its non-Abelian statistics.1) This fascinating feature has
highly stimulated many theorists and experimentalists to in-
tensively study the topological superconductivity.2–12) How-
ever, its research history is not so long as the topological in-
sulator, and most of rich physics still remain elusive.
Very recently, experimental works on topological insu-
lators, Bi2Se3 and SnTe have revealed that they turn into
superconductors with carrier doping. Their superconducting
gap functions are not conventional since zero-bias conduc-
tance peaks (ZBCP’s) have been detected by the point con-
tact spectroscopy.13, 14) The ZBCP is known to be observed
in not only unconventional non-s-wave superconductors but
also topological superconductors.13–20) The latter typical ex-
ample is the chiral p-wave topological superconductor such as
Sr2RuO4, in which gapless quasi-particles assigned as Majo-
rana fermions induce ZBCP’s.21–23) Accordingly, ZBCP’s ob-
served in CuxBi2Se3 (Tc ∼ 3K) and Sn1−xInxTe (Tc ∼ 1.2K)
can be also regarded to be originated from their non-trivial
topology.
In topological superconductors, the Majorana fermion ap-
pears at not only surface edges but also vortex cores. Its emer-
gence inside the vortex core has been numerically confirmed
by using the Bogoliubov-de Gennes (BdG) formalism for p-
wave triplet superconductors.24, 25) Since the vortex is a mov-
able object, the Majorana fermion confined inside the core
is also mobile. The character is hopeful for the topological
Fig. 1. (Color online) Spin-polarized Majorana bound states. The red
(blue) region denotes dominance of up-spin (down-spin) component.
quantum computing, because vortex manipulation techniques
have been rapidly developed in the last decade. In this pa-
per, we present a new insight on the Majorana bound fermion
inside the vortex core. We reveal that the Majorana state
is spin-polarized in topological superconductors originated
from strong spin-orbit coupling. Such a case is not particular
but rather universal, since the spin degeneracy supposed to be
kept in the conventional BdG formalism is generally broken
when spin and orbital angular momenta are coupled.
Two orbital degrees of freedom in addition to two spin
ones are required in a minimum model of the topological su-
perconductivity under the strong spin-orbit coupling.5, 14, 26)
Then, the starting BdG Hamiltonian corresponds to a massive
Dirac-type one including off-diagonal gap functions, in which
the Lorentz transformation invariance together with anti-
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commutation between two fermions gives mathematical re-
strictions on possible gap functions. As described in Ref. 27,
the allowed gap functions are characterized as a scalar, a
pseudo-scalar, and polar-vectors, when considering the on-
site Cooper pairing. The polar-vector case always produces
a specific direction around which the rotational isotropy is
broken below the superconducting transition. Consequently,
the restrictions allow six kinds of pairings, which are classi-
fied into two even-parity pairings being not topological and
four odd parity ones being topological. In CuxBi2Se3, Sasaki
et al. theoretically examined which type among these pair-
ings successfully reproduces observed ZBCP’s and suggested
that the odd-parity spin-triplet pairing is the most likely. An-
other superconductor, Sn1−xInxTe can be also checked by the
same scheme.13) In this paper, we study vortex core bound-
states in an odd-parity superconductor whose gap function
is characterized as a “pseudo-scalar” keeping the rotational
isotropy in all directions. In this case, the zero-energy Majo-
rana bound states emerge inside the vortex cores as well as
surface edges, and the core-bound Majorana fermion is dis-
tinctly spin-polarized around the vortex line. In other topo-
logical cases such as polar vectors, the spin-polarization be-
comes obscure since the rotational isotropy is broken around
the vortex line and the polarized core states are mixed with
each other. The Majorana fermions are also spin-polarized in
topological wires.28) Consequently, we address that the spin-
polarized character of the Majorana bound states is univer-
sal. We analytically and numerically demonstrate the spin-
polarized vortex core and discuss the theoretical mechanism
as well as its experimental detection possibilities.
2. Model
An effective theory for the topological superconductor with
the intrinsic spin-orbit coupling is given by the massive Dirac
type of BdG Hamiltonian together with a Nambu representa-
tion for the two orbital degrees of freedom as
H =
∫
dr
(
¯ψ(r) ¯ψc(r)
) ( ˆH−(r) ∆−(r)
∆+(r) ˆH+(r)
) (
ψ(r)
ψc(r)
)
,
(1)
where
ˆH±(r) = M(−i∇) +
3∑
ν=1
Pν(−i∇)γν ± P0(−i∇)γ0. (2)
Here, γi is a 4 × 4 Dirac gamma matrix which can be de-
scribed as γ0 = σˆz⊗1, γi=1,2,3 = iσˆy⊗ sˆi, and γ5 = σˆx⊗1 with
2 × 2 Pauli matrices σˆi in the orbital space and sˆi in the spin
space, ψ(r) is the Dirac spinor, ¯ψ(r) ≡ ψ†(r)γ0, ¯ψc(r) ≡ ψ†cγ0,
and ψc ≡ C ¯ψT , where C(≡ iγ2γ0) is the representative ma-
trix of the charge conjugation. M and Pν are functions whose
forms depend on the materials. ∆− is a gap function, and
∆+ ≡ γ0(∆−)†γ0. Considering only the on-site pairing interac-
tion, the possible gap form is reduced to six types of functions
as seen in Table I of Ref. 27. These gap functions are classified
into a pseudo-scalar, a scalar, and a polar vector (four-vector)
associated with the Lorentz transformation,
∆− = ∆0, ∆0γ5, ∆0/αγ5, (3)
where ∆0 is a scalar, the Feynman slash /α is defined by∑
µ γ
µαµ, and the gap function including /α is characterized
as a unit four-vector αµ (See, Table I). Since the vector type
of the gap form represented by αµ with finite αi-components
(i = 1, 2, 3) points to a specific direction, the rotational
isotropy is broken except for the rotation around the specific
direction, resulting in the anisotropic quasi-particle spectrum
below its superconducting transitions, even if the normal state
is isotropic. This superconductivity induced anisotropy yields
the angle-dependent transport conductivity. For example, the
anisotropic thermal conductivity is a clear evidence of the
vector type αµ.27) From the Hamiltonian Eq. (1), the corre-
spondent BdG equations are given as(
γ0 ˆH−(r) γ0∆−(r)
γ0∆+(r) γ0 ˆH+(r)
) (
u(r)
uc(r)
)
= E
(
u(r)
uc(r)
)
, (4)
where we note that v in the conventional eigen-state form,
(u, v)T is given as v ≡ iγ2uc.
3. Analytical results
Now, let us examine the vortex-core bound states. In order
to analytically concentrate on the low-energy physics, we set
the functions as M(−i∇) = M0, P1,2,3(−i∇) = −i ¯P1,2,3∂x,y,z,
and P0(−i∇) = µ (the chemical potential), where M0, ¯P, and µ
are constants. Then, the Dirac Hamiltonian H±(r) is linearized
as
ˆH±eff(r) = M0 − i∂xγ1 − i∂yγ2 − i∂zγ3 ± µγ0, (5)
with the rescaled axes (x, y, z) → ( ¯P1x, ¯P2y, ¯P3z). Hereafter,
we do not self-consistently solve the gap equation but just use
a well-known analytical form f (r) = r/
√
r2 + 1 for the radial
profile of the gap function given as ∆−(r) ≡ ¯∆− f (r)eiθ, where
θ denotes the polar angle around the vortex line.
At the zero energy, there is a relation expressed as uc(r) =
iγ2u∗(r), and the solution of Eq. (4) is given as u(r) =
ζ(r)uN(r), where uN(r, θ, z) is that of the normal state and ζ(r)
is a scalar real function. In the case of the pseudo-scalar type
of gap function ¯∆− = 1 (so-called ˆ∆2, inter-orbital spin-singlet
gap function shown as ∆12↑↓ = −∆12↓↑, ∆21↑↓ = −∆21↓↑, ∆12↑↓ = ∆21↑↓
in Ref. 13), there are two bound-state solutions at the zero-
energy expressed as
u↑(r) = e
−K(r)
√
λ+

√
µ + M0 J0(r¯)
0
0
ieiθ
√
µ − M0J1(r¯)
 , (6)
u↓(r) = e
−K(r)
√
λ−

0
eiθ
√
µ + M0J1(r¯)
−i√µ − M0J0(r¯)
0
 , (7)
where r¯ ≡ r
√
µ2 − M20 , K(r) ≡
∫ r
0 | f (r′)|dr′, and Jn(r) is the
2
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Table I. Correspondence between our BdG gap functions ˆ∆− and another representations. “P-scalar” denotes a pseudoscalar whose parity is odd and “i-
polar” denotes a polar vector pointing to the i-direction in four-dimensional space.
ˆ∆− Parity Fu-Berg15) Sasaki et al.14) energy gap
Scalar γ5 + A1g ∆1a: ∆11↑↓ = −∆11↓↑ = ∆22↑↓ = −∆22↓↑ full gap
t-polar γ0γ5 + A1g ∆1b: ∆11↑↓ = −∆11↓↑ = −∆22↑↓ = ∆22↓↑ full gap
P-scalar 1 − A1u ∆2: ∆12↑↓ = −∆12↓↑ = ∆21↑↓ = −∆21↓↑ full gap
x-polar γ1γ5 − Eu ∆4b: ∆12↑↑ = −∆12↓↓ = −∆21↑↑ = ∆21↓↓ point-node
y-polar γ2γ5 − Eu ∆4a: ∆12↑↑ = ∆12↓↓ = −∆21↑↑ = −∆21↓↓ point node
z-polar γ3γ5 − A2u ∆3: ∆12↑↓ = ∆12↓↑ = −∆21↑↓ = −∆21↓↑ point node
Bessel function of the first kind (see the Appendix A). Here,
λ± is determined by
λ± = 4pi
∫ ∞
0
drre−2K(r)
[
(µ ± M0)J0(r¯)2 + (µ ∓ M0)J1(r¯)2
]
.
(8)
Then, one can confirm that the quasi-particle annihilation
operators with the zero energy γ↑ and γ↓ satisfy the Majorana
condition γσ = γ†σ because of the relation uc(r) = iγ2u∗(r)
(see the Appendix B for more details). It is found that these
two solutions are localized when M20 < µ
2+ |∆0|2.29) Then, we
can obtain the solution at finite energy by a perturbation in
terms of kz. The perturbed solution is expressed by the linear
combination as ψ(r)T = c↑(u↑(r), uc↑(r))T + c↓(u↓(r), uc↓(r))T .
Substituting this solution into Eq. (4), the energy dispersion
relations are simply given by
E = ±vkz, (9)
where the coefficients (c↑, c↓) = (1,±i)/
√
2 are not dependent
on kz, and
v ≡
4pi
√
µ2 − M20√
λ+λ−
∫ ∞
0
drre−2K(r)
(
J0(r¯)2 − J1(r¯)2
)
. (10)
Then, the spin-resolved local densities of states (LDOS’s)
n↑(E = vkz, r)(≡ |ψ1(r)|2 + |ψ3(r)|2) and n↓(E = vkz, r)(≡
|ψ2(r)|2 + |ψ4(r)|2) are, respectively, expressed as
n↑(E = vkz, r) ≡
(
µ + M0
2λ+
+
µ − M0
2λ−
)
J0(r¯)2e−2K(r), (11)
n↓(E = vkz, r) ≡
(
µ − M0
2λ+
+
µ + M0
2λ−
)
J1(r¯)2e−2K(r), (12)
whereψi(r) is the i-th component of the Dirac spinorψ(r). The
integrated magnetization near a vortex core is also calculated
by
Mz(r) ∼
∫ 0
−∞
dE(n↑(E, r) − n↓(E, r)), (13)
∝ n↑(E ∼ 0, r) − n↓(E ∼ 0, r). (14)
We display r-dependence of n↑ and n↓ in two parameter
sets with the approximated radial function of gap f (r) =
∆0r/
√
r2 + 1 in Fig. 2.30, 31) As seen in Fig. 2(a), n↑ in µ = 0.4
eV and ∆0 = 0.3 eV shows the peak structure at the vortex
n­HrL
n¯HrL
5 10 15 20ra
0.2
0.4
0.6
0.8
1.0
nΣ n­H0L
HaL
n­HrL
n¯HrL
5 10 15 20ra
0.2
0.4
0.6
0.8
1.0
nΣ n­H0L
HbL
Fig. 2. (Color online) The radial dependence of the spin-resolved zero-
energy LDOS’s with two calculation parameter sets of (a) µ = 0.4eV and
∆0 = 0.3eV, and (b) µ = 0.5eV and ∆0 = 0.01eV. a is the lattice constant.
The spin-resolved LDOS’s do not depend on kz.
center (r = 0) in contrast to the zero density in n↓ because of
J0(0) , 0 and J1(0) = 0 in Eqs. (11) and (12). In Fig. 2(b),
µ = 0.5 eV and ∆0 = 0.01 eV, which are the same as those
in the previous papers,14, 27) n↑ and n↓ qualitatively behave in
similar distribution patterns as shown in Fig. 2(a).
From the results [n↑(r = 0) > 0 and n↓(r = 0) = 0]
and Eq. (14), it is found that Mz(r = 0) > 0, i.e. the vortex
core is spin-polarized. When the gap function is the pseudo-
scalar, the spin-polarized vortex always emerges because of
n↓(r = 0) = 0. We note that the local spin imbalance is always
satisfied whenever the self-consistent calculation chooses the
pseudo-scalar gap function, since n↓(r = 0) = 0 is guaran-
teed by the mathematical constraint on the vortex solution.
Though the self-consistent calculation way slightly affects the
gap function,32, 33) we confirm that the shape of the gap func-
tion just changes the intensity of the spin-polarization as dis-
cussed later.
4. Numerical results
Next, we numerically calculate the LDOS’s with the use
of the material parameter sets for CuxBi2Se3 to compare
with the above analytical results. The Lx × Ly triangle lat-
tice grid is employed, and a single vortex center is located
at (ix, iy) = (Lx/2, Ly/2). To obtain the LDOS n(ω, ix, iy), we
use the spectral polynomial expansion scheme34–37) with 40
kz-points and Lx = Ly = 96. We take a = 30 eV and b = −µ as
the renormalization factors, η = 1×10−3 eV as a smearing fac-
tor, and nc = 8000 as a cut-off parameter (see, Ref. 36). The
gap-amplitude, ∆0 = 0.3 eV, the chemical potential, µ = 0.4
eV, which are the same as the parameter set of the analyti-
3
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Fig. 3. (Color online) The energy dependence of the LDOS’s at the vortex
center (ix , iy) = (Lx/2, Ly/2) in the pseudo-scalar superconductor. (a) the kz-
resolved LDOS’s. (b) the total and partial LDOS’s. The total peak reaches the
value 4.5 (not shown). The label (l, σ) denotes the σ-spin component with the
orbital l.
cal result in Fig. 2(a), and other parameters are the same as
those in Ref. 27 (see the Appendix C). In the presence of a
vortex, one finds the zero-energy bound states at the vortex
center, in which there are kz-dispersive energy spectra of two
bound states as shown in Fig. 3(a). We confirm that a linear
dispersion relation develops around the zero-energy while the
other has a flat dispersion at the mid-gap energy (E/∆0 ∼ 0.5).
Moreover, it is found that their kz-dispersive spectra consist of
only up-spin quasiparticles while the mid-gap spectrum is op-
posite (see, Fig. 3(b)). As shown in Fig. 4, r-dependence of
the spin-resolved LDOS at the zero-energy around a vortex
core reveals that the core is spin-polarized being consistent
with our analytical calculation shown in Fig. 2(a).
5. Discussion
5.1 Spin-polarization around a vortex
Finally, we discuss the reason why the Majorana fermion
is spin-polarized. It is well known that the state characterized
by the zero orbital angular momentum (Lz = 0) has the mini-
mum absolute energy with a given kz around a vortex. On the
other hand, the total angular momentum J substitutes for L in
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  5  10  15  20  25
n
σ
/n
↑(0
)
r/a
n↑(r)
n↓(r)
Fig. 4. (Color online) The r-dependence of the spin-resolved LDOS’s at
the zero-energy in the radial direction from a vortex core. r is rescaled as
r/a =
√
3(ix − Lx/2)/(2 ¯A2a). iy = Ly/2 with ¯A2a = 4.1.
the present system according to the spin-orbit coupling. Thus,
the bound state with the minimum absolute value of Jz has the
minimum absolute energy. The possible total angular momen-
tum is Jz = 1/2 or −1/2, and which of them is selected as the
lowest energy bound state depends on the vortex line direc-
tion. It should be noted that the orbital and spin angular mo-
menta L and S are not good quantum numbers in this system.
Thus, the eigenstate with the minimum Jz = 1/2 are given as
a linear combination of the two states with (Lz, S z) = (0, 1/2)
and (1,−1/2). This indicates that the (Lz = 0) states including
finite kz-component coincide with S z = 12 . The vortex center
is clearly found to be spin-polarized, since the zero angular
momentum states have more contribution to the wave func-
tion weight at the vortex center (r = 0) than non-zero an-
gular momentum states (i.e., J0(r = 0) > J1(r = 0)). Thus,
we conclude that the zero-energy Majorana fermion is dis-
tinctly spin-polarized in the vortex core and the core itself is
also spin-polarized (Mz(r = 0) > 0). The spin-polarized core
is easily observable if a vortex lattice is formed. For exam-
ple, the neutron or muon scattering is sensitive to such spin-
density lattice modulations, and NMR is also a good probe.
A spin-polarized core never occur in the even parity scalar-
type superconductivity (so-called ∆1 shown as ∆11↑↓ = −∆11↓↑,
∆22↑↓ = −∆22↓↑, ∆11↑↓ = ∆22↑↓ in Ref. 13 ), since a bound state
has finite energy and consists of the Bessel function with
half integers (e.g. Jn±1/2(r)). In other odd-parity supercon-
ductors with polar-vector-type gap functions, spin-polarized
Majorana bound states occur in magnetic fields parallel to a
direction of the point-nodes.
Here, we discuss whether a spin-polarization can occur
even for nonzero energy bound states in a vortex core which
are not Majorana bound states. There are two kinds of finite
energy bound states. One is a bound state with a zero angu-
lar momentum and finite kz, whose spin-resolved LDOS is
expressed in Eqs. (11) and (12). This bound state is spin-
polarized and a integrated magnetization Eq. (14) is finite.
The other is a bound state with a finite angular momentum,
4
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Fig. 5. (Color online) Various kinds of the functions f (r) determined in
Eq. (15).
which can not be obtained analytically. This state consists of
the Bessel functions with finite integers, i.e. Jn(r) and Jn+1(r).
A spin imbalance of a finite angular momentum state might
be smaller than that of a zero angular momentum state at a
vortex center because of Jn(r = 0) = Jn+1(r = 0) = 0.
5.2 Robustness of the spin-polarized Majorana bound states
We show the robustness of the spin-polarized Majorana
bound states. In general, solving the gap equations closes
the self-consistent calculations in the Bogoliubov-de Gennes
formalism. We adopt the approximated radial function of
gap f (r) = ∆0r/
√
r2 + 1 in the previous section. The self-
consistent calculation yields the correct form of f (r). We have
to show that the self-consistent calculation does not change
our results. However, one can not determine the parameters
in the gap equations, since the kind of the pairing interac-
tion for CuxBi2Se3 has not been determined in experiments.
Therefore, we show the f (r)-dependence of the spin-polarized
bound states in this section. The correct form of the func-
tion f (r) must satisfy the condition of f (r = 0) = 0 and
limr→∞ f (r) = ∆0. We consider the several functions as fol-
lows (See, Fig. 5):
f (r) =

∆0
r√
r2 + 1
(case 1)
∆0 tanh(r) (case 2)
∆0Erf(r) (case 3)
∆0 (case 4)
. (15)
As shown in Fig. 6, we can conclude that the results do not
depend on the form of f (r) in terms of the spin-polarization.
6. Conclusion
In conclusion, we examined vortex core bound-states in
the topological superconductors. With the use of the analyti-
cal and numerical calculations, we found that the zero-energy
Majorana fermions are spin-polarized and the vortex core it-
self is distinctly magnetized when the rotational symmetry
around the vortex line is preserved. The result is universal for
Dirac superconductivity whose rotational degree of freedom
is characterized by total angular momentum J = S + L. Such
a drastic feature is easily observable in experiments.
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Fig. 6. (Color online) The radial dependence of the spin-resolved zero-energy LDOS’s with two calculation parameter sets of (a) µ = 0.4eV and ∆0 = 0.3eV,
and (b) µ = 0.5eV and ∆0 = 0.01eV. a is the lattice constant. The function f (r) in Eq. (15) is adopted, respectively.
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Appendix A: Solutions of the BdG equation around a vortex
Let us solve the following BdG equations:
ˆH
(
u(r)
uc(r)
)
= E
(
u(r)
uc(r)
)
, (A·1)
where the Hamiltonian is
ˆH =
(
γ0 ˆH−(r) γ0∆−(r)
γ0∆+(r) γ0 ˆH+(r)
)
=
(
ˆh(r) − µ ∆′(r)
∆
′† ˆh(r) + µ
)
, (A·2)
with
ˆh(r) = γ0M0 − i∂xγ0γ1 − i∂yγ0γ2 − i∂zγ0γ3. (A·3)
It should be noted that one can find the solution (u−, u−c ) = (iγ2u∗c, iγ2u∗) with the energy −E when (u, uc) is a solution with the
energy E. The zero-energy solutions satisfy the following equations,
(ˆh − µ)u + ∆′iγ2u∗ = 0, (A·4)
∆
′†iγ2u∗c + (ˆh + µ)uc = 0. (A·5)
We assume that these solutions are expressed as
u(r) = ζ(r)uN(r, θ, z). (A·6)
Here, uN(r, θ, z) is a solution in the normal states which satisfies
(ˆh − µ)uN(r) = 0. (A·7)
At first, we solve the equation in the normal states. The equation is rewritten as
ˆh2uN(r) = µ2uN(r), (A·8)
(−∇2 + M20)uN(r) = µ2uN(r). (A·9)
Thus, each component of the solution is expressed as
uNi(r) = cieiniθJni (αr)eikzz, (A·10)
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with α ≡
√
µ2 − M20 − k2z . In order to obtain coefficients (c1, c2, c3, c4), we solve the following equations,

M0 0 kz L−
0 M0 L+ −kz
kz L− −M0 0
L+ −kz 0 −M0


c1e
in1θJn1 (αr)
c2e
in2θJn2 (αr)
c3e
in3θJn3 (αr)
c4e
in4θJn4 (αr)
 e
ikzz = µ

c1e
in1θJn1 (αr)
c2e
in2θJn2 (αr)
c3e
in3θJn3 (αr)
c4e
in4θJn4 (αr)
 e
ikzz, (A·11)
with
L± ≡ ±e±iθ(∓i ∂
∂r
+
1
r
∂
∂θ
). (A·12)
With the use of the relations ∂rJn(r) = −Jn+1(r) + (n/r)Jn(r) and ∂r Jn(r) = Jn−1(r) − (n/r)Jn(r) , we obtain
L±einθJn(αr) = ±ei(n±1)θ(∓i ∂
∂r
+
in
r
)Jn(αr) (A·13)
= ±ei(n±1)θiαJn±1(αr). (A·14)
Thus, the equations are rewritten as
(M0 − µ)ein1θJn1 (αr) 0 kzein3θJn3 (αr) −ei(n4−1)θiαJn4−1(αr)
0 (M0 − µ)ein2θJn2 (αr) ei(n3+1)θiαJn3+1(αr) −kzein4θJn4 (αr)
kzein1θJn1 (αr) −ei(n2−1)θiαJn2−1(αr) (−M0 − µ)ein3θJn3 (αr) 0
ei(n1+1)θiαJn1+1(αr) −kzein2θJn2 (αr) 0 (−M0 − µ)ein4θJn4 (αr)


c1
c2
c3
c4
 = 0. (A·15)
The orbital angular momenta ni must satisfy
n2 = n1 + 1, n3 = n1, n4 = n1 + 1. (A·16)
Then, in the case of kz = 0, the coefficients are written as
c3 = −
ic2α
M0 + µ
, c4 =
ic1α
M0 + µ
. (A·17)
We assume that ζ(r) in Eq. (A·6) is a real scalar function. By substituting Eq. (A·6) into the differential equations Eq. (A·4),
we obtain 
ie−iθ ∂ζ(r)
∂r
ic1α
M0+µe
i(n1+1)θJn1+1(αr)
−ieiθ ∂ζ(r)
∂r
ic2α
M0+µ
ein1θJn1 (αr)
ie−iθ ∂ζ(r)
∂r
c2e
i(n1+1)θJn1+1(αr)
ieiθ ∂ζ(r)
∂r
c1e
in1θJn1 (αr)

+ ζ(r)∆′(r)

−ic∗1α
M0+µe
−i(n1+1)θJn1+1(αr)
ic∗2α
M0+µe
−in1θJn1 (αr)
−c∗2e−i(n1+1)θJn1+1(αr)
−c∗1e−in1θJn1 (αr)

= 0 (A·18)
Finally, we consider the gap function represented by s pseudo-scalar. In this case, ∆′(r) with a vortex is expressed as
∆′(r) = f (r)eiMθγ0. (A·19)
Here, M is a winding number and f (r) is the amplitude of the order parameters ( f (r = 0) = 0 and f (r) > 0). By substituting
∆′(r) into the above differential equations, we obtain
i ∂ζ(r)
∂r
ic1α
M0+µ
ein1θJn1+1(αr)
−i ∂ζ(r)
∂r
ic2α
M0+µ
ei(n1+1)θJn1 (αr)
i ∂ζ(r)
∂r
c2e
in1θJn1+1(αr)
i ∂ζ(r)
∂r
c1e
i(n1+1)θJn1 (αr)

+ ζ(r) f (r)

−ic∗1α
M0+µe
i(−n1−1+M)θJn1+1(αr)
ic∗2α
M0+µ
ei(−n1+M)θJn1 (αr)
−c∗2ei(−n1−1+M)θJn1+1(αr)
−c∗1ei(−n1+M)θJn1 (αr)

= 0. (A·20)
The angular momentum of the zero energy solutions is
n1 =
M − 1
2
. (A·21)
Since ζ(r) is a scalar real function, we obtain two solutions with coefficients
(c1, c2) = (|c1| exp
[
pii
4
]
, 0), (0, |c2| exp
[
−pii
4
]
). (A·22)
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Therefore, the zero-energy solutions with a winding number M are written as
u↑(r) = c↑e−K(r)

b+ exp
[
i M−12 θ
]
J M−1
2
(ar)
0
0
ib− exp
[
i M+12 θ
]
J M+1
2
(ar)

, (A·23)
u↓(r) = c↓e−K(r)

0
b+ exp
[
i M+12 θ
]
J M+1
2
(ar)
−ib− exp
[
i M−12 θ
]
J M−1
2
(ar)
0

, (A·24)
with a =
√
µ2 − M20 , b± =
√
µ ± M0 and K(r) =
∫ r
0 | f (r′)|dr′.
Appendix B: Proof of the Majorana condition
In terms of the BdG equations, the quasiparticle annihilation operator γσ with the zero energy is expressed as
γσ =
∫
dr
{
uTσ(r)ψ(r) + uTc,σψc(r)
}
. (B·1)
Here, ψc = iγ2(ψ†)T. At the zero energy, there is a relation expressed as uc,σ(r) = iγ2u∗σ(r). Substituting the above relation into
eq. (B·1), the quasiparticle creation operator γ†σ is written as
γ†σ =
∫
dr
{
ψ(r)†u∗σ(r)+
[
ψT(r)(iγ2)†
][
iγ2
]∗
u∗σ(r)
}
, (B·2)
= γσ. (B·3)
Thus, the quasiparticle creation operator γ†σ with the zero energy eigenvalue satisfies the Majorana condition.
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Appendix C: Parameters in numerical calculations
We show the parameters in numerical calculations. The
mean-field Hamiltonian on the triangular lattice based on the
Bogoliubov-de Gennes formalism is expressed as
H =
∑
kz
∑
i, j
(
c
†
i c
T
i
) ( ˆHi j(kz) ˆ∆ f (Ri)δi j
ˆ∆†δi j f (Ri)∗ − ˆH∗i j(−kz)
) (
c j
c∗j
)
,
(C·1)
where c†i is the 4-component creation operator at the i-th site
on the two-dimensional triangle lattice and kz denotes the mo-
mentum in the crystal c-axis. ˆ∆ = γ0∆−iγ2γ0 is 4 × 4 matrix
whose elements are given as ∆lmσσ′ with orbital l(m) and spin
σ(σ′) indices. The normal state Hamiltonian ˆHi j(kz) is given
by
ˆHi j(kz) =
∫
dk⊥eik⊥ ·(Ri−R j) ˆH(k⊥, kz), (C·2)
with ab-plane momentum k⊥ = (kx, ky). The 4 × 4 matrix
ˆH(k⊥, kz) is expressed as
ˆH(k⊥, kz) = M(k⊥, kz)γ0 + P0(k⊥, kz)
+ γ0P1(k⊥)γ1 + γ0P2(k⊥)γ2 + γ0P3(kz)γ3, (C·3)
where,
M(k⊥, kz) ≡ M0 − 2 ¯B1(1 − cos(kz)) − ¯B2η(k⊥), (C·4)
P0(k⊥, kz) ≡ 2 ¯D1(1 − cos(kz)) + ¯D2η(k⊥) − µ, (C·5)
P1(k⊥) ≡ 23
¯A2
√
3 sin

√
3
2
kx
 cos
(ky
2
)
, (C·6)
P2(k⊥) ≡ 23
¯A2
cos

√
3
2
kx
 sin
(ky
2
)
+ sin(ky)
 , (C·7)
P3(kz) ≡ ¯A1 sin(kz), (C·8)
with η(k⊥) ≡ (3 − 2 cos(
√
3kx/2) cos(ky/2) − cos(ky)). We set
M0 = 0.28 eV, ¯A1 = 0.32 eV, ¯A2 = 4.1/a eV, ¯B1 = 0.216
eV, ¯B2 = 56.6/a2 eV, ¯D1 = 0.024 eV, ¯D2 = 19.6/a2 and
a = 4.076 Å as the material parameters for CuxBi2Si3. For
simplicity, we do not solve the gap-equation but use a spa-
tial distribution form of the order parameter around a single
vortex f (Ri) written as
f (Ri) = eiθ∆0 |Ri|√|Ri|2 + ξ2 , (C·9)
where θ denotes the polar angle around c-axis, ∆0 is the am-
plitude of the order-parameter and ξ is the coherence length.
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