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Abstract
The paper is concerned with error bounds for iterative methods for the numerical approximation of the zeros x of
Legendre polynomials, i.e., the nodes of the Gauss{Legendre quadrature formula QGn . From these bounds, new stopping
criteria are derived. It is furthermore shown, how the calculation of the weights of QGn may depend on the precision of
the approximation of x. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The ecient numerical calculation of probably the most important quadrature formula, the Gauss{
Legendre quadrature formula QGn (for its properties, see [1,2]), has caused some interest (cf. [7,
Section 5], [8] or [9] and the literature cited therein). Recall that
QGn [f] =
nX
=1
af(x);
where the nodes x are given implicitly by the zeros of the Legendre polynomial Pn. The represen-
tation of the weights,
a =
2
(1− x2)[P0n(x)]2
;
depends on the unknown nodes.
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Most publications dealt with the fast calculation of approximations for the nodes. Here, we suppose
that the once calculated Gaussian formula shall be applied frequently. The calculation of QGn should
not be too slow, but it shall be more important to guarantee the precision of the derived approxima-
tion. For example, in the numerical recipes [10, p. 152], the Newton-method for the calculation of
the zeros of Pn is recommended. We show that this Newton method applied to Pn converges under
certain assumptions on the initial values and we give error estimates for the approximation of the
nodes as well as for the resulting approximation of the weights. In the table in Section 4, we list,
how many iteration steps are sucient to obtain a certain precision. For usual precision, these will
be very few. In the same way, we also analyze a method of higher-order convergence.
Another reason for the necessity of having error estimates for approximations of x is to have a
reasonable stopping criterion. Usually, we iterate until the dierence of the last two approximations is
less than a given precision and we hope that this implies a certain precision of the approximation. If
we have good error estimates, e.g., an a posteriori bound, the last iteration is in general unnecessary.
We will give stopping criteria, which are weaker than the usual ones. For example, the stopping
criterion in the numerical recipes may therefore be modied readily saving one iteration in general,
i.e., almost half of the total work for the calculation of the zeros (see Section 4).
We enumerate the nodes in reversed order,
−1<xn <   <x1< 1
and introduce the notation
x = cos  and  2 (0; ):
The proofs are based solely on the relation between the Legendre polynomial and its derivatives
(1− x2)P00n (x) = 2xP0n(x)− n(n+ 1)Pn(x) (1)
(see [13, Eq. (4:7:5)]) and on the fundamental inequality
66 +
2cot
(4n+ 2)2
for 166
n+ 1
2
; where  =
4− 1
4n+ 2
 (2)
(see [13, Theorem 6.3.2] for the lower and [6] for the upper bound). We may, furthermore, for
reasons of uniformity use the initial approximation cos   for x, where
  := +
2cot
(4n+ 2)2
 
1− 11
(4n+ 2)2 sin2 
!
6 (3)
(cf. [5]).
Eq. (1) is used to express all derivatives of functions involving Legendre polynomials as terms
in which no second or higher derivative of Pn occurs. Inequality (2) denes the areas, in which Pn
has a certain structure as described in the lemma below, e.g., Pn and its rst three derivatives are
of constant sign, respectively.
The proofs are all elementary and do not require particular details from the theory of orthogo-
nal polynomials, for example. Therefore, beside its practical interest, the following is also a nice
nontrivial application of error estimates for the Newton iteration.
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2. The error estimates for the Newton method
We apply the Newton method to the equation Pn(x) = 0, i.e.,
yk+1 = yk − Pn(yk)P0n(yk)
:
Theorem 1. Let 166n=2; x(0) = cos and c :=
−2
 ; where  is given in (2); and let y0; y1; : : :
be the sequence of Newton iterations for the -th largest zero of Pn.
(a) If y0 2 (x; x(0) ]; we have
0<yk − x6 1c (cjy0 − xj)
2k :
(b) If y0 = x(0) ; then;
0<yk − x6d
2k

c
; where d =
2x(0)
2(4− 1)2

1 +
1
2(4− 1)2

: (4)
(c) If y0 = cos  ; where   is dened in (3); then;
0<yk − x6
~d 2
k

c
; where (see Eq: (4)) ~d =
22
4(4− 1)4

1 +
2
2(4− 1)2

: (5)
Now, we know at least that the Newton method is convergent for the given initial approximations
because ~d <d < 1=43 (and ~d < 1=350).
Corollary 1. Let the notation and the assumptions be as in Theorem 1.
(a)
yk − x6 c(yk−1 − yk)
2
1− 3c(yk−1 − yk) :
(b) We have the stopping criterion
jyk − yk−1j<
p
− 3 ) jyk − xj<:
The stopping criterion in (b) is, of course, never satised if 9>2 . In this case, however, we
may show by inequality (7) below that jx(0) − xj< such that iteration is not necessary.
Remark. From the proof of Theorem 1, we may conclude that (4) is a realistic bound for the error.
This might not be true for the bound (5). In Forster and Petras [4] a further upper bound has been
conjectured and veried numerically for some values of n. If this conjecture would hold, then, we
could use
e =
205
4(4− 1)6

1 +
1
2(4− 1)2

instead of ~d in (5).
256 K. Petras / Journal of Computational and Applied Mathematics 112 (1999) 253{267
If we know the precision of the approximation for x, we may also estimate the corresponding
weight explicitly.
Theorem 2. Let ~x 2 (x; x(0) ] and let
~a := a( ~x) :=
2
(1− ~x2)(P0n( ~x))2
:
Then; using the notation of Theorem 1;
~a6a6(1− 2c( ~x − x))−1 ~a:
Remark. (1) Inequalities (2), sin x<x and cot x< 1=x for 0<x< =2 yield the estimate
2c( ~x − x)< 22
sin

 +
2cot
(4n+ 2)2

2 cot
(4n+ 2)2
<
4
2(4n+ 2)2
+
8
4(4n+ 2)4
<
1
21
;
which implies that the upper bound for a in Theorem 2 is positive.
(2) The proof of Theorem 2 shows that the upper bound for a is a realistic one. Since c is large
for small , the precision in the approximation of the nodes must be very high in order to determine
the weight accurately. Theoretically, one should prefer a calculation via
a = fn(x);
where
fn(x) =
2(1− x2)
[(1− x2)P0n(x)− (x=2)Pn(x)]2 + [(n+ 1=2)2(1− x2) + 1=4]P2n(x)
=
2(1− x2)
n2P2n−1(x)− n(2n+ 1)xPn−1(x)Pn(x) + (n2 + n+ 1=2)P2n(x)
;
since fn(x)=
p
(1− x2) is almost constant (cf. [3, Eqs. (3:25) .]).
The proof of the theorems is based on the following lemma.
Lemma. For n>2; x 2 (x; x(0) ] and = 1; 2; : : : ; bn=2c; we have
(a) (−1)+1Pn(x)> 0;
(b) (−1)+1P0n(x)> 0;
(c) (−1)+1P00n (x)> 0;
(d) (−1)+1P000n (x)< 0, > 1;
(e)
n(n+ 1)Pn(x)
xP0n(x)
<
1
7
;
(f ) ((1− y2)P00n (y))060 for y 2 [x1; 1].
Proof. (a) Follows since the leading coecient of Pn is positive and x(0) < x−1 for =2; : : : ; bn=2c
because 6=(n+ 1) (cf. [13, Theorem 6:21:3]).
(b) Follows from (a) at least for x = x. If we have shown (c), the statement follows.
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(c) From (1), we obtain
P00n (x)
P0n(x)
=
2x
1− x2
;
i.e., since x > 0 by assumption, sgn P00n (x) = sgn P
0
n(x). Hence, in a right neighbourhood U of x,
(−1)+1P0n is increasing, such that
(−1)+1Pn(x)< (−1)+1P0n(x)(x − x): (6)
Eq. (1) then shows that, for x 2 U ,
(−1)+1(1− x2)P00n (x)> (−1)+1(2x − n(n+ 1)(x − x))P0n(x):
Therefore, we have sgn P00n (x) = sgn P
0
n(x) if
x − x < 2xn(n+ 1) :
From inequalities (2) for  and Taylor’s theorem, we obtain with a 2 [; +2(4n+2)−2 cot]
[0; =2] that
x(0) − x6 cos − cos

 +
2cot
(4n+ 2)2

<
2 cot
(4n+ 2)2
sin +
2cot2 
(4n+ 2)4
cos − 4 cot
3 
3(4n+ 2)6
sin 
<
cos
8n(n+ 1)
 
1 +
cot2 
(4n+ 2)2
!
: (7)
The relations
cot2 
(4n+ 2)2
6
1
(4n+ 2)22
=
1
(4− 1)22 <
1
88
and, since n>2,
cos
cos 
6 cos
 
cos − ( − ) sin − ( − )
2
2
cos
!−1
6
 
1− 2
(4n+ 2)2
− 2 cot
2 
(4n+ 2)4
!−1
6

1− 1
50
− 1
4502
−1
<
49
48
yield
x(0) − x <
x
8n(n+ 1)

1 +
1
88

49
48
<
2x
n(n+ 1)
and therefore part (c) of the lemma.
258 K. Petras / Journal of Computational and Applied Mathematics 112 (1999) 253{267
(d) The case =1 is obvious, since Pn has the full number of zeros. We dierentiate Eq. (1) and
use this equation again in order to eliminate P00n , such that
(1− x2)2P000n (x) = (8x2 − (1− x2)(n2 + n− 2))P0n(x)− 4xn(n+ 1)Pn(x):
By (a) and (b), we obtain sgn P000n (x) =−sgn Pn(x) (=− sgn P0n(x)) if
8x2 − (1− x2)(n2 + n− 2)< 0; i:e:; 8
n2 + n− 2<
1− x2
x2
:
For x6cos2, we have
1− x2
x2
>tan2 2>22 =
492
(4n+ 2)2
;
which is greater than 8(n2 + n− 2)−1 for n>2.
(e) Follows from inequalities (6) and (7), where we use that (−1)+1P0n(x)> 0:
n(n+ 1)Pn(x)
xP0n(x)
<n(n+ 1)
x − x
x
<n(n+ 1)
x(0) − x
x(0)
<
1
8

1 +
1
(4− 1)22

<
1
7
:
(f) We have
((1− y2)P00n (y))0= (2yP0n(y)− n(n+ 1)Pn(y))0
=2yP00n (y)− (n2 + n− 2)P0n(y):
We therefore have to show that
P00n (y)
P0n(y)
<
n2 + n− 2
2y
:
Since P0n has all its zeros z in the interval (xn; x1), we know that
P00n (y)
P0n(y)
=
n−1X
=1
1
y − z
is decreasing for y>x1. For n>3, Eq. (1) yields
P00n (y)
P0n(y)
6
P00n (x1)
P0n(x1)
=
2x1
1− x21
=
2 cos 1
sin2 1
6
2
21
6
2
21
=
2(4n+ 2)2
92 <
n2 + n− 2
2y
:
For n= 1 and 2, the statement is trivial.
Proof of Theorem 1. Part (b) and (c) of the lemma show that the yk converge monotonically to
x, which means in particular that yk 2 [x; x(0) ] =: I in all cases considered in the theorem. We use
the error estimate
yk+1 − x612 (yk − x)
2 max
x2I
jP00n (x)j
jP0n(x)j
(cf. [12, p. 41]). By the parts (c) and (d) of the lemma, we obtain
max
x2I
jP00n (x)j
jP0n(x)j
=
jP00n (x)j
jP0n(x)j
=
2x
1− x2
=
2cos 
sin2 
6
2
2
62c
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for > 1. For = 1, part (f) of the lemma above yields
jP00n (x)j
jP0n(x1)j
6
(1− x21)jP00n (x1)j
(1− [x(0)1 ]2)jP0n(x1)j
=
2x1
1− [x(0)1 ]2
6
2x(0)1
1− [x(0)1 ]2
62c1:
Theorem 1(a) follows. Part (b) directly follows from part (a) and inequality (7). For the proof of
(c), we note that for ' 2 [; ],
cos'− cos 
 − ' 6sin 6sin + ( − ) cos6sin +
2cos2 
(4n+ 2)2 sin
:
We multiply by  − ', estimate this quantity by inequality (3) and obtain
y0 − x <
 
sin +
2cos2 
(4n+ 2)2 sin
!
22 cos
(4n+ 2)4 sin3 
: (8)
With some elementary calculations we obtain the theorem.
Proof of the corollary. (a) From Theorem 1(a), we obtain
yk − x6c(yk−1 − x)2 = c((yk−1 − yk) + (yk − x))2;
and, expanding the right-hand side and combining terms,
(yk − x)2 −

1
c
− 2(yk−1 − yk)

(yk − x) + (yk−1 − yk)2>0:
This quadratic inequality is equivalent to
yk − x6 12c − (yk−1 − yk)−
s
1
4c2
− 1
c
(yk−1 − yk) (9)
or
yk − x> 12c − (yk−1 − yk) +
s
1
4c2
− 1
c
(yk−1 − yk): (10)
Due to
yk − x6x(0) − x6
d
c
6
1
40c
and
yk−1 − yk6x(0) − x6
1
40c
;
inequality (10) cannot be true. Hence, (9) is valid and we rewrite it in the form
yk − x6(yk−1 − yk)2

1
2c
− (yk−1 − yk) + 12c
q
1− 4c(yk−1 − yk)
−1
:
Using
p
1− x>1− x, we obtain part (a) of the corollary.
(b) directly follows from part (a).
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Proof of Theorem 2. We have
a0(x) =
 
2
(1− x2)[P0n(x)]2
!0
=−4 xP
0
n(x)− n(n+ 1)Pn(x)
(1− x2)2[P0n(x)]3
:
Due to part (e) as well as (c), (d) and (f) of the lemma,
(−1)+1(xP0n(x)− n(n+ 1)Pn(x)) = (−1)+1((1− x2)P00n (x)− xP0n(x))
is positive (which implies ~a6a) and decreasing. We, furthermore, have
((−1)+1(1− x2)2[P0n(x)]3)0 = (−1)+1(1− x2)[P0n(x)]2(2xP0n(x)− 3n(n+ 1)Pn(x))> 0:
Now, we have proved that
max
x2[x; x(0) ]
ja0(x)j= ja(x)j=4 xP
0
n(x)− n(n+ 1)Pn(x)
(1− x2)2[P0n(x)]3
=
2ax
1− x2
62ca:
Therefore,
a6 ~a + 2ca( ~x − x);
which proves the theorem.
3. A higher-order method
From error bounds for lower-order methods, we may also obtain error bounds for higher-order
methods. We only have to guarantee that the approximations obtained from the high-order method
remain on the correct side of the zero x. We demonstrate this for the third-order method (cf. [11,
p. 122]):
yk+1 = yk − Pn(yk)P0n(yk)
− P
00
n (yk)
2P0n(yk)

Pn(yk)
P0n(yk)
2
: (11)
Theorem 3. Let 1<6n=2 and n>4; for y0 2 [x; x(0) ] let the sequence y1; y2; : : : be dened by
(11) and let
r =
(2n+ 1)4
24
 
1
(2n+ 1)2 sin2 
+
768
(4− 1)44
!
:
(a) We have
06yk − x6 1pr
(
p
rjy0 − xj)3
k
:
(b) Setting k = yk−1 − yk and
; k =
1
r
− 2k

>
63:29
(n+ 1=2)4

;
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we have
yk − x6 
3
k
; k
 
1 +
2k
1344; k
!
:
Remark. Using the initial approximation y0 = cos  , we have for >2
yk − x6
p
24 sin
(2n+ 1)
(
11
2
p
96(4− 1)3

1 +
98
(4− 1)22
)3k
and the term in curly brackets is less than 12507 .
Proof of Theorem 3. From the lemma in Section 2, we obtain that yk+1 − yk < 0 if yk 2
(x; x(0) ]. Set f :=Pn(yk), f
0 :=P0n(yk) and f
00 :=P00n (yk). Dividing
0 = Pn(x) = f + (x − yk)f0 + (x − yk)
2
2
f00 −
Z yk
x
(x − t)2
2
P000n (t) dt
by f0 and subtracting x − yk on both sides, we obtain an expression for yk − x yielding
yk+1 − x= yk − x − ff0 −
f00
2f0

f
f0
2
=
f
f0
+
(x − yk)2
2
f00
f0
− 1
f0
Z yk
x
(x − t)2
2
P000n (t) dt −
f
f0
− f
00
2f0

f
f0
2
=
"
(x − yk)2 −

f
f0
2# f00
2f0
− 1
f0
Z yk
x
(x − t)2
2
P000n (t) dt:
If yk 2 (x; x(0) ], we know that
(1) the correction term f=f0 in Newton’s iteration is less than the error yk − x, such that the term
in square brackets is positive,
(2) 0<f00=f062c = 2=2 (see parts (a) and (b) of the above lemma for the rst and the proof
of Theorem 1 for the second inequality) and
(3) P000n (t)=f
0 is negative (parts (a) and (c) of the lemma).
Therefore, we have yk+1 2 (x; yk)(x; x(0) ].
Now, we write the error in the form
yk+1 − x =

yk − x − ff0

yk − x + ff0

f00
2f0
− 1
f0
Z yk
x
(t − x)2
2
P000n (t) dt:
Theorem 1(a) for one iteration step starting with initial approximation yk yields
yk − x − ff06c(yk − x)
2:
From (1) above, we obtain
yk − x + ff062(yk − x)
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and we only have to estimate
M = max
t2[x;yk ]
jP000(t)j:
Dierentiating equality (1) twice, we obtain
(1− x)2P(4)n (x)− 6xP000n (x) + (n2 + n− 6)P00n (x) = 0:
Since P00n (x) and P
000
n (x) are of opposite sign, we have
sgn P(4)n (x) = sgn P
000
n (x) for x 2 (x; x(0) ]:
It follows that there is a  2 [x; yk] such that
M = jP000n (yk)j
= jP000n (x)j+ (yk − x)jP(4)n ()j
= jP000n (x)j+ (yk − x)j6P000n ()− (n2 + n− 6)P00n ()j
6 jP000n (x)j+ (yk − x)
(j6ykP000n (yk)j+ (n2 + n− 6)jP00n (x)j ;
i.e.,
(1− 6yk(yk − x))M
6jP000n (x)j+ (yk − x)(n2 + n− 6)jP00n (x)j
=
 n2 + n− 2− 8x
2

1− x2
+ (n2 + n− 6)2x(yk − x)
!
jP0n(x)j
1− x2
:
The last equality follows from Eq. (1) and the proof of part (d) of the lemma above. Since we
assumed that > 1, we have
8x2
1− x2
6
8(4n+ 2)2
(4− 1)226
8
492 (4n+ 2)
26n2 + n− 2;
such that
(1− 6yk(yk − x))M6
 
n2 + n− 2− 8x
2

1− x2
+ (n2 + n− 6)2x(yk − x)
!
jP0n(x)j
1− x2
:
From inequality (7), we obtain
6yk(yk − x)6(n+ 1=2)−2
as well as
(n2 + n− 6)2x(yk − x)
1− x2
<
2x
1− x2
cos
8
 
1 +
cot2 
(4n+ 2)2
!
<
8x2
1− x2
;
where the last inequality follows from the proof of part (e) of the lemma in Section 2. We nally
have
yk+1 − x616
 
(n+ 1=2)2
1− x2
+
12
4
!
(yk − x)3; (12)
which yields part (a).
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In order to prove part (b), we set  :=k ,  := ; k and t :=yk − x. Eq. (12) with k replaced by
k − 1 gives
t6r(+ t)3;
i.e.,
f(t) = 3 + 3t2 + t3 −

1
r
− 2

t>0:
We have to nd a number t0 2 [0; x(0) − x] such that f(t0)< 0 and f(x(0) )< 0. Then, f(0)> 0
and limx!1f(x) =1 show that f is negative throughout [t0; x(0) ] such that t must be less than t0.
First, note that by inequality (7),
6
1
2(2n+ 1)2

1 +
1
492

yielding
>
24
(2n+ 1)4

1
49
+
768
744
−1
− 1
4(2n+ 1)4

1 +
1
492
2
>
63:29
(n+ 1=2)4
and therefore
2

6
1
4033:86
:
For
t0 =
3

 
1 +
2
1344
!
;
we obtain
f(t0) =−
5

2
4 1
1344
− 3
2

 
1 +
2
1344
!2
− 
4
2
 
1 +
2
1344
!335 :
The above estimate of 2= yields f(t0)< 0 and therefore the assertion.
Remark. With more eort than for iteration (11), we can show for 1<6(n + 1)=2 and the
quartically convergent method
yk+1 = yk − Pn(yk)P0n(yk)
− P
00
n (yk)
2P0n(yk)

Pn(yk)
P0n(yk)
2 
1 +
P00n (yk)Pn(yk)
[P0n(yk)]
2
!2
+
P000n (yk)
6P0n(yk)

Pn(yk)
P0n(yk)
3
that yk >x. Furthermore, using the methods of Theorem 3, one may obtain diverse error estimates.
4. Practical implications
We rst consider Newton’s method with its error bounds from Section 2. By Theorem 1, we may
estimate, how many iterations are necessary for calculating x with an absolute error less than a
given accuracy . The upper bounds in Eqs. (4) and (5) for the error after k iterations decrease for
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Table 1
Some values of 0(p; )
 = 0:5  10−15  = 0:5  10−30
p y0 = cos y0 = cos   y0 = cos y0 = cos  
0  1445  
1 564 16  1184
2 8 2 554 15
3 2 1 8 2
4 1 1 2 1
5 1 1 1 1
Table 2
Conjectured 0(p; ) for y0 = cos  
p  = 0:5  10−15  = 0:5  10−30
0 117 36 928
1 6 103
2 2 6
increasing . Therefore, for given numbers p and > 0, we may determine a 0 =0(p; ) 2 N, such
that for each  2 f0; : : : ; bn=2cg, p Newton steps are sucient to achieve the accuracy . This can
be done, e.g., for the initial approximations y0 = cos or y0 = cos   dened in Eqs. (2) and (3).
The asterisks in Table 1 mean that the entries would be greater than one million, which should
rarely occur in practice.
We see, e.g., that that two iterations and the initial approximation y0 = cos   are sucient to
obtain the usual precision if >2. The calculation of x1 is slightly more expensive and we have to
do it with particular care since the formula for a1 is very sensitive with respect to errors in x1 (see
Theorem 2).
Suppose that the conjecture mentioned in our remark following Theorem 1 would be true. Then,
some of the a priori bounds for the necessary numbers of iterations after choosing the initial ap-
proximation y0 = cos   could be reduced. This would modify the rst three rows of the third and
fth columns of Table 1 as given in Table 2.
Concerning the third-order method discussed in Section 3, we can use the remark after Theorem 3
in order to dene numbers 0(p; ) analogously to the numbers 0(p; ) dened above (see Table 3).
Note that for this method, >2 has always been assumed.
Let the accuracy = 0:5  10−15 be given. In Fig. 1, we compare three stopping criteria:
(a) The number of iterations given in Table 1.
(b) The stopping criterion of Corollary 1(b).
(c) The dierence of the last two iterations is less than  (as recommended, e.g., in the Numerical
Recipes [10]).
with respect to the total number ptotal(n) of Newton iterations needed for the calculation of all nodes
of QGn . As initial approximation we choose y0 = cos  .
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Table 3
0(p; ) for y0 = cos  
p  = 0:5  10−15  = 0:5  10−30
1 6 164
2 2 2
Fig. 1. Number of iterations using stopping criteria a,b or c.
If the Gaussian formula shall be applied on the interval [ − 1; 1], then the nodes near the origin
should be determined with higher precision such that the oating-point representation still has the
full number of relevant digits. We therefore have to consider the relative error (yk − x)=x and we
have to modify our error bound and stopping criterion.
Corollary 2. Let the notation be as in Theorem 1.
(a) Using the initial approximation y0 = cos  ; we have
yk − x
x
6
11 ~d
2k−1

2(4− 1)2(4n+ 2)2

1 +
2
2(4− 1)2

1− 2
(4n+ 2)2

1 +
1
2(4− 1)2
−1
:
(b) If (yk−1 − yk)2<yk%( − 3p%)2; then yk − xx <%.
Proof. Theorem 1(a) as well as inequalities (8) and cjy0 − xj6 ~d yield
06
yk − x
x
6
jy0 − xj
x
(cjy0 − xj)2
k−16
x(0)
x
 
1 +
2 cot2 
(4n+ 2)2
!
22
(4n+ 2)4 sin2 
~d
2k−1
 : (13)
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Table 4
Some values of ~0(p; %) for y0 = cos  
%= 0:5  10−15 %= 0:5  10−30
0 1811 
1 18 1325
2 2 16
3 1 2
4 1 1
Inequalities (7) show that
x(0) − x6
2x(0)
(4n+ 2)2
 
1 +
cot2 
(4n+ 2)2
!
:
We collect the terms involving x(0) and obtain
x(0)
"
1− 2
(4n+ 2)2
 
1 +
cot2 
(4n+ 2)2
!#
6x:
Inserting the resulting bound for the ratio x(0) =x in inequality (13) and estimating cot by 1= as
well as 1=sin by =(2), we obtain Corollary 2(a).
In order to prove part (b), we note that the inequality
yk − x
x
=
yk − x
yk − (yk − x)6%
is equivalent with
yk − x6 %yk1 + % :
Corollary 1 therefore yields the stopping criterion
c(yk−1 − yk)2
1− 3c(yk−1 − yk)6
%yk
1 + %
;
and we can verify that this inequality holds if we replace yk−1 − yk by the right-hand side of the
criterion given in Corollary 2(b).
We dene ~0(p; %) for the relative error analogously to the corresponding numbers for the absolute
error and obtain Table 4.
The stopping criteria (a), (b) and (c) for relative errors yield almost the same gure as above.
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