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Abstract—The synthesis problem of static output feedback
controllers is revisited. Specifically an anisotropic norm setup for
synthesis is considered. A tractable synthesis approach involving
iterations over a convex optimization problem is suggested. The
resulting optimization scheme can be applied using existing
iterative methods for designing fixed structure controllers for
various applications such as flight control.
Index Terms—Static Output Feedback,H∞, Anisotropic Norm.
I. INTRODUCTION
The problems of optimal control and filtering received much
attention over the years. Solutions for these problems were
presented by Kwakernaak and Sivan [11]. Modelling errors
were considered in [17]. When the external input signals are of
white noise type, H2−norm minimization is applied, leading
to the Kalman filter [7] and Linear Quadratic Gaussian (LQG)
control. An alternative modelling of the exogenous inputs is
based on deterministic bounded energy signals associated with
the H∞-norm based framework ( [21]) applicable both to
filtering ( [6], [16]) and control ( [22]). Since many practical
applications require an intermediate solution between H2 and
H∞ SinceH2 is not entirely suitable when signals are strongly
coloured and H∞ may result in poor performance when these
signals are weakly coloured (e.g. white noise), mixed H2/H∞
norm minimization becomes useful (see, e.g. [2], [13]). A
promising alternative to accomplish such compromise is to
use the so-called a-anisotropic norm ( [8], [20], [10]) offering
an intermediate topology between the H2 and H∞ norms.
More precisely, consider the m dimensional coloured signal
w(t), t = 0, 1, ... generated by the discrete-time stable filter G
xf (t+ 1) = Afxf (t) +Bfv(t)
w(t) = Cfxf (t) +Dfv(t), t = 0, 1, ...
(1)
where Af ∈ Rnf×nf , Bf ∈ Rnf×m, Cf ∈ Rm×nf , Df ∈
Rm×m and where v ∈ R are independent Gaussian white
noises with E[v(t)] = 0 and E[v(t)vT (t)] = Im. Then, the
a-anisotropic norm |||F |||a of a discrete-time stable system F
with the state-space realisation
x(t+ 1) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t), t = 0, 1, ...
(2)
is defined as
|||F |||a = sup
G∈Ga
‖FG‖2
‖G‖2 , (3)
Ga denoting the set of all stochastic systems of form (1)
with the mean anisotropy A¯(G) ≤ a. The mean anisotropy
of stationary Gaussian sequences was introduced in [8] and
it represents an entropy theoretic measure of the deviation
of a probability distribution from Gaussian distributions with
zero mean and scalar covariance matrices. In [9], it is proved
based on the Szego¨-Kolmogorov theorem ( [14]) that the mean
anisotropy of a signal generated by an m-dimensional Gaus-
sian white noise v(t) with zero mean and identity covariance
applied to a stable linear system G with m outputs has the
form
A¯(G) = −1
2
ln det
(
mE
[
w˜(0)w˜(0)T
]
Tr (E [w(0)w(0)T ])
)
, (4)
where E[w˜(0)w˜(0)T ] is the covariance of the prediction error
w˜(0) := w(0) − E[w(0)|(w(k), k < 0]. In the case when
the output w of the filter G is a zero mean Gaussian white
noise (i.e. its optimal estimate is just zero), w(0) cannot be
estimated from its past values and w˜(0) = w(0) which leads
to A¯(G) = 0.
It is proved (see, for instance [20]) that the anisotropic norm
has the property:
1√
m
||F ||2 = |||F |||0 ≤ |||F |||a ≤ ||F ||∞ = lim
a→∞
|||F |||a
(5)
In [9], conditions for the anisotropic norm boundedness are
given in terms of a non convex optimization problem while
in [10] a convex form of the Bounded Real Lemma (BRL)
type result with respect to the anisotropic norm was obtained.
One of the leading motivations to use the anisotropic norm is
the fact |||F |||a ≤ ||F ||∞ making it a relaxed version of the
H∞-norm for many practical cases in which the driving noise
signals can be characterised not just by their finite energy, but
as outputs of a colouring linear systems in a certain class,
where the colouring filters are of a finite anisotropy. In a case
study presented in [19] it is shown that for a TU-154 type
aircraft landing system, the H∞ controller is more efficient
than the corresponding H2 controller for a windshear profile
(which is a coloured rather than a white noise process) but, as
could be expected, is more conservative, in the sense of higher
gains and subsequently larger control actions; moreover, the
anisotropic-norm based controller (based on an appropriate
anisotropic norm bound) is less conservative than the H∞
controller and requires significantly smaller control actions.
The aim of the present paper is to derive a tractable char-
acterisation of the static output feedback synthesis problem.
Static Output Feedback (SOF) synthesis is very useful, when
the design of fixed structured controllers such as PID (Propor-
tional, Integral, Derivative) is required. Such controllers are
very common both in the process control and aerospace control
applications. However, it is well known that SOF synthesis
is an NP-hard problem. Nevertheless, under the H2 and H∞
setups, the software package MATLAB provides efficient so-
lutions such as hinfstruct procedure [1] and HIFOO Toolbox
( [4]). Although the SOF problem within the anisotropic-norm
setup has already been considered in [19], the solution there
involves a couple of Linear Matrix Inequalities (LMI) with
a non-convex coupling condition, limiting its application to
some practical problems.
We, therefore, consider the following plant
x(t+ 1) = Ax(t) +B1w(t) +B2u(t) (6)
where we seek for a static control matrix K , so that u(t) =
Ky(t), where
y(t) = C2x(t)
will minimize
z(t) = C1x(t) +D12u(t) +D11w(t) (7)
in the sense of bounded anisotropic norm, which is yet to be
specified.
Notation. Throughout the paper the superscript ‘T ’ stands
for matrix transposition, R denotes the set of scalar real
numbers whereas Z+ stands for the non-negative integers.
Moreover, Rn denotes the n dimensional Euclidean space,
Rn×m is the set of all n×m real matrices, and the notation
P > 0 (P ≥ 0), for P ∈ Rn×n means that P is symmetric
and positive definite (positive semi-definite). The trace of a
matrix Z is denoted by Tr(Z), and |v| denotes the Euclidian
norm of an n-dimensional vector v. Finally note that the
terms Lyapunov and Riccati equations in this paper, refer to
generalised versions of the standard equations appearing in the
H2 and H∞ control literature.
We next state in Section II the problem and provide some
preliminaries. An approximate solution is suggested in Section
III, whereas an exact but iterative solution is offered in Section
IV. Finally, Section V includes some concluding remarks.
II. PRELIMINARIES AND MOTIVATION
Consider the following discrete-time system F , described
by
x(t+ 1) = Ax(t) +Bw(t)
y(t) = Cx(t) +Dw(t), t = 0, 1, ...
(8)
In the following, some known useful results are briefly re-
minded.
Definition 1: The H2-type norm of the ES system (8) is
defined as
‖F‖2 =
[
lim
ℓ→∞
1
ℓ
ℓ∑
t=0
E
[
yT (t)y(t)
]] 12
,
where {y(t)}t∈Z+ is the output of the system (1) with zero
initial conditions generated by the sequence {w(t)}t∈Z+ of
independent random vectors with the property that E [w(t)] =
0 and E
[
w(t)wT (t)
]
= Im, {w(t)}t∈Z+ .
The next result provides a method to compute the H2 norm
of the system of (8) (see e.g. ( [5]).
Lemma 1: The H2 type norm of the ES system (15) is
given by ‖F‖2 =
(
Tr
(
BTXB +DTD
)) 1
2 where X ≥ 0
is the solution of the generalised Lyapunov equation X =
ATXA+ CTC.
Definition 2: The H∞ norm of the stable discrete-time
system of form (8) is defined as
‖F‖∞ = sup
θ∈[0,2π)
λ
1
2
max
(
FT
(
e−jθ
)
F
(
ejθ
))
,
where λmax denotes the maximal eigenvalue and F (·) is the
transfer function of the system.
TheH∞ norm is characterised by the following result, well-
known as the Bounded Real Lemma (BRL).
Lemma 2: The stable system (8) has the norm ‖F‖∞ < γ
for a certain γ > 0 if and only if the Riccati equation
P = ATPA+
(
ATPB + CTD
)
× (γ2I −BTPB −DTD)−1 (ATPB + CTD)T + CTC
has a stabilizing solution P ≥ 0 such that Ψ1/γ2 := γ2I −
BTPB −DTD > 0.
It is recalled ( [5]) that a symmetric solution P of the above
Riccati equation is called a stabilising solution if the system
x(t+ 1) = (A+BK)x(t)
is stable, where by definition
K := Ψ−11/γ2
(
ATPB + CTD
)T
.
To conclude this section, we state the BRL-like result to
characterize the anisotropic norm ( [9]). Note that for a tending
to infinity, the result of Lemma 2 is recovered.
Theorem 3: The system of (1) satisfies |||F |||a ≤ γ for a
given γ > 0 if and only if there exists q ∈ (0,min (γ−2,
‖F‖−2∞
))
such that the Riccati equation
X = ATXA+
(
ATXB + CTD
)
×
(
1
q I −BTXB −DTD
)−1
× (ATXB + CTD)T + CTC
(9)
has a stabilising solution X ≥ 0 satisfying the following
conditions
Ψq :=
1
q
I −BTXB −DTD > 0 (10)
and
det
(
1
q
− γ2
)
Ψ−1q ≤ e−2a. (11)
We conclude this section by providing motivation to use
the anisotropic norm. To this end, we denote η =
√
1/q
and restate the result of Theorem 3 above, as ||F ||∞ < η
so that det(η2 − γ2)Ψ−1q ≤ e−2a. Namely, η2 − γ2 ≤
(detΨq)
1/me−2a/m. Using the general inequality (see [3])
(detΨq)
1/m ≤ TrΨqm valid for any Ψq ≥ 0, and noting that
Ψq = η
2I −BTXB −DTD, the following motivating result
of [24] was obtained:
Lemma 4: Consider the system F of (1). Let η and σ
respectively satisfy
||F ||∞ < η and ||F ||2 < σ
The a-anisotropic norm of the system of (1) is then upper
bounded by the following linear interpolation between its H∞
and H2 norms. Namely,
γ2 ≥ η2(1− e−2a/m) + σ
2
m
e−2a/m
We, therefore, see that in view of (5) one may interpret the
a-anisotropic norm, the following approximate relation
|||F |||2a ≈ |||F |||2∞(1 − e−2a/m) + |||F |||20e−2a/m
providing a useful insight to the a-anisotropic norm, which
approximation can be interpreted also as just mixed H∞/H2
optimization, however, in the exact proportions dictated by the
Lemma, in terms of e−2a/m.
III. STATIC OUTPUT FEEDBACK
We next provide a solution to the problem of synthesis
of SOF control synthesis under the anisotropic norm, using
iterative solution for LMIs. To this end, we define the cost
function to be
J(K) = |||Fcℓ(K)|||a (12)
where Fcℓ(K) denotes the closed loop system obtained from
(6) and (7) with the static output feedback u2(t) = Ky(t)
having the realization
x(t+ 1) = (A+B2KC2)x(t) +B1w(t)
z(t) = (C1 +D12KC2)x(t) +D11w(t)
Using Theorem 3, if follows that the above closed loop
system Fcℓ(K) is stable and it has the a-anisotropic norm
less than a given γ > 0 if and only if there exist a
q ∈ (0,min(γ−2, ‖Fcℓ‖−2∞ )) and a symmetric matrix X > 0
such that[ E1(X,K) E2(X,K)
(1, 2)T − 1q I +BT1 XB1 +DT11D11
]
< 0 (13)
where
E1(X,K) := −X + (A+B2KC2)T X (A+B2KC2)
+ (C1 +D12KC2)
T (C1 +D12KC2)
E2(X,K) := (A+B2KC2)T XB1
+(C1 +D12KC2)
T
D11
and
1
q
− γ2 < e− 2am
(
det
(
1
q
I −BT1 XB1 −DT11D11
))1/m
(14)
Based on Schur complements arguments, one can see that the
inequality (13) is equivalent with

−X 0 (3, 1)T (4, 1)T
0 − 1q I BT1 DT11
A+B2KC2 B1 −X−1 0
C1 +D12KC2 D11 0 −I

 < 0 (15)
Multiplying the above inequality to the left and to the right
by diag(I, I,X, I) one obtains that is is equivalent with

−X 0 (3, 1)T (4, 1)T
0 − 1q I BT1 X DT11
X(A+B2KC2) XB1 −X 0
C1 +D12KC2 D11 0 −I

 < 0 (16)
which may be re-written as
Z + PTKQ+QTKTP < 0, (17)
where we denoted
Z :=


−X 0 ATX CT1
0 − 1q I BT1 X DT11
XA XB1 −X 0
C1 D11 0 −I

 ,
PT :=


0
0
XB2
D12

 , QT :=


CT2
0
0
0

 .
(18)
According with the so-called Projection lemma (see e.g. [15]),
the inequality (17) is feasible with respect to K if and only if
the following conditions are accomplished
WTPZWP < 0 (19)
and
WTQZWQ < 0, (20)
where WP and WQ are any bases of the null spaces of P and
Q, respectively. Since a base of the null space of P is :
WP =


I 0 0
0 I 0
0 0 X−1W1
0 0 W2

 (21)
where W :=
[
W1
W2
]
is the orthogonal complement of[
BT2 D
T
12
]
. Similarly, a base of the null space of Q is:
WQ =


W3 0 0
W4 0 0
0 I 0
0 0 I

 (22)
where V :=
[
W3
W4
]
is the orthogonal complement of[
C2 0
]
. In order to simplify the inequality of (19) we next
express
WP =

 I 0 0 00 I 0 0
0 0 WT1 W
T
2




I 0 0 0
0 I 0 0
0 0 X−1 0
0 0 0 I


Namely
WP =
[
I 0
0 WT
]
I 0 0 0
0 I 0 0
0 0 X−1 0
0 0 0 I


with the above definition of W . Therefore, (19) is simply
expressed as[
I 0
0 WT
] [ M11 M12
MT12 M22
] [
I 0
0 W
]
< 0 (23)
where M is given by
M :=
[ M11 M12
MT12 M22
]
with
M11 =
[ −X 0
0 − 1q I
]
,
M12 =
[
A B1
C1 D11
]T
,M22 =
[ −X−1 0
0 −I
] (24)
Then, from (23), using the Schur complement of M11 it
follows that or by using Schur complements
WT (M22 −MT12M−111M12)W < 0 (25)
Substituting the definition for Mij , i, j = 1, 2 and recalling
the definition η2 = 1q we obtain the following convenient form
of (25) which we denote by LY < 0 the inequality
WT
[ −Y +AY AT +B1BT1 AY CT1 +B1DT11
C1Y A
T +D11B
T
1 −ΦY
]
W < 0
where
ΦY := η
2I − C1Y CT1 −D11DT11
and where we have defined
η−2Y = X−1 (26)
We next repeat the same lines to simplify (20) as well. To this
end, we partition
WQ =
[
V 0
0 I
]
and readily obtain using Schur complements, that (20) is
equivalent to
V T (N11 −N12N−122 N T12)V < 0
where
N11 =
[ −X 0
0 − 1q I
]
,N12 =
[
XA XB1
C1 D11
]T
,
N22 =
[ −X 0
0 −I
] (27)
We, therefore, obtain the following form of (20)
V T
[ −X +ATXA+ CT1 C1 ATXB1 + CT1 D11
BT1 XA
+DT11C1 −ΦX
]
V < 0
where
ΦX := η
2I −BT1 XB1 −DT11D11
We denote the latter inequality by :
LX < 0.
We summarize the above results in the following result.
Theorem 5: The closed loop system Fcℓ(K) is stable and
it has the a-anisotropic norm less than a given γ > 0 if there
exist symmetric matrices X > 0 and Y > 0 and a scalar η2
which satisfy the following dual LMIs
LX < 0,LY < 0
so both the following convex condition
η2 − det(ΦX)1/me−2a/m < γ2 (28)
and the additional bilinear condition :
XY = η2I (29)
are satisfied.
If the conditions of Theorem 5 are satisfied then the static
output gain may be obtained solving (17) with respect to K .
However, the above requires a solution of a set of Bilinear
Matrix Inequalities (BMI) due to the XY = η2I equality.
One way to tackle the BMI is to adopt a by first relaxing
XY = η2I by [
X ηI
ηI Y
]
> 0 (30)
Then if one minimizes Tr{XY }, the bilinear constraint of
(29) is satisfied. To this end, a sequential linearization algo-
rithm (see e.g. [26]) can be used. In the initialization step, the
convex problem comprised of the inequalities (11), (30) and
(14) is solved for a given γ > 0, and k = 0, Xk = 0 and
Yk = 0 are set. Next step where k is set to k + 1 and X,Y
are found so as to minimize
fk := Tr{XkY +XYk}
subject to LX < 0, LY < 0, (28) and (30). Then Xk = X
and Yk = Y are set. This step is repeated until fk is small
enough. A related algorithm requiring also line search but with
improved convergence properties has been suggested in [12].
IV. APPLICATION TO FLIGHT CONTROL
We next consider the numerical example of [27]with the
synthesis of pitch control loop for the F4E aircraft. Consider
d
dt

 Nzq
δe

 =

 a11 a12 a13a21 a22 a23
0 0 −30



 Nzq
δe

+

 b10
30

 u +

 1 0 00 1 0
0 0 1

ω
z =

 1 0 00 1 0
0 0 0

 x +

 00
0.001

u
y =
[
1
0
0
1
0
0
]
x
The state-vector consists of the load-factor Nz , the
pitch-rate q and elevon angle δe , where the latter relates
to the elevon command u via a first-order servo model of a
bandwidth of 30rad/sec. We note that we have deliberately
chosen a small weight on u in z to obtain small damping ratio
of the closed-loop poles, when no pole-placement restrictions
are imposed. The parameters ai,j , i = 1, 2; j = 1, 2, 3 and b1
are given in [27] at the four operating points listed in the
following table:
Operating point 1 2 3 4
Mach number .5 .9 .85 1.5
Altitude (ft) 5000 35000 5000 35000
a11 -.9896 -.6607 -1.702 -.5162
a12 17.41 18.11 50.72 29.96
a13 96.15 84.34 263.5 178.9
a21 .2648 .08201 .2201 -.6896
a22 -.8512 -.6587 -1.418 -1.225
a23 -11.39 -10.81 -31.99 -30.38
b1 -97.78 -272.2 -85.09 -175.6
Table 7: The parameters of the four operating points.
The static output controller u = Ky will be designed for each of
the four operating points, applying Theorem 5, applying the iterative
procedure by [12] to deal with the bilinear equality. We will first
take mean anisotropy level of a that tends to ∞ to obtain the H∞
controller. Next we will take a finite value of a. The final paper will
include a figure depicting the singular values of both cases.
V. CONCLUSIONS
A synthesis scheme for static output feedback controllers has been
derived, under the setup of a-anisotropic norm which is based on an
intermediate topology between H2 and H∞. Given a required norm-
bound, set of Linear Matrix Inequalities, along with a geometric-mean
convex inequality, and an additional bilinear condition characterize
sub-optimal controllers. To cope with the bilinear condition, existing
algorithms suggested in the past for static output feedback H∞
synthesis, can be used. The resulting control scheme is useful in the
aerospace industry for flight control loops, where controllers with
classical ”cook-book” structures in the style of Proportional-Integral-
Derivative controllers which can also cope with flexible modes [25].
The final form of the paper will include the results of an example
using the iterative algorithm of [12].
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