Abstract. The λ-cosine transform on the unit sphere is defined by
Introduction
The classical cosine transform (also known as the Blaschke-Levy transform) on the unit sphere S n−1 in R n is defined by (1.1) (T f )(u) =
where f is an integrable even function on S n−1 , and v · u is the usual inner product. This transform and its generalization (1.2) (T λ f )(u) =
arise in diverse areas of mathematics, in particular, in PDE, the Fourier analysis, integral geometry, and the Banach space theory; see [Es] , [Ga] , [GH1] , [GG] , [Ko] , [Ru1] - [Ru3] , [Sa] , [Schn] , [Se] . Operators (1.2) have been investigated in detail using the following two approaches. The first one employs the Fourier transform technique [Se] , [Ko] , [Ru1] , and relies on the formula (1.3)
|x| n+λ e ix·y dx = c λ,n |y| λ (T λ f ) y |y| , c λ,n = const, which should be properly interpreted. The second approach is based on decomposition in spherical harmonics. Namely, by the Funk-Hecke formula,
(1.4)
(1.5) c = 2π
for each homogeneous harmonic polynomial P k (x) of even degree k restricted to the unit sphere; see [Ru1] - [Ru3] , [Sa] . The Fourier-Laplace multiplier µ k (λ) provides complete information about properties of T λ . In the last two decades a considerable attention was attracted to generalizations of T and T λ for functions on the Grassmann manifold G n,m of m-dimensional linear subspaces of R n . We recall, that if η ∈ G n,m , ξ ∈ G n,l , l ≥ m, and [η|ξ] is the m-dimensional volume of the parallelepiped spanned by the orthogonal projection of a generic orthonormal coordinate frame in η onto ξ, then, by definition, (1.6) (T λ f )(ξ) = Gn,m f (η) [η|ξ] λ dη (we use the same notation as in (1.2)). For l > m, the operator (1.6) represents the composition of the similar one over G n,l and the corresponding Radon transform acting from G n,m to G n,l (see, e.g., [A] , [GR] ). Thus injectivity results for T λ in this case can be easily derived from those for the Radon transform (see [GR] and references therein) and the case l = m. Owing to this, in the following we assume l = m. This case bears the basic features of the operator family (1.6).
The investigation of operators (1.6) for λ = 1 was initiated in stochastic geometry (processes of flats) by Matheron [Mat1] , [Mat2] who conjectured that T 1 is injective as well as its prototype (1.1). Matheron's conjecture was disproved by Goodey and Howard [GH1] who used the idea of Gluck and Warner [GW] to interpret the Grassmann manifold G 4,2 as the direct product S 2 × S 2 of 2-spheres. For higher dimensions, the result then follows by induction. Operators T λ for λ = 0, 1, 2, . . . were studied in [GH2, p. 117] , where, by using reduction to G 4,2 , it was proved that T λ is non-injective for such λ; see also [GHR] , [Sp1] , [Sp2] , [Gr] . The range of the λ-cosine transform was studied by Alesker and Bernstein [AB] for λ = 1 and by Alesker [A] for all complex λ, who invoked deep results from the representation theory.
In the present article we develop a new approach to operators T λ . Our argument differs essentially from that in the cited papers. For technical reasons, we prefer to deal with O(m) right-invariant functions on the Stiefel manifold V n,m of orthonormal m-frames rather than with functions on G n,m . This does not change the essence of the matter and leads to the following equivalent definition:
where " ′ " stands for the transposed matrix, and the product v ′ u is understood in the sense of matrix mulilication. Then we regard (1.7) as a member of the more general analytic family
where λ = (λ 1 , . . . , λ m ) ∈ C m and (·) λ denotes the composite power function of the cone of positive definite m × m matrices; see Section 2.2. We call T λ f the composite cosine transform of a function f on V n,m . The general intention is to obtain a higher-rank analog of the formula (1.4), evaluate the corresponding multiplier µ k (λ) explicitly in terms of gamma functions, and use it for examination of T λ . The particular case λ = (1, . . . , 1) corresponds to Matheron's operator. We do not realize this project in full generality here and leave this work for future publications. However, our approach enables us to obtain the precise description of those λ for which T λ is injective in the following important cases (a) 2m ≤ n, λ = (λ 1 , . . . , λ m ) ∈ C m , and (b) λ 1 = · · · = λ m = λ ∈ C, provided that T λ f and T λ f exist in the usual Lebesgue sense as absolutely convergent integrals.
The essence of our approach is that we apply the classical Fourier transform technique to obtain higher-rank analogs of (1.3) and (1.4). In the first case we assume f to be an arbitrary integrable function on V n,m , and in the second one P k stands for the restriction to V n,m of the corresponding O(m) right-invariant determinantally homogeneous harmonic polynomial on the space of n× m matrices. Different aspects of harmonic analysis based on implementation of such polynomials were studied in [Herz] , [Str] , [TT] , and in a series of publications related to group representations. In the present article we obtain a higher-rank copy of (1.4) with the multiplier µ k (λ) explicitly expressed in terms of the gamma functions associated with the cone of positive definite m × m matrices. In the particular case λ 1 = · · · = λ m the main result reads as follows.
is finite for almost all ξ ∈ G n,m if and only if Re λ > −1. For such λ, the operator T λ is injective on L 1 (G n,m ) if and only if λ = 0, 1, 2, . . . .
In particular, we show that if λ is a non-negative integer and 2m < n, then T λ , having been written in the form (1.7), annihilates all O(m) right-invariant determinantally homogeneous harmonic polynomials P k (x) of degree k > Re λ + m − 1.
A by-product of our investigation is a functional equation for the generalized zeta integrals with additional "angle component" f (v), v ∈ V n,m ; see (3.1), (3.2). This result is of independent interest. The main references related to zeta integrals can be found in [B] , [BSZ] , [FK] , [Kh2] , [Ru4] . The equation obtained below is, in fact, far-reaching higher-rank modifications of (1.3) in the language of Schwartz distributions. In cited papers they were obtained for f ≡ 1. The case f = P k was considered in [Cl] in the context of Jordan algebras. The proof presented below is much simpler than that in [Cl] (adapted to our case) and employs the idea from [Kh2] to derive the result for λ ∈ C from the more general one for λ ∈ C m . The paper is organized as follows. Section 2 contains the necessary background material. In Section 3 we introduce the generalized zeta integrals. Section 4 plays the central role in the article and establishes connection between zeta integrals and composite cosine transforms. The results of Section 4 are applied in Section 5 to study injectivity of the composite cosine transform.
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Preliminaries
We establish our notation and recall basic facts that will be used throughout the paper. The main references are [FK] , [Gi] , [OR] , [T] .
2.1. Notation. Let M n,m be the space of real matrices x = (x i,j ) having n rows and m columns. We identify M n,m with the real Euclidean space R nm and set
stands for the set of all matrices x ∈ M n,m of rank m. This set has a full measure in M n,m . In the following, x ′ denotes the transpose of x, I m is the identity m × m matrix, 0 stands for zero entries. Given a square matrix a, we denote by |a| the absolute value of the determinant of a, and by tr(a) the trace of a, respectively.
Let Ω = P m be the cone of positive definite symmetric matrices r = (r i,j ) m×m with the elementary volume dr = i≤j dr i,j , and let Ω be the closure of Ω, that is the set of all positive semi-definite m × m matrices. For r ∈ Ω (r ∈ Ω) we write r > 0 (r ≥ 0). Given s 1 and s 2 in Ω, the inequality s 1 > s 2 means s 1 − s 2 ∈ Ω. If a ∈ Ω and b ∈ Ω, then b a f (s)ds denotes the integral over the set {s : s ∈ Ω, a < s < b} = {s : s − a ∈ Ω, b − s ∈ Ω}.
The group G = GL(m, R) of real non-singular m × m matrices g acts on Ω by the rule r → τ g (r) = grg ′ so that τ g1 τ g2 = τ g1g2 ; g 1 , g 2 ∈ G. The corresponding G-invariant measure on Ω is [T, p. 18] . The group G is transitive on Ω but not simply transitive. The transitivity retains if we restrict to the subgroup T m of upper triangular matrices with positive diagonal elements. This subgroup is simply transitive. The subgroup of lower triangular matrices with positive diagonal elements also acts simply transitively on Ω. Each r ∈ Ω has a unique representation r = t T, p. 39 ]. An alternative representation reads r = τ τ ′ , τ ∈ T m . To connect both representations, let
If r ∈ Ω and r * = t ′ t, t ∈ T m , then r = τ τ ′ , where τ = ωt ′ ω ∈ T m . We use a standard notation O(n) and SO(n) for the group of real orthogonal n × n matrices and its connected component of the identity, respectively. The invariant measure on SO(n) is normalized to be of total mass 1. The Schwartz space S = S(M n,m ) is identified with the respective space on
This is the usual Fourier transform on R nm , and the relevant Parseval equality reads
Lemma 2.1. (see, e.g., [Mu, ).
2.2. The composite power function. Given r = (r i,j ) ∈ Ω, let ∆ 0 (r) = 1, ∆ 1 (r) = r 1,1 , ∆ 2 (r), . . ., ∆ m (r) = |r| be the corresponding principal minors which are strictly positive [Mu, p. 586] . For λ = (λ 1 , . . . , λ m ) ∈ C m , the composite power function of the cone Ω is defined by
Remark 2.2. In the case m = 1, the function (2.6) becomes r λ/2 . This notational confusion is easily resolved if one takes into account the equality (2.9) below.
The composite power functions associated to homogeneous cones were introduced by S. Gindikin [Gi] . We also refer to [FK] , [Kh2] , and [T] , where (2.6) is written in different notation.
We denote
If λ 1 /2, . . . , λ m /2 are integers and λ 1 ≥ λ 2 ≥ · · · ≥ λ m , then r λ is a polynomial of degree |λ|/2. In the special case λ 1 = . . . = λ m = λ we add the subscript 0 so that
and (2.8)
j,j , and therefore,
The expression π λ (t) is a multiplicative character of T m , so that (2.10)
For λ = (λ 1 , . . . , λ m ), let λ * = (λ m , . . . , λ 1 ) be the reverse vector; (λ * ) j = λ m−j+1 . To each r ∈ Ω we associate the matrix r * = ωrω (see (2.3)) with the components (r * ) i,j = r m−j+1, m−i+1 .
Proof. These statements (up to notation) may be found in different sources [Gi] , [FK] , [Kh2] , [T] . For the sake of completeness, we outline the proof. The property (2.11) is clear in view of (2.9) and (2.8). To prove (2.12), it suffices to set r = τ ′ τ , τ ∈ T m , and make use of (2.9). To prove (2.13), let r = t ′ t, t ∈ T m . Then by (2.9),
On the other hand, since r −1 = t −1 (t ′ ) −1 , and (r −1 ) * = ωr −1 ω = (ωt −1 ω)(ωt −1 ω) ′ , by taking into account the equalities
This gives r λ * = (r −1 ) −λ * . Replacing r by r −1 and λ * by λ, we obtain the second equality in (2.13). The first equality in (2.14) follows immediately from (2.6). The second equality is a consequence of the first one and (2.13):
2.3. Gamma function of the cone Ω. The gamma function of the cone Ω is defined by
This integral converges absolutely if and only if Re λ j > j − 1, and represents a product of ordinary Γ-functions:
see, e.g., [FK, p. 123] .
Lemma 2.4. For s ∈ Ω and Re λ j > j − 1,
Proof. This equality is known ( [Gi, p. 23 ] , [FK, p. 124 ] , [Kh2] ). By (2.13), it is equivalent to (2.18)
Assuming s = t ′ t, t ∈ T m , and changing variable r = t ′ ρt, for the left-hand side of (2.18) we obtain
An important particular case of (2.15) is the Siegel integral
which converges absolutely if and only if Re λ > (m − 1)/2. By (2.8),
n,m dv. The polar decomposition on M n,m is defined according to the following lemma; see, e.g., [Mu, pp. 66, 591] , [Ma] .
and dx = 2 −m |r| (n−m−1)/2 drdv.
A modification of Lemma 2.5 in terms of upper triangular matrices reads as follows.
Lemma 2.6. ( [P] , [Ru4] ) If x ∈ M n,m , rank(x) = m, n ≥ m, then
The generalized zeta integrals
By taking into account the polar decomposition x = vr 1/2 (see Lemma 2.5), we introduce the following generalized zeta integrals (or zeta distributions):
Here r = x ′ x, v = xr −1/2 , f is a fixed integrable function on V n,m , and φ ∈ S(M n,m ) is a test function.
The following particular cases are worth mentioning.
For f ≡ 1, zeta integrals of this type were studied in [Ge] , [Kh1] ; see also [Ru4] and references therein. 2 0 . m = 1. In this case r = x ′ x = |x| 2 and (3.3) reads
Distributions of this form are well known in analysis and integral geometry; see, e.g., [Se] , [Es] , [Ko] , [Ru1] . 3 0 . λ ∈ C m , f ≡ 1. This case was explored in [FK] (in the context of Jordan algebras) by invoking the relevant K-Bessel functions; see also [Ra] , [Kh2] , [B] , [BSZ] , and references therein. 4 0 . λ ∈ C m , f is a determinantlally homogeneous harmonic polynomial (see Section 4.2).
In this case, integrals (3.1) and (3.2) were studied in [Cl] using the argument close to [FK] .
Most of the publications mentioned above were focused on evaluation of the Fourier transform of the corresponding zeta distributions. This transform is realized in the form of the relevant functional equation of the Parseval type.
Our nearest goal is to investigate convergence of integrals (3.1) and (3.2), and their analyticity in the λ-variable. We denote Λ = {λ ∈ C m : Re λ j > j − n − 1 ∀j = 1, . . . , m}, (3.5) Λ 0 = {λ ∈ C m : λ j = j − n − l for some (3.6) j ∈ {1, . . . , m}, and l ∈ {1, 3, 5, . . . }}.
Lemma 3.1. The integrals (3.1) and (3.2) are absolutely convergent if and only if λ ∈ Λ and extend as meromorphic functions of λ with the polar set Λ 0 . The normalized zeta integrals
. . , n), are entire functions of λ.
Proof. Let us consider the integral (3.1). We set x = vt, v ∈ V n,m , t ∈ T m , and make use of Lemma 2.6. By taking into account that x ′ x = t ′ t and t(t ′ t) −1/2 ∈ O(m), owing to (2.9), we obtain
where
Since F extends as an even Schwartz function in each argument, it can be written as It follows that the integral (3.1) is absolutely convergent provided Re λ j > j −n−1, i.e., λ ∈ Λ. The condition λ ∈ Λ is strict. This claim becomes clear if we choose f ≡ 1 and φ(x) = e −tr(x ′ x) which give
Furthermore, since (s j,j ) (λj +n−j−1)/2 + extends as a meromorphic distribution with the only poles λ j = j − n − 1, j − n − 3, . . . , then, by the fundamental Hartogs theorem [Sh] , the function λ → Z(φ, λ, f ) extends as a meromorphic function with the polar set Λ 0 . By the same reason, a direct product of the normalized distributions (s j,j ) (λj +n−j−1)/2 + /Γ((λ j + n − j + 1)/2) is an entire function of λ.
Let us consider the integral (3.2). By changing variable x = yω where ω is the matrix (2.3), we obtain r * = (x ′ x) * = (ωy ′ yω) * = y ′ y. Hence (set y = uτ, u ∈ V n,m , τ ∈ T m ),
where, as above (note that τ ω (ωτ
This gives
and the result follows as in the previous case.
Connection between zeta integrals and the composite cosine transform
4.1. The composite cosine transform. Let λ = (λ 1 , . . . , λ m ) ∈ C m , f be an integrable function on V n,m . We introduce the following family of intertwining operators
which commute with the left action of the orthogonal group O(n). We call (T λ f )(u) the composite cosine transform of f . In the particular case λ 1 = . . . = λ m = λ, the integral (4.1) represents the usual λ-cosine transform
The function (T λ f )(u) extends to all matrices y ∈ M n,m of rank m if we set y = ut, u ∈ V n,m , t ∈ T m . Indeed, by (2.12),
where r λ = (t ′ t) λ = (y ′ y) λ is "the radial part" of (T λ f )(y).
Theorem 4.1. For f ∈ L 1 (V n,m ), the integral (T λ f )(u) converges absolutely for almost all u ∈ V n,m if and only if Re λ j > j − m − 1 for all j = 1, 2, . . . , m and represents an analytic function of λ in this domain. For such λ, the linear operator
This statement follows immediately from the following lemma which is of independent interest.
This integral converges absolutely if and only if Re λ j > j − m − 1 for all j = 1, 2, . . . , m.
Proof. The first equality in (4.4) becomes clear if we write both integrals as those over the group SO(n) (see Lemma 2.4 in [GR] ). These integrals are, in fact, constant with respect to the corresponding exterior variables. Thus, one can write
To evaluate I we introduce an auxiliary integral
and transform it in two different ways. Let first
By Lemma 2.5, (2.11), (2.15), and (2.21), we obtain (4.8)
provided Re λ j > j − m − 1, j = 1, 2, . . . , m. The last condition is sharp and provides the "only if" part in the lemma and in the Theorem 4.1. For A 2 we have
On the other hand, by setting x = ut, u ∈ V n,m , t ∈ T m , owing to Lemma 2.6, we obtain
By (2.12), one can write
where I is our integral (4.5) and
Combining this with (4.9) and (4.10), we obtain
provided that Re λ j > j − m − 1 for all j = 1, 2, . . . , m. This gives (4.4).
If we set λ = 1 in (4.11) and replace dv by the normalized measure d * v then the resulting formula bears an important geometrical meaning. Namely, let ξ and η be m-dimensional linear subspaces of R n , i.e., ξ, η ∈ G n,m , and let u and v be coordinate frames of ξ and η, respectively. Then |det(v ′ u)| = [ξ|η] is the volume of the projection onto η of the parallelepiped spanned by u. The corresponding averaged volume is valuated as (4.12)
The basic functional equation.
Below we establish connection between zeta integrals and composite cosine transforms. This can be done in the form of a functional equation which is, in fact, the usual Parseval equality in the framework of the corresponding Fourier analysis. We start with the following
Proof. By the Parseval equality (2.5), it suffices to find the Fourier transform of the function ψ s (x) = ψ(x) e −tr(xsx ′ /4π) . In polar coordinates we have
(replace v by vγ, γ ∈ O(m), and integrate in γ)
The inner integral can be evaluated by the formula (4.14)
Mm,m e tr(iζ
where ζ = v ′ y, [Herz, p. 481] . This gives
and (4.13) follows.
Let us compute the Fourier transform of the function
where x = vr 1/2 , n 0 = (n, . . . , n).
Proof. The equality (4.17) demonstrates an intimate interrelation between zeta integrals and cosine transforms. To prove (4.17), we multiply (4.13) by s λ+m0 and integrate against d * s. We obtain 1 σ m,m Mn,m
Let us compute A 1 and A 2 . By (2.11), setting a = πζ ′ ζ, r = s −1 , we obtain
Finally, by (2.14), we have
Furthermore, by (2.17) and (2.14),
Hence, (4.18) reads
By Lemma 3.1, the expression (4.21) extends as an entire function of λ. Hence, it can be regarded as analytic continuation of the integral (4.20) outside of the domain (4.22), and the result follows.
and we have
Example 4.7. Let m = 1. Then for x, y ∈ R n \ {0},
In this case
4.3. The case of homogeneous polynomials. Let P k (x) be a polynomial on M n,m which is harmonic (as a function on R nm ) and determinantally homogeneous of degree k, so that (4.25)
The latter means that P k is a usual homogeneous harmonic polynomial of degree km on R nm . Theorem 4.5 can be essentially strengthened if we choose f to be the restriction of P k (x) onto V n,m . According to (4.15), for x = vr 1/2 , we denote
in the sense of S ′ -distributions, i.e.,
Proof. By the Hecke identity [St, p. 87], (4.28) Mn,m
or (replace x by xs 1/2 /2π and y by ys −1/2 , s ∈ Ω)
Mn,m
By the Parseval equality,
We multiply (4.29) by s λ+n0+k0 and integrate against d * s. This gives
As in the proof of Theorem 4.5, we have
and
. By taking into account homogeneity of P k (i.e., P k (vr 1/2 ) = P k (v) |r| k/2 ), and setting ψ λ,k (x) = P k (v)r λ , x = vr 1/2 , this can be written as
Since the domain(4.32) is not void for all k = 0, 1, 2, . . ., and the normalized zeta integral (4.31) is an entire function of λ (use Lemma 3.1), the result follows.
Example 4.10. Let m = 1,
Injectivity of the composite cosine transform
We denote by L the set of all λ = (λ 1 , . . . , λ m ) ∈ C m satisfying Re λ j > j−m−1 for all j = 1, . . . , m. By Theorem 4.1, (T λ f )(v) exists a.e. on V n,m for every f ∈ L 1 (V n,m ) if and only if λ ∈ L. In the following we focus only on this domain, although other λ can also be treated using analytic continuation. We also restrict our consideration to the space L ♭ (V n,m ) which consists of O(m) right-invariant integrable functions on V n,m . This space is isomorphic to the space L 1 (G n,m ) of integrable functions on the Grassmann manifold G n,m . 
If 2m ≤ n and (5.1) fails then T λ is non-injective.
To prove this theorem, minor preparation is still needed.
Definition 5.2. Following [Herz] , we call a polynomial P k (x) on M n,m an Hpolynomial of degree k if it is O(m) right-invariant, harmonic, and determinantally homogeneous of degree k. We denote by H k the space of all such polynomials.
If λ does not belong to the polar set of Γ Ω (λ + m 0 ), then
Proof. Let us compare (4.16) and (4.27), assuming f to be the restriction of
in the sense of S ′ -distributions. If we exclude all λ belonging to the polar set of Γ Ω (λ + m 0 ), then we get (5.3).
Corollary 5.4. If λ ∈ L and P k ∈ H k , then for all v ∈ V n,m , This implies (5.5).
Remark 5.5. A simple computation shows that for k = 0, the equality (5.4) coincides with (4.4). Note also that if m = 1 then P k ∈ H k is necessarily of even degree, and we have (5.7) (T λ P k )(v) = 2π (n−1)/2 (−1)
This coincides with the known formula (1.4) for spherical harmonics.
Remark 5.6. An important question is, do there exist H-polynomials of a given degree k? Note that for n = m we have exactly two such polynomials, namely, P 0 (x) ≡ 1 and P 1 (x) = det(x). The following statement is due to Herz [Herz] , p. 484: For 2m ≤ n there exist H-polynomials of every degree k. It is also known [TT] , p. 27, that for 2m ≤ n, the space H k is spanned by polynomials of the form P k (x) = det(a ′ x) k where a is a complex n × m matrix satisfying a ′ a = 0.
Proof of Theorem 5.1. To prove the first statement, we consider the equality (5.8) ((T λ f )(vr 1/2 ), F φ) = A(λ) (r −λ * −n0 * f (v), φ),
corresponding orthogonal complements, and choose coordinate frames u ⊥ ∈ V n,n−m in ξ ⊥ and v ⊥ ∈ V n,n−m in η ⊥ . By using the same notation as in (1.6), we have
Indeed (we recall that | · | denotes the determinant of the matrix inside)
[η|ξ]
Now we successively define the functions F (η) on G n,m , F ⊥ (η ⊥ ) on G n,n−m , and f ⊥ (v ⊥ ) on V n,n−m by
. Thus T λ can be expressed as the similar operator T λ ⊥ on the dual manifold V n,n−m . By above, the latter is non-injective for 2(n − m) < n, and we are done.
