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ENTROPY, TOPOLOGICAL TRANSITIVITY, AND DIMENSIONAL
PROPERTIES OF UNIQUE q-EXPANSIONS
RAFAEL ALCARAZ BARRERA, SIMON BAKER, AND DERONG KONG
Abstract. Let M be a positive integer and q ∈ (1,M + 1]. We consider expansions of real
numbers in base q over the alphabet {0, . . . ,M}. In particular, we study the set Uq of real
numbers with a unique q-expansion, and the set Uq of corresponding sequences.
It was shown in [18, Theorem 1.7] that the function H , which associates to each q ∈
(1,M + 1] the topological entropy of Uq, is a Devil’s staircase. In this paper we explicitly
determine the plateaus of H , and characterize the bifurcation set E of q’s where the function
H is not locally constant. Moreover, we show that E is a Cantor set of full Hausdorff
dimension. We also investigate the topological transitivity of a naturally occurring subshift
(Vq, σ), which has a close connection with open dynamical systems. Finally, we prove that
the Hausdorff dimension and box dimension of Uq coincide for all q ∈ (1,M + 1].
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1. Introduction
Fix a positive integerM . For q ∈ (1,M+1] we call a sequence (xi) = x1x2 . . . ∈ {0, 1, . . . ,M}∞
an expansion of x in base q (or simply a q-expansion of x) if
(1.1) x = πq((xi)) :=
∞∑
i=1
xi
qi
.
It is easy to see that x has a q-expansion if and only if x ∈ [0,M/(q − 1)].
Expansions in non-integer bases were pioneered in the papers of Re´nyi [26] and Parry
[25]. Since these beginnings, expansions in non-integer bases have received much attention
and have connections with many areas of mathematics, most notably, ergodic theory, fractal
geometry, symbolic dynamics and number theory.
For the standard integer base expansions it is well known that every number has a unique
expansion except for a countable set of exceptions that have precisely two. When our base
is non-integer the situation is very different, as the following result of Sidorov demonstrates.
In [27] Sidorov proved that if q ∈ (1,M + 1) then Lebesgue almost every x ∈ [0,M/(q − 1)]
has a continuum of q-expansions (see also, [8, 30]). Furthermore, for any k ∈ N ∪ {ℵ0} there
exist q ∈ (1,M + 1) and x ∈ [0,M/(q − 1)] such that x has precisely k different q-expansions
(cf. [14, 28]).
Within expansions in non-integer bases, a particularly well studied topic is the set of real
numbers with a unique expansion. For q ∈ (1,M + 1] let
Uq := {x ∈ [0,M/(q − 1)] : x has a unique q-expansion}.
We call Uq the univoque set. Let Uq := π−1q (Uq) be the corresponding set of expansions. For
a sequence (ci) ∈ {0, 1, . . . ,M}∞ we denote its reflection by (ci) := (M − ci). Then Uq is
the set of sequences (xi) ∈ {0, 1, . . . ,M}∞ satisfying the following lexicographic inequalities
(cf. [11]) {
σn((xi)) ≺ (αi(q)) whenever xn < M,
σn((xi)) ≻ (αi(q)) whenever xn > 0.
Here σ is the left shift and (αi(q)) = α1(q)α2(q) . . . is the lexicographically largest q-expansion
of 1 with infinitely many non-zero elements. For more information on the sets Uq and Uq we
refer the reader to [9, 13, 16, 17] and the references therein.
For q ∈ (1,M + 1] we denote by h(Uq) the topological entropy of Uq:
h(Uq) := lim
n→∞
log#Bn(Uq)
n
.
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Where Bn(Uq) is the set of length n subwords that appear in sequences of Uq, and # denotes
cardinality. Here and throughout this paper we will use the natural base M + 1 logarithms.
The topological entropy quantifies the size and the complexity of Uq. Note that the topolo-
gical entropy in a symbolic space is always defined for a subshift (see Definition 2.2 below).
Although (Uq, σ) is not always a subshift (cf. [11, Theorem 1.8]), it was shown in [18, Lemma
2.1] that the entropy function
H : (1,M + 1] −→ [0, 1]
q 7→ h(Uq)
is everywhere well-defined. In [18] the authors proved that the entropy function H is a Devil’s
staircase (see e.g., Figure 1), i.e., H satisfies the following:
(1) H is increasing, continuous, and surjective as a function from (1,M + 1] onto [0, 1];
(2) H ′(q) = 0 almost everywhere in (1,M + 1];
Furthermore, H(q) > 0 if and only if q > qc, where qc = qc(M) is the Komornik-Loreti
constant (see Equation (2.3) below).
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Figure 1. The asymptotic graph of the entropy function H(q) = h(Uq) with
M = 8. Here qc ≈ 5.80676. For more explanation see Example 5.13.
In this paper we are interested in characterizing the intervals where H is constant. We are
also interested in determining the properties of the bifurcation set
(1.2) E := {q ∈ (1,M + 1] : ∀ǫ > 0, ∃p ∈ (q − ǫ, q + ǫ) such that H(p) 6= H(q)} .
Then E is the set of bases where H is not locally constant. We call an element of E a
bifurcation base.
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Let us recall from [19] the set
U = U (M) := {q ∈ (1,M + 1] : 1 has a unique q-expansion}.
We refer to elements of U as univoque bases. It is well known that the set U has a close
connection with the univoque set Uq (cf. [11]). Erdo˝s and Joo´ proved that U has Lebesgue
measure zero [14], Daro´czy and Ka´tai [10] later showed that U has full Hausdorff dimension
(see also, [18, Theorem 1.6]). Recently, de Vries et al. [12, Theorem 1.2] proved that its
closure U is a Cantor set, i.e., a nonempty compact set with empty interior and no isolated
points. They also obtained
(1,M + 1] \U =
⋃
(q0, q
∗
0).
Where the union in the above equation is pairwise disjoint and countable. Note by [19] the
Komornik-Loreti constant qc = qc(M) is the smallest base of U . So the first connected
component of (1,M + 1] \U is (1, qc).
It was shown in [18, Lemma 2.11] (see also, [21, Theorem 2.6]) that the entropy function
H is constant on each connected component (q0, q
∗
0) of (1,M + 1] \ U . It is natural to ask
what are the maximal intervals [pL, pR] for which
H(q) = H(pL) for all q ∈ [pL, pR]?
These maximal intervals [pL, pR] are called the entropy plateaus of H. It is clear that the
first entropy plateau is (1, qc], since H(q) > 0 if and only if q > qc (cf. [16], see also, [22]).
One might expect that for each connected component (q0, q
∗
0) of (qc,M + 1] \U , the closed
interval [q0, q
∗
0 ] would be an entropy plateau of H. However this is not true. As we will see,
each entropy plateau contains infinitely many connected components of (qc,M + 1] \U (see
Remark 5.3). In this paper we give a complete description of the entropy plateaus of H (see
Theorem 2).
Recall from (1.2) that E is the set of bifurcation bases. Following on from our investigation
into the entropy plateaus of H, we give a complete characterization of the set E . As a con-
sequence of this characterization, we show that E is a Cantor set of full Hausdorff dimension
(see Theorem 3).
By [11, Theorem 1.8] it follows that for q ∈ (1,M + 1], (Uq, σ) may not be a subshift.
Inspired by [18] we introduce the set
(1.3) Vq :=
{
(xi) ∈ {0, 1, . . . ,M}∞ : (αi(q)) 4 σn((xi)) 4 (αi(q)) for all n ≥ 0
}
.
It is a consequence of Lemma 2.4 (see below) that Vq = ∅ for any q ∈ (1, qG), where qG is the
generalized golden ratio defined in (2.1). Moreover, for any q ∈ [qG,M + 1] it was shown in
[18, Lemma 2.6] that (Vq, σ) is a non-empty subshift, and in [18, Proposition 2.8] that
(1.4) h(Vq) = h(Uq) = H(q) for all q ∈ [qG,M + 1].
As a result of (1.4), to answer many of the questions we are interested in, it is sufficient to
study the subshift (Vq, σ).
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From the perspective of dynamical systems, the subshift (Vq, σ) has a close connection
with open dynamical systems (cf. [1]). For more information on open dynamical systems we
refer the readers to [7], the survey paper [29] and the references therein.
Topological transitivity (see Definition 2.3) is a fundamental property in dynamical systems.
In this paper we give a complete characterization of those bases for which the subshift (Vq, σ)
is topologically transitive (see Theorem 1). Moreover, we show that the generalized golden
ratio qG is the smallest base q ∈ (1,M +1] for which (Vq, σ) is transitive. We also determine
the smallest base q ∈ (1,M + 1] for which (Vq, σ) is not transitive, and the smallest base q
in (1,M + 1] for which h(Vq) > 0 and (Vq, σ) is transitive.
Until now most of the dimensional results for Uq have focused on determining its Hausdorff
dimension. In this paper we show that the box dimension of Uq coincides with its Hausdorff
dimension for all q ∈ (1,M + 1] (see Theorem 4).
The paper is arranged as follows. In Section 2 we recall some relevant properties of unique
expansions and state our main results. In Section 3 we prove Theorem 1 and give a complete
characterization of the bases q ∈ (1,M + 1] for which the subshift (Vq, σ) is topologically
transitive. In Section 4 we study properties of irreducible and ∗-irreducible intervals and
prepare for the proof of Theorem 2, which is given in Section 5. In Section 6, via an application
of Theorem 2, we give a characterization of the set E and prove Theorem 3. In our final section
we prove Theorem 4 and conclude that the Hausdorff dimension and box dimension of Uq
coincide for all q ∈ (1,M + 1].
2. Preliminaries and main results
In this section we recall some relevant concepts from the study of unique expansions and
state our main results. First we introduce some notation from symbolic dynamics. For more
information on these topics we refer the reader to [24].
2.1. Symbolic dynamics and unique expansions. Fix a positive integerM . Let {0, 1, . . . ,M}∞
be the set of all one sided sequences (ci) = c1c2 . . . , where each term ci is from the alphabet
{0, 1, . . . ,M}. Then the pair ({0, 1, . . . ,M}∞ , σ) is called a one sided full shift, where σ :
{0, 1, . . . ,M}∞ → {0, 1, . . . ,M}∞ is the one sided left-shift map defined by σ((ci)) = (ci+1).
By a word ω we mean a finite string of digits ω = ω1 . . . ωn with each ωi ∈ {0, 1, . . . ,M}.
The length of ω is denoted by |ω|. Given two finite words ω = ω1 . . . ωn and δ = δ1 . . . δm, we
denote by ωδ = ω1 . . . ωnδ1 . . . δm their concatenation. For k ∈ N we denote by ωk =
k︷ ︸︸ ︷
ω · · ·ω
the k times concatenation of ω with itself, and by ω∞ = ωω · · · the infinite concatenation of
ω with itself. A sequence (xi) ∈ {0, 1, . . . ,M}∞ is called periodic if there exists n ≥ 1 such
that (ci) = (c1 . . . cn)
∞. In this case, the smallest such n is called the period of (ci), and the
word c1 . . . cn is called the period block of (ci).
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For a sequence (ci) ∈ {0, 1, . . . ,M}∞ , we denote by
(ci) = (M − c1)(M − c2) · · ·
its reflection. Similarly, for a word ω = ω1ω2 . . . ωn its reflection is written as ω = (M −
ω1)(M − ω2) · · · (M − ωn). If ωn > 0 then we write ω− = ω1 . . . ωn−1(ωn − 1). If ωn < M
then we put ω+ = ω1 . . . ωn−1(ωn + 1). Throughout this paper we will use the lexicographic
ordering on sequences and words. For two sequences (ci) and (di) we write
(ci) ≺ (di)
if there exists n ∈ N such that ci = di for all i < n, and cn < dn. Moreover, we write
(ci) 4 (di) if (ci) ≺ (di) or (ci) = (di). Symmetrically, we say that (ci) ≻ (di) (or (ci) < (di))
if (di) ≺ (ci) (or (di) 4 (ci)).
For q ∈ (1,M+1] we denote by α(q) = (αi(q)) the quasi-greedy q-expansion of 1, i.e., (αi(q))
is the lexicographically largest infinite q-expansion of 1. Here an expansion is called infinite
if it does not end with an infinite string of zeros. The following lexicographic characterization
of α(q) was established in [4, Theorem 2.2].
Lemma 2.1. The map q 7→ α(q) is a strictly increasing bijection from (1,M + 1] onto the
set of all infinite sequences (αi) satisfying
αn+1αn+2 . . . 4 α1α2 . . . whenever αn < M.
Recall that U = U (M) is the set of bases q ∈ (1,M + 1] for which 1 has a unique
q-expansion with respect to the alphabet {0, 1, . . . ,M}. The following lexicographic charac-
terization of U was established in [12, Theorem 2.5]:
U =
{
q ∈ (1,M + 1) : α(q) ≺ σn(α(q)) ≺ α(q) for all n ≥ 1
}
∪ {M + 1} .
Moreover, the following lexicographic description of its closure U was given in [12, Theorem
3.9]:
U =
{
q ∈ (1,M + 1] : α(q) ≺ σn(α(q)) 4 α(q) for all n ≥ 0
}
.
Inspired by [12, Definition 3.2], we also define
V =
{
q ∈ (1,M + 1] : α(q) 4 σn(α(q)) 4 α(q) for all n ≥ 0
}
.
Therefore, U ⊆ U ⊆ V . The topological properties of U , U and V were investigated in
[12]. They proved that the difference sets U \U and V \U are both countable. Furthermore,
U \U is dense in U , and V \U is discrete and dense in V . Indeed, the set V is the union
of a Cantor set U and a countable set V \ U , see [12]. By [12, Lemma 3.5] it follows that
the smallest base of V is the generalized golden ratio
(2.1) qG =
{
k + 1 if M = 2k,
k+1+
√
k2+6k+5
2 if M = 2k + 1.
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At the generalized golden ratio the quasi-greedy expansion satisfies α(qG) = k
∞ if M = 2k,
and α(qG) = ((k+1)k)
∞ if M = 2k+1. The generalized golden ratio qG was first introduced
by the second author in [5].
Recall from [24, Definition 1.2.1] the following.
Definition 2.2. Let X ⊆ {0, 1, . . . ,M}∞. Then (X,σ) is called a subshift if there is a set F
of forbidden words such that X = XF, where
XF := {(ci) ∈ {0, 1, . . . ,M}∞ : (ci) does not containing any word in F} .
If F can be chosen to be a finite set then (X,σ) is called a subshift of finite type. If F = ∅,
then X = X∅ = {0, 1, . . . ,M}∞ and (X,σ) is called a full shift.
We always write a subshift as a pair (X,σ) to emphasise that the left shift σ is an operator
on X. Clearly, by Definition 2.2 it follows that for every subshift (X,σ), the set X is a closed
and forward σ-invariant subset of {0, 1, . . . M}∞, i.e., σ(X) = X.
For a subshift (X,σ) we denote by B∗(X) the set of finite sub-words of sequences in X
together with the empty word ǫ. The set B∗(X) is commonly referred to as the language of
X and words appearing in B∗(X) are called admissible.
Definition 2.3. A subshift (X,σ) is said to be topologically transitive (or simply transitive),
if for all ω, ν ∈ B∗(X) there exists δ ∈ B∗(X) such that ωδν ∈ B∗(X).
Note that (Uq, σ) is not always a subshift. Consequently we consider the subshift (Vq, σ)
defined in (1.3), i.e.,
Vq =
{
(xi) ∈ {0, 1, . . . ,M}∞ : α(q) 4 σn((xi)) 4 α(q) for all n ≥ 0
}
.
Lemma 2.4. Vq 6= ∅ if and only if q ∈ [qG,M + 1].
Proof. First we prove sufficiency. Note by Lemma 2.1 the map q → α(q) is increasing. This
implies thatVqG ⊆ Vq for all q ∈ [qG,M+1]. By [12, Lemma 3.5] it follows that α(qG) ∈ VqG ,
and therefore α(qG) ∈ Vq for all q ∈ [qG,M + 1].
Now we prove the necessity. If M = 2k, then by (2.1) and Lemma 2.1 we have α(q) ≺
α(qG) = k
∞ for any q ∈ (1, qG). This gives α(q) ≺ α(q), and therefore Vq = ∅. Similarly, for
M = 2k + 1 we still have Vq = ∅. 
By Lemma 2.4 it suffices to consider Vq for q ∈ [qG,M +1]. Now we recall some properties
of the subshift (Vq, σ) and the set V . Observe that qG and M + 1 are the smallest and the
largest elements of V respectively. Then by [12, Theorem 1.3] it follows that
[qG,M + 1] \ V = (qG,M + 1) \ V =
⋃
(qℓ, qr),
where the union on the right hand-side is pairwise disjoint and countable. Here the open
intervals (qℓ, qr) are referred to as the basic intervals of [qG,M + 1] \ V .
The following properties of the subshift (Vq, σ) and the set V were essentially established
in [11, Theorems 1.7 and 1.8] (see also, [12]).
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Lemma 2.5. (1) Let (qℓ, qr) be a basic interval of [qG,M + 1] \ V . Then Vq = Vqℓ for
all q ∈ [qℓ, qr). Furthermore, (Vqℓ , σ) is a subshift of finite type.
(2) If p < q and (p, q] ∩ V 6= ∅, then Vp is a proper subset of Vq.
(3) For each q ∈ V \U there exists a basic interval (qℓ, qr) of [qG,M + 1] \ V such that
q = qℓ.
Now we consider the transitivity of (Vq, σ). By Lemma 2.5 (1) it follows that Vq is stable
in any basic interval of [qG,M + 1] \ V , i.e., for each basic interval (qℓ, qr) of [qG,M + 1] \ V
we have Vq = Vqℓ for all q ∈ [qℓ, qr). So to determine those q ∈ [qG,M +1] for which (Vq, σ)
is transitive, it suffices to determine those q ∈ [qG,M +1]∩V for which (Vq, σ) is transitive.
Let
V =
{
(ai) ∈ {0, 1, . . . ,M}∞ : (ai) 4 σn((ai)) 4 (ai) for all n ≥ 0
}
.
Note that any sequence in V is infinite. Using Lemma 2.1 one can verify that the map
Φ : V −→ V
q 7→ α(q)
is a bijection. Thus the study of bases in V is equivalent to the study of sequences in
V. Note that qG is the smallest base in V . By Lemma 2.1 this implies that α(qG) is the
lexicographically smallest sequence of V.
In order to characterize those q for which (Vq, σ) is transitive we introduce a special class
of sequences in V.
Definition 2.6. A sequence (ai) ∈ V is said to be irreducible if
a1 . . . aj(a1 . . . aj
+)∞ ≺ (ai) whenever (a1 . . . a−j )∞ ∈ V.
We mention that the name ‘irreducible’ of a sequence (ai) ∈ V is meaningful since for
q = Φ−1((ai)) the corresponding subshift (Vq, σ) is irreducible (transitive), see Theorem 1
below. By (2.1) one can verify that α(qG) is irreducible, and hence it is the smallest irreducible
sequence.
To describe transitivity we also need to introduce the base qT , called the transitive base,
which is defined implicitly via the equation
(2.2) α(qT ) =
{
(k + 1) k∞ if M = 2k,
(k + 1) ((k + 1)k)∞ if M = 2k + 1.
Clearly α(qT ) ∈ V and therefore qT ∈ V . Indeed we can show that qT ∈ U . By (2.1) and
Lemma 2.1 we have qT > qG.
2.2. Main results. Our first result is for the transitivity of (Vq, σ).
Theorem 1. Let q ∈ [qG,M + 1] ∩ V . Then (Vq, σ) is transitive if and only if α(q) is
irreducible, or q = qT .
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Remark 2.7. (1) As previously remarked, to determine those q ∈ [qG,M + 1] for which
(Vq, σ) is transitive, it suffices to determine those q ∈ [qG,M + 1] ∩ V for which
(Vq, σ) is transitive. Consequently Theorem 1 provides a complete classification of
those q ∈ [qG,M + 1] for which (Vq, σ) is transitive.
(2) Note that the generalized golden ratio qG is the smallest base q for which α(q) is
irreducible, and by Lemma 2.4 we have Vq = ∅ if q < qG. So by Theorem 1 it is also
the smallest base q for which (Vq, σ) is transitive. In Lemma 3.3 and Proposition
3.6 (see below) we show that the base qT is the smallest base q for which (Vq, σ) is
transitive and h(Vq) > 0. This explains why qT is referred to as the transitive base.
Moreover, we prove that qNT defined in (3.1) is the smallest base q for which (Vq, σ)
is not transitive (see Lemmas 3.1 and 3.2).
(3) In Lemma 3.3 we show that there exists a subinterval I ⊆ [qG,M + 1] such that
(Vq, σ) is not transitive for any q ∈ I. On the other hand, take q ∈ [qG,M + 1] such
that α(q) = (Mn0)∞ for some n ≥ 2, then one can check that α(q) is irreducible.
Furthermore, by [12, Theorem 1.2] we have q ∈ V \ U . Then by Lemma 2.5 (3) it
follows that q = qℓ is the left endpoint of a basic interval of [qG,M + 1] \ V . By
Lemma 2.5 (1) and Theorem 1 this implies that the following set
T = {q ∈ (1,M + 1] : (Vq, σ) is a transitive subshift}
contains a subinterval (in fact T contains infinitely many subintervals).
For q ∈ (1,M + 1] we recall that H(q) = h(Uq) is the topological entropy of Uq. Now
we turn our attention to the entropy plateaus of the function H. Let (τi)
∞
i=0 = 01101001 . . .
be the classical Thue-Morse sequence defined as follows: τ0 = 0, and if τi has already been
defined for some i ≥ 0, then τ2i = τi and τ2i+1 = 1− τi. For more information on the classical
Thue-Morse sequence (τi)
∞
i=0 we refer to the survey paper [3]. By a result of [19], the smallest
base of U is the Komornik-Loreti constant qc, which is defined using the classical Thue-Morse
sequence (τi)
∞
i=0. To be more explicit,
(2.3) α(qc) = (λi)
∞
i=1 :=
{
(k + τi − τi−1)∞i=1 if M = 2k,
(k + τi)
∞
i=1 if M = 2k + 1.
Notice that the Thue-Morse sequence (τi)
∞
i=0 has indexes starting at 0, whereas the sequence
(λi)
∞
i=1 has indexes starting at 1. We point out that the sequence (λi)
∞
i=1 in (2.3) depends
on M . It follows from the definition of (τi)
∞
i=0 that the sequence (λi) satisfies the following
recursive equations (cf. [19]):
(2.4) λ1 . . . λ2n+1 = λ1 . . . λ2nλ1 . . . λ2n
+
for all n ≥ 0.
Then the sequence α(qc) begins with
(k + 1)k(k − 1)(k + 1) (k − 1)k(k + 1)k · · · if M = 2k,
(k + 1)(k + 1)k(k + 1) kk(k + 1)(k + 1) · · · if M = 2k + 1.
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By (2.1)–(2.3) and Lemma 2.1 it follows that qG < qc < qT .
The significance of qc in the study of the univoque set Uq is well demonstrated by [18,
Theorems 1.1 and 1.2]. It is shown that H(q) = 0 for all q ∈ (1, qc] and H(q) > 0 for all
q ∈ (qc,M + 1]. This implies that the first entropy plateau of H is (1, qc]. Hence, in the
following we may restrict out attention to the interval (qc,M + 1].
Note by (1.4) we have H(q) = h(Vq) for all q ∈ (qc,M + 1]. As we will see, the charac-
terization of those q for which (Vq, σ) is transitive will be useful when it comes to describing
the entropy plateaus of H. However, for any q ∈ (qc, qT ), it will be shown in Lemma 3.3 that
(Vq, σ) is not transitive. This makes determining the entropy plateaus in the interval (qc, qT )
more intricate.
In order to solve this problem we introduce the following sequences in V. For n ∈ N we
define the sequence ξ(n) = (ξi(n)) by
(2.5) ξ(n) :=
{
λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)∞ if M = 2k,
λ1 . . . λ2n(λ1 . . . λ2n
+)∞ if M = 2k + 1.
Here the sequence (λi) = α(qc) is defined in (2.3) which depends on M . Then by (2.2) and
(2.5) we have α(qT ) = ξ(1). In Lemma 4.3 we show that each sequence ξ(n) is an element of
V, and ξ(n) strictly decreases to (λi) = α(qc) as n→∞. Here the convergence of sequences
in {0, 1, . . . ,M}∞ is defined with respect to the order topology.
The following definition should be compared with Definition 2.6 of an irreducible sequence.
Definition 2.8. A sequence (ai) ∈ V is said to be ∗-irreducible if there exists n ∈ N such
that ξ(n+ 1) 4 (ai) ≺ ξ(n), and
a1 . . . aj(a1 . . . aj
+)∞ ≺ (ai),
whenever
(a1 . . . a
−
j )
∞ ∈ V and j >
{
2n if M = 2k,
2n+1 if M = 2k + 1.
Notice that for a ∗-irreducible sequence (ai) ∈ V we only need to verify the inequalities
a1 . . . aj(a1 . . . aj
+)∞ ≺ (ai) for all large integers j satisfying (a1 . . . a−j )∞ ∈ V. Comparing
with Definition 2.6 of irreducible sequence this explains the name ‘∗-irreducible’. Building
upon the notion of irreducible and ∗-irreducible sequences we introduce the following class of
intervals.
Definition 2.9. An interval [pL, pR] ⊆ (qc,M + 1] is called an irreducible interval (or, a ∗-
irreducible interval) if α(pL) is irreducible (or ∗-irreducible), and there exists a word a1 . . . am
with am < M such that
α(pL) = (a1 . . . am)
∞, α(pR) = a1 . . . a+m(a1 . . . am)
∞.
We point out that the irreducible interval (or ∗-irreducible interval) [pL, pR] is well-defined
(see Lemma 4.1 below).
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Our second result is for the entropy plateaus of H(q) = h(Uq).
Theorem 2. The interval [pL, pR] ⊆ (qc,M + 1] is an entropy plateau of H if and only if
[pL, pR] is an irreducible or a ∗-irreducible interval.
Remark 2.10. (1) We show in Lemma 4.10 that for each irreducible or ∗-irreducible inter-
val [pL, pR] the left endpoint is contained in U \U and the right endpoint is contained
in U .
(2) We also investigate the topological properties of the irreducible and ∗-irreducible in-
tervals. For example, all of these irreducible and ∗-irreducible intervals are pairwise
disjoint (see Lemma 4.6). Moreover, the left end point of each irreducible interval
can be approximated from below by left end points of irreducible intervals and the
right end point of each irreducible interval can be approximated by left end points
of irreducible intervals. We also find similar approximations for the end points of a
∗-irreducible interval. (see Proposition 4.11).
(3) In Lemma 4.4 we show that the ∗-irreducible intervals are all contained in (qc, qT ), and
the irreducible intervals are all contained in (qT ,M +1). In particular, it follows from
the proof of Propositions 5.2 and 5.11 that the union of all ∗-irreducible intervals covers
(qc, qT ) up to a set of measure zero, and the union of all irreducible intervals covers
(qT ,M+1) up to a set of measure zero. Therefore, by (2), it follows that the Komornik-
Loreti constant qc can be approximated by end points of ∗-irreducible intervals from
above, the base M + 1 can be approximated by end points of ∗-irreducible intervals
from below. Moreover, the transitive base qT can be approximated by end points
of irreducible intervals from above and by end points of ∗-irreducible intervals from
below.
Recall from (1.3) that E is the set of bifurcation bases. Then by Theorem 2 we can
immediately rewrite E as
E = [qc,M + 1] \
⋃
(pL, pR),
where the union is taken over all entropy plateaus [pL, pR] of H. We mention that the union
in the above equation is countable and pairwise disjoint. Note that H is constant on each
connected component of [qc,M + 1] \ U . This implies that E ⊆ U . Since U is a Lebesgue
null set, so is E .
In the following theorem we characterize the set E in terms of irreducible and ∗-irreducible
sequences and show that E is a Cantor set of full Hausdorff dimension.
Theorem 3. Let E be the set of bifurcation bases. Then
(1) E = {q ∈ (qc,M + 1] : α(q) is irreducible or ∗ -irreducible}.
(2) E is a Cantor set and dimH E = 1.
Up until now we knew little about the box dimension of Uq. Our final result shows that
the box dimension of Uq coincides with its Hausdorff dimension for any q ∈ (1,M + 1].
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Theorem 4. For all q ∈ (1,M + 1] we have dimB Uq = dimH Uq.
2.3. List of notation.
• – πq denotes the projection map: πq((xi)) =
∑∞
i=1
xi
qi
.
– α(q) = (αi(q)) denotes the quasi-greedy q-expansion of 1, i.e., the lexicographic-
ally largest q-expansion of 1 with infinitely many non-zero elements.
– (ci) denotes the reflection of a sequence (ci), i.e. (ci) = (M − ci).
– For a word w = w1 . . . wn, we let w
− = w1 . . . wn−1(wn − 1) if wn > 0, and
w+ = w1 . . . wn−1(wn + 1) if wn < M.
– σ denotes the left shift.
– Bn(X) is the set of subwords of length n that appear in elements of some sequence
space X.
– ǫ denotes the empty word.
– B∗(X) =
⋃∞
n=1Bn(X) ∪ {ǫ} denotes the language of X.
– R(a) denotes the reflection recurrence word of a primitive word a, see Definition
3.11.
• – Uq denotes the univoque set, i.e. those x with a unique q-expansion. Then
Uq =
{
πq((xi)) :
σn((xi)) ≺ (αi(q)) whenever xn < M,
σn((xi)) ≻ (αi(q)) whenever xn > 0.
}
.
– Uq is the set of corresponding q-expansions of elements of Uq, i.e., Uq = π−1q (Uq).
– Vq =
{
(xi) ∈ {0, 1, . . . ,M}∞ : (αi(q)) 4 σn((xi)) 4 (αi(q)) for all n ≥ 0
}
.
– Wq =
{
πq((xi)) : α(q) ≺ σn((xi)) ≺ α(q) for all n ≥ 0
}
, see Section 7.
– Wq denotes the set of corresponding q-expansions of elements of Wq, i.e., Wq =
π−1q (Wq).
– U = {q ∈ (1,M + 1] : 1 has a unique q-expansion}. Then
U =
{
q ∈ (1,M + 1] : α(q) ≺ σn(α(q)) ≺ α(q) for all n ≥ 1
}
∪ {M + 1} .
– U denotes the topological closure of U . Then
U =
{
q ∈ (1,M + 1] : α(q) ≺ σn(α(q)) 4 α(q) for all n ≥ 0
}
.
– V =
{
q ∈ (1,M + 1] : α(q) 4 σn(α(q)) 4 α(q) for all n ≥ 0
}
.
– V denotes the set of corresponding expansions of 1 for some q ∈ V . Then
V =
{
(ai) ∈ {0, 1, . . . ,M}∞ : (ai) 4 σn((ai)) 4 (ai) for all n ≥ 0
}
.
– H(q) = h(Vq) denotes the topological entropy of Vq.
– E denotes the bifurcation set. Then
E = {q ∈ (1,M + 1] : ∀ǫ > 0, ∃p ∈ (q − ǫ, q + ǫ) such that H(p) 6= H(q)} .
– I denotes the set of bases q ∈ [qT ,M+1] such that α(q) is irreducible, see (4.12).
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– I ∗ denotes the set of bases q ∈ (qc, qT ) such that α(q) is ∗-irreducible, see (4.12).
• – qG denotes the generalized golden ratio defined in equation (2.1).
– qc denotes the Komornik-Loreti constant defined implicitly in (2.3). It is the
smallest element of U .
– (λi)
∞
i=1 is the quasi-greedy expansion of qc, i.e., α(qc) = (λi).
– (τi)
∞
i=0 denotes the classical Thue-Morse sequence.
– qNT denotes the smallest base q in which (Vq, σ) is not transitive, see (3.1).
– qT denotes the transitive base defined implicitly in equation (2.2).
– qTn denotes a base in the interval (qc, qT ] (see Lemma 4.3).
– ξ(n) = α(qTn) is the quasi-greedy expansion given in (2.5):
ξ(n) =
{
λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)∞ if M = 2k,
λ1 . . . λ2n(λ1 . . . λ2n
+)∞ if M = 2k + 1.
3. Topological transitivity of (Vq, σ)
In this section we give a complete characterization of those q for which (Vq, σ) is transitive
and prove Theorem 1. Recall that (Vq, σ) is the subshift defined in (1.3). Note that by
Lemma 2.4 we have Vq = ∅ for any q ∈ (1, qG), where qG is the generalized golden ratio
defined in (2.1). Moreover, by Lemma 2.5 (1) the set Vq is stable in any basic interval of
[qG,M + 1] \ V . This means for each connected component (qℓ, qr) of [qG,M + 1] \ V we
have Vq = Vqℓ for any q ∈ [qℓ, qr). Therefore, as previously remarked, to classify those q
for which (Vq, σ) is transitive, it suffices to classify those q ∈ [qG,M + 1] ∩ V for which
(Vq, σ) is transitive. Our method of proof is based upon techniques from combinatorics on
words (cf. [2]). In particular, we prove the sufficiency of Theorem 1 with the aid of reflection
recurrence words (see Definition 3.11 below).
Recall from (2.2) that qT is the transitive base. The proof of Theorem 1 for q ∈ [qG, qT ] is
much easier than that for q ∈ (qT ,M + 1]. For this reason we split the proof of Theorem 1
into the following two subsections.
3.1. Transitivity of (Vq, σ) for q ∈ [qG, qT ]. Observe that qG is the smallest base in V
and qc is the smallest base in U . Then by [12, Theorem 1.3] it follows that V ∩ [qG, qc) is a
discrete set which contains infinitely many elements. Furthermore, we can list these elements
(qi) in an increasing order in the following way:
qG = q1 < q2 < q3 < · · · < qn < qn+1 < · · · < qc.
Here for any n ≥ 2 the base qn ∈ [qG, qc) admits the quasi-greedy expansion (cf. [12])
α(qn) =
{
(λ1 . . . λ2n−2λ1 . . . λ2n−2)
∞ if M = 2k;
(λ1 . . . λ2n−1λ1 . . . λ2n−1)
∞ if M = 2k + 1.
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Denote by qNT := q2 the second smallest base in V larger than qG. Then
(3.1) α(qNT ) =
{
((k + 1)(k − 1))∞ if M = 2k,
((k + 1)(k + 1)kk)∞ if M = 2k + 1.
By (2.1)–(2.3), (3.1) and Lemma 2.1 it follows that
(3.2) qG < qNT < qc < qT .
Lemma 3.1. The sequence α(qG) is irreducible. Moreover, (Vq, σ) is transitive for all q ∈
[qG, qNT ).
Proof. Using (2.1) it is easy to check that α(qG) is irreducible. By Lemma 2.5 (1) we have
Vq = VqG for all q ∈ [qG, qNT ). So it suffices to prove that (VqG , σ) is transitive. This can
be verified by observing VqG = {k∞} if M = 2k, and VqG = {((k + 1)k)∞, (k(k + 1))∞} if
M = 2k + 1. 
In the following lemma we show that for all q ∈ [qNT , qT ] the quasi-greedy expansion α(q)
is not irreducible.
Lemma 3.2. The sequence α(q) is not irreducible for any q ∈ [qNT , qT ].
Proof. Since the proof for M = 2k + 1 is similar, we only prove the lemma for M = 2k.
Let q ∈ [qNT , qT ]. Then by (2.2), (3.1) and Lemma 2.1 it follows that
(3.3) ((k + 1)(k − 1))∞ 4 α(q) 4 (k + 1) k∞.
This implies that α1(q) = k + 1. Observe that (α1(q)
−)∞ = k∞ ∈ V. But (3.3) implies
α1(q)(α1(q)
+)∞ = (k + 1)k∞ < α(q).
Therefore, by Definition 2.6 α(q) is not irreducible. 
Now we consider the transitivity of (Vq, σ) for q ∈ [qNT , qT ].
Lemma 3.3. The subshift (Vq, σ) is not transitive for any q ∈ [qNT , qT ).
Proof. SupposeM = 2k+1. By (2.2) we have α(qT ) = (k+1)((k+1)k)
∞ . Take q ∈ [qNT , qT ).
Then by (3.1) and Lemma 2.1 it follows that
(3.4) ((k + 1)(k + 1)kk)∞ 4 α(q) ≺ (k + 1)((k + 1)k)∞.
So there exists m ≥ 2 such that α(q) ≺ (k + 1)((k + 1)k)m0∞. This implies that the words
(k+1)((k+1)k)n, k(k(k+1))n /∈ B∗(Vq) for all n ≥ m. Observe by (3.4) that ω = (k+1)(k+1)
and ν = ((k + 1)k)m belong to B∗(Vq). We claim that there is no δ ∈ B∗(Vq) such that
ωδν ∈ B∗(Vq).
Suppose on the contrary that ωδν ∈ B∗(Vq) for some δ = δ1 . . . δs ∈ B∗(Vq). Note that
δi ∈ {k, k + 1} for all 1 ≤ i ≤ s. Since (k + 1)((k + 1)k)m /∈ B∗(Vq), we have δs = k. Then
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δsν = k((k + 1)k)
m. Note that k(k(k + 1))m /∈ B∗(Vq).This gives δs−1 = k + 1. By iteration
of this reasoning we conclude that
δ = δ1 . . . δs =
{
((k + 1)k)j if s = 2j,
k((k + 1)k)j if s = 2j + 1.
However, in both cases the word (k + 1)((k + 1)k)m occurs in ωδν. This implies that ωδν /∈
B∗(Vq), leading to a contradiction with our hypothesis.
Now we assume M = 2k. Then by (2.2) we have α(qT ) = (k + 1)k
∞. Let q ∈ [qNT , qT ).
Then by (3.1) and Lemma 2.1 we have
(3.5) ((k + 1)(k − 1))∞ 4 α(q) ≺ (k + 1)k∞.
By (3.5) there exists m ≥ 1 such that α(q) ≺ (k+ 1)km0∞. This implies that (k+1)kn, (k−
1)kn /∈ B∗(Vq) for all n ≥ m. Note by (3.5) that ω = k + 1 ∈ B∗(Vq) and ν = km ∈ B∗(Vq).
By a similar argument to that used in the case where M = 2k + 1, we can prove that there
does not exist δ ∈ B∗(Vq) such that ωδν ∈ B∗(Vq). 
Note that qG is the smallest element of V , and qNT is the second smallest element of V .
By Lemma 2.5 (1) it follows that Vq = VqG for all q ∈ [qG, qNT ). Note by Lemma 3.1 that
(VqG , σ) is transitive. Then by Lemma 3.3 it follows that qNT is the smallest base q for which
(Vq, σ) is not transitive.
Now we recall from [24, Definition 3.1.3] the following.
Definition 3.4. A subshift (X,σ) is called sofic if there exists a labeled graph G = (G,L)
such that X can be represented by G. A labeled graph G = (G,L) is called right-resolving if
the outgoing edges from the same vertex carry different labels.
In the following lemma we prove that (VqT , σ) is a transitive sofic subshift.
Lemma 3.5. The subshift (VqT , σ) is sofic and transitive. Moreover, the topological entropy
of (VqT , σ) is
H(qT ) =
{
log 2 if M = 2k,
1
2 log 2 if M = 2k + 1.
Proof. Suppose M = 2k. Then by (2.3) we have α(qT ) = (k + 1)k
∞. Thus
(3.6) VqT = {(xi) : (k − 1)k∞ 4 σn((xi)) 4 (k + 1)k∞ for all n ≥ 0} .
We claim that (VqT , σ) is a transitive sofic subshift which can be represented by the labeled
graph G1 = (G1,L1) (see Figure 2).
Take a sequence (xi) ∈ VqT . Then xj ∈ {k − 1, k, k + 1} for all j ≥ 1. If xj = k − 1, then
by (3.6) it follows that xj+1 ∈ {k, k + 1}. Similarly, if xj = k, then xj+1 ∈ {k − 1, k, k + 1}.
Moreover, if xj = k + 1, then xj+1 ∈ {k − 1, k}. This implies that (xi) ∈ XG1 . Therefore
VqT ⊆ XG1 .
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k
k − 1
k
k + 1
Figure 2. The picture of the labeled graph G1 = (G1,L1).
On the other hand, suppose (xi) /∈ VqT . Then there exists j ∈ N such that
xjxj+1 . . . ≻ (k + 1)k∞ or xjxj+1 ≺ (k − 1)k∞.
By symmetry we may assume xjxj+1 . . . ≻ (k + 1)k∞. Since xi ∈ {k − 1, k, k + 1} for all
i ≥ 1, there must exists a large integer N ∈ N such that
xj . . . xj+N = (k + 1)k
N−1(k + 1).
Clearly, (k + 1)kN−1(k + 1) /∈ B∗(XG1). This implies that (xi) /∈ XG1 .
Therefore VqT = XG1 and (VqT , σ) is a transitive sofic subshift. Note that the labeled
graph G1 is right-resolving. By [24, Theorem 4.3.3] it follows that
H(qT ) = h(VqT ) = log λG1 = log 2,
where λG1 is the spectral radius of the adjacency matrix of G1.
Now we consider M = 2k + 1. By (2.5) we have α(qT ) = (k + 1)(k + 1)(k(k + 1))
∞. Then
VqT = {(xi) : kk((k + 1)k)∞ 4 σn((xi)) 4 (k + 1)(k + 1)(k(k + 1))∞ for all n ≥ 0} .
By similar arguments used in the case where M = 2k, one can verify that (VqT , σ) is a
transitive sofic subshift represented by the labeled graph G2 = (G2,L2) (see Figure 3). So
k(k + 1)
kk
(k + 1)k
(k + 1)(k + 1)
Figure 3. The picture of the labeled graph G2 = (G2,L2).
(VqT , σ) is a transitive sofic subshift. Note that the labels in Figure 3 are all of length 2.
This implies that H(qT ) = h(VqT ) =
1
2 log λG2 =
1
2 log 2. 
Combining Lemmas 3.1–3.5 we have proved Theorem 1 for q ∈ [qG, qT ].
Proposition 3.6. Let q ∈ [qG, qT ] ∩ V . Then (Vq, σ) is transitive if and only if α(q) is
irreducible or q = qT .
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Note that qT > qc > qNT , and H(q) > 0 if and only if q > qc. Then by Lemmas 3.3 and
3.5 it follows that qT is the smallest base q for which H(q) > 0 and (Vq, σ) is transitive.
3.2. Transitivity of (Vq, σ) for q ∈ (qT ,M +1]. In this subsection we prove Theorem 1 for
q ∈ (qT ,M + 1] ∩ V . First we prove the necessity.
Proposition 3.7. Let q ∈ (qT ,M +1]∩V . If (Vq, σ) is topologically transitive, then α(q) is
irreducible.
Proof. Take q ∈ (qT ,M + 1] ∩ V . Suppose that α(q) = (αi) is not irreducible. We will show
that (Vq, σ) is not topologically transitive. By our assumption and Definition 2.6 there must
exist an integer j ≥ 1 such that
(3.7) (α1 . . . α
−
j )
∞ ∈ V and α1 . . . αj(α1 . . . αj +)∞ < (αi).
Note that (αi) = α(q) ∈ V. So ω := α1 . . . αj ∈ B∗(Vq). Let (xi) be such that ωx1x2 . . . ∈
Vq. By (3.7) it follows that
ωx1x2 . . . = α1 . . . αjx1x2 . . . 4 (αi) 4 α1 . . . αj(α1 . . . αj
+)∞.
This implies that x1 · · · xj 4 α1 . . . αj + = ω +. However, since ωx1x2 . . . ∈ Vq then we must
have (xi) < (αi), which yields x1 . . . xj < α1 . . . αj = ω. Therefore,
x1 . . . xj = ω or x1 . . . xj = ω
+.
(i) If x1 . . . xj = ω, then by (3.7) and ωx1x2 . . . ∈ Vq it follows that
x1x2 . . . = ωxj+1xj+2 . . . < α1 . . . αj(α1 . . . α
−
j )
∞ = ω(ω−)∞,
which implies that xj+1 . . . x2j < ω
−. Since ωx1x2 . . . ∈ Vq we have xj+1xj+2 . . . 4
(αi) = ωαj+1αj+2 . . .. Then we conclude that
xj+1 . . . x2j = ω or xj+1 . . . x2j = ω
−.
(ia) If xj+1 . . . x2j = ω, then by the same argument as above we have x2j+1 . . . x3j = ω
or x2j+1 . . . x3j = ω
+.
(ib) If xj+1 . . . x2j = ω
−, then x1 . . . x2j = ωω−. By (3.7) it follows that
x1x2 . . . = ωω
−x2j+1x2j+2 . . . < α1 . . . αj(α1 . . . α−j )
∞ = ω(ω−)∞.
This implies that x2j+1 . . . x3j < ω
−. Note that x2j+1x2j+2 . . . 4 (αi). We obtain
that x2j+1 . . . x3j = ω
− or x2j+1 . . . x3j = ω.
(ii) If x1 . . . xj = ω
+, then by (3.7) it follows that
ωx1x2 . . . = ω ω
+xj+1xj+2 . . . 4 α1 . . . αj(α1 . . . αj
+)∞ = ω(ω +)∞,
which implies that xj+1 . . . x2j 4 ω
+. On the other hand, since ωx1x2 . . . ∈ Vq we
have xj+1 . . . x2j < α1 . . . αj = ω. Hence,
xj+1 . . . x2j = ω or xj+1 . . . x2j = ω
+.
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By iterating the above arguments it follows that (xi) ∈ XG3 , where (XG3 , σ) is a sofic
subshift represented by the labeled graph G3 = (G3,L3) (see Figure 4).
ω+
ω
ω−
ω
Figure 4. The picture of the labeled graph G3 = (G3,L3).
Note that the word ω = α1 . . . αj belongs to B∗(Vq). Then to prove that (Vq, σ) is not
transitive it suffices to show that there exists a word ν ∈ B∗(Vq) such that ω can not be
connected with ν in B∗(Vq). From the above arguments it follows that if a sequence in Vq
begins with ω, then the sequence must be in XG3 (see also Figure 4). So, to prove that
(Vq, σ) is not transitive it suffices to show that there exists a word ν ∈ B∗(Vq) not appearing
in B∗(XG3). We split the proof of this fact into the following two cases.
Case (I). M = 2k. Since q > qT , by (2.2) and Lemma 2.1 we have
(3.8) α(q) ≻ α(qT ) = (k + 1)k∞.
So the word ks ∈ B∗(Vq) for all s ∈ N. If α1 = k + 1, then by (3.7) and (3.8) we have j ≥ 2.
As a consequence of this, we see by examining Figure 4 that the word ν = k2j ∈ B∗(Vq)
cannot appear in B∗(XG3). If α1 > k+1, then we can similarly prove that ν = k2j ∈ B∗(Vq)
is not contained in B∗(XG3).
Case (II). M = 2k + 1. Note that q > qT . Then
(3.9) (αi) ≻ α(qT ) = (k + 1)((k + 1)k)∞.
This implies that the word ((k+1)k)s ∈ B∗(Vq) for all s ∈ N. If α1 = k+1, then by (3.7) and
(3.9) we have j ≥ 3. By examining Figure 4 we see that the word ν = ((k + 1)k)2j ∈ B∗(Vq)
does not occur in B∗(XG3). If α1 > k+1, then we could again deduce that ν = ((k+1)k)2j ∈
B∗(Vq) is not contained in B∗(XG3). 
Now we turn to prove the sufficiency of Theorem 1 for q ∈ (qT ,M+1]. Take q ∈ (qT ,M+1]
such that α(q) is irreducible. We want to show that for any two admissible words ω, ν ∈
B∗(Vq) there exists a word δ such that ωδν ∈ B∗(Vq).
In the following lemma we investigate possible suffixes of a given word in B∗(Vq).
Lemma 3.8. Let q ∈ (qc,M + 1] ∩ V . Then for any word ω ∈ B∗(Vq) and any integer
m > |ω| there exists η ∈ B∗(Vq) such that α1(q) . . . αm(q) or α1(q) . . . αm(q) is a suffix of
ωη ∈ B∗(Vq).
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Proof. Take ω = ω1 . . . ωn ∈ B∗(Vq) and fix an integer m > n. To prove our result it suffices
to find (ηi) ∈ Vq such that ωη1η2 . . . ∈ Vq and ωη1η2 . . . ηl satisfies the desired properties for
some l ≥ 1. Since ω ∈ B∗(Vq) we have
(3.10) α1(q) . . . αn−i(q) 4 ωi+1 . . . ωn 4 α1(q) . . . αn−i(q) for all i = 0, 1, . . . , n− 1.
If strict inequalities hold in (3.10) for all i ∈ {0, 1, . . . , n− 1}, then the lemma follows by
taking (ηi) = (αi(q)) or (αi(q)) and l = m.
Otherwise, let s ∈ {0, 1, . . . , n − 1} be the smallest integer for which
ωs+1 . . . ωn = α1(q) . . . αn−s(q) or ωs+1 . . . ωn = α1(q) . . . αn−s(q).
By symmetry we may assume ωs+1 . . . ωn = α1(q) . . . αn−s(q). If s = 0, then ω = α1(q) . . . αn(q),
and therefore the lemma follows by taking (ηi) = (αn+i) and l = m−n. If s ∈ {1, . . . , n− 1},
then by the minimality of s and (3.10) it follows that
α1(q) . . . αn−i(q) ≺ ωi+1 . . . ωn ≺ α1(q) . . . αn−i(q) for all 0 ≤ i < s.
Therefore, the lemma follows by taking (ηi) = (αn−s+i(q)) and l = m− n+ s. 
We also investigate possible prefixes of a given word in B∗(Vq).
Lemma 3.9. Let q ∈ (qT ,M + 1] and m ∈ N. Then for any ν ∈ B∗(Vq) there exists
γ ∈ B∗(Vq) such that km is a prefix of γν ∈ B∗(Vq) if M = 2k, or ((k + 1)k)m is a prefix of
γν ∈ B∗(Vq) if M = 2k + 1.
Proof. Take m ∈ N. Suppose that M = 2k. Note that qT < q ≤ M + 1. Then by (2.2) and
Lemma 2.1 we have α(q) ≻ α(qT ) = (k + 1)k∞. This implies that
α1(q) < k < α1(q).
Thus, the lemma follows by taking γ = km.
Now we assume M = 2k + 1. Since q ∈ (qT ,M + 1], we have by Lemma 2.1 that α(q) ≻
α(qT ) = (k + 1)((k + 1)k)
∞. This implies that
α1(q)α2(q) ≺ (k + 1)k ≺ α1(q)α2(q).
Let ν = ν1 . . . νn ∈ B∗(Vq). Then the lemma follows by taking γ = ((k + 1)k)m(k + 1) if
ν1 ≤ k, or by taking γ = ((k + 1)k)m if ν1 ≥ k + 1. 
By Lemmas 3.8 and 3.9, to prove the transitivity of (Vq, σ) it suffices to connect words in
B∗(Vq) that end with
α1(q) . . . αm(q) or α1(q) · · ·αm(q), m ∈ N,
with words in B∗(Vq) that begin with km if M = 2k, or begin with ((k+1)k)m if M = 2k+1.
We will show this by using some techniques from combinatorics on words (see e.g., [2]).
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Definition 3.10. A word a = a1 . . . am is called primitive if
a1 . . . am−i ≺ ai+1 . . . am 4 a1 . . . am−i for all 0 ≤ i < m.
We point out that the name ‘primitive’ of a word will make sense, since later in Proposition
3.17 we will use primitive words to construct a bridge between two admissible words in (Vq, σ)
with α(q) irreducible. In the following definition we introduce a subword based on a primitive
word. The subwords will be useful in our subsequent proofs.
Definition 3.11. For a primitive word a = a1 . . . am, we call the truncated word
R(a) := a1 . . . as
the reflection recurrence word of a, where s ∈ {0, 1, . . . ,m− 1} is the smallest integer satis-
fying
(3.11) as+1 . . . a
−
m = a1 . . . am−s.
We point out that when s = 0 the reflection recurrence word R(a) = ǫ is the empty word.
If (3.11) does not hold for any s ∈ {0, 1, . . . ,m − 1}, then we set R(a) = a, and in this case
we have
a1 . . . am−i ≺ ai+1 . . . a−m ≺ a1 . . . am−i for all 0 ≤ i < m.
Before beginning our investigation into reflection recurrence words let us give an example.
Example 3.12. Let M = 1. We consider the word
a = a1 . . . a12 = 111001 000111.
By Definition 3.10 it follows that a is primitive. Note that
a7 . . . a
−
12 = 000110 = 111001 = a1 . . . a6,
and s = 6 is the smallest integer for which as+1 . . . a
−
12 = a1 . . . a12−s. By Definition 3.11 this
implies that
R(a) = a1 . . . a6 = 111001.
In terms of Definition 3.10 the reflection recurrence word R(a) is also a primitive word.
By a similar argument to that given above we can prove that the reflection recurrence word
of R(a) is given by
R2(a) := R(R(a)) = R(111001) = 111.
Again, R2(a) is primitive. Repeating this reasoning we have
R3(a) := R(R2(a)) = R(111) = 11,
which is also a primitive word. Furthermore, R4(a) = R(R3(a)) = 1, again a primitive word.
However, R5(a) = R(R4(a)) = ǫ is the empty word.
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The previous example motivates us to investigate the following properties of reflection
recurrence words and primitive words. First we give bounds for the length of a reflection
recurrence word in term of the length of a primitive word a.
Lemma 3.13. Let a be a primitive word with |a| ≥ 2. Then |a|2 ≤ |R(a)| ≤ |a|.
Proof. Let a = a1 . . . am be a primitive word with m ≥ 2. Clearly, |R(a)| ≤ m. So it remains
to prove |R(a)| ≥ m/2. Suppose on the contrary that R(a) = a1 . . . as with 0 ≤ s < m/2. By
Definition 3.10 it follows that a1 ≥ am > a1. Since a1 > a1 it follows from Definition 3.11 of
a reflection recurrence word that we cannot have s = 0. It remains to show that we cannot
have 0 < s < m/2.
Since R(a) = a1 . . . as, we have as+1 . . . a
−
m = a1 . . . am−s. Then we can rewrite a as
a = a1 . . . as as+1 . . . am = a1 . . . asa1 . . . am−s +.
This implies that a2s+1 . . . am = as+1 . . . am−s + = a1 . . . a+m−2s, leading to a contradiction
with the primitivity of a. 
Example 3.12 suggests that the reflection recurrence word R(a) of a primitive word a is
also primitive. The following lemma shows that this is the case.
Lemma 3.14. Let a = a1 . . . am be a primitive word with m ≥ 2. Then R(a) is also primitive.
Proof. Let R(a) = a1 . . . as. If s = m, then R(a) = a is primitive. In the following we assume
s < m. Then by Lemma 3.13 we have s ≥ m/2 ≥ 1. By the primitivity of a it follows that
a1 . . . as−i 4 ai+1 . . . as 4 a1 . . . as−i for all 0 ≤ i < s.
So to prove the primitivity of R(a) it suffices to show that ai+1 . . . as 6= a1 . . . as−i for all
0 ≤ i < s.
Suppose on the contrary that ai+1 . . . as = a1 . . . as−i for some 0 ≤ i < s. By the primitivity
of a it follows that
(3.12) as−i+1 . . . am−i 4 as+1 . . . a−m.
Since R(a) = a1 . . . as we must have as+1 . . . a
−
m = a1 . . . am−s. Again by the primitivity of a
we have as−i+1 . . . am−i 4 a1 . . . am−s. Taking reflection this implies that
(3.13) as+1 . . . a
−
m = a1 . . . am−s 4 as−i+1 . . . am−i.
By (3.12), (3.13) and our assumption ai+1 . . . as = a1 . . . as−i we may conclude that
ai+1 . . . a
−
m = a1 . . . am−i.
Since i < s this contradicts the fact that s is the smallest integer satisfying
as+1 . . . a
−
m = a1 . . . am−s.

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Given a primitive word a and n ∈ N, we denote by Rn(a) = R(Rn−1(a)) the reflection
recurrence word of Rn−1(a), where we set R0(a) = a. Example 3.12 also implies the following
lemma.
Lemma 3.15. Let a = a1 . . . am be a primitive word with m ≥ 2. Then there exists j ∈
{0, 1, . . . ,m} such that either Rj+1(a) = Rj(a) with |Rj(a)| ≥ 2, or Rj(a) = a1a1 +.
Proof. By Lemma 3.13 we have m/2 ≤ |R(a)| ≤ m. This implies that the length |Rj(a)| is
decreasing with respect to j. If there exists j ≥ 0 such that |Rj+1(a)| = |Rj(a)| ≥ 2, then
Rj+1(a) = Rj(a) and we are done. Otherwise, there exists 0 ≤ j ≤ m such that |Rj(a)| = 2
and |Rj+1(a)| = 1. It is a consequence of Definition 3.11 of a reflection recurrence word that
we then must have Rj(a) = a1a2 = a1a1
+. 
For a word ω and a sequence (ci) we write ω ≺ (ci) if ω ≺ c1 . . . c|ω|. Symmetrically, we
write ω ≻ (ci) if ω ≻ c1 . . . c|ω|.
The following lemma is proved using Lemma 3.14.
Lemma 3.16. Let q ∈ (qT ,M + 1] ∩ V be such that α(q) is irreducible. Then q ∈ U and
there exists infinitely many integers m ≥ 2 such that a = α1(q) . . . αm(q) is primitive.
Furthermore, for each of these m there exists a large integer N = N(m) such that for all
u ∈ N and any j ≥ 0 we have
α1(q) . . . αN (q) ≺ σj(a(a+)∞) ≺ α1(q) . . . αN (q),(3.14)
α1(q) . . . αN (q) ≺ σj((a−)u(R(a)−)∞) ≺ α1(q) . . . αN (q),(3.15)
and symmetrically,
α1(q) . . . αN (q) ≺ σj(a (a−)∞) ≺ α1(q) . . . αN (q),
α1(q) . . . αN (q) ≺ σj((a+)u(R(a)+)∞) ≺ α1(q) . . . αN (q).
Proof. Let q ∈ (qT ,M + 1] ∩ V be such that α(q) is irreducible. For simplicity we write
(αi) = (αi(q)). Let us emphasise that since q ∈ (qT ,M +1] we must have α1 > α1. We claim
that q ∈ (qT ,M + 1] ∩U . For if q ∈ V \U , then by [12, Theorem 1.3] it would follow that
α(q) has the form α(q) = (α1 . . . αnα1 . . . αn)
∞ with (α1 . . . α−n )∞ ∈ V. Which contradicts
the fact that α(q) is irreducible. Therefore q ∈ (qc,M +1]∩U . By [20, Lemma 4.1] it follows
that there exist infinitely many integers m such that a = α1 . . . αm is primitive.
Now we turn our attention to proving the inequalities. By symmetry we only prove (3.14)
and (3.15). Fix a large integer m ≥ 2 for which a = α1 . . . αm is primitive. Then by Definition
3.10 it follows that
(3.16) αi+1 . . . α
−
mα1 . . . αi ≻ α1 . . . αm and αi+1 . . . α−m ≺ α1 . . . αm−i
for all 0 ≤ i < m. This implies that (a−)∞ ∈ V. By Lemma 3.14 R(a) is also primitive. Then
(R(a)−)∞ ∈ V. Since (αi) is irreducible, we have a(a+)∞ ≺ (αi) and R(a)(R(a) +)∞ ≺ (αi).
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Let N = N(m) ≥ m be a large integer satisfying
(3.17) a(a+)∞ ≺ α1 . . . αN and R(a)(R(a) +)∞ ≺ α1 . . . αN .
First we prove (3.14). Since α1 > α1 we satisfy the left hand side of (3.14) when j = 0.
Moreover (3.17) proves the right hand side of (3.14) when j = 0. Therefore (3.14) holds for
j = 0. For 0 < j < m it follows from the primitivity of a that
αj+1 . . . αmα1 . . . αj ≺ α1 . . . αm and αj+1 . . . αm ≻ α1 . . . αm−j .
Therefore (3.14) holds for 0 < j < m. To prove (3.14) holds for j ≥ m we start by taking
reflections in (3.16) that
(3.18) αi+1 . . . αm
+α1 . . . αi ≺ α1 . . . αm and αi+1 . . . αm + ≻ α1 . . . αm−i
for all 0 ≤ i < m. (3.18) implies that (3.14) holds for j ≥ m.
We now prove (3.15). Let (xi) := (a
−)u(R(a)−)∞ with u ∈ N. Suppose R(a) = α1 . . . αs.
Then (xi) can be written as
(xi) = (α1 . . . α
−
m)
u−1α1 . . . αsαs+1 . . . α−m(α1 . . . α
−
s )
∞
= (α1 . . . α
−
m)
u−1α1 . . . αsα1 . . . αm−s(α1 . . . α−s )
∞.
If s = m, then (xi) = (α1 . . . α
−
m)
∞ and (3.15) follows by (3.16).
Now we assume s < m. By (3.16) it follows that (3.15) holds for 0 ≤ j < (u − 1)m. Note
that (xi) is eventually periodic. So to prove (3.15) it suffices to consider (u−1)m ≤ j < um+s.
We split the proof into the following four cases.
• (u − 1)m ≤ j < (u − 1)m + s. Then i = j − (u − 1)m ∈ {0, 1, . . . , s− 1}. By the
primitivity of a and R(a) it follows that
αi+1 . . . αs ≻ α1 . . . αs−i and αi+1 . . . α−m ≺ α1 . . . αm−i.
Therefore (3.15) holds for (u− 1)m ≤ j < (u− 1)m+ s.
• j = (u−1)m+ s. Then i = j− (u−1)m = s. By Lemma 3.13 we know that s ≥ m/2.
If s = m/2, then xj+1xj+2 . . . = α1 . . . αs(α1 . . . α
−
s )
∞. Therefore, by (3.17) and
using that α1 < α1 we have have (3.15).
If s > m/2 then 0 < 2s−m < s. Again by the primitivity of a and R(a) we obtain
αs+1 . . . α
−
m = α1 . . . αm−s, α1 . . . α2s−m ≻ αm−s+1 . . . αs
and αs+1 . . . α
−
m ≺ α1 . . . αm−s. These inequalities combine to prove (3.15) when
s > m/2. Combining the above we have proved (3.15) for j = (u− 1)m+ s.
• (u − 1)m + s < j < um. Then i = j − (u − 1)m ∈ {s, . . . ,m}. Note that s ≥ m/2.
Therefore 0 < s−m+ i < s. By the primitivity of a and R(a) it follows that
αi+1 . . . α
−
m < α1 . . . αm−i, α1 . . . αs−m+i ≻ αm−i+1 . . . αs
and αi+1 . . . α
−
m ≺ α1 . . . αm−i. These inequalities prove (3.15) for (u− 1)m+ s < j <
um.
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• um ≤ j < um+ s. In this case one can verify, using the primitivity of R(a), that
αi+1 . . . α
−
s α1 . . . αi ≻ α1 . . . αs and αi+1 . . . α−s ≺ α1 . . . αs−i
for all 0 ≤ i < s. Therefore (3.15) holds for um ≤ j < um+ s.

Now we prove the sufficiency of Theorem 1 for q ∈ (qT ,M + 1].
Proposition 3.17. Let q ∈ (qT ,M + 1] ∩ V . If α(q) is irreducible then (Vq, σ) is transitive.
Proof. Since the proof for M = 2k + 1 is similar, we only prove this proposition for M = 2k.
Let q ∈ (qT ,M + 1] ∩ V be such that α(q) = (αi) is irreducible. Fix ω, ν ∈ B∗(Vq) and
take (xi) ∈ Vq such that ν is a prefix of (xi). By Lemma 3.16 there exists a large integer
m > max {|ω|, 2} such that a = α1 . . . αm is primitive. Since (αi) = α(q) is irreducible, there
exists a large integer N ≥ m such that
(3.19) α1 . . . αj(α1 . . . αj
+)∞ ≺ α1 . . . αN whenever (α1 . . . α−j )∞ ∈ V and j ≤ m.
By Lemma 3.8 there exists η ∈ B∗(Vq) such that a or a is a suffix of ωη ∈ B∗(Vq). By
symmetry we may assume that a is a suffix of ωη. Moreover, by Lemma 3.9 there exists
γ ∈ B∗(Vq) such that kN is a prefix of γν ∈ B∗(Vq).
Note that from (3.19) it follows that
a(a+ )∞ ≺ α1 . . . αN , R(a)(R(a)+)∞ ≺ α1 . . . αN .
Then from (3.14) of Lemma 3.16 we obtain
α1 . . . αN ≺ σj(a(a+ )∞) ≺ α1 . . . αN for all j ≥ 0.
Moreover from the symmetric version of (3.15) in Lemma 3.16 it follows that
α1 . . . αN ≺ σj((a+)u(R(a)+)∞) ≺ α1 . . . αN
for every u ∈ N and every j ≥ 0. This implies
(3.20) α1 . . . αN ≺ σi(a (a+)N (R(a)+)∞) ≺ α1 . . . αN for all i ≥ 0.
Firstly let us assume R(a) = a. Then
(3.21) α1 . . . αm−i ≺ αi+1 . . . α−m ≺ α1 . . . αm−i for all i = 0, 1, . . . ,m− 1.
We claim that if R(a) = a then ωη(a+)Nγν ∈ B∗(Vq). Note that γν ∈ B∗(Vq). Then, since
ν is the prefix of (xi) and (xi) ∈ Vq it suffices to show that
(3.22) α1 . . . αN ≺ σi(ωη(a+)Nγν) ≺ α1 . . . αN for all 0 ≤ i < |ω|+ |η|+Nm.
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Consider 0 ≤ i < |ω| + |η| −m firstly. Note that a is a suffix of ωη. Then, from Lemma
3.8 we know that ωη ∈ B∗(Vq). This implies that
α1 . . . αN ≺ σi(ωη(a+)Nγν) ≺ α1 . . . αN
for all 0 ≤ i < |ω|+ |η| −m.
Now, consider |ω|+ |η| −m ≤ i < |ω|+ |η|+Nm. Then from (3.21) we obtain
α1 . . . αm−i ≺ αi+1 . . . αm + ≺ α1 . . . αm−i for all i = 0, 1, . . . ,m− 1.
Then
α1 . . . αN ≺ σi(ωη(a+)Nγν) ≺ α1 . . . αN .
This implies that (3.22) holds. Then we can conclude that ωη(a+)Nγν ∈ B∗(Vq).
Now we assume R(a) 6= a. Note that |a| ≥ 2. Then by Lemma 3.13 we have |R(a)| ≥ 1.
If |R(a)| = 1, then a = α1α1 +. Note that α(q) ≻ α(qT ) = (k + 1)k∞. Then R(a) = α1 ≥
k + 1. It is easy to show that (α1α1
+)jkN ∈ B∗(Vq) for every j ∈ N. Hence, by (3.20) and
the same arguments as above it follows that
ωη(a+)N (R(a)+)Nγν ∈ B∗(Vq).
Suppose that |R(a)| ≥ 2. From (3.19) we obtain that
R(a)(R(a)
+
)∞ ≺ α1 . . . αN , R2(a)(R2(a)+)∞ ≺ α1 . . . αN .
Recall that the word R(a) is primitive by Lemma 3.14. Applying the symmetric version of
Lemma 3.16 (3.15) to R(a) it follows that
α1 . . . αN ≺ σj(R(a)+)N (R2(a)+)∞ ≺ α1 . . . αN for every j ∈ N.
By (3.20) this implies that
α1 . . . αN ≺ σj(a (a+)N (R(a)+)N (R2(a)+)∞) ≺ α1 . . . αN for all j ≥ 0.
By Lemma 3.15 there exists ℓ ∈ {1, 2, . . . ,m} such that Rℓ+1(a) = Rℓ(a) or Rℓ(a) = α1α1 +.
Therefore, by repeating the arguments explained for the previous cases we conclude that
ωη(a+)N (R(a)+)N . . . (Rℓ+1(a)+)Nγν ∈ B∗(Vq).
This completes the proof. 
Proof of Theorem 1. The theorem follows by Propositions 3.6, 3.7 and 3.17. 
Final remarks on topological transitivity.
First we include some explicit examples of irreducible and non-irreducible sequences in V
(see Table 1). Here the parameter s is always a member of the set {k + 1, . . . ,M}, and t is a
member of {s+ 1, . . . , s− 1}.
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α(q) conditions irreducible
(sjs)∞ j ≥ 2 yes
(sjtl)∞ j ≥ 1, 0 ≤ l ≤ j yes
(sjsj)∞ j ≥ 2 no
Table 1. Examples of irreducible sequences and non-irreducible sequences.
In terms of the definitions of the sets U and V at the beginning of Section 2, it follows that
each sequence in Table 1 corresponds to a unique base q ∈ V \U . Therefore, by Lemma 2.5
and Theorem 1 we immediately obtain an interesting feature about the topological transitivity
of the subshifts (Vq, σ), i.e., it is neither a generic or exceptional property with respect to
Lebesgue measure:
0 < Leb ({q ∈ (1,M + 1] : (Vq, σ) is transitive}) < M + 1.
Moreover, as we have show in Table 1 for any s ∈ {k + 1, . . . ,M} and any j ≥ 2 the
sequence (sjs)∞ is irreducible, and it converges to s∞ as j →∞. So, there exists q ∈ V \U
arbitrarily close to s+ 1 for which α(q) is irreducible. Similarly, from Table 1 it follows that
for any j ≥ 2 the sequence (sjsj)∞ is not irreducible, and it converges to s∞ as j → ∞.
So there also exists q ∈ V \ U arbitrarily close to s + 1 for which α(q) is not irreducible.
Consequently, the transitivity of the subshifts (Vq, σ) doesn’t become a generic or exceptional
property as we approach s+ 1, i.e., for all ε > 0
0 < Leb ({q ∈ [s+ 1− ε, s + 1 + ε] : (Vq, σ) is transitive}) < 2ε.
This observation demonstrates the richness of the topological dynamics of the family of sub-
shifts (Vq, σ).
By Lemma 3.5 the subshift (VqT , σ) is a transitive sofic subshift which is not a shift of
finite type. It would be interesting to characterize the set of q for which (Vq, σ) is a transitive
sofic subshift. Similarly, it would be interesting to characterize the set of q for which (Vq, σ)
has the specification property. Another interesting problem to study would be to explicitly
calculate the Lebesgue measure of the transitive bases and the non transitive bases.
4. Irreducible and ∗-irreducible intervals
Recall from Definition 2.9 that an interval [pL, pR] ⊆ (qc,M + 1] is an irreducible (or ∗-
irreducible) interval if the quasi-greedy expansion α(pL) is irreducible (or ∗-irreducible), and
there exists a word a1 . . . am with am < M such that
(4.1) α(pL) = (a1 . . . am)
∞, α(pR) = a1 . . . a+m(a1 . . . am)
∞.
In this case we call [pL, pR] the irreducible (or ∗-irreducible) interval generated by a1 . . . am.
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Lemma 4.1. Let [pL, pR] be an irreducible or ∗-irreducible interval generated by a1 . . . am.
Then m is the smallest period of α(pL), and
a1 . . . am−i 4 ai+1 . . . am ≺ a1 . . . am−i for all 1 ≤ i < m.
Furthermore, the interval [pL, pR] is well-defined.
Proof. Let [pL, pR] be an irreducible or ∗-irreducible interval generated by a1 . . . am. First
we show that m is the least period of α(pL). Suppose j < m is a period of α(pL). Then
a1 . . . am = (a1 . . . aj)
na1 . . . ar for some n ≥ 1 and r ∈ {1, . . . , j}. By Lemma 2.1 it follows
that the sequence
a1 . . . a
+
m(a1 . . . am)
∞ = (a1 . . . aj)na1 . . . a+r (a1 . . . am)
∞
can not be the quasi-greedy expansion of 1 for some base q. This leading to a contradic-
tion with (4.1) that α(pR) = a1 . . . a
+
m(a1 . . . am)
∞. So m is the least period of α(pL) =
(a1 . . . am)
∞.
Now we turn to prove the inequalities. Since m is the least period of α(pL), the greedy
pL-expansion of 1 is a1 . . . a
+
m0
∞. Which implies
(4.2) ai+1 . . . am ≺ ai+1 . . . a+m 4 a1 . . . am−i for all 1 ≤ i < m.
On the other hand, since (a1 . . . am)
∞ = α(pL) ∈ V we have
(4.3) ai+1 . . . am < a1 . . . am−i for all 1 ≤ i < m.
Then the inequalities in the lemma follows by (4.2) and (4.3).
Finally, we show that the interval [pL, pR] is well-defined. Then it suffices to show that
α(pR) = a1 . . . a
+
m(a1 . . . am)
∞ is indeed a quasi-greedy expansion of 1 for some base pR. By
(4.2) and (4.3) it follows that
σn(a1 . . . a
+
m(a1 . . . am)
∞) 4 a1 . . . a+m(a1 . . . am)
∞ for all n ≥ 0.
By Lemma 2.1 we conclude that pR > pL is well-defined. 
Inspecting Lemma 4.1 and Definition 3.10 it follows that for each word a1 . . . am which
generates an irreducible or ∗-irreducible interval the associated word a1 . . . a+m is primitive.
In this section we will investigate the topological properties of irreducible and ∗-irreducible
intervals. In particular, we show that irreducible and ∗-irreducible intervals are pairwise
disjoint. We show that the end points of each irreducible (repectively ∗-irreducible) intervals
can be approximated by the left end points of irreducible (respectively ∗-irreducible) intervals
from above and below. Moreover, we show that every irreducible interval is a subset of
(qT ,M +1), and every ∗-irreducible intervals is contained in (qc, qT ). We will show in Section
5 that irreducible intervals cover almost every point of (qT ,M+1), and ∗-irreducible intervals
cover almost every point of (qc, qT ).
Recall that (λi) = α(qc) is the generalized Thue-Morse sequence defined in (2.3). The
following property for (λi) was established in [21, Lemma 4.2].
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Lemma 4.2. For all n ≥ 0 we have
λ1 . . . λ2n−i ≺ λi+1 . . . λ2n 4 λ1 . . . λ2n−i for all 0 ≤ i < 2n.
Then by Lemma 4.2 and Definition 3.10 it follows that for each n ≥ 0 the word λ1 . . . λ2n
is primitive. Recall from (2.5) that ξ(n) is defined by
ξ(n) =
{
λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)∞ if M = 2k,
λ1 . . . λ2n(λ1 . . . λ2n
+)∞ if M = 2k + 1.
Here we emphasise that the sequence (λi) depends on M . By (2.2) we have α(qT ) = ξ(1).
Lemma 4.3. For each positive integer n there exists a unique qTn ∈ (qc, qT ] ∩U such that
α(qTn) = ξ(n).
Moreover, (qTn)
∞
n=1 is strictly decreasing and converges to qc as n→∞.
Proof. Take n ∈ N. By Lemma 4.2 it follows that
ξ(n) ≺ σi(ξ(n)) ≺ ξ(n) for all i ≥ 1.
Therefore, by the lexicographic characterization of U there exists a unique qTn ∈ (qc, qT ]∩U
such that α(qTn) = ξ(n). In particular, qT1 = qT .
In the following we prove that {ξ(n)}∞n=1 is strictly decreasing. By (2.4) it follows that
λ1 . . . λ2n(λ1 . . . λ2n
+)∞ = λ1 . . . λ2n−1λ1 . . . λ2n−1
+(λ1 . . . λ2n−1λ1 . . . λ2n−1)
∞
≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞.
Then by (2.5) we have ξ(n + 1) ≺ ξ(n) for all n ≥ 1. Note that ξ(n)→ (λi) as n →∞ with
respect to the order topology. Moreover, the map which sends α(q) → q when restricted to
U is continuous. So by Lemma 2.1 we conclude that qTn ց qc as n→∞. 
Note by Lemma 4.3 that qT1 = qT and qTn ց qc as n→∞. By (3.2) it follows that
(4.4) qG < qNT < qc < · · · < qTn+1 < qTn < · · · < qT1 = qT .
Then the sequence (qTn) form a partition of (qc,M + 1]:
(4.5) (qc,M + 1] = [qT ,M + 1] ∪
∞⋃
n=1
[qTn+1 , qTn),
where the unions on the right hand side are pairwise disjoint.
In the following lemma we show that the irreducible intervals are contained inside (qT ,M+
1), and the ∗-irreducible interval are contained in (qTn+1 , qTn) for some n ∈ N.
Lemma 4.4. (1) Each irreducible interval is contained in (qT ,M + 1).
(2) Let [pL, pR] be a ∗-irreducible interval generated by a1 . . . am. Then there exists a
unique n ∈ N such that [pL, pR] ⊆ (qTn+1 , qTn). Moreover, m ≥ 3 · 2n−1 if M = 2k,
and m ≥ 3 · 2n if M = 2k + 1.
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Proof. Since the proof for M = 2k + 1 is similar, we only consider the case where M = 2k.
First we prove (1). Note by Lemma 3.2 that α(q) is not irreducible for any qc < q ≤ qT .
So any irreducible interval must belong to (qT ,M + 1]. Observe that α(M + 1) = M
∞. It is
clear from the definition that for any irreducible interval [pL, pR] we must have α(pR) 6= M∞.
Therefore M +1 cannot be the right endpoint of an irreducible interval. This establishes (1).
Now we prove (2). Suppose that [pL, pR] is a ∗-irreducible interval generated by a1 . . . am.
Then α(pL) = (a1 . . . am)
∞ is ∗-irreducible. By Definition 2.8 there exists a unique n ∈ N
such that ξ(n + 1) 4 α(pL) ≺ ξ(n). Thus, by Lemma 4.3 there exists a unique n ∈ N such
that pL ∈ [qTn+1 , qTn). Observe by Lemma 4.2 that α(qTn+1) = λ1 . . . λ2n(λ1 . . . λ2n+)∞ is not
periodic. So pL ∈ (qTn+1 , qTn). By Lemma 2.1 we have α(qTn+1) ≺ α(pL) ≺ α(qTn). This
implies that
(4.6) λ1 . . . λ2n(λ1 . . . λ2n
+)∞ ≺ (a1 . . . am)∞ ≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞.
Note by (2.4) that λ1 . . . λ2n = λ1 . . . λ2n−1λ1 . . . λ2n−1
+. Then
a1 . . . a3·2n−1 = λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)2 or λ1 . . . λ2n−1λ1 . . . λ2n−1 +λ1 . . . λ2n−1 .
Therefore we can conclude that m ≥ 3 · 2n−1. To finish the proof it remains to show that
pR < qTn , or equivalently, to show α(pR) < ξ(n).
Let us write m = j · 2n−1 + r with j ≥ 3 and r ∈ {0, . . . , 2n−1 − 1}. By (4.6) we have
(4.7) a1 . . . am 4 λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)j−1λ1 . . . λr.
Note by Lemma 4.2 that
(4.8) λr+1 . . . λ2n−1
+
4 λ1 . . . λ2n−1−r, λ1 . . . λr ≺ λ2n−1−r+1 . . . λ2n−1 .
This implies that equality in (4.7) cannot hold. Therefore,
a1 . . . am ≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)j−1λ1 . . . λr,
which implies
(4.9) a1 . . . a
+
m 4 λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)j−1λ1 . . . λr.
If strict inequality holds in (4.9) then α(pR) = a1 . . . a
+
m(a1 . . . am)
∞ ≺ α(qTn). If
a1 . . . a
+
m = λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)j−1λ1 . . . λr,
then by (4.8) it follows that
a1 . . . a
+
m(a1 . . . am)
∞ = λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)j−1λ1 . . . λr (λ1 . . . λ2n−1a2n−1+1 . . . am)∞
≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞.
Again, this implies α(pR) ≺ α(qTn). Then from Lemma 2.1 we obtain pR < qTn . Therefore,
we conclude that [pL, pR] ⊆ (qTn+1 , qTn). 
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By Lemma 4.4 it follows that each ∗-irreducible interval [pL, pR] is contained in a unique
subinterval (qTn+1 , qTn). In this case, we call [pL, pR] an n-irreducible interval.
Note by Table 1 that there are infinitely many irreducible intervals. In the following lemma
we show that there also exist infinitely many ∗-irreducible intervals.
Lemma 4.5. For any positive integers n and j the sequence
(λ1 · · ·λ2n(λ1 . . . λ2n +)j λ1 . . . λ2n)∞
is ∗-irreducible.
Proof. Since the proof for M = 2k is similar, we assume M = 2k + 1. Then ξ(n) =
λ1 . . . λ2n(λ1 . . . λ2n
+)∞. By (2.4) it follows that
(λ1 · · ·λ2n(λ1 . . . λ2n +)j λ1 . . . λ2n)∞ ≺ λ1 . . . λ2n(λ1 . . . λ2n+)∞ = ξ(n)
and
(λ1 · · ·λ2n(λ1 . . . λ2n +)j λ1 . . . λ2n)∞ = (λ1 . . . λ2n+1(λ1 . . . λ2n+)j−1λ1 . . . λ2n)∞
≻ λ1 . . . λ2n+1(λ1 . . . λ2n+1+)∞ = ξ(n+ 1).
Denote by (ai) := (λ1 · · ·λ2n(λ1 . . . λ2n +)j λ1 . . . λ2n)∞. In terms of Definition 2.8 we will
prove that for any m = ℓ2n + r with ℓ ≥ 2 and r ∈ {0, 1, . . . , 2n − 1} we have
(4.10) a1 . . . am(a1 . . . am
+)∞ ≺ (ai)
whenever (a1 . . . a
−
m)
∞ ∈ V.
First we assume r ∈ {1, . . . , 2n − 1}. By the definition of (ai) we distinguish between the
following two cases.
• am−r+1 . . . am = λ1 . . . λr. By Lemma 4.2 it follows that
ar+1 . . . a2n = λr+1 . . . λ2n ≻ λ1 . . . λ2n−r = a1 . . . a2n−r.
So (4.10) holds in this case.
• am−r+1 . . . am = λ1 . . . λr. Then am−r+1 . . . a−m ≺ λ1 . . . λr = a1 . . . ar, which implies
that (a1 . . . a
−
m)
∞ /∈ V.
Now we assume r = 0. By the definition of (ai) we distinguish between the following three
cases.
• am−2n+1 . . . am = λ1 . . . λ2n . Then am+1 . . . am+2n = λ1 . . . λ2n+ ≻ a1 . . . a2n . This
implies (4.10).
• am−2n+1 . . . am = λ1 . . . λ2n+. If am+1 . . . am+2n = λ1 . . . λ2n+, then by the same
reasoning as in the previous case we have (4.10). If am+1 . . . am+2n = λ1 . . . λ2n , then
am+2n+1 . . . am+2n+1 = λ1 . . . λ2n . This implies that
am+1 . . . am+2n+1 = λ1 . . . λ2nλ1 . . . λ2n ≻ a1 . . . a2n+1 .
So (4.10) also holds in this case.
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• am−2n+1 . . . am = λ1 . . . λ2n . Then am+1 . . . am+2n = λ1 . . . λ2n ≻ a1 . . . a2n which
yields (4.10).
Therefore, we conclude from (4.10) that (ai) = (λ1 · · · λ2n(λ1 . . . λ2n +)j λ1 . . . λ2n)∞ is ∗-
irreducible. 
In the following lemma we show that the irreducible and ∗-irreducible intervals are pairwise
disjoint.
Lemma 4.6. (1) The irreducible intervals are pairwise disjoint.
(2) The ∗-irreducible intervals are pairwise disjoint.
Proof. First we prove (1).
Let I(a1 . . . am) = [pL, pR] and I(b1 . . . bn) = [qL, qR] be two irreducible intervals generated
by a1 . . . am and b1 . . . bn, respectively. Suppose on the contrary that [pL, pR] ∩ [qL, qR] 6= ∅.
We may assume qL ∈ [pL, pR]. Note that qL 6= pL. Then by Lemma 2.1 we have α(pL) ≺
α(qL) 4 α(pR), i.e.,
(4.11) (a1 . . . am)
∞ ≺ (b1 . . . bn)∞ 4 a1 . . . a+m(a1 . . . am)∞.
This implies n ≥ m and a1 . . . am 4 b1 . . . bm 4 a1 . . . a+m. By an easy check of (4.11) we have
n > m. Note that σi((b1 . . . bn)
∞) 4 (b1 . . . bn)∞ for any i ≥ 0. Then by (4.11) it follows that
b1 . . . bm 6= a1 . . . am. Therefore,
n > m and b1 . . . bm = a1 . . . a
+
m.
We have (b1 . . . b
−
m)
∞ = (a1 . . . am)∞ ∈ V, by the irreducibility of (b1 . . . bn)∞ we must there-
fore have
a1 . . . a
+
m(a1 . . . am)
∞ ≺ (b1 . . . bn)∞,
leading to a contradiction with (4.11).
Now we prove (2). Let I∗(c1 . . . cs) and I∗(d1 . . . dt) be two ∗-irreducible intervals generated
by c1 . . . cs and d1 . . . dt respectively. By Lemma 4.4 we may assume that both intervals are
n-irreducible intervals for some n ∈ N. Moreover, the periods s, t > 2n if M = 2k, and
s, t > 2n+1 if M = 2k + 1.
By adapting the proof of (1) and using the fact that s, t > 2n if M = 2k, and s, t > 2n+1
if M = 2k + 1, we can prove that I∗(c1 . . . cs) ∩ I∗(d1 . . . dt) = ∅. 
In the following we are going to show that the left end point of each irreducible interval
can be approximated by end points of irreducible intervals from below, whereas the right end
point of each irreducible interval can be approximated by end points of irreducible intervals
from above. Furthermore, the similar approximation properties hold for ∗-irreducible interval.
Let
I : = {q ∈ [qT ,M + 1] : α(q) is irreducible}
I
∗ : = {q ∈ (qc, qT ) : α(q) is ∗ -irreducible} .
(4.12)
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Lemma 4.7. I ∪I ∗ ⊆ U . Moreover, qTn ∈ I ∗ for all n ≥ 2.
Proof. Since the proof for M = 2k + 1 is similar, we only consider the case where M = 2k.
By the first part of the proof of Lemma 3.16 it follows that I ⊆ U . Now we prove that
I ∗ ⊆ U . Fix q ∈ I ∗. Then α(q) = (αi) ∈ V and therefore q ∈ V . So it suffices to show
that q /∈ V \U .
Suppose on the contrary that q ∈ V \ U . Then by [12, Theorem 1.3] there exists j ≥ 1
such that
(4.13) α(q) = (α1 . . . αj α1 . . . αj)
∞ with (α1 . . . α−j )
∞ ∈ V.
By Definition 2.8 of ∗-irreducible there exists n ∈ N such that
(4.14) λ1 . . . λ2n(λ1 . . . λ2n
+)∞ 4 (α1 . . . αj α1 . . . αj)∞ ≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞.
Moreover, for the same n as above, the definition of ∗-irreducible means that j ≤ 2n. Then
by (4.14) and (2.4) it follows that α1 . . . αj = λ1 . . . λj . It is a consequence of Lemma 4.2 that
(α1 . . . αj α1 . . . αj)
∞ = (λ1 . . . λj λ1 . . . λj)∞ ≺ λ1 . . . λ2n(λ1 . . . λ2n +)∞,
leading to a contradiction with (4.14). So q ∈ U and we conclude that I ∗ ⊆ U .
Finally, we prove qTn+1 ∈ I ∗ for all n ∈ N. Note that
(ai) := α(qTn+1) = λ1 . . . λ2n (λ1 . . . λ2n
+)∞.
Suppose (a1 . . . a
−
j ) ∈ V with j > 2n. Then we write j = u · 2n + r with u ∈ N and
r ∈ {1, 2, . . . , 2n}. If 1 ≤ r < 2n, then by Lemma 4.2 it follows that
a1 . . . aj(a1 . . . aj
+)∞ = λ1 . . . λ2n(λ1 . . . λ2n +)u−1λ1 . . . λr
(
λ1 . . . λ2na2n+1 . . . aj
+
)∞
≺ λ1 · · ·λ2n(λ1 . . . λ2n +)∞ = (ai).
If r = 2n, then it is easy to check that a1 . . . aj(a1 . . . aj
+)∞ ≺ (ai).
Hence, α(qTn+1) is ∗-irreducible. This implies qTn+1 ∈ I ∗. 
By Lemma 4.7 we have I ∪I ∗ ⊆ U . In the following we show that any q ∈ (U \I ) ∩
[qT ,M + 1] belongs to a unique irreducible interval, and any q ∈ (U \I ∗) ∩ (qc, qT ) belongs
to a unique ∗-irreducible interval.
First we need the following technical lemma.
Lemma 4.8. Let (a1 . . . am)
∞, (b1 . . . bn)∞ ∈ V. If
(4.15) (a1 . . . am)
∞ ≺ (b1 . . . bn)∞ ≺ a1 . . . a+m(a1 . . . am)∞,
then b1 . . . b
+
n (b1 . . . bn)
∞ ≺ a1 . . . a+m(a1 . . . am)∞.
Proof. Let (ci) := a1 . . . a
+
m(a1 . . . am)
∞. Then by (4.15) and the same arguments as in the
proof of Lemma 4.4 we have
n > m, b1 . . . bm = a1 . . . a
+
m, and b1 . . . bn−1 4 c1 . . . cn−1.
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If b1 . . . bn−1 ≺ c1 . . . cn−1, then we are done.
Now we assume b1 . . . bn−1 = c1 . . . cn−1, and write n = um + r with u ≥ 1 and r ∈
{1, 2, . . . ,m}. We claim that r = m and
b1 . . . bn = a1 . . . a
+
m(a1 . . . am)
u−1a1 . . . a+m.
We will prove the claim by observing the following two cases.
(I) Suppose that 1 ≤ r < m. Since
b1 . . . bn−1 = c1 . . . cn−1 = a1 . . . a+m(a1 . . . am)
u−1a1 . . . ar−1,
by (4.15) and (b1 . . . bn)
∞ ∈ V it follows that
(4.16) b1 . . . bn = a1 . . . a
+
m(a1 . . . am)
u−1a1 . . . ar.
Observe that (4.16) holds since if bn 6= ar then bn < ar which implies that
bn−r+1 . . . bn ≺ a1 . . . ar = b1 . . . br
This leads to a contradiction with (b1 . . . bn)
∞ ∈ V . Note that (a1 . . . am)∞ ∈ V. Then
a1 . . . a
+
m ≻ ar+1 . . . ama1 . . . ar. Hence,
(b1 . . . bn)
∞ = (a1 . . . a+m(a1 . . . am)
u−1a1 . . . ar)∞ ≻ a1 . . . a+m(a1 . . . am)∞.
Which contradicts (4.15).
(II) Suppose that r = m. Observe that (b1 . . . bn)
∞ ∈ V. Then by using b1 . . . bn−1 =
c1 . . . cn−1 in (4.15) it follows that
b1 . . . bn = a1 . . . a
+
m(a1 . . . am)
u−1a1 . . . a+m or a1 . . . a+m(a1 . . . am)
u.
So to prove the claim it suffices to show that b1 . . . bn 6= a1 . . . a+m(a1 . . . am)u. Suppose
on the contrary that b1 . . . bn = a1 . . . a
+
m(a1 . . . am)
u. Then
(b1 . . . bn)
∞ ≻ a1 . . . a+m(a1 . . . am)∞.
Which contradicts (4.15).
By the above we see that our claim is correct. The fact that b1 . . . b
+
n (b1 . . . bn)
∞ ≺ a1 . . . a+m(a1 . . . am)∞
is then an immediate consequence of this claim. 
Lemma 4.9. (1) Let q ∈ (U \I ) ∩ [qT ,M + 1]. Then there exists a unique irreducible
interval I such that q ∈ I.
(2) Let q ∈ (U \I ∗) ∩ (qc, qT ). Then there exists a unique ∗-irreducible interval I such
that q ∈ I.
Proof. Since the proof for M = 2k + 1 is similar, we only prove the lemma for M = 2k.
First we prove (1). Take q ∈ (U \I )∩[qT ,M+1]. Then α(q) = (αi) ∈ V is not irreducible.
So there exists a smallest integer m ≥ 1 such that
(4.17) (α1 . . . α
−
m)
∞ ∈ V and (αi) 4 α1 . . . αm(α1 . . . αm +)∞.
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We start our proof by showing that (ci) := (α1 . . . α
−
m)
∞ is irreducible.
First we assume m = 1. By using (α−1 )
∞ ∈ V in (4.17) we must have α−1 ≥ α1+, i.e.,
α1 − 1 ≥ 2k + 1− α1. So, α1 ≥ k + 1, and then (α−1 )∞ is irreducible.
Now we assume m ≥ 2. Suppose (c1 . . . c−j )∞ ∈ V. We will prove in the following two cases
that
(4.18) c1 . . . cj(c1 . . . cj
+)∞ ≺ (ci).
Case (I). j ≥ m. Then we write j = um+ r with u ≥ 1 and r ∈ {0, 1, . . . ,m− 1}. If r = 0,
then (4.18) follows since α1 > α1 and m ≥ 2 imply that
(α1 . . . α
−
m)
u((α1 . . . α
−
m)u
+)∞ ≺ (α1 . . . α−m)∞.
If r ∈ {1, 2, . . . ,m− 1}. Then since (c1 . . . c−j )∞ = ((α1 . . . α−m)α1 . . . α−r )∞ ∈ V we have
that
αr+1 . . . α
−
mα1 . . . αr ≻ αr+1 . . . α−mα1 . . . α−r < α1 . . . α−m.
This implies that
c1 . . . cj(c1 . . . cj
+)∞ = (α1 . . . α−m)
uα1 . . . αr(α1 . . . α
−
mcm+1 . . . cj
+)∞
≺ (α1 . . . α−m)uα1 . . . αrαr+1 . . . α−mα1 . . . αr · · ·
= (α1 . . . α
−
m)
∞ = (ci).
Therefore, (4.18) holds when j ≥ m.
Case (II). 0 < j < m. Suppose on the contrary that (4.18) fails, i.e.,
α1 . . . αj(α1 . . . αj
+)∞ < (α1 . . . α−m)
∞.
Then (α1 . . . α
−
j )
∞ ≺ (α1 . . . α−m)∞ 4 α1 . . . αj(α1 . . . αj +)∞. By Lemma 4.8 this implies that
α1 . . . αm(α1 . . . αm
+)∞ ≺ α1 . . . αj(α1 . . . αj +)∞.
By (4.17) we have (αi) ≺ α1 . . . αj(α1 . . . αj +)∞. This leads to a contradiction with the
minimality of m defined in (4.17).
We have shown that (α1 . . . α
−
m)
∞ is irreducible. Therefore by (4.17) it follows that q
belongs to the irreducible interval I(α1 . . . α
−
m). By Lemma 4.6 we may conclude that the
interval I(α1 . . . α
−
m) is unique.
Now we turn to prove (2). By similar arguments to those used above, we can show that
for each n ≥ 1 every q ∈ (U \ I ∗) ∩ (qTn+1 , qTn) belongs to a unique ∗-irreducible interval.
Note by Lemma 4.7 that qTn ∈ I ∗ for all n ≥ 2. Therefore, by Lemmas 4.4 and 4.6 it follows
that any q ∈ (U \I ∗) ∩ (qc, qT ) belongs to a unique ∗-irreducible interval. 
In our next result we show that for an irreducible or ∗-irreducible interval its left endpoint
belongs to U \U and its right endpoint belongs to U .
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Lemma 4.10. Let [pL, pR] be an irreducible or ∗-irreducible interval. Then pL ∈ U \U and
pR ∈ U .
Proof. Let [pL, pR] be an irreducible or ∗-irreducible interval generated by a1 . . . am. Then
pL ∈ I ∪I ∗. By Lemma 4.7 it follows that pL ∈ U . Note that α(pL) = (a1 . . . am)∞. Then
by the formulations of U and U given in Section 2 it follows that pL ∈ U \U .
By Lemma 4.1 it follows that
a1 . . . am−i 4 ai+1 . . . am ≺ ai+1 . . . a+m 4 a1 . . . am−i for all 1 ≤ i < m.
This implies that
a1 . . . a
+
m(a1 . . . am)
∞ ≺ σn(a1 . . . a+m(a1 . . . am)∞) ≺ a1 . . . a+m(a1 . . . am)∞
for all n ≥ 1. So pR ∈ U . 
Now we show that the left end point of each irreducible interval can be approximated by
end points of irreducible intervals from below, whereas the right end point of each irreducible
interval can be approximated by end points of irreducible intervals from above. Similarly, for
∗-irreducible intervals we have the same approximation properties.
Proposition 4.11. Let [pL, pR] ⊆ (qc,M + 1] be an irreducible (respectively ∗-irreducible)
interval. Then there exists a sequence of irreducible (respectively ∗-irreducible) intervals
{[pL(n), pR(n)]}∞n=1 such that pL(n) strictly increases to pL as n → ∞. Moreover, there
exists another sequence of irreducible (respectively ∗-irreducible) intervals {[p′L(n), p′R(n)]}∞n=1
such that p′L(n) strictly decreases to pR as n→∞.
Proof. Since the proof for ∗-irreducible intervals is similar, we only give the proof for irredu-
cible intervals.
Let [pL, pR] be an irreducible interval. By Lemma 4.10 we have pL ∈ U \U and pR ∈ U .
Then, since U is a perfect set and U \U is a countable dense subset of U (see [20, Theorem
1.1]) there exist sequences (pi), (ri) ∈ U \U such that
(4.19) pi ր pL and ri ց pR as i→∞.
Now we construct a sequence of irreducible intervals {[pL(n), pR(n)]}∞n=1 in terms of (pi) such
that pL(n) strictly increases to pL as n→∞.
First we claim that there exists a unique irreducible interval I1 = [pL(1), pR(1)] containing
p1. Note that p1 ∈ U \ U . If α(p1) is irreducible, then by noting that α(p1) is periodic we
set I1 = [pL(1), pR(1)] with its left endpoint pL(1) = p1. If α(p1) is not irreducible, then let
I1 = [pL(1), pR(1)] be the unique irreducible interval containing p1 given to us by Lemma 4.9.
So I1 = [pL(1), pR(1)] is well-defined.
By Lemma 4.6 we know that I1 ∩ [pL, pR] = ∅. By (4.19) this implies that pR(1) < pL.
So by (4.19) there exists a least integer N1 such that pN1 ∈ I1 but pN1+1 /∈ I1. Now let
I2 = [pL(2), pR(2)] be the unique irreducible interval containing pN1+1 ∈ U \U . By a similar
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argument to that given above we can verify that I2 is well-defined. By Lemma 4.6 it follows
that I1 ∩ I2 = ∅ and I2 ∩ [pL, pR] = ∅. By (4.19) this implies that pL(1) < pL(2) < pL. Again,
by (4.19) there exists a least integer N2 > N1 such that pN2 ∈ I2 but pN2+1 /∈ I2.
By iteration of the above arguments we construct a sequence of irreducible intervals {[pL(n), pR(n)]}
such that pL(n) strictly increases to pL as n→∞.
In a similar way as in the construction of the sequence {[pL(n), pR(n)]}∞n=1 one can also
construct the sequence of irreducible intervals {[p′L(n), p′R(n)]}∞n=1 in terms of (ri) such that
p′L(n) strictly decreases to pR as n→∞. 
5. Entropy plateaus of H
Note by [18, Theorems 1.1 and 1.2] that H(q) = 0 if q ≤ qc, and H(q) > 0 if q > qc. This
implies that the first plateau of H is (1, qc]. Furthermore, the entropy function H is constant
on each connected component (q0, q
∗
0) of (qc,M + 1] \U . This implies that the endpoints of
each plateau of H belong to U . Therefore, to determine the entropy plateaus of H, it suffices
to consider q ∈ (qc,M + 1] ∩ U . By Lemma 3.3 it follows that (Vq, σ) is not transitive for
any q ∈ (qc, qT ). This makes determining the plateaus of H in (qc, qT ) more intricate. For
this reason we investigate the entropy plateaus of H in (qc, qT ) and [qT ,M + 1] separately.
5.1. Entropy plateaus of H in [qT ,M + 1]. In this part we give the proof of Theorem 2
for q ∈ [qT ,M + 1].
Note by Lemma 4.4 that every irreducible interval is a subset of (qT ,M + 1]. Firstly, we
show that the entropy function H is constant on each irreducible interval.
Lemma 5.1. Let [pL, pR] ⊆ (qT ,M + 1] be an irreducible interval. Then
(1) (VpL , σ) is a transitive subshift of finite type.
(2) H(q) = H(pL) for all q ∈ [pL, pR].
Proof. Let [pL, pR] be an irreducible interval generated by a1 . . . am. First we prove (1). Note
that α(pL) = (a1 . . . am)
∞ and α(pL) is irreducible. Then by Theorem 1 it follows that
(VpL , σ) is a transitive subshift of finite type.
Now we prove (2), i.e., H is constant in [pL, pR]. Note that Vp ⊆ Vq for all p < q. This
implies that H(pL) = h(VpL) ≤ h(Vq) = H(q) for all q ∈ [pL, pR]. Thus it suffices to show
h(VpR) ≤ h(VpL).
We know that (VpL , σ) is a transitive subshift of finite type. Denote by A the adjacency
matrix of the directed graph which represents (VpL , σ), and let λ = λ(A) be the spectral radius
of A. Recall that #Bn(VpL) denotes the number of different words of length n appearing in
sequences of VpL . Then by the Perron-Frobenius theorem (cf. [24, Proposition 4.2.1]) there
exist two constants C1, C2 > 0 independent of n such that
(5.1) C1λ
n ≤ #Bn(VpL) ≤ C2λn for all n ≥ 1.
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Note that pL ∈ U and pL > qT . Then by Lemma 2.5 (2) it follows that (VqT , σ) is a
proper subshift of (VpL , σ). By [24, Corollary 4.4.9] and Lemma 3.5 it follows that
log λ = h(VpL) > h(VqT ) =
{
log 2 if M = 2k,
log 2
2 if M = 2k + 1.
This implies that λ ≥ 2 1m for any m ≥ 2. We claim that
(5.2) λ ≥ 2 1m for all m ≥ 1.
By the above arguments it suffices to prove the inequality in (5.2) for m = 1. Observe that
when m = 1 we have α(pL) = (α1)
∞ ≻ α(qT ). This implies α1 > α1. So, for m = 1 we have
{α1, α1}∞ ⊆ VpL , and therefore,
log λ = h(VpL) ≥ h({α1, α1}∞) = log 2.
This proves (5.2) for m = 1.
Take (ci) ∈ VpR\VpL . Observe that α(pL) = (a1 . . . am)∞ and α(pR) = a1 . . . a+m(a1 . . . am)∞.
Then by the definition of Vq there exists j ≥ 0 such that cj+1 . . . cj+m = a1 . . . a+m or its re-
flection a1 . . . a
+
m. Note that the sequence cj+1cj+2 . . . belongs to
VpR =
{
(xi) : a1 . . . a
+
m(a1 . . . am)
∞ 4 σn((xi)) 4 a1 . . . a+m(a1 . . . am)
∞ for all n ≥ 0
}
.
By the same arguments as those used in the proof of Proposition 3.7 it can be shown that
that cj+1cj+2 . . . ∈ XG4 , where (XG4 , σ) is the sofic subshift represented by the labeled graph
G4 = (G4,L4) (see Figure 5).
a1 . . . am
a1 . . . a
+
m
a1 . . . am
a1 . . . a
+
m
Figure 5. The picture of the labeled graph G4 = (G4,L4).
Note that the labeled graph G4 = (G4,L4) is right-resolving, and the length of each label
is m. Then by direct calculation we obtain h(XG4) =
1
m
log 2. Since (XG4 , σ) is a transitive
sofic subshift, by the Perron-Frobenius theorem there exist two constants C3, C4 > 0 such
that
(5.3) C3 2
n
m ≤ #Bn(XG4) ≤ C4 2
n
m for all n ≥ 1.
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Therefore, by (5.1)–(5.3) it follows that
#Bn(VpR) ≤
n∑
j=0
#Bj(VpL)#Bn−j(XG4) ≤ C2C4
n∑
j=0
λj2
n−j
m
≤ C2C4
n∑
j=0
λjλn−j ≤ C2C4(n+ 1)λn.
This implies that
h(VpR) = limn→∞
log #Bn(VpR)
n
≤ log λ = h(VpL).

Now we prove Theorem 2 for q ∈ [qT ,M + 1].
Proposition 5.2. The interval [pL, pR] ⊆ [qT ,M + 1] is an entropy plateau of H if and only
if [pL, pR] is an irreducible interval.
Proof. First we prove the sufficiency. Let [pL, pR] ⊆ [qT ,M + 1] be an irreducible interval.
Then by Lemma 5.1 it follows that H(q) = H(pL) for any q ∈ [pL, pR]. So to prove that
[pL, pR] is an entropy plateau it suffices to show that H(q) 6= H(pL) for any q /∈ [pL, pR]. We
split the proof into the following two cases.
Case (I). q < pL. By Lemma 4.10 we have pL ∈ U ⊆ V . Then by Lemma 2.5 (2) it follows
that (Vq, σ) is a proper subshift of (VpL , σ). Note by Theorem 1 that (VpL , σ) is a transitive
subshift of finite type. So by [24, Corollary 4.4.9] we have
H(q) = h(Vq) < h(VpL) = H(pL).
Case (II). q > pR. By Proposition 4.11 there exists r ∈ (pR, q) such that r is the left
end point of an irreducible interval. Then α(r) is periodic and irreducible. By Theorem 1 it
follows that (Vr, σ) is a transitive subshift of finite type. Note that r ∈ V . Then by Lemma
2.5 (2) (VpL , σ) is proper subshift of (Vr, σ). Again by [24, Corollary 4.4.9] we have
H(q) ≥ H(r) = h(Vr) > h(VpL) = H(pL).
By Cases (I) and (II) we conclude that [pL, pR] is an entropy plateau of H.
Now we turn to prove the necessity. By the sufficiency part of our proposition we know
that each irreducible interval is an entropy plateau. So it suffices to prove that the union of
all irreducible intervals covers [qT ,M + 1] up to a set of measure zero.
Note that qT ∈ U and M + 1 ∈ U . Then [qT ,M + 1] \U = (qT ,M + 1) \U . Let (q0, q∗0)
be a basic interval of [qT ,M +1] \U . Note by [21, Theorem 2.3] there exists a word a1 . . . am
such that α(q0) = (a1 . . . am)
∞ ∈ V and
α(q∗0) = a1 . . . a
+
m a1 . . . am a1 . . . a
+
m · · · ≺ a1 . . . a+m(a1 . . . am)∞.
This implies that α(q∗0) is not irreducible, i.e., q∗0 /∈ I . Observe that q∗0 ∈ U . Then by
Lemma 4.9 there exists a unique irreducible interval I such that q∗0 ∈ I. By [18, Lemma
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2.11] we know that H(q) = H(q∗0) for all q ∈ [q0, q∗0]. Moreover, by the sufficiency part of our
proposition it follows that I is the largest interval such that H(q) = H(q∗0) for all q ∈ I. So,
(q0, q
∗
0) ⊆ I. Therefore,
[qT ,M + 1] \U =
⋃
(q0, q
∗
0) ⊆
⋃
I,
where the union on the right hand side is taken over all irreducible intervals. Note by [18,
Theorem 1.6] that U is a Lebesgue null set. This implies that the union of all irreducible
intervals covers [qT ,M + 1] up to a set of measure zero. 
Remark 5.3. • By the proof of the necessity of Proposition 5.2 it follows that for each
entropy plateau [pL, pR] ⊂ [qT ,M+1] there exists q∗0 ∈ (pL, pR)∩U . By [23, Theorems
1.1 and 1.2] it follows that
dimH U ∩ (pL, pR) > 0.
This implies that (pL, pR) contains infinitely many connected components of [qT ,M +
1] \U .
• Note that for each plateau interval [pL, pR] ⊂ [qT ,M + 1] the subshift (VpL , σ) is
transitive. Moreover, by Proposition 4.11 it follows that for any q ∈ I there exists a
sequence of irreducible intervals ([pL(n), pR(n)]) such that pL(n) ∈ V \U converges
to q as n→∞. On the other hand, the proof of the necessity of Proposition 5.2 also
implies that there exists a sequence (rn) such that rn ∈ (V \U )\I converges to q as
n → ∞. Therefore, by Lemma 2.5 we conclude that the transitivity of (Vq, σ) does
not become a generic or exceptional property as we approach any q ∈ I , i.e., for any
q ∈ I and any ε > 0 we have
0 < Leb ({p ∈ [q − ε, q + ε] : (Vp, σ) is transitive}) < 2ε.
This strengthens the observation at the end of Section 3.
5.2. Entropy plateaus of H in (qc, qT ). Now we prove Theorem 2 for q ∈ (qc, qT ). By
Lemma 4.4 we know that the ∗-irreducible intervals are all contained in (qc, qT ). Moreover,
for each ∗-irreducible interval [pL, pR], there exists a unique n ∈ N such that [pL, pR] ⊆
(qTn+1 , qTn). In this case the interval [pL, pR] is called an n-irreducible interval.
In Lemma 3.5 we calculated the topological entropy of (VqT1 , σ). In the following lemma
we calculate the topological entropy of (VqTn , σ).
Lemma 5.4. For each n ∈ N the subshift (VqTn , σ) contains a unique transitive subshift of
full topological entropy. Moreover,
H(qTn) =
{
1
2n−1 log 2 if M = 2k,
1
2n log 2 if M = 2k + 1.
Proof. Since the proof for M = 2k + 1 is similar, we only give the proof for M = 2k.
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By (2.5) and Lemma 4.3 it follows that
(5.4) α(qTn) = ξ(n) = λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)∞.
Let (XG5 , σ) be the sofic subshift represented by the right-resolving labeled graph G5 =
(G5,L5) (see Figure 6). Then by Lemma 4.2 it follows that for all (xi) ∈ XG5 we have
λ1 . . . λ2n−1(λ1 . . . λ
−
2n−1
)∞ 4 σj((xi)) 4 λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞
for all j ≥ 0. By (5.4) this implies that XG5 ⊆ VqTn . Observe that the labeled graph G5 is
right-resolving, and each label in L5 has length 2
n−1. Then by [24, Theorem 4.3.3] it follows
that
(5.5) h(XG5) =
log 2
2n−1
.
λ1 . . . λ
−
2n−1
λ1 . . . λ2n−1
λ1 . . . λ2n−1
+
λ1 . . . λ2n−1
Figure 6. The labeled edge graph G5 = (G5,L5).
Note that if (xi) ∈ VqTn contains the word λ1 . . . λ2n−1 or its reflection λ1 . . . λ2n−1 , then
by the same argument used in the proof of Proposition 3.7 it follows that (xi) ends with
an element of XG5 . Now we consider a new subshift (Y, σ) contained in (VqTn , σ). This
subshift consists of those elements of VqTn satisfying the additional property that the words
λ1 . . . λ2n−1 and λ1 . . . λ2n−1 are forbidden. Observe by (2.3) that α(qc) ≻ (λ1 . . . λ−2n−1)∞.
This implies that
Y ⊆ {(xi) : (λ1 . . . λ2n−1 +)∞ 4 σj((xi)) 4 (λ1 . . . λ−2n−1)∞ for all j ≥ 0}
⊆
{
(xi) : α(qc) 4 σ
j((xi)) 4 α(qc) for all j ≥ 0
}
= Vqc .
Note that h(Vqc) = 0. This implies that h(Y ) = 0.
Therefore we may conclude that (XG5 , σ) is the unique transitive subshift of (VqTn , σ) of
full topological entropy. By (5.5) we also have
H(qTn) = h(VqTn ) = h(XG5) =
log 2
2n−1
.
This completes the proof. 
Now we show that H is constant on each ∗-irreducible interval.
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Lemma 5.5. Let [pL, pR] ⊆ (qc, qT ) be a ∗-irreducible interval. Then H(q) = H(pL) for all
q ∈ [pL, pR].
Proof. Since the proof for M = 2k + 1 is similar, we only prove the lemma for M = 2k.
Let [pL, pR] be a ∗-irreducible interval generated by a1 . . . am. By Lemma 4.4 there exists
n ∈ N such that [pL, pR] ⊆ (qTn+1 , qTn). Moreover, m ≥ 3 · 2n−1 > 2n. Note that the entropy
function H is non-decreasing. So it suffices to prove H(pR) ≤ H(pL).
Observe that α(pL) is periodic. Therefore (VpL , σ) is a subshift of finite type. Let G be
the directed graph representing (VpL , σ), and denote by λ its spectral radius. Suppose that
G has s distinct strongly connected components. Then by [24, Theorem 4.4.4] there exist
constants C1 and C2 such that
(5.6) C1λ
n ≤ #Bn(VpL) ≤ C2nsλn for all n ≥ 1.
Note that VqTn+1 ⊆ VpL . Then by Lemma 5.4 it follows that
log 2
2n
= h(VqTn+1 ) ≤ h(VpL) = log λ.
This together with m > 2n implies
(5.7) λ ≥ 2 12n > 2 1m .
Take (ci) ∈ VpR \VpL . Note that α(pL) = (a1 . . . am)∞ and α(pR) = a1 . . . a+m(a1 . . . am)∞.
Then there exists j ≥ 0 such that cj+1 . . . cj+m = a1 . . . a+m or cj+1 . . . cj+m = a1 . . . a+m.
By analogous reasoning to that used in the proof of Proposition 3.7 we can deduce that
cj+1cj+2 . . . ∈ XG4 , where (XG4 , σ) is the sofic subshift represented by the labeled graph
G4 = (G4,L4) in Figure 5. Note that the topological entropy of (XG4 , σ) is h(XG4) =
1
m
log 2. Clearly, (XG4 , σ) is a transitive sofic subshift. Then by (5.7) and the Perron-Frobenius
theorem there exists two constants C3 and C4 such that
(5.8) C32
n
m ≤ #Bn(XG4) ≤ C42
n
m < C4λ
n for all n ≥ 1.
Therefore, by (5.6) and (5.8) it follows that
#Bn(VpR) ≤
n∑
j=0
#Bj(VpL)#Bn−j(XG4) ≤ C2C4
n∑
j=0
jsλjλn−j ≤ C2C4(n+ 1)nsλn.
This implies that
h(VpR) = limn→∞
log#Bn(VpR)
n
≤ lim
n→∞
log(C2C4) + log(n + 1) + s log n+ n log λ
n
= log λ = h(VpL).
This completes the proof. 
Note by Lemma 3.3 the subshift (Vq, σ) is not transitive for any q ∈ (qc, qT ). In the
following we show that for each q inside a ∗-irreducible interval, the subshift (Vq, σ) contains
a unique transitive subshift of finite type of full topological entropy.
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Recall from Definition 3.10 that a word a = a1 . . . am is primitive if for all 0 ≤ i < m we
have
a1 . . . am−i ≺ ai+1 . . . am 4 a1 . . . am−i.
Moreover, by Definition 3.11 the reflection recurrence word of a is R(a) = a1 . . . as, where
s ∈ {0, 1, . . . ,m− 1} is the smallest integer satisfying as+1 . . . a−m = a1 . . . am−s, assuming
such an s exists. When s = 0 then R(a) is the empty word. If such an s doesn’t exist then
R(a) = a.
Lemma 5.6. Let [pL, pR] be an n-irreducible interval.
(1) If M = 2k, then the word α1(pL) . . . αj(pL) with 2
n < j < 2n+1 is primitive if and
only if j = 3 · 2n−1 and
α1(pL) . . . a3·2n−1(pL) = λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)2.
Moreover, R(λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)2) = λ1 . . . λ2n .
(2) If M = 2k + 1, then the word α1(pL) . . . αj(pL) with 2
n+1 < j < 2n+2 is primitive if
and only if j = 3 · 2n and
α1(pL) . . . a3·2n(pL) = λ1 . . . λ2n(λ1 . . . λ2n +)2.
Moreover, R(λ1 . . . λ2n(λ1 . . . λ2n
+)2) = λ1 . . . λ2n+1 .
Proof. Since the proof of (2) for M = 2k + 1 is similar, we only give the proof of (1) for
M = 2k.
Let (αi) = α(pL). Note that qTn+1 < pL < qTn . By (2.5), (2.4) and Lemma 2.1 it follows
that
(5.9)
λ1 . . . λ2n−1λ1 . . . λ2n−1
+(λ1 . . . λ2n−1 λ1 . . . λ2n−1)
∞ ≺ (αi) ≺ λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)∞.
This implies that
α1 . . . α3·2n−1 = λ1 . . . λ2n−1λ1 . . . λ2n−1
+ λ1 . . . λ2n−1 or λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)2.
Again by (5.9), (2.4) and using that (αi) ∈ V it follows that
α1 . . . α2n+1−1 = λ1 . . . λ2n−1λ1 . . . λ2n−1 + λ1 . . . λ2n−1λ1 . . . λ2n−1−1
= λ1 . . . λ2nλ1 . . . λ2n−1,
or
α1 . . . α2n+1−1 = λ1 . . . λ2n−1(λ1 . . . λ2n−1 +)2λ1 . . . λ2n−1−1
= λ1 . . . λ2n λ1 . . . λ2n−1
+λ1 . . . λ2n−1−1.
This implies that for all 2n < j < 2n+1 with j 6= 2n + 2n−1 the word α1 . . . αj has a prefix
λ1 . . . λ2n and a suffix of the form λ1 . . . λℓ for some 1 ≤ ℓ < 2n. By Definition 3.10 it follows
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that α1 . . . αj cannot be primitive. Furthermore, for j = 2
n + 2n−1 the word α1 . . . α2n+2n−1
is primitive if and only if it equals λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)2.
Finally, observe that λ1 . . . λ2n = λ1 . . . λ2n−1λ1 . . . λ2n−1
+. Then by Lemma 4.2 it follow
that the reflection recurrence word is given by
R(λ1 . . . λ2n−1(λ1 . . . λ2n−1
+)2) = λ1 . . . λ2n−1λ1 . . . λ2n−1
+
= λ1 . . . λ2n .

Now we state an adapted version of Lemma 3.16 for ∗-irreducible sequences. The proof is
essentialy the same so it is ommited.
Lemma 5.7. Let q ∈ (qc, qT ]∩V be such that α(q) is ∗-irreducible and q ∈ (qTn+1 , qTn). Then
there exist infinitely many integers m > 2n+1 such that a = α1(q) . . . αm(q) is primitive.
Moreover, for each of these m there exists N = N(m) ∈ N such that for all u ∈ N and any
j ≥ 0 we have
α1(q) . . . αN (q) ≺ σj(a(a+)∞) ≺ α1(q) . . . αN (q),(5.10)
α1(q) . . . αN (q) ≺ σj((a−)u(R(a)−)∞) ≺ α1(q) . . . αN (q),(5.11)
and
α1(q) . . . αN (q) ≺ σj(a (a−)∞) ≺ α1(q) . . . αN (q),
α1(q) . . . αN (q) ≺ σj((a+)u(R(a)+)∞) ≺ α1(q) . . . αN (q).
Using Lemma 5.7 we prove the following result which plays a key role in proving Lemma
5.9 and Proposition 5.10, i.e. the existence and uniqueness of transitive components of full
topological entropy.
Lemma 5.8. Let [pL, pR] be an n-irreducible interval. Then for any word ω ∈ B∗(VpL) there
exists a word ε ∈ B∗(VpL) such that
ωε(λ1 . . . λ
−
2n)
∞ ∈ VpL if M = 2k,
ωε(λ1 . . . λ
−
2n+1
)∞ ∈ VpL if M = 2k + 1.
Proof. Since the proof for M = 2k + 1 is similar, we will assume M = 2k.
Take ω = ω1 . . . ωn ∈ B∗(VpL). Firstly, recall that since pL ∈ (qTn+1 , qTn) we have
α(qTn+1) = λ1 . . . λ2n(λ1 . . . λ2n
+
)∞ ≺ α(pL) ≺ λ1 . . . λ2n(λ1 . . . λ2n−1+)∞.
This implies that
(λ1 . . . λ
−
2n)
∞, (λ1 . . . λ2n
+
)∞ ∈ VpL ,
and then λ1 . . . λ
−
2n , λ1 . . . λ2n
+ ∈ B∗(VpL).
Let (αi) = α(pL). Then α1 . . . α2n = λ1 . . . λ2n . Note that pL ∈ U . Then by [20, Lemma
4.1] there exists m ∈ N with m > max {|ω|, 2n} such that a := α1 . . . αm is primitive. By
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Lemma 3.8 there exists a word δ ∈ B∗(VpL) such that ωδ has a suffix α1 . . . αm or α1 . . . αm.
By symmetry we may assume α1 . . . αm = a is a suffix of ωδ.
Since (αi) is n-irreducible we have α1 . . . αj(α1 · · ·αj +)∞ ≺ (αi) whenever 2n ≤ j ≤ m and
(α1 . . . α
−
j )
∞ ∈ V. Let N be a large integer such that
α1 . . . αj(α1 · · ·αj +)∞ ≺ α1 . . . αN whenever (α1 . . . α−j )∞ ∈ V with 2n ≤ j ≤ m.
From Lemma 5.7 (5.10) and the symmetric version of Lemma 5.7 (5.11) we know that
a(a+)∞,a+(R(a)+)∞ ∈ VpL . Applying a similar argument to the one in Proposition 3.17
we obtain that
(5.12) α1 . . . αN ≺ σi(ωδ(a+)N (R(a)+)∞) ≺ α1 . . . αN for all i ≥ 1.
Suppose R(a) = a. Then by Definition 3.11 it follows that
α1 . . . αm−i ≺ αi+1 . . . αm+ ≺ α1 . . . αm−i for all 0 ≤ i < m.
Since (λ1 . . . λ
−
2n)
∞ ∈ VpL we obtain that
ωδ(a+)N (λ1 . . . λ
−
2n)
∞ ∈ VpL
which implies our result.
Now we assume R(a) 6= a. Note by Lemma 3.13 that the length of R(a) satisfies |a|/2 ≤
|R(a)| ≤ |a|. So there exists i ∈ N such that 2n ≤ |Ri(a)| < 2n+1. Note by Lemma 3.14 that
Ri(a) is primitive. By Lemma 5.6 it follows that there exists j ∈ {i, i+ 1} such that
Rj(a) = α1 . . . α2n = λ1 . . . λ2n .
Therefore, by repeatedly applying Lemma 5.7 and following a similar argument as in the
previous case we can conclude that
ωδ(a+)N (R(a) +)N (R2(a)+)N · · · (Rj−1(a)+)N (λ1 . . . λ2n +)∞ ∈ VpL .
Note by (2.4) that
(λ1 . . . λ2n
+)∞ = (λ1 . . . λ2n−1λ1 . . . λ2n−1)
∞ = λ1 . . . λ2n−1(λ1 . . . λ
−
2n)
∞.
This establishes the lemma. 
Now we show that for each ∗-irreducible interval [pL, pR] the subshift (VpL , σ) contains a
unique transitive subshift of finite type of full topological entropy.
Lemma 5.9. Let [pL, pR] be a ∗-irreducible interval. Then the subshift (VpL , σ) contains a
unique transitive subshift of finite type (XpL , σ) such that h(XpL) = h(VpL). Furthermore,
α(pL) ∈ XpL.
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Proof. Since the proof for M = 2k + 1 is similar, we assume M = 2k.
Let [pL, pR] be a ∗-irreducible interval generated by a1 . . . am. Then by Lemma 4.4 there
exists n ∈ N such that [pL, pR] ⊆ (qTn+1 , qTn). By the proof of Lemma 5.4, it follows that
VqTn+1 contains a unique transitive sofic subshift (XqTn+1 , σ), which is represented by the
labeled graph G6 = (G6,L6), as in Figure 7, such that h(XqTn+1 ) = h(VqTn+1 ).
λ1 . . . λ
−
2n
λ1 . . . λ2n
λ1 . . . λ2n
+
λ1 . . . λ2n
Figure 7. The labeled graph G6 = (G6,L6).
Note that α(pL) = (a1 . . . am)
∞ is periodic. This implies that (VpL , σ) is a subshift of
finite type. Observe that VqTn+1 ⊆ Vq. Let (XpL , σ) be the maximal transitive subshift of
finite type of (VpL , σ) with respect to the inclusion containing XqTn+1 . Note that XpL is well
defined since (VpL , σ) is a subshift of finite type (see [24, Section 4.4]). Now we will show that
XpL is indeed the unique transitive subshift of finite type in VpL satisfying h(XpL) = h(VpL).
First we make the following claim.
Claim: If (xi) ∈ VpL have a prefix λ1 . . . λ2n or λ1 . . . λ2n , then (xi) ∈ XpL.
By symmetry we may assume x1 . . . x2n = λ1 . . . λ2n . To prove the claim, by [24, Corollary
1.3.5] it suffices to show that for all N > 2n+1 we have x1 . . . xN ∈ B∗(XpL).
By Lemma 5.8 it follows that there exists a word ε ∈ B∗(VpL) such that
(5.13) x1 . . . xNε(λ1 . . . λ
−
2n)
∞ ∈ VpL .
Observe that (λ1 . . . λ
−
2n)
∞ ∈ XqTn+1 ⊆ XpL . Moreover, (XpL , σ) is a transitive subshift of
finte type. Take a large integer m > 2n+1. Then for any word ν ∈ B∗(X˜pL) there exists a
word η ∈ B∗(XpL) such that
(λ1 . . . λ
−
2n)
mην ∈ B∗(XpL).
Note that (VpL , σ) is a subshift of finite type. By (5.13) and [24, Theorem 2.1.8] it follows
that
(5.14) x1 . . . xNε(λ1 . . . λ
−
2n)
mην ∈ B∗(VpL).
On the other hand, for any word ω ∈ B∗(XpL), we have by Lemma 5.8 that there exists
a word δ such that ωδ(λ1 . . . λ
−
2n)
∞ ∈ VpL . Observe that x1 . . . x2n = λ1 . . . λ2n . Then by
Lemma 4.2 it follows that
x1 . . . xN ≺ σj((λ1 . . . λ−2n)mx1 . . . xN ) ≺ x1 . . . xN for every 0 ≤ j ≤ m · 2n.
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Again by noting that (VpL , σ) is a subshift of finite type. Then it follows that
(5.15) ωδ(λ1 . . . λ
−
2n)
mx1 . . . xN ∈ B∗(VpL).
By (5.14) and (5.15) it follows that any word in B∗(XpL) can be connected in B∗(VpL) to
and from the word x1 . . . xN . Note that (XpL , σ) is a maximal transitive subshift of finite type
in (VpL , σ). Thus, x1 . . . xN ∈ B∗(XpL). Since N > 2n was chosen arbitrarily, we conclude
that (xi) ∈ XpL .
Now we consider another subshift (Y, σ) such that Y ⊆ VpL \XpL . Observe from the claim
that if a sequence (xi) ∈ VpL has λ1 . . . λ2n or λ1 . . . λ2n as a prefix then (xi) ∈ XpL . Note
that Y is forward σ-invariant, i.e., σ(Y ) ⊆ Y . Then it follows that the words λ1 . . . λ2n and
its reflection λ1 . . . λ2n are forbidden in Y . Therefore,
Y ⊆ {(xi) : (λ1 . . . λ2n +)∞ 4 σj((xi)) 4 (λ1 . . . λ−2n)∞ for all j ≥ 0}
⊆
{
(xi) : α(qc) 4 σ
j((xi)) 4 α(qc) for all j ≥ 0
}
= Vqc.
This implies that h(Y ) = 0.
So (XpL , σ) is the unique transitive subshift of finite type such that h(XpL) = h(VpL).
Observe that α1(pL) . . . α2n(pL) = λ1 . . . λ2n . In terms of the above arguments we conclude
that α(pL) ∈ XpL . 
Building on Lemma 5.9 we now prove that for each q inside a ∗-irreducible interval the
subshift (Vq, σ) contains a unique transitive subshift of finite type of full topological entropy.
Proposition 5.10. Let [pL, pR] be a ∗-irreducible interval. Then for each q ∈ [pL, pR] there
exists a unique transitive subshift of finite type (Xq, σ) with Xq ⊆ Vq such that h(Xq) =
h(Vq).
Proof. Since the proof for M = 2k + 1 is similar, we only give the proof for M = 2k.
Let [pL, pR] be a ∗-irreducible interval generated by a1 . . . am. Then by Lemma 4.4 there
exists n ∈ N such that [pL, pR] ⊆ (qTn+1 , qTn). Furthermore, m > 2n. By Lemma 5.9 there
exists a unique transitive subshift of finite type (XpL , σ) with XpL ⊆ VpL of full topological
entropy.
Now take q ∈ (pL, pR]. Note that VqTn+1 ⊆ Vq. Then by Lemmas 5.4 and 5.5 it follows
that
(5.16) h(Vq) = h(VpL) = h(XpL) ≥ h(VqTn+1 ) =
log 2
2n
.
Take (xi) ∈ VpR \VpL . Then there exist j ∈ N ∪ {0} such that
xj+1 . . . xj+m = a1 . . . a
+
m or xj+1 . . . xj+m = a1 . . . a
+
m.
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Note that α(pR) = a1 . . . a
+
m(a1 . . . am)
∞. Then by a similar argument as used in the proof of
Proposition 3.7 we can show that (xi) must end with an element of a sofic subshift (X,σ) with
topological entropy h(X) = log 2
m
. Using the fact m > 2n and (5.16) we have h(X) < h(Vq).
Therefore we may conclude that (XpL , σ) is the unique transitive subshift of finite type of
(Vq, σ) such that h(XpL) = h(Vq). 
Now we prove Theorem 2 for the interval (qc, qT ).
Proposition 5.11. The interval [pL, pR] ⊆ (qc, qT ) is an entropy plateau of H(q) if and only
if [pL, pR] is a ∗-irreducible interval.
Proof. First we prove the sufficiency. Take n ∈ N and let [pL, pR] ⊆ (qTn+1 , qTn) be a n-
irreducible interval. Then by Lemma 5.5 it follows that H(q) = H(pL) for all q ∈ [pL, pR].
So, to prove that [pL, pR] is an entropy plateau it suffices to show that H(q) 6= H(pL) for all
q /∈ [pL, pR].
Without loss of generality we assume q ∈ (qTn+1 , pL). By Proposition 4.11 there exists a
∗-irreducible interval [p, r] ⊆ (q, pL). Then
qTn+1 < q < p < r < pL.
By Lemma 5.9 it follows that Vp contains a unique transitive subshift of finite type (Xp, σ)
such that h(Xp) = h(Vp), andVpL contains a unique transitive subshift of finite type (XpL , σ)
such that h(XpL) = h(VpL). Note that by the proof of Lemma 5.9 both Xp and XpL contain
the maximal transitive subshift of finite type (XqTn+1 , σ) of (VqTn+1 , σ). This implies that
Xp ⊆ XpL .
Observe by Lemma 5.9 that α(pL) ∈ XpL \Xp. Then by [24, Corollary 4.4.9] it follows that
H(q) ≤ H(p) = h(Xp) < h(XpL) = H(pL).
Similarly, we can also prove that H(p) > H(pL) if p > pR. Therefore, [pL, pR] is an entropy
plateau.
Now we turn to prove the necessity. By the same argument used in the proof of Proposition
5.2 we could prove by using Lemma 4.9 that the union of all n-irreducible intervals covers
(qTn+1 , qTn) up to a set of measure zero. Hence, we conclude that the union of all ∗-irreducible
intervals covers (qc, qT ) up to a set of measure zero. This establishes the necessity part of our
theorem. 
Remark 5.12. • By the proofs of Propositions 5.2 and 5.11 it follows that the union of
irreducible and ∗-irreducible intervals covers almost every point of (qc,M + 1].
• In terms of Remark 5.3 and [23, Theorems 1.1 and 1.2] we could also deduce from
the proof of Proposition 5.11 that each entropy interval [pL, pR] ⊂ (qc, qT ) contains
infinitely many connected components of (qc, qT ) \U .
Proof of Theorem 2. Theorem 2 follows from Propositions 5.2 and 5.11. 
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Example 5.13. Let M = 8. Then by (2.3) and (2.2) we have
α(qc) = (λi) = 5435 3454 3453 5435 . . . and α(qT ) = 5 4
∞.
This implies that qc ≈ 5.80676 and qT = 3 + 2
√
2 ≈ 5.82843.
Recall that I∗(c1 . . . cn) is the ∗-irreducible interval generated by c1 . . . cn. By Lemma 4.5
and Theorem 2 it follows that the following ∗-irreducible intervals are entropy plateaus of H.
I∗(543), I∗(543534), I∗(543534543453), · · · .
For example, for any q ∈ I∗(543) the topological entropy of Uq is given by
H(q) = log
(
1 +
√
5
2
)
,
which can be calculated via the subshift of finite type (X,σ) where
X = {(di) ∈ {3, 4, 5}∞ : 345 4 dn+1dn+2dn+3 4 543 for any n ≥ 0} .
Moreover, recall that I(d1 · · · dm) is the irreducible interval generated by a d1 . . . dm. By
Table 1 and Theorem 2 it follows that the following irreducible intervals are entropy plateaus
of H.
I(5), I(54), I(553), I(554), · · · ;
I(6), I(63), I(64), I(65), · · · ;
I(7), I(72), I(73), I(74), I(75), I(76), · · · ;
I(8), I(81), I(82), I(83), I(84), I(85), I(86), I(87), · · · .
When q ∈ I(a) with a ∈ {5, 6, 7, 8} we have
H(q) = log(2a− 7).
When q ∈ I(ab) with a ∈ {5, 6, 7, 8} and b ∈ {9− a, . . . , a− 1}, by [21, Theorem 7.2] it follows
that
H(q) = log
(
a− 4 +
√
(a− 4)2 + 2b− 7
)
.
We plot the asymptotic graph of H as in Figure 1.
Final remarks on the dynamical properties of (Vq, σ) for q ∈ (qc, qT ).
We end our study of ∗-irreducible intervals and ∗-irreducible sequences with some remarks.
Firstly, note that by the proof of Lemma 5.9 combined with Lemma 2.5 we obtain that if
α(q) is a ∗-irreducible sequence with qTn+1 < q < qTn the transitive components of (Vq, σ)
are (XpL , σ) and finitely many transitive subshifts of zero topological entropy contained in
a subshift parametrized by (λ1 . . . λ
−
2n)
∞. This observation combined with Proposition 4.11
suggests that a similar phenomena might occur for every q ∈ I ∗r . Moreover, from Theorem
2 and Remark 5.12 we obtain that for almost every q ∈ [qc,M +1], (Vq, σ) contains a unique
transitive component of full topological entropy and this component is a subshift of finite type.
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We may ask similar questions to those posed at the end of Section 3. Can we characterize the
set of q such that (Vq, σ) contains a unique transitive component of full topological entropy
and this component is a subshift of finite type?
6. The bifurcation set E
In this section we will investigate the bifurcation set E and prove Theorem 3.
Recall from (4.12) that I is the set of q ∈ [qT ,M + 1] for which α(q) is irreducible, and
I ∗ is the set of q ∈ (qc, qT ) for which α(q) is ∗-irreducible. In the following proposition we
express E in terms of I and I ∗
Proposition 6.1. E = I ∪I ∗.
Proof. Note that E ⊆ [qc,M + 1]. So it suffices to prove that E ∩ [qT ,M + 1] = I and
E ∩ [qc, qT ] = I ∗. Since the proof that E ∩ [qc, qT ] = I ∗ is similar, we only prove E ∩
[qT ,M + 1] = I . We begin our proof by remarking that by Proposition 5.2 we have
(6.1) E ∩ [qT ,M + 1] = [qT ,M + 1] \
⋃
(pL, pR),
where the union is taken over all irreducible intervals.
We now prove E ∩ [qT ,M + 1] ⊆ I . Take q ∈ E ∩ [qT ,M + 1]. If q is the endpoint of an
irreducible interval, then by Proposition 4.11 it follows that there exists a sequence (qn) ⊆ I
such that qn → q as n→∞. This implies that q ∈ I .
If q is not the endpoint of an irreducible interval, then by (6.1) we have q ∈ [qT ,M +
1] \⋃[pL, pR]. Note that [qT ,M + 1] \⋃(pL, pR) ⊆ U is a Lebesgue null set. Moreover, by
Lemma 4.6 these irreducible intervals are pairwise disjoint. Therefore there exists a sequence
of irreducible intervals {[pL(n), pR(n)]} such that pL(n) → q as n → ∞. Note that pL(n) ∈
I for each n ∈ N. This implies that q ∈ I . Therefore by (6.1) we may conclude that
E ∩ [qT ,M + 1] ⊆ I .
Now we prove I ⊆ E ∩ [qT ,M + 1]. By (6.1) it suffices to prove that I ∩ (pL, pR) = ∅ for
any irreducible interval [pL, pR] ⊆ [qT ,M+1]. Let [pL, pR] be an irreducible interval generated
by a1 . . . am.
Suppose on the contrary that I ∩(pL, pR) 6= ∅, and take q ∈ I ∩(pL, pR). Then by Lemma
2.1 we have
(6.2) (a1 . . . am)
∞ = α(pL) ≺ α(q) ≺ α(pR) = a1 . . . a+m(a1 . . . am)∞.
Note that σn(α(q)) 4 α(q) for all n ≥ 0. By (6.2) this implies that α1(q) . . . αm(q) = a1 . . . a+m.
However, (α1(q) . . . αm(q)
−)∞ = (a1 . . . am)∞ ∈ V. By (6.2) and Definition 2.6 it follows that
α(q) is not irreducible, leading to a contradiction with q ∈ I . 
Now we turn to investigate the Hausdorff dimension of E . By Proposition 6.1 it follows
that I ⊆ E . So to prove Theorem 3 it suffices to show that dimH I = 1. Inspired by
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the proof of [18, Theorem 1.6] we construct the following sequence {IN}∞N=2 , consisting of
subsets of I .
Fix an integer N ≥ 2. Let IN be the set of sequences (ai) ∈ {0, 1, . . . ,M}∞ satisfying
a1 . . . a2N = M
2N−10, and the lexicographical inequalities
0N ≺ asN+1 . . . asN+N ≺MN for s = 2, 3, . . . .
Then any sequence (ai) ∈ IN satisfies (ai) ≺ σn((ai)) ≺ (ai) for all n ≥ 1. This implies that
IN := {q : α(q) ∈ IN} ⊆ U for all N ≥ 2.
In the following lemma we show that IN is a subset of I for all N ≥ 2.
Lemma 6.2. IN ⊆ I for all N ≥ 2.
Proof. Take q ∈ IN . Then α(q) = (αi) satisfies
(6.3) α1 . . . α2N = M
2N−10 and 0N ≺ αsN+1 . . . αsN+N ≺MN
for any s = 2, 3, . . .. Clearly, (αi) ∈ V. Suppose (α1 . . . α−j )∞ ∈ V for some j ≥ 1. We claim
that
α1 . . . αj(α1 . . . αj
+)∞ ≺ (αi).
Note that for such a j we must have j 6= 2N . We split the proof into the following two
cases.
Case (I). 1 ≤ j < 2N . Then by (6.3) it follows that
α1 . . . αj(α1 . . . αj
+)∞ = M j(0j−11)∞ ≺ (αi).
Case (II). j > 2N . By (6.3) we have αn+1 . . . αn+2N−1 ≻ 02N−1 for all n ≥ 1. This implies
α1 . . . αj(α1 . . . αj
+)∞ = α1 . . . αj(02N−1Mα2N+1 . . . αj +)∞ ≺ (αi).
Therefore (αi) is irreducible and IN ⊆ I . 
The following property of the Hausdorff dimension is well-known (cf. [15, Proposition 2.3]).
Lemma 6.3. Let f : (X, d1)→ (Y, d2) be a map between two metric spaces. If there exists a
constants C > 0 such that
d2(f(x), f(y)) ≤ C · d1(x, y) for all x, y ∈ X,
then dimH X ≥ dimH f(X).
Using Lemma 6.3 we can obtain a lower bound for the Hausdorff dimension of IN .
Lemma 6.4. Let N ≥ 2. Then
dimH IN ≥ log((M + 1)
N − 2)
N log(M + 1)
.
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Proof. Note that πM+1(IN ) is a scaled copy of the set
E =
{
πM+1((ai)) : 0
N ≺ asN+1 . . . asN+N ≺MN for all s ≥ 0
}
under an affine transformation. Therefore dimH πM+1(IN ) = dimH E. Note that E is a
self-similar set generated by the iterated function system{
fa1...aN (x) =
x
(M + 1)N
+
N∑
i=1
ai
(M + 1)i
: 0N ≺ a1 . . . aN ≺MN
}
.
This iterated function system satisfies the open set condition [15]. Therefore
dimH πM+1(IN ) = dimH E =
log((M + 1)N − 2)
N log(M + 1)
.
To prove our result it suffices to prove that dimH IN ≥ dimH πM+1(IN ).
Take q1, q2 ∈ IN with q1 < q2. Then by Lemma 2.1 we have α(q1) < α(q2). Let j ≥ 1 be
the integer satisfying
(6.4) α1(q1) . . . αj−1(q1) = α1(q2) . . . αj−1(q2) and αj(q1) < αj(q2).
This implies that
πM+1(α(q2))− πM+1(α(q1)) =
∞∑
i=j
αi(q2)− αi(q1)
(M + 1)i
≤
∞∑
i=j
M
(M + 1)i
= (M + 1)1−j .(6.5)
Note that each q2 ∈ IN satisfies
02N ≺ αi+1(q2) . . . αi+2N (q2) ≺M2N for all i ≥ 1.
Then by (6.4) we have
j∑
i=1
αi(q2)
qi1
≥
∞∑
i=1
αi(q1)
qi1
= 1 =
∞∑
i=1
αi(q2)
qi2
≥
j∑
i=1
αi(q2)
qi2
+
1
qj+2N2
.
Observe that qc < q1 < q2 ≤M + 1. Therefore,
1
(M + 1)j+2N
≤ 1
qj+2N2
≤
j∑
i=1
(αi(q2)
qi1
− αi(q2)
qi2
)
≤
∞∑
i=1
(M
qi1
− M
qi2
)
=
M(q2 − q1)
(q1 − 1)(q2 − 1)
≤ M
(qc − 1)2 (q2 − q1).
(6.6)
Therefore, by (6.5) and (6.6) it follows that
πM+1(α(q2))− πM+1(α(q1)) ≤ (M + 1)1−j ≤ (M + 1)
2N+2
(qc − 1)2 (q2 − q1).
Note that πM+1(α(q2))− πM+1(α(q1)) > 0. Hence, by using
f := πM+1 ◦ α : IN → πM+1(IN )
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in Lemma 6.3 we conclude that dimH IN ≥ dimH πM+1(IN ). 
Proof of Theorem 3. By Proposition 6.1 it remains to show that dimH E = 1.
Note by Lemma 6.2 that IN ⊆ I ⊆ E for all N ≥ 2. Then by Lemma 6.4 it follows that
dimH E ≥ dimH IN ≥ log((M + 1)
N − 2)
N log(M + 1)
for all N ≥ 2. Letting N →∞ we conclude dimH E = 1. 
By Theorem 2 the function H is differentiable inside each entropy plateau (pL, pR). Then
the set of points where H is not differentiable is a subset of E . Here we make the following
conjecture.
Conjecture 6.1. E is the set of points where H is not differentiable.
Note that E ⊂ U , and U is a Cantor set of full Hausdorff dimension. By Theorem 3 it
follows that both sets have full Hausdorff dimension. Then it is natural to ask the size of the
difference set U \E . In a recent paper [6] the second and the third authors showed that when
the digit set is {0, 1} the Hausdorff dimension of the difference set U \ E is approximately
equal to 0.368699. It would be interesting to determine the Hausdorff dimension of U \E for
more general digit set {0, 1, . . . ,M} with M ≥ 2.
7. Box dimension of Uq
In this section we will show that the Hausdorff dimension and box dimension of Uq coincide
for all q ∈ (1,M + 1]. For q ∈ (1,M + 1] let
Wq :=
{
πq((xi)) : α(q) ≺ σn((xi)) ≺ α(q) for all n ≥ 0
}
,
and let Wq be the set of corresponding expansions of x ∈ Wq. It is easy to check that
Wq ⊆ Uq ∩ [ Mq−1 − 1, 1].
We start by proving that the upper box dimension of Uq and Wq coincide.
Lemma 7.1. Let q ∈ (1,M + 1]. Then dimB(Uq) = dimB(Wq).
Proof. Unlike Hausdorff dimension the upper box dimension is not countably stable. So this
lemma requires a little work. We begin by recalling an observation made in [18, Lemma 2.5].
Namely
Uq =
{
0,
m
q − 1 ,
d1
q
+
Wq
q
, d1 = 1, . . . ,M − 1
dm
qm
+
Wq
qm
, m = 2, 3, . . . , dm = 1, . . . ,M
m−1∑
i=1
M
qi
+
dm
qm
+
Wq
qm
, m = 2, 3, . . . , dm = 0, . . . ,M − 1
}
.
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So Uq consists of the endpoints of Iq and scaled copies of Wq.
Let us now fix some δ ∈ (0, 1). Note that Wq ⊆ [ Mq−1 − 1, 1]. It is straightforward to show
that
cm
qm
+
Wq
qm
∈ [0, δ],
m−1∑
i=1
M
qi
+
dm
qm
+
Wq
qm
∈
[ M
q − 1 − δ,
M
q − 1
]
for any cm = 1, . . . ,M and for any dm = 0, . . . ,M − 1, whenever
m ≥
[ log(M+1
δ
)
log q
]
+ 1.
Now we consider covers by closed intervals of width δ. Let Nδ(X) denote the minimal
number of such intervals required to cover a set X ⊂ R. Then by the above we have
Nδ(Uq) ≤ 2 +
M−1∑
d1=1
Nδ
(d1
q
+
Wq
q
)
+
[
log(M+1
δ
)
log q
]
∑
m=2
M∑
dm=1
Nδ
(dm
qm
+
Wq
qm
)
+
[
log(M+1
δ
)
log q
]
∑
m=2
M−1∑
dm=0
Nδ
(m−1∑
i=1
M
qi
+
dm
qm
+
Wq
qm
)
Within each of our summations we are considering minimal δ-covers of scaled down copies of
Wq. In which case each term can be bounded above by Nδ(Wq), and we obtain the following
upper bound
Nδ(Uq) ≤ 2 +M
(
1 + 2
[ log(M+1
δ
)
log q
])
Nδ(Wq) ≤ 3M
[ log(M+1
δ
)
log q
]
Nδ(Wq).
This implies that
dimB(Uq) = lim sup
δ→0+
logNδ(Uq)
− log δ
≤ lim sup
δ→0+
log(3M) + log
[
log(M+1
δ
)
log q
]
+ logNδ(Wq)
− log δ
= lim sup
δ→0+
logNδ(Wq)
− log δ = dimBWq.
(7.1)
On the other hand, we trivially have the lower bound Nδ(Wq) ≤ Nδ(Uq) for all δ > 0, and
therefore dimB(Wq) ≤ dimB(Uq). This lower bound combined with (7.1) implies dimB(Uq) =
dimB(Wq). 
Proof of Theorem 4. By [18, Theorem 1.3 and Proposition 2.8] it follows that
dimH(Uq) = h(Uq)
log q
=
h(Wq)
log q
.
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Thus, by Lemma 7.1, and the trivial bound dimH(Uq) ≤ dimB(Uq), it suffices to show that
dimB(Wq) ≤ h(Wq)
log q
.
From the definition of topological entropy we immediately obtain
(7.2) #Bn(Wq) ≤ 2n(h(Wq)+o(1)).
Where we have used the standard little o notation. To each ω = ω1 . . . ωn ∈ Bn(Wq) we
associate the interval
Jω :=
[ n∑
i=1
ωi
qi
,
n∑
i=1
ωi
qi
+
M
qn(q − 1)
]
.
Importantly Jω is precisely the set x ∈ [0,M/(q−1)] for which x has a q-expansion beginning
with ω. Therefore {Jω}ω∈Bn(Wq) is a cover of Wq.
The following gives us the required upper bound. Let δn =
M
qn(q−1) . Note that when
calculating dimB(Wq) it suffices to consider the restricted sequence Nδn(Wq) (see [15]). Then
by (7.2) it follows that
dimB(Wq) = lim sup
n→∞
logNδn(Wq)
− log δn
≤ lim sup
n→∞
log 2n(h(Wq)+o(1))
− log M
q−1 + n log q
=
h(Wq)
log q
.

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