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概要
HyLaGIはハイブリッドシステムモデリング言語 HydLaで書かれたプログラムを実行
するためのハイブリッド制約記号シミュレータである．ハイブリッドシステムは時間の経
過に伴って状態変数が連続変化と離散変化を起こすを持つシステムである．HyLaGI は
バックエンドとしてMathematicaを使用し制度保証計算を行い，変数の軌道を数式とし
て求める．本研究ではハイブリッドシステムの中でも特に，電気回路系の例題を従来の
HyLaGIを用いてシミュレートする際における問題点及びその解決方法を考察する．さら
にその解決方法を従来の HyLaGIに実装として反映し，具体的にどのような電気回路を
モデリング・解析できるかを調査した．
まず，従来の HyLaGIを用いて行う電気回路の解析を行う際に生じる問題を原因を特
定し改善を試みた．回路素子を流れる電流や両端の電位差についての代数方程式や微分方
程式を連立させたものは一般に DAE（微分代数方程式）と呼ばれる連立方程式で，ODE
（線形微分方程式）よりも解くことが難しい．従来の HyLaGIにおける数式処理の実装は
DAEを解くことを想定しておらず，電気回路が正しくモデリングされているにもかかわ
らず解析に失敗する場合がある．そこで，HyLaGIにおける数式処理を DAEに対応した
ものに改良することで，電気回路の解析に失敗する問題が解消された．
次に，数式処理システムMapleを用いて解析にかかる時間の短縮を試みた．回路が複
雑になる（例えばループの数が増える）と解の数式が複雑になり，Mathematicaによる
数式処理にかかる時間が非常に長くなってしまう．そこで，記号解を求めることに最適化
された数式処理システム Maple を HyLaGI のバックエンドとして利用できるようにし，
数式処理にかかる時間の短縮を試みた．
改善された HyLaGIを用いることでどのような目的で電気回路の解析ができるかを実
験・考察した．電気回路系のハイブリッドシステムとしては電気回路中のスイッチの開閉
やパルス信号の応答などが挙げられる．従来の HyLaGIを用いて解析すると，解析に失
敗したり解析できても非常に長い時間がかかる電気回路の例題を短時間で解くことができ
るようになった．例えば交流入力信号の周波数を文字（パラメタ）として解析すると従来
の HyLaGIでは解析できず，Mathematicaの処理を改善したものでは解析できるが時間
がかかる．Mapleを導入した HyLaGIでは短時間で解析することができる．
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1第 1章
はじめに
1.1 研究の背景と目的
ハイブリッドシステム [1]とは，時間経過に伴い状態変数が連続変化と離散変化を起こ
すシステムである．ハイブリッドシステムの考え方の例として，硬い地面に落下し跳ね返
る物体の軌道は物体が空中にいる間は運動方程式にのっとり連続的に変化するが，物体が
地面に接触した瞬間に物体の速度の向きと大きさが離散的に変化するものとして扱うこと
が挙げられる．実際には非常に短い時間の中で連続的に速度が変化しているが，これを離
散変化とみなすことで軌道の計算が簡単になり，自然現象をモデル化し解析する上で役に
立つというのがハイブリッドシステムの考え方である [4]．この考え方は，力学系，電磁
気学系を初めとする物理学系全般を始め，制御工学などの分野に応用が可能である．
ハイブリッドシステムをモデリングし，シミュレーションするための言語として
HydLa[1]が存在する．HydLaプログラムの実行結果はプログラム中の変数の軌道を時刻
tで表される数式すなわち時刻 tの関数として求めたものである．HydLaを用いて解析で
きるハイブリッドシステムの例としてアナログ電気回路系のシステムが挙げられ，実行結
果から回路素子を流れる電流や両端の電位差の時間変化を調べることが可能である．本論
文中では，アナログ電気回路を単に電気回路と呼ぶことにする．
HydLa で記述されたプログラムを実行する処理系として HyLaGI[2] が開発されてい
る．HyLaGIは C++で開発されており，現在 3万行程度の規模のソフトウェアである．
HyLaGIは数式処理のためのバックエンドとしてMathematicaを使用し，精度保証計算
を行っている．従来の HyLaGI で電気回路をモデリングした HydLa プログラムを解く
際，回路素子の両端の電位差と流れる電流の関係やキルヒホッフの電流則・電圧則から導
かれる方程式を連立したものを解く過程で処理に失敗し，モデリングに誤りがないにもか
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かわらず実行結果を得ることができない問題が存在する．
電気回路システムを解析する上で，微分代数方程式（DAE）と呼ばれる特殊な方程式に
ついて理解を深めなければならない．本論文中では，微分代数方程式を DAEと呼ぶこと
にする．線形な微分方程式と線形な代数方程式を連立したものは一般的に DAEであり常
微分方程式（ODE）とは異なるため，扱いに注意が必要である．詳しい定義などは後の章
で説明する．前述の問題が発生する原因は従来の HyLaGI に DAE を解くための処理が
実装されていないことであり，DAEを解くための処理を行うように HyLaGIを改善する
ことで解決する．
別の問題として，解析する回路の形がある程度複雑になると変数の軌道を示す数式が複
雑になり，数式処理を担うMathematicaシステムの負荷が大きくなる．すると，HyLaGI
が結果を出すまでにかかる時間が非常に長くなったり，メモリが足りなくなり動作が完全
に止まってしまうこともある．Mathematicaはある程度の誤差を認める数値計算やデー
タサイエンス向けのライブラリなど多目的な機能を備えた汎用的なシステムとして開発さ
れており，数式処理能力に特化したシステムではない．そこで，HyLaGIの実行過程にお
ける数式処理に記号計算に最適化されているシステムを用いて複雑な数式を高速に処理す
るという方法が考えられる．本研究では，記号計算に最適化されている代表的なシステム
としてMapleを用いる．
ここまでに述べられた問題が解決されると，実用的な電気回路の解析や検証を行うこと
ができるようになる．HydLaは離散変化を扱えるため，入力電源として，単なる直流，交
流だけでなくステップ入力，パルス波，三角波，矩形波，のこぎり波などの形の電圧源に
対する応答を調べることができる．入力電源の他に，スイッチの開閉やダイオードに対す
る応答など電気回路系において離散変化とみなせる現象を調べることができる．HydLa
プログラムの実行結果は変数の軌道を時刻を表す変数 tの関数として求めたものであるか
ら，極限 t→∞を求めることで無限大時間後の回路の様子を調べることができる．
1.2 論文構成
2 章では HydLa で電気回路をモデリングする方法と HyLaGI による実行結果ににつ
いて解説する．3章では DAE（微分代数方程式）について説明し，従来の HyLaGIの問
題点と処理を改善する方法を説明する．4章では数式処理システムMapleを HyLaGIの
バックエンドとして利用する方法を説明する．5章では例題を用いて従来から改善された
HyLaGIの性能を評価・考察する．6章では本論文を総括し，今後の課題を示す．
3第 2章
HydLaを用いた電気回路の解析方法
と従来の HyLaGIで生じる問題点
この章では，HydLa言語およびその処理系 HyLaGIについての解説および，HydLa用
いて電気回路を解析する方法を説明する．
2.1 HydLa言語
HydLaは，ハイブリッドシステムをモデリングするための宣言型言語である．状態変
数の満たすべき制約を常微分方程式や不等式として記述する．各変数は全て時刻 tの関数
として求まる．また必要に応じて制約の優先順位を制約階層として宣言し，制約階層内で
全ての制約を満足する解が存在しない場合は場合はより上にある制約のみを満足する解を
求める．
2.1.1 ハイブリッドシステム
ハイブリッドシステムは，時間経過に伴い状態変数が連続変化と離散変化を起こすシ
ステムである．電気回路系において連続変化とみなせる現象として，抵抗・インダクタ・
キャパシタの両端の電位差と電流の関係や正弦波信号があげられる．一方，離散変化とみ
なせる代表的な現象としてスイッチの開閉や，ダイオード，パルス信号などがある．よっ
て電気回路系はハイブリッドシステムであるといえる．
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2.1.2 HydLaプログラムの例
初めに例として，図 2.1に電気回路で使うパルス信号をモデリングするための HydLa
プログラムを示す．
1 INIT <=> vin=0.
2 VIN <=> [](vin’=0).
3 UP <=> [](t=1 => vin=1).
4 DOWN <=> [](t=2 => vin=0).
5
6 INIT, (VIN << (UP, DOWN)).
図 2.1 パルス信号
1 行目から 4 行目は各制約を INIT, VIN, UP, DOWN と定義してモジュール化してい
る．この INIT, VIN, UP, DOWNを制約モジュールと言う．
INIT は t = 0 における vin の初期値は 0 であるという意味である．HydLa の初期時
刻は必ず t = 0である．
VINは時刻に関係なく vin’の値は 0であるという意味である．vin’は vinの時間微
分値を表す．また []は時相論理の「常に（always）」という意味の量化子である．
UPおよび DOWNはガード条件付きの制約で，t = 1および t = 2の瞬間のみ vinの値が
制約される．HydLaでは tは予約変数で時刻を表す．ガード条件が成立する時刻は一般
に 0ではないから []をつける必要がある．
6行目は各制約モジュールの制約階層を定義している．制約 Aに優先する制約が存在し
ないとき Aは requiredであるといい，求められる解は requiredな制約を必ず満足してい
なければならない．図 2.1の例では，INIT, UP, DOWNが requiredな制約モジュールで，
UP, DOWNは VINに優先する制約モジュールである．
次に，図 2.1 のプログラムを HydLa 専用の処理系 HyLaGI で実行した際，どのよう
にして解が求められるのかを説明する．t = 0 においては全ての制約モジュールを満足
できるため解は vin=0，vin’=0となる．UP, DOWNについてはガード条件が満たされな
いときは右辺の制約を満たさなくても全体としては真であることに注意する．0 < t < 1
においても全ての制約モジュールを満足できるため解は vin’=0 となる．INIT は t = 0
における制約であるため t = 0 以外では vin の値に関係なく真である．ここで t = 0 と
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0 < t < 1 を組み合わせて 0 ≤ t < 1 における次の微分方程式を解き解は vin(t) = 0 と
なる． {
vin(0) = 0
d
dt
vin(t) = 0 (0 ≤ t < 1)
t = 1においては UPのガード条件が真となるために，全ての制約モジュールを満足しよ
うとすると，VIN（vinは時間変化しない）と UP（vinの t = 1における左極限値に関係
なく vin=1である）が矛盾する．その為 VINを満足すべき条件から除外し，INIT, UP,
DOWNを満足する解は vin=1である．1 < t < 2においては全ての制約モジュールを満足
できるため解は vin’=0となる．ここで t = 1と 1 < t < 2を組み合わせて 1 ≤ t < 2に
おける次の微分方程式を解き解は vin(t) = 1となる．{
vin(1) = 1
d
dt
vin(t) = 0 (1 ≤ t < 2)
t = 2 においては DOWN のガード条件が真となるために，全ての制約モジュールを満
足しようとすると，VINと DOWNが矛盾する．その為 VINを満足すべき条件から除外し，
INIT, UP, DOWN を満足する解は vin=0 である．2 < t においては全ての制約モジュー
ルを満足できるため解は vin’=0となる．ここで t = 2と 2 < tを組み合わせて 2 ≤ tに
おける次の微分方程式を解き解は vin(t) = 0となる．{
vin(2) = 0
d
dt
vin(t) = 0 (2 ≤ t)
以上の結果をすべてまとめると結果は次のようになる．
vin(t) =
{
1 (1 ≤ t < 2)
0 (0 ≤ t < 1, 2 ≤ t)
次に図 2.1を利用してパルス信号に対する電気回路の応答を調べるプログラムの例を紹
介する．ここでは，説明のために簡単な回路としてパルス信号を発生させる電圧源，抵
抗，キャパシタ（コンデンサー）の 3つの回路素子からなる単一ループの例題を 2.2示す．
1行目は時刻に等しい変数 timerを定義するモジュール定義で 12行目に宣言されてお
り，図 2.1 のように直接 t を用いずに時刻を扱うことができる．2 行目から 4 行目はア
ナログ回路素子抵抗（R），インダクタ（L），キャパシタ（C）の性質を宣言するための
引数あり制約のマクロ定義であり，13行目に回路中に存在する抵抗とキャパシタの性質
を宣言している．R(v1,i,r)の記述は，抵抗値 rの抵抗が存在してその両端の電位差は
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1 TIMER <=> timer=0 & [](timer’=1).
2 R(v,i,r) <=> [](v=r*i).
3 L(v,i,l) <=> [](v=l*i’).
4 C(v,i,c) <=> [](c*v’=i).
5 PAR(a,b,c) <=> a<b<c & [](b’=0).
6 INIT <=> vin=0 & v2=0.
7 VIN <=> [](vin’=0).
8 UP <=> [](timer=1 => vin=1).
9 DOWN <=> [](timer=2 => vin=0).
10 CIRCUIT <=> [](vin=v1+v2).
11
12 TIMER,
13 R(v1,i,r), C(v2,i,c),
14 PAR(0.5,r,1.5), PAR(0.5,c,1.5),
15 INIT,
16 VIN << (UP, DOWN),
17 CIRCUIT.
図 2.2 電気回路にパルス信号を入力する
v1，流れる電流が iであることを宣言し, C(v2,i,c)の記述は，容量 cのキャパシタが
存在してその両端の電位差は v2，流れる電流が iであることを宣言している．5行目は
定数パラメタを宣言するためのマクロ定義である．例えば，PAR(0.5,r,1.5) の記述は
0.5<r<1.5 & [](r’=0)の記述と等価であり，時刻 t = 0における rの値は 0.5より大
きく 1.5未満かつ rの微分値が常に 0である即ち定数であることを意味し，rが 0.5より
大きく 1.5未満の定数であることを宣言している．ここで [](0.5<r<1.5)と記述するだ
けでは，rの値は常に 0.5より大きく 1.5未満の範囲に存在するが時間の変化に伴う変化
が制限されないので定数とならないので注意が必要である．
2.2 処理系 HyLaGI
HyLaGI は HydLa 専用の処理系である．HydLa プログラムの解を時刻 t の関数とし
て求める．HyLaGIは精度保証された解軌道のためにバックエンドとして技術計算システ
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ムMathematica [9]を使用している．HyLaGIが出力する結果は LTspice[6][8]などの回
路シミュレータとは異なり，各変数を時刻 tについての数式として記号的に求めることが
できるため誤差が生じない．
2.2.1 HydLaプログラムの実行結果
HyLaGIで図 2.2の HydLaプログラムを実行した際の結果の一部を図 2.3に示す．
1 t : 2->Infinity
2 c : p[c, 0, 1]
3 i : E^((1+t*(-1))*p[c, 0, 1]^(-1)*p[r, 0, 1]^(-1))*(-1)*(E^(p[c, 0,
1]^(-1)*p[r, 0, 1]^(-1))+(-1))*p[r, 0, 1]^(-1)
4 r : p[r, 0, 1]
5 timer : t
6 v1 : E^((2+t*(-1))*p[c, 0, 1]^(-1)*p[r, 0, 1]^(-1))*(E^(-1*p[c, 0,
1]^(-1)*p[r, 0, 1]^(-1))+(-1))
7 v2 : E^((2+t*(-1))*p[c, 0, 1]^(-1)*p[r, 0, 1]^(-1))*(1+E^(-1*p[c, 0,
1]^(-1)*p[r, 0, 1]^(-1))*(-1))
8 vin : 0
9 c’ : 0
10 r’ : 0
11 timer’ : 1
12 v2’ : E^((1+t*(-1))*p[c, 0, 1]^(-1)*p[r, 0, 1]^(-1))*(-1)*(E^(p[c, 0,
1]^(-1)*p[r, 0, 1]^(-1))+(-1))*p[c, 0, 1]^(-1)*p[r, 0, 1]^(-1)
13 vin’ : 0
図 2.3 実行結果
1行目は解軌道全体のうち，どの時刻区間についての解であるかを示している．2行目
以降は宣言されている変数や sの微分値が区間内で時刻 tの関数としてどのように表され
るかを表している．p[r, 0, 1]や p[c, 0, 1]はパラメタであり，p[a, m, n]は変数
aのm回微分の第 nphaseの値である．例えば，抵抗の両端に加わる電圧（v1）を数式で
表すと
e−
t−1
rc − e− t−2rc
となる．
8第 3章
DAE（微分代数方程式）の性質と従
来の HyLaGIにおける数式処理の問
題点
本章では，DAE（微分代数方程式）の定義および性質を初めに説明する．次に，従来の
HyLaGIにおける数式処理の問題点および解決方法を 2つ提案する．また，DAEに関連
する研究を紹介する．
3.1 DAE（微分代数方程式）
DAE（Differential Algebraic Equations，微分代数方程式）は簡単に言うと微分方程
式と代数方程式を連立させたものである．
3.1.1 DAEの定義
次の形式で表される連立微分方程式を考える．
Ax′(t) +Bx(t) = F (3.1)
ただし，A，B は各要素が定数または独立変数 tについての関数である行列，F は各要素
が定数または独立変数 tについての関数であるベクトル，x(t)は tについての未知関数ベ
クトルである．このとき tの値に関係なく det(A) = 0ならば DAEである．（det(A) ̸= 0
ならば常微分方程式である．）
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例えば，微分方程式と代数方程式を連立させた方程式{
x′(t) = y(t)
x(t) + y(t) = 1
(3.2)
は式 3.1において x(t) =
(
x(t)
y(t)
)
，A =
(
1 0
0 0
)
，B =
(
0 −1
1 1
)
F =
(
0
1
)
の場合とした場合であり det(A) = 0であるから式 3.2は DAEである．また，微分方程
式のみの連立方程式も DAEであることがある．例えば次の連立方程式{
x′(t) + y′(t) = x(t)
x′(t) + y′(t) = y(t) (3.3)
は式 3.1において x(t) =
(
x(t)
y(t)
)
，A =
(
1 1
1 1
)
，B =
(
−1 0
0 −1
)
F =
(
0
0
)
の場合とした場合であり det(A) = 0であるから式 3.3は微分方程式のみの連立方程式で
ありながら DAEである．
3.1.2 DAEの性質
常微分方程式の一般解に含まれる一般解の自由度（任意定数の数）は変数の数に等しい
という特徴がある．一方，DAEは変数の数が等しい常微分方程式に比べ一般解の自由度
が小さい，つまり一般解に含まれる任意定数の数が少ない．次の微分方程式{
x′(t)− y(t) = 0
y′(t) + x(t) = 0 (3.4)
は式 3.1において x(t) =
(
x(t)
y(t)
)
，A =
(
1 0
0 1
)
，B =
(
0 −1
1 0
)
F =
(
0
0
)
の場合とした場合であり det(A) ̸= 0であるから式 3.4は常微分方程式である．(3.4)の一
般解は {
x(t) = A cos t+B sin t
y(t) = B cos t−A sin t (A,B は任意定数) (3.5)
であり任意定数はの数は 2つで変数の数と等しい．一方 (3.2)の一般解は{
x(t) = Ae−t + 1
y(t) = −Ae−t (Aは任意定数) (3.6)
(3.3)の一般解は {
x(t) = Ae
t
2
y(t) = Ae
t
2
(Aは任意定数) (3.7)
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であり，任意定数の数が 1つであり変数の数よりも少ない．この事実は DAEの一般解に
おいて異なる変数間に線形従属が存在していることを意味する．(3.6)は x(t)+ y(t) = 1，
(3.7)は x(t) = y(t)という関係があり，線形従属である．
3.2 HyLaGIの処理過程における DAEの存在
DAEは変数の数が等しい常微分方程式と比較して一般解の自由度が小さいという性質
は初期値問題を解く際に注意を要する．そのため，HyLaGIを含め数式を扱うシステムを
設計する者は DAEについて理解する必要がある．
3.2.1 HyLaGIの数式処理における役割
HyLaGIのバックエンドとして用いられるMathematicaは汎用的なシステムとして開
発されているため特定の使用方法について弱点がある．例えば，次の連立微分方程式を
Mathematicaの組み込み関数 DSolveに処理させても解くことができない．

y(t) = x(t)2
dx
dt
(t) = x(t)
x(0) = 1
(3.8)
実際，Mathematicaカーネルを起動し，(3.8)を解こうとすると図 3.1のように与えた
式がそのまま帰ってくる．Mathematicaは関数適用できなかった式は与えられた形のま
ま返すように設計されている．(x’[t]は Derivative[1][x][t]の略記法である．)
1 In[1]:= InputForm[DSolve[{y[t] == x[t]^2, x’[t] == x[t], x[0]
== 1}, {x[t], y[t]}, t]]
2
3 Out[1]//InputForm= DSolve[{y[t] == x[t]^2, Derivative[1][x][t]
== x[t], x[0] == 1}, {x[t], y[t]}, t]
図 3.1 DSolveで解くことのできない微分方程式
人間ならば，下 2つの式のみを解いてから上の式に代入すればよいということがすぐに
分かる．HyLaGIは連立微分方程式を解くために，Wolfram言語（Mathematicaシステ
ムを利用するための言語）で定義された関数 exDSolveを備えている．exDSolveのアル
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ゴリズムを簡単に説明すると，まず初期条件式を除外し含まれる tについての未知関数が
少ない順に方程式をソートしてリスト化し，次にリストの先頭から方程式を 1つずつ集め
てゆき方程式の数と tについての未知関数の数が等しくなったら，DSolveで解くという
ものである．(3.8)を解く場合，まず dx
dt
(t) = x(t)を解き DSolveで解き，その結果を用
いて残りの部分を再び DSolveで解くことで処理が完了する．実際に図 3.2の HydLaプ
ログラムを HyLaGIで実行すると図 3.3のように解くことができることがわかる．
1 [](y = x^2), [](x’ = x), x = 0.
図 3.2 (3.8)を解くための HydLaプログラム
1 ------ Result of Simulation ------
2 ---------Case 1---------
3 ---------1---------
4 ---------PP 1---------
5 unadopted modules: {}
6 positive :
7 negative :
8 t : 0
9 x : 1
10 y : 1
11 x’ : 1
12 ---------IP 2---------
13 unadopted modules: {}
14 positive :
15 negative :
16 t : 0->Infinity
17 x : E^t
18 y : E^(2*t)
19 x’ : E^t
図 3.3 図 3.2を HyLaGIで実行した結果
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HydLaの文法は図 3.2のように，モジュール化していない制約を制約階層に直接記述
することを許可している．
3.2.2 HyLaGIが DAEを処理する際の問題
常微分方程式や DAEの初期値問題を解く際に解の自由度が異なると解が 1つに決まる
ために必要な初期条件の数が異なるため，数式処理の過程で解こうとする微分方程式が
DAEおよび常微分方程式のどちらなのかがわからないと問題が起こる．例えば，(3.6)に
おける x(t) + y(t) = 1という関係は与えられた方程式 3.2中に明示されているが，(3.6)
における x(t) = y(t)という関係は方程式 3.3中に明示されていない．実際にどのような
問題が起こるかを調べるために図 3.4に示す HydLaプログラムを従来の HyLaGIで実行
すると，図 3.5に示すエラーメッセージが出力されて解を求めることができずに実行が終
了する．
1 [](x’ + y’ = x),
2 [](x’ + y’ = y),
3 0 < x < 2,
4 1 < y < 3.
図 3.4 従来の HyLaGIで実行すると問題が発生する HydLaプログラム
1 DSolve::bvnul: For some branches of the general solution, the
given boundary conditions lead to an empty solution.
図 3.5 従来の HyLaGIで実行すると問題が発生する HydLaプログラム
図 3.5はMathematicaの DSolve関数に与えられた制約を満足できる解が存在しない
ときに出力される例外メッセージである．この問題の原因を調べるためには，HyLaGIの
実行過程で DSolveが実行されるときの引数を調べる必要がある．
HyLaGIにはデバッグ出力機能があり，Mathematicaの実行中の特定の地点における
変数の値を調べることができる．調べた結果，原因となる DSolveの実行文と実行結果を
図 3.6に示す．
図 3.6では次の DAEの初期値問題を解こうとするものである．ただし，prev[px, 0]
は a，prev[py, 0]は bに置き換えている．
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1 In[1]:= DSolve[{ux[t] == Derivative[1][ux][t] + Derivative[1][
uy][t], uy[t] == Derivative[1][ux][t] + Derivative[1][uy][t
], ux[0] == prev[px, 0], uy[0] == prev[py, 0]}, {ux[t], uy[
t]}, t]
2
3 DSolve::bvnul: For some branches of the general solution, the
given boundary conditions lead to an empty solution.
4
5 Out[1]= {}
図 3.6 原因となる DSolveの実行文

ux′(t) + uy′(t) = ux(t)
ux′(t) + uy′(t) = uy(t)
ux(0) = a
uy(0) = b
(3.9)
HyLaGI は Mathematica が問題を解きやすくするために，不等式を含む制約集合を
解くために初めに不等式を除いた制約集合を，変数の初期値を prev[px, 0] 等の表記
で与えて解き，その解と残りの不等式を連立させて解くことで与えられた制約集合全
体についての解を得ている．従来の HyLaGI では関数 exDSolve の中で用いられる関数
solveByDSolveによって，各変数について式中に出現する最多微分階数を nとするとき 0
から n− 1階微分の初期値を関数 DSolveに与えている．例えば，(3.9)では ux(t)，uy(t)
について式中に出現する最多微分階数が 1であるから各変数の 0階微分の初期値 ux(0)，
uy(0)を与えられている．(3.9)の解は (3.3)の解（図 3.7）を参考にすると a = bの場合
に限り ux(t) = uy(t) = ae t2 という解が存在することがわかる．しかしMathematicaは
図 3.6の 1行目の入力が与えられた時，あくまで ux[t]と uy[t]について解く命令なの
で prev[px, 0]と prev[py, 0]の間に関係が生じるような解を認めずに解無しとする
のである．
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3.3 HyLaGIで DAEを解く方法
HyLaGIで不等式を除いた制約集合を解く段階において DAEを解くために 2つの解決
方法を提案する．1つ目は関数 DSolveに与える初期条件を減らす方法，2つ目は一般解
を経由する方法である．各方法についての比較実験は章 5で行う．なお，本節についての
詳細は情報処理学会第 81回全国大会にて発表を行った．[1]
3.3.1 関数 DSolveに与える初期条件を減らす方法（手法 1）
最初に，従来の HyLaGIが与える初期条件の集合の冪集合を求め，その各要素を要素数
が大きい順にソートしたリストを作る．そのリストの先頭要素から順に DSolveに与える
初期条件として用いて DAEが解けるか試行してゆき，解くことができた場合その解を採
用して不等式の処理に移る．DSolveに与えた初期条件の集合が解が得られないものだっ
た場合，解く DAEが複雑なものであっても短時間で例外を出力し次の要素を試すことが
できる．この処理を行うために図 3.7 に示すように関数 solveByDSolve を修正した．こ
の方法を手法 1とする．
3.3.2 一般解を経由する方法（手法 2）
もう一つの方法として一般解を求めてから任意定数を消去することで初期値問題の解
を得る方法を考える．最初に，初期条件を与えずに関数 DSolve を実行し一般解を求め，
得られた一般解に含まれる任意定数の数（＝解の自由度）を調べる．次に，解の自由度に
等しい数の要素を持つ初期条件の部分集合のリストを作る．Mathematicaの組み込み関
数 Solveを用いて，リストの各要素について先頭要素からと一般解と連立させた代数方程
式から任意定数を消去できるか調べ，消去できたらそれを初期値問題の解として採用す
る．この処理を行うために新たに図 3.8に示すように関数 solveByDSolveAndSolveを作
成し，関数 exDSolve 内で関数 solveByDSolve の代わりに用いる．この方法を手法 2 と
する．
3.4 DAEに関連する研究
線形時不変回路を解析するための DAE（混合方程式と呼ばれる）の指数を下げること
で数値計算時の誤差を小さくすることができるという内容の研究が存在する [3]．本研究
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1 solveByDSolve[expr_, vars_] :=
2 solveByDSolve[expr, vars] = (* for memoization *)
3 Module[
4 {ini = {}, inis, sol, derivatives, i},
5 tVars = Map[(#[t])&, vars];
6 derivatives = getTimeVariablesWithDerivatives[expr];
7 For[i = 1, i <= Length[derivatives], i++,
8 ini = Union[ini, createPrevRules[derivatives[[i]] ] ]
9 ];
10 tmp = expr;
11 For[i = Length[ini], i >= 0, i--,
12 inis = Subsets[ini, {i}];
13 For[j = 1, j <= Length[inis], j++,
14 sol = Quiet[
15 Check[
16 DSolve[Union[expr, inis[[j]]], tVars, t],
17 overConstrained,
18 {DSolve::overdet, DSolve::bvimp}
19 ],
20 {DSolve::overdet, DSolve::bvimp, DSolve::bvnul, Solve::svars,
PolynomialGCD::lrgexp}
21 ];
22 If[Length[sol] > 0,
23 Break[]
24 ]
25 ];
26 If[Length[sol] > 0,
27 Break[]
28 ]
29 ];
30 For[i = 1, i <= Length[sol], i++,
31 If[Count[Map[(timeConstrainedSimplify[Element[#[[2]], Reals]])&, sol
[[i]] ], False] > 0,
32 sol = Drop[sol, {i}];
33 --i;
34 ]
35 ];
36 If[Length[sol] > 0, sol, overConstrained]
37 ];
図 3.7 solveByDSolve
も，問題の解決のために DAEの性質を理解する必要があり関連している．一方，本研究
は HyLaGIによる記号計算（数式を数式のまま解く）における問題点の解決を扱うため
誤差の概念が無く，数式的な解を求めることができるかどうかや実行時間に焦点を当てて
いるため，数値計算に関する研究と差別化される．
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1 solveByDSolveAndSolve[expr_, vars_] :=
2 solveByDSolveAndSolve[expr, vars] = (* for memoization *)
3 Module[
4 {ini, inis, sol = {}, solwithconstant, solofconstant, derivatives,
prevs = {}, constants, i, j},
5 tVars = Map[(#[t])&, vars];
6 derivatives = getTimeVariablesWithDerivatives[expr];
7 For[i = 1, i <= Length[derivatives], i++,
8 prevs = Union[prevs, createPrevOnly[derivatives[[i]] ] ]
9 ];
10 tmp = expr;
11 solwithconstant = Quiet[
12 Check[
13 DSolve[expr, vars, t],
14 overConstrained,
15 {DSolve::overdet, DSolve::bvimp}
16 ],
17 {DSolve::overdet, DSolve::bvimp, DSolve::bvnul, Solve::svars,
PolynomialGCD::lrgexp}
18 ];
19 For[i = 1, i <= Length[solwithconstant], i++,
20 ini = {};
21 constants = Union[Cases[solwithconstant[[i]], C[_], {0, Infinity}]];
22 For[j = 1, j <= Length[prevs], j++,
23 ini = Append[ini, Simplify[prevs[[j]][0] /. solwithconstant[[i]] ]
== makePrevVar[prevs[[j]] ] ]
24 ];
25 inis = Subsets[ini,{Length[constants]}];
26 For[j = 1, j <= Length[inis], j++,
27 solofconstant = Quiet[
28 Check[
29 Solve[inis[[j]], constants, Reals],
30 overConstrained,
31 {DSolve::overdet, DSolve::bvimp}
32 ],
33 {DSolve::overdet, DSolve::bvimp, DSolve::bvnul, Solve::svars,
PolynomialGCD::lrgexp}
34 ];
35 If[Length[solofconstant] > 0,
36 sol = Union[sol, Map[#[t]&, (solwithconstant[[i]] /.
solofconstant ), {3}]];
37 Break[]
38 ]
39 ];
40 ];
41 If[Length[sol] == 0, Return[overConstrained]];
42 For[i = 1, i <= Length[sol], i++,
43 If[Count[Map[(timeConstrainedSimplify[Element[#[[2]], Reals]])&, sol
[[i]] ], False] > 0,
44 sol = Drop[sol, {i}];
45 --i;
46 ]
47 ];
48 If[Length[sol] > 0, sol, overConstrained]
49 ];
図 3.8 solveByDSolveAndSolve
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第 4章
Mapleを用いた HyLaGIにおける数
式処理
この章では初めに，数式処理システムMaple[10]について説明する．次に，Mathemat-
icatとMapleの DAE解析能力を比較する．また，HyLaGIの数式処理にMapleを利用
するための方法，実装内容について説明する．
4.1 数式処理システムMaple
MapleはMaplesoftが開発する数式処理システムである．Mapleに関する研究として
プロジェクト「ロボットは東大に入れるか」において数学の問題を解く目的で，富士通研
究所が開発したMaple用モジュール SyNRACが使用されたことがある．
4.1.1 Mathematicaと比較したMapleの特徴
Mapleは記号計算（数式のまま計算）に最適化されており，この点においてはMathe-
maticaに対して優れていると言える．しかし，システムの規模が小さく大量の変数や制
約を記憶することは苦手である．一方，Mathematicaは汎用的なシステムとして開発さ
れており，システムの規模が大きい．そのため，大量の変数や制約を記憶する用途に適し，
実際に HyLaGIの実行過程において変数や制約集合の解を実行終了時に解を出力するま
で記憶する役割を持つ．MathematicaおよびMapleの長所を活かすためには，HyLaGI
において方程式を解く場面でのみMapleを用いるのが良いと考えられる．
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4.2 MathematicatとMapleの DAE解析能力を比較
Mapleを HyLaGIに導入することで電気回路解析の助けになるかを図 4.1に示す例題
を用いて検証する
図 4.1 MOSFETを使用した信号増幅回路
図 4.1は早稲田大学 2015年度の講義「電子回路」のレポート課題よりMOSFETを使
用した信号増幅回路である．rg = 10[kΩ] とする．またゲート電圧と MOSFET を流れ
る電流は完全に比例するとしその値は 10[mS]=10[mAV −1]とする．解析方法については
卒業論文を参考にされたい．図 4.1の回路において vi = sin at としたときに解くことに
なる DAEの一般解について，MathematicaおよびMapleで解くのにかかる時間と解の
char数（空白や改行を除く）を調べる．
4.2.1 実行環境
CPU:AMD Ryzen Threadripper 1950X 3.4GHz
メモリ:64GB
OS:Ubuntu 18.04 LTS
Mathematicaのバージョン:11.3
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Mapleのバージョン:Maple2015
4.2.2 Mathematicaの DAE解析能力
Mathematicaにおける実行文を図 4.2に示す．
1 Timing[
2 DSolve[{30*ui3[t] == uv3[t], 3*ui4[t] == uv4[t], ui5[t] == 10*
Derivative[1][uv5][t], ui4[t] + ui5[t] == uids[t], 30*ui6[t
] == uv6[t], ui1[t] + ui6[t] == ui3[t], 10*ui7[t] == uv7[t
], ui2[t] + ui7[t] == uids[t], uids[t] == 10*uvgs[t], uv11[
t] == -10*ui1[t], uv3[t] == uv4[t] + uvgs[t], uv4[t] == uv5
[t], uv3[t] + uv6[t] == 12, Sin[t*prev[pa, 0]] + uv11[t] +
uv12[t] == uv3[t], uvo[t] == -30*ui2[t], uv2[t] + uvo[t] ==
uv4[t] + uvds[t], uv2[t] + uv7[t] + uvo[t] == 12, ui1[t] +
5*Derivative[1][uv12][t] == 0, ui2[t] + 5*Derivative[1][
uv2][t] == 0},
3 {ui1[t], ui2[t], ui3[t], ui4[t], ui5[t], ui6[t], ui7[t], uids[t
], uv11[t], uv12[t], uv2[t], uv3[t], uv4[t], uv5[t], uv6[t
], uv7[t], uvds[t], uvgs[t], uvo[t]},
4 t]
5 ]
図 4.2 Mathematicaにおける実行文
Timing関数は引数に与えた文（図 4.2においては DSolve関数）を評価するのにかか
る時間を計測する．実行の結果，1130.15482[秒]かかり，26602[char]の解が得られた．
4.2.3 Mapleの DAE解析能力
Mapleにおける実行文を図 4.3に示す．
Mapleは標準で文を評価するのにかかった時間を出力する．ただし，Mathematicaと
Maple では数式の形式が異なるため図 4.3 にの実行結果を Mathematica 形式に直し，
さらに prev[pa, 0] を pa とした文字数を結果とする．実行の結果，0.66[秒] かかり，
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1 lprint(
2 dsolve(
3 {30*ui3(t) = uv3(t), 3*ui4(t) = uv4(t), ui5(t) = 10*diff(uv5(t)
, t), ui4(t) + ui5(t) = uids(t), 30*ui6(t) = uv6(t), ui1(t)
+ ui6(t) = ui3(t), 10*ui7(t) = uv7(t), ui2(t) + ui7(t) =
uids(t), uids(t) = 10*uvgs(t), uv11(t) = -10*ui1(t), uv3(t)
= uv4(t) + uvgs(t), uv4(t) = uv5(t), uv3(t) + uv6(t) = 12,
sin(t*pa) + uv11(t) + uv12(t) = uv3(t), uvo(t) = -30*ui2(t
), uv2(t) + uvo(t) = uv4(t) + uvds(t), uv2(t) + uv7(t) +
uvo(t) = 12, ui1(t) + 5*diff(uv12(t), t) = 0, ui2(t) + 5*
diff(uv2(t), t) = 0}
4 )
5 );
図 4.3 Mapleにおける実行文
9347[char]の解が得られた．
4.2.4 結果
Maple は Mathematica よりも短時間で結果を得ることができた．さらにに Maple は
Mathematicaよりも短い数式として解を得ることができているとわかる．以上のことか
らMapleは DAEを解く速度および数式の簡約化においてMathematicaよりも優れてお
り HyLaGIに導入する意義があると言える．
4.3 Mapleを HyLaGIに導入する（手法 3）
MapleはOpenMapleというC言語用のAPIを提供しており，C++で開発されている
HyLaGI から利用することができる．本研究では Mathematica の組み込み関数 DSolve
で行う処理のみを Maple の組み込み関数 dsolve に置き換えた HyLaGI を用いて実験を
行う．Maple の組み込み関数 dsolve は DAE を解くことができるが Mathematica とは
異なり，（簡単な微分方程式を除き）一般解しか求めることができない．そこで手法 2に
おける Mathematicaの DSolveで一般解を求める部分を Mapleでの dsolveで解く（手
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法 3とする）ことで高速化を目指す．作業内容としては APIを利用するためのヘッダの
インクルードおよび環境整備，数式を Mathematica 形式と Maple 形式に相互変換する
処理，Mathematicaが解こうとしている DAEをMapleに入力する処理，Mapleの結果
をMathematica入力する処理が挙げられる．実装内容の詳細は早稲田大学上田研究室が
GitHub 上で公開している HyLaGI の maple ブランチのコミット履歴にて確認できる．
（https://github.com/HydLa/HyLaGI/commits/maple）
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第 5章
改善された HyLaGIの性能評価
この章では 3 章および 4 章で説明した改善を行った HyLaGI を用いて共通の HydLa
プログラムを実行し，実行時間を計測した．また，実行結果を用いて HyLaGI によるパ
ラメタを含んだ制度保証計算ならではの解析の例を示す．
5.1 実行環境
CPU:AMD Ryzen Threadripper 1950X 3.4GHz
メモリ:64GB
OS:Ubuntu 18.04 LTS
Mathematicaのバージョン:11.3
Mapleのバージョン:Maple2015
（4.2.1節と同じである．）
5.2 解析する電気回路例題
4.2.2節でも用いたMOSFET増幅回路とトランジスタ増幅回路におけるインパルス応
答 [7]と角周波数特性を調べる例題で性能の比較を行う．
5.2.1 解析する電気回路
図 5.1と 5.2は早稲田大学 2015年度の講義「電子回路」のレポート課題から引用した．
図 5.1においては rg = 10[kΩ]とし，またゲート電圧とMOSFETを流れる電流は完全に
比例するとしその倍率は 10[mS]=10[mAV −1]とする．図 5.2においては rg = 5[kΩ]と
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図 5.1 MOSFETを使用した信号増幅回路（再掲）
図 5.2 トランジスタを使用した信号増幅回路
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し，またベース電流とコレクタ電流は完全に比例するとしその倍率は 120とする．
5.2.2 使用する HydLaプログラム
MOSFET増幅回路とトランジスタ増幅回路のそれぞれにインパルス応答と角周波数特
性を調べる HydLaプログラムを作るので合計 4つの HydLaプログラムができる．例と
してMOSFET増幅回路のインパルス応答を調べる Hydlaプログラムを図 5.3に，トラ
ンジスタ増幅回路の角周波数特性を調べる Hydlaプログラムを 5.4に示す．
1 TIMER <=> timer=0 & [](timer’=1).
2 VIN1 <=> [](vin’=0).
3 VIN2 <=> [](timer=1 => vin=1/eps).
4 VIN3 <=> [](timer=1+eps => vin=0).
5 PAR(a,b,c) <=> a<b<c & [](b’=0).
6 R(v,i,r) <=> [](v=r*i).
7 L(v,i,l) <=> [](v=l*i’).
8 C(v,i,c) <=> [](c*v’=i).
9 INIT <=> vin=0 & v12’=0 & v2’=0 & v5’=0.
10 CIRCUIT <=> [](vin+v11+v12=v3 & v3+v6=12 & vo+v2+v7=12 & v4=v5
& v4+vgs=v3 & v4+vds=vo+v2 & i1+i6=i3 & ids=i2+i7 & ids=i4+
i5).
11 MOS(v,i,g) <=> [](i=g*v).
12
13 TIMER,
14 VIN1 << (VIN2, VIN3),
15 PAR(0,eps,1),
16 R(v11,-i1,10), C(v12,-i1,5), R(v3,i3,30), R(v6,i6,30), R(vo,-i2
,30), C(v2,-i2,5), R(v7,i7,10), R(v4,i4,3), C(v5,i5,10),
17 INIT,
18 CIRCUIT,
19 MOS(vgs,ids,10).
図 5.3 MOSFET増幅回路のインパルス応答を調べる Hydlaプログラム
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1 VIN <=> [](vin=sin(a*t)).
2 PAR(a,b,c) <=> a<b<c & [](b’=0).
3 R(v,i,r) <=> [](v=r*i).
4 L(v,i,l) <=> [](v=l*i’).
5 C(v,i,c) <=> [](c*v’=i).
6 INIT <=> v12’=0 & v2’=0 & v5’=0.
7 CIRCUIT <=> [](vin+v11+v12=v3 & v3+v6=12 & vo+v2+v7=12 & v4=v5
& v4=v3 & v4+vce=vo+v2 & i1+i6=i3+ibe & ice=i2+i7 & ibe+ice
=i4+i5).
8 TRANSISTOR(v,i,g) <=> [](i=g*v).
9
10 VIN,
11 PAR(0.5,a,1.5),
12 R(v11,-i1,5), C(v12,-i1,5), R(v3,i3,20), R(v6,i6,20), R(vo,-i2
,20), C(v2,-i2,5), R(v7,i7,5), R(v4,i4,3), C(v5,i5,10),
13 INIT,
14 CIRCUIT,
15 TRANSISTOR(ibe,ice,120).
図 5.4 トランジスタ増幅回路の角周波数特性を調べる Hydlaプログラム
補足として，図 5.3のプログラムを HyLaGIで実行する際，epsilon mode[5]を使用す
ることにより結果に含まれるパラメタ epsを正の向きから 0に近づけたときの変数の軌
道を調べることができる．
5.2.3 使用する HyLaGIのバージョンについて
本研究の効果を確認するために 4つの HyLaGIのバージョンによる実行時間を比較す
る．3章で述べた問題点を改善する前の HyLaGIおよび手法 1，手法 2，手法 3を実装し
た HyLaGIを用いる．
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5.2.4 実行結果
実行結果を表 5.1に示す．
表 5.1 入力電圧の周波数と増幅率の関係
HyLaGI1 HyLaGI2 HyLaGI3 HyLaGI4
MOSFET 増幅回路
のインパルス応答
72.552474[s] 4.617226[s] 4.896299[s] 5.750176 [s]
トランジスタ増幅回
路のインパルス応答
120.084725[s] 42.462462[s] 46.245005[s] （求解不可）
MOSFET 増幅回路
の角周波数特性
（求解不可） 1150.021564[s] 1155.830337[s] 10.960628[s]
トランジスタ増幅回
路の角周波数特性
（求解不可） 47.995069[s] 47.744469[s] （求解不可）
結果を見ると，問題点を改善する前の HyLaGI では角周波数特性を調べるプログラ
ムは実行できず，実行できたインパルス応答を調べるプログラムも何らかの改善をし
た HyLaGI よりも実行時間が長かった．3 章で述べた手法 1 および手法 2 を実装した
HyLaGIの間には大きな差が無いと言える．Mapleを用いた場合は MOSFETの角周波
数特性については大幅な時間短縮ができた．MOSFET の角周波数特性についてはもと
もと短時間で解けていたため計算時間の短縮よりも Maple との通信のオーバーヘッド
が大きかったと言える．トランジスタ増幅回路は途中で Mathematica の動作が止まり，
解が求められなかった．原因としてはトランジスタは MOSFET と異なり増幅元からの
電流を引き込むため式が複雑化する．更に Maple を用いるにあたって従来局所変数と
して保存していた非常に長い変数をグローバル変数として保存せざるを得なかったので
Mathematicaの負荷が増大した．この 2点が重なり，Mathematicaの動作が止まってし
まったと考えられる．同一の HydLaプログラムについて HyLaGIのバージョンが異なっ
ても解が得られたものについては同一の解が得られた．
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5.3 HyLaGIならではの電気回路解析
HyLaGIが出力した解は数式となっているため式中に含まれる時刻 tやパラメタについ
て特定の値をが代入するだけでなく，極限を取ることで「十分な時間が経過すると」「十
分大きい」という言葉で表されるような状態について定量的に説明ができる．
5.3.1 インパルス応答を調べる
図 5.1 の MOSFET 増幅回路におけるインパルス応答を調べたいとする．図 5.3 の
HydLaプログラムを実行し，パルス信号が発生した後の voの軌道を調べる．図 5.5にパ
ルス発生後の voの軌道を示す．
1 E^(1/200+t*(-31)/30)*(93784*E^((9+3076*t+24*eps)*1/3000)+65365*
E^(t*617/600)+1395000*E^(eps*31/30+617/600)+E^(617/600)
*(-1395000)+E^((617*t+3*eps)*1/600)*(-65365)+E^((9+3076*t)
*1/3000)*(-93784))*eps^(-1)*15/474473
図 5.5 パルス発生後の voの軌道
図 5.5は発生時刻が t = 1から t = 1 + epsの間，大きさが 1eps のパルス信号に対する
応答であるから，eps→ +0の極限を取ることで発生時刻が t = 1のインパルス応答（言
い換えると δ(t − 1))に対する応答）となる．これを図 5.6に示す．（epsilon modeで実
行すると自動で極限を求めてくれる）
−51e
1−t
200
4936
+
456e
1−t
125
19225
+
21622500e−
31
30 (−1+t)
474473
図 5.6 発生時刻が t = 1のインパルス応答
図 5.6において tを t+1に置き換えると，t = 0のインパルス応答（言い換えると δ(t))
に対する応答）となる．これを図 5.7に示す．
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21622500e−31t/30
474473
+
456e−t/125
19225
− 51e
−t/200
4936
図 5.7 発生時刻が t = 0のインパルス応答
5.3.2 角周波数特性を調べる
図 5.2 のトランジスタ増幅回路における角周波数特性を調べたいとする．図 5.4 の
HydLaプログラムを実行し，voの軌道を調べる．図 5.8に voの軌道を示す．
1 (6000*a*(-46223846*(139129 + 625*a^2*(1225369 + 90000*a^2))*E
^(((5531 + 5*Sqrt[1216417])*t)/3000) + (1 + 15625*a^2)
*(22500*a^2*(169209686785 + 153405767*Sqrt[1216417] +
(169209686785 - 153405767*Sqrt[1216417])*E^((Sqrt[1216417]*
t)/300)) + 139129*(23111923 - 11941*Sqrt[1216417] +
(23111923 + 11941*Sqrt[1216417])*E^((Sqrt[1216417]*t)/300))
) - 1150122273500*a*E^(((1111 + Sqrt[1216417])*t)/600)*(30*
a*(2107 + 3448125*a^2)*Cos[a*t] + (-373 + 125*a^2*(9979 +
225000*a^2))*Sin[a*t])))/(2300244547*(1 + 15625*a^2)
*(139129 + 625*a^2*(1225369 + 90000*a^2))*E^(((1111 + Sqrt
[1216417])*t)/600))
図 5.8 voの軌道
十分に時間が経過したときの様子を調べるために図 5.8において t → ∞で収束しない
項を取り出した式を図 5.9に示す．
3000000a2
(
30a
(
2107 + 3448125a2
)
cos(at) +
(−373 + 125a2 (9979 + 225000a2)) sin(at))
(1 + 15625a2) (139129 + 625a2 (1225369 + 90000a2))
図 5.9 t→∞で収束しない項
図 5.9を α sin(at+ θ)の形に変形する．αの値は増幅率，θの値は位相を示す．そのと
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きの αの値を図 5.10，θ の値を図 5.11に示す．
3000000
(
a2 + 900a4
)√
(1 + 900a2) (1 + 15625a2) (139129 + 625a2 (1225369 + 90000a2))
図 5.10 αの値
arctan
(
30a
(
2107 + 3448125a2
)
−373 + 125a2 (9979 + 225000a2)
)
図 5.11 θ の値
さらに，極限 a→∞を求めることで，入力信号の（角）周波数が十分に大きい場合の
増幅率や位相を調べることができる．a→∞のとき，α → 96や θ → 0である．このこ
とから図 5.2のトランジスタ増幅回路の増幅率は 96であることに加えて，周波数がどれ
だけ大きくなっても増幅率が発散することはないという安全性を説明できる．
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第 6章
まとめと今後の課題
6.1 まとめ
HyLaGIに DAEを解くためのアルゴリズムを実装し，解けるはずの問題が解けないと
いう問題を解決した．さらに，Maple を HyLaGI に導入することで Mathematica のみ
では解析に時間のかかる例題を短時間で解くことができるようになったが，複雑すぎる数
式を扱うとシステムへの負荷が大きくなり動作が停止してしまうことが明らかになった．
パラメタを用いて特定の時刻やパラメタの値だけでなく，値が「十分大きい」，「十分 0に
近い」という状態を定量的に説明したり，安全性の説明に応用することができることも明
らかになった．
6.2 今後の課題
Mapleを用いるために数式をMathematicaにおけるグローバル変数に保存するのでは
なく C++上の文字列として保存するようにすることで処理の軽減を目指すことが挙げら
れる．また，Mapleで使用できる SyNRACモジュールに含まれる QEソルバを用いて不
等式制約の解を求めることで，いままで HyLaGIがとくこのとできなかった HydLaプロ
グラムの解を求めることができるようになることが期待される．しかしあらゆる方法を試
して実行時間を短縮しようとしても Mathematica も Maple もブラックボックスなシス
テムであるため実行時間が短縮される根拠は不透明である．そのため今後 HyLaGIを信
頼性のあるシステムとして開発して行くことを考えると，MathematicaやMapleの代わ
りに SageMath などのオープンソースな数式システムをバックエンドとして利用できる
ようにすることが重要といえる．
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