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ANALOGUES OF THE BALOG–WOOLEY DECOMPOSITION
FOR SUBSETS OF FINITE FIELDS AND CHARACTER SUMS
WITH CONVOLUTIONS
OLIVER ROCHE-NEWTON, IGOR E. SHPARLINSKI,
AND ARNE WINTERHOF
Abstract. Balog and Wooley have recently proved that any sub-
set A of either real numbers or of a prime finite field can be decom-
posed into two parts U and V , one of small additive energy and
the other of small multiplicative energy. In the case of arbitrary
finite fields, we obtain an analogue that under some natural restric-
tions for a rational function f both the additive energies of U and
fpVq are small. Our method is based on bounds of character sums
which leads to the restriction #A ą q1{2 where q is the field size.
The bound is optimal, up to logarithmic factors, when #A ě q9{13.
Using fpXq “ X´1 we apply this result to estimate some triple ad-
ditive and multiplicative character sums involving three sets with
convolutions ab`ac`bc with variables a, b, c running through three
arbitrary subsets of a finite field.
1. Introduction
1.1. Background. Let Fq denote the finite field of q elements of char-
acteristic p.
Given two sets U ,V Ď Fq, as usual, we define their sum and product
sets as
U ` V “ tu` v : u P U , v P Vu and U ¨ V “ tuv : u P U , v P Vu.
The sum-product problem is concerned with proving that, for a given
set U in a field F, at least one of U ` U and U ¨ U has cardinality
significantly larger than the original set U . This problem has been
widely studied in the finite field setting in recent years, originating from
the work of Bourgain, Katz and Tao [8] and subsequently Bourgain,
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Glibichuk and Konyagin [7] in proving that for some absolute constants
c, ε ą 0, the bound
(1.1) maxt#pU ` Uq,#pU ¨ Uqu ě cp#Uq1`ε
holds for all U Ď Fp, subject to certain necessary restrictions on #U .
See [17] for the best estimates for this problem and for further back-
ground on sum-product estimates.
A basic tool in sum-product estimates is the notion of different kinds
of energy. The additive energy EpUq of the set U Ď Fq is defined as
EpUq “ #tpu1, u2, u3, u4q P U4 : u1 ` u2 “ u3 ` u4u.
Note that the multiplicative energy, denoted by EˆpUq, is defined sim-
ilarly with respect to the equation u1u2 “ u3u4. It follows from a
straightforward application of the Cauchy-Schwarz inequality that
EpUq ě p#Uq
4
#pU ` Uq ,
and so good upper bounds on the additive energy of U translate into
good lower bounds for the size of the sum set of U . Similarly, good
upper bounds on the multiplicative energy of U translate into good
lower bounds for the size of the product set of U .
In the spirit of the sum-product problem, one may naively expect
that an analogue of the inequality (1.1) holds, and that at least one
of EpUq and EˆpUq must be small. This is not true, as can be seen
by taking U to be the union of an arithmetic progression and a geo-
metric progression of the same size. However, Balog and Wooley [2]
have shown something of this nature when they proved (in both the
Euclidean and finite field setting) that the set U can be written as a
union of V and W such that EpVq and EˆpWq are both small. These
results were improved quantitatively in [13] and [19].
1.2. An analogue of the Balog-Wooley Theorem. Our main result is
a generalisation of the Balog-Wooley decomposition [2, Theorem 1.3].
For real Z ą 1 we define the quantity
(1.2) MpZq “ min
"
q1{2
Z1{2plogZq11{4 ,
Z4{5
q2{5plogZq31{10
*
.
As usual, we use the expressions F ! G, G " F and F “ OpGq to
mean |F | ď cG for some constant c ą 0. If the constant c depends
on a parameter k, we write F “ OkpGq or F !k G. We also write
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F pxq “ opGpxqq as an equivalent to lim
xÑ8
F pxq{Gpxq “ 0. Throughout
the paper, we always use:
#A “ A, #B “ B, #C “ C.
We denote by p the characteristic of Fq.
Theorem 1.1. For any set A Ď Fq and any rational function f P FqpXq
of degree k which is not of the form gpXqp´gpXq`λX`µ, there exist
disjoint sets S, T Ď A such that A “ S Y T and with
maxtEpSq,EpfpT qqu !k A
3
MpAq .
One may check that Theorem 1.1 is non-trivial when A ě q1{2`ε, for
any fixed ε ą 0. For comparison, note that the decomposition results
in [2] and [19] are applicable below this range. This is because the
main tool in [2] and [19] is a strong new point-plane incidence bound
of Rudnev [18], whereas our main tool is the Weil bound. It may be
within reach to obtain a version of Theorem 1.1 which is non-trivial for
smaller sets by finding a way to apply new results in incidence theory,
but we have been unable to do this in the present paper.
Theorem 1.1 covers some particularly natural choices of functions
such as fpXq “ X´1 and fpXq “ X2 for odd q which have been seen
in sum-product literature before. For example, for these two functions,
it is known (see [1, Propositions 12 and 14]) that
(1.3) #tu` v2 : u, v P Uu " p#Uq11{10 if #U ă p3{5
and
(1.4) #tu` v´1 : u, v P Uu " p#Uq31{30 if #U ă p5{8
(we remark that the size of U is bounded in terms of the characteristic
p rather than of q). The moral here is that a non-linear function f
destroys any additive structure that originally exists in a set. A version
of Theorem 1.1 with A Ď C and f P CpXq defined by fpXq “ X´1 has
been given in [19, Theorem 9].
Note that the bounds (1.3) and (1.4) hold for smaller sets. This
gives another hint that it may be possible to obtain a version of Theo-
rem 1.1 that gives a non-trivial bound below the square root threshold
for certain special functions f .
The proof of Theorem 1.1 is partly based on the work of Rudnev,
Shkredov and Stevens [19]. We believe that it is of independent interest
and may have several other applications.
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1.3. The tightness of the bound and conditions of Theorem 1.1. The-
orem 1.1 becomes increasingly accurate as A gets larger, and in fact
is optimal up to logarithmic factors when A ě q9{13, as the following
example over the prime field Fp illustrates. We consider the case when
fpXq “ X´1, although a natural adaptation of the construction works
for any rational function f of degree k, with the construction getting
slightly worse as k increases. This is an adaptation of a construction
from finite field sum-product theory, see Garaev [9, page 2736] for a
presentation.
Let J be the interval t1, 2, . . . , λu, for an integer parameter λ ă p to
be chosen later, and then cover Fp by rp{λs ! p{λ disjoint intervals of
size at most λ. By the pigeonhole principle, one of these intervals J0
has the property that #pJ0 X fpJ qq " λ2{p. Define A “ J0 X fpJ q.
Then it follows that #pA `Aq ! λ ! pApq1{2 and #pfpAq ` fpAqq !
λ ! pApq1{2. For an arbitrary function f one has to work with the
preimage f´1pJ q of J (note that fpXq “ X´1 we have f´1 “ f and
thus fpJ q “ f´1pJ q).
Now, we can apply Theorem 1.1 to this set, obtaining a decomposi-
tion A “ S Y T . One of these sets has cardinality at least A{2, and
without loss of generality we assume that S “ #S ě A{2. Then, by
the Cauchy-Schwarz inequality,
A4 ! S4 ď #pS ` SqEpSq ď #pA`AqEpSq ! pApq1{2EpSq,
and so
EpSq " A
3
pp{Aq1{2 .
When A " p9{13 (that is, for any choice of λ " p11{13) we have MpAq "
pp{Aq1{2plogAq´11{4, hence this lower bound matches the upper bound
given by Theorem 1.1, up to logarithmic factors.
The following example shows that the condition on f in Theorem 1.1
is needed: let A be any subset of Fq of additive energy EpAq " A3
such as an arithmetic progression or an additive subgroup. Then by
the forthcoming Lemma 2.4 we have maxtEpSq,EpT qu " A3 for any
decomposition A “ S Y T of A. Now if fpXq “ ř aiXpi P FqrXs
is a linearized permutation polynomial, and thus of the form gpXqp ´
gpXq ` λX ` µ, we have fpaq ` fpbq “ fpa` bq and so
maxtEpSq,EpfpT qqu “ maxtEpSq,EpT qu " A3.
1.4. Applications to character sums. We use Ψ and X to denote,
respectively, the sets of additive and multiplicative characters in Fq,
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see [12, 14] for some background on characters. Furthermore, we use
Ψ˚ and X ˚ to denote the sets of nontrivial characters.
Given three setsA,B, C Ď Fq we define the following sums of additive
and multiplicative characters
SψpA,B, Cq “
ÿ
aPA
ÿ
bPB
ÿ
cPC
ψpab` ac` bcq, ψ P Ψ,
and
TχpA,B, Cq “
ÿ
aPA
ÿ
bPB
ÿ
cPC
χpab` ac ` bcq, χ P X .
Our interest to these sums is motivated by recent progress in bounds of
additive and multiplicative character sums involving three sets, see [6,
15] and [2, 11, 20], respectively.
For ψ P Ψ˚ and χ P X ˚ we have the classical bounds of double sums
max
#ˇˇˇˇ
ˇ ÿ
bPB, cPC
ψpbcq
ˇˇˇˇ
ˇ ,
ˇˇˇˇ
ˇ ÿ
bPB, cPC
χpbc ` 1q
ˇˇˇˇ
ˇ
+
“ Op
a
BCqq,
see, for example, [10, Corollaries 1 and 5], where the constant in the
symbol “O” is absolute and can be easily evaluated, (in fact it can
be taken as 1 for additive character sums and also for multiplicative
character sums if B Ď F˚q or C Ď F˚q ). These immediately yield the
bounds
(1.5) SψpA,B, Cq “ O
´
A
a
BCq
¯
and, provided 0 R A,
(1.6) TχpA,B, Cq “ O
´
A
a
BCq
¯
.
Note that (1.5) and (1.6) are best possible in general. For example,
take q “ r2, for a prime power r, then it is easy to check that with
A “ Fr, resp. A “ F˚r , B “ C “ Fr and any ψ P Ψ˚ and χ P X ˚ which
are trivial on Fr, these bounds are attained.
For additive character sums we also provide an example when q “ p
is prime. Take A “ B “ C “ t0, 1, 2, . . . , t0.1p1{2uu. Then we have
0 ď ab ` ac ` bc ď 0.03p for any a, b, c P A ˆ B ˆ C and thus for the
additive canonical character ψpxq “ cosp2pix{pq` i sinp2pix{pq of Fp we
get |SψpA,B, Cq| ě ABC cosp0.06piq ě 0.98ABC which is of the same
order of magnitude p3{2 as A
?
BCp.
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However, if, say, C is a sufficiently large structured set, we can get
improvements. For example, if C is an additive subgroup of Fq, we get
SψpA,B, Cq ď A
ÿ
bPFq
ˇˇˇˇ
ˇÿ
cPC
ψpbcq
ˇˇˇˇ
ˇ ď Aq
by [22, Lemma 3.4], which improves (1.5) if q “ opBCq, as well as,
TχpA,B, Cq ď mintA,BuC ` ABq1{2
by [22] (Remark (iii) below Theorem 3.7), which improves (1.6) if B “
opCq. Similar results can be obtained for other structured sets C such
as arithmetic or geometric progressions. If the sets A and B are also
structured, one can take further advantage of this.
In passing, we note that, sum-product and incidence theory can be
used to show that
C pA,B, Cq “ tab` ac ` bc : a P A, b P B, c P Cu
is always large. A recent result of Pham, Vinh and de Zeeuw [16] gives
a lower bound if A “ B “ C,
#C pA,B, Cq " mintp, A3{2u.
There is little doubt that it can be extended to cover the case when
the variables come from sets A,B, C of different sizes.
Although we have not been able to improve (1.5) and (1.6), we obtain
several related results about the structure of the set C pA,B, Cq. For
example, we use Theorem 1.1 with fpXq “ X´1, to show that any
sufficiently large set B Ď Fq contains a large subset W such that for
any set A Ď Fq at least one of SψpA,W,Wq or TχpA,W,Wq can be
estimated nontrivially.
Theorem 1.2. For any sets A,B Ď F˚q there exists a subset W Ď B of
cardinality W ě B{2 such that for any characters pχ, ψq P Ψ˚ˆX ˚ we
have
min t|SψpA,W,Wq|, |TχpA,W,Wq|u ! A1{2B3{2q1{2MpBq´1{2,
where MpZq is defined by (1.2).
We can prove a weaker bound for three possibly different sets A,B, C.
Theorem 1.3. For any sets A,B, C Ď F˚q there exist subsets W1 Ď B
and W2 Ď C of cardinalities W1 ě B{2 and W2 ě C{2 such that for
any characters pχ, ψq P Ψ˚ ˆ X ˚ we have
min t|SψpA,W1,W2q|, |TχpA,W1,W2q|u ! A
1{2pBCq3{4q1{2
maxtMpBq,MpCqu1{4 ,
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where MpZq is defined by (1.2).
Finally, we present a bound for a mixed sum of multiplicative and
additive characters. Define
Sχ,ψpA,B, Cq “
ÿ
aPA
ÿ
bPB
ÿ
cPC
χpab`ac`bcqψpab`ac`bcq, pχ, ψq P ΨˆX .
In the case when both χ and ψ are nontrivial, we obtain a bound which
makes an effective use of all three variables.
Theorem 1.4. For any sets A,B, C Ď F˚q and characters pχ, ψq P Ψ˚ ˆ
X ˚ we have
Sχ,ψpA,B, Cq ! pABCqq1{2 ` A1{2BCq1{4.
Note that Theorem 1.4 is non-trivial provided that
q “ opmintABC,A2uq,
and takes the form Sχ,ψpA,B, Cq ! pABCqq1{2 for BC ď q1{2.
We also give an application of Theorem 1.1 to bilinear sums with
incomplete Kloosterman sums over arbitrary sets. In fact this result
is motivated by, and somewhat mimics, the argument of Balog and
Wooley [2, Section 6], which in turn is based on a low energy decompo-
sition [2, Theorem 1.3]. Namely, given sets A,B, C Ď F˚q and three se-
quences of complex weights α “ pαaqaPA, β “ pβbqbPB and γ “ pγcqcPC,
we define
KpA,B, C;α,β,γq “
ÿ
aPA
ÿ
bPB
αaβb
ˇˇˇˇ
ˇÿ
cPC
γcψ
`
ac` bc´1˘ˇˇˇˇˇ
2
.
As usual we use }α}σ to denote the Lσ-norm of the weights α, see (1.7)
below.
Theorem 1.5. For any sets A,B, C Ď F˚q , complex weights α “ pαaqaPA,
β “ pβbqbPB, γ “ pγcqcPC and a character ψ P Ψ˚, we have
KpA,B, C;α,β,γq ! p}α}1}β}2 ` }α}2}β}1q }γ}28q1{2C3{2MpCq´1{2,
where MpZq is defined by (1.2).
Writing the bound of Theorem 1.5 in terms of }α}8 and }β}8, we
derive
KpA,B, C;α,β,γq ! }α}8}β}8}γ}28
q1{2pAB1{2 ` A1{2BqC3{2
MpCq1{2 .
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This is nontrivial provided
mintA,BuC ě q
1`ε
MpCq
for some fixed ε ą 0, which improves the range maxtA,BuC ě q1`ε
which can be achieved by the bound }α}8}β}8}γ}28mintA,BuCq ob-
tained via the standard approach if A and B are of the same order of
magnitude and C satisfies the above inequality.
We prove these bounds in Section 4.
1.5. Notation. Usually we use capital letters in italics to denote sets
and the same capital letters in roman to denote their cardinalities, as in
the following example #X “ X . In particular, as we have mentioned,
we always do this for the sets A,B, C.
The notation A “ U \ V is used for the partition of A “ U Y V in a
union of disjoint sets U X V “ H.
Let f ı 0 be a rational function on Fq. We can express f as a
quotient f “ g{h, where g and h ı 0 are coprime polynomials. The
degree of f is defined as maxtdeg g, deg hu. Note that, for a rational
function f of degree k ě 1 and any c P Fq, we have #tx : fpxq “ cu ď
k.
Given two sets U ,V Ď F˚q , a rational function f P FqpXq and an
element a P Fq, we use rU ,Vpf ; aq to denote the number of solutions
to the equation fpuq ` fpvq “ a, pu, vq P U ˆ V. Furthermore, we
simplify it in two special cases by writing rUpf ; aq if U “ V and rU ,Vpaq
if fpXq “ X ; and use rUpaq when both. This notation is used with
flexibility; for example rU ,´Vpaq denotes the number of solutions to the
equation u´ v “ a with pu, vq P U ˆ V.
The letters k, m and n (in both the upper and lower cases) denote
positive integer numbers.
We define the norms of a complex sequence α “ pαmqmPI for some
finite set I of indices by
(1.7) }α}8 “ max
mPI
|αm| and }α}σ “
˜ÿ
mPI
|αm|σ
¸
1{σ
,
where σ ą 0.
2. Preliminary results
We need the following bound on mixed character sums, which we
derive from the Weil bound.
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Lemma 2.1. Take characters pχ, ψq P XˆΨ˚. For any rational function
f P FqpXq of degree k and not of the form fpXq “ gpXqp ´ gpXq `
λX ` µ if χ is trivial, we haveÿ
uPU
ÿ
vPV
χpu` vqψ pfpu` vqq !k
a
UV q,
where we use the convention that ψpfpxqq “ 0 if x is a pole of f .
Proof. Denote
Σ “
ÿ
uPU
ÿ
vPV
χpu` vqψ pfpu` vqq .
By the orthogonality of additive characters
Σ “
ÿ
xPFq
χpxqψ pfpxqq 1
q
ÿ
λPFq
ÿ
uPU
ÿ
vPV
ψpλpu` v ´ xqq
“ 1
q
ÿ
λPFq
ÿ
xPFq
χpxqψ pfpxq ´ λxq
ÿ
uPU
ψpλuq
ÿ
vPV
ψpλvq.
By the Weil bound, see [21, Appendix 5, Example 12], and the assump-
tion of non-linearity of f , the sum over x is Okpq1{2q. Thus
Σ !k q´1{2
ÿ
λPFq
ˇˇˇˇ
ˇÿ
uPU
ψpλuq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
vPV
ψpλvq
ˇˇˇˇ
ˇ .
Using the Cauchy-Schwarz inequality and then again orthogonality of
additive characters, we deriveÿ
λPFq
ˇˇˇˇ
ˇÿ
uPU
ψpλuq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
vPV
ψpλvq
ˇˇˇˇ
ˇ
ď
¨˝ÿ
λPFq
ˇˇˇˇ
ˇÿ
uPU
ψpλuq
ˇˇˇˇ
ˇ
2‚˛1{2 ¨˝ÿ
λPFq
ˇˇˇˇ
ˇÿ
vPV
ψpλvq
ˇˇˇˇ
ˇ
2‚˛1{2
“ pq2UV q1{2
and the result follows. [\
We need the following result, which bounds the number of solutions
to certain equations over Fq.
Lemma 2.2. Suppose that W,X ,Y ,Z Ď Fq. For any rational function
f P FqpXq of degree k and not of the form fpXq “ gpXqp ´ gpXq `
λX ` µ, the number J of solutions to the equation
fpw ` xq “ y ` z pw, x, y, zq P W ˆ X ˆ Y ˆ Z
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satisfies the bound
J ď WXY Z
q
`OkppWXY Zqq1{2q.
Proof. Using the orthogonality of additive characters, we write
J “
ÿ
pw,x,y,zqPWˆXˆYˆZ
1
q
ÿ
ψPΨ
ψ pfpw ` xq ´ y ´ zq .
Rearranging the terms and separating the contribution from the trivial
character, we obtain
J ´ WXYZ
q
! 1
q
ÿ
ψPΨ˚
ˇˇˇˇ
ˇˇ ÿ
pw,xqPWˆX
ψ pfpw ` xqq
ˇˇˇˇ
ˇˇ
ˇˇˇˇ
ˇÿ
yPY
ψpyq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
zPZ
ψpzq
ˇˇˇˇ
ˇ .
By Lemma 2.1 with the trivial multiplicative character, we have
J ´ WXY Z
q
!k
?
WXq
q
ÿ
ψPΨ˚
ˇˇˇˇ
ˇÿ
yPY
ψpyq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
zPZ
ψpzq
ˇˇˇˇ
ˇ .
By the Cauchy-Schwarz inequality as in the proof of Lemma 2.1 we
obtain ÿ
ψPΨ˚
ˇˇˇˇ
ˇÿ
yPY
ψpyq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
zPZ
ψpzq
ˇˇˇˇ
ˇ ď pq2Y Zq1{2
and the result follows. [\
We now use Lemma 2.2 to study the multiplicities of elements in the
sum set of values of f . The names of the variables in Lemma 2.3 are
chosen to match those in Lemma 2.5, where it is applied.
Lemma 2.3. Let A,S,U Ď F˚q . Let u ą 0 be such that rS,´Apxq ě u for
all x P U . Let k be a fixed positive integer and suppose also that
τ ě 2kASU
uq
.
Then, for any rational function f P FqpXq, of degree k and not of the
form fpXq “ gpXqp ´ gpXq ` λX ` µ, we have
#tx P Fq : rUpf ; xq ě τu !k ASUq
u2τ 2
.
Proof. Define
R “ tx P Fq : rUpf ; xq ě τu.
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Note that for R “ #R we have
τR ď
ÿ
xPR
rUpf ; xq “ #tpx, y, zq P Rˆ U ˆ U : x “ fpyq ` fpzqu.
On the other hand, since rS,´Apzq ě u for z P U , we have
#tpx, y, zq P Rˆ U ˆ U : x “ fpyq ` fpzqu
ď u´1#tpv, w, x, yq P S ˆAˆRˆ U : x “ fpyq ` fpv ´ wqu.
Therefore,
τuR ď #tpv, w, x, yq P S ˆAˆRˆ U : x “ fpyq ` fpv ´ wqu
ď k ¨#tpv, w, x, ryq P S ˆAˆRˆ fpUq : x “ ry ` fpv ´ wqu.
Applying Lemma 2.2, it follows that
τuR ď kARSU
q
`OkppARSUqq1{2q.
The assumed lower bound on τ then implies that
τuR !k pARSUqq1{2
and the result follows. [\
We need the following result [19, Lemma 17]. We include a short
proof for the convenience of the reader, which can be easily extended
to finite sets in any group.
Lemma 2.4. Let A1, . . . ,An Ď Fq. Then
E
˜
nď
i“1
Ai
¸
ď
˜
nÿ
i“1
E1{4pAiq
¸4
.
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Proof. We can assume that the sets A1, . . . ,An are disjoint. Then we
have
E
˜
nď
i“1
Ai
¸
“
nÿ
i,j,k,ℓ“1
ÿ
xPFq
rAi,AjpxqrAk ,Aℓpxq
ď
nÿ
i,j,k,ℓ“1
˜ÿ
xPFq
rAi,Aj pxq2
¸
1{2˜ÿ
xPFq
rAk ,Aℓpxq2
¸
1{2
“
¨˝
nÿ
i,j“1
˜ÿ
xPFq
rAi,Aj pxq2
¸1{2‚˛2
“
¨˝
nÿ
i,j“1
˜ÿ
xPFq
rAi,´AipxqrAj ,´Aj pxq
¸1{2‚˛2
ď
¨˝
nÿ
i,j“1
˜ÿ
xPFq
rAi,´Aipxq2
¸1{4˜ÿ
xPFq
rAj ,´Aj pxq2
¸1{4‚˛2
“
¨˝
nÿ
i“1
˜ÿ
xPFq
rAi,´Aipxq2
¸
1{4‚˛4 “ ˜ nÿ
i“1
EpAiq1{4
¸
4
via two consecutive applications of the Cauchy-Schwarz inequality. [\
We now formulate and prove our main technical tool.
Lemma 2.5. Let A Ď Fq. Then for any rational function f P FqpXq of
degree k and not of the form fpXq “ gpXqp ´ gpXq ` λX ` µ, there
exists U Ď A of cardinality U such that
U " E
1{2pAq
A1{2plogAq7{4
and
EpfpUqq !k AU
6q´1plogAq11{2 ` AU3qplogAq6
EpAq .
Proof. The additive energy of a set A Ď Fq can be written in the form
EpAq “
ÿ
xPA`A
r2A,Apxq.
Dyadically decompose this sum, and deduce that there is a popular
dyadic set
S “ tx P A`A : ρ ď rA,Apxq ă 2ρu
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with some integer 1 ď ρ ď |A| where ρ is a power of 2, and such that
(2.1) ρ2#S " EpAq
logA
.
Consider the point set
P “ tpa, bq P AˆA : a` b P Su.
Following our standard convention, we denote
P “ #P and S “ #S
and note that
(2.2) ρS ď P ă 2ρS.
We then make a second dyadic decomposition of this point set to find
a large subset supported on vertical lines with approximately the same
richness.
To be precise, for any x P Fq, define
Ax “ ty : px, yq P Pu and Ax “ #Ax.
Note that ÿ
xPA
Ax “ P.
Therefore, for some s there exists a dyadic set
V “ tx P A : s ď Ax ă 2su
such that, recalling (2.2), for V “ #V we have
(2.3) V s " P
logA
" ρS
logA
.
We now separate into two cases
V ě splogAq1{2 and V ă
s
plogAq1{2 .
Case I: V ě splogAq´1{2. Note for any x P V, there exist
y1, y2, . . . , ys P Ax Ď A
such that px, yiq P P for all 1 ď i ď s. Therefore
x` y1, x` y2, . . . , x` ys P S.
It follows that rS,´Apxq ě s for every x P V and in this case we define
(2.4) U “ V and u “ s.
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Case II: V ă splogAq´1{2. In this case, consider the point set
Q “ tpx, yq P P : x P Vu
of cardinality Q “ #Q. As before, we note that for any x P V, there
exist at least s values of y P Ax Ď A with px, yq P P. Hence Q ě V s.
Now, for any y P Fq, define
By “ tx : px, yq P Qu and By “ #By .
Note that ÿ
yPA
By “ Q.
Therefore, for some t there exists a dyadic set
W “ ty P A : t ď By ă 2tu
such that for W “ #W we have
(2.5) Wt " Q
logA
ě V s
logA
.
Note that since Q Ď V ˆ A we also have t ď V . It follows from (2.5)
and the assumption that s ą V plogAq1{2 that
WV ě Wt " V s
logA
ą V
2
plogAq1{2
and thus
(2.6) W " V plogAq´1{2 ě tplogAq´1{2.
Also, by (2.5) and (2.3),
(2.7) Wt " V s
logA
" ρSplogAq2 .
Now, let y PW. So, there exist x1, x2, . . . , xt P A such that pxi, yq P
P for all 1 ď i ď t. Therefore
x1 ` y, x2 ` y, . . . , xt ` y P S.
It follows that rS,´Apyq ě t for every y PW.
In this case we take
(2.8) U “W and u “ t.
One now verifies that for both choices (2.4) and (2.8) we have U Ď A
of cardinality U with
(2.9) U " uplogAq´1{2
BALOG–WOOLEY DECOMPOSITION AND CONVOLUTIONS 15
and
(2.10) uU " ρSplogAq2
and such that
rS,´Apxq ě u, @x P U .
Indeed in Case I, the inequality (2.9) is by the assumption, while in
Case II this follows from (2.6). Furthermore, in Case I, the inequal-
ity (2.10) is weaker than (2.3), while in Case II this follows from (2.7).
Note also that, multiplying (2.9) and (2.10) and then using (2.1)
together with the fact that ρ ď A, we obtain
(2.11) U2 " ρSplogAq5{2 “
ρ2S
ρplogAq5{2 "
EpAq
AplogAq7{2 .
This U is the desired set. It remains to estimate the energy EpfpUqq
of fpUq.
We have
(2.12) EpfpUqq “
ÿ
xPFq
rfpUqpxq2 ď
ÿ
xPFq
rUpf ; xq2.
Define the set
R0 “
"
x P Fq : rUpf ; xq ď 2kASU
uq
*
and then for J “ rlogA{ log 2s, the sets
Rj “
"
x P Fq : 2j kASU
uq
ă rUpf ; xq ď 2j`1kASU
uq
*
, j “ 1, . . . , J.
Since ÿ
xPFq
rUpf ; xq “ U2
the contribution from x P R0 is bounded by
(2.13)
ÿ
xPR0
rUpf ; xq2 ď 2kASU
uq
ÿ
xPFq
rUpf ; xq ! kASU
3
uq
.
For j “ 1, . . . , J , we apply Lemma 2.3 with
τ “ 2j kASU
uq
to derive
(2.14)
ÿ
xPRj
rUpf ; xq2 ď p2τq2#Rj !k ASUq
u2
.
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Substituting the bounds (2.13) and (2.14) in (2.12) and using the
fact that J ! logA, we obtain
(2.15) EpfpUqq !k ASU
3
uq
` ASUq
u2
logA.
We now deal with these two terms in (2.15) one at a time.
Firstly, multiplying (2.10) with the first inequality in (2.11), and
then recalling (2.1), we obtain
uU3 " ρ
2S2
plogAq9{2 "
SEpAq
plogAq11{2
which we rewrite as
S
u
! U
3plogAq11{2
EpAq .
Hence, for the first term in (2.15) we have
(2.16)
ASU3
uq
! AU
6plogAq11{2
EpAqq .
For the second term, squaring (2.10) and then using (2.1) again, we
obtain
u2U2 " ρ
2S2
plogAq4 "
SEpAq
plogAq5
which we rewrite as
S
u2
! U
2plogAq5
EpAq .
Hence, for the second term in (2.15) we have
(2.17)
ASUq
u2
logA ! AU
3qplogAq6
EpAq .
Substituting (2.16) and (2.17) in (2.15), we conclude the proof. [\
3. Proof of Theorem 1.1
3.1. Partition procedure. Below, we use Lemma 2.5 to construct a
nested sequence of sets
H “ U1 Ď U2 Ď . . . Ď Um
and a corresponding sequence
Vm Ď Vm´1 Ď . . . Ď V1 “ A
where Ui \ Vi “ A, i “ 1, . . . , m.
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When
(3.1) EpVmq ď A3{MpAq
we terminate this process and take S “ Vm and T “ Um (as we explain
below, (3.1) is satisfied for some m).
The nested sequence is defined as follows. Suppose that
(3.2) EpViq ą A3{MpAq.
Then, by Lemma 2.5, there exists Qi Ď Vi such that for Qi “ #Qi
(3.3) Qi " E
1{2pViq
A1{2 log7{4A
ą A
MpAq1{2 log7{4A
and using (3.2) we derive
EpfpQiqq !k ViQ
6
i q
´1plogAq11{2 ` ViQ3i qplogAq6
EpViq(3.4)
ă MpAq
A3
ˆ
ViQ
6
i plogAq11{2
q
` ViQ3i qplogAq6
˙
.
In particular, inequality (3.3) implies that
(3.5) Vi ! QiMpAq1{2 log7{4A.
Then, define Vi`1 “ VizQi. This automatically defines Ui`1 “ Ui \Qi.
This iterative construction in fact gives
(3.6) Ui`1 “
iğ
j“1
Qj .
Note that this process certainly terminates, since we have a uniform
lower bound on the cardinality of Qi and so the cardinality Vi is mono-
tonically decreasing, thus we eventually reach the termination condi-
tion (3.1).
3.2. Final estimate. Recall that by (3.6) we have
T “ Um “
m´1ğ
j“1
Qj.
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Therefore, Lemma 2.4 and the inequality (3.4) imply that
E1{4pfpT qq “
˜
E
˜
m´1ď
i“1
fpQiq
¸¸1{4
ď
m´1ÿ
i“1
E1{4pfpQiqq
!k
m´1ÿ
i“1
ˆ
MpAq
A3
ˆ
ViQ
6
i plogAq11{2
q
` ViQ3i qplogAq6
˙˙1{4
.
Now the inequality (3.5) yields
E1{4pfpT qq
!k
m´1ÿ
i“1
ˆ
MpAq
A3
ˆ
ViQ
6
i plogAq11{2
q
`MpAq1{2Q4i qplogAq31{4
˙˙1{4
.
Using that A ě Vi ě Qi and thus replacing ViQ6i with A3Q4i in the
first term, we now obtain
E1{4pfpT qq
!k
ˆ
MpAqplogAq11{2
q
` A´3MpAq3{2qplogAq31{4
˙1{4
.
m´1ÿ
i“1
Qi.
Using that
m´1ÿ
i“1
Qi ď A
we obtain
(3.7) EpfpT qq !k MpAqA
4plogAq11{2
q
`MpAq3{2AqplogAq31{4.
We now see that the choice (1.2) balances between (3.1) and (3.7) and
leads to the inequality
EpfpT qq !k A3{MpAq
implied by our choice S “ Vm and the bound (3.1). This completes
the proof. l
4. Proofs of Theorems 1.2, 1.3, 1.4 and 1.5
4.1. Character sums and energy. First we give some basic bounds of
the sums SψpA,B, Cq and TχpA,B, Cq in terms of energies of various
sets.
Lemma 4.1. For any sets A,B, C Ď Fq and additive character ψ P Ψ˚
we have
SψpA,B, Cq ď A1{2EpBq1{4EpCq1{4q1{2.
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Proof. By the Cauchy-Schwarz inequality we have
|SψpA,B, Cq|2 ď A
ÿ
aPA
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
ψpab` ac` bcq
ˇˇˇˇ
ˇ
2
ď A
ÿ
aPFq
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
ψpab` ac ` bcq
ˇˇˇˇ
ˇ
2
“ A
ÿ
b1,b2PB
ÿ
c1,c2PC
ψ pb1c1 ´ b2c2qÿ
aPFq
ψ pa pb1 ` c1 ´ b2 ´ c2qq .
By the orthogonality of additive characters we obtain
SψpA,B, Cq ď
a
AEpB, Cqq,
where
EpB, Cq “ #tpb1, b2, c1, c2q P B ˆ B ˆ C ˆ C : b1 ` c1 “ b2 ` c2u.
Finally, it follows from the Cauchy-Schwarz inequality that
EpB, Cq ď EpBq1{2EpCq1{2.
Indeed,
EpB, Cq “
ÿ
xPFq
rB,´BpxqrC,´Cpxq
ď
˜ÿ
xPFq
r2B,´Bpxq
¸1{2
¨
˜ÿ
xPFq
r2C,´Cpxq
¸1{2
“ EpBq1{2EpCq1{2,
which completes the proof. [\
We also have an analogue of Lemma 4.1 for multiplicative characters.
Lemma 4.2. For any sets A,B, C Ď F˚q and character ψ P Ψ˚ we have
TχpA,B, Cq ! A1{2EpB´1q1{4EpC´1q1{4q1{2 ` A1{2BC.
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Proof. By the Cauchy-Schwarz inequality we have
|TχpA,B, Cq|2 ď A
ÿ
aPA
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
χpab` ac` bcq
ˇˇˇˇ
ˇ
2
ď A
ÿ
aPF˚q
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
χpab` ac` bcq
ˇˇˇˇ
ˇ
2
“ A
ÿ
b1,b2PB
ÿ
c1,c2PC
χ
ˆ
b1c1
b2c2
˙
ÿ
aPF˚q
χ
`
a
`
b´1
1
` c´1
1
˘` 1˘χ `a `b´1
2
` c´1
2
˘` 1˘
“ A
ÿ
b1,b2PB
ÿ
c1,c2PC
χ
ˆ
b1c1
b2c2
˙
ÿ
aPF˚q
χ
`
a´1 ` b´1
1
` c´1
1
˘
χ
`
a´1 ` b´1
2
` c´1
2
˘
,
where χ is the complex conjugate character. Making the change of
variable aÑ a´1 in the sum over a P F˚q we arrive to
|TχpA,B, Cq|2 ď A
ÿ
b1,b2PB
ÿ
c1,c2PC
χ
ˆ
b1c1
b2c2
˙
ÿ
aPF˚q
χ
`
a ` b´1
1
` c´1
1
˘
χ
`
a ` b´1
2
` c´1
2
˘
.
By the “approximate” orthogonality of multiplicative characters, that
is, by ÿ
aPF˚q
χ pa` uqχ pa` vq !
"
1 if u ‰ v,
q if u “ v,
we obtain
TχpA,B, Cq !
a
AEpB´1, C´1qq ` A1{2BC,
where
EpB´1, C´1q “ #tpb1, b2, c1, c2q P BˆBˆCˆC : b´11 `c´11 “ b´12 `c´12 u.
As in the proof of Lemma 4.1 we obtain
EpB´1, C´1q ď
a
EpB´1qEpC´1q
and the result follows. [\
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4.2. Concluding the proofs. We are now ready to establish the desired
results.
Proof of Theorem 1.2. By Theorem 1.1 there exist S and T with ad-
ditive energies
maxtEpSq,EpT ´1qu ! B
3
MpBq
and B “ SYT . Hence, one of these sets contains at least B{2 elements.
Let W be this set. Lemmas 4.1 and 4.2 complete the proof. Note
that the second summand in Lemma 4.2 is smaller than the bound of
Theorem 1.2. [\
Proof of Theorem 1.3. Similarly to the proof of Theorem 1.2, there ex-
ist S1,S2, T1, T2 with
maxtEpS1q,EpT ´11 qu !
B3
MpBq ,
maxtEpS2q,EpT ´12 qu !
C3
MpCq ,
B “ S1 Y T1 and C “ S2 Y T2. Let Wi, i “ 1, 2, be the larger set of Si
and Ti. Then the result follows again by Lemmas 4.1 and 4.2, which
completes the proof of Theorem 1.3. [\
Proof of Theorem 1.4. The proof follows a combination of the calcula-
tions of Lemmas 4.1 and 4.2. By the Cauchy-Schwarz inequality we
have
|Sχ,ψpA,B, Cq|2 ď A
ÿ
aPA
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
χpab` ac` bcqψpab ` ac` bcq
ˇˇˇˇ
ˇ
2
ď A
ÿ
aPF˚q
ˇˇˇˇ
ˇÿ
bPB
ÿ
cPC
χpab` ac` bcqψpab` ac` bcq
ˇˇˇˇ
ˇ
2
“ A
ÿ
b1,b2PB
ÿ
c1,c2PC
χ
ˆ
b1c1
b2c2
˙
ψ pb1c1 ´ b2c2qÿ
aPF˚q
χ
`
a´1 ` b´1
1
` c´1
1
˘
χ
`
a´1 ` b´1
2
` c´1
2
˘
ψ pa pb1 ` c1 ´ b2 ´ c2qq .
Since both χ and ψ are nontrivial characters we see that the inner
sum over a satisfies the Weil bound, see [21, Appendix 5, Example 12],
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unless
b´1
1
` c´1
1
“ b´1
2
` c´1
2
and b1 ` c1 “ b2 ` c2.
Clearly, when pb2, c2q P B ˆ C are fixed (in BC ways) the pair pb1, c1q
can take at most two values. Hence, we obtain
|Sχ,ψpA,B, Cq|2 ! ApB2C2q1{2 `BCqq
and the result follows. [\
Proof of Theorem 1.5. We now partition the set C into two sets S and
T as in Theorem 1.1 with respect to the function fpXq “ X´1. Thus
maxtEpSq,EpT ´1qqu ! C
3
MpCq .
Since px` yq2 ď 2px2 ` y2q for any real x and y, we obtain
(4.1) KpA,B, C;α,β,γq ď 2
˜ÿ
aPA
|αa|Ua `
ÿ
bPB
|βb|Vb
¸
,
where
Ua “
ÿ
bPB
|βb|
ˇˇˇˇ
ˇÿ
cPT
γcψ
`
ac ` bc´1˘ˇˇˇˇˇ
2
, Vb “
ÿ
aPA
|αa|
ˇˇˇˇ
ˇÿ
cPS
γcψ
`
ac` bc´1˘ˇˇˇˇˇ
2
.
By the Cauchy-Schwarz inequality, as before, for every a P A we
derive
U2a ! }β}22
ÿ
bPB
ˇˇˇˇ
ˇÿ
cPT
γcψ
`
ac` bc´1˘ˇˇˇˇˇ
4
ď }β}2
2
ÿ
bPFq
ˇˇˇˇ
ˇÿ
cPT
γcψ
`
ac` bc´1˘ˇˇˇˇˇ
4
ď }β}2
2
}γ}48qEpT ´1q ! }β}22}γ}48qC3MpCq´1.
Similarly, for every b P B, we have
V 2b ! }α}22}γ}48qEpSq ! }α}22}γ}48qC3MpCq´1.
Substituting these bounds in (4.1) we conclude the proof. [\
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5. Comments
It is easy to verify that at the cost of merely typographical changes
one can obtain a full analogue of Theorem 1.1 for
EpfpT q, gpT qq “ #tt1, t2, t3, t4 P T 4 : fpt1q ` gpt2q “ fpt3q ` gpt4qu.
Most likely, using multiplicative character sums instead of additive
character sums, one can obtain similar results for maxtEˆpSq,EpfpT qqu
or even maxtEˆpSq,EpfpT q, gpT qqu. However the following question
appears to require new ideas.
Question 5.1. Given two bivariate polynomials F pX, Y q, GpX, Y q P
FqrX, Y s, satisfying some natural conditions, show that any set A Ď Fq
can be partitioned as A “ S \ T in such a way that the two sets
tps1, s2, s3, s4q P S4 : F ps1, s2q “ F ps3, s4qu
and
tpt1, t2, t3, t4q P T 4 : Gpt1, t2q “ Gpt3, t4qu
are both of small cardinality.
Finally, we note that Theorem 1.5 can be extended to the sums
(5.1)
ÿ
aPA
ÿ
bPB
ÿ
cPC
ÿ
dPD
ψ papc` dq ` bpfpcq ` gpdqqq
over sets A,B, C,D Ď Fq and rational functions f, g P FqpXq. Within
our approach, one can show that, under some natural conditions on f
and g, for any ε ą 0 there are some δ ą 0 and κ ą 0, such that as long
as ApCDq1{2, BpCDq1{2 ě q1´δ and C,D ě q1{2`ε the sums (5.1) are
of order at most ABCDq´κ. Despite a somewhat exotic shape of the
sums (5.1), they may be used in the theory of randomness extractors
in arbitrary finite fields where the theory falls far below its counterpart
in prime fields, see [3–5] for more details and further references. One
can also introduce weights of the form αa, βb and γc,d in the sums (5.1).
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