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Zeolite RHO has recently been identified as a promising candidate for the 
separation of CO2 and CH4. This is due to the presence of extraframework cations 
in the eight membered rings (8MR) which occupy the spaces between cages and 
act as gatekeepers, selectively allowing the uptake of CO2 but restricting the 
uptake of CH4.   
The mechanism by which the cations move to allow the passage of CO2 molecules 
is not fully understood and computationally has only been studied at the quantum 
level. This does not allow the gating phenomenon to be observed directly and so 
the aim of this work is to use faster classical simulations to gain insight into the 
separation mechanism. 
Zeolite RHO is a particularly flexible zeolite and on gas loading undergoes both a 
phase transition and cell expansion. This makes these simulations particularly 
challenging to model correctly. One of the first stages in this work is therefore to 
ensure that the behaviour framework is reproduced adequately.  
Using an optimised set of force field parameters, two mechanisms are found for 
CO2 diffusion. The first occurs when a gate-keeping 8MR cation is pushed through 
a double eight ring (D8R) by a CO2 molecule and the second, less common 
mechanism, occurs when the D8R is completely unoccupied by a cation. 
The work focuses mainly on the diffusion of CO2 but other gases are also 
examined. Studies of the diffusion of noble gases through Na-RHO show that Xe 
and Kr are blocked by Na⁺ cations, whilst Ar shows low diffusivity. He shows 
very high diffusivity due to its small size.  The gas diffusion rates through RHO 
can be tuned by adjusting the Si/Al ratio as well as the choice of cation. For mixed 
Li/Na-RHO systems, increasing the Na⁺ content increases CO2 equilibrium uptake 
but leads to a drop in diffusivity. Higher silicon content frameworks have larger 
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The separation of gases is not a spontaneous process and on an industrial plant is 
often one of the most energy intensive unit operations [1]. In a typical coal fired 
power station for example, an additional post-combustion carbon capture unit 
would typically consume 25-40% [2] of the station’s total power output. Of this 70% 
would be used in the physical separation of gases, with the remaining 30% used 
for gas compression [3]. 
The three standard techniques used for industrial gas separations are cryogenic 
distillation, membrane separation and adsorption. Of these, adsorption is 
probably the most widely used [4]. 
In an adsorption process, a multicomponent stream of compressed gas is fed 
through a column filled with a porous, solid adsorbent. The rate at which different 
gas molecules diffuse through the column varies depending on the relative gas-
solid interaction strength (thermodynamics) and the size of the gas molecules in 
relation to the size of the pores (kinetics). The time taken for a gas molecule to 
travel between the inlet and outlet of a column is known as the breakthrough time. 
The time between the breakthrough of the first and subsequent components can be 
used to produce an enriched stream of the least strongly adsorbed component. 
During desorption and regeneration, when the solid is purged of adsorbed gases, 
an enriched stream of the more strongly adsorbed component can be produced. 
Desorption occurs through one or both of lowering the pressure inside the column 
and heating the column. Either approach makes adsorption less favourable and 
results in detachment of molecules from the adsorbent. Once detached, the 
desorbed gas is purged by passing a non-adsorbing gas through the column 
(regeneration). 
Both thermal swing and vacuum swing desorption are energetically demanding. 
Small improvements in performance can therefore translate to large cost and 
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energy savings on a full-scale industrial column. The three main targets for 
identifying a more promising adsorbent are: 
i) Improving the equilibrium selectivity of an adsorbent (a measure of the 
relative strength of interaction between two components with the solid) 
ii) Improving the kinetic selectivity (a measure of the relative gas diffusion 
rates through the solid)  
iii) Lowering the heat of adsorption (the energy required to remove the 
gases during desorption).  
Most adsorption columns make use of zeolites or activated carbons as adsorbents. 
Small-scale adsorption columns in niche applications sometimes also use metal 
organic frameworks (MOFs) [5]. The underlying mechanism for the separation of 
gases in these cases is normally via a difference in interaction energy (as above), or 
by molecular sieving. 
Molecular sieving is a kinetic, rather than thermodynamic effect. If the size of a 
molecule is larger than the aperture of the solid’s pores, it cannot easily diffuse 
through the solid. In the case where only the smaller component is able to diffuse 
through the column, a very high selectivity is achieved. However, if either the gas 
molecules or the framework are flexible and undergo a conformational change as 
the gas molecule approaches a pore window, diffusion of the larger gas molecules 
may still be possible. This often reduces the selectivity of the adsorbent.  
In some cases, it is possible to take advantage of the flexible nature of a framework 
to achieve pore-size modification. This is where the framework is tuned either 
through atom substitution or through addition of a side chain so that the new pore 
size achieves a higher kinetic selectivity in a given separation.   
In zeolite science, a third mechanism, cation gating, has recently come to the fore [6] 
[7] [8]. This occurs when extra-framework cations sit in the windows between pores 
and move temporarily away from the window when in the immediate vicinity of 
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certain gases. Below a critical admission temperature, where the cations have 
enough energy to migrate spontaneously away from their original sites [6], these 
cations act as barriers to gas diffusion.  
Cations sitting in their equilibrium positions lie in a deep energy well, from which 
they are not easily dislodged. However, it is believed that gas molecules with an 
electronic quadrupole moment, dipole moment or high polarizability can flatten 
the energy well allowing the cation to move, reversibly, a short distance away 
from the centre of the host ring [6]. This temporary displacement allows a gas 
molecule to diffuse through the unoccupied window before the cation returns to 
its equilibrium position. This process is referred to as cation-gating or trapdoor 
separation. 
One of the first high selectivity trapdoor separations was described for the 
chabazite (CHA) family of zeolites [6]. For the CO2/CH4 separation at 10 bar and  
273 K, a pure component CO2/CH4 selectivity1 of 21 was recorded for K-CHA 
(Si/Al = 1.2). At 273 K and 100 kPa, the pure component selectivity increased to 93. 
In a binary breakthrough experiment consisting of 15 % CO2 and 85% CH4 (v/v) at 
293 K and 116 kPa, a CO2/CH4 separation of 79 was recorded. 
Trapdoor separations can be the underlying cause of unusual ‘size inversion’ 
separations [6]. For example, in the separation2 of CO (σ = 3.76 Å) and N2 (σ = 3.64 
Å) by Cs-CHA (Si/Al = 2.5) at 273 K in a range of pressures between 0.1 and 1-bar, 
the reported selectivity of larger CO over smaller N2 is ≈7. This unusual effect 
occurs because CO is able to pull the Cs+ cation away from the 8MR whilst N2 
cannot. 
                                                 
1   The pure component selectivity at a given temperature and pressure is defined as: the moles of 
gas of species A adsorbed / moles of gas of species B adsorbed 
 
2 σ is defined here as the kinetic diameter. (Throughout the rest of the work it is used to represent 
the Lennard-Jones parameter.) 
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The aim of this work is to understand trapdoor phenomena in the less well 
studied zeolite RHO system using a range of computational approaches. The 
study focuses on developing an accurate model that agrees with existing 
experimental data for the Na-RHO structure, both with and without adsorbed 
CO2. The work is then extended to other gases of interest and onto trapdoor 
behaviour and pore size modification in Li-RHO and Li/Na mixtures. 
Molecular simulations offer an easy way to observe the cation gating phenomena 
and quantify the energetic barriers that must be overcome for gas diffusion. The 
ultimate aim of the study is to work towards a model that allows a range of RHO 
type zeolites to be quickly assessed, identifying where experimental efforts should 
be targeted in tailoring a RHO zeolite for a given separation of interest. 
In Chapter 2, the structure of zeolite RHO is introduced and then the range of 
simulation techniques used in this work are summarised. A short literature review 
for zeolite RHO is also provided.  
In Chapter 3, the quality of the parameters used in the work is assessed against a 
range of key structural properties including the unit cell length and framework 
expansion on CO2 loading. In particular, the choice of the cation parameters is 
found to have a significant effect on the cation distribution and CO2 adsorption 
isotherm. Modifications are also made to the framework parameters to improve on 
the size and shape of the windows compared to those seen in DFT (Density 
Functional Theory) simulations and experimental work.  
In Chapter 4, the diffusion mechanism of CO2 through Na-RHO is examined. The 
energy barrier to CO2 diffusion is calculated both with and without a cation 
present and the motion of intercage CO2 is quantified using the best available 
model. 
In Chapter 5, a range of different gas separations are examined, including the 
O2/N2 separation, separation of noble gases and CO2/CH4 separation.  
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In Chapter 6, the study is extended to investigate the degree to which it is possible 
to modify the size of the windows in zeolite RHO by adjusting the Si/Al ratio and 
changing the cation species. 
In the final section (Chapter 7), an overview of the work is given with suggestions 
for future work. 
A full description of all simulation parameters and a set of sample input files are 





2. Simulation techniques and theoretical background 
2.1. Preface 
This chapter outlines the key theoretical points relevant to the modelling of 
zeolites. First the structure of zeolite RHO [9] is introduced and then the molecular 
simulation techniques themselves. Finally, a literature summary of previous work 
into zeolite RHO is provided.  
2.2. The structure of zeolite RHO 
Like all zeolites, RHO is built up of a series of TO4 tetrahedra (where T is a generic 
symbol used to represent either a silicon or an aluminium atom). These tetrahedra 
arrange into composite building units that may, in turn, be broken down into 
secondary building units (Table 2.1). Zeolite RHO comprises two composite 
building units (CBUs): a double 8-ring (D8R) and a Linde type A cage (lta). These 
CBUs are broken down into three secondary building units: four, six and eight 
membered rings.  
Table 2.1: Composite building units for zeolite RHO and their constituent secondary building units [10] 
Composite building 
units 















D8R cage 8MR 4MR  
Reprinted with permission from the Internal Zeolite Association. Copyright 2017. Credit to Ch. Baerlocher 




The composite building units act as building blocks that repeat regularly to 
produce a large 3D structure. This is shown in Figure 2.1, which shows a 2 x 2 x 2 
RHO supercell. Emphasis is given to the D8Rs with lighter bonds used to show the 
set of connecting lta cages. 
 
Figure 2.1: Expanded 2 x 2 x 2 supercell of zeolite RHO (Red = Oxygen, Blue = Silicon). The length of each 
dashed, bounding edge is 28.838 Å 
In its simplest theoretical form, RHO would consist of silicon and oxygen only 
(Figure 2.1). During the synthesis stage however, a degree of aluminium 
substitution is required to stabilise the structure [11]. This stabilisation arises from a 
reduction in internal stress due to lower energy O-Al-O (rather than O-Si-O) 
interactions [11] coupled with the presence of extra framework cations, which have 
a templating [12] effect that help the structure grow. This is confirmed by DFT 
studies which show, for example, that the [SiAlO(OH)6]¯ cluster formed during 




A result of substituting silicon atoms (which have a formal charge of +4) for 
aluminium atoms (which have a formal charge of +3) is that the framework has a 
net negative charge. This net charge is compensated for by extra framework 
cations. These do not form part of the zeolite backbone but instead are mobile and 
are located in the zeolite cages/windows.  
Extra framework cations in RHO sit in one of three sites: in the centre of a double 8 
ring, in the centre of a single eight ring or in the centre/to the side of a six 
membered ring (6MR). For short time periods, cations may be found outside these 
regions but the three main sites (Figure 2.2) represent the bottom of an energy well 
from which the cations do not readily move. In this work, a cation is considered to 
be in a site if it is within a 3 Å radius of the positions below (Figure 2.2). Where a 
cation is within a 3 Å radius of more than one site, the location is taken as the site 
to which the cation is closest. Approximate locations of the cation sites are 
provided in Table 2.2. 
Site A - D8R Site B – S8R Site C – 6MR 
   
Figure 2.2: Location of cation sites in zeolite RHO 
 
Table 2.2: Approximate fractional coordinates of cations in RHO zeolite 
 Site A Site B Site C 
Fractional coordinates (0,0,1/2) (0,0,1/3) (1/3,1/3,1/3) 
It is easiest to show RHO in a symmetrical form (as Figure 2.2) however it can 
exist in two phases (Figure 2.3), a highly symmetric form (Im3̅m) or an acentric 
form (I4̅3m). For fully dehydrated, cation-exchanged RHO at 300 K and 1 atm, 
with no gas molecules adsorbed, the acentric form is adopted. At atmospheric 
pressure, there is a gradual transition to the centric form with increasing 
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temperature, which is thought to complete at 800 K [14]. The transition is reversible 
and RHO regains the acentric form on cooling. Adsorption of gas molecules, such 
as CO2, also causes a gradual transition from the acentric to centric form [15].  
  
centric (Im3̅m) acentric (I4̅3m) 
Figure 2.3 centric and acentric forms of RHO with highlighted 8MR rings in the acentric form (yellow ring 
in front of the green ring)  
A quantitative measure of the distortion, ∆, was introduced by Parise et al. [14] 
when looking at the structural changes in RHO at increasing temperature. This ∆ 
parameter describes the difference between the length and width of an 8MR. In 
the strictest definition, a zeolite is only in the centric form when all the 8MRs have 
∆ = 0. Using the time and ring averaged expression in Equation (2.1), it is also 
possible to describe the phase on a continuum. Experimentally, a given sample of 






〈|𝒓𝑨𝑬 − 𝒓𝐶𝐺|〉 (2.1) 
where the oxygen atoms in a ring are defined sequentially from A to H and the 
separation distance r between two atoms, i and j is given by Equation (2.2).  
 𝒓𝒊𝒋 = |𝒓𝒊 − 𝒓𝒋| (2.2) 
The same idea has been extended to describe the distortion of four and six 









For the 4MR, only one value of Δ can be calculated (AC-BD), for the 6MR there are 
three alternatives (AD-BE/AD-CF/BE-CF) and for the 8MR, there are two 
alternatives (AE-CG/BF-DH). In the latter two cases, the option which maximises 
Δ is used. 
 
  
4MR distortion 6MR distortion 8MR distortion 






[max(𝑟𝐴𝐷 , 𝑟𝐵𝐸 , 𝑟𝐶𝐹)  − min(𝑟𝐴𝐷 , 𝑟𝐵𝐸 , 𝑟𝐶𝐹)] (2.4) 
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2.3. Aluminium distribution in zeolite RHO 
The distribution of silicon and aluminium atoms within a zeolite is disordered and 
difficult to determine experimentally [17]. In a select few cases, e.g. ferrierite (FER) 
[18] and ZSM-5 [19], a full (FER) and partial (ZSM-5) refinement of the aluminium 
locations is possible by combining 27Al 3Q MAS NMR spectroscopy with DFT 
calculations, although this is very unusual. The aluminium distribution is also 
dependent on the synthesis conditions [17] [20] so is not necessarily fixed for a given 
zeolite. 
In zeolite science, Löwenstein’s rule [21] states that Al-O-Al linkages are forbidden. 
It is thought that this Al-O-Al avoidance rule arises at the synthesis stage where 
lower energy Si-O-Al rings and clusters, which form the secondary building units, 
are preferentially formed over their Al-O-Al counterparts [13].  
Dempsey’s rule [22] is sometimes applied in addition to Löwenstein’s rule. This 
states that Al atoms will try to distribute themselves as far apart from one another 
as possible. The origins of Dempsey’s rule likely arise from electrostatics where, at 
the synthesis stage, [AlO4]¯ clusters repel each other [23]. This has the effect of 
making Al-O-Si-O-Al linkages less favourable than Al-O-Si-O-Si-O-Al linkages [24]. 
For simulations, Dempsey’s rule is often ignored and a random Löwensteinian 
configuration is chosen. However, partial incorporation of Dempsey’s rule can be 
attempted. Starting from the limiting case of Si/Al=1 where the Si and Al atoms 
alternate to obey Löwenstein’s rule, Al-O-Si-O-Al linkages are identified at 
random and a terminal Al atom is exchanged for Si to form an Al-O-Si-O-Si 
linkage. Al-O-Si-O-Al linkages then continue to be identified and replaced until 






2.4. Computer simulation techniques 
Two main simulation techniques are used in this work: 
i) Monte Carlo, which is used to study the equilibrium properties of a 
system,  
ii) Molecular Dynamics, which is used to study the time-evolution of a 
system. 
Both techniques form an integral part of the work presented here and so the 
following subsections provide an introduction to the underlying statistical 
mechanics. 
2.4.1. Monte Carlo (MC)  
Monte Carlo is a stochastic tool where a low energy state is approached by doing a 
random walk through configurational space. In a Monte Carlo simulation a series 
of trial moves are proposed and either accepted or rejected based on the 
probability of finding the new configuration relative to the old configuration. A 
key principle of any Monte Carlo simulation is that as the number of iterations 
goes to infinity, every configuration (microstate) is examined. 
For an ergodic system, i.e. a system where the final configuration is independent 
of the initial configuration, the average of all equilibrium microstates is identical to 
the macroscopic property of interest:  
 𝑀𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = 〈𝑀𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒〉 =∑𝑀𝑖𝑃𝑖 (2.5) 
where Mobserved is the macroscopic property, 〈𝑀𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒〉 is the average of the 
ensemble, Mi is the quantity of interest for microstate i and Pi is the probability of 
finding that microstate. 
There are two ensembles used in the MC simulations in this work: the canonical 
(NVT) ensemble in which the number of molecules (N), the volume of the system 
(V) and the temperature (T) are kept constant and the grand-canonical (µVT) 
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ensemble in which the chemical potential (µ), volume (V) and temperature (T) are 
kept constant. The NVT ensemble is used when the equilibrium positions of a 
constant number of cations is required and the µVT ensemble is used for 
adsorption simulations.   
2.4.1.a. The ensemble average  
This section develops an expression for the ensemble average in the grand 
canonical ensemble based on summaries provided by Selinger [25], Shell [26] 
Tuckerman [27] and Frenkel & Smit [28]. A similar expression can be derived for the 
canonical ensemble by changing the sum over all particles to the sum from N to N 
molecules (i.e. a constant number of N particles). 
In the grand-canonical ensemble, the chemical potential, volume and temperature 
are fixed and the total energy (E) and number of molecules (N) is allowed to vary. 
The partition function, the sum over all possible microstates with a given energy 
and number of particles (Ξ) is given by Equation (2.6)  
 














In the quantum mechanical approach above, every microstate is known and 
accounted for. This quickly becomes impractical to calculate for real systems and 
so instead, a switch to classical mechanics is made. In this approach, Equation (2.6) 
is integrated over all microstates to give Equation (2.8), an expression in terms of 
the positions r and momenta p of all particles. 
 











As it stands, Equation (2.8) is only partially correct and two modifications must be 
made. 
i) The first is that the partition function is dimensionless but the expression on 
the RHS has units of (momentum·volume)N. A sensible quantity to divide 
the RHS by is Planck’s constant raised to the power 3N (i.e. for each 
molecule divide by an additional h in each of the three spatial directions). 
This also accounts for Heisenberg’s uncertainty principle, which states that 
the position and momentum of a particle can never both be known exactly.  












ii) The second correction accounts for indistinguishability of the particles. If 
particle 1 and particle 2 can be exchanged such that the overall position and 
momentum of all particles the system remain unchanged, the microstates 
are considered identical. As there are N! identical configurations, dividing 
by N! prevents counting the same microstate more than once. 












Equation (2.10) can also be written with the total energy (E) expressed as the sum 
of the kinetic (Ek) and potential energy (U): 












The kinetic energy is then rewritten in terms of momentum: 


















This can be factorised [25] [26] [27] to give: 
 














The potential energy is a function of position only and the kinetic energy is a 
function of the momentum only so it is possible to write: 
 












The momentum differential can be rewritten in spherical coordinates: 
 𝑑3𝒑 = 4𝜋𝒑2𝑑𝒑 (2.15) 
Equivalently, N sets of Equation (2.15) can be expressed as: 
 𝑑3𝒑𝑁 = (4𝜋)𝑁𝒑2N𝑑𝒑𝑁 (2.16) 
Substituting Equation (2.16) into (2.14) gives: 
 












The first integral in Equation (2.14) is in the standard form of a Gaussian integral 





























 𝑓𝑜𝑟 𝑛 𝑖𝑠 𝑜𝑑𝑑
 (2.18) 





































Substituting Equation (2.20) into Equation (2.17) gives 
 

























Substituting Equation (2.22) into Equation (2.21) gives Equation (2.23). 
 





















It is more common to see Equation (2.24) in the form of scaled coordinates (s) 
rather than Cartesian coordinates (r).  
 d𝐫 = L d𝐬 (2.25) 












From the definition for the volume of a cube (V=L3), Equation (2.26) may be 













Critically, developing an expression for the ensemble average yields Equations 
(2.24) and (2.25) from which a classical expression can be obtained for the 













2.4.1.b. Importance sampling 
An important feature of Monte Carlo simulation is importance sampling. This is 
key to moving from the initial configuration to a set of equilibrium configurations 
with the minimal computational effort. The importance sampling scheme 
employed in this work is the Metropolis scheme [29].  
At the heart of the Metropolis Monte Carlo scheme are the acceptance criteria. 
Starting from an old configuration (o), a small change is made to the system using 
one of five trial moves: an insertion, a deletion, a translation, a rotation or for a 
multicomponent system, an identity swap. This gives a new configuration/ 
microstate (n). The probability of moving from the old state to the new state  
𝜋(𝑜 → 𝑛) is the combined probability of attempting a move 𝛼(𝑜 → 𝑛) and the 
probability of the move being accepted 𝑎𝑐𝑐(𝑜 → 𝑛).  
In the Metropolis scheme, each move must fulfil the principle of microscopic 
reversibility (Equation (2.29)). This relates the probability, 𝜌, of finding a set of 
particles in a given state (Equation (2.28)) with the probability of transitioning 
between the old and new states. 
 𝜌(𝑜)𝜋(𝑜 → 𝑛) = 𝜌(𝑛)𝜋(𝑛 → 𝑜) (2.29) 
Equation (2.29) imposes an equilibrium condition which allows configurations to 
move towards a low energy configuration but also provides the potential to move 
away from a local minimum over a probability barrier and towards a new lower 
minimum. 
As each of the moves has an equal chance of being selected in the simulations run, 
Equation (2.29) may be simplified to: 
 𝜌(𝑜)𝑎𝑐𝑐(𝑜 → 𝑛) = 𝜌(𝑛)𝑎𝑐𝑐(𝑛 → 𝑜) (2.30) 
The criteria for accepting a new move is then defined as: 
 







If 𝜌(𝑛) > 𝜌(𝑜) then the new state is lower in energy than the old state and the 
move is always accepted. If 𝜌(𝑛) < 𝜌(𝑜) then the new state is higher in energy and 
the move is accepted only if  
𝜌(𝑛)
𝜌(𝑜)
 is greater than a randomly generated number 
between 0 and 1. 
Before calculating the acceptance criteria it is first helpful to express the chemical 
potential in Equation (2.28) in terms of the fugacity using Equation (2.32). This 
equation (2.32) is often presented as is [28] but can be formed by substituting 
Equation (2.40) into Equation (2.39). 
 𝜇 = ln(𝑓𝛽Λ3) /𝛽 (2.32) 
To calculate the acceptance criteria, Equations (2.28) and (2.32) are substituted into 
Equation (2.31).  
For an insertion move, the acceptance rule is given by: 
 





For a deletion move, the acceptance rule is given by: 
 
𝑎𝑐𝑐(𝑜 → 𝑛) = min(1,
𝑁
𝛽𝑓𝑉
𝑒−𝛽(𝑈(𝑁)−𝑈(𝑁+1)))  (2.34) 
For a rotation or translation move, the acceptance rule is given by: 
 𝑎𝑐𝑐(𝑜 → 𝑛) = min(1, 𝑒−𝛽(𝑈(𝑛𝑒𝑤)−𝑈(𝑜𝑙𝑑)))  (2.35) 
An identity swap move can be considered as the combined deletion of species A 
and insertion of species B: 
 





A particular useful feature of the acceptance rules used here is that in contrast to 
Equation (2.27), it is not necessary to calculate the partition function (and hence 




2.4.2. Replica exchange methods 
The movement of charged particles (for example cations) in a system with strong 
electrostatic interactions (such as a zeolite) is problematic with standard Monte 
Carlo moves. The energy landscape contains many deep wells and so translation 
moves that move the cations away from their initial location have only a small 
chance of being accepted at the temperature of interest (300 K).   
Replica exchange is an advanced sampling tool that aims to overcome this 
difficulty. Instead of running Monte Carlo in a single box at one temperature, 
many separate Monte Carlo simulations are run together each at different 
temperatures. Periodically, a temperature swap move is proposed and accepted 
based on the criteria below: 
 𝑎𝑐𝑐(𝑜 → 𝑛) = min(1, 𝑒−∆𝛽∆𝑈)  (2.37) 
where ∆β is equal to β2-β1 and ∆U is equal to U2-U1. For the two β values, T2>T1. 
The principle behind replica exchange is that at higher temperatures, the potential 
energy landscape becomes flat enough that substantial translation moves can 
occur. If a lower energy state is reached at a higher temperature, it is then passed 
back down the temperature ladder. As at higher temperatures the energy barrier 
to translation is reduced, this allows a more complete exploration of phase space. 
Replica Exchange Monte Carlo (REMC) is comparable to a simulated annealing 
process in molecular dynamics. In simulated annealing, a system is heated to a 
high temperature and then cooled slowly. If the simulation is long enough and the 
rate of cooling sufficiently slow, the system can explore phase space such that, as 
the temperature cools, particles have just enough energy to cross any local minima 




2.4.3. Pressure, Fugacity, Fugacity Coefficients and the Chemical Potential 
in the Grand Canonical Ensemble 
The grand-canonical ensemble is used in simulations to represent an open system 
where there is accumulation within the control volume. It is analogous to an 
adsorption column where an initially empty solid becomes filled with gas 
molecules.  
In a Grand Canonical Monte Carlo (GCMC) simulation, insertion and deletion 
moves are attempted in addition to the regular translation moves. This simulates 
adsorption (or desorption) in a porous structure. The equilibrium condition is 
satisfied when the chemical potential of the system is equal to the chemical 
potential of the bulk gas (2.38) : 
 μsys = μgas (2.38) 
The chemical potential of a real gas (2.39) can be defined by calculating the 
fugacity of a gas, f, using an Equation of State (EoS). Fugacity is a temperature 
dependent quantity that can be thought of as the pressure required to model a real 
gas at a given temperature and density as an ideal gas [28] (i.e. fV=nRT). 
 μgas = 𝜇0 +  𝑘𝑇 ln(𝛽𝑓) (2.39) 
The reference chemical potential [28] for an ideal gas, 𝜇0, is defined by: 
 𝜇0 =  𝑘𝑇 ln(Λ
3) (2.40) 








The fugacity coefficient can be calculated from a cubic EoS through the following 
sets of Equations [30]: 
 ln 𝜙 = 𝑍 − 1 ln(𝑍 − 𝐵) − 𝑞𝐼 (2.42) 






















In Equations (2.43) and (2.44), a and b represent the van der Waals parameters 
specific to a given gas. They can be calculated from Equations (2.46) and (2.47), 












The σT and εT parameters in Equation (2.45) are subscripted T for thermodynamic 
to differentiate them from the Lennard-Jones parameters in Equation (3.6). Their 
values are reproduced in Table 2.3 for the Soave-Redlich-Kwong (SRK) Equation 
of State. 
Table 2.3: Thermodynamic parameters for SRK Equation of State [30] 
Equation of 
state α σT εT Ω Ψ 
SRK 𝛼𝑆𝑅𝐾 1 0 0.08664 0.42748 
The α parameter in Table 2.3 is given in terms of the acentric factor, ω, and 
reduced temperature, Tr, in Equation (2.48). 
 αSRK = [1 + (0.48 + 1.574𝜔 − 0.176𝜔
2)(1 − 𝑇𝑟
0.5)]2 (2.48) 
Finally, the compressibility factor can be found by solving the cubic equation of 
state for Z: 
 𝑍3 − (1 − 𝐵)𝑍2 + (𝐴 − 2𝐵 − 3𝑏2)𝑍 − (𝐴𝐵 − 𝐵2 − 𝐵3) = 0 (2.49) 







With Z known, it is possible to solve Equation (2.42) for the fugacity coefficient 
and hence the fugacity (2.41) and chemical potential (2.39).  
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2.4.4. Molecular dynamics (MD) 
Molecular dynamics is a technique used to study the time-evolution of a system. 
In MD simulations, the forces acting on each particle are calculated from the 
derivative of the energy (Equation (2.61)). From Newton’s second law, it is then 
possible to calculate the acceleration of a particle and therefore over a small 
timestep, a velocity and new position. By repeating this cycle, a trajectory is 
generated which allows the dynamics of a system to be studied.  
The integration algorithm used in this work, the velocity-Verlet scheme, is derived 
below [27] [28] [31]. 
The general definition of a second order Taylor series is given by Equation (2.51). 
 




If the system is allowed to move forward by a small time step, δt, the new position 
can be expressed as: 
 









Replacing the first derivative with the velocity and substituting for acceleration 
using Newton’s second law: 
 






where v is the velocity of a particle, F the force acting on the particle and m the 
mass of the particle. 
Similarly, from a Taylor expansion for the previous location of a particle: 
 






Applying Equation (2.54) to time t = t + δt [27] 
 








Substituting Equation (2.55) into Equation (2.53) 
 











Rearranging (2.56), it is possible to express the new velocity of a particle as: 
 











Equations (2.53) and (2.57) are the velocity Verlet equations originally proposed by 
Swope [32] et al.  
Equation (2.57) requires that the forces are stored at both the current and previous 
positions in order to calculate the velocity of the particles at the new position [31]. 
For a large system, this is an unnecessary use of computer memory. These 
equations are therefore manipulated further when implemented in MD packages 
so that only one set of positions, forces and velocities need to be stored at any one 
time.  
Equation (2.57) can be split into two parts to give Equations (2.58) and (2.59) 
 


























where: v (t +
1
2






If equation (2.59) is multiplied by δt, Equation (2.53) can be rewritten as Equation 
(2.60)  
 








r(t + δt) = r(t) + v (t +
1
2
δt) δt (2.60) 
To calculate the force acting on each atom in Equations (2.58) and (2.59), the 








where the expression U(r) describes the overall potential energy arising from the 
sum of all pairwise interactions. 
Figure 2.5 shows the scheme followed to advance an MD system forward in time 
using the velocity Verlet integration scheme. If the velocities of the particles at the 
start are unknown, then each particle is assigned a random velocity drawn from a 
Maxwell-Boltzmann distribution at the simulation temperature. At the same time, 
it is possible to calculate the forces acting on each atom using Equation (2.61). 
With the velocity and net force on each particle known, it is then possible to solve 
Equation (2.59) over a small time step δt. The new position of each particle is then 
calculated using Equation (2.60). Next, a new set of forces is calculated 
corresponding to the position of the atoms at t + δt. Finally, it is possible to 
calculate the velocity of each particle at t + δt. To advance to further times this loop 
is repeated. 
In summary, the main equations are: 
 






















r(t + δt) = r(t) + v (t +
1
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2.4.5. Calculation of self-diffusion coefficient 
The self-diffusion coefficient describes, for an isotropic system at equilibrium, the 
rate of travel of a tagged particle (or particles). Under these conditions, diffusion is 
due to random thermal motion and there is no concentration gradient with which 
to measure the transport diffusivity. The diffusion of a given molecule, D, is then 
given by Einstein’s equation [28] (2.62): 
 𝛿〈𝑟2(𝑡)〉
𝛿𝑡
= 2𝑑𝐷 (2.62) 
Where d represents the dimensionality of the system (d=1 for one dimension, d=2 
for two dimensions and d=3 for three dimensions). 










Where N is the number of molecules of interest, ri(t) represents the position at time 
t and ri0 represents the original position of molecule i. 












The derivative term in (2.64) is obtained most easily by plotting the mean squared 
displacement (the quantity in brackets) against time to give a line with gradient 
6ND. 
Where it is feasible, the reliability of Equation (2.64) can be improved by 
calculating the diffusion coefficient for independent trajectories [33]. In this case, the 
















2.5. Periodic boundary conditions 
In most conceivable classical MC or MD simulations, the number of atoms 
modelled represents only a fraction of the molecules studied in an experimental 
system. The largest systems typically consist of up to a few million atoms [34] 
although the largest MD simulation to date contained just over 4 x 1012 atoms [35]. 
Systems of this size are by far the exception but demonstrate clearly that any 
simulated system will be much smaller than an experimental system (which 
would likely have in excess of 1023 atoms). With this comparatively small number 
of atoms, surface effects are significant and require the use of periodic boundary 
conditions. 
 
Figure 2.6: Periodic boundary conditions applied to a single unit cell 
Periodic boundary conditions (Figure 2.6) work by neglecting the surface effects 
and simulating only the bulk phase. If the central cell is replicated in each spatial 
direction, an infinite lattice is formed. This gives an effect whereby an atom 
leaving the central box always re-enters the central box on the other side.    
To avoid a situation where an atom interacts with its copy in another box, periodic 
boundary conditions are combined with the minimum image convention. This 
states that an atom can interact only with the nearest copy of other atoms and 
never itself. This convention is enforced by the introduction of a cut-off radius. A 
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cut-off radius is a truncation or shifting of the intermolecular potential such that 
beyond the cut-off it is assumed that the intermolecular attraction is zero. To 
ensure that the minimum image convention is obeyed, the cut-off must be selected 




2.6. Previous work on RHO zeolite in literature 
In this section, a general overview of both experimental and computational work 
into zeolite RHO is provided. In addition, in the main body of the thesis relevant 
literature is often introduced at the start of each chapter.   
The structure of zeolite RHO was first predicted in 1967 [36] and first synthesised in 
1973 [9]. The first structural study [9] was on H-RHO and it was later refined in a Na-
Cs form [37]. The Na-Cs study [37] showed that RHO was particularly flexible, 
undergoing changes in unit cell length between 14.4 Å and 15.1 Å with varying 
hydration, temperature and cation compositions. One important finding from this 
study [37] was that as the unit cell decreases, the ellipticity (∆8 in Equation (2.1)) 
increases. These variations were later quantified with changes in temperature for 
both deuterated D-RHO and Cs-RHO [14]. 
Particularly interesting in early experimental work was the behaviour of RHO on 
adsorption of Xe [38]. For partially exchanged Cs systems, uptake of Xe with 2 
cations/uc is reduced to one-third of that with 0.75 Cs+/unit cell, despite the 
presence of unblocked 8MR channels. Adsorption of ethanol, propanol and 
pentane also reduce rapidly with increasing Cs+ content [38].  
Studies of Xe adsorption in Cd-exchanged RHO [39] [40] showed for the first time, a 
trapdoor effect. When Cd-RHO is heated to 300 °C, cations migrate from the 8MR 
to the 6MR, allowing Xe to diffuse into the structure. When the structure cools, the 
Cd2+ returns to the 8MR, trapping the Xe in the pore. Cd-RHO is therefore an 
example of the inclusion/entrapment phenomenon whereby the zeolite undergoes 
a structural change (on cooling) which prevents desorption of the adsorbed 
species.  
The movement of Cd2+ from the 8MR to the 6MR produces a cell expansion from 
≈14.5 Å to ≈15.0 Å. This differs from many other divalent cations (e.g. Sr2+, Ca2+ and 
Ba2+) which move only within the D8R unit and contract on heating [39].  
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A renewed interest in RHO, beyond encapsulation of Xe, came with its 
identification as a highly selective adsorbent for the CO2/CH4 separation [8] [41]. At 
atmospheric pressure and ambient temperature, the CO2/CH4 selectivity for a 
Na7.3Cs3.2-RHO zeolite was found to be 75 [41]. This is in stark contrast to most 
zeolites which rarely exceed a selectivity of 10 [41]  and includes other zeolites with 
similarly sized pore windows such as SAPO-34 (CHA zeolite) and deca-dodecasil 
3R (DDR zeolite) [41]. This enhanced selectivity was the first sign of an additional 
mechanism at play and led to the identification of the cation-gating phenomenon 
in RHO. 
As well as exhibiting cation-gating, one of the advantages of zeolite RHO over 
other cation-exchanged zeolites is its high accessible pore volume [8]. Unlike the 
more commonly used zeolites A, X and Y, RHO does not contain a sodalite cage [8]. 
(Sodalite cages are built up of 4 and 6 secondary building units which are too 
small for CO2 to diffuse through). In the case of RHO therefore, a higher 
proportion of the structure is accessible to CO2. RHO also has advantages over 
CHA zeolite (another gating zeolite [6] [42]) in that cations are generally located in 
the centre of the rings rather than within the main cage. This provides a greater 
pore volume for adsorption of CO2 molecules [8]. 
XRD measurements [8] show that in both Na-RHO and Cs-RHO, cations are present 
in all 8MRs. For CO2 diffusion to occur, there must therefore be some form of 
cation motion (explored further in Chapter 4). In Li-RHO, cations predominantly 
sit in the 6MR, leaving most of the 8MRs unblocked (Chapter 6). The Li-RHO 
structure is also highly distorted, with a window diameter too small for CO2 
diffusion. However, CO2 is strongly adsorbed in Li-RHO, suggesting that the 
windows are flexible at 298 K. 
In structural studies [8] of K-RHO and Cs-RHO, the two structural phases (I4̅3m 
and Im3̅m) introduced in Section 2.3 (Figure 2.3) were found to coexist on loading 
with CO2. For K-RHO, both phases have I4̅3m symmetry but with independent 
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unit cell lengths. For Cs-RHO, the two phases can coexist independently in I4̅3m 
and Im3̅m symmetry. In both K-RHO and Cs-RHO, there is significant cation 
rearrangement on CO2 loading. In K-RHO, 2.5 K+ move from the 8MR to the 6MR 
and in Cs-RHO, the D8R cations relocate from the centre of a D8R to a S8R site on 
one side of the D8R unit. In Na-RHO, only the I4̅3m phase is found up to 
pressures of 9 bar and there is little cation rearrangement (see Table 3.9 in the next 
section for more details). 
Recently, the flexible nature of mixed Li+, Na+ and Cs+ systems has also been 
studied experimentally [43]. In the study [43], the structures of mixed cation systems 
were refined and the kinetics and adsorption isotherms on CO2 loading measured. 
The larger ionic radius of heavier cations leads to larger unit cells (and hence 
larger windows) and this leads to the possibility of controlling the diffusion rate of 
different gases through a framework by adjusting the cation content. 
The flexibility seen in RHO (phase changes, window distortion and change in unit 
cell length) is particularly challenging to model computationally. To date, 
computational studies have therefore focussed on modelling RHO with no gas 
present [15] [16] or where gas has been included, the framework has been held rigid 
[44]. An alternative has been to turn to much more computationally demanding ab 
initio methods, which describe the intermolecular interactions accurately but can 
only be used to look at very short timescales (tens of picoseconds) [45]. 
For the first time, this work applies classical simulations to fully flexible 
simulations of RHO zeolites with a variety of gases present. A range of cation 
compositions and Si/Al ratios are examined and simulations are run for extended 
periods (up to ≈1 μs) to study the dynamic behaviour of RHO. The effect of 
different force field parameters within the model are examined in detail and the 
limitations of the methods used are documented throughout with suggestions 
made for future work where appropriate.   
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3.  Forcefield selection and optimisation 
I would like to acknowledge the work of Dr Claire Hobday at the University of Bath for 
running the DFT simulations in this section and Elliott Bruce at the University of St 
Andrews for the practical XRD work. 
3.1. Preface 
This chapter begins by providing a background to forcefield approaches in 
molecular simulation. It then describes how the forcefield used in this work, 
developed by Gabrieli et al. [46], was derived. The internal flexibility seen in zeolite 
RHO is substantial and represents a significant challenge to represent accurately. 
The remaining sections in this chapter are used to assess where the limitations of 
the model lie and to what extent key physical properties of RHO can be 
reproduced. 
3.2. Background 
In classical forcefield simulations, the interactions between atoms are expressed by 
well-defined functions known as potentials (described in Section 3.4). During 
parameterisation of these potentials, the developer seeks to reproduce certain 
physical characteristics, often measured by experiment or derived through 
quantum mechanical simulations. These include reproducing vapour-liquid 
equilibrium curves [47], radial distribution functions [48], hydration energies [48], 
adsorption isotherms [49], elastic constants/Young’s modulus [50] or bond lengths, 
bond angles and unit cell parameters [51]. 
It is not uncommon to find several forcefields that describe the same material but 
which have been optimised to investigate different physical properties. For 
zeolites, various forcefields exist in the literature. These include a core-shell model 
[50] [52] [53] to capture the polarizability of the oxygen atom in vibrational and 
structural studies of silicates and aluminosilicates (Sanders/Catlow potentials); a 
forcefield [54] optimised to reproduce the size of eight membered rings in pure 
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silica zeolites (adapted Hill-Sauer force field); and another to study adsorption 
and diffusion in LTA, FAU and MFI [55].  
When choosing a forcefield, the purpose for which it was developed is therefore 
an important consideration. To study the diffusion of small gas molecules through 
zeolite RHO and gain some insight into the trapdoor behaviour, the key physical 
properties of interest are: 
a) Reproduction of the correct crystallographic phase (centric or acentric) to 
capture the internal framework structure correctly 
b) Reproduction of experimental unit cell lengths to ensure that the zeolite 
windows are the correct size 
c) Siting of the cations to capture the correct cation-framework interactions 
d) On adsorption of CO2, a match to the experimental CO2 isotherm and cell 
expansion to capture the correct gas-framework interactions. 
Preliminary investigations into the most suitable for forcefield indicated that the 




3.3. Overview of CO2 model used for testing 
To study cation gating, it is important to have a suitable model for CO2 as well as 
the zeolite. Table 3.1 gives the non-bonded parameters [56] [57] used to describe the 
CO2-CO2 and CO2-zeolite interactions. These are very similar to the Elementary 
Physical Model (EPM2) model from Harris and Yung [58] and those developed 
explicitly to model uptake of CO2 in LTA zeolite [59]. They are also similar to the 
TraPPE forcefield parameterisation [60]. The advantage of the model chosen is the 
fully flexible parameters used to describe the internal CO2 bond bending and bond 
stretching (Table 3.2). In particular, the Urey-Bradley bond stretch keeps the 
molecule stable [61] at an angle of 180° where, as a result of the algorithms used 
within most MD codes, fluctuations in the angle-bend forces can lead to 
instabilities [62]. The Urey-Bradley stretch also improves the behaviour of the O-O 
interaction. This is weakly coupled to the angle oscillations and so is best 
modelled with both a bond stretching and bond bending term [46]. 
Table 3.1: CO2 Lennard-Jones parameters and atomic charges 
atom sigma (Å) Epsilon (kcal/mol) Charge (e-) 
C 2.757 0.05584 0.6512 
O 3.033 0.15982 -0.3256 
Table 3.2: CO2 bond stretching and bond bending parameters 
Bond stretch bond length (Å) kr (kcal/mol/Å2) Use with equation 
C-O 1.178 979.46 (3.3) 
    
Bond Bend Equilibrium angle (degrees) kθ (kcal/mol/rad2) Use with equation 
O-C-O 180 52.76 (3.4) 
    
Urey Bradley bond length (Å) kUB (kcal/mol/Å2) Use with equation 





3.4. Overview of forcefield used to describe the zeolite 
3.4.1. Functional form of forcefield 
The Gabrieli et al. forcefield [46] is a replacement to an earlier forcefield developed 
within the same group [63]. The new forcefield [46] is based on a CHARMM [64] 
functional form3 and includes terms to describe both bonded and non-bonded 
interactions: 
 U(r) = Ucoul + Ubond + Ubend + UUB + UVdW (3.1) 
The forcefield includes Coulombic interactions between charged atoms (UCoul), 
bond stretching between atoms which are 1-2 connected (Ubond), bond bending 
between atoms which are 1-3 connected (Ubend), Urey-Bradley bond stretching 







where kCoul is Coulomb’s constant (kCoul = 1 in atomic units), Q1 and Q2 are charges 







where 𝑘𝑟 is the stretching spring constant, 𝑟 is the instantaneous interatomic 







where 𝑘𝜃 is the bending spring constant, 𝑟 is the instantaneous angle between 
atoms 1, 2 and 3 and 𝜃0 is the equilibrium angle. 
                                                 
3 The CHARMM [54] forcefield does not include the 1/2 factor shown in Equations (3.3), (3.4) and 
(3.5) but GULP [55], DLPOLY4 [56] and GROMACS [51] do. The spring constants used are doubled 









where 𝑘𝑈𝐵 is the stretching spring constant formed by a fictional 1-3 bond, u is the 
instantaneous interatomic separation between atom 1 and atom 3 and u0 is the 
equilibrium value. 
 











where  is the depth of the potential energy well, σ is the collision diameter 
between two atoms and r is the internuclear separation. 
3.4.2. Development of Gabrieli et al. [46] forcefield  
To derive the forcefield, the developers [46] initially set all values equal to those of 
the earlier Demontis forcefield [63] and then reoptimised in stages. First, the bond 
lengths and atomic angles were adjusted to reproduce the structure of zeolite 
NaA, with high spring constants used to prevent crystal collapse. The force 
constants were then reduced trying to match the potential energies of the original 
Demontis forcefield.   
All Coulombic and van der Waals (Lennard-Jones) interactions on bond stretches 
(1-2 interactions) and bond bends (1-3 interactions) are excluded. For 1-4 
interactions, the van der Waals interactions are left unscaled but the Coulombic 
interactions are reduced by a factor that has to be found through trial and error. 
For the LTA and MFI systems studied by the developers [46], a factor of 50% was 
used. 
 U𝐶𝑜𝑢𝑙 (1−4),𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = (1 − kscale)UCoul(1−4) (3.7) 
Implementation of Equation (3.7) varies in different software packages. For GULP 
[65], the value kscale is specified but in DLPOLY [66] and GROMACS [61], the value (1-
kscale) is used. In this work, the value kscale is reported throughout. 
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The Coulombic charges on the atoms were obtained from the variation in the total 
dipole fluctuation (TDF) seen within an NVT MD simulation run in the CP2k [67] 
package. To simplify the problem, cations are given a +1 charge and oxygen atoms 
a -1 charge. A least squares optimisation is then performed using the 
InfiniCharges [68] program to give the charge of the silicon and aluminium atoms 
(Table 3.3). 
Table 3.3: Charges on five zeolite structures given by Gabrieli et al. [46] 
 NaA NaY NaX CaA Silicalite 
Si 1.85 1.89 1.76 1.85 2 
Al 1.27 1.274 1.288 1.27 0 
M+ 1 1 1 2 0 
O -1.03 -1.001 -1.001 -1.03 -1 
Si/Al 1 2.43 1.18 3 Infinite 
With an initial set of forcefield parameters now derived, Gabrieli et al. [46] 
optimised the forcefield more rigorously to reproduce IR spectra of MFI silicalite, 
LTA type zeolites (Na A and Ca A) and FAU type zeolites (Na Y and Na X). This 
included fitting of new Urey-Bradley bond stretches between 1-3 neighbours. The 
bonded parameters are summarised 








Si-O 1.61 300 (3.3) 
Al-O 1.73 222 (3.3) 
Si-Si (Urey-Bradley) 3.12 30 (3.5) 
Si-Al (Urey-Bradley) 3.18 30 (3.5) 




O-Si-O 109.5 75 (3.4) 
O-Al-O 109.5 65 (3.4) 
Si-O-Si 149.5 30 (3.4) 
Si-O-Al 149.5 30 (3.4) 
*The bonded parameters given here refer to the combined k/2 spring constant 
i.e. the full coefficient in front of the harmonic term. It is important to check 
that this is consistent with the implementation in the MD package used (e.g. for 
GROMACS, these terms must be doubled). 
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3.5. Validation of model 
To test the forcefield, results are compared against experimental data [7] [8] for Na-
RHO (Si/Al = 3.9). A 2 x 2 x 2 supercell is set up starting from the experimental 
structure [7]. In a simulated unit cell of finite size, the Si/Al ratio available is 
discretised. In the case of the supercell above, a Si/Al ratio of 3.92 is achievable if 
78 silicon atoms are swapped for aluminium atoms. 
3.5.1. Charges used to model RHO (Si/Al = 3.92) 
As the charges in Table 3.3 do not vary greatly, a reasonable approximation of the 
correct charge can be obtained from interpolation of the charge on the Si atom 
based on the number of cations/aluminium atoms in a RHO supercell (Figure 3.1). 
Theoretically, either the charge on the aluminium or the silicon could be calculated 
from a line of best fit. However, the charge on the aluminium is generally less 
sensitive than the charge on the silicon so to obtain reliable results, it is preferable 
to do the interpolation based on the silicon.  
 
Figure 3.1: Variation of charge on Si atoms with increasing cation number (decimal places shown are needed 
to ensure charge balance within MD simulations). Line of best fit shows interpolated values used for 
simulations (other than for the case of no cations where the charge on the silicon is taken as +2). 
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The charge on the aluminium atoms is then calculated from a charge balance:  
 
QAl =
QNaNNa + QSiNSi + Q𝑂NO
NAl
  (3.8) 
where Qi is the charge on atom i and Ni is the number of atoms of species i. 
In the original paper [46], a 50% scale factor is applied to the Coulombic 1-4 
interactions, leaving the van der Waals 1-4 interactions unchanged. This differs 
from the typical CHARMM [54] implementation where the van der Waals 
interactions are divided by a factor of 1.2 (kscale(VdW) = 0.8) and the Coulombic 
interactions are divided by 2 (kscale = 0.5). For zeolite RHO, a reduction to the 
Coulombic 1-4 interaction between 30% and 40% is found to be most appropriate 
(Table 3.5). 
3.5.2. Choice of exclusion policy and Lennard-Jones parameters 
One aim of this work is to study mixed Li/Na systems. However, no Li+ 
parameters were derived for use with the force field [46]. Ideally, a consistent 
Coulombic scale factor would be used across Li-RHO, Na-RHO and mixed Li/Na-
RHO systems. To this end, a variety of Na+ parameters are trialled to find a 
compatible pair of Li+ and Na+ interactions. Comparing the adsorption isotherms 
and unit cell parameters obtained with different Na+ parameters also allows a 
search through parameter space to yield a good match with experimental data. 
Reproduction of the framework-framework interactions is of particular interest in 
this study due to the flexibility of the structure (the size and shape of the 
windows). Realistic modelling of the baseline behaviour of the framework 
structure, without gas present, is particularly important as the underlying 
framework behaviour controls the dimensions of the 8MRs (the phase of the 
material) when gas is loaded. In addition, for intercage CO2 diffusion to occur a 
molecule must cross the D8R. The limiting window dimension/distortion of the 
8MR will therefore effect the gas diffusivity. 
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The unit cell length is correlated strongly with the distortion of the ring. At 14.2 Å 
the rings are strongly acentric and by 14.9 Å, the rings are fully centric. When 
samples of Li-RHO, Na-RHO and Cs-RHO are refined experimentally at 298 K, the 
unit cell lengths are found to be 14.24 Å, 14.41 Å and 14.62 Å respectively [7] [8]. The 
unit cell length is also sensitive to temperature with XRD experiments of a NaCs-
RHO system showing that the unit cell length increases by approximately 0.05 Å 
per 100 K [14].  
The narrow range in unit cell length over which the transition between centric and 
acentric phases occurs, combined with the increase in unit cell length seen with 
higher temperature and heavier group 1 cations requires careful calibration of the 
forcefield to ensure accurate modelling. Difficulties in modelling Na-RHO are 
compounded by the expansion in unit cell length from 14.4 Å to 14.6 Å on CO2 
loading. 
In any NPT simulation, the volume fluctuates. In the simulations presented here, a 
2 x 2 x 2 supercell is used and the cell is constrained so that it remains cubic. 
Typical oscillations in the length of a single unit cell are ±0.05 Å. This represents 
the limit to which it is possible to know the unit cell length without moving to a 
larger supercell (where the deviations per unit cell would be smaller).  
Table 3.5 gives the average unit cell size from an NPT molecular dynamics 
simulation with the Coulombic scale factor that reproduces the experimental unit 






Table 3.5: Lennard-Jones parameters tested in NPT simulations for this work and their corresponding kscale 
value. For the parameters by Garcia-Sanchez et al. [69], Na+ parameters are derived from the Na-C and Na-O 
interactions with CO2, assuming the Lorentz-Berthelot mixing rules in Equation (3.11) and (3.12) 
Source of parameters sigma epsilon/kB kscale 
unit cell average 
over final 400 ps  
(600 ps - 1000 ps) 
standard 
deviation 
(-) (Å) (K) (-) (Å) (Å) 
Akten et al. [49] 2.85 8 0.37 14.42 0.02 
Aqvist et al. [48] 1.83 13.25 0.34 14.36 0.02 
Beerdsen et al. [70] 2.33 46.8 0.37 14.37 0.02 
CVFF [71] 1.90 808.8 0.38 14.42 0.02 
Cygan et al. [72] 2.35 65.47 0.37 14.37 0.01 
Gabrieli et al. [46] 2.43 80.01 0.37 14.41 0.01 
DREIDING [73] 2.80 251.6 0.34 14.41 0.01 
Garcia-Sanchez et al. 
(based on CO2) [69] 
3.90 4385 0.37 14.40 0.01 
Garcia-Sanchez et al. 
(based on CO2) [69] 
2.50 470.8 0.35 14.39 0.01 
Halicioǧlu et al. [74] 3.475 1600 0.33 14.44 0.01 
Jaramillo et al. [75] 3.20 19.99 0.35 14.43 0.01 
Jeffroy et al. [55] 2.59 50.27 0.37 14.43 0.01 
Jensen et al. [76] 4.07 0.25 0.36 14.43 0.01 
Jensen et al. [76] 3.33 1.39 0.37 14.44 0.02 
Lamoureux et al. [77] 2.58 15.86 0.37 14.40 0.02 
Larentzos et al. [78] 2.876 62.74 0.35 14.39 0.01 
Lee et al. [79] 2.47 442.3 0.36 14.42 0.01 
Maurin et al. [80] 1.75 50.36 0.35 14.42 0.02 
Rao et al. [81] 1.28 5.03 0.33 14.43 0.02 
UFF [47] 2.66 15.1 0.37 14.42 0.02 
Vujic et al. [82] 3.23 234.13 0.33 14.41 0.01 
Watanabe et al. [83] 1.746 20.63 0.345 14.40 0.02 
Figure 3.2 shows the importance of the calibration step to determine the scale 
factor. Relatively small changes in the 1-4 scale factor, give rise to substantial 




Figure 3.2: Variation of the unit cell parameter with the Coulombic scale factor using the parameters from 
Maurin et al. [80] 
3.5.3. Effect of adsorbed CO2 
As the scale factor can be adjusted to reproduce the cell length of Na-RHO, this 
does not provide a criterion for evaluating the different cation parameters. To 
filter further the cation parameters in Table 3.5, the parameters were tested by 
adsorption with CO2. Here, two factors are important: 
i) the agreement in amount of CO2 adsorbed between experimental and 
simulated results,  
ii) the expansion of the unit cell with loading. 
To simulate the amount of CO2 adsorbed, GCMC simulations are run with equally 
weighted CO2 insertion/deletion and translation moves. In the GCMC simulation, 
the framework is held rigid but here this is a poor assumption as the unit cell is 
known to expand on loading with CO2 [7]. The iterative cycle shown in Figure 3.3 
and outlined below is therefore used to allow the unit cell to respond to the 
presence of CO2 molecules.   
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In a standard, rigid GCMC simulation, the cell is loaded with CO2 until 
equilibrium is reached. The framework is then allowed to relax, first under NVT 
conditions to minimise the forces between molecules and then under NPT to allow 
the cell to expand. Once equilibrium has been reached, the structure then 
undergoes another GCMC step. This process is repeated until there is no 
appreciable change in the average amount adsorbed. 
 
Figure 3.3: MC/MD cycle convergence diagram 
  
To compare quantitatively the effect of the different sodium parameters, the mean 
square error (MSE) between experimental (yi,exp) and simulated values (yi,sim) is 
calculated for both the amount of CO2 adsorbed and the unit cell length. This leads 












For the two quantities, each parameter is assigned a rank where the smallest 
deviation from experimental results is given a rank of 1 and the highest deviation 
a rank of 22.  
For the expansion in unit cell length on CO2 loading, the LJ parameters are ranked 
against the experimental data points in Table 3.6. 
Table 3.6: Experimental measurements of unit cell expansion in Na-RHO on loading with CO2 [7] at 298 K 





For the amount of CO2 adsorbed, LJ parameters are ranked against the 
experimental data points in Table 3.7. 
Table 3.7: Experimental data points for CO2 adsorption at 298 K, along with the equivalent loading in a  
2 x 2 x 2 supercell [7] 
Pressure Pressure CO2 loading CO2 loading 
(Pa) (bar) (mmol/g) (N/supercell) 
5262.4 0.05 3.35 83 
10226.4 0.1 3.75 93 
20024.3 0.2 4.13 103 
39914.5 0.4 4.49 112 
59914.2 0.6 4.69 116 
99879.4 1.0 4.93 122 
149848.0 1.5 5.12 127 
199837.0 2.0 5.26 131 
299856.3 3.0 5.45 135 
399841.3 4.0 5.6 139 
499771.5 5.0 5.71 142 
599715.4 6.0 5.8 144 
699899.0 7.0 5.89 146 
799733.3 8.0 5.96 148 
898684.5 9.0 6.03 150 
The most promising parameters identified by the ranking process are those from 
Maurin et al. [80] and these results are summarised below. The full ranking is given 
in Table 3.8. 
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It should be noted that although the parameters by Rao et al. [81] rank highest, the 
simulated points cross the experimental isotherm, whereas those by Maurin et 
al. [80] do not. The parameters by Maurin et al. [80] therefore represent a better fit. 
Table 3.8: Ranking of parameters after 3 rounds of MC/MD 
  Cell dimension Amount adsorbed Sum of Rank of 
Forcefield MSE Rank MSE Rank Ranks Ranks 
 Å
2 - (mmol/g)
2 - - - 
Rao et al. [81] 0.09 6 1 3 9 1 
Maurin et al. [80] 0.02 1 8 9 10 2 
UFF [47] 0.08 5 2 5 10 3 
Akten et al. [49] 0.05 3 7 8 11 4 
Jensen-prior et al. [76] 0.04 2 18 11 13 5 
Aqvist et al. [48] 0.12 9 2 4 13 6 
Lamoureux et al. [77] 0.16 14 0 1 15 7 
Watanabe et al. [83] 0.14 11 3 6 17 8 
Beerdsen et al. [70] 0.18 15 1 2 17 9 
Cygan et al. [72] 0.15 12 5 7 19 10 
Demontis et al. [63] 0.11 8 20 12 20 11 
Jeffroy et al. [55] 0.13 10 27 13 23 12 
Vujic et al. [82] 0.10 7 36 17 24 13 
Garcia-Sanchez et al. (CO2 [69])  0.08 4 99 21 25 14 
CVFF [71] 0.21 21 8 10 31 15 
Jensen et al. [76] 0.15 13 75 19 32 16 
Lee et al. [79] 0.18 17 32 16 33 17 
DREIDING [73] 0.19 19 32 15 34 18 
Jaramillo et al. [75] 0.18 16 85 20 36 19 
Garcia-Sanchez et al. (CO2) [69]  0.21 22 28 14 36 20 
Larentzos et al. [78] 0.20 20 65 18 38 21 





Figure 3.4: Expansion of Na-RHO with CO2 loading at 298 K with parameters by Maurin et al. [80] Each line 
corresponds to the average unit cell length measured over the final 400 ps at the NPT stage in Figure 3.3
 




Figure 3.4 shows the average unit cell dimension from the final NPT MD cycle. 
This matches the experimental values to a high degree of accuracy (within ±0.02 
Å). Critically, Figure 3.4 shows the importance of running both MC and MD in the 
cycle proposed in Figure 3.3 in order to obtain the final adsorption isotherm 
(Figure 3.5). 
Figure 3.5 shows that whilst the amount of CO2 is overpredicted by +0.5 mmol/g, 
the general trend is matched well with the overprediction consistent across the 
whole pressure range. The overlapping results between Rounds 3 and 4, show that 
convergence has been reached. 
It should be noted that although neither the cell dimension nor amount of CO2 
adsorbed are matched perfectly, the parameters by Maurin et al. [80] do represent a 
reasonable compromise between accurate modelling of both the experimental unit 




3.6. Reproduction of experimental sitings 
As described in Section 2.4.2, it is difficult to sample the energy landscape without 
taking account of the deep energy wells. Figure 3.6 shows the sampling observed 
with and without replica exchange at 300 K. The figure was produced by splitting 
the 2 x 2 x 2 supercell into cubelets of 0.1988 Å (145 x 145 x 145 cubelets along a 
cell dimension of 28.8278 Å). Each cubelet is then shaded yellow if it is occupied in 
any one of the frames output every 100,000 iterations in a 40 million iteration MC 
simulation. The slight orange background is an interpolation effect between 
occupied yellow cells and unoccupied clear cells. 
 At 300 K (Figure 3.6L), sampling is very poor and the cation accesses only the 
region of space in which it was initially placed. With replica exchange however, a 
greater degree of exploration is possible (Figure 3.6R). 
 
Figure 3.6: Trajectory of a single cation without (L) and with (R) replica exchange Monte Carlo. The 77 





The experimental cation sitings for Na-RHO (Si/Al = 3.9) are summarised in Table 
3.9. 
Table 3.9: Na-RHO (Si/Al = 3.9) XRD measurements of cation sitings at 298 K 
Sample cations per unit cell cations per unit cell 
 Site II (S8R) Site III (S6R) 
Na-RHO (2014) [7] 6.08 3.46 
Na-RHO (2012) [8] 6.47 2.98 
Following a MC replica-exchange simulation consisting of 35 million moves, the 
positions of all atoms are allowed to relax in an MD simulation at 300 K (Figure 
3.7). This gives an occupancy of 6.9 cations in the S8R and 2.9 cations in the 6MR. 
This contrasts markedly from the initial configuration (the output from the MC 
simulation) and emphasises the need for framework relaxation. 
 





Figure 3.7 shows a good match with the experimental siting of the cations. It is 
important to note that long time scales are required to ensure that equilibrium has 
been reached (>0.5 μs). A simulation run for only 100 ns would appear to have 
converged when looking at the sitings only. Having to run simulations for 
timescales on the order of microseconds in order to obtain convergence is highly 
unusual and points again towards distinct states separated by high energy 
barriers. 
In an attempt to reach equilibrium faster, a replica exchange molecular dynamics 
approach was used. At higher temperatures, the cations are able to move more 
freely and so should reach their equilibrium positions more quickly. A simulation 
was set up so that 16 configurations between 300 and 1200 K (in 100 K increments) 
were allowed to freely exchange with neighbouring temperature boxes. 
This quickly showed a reversal of the expected result (Figure 3.8): 7.1 cations in the 
6MR and 2.6 cations in the 8MR. Long MD simulations at temperatures above 300 
K showed the same, unexpected distribution of cations. 
When these simulations are relaxed back to 300 K, the cations remain in the same 
position but with a lower energy. This indicates that the 300 K results seen in 
Figure 3.7 are in a metastable state. At room temperature, there is not enough 
energy for the system to jump the barriers required to relax fully and so the 
cations remain trapped in a local energy minimum. Similar results are observed in 
high temperature MD simulations without replica exchange. When the simulated 
temperature is raised to 1000 K (Figure 3.9), the cations move quickly to their low 
energy sites. The disadvantage here is that the simulation box represents a higher 
temperature where the framework becomes centric. In REMD, the temperature of 
each box is controlled and the simulation box of interest still corresponds to the 





Figure 3.8: Cation distribution during Replica Exchange MD (300 K box) for Na-RHO 
 




3.6.1. Metadynamics characterisation of energy wells 
To help understand the change in cation site occupancies observed between Figure 
3.7 and Figure 3.8, a metadynamics approach is employed using the PLUMED [84] 
plugin.   
In a standard MD simulation, the energy of each atom is given by the sum of all 
the intramolecular and intermolecular interactions within a given cut-off distance 
(Equation (3.1)). In a metadynamics simulation, it is possible to attach an 
additional term Ubias to a user-defined set of atoms or molecules. In this case, a 
single cation. The bias potential is applied to the energy calculation of this cation 
only, with the energies of all other atoms calculated as normal.  
 Utotal for cation of interest = Uforcefield + Ubias (3.10) 
The bias potential, Ubias, is location dependent i.e. the bias potential is felt only 
when the selected cation is within a previously explored region of space. During 
the metadynamics simulation, a Gaussian sphere of a given total energy and 
radius is added to the location of the cation every N steps. Over time the Gaussian 
spheres provide sufficient energy for the cation to transition from one stable 
position to another. 
To assess the stability of a cation within a 6MR and an 8MR, a single cation located 
in the 6MR of a central lta cage is subjected to an energy bias. The total bias energy 
required for escape is equivalent to the depth of the local energy well. In this 
simulation, the energy barrier calculations were performed by adding Gaussian 
spheres of radius 0.1 Å and energy 1 kJ/mol to the position of the cation every 500th 
step.  
Alongside the regular trajectory, the result of a MD simulation with 
metadynamics is a file containing the location of each Gaussian sphere added to 
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the simulation over time. These must be integrated (summed) to provide a 
description of the energy well. 
It is helpful to compare the depth of the energy wells in both a single dimension, 
as in Figure (3.11), and in all three dimensions, as in Figure 3.12b. When 
generating the 1D-plot in Figure (3.11), care was taken to ensure that for the points 
used, there were was only one region of coordinate space that mapped to the axial 
direction of interest. 
If, for example, the axis of interest is defined parallel to the x direction, then the x 
values must be mapped by only a single region in the y and z directions. An 
exploration of phase space equivalent to Figure 3.10(L) would therefore be 
allowed but Figure 3.10 (R) would correspond to merging the energy of a cation in 
two different environments. 
 
Figure 3.10: When integrating in 1 dimension, the left (L) figure shows an allowed region of phase space and 





Figure 3.11: Energy profile associated with cation movement seen in Figure 3.12 projected in the x-direction 
at 300 K 
The two wells seen in Figure 3.11 correspond, from left to right, to the energy 
associated with a cation in the 8MR and 6MR. The energy required to promote a 
cation from an 8MR to a 6MR is 16.2 kJ/mol, whereas the energy required to move 
a cation from an 8MR to a 6MR is 71.9 kJ/mol. At a temperature of 300 K, this 
corresponds to a Boltzmann factor of 1.5 x 10-3 for the 8MR→ 6MR transition and 
3 x 10-13 for the 6MR → 8MR transition. At 1200 K, the same transitions 
corresponds to Boltzmann factors of 0.2 for the 8MR → 6MR transition and 7 x 10-4 
for the 6MR to 8MR transition.  
The probability of a transition occurring is directly proportional to its Boltzmann 
factor. The factors above show that the likelihood of a transition from a 6MR to an 
8MR is substantially outweighed by that of a transition from an 8MR to a 6MR. 
However, it is important to remember that biasing was applied to a single cation 
only and that the energies above correspond to the other cations remaining in their 
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equilibrium 300 K positions. In the strictest definition, these energies cannot be 
decoupled entirely from the position of the other cations. Once a 6MR is occupied 
for example, the energy barrier to move a second cation into the 6MR would be 
significantly higher. Consequently, once all the 6MRs are occupied, some cations 
are forced to remain in 8MRs. 
  
Figure 3.12: Energy biasing metadynamics at 300 K. Left shows all points explored, right energy barriers at 
50 kJ/mol (green), 80 kJ/mol (red) and 100 kJ/mol (blue). The left figure is angled slightly to show that the 
prominent direction which can be integrated over in Figure 3.11. The requirement to angle the snapshot as 
opposed to the image on the right highlights the difficulty of integrating in one direction only. 
Figure 3.12(L) shows all the positions occupied by the cation that was promoted in 
energy and Figure 3.12(R) shows the corresponding isoenergetic surfaces. The 
central green surface corresponding to 50 kJ/mol shows that with these forcefield 
parameters, the energy required to move the cation out of the 6MR is high. At 80 
kJ/mol, the cation is almost able to escape the central region but it is not until the 
energy is raised to 100 kJ/mol that there is a fuller exploration of configurational 
space. It is this high energy barrier which stops cations transitioning back to an 
8MR after moving to a 6MR. The discrepancy with Figure 3.11, i.e. 71.9 kJ/mol for 
escape compared to just over 80 kJ/mol to escape, can be explained by the 
approximation introduced in projecting a three dimensional movement between 




3.6.2. Comparison with DFT calculations 
To provide further insight into why the simulations suggest that the cations 
should sit preferentially in the 6MR ring, when the experimental data suggests 
preferential occupation of the 8MR, a switch to quantum mechanical (QM) 
modelling is made. This first principles approach gives a more accurate 
description of the interactions between atoms so can be used as a tool to help 
explain the differences seen in the cation distributions. 
DFT calculations are more computationally intensive than their classical 
counterparts so a smaller 1 x 1 x 1 unit cell is used. If 10 of the 48 silicon atoms are 
exchanged for aluminium atoms, this gives a Si/Al ratio of 3.8 (the closest possible 
to the experimental value of 3.92 for a single unit cell).  
Two initial configurations are prepared for the QM simulations using classical 
mechanics. The first structure is generated from a 1 μs run (with cation 
occupancies which match the experimental measurements i.e. 6 cations in the 
8MRs) and the second structure from REMD (which have inverted occupancies 
compared to the experimental measurements i.e. 6 cations in the 6MR). The cut-off 
for these classical 1 x 1 x 1 simulations is reduced from 14 Å to 7 Å to ensure that 
the minimum image convention (Section 2.5) is obeyed. The charges are also 
adjusted slightly to ensure charge neutrality (Figure 3.1). Otherwise the simulation 
parameters are left unchanged from the standard simulations (see Appendix A-D 




Figure 3.13: Energy during QM geometry optimisation. The starting structure for the orange curve was 
from the 1 μs MD simulation with 6 cations/uc in the 8MR and the starting structure for the blue curve was 
from the REMD run with 3 cations/uc in the 8MR.  
 
Following the classical simulations, each structure undergoes a QM geometry 
optimisation (Figure 3.13). In contrast to the classical modelling (Figure 3.8), this 
shows that the REMD structure with 6 cations in the 6MR is higher in energy than 
the 1μs structure with 6 cations in the 8MR. The same trend is found in an ab initio 
molecular dynamics (AIMD) run at 300 K. This agreement with experimental data 
is the first indication that the classical parameters may require further 
examination.  
3.6.3. Effect of heating and hydration on cation distributions 
Before investigating the classical force field parameters in more detail, the Na-
RHO sample is checked to see whether heating the sample changed the cation 
positions. It is known that in Cd-RHO, cations move from the 8MR to the 6MR on 
heating [85] and in Pb-RHO, cations from the S8R to the D8R [85] on heating. In Cd-
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RHO, once all bound water is removed above 400 – 500 K, the cations remain in 
their new positions on cooling.  
To investigate whether the presence of water changes the Na+ distribution in Na-
RHO, a sample is thoroughly heated in a furnace at 400 °C, 500 °C and 600 °C, 
sealed and then allowed to cool before undergoing X-ray Diffraction (XRD) 
measurements to determine the cation positions. These show no substantial 
change in cation position below 500 °C (Figure 3.14). This supports the cation 
positions obtained with the DFT calculations and indicates a problem with the 
classical simulations.  
 
Figure 3.14: XRD measurements of Na-RHO (the dehydrated line in red corresponds to the original sample 



























 Dehydrated + Heated (600 °C)
 Dehydrated + Heated (500 °C)





3.6.4. Further investigations 
It is surprising to see such a marked difference in cation positions between the 
classical and QM simulation and this led to two branches of further investigation.  
a) The bonded interactions may not be adequately modelling the 
framework - framework interactions. A difference in the framework 
structure could lead to the 6MRs becoming a more favourable site for 
the cation to sit in than expected. 
b) The fundamental difference in the energies for the two states calls into 
question the validity of the sodium parameters used. For AIMD to 
predict the opposite trend to the classical simulations indicates that the 
sodium parameters may need further adjustment. 
3.6.4.a.  Framework-framework interactions 
From the AIMD trajectory, the average bond lengths and bond angles were 
calculated (Table 3.10). The trajectory starts from an equilibrated structure 
 (time = 0) run using the classical MD with 6 cations in the 8MR. The evolution of 
the bond lengths and bond angles can be seen in Figure 3.15 and Figure 3.16. In 
each subplot, the average based on the final 50% of data points (output every 
frame) is shown in red. 
Table 3.10: Comparison of geometric parameters in Na-RHO using DFT and classical simulations 
 
Bond Forcefield (Å) DFT (Å) Experimental (Å) [7] 
Si-O 1.61 1.635 1.65 
 Al-O 1.73 1.761 
Si-Si (Urey-Bradley) 3.12 3.045 3.046 
 Si-Al (Urey-Bradley) 3.18 3.073 
Bend Forcefield (degrees) DFT (degrees) Experimental 
(degrees) [7] 
O-Si-O 109.5 109.4 109.43 
 O-Al-O 109.5 109.3 
Si-O-Si 149.5 131.9 135.07 




Figure 3.15: Bond lengths in DFT AIMD simulation (average value over the final 50% shown in red) 
 
 
Figure 3.16: Angle bends in DFT AIMD simulation (average value over the final 50% shown in red) 
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There is a particularly noticeable difference between the classical and DFT values 
for the T-O-T angle bends in Table 3.10. To investigate how this difference effects 
the dynamics of the system, the equilibrium bond lengths and bond angles used in 
the classical simulation were changed to the average value obtained from the DFT 
simulation. The spring constants were left unchanged (i.e. it was assumed that the 
present values represented their chemical environments suitably and only the 
equilibrium values were offset from their correct values). The Coulombic 1-4 scale 
factor was adjusted from 0.35 to 0.409 in order to reproduce the correct unit cell 
dimensions with the new parameters. The distortion of the 8MR rings was then 
calculated (Equation (2.1)). 
 







Figure 3.18: 8MR ring distortion for all rings and in a classical MD simulation with the original parameters 
at 298 K (experimental in red) 
 
Figure 3.19: 8MR ring distortion for all rings and in a classical MD simulation with the new parameters at 
298 K (experimental in red) 
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The new parameters (Figure 3.19) show a significant improvement in window 
distortion compared to the original parameters (Figure 3.18). With the original 
parameters, the peak window distortion is 1.38 Å, whereas for the new parameters 
the peak is at 2.0 Å - much closer to the experimental value of 2.1 Å.  
The remaining difference indicates that the force field is not yet fully optimised. The 
aim here is to gain an insight into the trapdoor behaviour of RHO, rather than to 
predict with perfect quantitative agreement, the distortion seen in DFT and 
experimental work. The new values therefore offer a much more reasonable 
representation of the Na-RHO structure.  
Figure 3.19 shows the cation locations for a REMD simulation with the new, more 
elliptical 8MRs. Even in this case however, the 6MRs are preferred by the Na+ 
cations. This suggests that it is not the bonded parameters (hence the shape of the 
rings) which dominate the cation distribution.  
 
Figure 3.20: REMD using DFT derived bonded parameters (Table 3.10). The expected experimental 
occupancies are 6 cations in the 8MR and 3 cations in the 6MR (Table 3.9) 
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3.6.4.b.  Lennard-Jones cation parameters 
Table 3.11 gives the site occupancies of Na+ with the DFT adjusted parameters. 
Highlighted in green/with one asterisk are optimal parameters using the original 
bonded interactions. In orange/with two asterisks are the optimal parameters with 
the new bonded interactions. Parameters marked ‘isotherm’ by Maurin et al. [80] 
and Aqvist et al. [48] match the experimental isotherm well. The parameters marked 
‘cation’, by Jeffroy et al. and Akten et al. [49], have similar epsilon values to Maurin 
et al. [80] and Aqvist et al. [48] but their higher sigma values yield the correct cation 
positions (at the expense of matching the CO2 isotherm). For this process, the 1-4 
factors have been readjusted to reproduce a unit cell length of 14.41 Å [7]. These 
scale factors, along with their previous values, are provided in Table A.7 
(Appendix A). 
It is interesting that with both the new and old parameters sets, the sigma 
parameter to obtain a good match with the isotherm (Figure 3.25) is around 1.8 Å 
but to obtain a good match with the cation positions requires a larger sigma value 
of around 2.7 Å. Changing from the old to the new parameter sets, requires a 
lower epsilon value to obtain a good match to the adsorption isotherm. 
A more detailed examination of Table 3.11 (Figure 3.21) shows that the number of 
cations present in the 6MR is controlled largely by the sigma value. A similar plot 
against the epsilon value is uninformative. By adjusting the sigma value from  
1.5 Å to 4.0 Å, the number of cations in the 6MR changes from six to two cations. It 
therefore seems to be a size effect that governs the number of cations that can fit 





Table 3.11: LJ parameters for Na⁺ and their cation occupancies following REMD. For the parameters by 
Garcia-Sanchez et al. [69], Na+ parameters are derived from the Na-C and Na-O interactions with CO2, 
assuming the Lorentz-Berthelot mixing rules in Equation (3.11) and (3.12) Parameters marked in green and 
one asterisk (*) are the optimal parameters with the original forcefield parameters. Parameters marked in 
orange and with two asterisks (**) are the optimal parameters with the modified forcefield. The keyword “- 
cation” indicates a good match to the experimental cation sitings. The keyword “- isotherm” indicates a good 









D8R S8R 6MR 
 Jaramillo et al. [75] 3.2 19.99 0 9.5 0.25 
 Larentzos et al. [78] 2.876 62.74 0 9.4062 0.3125 
 Lee et al. [79] 2.47 442.3 0 9.2188 0.5312 
 Jensen et al. [76] 4.07 0.25 0.0938 9.0312 0.625 
 
Garcia-Sanchez et al. 
(CO2) [69] 
2.5 470.8 0.0312 9.0938 0.625 
 DREIDING [73] 2.8 251.6 0.1875 8.4375 1.125 
 Vujic et al. [82] 3.23 234.13 3.4375 4.4062 1.9062 
 Jensen et al. [76] (prior) 3.33 1.39 0 6.75 3 
** - cation Akten et al. [49] 2.85 8 0.0312 6.6875 3.0312 
* - cation Jeffroy et al. [55] 2.59 50.27 0 6.375 3.375 
 Cygan et al. [72] 2.35 65.47 0 6.125 3.625 
 Halicioǧlu et al. [74] 3.475 1600 5.25 0.5312 3.9688 
 Demontis et al. [63] 2.43 80.01 0 5.75 4 
 Lamoureux et al. [77] 2.58 15.86 0 5.125 4.625 
 Rao et al. [81] 1.28 5.03 0 4.2188 5.5312 
 UFF [47] 2.66 15.1 0 4.2188 5.5312 
 Beerdsen et al. [70] 2.33 46.8 0 4 5.75 
 CVFF [71] 1.9 808.8 0 3.9688 5.7812 
 Grootenhuis et al. [86] 1.6 5.03 0 3.375 6.375 
 Watanabe et al. [83] 1.746 20.63 0 3.25 6.5 
** - isotherm Aqvist et al. [48] 1.83 13.25 0 3.2188 6.5312 
* - isotherm Maurin et al. [80] 1.75 50.36 0 3.2188 6.5312 
 Purton et al. [87] 2 65.46 0 3.125 6.625 
 
Garcia-Sanchez et al. 
[69] (CO2) 




Figure 3.21: Number of cation present in 6MR as LJ parameter is varied. Values attached to data points show the epsilon/kB value in Kelvin with the experimental number of 
cation red for reference and a line of best fit added to show the effect of increasing σ on the number of cations in the 6MR
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As the number of cations in the 6MR is effectively a function of sigma only (Figure 
3.21), one avenue of exploration is to tune the value of sigma to obtain the correct 
cation distribution and tune the value of epsilon to reproduce the expected cell 
expansion and adsorption isotherm on uptake of CO2. 
From Figure 3.21, it is likely that the optimal Lennard-Jones sigma parameter for 
matching the experimental cation occupancy lies somewhere between 2.0 Å and 
3.0 Å. This is used as a starting point for a systematic study of sigma and epsilon 
values. 
Sigma values are chosen in 0.2 Å intervals between 2.0 Å and 3.0 Å and the 
following epsilon values are chosen 10 K, 20 K, 40 K, 60 K and 80 K. This covers 
the region of phase space where, based on traditional forcefields such as UFF [47], a 
suitable Lennard-Jones parameter might be expected to lie. (The full range of 
sigma and epsilon values used to model Na+ in the wider simulation community, 
as seen in Figure 3.21, is large.) 
The first step in testing the new parameters is to find the 1-4 Coulombic scale 
factor that reproduces the experimental unit cell length of 14.4139 Å (Table 3.12).  




2 2.2 2.4 2.6 2.8 3 
10 0.405 0.413 0.415 0.405 0.4 0.39 
20 0.41 0.413 0.41 0.405 0.395 0.385 
40 0.415 0.415 0.41 0.4 0.385 0.375 
60 0.415 0.415 0.41 0.395 0.38 0.365 







Several trends can be identified by examining Table 3.12: 
i) At constant epsilon, there is a general decrease in the scale factor with 
increasing sigma. 
ii) At higher sigma values, (σ > 2.2 Å), the Coulombic scale factor decreases 
with increasing epsilon. The decrease is more substantial as sigma 
increases. 
iii) At σ = 2.2 Å, the scale factor is insensitive to the value of epsilon. 













Figure 3.22 and Figure 3.23 show the cell parameters and adsorption isotherms 
obtained after three rounds of MC and MD. In general, increasing sigma from  
2.0 Å to 3.0 Å results in reduced uptake and cell contraction. Increasing epsilon 
from 10 K to 80 K also shifts both the isotherm and cell expansion downwards but 
more gradually compared to increases in sigma. An exception to this rule is seen 
in the cell expansion for sigma parameters at 2.0 Å which show less expansion 
than parameters which have sigma = 2.2 Å. 
The most promising parameters for matching the experimental adsorption 
isotherm are for sigma = 2.0 Å with an epsilon value between 10 and 40 K. Sigma = 
2.2 Å and epsilon = 10 K also shows promise. However, these values show some of 
the biggest deviations from the experimental measurements of the unit cell length. 
Table 3.13 and Table 3.14 show the cation positions obtained following a REMD 
simulation with no gas present. Shaded cells match the experimental cation 
position within ± 1 cation. Combinations which match the experimental isotherm 
well (low sigma and low epsilon) again show a preference a preference for ≈ 6 
cations in the 6MR and ≈ 3 cations in the 8MR. 




2 2.2 2.4 2.6 2.8 3 
10 6.75 6.75 4.875 3.625 3.5 2.5 
20 6.875 6.75 3.75 3.5 2.25 0.125 
40 6.125 4 3.125 2.875 0.125 0.125 
60 6.625 3.875 2.625 2.25 0.125 0.125 
80 5.375 3.625 2.375 0.125 0.125 0.625 




2 2.2 2.4 2.6 2.8 3 
10 3 3 4.875 6.125 6.25 7.25 
20 2.875 3 6 6.25 7.5 9.625 
40 3.625 5.75 6.625 6.875 9.625 9.625 
60 3.125 5.875 7.125 7.5 9.625 9.625 
80 4.375 6.125 7.375 9.625 9.625 8.75 
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Inspection of the cation occupancies (Table 3.11/Table 3.13/Table 3.14), the 
adsorption isotherms (Figure 3.23/ Figure 3.25) and the cell expansion (Figure 3.22 
/ Figure 3.24) does not produce an ideal set of parameters which match the 
experimental data. A particular problem arises when investigating the diffusion 
mechanism of CO2 if the strength of the cation-framework interactions are not 
correct. If cations migrate to the 6MRs, leaving 8MRs unoccupied, the diffusion 
barrier to intercage diffusion is reduced leading to an overprediction in the 
diffusion rate. A compromise is therefore required, ensuring first and foremost 
that the cation positions are correct. 
3.6.5. Influence of LJ mixing rules 
In many zeolite forcefields [52] [55], the Lennard-Jones interactions between Na+ 
cations and the Si and Al framework atoms are neglected (due to shielding). Na+- 
Na+ interactions are also neglected (dominated by Coulombic interactions).  Table 
3.15 shows that there is little effect on the cation positions in removing the Na+-
Na+, Na+-Si and Na+-Al interactions which supports these more general 
assumptions. Removing the Lennard-Jones interactions entirely causes the system 
to collapse.   
Table 3.15: Effect on cation siting of excluding Lennard-Jones sodium interactions (all Coulombic 
interactions remain) 
Description Cations in 8MR Cations in 6MR 
All interactions 2.8750 6.8750 
Na+-Si/ Na+-Al excluded 2.5000 7.2500 
Na+-Na+/ Na+-Si/ Na+-Al excluded 2.8750 6.8750 
Na+-Na+/ Na+-Si/ Na+-Al/Na+-O excluded Unstable Unstable 
In the forcefield model, the Lennard-Jones parameters between unlike species 




(σA + 𝜎𝐵) (3.11) 
 ε𝑚𝑖𝑥 = √(εA 𝐵) (3.12) 
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These mixing rules are commonly used but lack a physical basis [88] and cases 
where they do not hold are well-documented [88] [89] [90] [91] [92]. As the Na+-O 
interaction dominates the behaviour of the system, this is examined more closely. 
The approach taken in this section is to model the Na+-O interaction using a 
different set of Lennard-Jones parameters for the Na+ than is used for the 
remaining Na+-Other Lennard-Jones interactions. There is not altogether unusual, 
as the cation-oxygen parameter is sometimes modelled as a separate Buckingham 
potential, independent of the other Lennard-Jones interactions [55].  
In addition to as the systematic study of Lennard-Jones parameters in Section 
3.6.4, the earlier parameters sets are considered here too (Figure 3.24 and Figure 
3.25).  
 




Figure 3.25: Isotherms obtained testing parameters in Table 3.5 with modified spring constants 
Of the parameters investigated, the parameters by Aqvist et al. [48], which consider 
free ions in water, agree well with the experimental isotherm; whilst those by 
Akten et al. [49], derived from Na⁺ interactions in a zeolite, give a good match to the 
cation positions. This pairing is interesting because the zeolite parameters by 
Akten et al. [49] are offset from those by Aqvist et al. [48]. The sigma values for the 
two sets are quite different (2.85 Å and 1.83 Å respectively), especially with regard 
to Figure 3.21. When considering the range of ε values used to model Na+ (0.25 K 
to 1600 K in Table 3.11) however, the values of ε are almost the same (8 K and 
13.25 K).  
A final set of parameters are therefore trialled. The Aqvist et al. [48] parameters are 
used to capture the majority of the desired behaviour, but the cation-controlling 




Figure 3.26: Cell expansion for Na-RHO with mixed Akten/Aqvist parameters 
 
 
Figure 3.27: Adsorption isotherm for Na-RHO with mixed Akten/Aqvist parameters 
These mixed parameters do not satisfy perfectly the cell expansion or the isotherm 
but capture all the main trends successfully. Most importantly, there is a close 
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match to the experimental cation positions (Table 3.16) both with and without CO2 
present. The unit cell length on CO2 loading is offset by -0.1 Å but expands with 
the same gradient as the available experimental data (Figure 3.26). This does 
introduce a slight difference in the isotherm (Figure 3.27), particularly at higher 
loadings where the simulated data plateaus earlier (due both to the smaller cell 
and the choice of Lennard-Jones parameters). 
Table 3.16: Cation sitings for Na-RHO with mixed Akten/Aqvist parameters 
Sample Type 
cations per unit cell 
Site II (S8R) 
cations per unit cell 
Site III (S6R) 
Na-RHO Experimental [7] 6.08 3.46 
Na-RHO (1 bar CO2) Experimental [7] 6.00 3.92 
Na-RHO Simulated 5.625 4.125 





3.7. Concluding remarks 
In this chapter, the flexible zeolite forcefield by Gabrieli et al. [46] has been adjusted 
to reproduce key physical parameters of Na-RHO. In particular, a comparison 
between classical MD simulations and experimental/DFT simulations showed a 
difference in the Si-O-Si and Si-O-Al angles of around 15°. At room temperature, 
Na-RHO is acentric (I4̅3m symmetry), a feature that is markedly different from the 
centric LTA zeolites for which the forcefield is optimised. As a particular interest 
of this work is the behaviour of the windows, the parameters were adjusted to 
match more closely the window distortion of Na-RHO seen in DFT simulations at 
300 K (Table 3.10).  
Several important findings have arisen from a thorough investigation of the choice 
of cation parameters. Of particular note is the use of replica exchange molecular 
dynamics in predicting the cation positions. Both traditional NVT Monte Carlo 
and replica exchange Monte Carlo are insufficient to sample configuration space 
(Figure 3.6). In the case of traditional (single temperature) MC, the assumption of 
system ergodicity breaks down - the final cation positions are dependent on the 
starting position due to the high energy barriers that must be overcome for cation 
translation. This is partially overcome with REMC but sampling remains poor as 
the framework is held rigid. The relaxation that occurs between the cation and the 
framework, which is only captured in REMD (e.g. Figure 3.8) is particularly 
important for RHO type systems and even here, the cation transitions occur on the 
nanosecond scale. The following conditions are recommended as a minimum to 
check for cation convergence: 1 fs time step with replica exchange attempted every 
1000 steps; a simulation length of at least 5 ns; and the use of a minimum of 96 
replicas with temperatures clustered at lower temperatures [93]. Whilst 
computationally more demanding than standard molecular dynamics, these 
simulations are important to obtain the correct cation distribution and take only ≈4 
79 
 
hours to finish (simulations were run with GROMACS v2018.1, using 96 Intel 
Skylake 2.6 GHz cores and Intel 18.0.128 compilers).  
A common approach to forcefield fitting is to adjust the Lennard-Jones parameters 
to reproduce an experimental isotherm [88]. Particular care must be taken with this 
approach in this case. Important to the modelling of RHO is the combined 
MC/MD scheme shown  in Figure 3.3. If a set of Lennard-Jones parameters are 
fitted to a single RHO structure, no account is made for swelling of the framework 
on loading. Ideally, all GCMC simulations in flexible materials such as RHO 
would use a single software package utilising a hybrid MC/MD approach, 
although alternating between MC and MD packages is a reasonable compromise. 
This work has shown that at least three consecutive rounds of MC and MD are 
required to reach convergence.  
When fitting a forcefield, the equilibrium cation sites will change if the Lennard-
Jones parameters are adjusted. This is particularly true for the σ parameter (Figure 
3.21). It is then necessary to run a new REMD simulation to ensure that the cations 
are again in a low energy configuration. 
Another key concept identified here, which perhaps has been overlooked in the 
literature, is the importance of the 1-4 Coulombic exclusion policy. Most 
forcefields exclude completely the 1-2 (bond stretch) and 1-3 (bond bend) 
Coulombic interactions. The most commonly implemented 1-4 exclusion policies 
include complete exclusion of the Coulombic interactions in the CHARMM [64] 
forcefield, scaling the Coulombic interaction by 50% in OPLS-AA [94] or dividing 
the Coulombic interaction by 1.2 in AMBER [95]. This work has shown not only that 
the cell volume is sensitive to the 1-4 parameter but that even moderate 
adjustments of the scale factor can be used to control the unit cell dimension in an 
NPT simulation (Figure 3.2).  
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Some of this sensitivity could, potentially, be removed by adding bonded torsional 
terms to the forcefield.  In a recent study [54], the simulated window distortion seen 
in pure silica 8MR zeolites was improved by adjusting the torsional terms in the 
Hill-Sauer forcefield [51]. The aim there was similar to that in Section 3.6.2 where 
the T-O-T angles (amongst others) were adjusted to improve the window 
distortion. 
Overall, a reasonable compromise has been reached between the three main 
factors of interest: cell expansion, isotherm prediction and cation positioning. The 
parameters here are not fully optimised but provide a reasonable starting point to 
gain an understanding into the trapdoor mechanism. Additional steps that could 





4. CO2 diffusion mechanism in Na-RHO. 
4.1. Preface 
This chapter focusses on the underlying trapdoor mechanism seen for CO2 in Na-
RHO. In Chapter 3, it was shown that cations lie in a deep energy well (Figure 
3.11) and once in place, the cations do not readily move from these positions. As 
intercage diffusion of CO2 is observed experimentally however, it is anticipated 
that CO2 molecules must flatten this energy well allowing cations to move slightly 
away from their sentry position so that periodically a CO2 molecule can pass 
through the D8R. In this section, the energy barrier required for intercage CO2 
diffusion (both with and without a cation present) is found and then, the 
underlying diffusion mechanism is examined.  
In this chapter, the forcefield parameters from the final part of Chapter 3 are used 
with the resulting mechanism for CO2 diffusion uncovered from 1 μs classical MD 
runs.  
4.2. Background 
There are two mechanisms proposed for the trapdoor motion in the literature, 
cation gating [8] and swinging doors [45] but neither have been tested via classical 
simulation methods. The cation-gating [8] mechanism is suggested from 
experimental observations and the swinging doors [45] mechanism via QM 
calculations (therefore only on very short timescales).  
In the cation gating mechanism [8] (Figure 4.1), CO2 is thought to diffuse via the 
following pathway: 
1. A CO2 molecule approaches a cation occupied S8R (diagram 1).  
2. The CO2 molecule pushes the S8R cation through the D8R to the next S8R 
(diagram 2).  
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3. As the CO2 passes into the D8R, a cation from an adjacent 6MR is pulled 
along with the CO2. The cation which has just moved into a new S8R is 
pushed out to an empty 6MR (diagram 3).  
4. The final result is similar to diagram 1, one cation has moved from a 6MR 
to a S8R and one cation in a S8R has moved to a 6MR (diagram 4). 
 
Figure 4.1: Cation gating mechanism [8] Reprinted with permission from Journal of the American Chemical 
Society. Copyright 2012. American Chemical Society.  
The cation gating mechanism [8] in Figure 4.1 is based on two key concepts. The 
first is that CO2 cannot diffuse through a S8R if a cation is present in the ring. The 
cation must therefore move away from its equilibrium site for CO2 diffusion to 
occur. The second concept is that the cation occupancies do not change 
substantially before and after adsorption of CO2 (Table 3.16). There should not 
therefore be a net change in cation occupancies. 
The swinging door mechanism [45] proposes an alternative mechanism for the 
selective uptake of CO2. Instead of the CO2 having a direct interaction with the 
cation, selective uptake is attributed to random thermal motion of the cations. This 
thermal motion allows small, polar molecules to creep through the D8R when the 
cation leaves the immediate vicinity of the S8R. Larger, non-polar molecules (e.g. 
methane) are unable to take advantage of this relatively small change in cation 
position and do not transition into the D8R. 
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In the swinging door study [45], ab initio molecular dynamics (AIMD) was used to 
show that Na+ cations in RHO are typically found within a 1 Å radius of their 
average position. As a result of thermally induced lattice vibrations, the 8MR 
cations periodically move beyond their equilibrium position and it is suggested 
that the diffusion of CO2 through a D8R occurs only when a cation undergoes one 
of these movements.  
In the study [45] this was investigated further by using constrained AIMD (Figure 
4.2b). In these simulations, the x-coordinate of a cation is held constant but the 
cation is allowed to move in the y-z plane.  
First, the cation is placed at points along a path between two coordinates, one in 
the S8R and the other in line with a neighbouring 6MR (Figure 4.2a). The energy to 
keep the cation constrained at points along this path is then found (Figure 4.2b). 
The energy pathway is found not to change substantially in the presence of CO2 
(6.7 kcal/mol without CO2 vs 7 kcal/mol with CO2).  
The study [45] is then extended fixing the cation in turn at the start and end point 
along the path. The energy required to keep the cation in position is then 
calculated as a CO2 molecule passes through the D8R. Here, the energy required 
for CO2 diffusion is reduced by one half when a cation is located just outside of the 
ring (Figure 4.2c). From these findings, the gating mechanism is likened to a 
swinging saloon door where once the cation moves just away from the ring (the 
saloon door is open), the energy barrier is reduced and a CO2 molecule can diffuse 
through. When the cation is firmly in the S8R (the saloon door is closed), no 








a) Green cation at x = 4.68 Å, 
orange cation at x =5.76 Å 
b) Energy barriers for cation 
movement 
c) Energy barriers for CO2 movement 
with constrained cation position 
Figure 4.2: Free energy work by [45] Reprinted/Adapted with permission from Chemistry of Materials. 
Copyright 2017. American Chemical Society. 
4.3. Free energy calculation 
To characterise the energy barrier for CO2 diffusion between two lta cages in this 
work, a free energy approach is chosen which does not perturb the dynamics of 
the system. This is possible due to the longer timescales examined in classical 
simulations and is based on similar work studying the diffusion of ethene in 8-ring 
zeolites [96]. 
Equation (4.1) links the microscopic probability of finding a particle at a given 
position, p, with the macroscopic free energy F.  
 F = - kT ln p (4.1) 
The free energy at every point in space can be calculated by dividing the 
simulation box into small cubelets and then calculating the probability of finding a 
molecule of CO2 in each cubelet. If the centre of mass of a molecule (the carbon 
atom in the case of CO2) is within a given cubelet, the value associated with that 
cubelet is incremented by unity. If a long MD run is performed, lasting several 
hundred nanoseconds, the probability of finding a molecule at any given point in 




To evaluate the change in free energy for a move across a D8R, each point in the 
ring is projected onto a 1D ξ-axis (Figure 4.3). CO2 molecules are only projected 
onto the ξ-axis if they lie within a critical distance - chosen arbitrarily as 7 Å 
between the carbon atom and the D8R centre of mass to cover both the D8R and 
the approach of a CO2 molecule to the D8R.  
 
Figure 4.3: D8R with plane (red), 1D ξ-axis (green) and origin (black). The entry and exit points of the 
green axis with the D8R correspond to approximately -1.9 Å and +1.9 Å respectively 
The ξ-axis is found by finding the normal to a plane of best fit calculated from all 
of the atoms inside the D8R. The plane chosen represents the (001) Miller index in 
the standard Im3̅m or I4̅3m crystallographic representation of RHO.  
As the plane of best fit through a D8R will always be similar to the xy, xz, or yz 
planes, additional care must be taken when fitting the plane. When the plane lies 
in one of these coordinate planes, one of the first three coefficients (a, b or c) in 
Equation (4.2) will be zero.  
 𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 + 𝑑 = 0 (4.2) 
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The general form of a plane may be expressed in Equation (4.2). If this is 
rearranged to a form, such as that used during fitting, where the coefficient in the 
denominator becomes very small (e.g. Equation (4.3)), the system becomes ill 
conditioned.  
 𝑥 =
−(𝑏𝑦 + 𝑐𝑧 + 𝑑)
𝑎
 (4.3) 
For this reason principal component analysis is used to determine which two 
directions show the greatest change and the corresponding coefficients in these 
directions are fitted first [97]. The problem overcome here is related only to 
computational difficulties in handling very small numbers with high precision. 
The origin on the axis is defined as the intersection of the normal to the plane of 
best fit with the average of all D8R coordinates (the D8R centre of mass). Where it 
is necessary to distinguish between the positive and negative ξ directions, the 
positive direction is taken as the side on which a cation sits. For an empty ring, the 
normal to the ring points predominantly in the direction of one of the principal 
axes and the positive direction is aligned accordingly with that of the simulation 
box.  
Figure 4.4 shows an estimate of the energy barriers required for a CO2 molecule to 
diffuse both past a Na+ cation and through an unoccupied ring. The energy barrier 
that must be overcome for diffusion through an unoccupied ring is ≈4 kT, whereas 
diffusion through a ring with a cation is ≈9 kT. At 300 K, this corresponds to a 
Boltzmann factor of 0.05 and 0.0025 respectively. This is in good agreement with 
Figure 4.2c [45] which showed that the energy barrier for CO2 diffusion was reduced 
by half when the cation was displaced from its equilibrium S8R position. 
There is a substantial change in the energy barrier when the cation is present. In 
the unoccupied D8R, the energy barrier is symmetrical, with the two energy wells 
at ≈ ±2.0 Å corresponding to the edge of the D8R. The higher ≈4 kT barrier which 
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must be overcome here is required to push the CO2 into/out of the D8R. Once the 
CO2 molecule is in the D8R, it exists in a higher energy state (≈3 kT) due to 
interactions with the nearby framework atoms. 
In the occupied state, the energy barrier is raised substantially when the cation is 
placed at +2.0 Å (≈9 kT). The presence of the cation also increases the energy 
barrier on approach to the D8R from –ξ (from ≈4 kT to ≈6 kT).  
 




4.4. CO2 diffusion mechanism proposed in this work 
From 1 μs NVT runs, the diffusion pathway for intercage CO2 transport is found to 
closely resemble the cation-gating mechanism [8] shown in Figure 4.1. It should be 
noted that despite the efforts of Chapter 3 to optimise the forcefield, a discrepancy 
remains in that unlike the experimental work that was undertaken at 298 K [8], in 
the MD simulation, a temperature of at least 400 K is required to observe intercage 
diffusion of CO2 molecules. For the simulations presented here, a temperature of 
600 K is used so that more substantial diffusion rates are observed. 
  
a) CO2 approaches 8MR 
cation (green) 
b) CO2 pushes 8MR cation 
through D8R 
  
c) 6MR cation (orange) snaps 
into S8R site 
d) CO2 released 
Figure 4.5: Snapshots from a NVT MD simulation showing the observed trapdoor mechanism at 600 K. 
Highlighted in green is a cation which starts in an 8MR, highlighted in orange is a cation which starts in a 
6MR and highlighted in purple is a CO2 molecule which transitions through the D8R. Shown as blue and 
red sticks are the other CO2 molecules in the simulation. The remaining 76 cations are hidden for clarity but 




Figure 4.5 shows excellent agreement with the proposed theoretical mechanism [8] 
(Figure 4.1). The CO2 molecule of interest, coloured in purple, approaches an 8MR 
cation (green) and then the CO2 molecule pushes the cation through the D8R. As 
the 8MR cation exits the D8R it fills the space of an empty 6MR. 
The vacant D8R is an energetically favourable position for a cation and as the CO2 
passes through the 8MR, it is followed by a 6MR cation (until the cation reaches 
the 8MR). There is a ≈4 kT barrier which must be overcome for the CO2 molecule 
to diffuse from the lta cage into the D8R and this cation motion helps hold the CO2 
in place between Figure 4.5b and Figure 4.5c so that the CO2 molecule proceeds 
through the D8R (rather than reverse direction). 
To quantify the diffusion pathway of CO2 through the D8R, the angle between 
each transitioning CO2 molecule and its corresponding ring is measured. To 
calculate the line of best fit through the CO2 molecule, orthogonal regression is 
used rather than a standard least squares fit (Figure 4.6). In least squares 
regression, the distance between the points and the line is minimised, typically in 
the y-direction. In orthogonal regression [98], the shortest distance between the 
points and the line is considered in all three directions. When fitting a line through 
a CO2 molecule where the molecule is flexible and each atom can move in each of 




Figure 4.6: Difference between orthogonal and least squares linear regression. 
 







where a and b are defined as vectors describing the normal through the D8R and 
the line of best fit through a CO2 molecule of interest. 
Figure 4.7 shows the angles made with the D8R normal for all individual CO2 
molecules in a 7 Å radius of the COM of a D8R collated during a 1 μs run with an 




Figure 4.7: Alignment of CO2 when diffusing through a D8R (D8R marked with solid lines). Data points are 
obtained by examining frames every 1 ps for 1 μs with the colorbar indicating the probability of finding a 
molecule at a given position and angle relative to the normal of the D8R plane through which the CO2 
molecule passes.  
Figure 4.7 shows two peaks within the D8R. The first set of peaks D8R (at ξ = ±2 Å) 
is constrained to angles within ± 20° of the normal and indicates the mechanism 
via which CO2 enters and exits the D8R. This shows that there is a particular 
preference for the CO2 to enter slightly angled rather than at zero degrees. Once 
past the first S8R, a CO2 molecule quickly diffuses through to the opposite S8R (in 
the D8R). 
There is a second, albeit much fainter peak between +70 & +90 °and -70 & -90 (at ξ 
= 0). A closer examination of the trajectories revealed this was related to a second, 
less frequently observed, diffusion pathway occurring when no gating cation is 
present in the D8R.  
Figure 4.8 and Figure 4.9 show the diffusion mechanism observed with and 
without a gating cation present in the D8R. When there is no gating cation present 
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in a D8R, the CO2 molecule enters normal to the plane (Figure 4.9a and Figure 
4.9b). Once all three atoms have crossed the first S8R, the most favourable position 
for the molecule is perpendicular to the normal (Figure 4.9c). To exit the D8R, the 
CO2 molecule returns to an orientation in line with the normal to the plane as soon 
as the first atom oxygen atom in CO2 crosses the second S8R.  
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Figure 4.9: Schematic for the CO2 mechanism through a D8R in the absence of a gating cation.
95 
 
4.5. Diffusion rates 
The diffusion of a CO2 molecule can be calculated, as described in Section 2.4.5 by 
plotting the mean square displacement against time from a long MD simulation. If 
the plot is linear, the diffusion coefficient can be calculated from Equation (2.62). 
For these simulations the equilibrium loading from the 1 bar simulation at 300 K is 
used (129 molecules/ 2 x 2 x 2 supercell) and the MD simulation is then run at  
600 K. 
Figure 4.10 shows how the mean squared displacement (msd) varies with time 
and the result of a linear fit through the simulation points for temperatures 
between 300 K and 600 K. The first 10 ns are excluded from the graphs to allow for 
equilibration. The remaining simulation points up to 1 μs are then used (with a 
data point output every 10 ps). Even with an equilibrated period accounted for, 
the fits are clearly non-linear at the start. This is a result of the CO2 molecules 
being confined to cages. Initially the molecules are able to explore their occupying 
cage rapidly so a steep change in gradient is seen. Intercage diffusion takes longer 
however and so once the initial cage is explored, the rate of change of the msd 
reduces.  With higher temperatures (more kinetic energy) the probability of 
crossing a D8R increases and so the rate of change of msd is higher (hence the 





Figure 4.10: Mean squared displacement (msd) for CO2 in Na-RHO between 300 K and 600 K. 
To calculate the self-diffusion coefficient from Equation (2.62) the linear fit should, 
formally, pass through the origin. As described in Section 2.4.5, the diffusion 
coefficient can then be calculated from the gradient of the line. In the case of 
Figure 4.10, the fits are offset slightly from the origin due to the increased speed at 
which the first unit cell is explored. In terms of the msd, this faster rate of 
exploration takes up only a very small fraction of the total simulation time so the 
overall effect on the gradient is minimal. Table 4.1 therefore shows the diffusion 
rates calculated taking into account only the gradient of the line of best fit. This 
shows that the CO2 diffusion rate increases by two orders of magnitude between 
300 K and 600 K. 
Table 4.1: Self-diffusion coefficients for 129 molecules of CO2 
Temperature (K) Gradient (x 108 cm2/s) Estimate of D (x 109 cm2/s) 
300 0.0786 0.001 
400 0.4457 0.006 
500 2.861 0.037 
600 27.0524 0.3495 
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This confined diffusion [99], where molecules periodically jump from cage to cage is 
better described using Equation (4.5). 




The fit can be improved further by adding an additional fitting parameter, c, 
(Equation (4.6)). 
 







Figure 4.11: Mean squared displacement fitted with Equation (4.6) 
 
Fitting the evolution of the mean squared displacement with Equation (4.6) gives 
an improved fit over the linear description used in Figure 4.10. This fit can also be 
used to describe consistently the full range of behaviour across all four 
temperatures. 
The disadvantage of fitting the mean square displacement with Equation (4.6) is 
that the diffusion rate becomes time-dependent so a self-diffusion coefficient can’t 
98 
 
be calculated from this model. However, the coefficients in Table 4.2 still provide 
useful information. The a parameter gives an indication of how far the particle will 
reach (the size of the domain) at infinite time and the tau parameter an indication 
of the time required to reach that plateau. For example, at 300 K, the value of a is 
7.2 Å. This corresponds to the displacement seen by an average particle located at 
the centre of a single lta cage (Ncells = 1) of width 14.4 Å. The Ncells value in Table 
4.2, describes the number of cells explored by an average CO2 molecule. This gives 
a rough diffusion rate (the number of cells crossed per microsecond).  
Table 4.2: Coefficients in Equation (4.6) 
Temperature (K) a2 (nm2) tau (ns) c a (Å) Ncells 
300 0.5204 284291 0.1311 7.2 1.0 
400 6.309 496714 0.3575 25.1 3.5 
500 6.3744 1990 0.7089 25.2 3.5 
600 116.2614 4132 0.9289 107.8 15.0 
Table 4.2 shows that at 300 K, intercage CO2 diffusion does not occur (Ncells = 1). 
This provides evidence of a critical admission temperature [6], below which the 
cations do not move from their equilibrium positions. As the temperature is raised 
to 400 K and 500 K, CO2 is able to diffuse between cages and this occurs at an 
increased rate with increasing temperature (tau decreases). At 600 K, the cations 
are more mobile and the CO2 molecules have sufficient energy to diffuse more 










4.6. Concluding remarks 
In this chapter, the mechanism of CO2 diffusion in Na-RHO has been studied with 
classical MD for the first time. There are two mechanisms found for CO2 diffusion 
in Na-RHO. In the most common case, where there is a cation present, a CO2 
molecule enters and remains normal to the plane of the D8R for the duration of the 
transition. In the more uncommon case where there is temporarily no blocking 
cation present, the CO2 rotates 90° normal to the ring in an intermediate state 
between the two S8Rs. Although more uncommon, the energetic penalty for 
diffusion through an unoccupied ring is 4 kT as opposed to 9 kT when a cation is 
present. This is in agreement with the swinging door [45] study which also found 
that the energy barrier halved when a cation moved out of the window (Figure 
4.2c).  
This study also supports the trapdoor mechanism, which suggests that cations 
indeed act as gate-keeping sentries. Figure 4.5 shows that an 8MR cation moves 
out of the way of a CO2 by pushing a cation through a D8R and into an empty 
6MR on the other side of an lta cage. In doing so, an adjacent 6MR cation moves 
from the 6MR into an 8MR. This ensures that a gate-keeping cation is still present 
after the CO2 molecule has diffused through the D8R. 
It should be re-stressed that experimentally, diffusion is seen at 300 K whereas in 
the simulation a temperature of 600 K is needed for substantial CO2 diffusion. This 
indicates that whilst the adjusted forcefield parameters can be useful for gaining a 
preliminary understanding of the underlying mechanism, further optimisation of 
the parameters is required before predicting diffusion coefficients useful for 




5. Application of Na-RHO to the adsorption of other gases 
5.1. Preface 
Having developed a methodology to model Na-RHO with adsorbed CO2, it is 
interesting to extend the simulations to other gases. This section begins by first 
introducing the three separations of interest: the separation of noble gases (He, Kr, 
Ar and Xe), the purification of air (O2/ N2) and the separation of CH4 and CO2.  
Next, the type I Langmuir isotherm is introduced. For the majority of gases 
examined, this is a convenient means of interpolating between points when 
finding the heat of adsorption. (The heat of adsorption is one of the three main 
criteria outlined in Chapter 1 for assessing whether a porous material will be 
suitable for a given separation.)  
Finally, a combination of MC and MD simulations are used to evaluate Na-RHO 
as a potential adsorbent for the three separations. Here, both the adsorption 
isotherms and the rates of gas diffusion in Na-RHO are considered. Full details of 
the simulation parameters used are provided in Appendices A-D. 
5.2. Background 
5.2.1. Separation of noble gases  
Perhaps one of the first descriptions of a cation trapdoor system in a zeolite comes 
from the controlled trapping and release of Xe in Cd-RHO [39]. As mentioned 
briefly in Section 3.6.3, when Cd-RHO is heated, Cd2+ cations move from the S8R 
position to occupy the S6R sites. This causes an expansion in the length of the unit 
cell from 14.5 to 15.0 Å. The combination of the cations moving away from their 
sentinel 8MR positions and the resulting expansion of the unit cell allows Xe to 
diffuse into the structure [39]. When the structure is cooled, the Cd2+ ions return to 
the S8R, trapping the Xe in the pores [39]. Similar cation behaviour is not seen for 
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Na+ (see Section 3.6.3 and literature [39]) but Na-RHO is still of interest for standard 
cation-gating separation. 
In general, the extraction and separation of He, Ar, Kr and Xe from air is 
challenging. The noble gases are inert, uncharged single atom molecules and due 
to their chemical similarity, there is little to distinguish them from each other as 
they pass through an adsorbent. (Separation occurs generally due to a difference 
in size and strength of the van der Waals interactions). In addition, the noble gases 
are present in only low atmospheric concentrations (Xe = 0.0087 ppmv, Kr = 1.14 
ppmv, He = 5.2 ppmv and Ar = 10,000 ppmv)  [100] making their separation from 
bulk air more challenging. 
Despite their low naturally occurring concentrations, the noble gases find 
widespread use. Xe is used in fluorescent tube lighting [101], hospital MRI (Magnetic 
Resonance Imaging) scans [102] and anaesthesia [103] and is valued at about $5000/kg 
[100]. Ar is used in fire-extinguishers [104], for treating lesions found during medical 
endoscopies [105] and arc-welding [106].  Radioactive forms of both 135Xe and 85Kr are 
produced in nuclear fission and must be captured as part of nuclear reprocessing 
[100]. 
5.2.2. Separation of O2/N2 
Oxygen and Nitrogen are also valuable as purified gases. The separation of O2 
from N2 is traditionally accomplished via cryogenic distillation, although with 
suitable materials, it is also possible through adsorption [107] and membrane 
separation [108].  
In power-generation plants using oxyfuel combustion, an enriched oxygen supply 
is used to achieve complete combustion [107]. This enriched stream is formed by 
mixing the oxygen stream from an air separation unit with recycled flue/exhaust 
gas from combustion [109]. The end result is a flue stream consisting predominantly 
of CO2 and H2O. These can be separated easily from each other by condensation 
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then further drying, leaving behind a CO2 rich steam that can be used for 
sequestration [107]. Enriched oxygen is also used in welding [110], steel production [110] 
and in hospitals to treat carbon monoxide poisoning [111].  
One of the highest tonnage uses of N2 is in the production of NH3 for fertiliser in 
the Haber process - more than 100 million tons of NH3 were produced in 2010 [112]. 
As nitrogen is relatively inert, it is also used as a blanketing agent for tanks 
containing flammable liquid and for purging empty vessels [4]. Liquefied N2 is also 
widely used as a coolant [4]. 
5.2.3. Separation of CO2/CH4 
The separation of CO2 and CH4 is particularly important in the field of gas 
processing. Gas wells can contain up to 70% CO2 by volume [113]. This is 
exacerbated when CO2 is pumped into the well during Enhanced Gas  
Recovery [114]. In both cases, a large fraction of CO2 must be extracted from the 
desired CH4 to produce a fuel rich stream. 
CO2 and CH4 are also produced together by microorganisms at landfill sites [115]. 
This represents a major source of CH4 emissions and there is significant interest in 
capturing the CH4 produced, both as a fuel source and to stop emission to the 




5.3. The Langmuir isotherm 
If the adsorption of a gas in a zeolite follows a standard ‘Type I’ isotherm [116], it is 
possible to model the adsorption process using a Langmuir model (Equation (5.1)). 
This described the loading, q, as a function of the pressure P. The qsat parameter 
describes the saturation loading at infinite pressure and the Langmuir b parameter 






In the limit of infinitely low pressure, Equation (5.1) generates the Henry constant 
(KH in Equation (5.2)) which is a useful initial measure of a material’s ability to 







) = 𝑞𝑠𝑎𝑡𝑏 (5.2) 
Once an isotherm has been generated, it can be replotted using Equation (5.3) and 
(5.4). If the Langmuir model holds, the isotherm will be linear and the values of b 





















Equation (5.3) and (5.4) are mathematically equivalent however, Equation (5.3) is 
more reliable (less sensitive) when fitting at higher pressures (HP) and Equation 
(5.4) is better suited to lower pressures (LP). 
Significant variation can often be seen in the qsat and b parameters depending on 
whether Equation (5.1), (5.3) or (5.4) are used (Table E.1/Table E.2). For this reason, 




The b parameter in Equations (5.1) - (5.4) generally follows the Arrhenius type 
dependence given in Equation (5.5). If isotherms are obtained at a range of 
different temperatures and the b0 and E parameters calculated it is then 
theoretically possible to predict an adsorption isotherm at any intermediate 
temperature. 
Starting from Equation (5.5), taking logs of both sides and then plotting ln b vs 1/T 
(the highlighted variables) yields another straight line. This line has an intercept of 
ln(b0) and a gradient E/R (where R is the universal gas constant and E is an 
activation energy). 
 















5.4. Calculation of the isosteric heat of adsorption 
Once isotherms have been obtained at different temperatures (in this case from 
separate simulations), the isotherms can be used to calculate a loading dependent 
heat of adsorption, ΔH (Figure 5.1). 
 
Figure 5.1: Sample isotherm with dotted isostere (T1 < T2 < T3 < T4) 
By taking an isostere, a line of constant loading, the pressure required to yield the 
same loading can be found for different temperatures. A plot of ln P vs 1/T yields a 
line with gradient of ΔH/R as per Equation (5.7). This method is used to calculate 












  (5.7) 




5.5. Isotherm Analysis 
Figure 5.2, Figure 5.3 and Figure 5.4 show the simulated adsorption isotherms for 
the three separations of interest. The data points are generated from GCMC 
simulations (see Appendix A and Appendix C for details) so equilibrium rather 
than kinetic/diffusion control is assumed. In Section 5.5, the diffusion rates are 
examined to determine whether molecules are able to transition between cages. 
 






Figure 5.3: Simulated isotherms for pure O2 and N2 at 298 K after 3 Rounds of MC/MD in Na-RHO 
(Si/Al=3.92) 
 
Figure 5.4: Simulated isotherms for noble gases at 298 K after 3 Rounds of MC/MD in Na-RHO 
(Si/Al=3.92) 
 
With the exception of CO2, all of the gases are well fitted by a single site Langmuir 
model in the range 0.03 – 9 bar between temperatures of 285 K and 315 K. The 
saturated loading, Langmuir b0 parameter and activation energy for these are 
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given in Table 5.1. In each case, fits were attempted using Equations (5.1), (5.3) and 
(5.4) and the fit that gave the highest R2 value was chosen. The separated b0 and 
ΔE/R terms were calculated assuming the saturated loading value at 285 K does 
not change with temperature. (This gives a good fit to the simulated data at 285 K, 
298 K and 315 K so is a reasonable assumption).  


















He -4.2 2.66 1067.2 498 0.05 0.02 
Ar -11.0 4.71 180.3 1342 0.23 0.07 
Kr -12.5 4.33 662.8 490 0.05 0.02 
O2 -12.7 6.06 101 1547 0.33 0.11 
Xe -17.5 4.91 673.3 2140 1.42 0.46 
N2 -23.6 4.11 6.5 2927 1.37 0.44 
CH4 -25.4 6.46 0.1 4175 3.19 1.03 
CO2 -40.3 SSL does not provide a suitable fit. See Table 5.2 for DSL parameters 
Although CO2 is not well-modelled by a standard single site Langmuir model, the 
dual site Langmuir (DSL) model given in Equation (5.8) can reproduce the 
isotherm. The DSL model extends the underlying single site adsorption 
assumption to a second site. This would be consistent with CO2 molecules being 
found both in the main lta cage (site I) and sitting partially at the interface between 








  (5.8) 
One particular problem with the Dual Site Langmuir model is that it requires a 
very accurate isotherm to obtain reliable values for q1,sat, b1, q2,sat and b2. The values 
will often match a given isotherm well but the parameters are more sensitive to 
fluctuations in the data. In particular, the calculation of the Henry constant is 
affected as it is calculated directly from these quantities (Equation (5.9)). 
  𝐾𝐻 = 𝑞1,𝑠𝑎𝑡𝑏1 + 𝑞2,𝑠𝑎𝑡𝑏2  (5.9) 
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The fitting parameters obtained using the DSL model for CO2 at 298 K are given in 
Table 5.2. These give a Henry constant of ≈1500 molecules/unit cell/bar (483 
mmol/g/bar).  
Table 5.2: Dual site Langmuir parameters for simulated CO2 uptake at 298 K 
 Site 1 Site 2 
qsat (mmol/g) 2.182 3.101 
b at 298 K (bar-1) 1.007 152.6 
For any separation, the ideal porous material will have a low heat of adsorption, a 
high Henry’s constant for the component of interest and a high saturation 
capacity. This is to ensure, respectively, that the energy required for removal of 
the adsorbed species during desorption is low, the affinity for the component of 
interest is high and the zeolite can remove a large amount of the component of 
interest from the feed gas before desorption is required. 
To provide a benchmark to assess the values in Table 5.1, the heats of adsorption, 
equilibrium uptakes and Henry constants are provided for typical industrial 
zeolites4 in Appendix F. These show that zeolite RHO is competitive with other 
zeolites based on equilibrium properties alone.  The focus here is therefore on 
whether Na-RHO exhibits cation-gating with other gases (high kinetic 
selectivities) and therefore offers an advantage over more traditional adsorbents.  
  
                                                 




5.6. Diffusion rates at 600 K 
In this section, 30 molecules of each gas are added to a 2 x 2 x 2 supercell and the 
mean squared displacement measured. The simulations are run at 600 K based on 
the findings of Section 4.4 which showed that due to limitations with the 
forcefield, a high temperature was needed to obtain substantial diffusion past the 
gating cations. This section therefore aims to assess, qualitatively, the difference in 
diffusion rates for different gases. 
5.6.1. Diffusion of noble gases 
 





Figure 5.6: Ar/Kr/Xe mean squared displacement in Na-RHO at 600 K 
Figure 5.5 shows that helium diffusion is well characterised by a linear fit through 
the origin. Examination of the helium trajectory shows that due to its small size, 
helium is able to diffuse through an 8MR, even in the presence of a cation. Helium 
is also able to pass through the 6MRs. This gives He a much faster rate of diffusion 
than Ar, Kr and Xe (Figure 5.6). 
Over the microsecond trajectory, Ar diffuses from one lta cage into the centre of an 
adjoining D8R but not beyond. Diffusion of Kr and Xe is confined to a single lta 
cage only. This indicates that in practice Kr and Xe uptake will be very low. Ar 
uptake would likely be observed experimentally but due to diffusion limitations, 





5.6.2. Diffusion of O2/N2 
 
Figure 5.7: O2/N2 mean squared displacement in Na-RHO at 600 K 
Figure 5.7 shows that, as expected based on the molecular size, smaller O2 
molecules diffuse faster than larger N2. The diffusion rates, assuming a linear fit, 
are 8.6 x 10-9 cm2/s for O2 and 3 x 10-9 cm2/s for N2. This gives a pure component 
kinetic O2/N2 selectivity of ≈3, comparable to those reported for siliceous MFI [120]. It 





5.6.3. Diffusion of CO2/CH4 
Figure 5.8 shows a low diffusivity for both CO2 and CH4 with both gases reaching 
a plateau in msd after 1 μs. The low diffusion rate seen for CH4 can be explained 
by Figure 5.9(L) which shows that CH4 molecules explore only the lta cage that 
they are initially placed in and do not reach the S8Rs of the D8R cages. This 
suggests that CH4 is repelled by both the D8R and D8R+cation combination.  
 
Figure 5.8: CO2/CH4 mean squared displacement (msd) in Na-RHO at 600 K 
 
  
Figure 5.9: Regions explored by all CH4 molecules (Left) and a single CO2 molecule (Right) during MD 
simulation at 600 K (just the carbon atoms are shown in both cases) 
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The low CO2 diffusion (Figure 5.8/Figure 5.9) is particularly interesting as in MD 
simulations with a loading of to 16.125 molecules/unit cell (Section 4.4), many 
crossings were observed. Figure 5.9(R) on the other hand shows that when the 
trajectory of individual CO2 molecules is examined at an overall loading of 3.75 
molecules/unit cell, no D8R crossings are observed.  
The difference in diffusion rates between the two simulations suggests that a 
critical CO2 loading is needed to observe diffusion. Experimental measurements of 
CO2 uptake (Figure 5.10) also support this. At low pressures (<0.004 bar), uptake is 
very low but then climbs rapidly. Equilibrium MC simulations do not reproduce 
this effect suggesting that whilst it is energetically favourable to have molecules of 
gas adsorbed at low pressure, experimentally it takes a long time to observe 
uptake. 
 
Figure 5.10: Comparison of simulated and experimental isotherm over an expanded pressure range at 298 K. 
(Simulated results using cation parameters by Maurin et al. [80]) 
A critical CO2 uptake is important as it suggests that whilst the trapdoor motion 
occurs primarily because of the mechanism outlined already (Section 4.4), there is 
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also a collaborative element occurring between multiple CO2 molecules and the 
Na⁺ cation. For the gating mechanism to function, cations must experience a 
significant force from more than just a single CO2 molecule and it is this combined 
set of interactions which is responsible for the gating mechanism as a whole. 
5.7. Concluding remarks 
In this section, Na-RHO has been shown to have a high equilibrium selectivity for 
the CO2/CH4 separation (Figure 5.2). At the low concentrations examined here 
(3.75 molecules/unit cell), the diffusion rate of CO2 is quite slow and this provides 
valuable insight into the cooperative nature of CO2 in allowing diffusion past an 
8MR cation. CH4 was unable to enter/approach the D8R and this is likely due to its 
larger kinetic diameter (3.7 Å for CH4 as opposed to 3.3 Å for CO2 [121]).  
For the separation of O2/N2, a pure component equilibrium selectivity of between 5 
(at 0.03 bar) and 2 (at 9 bar) was observed (Figure 5.3). The O2/N2 kinetic selectivity 
was 3, with both components able to diffuse through the D8R. 
With the noble gases, the heavier noble gases were adsorbed more strongly than 
the lighter ones (Figure 5.4). This is the expected result and is due to the stronger 
dispersion interactions modelled by the Lennard-Jones potential. The diffusion 
rate of helium was faster than that of any other gas examined in this study. This is 
a result of being able to pass unhindered through the 8MR, independent of the 
presence of a cation. It is also small enough to pass through the 6MR.  
For the heavier noble gases, Ar is able to pass through the D8R (albeit slowly) but 
Kr and Xe are blocked. Na-RHO is therefore a candidate for separating He/Ne/Ar 




6. Framework tuning 
I would like to acknowledge the work of Dr Claire Hobday at the University of Bath for 
running the DFT simulations in this section. 
6.1. Preface 
The separation of a gas mixture is traditionally dependent on three main factors 
[122]: size/steric exclusion where molecules which are too big are unable to fit 
through the windows (molecular sieving); thermodynamic selectivity, a measure 
of the relative uptake between species; and kinetic selectivity measuring the 
difference in the rate at which molecules diffuse through the cages. In zeolites, 
these can often be adjusted by modifying the Si/Al ratio [123] or changing the cation 
species through ion exchange [124]. 
It is difficult to decouple the three mechanisms. When either the Si/Al ratio or 
cation content is altered both the window size (hence kinetics) and the 
thermodynamic selectivity are affected. In general, Si/Al ratios closer to unity will 
cause the unit cell to contract, shrinking the size of the windows. Increasing the 
ionic radius of the compensating cation will push the windows open further, 
increasing also the size of the unit cell. The additional effect of trapdoor gating 
brings with it further changes in kinetic selectivity.  
In this section, the effect of adjusting the Si/Al ratio and partially exchanging Na-
RHO with Li+ is explored using available experimental data where possible as a 




6.2.  Si/Al adjustment 
6.2.1. Introduction 
A first approach to maximising selectivity for a given separation, whether based 
on a trapdoor separation or otherwise, is to control the size of the cage windows. 
Adjusting the size of the windows effects the energy barrier that must be 
overcome for cage-to-cage diffusion and ultimately can prevent uptake altogether 
(molecular sieving). A balance must be struck between ensuring that unoccupied 
windows are small enough to block uptake of the larger species but large enough 
to achieve a reasonable rate of the diffusion for the smaller molecule. 
Zeolite RHO has been synthesised with a variety of Si/Al ratios (Table 6.1). It is 
typical to produce RHO at a Si/Al ratio around 3 and then reduce the aluminium 
content in post-synthetic steaming [125], although there has been some success in 
producing higher silica RHO zeolites during synthesis [126]. 
Table 6.1: Si/Al ratios compositions synthesised for RHO 
Si/Al ratio Number of Al/ unit cell Source 
∞ 0 Not synthesised 
27 (steamed) 1.7 [125] 
15.9 (NMR measurement) 2.8 [126] 
8.6 (refinement) 5 [126] 
5 8 [127] 
3.9 9.8 [7] 
3.2 11.4 [43] 
1.9 19.2 [128] 
1 24 Not synthesised 
The range of Si/Al ratios in Table 6.1 varies over most of the possible cation 
compositions (between 2 cation/uc and 19 cations/uc out of a maximum 24 
cations/uc). To identify the trends associated with changing Si/Al, the full range 
from silicalite RHO to Si/Al=1 is examined. Most of the data generated therefore 
corresponds to structures which could theoretically be synthesised via known 
routes. It should be emphasised at this point that to the best of author’s 
knowledge, there are no known published measurements of the unit cell length for 
Si/Al ratios other than 3.9 in the Na-RHO form. Data presented here should 
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therefore be treated cautiously as the model has not been calibrated to reproduce 
experimental unit cell length for other Si/Al ratios. (Work in Chapter 3 showed 
that the unit cell length is particularly sensitive to the choice of the Coulombic 
scale factor and in this chapter the value has been fixed at 0.385 as per the 
previous sections). 
Table 6.2: Si/Al ratios examined in this work 
Si/Al Number of cations/supercell Number of cations/unit cell 
∞ 0 0 
18.2 20 2.5 
8.6 40 5 
5.4 60 7.5 
3.92 78 9.75 
2.84 100 12.5 
2.07 125 15.625 
1.56 150 18.75 
1.19 175 21.875 





6.2.2. Cation Locations 
Table 6.3 shows the cation occupancies for the Na-RHO structures following a 5 ns 
REMD simulation. This shows a consistent preference for Na+ to occupy the S8R.  
As the number of occupied 8MR sites increases, cations increasingly sit in the 
6MR. There are a total of twelve 8MRs/unit cell and eight 6MRs/unit cell so cations 
would rather dual-occupy a 6MR (one cation either side of the ring) than dual 
occupy a S8R.  
Table 6.3: Na+ occupancies with increasing Si/Al ratios 













∞ 0 0 0 0 0 
18.2 20 2.5 0 1.375 1.125 
8.6 40 5 0 3.6250 1.3750 
5.4 60 7.5 0 5.5 2.5 
3.92 78 9.75 0 5.6250 4.1250 
2.84 100 12.5 0 8.125 4.375 
2.07 125 15.625 0 10.25 5.375 
1.56 150 18.75 0 11.125 7.625 
1.19 175 21.875 0 12 9.875 





6.2.3. Limiting pore diameter 
In the absence of cations, the dimensions of the 8MR control whether a molecule is 
able to diffuse through the ring. The limiting 8MR diameter (AE vs CG in Figure 
2.4) is therefore key to predicting whether a molecule can diffuse through the ring. 
This opens up the possibility of pore size modification through adjustment of the 
Si/Al ratio.  
Figure 6.1 shows the variation of the minimum aperture in the 8MR with 
increasing Al content. As the Al content increases, the rings distort further and so 
the minimum 8MR width reduces. Over the range of synthesised RHO structures 
(Si/Al = 1.9 – 27), the 8MR width for Na-RHO decreases from 5.35 Å to 4.86 Å. 
 
Figure 6.1: Minimum 8MR window diameter in Na-RHO at 300 K calculated from the average of all 8MRs 




6.2.4. 8MR distortion 
A characteristic measure of the 8MR distortion, Δ, is introduced in Section 2.2. This 
parameter quantifies the degree to which an 8MR is longer than it is wide. For a 
Si/Al ratio of 3.92, the delta parameter is 2.04 Å.  Over the range of synthesised 
RHO structures (Si/Al = 1.9 – 27), the delta parameter varies from 1.57 Å to 2.26 Å. 
 
Figure 6.2: Variation of delta 8MR parameter in Na-RHO at 300 K calculated from the average of all 8MRs 





6.2.5. Cell dimension 
The most useful measure for quantifying the rings when looking at the change in 
aluminium content is the minimum 8MR aperture (Section 6.2.3). This is because 
the delta parameter (Section 6.2.4) is a relative measure of the difference between 
the length and width of the 8MR and is dependent partially on the size of the unit 
cell. (As the unit cell expands, the 8MRs are pulled into a more centric form.)  
Table 6.4 shows that up to a Si/Al ratio of 2.07, the unit cell length generally 
decreases with increasing cation/aluminium content. As the aluminium content 
increases, the repulsion between the atoms increases and the unit cell begins to 
expand again. This likely explains why the rate of increase in delta slows with 
increasing cation content in Figure 6.2. 
Table 6.4: Variation in unit cell length at 300 K with increasing aluminium content 









∞ 0 0 14.58 0.02 
18.2 20 2.5 14.52 0.02 
8.6 40 5 14.43 0.01 
5.4 60 7.5 14.39 0.01 
3.92 78 9.75 14.43 0.01 
2.84 100 12.5 14.39 0.02 
2.07 125 15.625 14.39 0.01 
1.56 150 18.75 14.47 0.01 
1.19 175 21.875 14.46 0.01 






6.2.6. CO2 adsorption 
When selecting a Si/Al ratio, one of the key characteristics is the working capacity 
i.e. the difference between the uptakes of a gas at the adsorption and desorption 
pressure. For the component of interest (in this case CO2), this wants to be as large 
as possible.  
To investigate the uptake of CO2, 3 rounds of MC and MD were undertaken for 
the Si/Al ratios listed in Table 6.3. Figure 6.3 shows there is a peak for CO2 
adsorption at around 10 cations/unit cell. In terms of maximising equilibrium 
adsorption, there is a balance between a beneficial increase in the number of CO2-
cation interactions at lower Si/Al ratios and decreasing the available pore volume 
by filling the cages with cations. 
Figure 6.3 shows that up to 10 cations/uc, adding additional cations is beneficial, 
after which the reduction in the pore volume and increased Na+-Na+ repulsion 
reduces the uptake of CO2. The effect is particularly noticeable for pressures below 
1 bar. 
  
Figure 6.3: CO2 adsorption isotherms in Na-RHO with varying numbers of cations (lines are to guide the 
eye only). Error bars show 1 standard deviation on the final 50% of the MC simulation. MC simulations are 
run from the final frame of an NPT MD simulation so the error bars do not include the effect of slightly 
different framework configurations. 
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6.2.7. CO2 diffusion 
Figure 6.4 shows the variation of the mean squared displacement with time for a 
range of different Si/Al ratios. For this section each framework is loaded with 100 
CO2 molecules/supercell. In each case, the temperature is set to 600 K in order to 
observe noticeable diffusion.  
 
 
Figure 6.4: Mean squared displacement as a function of time for different Si/Al ratios at 600 K. The blue 
points show the msd and the red line is a fit to the linear diffusion model (Equation (2.64)) 
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Table 6.5 gives the diffusion coefficients calculated from each graph in Figure 6.4. 
The highest diffusion rate is for siliceous RHO. Here, CO2 is free to diffuse through 
the 8MRs unobstructed by cations. (This was identified in Section 4.3 as the lowest 
energy pathway between two cages.) Addition of 2.5 cations/unit cell, cuts the 
diffusion rate by half and the diffusion rate continues to slow with the addition of 
further cations. As the Si/Al ratio reduces below 3.92, the number of unoccupied 
low energy cation positions reduces and cation movement becomes increasingly 
hindered. At this point (Si/Al<3.92), there is a further reduction in diffusion rate 
and the diffusion rate plateaus at a minimum.  
Table 6.5: Estimate of diffusion coefficients at 600 K based on 100 molecules CO2/2 x 2 x 2 supercell 





Gradient (x 108 
cm2/s) 
Estimate of D (x 
1013 cm2/s) 
∞ 0 0 16.53 2756 
18.2 20 2.5 8.85 1476 
8.6 40 5 2.67 446 
5.4 60 7.5 0.29 48 
3.92 78 9.75 0.21 34 
2.84 100 12.5 0.006 1.1 
1.56 150 18.75 0.023 3.8 




6.3. Li-RHO simulations 
6.3.1. Introduction 
In this subsection, the effect of exchanging some (or all) of the Na+ cations with Li+ 
is explored. The objective here is to gain an understanding of the computational 
challenges required to look at mixed cation systems. With a suitable model, it 
would be possible in future work to tailor a RHO zeolite to a separation of interest 
by exploiting both cation gating and pore size modification.   
Experimental work [43] has shown that unlike Na-RHO, the cations in Li-RHO 
preferentially occupy the 6MRs (Table 6.6). Li+ also interacts more strongly with 
the framework than Na+ and this causes the cell to contract to 14.24 Å [43]. This is 
substantially smaller than the 14.41 Å cell dimension observed for Na-RHO [7] with 
the same Si/Al ratio.  
The contraction from 14.41 Å to 14.24 Å results in the 8MRs becoming highly 
elliptical [43] (Δ =1.9). This prevents hydrocarbons from diffusing through the 8MRs 
but still allows uptake of CO2. For the CO2/CH4 separation, this gives both a high 
selectivity and fast kinetics [43]. 
Table 6.6: Cation occupancies per unit cell in Li-RHO [43] 
 Number of cations in 
S8R/unit cell 
Number of cations in 
6MR/unit cell 
Li-RHO 3 6.5 
Although Na-RHO offers high CO2/CH4 selectivity, one of the practical failings is 
the slow diffusion kinetics [43]. In Li-RHO, the kinetics are faster but fewer 8MRs 
are blocked so the high selectivity observed is due mainly to molecular sieving 
(only 3 out of 6 D8Rs have a cation in so cation-gating is less significant). A Li/Na 





6.3.2. Lithium Lennard-Jones parameters 
To study Li-RHO, a similar approach to the modelling of Na-RHO is used. 17 
parameters for Li+ are sourced from a variety of applications (Table 6.7) and the 
appropriate 1-4 scaling factor is found to reproduce the experimental unit cell 
length of 14.24 Å. REMD is then used to find the equilibrium cation positions. 
Once the cation positions have been found, 3 cycles of MC/MD are completed to 
capture the cell expansion on adsorption of CO2. 
Table 6.7: Lithium parameters and cation sitings. For the parameters by Watanabe et al. [129], the parameters 
are found from the N-N/N-Li and O-O/O-Li parameters using the Lorentz-Berthelot mixing rules.  
Name sigma (Å) epsilon/kB (K) kscale Unmatched D8R S8R 6MR 
Aqvist et al. [48] 1.46 34.02 0.360 0 0 3.125 6.625 
CVFF [71] 2.84 2383 0.365 0 5.75 0.125 3.875 
Hutson et al. [130] 1.22 4.38 0.355 0.125 0 3.5 6.125 
Jeffroy et al. [55] 2.35 38.68 0.370 0 0 6.625 3.125 
Jensen et al. [76] 2.87 0.25 0.360 0 0 3.5 6.25 
Jensen et al. [76] 
(prior values) 
2.13 9.20 0.368 0 0 4.25 5.5 
Kowsari et al. [131] 1.09 4.38 0.360 0 0 3.375 6.375 
Kumar et al. [132] 1.44 51.90 0.362 0 0 3.125 6.625 
Lamoureux et al. [77] 2.31 1.17 0.365 0 0 3.875 5.875 
Lee et al. [85] 2.21 495.30 0.355 0 0 7.625 2.125 
Maurin et al. [80] 1.10 362.18 0.363 0 0 3.25 6.5 
UFF [47] 2.18 12.58 0.365 0 0 4.375 5.375 
Vessal et al. [133] 5.76 0.0001 0.370 0 0 5.75 4 
Watanabe et al. 
(N) [129] 
1.06 4.01 0.355 0 0 3 6.75 
Watanabe et al. 
(O) [129] 
1.07 4.82 0.355 0.125 0 3.75 5.875 
Webb et al. [134] 1.40 201.29 0.360 0 0 3 6.75 







6.3.3. Cell expansion  
The study of Li-RHO is more complex than that of Na-RHO as the available 
experimental gas adsorption data comes from a hydrated form with 3.7 H2O 
molecules/unit cell. This hydrated structure has a unit cell length of 14.34 Å with 
no CO2 adsorbed [43], as opposed to 14.24 Å. The additional molecules of water 
likely enter during the drying phase when hot air is used to dry the sample in-situ 
(before XRD measurements are taken [43]). The water becomes strongly bound to 
the cations and is not fully removed by the air stream.  
Figure 6.5 shows the simulated cell expansion on loading Li-RHO with CO2 at 
pressures up to 9 bar with no H2O present. Of the parameters tested, only those by 
Aqvist et al. [48] give a reasonable expansion. (All others show essentially no 
expansion with CO2 loading). As the Aqvist et al. [48] parameters also worked well 
for Na-RHO and the Li+ parameters are essentially rescaled Na+ parameters [48], the 
parameters from Aqvist et al. [48] are also selected for the study of Li-RHO.  
 
Figure 6.5: Unit cell expansion on loading with CO2 at the end of the third round of NPT molecular 
dynamics. The red (lower) line shows the line of best fit for the parameters by Aqvist et al. [48] and the black 
(upper) line of best fit shows the trend through the hydrated experimental points. 
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Figure 6.6a and Figure 6.6b show the CO2 adsorption isotherm in Li-RHO for both 
the simulated and experimental results. A dual site Langmuir fit is added to both 
to see more clearly the trend in the simulated points. The parameters are given in 
Table 6.8. 
Table 6.8: Dual Site Langmuir parameters for simulated CO2 uptake in Li-RHO isotherm at 298 K 
 Site 1 Site 2 
qsat (mmol/g) 2.173 3.526 
b (bar-1) 133.5 2.688 
Figure 6.6 shows a comparison between the simulated isotherms, along with 
previously published [43] and updated isotherms [136]. There is a clear mismatch 
between the simulated and experimental isotherms, although this is improved 
somewhat with the updated (experimental) isotherm. The discrepancy likely 
arises due to the difference in simulated vs experimental cell expansion (Figure 
6.5). However, in the region most of interest for desorption (between 0.1 and 1 
bar), the gradient of the line in Figure 6.6 is well matched. This indicates that 
although less CO2 is adsorbed than expected, similar trends in behaviour can be 















Figure 6.6: Comparison of simulated and experimental CO2 adsorption in Li-RHO at 298 K on a) log scale, 




6.3.4. Effect of water 
One way to gain additional insight into the behaviour of Li-RHO on adsorption of 
CO2 is to run variable volume (NPT) DFT simulations with increasing numbers of 
CO2 molecules (Figure 6.7). With no water or CO2 present, the DFT simulations 
give a cell length of 14.11 Å. Assuming that the dehydrated structure at 14.24 Å is 
completely free of H2O, this represents an underprediction of the unit cell length.  
This discrepancy in unit cell length could be explained by the DFT simulation 
simply underpredicting the unit cell length. However, this is somewhat 
unexpected as the Generalised Gradient Approximation (GGA) used in the DFT 
simulation would generally be expected to overpredict, rather than underpredict, 
the unit cell length of a zeolite [137].  
A second explanation might be that there are still a few water molecules present in 
the 14.24 Å sample. To dehydrate the sample, the zeolite was heated at 300 °C for 
extended periods under vacuum and then sealed. If water is still present then the 
conditions were either not severe enough to remove all the water, as would be the 
case for Cd-RHO [85] (see section 3.6.3 for details), or some water was reabsorbed 
after heating (before sealing).  
Ensuring that the unit cell length is correct is particularly important for calibrating 
the kscale value. For this work, the completely dehydrated Li-RHO structure is 






Figure 6.7: Comparison of the unit cell dimension at 298 K for Li-RHO measured with increasing 
numbers of CO2 molecules: experimentally at 298 K (black); in a DFT simulation with (red unfilled) 
and without (red filled) water;  and in a classical MD NPT simulation with (blue unfilled) and 
without (blue filled) water. 
Figure 6.7 shows a comparison of the Li-RHO cell dimension obtained at 298 K 
with increasing numbers of CO2 molecules via experimental measurements 
(black), classical simulations (blue) and DFT calculations (red). Filled symbols 
indicate dehydrated measurements and unfilled circles indicate hydrated 
measurements.  
The blue, unfilled symbols correspond to adding 3.75 molecules of water/unit cell 
(30 molecules of water/2 x 2 x 2 supercell). This is the closest match to 3.7 
molecules/uc measured experimentally [43]. For these measurements, 30 molecules 
of water are added along with a fixed number of CO2 molecules. The volume of 
the box is then allowed to relax. Up to the addition of 10 molecules CO2/unit cell, 
both the dehydrated and hydrated classical simulations match the general upward 
trend of the experimental results. As expected, the hydrated simulations give a 
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better match to the unit cell lengths measured in the partially hydrated 
experimental system.  
The DFT simulations with 4 H2O molecules/uc are in good agreement with the 
experimental XRD measurement with 3.7 H2O molecules/uc, although unlike the 
experimental work, the DFT results do not then show further expansion on CO2 
loading.  
In the dehydrated DFT simulations, the general trend (slope) of the experimental 
data is matched although the simulations are offset by -0.3 Å. Up until 8 molecules 
CO2/uc both the experimental and DFT simulations show little expansion on CO2 




6.3.5. Comparison of hydration effect in Na-RHO 
As the addition of water gives rise to a significant change in unit cell length in Li-
RHO (increase from 14.2442 to 14.3396 Å), it is interesting to do a similar 
comparison for Na-RHO. On very thorough dehydration (up to 500 °C - Figure 
3.14) the unit cell length reduces from 14.4139 Å [7] to 14.329 Å [128]. This new 
measurement is in good agreement with the DFT simulations that predict the unit 
cell length to be 14.332 Å (Figure 6.8). The measurement of 14.4139 Å agrees well 
with the AIMD simulation containing 1 water molecule. This may go some way to 
explain why in Figure 3.26, the simulated cell parameter in the optimised classical 
simulations is lower than the experimental measurements (no water was included 
in these simulations).
 
Figure 6.8: DFT cell expansion observed for Na-RHO. A curve has been fitted to the synchrotron 





Figure 6.8 shows that the DFT simulated unit cell length for Na-RHO is 
unresponsive to loading of CO2 molecules until there are around 12 molecules of 
CO2/unit cell. Thereafter, some cell expansion is seen but still less than that 
observed experimentally.  
One of the most significant results is that adding water increases the unit cell 
faster and more substantially than adding CO2. The addition of each water 
molecule increases the unit cell size by ≈0.05 Å/molecule. This is because the water 
is attracted much more strongly to the cations and is drawn to the S8R, forming a 
Na-H2O complex. The close proximity of the water molecules to the cations creates 
an additional repulsive force causing increased cell expansion. CO2 on the other 






6.4. Li/Na mixtures 
6.4.1. Introduction 
A range of LiNa-RHO structures have been studied experimentally [43] to examine 
the effect of different cations on the CO2 uptake and diffusion rate. This section 
aims to investigate the difficulty of applying the model used so far to mixed cation 
systems.   
6.4.2. Scale factors 
In the Li/Na study [43], Li/Na structures with Si/Al= 3.9 were refined for structures 
with 2.1, 4.3 and 6.2 Na+ ions [43]. These are used to determine the necessary 
Coulombic scale factors needed to reproduce the experimentally measured cell 
lengths (Table 6.9). Prior to refinement, the mixed Li/Na structures were heated at 
623 K under a vacuum pressure of 10-7 bar to fully dehydrate the samples. 
Table 6.9: Li/Na mixture data [7] [43] 
Structure Experimental cell length (Å) kscale 
Li 14.2442 0.36 
Li7.7Na2.1 14.3017 0.368 
Li5.4Na4.3 14.3176 0.37 
Li3.6Na6.2 14.3331 0.37 




6.4.3. Adsorption isotherms 
Figure 6.9 shows the simulated CO2 isotherms for the five systems examined 
(Table 6.9). The figure shows that replacing Na+ with Li+ decreases the uptake. This 
is due in part to the weaker CO2-cation interactions with the smaller cation and in 
part to the decrease in cell volume (Table 6.9). The effect is most pronounced at 
lower loadings but is evident across the full pressure range examined. 
 




Figure 6.10: Comparison of simulated and experimental CO2 adsorption isotherms in Li7.7Na2.1-RHO at 293 
K 
Figure 6.10 shows a comparison of the simulated and experimental [43] isotherms 
for the Li7.7Na2.1 mixture. As with the Li-RHO adsorption isotherm (Figure 6.6), 
there is an underprediction in the amount of CO2 adsorbed. The maximum uptake 
at a given set of conditions is strongly influenced by the available pore volume 
and without being confident in capturing the correct Li-RHO expansion 
behaviour, refining the Li parameters to obtain a matching experimental isotherm 
is difficult. This final section therefore aims to look for qualitative trends rather 







6.4.4. Effect on diffusivity 
In this section, the diffusion rate of CO2 is examined for each of the Li/Na systems. 
Data is collected from 1 μs simulations run with 100 molecules of CO2/2 x 2 x 2 
supercell. A temperature of 600 K is used to ensure intercage diffusion as per 
Chapter 4.  
Figure 6.11 shows the variation of mean square displacement with time for the five 
systems examined. The general trend is for a decrease in CO2 diffusivity with 
increasing Na+ content up to Li5.4Na4.3-RHO. The estimated diffusion self-
coefficients obtained assuming a linear fit (Equation (2.64)) are given in Table 6.10. 
 
Figure 6.11: Variation of mean squared displacement at 600 K with 100 molecules of adsorbed CO2/2 x 2 x 2 
supercell for increasing Na+ contents following 600 ns of equilibration 
 
Table 6.10: Estimate of diffusion coefficients at 600 K based on 100 molecules CO2/2 x 2 x 2 supercell 









Figure 6.11 and Table 6.10 suggest that as the Na+ content increases, a critical 
concentration is reached after which additional Na+ does not change the overall 
CO2 diffusion rate. (The diffusion rates for Li7.7Na4.3-RHO, Li5.4Na6.2-RHO and Na-
RHO systems are very similar.) 
Table 6.11 shows a gradual progression in cation occupancy of the 8MR from 2.6 
to 4.25 cations/unit cell in the 8MR windows. The 8MRs are preferentially filled by 
Na+ rather than Li+, so the critical Na+ occupancy is between 1.625 and 3  
8MR cations/unit cell. This corresponds to between 2.1 Na+ and 4.3 Na+ out of a 
total of 9.8 cations/unit cell i.e. between ≈20-40% Na+ content.
Table 6.11: Cation siting in CO2 simulations  
Cation Framework Unmatched D8R S8R 6MR 
Li Na-2.1 0 0 1.625 6 
Li Na-4.3 0 0 0.375 5 
Li Na-6.2 0 0 0.375 3.25 
Na Na-2.1 0 0 1.625 0.5 
Na Na-4.3 0 0 3 1.375 
Na Na-6.2 0 0 3.75 2.375 
Total Li-RHO 0 0 2.625 7.125 
Total Na-2.1 0 0 3.25 6.5 
Total Na-4.3 0 0 3.375 6.375 
Total Na-6.2 0 0 4.125 5.625 
Total Na-RHO 0 0 4.25 5.5 
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6.5. Concluding remarks 
In this section, it has been shown that substantial pore size modification is possible 
by changing the Si/Al ratio (Figure 6.1). In the known range of zeolite 
compositions (Si/Al = 1.9 to 27), it is possible to adjust the limiting pore diameter 
of the 8MR between 4.85 Å and 5.35 Å (Figure 6.1) by changing the Si/Al ratio. The 
peak CO2 uptake was found at 10 cations/unit cell where experimental work is 
already focussed. 
The simulation of Li-RHO is a greater challenge than Na-RHO. In part this is due 
to the presence of water in the experimental refinements but even if water is 
added to the simulation, the large increase in cell volume observed experimentally 
is not yet captured by the simulations (Figure 6.7). It is interesting to note that the 
addition of water molecules has a greater impact on the unit cell length than the 
addition of CO2 molecules. This occurs because the H2O is drawn strongly to the 
cation and sits alongside it in the 8MR. Due to the flexible nature of RHO, the unit 
cell expands to accommodate the complex, much as it would with a larger cation. 
The difficulty in modelling Li-RHO propagates into the modelling of Li/Na 
mixtures. Qualitatively however, the expected trends are identified. The Li+ 
cations prefer the 6MR and the Na+ cations prefer the 8MR. For the mixed systems, 
as the Na+ content increases the 8MR sites are increasingly populated (Table 6.11) 
and CO2 diffusion also becomes more difficult. For Na+ compositions above 40%, 
the diffusion rate remains constant as the Na+ content increases (Figure 6.11) with 




7.   Summary and Future Work 
Using molecular simulations, this work has investigated the RHO family of 
zeolites for use as industrial adsorbents. Zeolite RHO is particularly promising in 
this regard as it offers enhanced selectivities through cation-gating separation. 
RHO is also an usually flexible zeolite where the limiting window diameter (hence 
kinetic selectivity) can be adjusted by changing the Si/Al ratio and through ion-
exchange, the extraframework cations.   
After introducing the simulation techniques used and the physical properties of 
RHO (Chapters 1 and 2), this work focuses first on finding a suitable forcefield to 
model zeolite RHO (Chapter 3). Due to the flexible nature of RHO, off-the-shelf 
forcefields do not sufficiently capture both the framework flexibility and the 
expected interaction energies with CO2 (in the form of adsorption isotherms). 
Therefore in Chapter 3, the forcefield by Gabrieli et al. [46] is adjusted to improve 
the agreement with the bond lengths and bond angles observed in ab initio 
molecular dynamics simulations of Na-RHO. These modifications led to a 
significant improvement in the size and shape of the windows compared to both 
experimental work and DFT observations. 
In the Gabrieli et al. [46] forcefield, the flexibility of bonds and angle bends is 
described using a harmonic approximation. For the modifications to the forcefield 
in this work, only the values of the equilibrium bond lengths and equilibrium 
bond angles have been varied. This assumes that i) the equilibrium values are 
simply offset from their true value and ii) the strength of the interactions captured 
by the spring constants are correct. In the future it is recommended that, following 
the methodology of Gabrieli et al. [46] , power spectra are generated from DFT 
simulations and then the classical MD parameters adjusted to reproduce these 




In addition to optimising the bonded parameters, significant attention has been 
given to understanding the effect of the cation parameters used. This has shown 
that the Lennard-Jones sigma value is responsible for the distribution of the 
cations between the 8MRs and the 6MRs and that the cation sitings are largely 
independent of the epsilon value.  However, the effect of epsilon is more 
significant when considering gas adsorption and cell expansion. Full forcefield 
optimisation therefore requires an additional iterative layer adjusting both 
Lennard-Jones parameters and bonded interactions. The problem is complicated 
further by the need to adjust the cation-oxygen parameter independently of the 
other cation cross terms (Section 3.6.5).  
In Section 3.7, reference is made to a study [54] where bonded torsional parameters 
were used to improve the agreement in window distortion. In this work, the 
Coulombic scale factor is used to compensate for the lack of torsional potentials. 
This is only an approximation and the cell dimension reproduced has some 
dependence on the location of the cations and aluminium atoms. Long term this is 
not desirable as the force field parameters should hold for all RHO zeolites, 
independent of the number and type of cations (without requiring continual 
calibration against experimental data).  
As well as adding torsional parameters, it has been suggested that bonded 1-5 
interactions may be needed [56]. As with the torsional parameters, atoms connected 
by four bonds can be located in close geometric vicinity of each other (e.g. in a 
4MR) and this may justify additional exclusion policies and pseudo bond 
stretches. 
From both a computational and experimental standpoint, the presence of water in 
the framework is an extra challenge. In Chapter 6, it is shown that the presence of 
one water molecule/unit cell changes the unit cell length of Na-RHO (Si/Al=3.9) 
from 14.35 Å to 14.41 Å. To calibrate force field models without water present, 
experimental samples must therefore be heated to a high temperature to ensure 
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full dehydration. Care must also be taken to ensure that the structure does not 
become amorphous (Chapter 3). When adsorbing gases and measuring cell 
expansion and gas uptake, it is also difficult to ensure that the sample is 
completely dry both initially and after loading. In simulations, water represents 
one of the most challenging molecules to model reliably. This is seen in both 
classical and DFT approaches, where the addition of water molecules failed to 
satisfactorily reproduce the experimental unit cell expansion seen in hydrated Li-
RHO. (The agreement for 1 molecule of water/ unit cell for Na-RHO is better). 
Despite the difficulties faced with the forcefield, qualitative strides have been 
made towards understanding the CO2 diffusion mechanism in Na-RHO (Chapter 
4). The cation-gating mechanism suggested by Lozinska et al. [8], which is based on 
chemical intuition, has been observed in classical simulations and the energy 
barriers for CO2 diffusion in these simulations correspond to those predicted from 
DFT simulations [45]. In addition, a second mechanism for CO2 diffusion has been 
observed for cases where there is no cation present in the D8R. Here CO2 enters 
normal to the D8R cage, undergoes a 90 degree rotation when it is encapsulated 
fully by the D8R and then exits again normal to the D8R cage.  
In order to observe CO2 diffusion, the temperature of the simulation has to be 
raised to between 400 K and 600 K. Experimentally, CO2 diffusion is expected at 
300 K therefore this is an indication that the force field requires some further 
optimisation. Although useful for observing the trapdoor behaviour, the increased 
temperature biases the simulations towards increased diffusion as the framework, 
as well as the cations, possess more energy than expected. 
In Chapter 5, the 600 K diffusion studies are extended to gases other than CO2. 
These shows that helium has a very high diffusivity through Na-RHO, being small 
enough to cross both the 8MRs and 6MRs. Krypton and xenon are both effectively 
blocked by Na+ cations, whilst argon shows low diffusivity through Na-RHO. O2 
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and N2 both show moderate diffusivity through Na-RHO with larger N2 being 
slower than O2. Unlike experimental work, CH4 shows no intercage diffusion. 
Chapter 6 examines first the pore size modification possible by changing the Si/Al 
ratio and then more generally the effect of adjusting the Li/Na cation composition. 
When adjusting the Si/Al ratio, the work assumes that the 1-4 Coulombic scale 
factor calibration against the Si/Al ratio of 3.9 observed experimentally [8] holds 
across the entire Si/Al range. This potentially limits the quantitative predictions 
which can be made but does show that on a qualitative basis, substantial 
alterations to the limiting 8MR window diameter are possible by adjust the Si/Al 
ratio. 
When gradually varying the cation composition from pure Li-RHO to pure Na-
RHO, three main effects are observed: i) an expansion in unit cell volume, ii) 
enhanced equilibrium uptake of CO2 and iii) a sudden drop in CO2 diffusivity. As 
well as the pure Li-RHO and Na-RHO zeolites, Li7.7Na2.1, Li5.4Na4.3 andLi3.6Na6.2 
RHO are also examined. Li-RHO has the highest CO2 diffusion rate, with a 20% 
reduction observed for Li7.7Na2.1-RHO. The remaining RHO zeolites all have 
comparable diffusion rates which are approximately 50% lower than Li-RHO. This 
suggests that beyond a critical Na+ content, no change in diffusion rate is observed 
and this is attributed to reaching a critical number of blocking Na+ cations in the 
8MRs. 
In summary, whilst qualitative/semi-quantitative predictions can be made with 
relative ease, to predict reliably both the diffusion rates and gas uptake with finer 
accuracy, further optimisation of the force field is required. Once this point is 
reached, it would also be possible to easily extend the work to other zeolites which 
share a similar topology. Particularly of interest are PAU, ZSM-25, PST-20 and 
PST-25 [138] which all have additional secondary building units separating the lta 
cages. These, amongst other 8MR zeolites, offer promise for cation-gating 
146 
 
separations and by adjusting the Si/Al ratio and cation content it is likely that the 
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A. Appendix A: Forcefield parameters 
In this section, a full list of the classical simulation parameters is given below. 
A.1. Physical parameters 
The charges on the framework atoms are given by Table A.1. The Lennard Jones 
parameters for the framework and cations are given by Table A.2 and in Table A.3 
for the gases. 
Table A.1: Framework charges 
Charge (e-) No cations 20 cations 40 cations 60 cations 
Si +2 1.9637059471 1.9440198238 1.9243337004 
Al n/a 1.6605517621 1.4814295154 1.4085980176 
O -1 -1 -1 -1 
cation n/a +1 +1 +1 
Charge (e-) 78 cations 100 cations 150 cations 192 cations 
Si 1.9066161894 1.8849614537 1.8357461454 1.7944052863 
Al 1.3663518720 1.3267094714 1.2562360132 1.2055947137 
O -1 -1 -1 -1 
cation +1 +1 +1 +1 
Table A.2: Lennard Jones parameters 
 sigma (Å) epsilon (K) Source 
Si 3.92 301.9 [63] 
Al 3.92 327.09 [63] 
O 3.15 76.49 [63] 
Li 1.4582 34.02 [48] 
Na (Aqvist et al.) 1.825 13.248 [48] 
Na (Akten et al.) 2.85 8 [49] 
Table A.3: Lennard Jones parameters of gases 
 sigma (Å) epsilon (K) Charge Source 
Carbon in CO2 2.757 28.129 +0.6512 [56] [139] 
Oxygen in CO2 3.033 80.507 -0.3256 [56] [139] 
Carbon in CH4 3.344 25.6644 -0.572 [56] 
Hydrogen in CH4 2.641 27.6772 +0.143 [56] 
Nitrogen in N2 3.31 36 -0.482 [60] 
COM in N2 0 0 +0.964 [60] 
Oxygen in O2 3.02 49 -0.113 [60] 
COM in O2 0 0 +0.226 [60] 
Hydrogen H2O 0 0 +0.41 [140] 
Oxygen in H2O 3.15 76.59 -0.82 [140] 
He 2.104 28.1805 0 [47] 
Ar 3.446 93.0962 0 [47] 
Kr 3.689 110.71 0 [47] 
Xe 3.924 167.07 0 [47] 
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Mixing rules between all atoms use the standard Lorentz-Berthelot rules in 
Equation (3.11) and (3.12). All Lennard-Jones interactions between gas molecules 
and silicon/aluminium atoms are turned off. As described in Chapter 3, for Na+ the 
parameters by Aqvist et al. [48] are used for all interactions except for the 
interactions with the framework oxygen where the Lennard-Jones interaction 
parameters from Akten et al. [49] are used. 
To describe the bonded interactions the parameters in Table A.4 are used. The 
spring constants are doubled in most MD packages (including GROMACS) to 
account for the factor of two difference in the CHARMM [64] interpretation. 







Si-O 1.635 300 [46]/this work 
Al-O 1.761 222 [46]/this work 
Si-Si (Urey-Bradley) 3.045 30 [46]/this work 
Si-Al (Urey-Bradley) 3.073 30 [46]/this work 




O-Si-O 109.4 75 [46]/this work 
O-Al-O 109.3 65 [46]/this work 
Si-O-Si 131.9 30 [46]/this work 
Si-O-Al 136.2 30 [46]/this work 
To describe the bonded interactions in CO2 and CH4, the following parameters are 
used. For O2 and N2, the molecules are held rigid. 
Table A.5: CO2 bonded parameters 
Bond stretch bond length (Å) Epsilon (kcal/mol/Å2) Source 
C-O 1.178 979.46 [139] 
    
Bond Bend Equilibrium angle (degrees) Epsilon (kcal/mol/rad2) Source 
O-C-O 180 52.76 [139] 
    
Urey Bradley bond length (Å) Epsilon (kcal/mol/Å2) Source 






Table A.6: CH4 bonded parameters 
Bond stretch bond length (Å) Epsilon (kcal/mol/Å2) Source 
C-H 1.099 333.74 [139] 
    
Bond Bend Equilibrium angle (degrees) Epsilon (kcal/mol/rad2) Source 
H-C-H 109.47 28.52 [139] 
    
Urey Bradley bond length (Å) Epsilon (kcal/mol/Å2) Source 
H-(C)-H 1.793 18.39 [139] 
For the exclusion policy, kscale is set to 0.385 (1-kscale=0.615) for Na-RHO. For Li-
RHO, kscale is set to 0.36 (1-kscale=0.64). For CH4, CO2, O2 and N2 a full 1-3 coulombic 
exclusion policy is applied within the molecules. 
A.2. 1-4 scale factors used 
Table A.7: 1-4 scale factors used in MD simulations 
Source of parameters 
kscale 
(original bonded parameters) 
kscale 
(new bonded parameters) 
Akten et al. [49] 0.37 0.40 
Aqvist et al. [48] 0.34 0.40 
Beerdsen et al. [70] 0.37 0.41 
CVFF [71] 0.38 0.41 
Cygan et al. [72] 0.37 0.405 
Gabrieli et al. [46] 0.37 0.4 
DREIDING [73] 0.34 0.365 
Garcia-Sanchez et al.     
(based on CO2) [56] 0.37 0.4 
Garcia-Sanchez et al.    
(based on CO2) [69] 0.35 0.37 
Halicioǧlu et al. [74] 0.33 0.34 
Jaramillo et al. [75] 0.35 0.37 
Jeffroy et al. [55] 0.37 0.395 
Jensen et al. [76] 0.36 0.38 
Jensen et al. [76] (prior values) 0.37 0.395 
Lamoureux et al. [77] 0.37 0.41 
Larentzos et al. [78] 0.35 0.37 
Lee et al. [79] 0.36 0.375 
Maurin et al. [80] 0.35 0.41 
Rao et al. [81] 0.33 0.375 
UFF [47] 0.37 0.405 
Vujic. et al. [82] 0.33 0.375 




A.3. MD parameters 
The majority of MD simulations reported here are completed using GROMACS 
2018.1 [141], although much of the preliminary groundwork (not reported here) was 
done using GULP v4.5 [65] and DLPOLY4 v4.08 [66]. A time step of 1 fs is used with a 
velocity Verlet integrator. The cut-off for the Lennard-Jones interactions are set to 
14.0 Å with force-switching applied between 13.0 Å and 14.0 to smooth the force 
to zero at 14.0 Å.  
A set of ten chained [142] Nosé-Hoover thermostats [143] [144] are applied to control the 
temperature with a time constant of 0.1 ps. To control the pressure, an isotropic 
MTTK barostat [145]  is used with at time constant of 1.0 ps. 
Electrostatics are treated with the Particle Mesh Ewald (PME) method [146]. The real 
space cut-off is set to 14.0 Å, with Fourier grid spacing set to 1.2 Å and the Ewald 
tolerance set to 10-6. 
A.4. MC parameters 
All MC simulations reported here have been completed using DLMONTE v2.03-
v2.06 [87]. Similar to the MD simulations, a cut-off of 14.0 Å has been used for the 
Lennard-Jones potential and real space part of the Ewald summation. The Ewald 
tolerance is set to 10-6 to describe the convergence in reciprocal space. For NVT MC 
simulations, equally weighted molecule translation and reinsertion (atom 
translation) moves are attempted. For GCMC simulations, an additional 
insertion/deletion move (gcinsertmol) is used and where appropriate, a rotation 
move is applied to molecules (rotatemol). For Li/Na systems, a swap molecules 




B. Appendix B: AIMD parameters 
I would like to thank Dr Claire Hobday for providing the following description of the DFT 
parameters used in this work. 
B.1. Ab initio molecular dynamics 
All ab initio (Born-Oppenheimer) MD calculations were performed using the 
Quickstep module of the CP2K (version 2.6) simulation package [67].  The PBE [147] 
exchange-correlation functional with semi-empirical dispersion corrections to the 
energies and gradients from the DFT-D3 [148] method (cut-off radius 15 Å) were 
used throughout. Energies and forces were calculated utilizing the Gaussian 
plane-wave (GPW) scheme [149] or Gaussian Augmented Plane-wave (GAPW) 
scheme [150] which is a dual basis set method wherein a linear combination of 
Gaussian-type orbitals is used to describe the Kohn-Sham molecular orbitals, 
while the electron density is described by an auxiliary plane-wave basis set 
(expressed at an energy cut-off of 400 Ry, accompanied by the relative cut-off of 60 
Ry for the Gaussian basis set collocation). The GAWP scheme was used for O and 
Na atoms and GPW scheme for Si and Al. To avoid unphysical charges, the 
sodium atoms were represented by double-zeta (DZVP) quality MOLOPT short 
range basis sets [150], while all other atoms were represented by the triple-zeta 
(TZV2P) quality MOLOPT basis sets [150], in conjunction with the relativistic, norm-
conserving Goedecker-Teter-Hutter pseudopotentials [151], optimised for use 
against the PBE functional [147] . The nine outer electrons of Na were treated 
explicitly, but for all other atoms, only their valence electrons were. During each 
SCF cycle, the electronic structure was explicitly minimised to a tolerance of 10-7 
Hartree. The equations of motion were integrated using a time step of 0.55 fs. The 
starting structures were taken from classical MD simulation outputs which had 
relatively large unit cell models, (a = b = c= ca. 14.4139 Å, α= β=γ = 90°), which by 
definition results in compact 1st Brillouin zones. Thus, the constraint that the 
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QUICKSTEP module employs Γ-point sampling only of the Brillouin zone was not 
a concern in this work.  
For the simulations starting from the single unit cell 1 μs and REMD classical 
simulations, equilibration was initiated under the isobaric-isothermal ensemble 
regime (NPT; constant number of particles, pressure and temperature) for 2.4 ps. 
The temperature was set to 300 K and controlled by a canonical velocity rescaling 
thermostat [152] with an initial time constant of 10 fs which is gradually increased to 
50 fs over the equilibration. The barostat was set up with a coupling time constant 
of 300 fs and an external pressure of 1 bar. In addition, a reference unit cell of 
constant volume was defined alongside the model to fix the number of grid points 
used to compute the Coulomb and exchange-correlation energies. This was used 
to mitigate any effects of varying grid points due to potential volume fluctuations 
of the simulation box. It has been shown previously that the use of such a 
reference cell avoids any discontinuities in the potential energy profile when the 
volume is permitted to vary [153] [154] [155] The unit cell parameters were then fixed at 
the equilibrated values and the ensemble switched to NVT for production run 
dynamics (4.5 ps).  
For the simulations looking at the change in the unit cell length as a function of 
water and CO2 content, models were initiated under the NPT ensemble. The 
temperature was set to 300 K and controlled by a canonical velocity rescaling 
thermostat [152] with a time constant of 50 fs. The barostat was set up with a 
coupling time constant of 300 fs and an external pressure of 1 bar. In addition, a 
reference unit cell of constant volume was defined alongside the model to fix the 
number of grid points used to compute the Coulomb and exchange-correlation 
energies. Trajectories were simulated for a minimum of 3 ps. To obtain the cell 





B.2. DFT geometry optimisations 
All calculations were performed using the CASTEP (version 5.11) simulation 
package [156]. The Hamiltonian operator was approximated using the Perdew-
Burke-Ernzerhof (PBE) [147] exchange-correlation functional, with the molecular 
wavefunction description provided by ‘RECPOT’ pseudopotentials and a plane 
wave basis set operating at 900 eV, which gave convergence to within 4 meV per 
atom. In addition, the Tkatchenko-Scheffler dispersion correction was applied [157]. 
The electronic structure was sampled at the gamma position only in the Brillouin 
zone due to the large size of the primitive unit cell (resulting in a k-point sampling 
grid of no greater than 0.06 Å-1). The potential energy surface was searched for 
energy minima by means of the limited-memory Broyden-Fletcher-Goldfarb-
Shanno (LBFGS) algorithm [158]. Structures were considered to be optimised when 
the energy per atom, maximum force, maximum stress and maximum atomic 
displacement converged to the values of 0.2x10-4 eV atom-1, 0.05 eV Å-1, 0.5 GPa 
and 0.001 Å, respectively.  
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C. Appendix C: DLMONTE sample input files 
C.1. FIELD file  
The following field file corresponds to a 2 x 2 x 2 supercell with 78 Na+ cations. 
The combined Aqvist-Akten parameters are given. 
Zeolite RHO simulation 
CUTOFF 14 
UNITS  eV 
NCONFIGS 1 
ATOMS 4 
Al core 26.9820 1.3663518720 
Na core 22.9900 1.0000000000 
O core 15.9998 -1.0000000000 
Si core 28.0900 1.9066161894 
MOLTYPES 2 
sodium 
ATOMS 1 1 






Na core Na core lj 0.0011415973 1.825 
Na core Si core lj 0.0054500104 2.872 
Na core Al core lj 0.0056725507 2.872 





C.2. CONTROL file (GCMC) 
# USE BLOCK                     # 'use' block - simulation control 
use gaspressure 
use ortho                       # use orthorhombic PBC for speed-up (if the cell is cubic) 
use rotquaternion               # Use quartenions rather than Euler's method for rotation 
finish                          # close the 'use' block 
 
#STEPS 
steps                 35000000  # Number of moves to perform in simulation 
equilibration         0  # Equilibration time before statistics are gathered (in moves) 
 
# TEMPERATURE 
temperature           300       # Set the temperature 
 
# ACCEPTANCE FOR TRANSLATION 
acceptmolmoveupdate  100000     # Period (in moves) at which the maximum move size is recalculated 
acceptmolmoveratio   0.5        # target acceptance ratio (default is 0.37, real) 
maxmoldist           0.2        # max distance to move a molecule (acceptmolmoveupdate n frequency of updating 
maxmoldist 
 
# ACCEPTANCE FOR REINSETION 
acceptatmmoveupdate  99999999   # Frequency to update atom move 
acceptatmmoveratio   0.5        # target acceptance ratio (default is 0.37, real) 
maxatmdist           14.0       # max distance to move atom 
 
# ACCEPTANCE FOR ROTATION 
acceptmolrotupdate   100000     # Frequency to update molecule 
acceptmolrotratio    0.5        # target acceptance ratio (default is 0.37, real) 
maxmolrot            360        # max angle to rotate a molecule 
 
# PRINT OPTIONS 
revconformat          dlmonte   # REVCON file is in DL_POLY CONFIG format 
archiveformat         dlpoly4   # ARCHIVE format 
stack                 100       # Size of blocks (in moves) for block averaging 
yamldata              100000    # Print to YAML file every x iterations 
print                 100000    # Information is output every 'print' moves 
check                 100000    # Perform energy check every n iterations 
statistics            100000    # Print to PTFILE 
sample coords         100000    # Print to HISTORY file 
 
#GCMC TRANSLATE 




# GCMC INSERTION/DELETION       # Perform GCMC insertion and deletion 
move gcinsertmol 1 34 
CO2 8.494629248e-03 
 
# GCMC ROTATION                 # Perform rotation moves 








C.3. CONTROL file (Replica Exchange MC) 
# USE BLOCK                     # 'use' block - simulation control 
use gaspressure 
use ortho                       # use orthorhombic PBC for speed-up (if the cell is cubic) 
use repexch 16  100  1000      # Replica-Exchange with 16 replicas, delta T = +100, sampling every 1000 MC 
steps 
finish                          # close the 'use' block 
 
distewald                      # Spread ewald calculation over multiple cores 
 
#STEPS 
steps                 40000000  # Number of moves to perform in simulation 
equilibration         0         # Equilibration time before statistics are gathered (in moves) 
 
# TEMPERATURE 
temperature           300       # Set the temperature 
 
# ACCEPTANCE FOR TRANSLATION 
acceptmolmoveupdate  100000     # Period (in moves) at which the maximum move size is recalculated 
acceptmolmoveratio   0.5        # target acceptance ratio (default is 0.37, real) 
maxmoldist           0.2        # max distance to move a molecule (acceptmolmoveupdate n frequency of updating 
maxmoldist 
 
# ACCEPTANCE FOR REINSETION 
acceptatmmoveupdate  99999999   # Frequency to update atom move 
acceptatmmoveratio   0.5        # target acceptance ratio (default is 0.37, real) 
maxatmdist           14.4       # max distance to move atom 
 
# PRINT OPTIONS 
revconformat          dlmonte   # REVCON file is in DL_POLY CONFIG format 
archiveformat         dlpoly4   # ARCHIVE format 
stack                 100       # Size of blocks (in moves) for block averaging 
yamldata              100000    # Print to YAML file every x iterations 
print                 100000    # Information is output every 'print' moves 
check                 100000    # Perform energy check every n iterations 
statistics            100000    # Print to PTFILE 
sample coords         100000    # Print to HISTORY file 
 
#GCMC TRANSLATE 
move molecule 1 50              # Perform translation moves for 1 molecule type X percent of the time 
sodium 
 
#GCMC REINSERT                 # Perform reinsertion moves for 1 atom type X percent of the time 













D. Appendix D: Sample GROMACS file 
D.1. GROMPP mdp file 
; RUN CONTROL PARAMETERS 
integrator               = md-vv             ; Integrator 
 
; LENGTH OF SIMULATION AND TIME STEP 
tinit                    = 0                 ; Initial time in ps 
dt                       = 0.001             ; Time step in ps 
nsteps                   = 1000000              ; number of steps 
 
; TEMPERATURE AND PRESSURE OF THE SYSTEM 
ref_t                    = 300               ; in K 
ref_p                    = 0.0               ; in bar 
 
# THERMOSTAT OPTIONS 
Tcoupl                   = nose-hoover       ; Thermostat 
tau_t                    = 0.1               ; Time constant (ps) 
tc-grps                  = System            ; Groups to couple separately 
 
; BAROSTAT OPTIONS 
Pcoupl                   = MTTK              ; Barostat 
Pcoupltype               = isotropic         ; Isotropic or otherwise 
tau_p                    = 1.0               ; Time constant (ps) 
compressibility          = 4.5e-5            ; 1/bar 
 
; RESTART or CONTINUE: YES (1) or NO (0) 
init_step                = 1                 ; Restart parameter 
 
; GENERATE VELOCITIES FOR STARTUP RUN 
gen_vel                  = no               ; Generate velocities 
gen_temp                 = 300               ; Initial temperature to draw velocities from 
gen_seed                 = 1993              ; Define seed for reproducible trajectories 
 
; VDW SETTINGS 
vdw-modifier             = Force-switch      ; Smoothly switches the forces to zero between rvdw-switch and rvdw 
rvdw-switch              = 1.3               ; Start switching the force 
rvdw                     = 1.4               ; Cut-off 
DispCorr                 = EnerPres          ; Apply long range dispersion corrections for Energy and Pressure 
 
; ELECTROSTATIC SETTINGS 
coulombtype              = PME 
rcoulomb                 = 1.4               ; Coulombic cut-off 
epsilon-r                = 1                 ; Dielectric constant 
fourierspacing           = 0.12              ; Spacing for the PME/PPPM FFT grid 
pme_order                = 4                 ; cubic interpolation 
ewald_rtol               = 1e-06             ; Coulombic tolerance 
 
; PERIODIC BOUNDARY CONDITIONS 
pbc                      = xyz               ; Apply PBCs 
periodic_molecules       = yes               ; Apply PBCs 
 
; NEIGHBORSEARCHING PARAMETERS 
 
cutoff-scheme            = Verlet            ; Verlet or group (group will be removed in the future) 
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nstlist                  = 5                 ; Update the neighbour list every 5 steps. This will be optimised by default. 
ns_type                  = grid              ; Update the neighbour list based on a grid 
rlist                    = 1.4               ; This value should be set but is ignored in Verlet lists 
 
; COM removal 
comm-mode                = Linear            ; mode for center of mass motion removal - change to angular if whole 
system rotates 
nstcomm                  = 1                 ; number of steps for center of mass motion removal 
nstcalcenergy            = 1                 ; number of steps for center of mass motion removal (energy) 
comm_grps                = System            ; Apply COM removal to the whole system 
 
 
; OUTPUT CONTROL OPTIONS 
nstxout                  = 10000               ; Output coordinates every 
nstvout                  = 0                 ; Output velocities every 
nstfout                  = 0                 ; Output forces every 
nstlog                   = 10000               ; Output energies to the log file every 
nstenergy                = 10000               ; Output energies to energy file every 




D.2. Abridged topology file 
;# RHO topology file 
 
; Inter-molecular part : 
 
[ defaults ] 
; nbfunc   comb-rule   gen-pairs  fudgeLJ  fudgeQQ 
1 2 no 1.0 0.600 
 
[ atomtypes ] 
; name   mass     charge ptype   sigma(nm)  epsilon (kJ/mol) 
Al 26.982000  1.366352  A 0.392000 2.719600 
Cx 12.000000  0.651200  A 0.275700 0.233635 
Na 22.990000  1.000000  A 0.182495 0.110147 
 O 15.999800 -1.000000  A 0.315000 0.635968 
Ox 15.998000 -0.325600  A 0.303300 0.668687 
Si 28.090000  1.906616  A 0.392000 2.510400 
 
[ nonbond_params ] 
Cx Si 1 0.00 0.00 
Cx Al 1 0.00 0.00 
Ox Si 1 0.00 0.00 
Ox Al 1 0.00 0.00 
Na O 1 0.300000 0.205674 
 
; Intra-molecular part : 
 
[ moleculetype ] 
; Name nrexcl 
SOD 0 
 
[  atoms ] 
; nr type  resnr residue  atom  cgnr charge  mass 
   1 Na 1 SOD Na  1  1.000000 22.990000 
 
; Intra-molecular part : 
 
[ moleculetype ] 
; Name nrexcl 
RHO 0 
 
[  atoms ] 
; nr type  resnr residue  atom  cgnr charge  mass 
   1 Al 1 RHO Al  1  1.366352 26.982000 
   2 Al 1 RHO Al  1  1.366352 26.982000 
   3 Al 1 RHO Al  1  1.366352 26.982000 
 
[ bonds ] 
;  ai    aj    type     r0 (nm)   ks (kJ/(mol nm2) 
   1  241 1 0.176000 185769.598677 
   1  570 1 0.176000 185769.598677 
   1  769 1 0.176000 185769.598677 
 [ angles ] 
;    ai    aj    ak type    theta0 (degr)   kb (kJ/(mol rad2) 
   1  241 1057 1 136.000000 58.576000 
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   1  570 1089 1 136.000000 58.576000 
   1  769 1130 1 136.000000 58.576000 
 [ pairs ] 
; ai    aj  funct      f_qq    qi     qj   sigma (nm)  epsilon (kJ/mol) 
   1  257 2 0.600000  1.366352 -1.000000 0.353500 1.315134 
   1  318 2 0.600000  1.366352 -1.000000 0.353500 1.315134 
   1  378 2 0.600000  1.366352 -1.000000 0.353500 1.315134 
 [ exclusions ] 
; ai    aj 
    1   241 
    1   257 
    1   318 
; Intra-molecular part : 
 
[ moleculetype ] 
; Name nrexcl 
CO2 0 
 
[  atoms ] 
; nr type  resnr residue  atom  cgnr charge  mass 
   1 Cx 1 CO2 Cx  1  0.651200 12.000000 
   2 Ox 1 CO2 Ox  1 -0.325600 15.998000 
   3 Ox 1 CO2 Ox  1 -0.325600 15.998000 
 
 
[ bonds ] 
;  ai    aj    type     r0 (nm)   ks (kJ/(mol nm2) 
   1    2 1 0.117800 819612.122164 
   1    3 1 0.117800 819612.122164 
   2    3 1 0.235300 72609.135483 
 
[ angles ] 
;    ai    aj    ak type    theta0 (degr)   kb (kJ/(mol rad2) 
   2    1    3 1 180.000000 441.411997 
[ exclusions ] 
; ai    aj 
    1     2 
    2     3 
    1     3 
 




[ molecules ] 








D.3. PLUMED metadynamics 
# Define variable to bias again (the position of atom 5) 
p: POSITION ATOM=5 
 
# Activate metadynamics # depositing a Gaussian every 500 time steps, 
# with height equal to 1.0 kJoule/mol,# and width 0.01 nm. 
metad: METAD ARG=p.x,p.y,p.z, PACE=500 HEIGHT=1.0 SIGMA=0.01,0.01,0.01  FILE=HILLS 
 
# Biasing against position so must ensure that a reference structure is used 
FIT_TO_TEMPLATE REFERENCE=REF.pdb 
 
# monitor the two variables and the metadynamics bias potential 
PRINT STRIDE=500 ARG=p.x,p.y,p.z,metad.bias FILE=COLVAR
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E. Appendix E: Langmuir fitting comparison 
Table E.1: qsat parameters for fitting with three single-site Langmuir models 
Fitting Temperature (K) O2 N2 He Ar Kr Xe CH4 CO2 
normal 285 6.061 4.417 2.6646 4.715 5.2281 4.901 6.4621 6.7062 
LP 285 -15.8474 1.2977 -22.394 -18.3514 2.8796 8.1282 16.4618 6.5818 
HP 285 7.0592 4.0466 2.8284 4.8962 5.2494 5.045 7.4461 7.0955 
normal 300 6.3214 2.9666 2.3834 4.0178 4.3279 4.6373 6.4073 4.7186 
LP 300 7.0937 2.2381 1.8259 2.4135 2.4213 7.6279 -12.3639 4.4825 
HP 300 6.672 3.0852 2.7037 4.2063 4.3626 4.7907 8.0139 5.195 
normal 315 5.7822 4.1846 2.525 4.3384 3.8889 4.8748 8.1911 6.096 
LP 315 1.6482 4.1172 1.457 -2.7567 -229.278 3.8843 9.2363 5.891 
HP 315 6.3025 3.4189 3.0042 4.2028 3.9879 4.5938 10.1385 6.6025 
Table E.2: b parameters for fitting with three single-site Langmuir models 
Fitting Temperature (K) O2 N2 He Ar Kr Xe CH4 CO2 
normal 285 0.0232 0.1729 0.0061 0.0202 0.032 0.1365 0.2742 48.5743 
LP 285 -2.15474 1.471265 -0.36355 -1.72324 0.484841 5.179202 21.06161 2773.849 
HP 285 0.9742 3.4262 0.0462 0.4642 0.8768 3.2972 10.7194 543.8488 
normal 300 0.0169 0.1942 0.0063 0.0189 0.0299 0.1021 0.1591 23.7306 
LP 300 0.750523 1.224107 0.027251 0.183228 0.314753 3.46452 -9.22059 817.1519 
HP 300 0.7085 1.677 0.0404 0.318 0.563 2.223 6.7677 137.5841 
normal 315 0.0146 0.0722 0.0055 0.0141 0.0262 0.0671 0.0683 32.8917 
LP 315 0.13949 1.42321 0.020092 -0.16709 -22.9987 1.318269 4.665106 1717.737 
HP 315 0.5268 1.1456 0.0414 0.2579 0.4046 1.5412 5.2376 315.4588 
Negative values indicate an intercept below the origin. These results are mathematically correct but indicate a poor fit (only 
positive values are physical).
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F. Appendix F: Comparison of Na-RHO with other zeolites 
F.1. CO2/CH4 
Table F.1: Isosteric Heats of Adsorption (CO2/CH4) 
kJ/mol CO2 CH4 Type 
Na-RHO -40.3 -25.4 Simulated 
Zeolite-5A -40 -20 Experimental [115] 
 
Table F.2: Henry’s constant (CO2/CH4) 
mmol/g/bar CO2 CH4 Type 
Na-RHO 483  1.03  Simulated 
Na-5A 1280  3.5  Experimental [159] 
 
Table F.3: Comparison of uptake (CO2/CH4) 
 CO2 CH4 Type 
Zeolite-5A  
(9 bar/303 K) 
3.8 mmol/g 1.8 mmol/g Experimental [115] 
Na-RHO 
(1 bar/298 K) 





F.2. Noble Gases 
Table F.4: Isosteric Heats of Adsorption (noble gases) 
 
Table F.5: Henry’s Constants (noble gases) 
 













kJ/mol Ar Kr Xe Type 
Zeolite – 5 A -14 [160] -18  [161] -24 [161] Experimental 
Na-RHO -11   -12.5  -17.5  Simulated 
mmol/g/bar Ar Kr Xe Type 
Zeolite 4A  
(283 K) 
n/a 0.42   n/a Experimental [122] 
Silicalite (MFI) 
305 K 
0.174  0.7   n/a Experimental [162] 
Zeolite 5A 
(300 K) 
n/a n/a 0.8 Experimental [163] 
Na-RHO  (298 K) 0.07 0.02 0.46 Simulated 
mmol/g Ar Kr Xe Type 
Zeolite – 13X 
(10 bar 303 K) 






(298 K 9 bar) 




Table F.7: Isosteric heat of adsorption (O2/N2) 
 O2 N2 Type 
Zeolite-13X -7 kJ/mol -17 kJ/mol Experimental [165] 
Na-RHO -12.7 kJ/mol -23.6 kJ/mol Simulated 
 
Table F.8: Henry’s constants (O2/N2) 
mmol/g/bar O2 N2 Type 
Zeolite-5A 0.138  0.514  Experimental [166] 
Na-RHO 0.11 0.44  Simulated 
 
Table F.9: Comparison of uptake (O2/N2) 
 O2 N2 Type 
Zeolite-13X 
(0.6 bar/303 K) 
0.06  0.152  Experimental [165] 
Na-RHO 
(1 bar/298 K) 
0.06  0.3  Simulated 
 
