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I N T R O D U C T I O N
Les besoins de la défense en imageur pour la vision nocturne ou détection de sources
thermiques ont contribué au financement de travaux de recherche fondamentale
et au développement industriel de détecteurs infrarouge (IR). Le développement
s’est fait par la recherche de nouveaux matériaux et de nouvelles structures dans
le but d’obtenir des détecteurs plus performants pour la détection, mais aussi
pour répondre à des besoins d’utilisation sur le terrain tels que la réduction de
l’encombrement ou une faible consommation électrique.
Il existe deux grandes familles de détecteurs : les détecteurs quantiques, constitués
de matériaux semiconducteurs qui créent une paire électron-trou par absorption
d’un photon, et les détecteurs thermiques, qui s’échauffent lors de l’exposition à un
rayonnement.
L’avantage des détecteurs thermiques, également appelés détecteurs non refroidis,
vient de leur utilisation à température ambiante, ce qui permet une production bas
coût. Cependant, ces détecteurs sont limités par des performances moindres en
terme de sensibilité et de temps de réponse comparés aux détecteurs quantiques
fonctionnant généralement à des températures cryogéniques. Ces détecteurs IR
refroidis et non-refroidis sont aujourd’hui à maturité technologique et industrialisés,
démocratisant leur utilisation dans des domaines autres que militaire (télécommuni-
cation, astronomie, contrôle industriel, etc). Cependant, tous les besoins ne sont pas
encore couverts.
Les grands axes de recherche et de développement actuels des détecteurs IR
sont :
• L’amélioration des performances intrinsèques du système de détection, c’est-à-
dire de leur sensibilité ou de leur temps de réponse.
• L’augmentation de la température de fonctionnement pour les détecteurs quan-
tiques (> 110K), permettant de réduire le poids, l’encombrement et la consom-
mation des machines à froid.
• Un fonctionnement multispectral, c’est-à-dire une détection sur plusieurs
bandes spectrales.
• L’augmentation du format des matrices (format mégapixel) et l’amélioration
de leur uniformité.
Ces critères définissent ce qu’on appelle les détecteurs IR de troisième génération
[Rogalski et al., 2009]. Une seule filière ne peut répondre à tous ces besoins simul-
tanément. Actuellement, plusieurs filières sont en développement pour combler
ces besoins. La filière des superréseaux (SR) InAs/GaSb est une de ces filières
émergentes. Elle fut proposée pour la première fois pour la détection IR en 1987 par
[Smith et Mailhiot, 1987]. Cette structure SR consiste en un empilement périodique
des semiconducteurs III-V InAs et GaSb. De par la nature même des matériaux et
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leur structuration, les SR présentent des avantages théoriques tel qu’une énergie
de bande interdite accordable, un faible courant d’obscurité dû au faible taux de
recombinaison Auger ainsi qu’une masse effective élevée permettant de limiter les
courants tunnels.
Plusieurs équipes à travers le monde travaillent actuellement au développe-
ment des SR InAs/GaSb. En France, l’Institut d’Electronique et des Systèmes
(IES) travaille sur le sujet depuis 2002 [Rodriguez et al., 2005a, 2006] et a réalisé
l’ensemble des composants SR étudiés au cours de ma thèse. L’IES développe des
photodiodes à SR qui sont réalisées par Epitaxie à Jet Moléculaire (EJM). L’IES
s’est plus particulièrement intéressé au développement de SR InAs/GaSb pour un
fonctionnement dans le moyen IR (3 - 5 µm), en focalisant son étude sur la flexibilité
des structures SR InAs/GaSb. En effet, alors que la plupart des détecteurs SR
réalisés de par le monde ont une période dite symétrique (i.e. les épaisseurs d’InAs
et de GaSb dans la période sont égales), l’IES propose des structures asymétriques
avec plus d’InAs que de GaSb dans la période (InAs-rich) ou inversement plus de
GaSb que d’InAs (GaSb-rich).
Au début des années 2010, différents acteurs français de la détection IR (IES,
CEA-LETI, ONERA, LPN) se sont réunis dans le cadre de plusieurs projets (une
REI, l’ANR INTREPID et le PEA VITRAIL) afin de réaliser, fin 2013, la première
matrice SR InAs/GaSb fonctionnant dans le moyen IR (entre 3 et 5µm). Les détails
de la réalisation de cette matrice se trouvent dans la thèse de Rachid Taalat [Taalat,
2013]. Parallèlement, en 2012, trois thèses ont commencé simultanément en France
sur le sujet du SR InAs/GaSb. A l’IES, Marie Delmas réalise les composants SR et
cherche à optimiser les performances de ces détecteurs. A l’Onera, Edouard Giard
réalise des mesures électro-optiques fines sur ces détecteurs. Enfin, ma thèse a porté
sur le développement d’un outil de modélisation pour les SR InAs/GaSb.
En effet, au début de ce travail, il existait un besoin en modélisation, car malgré des
premiers résultats encourageants pour des structures InAs-rich (qui présentent de
faibles courants d’obscurité comparées à des structures symétriques), les détecteurs
développés à l’IES n’atteignaient pas encore les rendements quantiques attendus
théoriquement, qui sont censés être équivalents à ceux des détecteurs IR à l’état
de l’art. Il fallait donc mieux comprendre le fonctionnement théorique de ces
structures et mettre en place une modélisation qui à terme permettra la prédiction
des propriétés des SR et ainsi l’orientation des nouvelles structures réalisées. De
plus, le code de modélisation historique développé à l’IES [Rodriguez, 2005] ne
permet pas une compréhension fine du fonctionnement de ces détecteurs, car il
est limité à la seule prédiction de la longueur d’onde de coupure d’une structure
SR. C’est pourquoi l’IES a fait appel à l’Onera, pour son expertise en matière de
caractérisation de détecteurs IR, et à Thalès Research & Technologie (TRT), pour
sa connaissance théorique et ses modèles développés pour des hétérostructures
quantiques (laser à cascade quantique, multi-puits quantiques, SR). Ma thèse s’est
donc déroulée en collaboration entre ses trois laboratoires.
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L’objectif de ce travail était, dans un premier temps, de développer un outil
de modélisation permettant de rendre compte du fonctionnement des SR actuelle-
ment réalisés à l’IES dans le moyen IR et donc d’en comprendre les limitations. Puis,
dans un second temps, en utilisant les résultats obtenus au cours de cette thèse, de
proposer de nouvelles structures SR pour la détection dans le lointain IR (entre 8 et
12µm).
Ce mémoire est composé de trois chapitres correspondants aux différentes
phases de l’étude.
Le premier chapitre rappelle le contexte de la détection IR, présente le prin-
cipe de fonctionnement des détecteurs SR InAs/GaSb ainsi que l’état de l’art des
réalisations et outils de modélisation associés. A la fin de ce chapitre, j’exposerai les
raisons qui nous ont conduit à choisir la méthode kp 18 bandes pour modéliser la
structure de bandes et les fonctions d’onde des SR InAs/GaSb.
Dans un second chapitre, je présenterai en détail les trois types de structures
SR étudiées pendant ma thèse et la méthode kp 18 bandes adaptée aux particu-
larités du SR avec un alignement de type III. Je présenterai ensuite une étude de
sensibilité de l’énergie de bande interdite en fonction des différents paramètres
physiques en entrée de mon modèle afin de déterminer les valeurs permettant de
rendre compte des propriétés optiques des SR réalisés à l’IES en fonction de la
température (photoluminescence et coefficient d’absorption).
Enfin, dans le troisième chapitre, je présenterai un certain nombre de para-
mètres physiques calculés (masse effective, densité d’état, absorption sous champ
électrique) pour les trois types de SR étudiés, ainsi que des abaques pour des
SR InAs/GaSb dont la période sera composée de i MC d’InAs et j MC de GaSb
(avec (i, j) ∈ [4, 23]). Ces abaques pourront ensuite servir au choix de nouvelles
structures SR ayant de meilleures performances, notamment dans le LWIR, où les SR
InAs/GaSb pourraient apporter des améliorations aux détecteurs matriciels actuels
en terme de sensibilité, d’uniformité et de stabilité temporelle des corrections. Je
conclurai ce manuscrit par une comparaison globale entre les trois types de SR
étudiés. Je proposerai ensuite une structure SR InAs/GaSb pour la détection dans
le LWIR et j’établirai des pistes de développement de modélisation pour avoir un
outil de prédiction des performances électro-optiques globales d’un détecteur SR
InAs/GaSb.
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É TAT D E L’ A RT D E S D É T E C T E U R S S R I N A S / G A S B E T D E
L E U R S M É T H O D E S D E M O D É L I S AT I O N
1.1 contexte de la détection infrarouge
Je présenterai ici les principes généraux de la détection infrarouge. Je parlerai
ensuite des enjeux actuels et ferai des réalisations SR InAs/GaSb actuellement en
développement pour y répondre.
Chaque objet porté à une température donnée émet des photons et le domaine
spectral de ce rayonnement dépend de la température de l’objet. Le domaine
spectral du visible est défini par l’ensemble des rayonnements vus par l’œil humain.
Les rayonnements thermiques des corps, à température ambiante (∼300K), que l’on
cherche à observer ici sont principalement dans le domaine spectral de l’IR et ne
sont pas visible à l’œil humain. Il faut donc développer des outils qui permettent la
détection de ces objets. La capacité de ces détecteurs à fonctionner repose sur trois
axes : la connaissance de la source, le milieu de propagation du rayonnement et la
capacité du détecteur à le voir.
1.1.1 Le rayonnement infrarouge
Le corps noir est un objet idéal totalement absorbant, c’est-à-dire qu’il absorbe l’inté-
gralité de l’énergie électromagnétique qu’il reçoit, sans en réfléchir ni en transmettre.
Ce corps noir réémet l’énergie qu’il reçoit sous la forme d’un rayonnement électroma-
gnétique. La luminance spectrale du corps noir est alors décrite par la loi de Planck :
L(λ, T) =
2hc2
λ5
· 1
e(hc)/(λkBT) − 1
(enW ·m−3 · sr−1) (1.1)
Où h est la constante de Planck, kB la constante de Boltzmann, c la vitesse de la
lumière dans le vide et T est la température du corps noir.
La figure 1.1 présente cette luminance pour différentes températures de corps noir.
Le maximum de cette luminance se déplace vers les grandes longueurs d’onde
lorsque la température diminue selon la loi de Wien :
λmax(T) =
2898
T
(λ en µm et T en K) (1.2)
La surface de la terre étant à 300K, les objets que l’on veut détecter peuvent être
considérés comme des corps noirs autour de cette température, ils ont donc d’après
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Figure 1.1: Luminance spectrale d’un corps noir à plusieurs températures.
la loi de Wien un maximum d’émission autour de 10 µm dans l’infrarouge. Pour les
objets dont la température est plus élevée, le maximum du spectre d’émittance se
déplace vers les courtes longueurs d’ondes de l’IR.
Cependant, la connaissance de la source ne suffit pas pour permettre de réali-
ser une détection dans l’infrarouge, il faut aussi connaître le milieu de propagation
de ce rayonnement.
Le milieu de propagation est généralement l’atmosphère terrestre qui présente de
fortes absorptions dans l’infrarouge, notamment du fait de molécules telles que
H20 et CO2. La transmission de l’atmosphère dépend donc de paramètres locaux,
comme le niveau d’humidité et la distance d’observation.
Figure 1.2: Transmission de l’atmosphère en fonction de la longueur d’onde.
La figure 1.2 présente un exemple de spectre de transmission de l’atmosphère.
Les fenêtres de transmission de l’atmosphère dans l’infrarouge sont classées de la
manière suivante :
• Le proche infrarouge (SWIR) entre 0,7 et 2,5 µm.
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• Le moyen infrarouge (MWIR) entre 3 et 5 µm.
• Le lointain infrarouge (LWIR) entre 8 et 12 µm.
• Le très lointain infrarouge (VLWIR) > 12 µm.
Les détecteurs IR à SR InAs/GaSb qui seront étudiés dans ce manuscrit fonctionnent
dans la fenêtre de transmission du MWIR. Ils permettent la détection d’objets à des
températures ambiantes mais, ils sont aussi efficaces pour les sources plus chaudes
telles que les moteurs d’engin.
1.1.2 Détecteurs infrarouge quantiques et enjeux actuels
Le détecteur quantique fonctionne sur le principe de l’effet photoélectrique. L’ab-
sorption d’un photon d’une scène engendre la création d’une paire électron-trou
dans le matériau. Cette paire électron-trou, en se déplaçant, crée un courant. Sa
collecte par un contact sera alors la signature de la présence initiale du photon. Ce
type de détecteur est rapide et performant, mais fonctionne généralement à des
températures cryogéniques pour la détection dans le MWIR ou le LWIR pour limiter
le bruit induit par l’agitation thermique des porteurs.
La recherche motivée par les applications de la défense a permis le dévelop-
pement de détecteurs fonctionnant dans l’ensemble des fenêtres de l’atmosphère.
Pour couvrir ces fenêtres, différentes technologies de détecteurs quantiques existent
et certaines sont suffisamment matures pour être industrialisées.
Selon la gamme de longueurs d’onde visée et les applications, différents matériaux
ont été utilisés. Dans la fenêtre SWIR, les matériaux disponibles sont le MCT
(Mercure Cadmium Tellure) et l’InGaAs qui domine le marché dans cette fenêtre.
Dans la fenêtre MWIR, on retrouve l’InSb et le MCT, qui détectent sur une large
bande spectrale, et les détecteurs QWIP (Quantum Well Infrared Photodetector)
qui présentent une réponse spectrale centrée sur une longueur d’onde ajustable en
fonction de la structure. Enfin dans le LWIR et VLWIR, on retrouve le MCT et les
QWIP. On peut aussi citer les détecteurs Si :As et Si :Ga qui ont une détection sur très
large bande spectrale, comprise entre 2 et 28 µm, mais au prix d’un fonctionnement
à très basse température (10 K).
Bien que différentes filières aient atteint un haut niveau de maturité technologique,
tous les besoins ne sont pas encore couverts.
Les grands axes de R&D sont les suivants :
• Une température de fonctionnement plus élevée (> 110K). En effet, ceci permet-
tra de diminuer l’encombrement dû à la machine à froid et la consommation
électrique du système. Dans les utilisations de caméra embarquée, ce critère
est très important et permet d’augmenter la durée de vie du système.
• Une capacité de fonctionnement sur plusieurs bandes spectrales. D’un point de
vue industriel, il est très avantageux qu’une même filière permette de produire
des détecteurs sensibles dans les différentes fenêtres de transmission de l’IR.
La filière devra donc notamment être en mesure de produire des détecteurs
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pour le VLWIR, qui est une fenêtre imposée par des applications spatiales et
militaires. De plus, un avantage de cette filière sera le fonctionnement multis-
pectral, où un même détecteur sera capable de fonctionner à différentes bandes
spectrales.
• Des performances électro-optiques élevées (fort rendement quantique et faible
courant d’obscurité). Le détecteur devra présenter un rapport signal à bruit
satisfaisant, ce critère dépendant bien sûr des différentes applications.
• Une bonne uniformité et une taille de pixel faible permettant de réaliser des
matrices de grand format.
Le SR InAs/GaSb est une filière émergente qui, vis à vis des critères précédents,
peut apporter des progrès par rapport aux différentes filières déjà implantées : l’InSb,
le HgCdTe et les QWIP.
1.2 la structure quantique à superréseau
Je vais dans un premier temps faire une présentation générale de la structure quan-
tique à superréseau, ainsi que de ces principales caractéristiques. J’expliquerai en-
suite l’intérêt de ces structures pour la détection infrarouge. Enfin, je finirai par l’état
de l’art des détecteurs infrarouge à base de SR développés au cours de ces 25 der-
nières années au niveau mondial.
1.2.1 Le superréseau
Le superréseau est un empilement périodique de couches fines, typiquement de
quelques monocouches (MC) à plusieurs dizaines de monocouches de différents
matériaux dans une direction donnée (figure 1.3). Le nom de "superréseau" vient
d’ailleurs du fait que le réseau de matériaux de la structure introduit une périodicité
artificielle qui se superpose à la périodicité naturelle du cristal.
1.2.1.1 Les alignements de bande
La structure SR est réalisée par croissance successive de semiconducteurs ayant des
énergies de bande interdite Eg différentes sur un substrat. L’alignement des bandes
de valence et de conduction dans la période varie en fonction des matériaux choisis,
comme montré schématiquement pour les bandes de valence sur le bord droit de la
figure 1.3. On recense trois types d’alignement, qui sont résumés sur le schéma de
la figure 1.4. Dans le cas de l’alignement de type I, le gap du matériau 2 est contenu
dans le gap du matériau 1. Pour un alignement de type II, les énergies de bande
interdite des matériaux sont décalées l’une par rapport à l’autre, mais la bande de
conduction (ou de valence) du matériau 2 est contenue dans le gap du matériau 1.
Enfin l’alignement de type III est un cas particulier de l’alignement de type II où les
énergies de bande interdite des deux matériaux sont totalement décalées les unes par
rapport aux autres : le bas de la bande de conduction du matériau 2 se trouve à une
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Potentiel de la structure
Figure 1.3: Représentation schématique d’une structure quantique à superréseau.
énergie inférieure à celle de la bande de valence du matériau 1. Le SR InAs/GaSb
étudié dans cette thèse est un SR de type III.
Figure 1.4: Représentation schématique des différents types d’alignement possibles pour
une structure quantique à SR.
1.2.1.2 Les interfaces des SR
Les SR pour lesquels un atome commun est présent dans les deux matériaux de la
période est appelé SR à atome commun (SR-AC) comme par exemple le SR AlAs/-
GaAs. Le SR InAs/GaSb est un SR sans atome en commun (SR-SAC), ce qui entraîne
l’apparition de deux interfaces possibles. La figure 1.5 présente schématiquement les
périodes de ces deux types de structures ainsi que leurs interfaces respectives. Nous
pouvons voir que dans le cas du SR-AC, il n’y a pas apparition d’un matériau dis-
tinct à l’interface de la période du fait de cet atome en commun (figure 1.5b). Dans le
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cas du SR-SAC, on voit apparaître un nouveau matériau à l’interface. La figure 1.5a
montre d’ailleurs, que selon l’empilement, il y a deux possibilités. Si l’InAs est sur
le GaSb, l’interface est une monocouche (MC) de GaAs ; dans le cas contraire, c’est
une MC d’InSb.
Figure 1.5: Représentation schématique des interfaces entre les matériaux d’un période pour
un SR-SAC (a) et pour un SR-AC (b)
1.2.1.3 Notion de minibande
Pour bien comprendre le phénomène d’apparition des minibandes, commençons
par étudier le cas simple de deux puits quantiques identiques juxtaposés. Chacun
des puits possède deux niveaux d’énergie discrets (figure 1.6b). La proximité des
puits induit un couplage qui fait apparaître de nouveaux niveaux d’énergie séparés
d’une énergie caractéristique de ce couplage, dépendant de la distance entre les
puits et de leur profondeur. Quand on augmente le nombre de puits couplés, le
nombre de niveaux d’énergie augmente proportionnellement et l’écart entre ces
niveaux diminue (figure 1.6c).
De plus, Dans le cas du SR, l’énergie thermique des porteurs est supérieure à
l’écart entre les niveaux d’énergie discrets : ils ne sont plus localisés sur les diffé-
rents niveaux d’énergie discrets mais sur un continuum que l’on nomme minibande.
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Figure 1.6: Niveaux d’énergies et fonctions d’onde dans un puits quantique unique (a), deux
puits quantiques (b), 10 puits quantiques formant une structure superréseau (c).
Ici sont représentées uniquement les deux premières minibandes pour la bande
de conduction. Figure issue de [Cervera, 2011]
Il se crée donc dans le SR une nouvelle structuration en énergie de bandes larges où
les porteurs se trouvent délocalisés sur l’ensemble de la structure. Le SR retrouve
donc un fonctionnement semblable à celui d’un semiconducteur massif.
De ce fait, L’absorption dans le SR a lieu entre minibandes : l’absorption d’un
photon provoque la transition d’un électron d’une minibande de valence vers une
minibande de conduction. L’énergie de bande interdite du SR correspond à la
différence d’énergie entre le haut de la première minibande de valence et le bas de
la première minibande de conduction. Il s’agit donc d’une absorption interbande.
Enfin, dans un superréseau, le porteur peut se déplacer sur l’ensemble de la
structure par effet tunnel et si l’épaisseur de la période est suffisamment faible, sa
fonction d’onde est donc fortement délocalisée dans la structure SR.
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1.2.2 Intérêt du superréseau InAs/GaSb pour la détection infrarouge
Cette partie présente les principaux avantages du SR pour répondre aux probléma-
tiques actuelles de la détection infrarouge et dans quelle mesure il est aujourd’hui
considéré comme une alternative aux filières déjà en place.
1.2.2.1 Accordabilité de la longueur d’onde de coupure
L’énergie de bande interdite d’un SR est directement liée au choix des semicon-
ducteurs de la période et à leurs épaisseurs. Par exemple, lorsque l’épaisseur des
deux matériaux est la même dans la période, l’énergie de bande interdite du SR
augmente quand l’épaisseur de la période diminue. Dans le cas du SR de type I,
l’énergie de bande interdite minimum que peut atteindre le SR est égale à celle
du matériau qui a la plus petite énergie de bande interdite. Pour un SR de type II
avec un alignement identique à celui de la figure 1.4, l’énergie de bande interdite
minimum atteignable par le SR est définie par la différence d’énergie entre la bande
de valence du matériau 1 et la bande de conduction du matériau 2.
Enfin dans le cas d’un alignement de type III, comme le montre le potentiel du SR
InAs/GaSb de la figure 1.4, il n’existe pas réellement d’énergie de bande interdite.
C’est le couplage dans le SR qui fait apparaître des minibandes et permet l’ouverture
d’un gap. Aussi, n’importe quelle longueur d’onde de coupure est théoriquement
accessible comme le montre la courbe orange de la figure 1.7. Des SR avec des
longueurs d’onde de coupure de 32 µm ont d’ailleurs été réalisés [Wei et al., 2002a].
Figure 1.7: Évolution de la longueur d’onde de coupure (en orange) et du recouvrement
des fonctions d’onde (en vert) en fonction de l’épaisseur de la demi période pour
un superréseau InAs/GaSb symétrique opérant à 80K. Figure issue de [Cervera,
2011].
Cependant, le recouvrement entre les fonctions d’onde d’électron et de trou dépend
aussi de l’épaisseur de la période comme on le voit sur la courbe verte de la figure
12
1.7. Ceci devient contraignant dans le régime LWIR, car le recouvrement diminue
avec l’épaisseur de la période.
En effet, dans les SR symétriques (l’épaisseur d’InAs et de GaSb dans la période
sont égales) il faut augmenter l’épaisseur des deux matériaux pour atteindre la
gamme des longueurs d’onde dans le LWIR. Or, en augmentant l’épaisseur des
puits et des barrières de la structure, le régime de fonctionnement du SR devient
progressivement celui d’un multipuits quantique où les puits sont découplés. Cette
diminution du recouvrement diminue l’absorption du SR et donc ses performances
électro-optiques. Mais des solutions existent pour répondre à ce problème notam-
ment grâce au développement de SR asymétriques où la quantité d’InAs dans la
période est plus importante que celle de GaSb.
Le SR InAs/GaSb a donc la possibilité de couvrir l’ensemble des bandes spec-
trales du MWIR au VLWIR. De plus, il est possible de créer dans un même SR
plusieurs structurations avec des épaisseurs de période différentes, permettant une
détection multispectrale. Intrinsèquement le SR répond donc aux principaux enjeux
de la détection IR pour un développement industriel de cette filière.
1.2.2.2 Diminution des recombinaisons Auger
La détection d’un photon dans un détecteur se fait grâce à deux mécanismes succes-
sifs :
1. l’absorption du photon qui provoque la création d’une paire électron-trou.
2. la collecte du porteur minoritaire (électron ou trou suivant la structure) qui
crée un photocourant.
Cependant, ces porteurs ont une durée de vie limitée, ils doivent donc être collectés
avant de se recombiner. Il existe trois types de recombinaison présentes dans
l’ensemble des semiconducteurs : la recombinaison radiative, la recombinaison
Shockley-Read-Hall (SRH) et la recombinaison Auger.
La recombinaison Auger est le facteur limitant des performances des détecteurs
IR à haute température [Mohseni et Razeghi, 1998]. Or, comme nous allons le voir,
théoriquement le taux de recombinaison Auger est plus faible dans les structures
SR que dans les autres matériaux et ce résultat a été démontré expérimentalement
[Youngdale et al., 1994].
Le phénomène de recombinaison Auger est un mécanisme à trois corps : 2
électrons et 1 trou ou 2 trous et 1 électron. Les recombinaisons Auger prédominantes
dans les matériaux semiconducteurs sont :
• La recombinaison Auger 1 : l’énergie créée par la recombinaison d’une paire
électron-trou est transférée à un autre électron, initialement dans l’état k1 sur
la bande de conduction, qui va alors passer dans l’état k2 sur la même bande
de conduction (figure 1.8a). Elle est prédominante dans le matériaux de type
n.
• La recombinaison Auger 7 : l’énergie crée par la recombinaison d’une paire
électron-trou est alors transférée à un trou léger qui va alors être transféré sur
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la bande de trous lourds (figure 1.8b). Elle est prédominante dans le matériaux
de type p.
Figure 1.8: Schéma présentant les principaux phénomènes de recombinaison Auger : a) Au-
ger 1 b) Auger 7.
Or, dans un SR InAs/GaSb la contrainte imposée par le substrat, sur lequel est
réalisée la croissance, lève la dégénérescence entre la bande de valence de trous
lourds et celle de trous légers. La transition pour un trou entre ces deux bandes
devient alors plus difficile, diminuant la recombinaison de type Auger 7.
De plus, la structuration du SR crée un repliement des bandes dans la direction de
croissance qui se retrouvent alors très aplaties. La bande de conduction étant plus
plate dans cette direction, la recombinaison Auger 1 s’en retrouve alors diminuée.
Du fait de la diminution des effets Auger dans les SR InAs/GaSb, ces détec-
teurs ont un rapport signal à bruit théorique meilleur que les détecteurs des
autres filières et devraient donc pouvoir fonctionner à plus hautes température à
iso-performance. Cependant, les réalisations actuelles de SR n’arrivent pas encore à
atteindre ces limites théoriques.
1.2.2.3 Masse effective élevée
Une observation empirique permet de remarquer que la masse effective des électrons
d’un semiconducteur est proportionnelle à son énergie de bande interdite [Kane,
1957]. Aussi, les semiconducteurs qui fonctionnent dans les gammes de longueur
d’onde qui nous intéressent (MWIR et LWIR) ont des énergies de bande interdites
assez faible et donc de petites masses effectives des électrons. Or, Les courants tun-
nels sont d’autant plus forts que la masse effective des électrons est faible, ce qui
crée un bruit supplémentaire dans les détecteurs IR.
Dans le SR InAs/GaSb, la masse effective n’est pas proportionnelle à l’énergie de
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bande interdite, elle est dépendante de la masse effective des matériaux constituants
la période. Ces structures ont donc le potentiel pour faire de la détection à très faible
énergie de bande interdite tout en limitant les effets dus au courant tunnel, ce qui
est très avantageux pour un fonctionnement dans le VLWIR.
Cependant, cet avantage est à relativiser du fait que le transport des porteurs sera
désavantagé par une augmentation de la masse effective. Un compromis est donc à
trouver dans le design du détecteur selon l’application visée.
1.2.2.4 Utilisation de matériaux III-V
La filière IR qui domine principalement le marché actuellement est la filière MCT,
donc un détecteur qui est composé d’un alliage de trois matériaux II-VI, contraire-
ment aux SR InAs/GaSb qui sont composés de deux matériaux III-V. Or, l’utilisation
de matériaux III-V, plutôt que d’un alliage de matériaux II-VI, permet une meilleure
stabilité de la structure et une meilleure uniformité de la réponse des pixels.
En effet, la croissance des matériaux III-V est mieux maîtrisée que celle des maté-
riaux II-VI. Ceci permet d’envisager réaliser des matrices de très grands formats
avec des SR InAs/GaSb à plus faible coût de production que des matrices MCT, car
plus facilement reproductibles, ce qui est un avantage pour l’industrialisation d’une
nouvelle filière.
1.2.3 Etat de l’art des détecteurs à base de superréseaux InAs/GaSb
1.2.3.1 Les figures de mérite
La performance ultime d’un détecteur est limitée par son courant d’obscurité, c’est
le courant électrique produit par la photodiode en l’absence de tout éclairement. La
figure de mérité intéressante à utiliser est la densité de courant d’obscurité :
Jobs =
Iobs
S
(A/cm2) (1.3)
Où Iobs est le courant d’obscurité et S la surface du détecteur. De plus, la densité de
courant d’obscurité étant dépendante de la tension appliquée à la diode, une autre
figure de mérite largement utilisée est le R0A, défini de la manière suivante :
R0A =
(
∂Jobs
∂V
)−1
V=0
(Ω · cm2) (1.4)
Où V est le potentiel appliqué. On cherchera donc à maximiser le R0A. Ces figures
de mérites permettent de rendre compte du bruit à l’obscurité d’un détecteur.
La seconde figure de mérite importante est le rendement quantique externe
qui est le rapport entre le nombre de charges collectées et le nombre de photons
incidents sur la photodiode. Cette grandeur permet de rendre compte de deux
mécanismes de fonctionnement du détecteur : l’absorption des photons et la collecte
des porteurs créés.
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Enfin, la détectivité spécifique est la figure de mérite qui explicite le rapport
signal à bruit et qui est donc utilisée pour les détecteurs IR :
D∗ =
qλη
hc
·
√
S∆f
Bruittotal
(Jones) (1.5)
Où c est la vitesse de la lumière, h la constante de Planck, λ la longueur d’onde, q
la charge élémentaire, η le rendement quantique, S la surface du détecteur, ∆f la lar-
geur de la bande passante et tout ceci divisé par le bruit total de la diode. L’unité de
la détectivité spécifique est le Jones = 1 cm · √Hz ·W−1. Le D∗ doit être maximisé.
Enfin, une figure de mérite généralement employée pour caractériser les caméras
(détecteur + optique), mais parfois utilisée par extension pour les détecteurs seuls,
est la différence de température équivalente au bruit (NETD pour Noise Equivalent
Temperature Difference). La NETD, exprimée en Kelvin, est la différence de tempéra-
ture du corps noir utilisé comme signal incident de telle manière à ce que le rapport
signal à bruit soit égal à 1. Cette figure de mérite est d’autant plus faible que le détec-
teur est sensible, mais présente l’inconvénient d’être très dépendante des conditions
de mesure (ouverture de l’écran froid, temps d’intégration, etc).
1.2.3.2 Performances du SR InAs/GaSb dans le monde
La grande accordabilité en longueur d’onde de coupure du SR InAs/GaSb lui permet
de fonctionner dans l’IR, du MWIR au VLWIR. Aussi, je présenterai les principaux
résultats mondiaux sur les détecteurs à base de SR InAs/GaSb en fonction de la
gamme spectrale de fonctionnement.
De plus, ces 10 dernières années, de nombreux groupes sont passés à de nouveaux
types d’architectures, plus complexes que la photodiode pin, dites structures à bar-
rières (M, nBn, CBIRD). Le fonctionnement détaillé des différentes structures à bar-
rières, dont je parle ici, est présenté dans l’annexe A.
• Pour le MWIR
Le tableau 1.1 résume les principaux résultats obtenus de par le monde sur les SR
dans le MWIR. Dans cette gamme de longueurs d’onde, les SR InAs/GaSb sont sou-
vent utilisés en structure pin, dont le fonctionnement est rappelé dans l’annexe A.
Les meilleurs résultats sont à ce jour obtenus par les SR InAs/GaSb développés par
l’équipe CQD (Center for Quantum Devices) qui utilise la structure M. Ils réalisent
notamment des matrices 320× 256 SR InAs/GaSb fonctionnant à des hautes tempé-
ratures (150 K) ayant des rendements quantiques de 67%.
• Pour le LWIR
De la même manière, le tableau 1.1 résume les principaux résultats obtenus de par
le monde sur les SR dans le LWIR.
A ces longueurs d’onde, des matrices mégapixel ont été réalisées par les groupes
CQD et JPL. La matrice mégapixel du CQD présente un rendement quantique 78%
et une NETD de 23,6mK, cependant ce résultat est à relativiser. En effet, en absence
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Table 1.1: Résumé de l’état de l’art MWIR pour les SR InAs/GaSb.
Groupe SR
InAs/GaSb
λc T rendement
quantique
R0A D
∗ NETD
(référence) (ZA en µm) (µm) (K) (%) (Ω · cm2) (Jones) (mK)
structure
CQD 8/11 (2)
[Wei et al.,
2005]
monoélément
pin
5 300 25 1,5·10−2 1 · 109 -
CQD (2)
[Razeghi
et al., 2011]
monoélément
et matrice M
4,2 150 60 - 1 · 1012 -
CQD (3)
[Chen et al.,
2015]
matrice
320× 256 M
4,9 150 67 - 1, 2 · 1012 11
Fraunhofer 9,5/12 (1,25)
[Walther
et al., 2005]
monoélément
pin
5,4 77 30 4 · 105 - -
Fraunhofer matrice
384× 288
3-4 77 - - - 17,9
[Rutz et al.,
2011]
bispectrale
pin
4-5 9,9
CHTM 8/8 (1,5)
[Plis et al.,
2007]
monoélément
pin
4,1 82 18 1 · 105 2 · 1012 -
CHTM 8/8
[Rodriguez
et al., 2007]
[Kim et al.,
2008]
monoélément
et matrice
nBn
4,2 300 18 - 1 · 109 -
SCD 8,6/13,5
[Klipstein
et al., 2013]
monoélément
et nBn
4,4 80 - - - -
IES 7/4
[Giard et al.,
2014b]
matrice
320× 256
pin
5 80 42 - - -
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Table 1.2: Résumé de l’état de l’art LWIR pour les SR InAs/GaSb.
Groupe SR
InAs/GaSb
λc T rendement
quantique
R0A D
∗ NETD
(référence) (ZA en µm) (µm) (K) (%) (Ω · cm2) (Jones) (mK)
structure
CQD 13/7 (6)
[Nguyen
et al., 2007]
mono
élément M
12 77 54 100 2, 2 · 1011 -
CQD 13/7 (3)
[Delaunay
et al., 2007]
matrice
320× 256
pin
12 150 31 13 2 · 1011 340
CQD 13/7 (4)
[Manurkar
et al., 2010]
matrice
1024× 1024
M
11 77 78 166 6 · 1011 23,6
JPL 14,5/7
(1,95)
[Gunapala
et al., 2011]
matrice
1024× 1024
CBIRD
11,5 80 21 - - 53
de toute indication précise, on peut supposer que, contrairement aux autres mesures
présentées précédemment, les mesures ont été réalisées sur une matrice avec un
traitement antireflet et en double passage, ce qui explique certainement le record
obtenue pour le rendement quantique.
• Pour le VLWIR
Le VLWIR est un domaine spectral encore peu adressé par le SR InAs/GaSb. Au-
cun résultat sur une matrice SR InAs/GaSb fonctionnant dans le VLWIR n’a encore
été publié à ce jour. L’équipe CQD a aussi publié des résultats sur une photodiode
à base de SR InAs/InAsSb pour la détection dans le VLWIR [Hoang et al., 2014].
Cependant des réserves ont été émises quand à l’utilisation de ce type de structure
SR en raison de faibles taux de recouvrement des fonctions d’onde [Klipstein, 2015]
et l’utilisation des SR InAs/InAsSb reste encore sujet à débats.
En conclusion, je présente sur la figure 1.9 un comparatif au niveau des R0A entre
l’état de l’art des détecteurs MCT en 2011 et les résultats de différentes équipes
travaillant sur le SR InAs/GaSb.
Notamment le Fraunhofer en Allemagne et les principales équipes américaines NRL
(Naval Research Laboratory) et l’équipe CQD (indiqué par NU, pour Northwestern
University sur le graphique). A cette liste on peut rajouter notamment le CHTM
(Center for High Technical Materials) qui fait partie des principaux acteurs interna-
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Table 1.3: Résumé de l’état de l’art VLWIR pour les SR InAs/GaSb.
Groupe SR
InAs/GaSb
λc T rendement
quantique
R0A D
∗ NETD
(référence) (ZA en µm) (µm) (K) (%) (Ω · cm2) (Jones) (mK)
structure
SCD (2)
[Klipstein
et al., 2013]
monoélément
nBn
10 77 35 - - -
CQD 17/7 (2)
[Wei et al.,
2002b]
monoélément 18,8 80 40 0,55 4, 5 · 1010 -
CQD 14/5 (2)
[Hood
et al., 2005]
monoélément 17 77 30 0,08 7, 6 · 109 -
Figure 1.9: R0A en fonction de la longueur d’onde de coupure pour différents détecteurs
à superréseau, comparés à l’état de l’art du MCT en 2011 [Razeghi et al., 2011].
L’équipe CQD est indiqué par NU et présente des résultats de détecteurs SR avec
une structure pin (NU (Binary-SL)) et une structure M (NEW - NU (M-SL)).
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tionaux de ce domaine. Cette figure montre que la filière des détecteurs à SR arrive
à obtenir des résultats parfois équivalent au MCT, en particulier dans le domaine
spectral du LWIR.
Cependant, la figure de mérite du R0A permet de rendre compte du niveau de
courant d’obscurité dans le détecteur, i.e. sa limite minimum de bruit, mais ne prend
pas en compte le signal reçu par le détecteur : la détectivité, le rendement quantique
ou encore la NETD. Les détecteurs MCT ont un rendement quantique moyen de
70% et une NETD de 27mK [Rogalski et al., 2009; King et al., 2006]. Or, j’ai présenté
auparavant un état de l’art des SR avec des rendements quantiques autour de 20 ou
30 %, seul le CQD arrive à obtenir des résultats allant jusqu’à 60 %.
En conclusion, même si la filière SR InAs/GaSb pour la détection IR est au-
jourd’hui arrivée à une certaine maturité technologique dans différents laboratoires
américains, permettant un développement industriel, les performances de ces
détecteurs sont encore inférieures aux limites théoriques. Ceci a conduit plusieurs
groupes à développer des outils de modélisation pour comprendre les limites
physiques des détecteurs à SR InAs/GaSb. Nous allons voir que la modélisation
des SR InAs/GaSb est particulièrement délicate. Les différents groupes qui se sont
intéressés au problème, ont proposé un ensemble de solutions que je vais présenter
dans le paragraphe suivant.
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1.3 etat de l’art de la modélisation
Comme nous l’avons vu précédemment, les structures quantiques à SR offrent une
grande flexibilité grâce au choix des semiconducteurs de la période, ainsi que de
leur épaisseur. Aussi, les modélisations pour les SR vont avoir un rôle particulier à
jouer. En effet, la structuration SR va permettre de modifier la structure de bande et
ainsi les propriétés électro-optiques de ces structures.
Les principales modélisations qui ont été utilisées pour le calcul de structure de
bande et de fonctions d’onde de SR sont des méthodes empiriques, c’est-à-dire des
modèles pour lesquels la structure électronique des matériaux constituants le SR est
supposée connue et invariante quand les matériaux sont associés pour former le SR.
Les paramètres en entrée nécessaires aux calculs à l’aide de ces méthodes seront
donc issus des mesures expérimentales sur les matériaux massifs constituant le SR.
L’autre méthode de modélisation est la méthode ab initio qui décrit le maté-
riau à un niveau atomique en prenant en compte les équations de la mécanique
quantique sans postulat additionnel. C’est une méthode longue et lourde d’un point
de vue informatique et qui fait une description atomistique du SR, donc le temps de
calcul dépend de la taille du SR modélisé. Elle est beaucoup moins utilisée que les
méthodes empiriques pour modéliser les SR et, par nature, ne peut s’appliquer qu’à
des structures SR de très faible épaisseur de période. De plus, à ma connaissance,
cette méthode n’a jamais été utilisée pour les SR InAs/GaSb.
Dans un premier temps, je ferai une présentation théorique générale des mé-
thodes de modélisation empirique appliquées au SR. Je présenterai ensuite les
particularités et limites de chacune de ces méthodes. Enfin, je conclurai sur la
méthode qui a été choisie dans notre cas pour modéliser les SR InAs/GaSb et sur
les raisons de ce choix.
1.3.1 Considérations théoriques générales
Pour avoir une précision suffisante lors de la modélisation des structures SR il est
important d’inclure les interactions dues à la bande de spin-orbit et aux contraintes.
Cependant, dans un souci de simplicité, ces interactions peuvent être omises dans le
traitement général du problème de la résolution de l’équation de Schrödinger. Ces
interactions seront réintroduites par la suite dans le formalisme matriciel sans intro-
duire d’inexactitude dans la méthode.
La détermination de la structure de bande et des fonctions d’onde part de la ré-
solution de l’équation de Schrödinger pour un électron, dans l’approximation des
électrons indépendants, dans un potentiel périodique dont l’hamiltonien est de la
forme :
HSR =
p2
2m0
+ V(~r) (1.6)
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où V(~r) est le potentiel de notre structure, p la quantité de mouvement, m0 la masse
de l’électron et ~r le vecteur position de l’électron.
l’équation à résoudre est donc :
HΨ
n,~k = EΨn,~k (1.7)
Pour laquelle les fonctions d’onde Psi
n,~k sont développées sur une base de fonctions
Φ
α,~k.
Ψ
n,~k =
∑
α
an,α(~k)Φα,~k (1.8)
La résolution de ce problème se fait à un vecteur d’onde ~k donné pour lequel les
énergies En(~k) et les fonctions d’onde Ψn,~k sont calculées, par la résolution d’une
équation aux valeurs propres.
Les trois bases les plus courantes pour l’écriture des fonctions d’onde sont les sui-
vantes :
1. Les ondes planes :
Φ~G,~k =
1√
Ω
ei(
~k+~G)·~r (1.9)
2. Les fonctions de Bloch en centre de zone de Brillouin :
Φ
b,~k =
1√
N
ei
~k·~rub(~r) (1.10)
3. Les fonctions tight-binding :
Φ
b,~k =
1√
N
∑
m
∑
j
ei
~k·(~Rj+~τm)fb,m(~r− ~Rj − ~τm) (1.11)
Où Ω est le volume de la cellule élémentaire, N est le nombre de cellule unitaire,
~G est un vecteur du réseau réciproque, ub est une fonction de Bloch en centre de
zone, ~Rj est le vecteur position de la cellule élémentaire numéro j dans la structure
SR entière, ~τm est la position de l’atome numéro m dans la cellule élémentaire et
fb,m est une fonction d’orbitale atomique centrée sur l’atome localisé à la positon
~τm.
La principale approximation, commune à ces trois méthodes, est le choix du
sous-espace de la base dans lequel on réalise le calcul En effet, dans l’équation 1.8, la
base d’expression de la fonction d’onde est tronquée et le choix de cette troncature
est critique pour la précision de la modélisation : plus on prend d’éléments, plus on
est précis mais au risque d’alourdir inutilement le calcul. C’est un compromis qui
dépend de la précision que l’on souhaite obtenir.
L’hamiltonien est alors écrit dans la base choisie pour l’expression des fonctions
d’onde : ceci donne une matrice pour un vecteur d’onde ~k donné dont la diagona-
lisation donne, d’après l’équation 1.7, la structure de bande et les fonctions d’onde
de la structure modélisée.
22
Cependant, les bases choisies entraînent des différences dans le traitement de
ce problème et sur les limites de ces méthodes. Je parlerai dans un premier temps
de la méthode tight-binding et de la méthode des pseudopotentiels empiriques
qui sont des méthodes atomistiques, c’est-à-dire pour lesquelles la description de
la structure SR se fait à un niveau atomique. La méthode kp avec approximation
de la fonction enveloppe (AFE), dont je parlerai en dernier, utilise quant à elle une
description des matériaux massifs constituant la période du SR.
1.3.2 La méthode tight-binding
La méthode tight-binding empirique (ETBM : Empirical Tight-Binding Method) pro-
vient des travaux de Slater et Koster en 1954 [Slater et Koster, 1954]. A l’origine, cette
méthode reposait sur une écriture des fonctions d’onde à partir d’une combinaison
linéaire des orbitales atomiques. Cependant, cette méthode n’était pas utilisable du
fait de la non-orthogonalité des orbitales atomiques. Ce problème fut résolu par la
modification des orbitales atomiques en orbitales de Löwdin [Löwdin, 1950]. Ce der-
nier crée des orbitales qui ont la même symétrie que les orbitales atomiques dont
elles sont issues et, qui du fait de leur orthogonalité, peuvent servir de base pour
une résolution de la structure électronique de semiconducteurs.
Dans cette représentation, les fonctions d’onde s’écrivent sous la forme :
Ψ~k(~r) =
∑
b
∑
j
∑
m
ei
~k·(~Rj+~τm)am,bfm,b(~r− ~Rj − ~τm) (1.12)
Où b parcourt les différentes orbitales de Löwdin prises en compte dans le calcul,
j parcourt les différentes cellules élémentaires de la structure et enfin m parcourt les
différents atomes qui composent une cellule élémentaire.
Il convient ici de décider du nombre d’orbitales gardées dans ce calcul pour chaque
atome. Dans la forme la plus simple du calcul, l’orbitale s peut être la seule consi-
dérée. Cependant, pour avoir une précision suffisante pour des semiconducteurs,
et plus particulièrement ceux à gap direct, il faut à minima prendre en compte 4
orbitales : s, px, py et pz. Mais cela ne suffit pas dans le cas des SR, aussi des orbi-
tales supplémentaires ont été utilisées pour les décrire précisément dans différents
travaux : l’orbitale excitée s* [Vogl et al., 1983; Abdollahi Pour, 2012] ou l’orbitale d
[Jancu et al., 1998].
Une fois la base de travail choisie, on projette les deux côtés de l’équation 1.7 dans
cette base :
〈
fm ′,b ′(~r− ~τm ′)e
−i~k·~τm ′
∣∣∣H ∣∣∣Ψ~k(~r)〉 = E〈fm ′,b ′(~r ′ − ~τm ′)e−i~k·~τm ′ ∣∣∣ Ψ~k(~r) 〉 (1.13)
Ce qui donne, en utilisant l’orthogonalité des orbitales de Löwdin :
∑
b
∑
j
∑
m
an,b(~k)H
b,b ′
m,m ′(
~Rj + ~τm, ~τm ′) = Ekam ′,b ′ (1.14)
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Où
Hb,b
′
m,m ′(
~Rj+ ~τm, ~τm ′) =
〈
fm ′,b ′(~r− ~τm ′)
∣∣∣H ∣∣∣fm,b(~r− ~Rj − ~τm)〉 ei~k·(~Rj+~τm−~τm ′)
(1.15)
Le calcul de la structure de bande et des fonctions d’onde se fait alors par la dia-
gonalisation de la matrice de l’équation 1.14 exprimée dans la base des orbitales de
Löwdin.
La description au niveau atomique de la méthode ETBM se rapproche d’une mé-
thode ab initio et permet une description précise des propriétés électro-optiques des
SR, mais comporte certaines limites dans son utilisation.
Notamment, les éléments de matrices Hb,b
′
m,m ′ ne sont pas connus et sont donc ob-
tenus en réalisant des ajustements pour obtenir une comparaison valable avec des
résultats expérimentaux connus sur des matériaux massifs et sur des SR InAs/GaSb.
Du fait de ces nombreux paramètres ajustables, la méthode ETBM est d’une utilisa-
tion assez délicate.
1.3.2.1 Taille de la matrice
Il convient ici de remarquer que dans l’équation 1.14 les interactions entre tous les
atomes de la structure sont prises en compte. L’approximation alors généralement
utilisée est de prendre en compte uniquement les interactions des atomes avec leur
plus proches voisins, car ces dernières diminuent avec la distance. Le plus souvent
on considère qu’il n’y interaction entre deux atomes que s’ils sont à côté l’un de
l’autre.
De plus, on peut voir que la taille de la matrice à diagonaliser de l’équation 1.14 est
directement proportionnelle au nombre d’atomes de la cellule élémentaire et à la
taille totale de la structure.
Il faut alors encore rajouter les éléments de matrices qui introduisent le couplage
spin-orbit HSL = H + HSO, où H est l’hamiltonien sans ce couplage et HSO est
la matrice contenant les termes de couplage spin-orbit. L’ajout de ces éléments
double la taille de la matrice à diagonaliser mais est indispensable pour obtenir des
résultats valable pour un SR InAs/GaSb.
Enfin les contraintes sont prises en compte en déplaçant les position ~τm des atomes
de la cellule élémentaire en fonction de la différence de paramètre de maille des
matériaux de la période du SR.
La taille de la matrice à diagonaliser (et donc la "lourdeur" et le temps du cal-
cul numérique) est proportionnelle au niveau de précision que l’on souhaite (choix
des orbitales, prise en compte du couplage spin-orbit) mais aussi de la taille de la
structure modélisée. C’est pourquoi c’est une méthode qui peut devenir trop lourde
pour faire des designs rapides pour des structures avec de grande épaisseur de
période.
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1.3.2.2 Choix de la période à modéliser
La description atomistique de la structure oblige à en connaître parfaitement la
composition. Or, lors de sa réalisation, la structure SR InAs/GaSb peut présenter
un certain nombre de défauts (ségrégation d’antimoine dans l’InAs notamment). De
plus, les interfaces dans un SR peuvent être en InSb ou en GaAs et sont parfois for-
cées pour des raisons d’accord de maille, ce qui demande une bonne connaissance
expérimentale des interfaces des structures modélisées. Je ne développerai pas plus
ce problème. Des solutions ont été proposées dans le cas de l’ETBM et je renvoie le
lecteur à l’article [Wei et Razeghi, 2004] pour plus de détails.
Cependant, une modélisation satisfaisante demande donc une connaissance précise
des structures réalisées lors de la croissance et diminue donc l’universalité de
l’utilisation de cette méthode pour rendre compte des propriétés de SR.
En conclusion l’ETBM est une méthode précise mais restreinte à des SR de
période faible épaisseur et dont la composition est précisément connue. De plus, le
lien entre les éléments d’entrée (les orbitales de Löwdin) et les sorties de la méthode
est difficile à faire, il est donc parfois compliqué d’interpréter l’origine des résultats
observés. Une autre méthode proche de l’ETBM a été proposée où les fonctions
d’onde sont développées sur la base des orbitales liées [Chen, 2005]. Cette méthode
très proche de l’ETBM a les mêmes avantages et inconvénients : une modélisation
précise et complète des structures SR au prix d’un calcul "lourd" et qui demande une
connaissance précise de la composition de la structure. Chen et al insiste d’ailleurs
sur la forte influence des interfaces sur les résultats de modélisation. Cependant
cette méthode permet de faire le lien plus facilement entre les paramètres de
modélisation et les résultats et, contrairement à l’ETBM, permet de faire une analyse
physique des résultats obtenus.
1.3.3 La méthode des pseudopotentiels empiriques
De la même manière que l’ETBM, la méthode des pseudopotentiels empiriques
(EPM : Empirical Pseudopotential Method) est issue des travaux de Slater et Kos-
ter [Slater et Koster, 1954]. Allen [Allen, 1955] proposa ensuite une approche simi-
laire aux travaux de Slater et Koster en utilisant le formalisme des ondes planes
orthogonales de Herring [Herring, 1940]. Puis c’est dans les années 60 que Phillips
et Kleinman [Phillips, 1958; Phillips et Kleinman, 1959; Kleinman et Phillips, 1960]
développèrent et démocratisèrent l’EPM pour la résolution de l’équation de Schrö-
dinger d’un électron se déplaçant dans un cristal.
Ainsi, les fonctions d’onde, qui sont exprimées sur une base d’ondes planes orthogo-
nales, s’écrivent sous la forme :
Ψ
n,~k(~r) =
∑
~G
a
n,~G(
~k)ei(
~k+~G)·~r (1.16)
Avec ~G un vecteur du réseau réciproque, i.e. G = 2pia (nx, ny, nz) où nx, ny et nz
sont des entiers et a le paramètre de maille du cristal.
Le calcul est alors mené sur un certain nombre de vecteurs réciproques. Le com-
promis étant, comme à chaque fois dans cette troncature, de trouver l’équilibre entre
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précision et taille de la matrice à diagonaliser. La projection dans cette base de l’équa-
tion de Schrödinger donne de manière directe :(
 h2
2m∗
∣∣∣~k+ ~G∣∣∣2 + E~k)an,~G(~k) +∑
~G ′
V(~G− ~G ′)a
n,~G ′(
~k) = 0 (1.17)
Où
V(~G− ~G ′) =
1
Ω
∫
Ω
d3~re−i(
~G−~G ′)·~rV(~r) (1.18)
Ici Ω est le volume de la cellule élémentaire.
Le pseudopotentiel V(~r) est alors une superposition des potentiels de chaque atome :
V(~r) =
∑
j
∑
m
vm(~r− ~Rj − ~τm) (1.19)
où vm est le pseudopotentiel atomique de l’atome m à la position ~τm dans la cellule
élémentaire qui est à la position ~Rj. Il suffit donc de connaître pour la structure consi-
dérée ces pseudopotentiels atomiques pour diagonaliser la matrice de l’équation 1.17
et obtenir structure de bande et fonctions d’onde. Cependant, les pseudopotentiels
sont obtenus, de la même manière que les éléments de matrice de l’ETBM, de ma-
nière empirique en réalisant des comparaisons avec des résultats expérimentaux.
1.3.3.1 Limites de l’EPM
De la même manière que l’ETBM, l’EPM est une méthode atomistique et c’est,
comme on peut le voir dans l’équation 1.19 l’écriture du pseudopotentiel qui va
directement dépendre du nombre d’atome dans la structure et ainsi augmenter la
taille de la matrice à diagonaliser.
De plus, pour obtenir une modélisation précise dans le cas des SR InAs/GaSb, il faut
prendre en compte les interactions spin-orbit qui couplent les composantes haute et
basse du spin et vont doubler la taille totale de la matrice. Le terme de couplage
spin-orbit est le suivant d’après [Dente et Tilton, 1999] :
Vspin(~G− ~G ′) =
i h2
4m2c2
Γ 〈S|σ ∣∣S ′〉 · (~G− ~G ′)⊗ (~G ′ +~k)V(~G− ~G ′) (1.20)
Où V(~G− ~G ′) est le coefficient pseudopotentiel de l’équation 1.18. S et S’ sont les
orientations du spin, σ est un vecteur des matrices de spin de Pauli. Enfin, Γ est un
facteur multiplicatif.
L’EPM est donc une méthode plutôt réservée à la modélisation de SR de faible taille
de période. De plus, de la même manière que l’ETBM, la description atomistique
de la structure demande l’intégration d’un grand nombre de détails de croissance
(ségrégation, connaissance des interfaces) pour obtenir des résultats satisfaisant en
26
comparaison avec les expériences [Magri et Zunger, 2002].
Enfin dans le cas d’un matériau III-V massif, le nombre de paramètres à connaître
est relativement faible. Les paramètres étant les pseudopotentiels atomiques vm de
l’équation 1.19. Or, dans le cas d’un SR InAs/GaSb, qui est un SR-SAC, ce nombre
de paramètres devient beaucoup plus important du fait que la période comporte
deux matériaux différents et aussi deux interfaces possibles. Ces paramètres nom-
breux ne sont pas connus expérimentalement et demandent un grand nombre de
comparaison entre théorie et expérience pour les fixer [Magri et Zunger, 2002].
D’autres solutions ont été proposées pour adapter l’EPM à la modélisation des SR
InAs/GaSb, avec de faibles et grandes épaisseurs de période. C’est la méthode des
pseudopotentiels empiriques pour les superréseaux (SEPM : Superlattice Empirical
Pseudopotential Method).
1.3.3.2 La méthode des pseudopotentiels empiriques pour les superréseaux
Dente et Tilton ont proposé au début des années 2000 une EPM plus adaptée à la
modélisation des SR InAs/GaSb [Dente et Tilton, 1999; Dente et al., 2002]. La prin-
cipale différence de la SEPM avec l’EPM atomistique (AEPM : Atomistic Empirical
Pseudopotential Method) se trouve dans l’écriture du pseudopotentiel.
Dans la méthode de Dente et Tilton, on considère le cas d’un SR d’épaisseur de pé-
riode D, dont la direction de croissance est [0, 0, 1]. L’épaisseur du puits est notée
d et donc l’épaisseur de la barrière est (D-d). On suppose que le matériau puits et
le matériau barrière du SR sont en accord de maille. On suppose que les pseudopo-
tentiels de chaque élément de la période sont le plus proches possible de ceux du
matériau massif. Alors le potentiel prend la forme suivante :
V(~r) = rect
( z
d
)∑
~G
VPGe
i~G·~r +
[
1− rect
( z
d
)]
·
∑
~G
VB~Ge
i~G·~r (1.21)
Les deux sommes sur ~G sont les pseudopotentiels des matériaux barrière et puits
massifs "infinis", où VPG et V
B
G sont les coefficients de pseudopotentiel des matériaux
puits et barrière massifs respectivement.
La fonction périodique rectangle centrée en z = 0 peut alors être écrite sous la forme
d’une série de Fourier finie :
rect
( z
d
)
=
M∑
n=−M
1
npi
sin
(
pid
D
·n
)
ei(2pin/D)·z (1.22)
Le choix de la valeur de M va décider de la raideur de l’interface entre les deux
matériaux. C’est un paramètre qui permettra de rendre compte de manière globale
des défauts d’interface et non plus de manière détaillée (c’est-à-dire au niveau ato-
mique) comme dans l’AEPM. Ensuite, le paramètre n permet de lisser les coefficients
de Fourier les plus hauts. Dente et Tilton utilisent une valeur de M maximale de 2Da ,
ce qui correspond à une transition d’interface entre les deux matériaux inférieure à
la monocouche. Cette approximation revient à dire que les matériaux de la structure
se comportent comme les matériaux massifs et que les interfaces sont donc abruptes.
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La figure 1.10 montre le potentiel du SR, les oscillations rapides du potentiel corres-
pondent au potentiel atomique des atomes de chacun des matériaux. Dans le cas de
l’EPM, on voit sur la figure 1.10 b un passage progressif du potentiel du matériau
A au matériau B, alors que sur la 1.10 c, qui est le cas de la SEPM, l’interface est
abrupte.
Le seul paramètre supplémentaire à introduire dans cette méthode est la valeur du
désalignement des bandes des deux matériaux (le bandoffset). Les représentations
des matériaux sont réduites à des représentations bulk et donc n’introduisent pas
de nouveaux paramètres dans le cas d’un SR. De plus, dans cette méthode, les ma-
tériaux étant représentés comme des bulks, l’épaisseur de la période n’influe plus
sur le temps de calcul. Dente et Tilton ont comparé leur modélisation à des résultats
Figure 1.10: Comparaison des pseudopotentiels des méthodes AEPM et SEPM. (a) Potentiel
atomique du matériau puits (A) et du matériau barrière (B). (b) pseudopotentiel
d’un SR avec l’EPM atomistique. (c) pseudopotentiel d’un SR avec la SEPM.
Figure issue de [Dente et al., 2002]
expérimentaux de mesure d’énergie de bande interdite pris dans la littérature [Dente
et al., 2002]. Ils ont montré que leur modélisation était plus proche de ces résultats
que d’autres modélisations issues de la littérature. Ils ont notamment comparé leurs
résultats à ceux d’une méthode kp et de plusieurs méthodes AEPM.
1.3.4 La méthode kp avec approximation de la fonction enveloppe
C’est la méthode la plus utilisée pour modéliser la structure de bande des semicon-
ducteurs massifs et des hétérostructures (puits quantique, SR). A tel point qu’elle est
appelée modèle standard [Wood et Zunger, 1996]. Pour les semiconducteurs massifs,
la théorie kp a été très étudiée et a donné des résultats précis des structures de bande
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et fonction d’onde ([Dresselhaus et al., 1955], [Luttinger et Kohn, 1955], [Kane, 1956],
[Kane, 1957], [Kane, 1966], [Luttinger, 1956], [Cardona et Pollak, 1966] et [Pollak et
Cardona, 1966]). C’est donc logiquement la méthode qui a été utilisée en premier
par la communauté scientifique pour la modélisation des SR et, de manière générale,
pour la modélisation des hétérostructures pour lesquelles il est cependant nécessaire
d’utiliser l’approximation de la fonction enveloppe [Bastard, 1988]. Pour la méthode
kp, les fonctions d’onde sont exprimées sur une base de fonction de Bloch en centre
de zone de Brillouin :
Ψ
n,~k(~r) =
∑
b
an,b(~k)e
i~k·~rub(~r) (1.23)
Les fonctions de Bloch ont la périodicité du cristal, i.e. ub(~r) = ub(~r + ~G) avec
G = n2pia avec n un entier et a le paramètre de maille du cristal.
Il faut alors décider de la base de fonction de Bloch sur laquelle est réalisée le cal-
cul, c’est-à-dire les bandes que l’on va prendre en compte. On cherche à obtenir la
dispersion en énergie des bandes proches du gap : bande de conduction, bande de
trous lourds et de trous légers ; c’est-à-dire les bandes qui jouent un rôle dans l’ab-
sorption des photons et le transport des photoporteurs créés. L’espace des bandes
sur lequel est réalisé le calcul kp est l’ensemble des bandes qui interagissent avec les
bandes proches du gap dont on veut obtenir la dispersion. Les modélisations kp que
l’on trouve dans la littérature prennent classiquement 8 bandes en compte dans leur
calcul : bande de conduction, bande de trous lourds et de trous légers et bande de
spin-orbit (doublées par le spin).
On projette alors l’équation de Schrödinger 1.7 dans cette base de la manière sui-
vante :〈
u∗b ′(~r)e
−i~k·~r
∣∣∣H∣∣∣Ψn,~k(~r)〉 = En(~k)〈u∗b ′(~r)e−i~k·~r∣∣∣Ψn,~k(~r)〉 (1.24)
Où le potentiel de notre SR vaut :
VSR(~r) = Vc(~r, z) + VBO(z) (1.25)
Vc(~r, z) est le potentiel qui a la périodicité du cristal dans lequel on se trouve dans
la direction de croissance, z. VVB(z) est le potentiel qui prend en compte le décalage
d’énergie des bandes de valence des matériaux de la période. C’est notre élément
de bandoffset. On fait alors l’approximation que la structure électronique des maté-
riaux de la période est semblable à celle des matériaux massifs. Il s’agit donc d’un
traitement de la structure comme un matériau massif et non de manière atomistique.
En considérant que les fonctions de Bloch sont les mêmes dans les deux matériaux
(A et B) de notre structure, on obtient la relation suivante :
HA,BBulkub(
~k) = EA,Bb ub(
~k) avec HA,BBulk =
p2
2m
+ VA,Bc (~r) (1.26)
Où EA,Bb est le niveau d’énergie de la bande b du matériau bulk. En introduisant
l’expression 1.23 de nos fonctions d’onde dans l’équation 1.24, on obtient :∑
b
an,b(~k)
〈
u∗b ′(~r)e
−i~k·~r
∣∣∣HSL(z) ∣∣∣ub(~r)ei~k·~r〉 =∑
b
En(~k)an,b(~k)
〈
u∗b ′(~r)
∣∣ ub(~r)〉
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(1.27)
En utilisant l’expression pˆ = −i h ∂∂~r du vecteur quantité de mouvement, on obtient :
∑
b
an,b(~k)
{〈
u∗b ′(~r)
∣∣Hbulk(z) + VVB(z) |ub(~r)〉+  h2k2
2m∗
〈
u∗b ′(~r)
∣∣ ub(~r)〉
+
 h
m∗
~k
〈
u∗b ′(~r)
∣∣~p |ub(~r)〉} =∑
b
En(~k)an,b(~k)
〈
u∗b ′(~r)
∣∣ ub(~r)〉 (1.28)
Du fait de la variation d’un matériau à l’autre dans la direction z, on une dépen-
dance en z de notre hamiltonien et de notre potentiel. On réalise alors l’approxima-
tion de la fonction enveloppe. C’est-à-dire qu’à l’échelle de la cellule élémentaire,
seules les fonctions de Bloch varient. L’ensemble des autres membres de l’équation
sont considérés comme constants à l’échelle de la cellule élémentaire. En utilisant
cette approximation et l’orthogonalité de la base des fonctions de Bloch, ainsi que
l’équation 1.26 , on obtient l’expression finale de notre équation :
∑
b
an,b(~k)
{[
 h2~k2
2m∗
+ Eb(z) + VVB(z)
]
· δb,b ′ +
 h
m∗
~k · ~p
}
= En(~k)an,b ′(~k) (1.29)
Le dernier terme de la partie gauche de l’équation 1.29 est le terme kp d’où provient
le nom de la méthode. Il ne reste ensuite plus qu’à diagonaliser l’équation 1.29 pour
obtenir structure de bande et fonctions d’onde. Les matériaux étant traités comme
des bulks, la taille de la matrice ne dépend pas de l’épaisseur de la période du SR
simulé. Les paramètres empiriques nécessaires au calcul sont les niveaux d’énergie
en centre de zone de Brillouin des matériaux massifs, leurs éléments de matrice d’in-
teraction et le bandoffset entre les bandes de valence des matériaux. Ces paramètres
sont dans l’ensemble relativement bien connus expérimentalement. De plus, le lien
entre les paramètres en entrée du code et les résultats sont plus immédiats que dans
l’ETBM pour laquelle les éléments d’entrée sont les orbitales de Löwdin. Il est de ce
fait facile de donner des interprétations physiques aux résultats obtenus.
Nous pouvons voir que la méthode kp n’a donc pas les défauts des autres méthodes
de modélisation (taille de la matrice, paramètres d’entrée peu ou pas connus). Ce-
pendant, dans le cas des SR InAs/GaSb le modèle standard est un peu moins précis
tend par exemple à systématiquement surestimer les énergies des bandes interdites
de 10 à 15% [Dente et al., 2002], pour les SR d’épaisseur de période inférieure à 15
MC.
Pour comprendre le manque de précision de la méthode kp notamment dans la
modélisation des énergies de bande interdite dans le cas des SR InAs/GaSb, il faut
s’intéresser aux particularités de cette structure comparées aux autres SR.
1.3.4.1 Les limites de la méthode kp pour la modélisation des SR InAs/GaSb
Premièrement, le SR InAs/GaSb est un SR-SAC, or la modélisation kp, du fait de
son traitement des matériaux à un niveau massif et non atomistique, suppose les
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matériaux juxtaposés dans la période, c’est-à-dire que ce qui se passe à un niveau
atomique aux interfaces n’est pas pris en compte. L’apparition de l’InSb ou du GaAs
aux interfaces n’est donc pas prise en compte.
De plus, les SR-AC ont toujours les mêmes interfaces et sont donc du groupe
ponctuel de symétrie D2d. Pour un SR-SAC InAs/GaSb, les interfaces peuvent
être alternativement en GaAs et en InSb, ceci diminue la symétrie de la structure
qui passe dans le groupe ponctuel de symétrie C2v. Ce changement de groupe de
symétrie fait apparaître des effets tel qu’une anisotropie de polarisation dans le plan
[Krebs et Voisin, 1996] ou encore des changements dans les règles de sélection des
transitions [Kwok et al., 1992]. Ces effets ne sont pas modélisés par la méthode kp
[Piquini et al., 2008].
Il est donc important de connaître la structure que l’on modélise et le contrôle
(ou non) de ses interfaces pour espérer obtenir une modélisation fiable de ses
caractéristiques optoélectroniques.
Deuxièmement, la structure SR présente un alignement de type III, le haut de la
bande de valence du GaSb est au-dessus du bas de la bande de conduction de
l’InAs (figure 1.12). Or, la méthode kp est un calcul réalisé sur un sous-espace de
bande. Comme précisé précédemment, les modélisations kp que l’on trouve dans
la littérature prennent en compte classiquement 8 bandes dans leur calcul : bande
de conduction, bande de trous lourds et de trous légers et bande de spin-orbit
(doublées par le spin).
Figure 1.11: Schéma des structures de bandes des matériaux d’un SR AlAs/GaAs, ainsi que
les interactions entre les bandes des deux matériaux
Ce choix convient dans le cas de structures superréseaux de type I, tel que AlAs/-
GaAs. En effet, comme on le voit sur la figure 1.11, seul les bandes proches du
gap de l’AlAs sont en interaction avec les bandes proches du gap du GaAs, et
inversement. Au contraire, dans le cas d’un SR InAs/GaSb, l’alignement étant de
type III, il y a un fort décalage entre les bandes des deux matériaux. Sur la figure
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Figure 1.12: Schéma des structures de bandes des matériaux d’un SR InAs/GaSb, ainsi que
les interactions entre les bandes des deux matériaux
1.12, il apparaît que des bandes de valence du GaSb interagissent avec les bandes
proches du gap de l’InAs. A l’opposé, des bandes de conduction hautes en énergie
de l’InAs sont en interaction avec les bandes proches du gap du GaSb.
C’est pourquoi, pour cette structure de SR, le choix du sous-espace des bandes
dans lequel est réalisé le calcul kp est très important pour éviter de négliger des
interactions entre les matériaux et avoir une modélisation réaliste du SR InAs/GaSb.
Différentes solutions ont été proposées pour adapter le modèle standard à la
modélisation des SR InAs/GaSb. Je vais donc présenter les principales méthodes
kp utilisées dans la littérature qui ont réussi à obtenir des résultats satisfaisants en
comparaison avec des mesures expérimentales.
1.3.5 Au delà de la méthode kp standard
Toutes ces solutions reposent sur une prise en compte des interfaces par différents
traitements. En effet, comme il a été introduit précédemment, le SR InAs/GaSb est
sans atome commun ce qui entraîne des interfaces particulières qui peuvent avoir
une influence sur les propriétés du SR. Aussi, plus l’épaisseur de la période est
faible, plus les effets d’interface risquent d’être importants, du fait de leur nombre
élevé dans la structure comparé aux épaisseurs des matériaux de la période.
• Prise en compte du quaternaire aux interfaces
[Hong et al., 2009] a déterminé avec précision la composition réelle de la pé-
riode de leur SR InAs/GaSb et notamment de ses interfaces. Ils ont effectué
des mesures par microscopie à effet tunnel et par microscopie électronique à
transmission. Ces mesures ont montré que le désordre d’interface était dû à
deux raisons :
– les rugosités d’interface lors de la croissance du SR.
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– la diffusion des matériaux aux interfaces. L’InAs et le GaSb se mélangeant
légèrement à proximité des interfaces.
De ces observations, ils déduisent la présence d’interfaces graduelles et non
abruptes, d’une épaisseur allant de 2 à 6 MC et de la ségrégation d’antimoine
dans l’InAs. La méthode de calcul utilisée est un code kp classique de 8 bandes,
pour lequel le potentiel du SR n’est plus composé d’interfaces abruptes mais
d’interfaces graduelles. Ces dernières sont simulés par un matériau quater-
naire (InAs)x(GaSb)1−x où la variable x évolue linéairement de 1 à 0, comme
le montre la figure 1.13.
Figure 1.13: Schéma du potentiel du SR InAs0.91Sb0.09/GaSb avec des interfaces progres-
sives. Figure issue de [Hong et al., 2009]
Ils comparent les longueurs d’onde de coupure calculées pour des SR de faible
épaisseur de période avec des données expérimentales issues de leurs échan-
tillons et de la littérature. Ces échantillons (de faible épaisseur de période) sont
hors du domaine de validité classique de la méthode kp. Leurs calculs, en pre-
nant des interfaces abruptes, surestiment les gaps comme attendu de 5 à 10%
pour des SR de 20 à 10 MC d’épaisseur de période et l’écart ne fait ensuite
qu’augmenter pour des épaisseurs de période inférieures. Cependant, en inté-
grant la composition réelle de la période du SR, ils obtiennent des résultats en
accord avec les résultats expérimentaux.
Bien que cette méthode donne des résultats de modélisation semblable à leurs
mesures d’énergie de bande interdite, elle demande une connaissance poussée
des échantillons réalisés et de leur méthode de croissance ; elle reste donc peu
exportable sans connaissance précise de la composition des interfaces. Le prin-
cipal intérêt de ce travail était d’apporter une démonstration que la méthode
kp peut être utilisée pour des SR de période de faible épaisseur.
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• Ajout d’un potentiel d’interface
Pour prendre en compte de l’effet des interfaces dans les SR InAs/GaSb de
faible épaisseur, il a été proposé d’ajouter un potentiel aux interfaces qui si-
mulerait leurs effets [Szmulowicz et al., 2004; Rodriguez, 2005]. Le potentiel
d’interface est pris de la forme :
V = HXYa0δ(z− zi)Θ (1.30)
où les couplages entre bandes à l’interface sont introduits par la matrice Θ. a0
est le paramètre de maille (celui du substrat), δ(z− zi) est la fonction dirac avec
zi la position de l’interface et HXY est l’amplitude du potentiel d’interface. On
a alors, dans lors de la résolution de l’équation de Schrödinger, un effet localisé
aux interfaces, du fait de la fonction dirac δ(z− zi).
Enfin, le terme HXY qui définit l’amplitude du potentiel d’interface est souvent
défini ainsi :
HXY =
 h2t
2m0a0
(1.31)
Où t est un paramètre de couplage (sans dimension) ajustable. Cependant,
sous cette forme, il est difficile d’interpréter physiquement ce paramètre de
couplage t.
• Dérivation des termes d’interface
De la même manière que les méthodes précédentes, cette solution propose de
prendre en compte les interfaces, cette fois-ci par une méthode classique kp
8 bandes avec des transitions abruptes d’un matériau à l’autre mais en appli-
quant un traitement perturbatif du potentiel du SR [Klipstein, 2010] composé
de deux matériaux A et B. Le potentiel du SR est exprimé comme la somme
du potentiel d’un cristal de référence et d’un terme perturbatif, VSR = V + δV .
Le terme constant étant fixe, c’est un niveau choisi arbitrairement égal à une
moyenne du potentiel des deux matériaux ou encore au potentiel d’un des
deux matériaux de la période. Le choix simplifiant les notations est de le
prendre égal à un des deux matériaux, dans notre cas le matériau A.
Comme pour la méthode kp classique, le calcul part de la résolution de l’équa-
tion de Schrödinger (équation 1.7) et fait l’approximation de la fonction enve-
loppe. En utilisant cette expression du potentiel dans l’équation 1.7 on obtient
une nouvelle expression de l’Hamiltonien dans l’espace réciproque :
Eψn(~k) =
(
 h2k2
2m0
+ En
)
ψn(~k) +
∑
n ′
 h
m0
~k · ~pnn ′ψn ′(~k)
+
∑
n ′
∑
zi
∫ [
G(kz − k
′
z)δUnn ′ +
piie
−i(kz−k
′
z)zi
2pi
× (D0,nn ′ + (kz − ’˛z)D1,nn ′ + · · ·)
]
× δ( ~k|| − ~k ′||)ψn ′( ~k ′||)d3k ′ (1.32)
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Où pii = +1 pour une interface où le matériau B est sur le matériau A et
pii = −1 dans le cas contraire quand le matériau A est sur le matériau B.
Le potentiel V est exprimé sous la forme suivante : δV(~r) = δU(~r)G(z), où
la direction de croissance est la direction z. δUnn ′ = 〈un|δU|un ′〉 représente
le potentiel volumique et les interfaces sont prises en compte par la fonction
G(z), ces dernières sont localisées aux points (x, y, zi). La fonction G(z) est une
fonction marche qui définit la raideur de l’interface : elle est égale à 0 dans le
matériau A (qui a été défini comme le cristal de référence) et à 1 dans le ma-
tériau B. L’expression et le développement des termes Dl,nn ′ se trouve dans
la référence [Klipstein, 2010]. L’auteur montre que le développement jusqu’aux
termes D0,nn ′ et D1,nn ′ est suffisant pour modéliser les SR InAs/GaSb.
On reconnait à la première ligne de l’équation 1.32 l’expression classique
de l’hamiltonien kp. Les termes suivants sont des termes d’interfaces intro-
duits par le traitement perturbatif du potentiel. L’expression finale de l’ha-
miltonien de cette méthode s’écrit sous la forme HSR = Hkp +Hinterfaces +
Hcontraintes. L’hamiltonien Hkp est un hamiltonien kp de type Burt-Foreman
sur 8 bandes, développé spécialement pour la modélisation des hétérostruc-
tures [Foreman, 1993]. L’hamiltonien Hcontraintes intègre la prise en compte
des contraintes de la manière classique développé par [Bir et al., 1974]. Enfin,
le terme qui nous intéresse ici est l’hamiltonien dû aux interfaces exprimé sur
la base (S, X, Y ,Z : 4× 4 multiplié par 2 pour le spin) bandes de cette méthode
kp :
Hinterfaces =
∑
i
δ(z− zi)

DS 0 0 piiβ
0 DX piiα 0
0 piiα DX 0
piiβ 0 0 DZ
 (1.33)
Où α, β et D sont les paramètres d’interfaces. Cette matrice n’agit qu’aux
interfaces du fait de la fonction δ(z − zi). Ces paramètres d’interfaces dé-
pendent des matériaux choisis et de l’empilement du SR et permettent de
faire apparaître des couplages entre bandes aux niveaux des interfaces qui
n’apparaissent pas dans la méthode kp standard.
Cette méthode a donné de très bons résultats dans des modélisations de
caractéristiques simples du SR tel que la longueur d’onde de coupure ainsi
que dans des caractéristiques plus avancées comme le coefficient d’absorption
[Livneh et al., 2012]. Les paramètres d’interfaces sont obtenus par ajustement
pour que les résultats théoriques correspondent à des mesures expérimentales.
Ce travail de choix des paramètres d’interface a été réalisé en effectuant une
comparaison sur les longueurs d’onde de coupure et les spectres d’absorption
d’un grand nombre d’échantillons. En conclusion, ces paramètres ont un
fondement physique (contrairement à la méthode du potentiel d’interface) et
ont été déterminés par une comparaison avec des mesures expérimentales. Ce
qui en fait une méthode intéressante pour prendre en compte les interfaces.
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1.3.6 Conclusion sur l’état de l’art
Le tableau 1.4 résume les différentes méthodes utilisées pour modéliser les struc-
tures SR InAs/GaSb, ainsi que leurs avantages et inconvénients.
Table 1.4: Résumé des avantages et inconvénients des différentes méthodes de la littérature
utilisées pour la modélisation des SR InAs/GaSb
Méthode Avantages Inconvénients
ETBM Une modélisation atomis-
tique, et donc précise, des
interfaces.
Une taille de matrice qui dé-
pend de l’épaisseur de la
structure SR.
Difficulté d’interprétation de
l’origine des résultats.
Paramètres empiriques des
orbitales à déterminer.
AEPM Une modélisation atomis-
tique, et donc précise, des
interfaces.
Une taille de matrice qui dé-
pend de l’épaisseur de la
structure SR.
Paramètres empiriques des
potentiels à déterminer
SEPM Peu de paramètres en entrée. Des approximations sur la
structure modélisée :
Une taille de matrice qui ne
dépend pas de l’épaisseur de
la structure SR.
les matériaux sont considérés
comme massifs.
Les interfaces sont mal repré-
sentées.
kp adapté au SR
InAs/GaSb
Peu de paramètres en entrée. Des approximations sur la
structure modélisée :
Une taille de matrice qui ne
dépend pas de l’épaisseur de
la structure SR.
les matériaux sont considérés
comme massifs.
La prise en compte des inter-
faces introduit des nouveaux
paramètres ajustables.
L’objectif de ce travail est de réaliser un code de modélisation qui permettra de
proposer de nouvelles structure de SR InAs/GaSb optimisées pour la détection
infrarouge. De plus, ce code servira à comprendre les phénomènes physiques mis
en jeu au travers de la modélisation de figures de mérites, tel que l’énergie de bande
interdite, l’absorption, les masse effectives ou encore la concentration de porteurs
intrinsèques, de SR InAs/GaSb d’épaisseur de période très différentes. Il doit donc
être suffisamment rapide pour tester un grand nombre de structures dans un temps
raisonnable. Aussi, un code atomistique n’est pas adapté à notre besoin, car ce
modèle ne simule que des SR de faible épaisseur de période et nécessite un temps
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de calcul important.
Il reste donc deux méthodes possibles : la SEPM ou une méthode kp qui sont
plus rapide car elles utilisent des modèles de matériaux massifs. Notre choix s’est
orienté vers la méthode kp sur laquelle il existait une expertise au sein de notre
laboratoire avec la possibilité de prendre en compte les interfaces avec la méthode
de Klipstein.
1.4 conclusion et objectifs de la thèse
Au cours de ce chapitre, j’ai introduit de manière très générale la détection IR et j’ai
par la suite présenté les besoins actuels de ce domaine. Le détecteur SR InAs/GaSb
est un candidat émergent sérieux pour répondre à ces besoins.
Le SR InAs/GaSb présente différents avantages comme une énergie de bande
interdite accordable, fonction de deux paramètres : l’épaisseur de la période et le
ratio d’épaisseur d’InAs et de GaSb dans la période. De plus, le SR InAs/GaSb a
théoriquement un taux de recombinaison Auger plus faible que les autres détecteurs
IR et présente une masse effective élevée, permettant une diminution du courant
tunnel pour les structures à faible énergie de bande interdite. Enfin, la croissance
des matériaux III-V est bien maîtrisée ce qui est un avantage pour la réalisation de
matrices grand format.
L’état de l’art a montré que les résultats actuels du SR InAs/GaSb ne sont
pas à la hauteur des attentes et des possibilités théoriques. C’est pourquoi de
nombreux groupes se sont penchés sur la modélisation de ces structures pour mieux
les comprendre et en repousser les limites. Cependant, du fait de son alignement
de type III et des faibles épaisseurs de période, le SR InAs/GaSb ne peut être
précisément modélisé par la méthode classique habituellement utilisée pour les
semiconducteurs qui est la méthode kp. Plusieurs solutions ont alors été proposées
pour répondre à ce problème :
• Des modélisations dites atomistiques (tight-binding, SEPM), précises mais
dont le temps de calcul dépend de la taille de la période.
• Des méthodes kp qui ont été adaptées à la modélisation des SR par la prise
en compte des interfaces. Ces méthodes sont précises et ne dépendent pas de
la taille de la période, néanmoins, elles introduisent de nouveaux paramètres
ajustables.
Cette thèse a pour objectif de réaliser un outil de modélisation précis, exempt de
paramètres ajustables et qui puisse rapidement donner des résultats pour des SR
InAs/GaSb de différentes épaisseurs.
Je propose alors une modélisation kp avec approximation de la fonction enveloppe
développée sur une base de 18 bandes, au lieu des 8 bandes habituellement utilisées
dans la littérature : 6 bandes de valence Γ7-Γ8 (trous lourds, trous légers, spin-orbit),
2 bandes de conduction Γ6, 6 bandes de conduction plus hautes en énergies Γ7-Γ8 et 4
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Figure 1.14: Schéma des structures de bandes des matériaux d’un SR InAs/GaSb, ainsi que
les interactions entre les bandes des deux matériaux
bandes de conduction très hautes en énergie Γ3. Comparé au modèle kp convention-
nel à 14 bandes [Peter et Cardona, 2010] nous avons ajouté les interactions couplant
les bandes de valence et les bandes de conduction hautes en énergie Γ3. C’est un
modèle qui a déjà été utilisé pour la modélisation des effets Auger dans les SR In-
As/GaSb [Vinter, 2002]. Il est probable que le manque de précision des modélisations
kp actuelles vienne de l’alignement de type III des SR InAs/GaSb. En prenant en
compte des bandes de conduction plus hautes en énergie dans notre modélisation,
nous ne devrions négliger aucune des interactions entre l’InAs et le GaSb impor-
tantes afin d’obtenir une modélisation précise de la structure SR (figure 1.14).
De manière plus large, l’objectif de ce travail sera de développer des modélisations
fiables des propriétés optiques de SR InAs/GaSb pour en comprendre le fonctionne-
ment et les limites actuelles des détecteurs développés par l’IES. A plus long terme,
ce code servira à proposer de nouveaux designs pour les futurs détecteurs opérant
dans le LWIR.
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2
M O D É L I S AT I O N D E S P R O P R I É T É S O P T I Q U E S D E S
S U P E R R É S E A U X I N A S / G A S B
Dans un premier temps, les structures SR utilisées pour cette comparaison seront
présentées en détails et avec leur particularités. Ces structures nous accompagneront
jusqu’à la fin du manuscrit et les sorties du code seront toujours présentées pour ces
trois structures et comparées à des données expérimentales.
Ensuite, je présenterai la même analyse pour l’énergie de bande interdite et le coeffi-
cient d’absorption.
1. je présenterai les modèles utilisés pour calculer ces grandeurs physiques.
2. je présenterai les différents paramètres matériaux en entrée du code qui ont
une influence sur les résultats de ces calculs.
3. je présenterai les mesures expérimentales et une comparaison avec les sorties
du code. Les mesures de photoluminescence (PL) ont été faites par l’IES et j’ai
réalisé les mesures de coefficient d’absorption.
Je terminerai ce chapitre en présentant les choix faits dans la modélisation pour
obtenir une comparaison satisfaisante.
2.1 présentation des structures étudiées
Lors de la présentation des structures SR pour la détection infrarouge, j’ai parlé
d’une de leur principale caractéristique qui est leur grande flexibilité. Cette flexibi-
lité permet de choisir l’énergie de bande interdite en jouant sur l’épaisseur de la
période et plus particulièrement en jouant sur l’épaisseur respectives d’InAs et de
GaSb dans la période. Aussi, il est intéressant d’introduire ici le rapport R qui est
égal à l’épaisseur d’InAs divisée par l’épaisseur de GaSb par période de SR : avec
différents rapports R, il est possible d’atteindre une même longueur d’onde de cou-
pure. L’étude présentée ici se faisant dans le MWIR, je m’intéresserai à des SR dont
la longueur d’onde de coupure se situe autour de 5 µm à 80K et plus particulière-
ment aux trois structures de SR représentées schématiquement sur la figure 2.1. Ces
structures sont appelées :
• InAs-rich quand l’épaisseur de la couche d’InAs est prépondérante dans la
période du SR
• GaSb-rich dans la cas inverse avec une couche de GaSb plus épaisse que celle
d’InAs
• symétrique dans le cas où les épaisseurs de GaSb et d’InAs sont identiques.
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La figure 2.1 présente les trois structures étudiées au cours de ce manuscrit, ainsi
que la valeur pour leur rapport R.
Ces structures ont été utilisées pour réaliser des détecteurs SR de structure pin. Ces
différentes photodiodes ont été particulièrement étudiées par l’IES et l’ONERA d’un
point de vue expérimental (mesure de rendement quantique, de courant d’obscurité,
de réponse spectrale et de bruit) [Delmas et al., 2014; Giard et al., 2014a,b]. Ce travail
se propose donc d’étudier ces trois structures d’un point de vue théorique.
Figure 2.1: Représentation schématique des trois structures SR étudiées (de haut en bas) :
GaSb-rich (10MC d’InAs/19MC de GaSb, R = 0,526), symétrique (10MC d’In-
As/10MC de GaSb, R = 1) et InAs-rich (7MC d’InAs/4MC de GaSb, R = 1,75).
Nous allons voir dans les paragraphes qui suivent comment le choix du ratio R
influence le recouvrement des fonctions d’onde et la densité d’états.
2.1.1 Le recouvrement des fonctions d’onde
Le calcul du recouvrement de la probabilité de présence des électrons et des trous
permet de rendre compte de la capacité de la structure à absorber un photon inci-
dent et à créer une paire électron-trou. Or ce paramètre va fortement varier d’un
SR InAs-rich à un SR GaSb-rich. En effet, la faible épaisseur des matériaux dans le
cas du SR InAs-rich permet un fort couplage entre les différents puits, ceci entraîne,
comme expliqué au chapitre 1, l’apparition de minibandes. Les fonctions d’onde des
électrons sont alors fortement délocalisées et les électrons ont une probabilité de pré-
sence sur l’ensemble de la structure. La probabilité de présence non nulle des trous
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permet alors d’avoir un fort recouvrement (figure 2.2).
Figure 2.2: Première minibande de conduction (E1, en bleu) et première minibande de va-
lence (trous lourds HH1, en vert) d’un SR InAs-rich (7MC InAs / 4MC GaSb)
dans le MWIR et probabilité de présence des niveaux d’énergies fondamentaux
en k = 0, calculés avec mon code.
A l’inverse dans un SR GaSb-rich le couplage étant beaucoup plus faible (on se rap-
proche progressivement d’un matériau de type multi-puits quantique) et du fait de
l’alignement de type III du SR InAs/GaSb, les électrons se trouvent fortement loca-
lisés dans le matériau puits, l’InAs, et les trous dans le matériau barrière, le GaSb.
Le recouvrement est alors fortement diminué (figure 2.3). De plus, dans le cas du SR
GaSb-rich le couplage est tellement faible entre les différents puits qu’il est inexact
de parler de minibande. En effet, comme on peut le voir sur la figure 2.3, la proba-
bilité de présence des électrons dans le GaSb est quasi nulle, la structure de bande
est alors constituée de niveaux quasi-discrets ou dit autrement, de minibandes très
fines.
Il est alors possible d’obtenir une valeur pour le recouvrement de la fonction d’onde
d’électron Ψc et de trou Ψv, en calculant | 〈Ψc|Ψv〉 |2. Nous pouvons voir ainsi que
d’un matériau à l’autre le recouvrement entre la première fonction d’onde de trou
et la première fonction d’onde d’électron passe de 77% pour un SR InAs-rich à 31%
pour un SR GaSb-rich. Le SR symétrique ayant logiquement une valeur intermé-
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Figure 2.3: Première minibande de conduction (E1, en bleu) et premier niveau discret de
valence (trous lourds HH1, en vert) d’un SR GaSb-rich (10MC InAs / 19MC GaSb)
dans le MWIR et probabilité de présence des niveaux d’énergies fondamentaux.
Figure 2.4: Première minibande de conduction (E1, en bleu) et première minibande de va-
lence (trous lourds HH1, en vert) d’un SR symétrique (10MC InAs / 10MC GaSb)
dans le MWIR et probabilité de présence des niveaux d’énergies fondamentaux.
42
diaire de 50% (figure 2.4). Ce paramètre a une influence directe sur l’absorption de
la structure.
2.1.2 Densité d’états du Superréseau
La densité d’états quantifie le nombre d’états électroniques dans la bande de conduc-
tion ou de valence pour une énergie E donnée. C’est une grandeur physique qui
dépend immédiatement de la structure de bande du matériau et qui est directement
liée à tout mécanisme impliquant une transition entre les bandes.
Pour un semiconducteur tridimensionnel (3D), isotrope et proche de l’énergie de
bande interdite cette densité évolue en racine carré de l’énergie :
ρc,v(E) =
V
2pi2
(
2m∗c,v
 h2
)3/2
√
(E− E0) (2.1)
Où ρc désigne la densité dans les bandes de conduction et ρv désigne la densité dans
les bandes de valence. m∗c est la masse des électrons et m∗v est la masse des trous, V
le volume du matériau et E0 l’énergie de bande interdite.
Dans le cas du puits quantique, qui est une structure bidimensionnelle (2D), présen-
tant n niveaux d’énergie discrets, la densité d’état se présente sous la forme d’un
escalier dont la hauteur des marches est une constante du matériau mais dont la
position des marches dépend de la position du niveau d’énergie discret En :
ρc,v(E) =
S ·m∗c,v
pi h2
∑
n
θ(E− En) (2.2)
où θ(x) est la fonction Heaviside et S la surface du matériau.
Le SR lui va avoir un comportement intermédiaire entre ces deux types de compor-
tements du fait de sa nature d’empilement de puits couplés. Sa densité d’états pour
une minibande En comprise entre les énergies Enmin et E
n
max peut être approximée
par la relation [Bastard, 1988] :
ρSRc,v(E) =
S ·m∗c,v
pi h2
f(E)oùf(E) =

0 si E < Enmin
arccos(−E+En2tn ) si |
E−En
2tn
| < 1
1 si E > Enmax
(2.3)
où 2tn est l’épaisseur énergétique de la minibande (Enmax − Enmin).
Sur la figure 2.5 sont représentées schématiquement les densités d’états d’un maté-
riau massif (3D), d’un SR et d’un puits quantique. On voit alors bien le comporte-
ment intermédiaire du SR qui selon le couplage plus ou moins important entre ses
puits quantiques présentera un comportement 3D, c’est le cas du fort couplage de
l’InAs-rich, ou un comportement plutôt 2D, c’est le cas du faible couplage du GaSb-
rich.
Le coefficient d’absorption est directement proportionnel à la densité d’état joints,
qui est la densité d’états qui sont joints à un vecteur ~k donné par l’énergie d’un
photon. On retrouvera donc cette différence de comportement dans les courbes d’ab-
sorption de ces structures SR et il sera plus intéressant de faire la comparaison entre
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Figure 2.5: Représentation schématique de la densité d’états pour un superréseau et compa-
raison avec celles d’un puits quantique (2D) et d’un matériau massif (3D).
théorie et expérience sur une structure SR GaSb-rich. En effet cette structure, du fait
de sa nature 2D, aura un spectre d’absorption avec des "marches" reflétant la densité
d’états qui nous donneront ainsi l’information sur la position énergétique des transi-
tions inter-bandes supérieures à l’énergie de bande interdite.
En conclusion, on peut déjà penser que la structure SR la plus adaptée à l’absorption
est InAs-rich du fait de son fort recouvrement des fonctions d’onde et de sa densité
jointe d’état proche de celle d’un matériau 3D. Il faudra cependant s’intéresser au
transport, c’est-à-dire à la collecte des photoporteurs dans une photodiode dont la
zone d’absorption est un SR InAs-rich, avant de conclure sur l’avantage d’utiliser ce
type de structure pour la détection IR.
2.2 modélisation de la structure de bande et des fonctions d’onde
Comme introduit dans le premier chapitre, le modèle choisi pour cette modélisation
est un modèle kp 18 bandes. La méthode kp a été présentée de manière générale
dans le chapitre 1, je vais ici rentrer plus avant dans le détail des calculs ainsi que
des particularités de ma méthode.
2.2.1 Présentation du calcul
Je rappelle que pour notre utilisation de la méthode kp on a fait l’approximation de
la fonction enveloppe, i.e. l’enveloppe de la fonction d’onde est invariante à l’échelle
de la cellule élémentaire. Cette dernière est définie dans les directions x et y par la
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maille du matériau et dans la direction z par l’épaisseur de la période du SR. La
fonction d’onde a donc la forme suivante :
ΨA,B
n,~k
(~r) =
∑
b
χA,Bb,n (z)e
i~k//· ~R//ub(~r, z) (2.4)
Où ~k// et ~R// sont respectivement le vecteur d’onde et le vecteur position dans le
plan, i.e. dans la direction perpendiculaire à la direction de croissance. Les fonc-
tions de Bloch, que l’on a considéré semblables dans les deux matériaux, varient
"beaucoup" à l’échelle de la cellule élémentaire. Je fais alors l’approximation que la
fonction enveloppe χA,Bb,n (z) varie lentement à cette échelle et sera considérée comme
constante dans la cellule élémentaire. De plus, la fonction enveloppe est continue
aux interfaces, i.e. χAb,n(zi) = χ
B
b,n(zi), où zi est la position d’une interface.
En plus du développement habituel des fonctions d’onde sur la base des fonctions
de Bloch en centre de zone de Brillouin, je réalise un développement en série de
Fourier de la partie de la fonction enveloppe dans la direction z, i.e. la direction de
croissance du SR. Nos fonctions d’onde s’écrivent alors sous la forme d’une somme
dans laquelle l’index b représente les 18 bandes prises en compte dans notre calcul
et m est compris dans [−NG;NG], le nombre de composantes de Fourier que l’on
garde dans notre développement :
Ψ
n,~k(~r) =
∑
m,b
am,bn (~k)e
i(kz+Gm)zei
~k||~Rub(~r, z) (2.5)
Où am,bn (~k) sont les coefficients de la fonction enveloppe et ~Gm = 2mpi/d. ~k|| et ~R
représentent respectivement les composantes dans la direction perpendiculaire à la
croissance du vecteur d’onde ~k et du vecteur position ~r.
Si on projette l’hamiltonien SR de l’équation 1.6 avec le potentiel exprimé comme
dans l’équation 1.25 dans la base de nos fonctions d’onde de l’équation 2.5 , on
obtient :
HSRΨn,~k(~r) =
∑
m,b
am,bn (~k)e
i(~k+ ~Gm).~r
[{
p2
2m0
+ Vc(~r, z) + VVB(z)
}
ub,0(~r, z) +
 h2(~k+ ~Gm)
2
2m0
ub,0(~r, z) +
 h
m0
(~k+ ~Gm)~pub,0(~r, z)
]
(2.6)
Le dernier terme de notre équation est le terme ~k.~p dont vient le nom de la méthode.
L’approximation de la fonction enveloppe consiste maintenant à considérer qu’à
l’échelle de chaque cellule élémentaire, seules les fonctions de Bloch varient, tout
autre fonction est considérée comme invariante. Je multiplie alors l’équation (2.6)
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par le terme e−i(~k+ ~Gm ′)~ru∗b ′,0(~r, z) et j’intègre ensuite l’équation sur l’ensemble du
volume pour obtenir l’équation suivante :
∑
m,m ′,b,b ′
am,bn (~k)
{
 h2(~k+ ~Gm)
2
2m0
δ(m,m ′)δ(b, b ′)
+
1
d
∫d
0
ei(Gm−Gm ′)z [Eb(z) + VVB(z)]dzδ(b, b
′)
+
 h
m0
(~k+ ~Gm)
1
d
∫d
0
ei(Gm−Gm ′)z~pb,b ′(z)dz
}
= En(~k)a
b ′,m ′
n (~k) (2.7)
Où ~pb,b ′ = {u∗b ′,0(~r, z) |~p|ub,0(~r, z)} et d est l’épaisseur de la période du SR. Le cal-
cul et le résultat ici obtenus sont semblables au calcul kp général présenté dans le
chapitre 1 et les équations 1.29 et 2.7 sont équivalentes à la différence que dans ma
méthode, j’ai réalisé un développement en série de Fourier de la fonction enveloppe.
Le terme ~k de l’équation 1.29 devient dans mon cas (~k+ ~Gm). Finalement, Je trouve
donc bien l’expression d’une matrice à diagonaliser de taille 18(2n+1)x18(2n+1).
Il faut maintenant intégrer dans notre modèle les contraintes présentes dans la struc-
ture. Je considère que la maille de tous les éléments du SR est fixée par le substrat.
Autrement dit, je ne prend en compte que les contraintes dues au substrat et je né-
glige les contraintes aux interfaces entre les matériaux du SR. Nous verrons en effet
dans la partie suivante que l’ajout d’InSb dans la période permet de la compenser au
fur et à mesure de la croissance du SR. Le substrat utilisé étant en GaSb, seul l’InAs
est contraint dans la structure et du fait de sa maille inférieure à celle du GaSb, il est
en tension. La contrainte est modélisée en intégrant les éléments de Bir-Pikus dans
notre matrice de l’équation 2.7 [Bir et al., 1974].
Ces éléments sont calculés à l’aide du désaccord de maille entre l’InAs et le GaSb et
ajouté à la matrice. Les différentes contributions sont :
• Des éléments de matrice diagonaux qui changent la position des bandes d’éner-
gie en centre de zone de Brillouin de la première bande de conduction et des
bandes de valences de l’InAs. Le substrat étant en GaSb, le GaSb dans la pé-
riode n’est pas contraint et donc ses niveaux d’énergie ne bougent pas. Un
des principaux effets sur l’InAs de la prise en compte de cette contrainte est
la levée de dégénérescence en centre de zone de Brillouin entre les bandes de
valence de trous lourds et de trous légers.
• Des éléments de matrice non-diagonaux qui couplent la bande de spin-orbit
avec la bande de valence de trous lourds.
Enfin l’influence de la contrainte sur les bandes de conduction hautes en énergie
étant inconnue, aucun effet ne sera pris en compte sur ces bandes là.
En résumé, les éléments qui doivent être connus expérimentalement pour écrire
la matrice de l’équation 2.7 sont les niveaux d’énergie Ei en centre de zone de
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Brillouin, les éléments de matrice Pb,b ′ , le décalage d’énergie entre la première
bande de valence de l’InAs et la première bande de valence du GaSb, c’est-à-dire le
bandoffset introduit par le potentiel VVB et enfin les potentiels de déformation. Les
éléments de matrice Pb,b ′ sont liés à l’élément de matrice ~pb,b ′ de l’équation 2.7
par la relation suivante :
P2b,b ′ =
2
m0
|~pb,b ′ |
2 (2.8)
Où m0 est la masse de l’électron libre. L’ensemble de la matrice est présentée en
annexe B.
Une fois la matrice écrite, une simple diagonalisation permet de remonter aux va-
leurs propres à savoir les niveaux d’énergie En(~k) de la structure de bande et aux
vecteurs propres : les coefficients a(m,b)n (~k), à partir desquels on peut recomposer
les fonctions d’onde. Sur la figure 2.6 sont présentées les structures de bande ainsi
a) b)
c)
Figure 2.6: Structures de bande des SR : a) InAs-rich (7 MC d’InAs / 4 MC de GaSb) b)
symétrique (10 MC d’InAs / 10 MC de GaSb) c) GaSb-rich (10 MC d’InAs /
19 MC de GaSb) calculées à l’aide de la méthode kp dans les directions [1,0,0]
(valeurs positives de ~k) et [0,0,1] (valeurs négatives de ~k), i.e. la direction de
croissance du SR.
obtenues pour :
• une structure SR InAs-rich 7MC d’InAs / 4MC de GaSb.
• une structure SR symétrique 10MC d’InAs / 10MC de GaSb.
• une structure SR GaSb-rich 10MC d’InAs / 19MC de GaSb.
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La première information que l’on peut obtenir de ces structures de bande est l’éner-
gie de bande interdite, qui correspond à la différence d’énergie entre la première
bande de valence et la première bande de conduction au centre de la première zone
de Brillouin.
Je vais maintenant présenter les différentes grandeurs physiques ayant une influence
sur la modélisation des énergies de bande interdite.
2.2.2 Influence de la structure de la période
Pour obtenir une bonne représentation du SR , il faut connaître sa période précisé-
ment. Sans essayer d’obtenir une description atomique de la période, il faut connaître
les matériaux qui la composent et leurs épaisseurs respectives. Or, comme je l’ai intro-
duit dans le premier chapitre, le SR InAs/GaSb peut avoir deux interfaces différentes
au contact de l’InAs et du GaSb : soit l’InSb, soit le GaAs. Pour savoir comment sont
faites nos interfaces il faut s’intéresser à la croissance du SR.
Il existe un désaccord de maille entre l’InAs (aInAs(300K) = 6, 0583Å) et le GaSb
(aGaSb(300K) = 6, 0959Å). Du fait du paramètre de maille inférieur de l’InAs, ce
dernier se retrouve en tension lorsqu’il est déposé sur le GaSb. Cela introduit des
contraintes et leur accumulation peut détériorer le SR lorsque l’épaisseur devient
importante.
J’évalue le désaccord de paramètre de maille moyen du SR sur substrat GaSb de la
manière suivante :
∆a
a
∣∣∣∣
SR
=
aSR − aGaSb
aGaSb
(2.9)
où :
aSR =
aInAs ·nInAs + aGaSb ·nGaSb
nInAs +nGaSb
(2.10)
nInAs et nGaSb étant le nombre de monocouches atomiques d’InAs et de GaSb dans
la période.
Pour un SR symétrique (10MC de GaSb / 10MC d’InAs), le désaccord de maille
est de 0.632%, ce qui est trop important pour faire croître une structure épaisse
de plusieurs microns. Il a donc été choisi à l’IES de compenser cette contrainte en
insérant une fine couche d’InSb à l’interface entre le GaSb et l’InAs [Rodriguez et al.,
2005b; Satpati et al., 2007]. Il a été montré que le SR est accordé pour une épaisseur
d’InSb de 1MC toutes les 10MC d’InAs et quelle que soit l’épaisseur de GaSb. La
figure 2.7 présente le potentiel de la période d’un SR symétrique comme il sera
modélisé par mon code avec prise en compte de l’InSb aux interfaces. Or, sur la
figure 2.8 sont présentées les énergies de bande interdite calculées par la méthode
kp 18 bandes pour les trois types de structures SR à plusieurs épaisseurs de période,
avec ou sans prise en compte de l’InSb dans la période. Nous pouvons voir que la
présence d’InSb diminue fortement l’énergie de bande interdite du SR (entre 20% et
5% selon la structure SR). Il ne peut donc pas être négligé et sera maintenant pris en
compte dans toutes les modélisations.
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Figure 2.7: Potentiel d’un SR symétrique (10 MC d’InAs/10 MC de GaSb) avec prise en
compte de l’InSb aux interfaces. En noir sont représentées les bandes de conduc-
tion des matériaux et en rouge les bandes de valence.
Figure 2.8: Énergies de bande interdite calculées en fonction de l’épaisseur de la période
pour les trois types de SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) (rouge),
symétrique (10 MC d’InAs / 10 MC de GaSb) (vert) et GaSb-rich (10 MC d’InAs /
19 MC de GaSb) (bleu). Les traits pleins correspondent aux calculs pour lesquels
l’InSb a été pris en compte dans la structure, les traits pointillés aux calculs où il
n’a pas été intégré.
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2.2.3 Influence des paramètres matériaux
Notre modèle ne comporte pas de paramètre ajustable physique. Cependant, une
des hypothèses de base est que les valeurs des paramètres des matériaux dans la
structure SR sont les mêmes que les valeurs des paramètres des matériaux massifs.
Les paramètres d’entrée utilisés dans notre code, qui sont les niveaux d’énergie, les
éléments de matrice et les paramètres de contrainte, sont donc issus de mesures
expérimentales sur les matériaux massifs. Or certains de ces paramètres physiques
sont mal connus expérimentalement.
[Vurgaftman et al., 2001] a réalisé un travail de synthèse sur les paramètres des maté-
riaux III-V. En se basant sur ses travaux, j’ai pu déterminer les paramètres matériaux
peu ou mal connus expérimentalement pour l’InAs, le GaSb et l’InSb. Je présente
dans le tableau 2.1 les paramètres dont les variations ont une influence sur les résul-
tats de modélisation des énergies de bande interdite des SRs.
Table 2.1: Paramètres matériaux utilisés dans la modélisation kp dont la valeur expérimen-
tale est mal connue
paramètres Bandoffset
InAs
Bandoffset
InSb
Paramètres de contrainte de l’InAs
ac b
Domaine de
variation
(meV)
[525; 575] [−80; 160] [−11, 7;−5, 08] [−8;−2, 57]
Valeur de
référence
(meV)
525 -30 -5,08 -1,8
La valeur de bandoffset du tableau est le décalage absolu entre les bandes de
valence en centre de zone de Brillouin du matériau et celle du GaSb. En effet le
matériau GaSb est notre matériau de référence : la position de sa bande de valence
a été arbitrairement choisie comme l’origine des énergies. La valeur des bandoffsets
des autres matériaux est donc l’écart entre la bande de valence du matériau et de la
bande de valence du GaSb.
Je vais étudier l’influence des variations de ces paramètres sur la modélisation
de l’énergie de bande interdite en utilisant les valeurs extrêmes de leur domaine de
variation. Les autres paramètres variables sont alors fixés à leurs valeurs conseillées
par Vurgaftman et al appelées valeurs de référence. Toutes les simulations sont
réalisées à 80K, température à laquelle seront faites l’essentiel des mesures de PL et
d’absorption qui serviront pour les comparaisons.
La forte variation du bandoffset InAs/GaSb (50 meV) s’explique par le fait
que cette valeur n’est pas directement mesurable expérimentalement. Les mesures
sont indirectes et selon les sources, donnent des résultats allant de 450 à 700 meV.
Il est conseillé pour la modélisation d’hétérojonction InAs/GaSb de prendre une
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valeur entre 510 meV et 560 meV dans le cas où les interfaces ne sont pas connues.
Il a été de plus expérimentalement montré que si les interfaces sont forcées de type
InSb, alors la valeur du bandoffset InAs/GaSb est en moyenne plus grande de
15 meV [Vurgaftman et al., 2001]. Inversement si les interfaces sont de type GaAs
cette valeur sera diminuée de 15 meV. Nos interfaces sont, comme nous avons pu
le voir, forcées de type InSb. Nous ajoutons donc 15 meV à la valeur du bandoffset
InAs/GaSb. Ce qui donne une variation allant de 525 à 575 meV.
Figure 2.9: Énergie de bande interdite en fonction de l’épaisseur de la période pour les
trois types de SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) (rouge), symétrique
(10 MC d’InAs / 10 MC de GaSb) (vert) et GaSb-rich (10 MC d’InAs / 19 MC
de GaSb) (bleu). Les traits pleins correspondent aux calculs faits avec la valeur
maximale du bandoffset InAs/GaSb (575 meV) et les traits pointillés à ceux faits
avec la valeur minimale du bandoffset InAs/GaSb (525 meV).
Sur la figure 2.9, on peut voir que ce paramètre a une forte influence sur les
énergies de bande interdite des trois types de SR et qu’il fait varier leurs énergies de
bande interdite du même ordre de grandeur (∆E ≈ 25 à 40meV). La variation de
l’énergie de bande interdite est plus importante pour les SR de grande épaisseur de
période. Les courbes présentées montrent que c’est un paramètre important de la
modélisation, qui de plus est mal connu expérimentalement. Ce paramètre matériau
a donc une forte influence pour obtenir une comparaison valable entre expérience
et modélisation.
Vurgaftman et al recommande une valeur intermédiaire pour le bandoffset
InSb/GaSb égale à 30 meV. Cette valeur est moyennée sur plusieurs travaux
théoriques sur le sujet qui suggèrent une variation allant de -80 à 160 meV (où la
valeur est positive si la bande de valence de l’InSb est au-dessus de celle du GaSb).
La figure 2.10 montre que ce paramètre n’influe pas de la même manière sur les
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Figure 2.10: Énergie de bande interdite en fonction de l’épaisseur de la période pour les
trois types SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) (rouge), symétrique
(10 MC d’InAs / 10 MC de GaSb) (vert) et GaSb-rich (10 MC d’InAs / 19 MC
de GaSb) (bleu). Les traits pleins correspondent aux calculs faits avec la valeur
maximale du bandoffset InSb/GaSb (160 meV) et les traits pointillés à ceux faits
avec la valeur minimale du bandoffset InSb/GaSb (-80 meV).
trois types de SR. On sait que la quantité d’InSb dans la période est d’1 MC pour
10 MCs d’InAs et cela quelle que soit l’épaisseur de GaSb. La proportion d’InSb par
rapport à l’épaisseur totale de la période est donc d’autant plus importante que la
proportion d’InAs est grande par rapport à l’épaisseur totale de la période. De ce
fait, il est donc logique que le bandoffset de l’InSb ait une plus forte influence dans
un SR InAs-rich que pour un SR GaSb-rich, c’est d’ailleurs ce que l’on observe dans
les calculs (figure 2.10).
De plus, dans notre modèle, les interfaces dans la période sont prises en compte par
l’introduction d’InSb à la jonction des matériaux InAs et GaSb. Or, plus l’épaisseur
totale de la période est faible, plus les effets des interfaces sont importants. C’est
aussi ce qu’on observe quand on fait varier le bandoffset de l’InSb dans notre mo-
dèle, les énergies de bande interdite des SR variant plus pour les faibles épaisseurs
de périodes (figure 2.10).
Dans le cas des potentiels de déformation, il existe malheureusement peu de
valeurs expérimentales et les valeurs proposées par Vurgaftman sont des valeurs
issues de calcul.
Le potentiel de déformation ac a une influence comparable sur les trois types de SR
quelle que soit la période du SR (∆E ≈ 25meV figure 2.11). Il est important de noter
que ce paramètre aura une influence sur la modélisation des énergies de bande
interdite des SR en fonction de la température. En effet, la maille des matériaux
étant dépendante de la température, comme on le verra dans la section suivante,
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Figure 2.11: Énergie de bande interdite en fonction de l’épaisseur de la période pour les
trois types de SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) (rouge), symétrique
(10 MC d’InAs / 10 MC de GaSb) (vert) et GaSb-rich (10 MC d’InAs / 19 MC
de GaSb) (bleu). Les traits pleins correspondent aux calculs faits avec la valeur
maximale du potentiel de déformation des bandes de conduction ac de l’InAs
(-5,08 eV) et les traits pointillés à ceux faits avec la valeur minimale de ac (-11,7
eV).
ceci influera directement sur la contrainte du GaSb sur l’InAs.
On voit cependant que le paramètre de déformation b de l’InAs a une influence
assez faible sur la modélisation et crée un décalage constant sur l’énergie de
bande interdite (∆E ≈ 15meV figure 2.12). Je prendrai donc, par la suite, la valeur
recommandée de -1.8 eV pour ce paramètre.
Le choix final des valeurs utilisées pour le bandoffset de l’InAs, le bandoffset
de l’InSb et le potentiel de déformation ac de l’InAs sera fait par comparaison
avec des valeurs expérimentales de l’énergie de bande interdite. Le tableau 2.2
résume l’ensemble des valeurs utilisées dans ma modélisation dont les valeurs
expérimentales sont précisément connues.
Table 2.2: Niveaux d’énergie des différentes bande de valence et de conduction, éléments de
matrice et potentiel de déformation utilisés dans le code kp 18 bandes
(eV) ∆SO Eg E7 E8 E3 P2 P ′2 Q2 R2 ac av b
InAs 0,38 0,42 4,44 4,6 5 22,2 9,0 22,0 16,0 - -1,0 -
GaSb 0,76 0,81 3,191 3,404 5 25,0 6,0 14,5 9,0 -7,5 -0,8 -2,0
InSb 0,81 0,235 3,16 3,49 5 24,4 10,5 16,0 11,8 -6,94 -0,36 -2,0
53
Figure 2.12: Énergie de bande interdite en fonction de l’épaisseur de la période pour les
trois types de SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) (rouge), symétrique
(10 MC d’InAs / 10 MC de GaSb) (vert) et GaSb-rich (10 MC d’InAs / 19 MC
de GaSb) (bleu). Les traits pleins correspondent aux calculs faits avec la valeur
maximale du potentiel de déformation b de l’InAs (-2.57 eV) et les traits poin-
tillés à ceux faits avec la valeur minimale de b (-8 eV).
2.2.4 Influence de la température
Dans le modèle kp, la température influe sur la modélisation des énergie de bande
interdite du SR par l’intermédiaire des paramètres matériaux qui dépendent de la
température : L’énergie de bande interdite et le paramètre de maille. Leur dépen-
dance suit une loi empirique de la forme :
a(T) = a(300K) + γ ∗ 10−5(T − 300) (2.11)
Où γ est un paramètre fixe et empirique.
Table 2.3: Paramètre de maille et paramètre de sa dépendance en fonction de la température
des matériaux de la période du SR.
a(300K)(Å) γ(Å ·K−1)
InAs 6,0583 2,74
GaSb 6,0959 4,72
InSb 6,4794 3,48
Les énergies de bande suivent une loi empirique [Varshni, 1967], de la forme :
EGap(T) = E0 +
αT2
T +β
(2.12)
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Où α et β sont des paramètres fixes et empiriques et E0 est la valeur du gap pour
T = 0K.
Table 2.4: Énergie de bande interdite à 0K et paramètres de Varshni des matériaux de la
période du SR.
E0(T = 0K)(eV) α(meV ·K−1) β(K)
InAs 0,4103 276 83
GaSb 0,812 417 140
InSb 0,2352 600 500
Selon [Vurgaftman et al., 2001], seuls les paramètres α et β de l’énergie de bande
interdite du GaSb sont mal connus : α ∈ [108; 453]meV ·K−1 et β ∈ [−10; 186]K. Les
figures 2.13 et 2.14 présentent les énergies de bande interdite des trois structures SR
étudiées en fonction de la température pour les valeurs limites de respectivement α
et β.
(c) (b)
(a)
Figure 2.13: Énergie de bande interdite en fonction de la température pour les trois types de
SR (a) InAs-rich 7/4 (rouge), (b) symétrique 10/10 (vert) et (c) GaSb-rich 10/19
(bleu). La valeur de β est fixée à la valeur conseillée par Vurgaftman de 140
K. Les traits pleins correspondent aux calculs faits avec la valeur maximale du
paramètre de Varshni α du GaSb (453 meV/K) et les traits pointillés à ceux faits
avec la valeur minimale de α (108 meV/K).
Ces deux paramètres seront à prendre en compte pour obtenir une comparaison
satisfaisante entre expérience et modélisation.
Nous avons de plus fait l’hypothèse que les paramètres de contrainte ac, av et b
sont indépendants de la température.
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(c) (b)
(a)
Figure 2.14: Énergie de bande interdite en fonction de la température pour les trois types
de SR (a) InAs-rich 7/4 (rouge), (b) symétrique 10/10 (vert) et (c) GaSb-rich
10/19 (bleu). La valeur de α est fixée à la valeur conseillée par Vurgaftman
de 417 meV/K. Les traits pleins correspondent aux calculs faits avec la valeur
maximale du paramètre de Varshni β du GaSb (186 K) et les traits pointillés à
ceux faits avec la valeur minimale de beta (-10 K).
2.3 comparaison entre expérience et modèle pour les énergies de
bande interdites
Dans un premier temps, je vais expliquer comment ont été obtenues les mesures
des énergies de bande interdite de nos SR, puis je comparerai ces résultats à ma
modélisation et conclurai sur le choix final des paramètres matériaux.
2.3.1 Mesures des gaps par photoluminescence
Les énergies de bande interdite des SR sont obtenues par une mesure de photolumi-
nescence. Ces mesures sont réalisées de manière systématique à l’IES pour détermi-
ner les énergies de bande interdite des SR de 10 à 300K. Un faisceau laser avec une
longueur d’onde d’émission de 830 nm est focalisé sur l’échantillon pour l’exciter.
Les photons absorbés créent des paires électron-trou. La probabilité de recombinai-
son radiative d’une paire électron-trou est plus élevée au voisinage du centre de zone
de Brillouin (k = 0) ce qui se traduit par un maximum du pic de photoluminescence
à la longueur d’onde correspondant au gap du matériau. La luminescence émise par
ce dernier est focalisée sur l’entrée d’un spectromètre infrarouge à transformée de
Fourier (FTIR) qui traite le signal optique reçu. La figure 2.15 présente les spectres de
photoluminescence à 80K des trois structures type. Cette mesure permet de vérifier
que la longueur d’onde de coupure du SR réalisé est celle visée au moment du choix
de la structure. Dans notre cas, il s’agit de la valeur cible de 5µm à 80K pour les trois
SR.
56
La forme de ces spectres montre le comportement différent de chaque structure.
Nous retrouvons pour le SR « GaSb-rich » (en bleu, R = 0, 536) la forme lorentzienne
asymétrique typique d’un matériaux 2D alors que pour le SR « InAs-rich » (en rouge,
R = 1, 75) la forme du spectre est plus étalée et de forme gaussienne semblable aux
matériaux 3D. La structure symétrique (en vert, R = 1) a quant à elle une forme de
spectre intermédiaire entre le puits quantique et le matériau massif.
Figure 2.15: Spectres de photoluminescence mesurés au FTIR à 80K pour les trois structures
GaSb-rich, symétrique et InAs-rich. Figure issue de [Taalat, 2013]
2.3.2 Précision des points de mesures
Lors de la réalisation de toutes les structures SR, une mesure de diffraction par rayon
X (DDX pour double diffraction de rayon X) est réalisée de manière routinière. Cette
mesure permet de caractériser la qualité structurale des SR épitaxiés.
En effet, le désaccord de maille entre le SR InAs/GaSb et le substrat GaSb est ca-
ractérisé par l’écart entre le pic principal du SR et celui du substrat. On observe sur
la figure 2.16 que les pics centraux de diffractions dus au substrat de GaSb et du
SR sont confondus, montrant que la compensation de contrainte a été correctement
réalisée et ceci pour tous les types de structures SR fabriquées. De plus, la largeur à
mi-hauteur très faible des pics satellites (SR1,SR−1,...) atteste de la qualité structurale
des interfaces.
Enfin, et c’est la partie qui nous intéresse ici, à partir des positions des pics satel-
lites du SR il est possible de remonter avec précision à l’épaisseur de la période de
celui-ci en utilisant la loi de Bragg. Du fait de cette mesure, l’épaisseur totale de la
période est précisément connue pour l’ensemble de nos échantillons utilisés pour les
mesures de PL et comparés à la modélisation.
En cherchant alors à réaliser une structure SR composé de nInAs MC d’InAs et de
nGaSb MC de GaSb , on s’attend donc à obtenir une épaisseur totale de période
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Figure 2.16: Spectre de diffraction X montrant le SR accordé sur le substrat pour les trois
structures SR étudiées.
égale à nInAs ∗ aInAs +nGaSb ∗ aGaSb où aInAs et aGaSb sont les paramètres de
maille. Cependant, une fois la structure réalisée, on observe des écarts avec la valeur
visée. En effet, lors de la réalisation on peut avoir, au maximum, une erreur d’1 MC
sur l’épaisseur d’un des deux matériaux de la période.
Or si la méthode DDX nous permet de remonter à l’épaisseur totale de la période,
elle ne nous permet pas de connaître l’épaisseur respective d’InAs et de GaSb. Il
faut donc au moment de la modélisation supposer que l’on peut avoir un erreur sur
l’épaisseur relative des matériaux. Cette erreur potentielle sera prise en compte lors
de la comparaison des valeurs d’énergie de bande interdite modélisées et mesurées.
2.3.3 Choix des paramètres matériaux
Pour déterminer la valeur des paramètres matériaux permettant d’obtenir la
meilleure correspondance entre énergie de bande interdite mesurée et calculée, j’in-
troduis le paramètre d’analyse χ2 qui devra être minimisé :
χ2 =
1
N
∑
n
|Egap théoriquen − E
gap expérimental
n |
2 (2.13)
Où N est le nombre de points où l’on réalise la comparaison entre les points
théoriques et les points expérimentaux. Le choix de la valeur optimale du paramètre
58
se fera à la valeur minimum de χ2.
La modélisation optimale s’obtient avec les valeurs suivantes :
• Bandoffset InAs/GaSb = 545 meV
• Bandoffset InSb/GaSb = -20 meV
• Potentiel de déformation des bandes de conduction ac = −5, 08eV et b =
−1, 8eV
Notons que ces valeurs sont proches des valeurs recommandées par Vurgaftman et
al.
De plus, on a un écart possible de plus ou moins 1 MC dans l’épaisseur de la
période lors de la réalisation des échantillons. J’ai donc intégré, en trait pointillé sur
la figure 2.17, les valeurs des modélisation des énergies de bande interdite au niveau
des points de mesure dans le cas de cette erreur. Dans le cas d’un SR InAs-rich (7
MC d’InAs/4 MC de GaSb) le trait plein représente les SR qui ont un rapport R=1.75
et les traits pointillés représentent la modélisation de SR de rapport R=6/4=1,5 et
R=8/4=2. Pour les SR symétriques (10 MC d’InAs/10 MC de GaSb), le trait plein
modélise les SR de rapport R=1 et les traits pointillés représentent la modélisation
de SR de rapport R=9/10=0,9 et R=11/10=1,1. Enfin, de la même manière, les SR
GaSb-rich (10 MC d’InAs/19 MC de GaSb) sont représentés en trait plein par un
rapport R=10/19=0.526 et les traits pointillés représentent la modélisation de SR de
rapport R=10/20=0,5 et R=10/18=0,556.
Sur la figure 2.17, la modélisation des énergies de bande interdite à 80K est
très proche des points de mesures. De plus, les points sont tous compris dans
l’intervalle défini par l’erreur possible d’1 MC sur l’épaisseur de période des SR.
Nous remarquons également que mon calcul a modélisé des énergies de bande
interdite pour des SR de faible épaisseur de période. Les valeurs des bandoffsets et
des potentiels de déformation choisis seront donc utilisés de manière systématique
dans toutes les modélisations suivantes présentées dans ce mémoire.
Les mesures présentées sur la figure 2.17 ont été réalisées à 80K, il faut main-
tenant comparer l’évolution de l’énergie de bande interdite avec la température
pour fixer les paramètres de Varshni du GaSb. Or, la figure 2.18 montre que l’on
obtient une comparaison satisfaisante entre modélisation et expérience d’un SR
GaSb-rich (9,5 MC d’InAs / 22,5 MC de GaSb) de ratio R ≈ 0, 42, légèrement plus
faible que la structure GaSb-rich classique (10 MC d’InAs / 19 MC de GaSb), et ceci
en utilisant exactement les paramètres de Varshni préconisés par Vurgaftman et al
(E0(OK) = 0, 812eV , α = 417meV ·K−1 et β = 140K).
Je présente sur la figure 2.19 l’évolution de l’énergie de bande interdite en fonction
de la température des trois structures SR étudiées et celle d’un SR symétrique (7
MC d’InAs / 7 MC de GaSb).
Les résultats calculés pour l’évolution en température de l’énergie de bande interdite
ne correspondent pas aux résultats expérimentaux présentés dans la thèse de Rachid
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Figure 2.17: Énergie de bande interdite calculée (traits pleins) et mesurée (points) à 80K
fonction de l’épaisseur des SR InAs-rich (rouge), symétrique (vert) et GaSb-
rich(bleu). Les traits pointillés sont les valeurs extrêmes du calcul dans le cas
d’une erreur de plus ou moins une MC sur l’épaisseur de la période de l’échan-
tillon.
Figure 2.18: Énergie de bande interdite calculée (rouge) et mesurée (noir) fonction de la
température d’un SR GaSb-rich (9,5 MC d’InAs/22,5 MC de GaSb).
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Figure 2.19: Énergie de bande interdite théorique en fonction de la température pour les
trois structures étudiées et pour un SR symétrique (7 MC d’InAs / 7 MC de
GaSb).
Taalat [Taalat, 2013] notamment pour les SR InAs-rich et symétriques (figure 2.20
a). Les travaux se poursuivent afin de comprendre cet écart et de mieux décrire
l’évolution de l’énergie de bande interdite du SR en fonction de la température.
Nous avons vu dans la partie 2.2.3 que les paramètres ac et b avaient été optimisés
à 80K. Il est possible qu’il faille prendre en compte l’évolution de ces paramètres
avec la température pour mieux décrire leur influence sur les énergies de bandes
interdite.
Rachid Taalat présente aussi dans son mémoire des résultats de différentes struc-
tures SR symétriques et montrent que toutes les structures SR symétriques ont
les mêmes paramètres de Varshni (figure 2.20 b). J’ai donc rajouté l’évolution en
température d’un SR symétrique (7 MC d’InAs / 7 MC de GaSb) sur la figure. Je
retrouve bien le fait que, pour un SR symétrique, les paramètres de Varshni sont les
mêmes quelle que soit l’épaisseur de la période.
Toutes ces comparaisons valident donc l’utilisation de notre modèle kp 18 bandes
pour modéliser les SR InAs/GaSb de différentes épaisseurs à 80K. Sans prise en
compte particulière des interfaces, l’augmentation du nombre de bandes prises en
compte dans le calcul a suffi à modéliser l’énergie de bande interdite des trois types
de SR InAs/GaSb dans le MWIR par ajustement du bandoffset. L’étude se poursuit
afin de mieux rendre en compte de l’évolution des énergies de bande interdite en
fonction de la température, notamment pour les SR symétriques et InAs-rich.
Cependant, mes résultats de modélisation ont ici été validés sur des grandeurs
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Figure 2.20: a) Énergies de bande interdite mesurées en fonction de la température pour les
trois structures étudiées b) Énergies de bande interdite mesurées en fonction de
la température pour différents SR symétriques (figures issues de [Taalat, 2013]).
physiques qui contiennent intrinsèquement peu d’information : uniquement la
différence d’énergie de la bande de valence et de la bande de conduction en centre
de zone de Brillouin. Je n’ai donc actuellement pas d’éléments de comparaison avec
l’expérience pour l’ensemble des sorties de mon code, c’est-à-dire l’ensemble de la
structure de bande et les fonctions d’onde. Il faut donc maintenant s’intéresser à une
autre grandeur physique, le coefficient d’absorption, qui nous permettra d’obtenir
cette comparaison et ainsi conclure sur la capacité de notre modèle à représenter les
propriétés optiques des SR InAs/GaSb.
2.4 modélisation du coefficient d’absorption
Le coefficient d’absorption est la grandeur physique du détecteur SR que j’ai choisi
pour réaliser une comparaison plus complète entre les résultats de mon code et des
résultats expérimentaux. En effet, comme on le verra par la suite, c’est une grandeur
physique qui repose sur la structure de bande de l’ensemble de la zone de Brillouin
et sur les fonctions d’onde. C’est donc en s’appuyant sur cette figure que l’on pourra
conclure sur la fiabilité de notre modélisation et sa capacité prédictive pour les SR.
De la même manière que pour l’énergie de bande interdite, je commencerai par
une présentation générale du calcul du coefficient d’absorption. Ensuite, après avoir
décrit mes mesures du coefficient d’absorption, je réaliserai une comparaison entre
ces expériences et mon modèle. Enfin, je conclurai sur une analyse des résultats de
modélisation du coefficient d’absorption pour les trois structures étudiées.
2.4.1 Le calcul de l’absorption
Le coefficient d’absorption est une valeur macroscopique de notre système (et donc
mesurable), il faut alors faire le lien avec les valeurs microscopiques que sont la
structure de bande et les fonctions d’onde. Dans un premier temps, je vais donc
m’intéresser à l’origine du coefficient d’absorption et à son lien avec la susceptibilité
électrique. Je présenterai ensuite le calcul de la susceptibilité électrique à l’aide de la
structure de bande et des fonctions d’onde.
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La susceptibilité électrique dans un milieu isotrope est une grandeur qui ca-
ractérise la polarisation créée par un champ électrique dans ce milieu :
~P = 0χ~E (2.14)
Où ~P est le vecteur polarisation, χ la susceptibilité électrique, ~E le champ incident et
0 la constante diélectrique du vide.
L’induction électrique ~D est définie par :
~D(~r, t) = b~E(~r, t) + ~P(~r, t) (2.15)
Où b est la constance diélectrique du milieu où a lieu l’absorption, on a alors dans
le domaine fréquentiel :
~D(~r,ω) = (~r,ω)~E(~r,ω) (2.16)
(~r,ω) = b + 0χ(~r,ω)) (2.17)
Ces deux équations nous donnent le lien entre la susceptibilité électrique et la per-
mittivité diélectrique. Ensuite, pour comprendre la suite du calcul de l’absorption, il
faut s’intéresser à la propagation de la lumière dans un milieu qui sera dans notre
cas le SR. La résolution de ce problème se fait en repartant des équations des Max-
well. On prend dans notre cas, comme solution des équations de Maxwell, des ondes
planes progressives de la forme :
~E(~r, t) = ~E0e
i(~k·~r+ωt) (2.18)
Le détail de la suite du calcul est présenté en annexe C. Nous nous intéressons ici au
principal résultat qui nous permet d’arriver au lien entre absorption et susceptibilité
électrique, à savoir l’équation suivante :
k2 = ω2µ0 (2.19)
qui est la relation de dispersion dans un milieu isotrope. le nombre d’onde vaut alors
k = ω
√
µ0. En définissant alors l’indice de réfraction n =
√
µ
µ00
(avec µ = µ0 car
on suppose notre milieu non magnétique), on a alors :
k =
ω
c
n (2.20)
La permittivité étant complexe  = 1(ω) + i2(ω), on peut exprimer k en fonction
des termes de l’indice de réfraction complexe n˜(ω) = n(ω) + iκ(ω) :
k =
ω
c
[n(ω) + iκ(ω)] (2.21)
Si maintenant on réinjecte l’équation ci-dessus dans notre équation 2.18 de l’onde
plane progressive, on obtient :
~E(~r, t) = ~E0e
iωc (n(ω)+iκ(ω))reiωt
= ~E0e
−ωc κ(ω)rei
ω
c n(ω)reiωt (2.22)
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ei
ω
c n(ω)r est le terme de l’onde qui se propage, e−
ω
c κ(ω)r est le terme d’extinction
de l’onde. Pour l’intensité de l’onde, en E2, on définit alors le coefficient d’absorp-
tion α = 2ωc κ. On peut alors en déduire la relation entre susceptibilité optique et
coefficient d’absorption en utilisant 2.17 et la définition de l’indice de réfraction :
α = 2
ω
c
κ = 2
ω
c
Im[n] = 2
ω
c
Im[
√

0
]
= 2
ω
c
Im
[√
b
0
+ χ(ω)
]
= 2
ω
c
nrIm
[√
1+
0
b
χ(ω)
]
≈ 2ω
c
nrIm
1
2
[
1+
0
b
χ(ω)
]
α(ω) =
ω
nrc0
Im[0χ(ω)] (2.23)
où nr =
√
b
0
est la constante diélectrique du milieu de propagation de l’onde plane
(dans notre cas on prendra celle du substrat : le GaSb, qui est assez proche de celle
du SR [Steveler et al., 2014]). Avec l’équation 2.23 on a le lien entre coefficient d’ab-
sorption et susceptibilité électrique.
Le formule de la susceptibilité calculée à l’aide des paramètres microscopiques (struc-
ture de bande et fonctions d’onde) est obtenue grâce au formalisme de la matrice
densité, en étudiant l’interaction entre un système quantique à deux niveaux et une
onde plane électromagnétique.
Le calcul est réalisé sur l’ensemble de la première zone de Brillouin, qui a été discré-
tisée en point ~k, la somme du calcul se fait sur l’ensemble de ces points. Dans le cas
du SR, l’absorption est interbande, aussi l’indice i, représentant l’état initial, parcourt
les bandes de valence et l’indice f, représentant l’état final, parcourt les bandes de
conduction :
0χ( hω) =
e2
m20
2
V
∑
i,f,~k
1
ωk
| < Ψ∗i (~k)|p|Ψf(~k) > |
2δ((Ef(~k) − Ei(~k)) −  hω)
(fv(Ei(~k)) − fc(Ef(~k))) (2.24)
Où (Ef(~k);Ψf(~k)) et (Ei(~k);Ψi(~k)) sont les couples énergie de bande et fonction
d’onde impliquées dans la transition à un vecteur ~k donné et calculés à l’aide de
la méthode kp. V est le volume de la cellule élémentaire.
 hωk est la fréquence de résonance de la transition, i.e.  hωk = Ef(~k) − Ei(~k).
fv/c(E(~k)) est la statistique de Fermi pour un trou/électron qui, pour un niveau de
Fermi EF, est égale à :
fc(E(~k)) =
1
1+ e
E−EF
kbT
; fv(E(~k)) =
1
1+ e
−
E−EF
kbT
(2.25)
Où kb est la constante de Boltzmann.
En conclusion, l’équation 2.24 nous permet de calculer la susceptibilité électrique
à l’aide des fonctions d’onde et de la structure de bande de notre SR. L’équation
2.23 nous permet ensuite de déterminer l’absorption. On a donc tout ce qu’il faut
pour faire le lien entre les propriétés intrinsèques et microscopiques du SR que l’on
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a calculé à l’aide de la méthode kp, fonctions d’onde et structure de bande, et une
propriété macroscopique du SR, le coefficent d’absorption, qui est mesurable expéri-
mentalement.
2.4.2 L’élargissement des bandes
Notre modèle du calcul du coefficient d’absorption considère que les bandes qui par-
ticipent à l’absorption d’un photon n’ont pas d’épaisseur. Cela s’exprime d’un point
de vue mathématique par l’utilisation de la fonction dirac dans l’équation 2.24 :
δ((Ef(~k) − Ei(~k)) −  hω).
On sait cependant que toutes imperfections ou interactions extérieures à notre hamil-
tonien va élargir les niveaux d’énergie. Cet élargissement est intégré au calcul par le
remplacement de la fonction δ par une fonction Lorentzienne de largeur Γ :
δ(Ef − Ei −  hω)→ Γ2pi
(Ef − Ei −  hω)2 + (Γ/2)2
(2.26)
On obtient donc la formule suivante pour la susceptibilité :
0χ( hω) =
e2
m20
2
V
∑
i,f,~k
1
ωk
| < Ψ∗i (~k)|p|Ψf(~k) > |
2
(Ef(~k) − Ei(~k)) −  hω− iΓ(ω)
(fh(Ei(~k)) − fe(Ef(~k)))
(2.27)
On retrouve bien une fonction lorentzienne pour le coefficient d’absorption en pre-
nant la partie imaginaire de la susceptibilité (selon l’équation 2.23). L’élargissement
Γ est supposé variable avec l’énergie du photon incident, et s’écrit sous cette forme
d’après [Klipstein et al., 2013] :
Γ(ω) =
{
Γ0 si ω < ωgap
Γ0 + γ(ω−ωgap) si ω > ωgap
(2.28)
où ωgap est définie tel que  hωgap = Egap. Les paramètres Γ0 et ω seront détermi-
nés par comparaison avec les mesures expérimentales.
2.5 comparaison entre expérience et modèle pour l’absorption
Le choix des structures utilisées pour la comparaison s’est porté sur des SR GaSb-
rich. En effet, les nombreuses structurations présentes dans son spectre d’absorption,
associées à des transitions inter-minibandes, sont des informations visibles qui aide-
ront à la comparaison.
2.5.1 Mesure du coefficient d’absorption à 80K
J’ai réalisé les mesures du coefficient d’absorption à l’ONERA sur différents échan-
tillons fabriqués à l’IES. Pour obtenir des courbes précises en fonction de la tempé-
rature, il a fallu mettre en place un banc de mesure spécifique. Une procédure de
croissance particulière a également été établie avec l’IES afin de mieux connaître le
ratio InAs/GaSb dans la période des échantillons réalisés.
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2.5.1.1 Le banc de mesure
Le coefficient d’absorption est obtenu à partir des spectres de transmission. Ces der-
niers sont mesurés à l’aide d’un FTIR à 80K.
Figure 2.21: Photographie du banc de mesure pour déterminer le spectre d’absorption à
différentes températures des échantillons SR.
Pour réaliser ces mesures à des températures cryogéniques, l’échantillon est placé
dans un cryostat à circulation sur un doigt froid. Ce dernier est refroidi par conduc-
tion grâce à de l’azote ou de l’hélium liquide. Il est important de maintenir un vide
important (10−5 Pa) dans le cryostat pour éviter la condensation d’eau ou la forma-
tion de givre sur les fenêtres et l’échantillon lorsque l’on descend en température.
Les fenêtres du cryostat sont en ZnSe, un matériau transparent dans l’infrarouge. Le
cryostat avec l’échantillon est alors placé dans le FTIR qui mesure son spectre de
transmission. Une photographie du banc est présentée sur la figure 2.21.
Cependant, la transmission se fait au travers du SR mais aussi du substrat. Il faut
donc s’affranchir de l’influence de ce dernier. Pour ce faire, je réalise deux mesures
de transmission successives. Comme montré sur le schéma (figure 2.22) en déplaçant
le cryostat dans le faisceau du FTIR, je réalise une première mesure sur l’échantillon
comportant le SR et le substrat, une deuxième sur le substrat seul. Le rapport de ces
deux mesures donne la transmission du SR seul. Cependant le choix du substrat est
important pour permettre d’extraire le coefficient d’absorption avec précision.
2.5.1.2 Influence du substrat
Il faut dans un premier temps, faire attention à ce que les substrats GaSb, sur lesquels
sont réalisés les échantillons, soient transparents dans la gamme de longueur d’onde
qui nous intéresse. Sur la figure 2.23 sont présentées des mesures de transmission à
300K d’échantillons de GaSb dopés p et d’échantillons dopés n. La transmission du
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Substrat
GaSb
Substrat
GaSb
I0
I0 IT2 = I0*Transmissionsubstrat*TransmissionSR
IT1 = I0*Transmissionsubstrat
TransmissionSR = IT2/IT1
Figure 2.22: Représentation schématique de la méthode expérimentale de la mesure de trans-
mission du SR et photographie du porte échantillon développé à cet effet, avec
les deux types de structures.
substrat est limité aux hautes énergies par l’énergie de bande interdite du matériau et
aux basses énergies par l’absorption aux porteurs libres. Les écarts que l’on observe
entre dans le spectre de transmission entre deux échantillons d’un même type (n
ou p) sont dus à une différence de dopage entre ces échantillons. Cependant, il
apparaît que seul les échantillons de GaSb dopés n sont utilisables pour les mesures
de transmission.
Une mesure du spectre de transmission sur un substrat de référence de GaSb a été
réalisée pour servir de mesure de base afin d’extraire la transmission des structures
SR. Or, nous nous sommes rendu compte que la forme de la transmission du substrat
est fortement influencée par le dopage du GaSb : on observe une forte différence de
forme dans les spectres de transmission (figure 2.24). Ce substrat ne peut donc pas
servir pour extraire la transmission du SR. Aussi pour extraire précisément cette
dernière il est important que le substrat utilisé pour servir de mesure de référence
soit le même que celui sur lequel est réalisé le SR.
Deux solutions ont alors été proposées pour s’affranchir efficacement de l’influence
du substrat. La première solution est destructive : on introduit une couche d’arrêt
entre le SR et son substrat en InAsSb de 150 nm. Une fois la mesure de transmission
du SR et du substrat réalisée, on retire le SR à l’aide d’une gravure chimique sélective
pour réaliser une mesure de transmission sur le substrat seul. La deuxième méthode
consiste à ne réaliser la croissance de l’échantillon que sur un quart de wafer, le reste
du wafer servant de substrat de référence. Avec ce nouveau protocole, on observe
que les spectres de transmission sont alors comparables (figure 2.25). Le rapport de
ces spectres nous donne alors la transmission du SR seul (figure 2.26). Je me suis
alors affranchi de l’influence du substrat mais également des effets de l’atmosphère,
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Figure 2.23: spectres de transmission à 300K de substrats de GaSb pour différents dopages.
Figure issue de [Rodriguez, 2005]
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Figure 2.24: Spectres de transmission du substrat de GaSb référent et d’un SR GaSb-rich (9,5
MC d’InAs / 22,5 MC de GaSb) sur son substrat GaSb.
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qui sont responsables des oscillations sur les spectres de transmission de la figure
2.25 aux alentours de 2, 7µm et entre 5µm et 7µm et du pic d’absorption du CO2 à
4, 2µm.
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Figure 2.25: Spectres de transmission à 80K d’un échantillon de SR GaSb-rich (9,5 MC d’InAs
/ 22,5 MC de GaSb) sur son substrat GaSb dopé n (en rouge) et du substrat seul
(en noir).
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Figure 2.26: Spectre de transmission à 80K d’un SR GaSb-rich (9,5 MC d’InAs / 22,5 MC de
GaSb).
Le protocole le plus simple pour obtenir la transmission du SR seul est de ne réaliser
la croissance du SR que sur un quart du wafer. C’est donc cette méthode qui sera
à l’avenir utilisée pour obtenir les spectres d’absorption des échantillons réalisés à
l’IES.
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2.5.1.3 Détermination du coefficient d’absorption
Une fois la mesure de transmission du SR seul obtenue, j’utilise la loi de Beer-
Lambert pour remonter à l’absorption du SR :
Itransmis(z, λ) = Iincident(λ) ∗ e−α(λ)z (2.29)
Connaissant l’épaisseur de l’échantillon, j’obtiens le coefficient d’absorption α en
fonction de la longueur d’onde du photon incident (figure 2.27).
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Figure 2.27: Coefficient d’absorption à 80K d’un SR GaSb-rich (9,5 MC d’InAs / 22,5 MC de
GaSb).
On peut observer sur la figure 2.27 que le spectre du SR GaSb-rich (9,5 MC d’InAs /
22,5 MC de GaSb) présente comme attendu de nombreuses structurations du fait de
son comportement 2D. La forme du coefficient d’absorption présente cependant des
pics plus que les "marches d’escalier" attendues dans une hétérostructure 2D, cette
forme de pics sera expliquée par la suite à l’aide de notre code de modélisation.
Le CHTM a réalisé en novembre 2014 des mesures de coefficient d’absorption sur
une structure GaSb-rich (9 MC d’InAs / 15 MC de GaSb) avec une longueur d’onde
de coupure de 3, 9µm à 80K [Tian et al., 2014]. Ils obtiennent une mesure compa-
rables à la notre avec des structurations visibles sur le spectre, du fait, comme je l’ai
expliqué pour les structure SR GaSb-rich, d’un comportement 2D. Ils obtiennent un
niveau d’absorption dans le même ordre de grandeur que ma mesure, avec cepen-
dant un niveau maximum plus élevé (6000cm−1 au maximum). Il est intéressant de
noter que l’épaisseur de période de leur échantillon (≈ 72Å) est plus faible que celle
de mon échantillon (≈ 96Å), donc le recouvrement des fonctions d’onde de l’échan-
tillon du CHTM est plus élevé, ce qui explique son plus haut niveau d’absorption.
2.5.2 Comparaison avec l’expérience et choix des paramètres d’élargissement de bande
Maintenant que j’ai les outils pour obtenir une comparaison exhaustive entre notre
modèle et l’expérience, je peux fixer tous les paramètres de mon code et conclure sur
70
sa capacité à modéliser les structures SR InAs/GaSb à 80K.
Les mesures présentées jusqu’ici ont été réalisées pour un éclairement de l’échan-
tillon par le dessus, c’est-à-dire pour une direction de propagation de la lumière
incidente parallèle à l’axe de croissance. Comme le montre la figure 2.28a, dans le
cas d’une direction de propagation parallèle à l’axe de croissance, la polarisation
est perpendiculaire à l’axe de croissance. Une polarisation dans cette direction sera
maintenant notée polarisation [1,0,0]. C’est donc cette polarisation que je vais utiliser
dans mes calculs pour me comparer aux résultats expérimentaux. A l’inverse, dans
le cas d’une direction de propagation perpendiculaire à l’axe de croissance, la pola-
risation est cette fois parallèle à l’axe de croissance (figure 2.28 b). Une polarisation
dans cette direction sera maintenant notée polarisation [0,0,1].
Figure 2.28: Schéma du champ incident sur un structure SR. a) La direction de propagation
est dans la direction [0,0,1], la polarisation est orientée lors du calcul dans la
direction [1,0,0]. b) La direction de propagation est dans la direction [1,0,0], la
polarisation est orientée dans la direction [0,0,1].
Les paramètres Γ0 et γ de l’élargissement de bande du modèle de l’absorption sont
choisis pour avoir une bonne correspondance avec une courbe expérimentale de SR
GaSb-rich (présenté sur la figure 2.27). Le paramètre Γ0 est fixé de manière à ce que
la pente de la courbe modélisée au niveau du gap soit la même que celle mesu-
rée. Ensuite, le paramètre γ est choisi pour que l’élargissement du pic du spectre
d’absorption à 3.5eV corresponde à la mesure. Encore une fois, c’est la quantité d’in-
formation extractible des spectres d’absorption de SR GaSb-rich qui nous permet de
fixer précisément ces paramètres. Les valeurs choisies pour obtenir la courbe de la
figure 2.29 sont Γ0 = 1, 67meV et γ = 0, 05eV · s.
Sur la figure 2.29 sont présentées les courbes expérimentale et théorique du coeffi-
cient d’absorption. La comparaison est réalisée sur un échantillon SR GaSb-rich (9,5
MC d’InAs / 22,5 MC de GaSb) à 80K. J’ai explicité sur cette figure les contributions
des différentes transitions qui constituent le spectre global d’absorption.
La première chose remarquable est que pour cette structure GaSb-rich, seule la pre-
mière bande de conduction (E1) participe à l’absorption aux longueurs d’onde pour
lesquelles le spectre a été mesuré. Les bandes de conduction plus hautes en énergie
sont trop éloignées des bandes de valence pour contribuer à l’absorption. Les diffé-
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Figure 2.29: Coefficient d’absorption à 80K d’un échantillon GaSb-rich (9,5 MC d’InAs /
22,5 MC de GaSb) calculé (en noir) et mesuré (en rouge) pour une polarisation
[1, 0, 0]. Sont aussi représentées les contributions des différentes transitions entre
la première bande de conduction et les différentes bandes de valence.
rentes structurations du spectre sont dues à des transitions entre la première bande
de conduction E1 et des bandes de trous lourds (HH2, HH3 et HH4). On peut égale-
ment noter que la transition E1-HH2 donne lieu à un pic plutôt qu’à une marche sur
la courbes d’absorption, la forme de marche étant attendue pour un matériau 2D (cf
paragraphe 2.1.2).
Ceci est explicable par le fait que les trous dans une structure SR InAs/GaSb sont
très confinés dans le GaSb et ont donc une forte masse effective dans la direction
de croissance, notamment comparé à un matériau massif (comme expliqué dans la
partie 2.1.2 de ce manuscrit).
Si on regarde la structure de bande (figure 2.30) d’un SR GaSb-rich, les bandes de
trous lourds apparaissent comme plates dans la direction de croissance kz, il y a donc
une forte concentration de trous lourds peu étalée à une énergie donnée, créant ainsi
une absorption intense au début des transitions entre la première bande de conduc-
tion et une bande de trou lourd.
On observe de plus que les transitions entre la bande E1 et une bande HH conti-
nuent à contribuer à l’absorption à de plus hautes énergies. Ceci vient du fait que
dans l’autre direction k// (i.e. perpendiculaire à la direction de croissance) il n’y a
pas de confinement des trous. Les bandes de trous ont donc une forme plus proche
d’une parabole qui est la forme classique d’une bande dans un matériau massif,
comme montré sur la figure 2.30.
En conclusion, la forme du coefficient d’absorption est la somme de deux phéno-
mènes :
• la contribution à l’absorption des transitions entre la bande d’électron E1 et les
bandes HH dans la direction kz, où leurs forts confinement fait apparaître un
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Figure 2.30: Structure de bande d’un SR GaSb-rich (9,5 MC d’InAs / 22,5 MC de GaSb),
dans les directions [1,0,0] (valeurs positives de ~k) et [0,0,1] (valeurs négatives de
~k), i.e. la direction de croissance du SR.
pic d’absorption centré autour de la longueur d’onde donnée par la différence
d’énergie entre la bande E1 et la bande HH.
• la contribution de ces transitions (E1-HH) dans la direction k//, où la forme
parabolique des bandes HH induit une absorption plus faible sur une plage en
longueur d’onde plus large. Ce qui donne cette forme plate de ces transitions
à plus haute énergie, au delà du "pic" au début de la transition.
Enfin, la bande HH2 étant éloignée dans la structure de bande des autres bandes de
valence (figure 2.30), on a une forte absorption très localisée à l’énergie EE1−EHH2 =
0, 35eV . En effet, les autres transitions plus basses en longueur d’onde n’inter-
viennent pas encore ce qui donne cette forme de pic, uniquement due à la transition
E1-HH2, visible dans la forme globale du spectre d’absorption. Mon code est donc
capable de représenter fidèlement la forme du coefficient d’absorption mesuré et
permet même d’expliquer la forme particulière de ce spectre pour les SR GaSb-rich.
Par contre, quantitativement, il persiste un léger désaccord entre mesure et simula-
tion. Cet écart, qui peut être dû à une connaissance imparfaite du rapport R de la
structure SR ou bien à l’utilisation d’un paramètre matériau non pertinent (comme
un élément de matrice par exemple), est toujours en cours d’investigation lors de
l’écriture de ce manuscrit.
En conclusion, j’ai validé la capacité d’un modèle kp 18 bandes à modéliser des
structures SR InAs/GaSb. Le code va donc être utilisé pour mieux comprendre l’ori-
gine physique de l’absorption à 80K dans le MWIR des trois types de structures SR
étudiées.
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2.5.3 Résultats sur l’absorption
Pour comprendre la forme des coefficients d’absorption en fonction de la polari-
sation de la lumière, il faut s’intéresser aux contributions individuelles de chaque
transition et comprendre que la forme de ces contributions est due :
• aux règles de sélection des transitions.
• à la dispersion selon ~k des bandes de valence.
• au recouvrement des fonctions d’onde d’électron et de trou.
Pour un puit quantique avec un alignement de type III, lorsque la polarisation est
dans la direction [0,0,1], seule les transitions entre une bande de trous léger (LH) et
une bande d’électron sont permises et lorsque la polarisation est dans la direction
[1,0,0], les transitions entre une bande de trous lourds et une bande d’électron
contribuent majoritairement au coefficient d’absorption comparé aux transitions
entre bande de trous légers et bande d’électron (voir [Bastard, 1988] p.255).
Premièrement, si on s’intéresse au coefficient d’absorption des trois structures
SR étudiées pour une polarisation [1,0,0], on peut voir sur la figure 2.31 la différence
de comportement attendue entre les trois types de SR : le SR GaSb-rich (en bleu) a
une absorption d’un matériau qui, comme on l’a vu précédemment, présente une
structuration forte où sont visibles les transitions supérieures à l’énergie de bande
interdite, alors que le SR InAs-rich (en rouge) présente une absorption semblable
à celle d’un matériau 3D, en forme de
√
E. Le SR symétrique a un comportement
intermédiaire entre matériau 2D et 3D. Les oscillations visibles proches de l’énergie
de bande interdite sont n’ont pas de fondement physique et sont des résidus dus à
l’intégration en ~k pour le calcul de l’absorption.
Il est de plus visible que le niveau d’absorption dans un SR InAs-rich est plus élevé
que dans un SR GaSb-rich ou symétrique, ce qui est logique car le recouvrement des
fonctions d’onde d’électron et de trou dans un SR InAs-rich est supérieur à celui des
fonctions d’onde dans un SR GaSb-rich. Entre 3.5µm (soit 0, 35eV) et 4.5µm (soit
0, 28eV), on obtient des valeurs de coefficient d’absorption entre 4000 et 1500cm−1,
respectivement, ce qui est tout à fait comparable à l’absorption dans l’InSb ou dans
le MCT. Ceci confirme que le SR InAs-rich est, du point de vue de l’absorption des
photons incidents, le meilleur candidat en vue de réaliser un détecteur.
Des mesures de rendements quantiques ont été réalisées au sein de notre équipe
[Giard, 2015]. Je présente sur la figure 2.32 les rendements quantiques mesurés
d’un SR GaSb-rich et d’un SR symétrique superposés à mes calculs de coefficients
d’absorption pour les mêmes structures. Les grandeurs ont été normalisées à 1 afin
de faciliter les comparaisons.
On retrouve sur les rendements quantiques les pics dus à des transitions entre
une bande d’électron et une bande de trous lourds. Ma modélisation du coefficient
d’absorption retrouve bien la même longueur d’onde de coupure et la même
longueur d’onde pour les transitions supérieures qui font apparaître ces pics :
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Figure 2.31: Spectre d’absorption calculé à une température de 80K pour un SR InAs-rich
(rouge), symétrique (vert) et GaSb-rich (bleu) pour une polarisation dans la
direction [1,0,0], c’est-à-dire une propagation de l’onde le long de l’axe de crois-
sance.
Figure 2.32: Coefficient d’absorption calculé pour une polarisation dans la direction [1,0,0]
(trait pointillé) et réponse spectrale mesurée (trait plein) en fonction de la lon-
gueur d’onde à 77K pour un SR symétrique 10/10 (vert) et un SR GaSb-rich
10/19 (bleu).
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• Dans le cas du SR GaSb-rich le pic très marqué à 3, 7µm est du, comme je
l’ai montré précédemment, à une transition E1-HH2 et le pic à 2, 9µm à une
transition E1-HH3.
• Dans le cas du SR symétrique, la figure 2.33 montre que c’est la transition
E1-HH2 qui responsable du pic à 2, 4µm.
Ces pics sont dus à la forte localisation des trous dans ces SR. De ce fait, les bandes
de valence ont une faible dispersion en ~k ce qui entraîne une forte localisation d’états
dans la structure de bande et donc crée un pic dans le coefficient d’absorption.
Figure 2.33: Coefficient d’absorption à 80K d’un échantillon symétrique (10 MC d’InAs / 10
MC de GaSb) calculé pour une polarisation [1, 0, 0]. Sont aussi représentées les
contributions des différentes transitions entre la première bande de conduction
et les différentes bandes de valence.
Enfin pour le SR InAs-rich, la figure 2.34 montre que la transition E1-HH1 participe
principalement à l’absorption aux énergies auxquelles le coefficient d’absorption
est représenté. la transition E1-HH1 domine l’ensemble des contributions sur la
bande 3-5µm (soit 0,25-0,41eV). La seconde contribution importante est celle de la
transition E1-LH1 qui augmente l’absorption sur la bande 3-1,24µm (0,41-1eV). La
dernière contribution présentée sur la figure est celle de la transition E1-HH2 qui
reste faible comparée aux autres sur cette plage d’énergie. Les trous lourds étant
fortement délocalisés dans une structure SR InAs-rich, les bandes de valence des
trous lourds ne font pas apparaître une forte localisation d’états dans la structure de
bande. C’est pourquoi, il n y a pas de pics visibles dans le coefficient d’absorption
du SR InAs-rich comme dans les SR GaSb-rich ou symétrique.
En conclusion, pour une polarisation dans la direction [1,0,0], ce sont bien les transi-
tions E-HH qui participent majoritairement au coefficient d’absorption, notamment
pour les structures SR GaSb-rich et symétrique comme attendu d’après les règles
de sélection dans un puits quantique. Pour les SR GaSb-rich et symétrique, la forte
localisation des trous lourds entraîne une faible dispersion de leurs bandes en ~k
ce qui explique cette forme de coefficient d’absorption où apparaissent des pics.
A l’inverse, dans un SR InAs-rich les trous lourds sont plus faiblement localisés
entraînant une dispersion de leurs bandes plus importante en ~k, le coefficient
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Figure 2.34: Coefficient d’absorption à 80K d’un échantillon InAs-rich (7 MC d’InAs / 4
MC de GaSb) calculé pour une polarisation [1, 0, 0]. Sont aussi représentées les
contributions des différentes transitions entre la première bande de conduction
et les différentes bandes de valence.
d’absorption ne présente alors pas de structuration.
Je vais maintenant présenter des coefficients d’absorption pour une direction
du vecteur de polarisation dans la direction [0, 0, 1] comme montré sur la figure 2.28.
Figure 2.35: Coefficient d’absorption calculé à une température de 80K pour un SR InAs-
rich (7 MC d’InAs / 4 MC de GaSb en rouge), symétrique (10 MC d’InAs / 10
MC de GaSb en vert) et GaSb-rich (10 MC d’InAs / 19 MC de GaSb en bleu)
pour une polarisation de l’onde incidente orientée dans la direction [0,0,1] (trait
plein) et [1,0,0] (trait pointillé).
Je rappelle que pour une polarisation de l’onde dans la direction [0,0,1], seules les
transitions E-LH sont permises. Cependant, sur les figure 2.36, 2.37 et 2.38 on peut
voir que les transitions E1-HH participent au coefficient d’absorption. Ceci peut
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venir du fait que la description de la bande en trou lourd n’est valable qu’en centre
de zone de Brillouin (~k = ~0) et que la bande se couple à une bande de trous légers
pour ~k 6= ~0. D’ailleurs, au début de transition E1-HH, la contribution est très faible
(surtout en comparaison avec la contribution de cette transition dans la polarisation
[1,0,0]), c’est-à-dire qu’en centre de zone de Brillouin la bande est bien décrite
comme une bande de trous lourds et les transitions E1-HH sont donc interdites
et ne participent pas à l’absorption pour des vecteurs ~k proches de 0. Cependant,
de manière générale pour les trois structures, on voit que dans cette direction de
polarisation et du fait des règles de sélection, la transition E1-LH participe beaucoup
plus au coefficient d’absorption que pour une polarisation [1,0,0], bien que la
contribution de la transition E1-HH1 reste majoritaire.
Figure 2.36: Coefficient d’absorption à 80K d’un échantillon symétrique (10 MC d’InAs / 10
MC de GaSb) calculé pour une polarisation [0, 0, 1]. Sont aussi représentées les
contributions des différentes transitions entre la première bande de conduction
et les différentes bandes de valence.
Pour le SR GaSb-rich, on voit sur la figure 2.37 que le confinement est tellement fort
pour les trous que même la bande de valence de trous légers a une dispersion en ~k
relativement faible. La transition E1-LH1 fait alors apparaître un pic autour de 0,4
eV dans le coefficient d’absorption.
A l’opposé, le coefficient d’absorption SR InAs-rich présente une rupture de pente
à 0,42 eV (figure 2.38), où apparaît la transition E1-LH1, mais du fait de la faible
localisation des trous et donc de la forte dispersion en ~k des bandes de valence
aucun pic n’est visible, comme dans le cas de la polarisation [1,0,0].
En conclusion, pour une polarisation [0,0,1], pour les énergies inférieures
(E < 0, 6eV), le fait que le coefficient d’absorption du SR GaSb est supérieur à
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Figure 2.37: Coefficient d’absorption à 80K d’un échantillon GaSb-rich (10 MC d’InAs / 19
MC de GaSb) calculé pour une polarisation [0, 0, 1]. Sont aussi représentées les
contributions des différentes transitions entre la première bande de conduction
et les différentes bandes de valence.
Figure 2.38: Coefficient d’absorption à 80K d’un échantillon InAs-rich (7 MC d’InAs / 4
MC de GaSb) calculé pour une polarisation [0, 0, 1]. Sont aussi représentées les
contributions des différentes transitions entre la première bande de conduction
et les différentes bandes de valence.
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celui du symétrique, qui est lui-même supérieur à celui du SR InAs-rich, est du à
deux raisons :
• la contribution de la transition E1-LH1 apparaît plus tôt pour un SR GaSb-rich
(0,325 eV) que dans un SR symétrique (0,4 eV) ou symétrique (0,42 eV).
• la forte localisation des trous dans le SR GaSb-rich entraîne une faible dis-
persion des bandes de trous et donc de ce fait la transition E1-LH1 contribue
rapidement et fortement au coefficient d’absorption, puis diminue ensuite rapi-
dement. A l’opposé, dans un SR InAs-rich, la faible localisation des trous dans
le SR entraîne une forte dispersion des bandes de trous et donc de ce fait la
transition E1-LH1 contribue lentement et de manière progressive au coefficient
d’absorption.
Pour les énergies supérieures, le coefficient d’absorption du SR InAs-rich redevient
plus élevé, que les coefficients d’absorption des deux autres structures, grâce au
meilleur recouvrement des fonctions d’onde d’électron et de trous dans ce SR : c’est
ce qu’on observe sur la figure 2.35 pour une énergie de photon incident supérieure
à 0,6 eV.
Figure 2.39: Coefficient d’absorption à 80K d’un échantillon GaSb-rich (8,6 MC d’InAs /
13,5 MC de GaSb) mesuré par SCD (points rouges) et calculé par mon modèle
(trait plein noir) pour une polarisation [1, 0, 0].
En 2013, Klipstein et al ont présenté une mesure de coefficient d’absorption
pour une structure SR GaSb-rich MWIR, qu’ils arrivent à modéliser avec un modèle
kp 8 bandes avec prise en compte des interfaces [Klipstein et al., 2013] (cf partie
1.3.5). Comme le montre la figure 2.39, mon modèle kp 18 bandes arrive aussi à
modéliser le coefficient d’absorption d’une mesure réalisée par un autre groupe de
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recherche.
De plus, Klipstein et al précise que le pic observé à 2, 7µm est dû à la transition
E1-HH2. Ce résultat est confirmé par mon modèle.
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2.6 conclusion
Au cours de ce chapitre j’ai, dans un premier temps, présenté les trois structures SR
InAs/GaSb qui sont étudiées dans ce mémoire : le SR InAs-rich (7 MC d’InAs / 4
MC de GaSb), le SR symétrique (10 MC d’InAs / 10 MC de GaSb) et le SR GaSb-
rich (10 MC d’InAs / 19 MC de GaSb). Ces structures ont des épaisseurs de période
différentes, ce qui introduit des différences de comportement :
• une délocalisation des électrons et des trous sur la structure pour le SR InAs-
rich, ce qui induit un recouvrement de leurs fonctions d’onde de 77%. Une
forte localisation des électrons dans l’InAs et des trous dans le GaSb pour un
SR GaSb-rich, ce qui induit un recouvrement de leurs fonctions d’onde de 31%.
• Le SR InAs-rich présente un comportement proche d’un matériau 3D et le SR
GaSb-rich un comportement proche d’un matériau 2D.
• Le SR symétrique présente un comportement intermédiaire entre ces deux
structures.
J’ai ensuite introduit le code kp 18 bandes que j’ai développé pour modéliser la
structure de bande et les fonctions d’onde des structures SR. Ce modèle intègre la
prise en compte des contraintes, ainsi que la présence d’InSb aux interfaces. L’InSb
sert lors de la croissance des échantillons à compenser les contraintes présentes
entre l’InAs et le GaSb.
J’ai alors confronté mon modèle à des résultats expérimentaux à partir de
deux grandeurs physiques : l’énergie de bande interdite en fonction de l’épaisseur
de la période du SR et le spectre d’absorption.
Dans le cas de l’énergie de bande interdite, la valeur théorique est obtenue à partir
de la structure de bande calculée à 80K et la valeur expérimentale est extraite
des mesures de PL réalisées à 80K à l’IES. Pour obtenir une comparaison valide
entre théorie et expérience, j’ai analysé l’influence de la variabilité des paramètres
matériaux de l’InAs, de l’InSb et du GaSb sur les énergies de bande interdite
calculées. J’ai ainsi pu trouver un ensemble de paramètres issus de la littérature
pour obtenir des énergies de bande interdite calculées proches des valeurs mesurées.
Les écarts entre expérience et modélisation sont expliqués par l’incertitude d’une
MC qui existe sur l’épaisseur de l’InAs et du GaSb dans la période du SR. Les
valeurs de paramètres choisies permettent de représenter les énergies de bande
interdite de structures SR très différentes (InAs-rich, symétrique et GaSb-rich) et
sont maintenant fixés pour toutes mes modélisations. Enfin, j’ai obtenu des résultats
similaires entre expérience et modélisation pour l’évolution de l’énergie de bande
interdite en fonction de la température, sur un SR GaSb-rich en intégrant l’influence
de la température sur le paramètre de maille et l’énergie de bande interdite des
matériaux massifs (InAs, GaSb et InSb) donnés dans la littérature. Cependant, mon
modèle ne permet pas aujourd’hui de rendre compte de l’évolution en température
de l’énergie de bande interdite pour les SR symétrique et InAs-rich et l’étude se
poursuit afin de comprendre ces écarts.
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De plus, cette comparaison n’étant pas suffisante pour valider mon modèle, je
me suis, dans un second temps, intéressé au spectre d’absorption. J’explique
alors le modèle que j’utilise pour faire le lien entre les données "microscopiques"
calculées par mon code (structure de bande et fonctions d’onde) et le paramètre
"macroscopique" et mesurable qu’est le coefficient d’absorption. J’ai dû ensuite
développer et réaliser un protocole expérimental qui permette de s’affranchir du
substrat pour obtenir cette mesure pour une structure SR.
J’ai alors pu définitivement valider mon modèle en obtenant des résultats expéri-
mentaux et théoriques comparables pour des structures SR sensibles dans le MWIR
à 80K. J’ai ainsi montré que l’utilisation d’un modèle kp 18 bandes permet de
représenter différents types de structures SR InAs/GaSb dans le MWIR à 80K et
ceci sans ajout d’élément de prise en compte des interfaces. De plus, mon modèle a
montré que l’InAs-rich avait une absorption similaire à celle d’un matériau 3D, le
GaSb-rich similaire à un matériau 2D et que l’InAs-rich est la structure SR avec le
plus fort niveau d’absorption des trois structures étudiées. Plus généralement, j’ai
pu calculer les coefficients d’absorption des trois structures étudiées à 80K pour une
polarisation [1,0,0] et [0,0,1] et j’ai pu expliquer la forme des résultats obtenus. Enfin,
j’ai réussi à modéliser, avec mon code kp 18 bandes, le coefficient d’absorption d’un
SR GaSb-rich réalisé par le groupe SCD et ainsi retrouvé le résultat de modélisation
d’un modèle kp 8 bandes avec prises en compte des interfaces.
Maintenant que mon modèle a été validé pour la représentation des SR In-
As/GaSb dans le MWIR, je vais pouvoir l’utiliser pour calculer et analyser les
propriétés intrinsèques des SR InAs/GaSb et l’étendre à l’étude de structures SR
pour des détecteurs opérant dans le LWIR.
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3
M O D É L I S AT I O N D E S P R O P R I É T É S I N T R I N S È Q U E S D U
S U P E R R É S E A U I N A S / G A S B P O U R L A D É T E C T I O N I R
La comparaison de notre code à des résultats expérimentaux a permis d’établir sa
capacité à modéliser les propriétés optiques (énergie de bande interdite et coefficient
d’absorption) des SR InAs/GaSb pour le MWIR à 80K. Je vais donc pouvoir
utiliser les sorties de mon modèle pour calculer différentes structures SR. Aussi, le
propos de ce chapitre sera de donner des éléments d’analyse du fonctionnement
des détecteurs SR InAs/GaSb à jonction pin par l’intermédiaire de différentes
propriétés intrinsèques de la zone d’absorption, comme la concentration intrinsèque
de porteurs libres et la masse effective.
Pour chaque grandeur physique étudiée, je commencerai par présenter les
modèles utilisés et parlerai, le cas échéant, de leur domaine de validité. Enfin, je
ferai une analyse des résultats obtenus pour les trois structures SR étudiées dans ce
manuscrit et présenterai des abaques de résultats plus généraux pour un ensemble
de structures SR différentes.
Ces paramètres calculés me permettront de mieux comprendre le fonctionnement
du SR InAs/GaSb dans une structure photodiode pin. En effet, une photodiode
génère un courant photonique par l’absorption de photons. Le courant photonique
se créé donc en deux étapes. Premièrement, l’absorption d’un photon crée une
paire électron trou. Dans ce cas, j’ai montré théoriquement que le SR InAs-rich a
un plus haut niveau d’absorption que les autres structure SR étudiées. Dans un
second temps, il faut collecter les porteurs créés. La masse effective, qui sera calculée
pour les porteurs, nous donnera des informations sur le transport des porteurs
photo-générés. Enfin, le fonctionnement d’une photodiode pin se fait en présence
d’un champ électrique résiduel ou appliqué. C’est pourquoi je m’intéresserai à la
mise sous tension de la zone d’absorption dans mon modèle.
Je proposerai, dans une dernière partie, de nouvelles structures SR InAs/GaSb
adaptées à la détection dans le LWIR qui devraient permettre de réduite le courant
tunnel.
3.1 modélisation de la concentration intrinsèque des porteurs
libres
La concentration intrinsèque de porteurs libres (ni) est une grandeur physique qui
nous renseignera partiellement sur le niveau de courant d’obscurité lié à la diffusion
ou à la génération-recombinaison dans les détecteurs.
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Pour modéliser la concentration intrinsèque de porteurs libres, il faut dans un pre-
mier temps calculer la densité d’états (DE).
3.1.1 Calcul de la densité d’états
Dans la partie 2.1.2, j’ai présenté les formules de densité d’états pour un matériau
2D ou 3D. Notamment, l’équation 2.3 donne une valeur approximée de la densité
d’états dans un SR.
Dans notre cas, il n’y a pas besoin de faire d’approximation pour calculer la
densité d’états. En effet, la densité d’états est directement obtenue à partir de la
structure de bande calculée par notre méthode kp. Pour une énergie donnée E,
on recherche dans l’espace des ~k dans la zone de Brillouin, les énergies Ek de la
structure de bande égales à E. On obtient la densité d’état en faisant ainsi la somme
de tous les états disponibles de la structure de bande :
ρ(E) =
∑
~k
δ(E− Ek) (3.1)
Cette méthode est schématisée sur la figure 3.1.
Figure 3.1: Structure de bande d’un SR GaSb-rich (10 MC d’InAs / 19 MC de GaSb) repré-
sentant le calcul de la densité d’états à partir d’une structure de bande calculée.
Pour une énergie E donnée, on somme la contribution de toutes les énergies de
la structure de bande égale à E.
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3.1.2 Densité d’état des structures étudiées
Les figures 3.2 et 3.3 présentent la densité d’états calculée pour nos trois structures
types pour les électrons et les trous en fonction de l’énergie. La DE est une figure as-
sez proche du coefficient d’absorption mais qui ne dépend pas des fonctions d’onde.
Le coefficient d’absorption peut d’ailleurs être exprimé en fonction de la densité
d’états joints :
α(ω) =
2q2pi|~rvc|
2ω
3nopc0 h
Dcv(ω) [fv( hω) − fc( hω)] (3.2)
Avec ω la pulsation, q la charge élémentaire, |~rvc| l’élément de matrice dipolaire de
la transition bande de valence vers la bande de conduction, nop l’indice optique de
la structure, 0 la permittivité du vide, c la vitesse de la lumière dans le vide,  h la
constante de Planck réduite, fc et fv les fonctions de Fermi-Dirac qui décrivent la
probabilité d’occupation des niveaux Ec et Ev respectivement et Dcv(ω) la densité
d’états joints.
On s’attend donc à trouver des résultats similaires à ceux observés lors du chapitre
2 sur la modélisation de l’absorption, notamment sur le comportement 2D ou 3D
des structures SR.
Figure 3.2: Densité d’états théorique en fonction de l’énergie pour les bandes de conduction
à 77K pour les trois structures SR étudiées : SR InAs-rich (7 MC d’InAs / 4 MC
de GaSb) en rouge, SR symétrique (10 MC d’InAs / 10 MC de GaSb) en vert et
SR GaSb-rich (10 MC d’InAs / 19 MC de GaSb) en bleue.
Cette différence de comportement 2D / 3D est surtout marquée sur la densité
d’états de trous. En effet, sur la figure 3.3, on peut observer pour le SR InAs-rich
une densité d’états de trous en forme de
√
E, qui est la forme attendue pour une
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Figure 3.3: Densité d’états théorique en fonction de l’énergie pour les bandes de valence à
77K pour les trois structures SR étudiées : SR InAs-rich (7 MC d’InAs / 4 MC de
GaSb) en rouge, SR symétrique (10 MC d’InAs / 10 MC de GaSb) en vert et SR
GaSb-rich (10 MC d’InAs / 19 MC de GaSb) en bleue.
densité d’état d’une structure 3D d’après l’équation 2.1. Au contraire, pour la
densité d’états de trous du SR GaSb-rich, on retrouve une DE en forme de marche
(fonction heaviside), ce qui est représentatif d’une structure 2D comme le montre
l’équation 2.2. Enfin, le SR symétrique présente un comportement intermédiaire
entre une structure 2D et une structure 3D.
Dans le cas des densités d’états d’électron, les différences de comportement
sont moins visibles, notamment dans le cas du SR GaSb-rich où les marches
d’une densité 2D sont moins discernables. Ceci vient du fait que les électrons sont
délocalisés sur l’ensemble du SR, comme le montre leur probabilité de présence
(figure 2.2 à 2.3).
3.1.3 Concentration intrinsèque de porteurs libres
Les électrons et les trous d’un semiconducteur respectent la statistique de Fermi. De
ce fait, la probabilité à une température T qu’un niveau d’énergie soit occupé par un
porteur est donnée par la fonction de distribution de Fermi-Dirac f(E) :
fc(E) =
1
1+ e(E−EF)/kbT
(3.3)
Où EF est le niveau de Fermi. La densité d’électrons est alors donnée par la formule
suivante :
n =
∫+∞
Ec
ρc(E)fc(E)dE (3.4)
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Avec ρc(E) la densité d’états des bandes de conduction de la structure. L’intégrale
est effectuée entre Ec et +∞ car en dessous de l’énergie de bande interdite il n’y a
plus d’état disponible pour les électrons.
De la même manière, la densité de trous s’exprime sous la forme :
p =
∫Ev
−∞ ρv(E)fv(E)dE (3.5)
Avec Ev l’énergie du haut de la première bande de valence, ρv(E) la densité d’états
des bandes de valence de la structure et fv(E) la fonction de distribution de Fermi-
Dirac pour les trous :
fv(E) =
1
1+ e(EF−E)/kbT
(3.6)
Dans le cas d’un semiconducteur non dopé, la densité d’électrons ou de trous ne
dépend pas du niveau de Fermi, on parle alors de concentration intrinsèque de
porteurs ni =
√
np. Cette valeur ne dépend que de la température.
Mon modèle a été validé à 80K, cependant, la modélisation de l’évolution des
énergies de bande interdite en fonction de la température est encore en cours
d’investigation pour retrouver la dépendance à la température des énergies de
bande interdite des SR InAs-rich et symétrique. Il serait donc peu pertinent de
modéliser actuellement l’évolution en fonction de la température des ni des trois
structures types étudiées dans ce mémoire.
La température de fonctionnement des détecteurs SR habituelle étant de 80K,
il est tout de même intéressant de calculer un abaque de la concentration intrin-
sèque de porteurs libres de différentes structures SR.
L’abaque 3.4 montre que plus l’épaisseur d’InAs est importante dans la période,
plus la concentration intrinsèque de porteurs libres est importante et ceci quasiment
quelle que soit l’épaisseur de GaSb. La zone blanche sur la droite du graphe
correspond au moment où le SR n’a plus un comportement de semiconducteur mais
un comportement semi-métallique. L’abaque de la figure 3.4 est une sortie du code
très utile car il permet d’estimer les valeurs de ni pour n’importe quelle période du
SR InAs/GaSb, pour le domaine spectral du MWIR et du LWIR.
3.2 modélisation de la masse effective
Dans le premier chapitre, j’ai introduit l’intérêt des fortes masses effectives des SR
pour limiter les courants tunnels qui sont une source de bruit. Cependant, de trop
fortes masses effectives peuvent être limitantes pour la collecte des porteurs. Il est
donc nécessaire de trouver une structure SR ayant un bon compromis entre réduction
du courant tunnel et efficacité de la collecte des porteurs photo-générés.
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Figure 3.4: Concentration intrinsèque de porteurs libres à 80K en fonction du nombre de
MC d’InAs sur l’axe des abscisses et de GaSb sur l’axe des ordonnées.
3.2.1 Calcul de la masse effective
La masse effective est définie par :
m∗x,y,z =  h
2
(
∂2E(~k)
∂~k2x,y,z
)−1
~k=~0
(3.7)
La masse effective est positive pour une bande de conduction et négative pour une
bande de valence. Il est donc facile de remonter à la valeur de la masse effective à
l’aide de la structure de bande calculée. Il suffit de calculer la dérivée seconde de
l’énergie au centre de la zone de Brillouin.
Cependant, à partir d’une trop grande épaisseur de période, le SR se rapproche
d’un fonctionnement multipuits quantique. Les porteurs sont alors sur des états liés.
Ils ne sont donc plus bien représentés par cette masse effective, qui devient donc
une grandeur physique non pertinente.
3.2.2 Masse effective des électrons dans les superréseaux
La figure 3.5 est un abaque des masses effectives des électrons calculées dans la
direction de croissance en fonction de l’énergie de bande interdite de la structure
SR. Le long d’une ligne rouge, les structures ont la même épaisseur d’InAs dans la
période et c’est l’épaisseur de GaSb qui varie. A l’inverse, le long d’une ligne noire,
c’est l’épaisseur de GaSb dans la période qui est constante et c’est l’épaisseur d’InAs
qui varie.
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Premièrement, on aurait pu s’attendre à ce que la masse effective du SR soit
une interpolation linéaire des masses effectives des deux matériaux de la période, de
la forme m∗SR = dInAs ∗m∗InAs + dGaSb ∗m∗GaSb. Où dInAs est l’épaisseur dans
la période d’InAs divisée par l’épaisseur totale de la période et dGaSb l’épaisseur
de GaSb dans la période divisée par l’épaisseur totale de la période. A titre de
rappel, l’InAs a une masse effective d’électron de 0,023m0 et le GaSb 0,041m0. Or,
notre calcul donne toujours une valeur supérieure à cette interpolation. Ce résultat
surprenant vient du fait que l’on calcule la masse effective dans la direction de
croissance et que dans cette direction, il existe une périodicité due à la structuration
SR qui se superpose au maillage cristallin des matériaux. La structure de bande dans
cette direction est donc fortement dépendante de cette structuration et beaucoup
moins du maillage atomique des matériaux constituant la période. Or, le calcul de
la structure de bande montre que la structuration SR tend à "aplatir" les bandes,
donnant ces masses effectives élevées.
Figure 3.5: Masse effective des électrons calculée dans la direction de croissance en fonction
de l’énergie de bande interdite du SR à 80K, avec les limites vers lesquels tendent
les courbes. La droite en bleue présente la masse effective des électrons dans le
MCT en fonction de l’énergie de bande interdite [Hansen et Schmit, 1983].
De plus, on peut noter une tendance sur la figure 3.5. Le long d’une ligne noire,
lorsque l’épaisseur d’InAs dans la période diminue et tend vers 0, la masse effective
du SR tend alors progressivement vers la masse effective du matériau GaSb massif.
Inversement, lorsque l’épaisseur de GaSb diminue dans la période, l’énergie de
bande interdite tend progressivement vers 0, au-delà le SR a un comportement
semi-métallique. Ce comportement est bien prévu par la théorie [Sai-Halasz et al.,
1978] et a été observé expérimentalement [Chang et al., 1979].
Ces premières observations tendent à confirmer la validité physique des résultats
de notre modèle.
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Figure 3.6: Masse effective des électrons calculée dans la direction de croissance en fonction
de l’énergie de bande interdite du SR à 80K, figure issue de [Nguyen, 2010].
Sur la figure 3.6, je rappelle l’abaque des masses effectives en fonction de
l’énergie de bande interdite obtenu au CQD par une approche Tight-Binding (cf
chapitre 1.3.2) [Nguyen, 2010].
On peut voir que les valeurs pour les masses effectives calculées selon une approche
Tight-Binding et mon modèle kp 18 bandes sont comparables, notamment pour les
valeurs de SR avec de faibles épaisseurs de GaSb. On retrouve en particulier sur
les deux abaques que la valeur de la masse effective dépend majoritairement de
l’épaisseur de GaSb dans la période.
La figure 3.5 montre aussi que, pour une longueur d’onde donnée, toutes les
masses effectives sont accessibles de 0,025∗m0 à 0,05∗m0 pour une énergie de
bande interdite de l’ordre de 0,125 eV, soit une longueur d’onde de coupure de
10µm, en jouant principalement sur la quantité de GaSb dans la période. Or, comme
je l’ai introduit dans le premier chapitre, une masse effective élevée joue un rôle
important pour limiter les courants tunnels et plus l’énergie interdite est petite, plus
ces courants de fuite sont importants.
En conclusion, la masse effective des électrons des détecteurs SR sera toujours
supérieure à celle de l’InAs ou à tous matériaux massifs à énergie de bande interdite
équivalente dans le MWIR et le LWIR, comme par exemple l’InSb qui a une masse
effective des électrons de 0, 014m0. Sur la figure 3.5, j’ai ajouté à titre de comparaison
la valeur de la masse effective des électrons dans le MCT en fonction de l’énergie
de bande interdite. On peut alors voir que la masse effective des électrons du SR est
toujours supérieure à celle du MCT dans le MWIR et le LWIR. Ce point particulier
confirme l’avantage du matériau SR InAs/GaSb devant les matériaux massifs pour
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la limitation des courants tunnels.
Sur la figure 3.7, je présente cette fois les masses effectives des électrons dans
la direction perpendiculaire à la direction de croissance. On observe que les masses
effectives dans cette direction sont plus faibles.
Figure 3.7: Masse effective des électrons calculée dans la direction perpendiculaire à la
direction de croissance en fonction de l’énergie de bande interdite du SR.
Dans cette direction, les électrons voient les matériaux de la période et non la
structuration SR, il est donc logique que leur masse effective soit du même ordre
de grandeur que celle des matériaux. On peut également noter que la masse
effective des électrons dans le plan des couches tend vers la masse effective des
électrons dans le GaSb lorsque l’épaisseur d’InAs dans la période diminue et que
celle de GaSb reste constante. De plus, on observe que lorsque l’énergie de bande
interdite diminue, les masses effectives diminuent fortement, jusqu’à 0,075m0.
Ceci correspond au comportement observé empiriquement pour les matériaux
semiconducteurs massifs [Kane, 1957], cependant les masses effectives des électrons
dans le SR restent supérieures à celle du MCT pour les énergies de bande interdite
dans le MWIR et le LWIR, comme on peut le voir sur la figure 3.7.
Enfin, le tableau 3.1 résume les valeurs de la masse effective des électrons des
trois structures étudiées et des matériaux massifs InAs et GaSb.
Dans le tableau 3.2, j’ai comparé des mesures de masse effective issue de la littéra-
ture [Suchalkin et al., 2011; Haugan et al., 2010] avec mes résultats de modélisation.
Certains des SR, sur lesquels ont été réalisés ces mesures, n’ont pas de compensation
de contrainte aux interfaces (CCI). Dans ce cas, je modélise cette structure SR sans
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Table 3.1: Masse effective des trois structures étudiées à 80K.
m⊥(∗m0) m//(∗m0)
InAs 0,023 0,023
SR InAs-rich 0,028 0,021
SR symétrique 0,032 0,024
SR GaSb-rich 0,0525 0,029
GaSb 0,041 0,041
Table 3.2: Masse effective des électrons mesurée (donnée de la littérature) et calculée par
mon modèle.
CCI Épaisseur
InAs (Å)
Épaisseur
GaSb (Å)
m∗
//
(∗m0)
expérimen-
tale
m∗⊥(∗m0)
expérimen-
tale
m∗
//
(∗m0)
calculé
m∗⊥(∗m0)
calculé
Sans 10 10 0,025 0,034 0,0268 0,0326
Avec - - - - 0,0242 0,0332
Sans 15 15 0,028 0,031 0,0271 0,0314
Avec - - - - 0,0251 0,0321
Sans 42 21 0,023 0,03 0,0236 0,0261
Avec - - - - 0,0177 0,0274
Avec 46,5 19,5 - 0,068 0,0257 0,0215
InSb aux interfaces pour prendre en compte l’absence de CCI.
On peut voir que mon modèle calcule des valeurs assez proches des mesures
pour les trois premiers SR. Ces mesures sont issus de [Suchalkin et al., 2011]. En
revanche, la valeur mesurée par Haugan et al, qui a été réalisée sur un SR InAs-rich
avec CCI (46,5 MC d’InAs / 19,5 MC de GaSb), est largement au-dessus des valeurs
modélisées, mais aussi de la mesure de Suchalkin et al pour un SR InAs-rich
(42 MC d’InAs / 21 MC de GaSb). Or, d’après mes calculs l’ajout d’InSb pour
compenser les contraintes introduit un écart maximum de 5% sur l’évaluation de la
masse effective. La valeur mesurée de 0, 07m0 par Haugan paraît donc ne pas être
représentative. Il serait donc intéressant de réaliser des mesures de masse effective
sur les SR compensés de l’IES afin de vérifier leur adéquation avec mes résultats de
modélisation avec compensation de contraintes à l’interface.
3.2.3 Masse effective des trous dans les superréseaux
Comme je l’ai expliqué précédemment, le calcul pour les masses effectives de trous
lourds donne des valeurs de masse effective très élevées dans le cas de structure
avec une épaisseur d’InAs dans la période importante, car alors, les trous sont
confinés dans le GaSb. C’est pourquoi je ne présenterai que les masses effectives
de trous lourds calculées dans la direction de croissance pour des structures dont
l’épaisseur d’InAs est inférieure à 10 MC dans la période. On peut observer que
pour ces épaisseurs d’InAs, les masses de trous lourds atteignent rapidement des
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valeurs qui sont égales à plusieurs fois la masse de l’électron libre. Ces valeurs de
masse effective de trous tendent même vers l’infini, car ils ne peuvent plus à partir
d’une certaine épaisseur d’InAs se déplacer. Ils sont dans un état lié du matériau
GaSb.
Enfin, la courbe semble se "déformer" quand l’épaisseur d’InAs dépasse 6 MC
dans la période, contrairement à la courbe des masses effectives des électrons qui est
très régulière. Ceci peut venir du fait que j’évalue une dérivée seconde qui devient
très faible, ceci entraînant du bruit numérique.
Figure 3.8: Masse effective des trous lourds calculée dans la direction de croissance en fonc-
tion de l’énergie de bande interdite du SR à 80K.
Dans le cas du SR InAs-rich (7 MC d’InAs / 4 MC de GaSb), la moindre loca-
lisation des trous sur l’ensemble de la structure permet de calculer une masse
effective avec notre modèle. On trouve une valeur de −1, 0m0 pour les trous lourds.
Cette valeur de masse effective est très élevée. A titre de comparaison, les trous
lourds du MCT ont une masse effective de −0, 55m0.
3.2.3.1 Limitation du SR InAs-rich pour la détection
Les structures SR InAs-rich sont celles qui présentent le plus fort recouvrement
des fonctions d’ondes. Cela engendre une forte absorption, comme rapporté sur la
figure 2.31. Par contre, il a été observé expérimentalement au sein de notre équipe
[Giard, 2015] que le rendement quantique des structures SR InAs-rich est plus faible
que celui des SR symétriques et GaSb-rich (figure 3.9). Il a été mis en évidence que
ceci viendrait d’un problème dans la collecte des porteurs [Giard et al., 2014b]. Pour
comprendre ce problème, il faut revenir au fonctionnement d’une photodiode pin,
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pour voir comment une trop forte masse effective de porteur peut limiter la collecte.
Figure 3.9: Rendement quantique en fonction de la longueur d’onde à 77K pour les trois
structures étudiées avec une zone d’absorption de 1 µm : InAs-rich (rouge), sy-
métrique (noir) et GaSb-rich (bleu). Figure issue de [Giard, 2015]
Dans le cas général d’une photodiode pin réelle, il est possible que la zone de
charge d’espace (ZCE) ne couvre pas la totalité de la zone intrinsèque où sont créées
les paires électrons-trous, car la zone intrinsèque a un dopage résiduel (figure 3.10
et 3.11). Or, les porteurs ont une certaine longueur de diffusion qui est la distance
qu’ils peuvent parcourir sans champ électrique appliqué avant de se recombiner. Si
la longueur de diffusion des porteurs est inférieure à la taille de la ZCE, certains
vont pouvoir se recombiner avant d’être collectés comme le montre la figure 3.11.
La longueur de diffusion peut être exprimée de la manière suivante :
L =
√
µ
kBT
q
· τ et µ = qτ
m∗
(3.8)
Où T est la température de fonctionnement, µ la mobilité du porteur et τ sa durée
de vie. Notre équipe a de plus montré que le temps de vie des porteurs minoritaires
(électrons ou trous) dans les SR est du même ordre de grandeur, à savoir entre 20
et 30 ns [Giard, 2015]. Le seul élément différent pour les longueurs de diffusion
entre un SR résiduel n ou p est donc la mobilité µ. Or, la mobilité est inversement
proportionnelle à la masse effective du porteur. Et les porteurs résiduels du SR
InAs-rich sont des trous, car cette structure SR, non intentionnellement dopé, est de
type n [Delmas et al., 2014]. Ce sont donc ces derniers qui vont diffuser vers la zone
de charge d’espace après création d’une paire électron-trou.
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Figure 3.10: Schéma de fonctionnement d’une photodiode pin idéale lors de la collecte des
porteurs.
Les trous du SR InAs-rich vont donc avoir une longueur de diffusion très
faible du fait de leur masse effective élevée. Ceci va fortement diminuer la collecte
des porteurs et donc le rendement quantique du détecteur à base de SR InAs-rich.
Figure 3.11: Schéma de fonctionnement d’une photodiode pn−n réelle lors de la collecte
des porteurs.
A l’inverse, dans les structures GaSb-rich et symétrique, les porteurs minoritaires
sont des électrons car le dopage résiduel est de type p. Or, la masse effective des
électrons est bien plus faible que celle des trous de l’InAs-rich, ce qui leur permet
d’avoir une mobilité et donc une longueur de diffusion plus élevée et explique leurs
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Figure 3.12: Rendement quantique fonction de la longueur d’onde pour une structure InAs-
rich non dopé (vert) et dopé p (violet) à 77K avec une zone d’absorption de
4µm.
meilleurs rendements quantiques.
Pour contrer cet effet, il a été proposé de doper p le SR InAs-rich de manière
à ce que les porteurs minoritaires soient des électrons. Ces structures SR InAs-rich
dopées p ont alors effectivement donné de bien meilleur rendement quantique
comme le montre la figure 3.12 [Giard et al., 2014a].
Une autre possibilité serait de réaliser la collecte des porteurs non plus verti-
calement mais horizontalement. Un tel procédé a déjà été utilisé pour des détecteurs
MCT [Kinch, 2014] et un brevet a déjà été déposé pour l’utiliser avec des SR
[Hirayama et al., 1997]. En effet, dans la direction perpendiculaire à la direction
de croissance, les trous ne sont plus bloqués par la structuration SR et ont même
des masses effectives inférieures à celle des matériaux InAs et GaSb massifs pour
certaines structures SR (figure 3.13) et à celle du MCT (−0, 55m0). Ce procédé se
nomme le "loop-hole".
Dans la direction horizontale, les masses effectives faibles des trous lourds
suppriment le problème de la collecte dans le cas où les trous sont les porteurs
minoritaires. De plus, la technologie mise en place pour réaliser ces photodiodes
"loop-hole" pourrait aussi résoudre le problème de la passivation pour supprimer
les courants de fuites latéraux dans les détecteurs SR [Taalat, 2013].
Cependant, lors du fonctionnement d’une diode pin il faut polariser la diode
pour la faire fonctionner (typiquement −50à − 100mV). Cette polarisation entraîne
un courant tunnel d’autant plus fort que la masse effective des électrons est
faible. C’est notamment ce que l’on observe pour des détecteurs MCT fonction-
nant dans le LWIR et le VLWIR. Or, on peut voir sur la figure 3.7 que, pour
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Figure 3.13: Masse effective des trous lourds calculée dans la direction perpendiculaire à la
direction de croissance en fonction de l’énergie de bande interdite du SR.
certaines des structures SR, la masse effective des électrons devient très faible
(m∗e < 0, 02 ∗m0), notamment pour des SR avec de faibles énergies de bande
interdite (Eg < 150meV). On risque alors de perdre l’avantage de la structuration
SR qui permet d’avoir des masses effectives élevées pour limiter les courants tunnels.
Aussi, dans le cas d’un détecteur SR pour lequel les porteurs minoritaires
sont les trous, le choix de doper p le SR ou de passer à une collecte horizontale
dépendra de deux critères :
• La facilité technologique à réaliser une des deux solutions. Sachant que la col-
lecte horizontale permettrai peut-être de résoudre les problèmes de passivation
présents dans la réalisation des SR.
• La masse effective des électrons dans la direction horizontale pour avoir une
masse effective suffisamment importante pour limiter efficacement les courants
tunnels.
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3.3 absorption sous champ
Le SR est la zone active d’une jonction pin. Il est donc soumis à la présence d’un
champ électrique au niveau de la zone de charge d’espace (ZCE). Ce champ sera
augmenté lors de la polarisation du composant à sa tension de fonctionnement. La
présence du champ électrique va modifier le potentiel de la structure et donc sa
structure de bande et ses fonctions d’onde. Il est donc important d’intégrer une
modélisation sous champ à notre code kp.
3.3.1 Présentation d’une structure sous champ et des problèmes de modélisation associés
Sous l’effet du champ électrique, l’Hamiltonien SR de l’équation de Schrödinger
devient :
HSR =
p2
2 ∗m0 + Vc(~r, z) + VVB(z) +
~F ·~r (3.9)
Où ~r est l’opérateur position, ~F = q~E représente le champ appliqué, d’amplitude
E et q est la charge élémentaire de l’électron. Le potentiel du SR a alors la forme
représentée sur la figure 3.14.
Figure 3.14: Potentiel de la structure SR : (a) sans champ électrique, (b) avec un champ
électrique.
Lors de mon calcul de l’équation de Schrödinger, j’ai supposé les conditions aux
limites périodiques. Cette hypothèse exprime le fait que l’on modélise une seule
période du SR et que l’on suppose qu’aux limites de cette période, la structure se
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répète indéfiniment.
Dans ce cadre, le choix des fonctions de Bloch pour exprimer nos fonctions
d’onde (équation 3.15) est bien adapté. En effet, les fonctions de Bloch sont déloca-
lisées sur l’ensemble de la structure dans l’espace réel, comme le montre la figure
3.15 et sont donc adaptées à la modélisation d’une structure périodique infinie.
Figure 3.15: Schéma représentant les trois premières fonctions de Bloch de notre base.
Cependant, dans le cas d’une structure sous champ, la périodicité du potentiel dans
la direction de croissance est brisée. La perte de périodicité peut se voir sur la figure
3.14. Sans champ appliqué, si on translate la période unitaire dans la direction de
croissance d’une distance d, on retrouve exactement la même période. Une fois le
champ appliqué, ceci n’est plus vrai. La condition aux limites périodiques n’est plus
valable et donc l’utilisation comme base des fonctions de Bloch est mal adaptée.
Une autre manière d’aborder ce problème consiste à se placer du point de
vue des équations. Le potentiel qui apparaît dans l’équation de Schrödinger, du fait
de l’application d’un champ électrique, contient l’opérateur position r. L’effet du
champ électrique étant proportionnel à l’opérateur position, c’est donc un effet très
localisé dans l’espace réel. Alors, si on cherche à exprimer ce potentiel dans une base
de fonctions d’onde délocalisées, on obtient des éléments de matrices divergents. De
manière plus précise, le vecteur position peut être exprimé de la manière suivante
dans la base des fonctions de Bloch u
n,~k [Foreman, 2000] :〈
u∗
n ′,~k
∣∣∣ r ∣∣un,~k〉 =  him0 pinn ′(~k)En(~k) − En ′(~k) (3.10)
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pinn ′(~k) est définie de la manière suivante :
pinn ′(~k) =
〈
u∗
n ′,~k
∣∣∣pi ∣∣un,~k〉 (3.11)
et pi est le moment cinétique :
pi = p+
 h
4m0c2
(
σ× ∂V
∂~r
)
(3.12)
Où p est l’opérateur quantité de mouvement, V est le potentiel de la structure et σ
sont les matrices de spin de Pauli.
Cet élément de matrice va tendre vers l’infini pour toutes les bandes dégénérées , i.e.
En(~k) = En ′(~k). La présence de ces éléments va alors faire diverger la diagonalisa-
tion de la matrice kp, ce qui donnera des résultats erronés.
3.3.2 Solution pour la modélisation d’une structure sous champ
La solution choisie pour résoudre le problème est de considérer le potentiel pério-
dique comme montré sur la figure 3.16. Les conditions aux limites périodiques sont
alors à nouveau vérifiées. Il existe cependant une limite à cette représentation du
potentiel. A cause de notre hypothèse, au moment où le potentiel décrit se répète,
des effets de bords apparaissent. Ces derniers n’existent pas dans la réalité.
Figure 3.16: Représentation schématique du potentiel modélisé par notre calcul.
Cette solution a été choisie du fait de sa facilité d’application. De plus, si on regarde
les fonctions d’onde sous champ dans la période (figure 3.17), on peut voir que
celles-ci dans le cas d’un SR GaSb-rich sont fortement localisées dans le SR. Elles
ressentiront donc peu ces effets de bord. Nous allons voir que cette représentation
du potentiel est suffisante pour décrire partiellement les modifications du spectre
d’absorption des structures SR GaSb-rich sous champ.
Cependant, dans le cas d’un SR InAs-rich, la fonction d’onde d’électron est
fortement délocalisée sur la structure, cette solution de modélisation du champ
électrique ne conviendra donc pas pour cette structure, car ces fonctions d’onde
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a) b)
Figure 3.17: Fonction d’onde de la première bande d’électrons (bleue) et de trous (vert)
sous champ pour a) un SR GaSb-rich (10 MC d’InAs / 19 MC de GaSb) b) un
SR InAs-rich (7 MC d’InAs / 4 MC de GaSb) avec de l’InSb dans la période
permettant de compenser les contraintes. Je représente aussi le potentiel de la
période simulée avec en noir le niveau des bandes de conduction des matériaux
dans la période et en rouge le niveau des bandes de valence des matériaux dans
la période.
ressentiront fortement les effets de bord. Une solution pour la modélisation sous
champ d’une structure SR InAs-rich est alors d’exprimer l’hamiltonien SR sur une
base de fonctions localisées dans l’espace réel : les fonctions de Wannier (figure
3.18). Cette solution est par contre beaucoup plus compliquée à mettre en place.
Pour la solution que nous avons choisie, du point de vue du potentiel, locale-
ment le champ est considéré constant et on le fait varier par "marches". La figure
3.19 montre la manière dont le potentiel réel est représenté. La discrétisation retenue
pour modéliser le potentiel sous champ de manière réaliste a été réalisée avec un pas
de l’ordre de l’Ångström, c’est-à-dire du même ordre de grandeur que le paramètre
de maille des matériaux InAs et GaSb.
Le potentiel ainsi défini est localement constant sur chaque pas. La formule
2.7 est donc applicable pour trouver les fonctions d’onde et la structure de bande
du SR. La continuité des fonctions d’onde est cependant vérifiée à chaque variation
du potentiel due aux "marches" représentant la mise sous champ électrique de la
structure :
Ψ
n,~k( ~ri−) = Ψn,~k( ~ri+) (3.13)
Où les points ~ri+ et ~ri− sont les positions avant et après une des "marches" de
discrétisation du potentiel sous champ.
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Figure 3.18: Schéma représentant les trois premières fonctions de Wannier.
Figure 3.19: Représentation schématique de la méthode de calcul de la structure sous
champ. a) Potentiel réel. b) en bleu potentiel réel et en rouge potentiel calculé
avec un pas de 2 points par matériau. c) en bleu potentiel réel et en rouge po-
tentiel calculé avec un pas de 4 points par matériau.
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3.3.3 Résultats pour l’absorption sous champ
Figure 3.20: Réponse spectrale mesurée à 80K pour une structure GaSb-rich (9,5 MC d’InAs
/ 21,5 MC de GaSb) en fonction de la longueur d’onde à différentes tensions de
polarisation de 0 à -4 V.
Des mesures de réponse spectrale ont été réalisées pour différentes tensions de
polarisation à l’IES sur une structure SR avec 9,5 MC d’InAs et 21,5 MC de GaSb
et une zone active de 500 nm d’épaisseur à 80K. L’application du champ électrique
tend à localiser les fonctions d’onde sur un certain nombre de périodes du SR : les
fonctions d’onde ne sont plus délocalisées sur l’ensemble de la structure. Ceci a trois
effets sur le coefficient d’absorption et donc aussi sur le rendement quantique d’une
structure SR [Voisin et al., 1988; Bleuse et al., 1988] :
• Un décalage de la courbe vers les hautes longueurs d’onde. On peut d’ailleurs
voir cet effet sur la figure 3.20 : à partir d’une tension de polarisation de -1
V, la courbe se décale vers de plus hautes longueurs d’onde. Notamment, la
longueur d’onde de coupure due à la transition E1-HH1 passe de 4,85 µm à 0
V à une valeur de 5,37 µm pour -4 V.
• Une diminution du niveau d’absorption due à une diminution du recouvre-
ment des fonctions d’onde.
• Une oscillation du coefficient d’absorption, connue sous le nom d’échelle de
Wannier-Stark, avec une période de F−1, où F est l’amplitude du champ appli-
qué visible sur les mesures de réponse spectrale par la diminution du pic à 3,5
µm et l’apparition d’un pic à 4 µm.
Ces effets sont tous visibles sur les réponses spectrales mesurées. Je présente sur la
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figure 3.21 les coefficients d’absorption calculés sous l’effet d’un champ électrique
par mon modèle.
Figure 3.21: Coefficient d’absorption calculé à 80K d’une structure GaSb-rich (9,5 MC
d’InAs / 21,5 MC de GaSb) en fonction de la longueur d’onde à différentes
tensions de polarisation de 0 à -4 V.
Avec mon modèle actuel, je retrouve le décalage de la courbe vers les plus
hautes longueurs d’onde, notamment au niveau de l’énergie de bande interdite.
Cependant, mon modèle ne rend compte ni de la diminution attendue du niveau
d’absorption ni de l’oscillation due à l’effet Wannier-Stark. Ce résultat préliminaire
tend à indiquer que notre représentation actuelle de la structure SR sous champ,
nous permet de rendre compte du décalage de l’énergie de bande interdite mais pas
de l’effet d’échelle de Wannier-Stark.
Figure 3.22: Schéma des transitions dans la structure SR sous champ à l’origine des oscilla-
tions Wannier Stark.
Cette absence des oscillations Wannier-Stark vient a priori de notre représenta-
tion de la période du SR. En effet, notre code ne permet actuellement pas de
représenter plus d’une seule période du SR. Or, les oscillations Wannier-Stark
apparaissent du fait de transitions entre deux périodes différentes, comme présenté
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sur la figure 3.22. La mise sous champ du SR rend possible ces transitions d’une
période à la période adjacente jusque là interdites.
Il faudra donc passer à une représentation du potentiel sur plusieurs période, 3
périodes pour rendre compte des transitions permises par la mise sous champ de la
structure, pour rendre compte des oscillations Wannier-Stark.
Enfin, pour réaliser une modélisation de l’effet du champ électrique plus précise
et ceci pour n’importe quelle épaisseur de période du SR, il faudra passer à une
représentation sur une base de fonction de Wannier de l’hamiltonien SR.
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3.4 proposition d’une structure superréseau pour le lwir à 80k
Lors de cette partie, je vais choisir plusieurs structures SR avec une longueur d’onde
de coupure adressant le LWIR. Les avantages recherchés seront :
• Une longueur d’onde de coupure entre 9,5 µm et 14 µm, soit des énergies de
bande interdite comprises entre 130 meV et 88 meV.
• Un taux de recouvrement des fonctions d’onde élevé pour avoir un niveau
d’absorption élevé.
• Une masse effective de porteurs suffisamment faible pour ne pas limiter la
collecte, mais permettant aussi de limiter l’apparition de courants tunnels.
La figure 3.23 présente les énergies de bande interdite en fonction de l’épaisseur
d’InAs et de GaSb dans la période à 80K.
Figure 3.23: Énergie de bande interdite du SR en fonction de l’épaisseur d’InAs et de GaSb
dans la période à 80K.
On peut observer que c’est surtout l’épaisseur d’InAs dans la période qui fixe
l’énergie de bande interdite du SR. C’est un effet qui était remarquable sur les
trois structures SR InAs/GaSb étudiées dans ce manuscrit. Sur ces trois structures,
qui ont la même énergie de bande interdite, l’épaisseur d’InAs varie peu (7 ou 10
MC) alors que l’épaisseur de GaSb varie beaucoup (4, 10 ou 19 MC). De manière
générale, lors de la croissance du SR, une attention particulière, devra être portée au
contrôle de l’épaisseur d’InAs pour obtenir la longueur d’onde de coupure voulue.
En effet, on peut observer sur la figure 3.23 qu’une faible variation sur l’épaisseur
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d’InAs dans la période entraîne une forte variation de l’énergie de bande interdite.
Ce contrôle de l’épaisseur sera d’autant plus critique lorsque l’on souhaitera réaliser
des détecteurs grand format et haute longueur d’onde.
Enfin, l’épaisseur de GaSb permettra de fixer la valeur de la masse effective.
Plus l’épaisseur de GaSb est importante, plus la valeur des masses effectives des
porteurs sera importante. Cependant, il faudra aussi prendre en compte le taux
de recouvrement des fonctions d’onde de la structure. La figure 3.24 présente le
taux de recouvrement des fonctions d’onde de la première bande d’électron et de
la première bande de trous. On peut voir que ce taux diminue quand l’épaisseur
d’InAs ou de GaSb dans la période augmente. Deux possibilités s’offrent alors :
• soit on réalise une structure GaSb-rich en supposant que de manière semblable
aux résultats obtenus dans le MWIR, les porteurs minoritaires sont des élec-
trons. Dans ce cas, les masses effectives des électrons seront importantes, ce
qui permettra de limiter les courants tunnels et ne gênera pas la collecte car
les porteurs sont des électrons. Cependant, l’épaisseur de période sera trop
importante, le SR aura alors un comportement plus proche du Multi-Puits
Quantique. Les porteurs seront alors fortement localisés dans l’InAs pour les
électrons et dans le GaSb pour les trous, le recouvrement entre leurs fonctions
d’onde sera très faible et ceci limitera la capacité d’absorption de ce type de
structure comme le montre la figure 3.24.
• soit on réalise une structure InAs-rich, dans ce cas là on aura une absorption
plus élevée. Cependant, si de la même manière on suppose que l’on va obte-
nir un structure résiduelle n comme dans le MWIR, les porteurs minoritaires
seront des trous avec des masses effectives dans la direction de croissance très
élevées et qui limiteront la collecte. Mais nous avons vu qu’une solution est de
doper p la zone active.
En conclusion, je propose donc de réaliser (figure 3.23) :
• une structure SR InAs-rich avec une épaisseur de 12 MC d’InAs et de 7 MC de
GaSb pour une détection à 9,5 µm.
• une structure SR InAs-rich avec une épaisseur de 15 MC d’InAs et de 11 MC
de GaSb pour une détection à 14 µm.
Les figures 3.25 et 3.26 présentent les coefficients d’absorption simulés de ces struc-
tures en fonction de l’énergie du photon incident, ainsi que les structures de bandes
correspondantes. Les oscillations observées sur les coefficients d’absorption calculés,
notamment à basse énergie sur le coefficient d’absorption de la figure 3.25, ne sont
pas dues à un phénomène physique mais sont un effet résiduel du calcul. Le niveau
d’absorption dans ces structures (entre 1500 et 2000cm−1) est suffisant pour réaliser
des détecteurs IR performants. A titre de comparaison Klipstein et al présente une
mesure du coefficient d’absorption pour une structure SR InAs-rich (14,4 MC d’InAs
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Figure 3.24: Recouvrement des fonctions d’onde (en %) de la première bande d’électron et
de la première bande de trou en fonction de l’épaisseur d’InAs et de GaSb dans
la période à 80K.
Figure 3.25: Coefficient d’absorption en fonction de la longueur d’onde pour une structure
SR InAs/GaSb (12 MC d’InAs / 7 MC de GaSb) à 80K calculé pour une polarisa-
tion [1,0,0]. Sont aussi représentées les contributions des différentes transitions
entre la première bande de conduction et les différentes bandes de valence.
110
Figure 3.26: Coefficient d’absorption en fonction de la longueur d’onde pour une structure
SR InAs/GaSb (15 MC d’InAs / 11 MC de GaSb) à 80K calculé pour une pola-
risation [1,0,0]. Sont aussi représentées les contributions des différentes transi-
tions entre la première bande de conduction et les différentes bandes de valence.
/ 7,2 MC de GaSb) avec une longueur d’onde de coupure de 10µm et un niveau
d’absorption entre 2000 et 3000cm−1 [Klipstein et al., 2013].
Les coefficients d’absorption ont été calculé pour une énergie de photon incident
compris entre 0,01 et 0,3 eV ce qui correspond à un domaine centré sur la fenêtre
spectrale du LWIR (8 à 12 µm). On peut observer que pour la structure SR 12 MC
d’InAs / 7 MC de GaSb, sur la figure 3.25, la transition qui participe principalement
à l’absorption est la transition fondamentale E1-HH1. Alors que pour l’autre SR (15
MC d’InAs / 11 MC de GaSb), sur la figure 3.26, entre 0,1 et 0,2 eV c’est la transition
E1-HH1 qui contribue seule à la transition puis à partir de 0,2 eV la transition E1-
HH2 participe et devient même majoritaire à partir de 0,25 eV. Ceci explique alors
la forme particulière du coefficient d’absorption de la structure SR 15 MC d’InAs /
11 MC de GaSb. Pour bien comprendre cette forme deux effets sont à prendre en
compte :
• la forme de "pic" de la transition E1-HH1 dû, comme on l’a vu au chapitre 2, à
la forte localisation des trous dans la direction kx. Cette forte localisation des
trous étant due à la forte épaisseur de l’InAs dans la période (15 MC d’InAs ≈
4,5 nm).
• l’écart en énergie entre les deux bandes de trous HH1 et HH2. De ce fait la
contribution de la transition E1-HH2 n’intervient que pour des énergies de
photon plus élevées.
On s’attend enfin à retrouver cette forme particulière du coefficient d’absorption
lors de mesures expérimentales.
Aussi dans un premier temps, j’ai proposé à l’IES de réaliser ces structures
selon le protocole présenté lors du deuxième chapitre : la croissance du SR est
réalisée sur seulement un quart de wafer pour obtenir d’un côté la structure SR
sur son substrat et de l’autre son substrat associé seul. Ces premières réalisations
permettront de vérifier, par des mesures de PL et de spectres d’absorption, les
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longueurs d’onde prédites par le modèle ainsi que leur niveau d’absorption.
Dans un second temps, il faudra fabriquer des monoéléments détecteurs avec ces
structures et réaliser des réponses spectrales calibrées pour juger de la qualité de la
collecte des photoporteurs dans ces composants.
Dans le tableau 3.3, je présente une comparaison entre mon code et des résul-
tats de la littérature pour la longueur d’onde de coupure de SR InAs/GaSb dans
le LWIR et le VLWIR. Pour le LWIR, mes résultats de modélisation de la longueur
d’onde de coupure sont en accord avec les résultats expérimentaux du groupe CQD
mais pas du JPL et du SCD. Cependant, on peut voir que les longueurs d’onde
annoncées par les différents groupes sont assez semblables (entre 10 et 12µm) alors
que les structures SR sont sensiblement différentes (13 MC d’InAs / 7 MC de GaSb
pour le CQD et 14 MC d’InAs / 7 MC de GaSb pour le JPL et le SCD). D’après la
figure 3.23, on voit que dans le LWIR, une variation de l’épaisseur d’1 MC d’InAs
entraîne une variation de la longueur d’onde de coupure de 3 à 4µm. Aussi, un SR
avec 14 MC d’InAs et 7 MC de GaSb aurait, d’après mon modèle, une longueur
d’onde de coupure de 15µm. En conclusion, il semble que les SR développés au
sein de CQD soient plus matures d’un point de vue maîtrise des croissances. Cela
me permet d’être relativement confiant dans les résultats de mon code pour les
longueurs d’onde de coupure de SR InAs/GaSb dans le LWIR. Ces derniers devront
bien entendu être validés grâce à la réalisation à l’IES de structures SR LWIR dont le
rapport R entre les épaisseurs d’InAs et de GaSb dans la période sera parfaitement
connu.
Pour le VLWIR, on peut voir que mon modèle donne une longueur d’onde de
coupure de 22µm pour une valeur mesurée de 17µm. Il faut cependant prendre en
compte qu’un écart dans les longueurs d’onde de 5µm correspond à un décalage
de 13meV et que l’on peut voir sur l’abaque des énergies de bande interdite (figure
3.23), que dans le VLWIR, une variation d’1 MC d’InAs entraîne une variation
de 20meV . Cet écart peut donc à nouveau être expliqué par l’incertitude sur les
épaisseurs des MC d’InAs et de GaSb dans la période.
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Table 3.3: Comparaison des longueurs d’onde de coupure à 80K de SR InAs/GaSb dans le
LWIR et le VLWIR entre mon modèle et la littérature.
Groupe Épaisseur
InAs (MC)
Épaisseur
GaSb (MC)
λc mesuré (µm) λc calculé (µm)
CQD
[Nguyen et al.,
2007]
13 7 11 11,6
CQD
[Manurkar
et al., 2010]
13 7 12 11,6
CQD [Hood
et al., 2005]
14 5 17 22
JPL
[Gunapala
et al., 2011]
14,5 7 11,5 15,1
SCD
[Klipstein
et al., 2013]
14,4 7,2 10 15,1
3.5 conclusion
Dans ce chapitre, j’ai développé des modèles pour calculer les masses effectives et
la concentration de porteurs intrinsèques dans le SR InAs/GaSb et présenté des
abaques de valeurs de ces propriétés intrinsèques pour différentes structures SR
avec des énergies de bande interdite dans le MWIR et le LWIR. De plus, les calculs
de densité d’états m’ont permis de retrouver le fonctionnement 3D du SR InAs-rich
et 2D du SR GaSb-rich.
Des mesures réalisées au sein de notre équipe ont montré que, malgré son ni-
veau d’absorption plus élevé, le SR InAs-rich présente le rendement quantique
le plus faible comparé aux structures SR symétrique et GaSb-rich. L’analyse des
masses effectives a alors permis de comprendre l’origine des faibles rendements
quantiques du SR InAs-rich et de proposer des solutions à ce problème. L’abaque
des masses effectives m’a aussi permis de montrer que les masses des SR InAs/GaSb
sont toujours supérieures à celles des autres matériaux massifs à énergie de bande
interdite équivalente dans le MWIR et le LWIR. Ce résultat confirme l’avantage des
SR InAs/GaSb par rapports aux autres détecteurs pour la limitation des courants
tunnels, qui peuvent être un facteur fortement limitant pour les détecteurs IR,
notamment dans le LWIR.
A terme, notre modèle se proposera de représenter le transport dans les pho-
todiodes SR InAs/GaSb, c’est pourquoi j’ai développé une solution pour adapter
mon code kp 18 bandes pour modéliser la mise sous tension de la zone d’absorption
de la photodiode. J’ai ensuite valider les hypothèses alors faites, en comparant l’effet
du champ électrique sur les SR GaSb-rich entre des réponses spectrales mesurées et
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des absorptions calculées à des tensions de polarisation différentes. Pour aller plus
loin dans la modélisation de ces structures sous champ, il sera nécessaire d’exprimer
l’hamiltonien SR sur la base des fonctions de Wannier.
Enfin, j’ai présenté des abaques d’énergie de bande interdite et de recouvre-
ment des fonctions d’onde d’électron et de trou en vue de proposer des structures
SR InAs/GaSb pour la détection dans le LWIR. Ces abaques m’ont permis de voir
que c’est l’épaisseur d’InAs dans la période qui fixe principalement l’énergie de
bande interdite de la structure SR. De plus, pour une détection dans le LWIR, les
SR InAs-rich seront les structures les plus adaptées, car les structures GaSb-rich
dans le LWIR ont des recouvrements de fonctions d’onde trop faibles. A la vue
de ces résultats, j’ai proposé deux structures SR InAs/GaSb avec une longueur
d’onde de coupure de 9,5 µm et 14 µm à 80K. Ces structures seront réalisées et
caractérisées par l’ONERA et l’IES dans le cadre des prochaines thèses dédiées aux
photodétecteurs SR.
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C O N C L U S I O N G É N É R A L E E T P E R S P E C T I V E S
Ce travail de thèse s’inscrit dans une dynamique française pour le développement
des détecteurs SR InAs/GaSb. A la fin de l’année 2012, trois thèses ont alors
commencé en même temps dans le but d’améliorer la compréhension du matériau
et la qualité des réalisations de croissance faites à l’IES.
Le chapitre 1 présente le contexte de ce travail. Je fais alors un rappel général
de la détection IR et des besoins actuels de cette filière tels que l’amélioration des
performances intrinsèques, l’augmentation de la température de fonctionnement
et l’augmentation du format des matrices. La structure SR InAs/GaSb, qui est
un empilement de type III, permet de répondre à ces besoins. Premièrement,
l’alignement particulier de jonction entre l’InAs et le GaSb permet d’adresser, en
changeant l’épaisseur de la période, les longueurs d’onde allant du SWIR jusqu’au
LWIR. Ensuite, pour un fonctionnement dans le LWIR et le VLWIR, le SR présente
des masses effectives plus élevées que les matériaux massifs à longueur d’onde
équivalente. Ceci est un avantage pour la détection, car ces fortes masses limitent
les courants tunnels qui sont une source de bruit importante à ces longueurs d’onde.
De plus, théoriquement le SR présente un faible taux de recombinaison Auger, ce
qui permet d’améliorer le temps de vie des porteurs. Enfin, l’utilisation de matériau
III-V suppose une grande uniformité de réalisation des SR InAs/GaSb, permettant
la réalisation de matrices grands formats. Cependant, les détecteurs SR actuels
n’atteignent pas les performances attendues. Il existe donc un besoin de modélisa-
tion. Je fais alors une présentation des différentes méthodes de modélisation qui
ont été utilisées dans la littérature pour modéliser les SR InAs/GaSb, ainsi que de
leurs limitations. Le modèle que je veux réaliser doit être capable de représenter
de manière fiable et rapide des SR InAs/GaSb avec de très grandes différences
d’épaisseur de période. C’est pourquoi mon choix s’est porté sur un modèle kp 18
bandes.
Au cours du chapitre 2, je me suis intéressé à la confrontation de mes résul-
tats théoriques à des mesures expérimentales. Dans un premier temps, je présente
les structures SR qui sont étudiées dans ce manuscrit et qui ont servi à cette
comparaison. Pour réaliser cette dernière j’ai choisi deux grandeurs physiques :
l’énergie de bande interdite et le coefficient d’absorption. La comparaison avec les
énergies de bande interdite m’a permis de choisir, d’après les valeurs données par
la littérature, un ensemble de paramètres matériau. De plus, ma modélisation m’a
ainsi permis de calculer les énergies de bande interdite des trois structures étudiées.
Ces résultats théoriques sont comparables aux valeurs expérimentales, obtenues à
l’aide de mesure de PL à 80K.
Le coefficient d’absorption m’a permis d’avoir une comparaison complète de ma
structure de bande et des fonctions d’onde calculées par mon modèle avec des
mesures expérimentales. Pour obtenir ces mesures, j’ai mis en place un protocole
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qui permet de s’affranchir de l’influence du substrat pour obtenir le spectres
d’absorption du SR seul. Enfin, j’ai obtenu des résultats comparables pour le spectre
d’absorption entre mon modèle et mes mesures sur une structure SR GaSb-rich (9,5
MC d’InAs / 22,5 MC de GaSb). J’ai alors pu analyser les coefficients d’absorption
des trois structures SR étudiées et notamment j’ai montré que c’est le SR InAs-rich
qui a la plus forte absorption des trois structures SR étudiées.
Une fois mon modèle validé, je l’ai utilisé au cours du chapitre 3 pour modé-
liser des propriétés intrinsèques du SR InAs/GaSb.
J’ai calculé dans un premier temps la concentration intrinsèque de porteurs. A
cet effet, j’ai calculé les densités d’états des trois structures et j’ai pu retrouver le
comportement 2D du SR GaSb-rich et 3D du SR InAs-rich. J’ai alors calculé un
abaque de valeur de ni à 80K pour des structures SR avec une longueur d’onde de
coupure dans le MWIR et le LWIR.
Dans un deuxième temps, je me suis intéressé aux masses effectives des électrons
et des trous dans la direction de croissance et dans la direction opposée. J’ai alors
pu montrer que c’est principalement l’épaisseur du GaSb dans la période qui fixe la
valeur de ce paramètre pour un SR InAs/GaSb. De plus, j’ai montré théoriquement
que le SR InAs/GaSb a toujours une masse effective plus élevée qu’un matériau
massif à énergie de bande interdite équivalente dans la direction de croissance. J’ai
ainsi validé l’avantage pour la limitation des courants tunnels du SR InAs/GaSb
comparé aux autres semiconducteurs massifs. Enfin, l’analyse des masses effectives
des trous du SR InAs-rich a permis de comprendre les rendements quantiques
faibles obtenus avec cette structure. En effet, en raison du dopage résiduel n, les
porteurs minoritaires du SR InAs-rich sont des trous et leur masse effective dans la
direction de croissance très élevée devient limitante pour la collection des porteurs
photo-générés. Je conclus cette partie en proposant deux solutions à ce problème :
le dopage p de la structure ou une collection des porteurs dans la direction
perpendiculaire à la direction de croissance.
Ensuite, en vue d’une modélisation du transport électronique d’un détecteur à
SR, je me suis intéressé à la modélisation de sa zone intrinsèque sous tension. J’ai
alors présenté une méthode de modélisation et expliqué les limitations de cette
représentation. J’ai alors pu valider ce modèle pour la structure SR GaSb-rich, en
comparant des mesures de réponses spectrales sous polarisation avec les spectres
d’absorption sous champ électrique calculés.
Enfin, j’ai calculé un abaque des énergies de bande interdite pour un ensemble de
structures SR InAs/GaSb. Cet abaque a montré que c’est l’épaisseur d’InAs dans
la période qui fixe l’énergie de bande interdite du SR. A partir de ce résultat, j’ai
proposé deux structures SR InAs-rich pour une détection dans le LWIR à 80K :
un SR avec 12 MC d’InAs et 7 MC de GaSb pour obtenir une longueur d’onde de
coupure de 9,5 µm et un SR avec 15 MC d’InAs et 11 MC de GaSb pour obtenir une
longueur d’onde de coupure de 14 µm.
En conclusion, cette thèse a permis d’obtenir une meilleure compréhension du
superréseau InAs/GaSb. J’ai créé un outil de modélisation qui permet de repré-
senter les propriétés intrinsèques de SR InAs/GaSb sensibles dans le MWIR et
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dans le LWIR. Pour obtenir une compréhension complète d’un détecteur, il faudra
cependant développer un outil de modélisation du transport électronique. Il existe
actuellement un code de transport 1D, développé au sein du III-V lab. Ce code est
de type dérive-diffusion et pourra être utilisé pour les SR InAs/GaSb à certaines
conditions :
• Premièrement, pour être capable de modéliser n’importe quel SR InAs/GaSb
sous champ électrique, il faudra passer à une représentation de l’hamiltonien
SR sur la base des fonctions de Wannier [Marzari et al., 2012]. Ces fonctions
sont, à l’opposé des fonctions de Bloch, localisées dans l’espace réel et per-
mettront de modéliser sans approximation le potentiel créé par le champ élec-
trique.
• Deuxièmement, il faudra être en mesure de modéliser la mobilité des porteurs
dans le SR InAs/GaSb. Il semble que dans les SR InAs/GaSb, le facteur limitant
de la mobilité soit la diffusion due aux rugosités d’interface [Szmulowicz et al.,
2009].
Enfin, des mesures réalisées sur des SR InAs/GaSb ont montré que cette structure
présente des temps de vie faible (autour de 30 ns). Le facteur limitant de ces temps
de vie pourrait être la présence de gallium dans la période. Aussi, une perspective
serait d’envisager le développement de structures SR InAs/InAsSb. L’ensemble des
outils que j’ai développés pourra servir à orienter la réalisation de telles structures.
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A
P R I N C I P E D E F O N C T I O N N E M E N T D ’ U N E P H O T O D I O D E
Au cours de cette annexe, je vais présenter les différentes structures utilisées pour la
collecte des porteurs dans les détecteurs à SR InAs/GaSb.
a.1 jonction pin
La manière la plus classique pour collecter les porteurs est de réaliser une jonction
PN. Cette jonction consiste en la juxtaposition d’un semiconducteur de type p et
d’un semiconducteur de type n, il se crée alors une zone de charge d’espace (ZCE)
entre les deux matériaux. La photodiode est alors polarisée en inverse pour bloquer
le transport des porteurs majoritaires et privilégier celui des porteurs minoritaires.
Sous ce format, la largeur de la zone de la ZCE dépend des dopages des zones p
et n. La jonction PIN se propose alors d’élargir cette zone de charge d’espace en
intercalant une zone intrinsèque ou très faiblement dopée entre les deux matériaux
p et n. Les porteurs photo-générés dans la ZCE sont alors collectés grâce au champ
électrique présent. La figure A.1 résume le fonctionnement d’une jonction PIN.
Figure A.1: Représentation schématique d’une jonction PIN avec son diagramme de bande
associée.
a.2 structures à barrière
L’intérêt d’une structure à barrière est de limiter le transport des porteurs majo-
ritaires sans gêner celui des porteurs minoritaires à l’aide de l’introduction d’un
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matériau à grande énergie de bande interdite. Ceci permet de limiter la contribution
au courant d’obscurité provenant du courant de Génération-Recombinaison sans li-
miter le photocourant.
Je vais maintenant succinctement présenter les structures à barrières pour les SR
InAs/GaSb proposées dans la littérature.
a.2.1 Structure nBn
Cette structure est composée d’une zone d’absorption du type n, séparée de la
couche de contact de type n+ par un matériau avec une énergie de bande inter-
dite très supérieure à celle du matériau de la zone d’absorption qui sert de barrière
pour les électrons (figure A.2).
Figure A.2: Schéma du diagramme de bande d’une structure nBn.
Un des autres avantages de cette structure est l’absence de jonction pn, il n’y a
donc plus de ZCE, ce qui a pour effet de supprimer une des contributions au courant
d’obscurité : les courants Shockley Read Hall dans la zone d’absorption.
a.2.2 Structure M
Cette structure propose cette fois-ci d’introduire une barrière pour les trous entre
une zone d’absorption de type p et un contact de type p+ (figure A.3 a). Ceci est
réalisé en introduisant une fine épaisseur d’AlSb entre deux couches de GaSb du SR
(figure A.3 b).
L’avantage d’une structure M sur une structure nBn vient du fait que les porteurs
minoritaires sont ici des électrons. Ce qui permet d’avoir un meilleur rendement
quantique pour les structures M à épaisseur de zone d’absorption équivalente.
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Figure A.3: a) Schéma du diagramme de bande d’une structure pMp. b) Empilement de la
croissance pMp.
a.2.3 Structure CBIRD
Figure A.4: Schéma du diagramme de bande d’une structure CBIRD.
La structure BIRD (Barrier InfraRed photoDetector) est une structure à bande blo-
quante équivalente à une structure nBn. La structure CBIRD (Complementary BIRD)
a la particularité d’avoir deux barrières : la première bloque les électrons et laisse
passer les trous et la deuxième bloque les trous et laisse passer les électrons (figure
A.4).
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B
M AT R I C E KP
Dans cette annexe, je présente la matrice 18 × 18 utilisée dans mon code sous la
forme
(
M1 M2
M3 M4
)
.
Elle est exprimée sur la base (SO ↑,SO ↓,LH ↑,LH ↓,HH ↑,HH ↓,E0 ↑,E0 ↓,E7 ↑,
E7 ↓,E8,E8,E8,E8,E3,E3,E3,E3). Nous utilisons les notations suivantes :
{
k+ = kx + i · ky
k− = kx − i · ky (B.1)
ED = VVB +
 h2k2
2m∗
(B.2)
Les éléments de matrice non-diagonaux dus à la contrainte ont été intégrés dans
cette matrice. Ce sont les éléments (0,3) et (1,3) valant −
√
2
2 EHH.
123
M
1
=
                      E
D
−
∆
S
O
0
−
√
2 2
E
H
H
0
0
0
−
i
P √
3
·k
+
i
P √
3
·k
z
0
0
E
D
−
∆
S
O
−
√
2 2
E
H
H
0
0
0
−
i
P √
3
·k
z
−
i
P √
3
·k
−
0
0
0
E
D
+
E
L
H
0
0
0
i
P √
6
·k
+
iP
·√ 2 3
·k
z
0
0
0
0
E
D
+
E
L
H
0
0
−
iP
·√ 2 3
·k
z
i
P √
6
·k
−
Q √
2
k
+
0
0
0
0
E
D
+
E
H
H
0
i
P √
2
k
−
0
−
Q
·√ 2 3
k
z
0
0
0
0
0
E
D
+
E
H
H
0
i
P √
2
k
+
−
Q √
6
k
−
i
P √
3
·k
−
i
P √
3
·k
z
−
i
P √
6
·k
−
iP
·√ 2 3
·k
z
−
i
P √
2
k
+
0
E
D
+
E
0
0
i
P
′
√
3
k
−
−
i
P √
3
·k
z
i
P √
3
·k
+
−
iP
·√ 2 3
·k
z
−
i
P √
6
·k
+
0
−
i
P √
2
k
−
0
E
D
+
E
0
−
i
P
′
√
3
k
z
0
0
0
Q √
2
k
−
−
Q
√ 2 3k
z
−
Q √
6
k
+
−
i
P
′
√
3
k
+
i
P
′
√
3
k
z
E
D
+
E
7
                      
124
M
2
=
                      
0
0
−
Q √
2
k
−
Q
√ 2 3k
z
Q √
6
k
+
i
R
2
√
3
k
+
i
R √
3
k
z
−
iR
2
k
−
0
0
−
Q √
2
k
+
0
Q √
6
k
−
−
Q
√ 2 3k
z
−
i
R √
3
k
z
i
R
2
√
3
k
−
0
−
iR
2
k
+
Q √
2
k
−
0
0
−
Q √
3
k
z
Q √
3
k
+
−
i
R
2
√
6
k
+
iR
√ 2 3k
z
i
R
2
√
2
k
−
0
0
0
0
Q √
3
k
−
Q √
3
k
z
−
iR
√ 2 3k
z
−
R
2
√
6
k
−
0
i
R
2
√
2
k
+
−
Q √
6
k
+
Q √
3
k
z
−
Q √
3
k
+
0
0
−
i
R
2
√
2
k
−
0
iR
2
√ 3 2k
+
0
Q
√ 2 3k
z
−
Q √
3
k
−
−
Q √
3
k
z
0
0
0
−
i
R
2
√
2
k
+
0
iR
2
√ 3 2k
−
i
P
′
√
3
k
z
−
i
P
′
√
6
k
−
iP
′√ 2 3
k
z
−
i
P
′
√
2
k
+
0
0
0
0
0
i
P
′
√
3
k
+
−
iP
′√ 2 3
k
z
−
i
P
′
√
6
k
+
0
−
i
P
′
√
2
k
−
0
0
0
0
0
0
0
0
0
0
0
0
0
                      
125
M
3
=
                       
0
0
Q √
2
k
+
0
−
Q √
6
k
−
Q
√ 2 3k
z
−
i
P
′
√
3
k
z
−
i
P
′
√
3
k
−
0
0
−
Q √
2
k
−
0
0
Q √
3
k
z
−
Q √
3
k
+
i
P
′
√
6
k
+
iP
′√ 2 3
k
z
0
−
Q √
2
k
+
0
0
0
−
Q √
3
k
−
−
Q √
3
k
z
−
iP
′√ 2 3
k
z
i
P
′
√
6
k
−
0
Q
√ 2 3k
z
Q √
6
k
+
−
Q √
3
k
z
Q √
3
k
+
0
0
i
P
′
√
2
k
−
0
0
Q √
6
k
−
−
Q
√ 2 3k
z
Q √
3
k
−
Q √
3
k
z
0
0
0
i
P
′
√
2
k
+
0
−
i
R
2
√
3
k
−
i
R √
3
k
z
i
R
2
√
6
k
−
iR
√ 2 3k
z
i
R
2
√
2
k
+
0
0
0
0
−
i
R √
3
k
z
−
i
R
2
√
3
k
+
−
iR
√ 2 3k
z
i
R
2
√
6
k
+
0
i
R
2
√
2
k
−
0
0
0
iR
2
k
+
0
−
i
R
2
√
2
k
+
0
−
iR
2
√ 3 2k
−
0
0
0
0
0
iR
2
k
−
0
−
i
R
2
√
2
k
−
0
−
iR
2
√ 3 2k
+
0
0
0
                       
126
M
4
=
              E
D
+
E
7
0
0
0
0
0
0
0
0
0
E
D
+
E
8
0
0
0
0
0
0
0
0
0
E
D
+
E
8
0
0
0
0
0
0
0
0
0
E
D
+
E
8
0
0
0
0
0
0
0
0
0
E
D
+
E
8
0
0
0
0
0
0
0
0
0
E
D
+
E
3
0
0
0
0
0
0
0
0
0
E
D
+
E
3
0
0
0
0
0
0
0
0
0
E
D
+
E
3
0
0
0
0
0
0
0
0
0
E
D
+
E
3
              
127

C
C O M P L É M E N T S A U C A L C U L D E L’ A B S O R P T I O N
Pour obtenir la relation de disperson il faut repartir des équations de Maxwell dé-
pendantes du temps dans un milieu non chargé et non magnétique (J = ρ = 0) :
∇× ~E(~r, t) = − ∂
∂t
~B(~r, t) (C.1)
∇× ~B(~r, t) = 1
0c2
∂
∂t
~D(~r, t) (C.2)
∇ · ~B = 0 (C.3)
∇ · ~E = 0 (C.4)
On sait que les solutions des équations de Maxwell C.1, C.2, C.3 et C.4 sont des
ondes planes progressives de la forme :
~E(~r, t) = ~E0e
i(~k·~r+ωt) (C.5)
Aussi en utilisant l’expression C.5 avec les équations de Maxwell on obtient :
~kx~E(~r, t) = ω~B(~r, t) (C.6)
~kx~B(~r, t) =
−ω
0c2
~D(~r, t) (C.7)
~k · ~B = 0 (C.8)
~k · ~E = 0 (C.9)
En multipliant à gauche l’équation C.6 par ~k on a alors :
~kx(~kx~E) = ω~B (C.10)
On simplifie la partie gauche de cette expression en utilisant l’expression vectorielle
suivante et en utilisant l’équation C.9 :
~kx(~kx~E) = (~k · ~E)~k− k2~E (C.11)
= −k2~E (C.12)
Donc notre expression C.10 devient :
−k2~E = ω~kx~B (C.13)
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en utilisant l’équation C.7 on a :
−k2~E = ω(
−ω
0c2
~E) (C.14)
sachant que µ00 = 1c2 , on obtient alors le résultat suivant :
(k2 −ω2µ0)~E = 0 (C.15)
Les solutions de cette équation sont soit la solution évidente ~E = 0 (i.e. aucun champ
n’est appliqué, ce qui a peu d’intérêt) ou :
k2 = ω2µ0 (C.16)
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Modélisation des propriétés opto-électroniques des superréseaux de type III
InAs/GaSb
Le superréseau (SR) InAs/GaSb est une structure prometteuse pour répondre aux enjeux de la détection
infrarouge de 3ème génération. Cependant, les réalisations actuelles n’atteignent pas les performances
attendues. Il existe donc un besoin en modélisation pour mieux comprendre les limites physiques des
photodétecteurs SR InAs/GaSb. Dans ce travail de thèse, réalisé en collaboration entre le 3-5 Lab, l’Onera et
l’IES, un outil de modélisation a été adapté aux SR InAs/GaSb afin d’améliorer la compréhension de ces
détecteurs dans le domaine spectral du MWIR (3-5µm) et d’orienter les futures réalisations  dans le domaine du
LWIR (8-14 µm). Pour ce faire, un code kp 18 bandes a, dans un premier temps, été adapté à la modélisation de
cette hétérojonction de type III. Les résultats de modélisation ont ensuite été confrontés à des mesures
expérimentales (énergie de bande interdite et coefficient d’absorption) afin de déterminer certains paramètres
matériaux mal connus en entrée de notre modèle. Les résultats obtenus aujourd’hui grâce à notre outil sont en
bon accord avec les mesures optiques à 80K. Dans un second temps, ce modèle nous a permis de calculer
certains paramètres intrinsèques de structures SR InAs/GaSb, présentant différents types de période, et
sensibles du MWIR au LWIR. La modélisation des masses effectives a notamment permis de mettre en évidence
l’origine des faibles rendements quantiques mesurés sur des détecteurs SR InAs-rich (plus d’InAs que de GaSb
dans la période). Enfin, nous avons proposé deux nouvelles structures SR pour la détection dans le LWIR. Ces
structures seront prochainement réalisées à l’IES.
Mots-clés : SUPER-RÉSEAU  ;  INAS/GASB  ;  MODELISATION PHYSIQUE  ;  ÉLECTRO-OPTIQUE  ;  MOYEN
INFRAROUGE  ;  LOINTAIN INFRAROUGE
Modelling of optoelectronic properties of type-II InAs/GaSb superlattices
InAs/GaSb superlattice (SL) is a promising structure to meet the challenges of the third generation infrared
detection. However, current achievements do not reach expected performance. There is therefore a need for
modelling in order to better understand the physical limitations of InAs/GaSb SL photodetectors. In this thesis
work, performed in collaboration between 3-5 Lab, Onera and IES, a modelling tool has been adapted to 
InAs/GaSb SL to improve our understanding of these detectors in the MWIR spectral domain (3-5µm) and guide
future achievements in the LWIR (8-14µm). First, a 18-band kp model was adapted to the modelling of this type-II
heterojunction. The modelling results were then compared with experimental measurements (bandgap energy
and absorption coefficient) to determine some badly known material input parameters of our model. The current
modelling results are in good agreement with optical measurements at 80K. Secondly, this model enabled us to
calculate some intrinsic parameters of InAs/GaSb SL structures, with different types of period, and sensitive in the
MWIR and LWIR spectral band. Modelling of effective masses allowed us to identify the origin of low quantum
efficiencies measured on InAs-rich SL detectors (more InAs than GaSb in the period). Finally, we proposed two
new SL structures for LWIR detection. These structures will soon be manufactured at IES.
Keywords : SUPERLATTICE ; InAs/GaSb ; PHYSICAL MODELLING ; ELECTRO-OPTICS ; MIDWAVE INFRARED ;
LONGWAVE INFRARED
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