I define certain extension of Jacobi group A1, prove an analogue of Chevalley Theorem for its invariants, and construct a Dubrovin-Frobenius structure on its orbit space. In the present paper I introduce a new class of group that can be realized as monodromy groups of Dubrovin-Frobenius manifolds. The new group denoted by J (Ã 1 ) is a combination of the extended affine A 1 , and the Jacobi group type A 1 . Moreover, the structure of Dubrovin-Frobenius manifold is constructed on the orbit space of this new group, and I prove that this structute is isomorphic to that on Hurwitz-spaceH 1,0,0
Introduction
Dubrovin-Frobenius manifold is a geometric object that encodes the same information of WDVV equations [4] . In [4] the author associated to each DubrovinFrobenius manifold a Fuchsian system and consequently a monodromy group.
∀A, B, C ∈ A Definition 2.2. M is smooth or complex Dubrovin-Frobenius manifold of dimension n if a structure of Frobenius algebra is specified on any tangent plane T t M at any point t ∈ M , smoothly depending on the point such that:
1. The invariant inner product η(, ) is a flat metric on M. The flat coordinates of η(, ) will be denoted by (t 1 , t 2 , .., t n ).
2. The unity vector field e is covariantly constant w.r.t. the Levi-Civita connection ∇ for the metric η(, )
3. Let c(u, v, w) := η(u • v, w)
(a symmetric 3-tensor). I require the 4-tensor (∇ z c)(u, v, w)
to be symmetric in the four vector fields u, v, w, z.
4.
A vector field E must be determined on M such that:
and that the corresponding one-parameter group of diffeomorphisms acts by conformal transformations of the metric <, > and by rescalings on the Frobenius algebras T t M . Equivalently: 
The Euler vector E can be represented as follows:
Lemma 2.1. If the grading operator Q := ∇E is diagonalizable, then E can be represented as:
We now def ne scaling exponent as follows: Definition 2.3. A function ϕ : M → C is said to be quasi-homegeneous of scaling exponent d ϕ , if it is a eigenfunction of Euler vector field:
Definition 2.4. The function F (t), t = (t 1 , t 2 , .., t n ) is a solution of WDVV equation if its third derivatives
such that satisfies the following conditions:
1.
is constant nondegenerate matrix.
The function c
γ αβ = η γδ c αβδ is structure constant of assosciative algebra.
F(t) must be quasihomogeneous function
F (c d1 t 1 , .., c dn t n ) = c dF F (t 1 , .., t n )
for any nonzero c and for some numbers d 1 , ..., d n , d F .
Lemma 2.2. Any solution of WDVV equations with d 1 = 0 defined in a domain t ∈ M determines in this domain the structure of a Frobenius manifold. Conversely, locally any Frobenius manifold is related with some solution of WDVV equations.
Intersection form
Definition 2.5. Let x = η(X, ), y = η(Y, ) ∈ Γ(T * M ) where X, Y ∈ Γ(T M ), we define an induced Frobenius algebra on Γ(T * M ) by:
Definition 2.6. The intersection form is the bilinear pairing in T * M defined by:
(ω 1 , ω 2 )Proposition 2.3. The metric g * is flat, and ∀λ ∈ C, the contravariant metric η * (, ) + λg * (, ) is flat, and the contravariant connection is ∇ η + λ∇ g , where ∇ η , ∇ g are the contravariant connections of η * and g * respectively. The family of metrics η * (, ) + λg * (, ) is called Flat pencil of metrics.
Lemma 2.4. The induced metric η * on the cotangent bundle T * M can be written as Lie derivative with respect the unit vector field e of the intersection form g
Lemma 2.5. The correspondent WDVV solution F (t 1 , .., t n ) of the Frobenius manifold work as potential function for g * . More precisely:
Reconstruction
Let us suppose that given a Dubrovin-Frobenius manifold M, only the following data are known: intersection form g * , unit vector field e, Euler vector field E. From the previous lemmas we can reconstruct the Frobenius manifold by setting:
Then, we find the flat coordinates of η as homogeneous function, and the structure constant by imposing:
Therefore, it is possible to compute the Free-energy by integration. Of course, we may have obstructions when, 1 + d = q i + q j .
Monodromy of Dubrovin-Frobenius manifold
The intersection form g of a Dubrovin-Frobenius manifold is a flat almost everywhere nondegenerate metric. Let us define:
Hence, the linear system of differential equations determining g * -flat coordinates has poles, and consequently its solutions x a (t 1 , .., t n ) are multivalued, where (t 1 , .., t n ) are flat coordinates of η. The analytical continuation of the solutions x a (t 1 , .., t n ) has monodromy corresponding to loops around Σ. This gives rise to a monodromy representation of π 1 (M \ Σ), which is called Monodromy of the Dubrovin-Frobenius manifold.
Dubrovin-Frobenius manifold on Hurwitz spaces
Here we recall the basic definitions of Hurwitz space, and explain how it is possible to give Hurwitz space a structure of Dubrovin-Frobenius manifold, following [4] , [7] .
Let C g be a compact Riemann surface of genus g and let λ : C g → CP 1 be a meromorphic function of degree N ; we moreover fix the type of ramification over the point at infinity ∞ ∈ CP 1 assuming that λ −1 (∞) = {∞ 0 , ∞ 1 , ..., ∞ m ∈ C g } and that the respective degrees at these points to be n 0 + 1, n 1 + 1, ..., n m + 1.
Definition 2.7. The Hurwitz space H g,n0,...,nm is the moduli space of curves C g of genus g endowed with a N branched covering, λ : C g → CP 1 of CP 1 with m + 1 branching points over ∞ ∈ CP 1 of branching degree n i + 1, i = 0, ..., m.
The coveringH =H g,n0,...,nm will consist of the sets
with the same C g , λ as above and with a marked symplectic basis
, and marked branches k 0 , ..., k m of roots of λ near ∞ 0 , ∞ 1 , ..., ∞ m of the orders n 0 + 1, n 1 + 1, ..., n m + 1. resp.,
Over the spaceH g,n0,...,nm it is possible to introduce a Frobenius structure by taking as canonical coordinates (u 1 , u 2 , ..u n ) defined by:
dλ dp
The Frobenius structure is specified by the following objects:
and the metric η defined by the formula
where φ is some primary differential of the underlying Riemann surface C g . Note that the Frobenius manifold structure depends on the meromorphic function λ, and on the primary differential φ. The list of possible primary differential φ is in [4] .
Let us introduce a multivalued function p on C taking the integral of φ
The principal value is defined by omitting the divergent part, when necessary, because φ may be divergent at ∞ 0 , as function of the local parameter k 0 . Indeed the primary differentials defined on [4] may diverge as functions of k i . φ = dp 
where
Moreover, function λ = λ(p) is the superpotential of this Frobenius manifold, i.e we have the following formulas to compute the metric η =<, >, the intersection form g * = (, ) and the structure constant c.
2.6 ExampleH 1,0,0 H 1,0,0 is the space of elliptic functions with 2 simple poles, i.e:
We take the holomorphic primary differential dp. Applying the theorem (2.6) in this case we get that the flat coordinates for the metric η is exactly (a, b, c, τ ). Furthermore, using the formula (27) we get the following formula (page 28 of [5] ).
Remark: There is a typo in the last sign of the expression in the paper [5] .
3 Invariant theory of J (Ã 1 )
The main goal of this section is to motivate and define the group J (Ã 1 ). First of all, let us recall some definitions.
The group A n acts on the space
Let us concentrate on the simplest possible case, i.e n = 1. The action in this case on C ∼ = Ω is just:
In the paper [3] , [4] it was shown that C/A 1 has structure of Frobenius manifold, and moreover it is isomorphic to the Hurwitz space H 0,1 . i.e with the space of rational functions with a double pole. In [4] , [6] it was also considered the following extensions of the group A 1 . The first extension is called extended affine A 1 , and denoted byÃ 1 . The action
where m, n ∈ Z. Moreover we have the following extension denoted by J (A 1 ) that acts on
Translations:
where m, n ∈ Z. SL 2 (Z) action:
where a, b, c, d ∈ Z, and ad − bc = 1.
In [4] , [6] it was proved that C 2 /Ã 1 has a structure of Frobenius manifold, the same was proved in [1] , [2] , [4] for (C ⊕ C ⊕ H)/J (A 1 ). Moreover, they are isomorphic to the Hurwitz spaces H 0,0,0 and H 1,1 respectively. i.e space of fractional functions with two simple poles, and space of elliptic functions with 1 double pole respectively. A natural question to ask is:
1. Is it possible to combine these two extensions in order to define a new group containingÃ 1 , and J (A 1 ) as subgroups?
2. Does the orbit space of this new group has a structure of DubrovinFrobenius manifold?
3. Is this manifold isomorphic to some Hurwitz space?
To answer these questions I will define the group denoted byJ (Ã 1 ) to be a combination betweenÃ 1 and J (A 1 ). The group will acts on
A 1 action:
Remark: The translations of the groupÃ 1 is a subgroup of the translations of the group J (Ã 1 ). Therefore, it is in that sense that J (Ã 1 ) is a combination ofÃ 1 and J (A 1 ).
Jacobi forms
Since we want to study the geometric structure of the orbit space J (Ã 1 ), it will be necessary to study the algebra of the invariant functions. Therefore, the main goal of this section will be to prove a version of Chevalley theorem for the group J (Ã 1 ). Before stating the main theorem, it will be necessary to define the notion of ring of invariants. Hence, motivated by the definition of Jacobi forms of group A n defined in [8] , and used in the context of Dubrovin-Frobenius manifold in [1] , [2] , we give the following:
Definition 3.1. The Jacobi forms of weight k, and index m are holomorphic
The space of Jacobi forms of weight k, and index m is denoted by JÃ 1 k,m . The main result of this section is the following theorem.
Theorem 3.1. The bigraded algebra of Jacobi forms J
Before proving it, some auxiliaries lemmas are needed. Moreover, let us recall some well known formulas that relate Weierstrass sigma function with Theta functions [9] :
Note that the both Weierstrass functions are related by the following relations:
In the computations below the parameters of the Weierstrass function will be suppressed for convenience. For example :
There is map between:
(53) given by the equations:
with the inverse map:
(56)
Proof. Expressing σ-function via the Jacobi theta-functions (45),we obtain
Therefore:
Hence formula (55) follow.
There is an one-to-one correspondence between Ω/J (Ã 1 ) and H 1,0,0 , the space of elliptic functions with 2 simple poles.
Proof. The correspondence is realized by the map:
where:
η ω It is clear that for any point (φ, v 0 , v 2 , τ ) we have that the function (59) is an elliptic function with 2 simple poles at v 2 , −v 2 . Conversely, note that any elliptic function can be written as rational functions of Weierstrass sigma function up to a multiplication factor [9] . i.e:
The condition to be a elliptic function imposes that i n i v i = j n jṽj . In the particular case of 2 simple poles this condtion gives exaclty the function (59). To show that this correspondence is well defined, we need to show that the function (59) is invariant under the group J (Ã 1 ). To prove the invariance under translation, let us write (59) in terms of Jacobi theta functions. More precisely, let us substitute (45) into (59):
Recall that under the translation v → v + m + nτ , the Jacobi theta function transform as [1] , [9] :
Then substituting the transformation (61) into (60), we conclude that (59) remains invariant. Finally to prove that (59) is invariant under SL 2 (Z) action let us use the lemma 3.2 to change coordinates from (φ, v 0 , v 2 , τ ) to (z 0 , z 2 , ω, ω ′ ).
The proof is finished because σ(z, ω, ω ′ ) is invariant under SL 2 (Z) action.
There is a change of coordinates given by:
where ω 2 is:
Proof. In the lemma 3.3 it was proved that any point in the orbit space of J (Ã 1 ) parametrizes an elliptic function with 2 simple poles. The strategy to find new coordinates is just to look for another parametrization for the same function. More precisely, instead of writing the function (59) as product of Weierstrass sigma function, it would be better to write as sum of Weierstrass zeta function as follows:
Therefore, for any point in the orbit space of J (Ã 1 ) is related with the 4-tuple (ϕ 0 , ϕ 1 , ϕ 2 , τ ). To finish the proof, note that (ϕ 0 , ϕ 1 , ϕ 2 ) are independent if and only if the functions:
are independent, that is the case. Proof. Indeed note that the functions ϕ 0 , ϕ0 ω 2 are invariant under A 1 and translations, because ℘(v), ℘(z) are even-elliptic functions. These facts imply that ω 2 is invariant under A 1 and translations also. The modular behavior comes from the fact that elliptic functions ℘ (n) (z) = ℘ (n) (z, ω, ω ′ ) are invariant under SL 2 (Z). However, the function ℘(v) = ℘(v|τ ) transforms as modular form. i.e:
Hence, since ϕ 0 has weight 0, and ϕ0 ω 2 has weight 2 it follows that ϕ 2 has index −2. Similar argurments work to compute the weight of ϕ 1 , indeed ϕ1 ω2 and ω 2 are invariant under A 1 and under translations, then ϕ 1 also is. By similar arguments the index of ϕ 1 is −1. The computation of the weight follows from the fact that:
Then all the indices are just 1.
Proof. of theorem 3.1
The main point of the proof is to use the fact that any Jacobi form F (φ, v 0 , v 2 , τ ) can be written in the coordinates (ϕ 0 , ϕ 1 , ϕ 2 , τ ). Expand the Jacobi forms in Taylor series in the coordinates (ϕ 0 , ϕ 1 , ϕ 2 ):
where a i0,i1,i2 (τ ) is holomorphic in τ . Let us prove that this sum is finite. Suppose that the index of F is m. Then:
Then we have the condition i 0 i 1 i 2 = m imposes a finte sum in the expansion of F. To finish the proof, we need to prove that a i0,i1,i2 (τ ) are modular forms. Acting in the Jacobi form F (ϕ 0 , ϕ 1 , ϕ 2 , τ ) of weight k by the last transformation of (39). We have:
Hence,
So, a i0,i1,i2 (τ ) are modular forms.
4 Frobenius structure on the Orbit space of J (Ã 1 )
In this section, a Dubrovin-Frobenius manifold structure will be constructed on the orbit space of J (Ã 1 ). More precisely, I will define the data (Ω/J (Ã 1 ), g * , e, E), where the intersection form g * , unit vector field e, and Euler vector field E will be written naturally in terms of the invariant functions of J (Ã 1 ). Thereafter, it will be proved that these data are enough to the construction of the DubrovinFrobenius structure. The first step to be done is the construction of the intersection form. It will be shown that such metric can be constructed using just the data of the group J (Ã 1 ). The strategy is to combine the intersection form of the groupÃ 1 and J (A 1 ). Recall that the intersection form of the groupÃ 1 [4] , [6] is:
and the intersection form of J (A 1 ) [1] , [2] , [4] is:
Therefore, the natural candidate to be the intersection form of J (Ã 1 ) is:
The following lemma proves that this metric is invariant metric of the group J (Ã 1 ). To be precise, the metric will be invariant under the action of A 1 , and translations, and equivariant under the action of SL 2 (Z).
Lemma 4.1. The metric (67) is invariant under the transformations (36),(37). Moreover, the transformations (38) determine a conformal transformation of the metric ds 2 , i.e:
Proof. Under (36),(37), the differentials transform as:
Hence:
Then: 2dv
Let us show that the metric has conformal transformation under the transformations (38):
Finally:
The next step is the construction of the Euler vector field. Recall that the coordinates (φ, v 0 , v 2 , τ ) are natural coordinates of the orbit space of J (Ã 1 ). The Euler vector field will be defined as:
The last structure to be defined is the unit vector field, however it will be necessary to introduce the coordinates (t 1 , t 2 , t 3 , t 4 ), and the unit vector field will be:
Proof. Given the function (59), use the following parametrization:
] from the first line to the second line was used the equation (46). (37):
Moreover, they transform as follows under (38)
Proof. The invariance under (36) is clear since only t 1 depend on v 0 , and its dependence is given by ϕ 0 that is invariant under (36). Let us check how t α transform under (37), (38): Since t 3 = v 2 , t 4 = τ , we have the correct transformations law by the definition of J (Ã 1 ). In the same way t 2 = ϕ 1 is a invariant under (37) and transform as modular form of weight -1 under (37). The only non-trivial term is t 1 , the term
The proof is completed when we do the rescaling from t 1 to
In order to make the coordinates (t 1 , t 2 , t 3 , t 4 ) being well defined, it will be necessary to define them in a suitable covering over Ω/J (Ã 1 ). It is clear that the multivaluedness comes from the coordinates t 3 , t 4 essentially. Therefore in the following covering the problem is fixed:
In this space the coordinates t α , and the intersection form g * are globally single valued. Hence, we have necessary condition to have Dubrovin-Frobenius manifold, since its geometry structure should be globally well defined. However, Ω/J (Ã 1 ) would have the structure of Twisted Frobenius manifold [4] . Proof. The first step to be done is the computation of the intersection form in coordinates (t 1 , t 2 , t 3 , t 4 ). Hence, I will use the transformation formula of ds 2 :
Here
= τ from the expression:
we have:
To compute g αβ (t), let us write t α in terms of x i .
where was used the equation (45), and the following formulae [9] to compute t 2 .
(85)
Computing t 1 :
where was used the following formulae in the second line [9] :
Summarizing:
(90)
We now can compute g αβ . According to (81):
Trivially we get:
and
The following non-trivial terms are computed in Appendix.
Differentiating g αβ w.r.t. t 1 we obtain a constant matrix η * :
are the flat coordinates. The next step is to calculate the matrix F αβ using formula (12), namely
We can compute deg(g αβ ) using the fact that we compute deg(t α ). Indeed:
Implies that:
Then we find the function F from the condition:
Moreover, keeping into account that
we obtain:
From F 23 ,F 13 we obtain that: 
However, we can compute h(t 2 ) using g
Finally, using the formula (10) we have:
The Function F is exactly the Free energy of the Frobenius manifold of the Hurwitz spaceH 1,0,0 . Therefore, the equation (113) solves the WDVV equations by the lemma 2.2, them the theorem is proved.
Appendix
Let us compute the non-trivial terms g αβ :
Substituting (117) in (116) to compute g 13
Computing g 22 :
First, we separatedy compute
Summing the equations we get:
We have that:
Using the identity (117), We get:
We compute (3)
The result implies:
Computing g 12 :
To simplify this expression we need to prove one more lemma:
Proof. Differentiating the identity with respect to v 2 we obtain (152).
Applying (152), we get: 
