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Abstract 
Approximate observables, their description in terms of POV measures and 
the subsequent extension of the orthodox notion of observable are examined. 
The sense in which the approximate observables are non-ideal observables 
is considered and a generalised concept of ideal observable is proposed. The 
conventional requirement of self-adjointness is relaxed to one of maximal 
symmetry and the PV measures are replaced by the larger set of generalised 
spectral measures of maximal symmetric operators. The implications for 
the quantisation problem are discussed and we give some new examples of 
observables which have no orthodox representation, i.e. observables which 
can be identified with non-self-adjoint maximal symmetric operators. Par-
ticular attention is paid to those aspects of the orthodox theory which rely 
on specific properties of self-adjoint operators, such as their association with 
the infinitesimal generators of groups of unitary operators, and we look at 
the analogous properties in our generalised theory. 
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Introduction 
Since its introduction into quantum mechanics twenty five years ago, the positive-operator-
valued (POV) measure has achieved a cult-like status. Its usefulness as a generalised 
notion of the orthodox concept of observable, i.e. the projector-valued (PV) measure, is 
unquestioned. Its significance though remains open to debate. 
In the conventional Hilbert space formulation of quantum mechanics, an observable 
may, by virtue of the spectral theorem, be identified with either a self-adjoint operator or 
a PV measure. Though this fact is readily pointed out by advocates of the 'PV to POV' 
generalisation, its implications are often overlooked. While the idempotency and orthogo-
nality properties of the PV measure may not, by themselves, be warranted from a physical 
viewpoint, there are other, more physically desirable properties of the PV measure which 
are not possessed by an arbitrary POV measure. These other properties are made clear 
when one emphasises the role of the PV measure as the spectral measure of a self-adjoint 
operator. In this context it is possible to maintain the physically desirable properties of 
the PV measure and yet relax the idempotency and orthogonality requirements. This is 
clarified in chapter 1 where we reformulate the orthodox description of observable and 
also the concept of approximate observable in terms of families of probability distribution 
functions. We show that the statistical unsharpness of approximate observables, which 
characterises non-ideal measurement, implies a notion of ideal observable which generalises 
that of orthodox quantum mechanics. As a result, the orthodox theory is extended to in-
clude maximal symmetric operators as observables. Though all self-adjoint operators are 
maximal symmetric, the converse is not true, and we give some examples of observables 
4 
Introduction 5 
which can be accommodated by our generalised theory but not by the orthodox theory. 
The PV measure, or equivalently the spectral measure of a self-adjoint operator, is 
replaced by the more general spectral measure of a maximal symmetric operator. These 
generalised spectral measures are POV measures. Moreover, there is a one-to-one corre-
spondence between the maximal symmetric operators and the generalised spectral mea-
sures of maximal symmetric operators. In particular, the (unique) generalised spectral 
measure of a self-adjoint operator coincides with its usual spectral measure. Now the PV 
measures form a proper subset of the generalised spectral measures of maximal symmet-
ric operators, which in turn form a proper subset of the POV measures, and it is our 
contention that only those POV measures associated with maximal symmetric operators 
can be regarded as a fundamentally significant generalisation of the orthodox notion of 
observable. 
A paper based on some of the work in chapter 1 has been published recently [1]. 
Having established maximal symmetric operators as observables, we consider in chapter 
2 some situations where an adapted observable is more appropriate. An adapted observ-
able, as its name suggests, is simply a modified description of an observable which takes 
into account certain characteristics of the measurement procedure. The approximate ob-
servables, which respect the limited resolution of the measuring device, are obviously 
adapted observables. Chapter 2 contains some new examples of adapted observables and 
we highlight some of the subtleties involved in adapting our generalised observables which 
are absent from the adapt ion of orthodox observables. 
Chapter 3 deals with the question of how to extend the notion of function of a self-
adjoint operator to one of function of a maximal symmetric operator. We find that the 
interpretation of such functions in terms of a rescaling of the measuring device, though 
valid in the orthodox theory, breaks down in our generalised theory. 
Of particular interest in chapter 3 is the relation between maximal symmetric oper-
ators and semi groups of isometric operators, which generalises that between self-adjoint 
operators and groups of unitary operators. The implications of this for maximal symmetric 
Introduction 6 
operators in their capacity as Hamiltonian operators are considered. 
We conclude with some ideas for prospective developments of the work presented here. 
Chapter 1 
IDEAL AND NON-IDEAL 
OBSERVABLES 
In this chapter we develop a precise notion of ideal observable in terms of what we shall 
call maximal families of probability distribution functions, or maximal families for short. 
Maximal families are regarded as embodying the essential, physically relevant attributes 
of the family of probability distributions generated by a self-adjoint operator. We are led, 
quite naturally, to a generalisation of orthodox quantum mechanics where observables need 
only be represented by maximal symmetric operators, of which the self-adjoint operators 
are a special case. Some examples are given of observables which can be catered for by 
our generalised theory but not by the orthodox theory. 
Definitions and discussions pertaining to the operator theoretic notions of maximal 
symmetry, generalised spectral functions, etc. can be found in appendix A. 
1.1 Orthodox Observables 
In orthodox quantum mechanics an observable A is represented by a self-adjoint operator 
A defined in an appropriate Hilbert space 'H. The spectral theorem guarantees a one-to-
one correspondence between the set of self-adjoint operators in 'H and the set of orthogonal 
resolutions of the identity (ORIs) on 'H. The ORI associated with a particular self-adjoint 
7 
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operator A is called the spectral function of A and is denoted E(A; ),). The spectral 
decomposition of A is then 
A = i: )'d,d~(A; ),), (1.1) 
where the RHS of eqn (1.1) is a strongly convergent Lebesgue-Stieltjes integral. 
For a given state, i.e. a unit vector ¢> E H, an observable A generates a unique 
probability distribution function: 
Ft(),) == (¢> I E(A; ),)¢», 
so that an observable may be identified with a unique family of probability distribution 
functions 
MA = {Ft : ¢> E H}. 
The probability that upon measurement of A, a value lying in a Borel set .6. E R is 
obtained, is assumed to be given by the 'Born formula': 
Ft(.6.) = (¢> I E(A; .6.)¢», (1.2) 
where E(A;.6.) is a projector-valued (PV) measure called the spectral measure of A and 
is defined by: 
E(A;.6.) = L d>-E(A; ),). 
The mean and variance of observable A are respectively given by 
[(A; ¢» == f )'d>-Ft(),) (1.3) 
and 
V(A; ¢» == f {.A - [(A; ¢>)}2 d>-Ft(),) = f ),2d>-Ft(),) - [(A; ¢»2. (1.4) 
Now since the domain of A is given by 
V(A) = {¢> : i: ),2 d>- (¢> I E(A; ),)¢» < ex:>}, 
or equivalently 
V(A) = {¢> : V(A) < ex:>}, (1.5) 
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then E(A;¢) and V(A;¢) above are physically meaningless unless ¢ E D(A). In this case 
we have 
E(A; ¢) = (¢ I A¢) (1.6) 
and 
V(A; ¢) = IIA¢112 - (¢ I A¢)2 (1.7) 
Note that eqn (1.5) is a statement of the physical significance of the domain of a self-adjoint 
operator. Also note that eqn (1.7) generally cannot be written 
V(A; ¢) = (¢ I k¢) - (¢ I A¢)2 
as this would require ¢ to be in the domain of A2. 
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1.2 Generalised Observables 
Orthodox observables are usually defined without reference to the experimental procedure 
used to measure them. Take for example the position observable for a free particle on the 
real line. This is represented by the self-adjoint operator X, where 
D(X) = {¢ E L2(R) : fIR x21¢(xWdx < oo} 
and for ¢ E D(X), 
(X¢) (x) = x¢(x). 
The spectral measure of X is 
(E(X; t::.)¢) (x) = XL\ (x )¢(x), 
where XL\ (x) is the characteristic function for the set t::.. The probability measure generated 
by E(X; t::.) is then 
F; (t::.) = L 1¢(xWdx. 
According to the Born formula, F; (t::.) is the probability of finding the particle in t::., or, 
equivalently, the probability that the proposition represented by E(X; t::.) will be found to 
be true. 
A more realistic description would incorporate the limited resolution of the measuring 
device (MD). Measurements of propositions E(X; t::.) and E(X; t::.') for t::. sufficiently close 
to t::.' cannot be distinguished in practice. There is a well known procedure for dealing 
with this, leading to the concept of unsharp or approximate observables. The probability 
distribution function generated by the spectral function of X, i.e. 
F; (,\) = l~ 1¢(xWdx 
is randomised with a probability density function f in the following fashion: 
F;f (,\) == i: f('\ - ,\')F; (,\') d,\', (1.8) 
i.e. F;f is the convolution of F; with f. Here the function f is characteristic of a 
particular MD and it represents the extent of inaccuracy or unsharpness of the nominal 
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value recorded; f is assumed to be symmetric, i.e. f()..) = f( -)..), peaked at ).. = 0 and to 
have a finite variance V(f). Such an f is referred to as the confidence function of the MD 
used. 
This modified distribution describes non-ideal or unsharp measurements of X. The 
mean and variance over the new distribution are respectively 
[(Xf; ¢) = [(X; ¢) 
and 
V(Xf ; ¢) = V(X; ¢) + V(f), 
so that F:f =1= F;, [(Xf; ¢) = [(X; ¢) and V(Xf; ¢) > V(X; ¢). 
In other words inaccuracy of the measuring device leads to an apparent change in the 
probability distribution function which results in an increase of the variance. However, 
the above choice for f means that the average value of the observable is unaffected. 
One can formalise this by utilising the notion of approximate observable mentioned 
earlier. The approximate position observable X f to the observable X corresponds to a 
family of probability distribution functions 
MXf = {F;f : ¢ E D(X)} 
generated from MX by a confidence function f. Unless f is a delta function, in which case 
X f coincides with X, then X f is an unsharp version of X in the sense that for a given 
¢ E D(X) the mean values of X and Xf are the same but the variance of X f is larger 
than that of X. 
Note that 
Xf ~ ~ Frp ()..) = (¢ I F(X, f; )..)¢) , 
where 
F(X, f;)..) = i: d),,' f().. - )../)E(X; )../) 
and F(X, f;)..) is an example of a generalized resolution of the identity (GRI) which 
extends the notion of an ORI by relaxing the orthogonality and idempotency conditions. 
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The corresponding generalisation of a PV measure is a positive-operator-valued (POV) 
measure. GRIs are isomorphic to POV measures in the same way that ORIs are isomorphic 
to PV measures. 
Also note that 
x = 1: )"d),F(X, i; )..), (1.9) 
and in view of (1.1), F(X, i;)..) may be termed an approximate or randomised spectral 
function of X. Clearly the representation (1.9) is not unique; different is give different 
randomised spectral functions which correspond to different approximate observables. 
This idea can be applied to an arbitrary orthodox observable - in each instance we 
obtain a randomised distribution with the same mean as the original distribution but 
with an increased variance. 
It is noted that by replacing the PV measure in eqn (1.2) with an arbitrary POV 
measure a probability interpretation is still valid. This observation is essentially the ba-
sis for existing generalised theories of quantum mechanics which permit arbitrary POV 
measures (or equivalently arbitrary GRIs) to be candidate representations of observables 
[2, 3, 4, 5, 6, 7]. 
In the next section the approximate observable concept is turned on its head. Starting 
with families of PDFs generated by arbitrary GRIs as candidate observables we formulate 
a notion of ideal observable in terms of 'maximal families of PDFs' and we determine the 
appropriate (operator) representation of such families. 
In the sequel, and in accordance with the orthodox concept of observable, the name 
'observable' is generally reserved for ideal observables only, though we may, context per-
mitting, occasionally relax this convention. 
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1.3 Maximal Symmetric Operators as Observables 
Recall from section 1.1 that in the orthodox theory each observable A generates a family 
MA of PDFs, one for each unit vector ¢ E H through the spectral function E(A;),) of 
the associated self-adjoint operator if. In other words M A is generated by an orthogonal 
resolution of the identity or its equivalent PV measure. More generally, a family M of 
PDFs is generated by a generalised resolution of the identity (GRI) F()') (appendix B). 
From now on we shall only consider PDFs generated by GRIs. Note that although a GRI 
gives rise to a family of PDFs there is no guarantee that any of the PDFs would lead to 
finite variances. We shall return to this crucial point later. 
A natural question arising from all this is whether one can define an observable directly 
in terms of its association with an appropriate family of PDFs. We shall answer in the 
affirmative by realising that an observable corresponds to a family of PDFs of values 
obtained by a certain measurement process which leads to finite expectation values and 
variances. 
Definition 1 A set M = {Frj> : ¢ E H} of probability distribution functions Frj>, one for 
each unit vector ¢ in H, is called a family of probability distribution functions on the 
Hilbert space H. If there exists a linear manifold V dense in H such that V¢ E V, 
£(Frj» == J )'d>.Frj>(),) < 00, V(Frj» == J {), -£(Frj>)}2 d>.Frj>(),) < 00, 
then M is said to have finite expectation values and variances on V and this is denoted 
by M(V). 
As will be obvious presently, families M(V), M'(V), ... of PDFs with the same linear 
manifold on which they give the same expectation values are related to the same observ-
able. The difference in the variances arises from the imperfections of non-ideal measuring 
devices. The family M(V) with the minimum variances corresponds to measurements 
made with ideal measuring devices. 
To formalise this we shall introduce the notion of a maximal family of PDFs on H. 
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Definition 2 A family M(D) of probability distribution functions FrjJ on a Hilbert space 
H is called a maximal family of probability distribution functions on the Hilbert space H if 
given any other family M'(D) of probability distribution functions F/p on H with the same 
expectation values on D, i. e. 
£(F/P) = £(FrjJ) V¢ E D, 
we have either 
F/p = FrjJ V¢ E D 
or 
V(F/P) 2: V(FrjJ) for all ¢ E D and V(F/P) > V(FrjJ) for some ¢ E D. 
Note that the notation M(D) automatically includes the linear manifold D dense in H on 
which expectation values and variances exist. 
Lemma 1 Let P'()..) be a GRI for the Hilbert space H which generates a family M(D) of 
PDFs F/P()..) on H. Then there exists a symmetric operator A' in H with domain D such 
that 
J )..d>.(¢ I P'()..)¢) = (¢ I A'¢) V¢ E D 
and 
J )..2d>. (¢ I P' ()..)¢) 2: IIA' ¢112 V¢ E D. 
Proof: By a theorem of Naimark [11, p 124], there is an orthogonal resolution of the 
identity E+()") for a Hilbert space H+ which contains H as a subspace such that 
~, ~ ~ ~ ~ 
F ()..) = P+E+()")P+, where P+ is the projector from H+ onto H. 
We have 
J )..d>.(¢ I P'()..)¢) = J )..d>.(¢ I E+()")¢)+ V¢ E D, 
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where (. I .)+ signifies scalar product in H+. Let A+ be the self-adjoint operator in H+ 
with E+()") as its spectral function. Clearly 1) lies in the domain of A+ since 
It follows that 
J )..2d>.(¢ I E+()")¢)+ = J )..2d>.(¢ I F'()..)¢) < ex) V¢ E 1). 
J )..d>.(¢ I F'()..)¢) = (¢ I A+¢)+ = (P+¢ I A+P+¢)+ 
= (¢ I P+A+P+¢)+ = (¢ I P+A+P+¢). 
Introduce the operator A' in H defined on the domain 1) by A' = P+A+P+. Then A' is 
symmetric in H and satisfies the conditions of the first part of the lemma. 
Next we have, on 1), 
J )..2d>.(¢ I F'()..)¢) = J )..2d>.(¢ I E+()")¢)+ 
= (A+¢ I A+¢)+ = (A+P+¢ I A+P+¢)+ 
2: (P+A+P+¢ I P+A+P+¢)+ = (A'¢ I A'¢) 
=? J )..2d>. (¢ I F'()..)¢) 2: IIA' ¢112 . 
Theorem 1 Maximal families of probability distribution functions on a Hilbert space H 
correspond one-to-one to maximal symmetric operators in H and that each maximal fam-
ily of probability distribution functions is generated by the (generalised) spectral function 
F(A;)..) of the corresponding maximal symmetric operator A by 
Ff()..) == (¢ I F(A; )..)¢). 
Proof: First, a maximal symmetric operator is defined to be a symmetric operator 
which has no proper symmetric extension; a self-adjoint operator is therefore a maximal 
symmetric operator although the converse is generally false (appendix A). 
A family M(1)) of PDFs F¢ on H generated by the (generalised) spectral function 
F(A;)..) of a maximal symmetric operator A in H with domain 1) is clearly a maximal 
family. Since if F' is a GRI which generates a family M'(1)) of PDFs F¢ such that 
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f(F/P) = f(F,p) V¢; E D then, by Lemma 1, there exists a symmetric operator A' with 
domain D such that 
f(F/P) = J ),d>-(¢; I P'(),)¢;) = (¢; I A'¢;), 
and since (¢; I A¢;) = f(F,p) = f(F/P) = (¢; I A'¢;), then we have [12, p 130J 
A' ¢; = A¢; V¢; ED. 
Also by Lemma 1, we have, on D, 
J ),2d>-(¢; I P'(),)¢;) ~ IIA'¢;11 2 = IIA¢;112 ~ V(F/P) ~ V(F,p). 
Equality in the above expressions holds only if P(A;),) = P'(),). This is because P'(),) 
would then be a spectral function of A, but a maximal symmetric operator possesses a 
unique spectral function. It follows that the spectral function of a maximal symmetric 
operator generates a maximal family of PDFs. A related argument applies if the closure 
of A is maximal symmetric. 
Next let M'(D) be a maximal family of PDFs on H, and let P'(),) be the GRI which 
generates M' (D). The associated symmetric operator A' (Lemma 1) possesses at least 
one spectral function pl/(),) which in turn generates a new family MI/(D) of PDFs with 
f(F/P) = f(F¢:) on D. We have, by Lemma 1, 
J ),2d>-(¢; I P'(),)¢;) ~ IIA'¢;112 = J ),2d>-(¢; I p//(),)¢;) 
~ V(F/P) ~ V(F¢:). 
This is a contradiction unless P'(),) = P//(),). It follows that P'(),) has to be a spectral 
function of A' and moreover, A' cannot admit two distinct spectral functions, i.e. A' is 
maximal symmetric. 
1.3.1 Concept of Observables 
Intuitively, an observable is a property of a physical system which can manifest itself 
quantitatively in the form of numerical values when the system interacts with a certain 
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other system; the other system is the measuring device, the values known as measured 
values, and the interaction as measuring interaction or process. Generally, even when the 
system is in a specific state, these numerical values occur in a probabilistic manner. An 
observable is therefore characterisable by a suitable set of PDFs of these measured values 
with different PDFs corresponding to different states. Here measuring devices are assumed 
ideal with perfect resolution. This concept leads us to the following 
Mathematical Description of Observables An observable of a physical system is 
described uniquely by a maximal family of PDFs on a Hilbert space with the different PDFs 
corresponding to different states of the system. In other words an observable determines 
and is determined by a maximal family of PDFs. 
The following result is obtained immediately from the preceding theorem. 
Corollary 1 An observable A defines and is defined by a maximal symmetric operator A 
with domain TJ, and the corresponding maximal family M(TJ) of PDFs Ft is generated 
by the spectral function F(A; A) of the operator A. The resulting expectation values and 
variances are given respectively in terms of A by 
E(Fl) = (¢ I A¢) and V(Fl) = IIA¢W - E(Fl)2. 
For brevity we shall simply call A the observable. We have here a generalisation of orthodox 
quantum mechanics by extending the set of observables beyond the set of self-adjoint 
operators. It is easy to see that a maximal symmetric operator does resemble a self-
adjoint operator in possessing a unique spectral function which serves to generate a unique 
maximal family of PDFs with expectation values and variances directly calculable using 
the operators in the same expressions. 
We should point out that our generalised notion of observable is far more restrictive 
than the statement, quite commonly adopted [2, 3, 4], that an observable is defined and 
identified with a POV measure. We shall argue that such a gross generalisation is un-
tenable. A general POV measure does not generate a maximal family of PDFs. Given 
an arbitrary GRI F(A) then it may be the case that the set C of states, on which the 
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variances of the PDFs generated by F(>,) are finite, is not dense. Indeed there are even 
GRIs for which C is empty [11, p 132]; this would render the mean values physically mean-
ingless. This situation would arise for example if we allow V(f) = 00 in the description 
of approximate observables, corresponding to an infinitely imprecise MD. So, we do not 
consider an arbitrary POV measure as a description of an observable and we only recognise 
POV measures associated with maximal symmetric operators as representing observables. 
We should also mention that it is highly desirable to have a single operator to represent an 
observable as we have in the form of maximal symmetric operators. This would facilitate, 
for example, the description of interactions directly involving that observable. In contrast 
a general POV measure does not correspond to a unique symmetric operator [11, p 131]. 
If P(>,) is a GRI such that a dense set 1) exists on which 
i: A? d).. (¢ I F()')¢) < 00 
then F()') defines a symmetric operator S with domain 1) byl 
S = i: )'d)..P()'). 
Following Werner [14] we shall call S the expectation operator of F(),). This does not 
imply that F()') is necessarily a generalised spectral function of the operator S in the 
sense of appendix A since we may have 
\\S¢\\2 i= i: ).2 d).. (¢ I F()')¢) < 00. 
It follows that S is of limited use since not even the variance can be calculated directly from 
it. As an example consider FCX, j; ).), the GRI defined by the approximate observable 
lIt is sometimes claimed that S is self-adjoint ([2, p 36],[6]). Even if V is chosen to be as large as 
possible, S need not be self-adjoint or even maximal symmetric. Consider the generalised spectral function 
F(Po(J);.-\) = p+ E(P;'-\) from appendix A. We have 
V(Po(J)) = {4>: I: .-\2 d)'(4) I F(Po(J); .-\)4» < oo} 
and on V(Po(J)) 
Po(J) = I: .-\d),F(Po(J); .-\), 
where Po (J) is symmetric but not maximal. 
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Xf' The expectation operator of F(X, f; A) turns out to be the original operator X which 
has a unique spectral function which clearly cannot be equal to F(X, f; A); it is clear 
that the variance cannot be obtained from X without reference to F(X, f; A) (see also [4, 
pp 146-147]). 
Though the finite variance condition is seldom stated explicitly, an exception being 
[15], numerous authors adopt as generalised observables only those GRIs which have self-
adjoint expectation operators [15, 16, 17, 18, 19]. The relevant GRIs invariably arise 
as randomised ORIs, like the approximate position observable above. Clearly the only 
GRIs in such a scheme which generate maximal families are the ORIs themselves, i.e. the 
spectral function of the associated (self-adjoint) expectation operator. This also follows 
from a result of Kruszynski and de Muynck [15]. 
1.3.2 The Complex Spectra of Maximal Symmetric Operators 
One attribute of self-adjoint operators which is often used as justification for their role as 
observables is that their spectra consist of real numbers only. 
Definition 3 ([21, p 88)) Let A be a closed linear operator defined on a domain D(A), 
dense in a Hilbert space 'H, and let A denote a complex valued parameter. If (A - A7)-1 
exists and is a bounded operator defined everywhere in 'H, then A is called a regular point of 
the operator A. All other points of the complex plane comprise the spectrum of A, denoted 
a(A). 
Though there are closed non-self-adjoint operators which possess a real spectrum, for the 
symmetric operators we have the following [22, p 606]: 
Theorem 2 If A is a closed symmetric operator then a(A) C R if and only if A is 
self-adjoint. 
It follows that a non-self-adjoint maximal symmetric operator does not have a purely real 
spectrum. 
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In orthodox quantum mechanics, the spectrum of a self-adjoint operator is supposed to 
contain the possible results of measurement, which in turn are assumed to be real numbers. 
There has been much discussion about the validity of this assumption [23, pp 34-35]'[24, 
p 58]; however, such matters are of no concern to us for we attach no direct physical 
significance to the spectrum of a maximal symmetric operator. An observable is first and 
foremost a maximal family of PDFs - each PDF is defined on the real line R. Theorem 1 
tells us that there is a one-to-one correspondence between maximal families and maximal 
symmetric operators, thus enabling us to represent an observable by a maximal symmetric 
operator. 
1.3.3 The Role of Symmetric Operators which are Non-Maximal 
In view of the popular belief that an arbitrary GRI is a candidate observable, Holevo [25, 
p 69] has proposed that an arbitrary symmetric operator may represent an observable 
through its various generalised spectral decompositions. The different generalised spectral 
functions of a particular symmetric operator are assumed to correspond to different ways 
of measuring the same observable. 
Clearly, within such a scheme an observable is not represented by a symmetric operator 
alone. It is really a generalised spectral function of a symmetric operator which is being 
identified with an observable. Furthermore, given a generalised spectral function of a 
symmetric operator there is no general procedure for recovering the symmetric operator. 
This is because in general a spectral function of a symmetric operator may also be a 
spectral function of another symmetric operator. We encounter no such difficulties within 
our scheme since there is a one-to-one correspondence between the maximal symmetric 
operators and the generalised spectral functions of maximal symmetric operators. 
So what role, if any, should the symmetric operators play in our theory? A symmetric 
operator, if not maximal, does not determine a unique spectral function and does not by 
itself represent an observable in our present theory. However a symmetric operator Ao 
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does generate observables in the form of its maximal symmetric extensions.2 Moreover, 
Ao can be regarded as the restriction to a particular domain Do = D(Ao) of observables 
corresponding to its maximal extensions A in that for states in D(Ao) we can use the 
symmetric operator directly to evaluate expectation values and variances, namely we have 
£(Ft) = (¢ I Ao¢), V(Ft) = II Ao¢1I2 - (¢ I Ao¢)2 V¢EDo ' 
The different maximal extensions show themselves in different probability distributions 
since they possess distinct spectral functions. 
A further comment on generalised spectral functions is in order here. Not every gen-
eralised spectral function of an arbitrary symmetric operator is the generalised spectral 
function of a maximal symmetric operator. To illustrate this consider the generalised 
spectral function of the non-maximal symmetric operator Po, as defined in appendix A by 
F,(Po;)') = p+ E(P; ),). 
Since we have 
D(Po) = {¢ : i: ),2 d). (¢ I F(Po; ),)¢) < oo} 
then clearly F(Po;)') cannot be the generalised spectral function of a maximal symmetric 
-operator M say, since this would imply 
D(M) = D(Po) 
and 
Po¢ = i: ), d). F(Po; ),)¢ = M ¢, 
i.e. Po M. Evidently there are GRls which are permissible observables in Holevo's 
scheme but not in ours. 
1.3.4 Significance or Otherwise of Approximate Observables 
The significance or otherwise of approximate observables depends on the nature of the 
imperfection of measuring devices. Even in the realm of classical physics a measuring 
2 All symmetric operators possess maximal symmetric extensions (appendix A). 
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device, say a velocity measuring device, would have inherent inaccuracy. The situation is 
more obvious in classical statistical physics where even the physical systems themselves 
are realisable only approximately. However, the fundamental issue is not that of the 
existence of inaccuracy but that of whether the inaccuracy can be arbitrarily reduced. In 
classical physics one assumes the possibility of arbitrary reduction of inaccuracy in any 
measurement. It follows that approximate observables, while a useful concept to have 
in the theory, are not fundamental in classical physics in general. A similar analysis 
can be used in quantum mechanics. Model theories have been established recently [26] 
in which the measurement of a quantum observable, including spin (cf. [27]), can in 
principle be reduced to local position measurements by a process of spectral separation, 
i.e. by channelling various spectral components into spatially disjoint regions, and that 
this enables a measurement to be achieved with arbitrary accuracy. Hence, in contrast to 
the inclusion of observables represented by maximal symmetric operators, we regard the 
inclusion of approximate observables or their associated POV measures as a useful but 
less fundamental generalisation of orthodox quantum mechanics. 
Note that we are considering nonrelativistic quantum mechanics here. Relativistic 
theory may require separate considerations [28, pp 14-15]. 
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1.4 Some Immediate Applications 
To justify the extension of orthodox theory to include maximal symmetric operators we 
must illustrate what kind of new observables are included and what are the physical and 
mathematical origin of these new observables. Physically, many of the most important 
quantum observables originate from classical mechanics. A classical observable is a func-
tion A = A(p, x) on the classical phase space r c which is coordinated by the canonical 
pair (p, x) of momentum and position variables p and x. The quantum counterpart as 
an operator A in an appropriate Hilbert space is to be established through a process of 
quantisation. More often than not, even the most sophisticated quantisation schemes such 
as geometric quantisation fail on at least two counts: first they fail to produce self-adjoint 
operators, and secondly even when they do they fail to produce a unique self-adjoint oper-
ator to correspond to a given classical observable A = A(p, x). We wish, for now, to focus 
on the lack of self-adjointness on quantization;3 within the context of orthodox theory 
one takes the view that these classical observables are not quantisable and hence have no 
quantum counterpart. 
1.4.1 Radial Momentum Operators 
Our first example concerns the classical radial momentum Pr in spherical polar coordinates. 
The canonically quantised Pr is represented by a non-self-adjoint maximal symmetric oper-
ator fir (appendix C, [31, p 89]'[32, pp 139-141,157]). Geometric quantisation also fails in 
this respect [33J. Orthodox theory will therefore not admit a quantum radial momentum 
observable [34J. The question then arises as to why we should not have a quantum radial 
momentum observable, especially considering the fact that the classical Hamiltonian in 
spherical polar coordinates, in which p; appears, can be quantised to yield a self-adjoint 
operator. If self-adjointness is insisted upon one can go through a procedure of localisation 
3Non-uniqueness is not considered to be a serious problem. It merely shows that the quantisation 
process is incomplete. Uniqueness can be achieved only by considering the physical environment the 
system is subjected to. See, for example, [29, 30] and section 1.5. 
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to obtain local radial momentum observables [35]. However, our present generalisation will 
accept Pr as an observable in its own right. The (generalised) spectral function of fir in 
£2(JR3, dr) == £2(JR+, r2dr) (9 £2(82, sin 8d8d<p) is shown in Appendix C to be given by 
F(Pr;),) = F(Pr;),) (9 J, 
where 
(F(Pr;),) ¢) (r) = ~ fA d)" roo dr' e i-A'(r-r') r' ¢(r'), 
21Tnr -00 Jo 
from which we can work out the PDFs explicitly. 
i 
'Ir=r;,' 
It is well known that unless 6. = JR, there is no non-trivial solution to the equation 
E(X; JR+)E(P; 6.)¢ = ¢. 
It then follows from eqn (1.42) in appendix C and from the unitary equivalence of F(Pr;),) 
and F(i\;),) that 
F$r (6.) = 1 
if and only if 6. = JR. In other words there is no state which can be identified with a finite 
range of radial momentum values. This is to be contrasted with linear momentum, or any 
orthodox observable. The idempotency of the spectral measure E(A; 6.) of a self-adjoint 
operator A, defined in a Hilbert space 'H, ensures the existence of a state ¢ such that 
E(A; 6.)¢ = ¢, an example being ¢ == (E(A; 6.)'ljJ)j IIE(A; 6.)'ljJII, where 'ljJ is an arbitrary 
element of 'H. 
Note that this 'unsharpness' of radial momentum has nothing at all to do with imprecise 
measurement. The operator fir is maximal symmetric and therefore represents an ideal 
observable in that its (unique) spectral function F(Pr;),) generates a maximal family of 
PDFs on £2(JR3,dr). 
1.4.2 Time Operators 
There has been much discussion concerning the time-energy uncertainty relation 
6.E6.t > !!. 
- 2 (1.10) 
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with regard to its validity and interpretation [31, pp 413-414]'[37,38,39]. It is well known 
that (1.10) cannot be derived within the formalism of orthodox quantum mechanics in an 
analogous fashion to its position-momentum counterpart. The reason is that one cannot 
define a time observable which is canonically conjugate to an energy observable, i.e. there 
exists no self-adjoint operator f which satisfies, on a certain dense set, 
[it, f] = in (1.11) 
where it is a positive Hamiltonian operator [39, 40, 41]. Though various schemes exist 
which will admit self-adjoint time operators [40, 41], they do so only by introducing non-
bounded-from-below energy operators and thus give rise to a new problem, namely that 
of interpreting the negative energies. Our interest lies with the principal objection that 
(1.10) is devoid of physical meaning on the grounds that there is no self-adjoint operator 
f that solves eqn (1.11) for a given positive Hamiltonian. One such Hamiltonian is that 
for a free particle on the real line, which we consider next. 
We start with the spectral representation space of the momentum operator P in which 
P acts like the multiplication operator, i.e. 
1{ = £2(lR, dp) 
and 
(p¢) (p) = p¢(p) \:f¢ E D(P) 
where 
D(P) = {¢ E 1{ : i: p21¢(p)12dp < 00 } . 
The Hamiltonian H is defined by 
i.e. 
where 
~ 1 ~2 
H=-P, 
2m 
2 
(it¢) (p) = :m ¢(p) \:f¢ E D(it) 
D(it) = D(p2) = {¢ E 1{ : i: p41¢(p)12dp < 00 } . 
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As H = L2(R-) EB L2(R+) then an arbitrary element ¢ of H can be decomposed thus 
¢ = ¢- EB ¢+ 
where 
¢_(p) = ¢(p); p::; 0, 
¢+(p) = ¢(p); p ~ 0. 
Define the Hilbert space H by 
i{ = L2(R+, dE) EB L2(R+, dE) 
and define a map U from H to i{ by 
where 
We have 
¢ = ¢_ EB ¢+ ---'t ¢ = ¢- EB ¢+ 
¢_(p) E L2(JfC, dp) 
¢+(p) E L2(JR+,dp) 
1 
L2(JR+,dE) :3 ¢_(E) = (~)4 ¢_(-V2mE) 
1 
L2(JR+,dE) :3 ¢+(E) = (~)4 ¢+(V2mE). 
(¢ \ ¢) = i: \¢(p)\2dp = 1000 \¢(_p)\2dp+ 1000 \¢(p)\2dp 
and as these integrals are over positive values of p then we may make the substitution 
p = V2mE to obtain 
(¢ \ ¢) = 1000 \¢_(E)\2dE + 1000 \¢+(E)\2dE = (¢ \ ¢)~. 
The map U has an inverse u-l, defined by 
P 2~ L 1 (2 ) ¢_(E) ---'t ¢-(p) = Iml ¢- 2m ' 
~ P 2 ~ P 1 (2 ) ¢+(E) ---'t ¢+(p) = 1m I ¢+ 2m . 
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Clearly U is unitary. Let fj denote the unitary operator which effects U. Now 
H == fj iifj-l = JUfJ h 
where h is a self-adjoint operator in L2(JR+, dE), defined by 
V(h) = {¢ E L2(JR+, dE) : 1000 E21¢(EWdE < oo} 
and 
(h¢) (E) = E¢(E) \;/¢ E V(h). 
We have thus obtained the spectral representation of ii. Next define the operator tby 
V(t) = {¢ E L2(JR+,dE): ¢ E AC(JR+),d¢/dE E L2(JR+,dE),¢(0) = O} 
and 
- . d¢ -
t¢ = -zn dE \;/¢ E V(t). 
Clearly t is maximal symmetric with deficiency indices (1,0) (cf. i\ in appendix A). On 
V(ht) n V(th) we have 
[h, ~ = in, 
and on V(HT) n V(T H) the operator T == t EEl t satisfies 
[H, T] = in, 
where T is maximal symmetric with deficiency indices (2,0) [42, pp 145,149]. Hence T 
is a non-self-adjoint maximal symmetric operator which is canonically conjugate to the 
(self-adjoint) free particle Hamiltonian H. Transforming back to the original momentum 
representation, we have 
T == fj-1Tfj, 
where T has the formal expression 
T = -in (; :p - 2~2 ) , 
or, in a more familiar form, 
~ 1 {m ~ ~m} T=2 pX+Xp (1.12) 
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where X is the position operator -ind/ dp. So eqn (1.12) is just the quantised classical 
'time of flight' equation. 
Given arbitrary maximal symmetric operators A and B defined in the same Hilbert 
space, we have, for an arbitrary ¢ E D(A) n D(B), the following, 
V(A; ¢)V(B; ¢) ~ ~ I(A¢ I B¢) - (B¢ I A¢)1 2 . 
The proof of this statement is identical to that for the case where A and B are self-adjoint 
[43]. So for ¢ E D(HT) n D(TH), we have 
VV(H; ¢)VV(T; ¢) ~ ~. 
We therefore conclude that in our generalised theory, (1.10) can be given physical meaning 
insofar as (.6.t)2 is associated with the variance of a maximal symmetric operator. 
1.4.3 Phase Space Distributions 
The lack of correspondence between classical observables and self-adjoint operators poses 
a threat to the validity of those reformulations of orthodox quantum mechanics which 
inherently rely on quantisation rules. Phase space descriptions of quantum mechanics in 
terms of pseudo-probability distributions4 are well known examples [45]. Take the case 
of the Wigner distribution, which, for a given wave function ¢, is defined on the classical 
phase space by 
1 100 2' Wr/>(p, x) = Tin -00 ¢*(x + y)¢(x - y)e -tpYdy. 
Though it is normalised and possesses the correct momentum and position probability 
densities as marginals, Wr/> may take negative values and therefore is not a probability 
density in the usual sense. Now if AC?, X) is the quantum counterpart of the classical 
observable A(p, x), obtained by applying the Weyl rule [46] to A(p, x) then 
(¢ lAC?, X)¢) = i: i: A(p, x)Wr/>(p, x)dpdx. (1.13) 
4The prefix pseudo signifies that these distributions need not be positive. 
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In other words the expectation value of the quantum observable A(F, X) can be obtained 
as an average value of a corresponding classical observable over the pseudo-distribution 
function W<t>(p, x). 
Wan and Sumner [46J have applied the Weyl rule to observables of the form A(p, x) = 
xffip, where m > 1, this yields the symmetric operator 
A = -in (Xffi~ + m x ffi-1) 
dx 2 ' 
with an assumed domain Cgo(R). They have shown that A possesses self-adjoint exten-
sions if and only if m is even and conclude that, besides the absence of a true, i.e. positive, 
probability density, the Wigner distribution approach is flawed because of its dependence 
on a generally invalid quantisation rule. However, within the context of our generalised 
theory this argument collapses, at least for classical observables like A(p, x) above which 
can be "quantised" as a symmetric operator, as every symmetric operator possesses at 
least one maximal symmetric extension. 
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1.5 Single-State Macroscopic Quantum Systems 
1.5.1 Maximal Symmetric Supercurrent-Operators 
We are to consider the system of a thick superconducting ring (TSCR) subject to an 
applied current which enters the ring at () = 0 (figure 1.1), passes in parallel through the 
upper and lower sides of the ring and recombines in the output lead situated at () = Jr. 
Harrison and Wan [47] have studied such a system in detail for the general case where 
the input and output leads are not necessarily diametrically opposite as in figure 1.1. 
In their model, a quantum mechanical description of the current through the ring is 
obtained by associating self-adjoint current operators with the lower and upper paths in 
the ring. Our aim is to extend Harrison and Wan's analysis by incorporating the input 
and output leads into the system. We shall see that similarly defined input and output 
current operators exist though they are represented by non-self-adjoint maximal symmetric 
operators. 
The description in [47] is based on a macroscopic wave function approach to the BCS 
theory of superconductivity. In the BCS theory, it is assumed that at low temperatures the 
conduction electrons form pairs, known as Cooper pairs, which behave as bosons and thus 
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they can all occupy the ground state energy level to form a Bose-Einstein condensate. It is 
the flow of this condensate which gives rise to the supercurrent. A simplified description of 
this state of affairs is provided by the macroscopic wave function hypothesis whereby the 
condensate which gives rise to the supercurrent is treated as a single particle of mass m = 
2me and charge q = 2e, where me and e are the electronic mass and charge respectively. 
This quasi-particle can then be described by a single-particle wavefunction [29, 48]. 
The various current operators associated with the different parts of the system are 
introduced as follows. Firstly, states of the system 'ring + leads' are assumed to be 
elements of the Hilbert space 
H = Hin EB Hout EB HI EB Hu 
where 
Hin L2(R_a, dx); R_a = (-00, -a], 
Hout L2(R+a, dx); ~a = [a,oo), 
HI L2(81' dO); 81 = [0,7r], 
Hu L2(8u, dO); 8 u = [7r,27r]. 
However not all elements of H are permissible states [47], for it is assumed that the 
wavefunction is single-valued around the ring. Since the points x = -a, 0 = 0 and 0 = 27r 
are assumed to coincide, as are the points x = a and 0 = 7r, then, extending the single 
valuedness condition to the entire system of ring + leads, we have for 4>_ E Hin , 4>+ E Hout, 
4>1 E HI and 4>u E Hu, the following 
4>-( -a) = 4>1(0) = 4>u(27r) (1.14) 
and 
4>+(a) = 4>1(7r) = 4>u(7r). (1.15) 
The possible momentum operators in HI form a one parameter family 
{PCPl : <PI E (-7r, 7r]}, 
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where 
and 
V(P<PI) = {q} E 'HI : q} E AC(81)' dq} IdB E 'HI, q}(O) = e-i<Plq} (7'1) } 
P<plq} = _ in depl 
a dB 
I ~ Vc/J E V(P<pI)' 
The eigenfunctions of P <PI are 
I 1. B 
'IjJ<PI,nl(B) = yf27ra expz (27rnl + 'PI);:; nl = 0, ±1, ±2, ... 
with corresponding eigenvalues 
n 
P<pl,nl = (27rnl + 'PI) a7r' 
Likewise the possible momentum operators in 'Hu form a one parameter family 
where 
and 
{P<pu : 'Pu E (-7r,7r]), 
V(P<pJ = {c/Ju E 'Hu : c/Ju E AC(8u), dc/Ju IdB E 'Hu, c/JU(7r) = ei<Puc/JU(27r)} 
P<puc/JU = _ in dc/Ju 
a dB Vc/JU E V(P<pJ. 
The eigenfunctions of P <pu are 
nl,U (B) 1. (27'1 - B) 
'f/<pu,nu = ;/2 exp z (27rnu + 'Pu) ; nu = 0, ±1, ±2, ... 7ra 7'1 
with corresponding eigenvalues 
n 
P<pu,nu = (27rnu + 'Pu) a7r' 
Note that for arbitrary 'PI, nl, 'Pu, nu we have 
'IjJ~lnl(O) = 'IjJ~unJ27r) 
and, provided 'Pu = 'PI, then 
'IjJ~lnl (7'1) = 'IjJ~unJ7'I)· 
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So there exist 'l/J~lnl and 'l/J~unu which are consistent with the requirement of single valued-
ness of the wavefunction. 
The pre-quantized current in [47J for the lower path is assumed to be 
j = 2eJp (1.16) 
where Jp is the probability current, which, for a given wave function </) E 'HI, is defined 
by 
J = _ ~ (</P a</) _ </} a</) *) . 
p 2m ax ax (1.17) 
Substituting </} = 'l/J~l,nl into (1.16) via (1.17) yields 
. (e) J=-P, -' 7fam 'Pl,nl = J'PI,nl' 
In view of this, the current-operator associated with the lower path is taken to be 
J, - - P, ~ (e) ~ 
'PI - 7fam 'PI 
~ ~ I 
where J'PI and PCPI share a common set of eigenfunctions {'l/J'PI,nl : nu = 0, ±1, ±2, ... }. A 
current-operator for the upper path is defined similarly. 
As we remarked earlier, in [47J the super current fed into the ring is fixed and treated 
as an external parameter. Suppose this supercurrent has magnitude I. By symmetry, the 
current will split equally into the lower and upper paths as current magnitudes II and Iu, 
i.e. II = Iu = 1/2. For superconductivity to be maintained we assume II and Iu are below 
the critical current for the ring, I[}, i.e. I < 2I[}. By equating II with the eigenvalues 
j'Pl,nl of J'PI we can express 'PI and nl in terms of I: 
or 
1= j'Pl,nl = _')~~ ___ (27fnl + 'PI) 
nl + J!l _ 7fa2m 
27f - 2en I. (1.18) 
Now since nl is an integer and -7f < 'PI ::; 7f then (1.18) determines unique values for both 
nl and 'Pl· Likewise nu and 'Pu are uniquely determined by the input current. Clearly we 
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have n == nl = nu and <P == <Pl = <Pu. The eigenfunctions '1f;~I,nl and '1f;~u,nu may thus be 
relabelled as '1f;} and '1f;y. 
We now wish to introduce supercurrent operators for the leads in a similar way in 
order to give quantum mechanical meaning to the input/output current I. 
There is a unique choice for the 'input momentum' operator (see next section), this is 
the non-self-adjoint maximal symmetric operator Pin defined on 
TJ(Pin ) = {¢ E Hin : ¢ E AC(JFLa) , d¢/dx E Hin, ¢( -a) = O} 
by 
Pin¢ = -in d¢ dx' 
Now Pin possesses formal eigenfunctions ¢k = (l/v'21f)exp(ikx), k E JR, with correspond-
ing eigenvalues nk, though these are not generalised eigenfunctions in the usual sense since 
they are not orthogonal [25, p 63J and are not locally in the domain of Pin - they do not 
vanish at x = -a. 
Evaluating 2eJp , where Jp is the probability current defined by Jp = (-in/2m)(¢ino¢in/ ox-
¢inO¢in*/OX), for ¢in = ¢k yields jk = (e/7rm)nk and so the current operator associated 
with the input lead is taken to be 
~ e ~ 
Jin = --Pin' 7rm 
Clearly Jin is maximal symmetric but not self-adjoint. 
An output-current operator, lout, can be introduced in an analogous fashion. 
Notice that for ¢l = '1f;} and ¢u = '1f;y, the single valuedness condition (1.14) cannot be 
satisfied for any ¢- E TJ(~n) since in this case ¢l(O) = ¢u(27r) i- 0 whereas ¢-( -a) = O. 
However, as we shall see, the quantisation process is not yet complete. In section 1.5.3 
we obtain a supercurrent-operator for the entire system by appropriately summing up the 
supercurrent-operators for the leads and ring. As a result, this incompatibility is removed. 
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1.5.2 Josephson's Equation 
Here we present a novel derivation of Josephson's Nobel prize-winning result that the 
supercurrent which tunnels through a thin (typically lOA) insulating barrier separating 
two superconductors has a sinusoidal dependence on the phase difference in the wave 
function across the barrier. This is to be contrasted with Feynman's derivation [49], an 
abridged version of which is given in appendix D. 
The two superconductors are assumed to occupy the intervals lR;; == (-00,0) and 
lRt == (0, (0), with the insulating barrier, or Josephson junction (hereafter abbreviated to 
J J), located at the origin. 
Adopting the macroscopic wavefunction approach as in section 1.5.1 above, we shall 
first of all seek appropriate supercurrent and Hamiltonian operators for this system. 
Supercurrent Operators 
We start with the operator P~ defined in 'J-L == L2(lR;;) by 
D(P~) = C~(lR;;) 
and 
P:!'¢ = -in ~~ V¢ E D(P:!.), 
where Cgo(R;;) is the set of infinitely differentiable functions of compact support in R;;. 
Now P~ is symmetric and has adjoint (P~)t defined on [58, p 160] 
D ((P:!.)t) = {¢_ E ,}-L : ¢_ E AC(R;;), d¢_/dx E ,}-L} 
by 
(P:!.)t¢_ = -in dx-' 
Proposition: The operator P~ has a unique maximal symmetric extension, this being 
its closure P~. 
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Proof: P:!. is clearly not maximal symmetric and will therefore possess maximal sym-
metric extensions. Let B be a maximal symmetric extension of P:!.. Now 
B :=> P~ =} Bt ~ (P~)t 
=} (Bt)t;2 ((P~)t)t 
=} B;2 P:!. (1.19) 
since a maximal symmetric operator is necessarily closed. Introduce the operator P_ 
defined on 
by 
IJ(P_) = {cf>- E 1-L ; cf>- E AC(1R;;), dcf>-/dx E H-, cf>-(O-) = O} 
P_'" _ 'T,d"'-
'1'- - _~lb_'P_ 
dx ' 
where P _ is maximal symmetric with adjoint p! defined on 
IJ(p!) = {cf>- E H_ : cf>- E AC(1R;;) , dcf>-/dx E H-} 
by 
pt '" = -in dcf>-
-'1'- dx 
(cf. P+ in appendix A). We now have 
(P~)t = p! 
and so 
( ( P~ ) t ) t = (P!) t , 
i.e. 
-=-P:!. =P_ 
as P_ is maximal symmetric. Hence, by (1.19), 
B;2P-, 
i.e. 
B=P_. 
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We thus have a unique momentum operator in L2(JR;;), namely P_. See appendix A for a 
generalisation of this result which invokes the notion of an essentially maximal symmetric 
operator. 
In view of the analysis in section 1.5.1 we take the supercurrent operator for the left 
hand side to be 
Likewise we take 
~ e ~ 
J_ = -P_. 
nm 
~ e ~ 
J+ = -P+ 
nm 
to be the appropriate supercurrent operator for the right hand side. 
Introduce the operator Jo which is defined on D( J_) (f! D( J+) by 
Jo = L (f! J+. 
Now Jo is a closed non-maximal symmetric operator which possesses a one parameter 
family of self-adjoint extensions {J>. : .A E (-n, n]) where, for a given .A E (-n, n], J>. is 
defined by (appendix E) 
D(J>.) = {1> E L2(lR;;) (f! L2(R;;) : 1>± E AC(R;), d1>±/dx E L2(lR;), 1>-(0-) = e-i>'1>+(O+)} 
and 
J>.1> = -i1i~ (d1>- (f! d1>+) 
nm dx dx \/1> E D(J>.), 
where 1> 1>- (f! 1>+. Naturally, we assume that each J>. is a candidate supercurrent 
operator for the entire system. 
Hamiltonian Operators 
We start with the operator fi+ defined in H+ == L2(lRt) by 
D(fi+) = Cgo(lRt), 
and 
fi°1> = -~ d2 1> \/1> E D(fiO). 
+ 2m dx2 + 
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Now H+. is symmetric with deficiency indices (1,1) [50, p 144J and therefore admits a 
one parameter family of self-adjoint extensions. There is thus no unique Hamiltonian 
associated with the right hand side. We can define fj~ for the left hand side in a similar 
fashion, where fj~ also has deficiency indices (1,1). 
To obtain a Hamiltonian for the entire system we can either (i) choose a particular 
self-adjoint extension of fj~ and of fj+. then form their direct sum or (ii) form the direct 
sum of fj~ and fj+. and take the Hamiltonian to be a particular self-adjoint extension 
of the result. To keep our options open, we shall follow Exner and others [51, 52J by 
adopting the second scheme as this includes all extensions obtained via (i) anyway.5 So 
we construct 
fjo = fj~ fJ} fj~ 
which is defined on 
1J(fjO) = 1J(fj~) fJ} 1J(fj~). 
The deficiency indices of fjo are (2,2) [42, p 149J, and so fjo possesses a four parameter 
family of self-adjoint extensions [32, p 155J. We shall assume that the superconductors 
on either side of the JJ are identical and that the effect of the JJ on a current is the 
same irrespective of the direction it is flowing. The relevant Hamiltonians then form a 
two-parameter family and two one-parameter families (appendix F). The two-parameter 
family is characterised by the boundary conditions 
¢_(O-) 
¢+(O+) 
-a¢~(O-) + b¢~(O+) 
a¢~(O+) - b¢~(O-) 
(1.20) 
(1.21) 
where a and b are arbitrary real numbers and dashes represent differentiation. The two 
one-parameter families are characterised by the boundary conditions 
¢~(O-) + ¢~(O+) = 0 
¢_(O-) + ¢+(O+) = c( ¢~(O+) - ¢~(O-)) 
5We will have more to say about the scheme of Exner et al in section 1.5.3. 
(1.22) 
(1.23) 
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and 
cp~(O-) 
cp_(O-) - cp+(O+) 
with c E Rand d E lRU {<Xl}. 
cp~(O+) == cp' 
dcp' 
(1.24) 
(1.25) 
We shall consider first the two-parameter family. Assuming a2 =I- b2 then eqns (1.20) 
and (1.21) may be transformed into 
where 
-cp~(O-) = Acp_(O-) + Bcp+(O+) 
cp~(O+) = Acp+(O+) + Bcp_(O-) 
A= _a 
- ~, 
B= -b 
a2 _.n· 
(1.26) 
(1.27) 
(1.28) 
We then identify the parameter B as the coupling coefficient and this is assumed to be 
uniquely determined by the JJ. Note that parameter bin (1.20) and (1.21) is not a suitable 
choice for the coupling coefficient as it is associated with the derivative of the wavefunction 
whereas coupling coefficients are generally taken to be associated with the wavefunction 
itself; cf. Feynman's original equations (appendix D). The case a2 = b2 will be considered 
later. 
Now for a given).. E (-'IT, 'IT], the set 
where 
and 
{ cp£ = CP~k EB CP~k : k E lR} , 
1 ikx CP~k(X) = J27re 
1 i(kx+>") CP~k(X) = J27re 
is an orthogonal complete set of generalised eigenfunctions of J>... To each CP£, the corre-
sponding current eigenvalue is enk / 'ITm. 
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If ¢~ is to be the state of a steady supercurrent then it must also be an eigenstate of 
the (as yet undetermined) Hamiltonian. Let H be an arbitrary self-adjoint extension of 
HO so that 
HO c fI =::;. fIt S;;; (HO) t. (1.29) 
As (HO)t = (H~)t EB (H+)t and (H~)t acts as -(-n,2j2m)d2jdx2 ([42, p 145],[53]), then 
(1.29) tells us that fI has the same formal expression as HO, and since 
n,2 d2¢~k n,2k2 A 
- 2m ----;J;i2 = 2m ¢±k' 
then ¢~ is a formal eigenfunction of all possible Hamiltonians. To ensure ¢~ is a generalised 
eigenfunction in the usual sense it must also be (locally) in the domain of the Hamiltonian. 
For those Hamiltonians parametrised by A and B, ¢~ is required to satisfy boundary 
conditions (1.26) and (1.27). So, into eqns (1.26) and (1.27), we substitute 
and 
to obtain 
1 ikx A.A ( ) - -e ¢_(x) = 'I'-k x - yI2ir 
1 i(kx+.\) ¢+(x) = ¢~k(X) = yl2ire 
-ik A + BeiA 
ikeiA AeiA + B. 
Equating real and imaginary parts of eqn (1.30) yields 
0 A+ BCOSA 
-k BsinA. 
Likewise for eqn (1.31) we have 
-k sin A ACOSA + B 
kCOSA AsinA. 
(1.30) 
(1.31) 
(1.32) 
(1.33) 
(1.34) 
(1.35) 
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From eqn (1.32) we have A = -B cos A. Substituting this into eqns (1.34) and (1.35) 
yields (1.33) in each case. So eqns (1.34) and (1.35) give us no more information about A 
and B than do eqns (1.32) and (1.33), and thus serve only as a consistency check. 
Now as B is assumed to be a fixed characteristic of the JJ then it should have no 
k dependence, and since to each A E (-71',71'] there corresponds a different super current 
operator for the same JJ then B would also have to be independent of A. We then see 
that eqn (1.33) is essentially Josephson's equation. To be precise, we have 
jk = jo sin A (1.36) 
where jk = enkj7l'm and jo = -enBj7l'm. 
For a particular JJ, a given value of A determines a unique Hamiltonian, since A = 
-B cos A. Clearly, A2 = B2 if A E {O, 71'} but it is obvious from (1.28) that a2 -=I b2 =? 
A2 -=I B2 and it follows that eqn (1.36) is not valid for A E {O, 71'}. This problem is easily 
remedied. We can verify that 1~, for arbitrary A E (-71',71'] and arbitrary k E R, does not 
solve eqns (1.20) and (1.21) if a2 = b2 . Firstly, if a = b, then we have 1+(0+) = 1_(0-) 
and so exp( iA) = 1, i.e. A = 0, whereas by equating the real parts of the left and right hand 
sides of eqn (1.20) upon the substitution of 1~, we have 1 = -ak sin A. This contradiction 
means that those Hamiltonians for which a = b do not admit generalised eigenfunctions 
which are permissible super conducting states. Likewise, we reach the same conclusion for 
a = -b. We may therefore extend the validity of eqn (1.36) to include A = 0 and A = 71' 
since jk is then zero for such values and no supercurrent flows across the JJ. 
To support our claim that B should be held constant while A be permitted to vary 
with A, we shall suppose instead that A is fixed. By eqn (1.32), B must be equated 
with - Aj cos A and we arrive at the Josephson type equation k = A tan A. However, 
this alternative approach is problematic. Clearly k is not bounded, which would allow 
arbitrarily large currents; such behaviour is unacceptable as all superconductors have a 
finite critical current beyond which superconductivity is destroyed. 
We have still to deal with the two one-parameter families specified by (1.22,1.23) and 
(1.24,1.25). Substituting 1~ into (1.22) yields exp(iA) = -1, i.e. A = 71'. Substituting 
Chapter 1 42 
4>£, with ,\ = 7f, into (1.23) yields c = O. Similarly, if we substitute 4>£ into (1.24) and 
(1.25), we obtain ,\ = 0 and d = O. Thus, in addition to our two-parameter family of 
Hamiltonians, we have two extra Hamiltonians, each of which possesses eigenfunctions 
shared by a corresponding supercurrent operator. Note that for either of these additional 
Hamiltonians, there is no restriction on k. In particular, k need not be zero even though 
sin,\ is zero for ,\ = 0 and ,\ = 7f. This behaviour is not characteristic of the presence of 
a JJ and we therefore conclude that the two one-parameter families of Hamiltonians are 
not applicable to the system under study. Also, the boundary conditions (1.22,1.23) and 
(1.24,1.25) can be obtained as limiting cases of the boundary conditions (1.20,1.21) and in 
this sense can be regarded as characterising exceptional Hamiltonians [53]. To substantiate 
this we note that the Hamiltonian identified by (1.24,1.25) with d = 0 corresponds to the 
free particle Hamiltonian, and in this case the JJ would be considered absent. 
1.5.3 Quantisation by Parts 
The means by which we obtained the family of supercurrent operators {J,>- : ,\ E (-7f, 7f]) 
for the system of an infinitely long superconductor containing a single JJ can be considered 
as an application of the method of 'quantisation by parts' recently proposed by Harrison 
and Wan [47]. This scheme applies to systems which have a circuit configuration. It is 
assumed that each component part of the circuit has enough integrity to deserve to be a 
quasi-system of its own. Each of these parts is therefore quantised separately; the whole 
system is then quantised by adding up these separately quantised parts together in some 
sense. In what sense? This depends on the particular system. For the superconductor 
containing a J J we simply took the direct sum of the left and right hand current operators 
and found its maximal symmetric extensions. The situation is different for the current-fed 
TSCR. For now we ignore the leads as in [47]. The total-current operator for the TSCR will 
not be J<Pl E9 J<pu == J<p, where !.p[ = !.pu =!.p. This is because an input current I determines 
the state of the system, namely 1/J} E9 1/JY == 1/JJ, and clearly J<p1/JJ = (I /2)1/JJ, whereas we 
would want the eigenvalue of the total-current operator corresponding to eigenfunction 
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'l/JI to be I. We overcome this problem by first extending the operators J<pl and J<pu to 
operators in the Hilbert space for the entire ring, i.e. 'HI EB 'Hu == 'HR. Define ~ and J~ 
by 
Tl ~ I~. 
J<p = J<pl EB 2Iu, 
~ I ~ ~ 
J~ = 2I1 EB J<pu; (cp = CPI = CPu), 
where iu and i l are the identity operators on 'Hu and 'HI respectively, so that 
Tl ~u I 
J<p'I/JI = J<p'I/JI = 2'I/JI' 
Now the operator J~ defined by 
J~==~+J~ 
satisfies 
~t 
J<p'I/JI = I'l/JI 
and it is J~ which is taken in [47] to be the appropriate total current operator for the ring. 
Clearly, the sense in which we 'add up' separately quantised circuit components in 
series, such as in the example of an infinite superconducting wire containing a JJ, is 
different to the way we 'add up' the separately quantised components in a parallel circuit 
like the upper and lower sections of the TSCR. So, as a general rule, we expect that for 
series circuits, direct sums are appropriate since the eigenvalues can be preserved and 
for parallel circuits, standard summations are appropriate since eigenvalues are added 
together. 
As promised in section 1.5.1, we shall now determine a supercurrent operator for the 
entire ring + leads system using the method of quantisation by parts outlined above. As 
the ring and leads are in series, we take our provisional 'global' supercurrent-operator to 
be J~ where 
~o ~ ~ 11 
J<p = Jin EB Jout EB J<p' 
Since J~ is self-adjoint with deficiency indices (0,0) and each of ~n and lout is maximal 
symmetric with respective deficiency indices (0,1) and (1,0) (d. appendix E), then J~ 
is a closed symmetric operator with deficiency indices (1,1) [42, pp 145,149]. Therefore 
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J~ possesses a one parameter family of self-adjoint extensions. Firstly, we shall determine 
the self-adjoint extensions of the operator jlo == ~n EB Jout , which is associated with 
the leads only and is likewise closed, symmetric and has deficiency indices (1, 1). The 
direct sums of each of these extensions with J~ then comprises the family of self-adjoint 
extensions of J~. Now the self-adjoint extensions of jlo constitute the one parameter 
family {Ji : A E (-7r, 7r]} where, for a given A, we have 
V(Ji) = {¢ = ¢- EB ¢+ E L2(R_a) EB L2(R+a) : ¢± E AC(R±a), 
I 2 -i). ¢± E L (R±a), ¢_( -a) = e ¢+(a)} 
and 
Ji¢ = -i1i~(¢~ EB ¢~) V¢ E D(Ji). 7rm 
The proof of this is essentially that in appendix E. Hence, the family {J<p). : A E (-7r, 7r]) 
where 
~ Tl ~t J<p). = J). EB J<p' 
is the desired family of self-adjoint extensions of J~. It is clear that the single valuedness 
condition can now be extended to the entire system provided A = tp and so the current 
magnitude I, which determines a unique value for tp, also determines a unique global 
current-operator h == J<p). (where A = tp <= I). 
Quantisation by Parts versus the Scheme of Exner et al 
We wish to compare and contrast the method of quantisation by parts with a similar 
scheme that also finds application to systems which have a circuit configuration. The 
scheme in question is due to Exner and co-workers [42, 51, 52, 53] and will from now on be 
referred to as Exner's method. To date, Exner's method appears to have been used only 
to find Hamiltonians, though there is no reason why it could not be extended to other 
observables such as momentum. Staying with Hamiltonians for the time being, the crux 
of Exner's method can be understood by reviewing the construction of the 'Josephson 
effect Hamiltonians' in section 1.5.2. From the outset, it was assumed that the Josephson 
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junction could be ignored and that its presence would be reflected in an appropriate choice 
of Hamiltonian for the remaining two-component system. The candidate Hamiltonians for 
the two-component system, i.e. the two superconductors, were obtained in three distinct 
stages. In the first stage we identified the left and right hand superconductors with 
the Hilbert spaces L2(R;;) and L2(1R;t) respectively. The operators fi~ and fi~ were 
then introduced, where fi'J,. is defined in L2(1R;) by fi'J,. = _(h2 j2m)d2 jdx2 on domain 
Cgo(R;) and is symmetric with deficiency indices (1,1). The second stage involved taking 
the direct sum of L2(1R;;) and L2(Rt) and identifying the resulting Hilbert space with the 
entire system. We also formed the direct sum of fi~ and fi~. This yielded the symmetric 
operator fio which has deficiency indices (2,2). The final stage required us to extend fio to 
a self-adjoint operator. In this case there were uncountably many self-adjoint extensions, 
each one being a candidate for the Hamiltonian for the entire system. 
Exner's method can be applied to more complex configurations than the two-component 
circuit being considered here. Typically, the spatial manifold on which a particle moves 
is broken up into simpler submanifolds and the Hamiltonians for the entire system are 
obtained by following a procedure analogous to that for the example above. The cru-
cial difference between the method of quantisation by parts and Exner's method is that 
quantisation by parts involves quanti sing each component of the system separately and 
then summing up these separately quantised parts, whereas Exner's method associates an 
observable only with the entire circuit and this is obtained at the very end of the quanti-
sation procedure. Clearly, quantisation by parts is more suited to those systems for which 
it is meaningful to consider observable values associated with its various component parts. 
The current-fed TSCR is an example of just such a system. The current flowing through 
the circuit behaves classically and the bisected input current results in a definite value for 
the current flowing through each half of the ring. 
If we extend Exner's method so that it caters for momentum operators and thus 
current-operators, we can apply it to the current-fed TSCR (minus leads). One of the 
resulting candidates for the total-current operator would be the self-adjoint operator J<p == 
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J<pltBJ<pu given earlier. However, as we have seen, the eigenfunctions of this operator cannot 
be identified with a total current I and simultaneously with a current 1/2 in each of the 
two halves of the ring. For series circuits though, like the system of two superconductors 
separated by a Josephson junction, Exner's method includes the method of quantisation 
by parts as a special case. Indeed, for this particular system, the Hamiltonian operators 
cannot be obtained by the quantisation by parts method and this is why 'keeping our 
options open' in section 1.5.2 paid off. 
The reason why, especially within the context of orthodox quantum mechanics, Exner's 
method generally gives more candidate observables for a circuit system than the method 
of quantisation by parts is that in a direct sum of symmetric operators the deficiency 
indices add. A self-adjoint extension of such a sum will in general have states in its 
domain which correlate different component parts of the circuit. On the other hand, a 
direct sum of self-adjoint operators is self-adjoint and cannot be extended further, so no 
such 'mixed boundary conditions' need to be imposed. However, within the context of our 
generalised theory, 'the whole can be greater than the sum of its parts' for the method of 
quantisation by parts as well. This is because a direct sum of maximal symmetric operators 
need not be maximal symmetric and it becomes necessary to add an extra stage to the 
method of quantisation by parts in which we determine maximal symmetric extensions. 
We have already assumed this extra stage when we determined the current-operators in 
the derivation of Josephson's equation for the system of two superconductors separated by 
a Josephson junction. Incidently, for this particular system, the method of quantisation by 
parts and Exner's method yield the same set of current-operators. Also, it is interesting to 
note that for this example Exner's method applies within the context of orthodox quantum 
mechanics, since only the resulting self-adjoint extensions {J,\ : .A E (-7r, 7r]) are regarded 
as observables; the intermediate operators J_ and J+ are not attributed physical meaning. 
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Figure 1.2: Double Slit Interference Experiment 
1.5.4 Double Slit Interference with Electrons 
We shall attempt to apply the method of quantisation by parts, introduced in [47] to 
describe the macroscopic quantum system of a current-fed thick superconducting ring 
(TSCR), to a microscopic system. Specifically, we wish to formulate a description of 
a quantum particle, sayan electron, which passes through the double slit configuration 
shown in figure 1.2. The resulting model, when compared with that of the current-fed 
TSCR, can be used to highlight some of the differences between macroscopic and micro-
scopic quantum systems. 
We start with a classical system consisting of a single particle which leaves the point 
o and arrives at a point A on the screen by taking either one or the other of the two paths 
shown. Path 1 is identified with the interval [11 = [0, W1] and path 2 with the interval 
[12 = [W1, W2]. The paths can be coordinated by the position variables Xl and X2 so that 
the points Xl = 0 and X2 = W2 coincide with 0 and also Xl = W1 and X2 = W1 coincide 
with A. 
The classical motion on each path is to be quantised separately. For path 1 the 
appropriate Hilbert space is taken to be 'li1 = L2([11, dxt} and the canonical momentum 
is quantised as the self-adjoint operator P'Pl which is defined by 
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TJ(Pepl) = {<P1 E 'H1 : <P1 E AC(OI),<p~ E 'H1,<P1(0) = e-iepl<p1(W1)} 
Pepl<P1 = -in d<P1 
dX1 V <P1 E TJ(Pepl)' 
where 4'1 is an arbitrary real number. 
The eigenfunctions of Pepl are given by 
1 -iP<Pl nl Xl A,1 (Xl) = lWle 
'f'eplnl V ""'1 
with corresponding eigenvalues 
n 
Peplnl = (21rn1 + 4'1)-. 
w1 
i = i/n 
Likewise, for path 2 we can introduce the analogously defined Hilbert space 'H2 and mo-
mentum operator Pep2 with eigenfunctions <P~2n2 and eigenvalues Pep2n2' These are: 
'H2 = £2(02, dX2), 
TJ(Pep2) = {<P2 E 'H2 : <P2 E AC(02), <p~ E 'H2, <P2(W1) = eiep2 <P2 (W2) } 
Pep2<P2 = - ind
d
<P2 V<P2 E TJ(Pep2)' 
X2 
where 4'2 is an arbitrary real number; 
<P~2n2(X2) = 1 e-iP<P2 n 2(W2- X 2) 
JW2 - W1 
n 
Pep2n2 = (21rn2 + 4'2) W2 - W1 
Notice that in defining <P~2n2 (X2)' the arbitrary multiplicative phase factor has been set 
so that the condition 
<P~lnl (0) = <P~2n2 (W2) (1.37) 
is satisfied for W2 = 2W1, i.e. for the case where the path lengths are equal. However, we 
generally do not have 
<P~lnl (wI) = <P~2n2(W1)' (1.38) 
as this would require Peplnl and Pep2n2 to coincide. For the current-fed TSCR depicted in 
figure 1.1, the eigenvalues of the current-operators associated with the upper and lower 
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halves of the ring are uniquely determined by the input current due to its classical be-
haviour and this is why single valuedness conditions analogous to both (1.37) and (1.38) 
could be established for that system. 
A general electron state for the double slit configuration would not correspond to the 
electron following one path only. The problem now is to cater for such states. Introduce 
the Hilbert space 1t = 1tl EB 1t2 = L 2(o',dx), where 0, is the interval [0,W2J = 0,1 U 0,2 
coordinated by a position variable x. A general electron state is assumed to be an element 
of 1t. 
Observables pertaining to only one path are to be represented by an appropriate ex-
tension to 1t. Denote the set 0,1 - {O, wI} by n~, i.e. o,~ is the interval (0, WI) and similarly 
o,~ = 0,2 - {WI, W2} = (WI, W2). We can now decompose 1t thus: 
1t = 1tl EB 1t2 = 1tl EB 1t2, 
where 1t~ = L2(o'n and 1t~ = L2(O,~). Let O~ be the zero operator on 1t~. The operator 
P 'Pl defined on 
D(P'Pl) = D(P'Pl) EB 1t2 
by 
P 'Pl = P'Pl EB O2 
is self-adjoint in 1t [42, p 145J and we take P'Pl to be the appropriate extension of P'Pl to 
1t. Note that P'Pl has the same spectrum as P'Pl with an additional infinitely degenerate 
eigenvalue of zero, i.e. 
P'Pl (¢~lnl EB (2) = P'Plnl (¢~lnl EB ( 2) 
and 
P'Pl (01 EB 7fJ2) = 0(01 EB 7fJ2) 
where 0~ and 0~ are the zero vectors in 1t~ and 1t~ respectively and 7fJ2 is an arbitrary ele-
ment of1t2 . Likewise we can define P'P2 = 0~EBP'P2 etc. The zero eigenvalues arise because, 
by extending the description to take into account both paths, we allow the possibility that 
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the electron can follow one path or the other. An eigenfunction of P'PI associated with an 
eigenvalue of zero represents an electron confined to path 2. Similarly, an eigenfunction 
of P'P2 associated with an eigenvalue of zero represents an electron confined to path 1. 
Contrast this with the behaviour of the classical current in Harrison and Wan's model of a 
current-fed TSCR where the current always splits up so that it has a non-zero component 
in each path. 
In order to achieve an interference pattern on the screen we superpose eigenstates 
of P'PI and P'P2 associated with the same non-zero momentum magnitude k > 0, i.e. 
k = P'Plnl = -P'P2n2' Here, P'P2n2 is negative because an electron following path 2 to the 
screen travels in the direction of decreasing X2. We may now replace the subscripts 'PI n1 
and 'P2n2 with a k. 
Let ¢~1) and ¢~2) be elements of H defined by 
and 
I.e. 
and 
¢~1) = ¢t EB O2 
,/..(2) _ 00 ffi ,/..2 
'f'k - 11:J7'f'k, 
¢ll) (x) ~ { :I(x) 
¢~2)(x) = { 0 
¢~(X) 
x E [0,W1J 
x E (WI, W2) 
x E (0, WI) 
x E [WI, W2J. 
Now superpose ¢~1) and ¢~2) thus 
_ (1) (2) 
¢k = cq¢k + a2¢k . 
If la11 = 1 and a2 = 0 then ¢k describes an electron which follows path 1 to the screen 
with momentum k. Likewise if a1 = 0 and la21 = 1 then ¢k describes an electron which 
follows path 2 to the screen with momentum k. We shall assume a1 = a2 = 1/,j2, so that 
{ 
11,/..1 (x)12 __ 1 
l¢k(x)12 = 2 'f'k - 2Wl 
~1¢~(xW = 2(W2~Wl) X E (WI, W2J 
x E [0, wI) 
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and 
2 1 1 2 1 2 2 [( 1 )* 2 ] l¢k(WI)1 = "2 1¢k(WI)1 + "2 1¢k(WI)1 + Re ¢k(WI) ¢k(WI) 
1 1 1 (ik(W2- 2Wl) -ik(W2-2Wl)) 
-+ + e +e 2WI 2(W2 - WI) 2-/WI(W2 - wI) 
1 1 1 (k ) 
- + + cos -IW2 - 2WII , 2WI 2(W2 - WI) -/WI(W2 - WI) 'Ii 
where IW2 - 2WII is just the difference in the path lengths. 
This description is valid only for fixed A, i.e. fixed WI and W2. If we want to build 
up the interference pattern on the screen we must change the system, i.e. we quantise 
the classical system of a particle which can follow one of two new paths, both of which 
lead to a point A' say, on the screen. Notice that we only have interference at the screen 
and nowhere else, this is to be contrasted with the standard treatment where there is 
interference everywhere. Also, unlike in Feynman's sum over paths (SOP) approach, 
interference at A is obtained by considering two electron paths only. In our model, the 
paths are determined by the dynamics of a classical particle which travels from 0 to A. In 
the SOP picture, interference at A is interpreted as a weighted sum over all the alternative 
paths from 0 to A [54, pp 69-74]. 
For the current-fed TSCR there is no analogous interference effect. If the recombination 
point, i.e. the point on the ring where the output lead is connected, is located at e = eo, 
then eo is akin to the interference point A on the screen of the double slit experiment. 
In [47] it is shown that a single valuedness condition corresponding to (1.38) can be 
imposed regardless of what eo is. This is possible because the eigenvalues, and thus the 
eigenfunctions, of the current-operators associated with the upper and lower halves of the 
ring depend on both the input current I and the angle eo. It turns out that the nature of 
this dependence implies the single valuedness condition corresponding to (1.38). 
To conclude then, we can obtain a description of an electron which passes through a 
double slit configuration by applying the method of quantisation by parts to the classical 
system of a particle which can take one of two paths, each of which is uniquely defined by 
one of the slits and the point of arrival on the screen. Superposing a state ¢il), associated 
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with an electron travelling to the screen with momentum k via path 1, and a state ¢~2), 
associated with an electron travelling to the screen with momentum k via path 2, yields the 
well known interference pattern on the screen. This is to be contrasted with the behaviour 
of a current-fed TSCR, where the absence of an analogous interference effect is due to the 
classical nature of the current. 
Appendix A: Symmetric 
Operators and Generalised 
Spectral Functions 
This appendix is largely a review of the relevant mathematics we require in order to 
proceed with our analysis. We shall highlight and compare specific properties of differ-
ent symmetric operators, the particular reasons for doing so will become clear when the 
physical implications are considered. 
The main references for this appendix are [11, app. IJ, [55, ch. XII] and [56, ch. 10]. 
Symmetric Operators and their Extensions 
Definition 4 A linear operator A defined on domain D(..4) in a Hilbert space H is said 
to be symmetric if and only if D(A) is dense in Hand 
At ;2 A. 
If the equality holds then A is said to be self-adjoint. 
Example: Let J be an interval [a, b] of R. The operator Po(J) = -ihd/dx defined in 
L2 (J) on the dense domain 
D(Po(J)) = {1> E L2(J) : 1> E AC(J), d1>/dx E L2(J), 1>(a) = 1>(b) = O} 
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has adjoint pJ (J) = -ihd/ dx defined on 
V(pJ(J)) = {1> E £2(J) : 1> E AC(J), d1>/dx E £2(J)}, 
i.e. pJ(J) =:> Po(J) and Po(J) is symmetric.6 
Example: The operator PA( J) = -ihd/ dx defined on the dense domain 
V(PA(J)) = {1> E £2(J) : 1> E AC(J), d1>/dx E £2(J), 1>(a) = e- iA1>(b)}, 
where A is an arbitrary real number, coincides with its adjoint and so is self-adjoint. 
A property of symmetric operators which plays an important role throughout this 
thesis is their extendibility. 
Definition 5 If A is a symmetric operator defined in a Hilbert space 1i and jj+ is a 
symmetric operator defined in a Hilbert space 1i+ 2 'H such that jj+ 2 A then jj+ is 
called a generalised symmetric extension of A. If jj+ =:> A then jj+ is called a proper 
generalised symmetric extension. 
There are two types of generalised extension which will be of particular interest to us; 
these can be classified thus: 
(1) V(A) -=f V(jj+) n'H = V(jj+), 
(2) V(A) = V(jj+) n 1i -=f V(jj+). 
Type (1) extensions are seen to be the familiar 'extensions in the same space'. 
Example: The operator pA(J) is a type (1) extension of Po(J). 
6Let A be an interval (not necessarily finite) of JR. The set AC(A) denotes the set of functions which 
are absolutely continuous in A. In other words rp E AC(A) if and only if rp' exists a.e. and is integrable on 
every bounded interval in A, and, for a, b E A such that a < b, 
rp(b) - rp(a) = lb rp'(x)dx. 
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To obtain a type (2) extension it is necessary to 'leave the space'. 
Example: The operator P defined on 
D(P) = {¢ E L2(JR) : ¢ E AC(JR), ¢' E L2(JR)} 
by 
P¢ = _in d¢ 
dx 
is a type (2) extension of Po(J) , where 1{+ = L2(JR) and 1{ = L2(J). 
To see this, an arbitray ¢ E 1{ is identified with ¢+ E 1{+ where ¢+(x) = ¢(x) for 
x E J and ¢+(x) = 0 for x tf. J, so then ¢ E D(P) n 1{ if and only if ¢ E AC(J) and 
¢(a) = ¢(b) = O. 
Definition 6 If a symmetric operator has type (2) symmetric extensions only, then it is 
called maximal symmetric. 
Example: The operator P+ defined by 
D(P+) = {¢ E L2(JR+) : ¢ E AC(JR+), ¢' E L2(JR+), ¢(O) = O} 
and 
~ d¢ ~ 
P+¢ = -in dx \/¢ E D(P+) 
is maximal symmetric in L2(JR+). 
Theorem 3 Every symmetric operator has a maximal symmetric type (1) extension. 
Theorem 4 Every symmetric operator has a self-adjoint type (2) extension. 
Hereafter a type (1) extension will be referred to simply as an extension. Extensions not 
of type (1) will be called extensions with exit, these include type (2) extensions. 
An invaluable tool for investigating the existence and nature of proper symmetric 
extensions (i.e. proper type (1) extensions) of a symmetric operator is the method of 
deficiency indices [55, p 1226], [56, p 254]. 
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Definition 1 Let A be a symmetric operator and define the positive and negative defi-
ciency spaces of A by 
N+ = {¢ E V(At) : At¢ = i¢} 
and 
N_ = {¢ E V(At) : At ¢ = -i¢} 
respectively. Their dimensions, denoted by n+ and n_, are called the positive and negative 
deficiency indices of A and are usually written as the ordered pair (n+, n_). 
Clearly, if A is a symmetric operator with deficiency indices (n+, n_) then the operator 
- A, which has adjoint -At, is symmetric with deficiency indices (n_, n+). 
Theorem 5 A closed symmetric operator A possesses a proper symmetric extension if 
and only if both n+ and n_ are non-zero. In other words A is maximal symmetric if and 
only if at least one of its deficiency indices is zero. 
Example: The operator Po(J) has deficiency indices (1,1) and has a proper symmet-
ric extension pA(J) which in turn has deficiency indices (0,0) and is therefore maximal 
symmetric. 
In fact all self-adjoint operators are maximal symmetric as revealed by the following 
Theorem 6 A closed symmetric operator is self-adjoint if and only if its deficiency indices 
are (0,0). 
The maximal symmetric operators of particular interest to us are those which have a 
non-zero deficiency index, since, by theorem 6, they are not self-adjoint. 
Example: The maximal symmetric operator P+ has deficiency indices (1,0) and is 
therefore not self-adjoint. The adjoint of P+ is given by 
V(Pt) = {¢ E L2 (R+) : ¢ E AC(R+), ¢' E L 2 (R+)} 
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and 
~t . d¢ ~t 
P+¢ = -21i dx \:I¢ E 1)(P+), 
which is clearly a proper extension of P+. 
Regarding symmetric operators which have a non-zero deficiency index but which are 
not closed, we can introduce a notion of essential maximal symmetry analogous to that of 
essential self-adjointness. Recall, that a symmetric, but not necessarily closed, operator 
A is said to be essentially self-adjoint if it has a unique self-adjoint extension and that 
this unique self-adjoint extension coincides with the closure A of A [32, pp 129,151]' [57, 
p 256]. An essentially self-adjoint operator has deficiency indices (0,0) and conversely, 
a symmetric operator with deficiency indices (0,0) is essentially self-adjoint [58, p 231]. 
This follows from the observation that a (densely defined) operator and its closure share 
the same adjoint and so possess identical deficiency indices. 
The notion of essential self-adjointness is easily extended to one of essential maximal 
symmetry. If A is a symmetric operator with a zero deficiency index, then, as remarked 
above, its closure A also has a zero deficiency index and is thus maximal symmetric. Now 
let B be a maximal symmetric extension of A. We have, 
B ;2 A=? Bt ~ At =? (Bt)t ;2 (At)t, 
l.e. 
B;2A 
as B is closed. So 
B=A 
since A is maximal symmetric. Hence a symmetric operator A which has a zero deficiency 
index has a unique maximal symmetric extension A. We may refer to such an A as 
being essentially maximal symmetric, which generalises the notion of an essentially self-
adjoint operator. The operator P~ in section 1.5.2 is an example of an essentially maximal 
symmetric operator that is not maximal symmetric. 
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Theorem 7 If a symmetric operator A has equal finite deficiency indices (n, n) then A 
possesses an n 2 parameter family of self-adjoint extensions. 
Example: The operator Po(J) has deficiency indices (1,1) and it has a one parameter 
family of self-adjoint extensions {p.>..( J) ; A E [0, 27r)}. 
The notion of spectral function of a self-adjoint operator is of central importance 
in orthodox quantum mechanics, as it is this which allows a probabilistic interpretation 
through the Born formula. The next section deals with a generalised notion of spectral 
function which is applicable to symmetric operators. 
Generalised Spectral Functions 
Definition 8 A generalised resolution of the identity (GRI) is defined as a one parameter 
family of bounded operators F(A) which satisfy the following: 
I F(oo) = I, 
II F(-oo) =0, 
III F(A - 0) = F(A) VA E R, 
IV F(A2) - F(Ad is a positive operator for Al :::; A2, 
where all limits are assumed to be strong limits. 
If, in addition to satisfying (I) to (IV) above, we also have for every AI, A2 E R 
F(Al)F(A2) = F(A3) where A3 = min{Al, Ad 
then F(A) is called an orthogonal resolution of the identity (ORI). 
Definition 9 A positive-operator-valued (POV) measure is a map F(f~.) from the O'-field 
of Borel sets in R to the bounded operators in a Hilbert space 1-{ which satisfies 
I F(R) = I, 
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II F(0) = 5, 
III F(Ui~i) = ~iF(~i) ~i n ~j = 0, i =1= j, 
IV F(~) is a positive operator, 
where strong convergence is understood. 
If the condition 
F(~' n ~") = F(~')F(~") 
is satisfied for every pair of Borel sets (~', ~") then F( ~) is called a projector-valued 
(PV) measure. 
Theorem 8 Let A be a symmetric operator in a Hilbert space 1i with a self-adjoint ex-
tension jj+ in a Hilbert space 1i+ ;2 1i. Let p+ be the projection operator of 1i+ on 1i 
and put 
FA = p+ E(jj+j)") 
where E(jj+j).,) is the (unique and orthogonal) spectral function of jj+. Thenfor¢ E V(A) 
and 'l/J E 1i we have 
('l/J I A¢) = i: ).,dA('l/J I FA¢) (1.39) 
and 
IIA¢112 = i: ).,2 dA(¢ I FA¢)' (1.40) 
Definition 10 If A is a symmetric operator and F().,) is a GRI such that eqns (1.39) 
and (1.40) hold for all ¢ E V(A) and'l/J E 1i then F()") is called a generalised spectral 
function of A and is denoted F(Aj ).,). The POV measure F(Aj~) defined by F(Aj~) = 
h dAF(Aj)") is called the generalised spectral measure of A. 
Example: Consider the operator Po(J). Clearly the spectral function of each self-adjoint 
extension of Po(J) is also a generalised spectral function of Po(J). Note that for such a 
choice of F(Po(J);).,) we have the proper inclusion 
V(Po(J)) c {¢ : i: ).,2dA(¢ I F(Po(J); ).,)¢) < oo}. 
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Earlier we saw that P was a type (2) extension of Po(J). For the generalised spectral 
function of Po(J) generated by P, i.e. 
F(Po(J);),) = p+ E(P;),) 
where p+ is identified with E(X; J), we have 
D(Po(J)) = {¢: i: ),2d>.(¢ I F(Po(J); ),)¢) < (Xl}. 
Theorem 9 Every symmetric operator possesses a generalised spectral function. 
Theorem 10 Every generalised spectral function of a symmetric operator A which is 
defined in a Hilbert space H has the form 
F(A;),) = p+ E(fj+; ),), 
where ECfj+;),) is the spectral function of some self-adjoint extension fj+ of the operator 
A, obtained with the aid of an extension of H to H+ ;2 H, and p+ is the projection 
operator of H+ on H. 
Clearly for any generalised spectral function of an arbitrary symmetric operator A we have 
D(A) ~ {¢ : i: ),2d>.(¢ I F(A; ),)¢) < (Xl}. (1.41) 
It turns out that the equality in (1.41) holds if and only if fj+, of theorem 10, is a type (2) 
extension. This will be true in particular for maximal symmetric operators as they only 
possess type (2) extensions. A more important property of maximal symmetric operators 
is given by the following 
Theorem 11 A closed symmetric operator possesses a unique generalised spectral func-
tion if and only if it is maximal. This generalised spectral function is orthogonal if and 
only if the operator is self-adjoint. 
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Note that the generalised spectral function of a maximal symmetric operator is not the 
generalised spectral function of any other maximal symmetric operator. Since if A and 
B are maximal symmetric operators with the same (unique) generalised spectral function 
F(>..) then 
V(A) = {¢ : i: ),2d>.(¢ I F()')¢) < oo} = V(B) 
and on this domain, 
A¢ = i: )'d>.F(),)¢ = B¢, 
i.e. A = B. 
Appendix B: PDFs and GRIs 
Suppose we assign to each ¢ E 11. a probability distribution function (PDF), F<f;(>"), on JR 
such that F<f;(>") = (¢ I F(>")¢) , where F(>") is a linear operator in 11.. Then clearly F(>") 
must be defined on 11. and thus be bounded. The other properties of F(>") are fixed by 
the requirement that F<f;(>") is a PDF for every ¢ E 11.. 
A function F : R ----t JR is a PDF on R if and only if [60J: 
la. F(oo) = 1. 
2a. F(-oo) = O. 
3a. F(>" - 0) = F(>") V>" E JR. 
4a. F(>"l) :::; F(>"2) wherever >"1 :::; >"2' 
So, if F<f;(>") is a PDF on JR for every ¢ E 11. then (la) to (4a) above respectively imply 
the following: 
lb. F(oo) = 1. 
2b. F( -00) = O. 
3b. F(>.. - 0) = F(>..) V>" E R. 
4b. F(>"2) - F(>"l) is a positive operator wherever >"1 :::; >"2. 
That (lb), (2b) and (3b) hold in the strong operator topology is a corollary of the following 
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Lemma 2 If {At} is a sequence of bounded operators which converges ultraweakly to the 
bounded operator A, i. e. 
lim (¢> I (A - At)¢» = 0 V¢> E 1i, 
t->oo 
such that either 
(a) 0:::; (¢> I At¢» :::; (¢> I A¢» :::; 1 Vt E R, ¢> E 1i 
or 
(b) 0:::; (¢> I A¢» :::; (¢> I At¢» :::; 1 Vt E R, ¢> E 1i, 
then {At} converges strongly to A. 
Proof: Assume {At} is a sequence of type (a), so that A - At is a positive operator. The 
generalised Schwartz inequality [61, p 262] gives 
II(A - At)¢>11
4 
:::; (¢> I (A - At)¢»((A - At)¢> I (A - At)(A - At)¢» , 
and since 
('lj; I (A - At)'lj;) :::; 1 V'lj; E 1i 
then 
II(A - At)¢>11 4 :::; (¢> I (A - At)¢». 
Thus 
t~~ II(A - At)¢>11 = O. 
For a sequence of type (b) we can apply the generalised Schwartz inequality to At - A and 
the desired result follows, cf. [28, pp 14-15]. 
Clearly F()..) is a generalised resolution of the identity (GRI) for 1i. 
Appendix C: The Radial 
Momentum Operator and its 
Generalised Spectral Function 
In spherical polar coordinates, L2(JR3,dr) has the decomposition [62, p 151]: 
L2(JR3, dr) = L2(JR+, r2dr) ® L2(82, sin BdBdc.p). 
Let f denote the identity operator on L2 (82 , sin BdBdc.p), then the radial momentum oper-
ator fir = -in(1/r)(8/8r)r is identified with the closure of the operator fir ® f defined on 
D (fir) ® L2 (82 , sin BdBdc.p) where 
D(Pr) = {cP E L2(JR+,r2dr) : cP E AC(JR+), ~dd rcP E L2(JR+,r 2dr) and lim rlcP(r)1 = O} 
r r r-O 
and for each cP E D(Pr ), 
~ 1 d 
PrcP = -in--rcP· 
r dr 
Now Pr is maximal symmetric in L2(JR+, r2dr) but not self-adjoint [32, pp 139-141,157]. 
Note that fir here corresponds to Ak, k = 2, in [32]. 
Next consider the operator P+ defined in L2(JR+, dr) on domain 
D(P+) = {cP+ E L2(JR+,dr): cP+ E AC(JR+), ddcP+ E L2(JR+,dr) and lim IcP+(r)1 = O} 
r r-O 
by 
P+cP+ = -in dcP+ 
dr 
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where P+ is also maximal symmetric but not self-adjoint (appendix A). There is a unitary 
map, U, between L2(R+,r2dr) and L2(R+,dr) defined by 
and 
U¢ = r¢ E L2(R+, dr) 
U- 1¢+ = ¢+ E L2(R+,r2dr) 
r 
'r/¢ E L2(R+,r 2dr) 
'r/¢+ E L2(R+,dr). 
Clearly Pr and P + are unitarily equivalent, i.e. 
~ ~-l ~ ~ ~ ~ ~ ~-l 
Pr = U P +U; P + = U PrU . 
The operator P +, being maximal symmetric, possesses a unique generalised spectral func-
tion F(P+; A). One can easily verify that the generalised spectral function for fir, F(Pr ; A), 
is U- 1 F(P+; A)U and that the generalised spectral function for Pr, F(Pr; A), is then just 
F(Pr; A) @ f. We need now only to find an explicit expression for F(Pr; A). 
Let E(X; A) and E(P; A) denote the respective (standard) spectral functions of the 
familiar position and momentum operators in L2(R, dr), i.e. for each ¢ E L2(R, dr), 
(E(X; A)¢) (r) = X(-oo,A] (r)¢(r) 
and 
(E(P;A)¢) (r) = _1_1A dA'1°° dr'eiA'(r-rl)¢(r'). 
21rn -00 -00 
Now since L2 (R, dr) :J L2 (R+ , dr) and P is a generalised self-adjoint extension of P + 
[11, pp 138-139]' then for each ¢+ E L 2(R+, dr) we have [25, pp 63-64], [11, pp 128-130J: 
(F(P+, A)¢+) (r) X[O,oo)(r) (E(P; A)¢+) (r) (1.42) 
1 1A 100 I I X[o,(Xl)(r)21rn -(Xl dA' -(Xl dr'eiA (r-r )¢+(r'). 
Thus 
(F(Pr;A)¢) (r) = _1_1A dA' {(Xl dr'eiA'(r-rl)r'¢(r') 
21rnr -(Xl Jo 
'r/¢ E L2(R+,r2dr). 
Appendix D: Feynman's 
Derivation of Josephson's 
Equation 
A wavefunction is associated with each side of a Josephson junction which separates two 
superconductors (figure 1.3), rP- with the left side and rP+ with the right side, and these 
are assumed to be related by the equations [49J 
in arP- = U-rP-+KrP+ at 
in arP+ = U+¢+ + KrP_. 
at 
(1.43) 
(1.44) 
The coupling constant K, which is a characteristic of the junction, allows the possibility 
of a current to flow across the junction. 
1>- ¢+ 
Figure 1.3: Superconductor Containing a Josephson Junction 
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We substitute into eqns (1.43) and (1.44), 
¢_ = /fJ=eiL 
and 
¢+ = JP+e i ),+, 
where p_, p+ are the electron number densities on each side of the junction and A_, A+ 
are the respective phases. The following equations are obtained: 
1i ap_ 
at 
1i ap+ 
at 
2K ylp_p+ sin(A+ - A_) 
-2K ylp_p+ sin(A+ - A_). 
(1.45) 
(1.46) 
Equations (1.45) and (1.46) are then assumed to describe a current flowing through 
the junction. The 'left to right current' is thus 
ap_ ap+ _ 2K~ sin(A+ _ A_) J--=--- 1i 
- at at (1.47) 
or 
J = JosinA (1.48) 
where Jo = 2K ylp_p+/1i and A = A+ - A_. 
Note that if J is to be a constant steady supercurrent then both p_ and p+ should be 
time independent. Clearly though, this is not the case. Byeqn (1.47), p+ (p_) increases 
linearly with time while p_ (p+) decreases linearly with time. To overcome this problem, 
one assumes that the two sides of the junction are connected to a battery so that there is a 
potential across the junction. This will ensure that p_ and p+ are maintained at constant 
values [49J. 
In our approach (section 1.5.2) the Josephson effect arises in a significantly less ad hoc 
manner than in that above. In particular, we do not need to assume the existence of a 
potential across the junction in order to establish a steady current. Essentially, all that 
we require is that the state of the system, i.e. the state of the quasi-particle representing 
the condensate, is a simultaneous eigenfunction of a current operator and a Hamiltonian 
operator. 
Appendix E: Supercurrent 
Operators and Self-Adjoint 
Extensions 
Denote the sets (-00,0) and (0,00) by lR;; and lRt respectively. Define the operator P_ 
by 
TJ(P_) = {¢ E L2(lR;;) : ¢ E AC(lR;;) , ¢' E L2(lR;;), ¢(O-) = O} 
~ . d¢ ~ 
P-¢ = -zn dx V¢ E TJ(P_), 
where P_ is maximal symmetric with deficiency indices (0,1). 
Similarly, we define the operator P + by 
TJ(P+) = {¢ E L2(lRt) : ¢ E AC(lRt), ¢' E L2(lRt), ¢(O+) = O} 
~ d¢ ~ 
P+¢ = -in dx V¢ E TJ(P+), 
where P+ is also maximal symmetric, its deficiency indices being (1,0). 
It is known [42, pp 140,145,149] that po == P_ EfJ P+ is a closed symmetric operator 
with deficiency indices (1,1); it therefore possesses a one parameter family of self-adjoint 
extensions, which we shall denote by {PA : A E lR}. 
Proposition: The self-adjoint extension corresponding to a particular A is given by 
TJ(PA) = {¢ = ¢_ EfJ ¢+ E L2(R;;) EfJ L2(Rt) : ¢± E AC(R;), 
¢'± E L2(R;), ¢-(O-) = e-iA¢+(O+)} 
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and 
i\¢ = -in(¢'- EB ¢~) V¢ E 1)(i\.). 
Proof: This proof closely follows that for the 'particle in a box' problem in [50, pp 141-
142]. 
Let po be a symmetric extension of po, i.e. 
po ~ po ~ (pO)t ~ (PO)t. 
Now (PO)t is given by [42, pp 140,145] 
1) ((PO)t) = 1)(P!) EB 1)(p!) , 
(PO)t¢ = p!¢_ EB p!¢+ V¢ = ¢_ EB ¢+ E 1) ((PO)t) , 
where p! is defined by 
1)(P!) = {¢ E L2(R-;;) : ¢ E AC(JR-;;) , ¢' E L2(JR-;;)} , 
p!¢ = -in ~~ V¢ E 1)(P!) 
and p! is similarly defined in L2(JRt). 
(1.49) 
So, if ¢ = ¢_ EB¢+ E 1) UpO)t) then, by (1.49), ¢± E AC(JR;) and both po and (pO)t 
have the formal expression p~ EB 13+ where p~ and 13+ act as -ind/dx. 
For ¢ E 1)(130) and 'Ij; E 1) ((130) t) we have 
(pO¢ I 'Ij;) - (¢ I (pO)t'lj;) = ° 
===} (p~¢- I 'Ij;-)- + (P+¢+ I 'Ij;+)+ 
- (¢- I (P~y'lj;-)- - (¢+ I (p+)t'lj;+)+ = ° (1.50) 
where 
(¢- I 'Ij;-)- = [°00 ¢~(x)'Ij;_(x)dx, (¢+ I 'Ij;+)+ = 100 ¢~(x)'Ij;+(x)dx. 
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Since rp_, 'l/J- E AC(R~) and rp+, 'l/J+ E AC(R;) then, integrating by parts in the usual 
manner, eqn (1.50) can be reduced to 
rp':.(O-)'l/J-(O-) - rp~(O+)'l/J+(O+) = O. (1.51) 
Now suppose po is self-adjoint and let rp = rp_ EB rp+ E {1)(pO) - 1)( PO)}. Equa-
tion (1.51) requires Irp_(0-)1 2 = Irp+(0+)1 2 and since rp rf. 1)(PO) then rp_(O-) -# 0 -# 
rp+(O+), so there is a ), E R such that rp_(O-) = e-iArp+(O+). 
If'l/J == 'l/J- EB'l/J+ is any other function in 1)(130 ) then substituting rp_(O-) = e-iArp+(O+) 
into eqn (1.51) yields 
eiArp~(O+)'l/J_(O-) - rp~(O+)'l/J+(O+) = 0 
and since rp rf. 1)(PO) then rp_(O-) -# 0 -# rp+(O+) so 'l/J-(O-) = e-iA'l/J+(O+) and it follows 
that for some )" 
1)(130 ) = {rp = rp_ EB rp+ E L2(R~) EB L2(R;) : rp± E AC(lR;) , 
rp,± E L2(lR;), rp_(O-) = e-iArp+(O+)} 
and 
pOrp = -i1i(rp'- EB rp~) Vrp E 1)(130 ). 
Let p~ be defined like po except that), is now arbitrary. Clearly p~ is symmetric and 
an extension of po. 
For rp E 1)(13~) and'l/J E 1) ((p~)t), we again arrive at eqn (1.51), which requires 
'l/J-(O-) = e-iA'l/J+(O+), so that 'l/J E 1)(p~) and it follows that p~ is self-adjoint for every 
), E lR. Thus 
{PA:), E R} = {p~:), E lR} = {p~:), E (-7l",7l"]). 
From section 1.5.2, we have Jo = (e/7l"m)PO and so the family {JA : ), E (-7l",7l"]), 
where fA = (e/7l"m)PA, constitutes the family of supercurrent operators for the system 
comprising two semi-infinite one-dimensional superconductors separated by a Josephson 
junction. 
Appendix F: Boundary 
Conditions for Self-Adjoint 
Extensions of no 
Our aim here is to find all the self-adjoint extensions of the operator HO from section 1.5.2 
and to show that each of these extensions can be characterised by a boundary condition 
at the junction. vVe shall do this by following the treatment of Exner and Seba [53J. 
Define 6.0 by 6.0 = (2m/h2)HO where HO is the closure of Ho . We have ([42, p 145],[58, 
pp 160,162]): 
HO = H~ (f) H+ 
with 
V(H±) = {1/J E H±: 1/J E A2(JR;),1/J" E H±,1/J(O±) = 1/J'(O±) = O} 
and 
h2 d21/J 
H±1/J = - 2m dx2 \;/1/J E D(H±) 
where A2(R;) denotes the set of continuously differentiable functions on R; which have 
absolutely continuous first derivatives. 
Let N+ and N_ be the deficiency spaces of 6.0 , i.e. 
N+ = {¢ E D(6.~) : (6.~ - i)¢ = O} , N_ = {¢ E D(~~) : (6.~ + i)¢ = O} 
and let 6.8 be a self-adjoint extension of ~o. The second formula of von Neumann [58, 
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p 238] tells us that there is a unitary mapping V of N+ onto N_ such that 
'D(~s) = 'D(~o) + {ip + Vip: ip E N+} 
and on 'D(~s), 
~s<I> = ~o1; + iip - iV ip 
where 
<I> = 1; + ip + Vip; 1; E 'D(D..o), ip E N+. 
The space N + is two-dimensional and possesses normalised basis functions 
gl = g- EB 0, g2=OEBg+, 
with 
g_ = 'YePx E rL, g+ = 'Ye-Px E H+ 
where p exp( -in / 4) and 'Y is a normalisation constant. Likewise for N _ we have 
normalised basis functions 
it = f- EB 0, 
with 
f- = 'YeP*x E'tL, 
where p* = exp(in/4). Now let 
so that 
2 
ip = L CXkgk, 
k=l 
i2=OEBi+, 
i+ = 'Ye-P*x E H+ 
2 
Vgk = LUjkfj, 
j=l 
ip = H ~ Ok (qk+ ~ Ujk!j) . 
Now since (Ujk) is a 2 x 2 unitary matrix than we have a four-(real)-parameter family 
of self-adjoint extensions. This can be reduced to a two-parameter family by symmetry 
considerations. We have assumed dynamical symmetry of the superconducting system 
about the junction. This means that the effect of the junction on a supercurrent flowing 
left to right is the same as that on a supercurrent flowing right to left. Since the dynamics 
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are governed by the Hamiltonians, then .6..8 , and consequently ii, should be invariant with 
respect to the interchange of gl, hand g2, h. It follows that we have 
U11 = U22 == U, U12 = U21 == V 
or 
Ujk = U8jk + v(l - 8jk ). 
Next we shall show that each of the self-adjoint extensions, as specified by a unitary matrix 
(Ujk), can be identified with a corresponding boundary condition at the junction. Firstly, 
we note that each <1> E 'O(.6.. s ) is of the form <1> = <1>1 + <1>2 where 
<1>1 = (h + a1g1 + (a1 u + a2v )!1, <1>2 = (P2 + a2g2 + (a1 v + a2u)h (1.52) 
with 
(1)1 = ¢- EB 0, ¢- E 'O(Hc:..); ¢2 = ° EB ¢+, ¢+ E 'O(H+). 
We then choose boundary conditions 
<1>10 -a<1>~o + b<1>;o (1.53) 
<1>20 = a<1>;o - b<1>~o (1.54) 
where a dash signifies a derivative with respect to x and a subscript ° denotes the function 
evaluated at the junction. Substituting (1.52) into (1.53) or (1.54) and equating the 
coefficients of the arbitrary constants a1,a2 yields 
1 + U = -a(p + p*u) - bp*v (1.55) 
v -ap*v - b(p+ p*u). (1.56) 
Provided the denominators are non-zero, we have 
p*V2 - (1 + u)(p + p*u) 
a = '----'----=-.:......::..------'-~ (p + p*u)2 - (p*v)2 ' 
b = (p* - p)v 
(p+ p*u)2 - (p*v)2 (1.57) 
b2 - a2 - a(p + p*) - 1 
U = -------"--~-(1 + ap*)2 - (bp*)2 ' 
V= (p*-p)b 
(1 + ap*)2 - (bp*)2' (1.58) 
A~e~~F M 
Using the unitarity conditions 
lul2 + Ivl2 = 1 and uv* + vu* = 0, 
the parameters a, b as given by (1.57) can be shown to be real. One can also show that 
(1 + ap*)2 - (bp*)2 = ° is not satisfied for any real a, b. So every a, bE R determines a u, v 
and hence a self-adjoint extension and every pair u, v which does not satisfy (p + p*u)2 -
(p*V)2 = ° determines real parameters a, b which in turn identify a particular boundary 
condition at the junction. 
For the case p + p*u = p*v, i.e. u = i + v, we try the following boundary conditions: 
<1>~0 + <1>;0 
° 
(1.59) 
<1> 10 + <1>20 c( <1>;0 - <1>~0)· (1.60) 
SUbstituting (1.52) into (1.59) and (1.60) and equating the coefficients of the arbitrary 
constants 0:1,0:2 we get p + p*u p*v, as required. Provided v =I- 0, we have, by eqn 
(1.60), 
(i - 1)v - 1. 
c= J2v 
Using the unitarity conditions, which, for u = i + v, reduce to the single equation 
1 . Ivl2 + 2(v* - V)2 = 0, 
one can show that c is real. We also have 
1 
v = i -1- J2c' 
which is defined for all c E R. 
For the case p + p*u = -p*v, i.e. u = i-v, we try the following boundary conditions: 
<1>~0 - <1>;0 
° 
(1.61) 
<1>10 - <1>20 d<1>~o (1.62) 
Substituting (1.52) into (1.61) and (1.62) and equating the coefficients of the arbitrary 
constants 0:1,0:2 we get p + p*u = -p*v, as required. If v =I- 0, then we can use eqn (1.62) 
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to express d in terms of v. We have 
d = yI2(1 - i)v - 1 
v 
For u = i-v, the unitarity conditions are reduced to the equation 
Ivl2 + ~(v - v*)i = 0 
and by using this, d can be shown to be real. We also have, 
v2 
v =--=--
v2 - iv2 - d' 
which is defined for all d E R. 
Finally, for the case v = 0 and p + p*u = 0, i.e. v = 0, u = i, the unitarity conditions 
are satisfied automatically and the appropriate boundary condition is 
<1>~0 = <1>;0 = o. (1.63) 
To verify this we substitute (1.52) into (1.63) and equate the coefficients of the arbitrary 
constants aI, a2 to get v = 0 and p + p*u = 0, as required. 
We have now covered all possible u and v and have thus shown that each self-adjoint 
extension, as determined by a particular unitary map V, can be characterised by a bound-
ary condition at the junction. In section 1.5.2 we have incorporated boundary condition 
(1.63) into boundary conditions (1.61) and (1.62) by formally extending the range of d to 
RU {oo}. 
Chapter 2 
ADAPTED OBSERVABLES 
In chapter 1 the set of ideal observables was identified with the set of maximal symmetric 
operators. Such observables are defined irrespective of how they are measured. We saw 
how the notion of approximate observable was useful in describing the non-ideal measure-
ment of observables due to the finite resolution of the measuring device (MD). 
In this chapter we consider other aspects of measurement which warrant a description 
in terms of adapted observables, which are obtained from the (ideal) observables by a 
particular process which will depend on the nature of the measurement. For example, the 
approximate observables of chapter 1 are obtained from the original ideal observable by a 
randomisation process involving a confidence function which reflects the finite resolution 
of the MD. 
2.1 Unsharpness and Closely Related Families of Observ-
abIes 
We have already seen in chapter 1 how a measurement of an observable made with an MD 
of limited resolution may be described in terms of a non-orthogonal GRI. The position 
observable which was used to illustrate this is especially relevant as it has a continuous 
spectrum. We wish now to demonstrate how a similar situation can arise even when we 
are dealing with observables which possess purely discrete spectra. 
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The fact that an MD has a finite resolution means that it may well be impossible to 
distinguish a related set of maximal symmetric operators. This is best illustrated with 
an example. Consider the family of momentum observables for a particle confined to an 
interval J of finite length L. This is represented by the family of self-adjoint operators 
{P>"(J) : A E (-7f', 7f']) from appendix A. Each P>"(J) has eigenfunctions ¢~ and eigenvalues 
P~, where n = 0, ±1, ±2, .... and 
1 -i.p~x ¢~(x) = yTe , 1i P; = (27f'n + A)i' 
To pick out a particular P>"(J) we may, say, try to obtain its eigenvalues by measurement 
since these are unique to P>"(J). But this is generally impossible with an MD of finite 
resolution since the eigenvalues of P>"(J) will, for some A' # A, lie too close to those of 
p>..' (J) to be distinguished. In a recent paper [29] operators like p>..( J) are utilised to 
model superconducting ring devices with a Josephson junction; the parameter A is seen 
there to be determined by an externally applied magnetic field. As A is continuous then 
a confidence function should be introduced to establish realistic PDFs for describing the 
values recorded by the MD. 
Since the family {P>"(J) : A E (-7f', 7f']) constitutes the set of self-adjoint extensions 
of the symmetric operator Po(J) (appendix A), we have here an example of a symmetric 
operator associated with a family of observables (cf. section 1.3.3). 
Let ¢ E D(Po(J)), then for every A E (-7f',7f'], we have 
(¢ I Po(J)¢) = i: o:da(¢ I E(P>"(J); o:)¢) 
and 
Ilpo (J)¢11 2 = i: 0:2da(¢ I E(P>"(J); o:)¢). 
For a given A E (-7f', 7f'] the spectral function E(P>"(J); 0:) is defined, in Dirac's Bra-Ket 
notation, by 
N 
E(P>"(J);o:) = L I¢~)(¢~I 
n=-oo 
where 
1i 1i (27f'N + A)i ::; 0: < (27f'(N + 1) + A) i' 
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and we have 
00 
pA(J) L: P;I¢~)(¢~I 
n=-oo I: adaE(PA(J); a). 
Suppose that we desire to measure observable pAo (J). For sake of clarity, we shall 
assume Ao = 0. 1 There is no loss of generality in doing this since for non-zero Ao, the 
parameter A can take values from the interval (-7r + Ao, 7r + Ao] as any interval of length 
27r will suffice. 
Introduce a confidence function g(A) defined on (-7r, 7r], i.e. g(A) is a probability 
density function peaked at, and symmetric about, A = O. We assume the variance V(g) 
satisfies 
V(g) « 47r2, 
i.e. (hi L)2V(g) is much less than the spacing between the eigenvalues of each observ-
able pA(J). This condition ensures that all uncertainty in a nominal value P~o can be 
associated with Ao. 
Ideally, the probability that a measurement of observable pAo (J) will return a value 
of P~o, for a given state ¢ E V( Po( J)), is 
l;o(n) == (¢ I P;o¢) 
where p~o == I¢~o)(¢~ol. 
More realistically, the probability would be 
I;O(g; n) == I: g(A)(¢ I P;¢)dA (2.1) 
assuming RHS (2.1) is defined. To see that RHS (2.1) is indeed defined we note the 
following: 
(¢ I P;¢) = ± 11 e- i (211'n+A)x/L¢(X) dX I 2 , 
IThis operator is often identified with the momentum observable for a particle constrained to move on a 
circle of circumference L, see for example [29]. However, operators pA(J) for>. # 0 are not appropriate as 
candidate momentum observables for such a system and the discussion here is relevant only to an interval 
of the real line. See appendix G for more discussion on this point. 
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which may be recast in the form 
(¢ I P;¢) = 2; 1 (F1)) (A/L)1 2 
where 
-:i.( { e-i211"n3:.,1,( <pX)= L<pX) 
o 
'ix E J 
'ix rf. J 
and F1) is the Fourier transform of 1), i.e. 
(F1)) (AIL) = ~ 100 e- i f;X1)(x)dx. 
v 27r -00 
Since F is an isometric mapping of L2(JR) onto L2(R) [25, p 59] then 1 (F1)) (A/ L) 12 is 
integrable on R. It follows that g(A)(¢ I P;¢) is an integrable function of A on (-7r, 7r]. 
We also have 
;;1;O(g;n) =;; [:9(A)(¢ I P;¢)dA 
= [11"11" g(A) IJ¢ I P;¢)dA = [11"11" g(A)dA = I, 
n 
where we have used proposition 4.4.7 in [63] to enable us to perform the summation 
inside the integral. So U;o (g; n) : n = 0, ±1, ±2, .... } forms a discrete probability density 
function. We can formally express 1;0(g; n) thus: 
1;0(g;n) = (¢ I F(P>'o(J),g;n)¢) 
where 
F(P>'o(J),g;n) = [: dAg(A)P;. 
Now the set 
{F(P>'O(J), g; n) : n = 0, ±1, ±2, .... } 
constitutes a formal discrete GRr, and it is this object which represents the adapted 
observable. Of course, it is only the probabilities 1;0(g; n) as given by (2.1) which have 
any direct physical meaning. We shall now determine the mean and variance of this 
adapted observable and in doing so demonstrate that the family 
{F;O(g; n) : ¢ E V(Po(J))}, 
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where F;O(g; n) is the discrete PDF defined by 
n 
F;O(g;n) = L f;O(g;m), 
m=-oo 
is not a maximal family of PDFs. 
The mean is given by 
Now 
[(Po(J),g;¢) = LP~of;O(g;n). 
n 
I;P~Of;O(g;n) = I;p~o i: g(),)(¢ I P~¢)d)' 
= I; i: P~g(),)(¢ I P~¢)d)' 
+ L i: (P~o - P~)g(),)(¢ I P~¢)d)' 
n 
~ 111" n 
= (¢ I Po(J)¢) + -11" L(),O - ),)g()')d)" 
where we have used 1: g()')d)' = L(¢ I P~¢) = 1 
n 
and 
L P~(¢ I P~¢) = (¢ I Po(J)¢). 
n 
Since ),0 = 0 = J~1I" ),g()')d)' then the second term of RHS (2.2) is zero and we have 
[(Po(J) , g; ¢) = (¢ I Po(J)¢). 
The variance is given by 
V(Po(J), g; ¢) = L(p~0)2 f;O(g; n) - [(Po(J), g; ¢)2 
n 
= L 1: (P~ + p~o - p~)2g(),)(¢ I P~¢)d)' - (¢ I po(J)¢)2 
n 
= I; 1: {(P~)2 - (2~)') P~ + (n;) 2} g(),)(¢ I P~¢)d)' - (¢ I Po(J)¢)2 
= Ilpo (J)¢11 2 + (~) 2 i: ),2g()')d)' - (¢ I po(J)¢)2, 
(2.2) 
(2.3) 
(2.4) 
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where we have used (2.3) and (2.4) as well as 
[7r7r >.g(>.)d>. = 0 and '2)p;)2(¢ I P;¢) = Ilpo(J)¢11 2 . 
n 
So 
~ ~ (1i)2 V(Po(J), g; ¢) = V(Po(J); ¢) + L V(g), 
where 
V(Po(J); ¢) == Ilpo(J)¢11 2 - (¢ I Po(J)¢)2. 
Hence the mean is unchanged but we have an increase in the variance of (1i/L)2V(g); 
clearly 
{F;O(g; n) : ¢ E 1)(Po(J))} 
is not a maximal family. 
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2.2 Unsharpness and Decomposable Maximal Symmetric 
Operators 
In the previous section an observable had to be adapted to take into account the fact that 
it may not be distinguished from other observables in a closely related family. We now 
wish to consider the possibility that the Hilbert space itself may not be sharply defined 
and see how to adapt observables in this case. 
We are to consider the system of an otherwise free particle confined to a semi-infinite 
interval Jw = [w,oo). The appropriate Hilbert space for this system is 1t(w) = L2(Jw). 
Suppose there is some uncertainty as to the precise value of w, i.e. w is to be treated 
as a variable; we will assume it can take any value in a finite interval n of R. Physically 
this corresponds to the constraint at w not being totally rigid. To describe this we shall 
employ an extended system, the states of which are to be unit vectors in the direct integral 
Hilbert space 
1tffi = lnffi 1t(w)dw, 
and these are denoted by 
¢ffi = lnffi ¢(w)dw, ¢(w) E 1t(w). 
As the uncertainty in w is assumed to be due only to our ignorance then not every ¢ffi E 1tffi 
is a valid pure state of the extended system. So a general ¢ffi is to be regarded as a mixed 
state. Indeed there are no pure states at all on account of the continuity of the Lebesgue 
measure, reflecting the fact that we could never fix w to a particular value with unlimited 
precision. 
This lack of correspondence between unit vectors and pure states has the form of a 
'continuous superselection rule', which is a generalised notion of the more familiar discrete 
type [64]. Consistency demands that a maximal symmetric operator defined in 1tffi can 
represent an observable for the extended system only if it is decomposable, i.e. it is of the 
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form 
AEIl = kEll A(w)dw, 
where AEIl leaves all subspaces H~ == J.~cn H(w)dw invariant. 
Example: The momentum operator for a particle on [w, 00) is given by 
v(p(w)) = {1> E H(w): 1> E AC(w, 00), 1>' E H(w),1>(w) = O} 
and 
~ d1> (~) P(w)1> = -in dx \;/1> E v P(w) , 
where P(w) is maximal symmetric with deficiency indices (1,0). 
The momentum operator for the extended system is taken to be 
~ rEll ~ pEIl = in P(w)dw, 
which is defined on 
V(pEIl) = {1>EIl E HEll: 1>(w) E V(P(w)), 10 IIp(w)1>(w)ll: dw < oo}. 
In the absence of a relevant theorem, we can only surmise that pEll is maximal symmetric.2 
In particular, we should stress that pEll is not an approximate observable. All the uncer-
tainty associated with w is built into the state of the extended system. 
2To add credibility to this conjecture, we give, in appendix H, a generalisation of a result due to Reed 
and Simon [65, pp 283-284] concerning the self-adjointness of a particular class of direct integral operator. 
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2.3 Measuring Devices of Limited Range 
Any realistic measuring device (MD) is sensitive to only a finite range of observable values. 
In this section we shall see how to adapt (ideal) observables so that they respect this 
limitation. 
Orthodox Observables 
Let A be a not necessarily bounded self-adjoint operator defined in a Hilbert space 1t 
and suppose the MD used to measure A has a finite range A = ('\1, .\2J. Generally, the 
(maximal) family of PDFs generated by the spectral function of A will not yield the correct 
description for the measurement of A made with such a device. For a start, the probability 
of the MD returning a value which lies outside A should be zero, but the PDF generated 
by E(A;'\) generally contradicts this. The correct probability of obtaining a result in ~ 
is given by 
F(A, A, ¢;~) == (¢ I E(A; ~ n A)¢), 
where F(A, A, ¢;~) is a non-normalised probability measure which agrees with the ideal 
one if and only if ~ S; A and is notably zero if ~ n A = 0. The corresponding non-
normalised PDF is 
F(A, A, ¢;.\) = (¢ I E(A, A; .\)¢) 
where E(A, A;.\) is a non-normalised ORI defined by 
E(A; .\1) .\:::;.\1 
E(A, A;.\) = ~ E(A;.\) .\1 < .\ :::; .\2 
E(A; .\2) .\ > .\2. 
Let us introduce the operator AA defined by 
AA = i.\d>.E(A;.\) 
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where ..41\ is bounded, self-adjoint and possesses a unique (orthogonal) spectral function 
E(..41\; A) defined by 
o A:S A1 
E(..41\; A) = ~ E(..4; A) A1 < A:S A2 
I A> A2. 
" 
Though ..41\ would appear to be a natural choice for the adapted observable, it is obviously 
not the correct one, since E(..41\; A) does not coincide with E(..4, A; A). Note however that 
provided ~ lies in one of the intervals (-00, A1], A or (A2, (0) then we may use either of 
the measures E(..4, A;~) or E(..41\;~) as they are equivalent. For any other ~ though we 
must use E(..4, A; ~). For example, suppose we wish to measure the momentum P with 
such a device, here 1t = L2(R). If the state ¢ satisfies E(.5(; ~/)¢ = ¢ where ~' is a finite 
interval of R then, as is well known, E(P; ~")¢ = ¢ is satisfied only if ~" = R. For such 
a state the probability of obtaining any measured value of momentum should be strictly 
less than one if the MD is sensitive to only a finite range of momenta. Clearly though 
(¢ I E(P1\; R)¢) = 1 for all ¢ in 1t and so generally E(..41\; A) is not the appropriate 
choice for the adapted observable. A proper description is given only in terms of the 
non-normalised ORI E(..4, A; A). We conclude that the relevant adapted observable is 
E(..4, A; A) though ..41\ may be used with caution. 
Generalised Observables 
Now suppose ..4 is maximal symmetric but not necessarily self-adjoint. The adapted ob-
servable in this case is the non-normalised GRI 
F(..4; A1) A:S A1 
F(..4, A; A) = ~ F(..4; A) A1 < A :S A2 
F(..4; A2) A > A2 
where F(..4; A) is the generalised spectral function of A. Next we shall seek an operator 
..41\ analogous to that for the self-adjoint case. Recall that for ..4 self-adjoint, A bounded 
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and </> an arbitrary element of 1i, we have 
and if </> E V( A) then 
E(A; A)</> E V(A), 
AA</> = AE(A; A)</> 
AA</> = E(A; A)A</>. 
(2.5) 
(2.6) 
(2.7) 
It is not at all obvious that (2.5), (2.6) and (2.7) can be extended to apply in the general 
case where A need not be self-adjoint. It turns out that [11, p 133] 
F(A; A)</> E V(At) V</> E 1i, 
and, furthermore, we have 
('ljJ I At F(A; A)</» = l AdA ('ljJ I F(A; A)</» V'ljJ, </> E 1i. 
Now since AA == At F(A; A) is defined on 1i, it is bounded, and as (</> I AA</» is real for all 
</> in 1i then AA is symmetric [58, p 72]. Hence AA is self-adjoint. 
Also if we define AA on V(A) by 
AA = F(A; A)A, 
where AA is symmetric in 1i, then [61, pp 300-301] 
(AA)t = At F(A; A) = AA, 
l.e. AA is essentially self-adjoint with unique self-adjoint extension AA, this being the 
closure of AA' SO AA = F(A; A)A on V(A) and this completes the generalisation of (2.5) 
to (2.7). Now unless A is self-adjoint then AA is oflittle use. Clearly, as AA is self-adjoint, 
E(AA; A) is an OR!. So even if .6.. E A we generally do not have 
F(A, A; .6..) = E(AA; .6..) 
since the LHS need not be projector valued. 
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As a sideline we note that for ¢ E 1)( A) and for a partition {Ai} of lR, we have 
(¢ I A¢) = L)P(A; Ai )¢ I A¢) 
i 
L:(Atp(A;Ai )¢ I ¢) 
i 
L:(¢ I AAi¢)' 
We can thus obtain the expectation value of A by measuring observables which are repre-
sented by self-adjoint operators. Here we are presented with the possibility that a general 
maximal symmetric operator, which is associated with a POV measure, may be approx-
imated by a self-adjoint operator, which is associated with a PV measure. Indeed, as 
remarked in chapter 1, Wan and McLean [26] have recently shown that the mean value 
of an arbitrary orthodox observable, i.e. a self-adjoint operator, can be obtained to an 
arbitrary degree of accuracy by local orthodox position measurements. So, in principle, 
measurement of generalised observables may be approximated by local position measure-
ments. 
In the next section we consider a more drastic customisation of ideal observables which 
also results in a description of measurement in terms of non-normalised POV measures. 
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2.4 Local Observables 
Motivated by the fact that all realistic measuring devices (MDs) are of finite spatial extent, 
Wan and Jackson [66], following Haag and Kastler's introduction of local observables in 
quantum field theory [67], proposed a scheme whereby this limitation manifests itself in 
the observables measurable with such a device. Given an orthodox observable which can 
be represented by a bounded self-adjoint operator, this is adapted to an MD of a particular 
size by a localisation procedure. 
Definition 11 Let A be a bounded self-adjoint operator defined on L2(R) and let J be a 
finite interval of R. If 
A = E(X; J)AE(X; J) 
then A is called a bounded local observable in J. 
The localisation of A to J is defined by 
AJ = E(X; J)AE(X; J) (2.8) 
where AJ is clearly a uniquely defined bounded local observable in J. 
So, in Wan and Jackson's scheme, all observables represented by bounded self-adjoint 
operators defined on L2(R) that are measurable with a device of size J are assumed to be 
local observables in J. 
As remarked elsewhere [35] the localisation process cannot be directly extended to 
unbounded self-adjoint operators for two reasons: Firstly the range of E(X; J) may not 
be a dense subset of the domain of A and secondly even if E(X; J)AE(X; J) is densely 
defined it may not be self-adjoint and may not even possess self-adjoint extensions. To 
circumvent this it was proposed in [66] that the localisation process be applied to the 
spectral measures of unbounded self-adjoint operators. However this gives rise to further 
problems such as a localised projector will not necessarily be a projector itself. 
Wan and coworkers have since developed other more elaborate strategies for localising 
unbounded self-adjoint operators directly. However, in view of our generalised notion of 
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observable which need not be associated with a self-adjoint operator or with a PV measure, 
we shall reconsider the scheme of Wan and Jackson and promote localised observables as 
examples of adapted observables. We shall also consider a weaker notion of local observable 
than that in [66J which ties in with Wan and Sumner's concept of local values [69, 70J. 
2.4.1 Local POV Measures 
We can apply (2.8) to each projector in the range of the spectral measure E(A;.) of a 
self-adjoint operator A defined in L2(JR). This yields the non-normalised POV measure 
EJ(A;.) defined on the Borel sets .6. of JR by 
EJ(A;.6.) = E(X; J)E(A; .6.)E(X; J). 
We then interpret EJ(A.;.) as describing the measurement of observable A. with an MD of 
finite spatial extent J. In other words EJ(A.; .) is an adapted observable which respects the 
finite size of the MD as characterised in [66J. SO the probability of obtaining a measured 
value in .6. when the state of the system is ¢ is given by 
PJ(A., ¢;.6.) = (¢ I EJ(A.; .6.)¢). 
With this interpretation, the fact that EJ(A;.6.) is not normalised, i.e. EJ(A; JR) < I, 
is not a problem since g:JJ(A., ¢; JR) = (¢ I E(X; J)¢) is just the probability that upon 
measurement, the system in state ¢ is found to lie in J. 3 
We wish now to attempt to localise an unbounded observable in a similar way to how 
we would for a bounded observable. Specifically, we wish to consider the possibility of 
localising the momentum operator P to an interval J = [j1, hJ where -00 < j1 < h < 00. 
Recall that P is defined on 
by 
D(P) = {¢ E L2(JR) : ¢ E AC(JR) , ¢' E L2(JR)} 
P¢ = -in d¢ 
dx' 
3Prugovecki also advocates, though for different reasons, the use of non-normalised POV measures for 
the representation of observables [28, p 65). 
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If we attempt to localise P to J we immediately run into domain problems since if ¢ E 
AC(JR) then E(X; J)¢ E AC(JR) if and only if ¢(jd = ¢(h) = o. So we tentatively define 
PJ by 
D(PJ) = {¢ E D(P) : ¢(jl) = ¢(h) = O} 
and 
PJ¢ = E(X; J)PE(X; J)¢ v¢ E D(PJ). 
Introduce the operator PJ defined by 
D(PJ) = D(PJ) 
and 
PJ¢ = P¢ v¢ E D(PJ). 
One can easily show (follow the proof in [21, pp 106-108]) that pj P, i.e. PJ is 
essentially self-adjoint with unique self-adjoint extension P. Now since 
D(PJ) = {¢ E D(PJ) : PJ¢ E D(E(X; J))} 
and 
PJ ¢ = E(X; J)PJ ¢ v¢ E D(PJ), 
then it follows [61, pp 298-301] that 
pj = PjE(X; J)t = PE(X; J) 
with domain 
D(Pj) = {¢ E D(E(X; J)) : E(X; J)¢ E D(P)} 
= {¢ E L2(R) : ¢ E AC(J), ¢' E L2(JR), ¢(jd = ¢(j2) = O} . 
So we have, 
D(PJ) = D(Pj) n AC(JC ) C D(Pj) 
and 
Pj¢ = PJ¢ V¢ E D(PJ). 
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Hence pJ => PJ and PJ is a non-maximal symmetric operator. Clearly EJ(P; A) cannot 
be a (generalised) spectral function of PJ since lim,\->oo EJ(P; A) i- 1. However, we do 
have, for arbitrary ¢ E V(PJ) and'IjJ E L2(R), the following 
I: A2d,\(¢ I EJ(P; A)¢) < 00, 
('IjJ I PJ¢) = I: Ad,\ ('IjJ I EJ(P; A)¢) 
and 
IlpJ¢11 2 = I: A2d,\ (¢ I EJ(P; A)¢). 
Note that although PJ possesses maximal symmetric extensions which can serve as observ-
ables, it is the non-normalised POV measure EJ(P;,) which is the appropriate adapted 
observable. 
Those localised PV measures which are themselves projector valued are revealed by 
the following [17] 
Proposition: If PI and P2 are projectors defined on the same Hilbert space 1t then 
PI P2A is a projector on 1t if and only if A and P2 commute. 
So, for example, the non-normalised POV measure EJ(P;,) is not projector valued. 
2.4.2 Weakly Local POV Measures 
Definition 12 The local decomposition of a bounded operator A defined on L2(R) with 
respect to a finite interval J is defined to be 
A = E(X; J)AE(X; J) + E(X; J)AE(X; JC) 
+ E(X; JC)AE(X; J) + E(X; JC)AE(X; JC), JC = R- J. (2.9) 
Definition 13 If A is a bounded operator defined on L2(R) such that its local decom-
position with respect to a finite interval J consists of the first three terms only, i. e. 
E(X; JC)AE(X; JC) = 0, then A is called weakly local in J. 
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Clearly all local operators are weakly local but the converse is not true. The crucial 
difference between local and weakly local operators is that the latter allow correlations 
between J and JC in the sense that for ePJ of support in J only and 'ljJJc of support in JC 
only, (ePJ I A'ljJJc) and ('ljJJc I AePJ) need not vanish for A weakly local in J whereas they 
do vanish for A local in J. 
We can introduce a weak localisation procedure analogous to the localisation procedure 
of definition 11. 
Definition 14 The weak localisation of a bounded operator A defined on L2(R) to a finite 
interval J is defined by 
AWJ = ECi; J)AE(X; J) + E(X; J)AE(X; JC) + E(X; JC)AE(X; J), 
or, equivalently, 
AWJ = A - E(X; JC)AE(X; JC). 
If a bounded operator A, defined on L2(R) == H, is localised to J to yield AJ and 
weakly localised to J to yield AWJ then we have 
(ePJ I AJePJ) = (ePJ I AWJePJ) = (ePJ I AePJ) 
and 
('ljJJC I AJ'ljJJc) = ('ljJJc I AwJ'ljJJc) = 0 
i= ('ljJJc I A'ljJJc) generally, 
where ePJ and'ljJJc are as above. 
If J' c J then 
AJ' = (AJ)J' 
and 
AWJI = (AwJ )WJI' 
In other words if we localise (weakly localise) A to an interval J and then to an interval 
J' contained in J, this is equivalent to localising (weakly localising) A directly to J'. This 
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'isotony' property is clearly an important one, especially for the interpretation of local 
observables. It ensures consistency between measurements made with MDs of size J and 
J' c J for states with support contained in J'. 
Note that for an arbitrary ¢ E 'H, although (AwJ¢) (x) for x E J depends on the value 
of ¢(x) for x E JC, this is clearly not so for (AJ¢) (x) in view of the fact that AJ and 
E()(; J) commute. In particular we have for general ¢ E 'H, 
(AwJ¢) (x) = (A¢) (x) i= (AJ¢) (x) for x E J. 
We will see shortly that attempting to introduce weakly local POV measures as adapted 
observables and thus extend the notion of local observable is not straightforward. Indeed 
we shall show that all (non-normalised or otherwise) POV measures which are weakly 
local are in fact local. 
Though the introduction of weakly local operators may be justifiable on grounds of 
generality, further study would be of only mathematical interest were it not for the ex-
istence of a class of observable represented by weakly local, but not necessarily local, 
operators. Such observables arise naturally if we want to attach physical meaning to the 
local values of Wan and Sumner, the theory of which we outline next. 
2.4.3 Local Values and Semilocal Operators 
In an attempt to overcome some of the difficulties associated with Bohm theory, Wan and 
Sumner [69] introduced the concept of 'spatial distribution of observable values'. This led 
to the notion of 'local values' [70]. The idea is as follows. 
Suppose we partition the real line R into a union of disjoint intervals {Ji} i.e. R = UiJi 
and Ji n Jj = 0, i i= j, where all the Ji are assumed to be of finite length. If A is a bounded 
self-adjoint operator defined on 'H = L2(R) then we have for every ¢ E 'H the following 
decomposition, 
(¢ I A¢) = l)¢ I AJi ¢) 
i 
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where 
AJ; = ~ {AE(X; Ji) + E(X; Ji)A} . 
For a given i the value (¢ I AJ;¢) is called the local value of A in Ji and, on account of 
AJ; being self-adjoint, this is the expectation value of the orthodox quantum observable 
represented by AJ;. We shall call operators of the form 
ASJ = ~ {E(X; J)A + AE(X; J) } 
semilocaloperators. Clearly if ASJ is semilocal then 
E(X; JC)AsJE(X; JC) = 0 
and 
E(X; J)AsJE(X; J) = E(X; J)AE(X; J) =1= ASJ generally. 
So a semilocal operator is an example of a weakly local operator which need not be local. 
For A self-adjoint, ASJ is then an example of a weakly local observable in J and this gives 
physical meaning to the local value (¢ I ASJ¢)' SO the expectation value of an arbitrary 
orthodox observable which may be represented by a bounded self-adjoint operator can be 
obtained from expectation values of semilocal observables. 
There are two outstanding difficulties with this scheme. The first concerns the same 
difficulty we encountered with local operators in extending these ideas to cater for un-
bounded operators, in that ASJ for unbounded self-adjoint A is generally only symmetric 
and may not possess a self-adjoint extension. Allowing maximal symmetric operators 
to represent observables overcomes some of these problems. The second difficulty has 
to do with the interpretation of the local values themselves. For example, if we take 
A = E(P; Do.) where E(P; .) is the spectral measure of P then, as we shall see, the local 
value (¢ I EsJ(P; Do.)¢) where EsJ(P; Do.) = (1/2){E(X; J)E(P; Do.) + E(P; Do.)E(X; J)} 
may be negative. So although the 'global value' (¢ I E(P; Do.)¢) may be interpreted as a 
probability, the local values generally cannot. These local 'negative probabilities' would 
still be measurable since they are expectation values of self-adjoint operators and can be 
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regarded as local contributions to the overall (global) probability even though individually 
they cannot represent probabilities in the usual sense; cf. [71]. 
Theorem 12 Every positive weakly local operator defined on L2(R) is local. 
Proof: Let A be a bounded operator defined on 1i = L2(JR) which is weakly local in an 
interval J of R, i.e. 
A = E(X; J)AE(X; J) + E(X; JC)AE(X; J) + E(X; J)AE(X; JC). 
If A is positive, i.e. 
(¢ 1 A¢) 2: 0 V¢ E 1i 
then the generalised Schwartz inequality [61, p 262] is satisfied, that is: 
1 (?jJ 1 A¢) 12 :S (?jJ 1 A?jJ)( ¢ 1 A¢) V?jJ, ¢ E 1i. (2.10) 
Suppose ¢ = E(X; JC)rJ where rJ is an arbitrary element of 1i, then we have 
(¢ 1 A¢) = 0 
and it follows from (2.10) that 
1(?jJ 1 A¢)12 :S 0, 
i.e. 
(?jJ 1 AE(X; JC)rJ) = 0 V?jJ, rJ E 1i. 
So now we have, 
AE(X; JC) = 0 
and 
E(X; JC)A = (AE(X; JC)) t = 0, 
where we have used the fact that A is self-adjoint on account of it being a positive operator 
defined on 1i. Hence 
A = E(X; J)AE(X; J), 
i.e. A is local in J. 
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To see that for arbitrary J and arbitrary~, the local value (¢ I EsJ(P; ~)¢) is negative 
for some ¢ E L2(R), we note that 
[ESJ(P;~),E(X;J)] = ~ [E(P;~),E(X;J)], 
which, as is well known, does not coincide with the zero operator O. Clearly, an operator 
which is local in J commutes with E(X;J), so ESJ(P;~), though weakly local in J, is 
not local in J. Hence, by theorem 12, (¢ I EsJ(P; ~)¢) is not positive for all ¢ in L2(R). 
This result is not an unexpected one in view of the many no-go theorems preventing a 
true phase-space formulation of quantum mechanics [2, 45, 72, 73]. For example, introduce 
the operator-valued set function B(~ X J) defined on the phase space r = R x R by 
B(~ x J) = EsJ(P; ~). 
This can be extended to a measure on r in the usual manner, the marginals of which are 
given by 
B(~ x R) = E(P; ~) 
B(R x J) = E(X; J). 
Now since B(~ x R) and B(R x J) are non-commuting projectors then, by theorem 2.1 
in [2, p 39]' ESJ(P;~) cannot be a positive operator for all ~ x J. 
2.4.4 Field-Operators 
We are to consider here the apparent locality implicit in the field-operator formulation of 
orthodox quantum mechanics [74]. The field-operators ~t(x) and ~(x) are respectively 
interpreted as effecting the creation and annihilation of a particle at the point x E 1R 
[75, pp 133-134]. If {Uk} is an orthonormal basis for the single-particle Hilbert space 
11(1) == L2(R), then ~t(x) and ~(x) are defined on the corresponding Fock space 11F by 
~t(x) = L uk(x)at 
k 
~(x) = L uk(x)ab 
k 
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where at and ak are the creation and annihilation operators for a state 11k) in 'H,F which 
corresponds to the element Uk of 'H,(l). Assuming the relevant particles are bosons then 
at and ak satisfy the commutation relations 
[ak' an = 8ktI 
[- - J [-t -t] -0 ak,al = ak,a1 = , 
where! and 0 are the identity and zero operators on 'H,F. For the field-operators ~t(x) 
and ~(x) we then have 
[~(x),~t(x')] = 8(x - x')! 
[~(x),~(x')] = [~t(x),~t(x')] = O. 
The field-operator representation of a self-adjoint operator A defined in 'H,(l) is given by 
A = f: dx~t(x)A~(x). (2.11) 
To see the equivalence of the two representations we note the following. Let IIp) and Ilq) 
be single-particle states in 'H,F corresponding to up and u q in 'H,(1). We have 
Allq) = f: dx~t(x) ~ (AUk) (x)akllq) 
and since akllq) = 8kq I0), where 10) denotes the vacuum state, then 
so that 
Allq) = I: dx (Auq) (x) ~uk(x)llk)' 
(lpIAllq) = I: dxu;(x) (Auq) (x) 
(Up I Auq). 
In view of the fact that A, as given by (2.11), has the form of an integrated density on 
JR, it is tempting to view AJ defined by 
AJ = l dx~t(x)A~(x), 
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where J is a finite interval of JR, as a kind of local observable associated with J. However, 
AJ is generally not self-adjoint. This becomes clear when AJ is expressed in terms of the 
creation and annihilation operators at and ak. We then have 
AJ = LL r dxuk(x) (AUl) (x)atal 
k l JJ 
L L(1~5(X; J)Uk I AUl)atal 
k l 
and 
A~ = L L(Auk I E(X; J)ul)atal' 
k l 
Hence 
-t - ~~ ~ ~ ~ ~ (lpl(AJ - AJ)llq) = (up I (AE(X; J) - E(X; J)A)uq), 
which is zero for arbitrary up, uq E 'H(l) if and only if A and E(X; J) commute. This is 
true in particular if A is local in J in the sense of definition 11. For example, consider the 
case where A is the identity operator on 'H(l). We have 
AJ = r dx{}(x);j;(x) = /00 dx;j;t(x)X)x);j;(x), JJ -00 
and so AJ is just the field-operator representation of E(X; J). Now since the particle-
number operator N is given by 
N = i: dx;j;t(x);j;(x), 
then it is usual to interpret AJ as the particle-number operator for J [76, p 43J. In other 
words, the eigenvalues of AJ are taken to be the possible numbers of particles in J. The 
validity of this interpretation is borne out by the following illustration [77J: 
Using the commutation relations involving ;j;t(x) and ;j;(x') one arrives at 
AJ;j;(x) = ;j;(x)AJ - 1 dx' 8(x - x');j;(x') 
and 
AJ;j;t(x) = ;j;t(x)AJ + 1 dx' 8(x - x');j;t(x'). 
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So that if I¢) is an eigenstate of AJ with corresponding eigenvalue nJ then 
and 
AJ~(x)I¢) = { (nJ~-l)~(x)I¢) 
nJ?jJ(x)I¢) 
xEJ 
xrf-J 
AJ~t(x)I¢) = { (nJ~+ l)~t(x)I¢) x E J 
nJ?jJt(x)I¢) x rf- J. 
In the context of non-relativistic quantum field theory, where the field operators ~t(x) 
and ~(x) are obtained by a 'second quantisation' of the free Schrodinger field [78, § 1.7], 
seemingly local observables emerge quite naturally. Take for instance the field Hamiltonian 
in one dimension and at time t = O. This is given by [75, p 148]: 
H = [: dxH(x), 
where 
1i2 ~ d2 ~ 
H(x) = --?jJt(x)-?jJ(x). 
2m dx2 
So H is just the one-dimensional free particle Hamiltonian jj = -(1i2/2m)d2/dx 2 lifted 
up to the field via eqn (2.11). Now jj is formally a local operator and so one can justify 
the interpretation of H( x) as a local observable density in that JJ dxH( x), where J is an 
arbitrary finite interval, is formally self-adjoint. A similar interpretation does not however 
apply to all field observables. For example, consider lifting up to the field the self-adjoint 
operator EC?;.6..) for finite.6... As we know, 'chopping off' the integral does not yield a self-
adjoint operator even formally on account of the non-commutativity between EC?;.6..) and 
E()(; J) for arbitrary finite J. Generally then, quantum field theory cannot be considered 
a local theory insofar as physical meaning cannot always be given to the densities which 
arise as the integrands of the corresponding integrated observables. In particular, lifting 
up observables from quantum mechanics to quantum field theory does not introduce any 
extra locality. 
Appendix G: Momentum 
Operators for a Particle on a 
Circle and a Particle on an 
Interval 
In this appendix we wish to clarify a remark made in section 2.1 concerning the corre-
spondence or otherwise between the possible momentum operators for a particle confined 
to a finite interval of the real line and those for a particle constrained to move on a circle. 
Let J be the interval [0,211') in R and let 8 1 be the unit circle {(sin e, cos e) : e E J} in 
R2. The state of a particle confined to J is assumed to be an element of the Hilbert space 
1t(J) == L2(J) and the possible states of a particle on 8 1 are assumed to be elements of 
1t (81) == L2 (81). Now, as is well known, there is no unique momentum operator for the 
interval. For instance if we start with the 'minimal operator' Po(J) defined on Cgo(J) 
by Po(J) = -ind/dx, then Po(J) has the one-parameter family of self-adjoint extensions 
{pA(J): A E (-1I',1I'J) where 
V (pA(J)) = {¢ E 1i(J) : ¢ E AC(J), ¢' E 1i(J), ¢(O) = e-iA¢(211'-)} 
and 
pA(J)¢ = -in ~~ V¢ E D (pA(J)) . 
Note that the derivative d/de is well defined for all e E (0,211') in the usual manner. At 
100 
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B = 0 however, djdB is understood to be defined in terms of a right hand limit. Clearly, 
this feature is not characteristic of a space like Sl. The problem is that Sl is topologically 
distinct from 1; though Sl and 1 are isomorphic, they are not homeomorphic to one 
another [79, pp 232-233]. 
To define a global derivative on Sl we must introduce (at least) two overlapping coor-
dinate charts, say 
B1 E (0,21T) and B2 E (-1T, 1T) 
where the points B1 = 0+ and B2 = 0+ coincide with B = 0+. Now consider the operator 
PO(Sl) defined on Cgo(Sl) by po(Sl) = -inL where 
L = {d jdB1 B1 E (0,21T) 
djdB2 B2 E (-1T, 1T). 
Proposition: The operator Po( Sl) defined above is essentially self-adjoint in 1t( Sl). 
Proof: Define the operator p(Sl) on AC(Sl) by P(Sl) = -inL. Let ¢ E Cgo(Sl) and 
'ljJ E AC(Sl), so 
(Po(Sl)¢ I 'ljJ) 1s! (Po(Sl)¢)* (B)'ljJ(B)dB 
r21[- d¢* 
Jo+ in dB1 (B1)'ljJ(B1)dB1 
in {¢*(21T-)'ljJ(21T-) - ¢*(0+)'ljJ(0+)} 
21[- d'ljJ 
-in 1+ ¢*(e1) del (e1)dB1. (2.12) 
Since Cgo(Sl) C AC(Sl) then ¢(O+) = ¢(21T-) and 'ljJ(0+) = 'ljJ(21T-), so the first term in 
RHS (2.12) vanishes and we are left with 
(PO(Sl)¢ I 'ljJ) = (¢ I p(Sl)'ljJ), 
i.e. 
pJ(Sl) ;2 p(Sl). 
We now aim to show pJ(Sl) ~ p(Sl), and to do this it suffices to show 1) (pJ(Sl)) ~ 
AC(Sl). Let ¢ be an element of Cgo(Sl), whose support is in (0,21T) == 10 , in particular 
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we have 
¢(O) = ¢(O+) = ¢(2n-) = O. 
If'ljJ E D (pJ(Sl)) and 'ljJcv == pJ(Sl )'ljJ, then 
(Po(Sl)¢ I 'ljJ) (¢ l'ljJcv) 
r2rr- ¢*(Bl)'ljJcv(BddB1 Jo+ 
r2rr - {d r(h } Jo+ ¢*(B1) dB1 Jo+ 'ljJcv(a)da + c dB1, 
where c is an arbitrary constant. Integrating by parts yields 
(PO(Sl)¢ I ,p) = ¢'(B,) (10:' ,p~(",)d", + c) [ 
r2rr- ( r81 ) d¢* 
- Jo+ Jo+ 'ljJcv(a)da + c dB1 (B1) dB1' 
So now, via (2.13), we have 
r2rr- d¢* { r81 } Jo+ dB1 (B1) in'ljJ(B1) + Jo+ 'ljJcv(a)da + c dB1 = 0, 
and integrating by parts gives us 
r2rr - d { r81 } Jo+ ¢*(Bd dB1 in'ljJ(Bd + Jo+ 'ljJcv(a)da + c dB1 = 0, 
where we have again used (2.13). 
(2.13) 
(2.14) 
(2.15) 
The set Cgo(Jo) is dense in L2(Jo) and since ¢ is, by assumption, an arbitrary element 
of Cgo(Jo) then 
d~l {in'ljJ(B1) + 10:1 'ljJcv(a)da + c} dB1 = 0, 
i.e. 
i r81 
'ljJ(B1) = 1i Jo+ 'ljJcv(a)da + k 
where k is an arbitrary constant and it follows that 'ljJ( B) is absolutely continuous on 
(0,2n). To show that 'ljJ(B) is absolutely continuous on the whole of Sl we may repeat the 
above analysis using the chart B2 E (-n, n), i.e. consider instead ¢(B2) and'ljJ(B2)' Hence 
'ljJ E AC(Sl) and pJ(Sl) = p(Sl). 
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The operator p(S1) is known to be self-adjoint [80J. It follows that po(S1) is essentially 
self-adjoint with unique self-adjoint extension p(S1) which coincides with the closure of 
Po ( S1) [42, p 96J. 
So, although there are uncountably many momentum operators associated with an interval, 
there is a single preferred choice for the momentum operator associated with a circle, 
namely p(S1). We can compare p(S1) with the various P).,(J)s through the unitary groups 
they generate. Since p(S1) is self-adjoint in H(S1) then _i-p(S1) is the infinitesimal 
generator of a strongly continuous group {Ut : t E lR} of unitary operators on H(S1) [58, 
pp 220-221J. This can be expressed formally as Ut = exp ( _i-tP(S1)). The effect of Ut on 
an arbitrary element ¢ of H(S1) is given by 
(Ut¢)(8) = ¢ ([8 - t]) 
where [8 - tJ == (8 - t)modulo(27r) E [0, 27r). To see this, we note that locally Ut behaves 
like the familiar translation operator on lR associated with the momentum operator P in 
L2(lR) [42, p 363J. Now since {Ut : t E lR} constitutes a group then for· arbitrarily large t 
we can replace the action of Ut by a succession of local 'translations' UtI Ut2 .... such that 
~iti = t. In particular ift = 2n7r then Ut coincides with the identity operator on H(S1). 
For the case of the interval, we also expect that the unitary group associated with 
p)., (J) behaves locally like the standard translation group on lR. In this case we have the 
added complication of what happens to the wave function near the endpoints of J. 
Each), E (-7r,7rJ corresponds to a different momentum operator P).,(J) and so, by 
Stone's theorem, each), is associated with a distinct unitary group. Let {U/ : t E lR} 
denote the unitary group generated by -i-P).,(J), then for arbitrary ¢ E H(J), we have 
(ut¢) (8) = eim ).,¢ ([8 - tJ), (2.16) 
where m is an integer which satisfies 27rm = (8 - t) - [8 - tJ. 
To prove this, we will use the relation [58, pp 220-222J: 
)., /00 -i-tJ.Ld ~ (p~).,(J) ) Ut = -00 e J.LE ; f-t . 
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Consider an eigenfunction ¢~ of p>. (J), where 
Now 
1 -i-p!;o. ¢~(B) = fine , 'Ii P; = (271'n + ).) 271" 
100 e-it/Ld/LE (P>'(J);/-l) ¢~(B) = e-itP!;¢~(B) = ~ei2'!r(21l'n+>')(O-t) -00 V 271' 
= e-i-2'!r(21l'n+>.)((O-t)-[O-tj) ~ei21i11'(21l'n+>')([O-t]) = eim>.¢~ ([B - tJ) 
where 271'm = (B - t) - [B - tJ. 
We have thus shown 
(Ut>'¢~) (B) = eim>.¢~ ([B - tJ) (2.17) 
where 271'm = (B - t) - [B - t], and since {¢~ : n = 0, ±1, ±2, ... } is a basis for 1t(J) and 
ul is a continuous operator for all t E R then (2.17) implies (2.16). 
We see that wavefunctions which are translated by the action of ul beyond B = 271'-
reappear at B = 0 modified by a phase factor ei>.. In particular U.rn1l' is the identity on 
1t( J) if and only if ). = O. 
Appendix H: Direct Integrals and 
Maximal Symmetric Operators 
Let H(>..) be a one parameter family of Hilbert spaces for which we can define a direct 
integral Hilbert space Htf! by 
Htf! = f: H(>..)df1(>") 
where f1(>..) is an appropriate generating function of some Lebesgue - Stieltjes measure [22, 
pp 455-456].4 
Let A(>") be a measurable function defined on the real line, which assigns to each>" E R 
a maximal symmetric operator with deficiency indices (n+, n_) = (n, 0), defined in the 
Hilbert space H(>"). 
Define the operator Atf! in Htf! on the domain 
1J(Atf!) = {¢tf! E Htf! : ¢(>..) E 1J (A(>")) a.e., fIR \\A(>")¢(>")\\: df1(>..) < oo} 
by 
(Atf!¢tf!) (>..) = A(>,,)¢(>,,). 
This can be expressed symbolically by writing 
Atf! = f: A(>")df1(>..). 
We can show that if (A(>") + i) -1 is a measurable function then Atf! is maximal sym-
metric. 
4For the case where p,(>.) is a discrete measure, the direct integral reduces to a direct sum. 
105 
Appendix H 106 
Reed and Simon [65, pp 283-284] have proved this for the case where all the 1t(>") 
are the same and where A(>") is a self-adjoint operator valued function, indeed AEB is 
self-adjoint. We shall relax these requirements and show that the derivation still carries 
through. 
Note that our analysis can also be applied to those A(>") which assign to each>" a 
maximal symmetric operator in 1t(>..) with n+ = O. Since if, for fixed>.., A(>") is maximal 
symmetric in 1t(>") with deficiency indices (0, n) then -A(>..) is maximal symmetric with 
deficiency indices (n,O) (appendix A), so we would just consider the function -A(>..) 
instead. 
Since n_ = 0 for all A(>") then the range of (A(>") + i), denoted R(A(>") + i), coincides 
with 1t(>..). We now aim to show R(AEB + i) = 1tEB. 
Firstly, since for fixed >.., A(>") is symmetric with n_ = 0, then A(>") + i is invertible 
and 0(>") == (A(>") + i) -1 is bounded with bound not exceeding 1 [58, pp 98,107], [81, 
p 270]. 
By assumption, 0(>") is measurable and we may define OEB = Ilk O(>")df-L(>..) on 1tEB. 
Let 'ljJEB = OEBryEB for an arbitrary ryEB E 1tEB. 
Since R (A(>") + i) = 1t(>") , i.e. for arbitrary ~(>..) E 1t(>..) there exists a ¢(>..) E 
J) (A(>")) such that a.e. 
(A(>") + i) ¢(>..) = ~(>..), 
then 
¢(>..) = O(>..)~(>..), 
so the range of 0(>") is J) (A(>..)). 
Now [81, p 270], 
II (A(>") + i) (A(>") + i) -1 ry(>..) II: = IIA(>") (A(>") + i) -1 ry(>..) II: + II (A(>") + i) -1 ry(>..) II: ' 
therefore 
iiA(>,,)O(>..)ry(>")ii: = Ilry(>")II~ -iiO(>..)ry(>")ii:, 
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so 
IIA(.\)1/;(.\) 11>- ~ 111](.\)11>-· 
Hence 1/;EB E V(AEB) and since a.e. 
(A('\) + i) 1/;(.\) = 1](.\), 
then we have 
(AEB + i)1/;EB = 1]EB. 
So 
R(AEB + i) = 1-{EB. 
It follows that AEB is maximal symmetric [58, pp 230-233,239]. 
Chapter 3 
QUANTISATION AND 
FUNCTIONS OF MAXIMAL 
SYMMETRIC OPERATORS 
It is not only the idempotency and orthogonality of its spectral function which sets apart 
the self-adjoint operator from the more general maximal symmetric operator. It is rel-
atively straightforward to define a function of a self-adjoint operator which is also self-
adjoint. This property is particularly useful when applied to the quantisation of a function 
of a classical observable. Also, self-adjoint operators, and only self-adjoint operators, can 
be used to generate (strongly) continuous groups of unitary operators. Such unitary 
groups have an important role in orthodox quantum mechanics, especially in relation to 
the temporal evolution of a quantum system. 
In this chapter, we consider the possibility of extending the notion of function of a self-
adjoint operator to encompass all maximal symmetric operators. We shall also examine 
the appropriate generalisation of unitary groups for which maximal symmetric operators 
are the generators; this entails the study of isometric semigroups. 
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3.1 Orthodox Observables and Functions of Self-Adjoint 
Operators 
If f is a real (Borel) measurable function on R and A is a self-adjoint operator defined in 
a Hilbert space H then f (A) is defined by 
D (i(A)) = {¢> E H : fIR If()..) 12d). (¢> I E(A; )..)¢» < 00 } 
and 
(7jJ I f(A)¢» = fIR f()")d).(7jJ I E(A; )..)¢» v¢> E D (i(A)) , 7jJ E H, (3.1) 
where f(A) is self-adjoint in H [57, pp 263-264]. 
The spectral measure of f(A) is given by [55, pp 1196,1200-1201] 
E (i(A); A) = E (A; f- 1(A)) (3.2) 
where A is an arbitrary Borel set. 
It is clear from eqn (3.2) that f(A) defined in this way can be interpreted as a rescaling 
of the measuring device used to measure the observable represented by A. 
We shall see shortly that the relations akin to (3.1) and (3.2) for general maximal 
symmetric operators are incompatible. The implications of this with regard to observables 
being represented by non-self-adjoint maximal symmetric operators are considered. 
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3.2 The Square of a Maximal Symmetric Operator 
Suppose a classical observable A is quantised to yield a maximal symmetric operator A. If 
A is self-adjoint then A2 as defined above is also self-adjoint and is therefore a candidate 
for the quantised version of the classical observable A 2 . On the other hand, if A is not 
self-adjoint then we do not necessarily have that A2 is maximal symmetric. For example 
consider the momentum operator i\ for a particle confined to R+ (appendix A). Squaring 
P+ yields 
1J(P~) = {¢ E 1J(P+) : ¢' E 1J(P+) } 
= {¢ E L 2(R+) : ¢, ¢' E AC(R+), ¢/, ¢I! E L 2(R+), ¢(O) = ¢/(O) = O} 
and 
~2 2d2¢ ~2 P+¢ = -n dx2 V¢ E 1J(P+). 
It is clear that P~ is a proper restriction of the operator pt.i\, which acts on the larger 
domain 
1J(Ptp+) = {¢ E 1J(P+) : ¢' E 1J(Pt) } , 
I.e. the derivative of states in 1J(Ptp+) need not vanish at the origin. It turns out that 
PtP + is self-adjoint, it is called the Friedrichs extension of P~ [50, p 181 J. Hence P~ is 
not maximal symmetric. 
Let A be an arbitrary maximal symmetric operator. Now At A is self-adjoint where 
1J(AtA) = {¢ E 1J(A) : A¢ E 1J(At)}. For'l/J E 1J(A) and ¢ E 1J(AtA), we have the 
following: 
('l/J I AtA¢) = (A'l/J I A¢) = [: AdA(A'l/J I F(A; A)¢). 
Now from [11, p 133],1 the following relation holds for all 'ljJ, ¢ E 1J(A): 
(A'l/J I F(A;A)¢) = [Aoo A'dN('ljJ I F(A;A')¢). 
INote that equation (11) in [11, p 133] also holds for non-finite bo. 
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So 
(AV; I A¢) = i: Ad>. i~ A'd>., (V; I F(A; A')¢) i: A2d>.(V; I F(A; A)¢) 
and as 'D(A) is dense we have 
(V; I At A¢) = i: A2d>. (V; I F(A; A)¢) \:IV; E 'H, ¢ E 'D(At A). 
So At A can be expressed in a similar fashion to the square of a self-adjoint operator, i.e. 
eqn (3.1). 
There are other extensions of A2. Take AAt for instance. Since A is maximal symmetric 
then A is closed and (At)t = A, so AAt = (At)t At and it follows [50, p 180J that AAt 
is self-adjoint. Note that generally we do not have AAt = At A, i.e. maximal symmetric 
operators need not be normal. Compare P~P+ and P+P~, for ¢ E 'D(P~P+), we must 
have ¢(O) = 0 but not necessarily that ¢'(O) = 0 whereas for V; E 'D(P+P~), we must have 
V;'(O) = 0 but we do not require V;(O) = O. 
While, mathematically, the Friedrichs extension has many attractive properties, some 
of which are unique to it ([50, pp 177-179], [81, pp 325-326]), the only characteristic which 
is desirable from a physical viewpoint is that the lower bounds of At A and A2 coincide. 
However, there are extensions other than the Friedrichs extension which also share this 
property. In the next section we give an example of where the Friedrichs extension is 
singled out as the preferred choice of extension. 
3.2.1 The Friedrichs Extension and the Radial Part of the Free Hamil-
tonian in Spherical Polar Coordinates 
The main reference for this section is [50, pp 160-161 J. 
Our starting point is the operator fio defined in 
L2(R3) = L2(R+, r2dr) 0 L2(52, sin ()d()drp) 
on domain 
~ 3 
'D(Ho) = C;:CIRo) 
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by 
~ n2 2 ~ 
Ho'lj; = --\I 'lj; V'lj; E V(Ho), 
2m 
where R~ denotes the set R3 with the origin removed and 
'J2'lj; = !...~r28'lj; + 1 ~sine8'lj; + 1 82'lj;. 
r2 8r 8r r2 sin e 8e 8e r2 sin2 e 8cp2 
The operator 
2 ( 1 8. 8 1 8 2 ) 
-n sin e 8e sm e 8e + sin2 e 8cp2 
defined on coo (82 ) is essentially self-adjoint in L2(82) and has a purely discrete spectrum 
[50, p 160J. We denote by KI the eigenspace corresponding to its lth eigenvalue Al (l 2: 0). 
So, as is well known, KI is spanned by the spherical harmonics 1[m(e, cp) where -l ~ m ~ 1 
and Al = n2l(l + 1) [82, pp 176-185J. 
Next consider the set of functions in V(Ho) which are linear combinations of those 
'lj;(r, e, cp) of the form ¢(r)~(e, cp). This set, denoted V, is dense in L2(R3 ). We now 
decompose L 2 (R3 ) thus 
L2(R3 ) = EBbOLI 
where 
LI = L2(R+, r2dr) ® KI. 
Define VI = V n LI, then the restriction of Ho to VI is given by 
HolD = (-~!.....:!..-r2..:!..- + l(l + 1)n2) ® f. 
I 2m r2 dr dr 2mr2 
Now Ho is essentially self-adjoint on V(Ho) if and only if the operator ho, defined by 
ho == _~!.....:!..-r2..:!..- + l(l + 1)n2, 
2m r2 dr dr 2mr2 
is essentially self-adjoint on Cgo(Rt) [50, p 161J. 
We can simplify matters by making use of the unitary map U between L2(R+,r2dr) 
and L2 (R+ , dr) defined by 
U¢ = ¢~ = r¢ E L2(R+,dr) V¢ E L2(R+,r2dr) 
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and 
[j-l¢~ = ¢ = ¢r~ E L2(JR+, r2dr) V¢~ E L2(JR+, dr). 
Hereafter a tilde is used to identify functions and operators associated with L2 (lR+, dr). 
Transforming ho, we have 
_ ~~ ~-1 ho~ = UhoU 
fi, 2 d2 l (l + 1) fi, 2 
= - -2m- -dr-2 + --'-2-m-r-':-2 -
defined on Cgo (lRt) in L2 (lR+ , dr). 
The operator ho~ has the familiar form of a one-dimensional Hamiltonian describing 
a particle constrained to move in JRt under the influence of the 'centrifugal potential' 
V(r) = l(l + 1)fi,2 
2mr2 
Now from [50, p 161]' ho~ is essentially self-adjoint if and only if l(l + 1) 2: 3/4. Clearly 
the only non essentially self-adjoint ho~ is given by l = 0, i.e. for zero angular momentum 
(the same is true in two dimensions). In this instance the deficiency indices of ho~ are 
(1,1) and there is a one-parameter family of self-adjoint extensions, each extension being 
identified by a particular boundary condition at the origin. 
For l ¥ 0, ho~ is essentially self-adjoint so we do not need to impose a boundary 
condition and its only self-adjoint extension is its closure. In this case the potential 
l(l + 1)fi,2/2mr2 is said to be quantum mechanically complete [50, p 154]. 
So, for l = 0, we need to choose a particular self-adjoint extension of 
~h _ fi,2 d2 COO (JR+) . 2( + ) o~ - - 2m dr2 on 0 0 In L JR ,dr . 
The various self-adjoint extensions of ho~ are characterised thus [50, p 144]: 
V(h~a») = {¢~ E L2 (JR+ , dr) : ¢~ E AC(JRt) , ¢~ E L2(JR+, dr), ¢~ (0+) + a¢~ (0+) = o} 
V(h~OO») = {¢~ E L2(JR+, dr) : ¢~ E AC(JRt) , ¢~ E L2(JR+, dr), ¢~ (0+) = o} , 
where all extensions act on their respective domains as _(fi,2 /2m)d2 /dr2. 
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by 
Next consider the non-self-adjoint maximal symmetric operator P:!: defined on 
V(P~) = {¢~ E L2(R+,dr): ¢~ E AC(R~),¢~ E L2(R+,dr),¢~(0+) = o} 
d P~ = -th dr' 
The adjoint of P:!: is defined on 
V((P~)t) = {¢~ EL2(R+,dr) :¢~ EAC(R~),¢~ EL2(R+,dr)} 
by 
(p+)t = -i1i~. ~ dr 
The operators (P:!:) t P:!: and P:!: (Pi) t defined respectively on 
V ((P~)tp~) = {¢~ E V(P~): P~¢~ E V ((P~)t)} 
and 
V (p~(P~)t) = {¢~ E V ((P~)t) : (P~)t¢~ E V(P~)} 
act on their respective domains as _(1i2 /2m)d2 /dr2 and are both self-adjoint extensions 
of ho~. 
That they are extensions of ho~ is obvious, that they are self-adjoint extensions follows 
from the result that if A is an arbitrary closed densely defined operator then At A is self-
adjoint and in particular, for maximal symmetric A, AAt = (At) t At, so AAt is also 
self-adjoint (cf. previous section). 
Since every ¢~ E V ((Pi)tpi) satisfies ¢~(o+) = 0 then it follows that h~) = 
(P:!:) t P:!:. Likewise since every ¢ ~ E V (Pi (P:!:) t) satisfies ¢~ (0+) = 0 then it follows 
that h<,::) = P:!:(Pi)t. 
Generalised Eigenfunctions 
The generalised eigenfunctions of any of the self-adjoint extensions of ho~ are solutions of 
the equation 
d21/J~ k2n/,k = O. 
- + 'f/~ dr 2 
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These are of the form 
o"k ( ) = sin( kr) cos( kr) 
'f/ ~ r C\:1 - 0:2--'----'-k k 
where 0:1 and 0:2 are arbitrary complex numbers. 
We have seen that each of the various h(a) is identified by a boundary condition 
¢~(o+) = -a¢~(O+). 
Now, 1jJ~ satisfies this boundary condition provided 
a = 0:1 k. 
0:2 
(3.3) 
For example, the case a = 0 corresponds to 0:1 = 0 and the case a = 00 corresponds to 
0:2 = O. 
For 0:1 = 0, 
1jJ~ (r) I"V cos( kr) 
, 
or 
1jJk (r) I"V no(kr) 
where no(kr) is the zeroth order Neumann function -(l/kr) cos(kr) [82, p 197], [83, 
pp 297-299]. 
For 0:2 = 0, 
1jJ~ (r) I"V sin( kr) 
, 
or 
1jJk ( r) I"V j a ( kr ) 
where jo(kr) is the zeroth order spherical Bessel function (l/kr) sin(kr) (ref. ibid.). 
The preferred choice of boundary condition inferred from textbook treatments (see for 
example [23, pp 155-156], [82, pp 194-197] and [83, pp 170,297]) is such as to exclude 
those solutions which are singular at the origin. Clearly as r ---> 0, no(kr) behaves like l/r, 
so 0:2 is chosen to be zero. The appropriate extension is then h~oo) = (Pi)t Pi which, as 
we know, is just the Friedrichs extension of (Pi)2. 
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Within the context of orthodox quantum mechanics it is generally assumed that if 
a classical observable A is quantised to give a self-adjoint operator A then the classical 
observable A2 should be quantised as A2, which is also self-adjoint. As we have seen, 
application of this correspondence rule to the case where A is quantised as a non-self-
adjoint maximal symmetric operator does not necessarily yield an acceptable quantised A2, 
i.e. A2 may not be maximal symmetric. In this instance we will have to choose a particular 
maximal symmetric extension of A2 and this will depend on physical considerations. Note 
that there is no more ambiguity here than in choosing the particular A to represent the 
quantum mechanical counterpart of A in the first place. 
Let B be a maximal symmetric extension of A2, where A is maximal symmetric. Since 
A2 is positive then B is self-adjoint [50, p 177: thm X.23] and therefore possesses a unique 
orthogonal spectral function. Now unless A is self-adjoint, we generally do not have 
F(B; A) = F(A; VA) 
since the LHS is a projector whereas the RHS need not be. However, on 1)(A) we do have 
(¢ I B¢) = i: ),2d>- (¢ I F(A; ),)¢) 
and we thus see the inequivalence of (3.1) and (3.2) when extended to our generalised 
theory. So, by allowing an arbitrary maximal symmetric operator A to represent an 
observable, we generally cannot interpret j(A), as defined by a relation analogous to (3.1), 
in terms of a rescaling of the measuring device. In other words, measurement of j (A) would 
not be described by the POV measure F (A; j-l (A)). Of course, if the measuring device 
is rescaled and this rescaling is characterised by j then j (A) should be defined in terms of 
the POV measure F(A;j-l(A)). We would then interpret F(A;j-l(A)) as an adapted 
observable (chapter 2) which takes into account the rescaling of the measuring device used 
to measure observable A. 
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3.3 Higher Powers 
We note from the above that although A2 is maximal symmetric if A is self-adjoint, we 
do not necessarily have that A2 is maximal symmetric for arbitrary maximal symmetric 
A. In fact the following is true [58, pp 108-109,239,243J: 
Theorem 13 If A is a closed symmetric operator then AN, for N > 1, is maximal sym-
metric if and only if A is self-adjoint. 
If A is a non-self-adjoint maximal symmetric operator, theorem 13 tells us that AN will 
not be maximal symmetric and we are forced to seek an appropriate maximal symmetric 
extension assuming one exists. In practice though, the operator AN would be redefined on 
as small a dense domain as possible. This would generate, through its maximal symmetric 
extensions, a larger selection of candidate observables for the quantised AN. Here, we 
shall consider the specific example of positive integer powers of the half-line momentum 
P+ (appendix A), or rather the existence and nature of any maximal symmetric extensions 
of the operator Tn,a (the notation is that of Weidmann [58, § 6.4]) which is defined by 
D(Tn,a) = C;go(R+) 
and 
_ dn¢ _ 
Tn a¢ = (-it-d V¢ E D(Tn 0), ) xn ' 
where Tn,a is symmetric with adjoint TJ,a defined by [58, p 160: thm 6.29J 
D(TJ 0) = {¢ E £2(R+) : ¢, ¢', ¢/I, ... , ¢(n-2) continuously differentiable on R+, 
, 
¢(n-l) E AC(R+), ¢(n) E £2(R+)} 
and 
-t _ _. n dn ¢ -t 
Tn,a¢ - ( z) dxn V¢ E D(Tn,a)' 
If n is even then Tn,a is positive and so all of its maximal symmetric extensions will be 
self-adjoint [58, p 163J. To determine the nature of the maximal symmetric extensions for 
n odd we shall find the deficiency indices of Tn,a' 
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The deficiency indices (n+, n_) of Tn,o are given by the number of linearly independent 
solutions, which lie in 'D(TJ 0)' of the equations 
, 
and 
respectively (appendix A). 
( .)ndn¢_.,+. -z - - z'f/ dxn 
(_it dn¢ _ . dxn - -z¢ 
Firstly we consider n of the form 4l + 1 where l = 0,1,2, "" Here, n+ is determined 
by the equation 
_ dn¢ 
dxn = ¢ (3.4) 
and n_ by the equation 
dn¢ 
dxn = ¢. (3.5) 
All other odd n are of the form 4l + 3, l = 1,2, ... , and for such n equations (3.4) and (3.5) 
are interchanged. 
Solutions of the equations dn¢/dxn = ±¢ can be obtained by elementary methods [84, 
p 73], i.e. we subst ¢ = exp(mx), to obtain mn = ±l. Now the set of nth roots of 1 and 
-1 are 
{ ( k21r) .. (k21r)} cos ----:;;: + z sm ----:;;: 
and 
{ ( (k+1/2)21r) .. ((k+1/2)21r)} cos + zsm n n 
respectively, where k = 0,1,2, "., (n - 1) [84, p 12]. 
We shall be interested in those roots which have a negative real part. For a real number 
() E [0,1), we have 
1 3 
cos(21r()) < ° if and only if '4 < () < '4' 
Clearly exp(mx) E 'D(TJ 0) if and only if exp(mx) E £2(R+) and the only relevant part 
, 
of the root which determines whether or not exp(mx) E £2(R+) is the real part. We 
consider first n = 4l + 1 only. For n_ we have () = kin and for n+, () = (k + 1/2)/n. We 
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now show that n+ = n_ + 1. Firstly we have n+ ::::: n_, which is clear from the following 
two propositions: 
(i) 
(ii) 
1 k 1 k+1. 
_<_==?_< __ 2 
4 n 4 n' 
k 3 k+~ 3 
- < - ==? -- < -. 
n 4 n 4 
Proposition (i) is obvious. To prove (ii) we have 
That n+ > n_ follows from 
To prove (iii), we have 
4k < 3n ==? 4k < 12l + 3 
3 
==? k < 3l +"4 
1 
==? k < 3l +"4 
k + 1. 3 
==? ~<"4' 
( ... ) 1 k + 11k + ~ zn - < -- ==? - < --. 
4 n 4 n 
n < 4k + 4 ==? 4l < 4k + 3 
==? 
==? 
==? 
3 
l < k +"4 
1 
l < k +"4 
1 k+ 1. 
_ < __ 2. 
4 n 
To see that (iii) ==? n+ > n_, notice that there will be a k such that 1/4 1- kin and 
1/4 < (k + l)/n so this k makes no contribution to n_ but it does contribute to n+ since, 
on account of (iii), 1/4 < (k + 1/2)/n. Finally, since (k + 1/2)/n < (k + l)/n then 
. k+1 1 k+~ 1 (zv) -- < - ==? -- < -
n - 4 n 4' 
and it follows that n+ = n_ + 1. To see this we note that if k is such that kin ~ 1/4 and 
(k + l)/n ~ 1/4 then (k + 1/2)/n ~ 1/4 and so such a k makes no contribution to either 
n_ or n+. 
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Hence, the deficiency indices of Tn,o for n = 4l + 1, where l = 0, 1, 2, ... , are (n_ + 1, n_), 
so there are no self-adjoint extensions (appendix A). Similarly we can show this for n = 
4l + 3. In other words, all positive integer powers of the half-line momentum can be 
identified with observables in our generalised theory but only the even powers can be 
identified with orthodox observables. 
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3.4 Quantisation in Generalised Coordinates 
So far we have examined some of the difficulties in quantising very simple classical observ-
abIes at a rigorous level. We have seen, for example, that naively squaring the half-line 
momentum P + does not yield a maximal symmetric operator and so the Hamiltonian for 
a free particle on R+ cannot be identified with the operator (lj2m)Pi. In this section we 
shall encounter complications at a formal level. Problems associated with the quantisation 
of the free particle Hamiltonian in more elaborate coordinate systems are discussed and 
some inadequacies of current approaches to the problem are highlighted. Since we are to 
give only a formal treatment, the operator theoretic notions of symmetry, self-adjointness, 
etc. will not be distinguished and we shall use the term Hermitian to describe an operator 
which is formally symmetric. 
3.4.1 The Hamiltonian for a Single Free Particle in Orthogonal Curvi-
linear Coordinates 
Let Rk denote the range of generalised coordinate qk and let (9kl) be the appropriate 
metric tensor with determinant 9 =I 0. 
As we will be dealing only with orthogonal coordinates then [85, p 452] 
gkl = 0, k =ll 
and we define (h == gkkl so that 9 is given by the product IIk~h. The inverse of (gkl), 
denoted (gkl), is then defined by 
gkl = 0, k =ll, 
1 
lk = Ok == Ok 
with determinant 1 j g. 
The Hamiltonian in generalised coordinates (qk) is taken to be 
H = _~V'2 
2m 
1i2 10k 0 
--L--vgO -
2m k vg oqk oqk (3.6) 
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([86, p 238]' [87]) which is Hermitian in the Hilbert space 
1i = L2(Rl X R2 X R 3, .j9dq1dq2dq3). 
Note that H can be expressed thus: 
~ 1" 1 ~ k~ 1 
H = - L..t -1 Pk.j9Q Pk- 1 , 
2m k g4 g4 
(3.7) 
where Pk is the generalised momentum corresponding to coordinate qk, which is defined 
by 
~ 1 a 1 
Pk = -in-1 -g4 
g4 aqk 
[87, 88, 89], where A is also Hermitian in 1i. 
We can now unambiguously recover the classical Hamiltonian by replacing Pk with Pk, 
i.e. 
~ ~ l"k2 Pk ---t Pk ===} H ---t H = - L..t Q Pk . 2m k 
Without knowledge of (3.7), the reverse process is far from trivial [86, pp 237-240], [87,88, 
89,90,91,92]. Simply substituting Pk for Pk in the classical Hamiltonian generally would 
not yield H as given by (3.6). The source of the problem is that the classical variables 
appearing in H commute whereas their quantum counterparts do not. Clearly if we wish 
to obtain (3.6) by a direct substitution of Pk by Pk in the classical Hamiltonian we should 
use the expression 
1 " 1 k 1 H = -2 L..t lPk.j9Q Pk1 · 
m k g4 g4 
(3.8) 
Not content with the somewhat cumbersome expression (3.7) and the contrived form 
of (3.8), Gruber [87] has proposed an alternative scheme for quantising the classical Hamil-
tonian in generalised coordinates, which we outline next. 
In [90], it was realised that A is the Hermitian part of the operator Pk, which is defined 
in 1i by 
a ~ - -in~, Pk = uqk 
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I.e. 
where pl is given by2 
~ 1 (~ ~t) Pk ="2 Pk + Pk , 
1 8 2 pl = -in g2 8qk 9 . 
In [87] it is considered to be more accurate to write H as 
1 """'" *I?k H=-~Pk'::f Pk, 
2m k 
(3.9) 
even though the classical momenta are assumed to be real variables. In view of (3.9) it is 
then proposed that the quantised Hamiltonian be given as 
~ 1 """'" ~t I?k~ H = -~Pk'::f Pk, 
2m k 
(3.10) 
which does indeed coincide with (3.6). However, this scheme does not tell us how to 
incorporate the momentum Pk into the quantum Hamiltonian, but instead we must use 
the non-Hermitian operator Pk and its adjoint. It is well known that a general operator is 
not uniquely determined by its Hermitian part only. This is analogous to a general complex 
number not being uniquely determined by its real part only. Clearly, expression (3.9) is 
no less contrived than the expression (3.8). Furthermore, Gruber's classical Hamiltonian, 
as given by (3.9), is a function of the classical momentum variables Pk. This is at odds 
with the fact that his quantised Hamiltonian, as given by (3.10), is not a function of the 
quantum momentum operators Pk. 
We shall take as our 'natural form' of H the expression 
1 """'" k 2 H= -2 ~g Pk · 
m k 
Of course, this is no more natural than the expression 
H = _1 """'" p2gk 2m~ k 
k 
2Note that our 9 corresponds to 92 in [87, 90]. 
(3.11) 
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and it turns out that for the coordinate systems usually treated [87, 89, 90, 91]' a direct 
substitution of 'A for Pk into either expression yields the same operator. However, this is 
generally not the case for coordinate systems where gk depends on qk as in, for example, 
parabolic cylindrical coordinates (see later). 
If we make the substitution Pk for Pk in (3.11) we get 
~ 1 '" k ~2 1t 2 '" k 1 82 .! He=-~g Pk =--~g -1-2g4 2m k 2m k g48qk 
__ ~ L {~gk82g _ _ 3_gk (89 )2 + ~gk 8g ~ + gk 82 } 
- 2m k 4g 8q~ 16g2 8qk 2g 8qk 8qk 8q~' 
Expanding out ii = -(1t2/2m)\12 yields 
ii = _~ L {~gk 8g ~ + 8gk ~ + gk 82 } . 
2m k 2g 8qk 8qk 8qk 8qk 8q~ 
So 
~ ~ ~, 
H=He+ H 
where 
ii' - _~ L {89k ~ + _3_ gk (89 )2 _ ~gk82g} 
- 2m k 8qk 8qk 16g2 8qk 4g 8q~ . 
(3.12) 
(3.13) 
Recently, a correspondence rule has been proposed by Zhan [89] which is applicable to 
orthogonal curvilinear coordinate systems. It has the form 
F(Pk, qk) -----t F(Pk, qk) + D(qk) (3.14) 
~ ~ 
where F is the classical observable and F is obtained by substituting Pk and qk for Pk 
and qk in F. If F is the classical free particle Hamiltonian then F coincides with iie 
above. It is clear from (3.12) and (3.13), that (3.14) does not apply to all orthogonal 
curvilinear coordinate systems. It is only when gk is independent of qk, can the function 
D be associated with ii' since we then have 
ii' - _~ L {_3 gk (~)2 _ ~gk82g} 
- 2m k 16g2 8qk 4g 8q~ (3.15) 
which is a function of the coordinates {qd alone. This is true in particular for circular 
and spherical polar coordinates. 
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2-D Circular Po lars (r, ip) 
where 
and 
91 = 1, 92 = ~ 
r2' 9 = r2 , 
1 (2 1 2) ~ 1 ( ~2 1 ~2) H = 2m Pr + r2P'P ==> He = 2m Pr + r2P'P ' 
Pr = -zn--~ = -zn - +-~ . 18 . (8 1) Jr 8r 8r 2r 
8 
P'P = -in 8<p . 
Substituting the following into (3.15): 
we get 
as of course does Zhan. 
8g = 2r, 
8r 
8
2
g = 2, 
8r2 
8g 82g 
8<p = 8<p2 = 0, 
17,2 
H' = - 8mr2' 
3-D Spherical Polars (r, B, ip) 
91 = 1, 92 = ~ 
r2' 
93 = 1 
r2 sin2 e' 9 = r
4 
sin
2 
e , 
1 (2 1 2 1 2) ~ 1 ( ~2 1 ~2 1 ~2) H = -2 Pr + -ZPo + 2 . 2 eP'P ==> He = -2 Pr + -ZPo + 2 . 2 eP'P ' m r r sm m r r sm 
where 
~ . 1 8 ( 8 1) Pr = -zn--r = -17, - + - , 
r8r 8r r 
D .~ 1 8 r-:-7;e .~ ( 8 cose) 
'<0 = -Zn---YSlntJ = -Zn - +--
y'sin e 8e 8e 2 sin e ' 
~ 8 
P'P = -in 8<p' 
Into (3.15) we substitute the following: 
8g = 4r3 sin2 e, 
8r 
8
2
g = 12r2 sin2 e, 
8r2 
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8g 4 . 82g 4 (2 . 2 ) 8e = 2r sm e cos e, 8e2 = 2r cos e - sm e , 
8g = 8
2
g = ° 
8rp 8rp2 
and we get 
ii' = _~ (1 + sin2 e) 
Smr2 sin2 e ' 
which again agrees with Zhan. 
The next example is an instance where Zhan's correspondence rule does not apply. 
Parabolic Cylindrical Coordinates (u, v, z) 
(See [S4, pp 145-146] and [S5, pp 431,434,452].) 
gl = g2 = 2 ~ ')' g3 = 1, 9 = (u2 + v2)2, 
U V 
1 (1 2 1 2 2) ~ 1 ( 1 ~2 1 ~2 ~2) H = - 2 2PU + 2 2PV + Pz ==> He = - 2 2PU + 2 2PV + Pz , 2m u + v u + v 2m u + v u + v 
where 
n .~ 1 8 2 2 1 . (8 U) 
.Lu = -Zn 1 -(u + V ) 2 = -zli - + ---(u2+V2)2"8u 8u u2+v2 ' 
Pv = -iii (! + u 2 : v2 ) , 
~ .~ 8 Pz = -zn 8z ' 
If we substitute into (3.13) the following: 
we get 
8g _ 82g _ ° 
8z - 8z2 - , 
8g = 4u(u2 + v2), 
8u 
~~ = 4v(u2 + v2), 
8g1 2u 
8
2
g = 4(3u2 + v2), 
8u2 
8
2
g = 4(3v2 + u2), 
8v2 
8g2 2v 
8u - (u2 + v2)2 ' 8v (U 4 +V2)2' 
~ I li2 { (8 8 ) } H =2m(u2 +v2)2 1+2 u 8u +v8v ' 
8g
3 
= 0, 
8z 
which cannot be expressed as a function of u, v and z alone. Indeed, since 
8 i~ u 8 i~ v 
-8 = -;:Pu - 2 2 and -8 = -;:Pv - -,,-. '" 
U n U +v v n 
~ II 
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3.5 Isometric Semigroups and Maximal Symmetric Oper-
ators 
The correspondence between self-adjoint operators and strongly continuous groups of uni-
tary operators can be generalised to a correspondence between maximal symmetric op-
erators and strongly continuous semigroups of isometric operators. This opens up the 
possibility of describing non-unitary time evolution by allowing non-self-adjoint maximal 
symmetric Hamiltonians. 
The objective of this section is to develop these ideas and apply them to the quanti-
sation of classical Hamiltonians which do not permit global (full time) solutions to their 
associated equations of motion. 
The main references for this section are [61, §§ 141-142] and [94, ch VIII: § 1]. 
Definition 15 A family of bounded linear operators {Tt : t 2 O} on a Hilbert space H, 
for which 
(i) To = j 
(ii) TsTt = Ts+t s, t 2 0 
(iii) limOt-->o II (TtHt - Tt )1>11 = 0 \;/1> E H (t 2 0) 
is called a strongly continuous (one-parameter) semigroup. 
Definition 16 A strongly continuous semigroup of bounded linear operators {Tt : t 2 O} 
on a Hilbert space H is called an isometric semigroup if IITt1>11 = 111>11 for all 1> E H. 
Note that if {Tt : t 2 O} is an isometric semigroup then IITtl1 = 1, so an isometric 
semi group is a special instance of a contraction semigroup [50, p 235]. While contraction 
semigroups are generally dissipative, i.e. 
d 
dt (Tt 1> 1 Tt 1» ~ 0 \;/1> E H, 
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for those which are isometric semi groups we have 
d d 
- (Tt¢) I Ttcp) = -d (cp I cp) = 0 dt t Vcp E 'H. 
Also, as Tt is bounded then it has an adjoint Ttt defined on 'H. Furthermore 
('ljJ I TttTtcp) (Tt'ljJ I Ttcp) 
('ljJ I cp) V'ljJ,cP E 'H, 
so 
t ~ Tt Tt = I. 
In other words Tt possesses the left hand inverse Ttt. However, we generally do not have 
though we do have 
t ~ TtTt = I, 
(TtTtt )2 = Tt(TttTt)Ttt = TtTtt , 
i.e. TtTtt is a projector. This implies 
(Tttcp I T/cp) ::; 1 Vcp E 'H. 
We now list some general properties of isometric semi groups which may be easily 
verified (see for example [93]): 
(i) For any positive s, t, 
T1Ttt = Tl+t· 
(ii) If t ~ s ~ 0 then 
T1 Tt = Tt- s· 
(iii) If R(Tt) denotes the range of Tt and P (R(Tt)) is the projection onto R(Tt) then 
P (R(Tt)) = TtT/. 
(iv) If t < s then 
R(Td :J R(Ts). 
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Since TJ = f then it follows from (i) that {Ttt : t ~ O} also forms a semigroup and 
properties (iii) and (iv) show it to be dissipative. 
Definition 17 Let {Tt : t ~ O} be a strongly continuous semigroup on a Hilbert space H 
and define the linear operator Zt by 
~ 1 ~ 
Zt¢ = -(Tt - I)¢, t ¢EH. 
Let D(Z) be the set of all ¢ E H for which limtlo Zt¢ exists and define Z with domain 
D(Z) by 
Z¢ = limZt¢ 
tlo 
¢ E D(Z). 
The operator Z with domain D(Z) is called the infinitesimal generator of the semigroup 
{Tt : t ~ O}. 
Some elementary properties of the infinitesimal generator are given by the following ([61, 
p 398],[94, p 619]) 
Theorem 14 For {Tt : t ~ O} and Z as above, we have: 
(i) D(Z) is dense in H. 
(ii) Z is a closed linear operator. 
(iii) If ¢ E D(Z) then Tt¢ E D(Z) and 
d ~ ~ 
dtTt¢ = ZTt¢ = TtZ¢, t E R+. 
As is well known, every strongly continuous group of unitary operators is related to 
a self-adjoint operator through the infinitesimal generator of the group. The generalised 
result, applicable to strongly continuous semigroups of isometric operators, is given by the 
following [55, p 1258] (see also [61, p 396], [95, p 153]):3 
3Though this theorem caters only for maximal symmetric operators which have n+ 0, it can be 
extended to apply generally. Recall from appendix A that if A is maximal symmetric with deficiency 
indices (n+, n_) then -A is maximal symmetric with deficiency indices (n_, n+). So, if n_ = 0 then -iA 
is the infinitesimal generator of an isometric semigroup. Alternatively, we can redefine a semigroup in 
terms of a negative parameter, i.e. {Tt : t ::::: O}, and proceed as before except that here, the infinitesimal 
generators would be of the form iA where A is maximal symmetric with n_ = O. 
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Theorem 15 If {Tt : t 2: O} is a strongly continuous isometric semigroup then its in-
finitesimal generator is of the form iA where A is maximal symmetric with deficiency 
indices (n+,n_) such that n+ = O. Conversely if A is maximal symmetric with n+ = 0 
then iA is the infinitesimal generator of a one parameter strongly continuous isometric 
semigroup. 
As an illustration we shall consider the example of the translation semigroup of isometries 
{Tt : t 2: O} on L2(R+) defined by 
(Ttf) (x) ~ { :(x - t) Vx 2: t 
Vx < t 
cf. [61, p 396]. 
We shall investigate the convergence or otherwise of the sequence (ljt) (Tt - f) ¢(x) 
as t 1 O. For x 2: t, {Tt : t 2: O} behaves like the translation group generated by the 
usual momentum operator Pin L2(R). So, provided x > 0 and ¢ E AC(R+), the limit 
exists. For x = 0 the limit becomes limtlo( -¢(O)jt), which exists only if ¢(O) = O. So, on 
AC(R+) such that ¢(O) = 0, we have 
lim Tt¢ - ¢ = _ d¢ 
tio t dx' 
i.e. the infinitesimal generator is Z defined on 
by 
V(Z) = {¢ E L2(R+) : ¢ E AC(R+), ¢' E L2(R+), ¢(O) = O} 
Z¢ = _ d¢. 
dx 
Now Z = iA where A = (-ljn)P+ and A is maximal symmetric with deficiency indices 
(0,1) (appendix A). 
The following theorem is from [55, p 1258]. 
Theorem 16 If {Tt : t 2: O} is a strongly continuous semigroup of operators on a Hilbert 
space'}-{ with infinitesimal generator Z then {Ttt : t 2: O} is a strongly continuous semigroup 
on '}-{ with infinitesimal generator zt. 
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For an isometric semigroup {Tt : t 2: O} whose generator is iA, A being maximal 
symmetric, the infinitesimal generator for {Ttt : t 2: O} will be (iA)t = -iAt. As an 
illustration we shall examine the semigroup {Ttt : t 2: O} where {Tt : t 2: O} is the 
translation semigroup defined earlier. For arbitrary 'IjJ, ¢; E L2 (R+) we have 
('IjJ I Tt¢;) 100 'IjJ*(x)¢;(x - t)dx "It 2: 0 
1000 'IjJ*(x' + t)¢;(x')dx', x' = x - t, 
so that 
(T/¢;) (x) =¢;(x+t) "It 2: O. 
Let Z' be the infinitesimal generator of {T/ : t 2: O}. We know from theorem 16 that 
Z' = zt. This is easily verified: 
1· 1 (Tt I~)'" -1' ¢;(x + t) - ¢;(x) 1m - t - 'f' - 1m 
tto t tlo t 
which exists without imposing any restriction on ¢; at the origin and so 2' = d/ dx on 
AC(JR+), i.e. 2' = (i/n)P! = zt. 
Though {T/ : t 2: O} is a strongly continuous semigroup, it is not an isometric semi-
group since 
(Ttt¢; IT/¢;) 1000 ¢;*(x + t)¢;(x + t)dx 
100 1¢;(xWdx :::; 1000 1¢;(xWdx, 
where the equality holds only for those ¢; with null support in (0, t). Also, since 
(Ttt¢; I Ttt¢;) = - J~ 1¢;(xWdx, 
then almost everywhere we have 
:t (T/¢; I Ttt¢;) = -1¢;(t)12, 
which shows the dissipative nature of {Ttt : t 2: O}; see [22, pp 555-556] for pictures. 
Furthermore, by monotone convergence [63, p 95]: 
lim (Ttt ¢; I T/ ¢;) 
t-tOO lim roo X(t 00)(x)I¢;(x)1 2dx t-too Jo ' 
o v¢; E L2(JR+), 
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i.e. {T/ : t ~ O} is completely non-unitary [95, p 155]. 
3.5.1 Temporal Evolution 
The 'dynamics axiom' of orthodox quantum mechanics states that the temporal evolution 
of the state of a system is governed by a strongly continuous unitary group {Ut : t E lR} on 
an appropriate Hilbert space H. Stone's theorem tells us that the infinitesimal generator 
of such a group is of the form ifi where ii is self-adjoint; so Stone's theorem is a special 
case of theorem 15. The operator H is called the Hamiltonian. 
We are to look at the dynamics generated by maximal symmetric, but not necessarily 
self-adjoint, Hamiltonians. For example assume ii = F\. From the above analysis, we 
can see immediately that -iii generates the dynamics in which a wavepacket travels to 
the right with constant (unit) velocity. Let {Tt : t ~ O} be the relevant semigroup, i.e. the 
translation semigroup on lR+, then the left hand inverse semigroup {T/ : t ~ O} which, 
by theorem 16, has as its infinitesimal generator iiit is seen to have the effect of evolving 
the wavepacket towards the origin with constant velocity. As t -+ 00, (TN) I TN)) -+ 0 
and the wavepacket is apparently absorbed into the origin.4 The physical reason for this 
is that a particle cannot travel indefinitely to the left with constant velocity and remain in 
lR+. A similar analysis applies in the case where ii is taken to be the radial momentum 
Pr . A free particle cannot remain in a state of constant non-zero radial momentum for all 
time. This is consistent with the fact that fir does not possess generalised eigenfunctions 
(cf. chapter 1). 
Completing the Dynamics 
It is noticeable that the dynamics generated by -iii with ii = P + can also be regarded 
as being generated by -iii~ with iirv = P, where P is the usual momentum operator 
defined in L2(R), when applied to those ¢~ E L2(lR) with support in lR+ only. For the 
4This behaviour resembles that associated with 'absorbed states', a notion familiar to scattering theo-
rists [96, p 467]. Since, if Ttt ¢ describes the state of a particle in 1R+, then the probability of finding the 
particle outside any small neighbourhood of x = 0 vanishes as t -> 00. 
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general case we have the following ([61, pp 396,472], [95, p 161]) 
Theorem 17 If {Tt : t 2: O} is an isometric semigroup on a Hilbert space H, there is a 
larger Hilbert space H", ~ H on which there exists a unitary group {Ut : t E lR} such that 
for t 2: 0, 
Tt¢ = Ut¢ V¢ E H. 
Now suppose {Tt : t 2: O} is an isometric semigroup on a Hilbert space H with infinitesimal 
generator iA, A maximal symmetric. By theorem 17 we know that there exists a unitary 
group {Ut : t E lR} on a Hilbert space H", ~ H such that Tt = Ut , t 2: O. If the 
infinitesimal generator of {Ut : t E lR} is iA", then, by Stone's theorem, A", is self-adjoint. 
Also, iA", is the infinitesimal generator of the semi group of unitary operators {Ut : t 2: O} 
[94, pp 619,627-628].5 Now 
and 
~ { 1 ~ } D(A",) = 'l/J", E H", : lim -(Ut - I)'l/J", exists , 
tLo t 
D(A) { ¢ E H : lim !(Tt - i)¢ eXists} ttO t 
{¢ E H : lim !(Ut - J)¢ eXists} . ttO t 
Hence V(A) = D(A",) n H. Now for each ¢ E D(A) we have 
iA¢ 
1 ~ 
= lim -(Tt - I)¢ tLo t 
1 ~ ~ 
lim - (Ut - I)¢ = iA",¢, ttO t 
so A", is a generalised self-adjoint extension of A. Let p", be the projector on H", of range 
H. Since for arbitrary ¢'" E H", we have [61, pp 383-385] 
Ut¢", = i: ei>'td>.E(A",; ).,)¢'" 
5Note that an arbitrary semigroup of unitary operators {Ut : t :0:: O} can be extended to a unitary group 
simply by defining U- t to be Ut- 1 . 
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then for ¢ E 'H we have, on account of P ~ being continuous, 
P~Ut¢ I: ei>'td>.P~13(;L; A)¢ I: ei>'td>.F(A; A)¢, 
where F(A; A) is the (generalised) spectral function of if. We have thus proved the fol-
lowing 
Theorem 18 Every one-parameter isometric semigroup {Tt : t ~ O} admits the represen-
tation 
Tt = I: eiAtd>.F(A; A) 
where strong convergence is understood and F(A; A) is the generalised spectral function of 
a maximal symmetric symmetric operator A such that iA is the infinitesimal generator of 
{Tt : t ~ O}. 
As an illustration we take: 'H = L2(R+), 'H~ = L2(R), A = -(l/n)P+, A~ = -(l/n)P. 
We know that -P is a generalised self-adjoint extension of -P+ [11, p 139] and so for 
each ¢ E 'H, 
F( -P+; A)¢ = 13(X; R+)13( -P; A)¢. 
For arbitrary ¢ E 'H~ we have 
(E(P;A)¢) (x) = ~j>' dA'jOO dx'ei>.l(x-x')¢(x'). 
27r -00 -00 
Now 
E( -P; A) = 13 (-p; (-00, A]) = 13 (p; [-\ 00)) , 
so 
(E( -P; A)¢) (x) = ~ foo dA' foo dx'e i>.I(X-XI)¢(x') 
27r ->. -00 
= ~ f>' dA' fOO dx'e-i>.l(x-xl)¢(x') 
27r -00 -00 
and it follows that for arbitrary ¢ E 'H, we have 
(F(A; A)¢) (x) = ~ foo dA' roo dx'ei>.l(x-xl)¢(x,). 27r ->. io 
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By theorem 18, 
Tt¢ = ei>.td>.F(A; )..)¢ = - ei>.td>. d)'" dx'eiA'(X-X')¢(x') 100 ~ ~ 1 100 100 100 -00 2w -00 ->. 0 
= ~ 100 d)..ei>.t roo dx' e -i>.(x-x') ¢( x') = ~ 100 d)" roo dx' e -i>.(x-t-x') ¢( x'). 
2w -00 Jo 2w -00 Jo 
The range of integration for the second integral can be extended to the whole of R by 
defining ¢(x) = 0 for x < o. So now for x ~ 0 
(Tt¢)(x) = Cl~~E((-I/1i)j3;)..)¢)(x-t) 
= ¢(x - t), 
which is zero if x - t < O. Clearly, {Tt : t ~ O} is the translation semigroup given earlier. 
Recently, Zhu and Klauder [97, 98J have demonstrated the link between a non-global 
solution in classical mechanics and the non-self-adjointness of the quantised Hamiltonian. 
They view non-self-adjoint Hamiltonians as problematical because they do not give rise to 
unitary groups, which they regard as the only acceptable quantum mechanical description 
of dynamics. If, however, we permit semigroups of isometric operators as a description of 
quantum dynamics then there should be no objection to allowing non-self-adjoint maximal 
symmetric Hamiltonians, since, for a given such operator ii, either -iii or iii (but not 
both) is the infinitesimal generator of an isometric semigroup {Tt : t ~ O} and iiit (resp. 
-iiit) is the infinitesimal generator of the left inverse semi group {Ttt : t ~ O}. 
We will now look at some examples of classical Hamiltonians related to those of Zhu 
and Klauder which correspond to quantum dynamics governed by strongly continuous 
semigroups of isometric, but not necessarily unitary, operators. In particular we wish to 
compare the various ways of completing the dynamics quantum mechanically, i.e. ex-
tending an isometric semigroup to a unitary group, with the different ways in which the 
corresponding classical dynamics can be completed. 
Consider first the classical Hamiltonian H(p, x) defined on the restricted phase space 
R X R+, where R+ = [0, (0), by H = p. We have 
dx = uH = l. 
dt up 
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A typical solution is x(t) = t, and H generates the dynamics in which a particle moves 
away from the origin in R+ with constant (unit) velocity. Clearly there is no solution for 
t < O. 
It is a trivial matter to extend H so that there is a solution for all time. We may define 
H'(p, x) on the phase space R x R by H' = p, to obtain x = t for all t. 
We wish now to give a quantum mechanical treatment of the same problem. Consider 
ii = P+ defined in L2(R+). We have already seen that -i-ii generates the dynamics of a 
particle in R+ moving away from the origin with constant velocity. We now extend ii to 
L2(R) in the following manner. Define P_ by 
and 
D(P_) = {¢ E L2(R-) : ¢ E AC(R-), ¢' E L2(R-), ¢(O) = O} 
P_¢ = _in d¢ 
dx V¢ E D(P_), 
where R- = (-00, OJ. The deficiency indices of P_ are (0,1) [11, p 138], [55, p 1272J. Now 
L2(R) = L2(R-) EB L2(R+) and we construct Po = P_ EB P+ on D(Po) = D(P_) EB D(P+) 
where Po is a closed symmetric operator with deficiency indices (1,1) and Po possesses a 
one parameter family of self-adjoint extensions {Pe : e E R} in L 2(R). The self-adjoint 
extensions of Po are given by 
D(Pe) = {¢ E L2(R) : ¢± E AC(R±), ¢(O-) = eil1¢(O+) , ¢' E L2(R)} 
~ . d¢ Pe¢ = -zn-dx V¢ E D(Pe). 
The proof of this is identical to that in appendix E. Note that since ¢± E AC(lR±) and 
¢(O-) = ¢(O+) if and only if ¢ E AC(R) [32, p 289J then Pe, for e = 0, coincides with the 
usual momentum operator P in L2(lR). As Pe is self-adjoint, -i-Pe will be the infinitesimal 
generator of a one parameter semigroup of unitary operators, {Uf : t 2: O} say, where 
(U!¢) (x) = { e
il1
¢(x-t) 
¢(x - t) 
Vx E (0, t) 
Vx rf. (0, t). 
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The easiest way to see this is to follow the reasoning in [50, pp 142-143] as applied to the 
'particle in a box' problem. 
So a wavefunction which is translated by the action of ul picks up a phase factor of 
eiO as it passes through the origin. Clearly the case e = 0 gives the standard translation 
semigroup on R which is generated by the usual momentum operator P in L2(R). 
Physical Significance of the Phase Factor 
The system being considered was originally identified with the Hilbert space H = L2(R+), 
so modifying any 1; E H by an arbitrary phase factor eiB , i.e. 1; ----t eiB 1; : e E R, has 
no physical consequence, i.e. produces no observable effect. So, on physical grounds, we 
expect in our extended system H", = L2(R) that wavefunctions are allowed to be modified 
by an arbitrary phase factor when they are evolved across the origin into R+, since all 
such wave functions are physically the same (i.e. represent the same physical state) when 
restricted to H. From this viewpoint all of the extensions are equally valid and the non-
uniqueness is of no physical significance. It would be an entirely different matter of course 
if the system was originally identified with the Hilbert space L2(R) instead and we were to 
start with the family {Po: e E R}. Then e would have physical significance and the choice 
we make for a particular value of e would depend on some extra physical assumptions. 
See for example the derivation of Josephson's equation in chapter 1. 
For our next example we shall consider the classical Hamiltonian H(p, x) defined on 
the restricted phase spce R x R+ by H = - 2pxn where n is an integer greater than 1. 
We have 
and typically, 
dx _ uH = -2xn 
dt - up 
(n-l) • ~x(t) = 2(n - l)t 
A solution clearly exists for all t ~ O. For t < 0 we have that for n even x(t) < 0 and for 
n odd x(t) becomes complex. So there is no solution for t < 0 for any n. We will now 
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attempt to extend H as in the previous example so as to obtain a global solution. We 
define H'(p, x) on R x lR by H' = -2pxn to obtain the solution 
x(t) = (±1)n (n-~ 2(n ~ 1)t' 
So for n even we obtain a global solution, for example n = 2, x(t) = 1/(2t) which is valid 
for all time. For n odd x(t) is still complex for t < 0 and we do not have a global solution, 
for example n = 3, x = ±.J1/4t. Now for a quantum mechanical treatment. We quantise 
H thus 
H = _(pXn + Xn P) n>l. 
Consider first H defined in L2(lR+), call this H+. Now H+ has deficiency indices (1,0) 
for arbitrary n [55, p 1272], [98]. 
Next consider H defined in L 2(lR-), call this H_. If n is even, H_ has deficiency 
indices (0,1) and if n is odd, H_ has deficiency indices (1,0) (ibid.). 
Now construct H == H_ E9 H+, which is defined in L2(lR). For n even H is a closed 
symmetric operator with deficiency indices (1,1) [42, pp 145,149] and H possesses a one 
parameter family of self-adjoint extensions {He: () E lR} in L2(lR). So for arbitrary (), 
-irHe generates a unitary group on L2(R) which, when restricted to L2(lR+), coincides, 
for t ~ 0, with the isometric semigroup generated by -irH+. 
For n odd, H is again a closed symmetric operator but this time with deficiency indices 
(2,0) (ibid.), so H is maximal symmetric in L2(lR) and -iH is the infinitesimal generator 
of a non-unitary isometric semigroup on L2(lR). 
The final example concerns the classical Hamiltonian H(p, x) defined on lRx lRa, where 
lRa = lR - {O}, by 
x H=~p. 
We consider H on lR x lR;; and on lR x lR; separately. On R x lR;; we have 
dx 8H 
-=-=-1 
dt 8p 
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and a typical solution is 
x(t) = -to 
Likewise on lR x Rt we have 
x(t) = t. 
We see that H generates the dynamics of a particle moving away from the origin with 
constant velocity and there is no solution for t < O. So a system whose dynamics are 
governed by such a Hamiltonian has no history before t = 0; obviously a particle moving 
away from the origin with constant velocity cannot always have done so. 
We now parallel this treatment quantum mechanically by considering the pair of Hamil-
tonians iL and ii+ defined by 
ii_ = -P:!. and ii+ = P~; 
where P!l:. is essentially the same as P± given earlier except that it is defined in L2(lR:jn 
instead of L 2(R±). Now the deficiency indices of ii_ and H+ are the same, namely 
(1,0) and we know from our earlier study of the infinitesimal generator -iP+, that -iP%-
generates the dynamics in which a wavepacket in L2(lRt) is evolved to the right with 
constant velocity. Likewise we can show that iP:!.. generates the dynamics in which a 
wavepacket in L2(lR;;) is evolved to the left with constant velocity. Next construct ii = 
ii_ EB ii+ defined in L2(lR). From [42, pp 145,149J we have that ii is a closed symmetric 
operator with deficiency indices (2,0), so -ii is maximal symmetric with deficiency indices 
(0,2) and -iii is the infinitesimal generator of the dynamics in which the wavefunction is 
evolved away from the origin with constant velocity. Contrast this with the earlier example 
that required us to find the maximal symmetric extensions of Po == P _ EB P + in order to 
obtain the set of relevant Hamiltonians. Each of these Hamiltonians was self-adjoint and 
could be identified by a particular boundary condition at the origin. For the example 
ii == - P:!.. EB P%- being considered here though, ii is already maximal symmetric and we 
do not need to impose any modified boundary condition at the origin. This would be 
expected since ii governs the dynamics in which the wavefunction is dispersed away from 
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the origin. So, if for example the wavefunction has support in only lRt (resp. lR;;) then it 
will always have support in only lRt (resp. lR;;) and we do not have to specify the effect 
on a wavefunction which is translated through the origin, as we did for the case Po by 
choosing a particular self-adjoint extension (value for B), since this cannot occur. 
General Remarks 
We have seen that there is no problem in handling the incomplete dynamics associated 
with non-self-adjoint maximal symmetric Hamiltonians provided we allow a description in 
terms of isometric semigroups instead of the conventional unitary groups. It is only when 
one considers the 'generalised Schrodinger equation' does one encounter difficulties, as 
Cooper discovered nearly fifty years ago [99, 100]: If H is a maximal symmetric operator 
with domain V( H) then the Schrodinger type equation 
H'lj;(t) = _id'lj; 
dt (3.16) 
with given initial conditions 'lj;(0) = e/J E V(H) has a solution for all t if and only if H 
is self-adjoint. If H has deficiency indices (n+, n_) such that n+ = 0 then (3.16) has a 
solution for all t > 0 and if H is such that n_ = 0 then (3.16) has a solution for all t < O. 
One seemingly unattractive property of maximal symmetric Hamiltonians which are 
not self-adjoint, with regard to them being energy operators, is the fact that they are 
not bounded from below. In other words if H is a non-self-adjoint maximal symmetric 
Hamiltonian then there exists no real number c such that 
(e/JIHe/J)?c Ve/J E V(H). 
This follows from the fact that a semi-bounded symmetric operator has equal deficiency 
indices [11, p 115] and is therefore self-adjoint or will have self-adjoint extensions. 
Orthodox energy observables, i.e. self-adjoint Hamiltonians, are usually deemed un-
physical if they are not bounded from below. One place where they do arise however is in 
the study of unstable systems [101, 102, 103]: Let 1tu denote the Hilbert space of states 
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for an unstable system. It is assumed that the evolution of these states for t > 0 is gov-
erned by a strongly continuous completely non-unitary contractive semigroup {vt : t 2: O}. 
Furthermore {vt : t 2: O} is assumed to be the restriction to 'Hu of a strongly continuous 
unitary semi group {Ut : t 2: O} on a Hilbert space 'H ~ 'Hu such that 'H e 'Hu coincides 
with the Hilbert space of states for the decay products. If ifj is the infinitesimal generator 
of {Ut : t 2: O}, where ii is of course self-adjoint, then it turns out that a(ii) = R and so 
ii is not bounded from below. The usual conclusion is that this 'semigroup description' 
of unstable systems cannot be exactly valid. As an approximation however, it has proved 
to be very successful [42, § 9.6]. 
In view of the above comments, we should point out that although the non-bounded-
from-below property of a non-self-adjoint maximal symmetric operator may discredit it 
as representing an energy observable, this is no reason to deny it the role of Hamiltonian. 
The reason for this is that the Hamiltonian of a system need not be an energy observable. 
A well known example concerns a system which possesses a superselection rule. For such a 
system it is possible to construct a unitary time evolution which effects transitions between 
supersectors. The (self-adjoint) Hamiltonian associated with the infinitesimal generator 
of such a time evolution is not decomposable and therefore is not an observable of the 
system [64]. 
Conclusion and Outlook 
One mode of introduction for including POV measures as observables is to consider the 
non-ideal measurement of an orthodox observable, i.e. a self-adjoint operator or PV mea-
sure. Each member of the family of probability distribution functions generated by the 
ORI corresponding to a PV measure is randomised and the resulting modified family, 
which may be generated by a GRI, is said to describe a non-ideal or approximate ob-
servable. This GRI corresponds to a unique POV measure, which, by its construction, is 
interpreted as an 'unsharp' version of the original PV measure. 
Reversing this scenario, we have determined which GRIs can be regarded as observables 
in the context of ideal measurement and which should be considered as approximate 
observables measured by means of non-ideal apparatus. The former was found not to 
be just the set of spectral functions of self-adjoint operators, i.e. the ORIs, as in the 
orthodox theory, but instead the larger set of spectral functions of maximal symmetric 
operators, which, in general, are not projector-valued. 
A criticism sometimes made of existing generalisations of orthodox quantum mechanics 
which permit arbitrary POV measures to represent observables, is that there is no corre-
sponding generalisation of the spectral theorem. The theory presented here though does 
admit such a 'generalised spectral theorem'. This takes the form of a one-to-one corre-
spondence between those GRIs which generate maximal families of probability distribution 
functions and the maximal symmetric operators. 
Our generalisation, which requires that an observable need only be represented by a 
maximal symmetric operator, has obvious implications for the entire matter of quanti-
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sation, as exemplified by the radial momentum and time observables. In particular, we 
could complete Harrison and Wan's model of a current-fed thick superconducting ring by 
introducing, via the macroscopic wave function hypothesis, maximal symmetric supercur-
rent operators for the input and output leads. Also, we were able to derive Josephson's 
equation for a supercurrent that flows through a thin insulating barrier separating two 
superconductors. Not only was our derivation significantly less ad hoc than the conven-
tional one, but the quantisation method employed may be applied to other systems which 
possess a circuit configuration. 
The self-adjoint ness requirement for orthodox observables is often relaxed to one of 
essential self-adjointness [104, p 41J. This is done purely for convenience, as an essentially 
self-adjoint operator has a unique self-adjoint extension and it is really this extension 
which is understood to represent the observable. Moreover, an essentially self-adjoint op-
erator possesses a unique orthogonal spectral function and this coincides with the spectral 
function of its unique self-adjoint extension. 
In our theory, a GRI is acceptable as an observable only if it generates a maximal 
family, or, equivalently, if it is the generalised spectral function of a maximal symmetric 
operator. Hereafter we refer to such GRIs as maximal spectral functions. It turns out 
that an essentially maximal symmetric operator (a notion we introduced in appendix 
A) admits a unique maximal spectral function, which generalises the statement that an 
essentially self-adjoint operator possesses a unique orthogonal spectral function. To see 
this, suppose A is an essentially maximal symmetric operator, i.e. A is symmetric with a 
unique maximal symmetric extension that coincides with its closure A. If A is defined in 
a Hilbert space 1i and F)" is an arbitrary generalised spectral function of A then 
('ljJ I A¢) = i: )'d)" ('ljJ I F),,¢) 
and 
\\A¢\\2 = i: ),2d),,(¢ I F),,¢) 
Conclusion and Outlook 145 
for all 'IjJ E 1i, 1> E '0(.4) where '0(.4) satisfies 
'0(.4) ~ {1> E 1i : i: >..2d>.(1) I F'>.1» < oo} . 
If F>. is a maximal spectral function and therefore, by definition, is the generalised spectral 
function of a maximal symmetric operator 13 say, then clearly 13 ;2 A. So, on account of A 
admitting a unique maximal symmetric extension, we must have jj = A. It follows, by the 
uniqueness of the generalised spectral function of jj, that A can have just this one maximal 
spectral function. Hence an arbitrary essentially maximal symmetric operator possesses a 
unique maximal spectral function and this is just the generalised spectral function of its 
unique maximal symmetric extension. In particular, the maximal spectral function of an 
essentially self-adjoint operator coincides with its orthogonal spectral function. 
Wan and Harrison [29J have studied the Josephson effect in a thick superconducting 
ring (TSCR) containing a single Josephson junction (JJ). In their treatment, the ring, 
which we shall take as being of unit l'adim;, is identified with the unit circle 8 1 where a 
single point is removed at B = 0 to signify the presence of the J J. The ring including the J J 
is then identified with the set 8; which is isomorphic to the interval JO == (0,271"). States 
of the system are taken to be elements of the Hilbert space L2 (Jo , dB). The nature of 
the JJ is built into the Hamiltonian through a momentum dependent cosine term so that 
Josephson's equation arises from a minimisation of the Hamiltonian eigenvalues. Joseph-
son's equation does not emerge 'naturally' by considering the free-particle Hamiltonian 
and current operators in L2(8;) in an analogous fashion to that for the two semi-infinite 
superconductors separated by a JJ which we considered in section 1.5.2. Indeed, there is 
no restriction on the current eigenvalues regardless of what the phase across the junction 
is. Such behaviour is reminiscent of that associated with the 'exceptional Hamiltonians' of 
section 1.5.2 which we argued were not relevant to the system of two semi-infinite super-
conductors separated by a JJ. It is puzzling as to why we may derive Josephson's equation 
for the system of section 1.5.2 in a systematic way but have essentially to put it in by hand 
for the TSCR system. The situation is even more confusing when one considers a TSCR 
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of large radius, since then the two systems would be indistinguishable in the immediate 
neighbourhood of the JJ. An obvious difference between the two systems is that the TSCR 
is a one-component circuit whereas the system of section 1.5.2 is a two-component circuit. 
Moreover, the phase across the JJ in the TSCR is equally a phase across the bulk of the 
ring, whereas for the system of section 1.5.2 the phase across the JJ is not equivalent to 
a phase across the bulk of the superconductor due to the non-finite nature of the com-
ponents involved. In view of these observations it may be possibe to derive Josephson's 
equation for the TSCR containing a JJ by a similar method to that in section 1.5.2 if 
we are able to re-formulate the problem in terms of a multi-component circuit where the 
phase across the JJ appears in a boundary condition which connects different components 
of the circuit. As a prospective development, we shall propose an approach which exploits 
the topology of the ring before the JJ is included. 
Consider first a classical particle on 8 1 . The manifold 8 1 is an example of a non-simply 
connected topological space. This means that not all possible paths which connect two 
arbitrary points in 8 1 are homotopic to one another, i.e. they cannot be continuously 
deformed into one another [79, pp 242-249J. If, for example, we consider a loop which 
begins at e = 0, traverses the circle once and ends at () = 0, then clearly this is not 
homotopic to a point at () = 0. Now to an arbitrary topological space Q there corresponds 
a unique universal covering space Q, which is simply connected and has an associated 
mapping or covering projection, 7l'Q, which maps each point in Q to a unique point in Q. 
The universal covering space for 8 1 is lR, and 7l' 81 is given by 
lR :3 x ---t () = x modulo 27l' E [0, 27l'). 
A general universal covering space Q can be decomposed into a union of 'fundamental 
domains', each of which is isomorphic to Q. Clearly, we have lR = UnJn where I n is 
the interval [2n7l', 2(n + 1)7l') which is isomorphic to 8\ and so each I n is a fundamental 
domain. A free classical particle moving in 8 1 can now be regarded as moving on lR and 
each time it enters a new fundamental domain this corresponds to it completing another 
traversal of the circle. If we now remove the point () = ° from 8 1 to obtain the set 8;, then 
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this is equivalent to removing the points {2m!" : n = 0, ±1, ±2, ... } from R which leaves us 
with a fragmented covering space Ro given by the union UnJ~ where J~ = (2m!", 2(n + 1)7r) 
and for each n, J~ is isomorphic to S};. The particle would then be confined to S};, or, 
equivalently, to one of the intervals J~. For convenience, we retain the name covering 
space for Ro and fundamental domain for J~. 
In contrast to S};, the covering space Ro forms a multi-component circuit. We would 
therefore set about quantising on the covering space instead of on S};. For each fundamental 
domain J~ we would introduce a Hilbert space L2 (J~), in which are defined the differential 
operators P~ == -iTid/dx and ii~ == _(Ti2 /2m)d2 /dx 2 on Cgo(J~). Each of these operators 
is symmetric with deficiency indices (1,1). Besides the technical difficulties associated 
with the infinite direct sums which arise in determining momentum (=? current) and 
Hamiltonian operators for the entire system, there is the problem of relating the physics 
on Ro to the physics on S};. For a related discussion see [105, pp 114-124J. 
By admitting maximal symmetric operators as observables it becomes possible to rig-
orise many existing formal quantisation schemes such as those which deal with the quan-
tisation of the momentum in orthogonal curvilinear coordinates. The choice of coordinate 
system affects the difficulty in quantising the classical momenta on two levels. Firstly, the 
generally coordinate-dependent volume element which appears in the inner product means 
that obtaining a momentum operator Pq associated with coordinate q that is even formally 
symmetric is a non-trivial matter. In particular, we generally do not have Pq = -iTi8/8q. 
This becomes even clearer when one considers the corresponding quantisation of the Hamil-
tonian (chapter 3). Secondly, the range of the coordinate q is important in determining the 
uniqueness of the associated maximal symmetric momentum operator Pq and also whether 
or not Pq is self-adjoint. Generally, if q is of finite range then we obtain uncountably many 
possible momentum operators and these are all self-adjoint. If q is of semi-infinite range 
then there corresponds a unique momentum operator and this is maximal symmetric but 
not self-adjoint. If the range of q is the entire real line then there is a unique momentum 
operator and it is self-adjoint. 
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Besides reducing the quantisation problem to essentially one of finding a symmetric 
operator (all symmetric operators possess maximal symmetric extensions), which can usu-
ally be achieved to some extent by purely formal analysis, accepting maximal symmetric 
operators as observables also extends greatly the applicability of what may be termed 
adapt ion schemes, where an already quantised observable is further modified to cater for 
a specific need. This brings us to chapter 2. 
As we remarked in section 2.4.3, allowing maximal symmetric operators to represent 
observables alleviates some of the difficulties in attributing physical meaning to the 10-
cal values associated with an unbounded self-adjoint operator A. Provided it is densely 
defined, the operator 
ASJ == ~ {E(X; J)A + AE(X; J) } 
is symmetric and will therefore possess maximal symmetric extensions which may serve 
as semilocal observables. However, even if ASJ is densely defined, it is generally not 
possible to express the expectation value of A as a sum over expectation values of semilocal 
observables for an arbitrary state ¢ E 1)(A). Since, if ASJ denotes a maximal symmetric 
extension of AsJ , then there is no guarantee that 1)(A) will be a subset of 1)(AsJ ), so the 
decomposition 
(¢ I A¢) = IJ¢ I ASJ; ¢) 
is generally not valid for all ¢ E 1)(A). Provided ni1)(AsJ') is dense then this limitation 
, 
is not a severe one. Given a ¢ E 1)(A), it may even be possible to choose a particular set 
of maximal symmetric extensions of the different ASJ so that ¢ E ni'D( ASJ.)' We would 
, , 
then have a situation where, for a given partition {Jd of R, the state ¢ determines the 
set {AsJ.} of semilocal observables associated with the observable A. We shall now take , 
this idea further and propose a different local values scheme, in which each local value is 
associated with a weakly local observable that has an explicit state dependence. We shall 
see that within this new scheme the 'domain problem' does not arise. 
Let A be a maximal symmetric operator defined in L2(R) on domain 1)(A). Given an 
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arbitrary element 1; of 1)(.4), define the projector Prj! by Prj! == 11;)(1;1. We then have the 
decom posi tion 
(1; 1 A1;) = '2J1; 1 A~i1;), 
i 
where 
A~i = ~ {E(J?; Ji)Prj!A + APrj!E(X; Ji )} . 
Now since Prj!'l/J E 1)(A) for all 'l/J E L2(R), then APrj!E(X; Ji ) is defined on L2(R). It 
follows that 1)(A~i) = 1)(A) and (A~i)t :2 A~i [61, pp 298-301]. So for each Ji, A~i is 
a symmetric operator and its domain coincides with that of A. An appropriate maximal 
symmetric extension of A~i can serve as the relevant observable. Note that A;i, though 
weakly local in Ji, is generally not semilocal; this would require Prj!A = APrj!. Moreover, 
the local values (1; 1 A~1;) are different to those of Wan and Sumner. We have 
(1; 1 A~1;) = (1; 1 E(X; J)1;) (1; 1 A1;), 
so the local value associated with J is just the product of the 'global value' (1; 1 A1;) and 
the probability of finding the system in J, i.e. (1; 1 E(X; J)1;). 
We have seen that the incomplete dynamics associated with non-self-adjoint maximal 
symmetric Hamiltonians can, by utilising the notion of isometric semigroup, be handled 
in a mathematically sound way. However, this is not the case in the standard formulation 
of classical mechanics, where incomplete dynamics corresponds to the equations of motion 
simply having no solution for t < 0 say. So, by allowing maximal symmetric Hamiltonians 
we are confronted with the question of why we may have a satisfactory quantum description 
of certain incomplete dynamics but not a satisfactory classical description. In view of 
Cooper's result that the generalised Schrodinger equation (eqn 3.16) has a solution for all 
time if and only if the Hamiltonian is self-adjoint, and given the superior description of the 
evolution in terms of isometric semigroups, it is reasonable to suppose that in a Hilbert 
space formulation of classical mechanics (see [50, pp 313-318]) incomplete dynamics could 
also be described in a satisfactory manner by allowing non-self-adjoint maximal symmetric 
classical Hamiltonians in addition to the self-adjoint ones. Such a generalised formulation 
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of classical mechanics in Hilbert space would provide an extension of the work presented 
here. 
Though our attention was confined to the simplest of functions, we saw, in chapter 3, 
the necessity of taking maximal symmetric extensions in defining functions of maximal 
symmetric operators. Take for example the half-line momentum operator F\. This is 
the unique maximal symmetric extension in L 2(R+) of the operator -ifidjdx defined 
on Cg"(R+). The operator -(fi2j2m)d2jdx2 defined on Cg"(R+) does not, however, 
possess a unique maximal symmetric extension in L 2 (R+). Instead, we have uncountably 
many possible energy observables for a free particle on R+, none of which coincides with 
(lj2m)Pi since pi is not even maximal symmetric. So why is there a unique half-line 
momentum observable but no unique half-line free-energy observable? In section 3.5.1 we 
commented on the apparent absorption into the origin of a particle whose evolution was 
governed by the semigroup {Ttt : t 2:: O} where {Tt : t 2:: O} is generated by -i-P+. We 
shall now consider the possibility of interpreting this as a real absorption and in so doing 
"explain" the contrasting uniqueness properties of the half-line momentum and energy 
observables. 
Consider first the various energy observables. These form a one-parameter family 
{H>.: A E Ru {oo}} of self-adjoint operators in L2(R+) where [50, p 144]: 
TJ(H>.) = {¢ E L2(R+) : ¢, ¢' E AC(R+), ¢', ¢" E L2(R+), ¢'(O) + A¢(O) = O} 
TJ(Hoo) = {¢ E L2(R+): ¢,¢' E AC(R+),¢',¢" E L2(R+),¢(0) = O} 
and all extensions act on their respective domains as -(fi2j2m)d2jdx2. A physical inter-
pretation of this non-uniqueness arises if we assume the existence of an infinite potential 
barrier occupying x < O. The argument runs as follows [50, pp 144-145]. Consider the 
superposition 
¢(x) = e-ikx + aeikx , 
of an incoming plane wave exp( -ikx) and an outgoing plane wave exp(ikx). Given a 
A < 00, then ¢ is a generalised eigenfunction of H>. with eigenvalue fi2k2 j2m provided ¢ 
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is locally in V(H),J For this to be the case, we must have a = (ik - A)/(ik + A). The 
operator H),. is then understood to generate the dynamics in which an incoming plane wave 
of momentum k is reflected at x = 0 by the potential barrier and, since lal = 1, undergoes 
a phase change of (ik - A)/(ik + A).6 As the effect of the barrier on the incoming wave 
depends on A then the particular choice of self-adjoint extension would be determined by 
the precise nature of the barrier. 
Regarding P + as a Hamiltonian and thus a generator of dynamics, we may, In VIew 
of the above analysis of H),., consider the associated absorption of a wavepacket into the 
origin as signifying the presence of an infinite thermal reservoir occupying x < O. With 
this picture, we can perhaps understand why there is only one 'absorption Hamiltonian' 
but an infinity of 'reflection Hamiltonians'. 
Once a particle has been absorbed into an infinite thermal reservoir it can no longer 
be considered an isolated system. The particle essentially loses its identity and it becomes 
meaningless to consider its state after absorption. Contrast this with the reflection of a 
particle by an infinite potential barrier, where it is, of course, meaningful to consider the 
state of the particle following its encounter with the barrier. The different relative phases 
between incoming and reflected plane waves of momentum k associated with different 
barriers are described by different Hamiltonians. 
Within this 'literal absorption picture', it may even be possible to reconcile the notions 
of non-bounded-from-below Hamiltonians and energy observables. Since, by definition, an 
infinite thermal reservoir is such that the addition or removal of a particle to or from the 
reservoir does not alter the thermal energy of the reservoir; cf. [2, p 111J. 
6Note that these plane waves are not generalised eigenfunctions of P+. The constraint ¢(O) = 0 on 
states in V(P+) is too stringent to allow P+ any generalised eigenfunctions. 
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