Abstract
Introduction
CTL type branching-time temporal logics play a significant role in potential applications such as specification and verification of concurrent and distributed systems [7] . Two combinations of future time temporal operators ('sometime') and ('always'), are useful in expressing fairness [6] :
Ô (Ô is true along the path of the computation except possibly some finite initial interval of it) and Ô (Ô is true along the computation path at infinitely many moments of time). The logic ECTL (Extended CTL [9] ) was defined to enable the use of these simple fairness constraints. The logic ECTL · further extends the expressiveness of ECTL by allowing Boolean combinations of elementary temporal operators and ECTL fairness constraints (but not permitting nesting of temporal operators or fairness constraints). In [2] a clausal resolution method has been developed for the logic ECTL. The introduction of the corresponding technique to cope with fairness constraints enabled the translation of an ECTL formula into the normal form, to which we apply a clausal resolution technique initially defined for the logic CTL. In this paper we present the translation to the normal form for any ECTL · formula. Similarly to ECTL, as a normal form we utilise the Separated Normal Form developed for CTL formulae, called SNF ÌÄ . This enables us to apply the resolution technique defined over SNF ÌÄ as the refutation technique for ECTL · formulae.
The main contribution of this paper is the formulation of the technique to translate ECTL · formulae into SNF ÌÄ and a proof of its correctness. The latter also bridges the gap in the correctness proof for ECTL: we show that the transformation procedure for ECTL preserves unsatisfiability.
The structure of the paper is as follows. In Ü2 we outline the syntax and semantics of ECTL · and those properties that are important for our analysis. In Ü3 we review SNF ÌÄ . Next, in Ü4, we describe the main stages of the algorithm to translate an ECTL · formula into SNF ÌÄ , give details of rules invoked in this algorithm and provide the example transformation. The core of this paper, the proof of the correctness of this transformation technique, is given in Ü5. Further, in Ü6 we outline the temporal resolution method defined over SNF ÌÄ and apply it to a set of SNF ÌÄ clauses (previously obtained in Ü4.3). Finally, in Ü7, we draw conclusions and discuss future work.
Syntax and Semantics of ECTL ·
In the language of ECTL · we extend the language of linear-time temporal logic, which uses future time (always), (sometime), (next time), Í (until) and Ï (unless), by path quantifiers A (on all future paths) and E (on some future path). In the syntax of ECTL · , similar to CTL and ECTL, we distinguish state (Ë) and path (È ) formulae, such that well formed formulae are state formulae. These are inductively defined below (where is a formula of classical propositional logic) When trees are considered as models for distributed systems, paths through a tree are viewed as computations. The requirements for ECTL · models we are interested in would be suffix, fusion and limit closures [6] .
Below, we define a relation ' ', which evaluates wellformed ECTL · formulae at a state × in a model Å omitting standard cases for Booleans. 
Some useful features of ECTL ·
Here we summarize those features of ECTL · that are important in our analysis and, thus, will affect both the translation of ECTL · formulae to the normal form and the clausal resolution method.
In the rest of the paper, let T abbreviate any unary and T ¾ any binary temporal operator and P either of path quantifiers. Any formula of the type PT or PT ¾ is called a basic CTL modality.
Proposition 1 [Negation Normal Form correctness]
Given an ECTL · formula and its Negation Normal
Given a CTL formula , we will abbreviate the expression 'a state subformula with a path quantifier as its main operator' by P-embedded subformula of . Now for an ECTL · formula , we define a notion of the degree of nesting of its path quantifiers, denoted AE´ µ, as follows. Emerson and Sistla [10] showed that for any CTL £ (hence ECTL · ) formula with AE´ µ ¾, can be transformed into ¼ by a continuous renaming of the Pembedded state subformulae such that AE´ ¼ µ ¾ . For example, given 
Ê is introduced in Definition 2 [10] .
Recall that the logic CTL · extends CTL by allowing Boolean combinations of temporal operators (but not any nesting of them). Yet, it is still as expressive as CTL [8] . Hence we can transform any ECTL · formula which is also a formula of CTL · into an equivalent CTL formula. Here we give some of the equivalences used for such reduction, referring the reader to the mentioned paper for other cases which involve the Í and Ï operation. (In the formulae below and are purely classical expressions.)
Like ECTL, ECTL · allows limited nesting of temporal operators to express fairness constraints. For some of them, namely, for A and E cases, the validity of the following equivalences which we will use in our transformation procedure can be easily shown:
Applying procedure NNF ÌÄ · and standard classical logic transformations, we can obtain for any ECTL · formula (that has the degree of path quantifiers nesting 1) its 'special' Disjunctive or Conjunctive Normal Form, abbreviated as AE E´ µ and AE A´ µ. Similar to ECTL, a class of basic ECTL · modalities consists of basic CTL modalities, enriched by the fairness constraints, P and P
Definition 3 (DNF E and CNF
. Our translation to SNF ÌÄ and temporal resolution rules are essentially based upon the fixpoint characterizations of basic CTL modalities (see [5] ).
Next we observe some results on interpreting ECTL · over canonical models, noting that these results cover all CTL-type logics, including CTL .
Definition 4 (Branching degree and branching factor)
The number of immediate successors of a state × in a tree structure is called a branching degree of ×. Given a set
Ã ½ ¾
, of the branching degrees of the states of a tree structure, the maximal ´½ µ is called a branching factor of this tree structure.
As we have already mentioned, we assume that underlying ECTL · tree models are of at most countable branching. However, following ( [6] ), trees with arbitrary, even uncountable, branching, "as far as our branching temporal logics are concerned, are indistinguishable from trees with finite, even bounded, branching". In Ü2 we introduced the notion of satisfiability and validity of ECTL · formulae in relation to Å × ¼ . Now, following [12] , we call such a structure a tree interpretation.
Definition 5 (Labelled tree)
Next we recall a notion of a -ary tree canonical model which plays a fundamental role in our correctness argument. For these purposes, again following [12] , we will look at tree interpretations as tree generators: the root of the tree is understood as an empty string, , and the whole tree is seen as a result of unwinding of the root applying the suc- 
In a canonical interpretation ´ Äµ the set of states, the initial state and the successor relation are all fixed, hence, "...they reduce to a function ¾ È Ö Ó Ô , that is to a labelled tree over the alphabet ¾ È Ö Ó Ô ..." ( [12] ). We will refer to this tree as a canonical model. Proposition 4 given below collects the results given in [12] (Lemma 3.5).
Proposition 4 (Existence of a canonical model)
If an ECTL · formula with Ò E-quantifiers has a model, then it has an´Ò · ½ µ -ary canonical model.
These results were essentially used in the formulation of the transformation rule for the ECTL fairness constraint A [2] . In this paper we will further extend their applicability in the transformation procedure for ECTL · .
Normal Form for ECTL ·
As a normal form for ECTL · , similarly to ECTL, we utilise a clausal normal form, defined for the logic CTL, SNF ÌÄ , which was developed in [1, 4] . 
We obtain the SNF ÌÄ semantics from the semantics of ECTL · (Ü2) by preserving only items for state formulae.
Transformation of ECTL · formulae into SNF ÌÄ
In this section we will first describe the algorithm to transform ECTL · formulae into SNF ÌÄ , some of its rules, and, finally, give an example transformation. (as it is a CTL · formula) apply the procedure to transform CTL · into CTL (see section 2.1).
Algorithm to transform ECTL
(4) At this stage, renaming state subformulae (which are expressed by basic CTL modalities) on the right hand-sides of the constraints derived at step 3 we obtain the structure required for a pre-clause.
(5) For every pre-clause È µ É , by continuous renaming of the embedded classical subformulae by auxiliary propositions together with some classical transformations we obtain the following conditions.
- (9) Remove all unwanted basic CTL modalities.
(10) Derive the desired form of SNF ÌÄ clauses. At this final stage we transform pre-clauses È µ É , where É is either P or a purely classical formula: for every preclause È µ P , we obtain the structure where P ap-plies either to a literal or to disjunction of literals. This can be achieved, again, by renaming of the embedded classical subformulae, applying rules used to obtain conjunctive normal form (CNF), and distributing P over conjunction, together with some classical transformations. Further, for every remaining purely classical pre-clause È µ É , we apply a number of procedures including those that are used in classical logic in transforming formulae to CNF, some simplifications and the introduction of a temporal context.
Transformation rules towards SNF ÌÄ
The first stage of the transformation procedure outlined above, the procedure ½ , is taken from the translation of ECTL formulae to SNF ÌÄ [2] . Here we describe novel techniques to cope with Boolean combinations of temporal operators defined in addition to the rules of the procedure ¾ , introduced for ECTL [2] . We also recall some of those rules that will be used in our example given in Ü4.3.
For the full set of rules preserved from the CTL the reader is referred to [1, 4] . In the presentation below we omit the outer 'A ' connective that surrounds the conjunction of pre-clauses and, for convenience, consider a set of pre-clauses rather than the conjunction. Expressions È and É will abbreviate purely classical formulae.
Indices.
Recall that at step 6 of the transformation procedure, we introduce labelling of the SNF ÌÄ pre-clauses containing the E quantifier. The justification of this labelling is based upon fixpoint characterization of basic CTL modalities and was explained in [1, 2] except for the new specific ECTL · formulae in AE E form. The latter can be explained simply based upon the SNF ÌÄ semantics.
Rules to remove basic CTL modalities. Here we give those removal rules that will be used in our examples of the transformation to SNF ÌÄ (Ü4.3) and refutation (Ü6). In the formulation of the rules given below Ü is a new proposition:
Managing embedded path subformulae in ECTL · . We incorporate rules to rename purely path formulae embedded in ECTL · fairness constraints from [2] . Let Renaming: the E case.
Renaming: the A case.
Managing embedded boolean combinations of path subformulae in ECTL · . Recall that on step 8 of the transformation procedure we must further reduce formulae of the form E´« ½ « Ò µ and A´¬ ½ ¬ Ñ µ. The corresponding rules are given below where Ò ¼ is Ä ´ Ò µ if the Ù are not , and Ò otherwise and Ò is the number of indices in LIST IND.
Finally, from the rest of the rules previously defined for CTL/ECTL, we use the following.
Temporising
Distributivity
In the rule for E , given that the premise of the rule is labelled by Ä ´ Ò µ , we preserve this label for both conclusions, thus, assuring that they refer to the same path.
Example Transformation
As an example we translate into SNF ÌÄ the formula:
To check if (4) 
We proceed with formula 2, where the right hand side of the implication is already in AE A´ µ. Thus, we apply equation (2)-(f) to distribute the A over conjunction in 2, obtaining 3, and then simplify the latter deriving 4 and 5. Next, we simplify formula 4 applying (3-(a)) to get 6. The structure of the latter enables us to apply procedure Ê deducing 7 and 8 and introducing a new variable Ý. 
Correctness of the Transformation of ECTL · formulae into SNF ÌÄ
Here we provide the correctness argument for our transformation procedure. A significant part of this argument is either similar to the corresponding proofs given in [1, 2] for CTL and ECTL or extend these proofs for new cases of ECTL · formulae. Therefore, we will only state such claims referring the reader to [1, 2] while we sketch here proofs for new techniques used for ECTL · transformations. Note also that in our previous paper ([2]) we have not established the proof for the claim analogous to Lemma 3 (see below). Therefore, providing our argument in this paper, we not only show the desired correctness of the transformation procedure for ECTL · but also bridge this gap for ECTL. Ô (see [3] for the formulation of the loop searching procedure). The desired loop, E E Ô Ä ´ µ (given that condition Þ ½ is satisfied) can be found considering clauses 10 and 11. Thus, we apply the TRES 4 rule to resolve this loop and clause 12, obtaining 16. Next we remove E Ï from 16 deriving a purely classical formula 17 (Ý is a new variable). Simplify the latter, apply temporising, obtaining, in particular, 19 and 20, and then a series of SRES rules to newly generated clauses. 
Conclusions and Future Work
We have described the extension of the clausal resolution method to the useful branching-time logic ECTL · . Here we have followed our general idea to expand the applicability of the clausal resolution technique originally developed for linear-time temporal logic [11] , and further extended to branching-time temporal logics CTL and ECTL [4, 1, 2] . This extension enables us to invoke a variety of well-developed methods and refinements used in the resolution framework for classical logic. The algorithm to search for loops needed for temporal resolution has been introduced in [3] . With the proof that SNF ÌÄ can be served as the normal form for ECTL · , the algorithm becomes fully functional for the latter. Another contribution of this paper is completing the proof of the correctness of the transformation procedure in ECTL formulated in [2] : we have now shown that if the set of clauses generated for an ECTL formula is satisfiable then the original formula is satisfiable. Our results have brought us one step closer to the final stage of our long-term project -to define a clausal resolution method for CTL . Among other obvious tasks are to refine the presented method and to analyse its complexity which would enable the development of the corresponding prototype systems.
