The dominance of conduction and the negligible effect of gravity, and hence free convection, are verified in the case of microscale heat sources surrounded by air at atmospheric pressure. A list of temperature-dependent heat transfer coefficients is provided. In contrast to previous approaches based on free convection, supplied coefficients converge with increasing temperature. Instead of creating a new external function for the definition of boundary conditions via conductive heat transfer, convective thin film coefficients already embedded in commercial finite element software are utilized under a constant heat flux condition. This facilitates direct implementation of coefficients, i.e. the list supplied in this work can directly be plugged into commercial software. Finally, the following four-step methodology is proposed for modeling: (i) determination of the thermal time constant of a specific microactuator, (ii) determination of the boundary layer size corresponding to this time constant, (iii) extraction of the appropriate heat transfer coefficients from a list provided and (iv) application of these coefficients as boundary conditions in thermomechanical finite element simulations. An experimental procedure is established for the determination of the thermal time constant, the first step of the proposed methodology. Based on conduction, the proposed method provides a physically sound solution to heat transfer issues encountered in the modeling of thermal microactuators.
Introduction
Thermal actuation is preferred in applications where large deflections are required at low to moderate loads. In contrast to electrostatic or piezoelectric actuation, considerable deflections can be achieved at low voltages. Two widely used thermal actuators are the Guckel [1] thermal actuator for in-plane actuation and the bimorph [2] thermal actuator for out-of-plane motion. The operation of the Guckel actuator is based on the non-uniform expansion of thin and wide arms, 4 Author to whom any correspondence should be addressed. 5 Present address: Department of Mechanical Engineering, Columbia University, 500 West 120th Street, New York, NY 10027, USA. whereas a bimorph actuator utilizes two layers of materials with different coefficients of thermal expansion.
Microgrippers constitute a good example for the practical use of thermal actuators. Such devices can carry out tasks including pick-and-place assembly and soldering or welding along with the capability of sensory feedback [3] . An interesting application of such pick-and-place assembly is the handling of carbon nanotubes with an electrothermal gripper in a scanning electron microscope [4] . Grippers can as well be used in aqueous media for biomedical applications including cell manipulation [5] .
In the modeling of thermal actuators, the electro/photothermal problem and the thermo-mechanical problem are generally addressed in a sequential manner.
The first problem is concerned with the computation of the temperature distribution on the device. To do this, knowledge regarding the dominant modes of heat transfer is necessary for the definition of appropriate boundary conditions on device surfaces where energy is exchanged with the surrounding medium. This is where a variety of assumptions are adopted in the literature. This issue will be discussed in detail in the next section. The second, i.e. thermo-mechanical, part of the solution procedure is then employed to compute displacements resulting from the corresponding temperature distribution.
The main purpose of this work is to clearly highlight the negligible effect of free convection compared to conduction at microscale. The negligence toward this fact present in the modeling literature is more than occasional. What is missing is a methodology that would allow the assignment of conductive heat flux as a boundary condition. In this work, a set of temperature-dependent conductive heat transfer coefficients will be defined that can be embedded into commercial finite element software. The manuscript is organized in the following way: after a brief introduction of basic concepts, two models for heat transfer in solid and fluid media will be constructed to compare and contrast micro-and macroscales in terms of dominant modes of heat transfer. Based on this perspective, a literature review will follow, where the necessity of the present work will be highlighted. Then a methodology will be introduced for computing temperature-dependent heat transfer coefficients. Finally, the methodology will be applied to a specific bimorph microactuator, and the experimental results of the voltage-deflection characteristics of the actuator will be compared with finite element simulations utilizing the new set of conductive heat transfer coefficients.
Theory
The dominant mode of heat transfer in a fluid medium depends on the length scale. For example, if one considers heat transfer from a solid surface to surrounding air at macroscale, free convection would turn out to be the dominant factor. However, at microscale, free convection is negligible when compared to conduction. Hence, in the absence of forced convection, conduction should be treated as the only mode of heat transfer for the modeling of microscale thermal actuators. The widespread use of free convection in the modeling literature is in contradiction with this fact. To shed light on this issue, basic concepts of heat transfer will be introduced first. This will be followed by a finite element study of heat transfer in a chosen geometry at different length scales. The section will be concluded with an evaluation of different approaches to the modeling of microscale thermal actuators.
Basic concepts
The transfer of heat can take place in different modes. Conduction is the transfer of energy based purely on molecular activity. In a fluid, conduction occurs through random motion of molecules. For a solid, this would translate into lattice waves due to molecular motion in addition to the motion of free electrons in the case of conductors. Convection takes place in the presence of bulk motion of a fluid. It is especially important in the case of energy transfer across a solid/fluid interface. Finally, energy can be emitted as thermal radiation. In this work, the interplay between conduction and convection will be considered with special emphasis placed on heat transfer across a solid/fluid interface.
There are two basic types of convection, namely free-or natural-convection and forced convection. Forced convection requires an external means to set fluid in motion. Free convection is driven by buoyancy forces representing the gravitational effect on the fluid density gradient which is due to the presence of a temperature gradient. The criterion that determines which component of convection is dominant is provided by the non-dimensional Grashof number, Gr. Gr represents the ratio of buoyancy forces to viscous forces and is defined in table 1 along with other important nondimensional numbers such as Reynolds number, Re. Since Re represents the ratio of inertial to viscous forces, the condition of (Gr/Re 2 1) corresponds to the dominance of free convection over forced convection. Typical values of Gr for microstructures are on the order of 10 −8 to 10 −2 . Similarly, Prandtl number, Pr, can be considered as the ratio of the momentum and thermal diffusivities. For small Pr, heat diffuses faster than momentum, i.e. thermal boundary layer is shorter than velocity boundary layer. Pr for air at 300 K is 0.707 and decreases as the temperature increases such that its value is 0.536 at 3000 K.
Another non-dimensional number that is used interchangeably with Gr is the Rayleigh number, Ra, which is the product of Gr and Pr. Ra serves as a criterion in deciding the type of heat transfer in fluids. If Ra is smaller than a certain critical value for that fluid, the dominant heat transfer mechanism is conduction and if that critical value is exceeded, then convection takes over. Typical values of Ra for microstructures are on the order of 10 −9 to 10 −3 . Finally, the non-dimensional Nusselt number, Nu, is defined as the dimensionless temperature gradient at the surface. It is treated as a measure of the convective heat transfer occurring at the surface. The empirical correlations between Nu and Ra for flat plates are given in the form of
where C, n and m are constants with values depending on the range of Ra among other factors [6] . The most important implication of equation (1) is the computation of temperaturedependent convection coefficients, h. These can be extracted by combining equation (1) with the definitions of Nu and Ra provided in table 1. The critical point associated with this procedure is that correct values for the constants n, m and C should be taken with consideration of the Ra range of the convective surface. This issue will be highlighted later in the literature review.
Scale dependence of heat transfer modes
In order to compare micro and macroscales in terms of dominant modes of heat transfer, a set of simulations is performed with finite element software ANSYS. Since Gr and Ra are directly proportional to gravity, gravity is introduced as a control parameter for the effect of buoyancy forces and hence, free convection. The problem geometry is given in figure 1 and consists of a heat source surrounded by a fluid or solid medium with varying dimensions, where the scale effect is introduced. Temperatures of the heat source and outer boundary of the surrounding medium are set constant. The resulting velocity and heat flux distributions inside the surrounding medium are reported at different time points allowing the observation of their evolution. Transient thermal analyses in a fluid medium are performed for both micro-and macroscales. Then the same geometry and boundary conditions are applied to the solid model at microscale, where only conductive heat transfer mechanism is considered. Details of the fluid and solid models in a finite control volume are given in appendix A. Appendix B describes the solid model where the dimensions of the surrounding medium are extended to infinity. This aspect will later be useful in determining heat transfer coefficients in the case of a microdevice surrounded by air. Table 2 provides a list of cases considered and a partial summary of simulation results in terms of maximum fluid velocity and heat flux. For microscale analysis, one can refer to figure 2 for a full description of obtained results. It shows the time-dependent heat flux, q , in solid and fluid media (both taken to be air at atmospheric pressure) with and without a gravitational field. The first and most noticeable observation is that heat flux does not change when gravity condition is imposed in the fluid environment. Contour plots for heat flux around the source at t = 10 μs and t = 1 ms are independent of the gravitational condition. Although contour plots for velocity computed for both cases at t = 10 μs and t = 1 ms seem to be different, this difference remains on the order of only 10 −6 m s −1 (table 2) . The explanation lies in the dimensions of the system. Due to the small size of the system, density variations are very small in the control volume, and thus gravitational forces do not become significant. This shows that at microscale, free convection is not dominant and conduction should be treated as the only mode of heat transfer at moderate temperatures.
Another important observation from figure 2 is about the same temporal evolution of heat flux through both conductive modeling of air with solid elements and convective modeling with fluid elements. However, heat flux values are higher for solid modeling than those obtained through fluid modeling. Furthermore, an increase in this difference with increasing temperature is also evident in figure 2, when simulation results for T = 500 K and T = 800 K are compared. This is a clear indication that modeling with free convection underestimates the actual heat transfer at microscale as stated previously by Guo et al [9] . This observation confirms further that modeling heat transfer from the exposed surfaces of a microdevice with only conduction is more appropriate than a free-convectionbased approach. Macroscale analyses are similarly summarized in figure 3 , which shows the time-dependent heat flux within a fluid medium. Once again the medium is chosen to be air at atmospheric pressure. An inset with the same time scale as the one of figure 2 is provided for comparison purposes. First of all, in contrast to the previous case, it is evident that heat flux changes considerably when the gravity condition is imposed in the fluid environment. Table 2 shows two orders of magnitude difference in heat flux for a 1 s duration of heating. This is mainly due to the fact that density variations, thus the density gradient, in the control volume are high and the gravitational effects, thus the body forces acting on air elements, are considerable. This, in turn, increases the bulk velocity of air causing convective effects to be dominant at macroscale. However, if we exclude gravity from the analyses, the density gradient does not result in a gravitational force, prevents air from gaining velocity and as a result, velocity does not develop on top of the surface and the resulting heat flux remains low. This shows that at macroscale, free convection is the dominant type of heat transfer mode. Another conclusion arising from a comparison of figures 2 and 3 is the efficiency of thermal actuation at microscale when compared to macroscale. At microscale, although heat flux is very high at the beginning, it decreases rapidly with time and attains a steady-state value which is a minimum in the plot given in figure 2 . In contrast, heat flux at macroscale shows a divergent behavior as evident in figure 3 . This has direct implications in energy consumption and shows why thermal actuation is a preferred method at microscale.
Review of modeling approaches
Having determined the importance of length scale in heat transfer, it would be beneficial to conduct a critical review of the literature on the modeling of microscale thermal actuators. Special emphasis will be placed on the use of free convection and conduction while studying heat transfer through microdevice/air interfaces.
In deciding the operating frequency of a photothermal microactuator, Baglio et al [10] took the dominant factor in system dynamics to be the cooling time of the actuator, and this cooling was assumed to occur due to free convection on the device surface. To decide the average convection coefficient, the procedure that uses equation (1) was employed. However, it is important to note that the correlation used to decide Nu from Ra should specifically be applicable in the Ra range of the microactuator in question. Guidelines for the correct approach can be found in [6] .
Mankame and Ananthasuresh [11] also used empirical correlations between Nu and Ra given by Mills [12] to calculate the temperature and size-dependent convection coefficients. Since the correlations are not defined for the Ra range of flat surfaces of the microstructures, these correlations were extrapolated in [11] . Due to the fact that the criterion for free convection lies with Ra and Ra is considerably small for buoyancy forces to overcome viscosity, the applicability of the mentioned model is limited. The same approach, i.e. applying purely convective heat transfer on all surfaces of the microactuator, was employed in a variety of other thermal modeling studies (Jungen et al [13] , Chen et al [14] , Todd and Xie [15] , Yang and Yu [16] ).
Similarly, the working principle of a convective accelerometer was based on the sensing of a temperature difference that is caused by a change in free convective flow due to acceleration (Milanovic et al [17] and Luo et al [18] ). Free convective flows were caused by the buoyant forces generated by the thermal difference between a heated element in the device and the surrounding gas. Although acceleration might cause convective flows, this would be forced convection rather than free convection. (Similar to previous cases, it should be remembered that in small scale, gravitational effects, thus, the buoyant forces, would be negligible.) Therefore the relation between the measured temperature difference and the amount of acceleration is not to be explained by free convective effects. Hence, it is not surprising that a deviation from linearity for Gr below 10 −4 was reported in [18] , which is a typical value for microscale devices.
In 2003, Guo et al [9] mentioned that for Ra < 10 3 free convective effects should begin to cease and conduction should become the only heat transfer mechanism due to negligible inertial forces at small scale. The study also indicated that if the conventional correlations are used for free convection at microscale, the actual amount of heat transferred might be underestimated as indicated in figure 2 .
Similarly, in 2002 Hickey et al [19] emphasized the relation between Ra and free convection, and concluded that free convection was important at macroscale. In this study, a Guckel-type actuator was modeled with a small gap between the actuator and the substrate surface. The conduction heat transfer was taken to be limited to this gap only, while thermal boundary conditions on all other surfaces were omitted. By doing so, the model considered the scale of the air gap rather than the size of the device. This technique has been widely accepted by other studies as well (Maloney et al [20] , Lott et al [21] , Huang and Lee [22] , Serrano et al [23] , Li and Uttamchandani [24] and Yan et al [25] ).
In a similar problem, Geisberger et al [26] stated that low Gr was an indication of the dominance of conduction on the surfaces of microscale structures. A method for 3D finite element modeling (FEM) of thermal microstructures, particularly a Guckel actuator, was proposed. The thin film of air both between the arms of the actuator and between the bottom of the actuator and the substrate was modeled with conductive air elements. Convection coefficients were assigned to the surfaces that were exposed to the open atmosphere. The coefficients were determined via Flotran CFD analysis in ANSYS for an infinite plate. Other works such as Kuang et al [27] , Zhang et al [28] , Li et al [29] , Huang et al [30] and Atre [31] also used a combination of conductive and convective heat transfer modes in their analyses.
Finally, in a recent study by Solano et al [32] similar conclusions were drawn by comparing Ra at microscale with that at macroscale, and conduction was employed as the only mode of heat transfer mechanism to the ambient environment at microscale.
From this review on a rather narrow spectrum of devices, it becomes clear that no consensus is established in the field of the modeling of thermal microsystems. In the remainder of this work, a methodology will be introduced for the assignment of temperature-and scale-dependent conductive heat flux on the surfaces of thermal actuators. The methodology will then be applied to a bimorph actuator.
Methodology
Having confirmed the importance of conduction in microscale heat transfer, the appropriate conductive heat transfer coefficients to be applied on the surfaces of thermal microdevices should be extracted from the solid modeling of air.
As described by Kakac et al [8] , for considerably thick solids with a heat source on their surface, the temperature of the solid remains at the ambient temperature after a finite thickness called the penetration depth at a certain time, δ(t). Similarly, due to the fact that the ambient environment acts as a thermal reservoir, it is safe to assume that at thermal equilibrium there is a finite penetration depth, δ, for a microdevice with a temperature profile higher than the ambient temperature. Finding δ requires knowledge of the thermal diffusivity of the material, of which the surrounding medium is made of, and the thermal time constant, τ thermal , of the microdevice, i.e. the time scale at which the temperature of the device attains equilibrium with the atmosphere. An indication of τ thermal is provided in figure 2 . On the other hand, experiments based on the measurement of actuator displacements can only yield the mechanical time constant, τ mech . Since it would be impossible for the device to attain mechanical equilibrium before it reaches a steady-state temperature, τ mech can safely be considered as an upper bound for τ thermal .
A time-dependent semi-infinite model of the conductive heat transfer in solids provides the necessary context for the computation of δ. Simulation details of the semi-infinite model can be found in appendix B. To demonstrate the concept, figure 4 shows the temperature distribution in semi-infinite air and Al media kept in contact with a 500 K temperature source for 2.5 μs. Since the thermal diffusivity of air is less than that of Al, ambient temperature, 300 K, is reached at a shorter penetration depth indicating that δ air is shorter than δ Al . τ thermal can be calculated for this penetration depth using equation (2) [8] , where δ (m) is the penetration depth and α (m 2 s −1 ) is the thermal diffusivity. In this model, as time progresses, the overall temperature should uniformly reach the source temperature at the steady state. However, in the case of a microactuator embedded in an infinite medium, although a conductive model for air is utilized, the solid medium resembles a good insulator with a point source. In this case, it is safe to assume that the ambient temperature is reached very rapidly as one moves away from the source. This indicates that τ thermal is very low and temperature gradients are confined to a narrow strip around the source, known as the boundary layer:
If τ thermal was known, a transient analysis could be performed to find δ approximately. δ(τ thermal ) could then be accepted as the penetration depth and conduction coefficients, and hence the heat flux to be used in electro-thermal modeling of the device could be found. However, measurement of τ thermal on the order of nanoseconds is a difficult task. Since displacement of microactuator is usually measured rather than the temperature distribution over the device, an alternative path is taken in this study. Based on the previous argument, τ mech is taken as an upper limit for τ thermal leading to the conclusion that the heat flux in the system will not change after τ mech . Then, a conductive heat transfer simulation is performed within the context of figure 2 to find heat flux for different sizes of boundary layers. These heat flux values are then applied as boundary conditions in device simulations. Finally, obtained results can be compared to experimental measurements, where the best fit indicates the correct penetration depth.
The major focus of this approach is placed on the application of conductive heat flux as a thermal boundary condition in the finite element analysis. To accomplish this, convective thin film coefficients, an inherent property of various commercial finite element software packages, are utilized instead of introducing a new, external function. This ensures a wide applicability of the proposed method in a variety of computational platforms. The approach is based on imposing heat flux, q = k(∂T /∂x), as a boundary condition, and using the convective thin film coefficient, h, as an intermediate tool to assign q . Equating q in conductive and convective modes, one obtains h =
, where T s is the surface temperature and T ∞ is the ambient temperature. Hence, the computational procedure for establishing a list of h is as follows:
(1) computation of the heat flux at different temperatures in a solid modeling similar to the one described in the context of figure 2, (2) computation of the corresponding thin film coefficients, and (3) construction of the function of h for various temperatures.
The geometry of the boundary layer used for the computation of temperature-dependent conduction coefficients is shown in figure 5 . The critical dimension (w in figure 1 ) is taken to be 10 μm. For boundary layer thicknesses larger than 2 μm, radial geometries are used (figure 5(a)) and for 2 μm, 1 μm and 0.5 μm thick boundary layers rectangular geometries are used ( figure 5(b) ). This distinction is due to meshing issues only and does not interfere with the actual heat transfer mechanism. The outer periphery not in contact with the heat source is taken to be at 300 K. This procedure can be repeated for other device sizes and thus, the corresponding set of coefficients can be obtained.
Dimensions of the boundary layers and the resulting temperature-dependent heat transfer coefficients, h, are listed in table 3. Numbers listed in table 3 can be used for the general purpose of modeling heat transfer from a microdevice (with a critical dimension of 10 μm) to the surrounding air at atmospheric pressure. To achieve this, a prior knowledge of the boundary layer thickness is necessary, so that one knows which column in table 3 to utilize. An experimental procedure addressing this issue will be provided in the next section.
It is also evident in table 3 that, for a given control volume, h increases convergently with increasing temperature agreeing well with the concept of power efficiency of thermal actuation at microscale. This is fundamentally different and in contrast to the convection coefficients proposed by Mankame and Ananthasuresh [11] that exhibit a divergent behavior as a function of temperature.
As a result, the proposed methodology consists of the following steps:
(1) determination of the thermal time constant of the microactuator of interest; (2) determination of the boundary layer size associated with this thermal time constant using equation (2); (3) extraction of appropriate thin film coefficients from table 3 (construction of the h function should be repeated for critical dimensions other than 10 μm); (4) application of the listed values in table 3 as boundary conditions in thermomechanical finite element simulations. Table 3 . Temperature-dependent heat transfer coefficients (h) for different penetration depths, δ. The critical dimension of the device is taken to be 10 μm. a R stands for a spherical boundary layer ( figure 5(a) ). b L stands for a rectangular boundary layer ( figure 5(b) ). 
A case study: bimorph actuation
In this section the approach described above will be applied to a bimorph thermal actuator on a Si substrate shown in figure 6 . The objective is to establish a procedure to determine the thermal time constant. The design has a critical length of 10 μm. The upper layer of the actuator is designed to be a 1 μm thick Al film. The bottom layer is polyimide (PI) of 2 μm thickness. The device is separated from the Si substrate by a 2.5 μm thick SiO 2 layer. Following the determination of conductive heat flux as described in the previous section, voltage versus displacement simulations are performed by using the h function as the thermal boundary condition on the surfaces of the thermal microactuator. Details of displacement simulations are given in appendix C. In the following, the device fabrication will be explained first. Static and dynamic measurements of device displacement will be discussed and the section will be concluded with a comparison of experimental and simulated displacement results leading to the determination of the corresponding boundary layer thickness and thermal time constant.
Device fabrication
Fabrication of the thermal microactuator is a three-mask process utilizing conventional UV photolithography with positive photoresist. The first and third masks are used for the release process and the second mask is used to define the actual shape of the thermal microactuator.
The process starts with a bulk silicon wafer. The trench defining the release area underneath the cantilever is opened with the deep reactive ion etching (DRIE) process. After DRIE and resist removal ( figure 7(a) ), the top surface of the wafer and the side walls of the trenches are covered with thermal oxide and low temperature oxide (LTO) which is reflown at 1050
• C for 15 min ( figure 7(b) ). Here, thermal oxide serves as an etching barrier during the isotropic Si etch in the release process and LTO fully fills the gap between trenches yielding a smooth surface during polyimide PI-2610 (HD Microsystems TM ) spin coating. After oxidation, PI-2610, which is the bottom layer of the thermal actuator, is spin-coated and cured. Then its thickness is reduced to 2 μm with O 2 plasma etching. Next, a 1 μm thick Al film is sputtered as the top layer of the thermal actuator ( figure 7(c) ). Second UV exposure is carried out to define the thermal actuator. Aluminum, PI and oxide layers are directionally etched with Cl 2 /BCl 3 , O 2 and CF 4 plasmas, respectively. Finally, photoresist is stripped off.
The final step of the fabrication is the release of the thermal actuator. Using a third lithography mask, the body and the tip of the thermal actuator are covered with a positive photoresist. Then anisotropic Si etching with ICP-DRIE is performed. This is followed by isotropic Si etching with SF 6 plasma to release the mobile tip of the thermal microactuator ( figure 7(d) ). As previously mentioned, thermal oxide serves as an etch stop for the isotropic Si etch. Next, an isotropic oxide etch is carried out to etch the oxide layer below the released part of the thermal actuator. After this step, the bimorph thermal microactuator is completely defined and released from Si. The final step is the stripping of the photoresist (figure 7(e)).
Device characterization
An interferometric lens mounted on a Nikon Eclipse LV100 microscope is used for static deflection characterization of the thermal actuator in ambient air. The device is probed by using manipulators under the 10× interferometric objective (Mirau type, numerical aperture: 0.13). A dc voltage is applied and the number of fringes due to the deflection of the actuator tip are counted. Red light with a wavelength of λ = 655 nm is used for illumination. Each fringe pattern of the acquired image corresponds to the half wavelength and therefore the resolution for the out-of-plane displacement measurement is approximately 163 nm (λ/4). An example can be seen in figure 6 .
Dynamic testing of the thermal actuator is performed in ambient air using a custom-built setup sketched in figure 8. The setup is composed of a Laser Doppler Vibrometer (LDVPolytec PDV100) which detects the velocity of vibrating structures, a signal source for actuation, an oscilloscope which allows real-time measurement of the velocity as well as a data collection PC where the input signal and the displacement signal are stored. Actuation of the device exerts an outof-plane displacement of the actuator tip; thus a mirror is incorporated in the setup to both direct the laser beam of the LDV to the device and to collect the reflected light into the LDV. In order to measure the deflection dynamics of the device, a pulse signal is applied to the electrodes and the resulting velocity profile is collected at the oscilloscope. Deflection of the actuator is obtained by time integration of the velocity profile. Figure 9 shows the deflection of the actuator along with a fit function modeling the second-order, linear time invariant (LTI) system response due to the forceto-displacement transfer function of the mechanical structure.
Step response of the actuator shows a critically damped system due to air damping resulting in a rise time of 240 μs and a fall time of 600 μs. This rise time is used as the mechanical time constant, τ mech , throughout the simulations. is plotted as a function of the applied dc voltage. Since experiments are performed on three samples with different lengths, l, comparison is made over the mean of the normalized displacements, where d is the tip displacement. According to figure 10, as the boundary layer thickness (see figure 5 for the geometry of radial (R) and rectangular (L) boundary layers) is reduced, simulated results approach experimental results. The mechanical time constant, τ mech , was measured to be 240 μs as explained in the previous section using dynamic measurements. From the semi-infinite approach, this corresponds to a penetration depth, δ, less than 100 μm. That is why simulations are carried out starting with a 100 μm thick boundary layer which is gradually decreased until experimental results for displacements are achieved. Experiment and simulation coincide only when L is reduced from 100 μm all the way to 500 nm. τ thermal can be calculated for this penetration depth using equation (2) , where δ is equal to L in this case. As a result, the thermal equilibrium is observed to be reached in around 10 ns, which, as expected, is very rapid compared to τ mech . Hence, the last column in table 3 can be used to define boundary conditions in finite element simulations. This procedure has, of course, to be repeated for critical dimensions other than 10 μm.
Comparison of simulation and experiment for static measurements
Rapid heat transfer at small scale was mentioned by Feynman in his 1960 speech 'There's Plenty of Room at the Bottom' [33] , where the need for cooling of moving parts in contact was questioned when the rate of heat transfer increases with decreasing scale. Due to the absence of convective flows at microscale, the only mechanism of heat loss to the ambient environment becomes conduction at moderate temperatures. Although the actuator attains thermal equilibrium with the surrounding atmosphere very quickly, it takes much longer to attain mechanical equilibrium due to the characteristics of the critically damped system.
Conclusions
In the first part of this manuscript, the scale dependence of heat transfer modes was studied. Finite element simulations of micro-and macroscale heat transfer phenomena were carried out in finite and infinite control volumes along with necessary comparisons with available analytical solutions. The following conclusions/verifications were achieved from this introductory section.
(1) The effect of gravity in heat transfer is negligible at microscale. This fact eliminates free convection as an alternative way of heat dissipation from a hot surface into air. Therefore, conduction should be treated as the only mode of heat transfer at microscale. (2) A literature survey provided along with this study highlights the necessity of clarification regarding the dominance of conduction in the field of modeling of microscale thermal actuators.
The second part of the study was then geared toward establishing a methodology to incorporate heat conduction (instead of convection) in commercially available finite element software. To do this, a set of heat transfer coefficients was obtained as a function of temperature and boundary layer thickness. Instead of creating a new external function for the definition of boundary conditions via conductive heat transfer, already existing convective thin film coefficients were utilized. Keeping heat flux values constant, one was able to convert conduction boundary values into convective ones. A list of these coefficients was provided for different temperatures. The obtained list can be employed for any modeling work in air at atmospheric pressure for devices with a critical dimension of 10 μm.
Implications of this approach were demonstrated with a bimorph actuator. The following four-step procedure was proposed as a conclusion:
(1) determine the thermal time constant, τ thermal , of the microactuator of interest; (2) determine the boundary layer size associated with this thermal time constant; (3) extract appropriate thin film coefficients from table 3; (4) apply them as boundary conditions in thermomechanical finite element simulations.
Step 1, the determination of the thermal time constant, is the critical step in this procedure. It is a property difficult to measure. First, it can be very short. In fact, for a device with a critical dimension of 10 μm, a time constant of 10 ns was found. Second, for very small devices, temperature measurement tool might lack necessary resolution. Therefore the determination technique used in this work was based on fitting of experimental data obtained from static measurements. The same procedure can be applied to devices of different characteristic lengths, and a corresponding set of heat transfer coefficients can be obtained. substrate is included in the finite element model, confirmed its negligible effect on the simulation results. Hence, the substrate is excluded from the model for the rest of the study. In addition, the actual geometry of the Al heater layer is preserved as shown in figure C1 because in a separate analysis the relation between the geometry of the heater layer and the current flux, and hence the temperature distribution on the actuator, is observed to be significant. The maximum element edge length is 10 μm. It is refined toward the tip, where the displacement is measured. Increasing the element edge by a factor of 2 changed neither the temperature nor the displacement profiles.
Material properties and geometries are given in tables C1 and C2, respectively. Electrical resistivity of aluminum, the heater layer, is taken to be temperature-dependent.
Device simulations are performed using the Solid 98 element. It is a ten-node, tetrahedral element with up to six degrees of freedom at each node and has a quadratic displacement behavior [7] . It is well suited to model irregular geometries. Voltage values ranging from 0.5 V to 3.5 V are applied to the selected nodes on touchpads. A sequential analysis method is chosen to reduce the simulation time, where first the temperature distribution on the device is found by employing temperature and voltage degrees of freedom. While determining the temperature distribution, temperaturedependent heat transfer coefficients given in table 3 are applied as thermal boundary conditions on the surfaces of the device. Then by switching element degrees of freedom to displacements in three dimensions, the deflection profile is obtained through applying the results of the first part as a nodal temperature load on the actuator.
