We introduce a new, semi-supervised classification method that extensively exploits knowledge. The method has three steps. First, the manifold regularization mechanism, adapted from the Laplacian support vector machine (LapSVM), is adopted to mine the manifold structure embedded in all training data, especially in numerous label-unknown data. Meanwhile, by converting the labels into pairwise constraints, the pairwise constraint regularization formula (PCRF) is designed to compensate for the few but valuable labelled data. Second, by further combining the PCRF with the manifold regularization, the precise manifold and pairwise constraint jointly regularized formula (MPCJRF) is achieved. Third, by incorporating the MPCJRF into the framework of the conventional SVM, our approach, referred to as semi-supervised classification with extensive knowledge exploitation (SSC-EKE), is developed. The significance of our research is fourfold: 1) The MPCJRF is an underlying adjustment, with respect to the pairwise constraints, to the graph Laplacian enlisted for approximating the potential data manifold. This type of adjustment plays the correction role, as an unbiased estimation of the data manifold is difficult to obtain, whereas the pairwise constraints, converted from the given labels, have an overall high confidence level. 2) By transforming the values of the two terms in the MPCJRF such that they have the same range, with a trade-off factor varying within the invariant interval [0, 1), the appropriate impact of the pairwise constraints to the graph Laplacian can be self-adaptively determined.
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3) The implication regarding extensive knowledge exploitation is embodied in SSC-EKE. That is, the labelled examples are used not only to control the empirical risk but also to constitute the MPCJRF. Moreover, all data, both labelled and unlabelled, are recruited for the model smoothness and manifold regularization. 4) The complete framework of SSC-EKE organically incorporates multiple theories, such as joint manifold and pairwise constraint-based regularization, smoothness in the reproducing kernel Hilbert space, empirical risk minimization, and spectral methods, which facilitates the preferable classification accuracy as well as the generalizability of SSC-EKE.
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Introduction
Classification, which aims at identifying the data instances in a testing set by using the discriminant function learned from a training set, is an important branch of pattern recognition. The effectiveness of conventional classification approaches, such as support vector machines (SVMs) [6, 14, 20, 28, [36] [37] [38] and artificial neural networks [11, 12, 24, 25, 29] , is largely dependent on the quantity and quality of training examples. Most of these approaches can obtain satisfactory results only in ideal situations in which the information embedded in the training set is sufficient so that the learned classifiers are insightful. Obtaining informative training examples is sometimes computationally expensive or labour-intensive. Instead, we often have a limited amount of labelled data but many unlabelled instances. In response to this challenge, semi-supervised classification techniques [3, 4, 13, [15] [16] [17] [18] 20, 30, [39] [40] [41] 43, 44] have been developed to simultaneously exploit the prior knowledge existing in numerous, label-unknown examples as well as a small quantity of label-known ones in the training set to improve the accuracy and generalizability of the classifier on target data sets. In such cases, the semi-supervised SVMs (S3VMs), which are derivatives of the classic SVM, have motivated extensive research, and quite a few approaches have been reported. Representative work can be briefly reviewed as follows. The transductive support vector machine (TSVM) [13] , as one of the pioneering S3VMs, was initially developed for text classification. By taking the transductive rather than any inductive strategy, the TSVM takes into account a particular testing set, i.e., the testing set is used as an additional source of information regarding hyperplane margins, and attempts to minimize the misclassification of only those particular examples in the testing set. The 1-norm linear, SVM-based, semi-supervised model [4] constructs a general SVM model minimizing both the misclassification error and the function capacity by using all of the available data from both the training and working (namely, testing) sets, in which the 1-norm linear SVM is converted to a mixed-integer program (MIP) and then exactly solved using integer programming. Due to the observation that the semi-supervised SVM with known label means of unlabelled data is closely related to the supervised SVM that has access to all the labels of the unlabelled examples, two versions of the MeanS3VM [15] , i.e., MeanS3VM-mkl and MeanS3VM-iter , were separately proposed by maximizing the margin between the label means of the unlabelled data. The former is based on multiple-kernel learning, whereas the latter is based on alternating optimization. The cost-sensitive semi-supervised SVM (CS4VM) [16] simultaneously considers unequal misclassification costs and the utilization of unlabelled data. This is a cost-sensitive extension of the MeanS3VM and likewise is able to closely approximate the supervised, cost-sensitive SVM that has access to the ground-truth labels of all the unlabelled data when given the label means of the unlabelled data. The weakly labelled SVM (WeLlSVM) [17] studies the problem of learning using weakly labelled data where labels of the training examples are incomplete. This includes, e.g., 1) semi-supervised learning where labels are partially known; 2) multi-instance learning where labels are implicitly known; and 3) clustering where labels are completely unknown. Via a convex relaxation of the original MIP, the WeLlSVM is solved by using a sequence of SVM subproblems that are much more scalable than convex, semi-definite programming relaxations. As such, the WeLlSVM obtains improved performance and practicability when facing large data sets. In addition, the Laplacian SVM (LapSVM) [3] and Laplacian-regularized least squares (LapRLS) [3] , which benefit from the manifold regularization in which the geometry of the marginal distribution with respect to both labelled and unlabelled data in the training set is used, feature better classification accuracy than the classic SVM approach.
Among these existing S3VMs mentioned above, the LapSVM has particularly captured our interest due to its manifold regularization mechanism, which relies primarily on unlabelled data. There are three terms in the framework of the LapSVM. Specifically, the first controls the empirical risk by using the given labelled examples. The other two regularization terms, respectively, impose the smoothness condition on the possible solutions and the geometric knowledge of the probability distribution. However, it is clear that the few precious labelled examples are primarily recruited to constitute the loss function for measuring the empirical risk in the LapSVM. In other words, the inherent information existing in these given data labels is not completely mined within the framework of the LapSVM. This is the immediate motivation of our research.
To create a semi-supervised SVM that makes extensive use of the knowledge embedded in the entire training data, regardless of the label availability, our strategy is as follows. For the known data labels, in addition to being used to control the empirical risk, the pairwise must-link and/or cannot-link constraints are enlisted to construct the pairwise constraint regularization formula (PCRF) and further the manifold and pairwise constraint jointly regularized formula (MPCJRF). Additionally, based on all of the training data, the smoothness condition is imposed on the possible solutions, and the graph Laplacian is used to embody the geometry structure of the data manifold. The optimization issue of our method can also be reformulated as a solvable quadratic programming problem. We designate our method as semi-supervised classification with extensive knowledge exploitation (SSC-EKE ). In summary, the contributions of our work are as follows:
1) The MPCJRF is not merely a simple combination of the manifold and pairwise constraint regularizations. It uses the implicit adjustment of pairwise constraints to the graph Laplacian to facilitate the unbiased approximation of the true data manifold. This is particularly valuable because the pairwise constraints generated from known data labels are known with a high degree of confidence. 2) In terms of the Min-Max theorem-based transformation, the two terms in the MPCJRF have the same magnitude. Therefore, with a trade-off factor varying within a fixed interval [0, 1) and by adopting cross-validation, the extent of the impact of the pairwise constraints on the graph Laplacian can be flexibly determined in any semi-supervised classification scenario.
