Abstract-In this paper a novel completion detection method for self-timed, asynchronous subthreshold circuits is presented. By employing the self-timed operation principle, substantial speed gains in the operation of the asynchronous pipelines can be realized. The completion detection system is very simple, consisting of a sensor transistor, a very basic AC-coupled amplifier and a monostable multivibrator. The proposed method can be easily integrated into the CMOS design flow. The advantages of the proposed completion detection system is shown through simulations on an 16-bit ripple carry adder in a standard 0.18µm CMOS process operating at 400mV supply voltage.
I. INTRODUCTION
Power density and power consumption of complex digital systems has become a major concern during the recent years, both due to thermal concerns and due to limited battery lifetime in mobile applications. Any significant reduction in power dissipation can only be achieved by lowering the operating voltage of the circuits. This would be possible by relaxing the constraints of classical strong-inversion operation of MOSFETs, and by accepting the notion that transistors can (and will) be operated well below threshold, in the subthreshold (weak-inversion) regime.
In subthreshold mode of operation, the supply voltage can be scaled aggressively and power dissipation can be decreased significantly. There are successful implementations of digital circuits working in the subthreshold region [1] - [3] and techniques to improve the performance of subthreshold CMOS circuits have also been proposed [4] . Subthreshold operation of static CMOS logic has been analytically analyzed using the EKV model in [5] . According to the analysis, to benefit the most from the subthreshold operation, the logic circuits should be run at their maximum operating frequency with an activity factor α as close to 1 as possible.
Maximizing α is non-trivial in synchronous circuits. Because of the fixed time slot for computation, data-dependent processing times cannot be exploited in synchronous operation. Also in a synchronous system, power is consumed with each clock transition regardless of the data or state change. Although clock gating has been proposed as a solution to this problem [6] , it cannot provide a comprehensive solution to the problem of data-dependent computation times. On the other hand, asynchronous circuits do not consume clocking power and have the potential of operating with tunable voltage supplies at an α factor of 1 at the optimum supply voltage. In addition, asynchronous operation also enables the absorption of time-domain (delay) variations that inevitably become more prominent in the subthreshold regime due to the device parameter and temperature variations. Therefore, implementation of efficient asynchronous circuits operating in subthreshold regime would be a subject of high interest.
In this work, we demonstrate a novel completion detection system (CDS) for self-timed circuits based on current sensing. The proposed CDS can operate in the subthreshold regime and sense currents in the pA -nA range. The proof of concept is shown by using the proposed system to generate the completion detection signals for an 16-bit ripple carry adder. It has been observed that the improvement in the delay of the overall circuit operation is significant, justifying the use of the CDS.
The remainder of the paper is organized as follows. In Section II the basic current equations for MOS transistors operating in the weak inversion regime is given. In Section III the novel CDS is proposed in the context of a 4-phase bundled data pipeline. Section IV shows the application and improvements due to the CDS in terms of the delay of the pipeline stage.
II. MOS WEAK INVERSION OPERATION
The MOS digital circuits operate in subthreshold regime when the supply voltage is lower than the threshold voltage (V T ) of the transistors. The drain current of an n-channel MOS transistor operating in this regime is given by [5] 
where n is a process dependent term called slope factor and is typically in the range of 1.3−1.5 for modern CMOS processes. The value of n depends on the depletion region characteristics of the transistor. V GS and V DS are the gate to source and drain to source voltages, respectively. The parameter I S is the specific current which is given by,
where µ is the mobility of carriers, C ox is the gate oxide capacitance per unit area, U T is the thermal voltage whose 1-4244-1342-7/07/$25.00 ©2007 IEEE value is 26mV at 300K and W L is the aspect ratio of the transistor.
Due to the second term in (1), the drain current is 0 when V DS = 0 but reaches its maximum value and saturates with V DS values higher than a few U T . As it is apparent from (1), the drain current of a MOS transistor in subthreshold region shows exponential dependence on the gate-to-source, drain-tosource voltages, slope factor and the operating temperature.
To alleviate the problems resulting from the exponential dependence on the supply voltage, process parameters and the operating temperature, self-timed circuits emerge as strong candidates for subthreshold operation.
III. COMPUTATION BASED DELAY
Asynchronous circuits are fundamentally different from their synchronous counterparts. Although the signaling convention is binary, the data propagation through the stages take place by employing handshaking signals, not by using a common clock. A basic 4-phase, bundled data asynchronous pipeline is shown in Fig. 1 . In Fig. 1(a) the most common implementation (fixed delay) is shown. In this implementation the Request signal is delayed by an amount equal to the worst case delay of the purely combinational logic stage. This implementation is a similar approach to the synchronous operation, where unnecessary delay, which is fixed regardless of the logic computation time, is introduced. Another version of the 4-phase bundled data pipeline is shown in Fig. 1(b) , where the delay should mimic the computation completion time of the logic block as much as possible.
In the literature there are examples of completion detection using current sensing methods [8] , [9] . The techniques in the mentioned papers use either bipolar transistors, which are not available in standard CMOS processes, or high valued resistors. Although these techniques can be used for detecting current values in the µA -mA range, they cannot be used for detecting the currents for subthreshold operation which are in the pA -nA range because of the high β requirements of the bipolar transistors and difficulty in implementing very high value resistors.
In this paper we propose a new current sensing technique using a single low threshold voltage (V T ) MOS transistor. The basic idea is shown in Fig. 2 . In this implementation, the current signal is sensed by the diode connected low V T PMOS transistor, converted to a voltage signal and compressed in the log domain. The conceptual waveform that corresponds to the combinational block processing a new input set is shown in Fig. 3 . Two operation regions can be discerned in the figure. One is the time when the actual computation is taking place and the other is the settling of the supply node of the combinational logic block. The settling time depends on the capacitance of the supply node of the logic block and the resistance of the diode connected PMOS transistor. In order to avoid excessive computation delay when compared to the standard implementation, the resistance of the diode connected transistor should be kept as small as possible. The computation time comparison of an 16-bit ripple carry adder with and without the sensor transistor is shown in Fig. 4 . In the figure the x-axis shows the computation time of the adder block which is directly connected to the supply voltage and the y-axis shows the computation time of the adder which is connected to the sensor transistor. Each individual data point corresponds to a randomly generated input vector, resulting in a spread of computation (completion) times. As it is apparent from the figure, the adder with the sensor transistor takes about 40% more time for computation, on average. The complete CDS consists of the sensing low V T transistor, an AC-coupled amplifier and a monostable multivibrator (Fig. 5) . After sensing the current signal and converting to a log-compressed voltage signal, amplification of this signal is necessary before feeding it into the monostable multivibrator. The basic AC-coupled amplifier used for amplification is shown in Fig. 6 . Diode connected transistors mp1 and mn1 bias the transistors mp2 and mn2, which are acting as an amplifier, at the maximum gain point for a given size and DC level. By changing the transistor sizes, the frequency response of the amplifier can be changed and there is a trade off between the gain required from the AC-coupled amplifier and the delay caused by the sensor transistor. If greater delay caused by the sensor transistor (larger spikes in the supply node of the combinational logic block) can be tolerated, the gain, thus the power consumption of the AC-coupled amplifier can be reduced. The monostable multivibrator [10] is used for converting the sensed signal to a pulse, whose width is proportional to the time spent during computation (shown in Fig. 7) . In this monostable multivibrator implementation, a PMOS transistor acts as a variable resistor, whose resistance is modulated by the amplified current signal. By modulating the instantaneous resistance of the PMOS transistor, the RC time constant of the multivibrator is modulated as well, resulting in a pulse whose width is proportional to the area under the current curve of the combinational block. The pulse width of the multivibrator is given by equation (3)
where R is the average resistance of the PMOS transistor during pulse generation, R on is the resistance of the NOR gate and V th is switching threshold of the inverter. Assuming R on << R and V th = V DD /2, equation (3) can be simplified as T = 0.69CR. This means the pulse generated by the monostable multivibrator will be compressed by a factor of 0.69 compared to the actual computation time in the ideal case. In the standard implementation of the multivibrator, node n3 is used as the output. For some cases, the resistance of the PMOS transistor might be too low, so a very fast switching occurs at node n2 and no switching occurs at node n3, resulting in no signal generation. To prevent this situation, signal at node n1 was used as the output. The node voltage waveforms of the multivibrator are shown in Fig. 8 , for four consecutive and different control voltages. The signal at n1 goes low when the trigger signal goes high and if there is no change in the signal at n3, it goes high as the trigger signal goes low. This operation guarantees a completion detection signal is generated for each trigger input. The minimum width of the completion detection pulse is thus set by the trigger pulse width, setting the minimum delay of the Request signal of the preceding stage.
IV. SIMULATION RESULTS
To prove the effectiveness of the proposed completion detection method, the concept was applied to an 16-bit ripple carry adder in a standard 0.18µm process. The simulations on the adder were run for 1000 random input vectors, and the pulse width of the completion detection signal, representing the delay of the Request signal, were measured. The results of the simulations for V DD =0.4V operation are shown in Fig. 9 . In the figure, the response of the CDS is also plotted as a continuous curve on the y-axis and the maximum computation time for the sample data set is marked with a horizontal line. The shaded area under the curve below the marker line represents the gain in the operation speed of the asynchronous pipeline with regards to the worst case computation delay in the applied data set. By changing the R and C values of the multivibrator and matching the slowest response to the worst case delay of the combinational logic block, substantial gain in the speed of any logic pipeline can be realized. A dashed line with a slope of 1 is also drawn in the figure as a reference. As long as all the data points are above this curve, the delayed Request signal will not arrive at the next stage before the computation is completed . The pulse width (delay) generated by the completion detection circuitry and the computation time has a correlation coefficient of 0.8, showing a clear correlation between the computation time and the generated delay. The data points in Fig. 9 have a slope of 0.6, close to the expected value of 0.69, which clearly shows the compression of the computation time by the monostable multivibrator. It can be seen that the mean delay is improved by about 32% compared to the maximum (worst-case) computation time, and by 16% compared to the worst-case delay even without the influence of the sensor device. Due to the AC-coupled amplifier there is a static power consumption of 1nW .
V. CONCLUSIONS
In this work a novel completion detection system based on current sensing has been demonstrated. The proposed system can be integrated into the standard CMOS design flow very easily. The current sensing completion detection system can operate with subthreshold and superthreshold circuits without any modification. The proposed CDS creates pulses highly correlated to the actual computation time. It can be concluded from the simulation results that the operating speed of any asynchronous pipeline can be increased substantially by introducing computation based delay signal generation. The area of the proposed implementation is on the same order of the worst-case delay implementation with a very small overhead.
