Abstract: This work analyzes the impact of some kind of contaminants and wrong model assumptions on concentration graph models. The impact is measured in terms of model selection as the correct identification of the conditional independence structure of a vector of gaussian variables. Four different kinds of source of contamination were investigated, in order to consider both the case of occurrence of gross errors and model deviation. It is of interest to assess against which kind of contaminants graphical models have a more robust behavior. The analysis is based on simulated data. The simulation study shows that relatively few contaminated observations in even just one of the variables can have a significant impact on correct model selection, especially when the contaminated variable is a node in a separating set of the graph.
Introduction
Graphical models are a key technique for the analysis of the conditional independence structure of a multivariate distribution (see, for example, Cox and Wermuth, 1996) . The literature on graphical models has grown considerably, but not much work has been done to check the consequences of outliers, in the sense of occurrence of gross-errors, contaminants and model deviations. Ideally, inferential analysis should be based on correct empirical data and optimal inference procedures. In reality, empirical data are subject to outliers due to gross errors, and model assumptions can be partially or completely wrong. The presence of outliers is a cause of uncertainty, being a signal of a certain weakness in the data quality and/or in the model specification. Different inferential procedures are characterized by different robustness levels against wrong data or model deviations. This paper intends to analyze the consequences of contaminants for the model selection of Gaussian graphical models by means of simulated data. On this topic, Kuhnt and Becker (2003) conducted a sensitivity analysis against contamination of undirected graphs in the case of conditionally Gaussian distributed variables, limiting to presence of gross errors in the data. In this work, we extend the analysis to different types of contaminants, limited to the multivariate normal case. Moreover, we consider both decomposable and non-decomposable models, applying the SINFUL model selection procedure (Drton and Perlman, 2004) , which controls for multiple tests' overall significance level.
In this article, Section 2 describes the class of graphical models analyzed here and the adopted model selection procedure. Section 3 lists the different sources of distortion we considered, due to contaminants or model deviations. Such sources of distortion are evaluated in Section 4 with a simulation study. Section 5 contains concluding remarks.
Concentration graph models and model selection
Graphical models are a family of probability distributions whose conditional independence structure is encoded by a graph. A graph G consists of a pair of sets (V, E), where V is the set of nodes and E ⊂ V × V is a set of edges. Each node is represented by a circle or a dot; two nodes v 1 and v 2 are connected by an undirected edge in the graph whenever both the pairs (v 1 , v 2 ) and (v 2 , v 1 ) ∈ E. We will denote an undirected edge as an unordered pair {v 1 , v 2 } ∈ E. If only one of the two pairs are in E, then the two nodes are connected by an arrow; if neither of them are in E, then they are not connected. An undirected graph is a graph allowing only for undirected edges.
In graphical models, each random variable is associated with a node. The independence relation ⊥ ⊥ (Dawid, 1979) among subsets of random variables is encoded in the graph as the absence of edges, so that a missing edge between two vertices v 1 and v 2 indicates that the corresponding variables X v1 and X v2 are (conditionally) independent. A set of properties, called Markov properties, establishes the conditional set of variables of each independence constraint.
A concentration graph model (Cox and Wermuth, 1993) , as considered here, has a vector of random variables X V = (X 1 , X 2 , . . . , X p ) having a multivariate Gaussian joint distribution N p (µ, Σ), whose conditional independence structure can be represented by an undirected graph. A concentration graph model has a missing edge between two nodes, say v i and v j , whenever the corresponding element in the concentration matrix Σ −1 is zero, σ ij = 0. For this reason, these models are also called covariance selection models (Dempster, 1972) .
Figures 1(a) and 1(b) show two graphs used later in the paper to generate data. To illustrate undirected graphs, here, we discuss only Figure 1 (a), called a butterfly graph. Here, we consider 5 nodes, representing 5 random variables, X V = {X 1 , X 2 , . . . , X 5 }. The set of edges E consists of {1, 2}, {1, 3}, {2, 3}, {3, 4}, {3, 5}, {4, 5} . Consequently, the concentration matrix Σ −1 has
Looking at the conditional independence statements encoded by such butterfly graph, one can see that, for instance, because the edge {2, 5} is missing, we have X 2 ⊥ ⊥X 5 | (X 1 , X 3 , X 4 ). Such an independence statement derives from the so-called pairwise Markov property. Furthermore, if we partition the set V into three subsets, A = {X 1 , X 2 }, B = {X 4 , X 5 } and S = {X 3 }, the concentration matrix can be conformably partitioned as
that is the sub-matrix Σ BA is a null matrix. This implies, according to the global Markov property,
The set S is said to be a separating set between A and B, because every path from a node in A to a node in B necessarily passes by the node in S. Similar statements can be specified for the remaining missing edges. The reader is referred to Whittaker (1990 ), Lauritzen (1996 and Edwards (2000) for a detailed presentation of concentration graph models.
A model selection procedure aims to identify the statistical model giving the best explanation of the data. In graphical models, this corresponds to a procedure for searching among all the possible graphs and detecting which edges are missing. In concentration graph models, this consists of identifying which one of the p(p−1)/2 elements σ ij in the concentration matrix is not significantly different from zero.
Most model selection procedures for concentration graphs are based on a stepwise analysis about which edge has to be included or eliminated from the selected graph (Whittaker, 1990; Edwards, 1995; Roverato and Whittaker, 1996) utilizing a series of likelihood-ratio tests or Wald tests. A new model 4 selection procedure has been recently proposed by Drton and Perlman (2004) . This procedure, called SINFUL, takes into account simultaneous confidence intervals for the partial correlations, in order to control the overall error rate for incorrect edge inclusion. The SINFUL procedure utilizesŠidák's inequality (Šidák, 1967) to improve the Bonferroni's adjustment, leading to narrower confidence intervals. If T 1 , . . . , T k random variables have multivariate normal joint distribution N k (0, Σ), with Σ positive definite and ξ 1 , . . . , ξ k arbitrary positive constants, then, according toŠidák's inequality,
This inequality is utilized to construct a set of confidence intervals for the partial correlation coefficients ensuring an overall confidence level at least 1 − α. A test statistic for a partial correlation coefficient is obtained applying the Fisher's z transformation of the partial correlation (Anderson, 1984) :
where ρ ij is the unknown true partial correlation coefficient andρ ij its sample estimate. Given that the set of the p(1 − p)/2 statistics T ij has an approximate multivariate normal joint distribution, theň
Sidák's inequality can be applied them for testing the null hypothesis H 0 : ρ ij = 0, corresponding to
Whenever the data are compatible with the null hypothesis on ρ ij at a prefixed overall confidence level, then the edge between X i and X j is removed.
Simulation studies to check robustness
As pointed out by Grunert da Fonseca and Fieller (2006) , it is important to distinguish between data contamination caused by outliers and by model deviations, because of different implications on the performance of statistical inference procedures. In order to evaluate the impact of contaminations in a concentration graph model, we consider four different situations. The aim is to measure the effect of ignoring such contaminants, assuming a multivariate Normal joint distribution.
In the first case considered, only one univariate variable is measured with error. This case corresponds to the classical presence of outliers due to gross errors or measurement mistakes.
In the second case, we include in the sample a set of multivariate observations from a population having the same conditional independence structure but a different multivariate normal distribution having different variances. This can be viewed both as a model deviation and as presence of outliers on all the variables. The third case has a model deviation due to contaminants having a different multivariate normal distribution with a different conditional independence structure. This case could correspond to a population being a mixture of two distinct sub-populations, with the same distribution form, but deeply different in the independence structure. The contaminant distribution has variances, covariances and partial correlations that are different from the regular distribution. This can also be viewed as a model deviation.
The fourth case has data contamination by a population having a non-normal distribution. Here we limit to the case of observations coming from an extended skew-normal distribution. This choice derives from the realization that an outlier for a Normal distribution need not be an outlier for a skewed normal distribution.
The Skew-Normal distribution (Azzalini and Della Valle, 1996; Azzalini and Capitanio, 1999 ) is an extension of the Gaussian distribution having an additional parameter regulating the skewness.
This class of distributions fulfills some properties similar to the Normal, such as closure under marginalization and an approximate closure under conditioning. The extended Skew-Normal distribution has the additional property of exact closure under conditioning, useful for graphical models. The conditional independence structure of an extended Skew Normal distribution connects to some restriction on the parameters. For example, denote
ξ is a p-vector of location parameters, Ω is a full rank covariance matrix, α is a vector of parameters regulating the skewness and τ is an additional real parameter specific for the extended Skew Normal distribution. A zero element in α indicates that the correspondent univariate component has a Gaussian distribution. For the partition of X V as {X A , X B , X S }, X A ⊥ ⊥X B | X S if and only if the sub-matrix Ω AB of Ω −1 is the null matrix and, simultaneously, at least one of α A and α B are the null vector. This implies that, whenever X A ⊥ ⊥X B | X S it follows that at least one of X A and X B has to be Gaussian.
Summary of results
We report here the main results of the simulation study to investigate the impact of outliers and contaminants on the SINFUL model selection procedure for concentration graph models. For each one of the four different types of contaminants described in Section 3, we have considered different sample sizes and different proportions λ of contaminants in the sample. For each case, 10000 random samples have been generated. The main measure with which we compared the impact of contaminants on the inferential procedure is the proportion of correct presence/absence edges identification I E . Let k = p(p − 1)/2 be the total number of possible edges in a given graph G = (V, E) and g the actual cardinality of E. Denote byĒ the set of edges missing in G andḡ its cardinality. Letĝ be the number of edges inĒ assigned as missing by the model selection procedure and letĝ be the number of edges in E assigned as non missing. Then the proportion of correct edges identification is
Then, I E = 1 if and only if the selected graph coincides with the actual one G. This kind of measure takes into account the overall errors of both types -including edges that should not be, and not including edges that should be included.
As the "true model", we used a graphical model having the butterfly graph shown in Fig.1(a) .
Here V consists of p = 5 nodes, while the set of undirected edges is the one presented in Section 2.
The set of missing edges isĒ = {1, 4}, {1, 5}, {2, 4}, {2, 5} . Here we assume the joint distribution is N 5 (0, Σ), with covariance matrix and partial correlation matrix 
The assumed Σ matrix is a version of the sample covariance matrix in the math marks data presented by Whittaker (1990) , originally analyzed by Mardia et al. (1979) , modified so to have exactly zero in the proper σ ij elements in Σ −1 and the corresponding elements on the partial correlation matrix R.
First of all, to describe the SINFUL model selection procedure and to check its validity, we generated 10, 000 samples from the butterfly graph model. The results are reported in Table 1 .
According to the simulation study, we note that the procedure works poorly for relatively small sample size. When n = 100 only in the 3.63% of the samples the procedure selects the correct graph.
Such percentage rises to 75.28% for n = 250, achieving the appropriate limiting level of 95% when n is about 500. As a consequence, we will report here for the contaminated simulated data only the cases with n ≥ 500. IE n = 100 n = 250 n = 500 n = 750 n = 1000 In a first set of simulations with contaminated data we considered the case of presence of uni- As illustrated in Table 2 , the model selection procedure broke down immediately also with only the 1% of outliers, showing that the estimates and the hypothesis tests are in a sense sensitive to the presence of gross errors. It is worth to note the greatest impact on the correct edge identification due to contaminants regarding the variable X 3 , namely the node which is a separating set considering the whole graph. Moreover, comparing Table 2 and 3, one can note that, as expected, the model selection procedure gives worse results when the proportion of contaminants increases, but is not better when the sample size raises for a fixed proportion λ.
For the second type of contaminants, we considered the case of 5-variate observations coming from a different joint Normal distribution with the same conditional independence structure of the butterfly graph. In particular, we took into account the case of doubled standard deviations with respect to the uncontaminated data.
In this case (Table 4) , even if the conditional independence structure on contaminants is the same as for the target population, the model selection procedure is slightly affected also by the mild change in the variances, more heavily when λ increase. Note that when the sample size increases, the SINFUL model selection procedure seems more sensitive to model deviances. This behavior was confirmed also in other cases.
The third kind of contaminated data are observations from a Gaussian distribution with a different conditional independence structure. In particular, we considered the case of contaminants having similar variances in terms of order of magnitude to the true population, to isolate the effect of the change Table 4 Correct edge identification index in case of multivariate contaminants with the same independence structure λ = 1% λ = 5% IE n = 100 n = 500 n = 1000 n = 100 n = 500 n = 1000 in the conditional independence structure. The procedure seems to be more robust against this kind of contaminants than to an increment in the magnitude of the variance, unless the proportion of contaminants becomes sizable. In Table 5 we report two different independence structure: the first, depicted in figure 1(b), while the second is the complementary graph G = (V,Ē). Contaminants from population with a conditional independence structure more similar to the one of the assumed true population, the butterfly graph, do not affect considerably the procedure, unless λ is near 0.5. The last case considered involves contaminants having a Skew-Normal distribution. Here we took into account the case of a Skew-Normal multivariate distribution having the same butterfly graph as 10 the target population. In this way, we can observe in Table 6 the effect of asymmetry apart from the effect considered in the previous case (Table 5 ). The SINFUL model selection procedure appears quite robust unless the amount of contaminate observations become large. Nevertheless, the particular structure of the butterfly graph is such that all the nodes but X 3 are involved in at least one conditional independence constraint. Consequently, as explained in the last paragraph of Section 3, in the assumed contaminant population, only X 1 , X 2 , X 3 are actually skewed. The alternative choice, assuming X 3 , X 4 , X 5 as actually skewed, does not reveal tangible differences. Table 6 Correct edge identification index in case of multivariate contaminants with Skew-Normal distribution
IE n = 500 n = 1000 n = 500 n = 1000 n = 500 n = 1000 
Final remarks
Concluding, the results of this study suggest a considerable potential effect in the model selection procedure of even light contamination. The simulation study carried out suggests that four kinds of contaminants have different impact on the model selection.
The greatest impact on the model selection procedure observed in this paper is due to gross errors or observations having a larger variance than the target population. Also in concentration graphs, therefore, influential observations are those far away from the majority of the data. In particular, a sizable impact seems to be due to univariate contaminants regarding variables whose nodes are in a separating set of the graph. This great impact can be motivated by the fact that nodes in separating sets have an important role in the factorization of the joint distribution according to the concentration graph. The model selection procedure showed a more robust behavior against small amount of contaminants from a different population having the same order of magnitude of the variances, but a different conditional independence structure or asymmetric joint distribution.
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On the basis of the simulation study, we suggest that in practice, an accurate contaminants detection be attempted before conducting the model selection procedure, particularly for those variables that could have a separating role in the concentration graph. However, the simulation study here was limited to a few kinds of graphical models for given correlation matrices, and other analysis are required to generalize the results. Moreover, it is important to remark that the obtained results are strictly connected both to the chosen inferential procedure to estimate the variance covariance Σ and to the chosen model selection procedure. Different choices could bring to different results. In future research, robustness of undirected graphs for log-linear models for categorical responses could be of investigated with respect to different kind of contaminants.
The statistician George Box is often quoted as saying that "All models are wrong, but some are useful." In practice, any model that we specify does not truly hold in practice. In this sense, when combined with the Gaussian model assumed, the contaminant structures used in our paper could be regarded as different ways also that reality may differ from simple models idealized in practice. With this view, our focus could change from "Did we choose the correct model?" to "Are our substantive conclusions about reality correct?" A possible generalization of the study in this paper could attempt to address the effects of different types of contaminants on such substantive conclusions, for example regarding parameters that describe effect sizes. It's not obvious how to operationalize such an investigation, but this is an important problem for further research.
