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INTRODUCTION 
A neural network with an analog output is presented to determine the angle of 
inclination of a surface-breaking crack from ultrasonic backscattering data. A neural network 
which was trained by the use of synthetic data set to estimate the depth of a crack, assuming 
that the inclined crack angle is known, was presented earlier[ 1,2]. In this study, a neural 
network estimates the angle of inclination of the surface-breaking crack, assuming that the 
depth of the crack is 2.0mm, by utilizing the waveforms of backscattered signals from the 
crack. The plate with a surface-breaking crack is immersed in water and the crack is 
insonified from the opposite side of the plate. The angle of incidence with the normal to the 
insonified face of the plate is taken to be 18.9°. The neural network is a feed-forward three 
layered network. The training algorithm is an error back-propagation algorithm which has 
been discussed in Refs. [3,4]. The theoretical data obtained by the boundary element method 
are used for the training. The performance of the trained network is tested by synthetic and 
experimental data. 
PRE-PROCESSING OF EXPERIMENTAL DATA 
An experimental configuration of an inclined surface-breaking crack of depth a 
(2.0mm ) in a stainless steel plate of thickness h (20mm) is considered. The plate is 
immersed in a water bath as shown in Fig. I. Ultrasound is generated by an immersed 
piezoelectric transducer. The angle of incidence with the normal to the insonified top face of 
the plate is taken as 18.9°. This angle of incidence exceeds the critical angle, and the incident 
ultrasonic beam is therefore primarily converted into a beam of transversely polarized 
ultrasound in the plate, which propagates under an angle of 45° with the vertical. 
Experimental back-scattered signals for some inclined cracks are used to verify the 
performance of the neural network which has been trained by the use of calculated theoretical 
signals. In order to compare the experimental signals with calculated theoretical ones, the 
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Figure 1. Inclined surface-breaking crack in a stainless steel plate (a), and inclined-
comer reflection of the reference signal. 
experimental signals have to be pre-processed using a reference signal. 
In the frequency domain, the experimentally obtained back-scattered signal may be 
expressed as 
Yexp(ro) = ToHwHbHwsH~;!kHswHwTr . (1) 
The response functions in this expression represent the effects of 
and 
To(w): transducer output, 
Hb(w): beam spreading, 
Hsw(w): solid ~ water interface, 
Hw(w): water path, 
Hws(w): water ~ solid interface, 
T,(w): transducer reception, 
H~;!k(ro): interaction with crack in solid. 
For the corresponding theoretical results, the expression is exactly the same except for the 
response of the crack: 
(2) 
In equation (2), H~r~~(ro) represents the interaction with the crack of the incident wave as 
calculated by the boundary element method(BEM). The BEM calculation is based on two-
dimensional elastodynamic theory for an elastic body with an inclined surface-breaking 
crack. The detailed treatment of this problem can be found in the paper by Zhang and 
Achenbach[51. 
To cancel the response functions except the term ofH~r~(ro) in Eq.(1), the signal 
for a comer reflection is introduced as the reference signal, see Fig.I. For the same 
transducer angle, almost the same water paths, and the same specimen but with an inclined-
comer whose face is perpendicular to the incident wave, this reference comer signal can be 
written as 
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(3) 
where Hcor(ro) represents the reflection from the inclined-corner in the solid. The formal 
deconvolution of the experimental signal of Eq.(l) by the reference signal of Eq.(3) yields 
Yexp(ro) _ H~:rcJ«ro) 
Xret<ro) - Hcor<ro) . (4) 
Since the term Hcor(ro) can be calculated analytically, the left-hand side of Eq.(4) can be 
directly compared with the theoretically calculated interaction term, H~:!k(ro) I Hcor(ro). The 
deconvolution process in Eq.(4) is shown in Fig.2. 
TRAINING DATA SET FOR NEURAL NETWORK 
The back-scattered waveform data in the frequency domain have been obtained by the 
use ofBEM analysis. The data were calculated for a total of twenty five angles of inclination 
of the crack ranging from 10 degrees to 70 degrees, with increments of 2.5 degrees. Thirteen 
cases are used for the training of the neural network, and the others for the testing of its 
performance. The training data in the frequency domain are shown in Fig.3, and the testing 
data in Fig.4. The plotted amplitudes have been normalized by the amplitude of the incident 
wave. Since the center frequency of the transducer is 2.25 MHZ, the BEM calculations have 
been done in the frequency range from 1.0 MHz to 3.5 MHz. 
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SPECIFICATION OF THE NEURAL NETWORK 
A schematic architecture of the neural network is shown in Fig.S. Neural networks 
are specified by the network topology, the unit characteristics and the training or learning 
algorithm. 
The network is a standard three-layered feedforward network, which has lOI-units in 
the sensory layer, IO-units in the association layer and one unit in the response layer. The 
unit in the response layer directly reports the angle of inclination the crack as an analog value. 
The number of units in the association layer was detennined after some trial studies. The 
transfer function is the dominant characteristics of a unit, because the relationship between 
inputs and outputs at any instant is specified by this function. The sum of the weighted 
inputs becomes the input to the transfer function, which specifies the output from the 
particular unit. Here the sigmoid function has been utilized as a transfer function. 
For the learning algorithm, an error back propagation algorithm which is currently the 
most popular of the learning algorithms for multilayer networks has been used. The back 
propagation algorithm first adjusts the weights connected to the response layer. Then, 
working backward toward the sensory layer, the algorithm adjusts the weights in each 
successive layer to reduce the errors at each level. 
The input data are prepared by digitizing the waveforms of the theoretical data. Then, 
these data are normalized by the maximum value of the waveforms, which is obtained from a 
crack inclined under a 10 degree angle. The actual angle of inclination of each crack is 
normalized to (0, I) and utilized as teaching signals. Table I summarizes the convergence 
check of the network when the same waveform used for training was entered again into the 
trained network. The training required twenty thousand iterations. 
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Figure 5. Neural network structure, learning and evaluation procedures. 
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Table 1. Convergence check of the neural network. 
nput : waveforms for crack 
10.0 15.0 20.0 25.0 30.0 p5.0 40.0 45.0 50.0 f55.0 60.0 65.0 70.0 inclined-angle (degree) 
putput : inclined-angle from 10.1 15.0 20.0 25.0 30.0 p5.1 40.2 45.0 50.8 ~4.2 60.4 64.9 70.0 response unit (degree) 
NETWORK PERFORMANCE 
Figure 6 and Table 2 summarize the network performance for theoretical data that are 
different from the data used for training. This graph means that if the dot is exactly on the 
line, the performance of the trained network is perfect. A total of twelve waveforms for 
angle of inclination ranging from 12.5 degrees to 67.5 degrees with equal increments of 5 
degrees angle of inclination were used as input data. For example, for the input of a 
theoretical waveform for an angle of inclination of 12.5 degrees, the network reports an angle 
of 12.2 degrees. Since the mean average error is 1.2%, for the evaluation of the unlearned 
theoretical data, the network is able to estimate the angles with great accuracy. 
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Table 2. Network performance for theoretical data (numerical). 
nput : waveforms for crack 12.5 17.5 22.5 27.5 32.5 p7.5 42.5 47.5 52.5 ~7.5 inclined-angle (degree) 
putput : inclined-angle from 12.2 17.7 21.2 28.1 32.6 p7.5 42.7 47.7 52.6 f56.9 response unit (degree) 
62.5 67.5 
63.1 67.4 
It is of course of primary interest to verify the performance of the network for 
experimentally measured signals. In this study, the case of crack with an angle of inclination 
of 10 degrees is tested. Since the original deconvolved signal is noisy, the smoothed 
waveform is entered into the trained network. Figure 7 shows the smoothed deconvolved 
experimental signal. In this case, the trained network estimates that the angle is 11.6 
degrees. Only one case is tested, and the neural network which has been trained by using 
theoretical data gives good results in this case. 
CONCLUSIONS 
We have investigated a quantitative nondestructive evaluation problem using a neural 
network, ultrasonic measurements and theoretical analysis based on elastodynamic theory. 
In order to verify our approach, we posed the problem of estimating the inclined-angle of a 
surface-breaking crack in a stainless steel plate. The trained network can estimate the angle 
of inclination of the crack from unlearned theoretical data almost perfectly. The trained 
network has also been applied to the estimation of the angle of inclination from 
experimentally measured data. 
As a training data set for the neural network, theoretical data calculated by the BEM 
have been used. The main advantage of the use of theoretical data is the ability to make a 
common database. In this manner a training data set for a neural network can be constructed 
once the mathematical model has been established and validated. 
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Figure 7. Deconvolved experimental data for the evaluation of the trained network. 
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