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In this paper, we study discounted Markov decision processes on an uncountable state
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Moreover, by virtue of the optimality equation we show the existence of an optimal
stationary policy.
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1. Introduction
The theory of Markov decision processes on an uncountable state space, also known under the name of discrete-time
stochastic control systems, was commenced with seminal works of Blackwell [4,5]. In particular, Blackwell [4] considered
discounted models with a bounded utility (reward) function. Such models can be analyzed by the methods of dynamic
programming, for which the Bellman equation is a central principle. His ideas were further conveyed to macroeconomics
by Brock and Mirman [7], who also studied the existence of an invariant distribution for the classical one sector stochas-
tic model. Their concepts were subsequently reﬁned and developed in economics by other researchers, e.g., Durán [10],
Kamihigashi [14], Karatzas and Sudderth [15], Matkowski and Nowak [19], Nishimura et al. [21], Stokey et al. [26].
It is well known that if the utility function, say u, is bounded from above, then one can subtract suﬃciently large con-
stant from u and thus transform the problem to negative dynamic programming [22,24,27]. The same case arises, if one is
concerned with a bounded from below cost function [12]. Then, the minimization of non-negative function is equivalent to
maximization of non-positive function. The other possibility is to examine Markov decision processes for which both func-
tions u+ = max{0,u} and u+ = min{0,u} are unbounded. The idea to circumvent this diﬃculty comes from Wessels [28],
who proposed the so-called weighted norm approach. It turns out that such a trick enables us to apply, as in the bounded
case, the Banach ﬁxed point theorem and to obtain the Bellman equation. Wessels’ idea was used by many authors, see
[6,9,10,13] and references therein. Another snag comes into being, when not only u+ and u− are unbounded, but u equals
−∞ for certain states. For example, the utility function might be logarithmic or homogeneous as in [1]. Such functions are
very common, mainly in economics models [9,10,16–18,23] and undoubtedly cannot be analyzed by means of the weighted
norm.
In this paper, we adopt an approach that allows to overcome the above-mentioned issue. Namely, on the non-negative
part of the utility function, that is u+ , we impose a rate of growth condition. This assumption is formulated with the aid of
discount coeﬃcient β and a non-descending sequence of sets {X j}, whose interiors cover the whole state space. It is worth
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moreover, leads to less severe constraints on β than the concept of the weighted norm, see Section 5.
Our main objective is to obtain a solution to the Bellman equation. This is done by a truncation of the utility function
from below at the level −k, where k is a positive integer. Such a Markov decision process we approximate by ﬁnite horizon
models. Their consecutive values comprise a Cauchy sequence with respect to a semimetric associated with each set X j .
Finally, the extension lemma enables us to construct an upper semicontinuous solution to the Bellman equation on the
whole space. The solution to the original model is obtained by letting k tend to inﬁnity. The idea of deﬁning semimetrics
corresponding to the sets X j was used in recent papers on local contractions [18,19,23]. However, these works differ from
our approach. For instance, Matkowski and Nowak [19] consider a single metric induced by the aforementioned semimetrics,
and Martins-da-Rocha and Vailakis reﬁne the concept of “bounded set” proposed in [23].
Section 4 is devoted to the one-side norm approach. Namely, instead of using a weight function for |u|, we only impose a
bound on a non-negative part of the utility function. A similar condition was applied in [23] for a deterministic discounted
models. However, a solution to the Bellman equation was obtained under additional requirements, which are very often
diﬃcult to verify. Finally, we would like to emphasize that the assumption related to the weighted norm needs evaluation
of certain integrals, which is frequently a more complicated task while compared to the rate of growth condition, see
Section 5.
2. The model
Let N and R denote the set of positive integers and the set of real numbers, respectively. Put N0 = N ∪ {0} and R =
R ∪ {−∞}. By a Borel space we mean a non-empty Borel subset of a complete separable metric space.
A discrete-time Markov decision process is deﬁned by the objects: X , A, {A(x)}x∈X , u, q, and β satisfying the following
assumptions:
A1: X is a Borel state space;
A2: A is a Borel space of actions of the decision maker. For any x ∈ X , A(x) is a non-empty compact subset of A representing
the set of all actions available in state x ∈ X . Deﬁne D as
D = {(x,a): x ∈ X, a ∈ A(x)}.
It is assumed that D is a Borel subset of X × A;
A3: u : D → R is a Borel measurable instantaneous return function;
A4: q is a transition probability from D to X , called the law of motion among states. If xt is a state at the beginning of
period t of the process and an action at ∈ A(xt) is selected, then q(·|xt,at) is the probability distribution of the next
state xt+1;
A5: β ∈ (0,1) is called the discount factor.
A policy is a sequence π = {πt}, where πt is a measurable mapping which associates an action at ∈ A(xt) with any
admissible history of the process up to state xt . By Π we denote the set of all policies. We restrict our attention to non-
randomized policies, which are enough to study the discounted decision models. A formal deﬁnition of a general policy can
be found in [3] or [12]. Let f : X → Y be a Borel measurable mapping such that f (x) ∈ A(x) for each x ∈ X . A stationary
policy is a constant sequence π with πt = f . As usual, we identify a stationary policy with the mapping f . By F we denote
the set of all stationary policies. By Theorem 1 in [8], F = ∅. Clearly, if a policy f ∈ F is used, then the action at = f (xt) is
selected at state xt .
Put
u+(x,a) := max{u(x,a),0} and u−(x,a) := min{u(x,a),0}, (x,a) ∈ D.
For each initial state x1 = x and any policy π ∈ Π , deﬁne
J+(x,π) = Eπx
( ∞∑
t=0
βtu+(xt ,at)
)
and J−(x,π) = Eπx
( ∞∑
t=0
βtu−(xt,at)
)
.
Here, Eπx denotes the expectation operator corresponding to the unique conditional probability measure P
π
x deﬁned on the
space of histories, starting at state x and endowed with the product σ -algebra, which are induced by a policy π and the
transition probability q according to the Ionescu–Tulcea Theorem (see Proposition V.1.1 in [20]). Next, we give conditions
under which J+(x,π) < ∞ for any x ∈ X , π ∈ Π . They enable us to deﬁne the expected discounted return over an inﬁnite
time horizon as follows
J (x,π) = Eπx
( ∞∑
βtu(xt ,at)
)
. (1)t=0
452 A. Jas´kiewicz, A.S. Nowak / J. Math. Anal. Appl. 378 (2011) 450–462Clearly, for every x ∈ X and π ∈ Π , J (x,π) ∈ R and
J (x,π) = J+(x,π) + J−(x,π) =
∞∑
t=0
βt Eπx u(xt ,at).
A policy π∗ ∈ Π is called optimal if
J
(
x,π∗
)= J∗(x) := sup
π∈Π
J (x,π) for all x ∈ X .
The function J∗ is termed a value function. It is worth mentioning that the optimal policy π∗ need not exist even if
J∗(x) < +∞ for every x ∈ X and the available action sets are ﬁnite. Therefore, in Section 3 we impose additional condi-
tions on utility function u.
The set-valued mapping x → A(x) is upper semicontinuous if the set {x ∈ X: A(x) ∩ C = ∅} is closed for each closed set
C ⊂ A. It is well known that if x → A(x) is upper semicontinuous and non-empty compact valued, then D is a closed subset
of X × A. Moreover, from [8] we know that D admits a measurable selector, that is, there exists a Borel measurable mapping
f : X → A such that f (x) ∈ A(x) for each x ∈ X . Let C(X) be the space of all bounded continuous functions on X .
We now describe our regularity assumptions imposed on the return and transition probability functions.
W: The set-valued mapping x → A(x) is upper semicontinuous, A(x) is compact for each x ∈ X , u : D → R is upper semicon-
tinuous and, for any v ∈ C(X),
(x,a) →
∫
X
v(y)q(dy|x,a)
is continuous on D .
We close this section with the following auxiliary result.
Lemma 1. Let g : D → R be an upper semicontinuous function. Assume that x → A(x) is a compact-valued upper semicontinuous
mapping. Deﬁne
g∗(x) := max
a∈A(x)
g(x,a).
Then g∗ is also upper semicontinuous. Moreover, there exists a Borel measurable mapping f ∗ : X → A such that
f ∗(x) ∈ arg max
a∈A(x)
g(x,a) (2)
for all x ∈ X.
For a proof that g∗ is upper semicontinuous the reader is referred to Berge’s maximum theorem, see pp. 115–116 in [2]
or Proposition 10.2 in [24]. The existence of f ∗ satisfying (2) follows from Corollary 1 in [8].
3. Optimal stationary policies under a rate of growth condition
In this section, we describe conditions on the rate of growth of the utility function and transition law.
C1: There exists a sequence {X j} j∈N0 of non-empty Borel subsets of X such that X j ⊂ X j+1 for all j ∈ N0 and
X =
∞⋃
j=0
Int(X j).
For any j ∈ N0, we put mj = supx∈X j supa∈A(x) u+(x,a).
C2: Assume that m0 > 0, mj < ∞ for every j ∈ N0 and β limsup j→∞ mj+1mj < 1.
Deﬁne
M j =
∞∑
βtm j+t, j ∈ N0,
t=0
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∞∑
j=0
β jm j < ∞ and, consequently, lim
n→∞β
nMn = lim
n→∞
∞∑
j=n
β jm j = 0. (3)
C3: For each j ∈ N0 and x ∈ X j , a ∈ A(x), we have q(X j+1|x,a) = 1. Hence, from the set X j only transitions to X j+1 are
allowed.
For any function ψ : X → R we deﬁne the seminorm
‖ψ‖ j = sup
x∈X j
∣∣ψ(x)∣∣
if it is ﬁnite. Let us next introduce an auxiliary set U (X) of functions on X deﬁned as follows. A function ψ : X → R belongs
to U (X) if ψ is upper semicontinuous and there exists a non-negative constant c such that
‖ψ‖i  c + Mi for all i ∈ N0.
We notice that by C3, for any ψ ∈ U (X) and j ∈ N0,
sup
x∈X j
sup
a∈A(x)
∣∣∣∣
∫
X
ψ(y)q(dy|x,a)
∣∣∣∣ c + M j+1. (4)
Lemma 2. Under conditions C1–C3 the expected discounted return J(x,π) is well deﬁned for every initial state x ∈ X and policy
π ∈ Π .
Proof. Observe that for any t  1, j ∈ N0, x ∈ X j and π ∈ Π , we have Eπx u+(xt ,at)mt+ j and, consequently,
Eπx
( ∞∑
t=0
βtu+(xt,at)
)
 M j < ∞.
This fact completes the proof. 
Lemma 3. Assume C1. Let {ψ j} be a sequence of upper semicontinuous functions deﬁned on the sets X j , j ∈ N0 , such that ψ j+1(x) =
ψ j(x) for each j ∈ N0 and x ∈ X j . Let ψ(x) := ψ j(x) if x ∈ X j . Then ψ is upper semicontinuous on X.
Proof. Let xn → x0 ∈ X as n → ∞. There exists j ∈ N0 such that x0 ∈ Int(X j). Hence, there is n0 ∈ N such that xn ∈ Int(X j)
for all n n0. Therefore, ψ(x0) = ψ j(x0) and ψ(xn) = ψ j(xn) for all n n0. Furthermore,
limsup
n→∞
ψ(xn) = limsup
n→∞
ψ j(xn)ψ j(x0) = ψ(x0),
which completes the proof. 
Remark 1. The assertion in Lemma 3 fails, if we only assume that X =⋃ j∈N0 X j . Let X = [0,1] and X j = {0} ∪ [ 1j ,1] for
j  1, X0 = X1. Deﬁne ψ j(0) = 0 and ψ j(x) = sin( 1x ) for x ∈ [ 1j ,1], j  1. Put ψ0 = ψ1. Clearly, every ψ j is continuous
on X j , but ψ is not upper semicontinuous on X .
Let U (X) be the space of all upper semicontinuous functions v : X → R for which v+ = max{v,0} ∈ U (X).
Lemma 4. Assume C1 and C3. If v ∈ U (X), then (x,a) → ∫X v(y)q(dy|x,a) is upper semicontinuous on D.
Proof. Let (xn,an) → (x0,a0) ∈ D as n → ∞. There exists j ∈ N0 such that x0 ∈ Int(X j). Hence, there is n0 ∈ N such that
xn ∈ Int(X j) for all n  n0. By C3, q(X j+1|xk,ak) = 1 for all k  n0. Since v ∈ U (X) is bounded from above on X j+1, by
Proposition 7.31 in [3], we have
limsup
n→∞
∫
X
v(y)q(dy|xn,an)
∫
X
v(y)q(dy|x0,a0),
which completes the proof. 
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By our assumptions C1 and C3 we may deﬁne an operator L as follows
Lv(x,a) = u(x,a) + β
∫
X
v(y)q(dy|x,a), x ∈ X, (5)
for any v ∈ U (X). Furthermore, for any f ∈ F we put L f v(x) := Lv(x, f (x)), x ∈ X . By Lemma 4, Lv(x, ·) is upper semicon-
tinuous on A(x). Let
T v(x) := max
a∈A(x)
Lv(x,a), x ∈ X . (6)
If there exists a function vˆ ∈ U (X) such that
vˆ = T vˆ,
then the above equation is called a Bellman equation, and vˆ is its solution. For any initial state x0 = x ∈ X and policy π ∈ Π ,
we set
Jn(x,π) = Eπx
(
n∑
t=0
βtu(xt ,at)
)
.
Let Tn denote the nth composition of T with itself. We note that under our assumptions C1–C3 and W, by backward
induction argument, Lemmas 1 and 4, for any m ∈ N , we have
v˜m(x) := sup
π∈Π
Jm(x,π) = Tmν0 ∈ U (X), where ν0 ≡ 0
and
v˜n(x) = T v˜n−1(x), x ∈ X, n 2.
For a detailed discussion of this issue the reader is referred to [13,24].
3.2. Returns bounded from below
In this subsection we assume that C1–C3 and W hold. Let k ∈ N . We ﬁrst study the model with the return function uk
bounded from below deﬁned as
uk(x,a) = max
{
u(x,a),−k} for all (x,a) ∈ D. (7)
Obviously, if u is upper semicontinuous on D , so is uk . In a similar way as in (1) we deﬁne
Jk(x,π) = Eπx
( ∞∑
t=0
βtuk(xt ,at)
)
and Jnk (x,π) = Eπx
(
n∑
t=0
βtuk(xt,at)
)
.
By Lk and Tk we denote the operators deﬁned in (5) and (6), but with u replaced by uk . As mentioned above, by standard
backward induction argument, we can prove that vn(x) := supπ∈Π Jnk (x,π) = Tnk ν0 ∈ U (X) for any x ∈ X , n ∈ N with ν0 ≡ 0.
Indeed, we have the following inequalities
‖Tkν0‖ j mj + k,
∥∥T 2k ν0∥∥ j mj + k + β(mj+1 + k), . . . ,∥∥Tnk ν0∥∥ j mj + k + β(mj+1 + k) + · · · + βn−1(mj+n−1 + k).
Hence, from the deﬁnition of M j we see that∥∥vn∥∥ j = ∥∥Tnk ν0∥∥ j  M j + k1− β .
This inequality says that vn is bounded on every set X j . Furthermore, making use of the fact that vn(x) = supπ∈Π Jnk (x,π),
we obtain for every x ∈ X j and n,m ∈ N the following bound
∣∣vn+m(x) − vn(x)∣∣ sup
π∈Π
Eπx
(
m+n∑
t=n+1
βt
∣∣uk(xt ,at)∣∣
)
 sup
π∈Π
Eπx
( ∞∑
t=n+1
βt
∣∣uk(xt ,at)∣∣
)

∞∑
βt(mt+ j + k) = βn+1
∞∑
βt(mn+1+t+ j + k).
t=n+1 t=0
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∥∥vn+m − vn∥∥ j  1β j βn+1+ j
(
Mn+1+ j + k1− β
)
.
This inequality and (3) imply the following fact.
Lemma 5. For any j ∈ N0 , {vn} (with every vn restricted to X j endowed with the relative topology) is a Cauchy sequence of bounded
upper semicontinuous functions.
We notice that the space of all upper semicontinuous real-valued functions on X j is a closed subset in the Banach
space of all bounded Borel measurable ones deﬁned on X j with the norm ‖ · ‖ j . Thus, by Lemma 5, there exists an upper
semicontinuous function v j on X j such that limn→∞ ‖vn−v j‖ j = 0 for each j ∈ N0. Since X j ⊂ X j+1, we get v j+1(x) = v j(x)
for all x ∈ X j and j ∈ N0. If we put
Vk(x) := v j(x) for x ∈ X j, j ∈ N0, (8)
we conclude from Lemma 3 that Vk ∈ U (X). Here, the subindex k corresponds with the constant in (7). Clearly,
‖Vk‖ j  M j + k1− β for each j ∈ N0. (9)
Proposition 1. Assume C1–C3 andW. Then, the function Vk ∈ U (X) deﬁned in (8) is a unique ﬁxed point of the operator Tk on U (X).
Moreover, there exists f¯ ∈ F such that Vk(x) = L f¯k Vk(x) and
Vk(x) = Jk(x, f¯ ) = sup
π∈Π
Jk(x,π)
for all x ∈ X.
Proof. The ﬁrst part of proposition follows from the following facts: Vk(x) = limn→∞ vn(x) for each x ∈ X and
lim
n→∞ maxa∈A(x)
Lkv
n(x,a) = max
a∈A(x)
LkVk(x,a).
To see this, it suﬃces to observe that
∣∣∣max
a∈A(x)
Lkv
n(x,a) − max
a∈A(x)
LkVk(x,a)
∣∣∣ max
a∈A(x)
∫
X
∣∣vn(y) − Vk(y)∣∣q(dy|x,a).
Now, by C1 there is j ∈ N0 such that x ∈ X j . Hence, from C3 and the fact that vn converges to Vk uniformly on X j+1, we
get the conclusion that Vk(x) = TkVk(x).
Furthermore, we have that
Vk(x) = max
a∈A(x)
LkVk(x,a) LkVk(x,a) for any (x,a) ∈ D. (10)
Iterating (10) n times, we obtain
Vk(x) Jnk (x,π) + βn+1Eπx Vk(xn+1) (11)
for each x ∈ X and π ∈ Π . We know that Vk ∈ U (X) and by (9), ‖Vk‖ j  M j + c for all j ∈ N0 and c = k1−β > 0. Thus, by
assumption C3,
sup
x∈X j
∣∣Eπx Vk(xn+1)∣∣ M j+n+1 + c (12)
for each j ∈ N0. Combining this inequality with (11), we get
Vk(x) Jnk (x,π) − βn+1(M j+n+1 + c) = Jnk (x,π) − βn+1+ j
M j+n+1 + c
j
.β
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Vk(x) Jk(x,π) for each π ∈ Π, x ∈ X j . (13)
Since j ∈ N0 is arbitrary, (13) holds for any initial state x ∈ X . On the other hand, by Lemma 1, there exists f¯ ∈ F such that
Vk(x) = max
a∈A(x)
LkVk(x,a) = L f¯k Vk(x), x ∈ X .
Iterating this inequality and proceeding as above, we obtain that
Vk(x) = Jnk (x, f¯ ) + βn+1E f¯x Vk(xn+1).
If the initial state x ∈ X j , then by (12) it holds
Vk(x) Jnk (x, f¯ ) + βn+1(M j+n+1 + c).
Letting again n → ∞, we deduce that
Vk(x) Jk(x, f¯ ), x ∈ X .
This fact and (13) imply that
Vk(x) = Jk(x, f¯ ) = sup
π∈Π
Jk(x,π)
for all x ∈ X .
We now show that Vk is a unique ﬁxed point of the operator Tk . Let w ∈ U (X) be a ﬁxed point of Tk . Then, w = Tnk w
for all n ∈ N . We know that Vk(x) = limm→∞ Tmk ν0(x) for each x ∈ X . Let x ∈ X j , j ∈ N0. Then there exists a constant d > 0
such that∣∣Tnk w(x) − Tnk ν0(x)∣∣ βn sup
π∈Π
Eπx
∣∣w(xn+1)∣∣ βn(M j+n+1 + d)
for all n ∈ N . This fact and (3) imply that w(x) = limn→∞ Tnk w(x) = limn→∞ Tnk ν0(x) = Vk(x), which completes the proof. 
3.3. Unbounded returns
We start with some useful facts.
Lemma 6.
(i) Let {wk} be a non-increasing sequence of functions with wk ∈ U (X), then w∞ = limk→∞ wk exists and w∞ ∈ U (X).
(ii) Let {hk} be a non-increasing and bounded from above sequence of upper semicontinuous functions hk : Z → R deﬁned on a
compact metric space Z . Then
max
a∈Z limk→∞
hk(a) = lim
k→∞
max
a∈Z hk(a).
Proof. Since for each k ∈ N , w∞  wk and wk ∈ U (X), then∥∥w+∞∥∥ j  ∥∥w+k ∥∥ j  ∥∥w+1 ∥∥ j  M j + c1 for some constant c1 > 0
and for each j ∈ N0. Clearly, w∞ is upper semicontinuous. For the proof of part (ii) the reader is referred to Proposition 10.1
in [24]. 
Now we are ready to present our ﬁrst main result.
Theorem 1. Assume C1–C3 and W. There exists V ∈ U (X) such that V = T V . Moreover, there exists f ∈ F such that V (x) = L f V (x)
and
V (x) = J∗(x) = J (x, f ) = sup
π∈Π
J (x,π)
for all x ∈ X.
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for each k ∈ N . Since {uk} is a non-increasing, so is {Vk}. By Lemma 6(i), V (x) := limk→∞ Vk(x) exists and V ∈ U (X). By (9)
and observing that (4) holds for ψ = V1, we obtain from the monotone convergence theorem that∫
X
Vk(y)q(dy|x,a) ↘
∫
X
V (y)q(dy|x,a) for (x,a) ∈ D. (14)
Fix now an initial state x ∈ X . By C1 there exists an index j ∈ N0 such that x ∈ X j . By C3 and (9), we have that
sup
a∈A(x)
LkVk(x,a) sup
a∈A(x)
LkV
+
1 (x,a)
 sup
a∈A(x)
[
u+k (x,a) + β
∫
X
V+1 (y)q(dy|x,a)
]
mj + βM j+1 + β1− β ,
whenever the initial state x ∈ X j . Using Lemmas 4 and 6(ii), the compactness of A(x) and (14), we infer that
lim
k→∞
max
a∈A(x)
LkVk(x,a) = max
a∈A(x)
lim
k→∞
LkVk(x,a) = max
a∈A(x)
LV (x,a).
Since x was chosen arbitrarily, we see that
V (x) = T V (x), x ∈ X .
By (13) and the fact that uk is non-increasing, we have that
Vk(x) sup
π∈Π
Jk(x,π) sup
π∈Π
J (x,π).
Hence, letting k go to inﬁnity, we obtain that
V (x) sup
π∈Π
J (x,π) for each x ∈ X . (15)
On the other hand, by Lemmas 1 and 4, there exists f ∈ F such that
V (x) = max
a∈A(x)
LV (x,a) = L f V (x), x ∈ X .
Iteration of this inequality n times yields that
V (x) = Jn(x, f ) + βn+1Eπx V (xn+1) Jn(x, f ) + βn+1Eπx V+(xn+1)
 Jn(x, f ) + βn+1Eπx V+1 (xn+1), (16)
for each x ∈ X . Thus, assumption C3, the fact that V+1 ∈ U (X) and (9) combined together imply that
0 sup
x∈X j
Eπx V
+
1 (xn+1) M j+n+1 +
1
1− β for each j ∈ N0. (17)
Letting n tend to inﬁnity in (16) and making use of (17) and (3), we get that
V (x) J (x, f ) for each x ∈ X .
Hence, this inequality and (15) complete the proof. 
Remark 2. Condition C2 can be replaced by β limsupn→∞ n
√
mn < 1, which also implies that (3) holds.
Remark 3. Instead of assumption W one may consider the model under the following condition:
S: For every x ∈ X , u(x, ·) is upper semicontinuous on A(x) and a → q(B|x,a) is continuous on A(x) for any measurable
set B ⊂ X .
If additionally C1 with X =⋃∞j=0 X j , C2 and C3 are satisﬁed, then one can prove that the optimal return functions Vk
and V are Borel measurable solutions to corresponding Bellman equations. The proofs proceed along the same lines except
that Lemma 1 ought to be replaced by Corollary 1 in [8].
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In this section, we replace assumptions C1–C3 by the following condition.
D: There exist a continuous function ω : X → [1,∞) and constant γ > 0 such that
sup
a∈A(x)
∫
X
ω(y)q(dy|x,a) γω(x) and βγ < 1. (18)
Moreover, the function (x,a) → ∫X ω(y)q(dy|x,a) is continuous and
sup
a∈A(x)
u+(x,a) dω(x) (19)
for all x ∈ X and some constant d > 0.
Note that the discounted return function is well deﬁned, since
Eπx
( ∞∑
t=0
βtu+(xt ,at)
)
 d
∞∑
t=0
βtγ t < ∞.
For any function v : X → R deﬁne the ω-norm as:
‖v‖ω = sup
x∈X
|v(x)|
ω(x)
,
if it is ﬁnite. Let Uω(X) be the space of all upper semicontinuous functions endowed with the metric induced by the
ω-norm. By Uω(X) we denote the set of all upper semicontinuous functions v : X → R such that v+ ∈ Uω(X).
The proof of the following lemma is analogous to that of Lemma 8.5.5 in [13].
Lemma 7. Assume D and that v ∈ Uω(X). Then (x,a) →
∫
X v(y)q(dy|x,a) is upper semicontinuous on D.
Let us recall that uk = max{u,−k} and observe that
sup
a∈A(x)
∣∣uk(x,a)∣∣ (k + d)ω(x) and sup
a∈A(x)
u+k (x,a) dω(x).
Let us further deﬁne the operator Tk as in Section 3. By Lemmas 1 and 7, Tkv ∈ Uω(X) for any v ∈ Uω(X). Clearly, Uω(X) is
a complete metric space. Using the Banach contraction mapping theorem as in Section 8.5 in [12], we infer that there exists
a function Vk ∈ Uω(X) such that
Vk = TkVk and lim
n→∞
∥∥Tnk ν0 − Vk∥∥ω = 0 (ν0 ≡ 0).
Moreover, Vk is an optimal discounted return in the truncated model, i.e.,
Vk(x) = sup
π∈Π
Jk(x,π), x ∈ X . (20)
Observe that V+k (x)  V
+
1 (x)  ‖V+1 ‖ωω(x) for all x ∈ X . Thus, there exists V (x) := limk→∞ Vk(x) for each x ∈ X and V is
upper semicontinuous on X . Moreover, by the monotone convergence theorem, it follows that∫
X
Vk(y)q(dy|x,a) ↘
∫
X
V (y)q(dy|x,a) for (x,a) ∈ D.
By virtue of Lemma 7, one obtains that
max
a∈A(x)
LkVk(x,a) max
a∈A(x)
[
dω(x) + β
∫
X
V+1 (y)q(dy|x,a)
]

(
d + βγ ∥∥V+1 ∥∥ω)ω(x)
for each x ∈ X . Then by Lemma 6(ii) and the above discussion, we get that
lim
k→∞
max
a∈A(x)
LkVk(x,a) = max
a∈A(x)
lim
k→∞
LkVk(x,a) = max
a∈A(x)
LV (x,a), x ∈ X .
From Lemmas 1 and 7, it follows that there exists a stationary policy f ∈ F such that V (x) = L f V (x), x ∈ X . By iteration this
inequality n times, we obtain (16). Now assumption D gives that
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+
1 (xn+1)
∥∥V+1 ∥∥ωγ n+1ω(x)
and, consequently,
V (x) J (x, f ) for all x ∈ X .
On the other hand, by (20) and deﬁnition of uk , we see that
Vk(x) = sup
π∈Π
Jk(x,π) sup
π∈Π
J (x,π), x ∈ X .
Therefore, V (x) = supπ∈Π J (x,π) = J (x, f ) for all x ∈ X . Summing up, we have proved the following result.
Theorem 2. If we assume D and W, then the statements of Theorem 1 remain true.
Remark 4. A closely related result to Theorem 2 might be proved for models satisfying condition S and inequalities (18) and
(19) with a Borel measurable function ω for which the mapping a → ∫X ω(y)q(dy|x,a) is continuous on A(x) for any x ∈ X .
Then, one may show that the value function J∗ = V is Borel measurable solution to the Bellman equation.
Conditions S and W are basic compactness-continuity assumptions used alternatively for stochastic models within a
dynamic programming framework [12,13,24].
Remark 5. In [6,9,10,28,13], which also deal with the weighted norm approach, inequality
sup
a∈A(x)
∣∣u(x,a)∣∣ dω(x), x ∈ X, d > 0 (21)
is used instead of (19). However, this requirement excludes many real-life examples in which the utility function u equals
−∞ for certain states. Moreover, conditions (18) and (21) very often enforce additional constraints on the discount coeﬃ-
cient β than assumptions (18) and (19), see Section 5.
Remark 6. In Theorems 1 and 2, a solution to the Bellman equation need not be unique.1 However, our approach is useful
from a numerical point of view. Namely, in order to ﬁnd an approximate value function, one has to consider models with
truncated utility functions uk with k ∈ N suﬃciently large. Every such a model, in turn, possesses a unique solution to the
Bellman equation and can be successfully solved by iterations of the operator Tk on the function ν0 ≡ 0.
Remark 7. The assertion of Lemma 6(ii) fails, if Z is not compact. Therefore, our approximation via truncated models does
not work without assumption on the compactness of action sets. Furthermore, a solution of a decision process with utility
function uk by an approximation through ﬁnite horizon models also requires the compactness of A(x) for each x ∈ X [24,27].
5. Examples of economic models
Example 1 (A model with additive shocks). Let X = [0,∞) be the set of all possible capital stocks. If xt is a capital stock at the
beginning of period t , then utility of consumption of at ∈ A(xt) := [0, xt] in this period is U (at) where U : X → R is a ﬁxed
function. The evolution of the state process is described by
xt+1 = (1+ ρ)(xt − at) + ξt, t ∈ N.
Here ρ > 0 is a constant rate of growth and ξt is an additional random income (shock) received in period t . Assume that {ξt}
are independent and have a common probability distribution μ with support included in [0, z] for some z > 1. We shall
view this model as a Markov decision process with X = [0,∞), A(x) = [0, x], and u(x,a) = U (a), x ∈ X , a ∈ A(x).
The transition probability q is of the form
q(B|x,a) =
z∫
0
1B
(
(1+ ρ)(x− a) + ξ)μ(dξ),
where B ⊂ X is a Borel set. If v ∈ C(X), then the integral
1 Let X = N , q({x+ 1}|x,a) = 1 for all (x,a) ∈ D , and u ≡ 1. Then the Bellman equation has an inﬁnitely many solutions of the form
Vb(x) = 11− β +
b
βx
, b ∈ R.
This example is a modiﬁcation of Example 6.4 in [11].
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X
v(y)q(dy|x,a) =
z∫
0
v
(
(1+ ρ)(x− a) + ξ)μ(dξ)
is continuous in (x,a).
Fix a number d > 0. Deﬁne k j = (1+ ρ)k j−1 + z where
k j−1 = (1+ ρ) j−1d + z
ρ
[
(1+ ρ) j−1 − 1], j ∈ N.
Put X j = [0,k j], j ∈ N0 and assume that the utility function U (a) = aσ , with σ ∈ (0,1). Let mj = maxa∈X j U (a). The sequence{mj} is increasing, unbounded and
mj
m j−1
=
(
ρ(1+ ρ) jd + z[(1+ ρ) j − 1]
ρ(1+ ρ) j−1d + z[(1+ ρ) j−1 − 1]
)σ
, j ∈ N.
It is easy to check that
lim
j→∞
mj
m j−1
= (1+ ρ)σ .
Therefore our basic assumption C2 holds if
β(1+ ρ)σ < 1. (22)
This inequality is a weaker condition on β than the one established in Example 3 in [19] saying that for some c > 1, it must
hold
cβ
(
1+ ρ + z
d
)σ
< 1.
Condition (22) can also be obtained using the weighted norm approach. In this respect, let us deﬁne
ω(x) = (r + x)σ , x ∈ X (23)
where r > z/ρ is a ﬁxed constant. Clearly, |u(x,a)| = U (a)ω(x) for any (x,a) ∈ D . Moreover,
∫
X
ω(y)q(dy|x,a) =
z∫
0
ω
(
(x− a)(1+ ρ) + ξ)μ(dξ)ω(x(1+ ρ) + z)= (r + z + x(1+ ρ))σ .
Thus, ∫
X ω(y)q(dy|x,a)
ω(x)
 ησ (x),
where η(x) = r+z+x(1+ρ)r+x , x ∈ X . Since r > z/ρ , we have that
lim
x→0+η(x) = 1+
z
r
< lim
x→∞η(x) = 1+ ρ.
Hence,
sup
(x,a)∈D
∫
X ω(y)q(dy|x,a)
ω(x)
 sup
x∈X
ησ (x) = (1+ ρ)σ .
Therefore, condition (18) holds, if (22) is satisﬁed. Observe that in order to obtain the same conclusion using the weighted
norm approach, we need to choose r suﬃciently large. Indeed, if we take r ∈ (0, z/ρ), then 1+ zr > 1+ρ . Hence, (18) holds
provided that β(1 + zr )σ < 1. Obviously, this inequality is more restrictive for β than (22). We would like to point out that
since U  0, the function ω given in (23) is a majorant for U .
Example 2. We still consider the model from Example 1 but assume that u(x,a) = U (a) = lna, a ∈ A(x) = [0, x]. It is known
that such a utility function has a number of applications in economics [17,26]. However, the weighted norm approach cannot
be employed in this case, since U (0) = −∞, and ω(x) must be ﬁnite for every x ∈ X . We ﬁrst show that our condition C2
holds for any β ∈ (0,1). Consider the same sets X j as in Example 1. Then, for any j ∈ N0, we have
mj = lnk j = j ln(1+ ρ) + ln
(
d + z
(
1− 1
j
))
.ρ (1+ ρ)
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mj+1
mj
= 1 and C2 holds for any β ∈ (0,1). The idea of using a majorant function for u+(x,a) is more compli-
cated. In fact, let us consider the function ω(x) = r + ln(1+ x) for x ∈ X and some r  1. Then, we have u+(x,a)ω(x) for
all (x,a) ∈ D . Moreover,
∫
X
ω(y)q(dy|x,a)
z∫
0
ω
(
x(1+ ρ) + ξ)μ(dξ) r + ln(1+ x(1+ ρ) + z)
for all (x,a) ∈ D . Assuming that ρ < z, we obtain∫
X ω(y)q(dy|x,a)
ω(x)
 r + ln(1+ x(1+ ρ) + z)
r + ln(1+ x)
 r + ln(1+ z) + ln(1+ x)
r + ln(1+ x) 
r + ln(1+ z)
r
.
Therefore, our condition D holds, provided that β r+ln(1+z)r < 1. Clearly, if r is ﬁxed, then this inequality imposes an addi-
tional requirement on β . However, for any β ∈ (0,1) there exists r  1 such that β r+ln(1+z)r < 1. In other words, for any
β ∈ (0,1) one can ﬁnd a majorant function ω with suﬃcient large r such that condition D is satisﬁed and the Bellman
equation has a solution. Observe that our ﬁrst approach based on the growth condition C2 is simpler and more direct. Thus,
we conclude that the Bellman equation has a solution for any discount factor β without choosing an appropriate constant r
in the function ω.
Similar models but with multiplicative shocks are studied in [19]. However, the authors impose a stronger assumption on
a transition law than C3. Namely, they assume that the process cannot leave the set from which it starts, i.e., q(X j|x,a) = 1
for all x ∈ X j and a ∈ A(x).
Example 3 (A deterministic model involving quadratic cost). Assume that X = [0,∞), A(x) = [0,ρx] with ρ > 0, x ∈ X . Let a
state process be described by the following recursive equation
xt+1 = xt + at, t ∈ N, (24)
where xt ∈ X and at ∈ A(xt). We say that at = xt+1 − xt is a change of the capital stock from xt to xt+1. We assume that the
utility function u is of the form
u(x,a) = xσ − bx2 − ca2 (25)
where b  0, c > 0, σ ∈ (0,1] are ﬁxed constants, x ∈ X and a ∈ A(x). Putting y = x+a, we can re-write (25) in the following
form xσ − bx2 − c(y − x)2. This utility function consists of two terms: a quadratic cost c(y − x)2 of changing the capital
stock from x to y and the expression xσ − bx2, which is called a decision maker’s net revenue, when capital stock is x ∈ X
[17,26]. It is usually assumed that σ = 1 and b > 0, see pp. 95–96 in [26] or Example 6 in [23]. However, the utility given
in (25) is then bounded from above by the constant 1/4b. Therefore, we put b = 0 and choose arbitrary σ from the interval
(0,1]. It is worth emphasizing that such a case was examined neither in [23] nor in [26].
Let X0 = [0,1] and X j = [0, (1+ ρ) j], j ∈ N . Assuming that x0 ∈ X0, by virtue of (24), we see that x j ∈ X j for any j ∈ N .
Then, for any j ∈ N , we have mj = (1+ ρ) jσ and, consequently, mj+1/mj = (1+ ρ)σ . Thus, our assumption C2 holds, if
β(1+ ρ)σ < 1. (26)
In contrast to Example 1, the weighted norm approach does not lead us to the same conclusion concerning β as in (26).
From the form of u given in (25), it follows that the weight function has to be quadratic. For instance, one can consider
ω(x) = 1+ x2, x ∈ X . Then, |u(x,a)| (1+ cρ2)ω(x) for all (x,a) ∈ D . Since we deal with the deterministic case, inequality
(18) reduces to
β sup
(x,a)∈D
ω(x+ a)
ω(x)
< 1. (27)
Clearly,
ω(x+ a)
ω(x)
 ω(x+ ρx)
ω(x)
= 1+ x
2(1+ ρ)2
1+ x2 .
Hence, it follows that (27) is satisﬁed, if
β(1+ ρ)2 < 1.
This condition is obviously stronger for β than β(1 + ρ)σ < 1. In other words, the rate of growth approach is more direct
and results in a weaker assumption on the discount coeﬃcient β .
462 A. Jas´kiewicz, A.S. Nowak / J. Math. Anal. Appl. 378 (2011) 450–462Example 4. Examples 1 and 2 may suggest that the both methods: based on the rate of growth assumption and the majorant
function lead to the same condition on the discount factor that guarantees a solution to the Bellman equation. Moreover,
Example 3 may indicate that the former approach is better. However, in certain cases the latter approach yields a weaker
constraint on β . In fact, let us consider a model on a countable state space X = N with a utility function u such that
sup(x,a)∈D u+(x,a) = x and the transition probabilities given in [25], i.e.,
q(1|x,a) = 2x
3(2x− 1) and q(2x|x,a) =
4x− 3
3(2x− 1) , x ∈ N.
If we take ω(x) = x, then∑
y∈N
ω(y)q(y|x,a) = 4
3
ω(x)
for all (x,a) ∈ D . This implies that inequality (18) holds, if β < 3/4. In order to apply the another method, we must deﬁne
the sets X j as follows X0 = X1 = {1} and X j = {1, . . . ,2 j−1} for j ∈ N . Then, mj = 2 j−1 and, consequently, mj+1mj = 2 for
j ∈ N . Therefore, condition C2 is satisﬁed, if β < 1/2. In this case, the superiority of the majorant approach is due to the
speciﬁc transition probabilities, which enforce the range of sets X j . However, in many economic models this method results
not only in stricter conditions on the discount coeﬃcient β , but also requires choosing an appropriate function ω and its
parameters. This task can turn out to be diﬃcult.
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