Abstract: This paper will describe our research on the creation of a wireless ad-hoc network testbed where ad hoc network applications can be tested in real radio environments. The testbed will be easy to use and modular enough to allow users to quickly adapt the testbed to their own use. To study and test 'reliability' performance, a light-weight transport protocol and an on-demand routing protocol will be built in the emulator, and ensure that its performance allows real tests to be carried out in real time. To study and test 'security' performance, a symmetric-key-based cryptology will be built in the emulation platform.
Introduction

The significance of MANET emulator
Wireless networks have seen continuous increase in use in the past few years. Many wireless standards such as Bluetooth (2006) , ZigBee (2006) and WiMax (Intel, 2006) have shown that wireless networks will be a common aspect of everyday use in the near future. One such type of wireless network is called Mobile Ad-Hoc Network (MANET). Whenever two or more mobile devices can form a self-configuring network, without any single controlling entity, the network formed is considered a MANET.
Improvements in wireless routing and security protocols are constantly being proposed, and thorough testing is required to check that the new wireless protocol behaves better than its predecessors. Experimentation in wireless protocols and technologies is at the core of implementations of any new wireless solutions.
The most common kind of experimentation is the simulation of wireless protocol design using network simulation tools such as OPNET (http://www.opnet.com), NS-2 (http://www.isi.edu/nsnam/ns/), OMNET++ (http:// www.omnetpp.org/), etc. Although these software-based simulations provide a good background on the possible advantages of wireless protocols, they do not cover all the problems that may be encountered in the real world.
To complement these simulations, experiments on real devices need to be carried out to get a correct idea of the advantages and disadvantages of different wireless solutions. The simulators work well for wired networks since data corruption or data loss is mostly due to congestion in the network and external forces do not affect transmission integrity. When it comes to wireless networks though, a lot of other factors come into play such as mobility and RF effects.
Apart from simulators, communication protocol verification tools fall into two categories; testbeds and emulators. A testbed is a platform on which a range of experimental products can be deployed and allowed to interact in real-time. Testbeds provide good solution to real time testing of communication protocols but they carry a heavy price in that they are difficult to setup and the experiments sometimes can not be reproduced faithfully. Most of the testbeds currently in use cost thousands of dollars and are so complex that they require a lot of manpower to perform one experiment (Maltz et al., 1999) . Since wireless transmission is inherently random in different environment, it would be advantageous to be able to move the experiment to the site where the wireless protocol will be used. This is especially important if the communication protocol is being developed for sensitive areas such as hospitals, disaster zones or for military applications. In the case of testbeds, this is very difficult due to the vast amount of hardware used to perform the experiment.
Emulators, although not the best solutions, do provide advantages as compared to testbeds. First of all, they are designed to take a much smaller space than testbeds. This means that they can be moved if necessary to other locations to check the effect of real environment on the wireless communications. They also have much lower cost to set up and use than testbeds. There have been a number of emulators created over the years for wireless network testing. For instance, JEMU (Flynn et al., 2002 ) is a radio replacing emulator. MobiEmu (Zhang and Li, 2002) uses packet filtering to emulate mobility. Although all the emulators were different in their architecture, they all used Wireless Local Area Network (WLAN) 802.11 as their Medium Access Control (MAC) and physical layer.
In our work, it was decided to use an emulator since our goal is to create an engineering experimental platform with close performance to real wireless systems. Our emulator is not tied to a specific MAC and physical layer, which allow a user to change the physical module easily.
Since our design targets low data rate network, a couple of low data rate radio devices have been considered in this research:
• TelosB motes from XBow (http://www.xbow.com)
• XBee-Pro RS-232 RF modem from MaxStream (http://www.maxstream.net/)
• Zigbee tick from Data Hunter (http://www.datahunter.com).
XBee-Pro was chosen to be used in this research.
It is an off-the-shelf modem that comes with software to reconfigure the device as needed, as well as uses the Zigbee communication protocol and IEEE 802.15.4. The main specification of XBee-Pro is as follows: Zigbee/802.15.4 compliant RF modem using ISM 2.4 GHz; RF maximum data rate is 250,000 bps; using Direct Sequence Spread Spectrum (DSSS) for modulation; with RS-232 interface; radio communication range is 100 m indoor.
Related works
The main goal of this research is to use emulations to determine how MANET communication protocols behave in low data rate environments and whether it is possible to create a secure and reliable protocol that can be used in noisy wireless environments. Currently there is a multitude of MANET communication protocols proposed in the literature. We briefly summarise the relevant works as follows.
At the network layer, protocols such as Destination-Sequenced Distance-Vector (DSDV), Ad-Hoc On Demand Distance Vector Routing (AODV) and Dynamic Source Routing (DSR) are popular nowadays in high bandwidth environments. DSDV uses a hop-by-hop distance vector routing protocol where each node maintains a routing table with information about the next hop to a destination, the number of hops and the sequence number of the current route. This sequence number provides the advantage that DSDV guarantees loop-freedom when sending packets. DSR uses source routing as a means to transfer data. This means that each packet contains the complete route towards a particular destination. The main advantage of this protocol is that it incurs low overhead since nodes do not need to keep and maintain routing tables. The disadvantage is that packet size is greatly increased with the inclusion of the complete routing information. AODV contains the best of both of the previous routing protocols. It uses DSDV's hop-by-hop routing, sequence numbers and periodic beacons with DSR's on-demand mechanism for route discovery and maintenance. There are many research papers comparing these protocols to each other in different scenarios. Since results using different simulators differ greatly as stated by Cavin et al. (2002) , it is only fair to compare results from different papers with more or less the same scenario.
Regarding reliability, packet delivery ratio becomes of utmost importance. In critical applications, it would be more beneficial that all packets sent reach their destination without needing to retransmit the information. Reliability is especially important if some algorithm or code is broken down into multiple chunks of data and sent to the slave nodes. The reconstruction of the algorithm will require that the chunks be used in order. Any missed data might cause the master to have to send all the chunks again.
Protocols such as Pump Slowly Fetch Quickly (PSFQ) (Wan et al., 2002) , Reliable Multi-Segment Transport (RMST) (Stannand and Heidemann, 2003) and Sensor Transmission Control Protocol (STCP) (Iyer et al., 2005) , are relatively new protocols and are mostly geared towards specialised applications. Some are more specialised in optimising upstream data reliability (RMST and STCP) and some optimises downstream data reliability (PSFQ). Although a lot of research is available on all the communication protocols above, most of them have been carried out using wireless sensor networks, which are mostly static nodes. On top of that, an accurate comparison of the different protocols is not available. PSFQ is optimised for downstream data reliability. This means that the protocol provides some kind of assurance that if data is sent from a master node to slave nodes, the data will reach all the required slave nodes with a minimal number of retransmissions. Since this protocol is mostly optimised for downstream data reliability, a node would also require some other kind of protocol for upstream data reliability.
Security algorithms come in two flavours: symmetric key algorithms (single key cryptography) and asymmetric key algorithms (Public-key cryptography). They both have their own advantages and disadvantages. In symmetric key algorithms, both sender and receiver share the same key whereas in asymmetric key algorithm, the sender's key is secret whereas any receiver with the appropriate public key can decrypt the data. One of the main advantages of symmetric key algorithms is that it is not as computationally intensive as asymmetric key algorithms. This is the primary reason why such algorithms are widely used in Wireless Sensor Network (WSN). One example is TinySec, which uses Skipjack as one of the encryption and decryption algorithm it offers. The creators of TinySec evaluated both Skipjack and RC5 and their results showed that Skipjack is less resource greedy and still offer the same amount of security as RC5 (Karlof et al., 2004) . Other research has shown that a more speculative attack using a future, hypothetical, massively parallel machine with 100,000 RISC processors, each of which was capable of 100,000 encryptions per second, would still take about four million years to break Skipjack (Brickell et al., 1993) . This security algorithm is very stable and that it is worthwhile to implement it in our emulation design since most of the communication protocol nowadays comes with some security requirements.
In the rest of this paper, we will explain in detail our MANET emulator design principle. Especially, we will provide the protocol details of reliability through a MANET transport layer scheme and security through SkipJack scheme.
MANET node emulator
In this section we will describe the important software modules in our MANET emulator design. We will first provide a big picture on our emulator design methodology. Then the important software components on the wireless data processing will be discussed respectively.
The emulator design methodology
There are some emulators that have already been created for wireless networks. However, most emulators use common features such as IP chains and all of them assumes that WLAN 802.11 will be used at the physical level. Since they use IP chains, the emulators are restricted to be run under the Linux operating system or through a Linux emulator under the Windows operating system. The goal of our design will be to create an emulator that can work with any device at the physical level. As long as the communication between the device and the emulator is kept the same, the emulator should be able to function with any current wireless devices. Since this project was created to eventually be used for academic research platform, the emulator would need to run under the windows operating system, which is prevalent in schools. The final product should also be simple and self-sufficient such that it can be moved between different computers with different configurations.
Since the design of an emulator should be as modular as possible, the emulator will be created as a Dynamic Link Library (DLL). In this way if any part is changed, a whole re-write of the emulator is not needed. It will also provide a lightweight security against tampering by network attacks. Figure 1 shows the breakdown of the emulator modules. The filter modules as well as the serial communication module are themselves DLLs. They are therefore interchangeable without the need to modify the emulator code that holds everything together. The emulator itself is another DLL. Any application that will use the DLL will need to instantiate, initialise and then use the DLL as is. In this case, RS232 communication protocols are used to transfer data from the emulator to the wireless devices. In the future, USB or I 2 C protocols could be used instead to transfer the information much faster. The only requirement would be to create a new module for them and replace the serial communication module.
As shown in Figure 1 , some software modules called 'filters' could be used to change or check the statistical characteristics (such as bit errors) of incoming network packets. As one example, a filter called error Insertion has also been created that allows a user to intentionally inject a certain percentage of incoming packets with errors. If a real wireless environment is tested, error injection is not necessary but it does provide the user with a means to test the protocols under varying errors in the incoming packets. 
Runtime DLL loading
In our MANET emulation design, filters can be created and added in a modular way without the need to modify the emulator much. This is done by using a text file that tells the emulator which DLL to load. We have built a text file named incomingFilters.data that contains lines with the name of each filter on one line. This file is used by the emulator to know which filter to load at runtime. The filter names should be entered in the order that they will filter the data. For example our incomingFilters.data could contain the following components: distanceFilter, speedFilter, and directionFilter. This would tell the emulator to look for three DLL files named distanceFilter.dll, speedFilter.dll and directionFilter.dll in the same folder as the emulator DLL. It would then try to initialise each DLL. If a DLL fails, it will be unloaded without terminating the emulator. If no DLL is loaded, the emulator will basically pass through any data from the physical device to the application. If all three DLLs were loaded, whenever a packet is received from the physical device, it would be sent to the first filter that was loaded. In this case it would be the distanceFilter.dll. If the packet has not been dropped by the distance filter, it would then be passed to the speed filter. If the speed filter does not drop the packet, it would be passed to the direction filter and so on. If no filter drops the packet, it would be passed to the application. Although these slots should be used by filters, they could be used as statistic collectors as well if any special statistics needs to be collected by the application that is not provided by the emulator.
Distance filter design
The distance filter uses a file called distanceFilter.data to determine the position of each node in the virtual landscape. The content of one such file is shown below:
The first line is to allow a human user to understand the content of the file. The second line tells the filter how many nodes will be in use during the current emulation. The third line tells the filter the total simulation time. Note that all the times are in seconds.
The next four lines are the information for each node in the emulation. The line for each node contains information on the node identification number followed by the start position of the node in x and y coordinates. The first number after the equal sign is the virtual transmission range of the node. This has to be greater or equal to 0. This can be used to emulate real wireless communication where even though one node A can send data to another node B, node B does not have enough transmission power to reach node A. This is followed by the duration for which this range is valid. The duration consists of a start and stop time. The start time is always 1 s more than the previous stop time except for the first one in which case it is 0. The corresponding stop time is at least 1 s more than the current start time. The next two numbers are the direction in degrees ranging from 0°-360° and speed of movement. In this case there were four nodes running.
The distance filter will use this information to calculate the position of each node for each second of the simulation. The calculation is done before the emulation is started so that the filter does not take too long to determine if the packet is valid or not during runtime. The information is then kept in an array for use during runtime. The algorithm for calculating the position is as follows: (Note: The bold words are input parameters of the MANET nodes.)
Since the actual emulation might not start at the exact time the filter is loaded by the emulator, a start time variable is set so that the filter knows the current emulation time as compared to the real clock time. The filter will also log any errors that occurred into a file called distanceFilter_log. This log file can be viewed later by a user to determine what went wrong. In most cases, unless a critical error has occurred, the program should continue running after logging the error.
Packet recognition and construction design
Since the emulator is supposed to recognise any kind of data stream used by the physical device, it was necessary to add some overhead to create a packet that will be recognised on the receiving end. The overhead consists of header and footer bytes. The header bytes consist of the byte 0Xfe followed by the Identity of the sender twice followed by 0Xfe again. The footer bytes consist of the byte 0Xef followed by the Identity of the sender twice followed by 0Xef again. This is shown in Figure 2 . ID's size is one byte. This means that at this time at most 251 nodes can be used altogether. ID 0x00, 0Xff, 0Xfe and 0Xef are reserved with 0Xff used for broadcast. This sequence of characters is to ensure that the packet re-constructor on the receiver side knows the boundary of the packet. Although this adds eight bytes to the total packet length, it was necessary so that the receiver can create the packet again from the byte stream of the physical device. There is no error correction at this level. If either the header or footer is changed during transport, the packet will not be recognised. This may cause the re-constructor to drop the next packet as well while it tries to locate the start of a new packet.
The sender function is used by the application layer to send packets to different part of the network. On the receiving end, a thread continuously monitors the serial buffer for new data. As the new data arrives, the data is fed to a re-constructor function that places it in the appropriate location in a packet object. If a packet is reconstructed correctly, it is then sent to the filters.
To prevent any bottleneck from occurring and the possibility that the serial buffer might fill up faster than the re-constructor can create packets, intermediate circular buffers have been added with independent threads on each side of the buffer. The thread on one side is responsible for grabbing data from the serial buffer and sending the data to the re-constructor thread on the other side. The re-constructor will create a packet and put it in another buffer. On the other side of the buffer, another thread takes care of sending the packets to the filters. Since the receiving thread is always monitoring the serial port and there is only one serial object, the sender and receiver thread had to be synchronised appropriately. In this emulator, the sender thread has priority over the receiver thread. This means that if the application needs to send any data, the emulator will stop the receiving thread, send out the data and then resume the receiving thread.
The re-constructor function is a finite state machine that puts bytes in the right position in a packet depending on which state it is in. This is shown in Figure 3 . Three different data objects are kept at all times. This is because the header and footer sequence might appear inside the body of a packet. For example, if a complete header sequence is found, a new packet will be created and the data section will be filled until a corresponding footer sequence is found. If another header sequence is detected while the data section of 1 packet is being filled, a new packet will be created with the new header.
In most cases, there will not be any footer for the second packet or the ID might be out of bounds. This was done in case that some bytes are lost in communication and the new header is actually the start of another packet whereas the footer for the previous packet has been lost. The first packet will therefore continue to be filled until the maximum number of bytes is reached. When this happens, the data packet content will be reset.
In the rare cases where there is both a header sequence and a corresponding footer sequence inside a valid data packet, a new packet will be created and sent to the filters. If the packet is passed to the application, it is the application's duty to perform additional tests on the packet to know if it is valid or not. 
Performance statistics collection
Since the emulator should be transparent to the higher layers, it cannot know in advance the type of packets that the higher layers will be sending. Therefore collecting statistics about routing or transport layer packets can not be done at the emulator level. Because of this, data collection will have to be done at the user level. The programmer will need to insert some filter codes to collect specific data regarding the protocol performance. Each filter used can have coded instructions to collect the data that it will be filtering.
Application transfer engine
The emulator program will need to be installed on each node individually. Since the application that runs through the emulator may differ depending on the user, a file transfer engine was developed to allow the rapid propagation of the program before starting the emulation. The transfer engine consists of server controller programs always running in the background on the slave nodes. The master node will consist of the client that will connect to the servers and transfer the information. Since it is critical that the application sent is exactly the same as the application received, the integrity of the file on the receiving end will need to be checked using 32-Bits CRC. This means that the sending end will compute the CRC of the file and send it to the receiving end. After receiving all the data from the master, the slave will compute the CRC of the file it just received and compare it to the CRC it received from the master. If they are not the same, the slave will inform the master that it will need to resend the data. If data gets corrupted ten times, the master will abort the operation. The file transfer engine can also be used to transfer any sort of file such as the filter files, new modules for the emulator and to retrieve the statistic files from each node. In essence, a user will only need to use one machine to control the whole emulation. The transfer engine will use TCP/IP to perform the transfer operation. This provides a better Quality of Service (QoS) ensuring that critical information is not lost in the sending process. Figure 4 below shows the interface of the application. • Create a simulation file. The user will go through a wizard to create the simulation file
• Send a file to all other nodes in the network. The user can choose to send a file to 1 particular node or to as many nodes in the simulation as needed.
• Retrieve a file from all other nodes in the network. Files will be retrieved from all nodes in the current emulation.
• Start a simulation. The simulation will be started on all slave nodes in the current emulation. This is used as a time synchroniser also. All the independent programs will be synchronised to the master time.
• End a simulation. The receiving program controller will first send the 'ENTER' keystroke to the program twice with a time interval of ten seconds in between.
After that a kill request will be sent to the program and the controller will wait a certain amount of time for the program to terminate.
Skipjack-based MANET routing 'security'
AODV emulation design
Ad-Hoc On-Demand Distance Vector (AODV) routing is a very popular MANET routing protocol that already has many different flavours in the industry. Some were created to be exclusively used on the Linux platform whereas others created in JAVA can be used anywhere the JAVA virtual machine is running. A lot of AODV implementations assume that packet loss will be minimal as viewed from the routing protocol since the Link layer will take care of packet consistency and retransmission. In this case though, the Link layer used does not provide any of those services. Therefore the AODV protocol cannot assume anything about the lower layers. Another point is that the AODV protocol will need to work with the emulator created. The emulator has certain restrictions when it comes to node ID and the total size of the network. Therefore we designed a new AODV protocol called AODV_RIT that did not assume that any underlying protocol is performing any packet consistency check. The original specification by Perkins et al. (2003) will be used to create the protocol. Their protocol specification did not take into account for some extreme conditions that can sometimes occur in wireless networks. It was therefore modified to be better suited to the noisy radio conditions that it will encounter. These modifications will be outlined below. AODV is an on-demand protocol meaning that it will find a route only if requested by the higher-level protocols. If the higher-level protocols are not sending any information, then AODV should not maintain any routing information for too long. This is especially important in a wireless network where the available bandwidth is limited.
If a node that used a route once sends messages all the time to check if that route is still present or not, then other nodes that may have critical information to transmit may be delayed or even in the worst case scenario not be allowed to transmit the data at all.
AODV relies heavily on control messages to perform its work correctly. These messages are:
• RREQ: Route REQuest information. This message is sent whenever the higher-level protocols send a packet to a destination and the node does not know the next hop to the final destination.
• RREP: Route REPly information. This message is sent whenever a node receives a route request message for which it has a destination in its routing table or if the node itself is the destination of the route request.
• HELLO: Local connectivity messages. HELLO messages are very important in a wireless environment due to the lossy nature of the wireless connections. Hello messages are used to know which nodes are neighbours and to determine if a neighbour has moved out of wireless range or not.
• DATA: The data packet. DATA packets contain the data that the higher levels want to transfer to another node. They also contain some information about the sending node for local node management purposes.
AODV Modifications from original protocol
The original protocol did not work very well when used in a very lossy radio environment (i.e., the radio interference causes lots of bit errors). We thus made some changes as follows: AODV_RIT does not keep track of the active neighbours using a route. In the original protocol, if a route was invalidated, only the active neighbours were notified of the change. During testing, it was found that unicasting messages to all the active neighbours did not provide the best solution. Due to the lossy environment, a lot of messages got lost and many neighbours still sent messages to the node even after an 'inactive route' notification was sent. On top of that, since the hardware nodes always broadcast their data, even unicasting means broadcasting the data to all the nodes. Since the same message is sent multiple times to each active neighbour, the overhead is greatly increased and the bandwidth taken by all the messages is greatly increased. The solution was to broadcast the message once and let the receiving nodes decides if the message should be used or not.
The second modification was to use local connectivity management on all packets received by the node and not only hello messages. This was due to the fact that many messages do not actually reach their destination and it would happen that although a node is still a neighbour, none of its hello messages reached another neighbour node. Since other messages such as RREQ and RREP are still heard by neighbours, these are also used to perform local connectivity management.
Emulation design for a 'secure' AODV protocol
In today's wireless systems, the threat of hackers and malicious users is a constant reminder that security is of utmost importance in any wireless networks. The data sent over a wireless network should be encrypted to prevent tampering. Since wireless devices should not be power hungry, simple but reliable encryption algorithms needs to be used to make it an efficient and viable solution. The encryption should also be at the lowest level of the MANET network layers. Multiple encryptions at different layers might be more secure but it will also consume much more power in terms of processing the data multiple times. It was decided to use the Skipjack Encryption algorithm.
The algorithm is very small and as of yet the full 32 rounds have not been fully cracked. Skipjack is a symmetric encryption/decryption algorithm that uses two stepping rules to secure eight bytes data blocks. The stepping rules (including Rule A and Rule B) for Skipjack 'encryption' have been explained in Department of Defense (2006) . The total number of steps is 32. First step A is done eight times, then step B is done eight times, this is followed by step A eight times and step B eight times. The permutation used in the encryption and decryption is a four-round Feistel structure. Each round consists of a byte substitution using a substitution table. Each round also uses a specific private crypto-variable. The crypto-variable is 128 bytes long and each byte is used in one round of the byte substitution.
The algorithm for Skipjack encryption/decryption was then incorporated into the AODV protocol. Since this algorithm requires that the data to be encrypted is of length modulo eight, for any size data packet, at most eight bytes will need to be added to the packet for encryption. Since the encryption algorithm will be used in Cipher Block Chaining (CBC) mode, the Initialisation Vector (IV) with length of eight bytes used in the encryption will need to be added to the packet so that the receiving node can decrypt the data.
MANET 'Reliability' emulator
Wireless devices are everywhere we can think of. They could be inside home appliances relaying data regarding the state of the device, used as sensing applications in security devices or to monitor hazard areas and even used inside the human body to monitor the health of a patient. The problem is that the code used in the machines may need an upgrade from time to time be it due to an error that needs to be fixed or maybe the function of the device needs to be modified. In appliances, it is acceptable to open them up and modify the code. However, when the wireless device is inside a patient or in extreme hazardous conditions, it is important to have a system that will allow the devices to be reprogrammed remotely. Reprogramming wireless devices involves many different tasks ) that cannot all be discussed here. This section will therefore concentrate on the aspect of 'reliable' code dissemination through the MANET Transport layer.
Existing transport protocols fall into two categories; Congestion Control Protocol and Reliability Guarantee protocol . PSFQ (Wan et al., 2002) falls into the second category. It is a transport protocol used for the propagation of downstream data. It allows delivery of data from a master node to slave nodes across multi-hops with close to a 100% reliability factor. PSFQ does not take a traditional end-to-end approach to error recovery. Since reliability decreases quickly with increasing number of hops (Wan et al., 2002) , PSFQ was designed to be a hop-by-hop transport protocol. This means that the data will need to be consistent across one hop before PSFQ will allow it to be sent to the next hop.
PSFQ slowly sends regular packets to neighbour nodes (PUMP slowly). This allows neighbour nodes to request any missed packets among the regular packets (FETCH quickly). The request is done using Negative Acknowledgement (NACK). This means that a node will only request the retransmission of a packet after getting a new packet and if there is a sequence gap between packets. The protocol relies heavily on timers to keep track of when to send the regular packets and how fast to request for packet resend. Since PSFQ usually broadcasts its data to all neighbouring nodes, one important drawback that needs to be considered is the problem of message implosion. To prevent message implosion, the protocol will not send a certain packet if it hears the packet being broadcasted by other nodes a certain number of times. This is also true for NACKs. Each regular packet is sent at time intervals between T_MAX and T_MIN whereas the fetch operation occurs a certain number of times before T_MIN. This is to ensure that the missed packets will be obtained before the next regular packet is sent as well as to prevent message implosion by allowing nodes to hear other broadcasted packets. T_MAX and T_MIN can be adjusted depending on the state of the wireless medium. Another important feature of PSFQ is that only packets with continuous sequence numbers are forwarded to the next node. This is to prevent a missed packet error to propagate to other nodes, which could cause unnecessary NACKs transmissions.
Proposed PSFQ enhancements
Our improved PSFQ implementation mainly includes three aspects: Enhancement 1. Instead of using one bit in the TTL field, a separate REPORT packet will be sent to request a report from the node. This was done since the maximum number of nodes allowed in the emulator is 254. Therefore the TTL field was set to use eight bits and one bit cannot be used as a report bit.
Enhancement 2. This PSFQ implementation does not really guarantee 100% packet delivery since the protocol description does not give any details what happens when the master node receives a report that says that a node has not received all packets. In this case, it was decided to only measure the number of data that actually reached all the nodes. Further implementation might use the report as a mechanism to start sending the missing packets again.
Enhancement 3. Although PSFQ can be used to send any kind of data; this particular implementation of PSFQ will be used to send a file to other nodes for demonstration purposes. It was found through experimentation that NACKs could not be received once the NACK packets became too large. To remediate this issue, NACKs will not contain all the gaps in the current file. Instead, multiple different NACKs will be sent with different segment gaps. This is to ensure that the NACK packets do not become too big. Packets with too many bytes might overload the hardware buffer of the receiving module and cause packets to be dropped unnecessarily. Our design produced a tremendous improvement in the ability of the program to receive packets.
We argue that PSFQ was not created to work on top of AODV or any routing protocol. This is because the nature of a routing protocol is to hide the intermediate nodes from the transport layer between sender and receiver nodes. Therefore packets sent to the intermediate nodes are never sent to the transport layer but send directly to the next node until it reaches its destination. If that is the case, PSFQ will not be able to buffer the data in the intermediate nodes and the hop-to-hop recovery scheme would not work. To remediate this, the routing layer has to be integrated into the transport layer as one big communication layer. All packets obtained by the routing layer should be passed to the transport layer. The transport layer could also have access to information if needed such as number and ID of neighbour nodes and next hops to certain destinations. This will allow PSFQ to be used to target nodes with particular ID instead of being a general broadcast transport protocol.
Emulation performance
Emulation performance on MANET routing
We first test the MANET routing performance in our emulator with dozens of mobile PDAs with XBee-Pro wireless interfaces. We start the test from the first a few hops from a particular source node. First, data with increasing packet size will be sent to a node one hop away, then two hops away, and finally three hops away. Figure 5 shows that the number of packets lost increase as the number of hops to the destination increases. This meets our expectation. For each additional hop, the error rate would increase using the formula p n where p is the error rate for one hop and n is the number of hops. Note that the error rate might not be the same for all hops because of the unpredictable nature of this particular wireless network. It would seem that there is a sharp increase in the number of packets lost after the size of the packets exceeds 100 bytes. This might be due to the XBee-Pro hardware trying to cope with an increasing number of incoming bytes while its internal buffer remains fixed at 100 bytes. Some bytes might have been dropped thus corrupting packets. If the byte dropped is an emulator header or footer, then the emulator will drop the whole packet.
In next test, we observe the routing protocol overhead (i.e., how many protocol control packets need to be sent to establish end-to-end route path before sending data packets). We let the source node send 1000 packets with 50 bytes each. As shown in Figure 6 , the percentage of overhead packets vs. data packets increases with the error rate, as it should. Since the overhead takes into consideration RREQ, RREP and Hello messages, it is natural for the experiment with more nodes to have at least x times number of hello messages where x is the total number of nodes in the simulation. The RREQ and RREP mostly contribute to the additional overhead packets at high error rates where a lot of control packets are lost and routes become invalidated frequently thus causing the sending node to request a route over and over again. Figure 7 clearly shows that the packet error rate increases when node mobility increases. 
Emulation performance on MANET 'security'
Emulation of MANET routing with the Skipjack encryption did not produce any significant change in the error rate as compared to sending the packet without any encryption. This is most probably due to the fact that Skipjack only adds at most 15 bytes to the outgoing data. This will not have very much impact on the error induced due to packet size. An example of an encryption and decryption procedure is shown in Figure 8 . The first window is the sender requesting a route to destination node ID = 4. Since the route is not found, an RREQ is sent. As shown in the figure, both nodes use the same encryption key. The original RREQ packet is 19 bytes long. Therefore 5 more bytes with value 0x00 are added as padding. On top of that eight more 0x00 bytes are added to store the IV used to create the encrypted packet using CBC. The RREQ is then forwarded by the neighbour node, received by the first node and decrypted as shown on line six of the first window. 
Emulation performance on MANET 'reliability'
To test the Transport Layer performance in our emulator, 20 static nodes are used, and the MANET Application Layer request a file of a certain size be sent with constant packet size of 50 bytes to node ID = 4. Three tests will be done with increasing T_MIN, T_MAX and constant T_NACK values. The number of packet lost with respect to number of hops and nodes are measured in Figures 9-11 .
It would seem that PSFQ's performance is much better than that of sending packets without any hop-to-hop recovery up to a certain error rate of about 65%. After that there is a significant lost of data. Since the Timing used in PSFQ is critical to the proper use of the protocol, different intervals were used to send packets out. As shown in Figures 9-11 , as T_MIN increases and T_NACK stays the same, more NACKs will be sent before the next valid packet thus allowing the next node more chances to recover lost packets. The number of NACKs is approximately equal to T_MIN/T_NACK. The downside is that with more overhead data, the chance of packet collision and interference issues increases.
Surprisingly the graphs obtained (see above) do follow the fetch/pump relationship described in the original PSFQ scheme (Wan et al., 2002) 
where (1 -p) is the packet delivery success rate, p X Ω(n) is the successful recovery rate and Ω(n) is the probability of the successful recovery of the missing segment at nth retransmission. The AODV optimisations outlined in Section 4 regarding the size of the NACKs were added to the emulator and another test was run with the PSFQ properties as follows: T_MIN = 1; T_MAX = 2; T_NACK = 1. From the PSFQ properties and the previous PSFQ results, this experiment should have given a worst result than that shown in Figure 12 above. Instead due to the NACK size modification, tremendous improvement was obtained in the results. The issue was mainly due to the hardware used. Given other types of devices with greater buffer sizes, we believe the size of the NACK packets can be increased which will decrease the number of control packets and increase the throughput of the system. These types of issues are only noticeable when real hardware is used. A programmer or tester could have overlooked such an issue if only using a simulation. The most probable case would have been that the programmer would think that there is a bug in the software that was overlooked or that the interference is just too great or even that there is an issue with the hardware. With using the emulator, a programmer will immediately notice that the issue is not the program since he or she can debug the program while using the hardware. In this case using an emulator on top of simulation would be more effective in the long run. 
Integrated communication protocol
This experiment will compare the use of PSFQ on top of AODV to ascertain if there is any advantage or disadvantage. The timing of the protocol is as follows: T_MIN = 4; T_MAX = 5; T_NACK = 1; RREQ_TRIAL = 12; RREQ_REQUEST every 1 s; HELLO_INTERVAL = 1 s. As shown in Figure 13 , PSFQ + AODV has very similar performance as PSFQ only. The reason that no much improvement is obtained is PSFQ already uses hop-to-hop loss recovery to achieve reliability. It is not very helpful to use AODV to establish the hop-to-hop path again in the lower layer. We thus recommend that PSFQ should not be run above AODV in order to get rid of extra routing overhead. 
Conclusions
In this research, an emulator has been created that is modular enough so that it is fully expandable with respect to MANET communication and packet filtering. The MANET security scheme, AODV routing protocol and PSFQ transport protocol have been tested on it. After experimentation and analysis of the results, a possible improvement to the PSFQ protocol has been inferred and implemented. Our protocol improvement makes the protocol more reliable. This showed that it could be more advantageous for a tester to use an emulator to test a protocol on real hardware than just using a simulator.
In terms of future works, there are still some works to be done to improve the overall usage of the emulator. New filter modules can be built that will emulate the wireless environment more accurately. PSFQ itself is only a downstream packet transfer protocol. This means that it specialises on delivering packets from a master node to other nodes. Additional research could be done on communication protocol for upstream data delivery. This protocol could be added to the PSFQ_RIT protocol to create a self-contained two-way secure communication protocol.
