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Epígrafe
Toda a nossa ciência, comparada com a realidade, é primitiva
e infantil  e, no entanto, é a coisa mais preciosa que temos.
Albert Einstein
vi
Resumo
O objetivo deste trabalho é calcular propriedades de transporte de fios quânti-
cos com ordenamento magnético ou forte interação spin-órbita. A motivação
é combinar o transporte dependente do spin do elétron com as propriedades
únicas dos sistemas unidimensionais, descritos pela classe de universalidade
dos líquidos de Luttinger. Aplicamos as técnicas de teoria de resposta linear
e grupo de renormalização para calcular a resistência associada a quatro me-
canismos. No primeiro problema, construímos uma teoria de ondas de spin
para flutuações em torno da configuração estática de uma parede de domínio
magnético e analisamos o efeito de espalhamento inelástico por mágnons. A
própria anisotropia que fixa a largura da parede é responsável por suprimir o
espalhamento inelástico em baixas temperaturas. No segundo, investigamos
o papel das interações eletrônicas no espalhamento elástico em paredes de
domínio. Mostramos que esse sistema pode ser mapeado no problema de um
líquido de Luttinger polarizado com um termo de impureza que inverte o spin
do elétron. Em analogia com o problema de Kane-Fisher para uma impureza
não magnética, obtemos um diagrama de fase em função dos parâmetros de
interação. No terceiro problema, introduzimos um termo de acoplamento
mágnon-fônon e analisamos o espalhamento entre elétrons e mágnons medi-
ado por fônons de alta energia. Finalmente, no quarto problema, considera-
mos o espalhamento por impurezas não magnéticas na presença de interação
spin-órbita. Para um escolha especial do nível de Fermi, a resistência produ-
zida pode ser controlada por um campo magnético externo.
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Abstract
The purpose of this work is to calculate transport properties of quantum
wires with magnetic order or strong spin-orbit interaction. The motivation
is to combine electron spin-dependent transport with the unique properties
of one-dimensional systems, which are described by the universality class
of Luttinger liquids. We apply linear response theory and renormalization
group techniques to calculate the resistance associated with four mechanisms.
In the first problem, we construct a spin wave theory for fluctuations around
the static configuration of a magnetic domain wall and analyze the effect
of inelastic scattering off magnons. The very anisotropy that fixes the wall
width is shown to supress the inelastic scattering at low temperatures. In the
second one, we investigate the role played by electronic interactions on the
elastic scattering off domain walls. We show that the system can be mapped
onto a polarized Luttinger liquid with an impurity term that flips the electron
spin. Similarly to the Kane-Fisher problem for nonmagnetic impurities, we
obtain a phase diagram as a function of the interaction parameters. In the
third problem, we introduce a magnon-phonon coupling term and analyze the
scattering between electrons and magnons mediated by high energy phonons.
Finally, in the fourth problem, we consider the scattering off nonmagnetic
impurities in the presence of spin-orbit interaction. For a special choice of
the Fermi level, the resistance produced can be controlled by an external
magnetic field.
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Capítulo 1
Introdução
Sistemas unidimensionais oferecem um cenário interessante para o estudo de
sistemas fortemente correlacionados. A razão mais imediata é de ordem prag-
mática: a simplicidade do espaço de fase faz com que alguns desses sistemas
pertençam à rara categoria de problemas solúveis. Por exemplo, toda uma
família de modelos unidimensionais com interação de curto alcance, incluindo
o modelo de Heisenberg isotrópico e o modelo de Hubbard em 1D, pode ser
tratada exatamente pelo ansatz de Bethe [1]. Embora a generalização dos
resultados não seja trivial, o estudo desses modelos costuma apontar rumos
para análises em dimensões superiores. Além disso, grande parte do interesse
por sistemas unidimensionais é motivado por questões fundamentais. Esses
sistemas exibem alguns dos fenômenos mais surpreendentes na área de siste-
mas fortemente correlacionados, como as excitações fracionárias em cadeias
de spin 1/2 e a separação spin-carga em sistemas de elétrons interagentes [2].
A bem da verdade, a Física em baixas dimensões é muito mais do que um
protótipo do mundo tridimensional.
Em particular, o caso unidimensional é o caso extremo quando se consi-
dera o papel das flutuações quânticas. Em dimensões baixas, as flutuações
quânticas são mais importantes e mesmo um número pequeno delas pode
desfazer ordens de longo alcance. Isso é evidente, em especial, na teoria de
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transições de fase. De maneira geral, a estabilidade de uma fase ordenada é
ameaçada pela redução da dimensão do espaço [3]. No modelo de Ising, por
exemplo, a magnetização expontânea a temperatura finita só acontece em di-
mensão d > 1; do mesmo modo, a condensação de Bose-Einstein só é possível
em dimensão d > 2. Toda a drasticidade das flutuações em 1D é revelada
pelo teorema de Landau [4] que proíbe a existência de ordem de longo alcance
verdadeira a temperatura finita em sistemas unidimensionais com interação
de curto alcance. A razão disso é que a estabilidade de uma fase depende
da disputa entre ordem e desordem. Por um lado, a divisão do sistema em
diferentes regiões, dentro das quais o parâmetro de ordem assume um valor
fixo, é desfavorável do ponto de vista da energia por causa da formação de
paredes de domínio. Por outro lado, a mesma divisão é favorável do ponto de
vista da entropia porque aumenta o número de configurações microscópicas
possíveis. No caso unidimensional, onde o custo energético de uma parede é a
ligação entre poucos átomos, a tendência dominante de aumento da entropia
obriga o sistema a se dividir em várias regiões com ordem de curto alcance.
A mesma simplicidade do espaço de fase que torna possíveis algumas solu-
ções exatas exclui a aplicação de esquemas bem estabelecidos em dimensões
superiores. Um exemplo é a teoria de líquidos de Fermi de Landau [5], em
que o modelo de elétrons interagentes em 3D é construído perturbativamente
a partir do gás de elétrons. Nessa teoria, as excitações de baixa energia
correspondem a quase partículas fermiônicas com alguns parâmetros (como
a massa) renormalizados em comparação com o elétron despido. A teoria
de Landau descreve satisfatoriamente a maioria dos metais tridimensionais,
mas o caso unidimensional parece rebelar-se contra esse esquema teórico. Os
problemas se manifestam, entre outras formas, na ausência de um pólo de
quase partícula devido à anulação do peso espectral [6]. Essa não é apenas
uma dificuldade técnica, mas um sinal de que o gás de elétrons não é um
bom ponto de partida e que as excitações no sistema de elétrons unidimensi-
onais têm caráter essencialmente diferente. Na verdade, a ruptura da teoria
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de líquidos de Fermi em 1D assinala a emergência de uma nova classe de
universalidade.
A natureza das excitações de baixa energia em 1D foi revelada pela téc-
nica de bosonização [6, 7, 8, 9, 10]. Essa técnica permite mapear os graus de
liberdade dos elétrons em um modelo efetivo bosônico. O aspecto especial
para essa identificação é a topologia da superfície de Fermi em 1D, definida
por apenas dois pontos disjuntos (figura 1.1). Em baixas energias, é possí-
vel linearizar o espectro em torno dos pontos de Fermi e definir excitações
coerentes com energia e momento bem definidos. Essas são as verdadeiras
excitações do sistema de elétrons unidimensionais e estão ligadas às flutua-
ções de densidade de carga e spin. No entanto, o que torna a bosonização
uma técnica poderosa é a possibilidade de tratar exatamente interações ele-
trônicas do tipo para a frente. Isso porque o efeito da interação é apenas
renormalizar as velocidades das flutuações de densidade de carga e spin, que
permanecem não interagentes. O modelo em questão é chamado de modelo
de Luttinger [11]. Embora seja deduzido para interações locais fracas, a con-
jectura de Haldane [12] estabelece que o modelo de Luttinger deve descrever
o setor de baixas energias de todos os sistemas unidimensionais sem gap,
definindo a classe de universalidade dos líquidos de Luttinger.
Com o advento da tecnologia de manufaturação de materiais em escala
nanoscópica, os sistemas unidimensionais foram promovidos de problemas
de interesse acadêmico para o status de sistemas fisicamente realizáveis. A
tecnologia atual é capaz de fabricar estruturas em que uma ou mais dimen-
sões são confinadas de tal maneira que os graus de liberdade transversais
encontram-se congelados em temperaturas suficientemente baixas [13]. Em
um gás de elétrons bidimensional formado em heteroestruturas semicondu-
toras, o movimento dos elétrons pode ser restrito a uma única dimensão
por meio de constrições, dando origem aos chamados fios quânticos. Outros
exemplos são os nanotubos de carbono [14] e materiais (principalmente com-
postos orgânicos) efetivamente unidimensionais devido à forte anisotropia e
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+kF-kF
εF ∩
ω(q) = vFq
Figura 1.1: Estado fundamental do gás de elétrons em 1D e excitação
partícula-buraco em torno da superfície de Fermi.
à fraca ligação entre as cadeias . Evidências de comportamento tipo líquido
de Luttinger nesses sistemas têm sido apresentadas [15, 16, 17].
Uma fonte de interesse por esses sistemas é o estudo de propriedades
de transporte. A crescente necessidade de miniaturização dos componentes
eletrônicos tem motivado a incursão no universo de dispositivos de escala
mesoscópica. Em sistemas cujo tamanho é menor do que o livre caminho
médio dos elétrons, o caráter quântico dos últimos não pode ser ignorado
e as leis de transporte macroscópico não são mais válidas. Um fenômeno
característico do transporte mesoscópico é a quantização da condutância ob-
servada na transmissão balística através de nanocontatos e constrições em
semicondutores [18]. O formalismo de Landauer-Büttiker demonstra que a
condutância a temperatura zero é quantizada na forma G = nG0, onde n é
o número de canais de propagação e G0 = e2/h ≈ (25, 6 kΩ)−1 é o quantum
de condutância [19]. Para um sistema estritamente unidimensional, n = 2,
o número de canais de spin. Além disso, segundo o modelo de Luttinger, o
quantum de condutância de um sistema unidimensional deve ser modificado
para G¯0 = Ke2/h, onde K é um parâmetro que depende da interação eletrô-
nica (K = 1 no caso não interagente). No entanto, parece ser difícil verificar
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essa previsão experimentalmente porque mostrou-se que a condutância em
baixas freqüências é dominada pelos contatos efetivamente não interagentes
[20].
Fora do regime balístico, o espalhamento por impurezas ou possíveis exci-
tações da rede diminui a probabilidade de transmissão e, conseqüentemente,
a condutância do sistema. Também nesse caso os sistemas unidimensionais
se distinguem dos análogos em dimensões superiores pelos efeitos peculiares
das interações eletrônicas em 1D. Uma das assinaturas do comportamento
de líquido de Luttinger é, inclusive, a dependência da condutância através
de uma impureza com a temperatura. Kane e Fisher [21] mostraram que,
ao contrário do que acontece com líquidos de Fermi, a condutância escala
como uma lei de potência com um expoente não universal que depende dos
parâmetros de interação. Para interação repulsiva entre os elétrons, o espa-
lhamento na barreira diverge quando a temperatura diminui. A temperatura
zero, mesmo uma barreira fraca é capaz de refletir os elétrons completamente
e o sistema é um isolante ideal. Esse resultado pode ser interpretado em ter-
mos do espalhamento singular dos elétrons nas oscilações de densidade de
carga induzidas pela presença da impureza [22]. Para interação atrativa,
o fortalecimento das correlações supercondutoras dá origem à transmissão
ideal em temperatura zero. A teoria também prevê leis de potência para o
tunelamento de elétrons para um líquido de Luttinger e o expoente da curva
de condutância pode ser usado para extrair o parâmetro de interação de um
líquido de Luttinger (figura 1.2).
Paralelamente ao estudo de sistemas correlacionados em baixas dimen-
sões, tem despontado o interesse por transporte eletrônico em estruturas
magnéticas. Uma das grandes promessas tecnológicas atuais é o desenvolvi-
mento da chamada Spintrônica, uma eletrônica que explora não só a carga
mas também o spin do elétron [24]. Como exemplo, as estruturas de multi-
camadas magnéticas oferecem a possibilidade de controlar correntes polari-
zadas modificando a orientação relativa da magnetização nas camadas [25].
CAPÍTULO 1. INTRODUÇÃO 6
Figura 1.2: Condutância em função da temperatura para nanotubos metáli-
cos, mostrando dependência de lei de potência característica de um líquido
de Luttinger. As amostras dos gráficos a e b distinguem-se pela técnica de
formação dos contatos. As curvas tracejadas representam os dados corrigidos
considerando o efeito de Coulomb blockade. O ajuste das curvas fornece
G ∝ Tα, com α ≈ 0, 33 e 0, 38 para as duas amostras da esquerda (a) e
α ≈ 0, 6 para as duas amostras da direita (b). Figura extraída da referência
[23].
Essas estruturas exibem magnetorresistência gigante (GMR), uma depen-
dência acentuada da resistividade com o campo magnético aplicado, e têm
aplicações potenciais em gravação magnética e tecnologia de sensores mag-
néticos. Um efeito ainda maior, a magnetorresistência colossal (CMR), foi
medido em manganitas (compostos da forma L1−xAxMnO3, onde L é um
lantanídeo e A é um alcalino terroso) [26]. As manganitas são descritas pelo
modelo da rede de Kondo com constante de troca ferromagnética, em que
o mecanismo de dupla troca dá origem ao ferromagnetismo abaixo de uma
temperatura crítica. Entretanto, sabe-se atualmente que a dupla troca não
explica a CMR observada e é preciso considerar também o forte acoplamento
com fônons na fase paramagnética [27].
Outra fonte de magnetorresistência é a presença de paredes de domí-
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Figura 1.3: Saltos na resistência de um fio de Co de 35 nm de diâmetro em
função do campo magnético aplicado. ∆R é medida a partir da resistência
do monodomínio. Em (a), ocorre a nucleação sucessiva de duas paredes de
domínio que são removidas para H ≈ 2, 6 kOe. Em (b), a parede de domínio
presente em H = 0 é removida quando H ≈ 1kOe. Figura extraída da
referência [28].
nio magnético. Experimentos de transporte em fios [28, 29] e nanocontatos
[30, 31, 32] magnéticos mostram saltos na resistência do sistema quando
ocorre nucleação ou remoção de paredes de domínio (figura 1.3). Cabrera
e Falicov [33] foram os primeiros a calcular a contribuição de uma parede
de domínio de Bloch para a resistência de um metal ferromagnético. Eles
mostraram que as paredes estreitas, cuja largura λ é comparável com o com-
primento de onda de de Broglie dos elétrons de condução, são capazes de
espalhar significativamente os elétrons por causa da mudança brusca na di-
reção da magnetização local. Como as paredes são removidas pela aplica-
ção de campos magnéticos, isso explicaria a magnetorresistência negativa de
alguns materiais. Embora as paredes de domínio no bulk sejam relativa-
mente suaves (λ & 10 nm), paredes de dimensões atômicas são possíveis em
nanocontatos onde a largura é limitada pela geometria da constrição [34].
Também em nanocontatos, verificou-se que, embora a condutância em me-
tais ferromagnéticos seja quantizada em múltiplos (inclusive os ímpares) de
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e2/h, a nucleação de uma parede de domínio restaura os platôs de condutân-
cia apenas em múltiplos de 2e2/h [35]. Isso ocorre porque o espalhamento
na parede produz um efeito aparente de recuperação da degenerescência dos
canais de spin [36]. Quanto aos fios magnéticos, os resultados experimen-
tais mostraram-se difíceis de interpretar devido ao desafio de isolar os vários
mecanismos de magnetorresistência. Surgiram, inclusive, medidas de con-
tribuições negativas para a magnetorresistência [37] e apontou-se que uma
parede de domínio poderia diminuir a resistência ao destruir os efeitos de
localização fraca [38]. Outra proposta foi a de que a parede produziria um
aumento indireto da resistência porque mistura os canais de spin, reforçando
assim o espalhamento por impurezas [39].
Uma questão pertinente é se o estudo de transporte em metais magnéticos
pode ser estendido para estruturas unidimensionais, uma vez que existem te-
oremas que proíbem o ferromagnetismo (ordem magnética de longo alcance)
em modelos unidimensionais [40, 41]. Em primeiro lugar, cada um desses
teoremas baseia-se num conjunto de hipóteses específicas e não se aplica a
todos os sistemas físicos. Sabe-se, por exemplo, que a rede de Kondo a T = 0
é uma exceção porque apresenta uma fase ferromagnética em 1D [42]. Em se-
gundo lugar, a rede subjacente pode não ser rigorosamente unidimensional,
de modo a viabilizar a ordem ferromagnética, e ainda assim o comporta-
mento unidimensional dos elétrons será assegurado em baixas temperaturas
se as dimensões transversais forem da ordem do comprimento de onda de
Fermi. Por último, mesmo para sistemas estritamente unidimensionais com
interação de curto alcance, mostrou-se que é possível produzir ordem de longo
alcance como um estado fora do equilíbrio. Em cadeias monoatômicas de Fe
ou Co depositadas sobre substrato não magnético [43, 44], a interação com
o substrato induz uma forte barreira de anisotropia que, após a aplicação de
um campo magnético, bloqueia os segmentos de spins numa mesma direção
por um tempo de relaxação maior do que o tempo experimental. Durante
esse tempo, o sistema exibe todas as propriedades de um legítimo material
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ferromagnético. Nessas cadeias observaram-se ainda paredes de domínio de
dimensões atômicas [45] e há evidências de comportamento de líquido de
Luttinger em cadeias análogas com átomos não magnéticos [46].
Materiais magnéticos não são o único meio de explorar o spin do elétron
em propriedades de transporte. Outro fenômeno a serviço da Spintrônica é o
acoplamento spin-órbita que aparece em heteroestruturas semicondutoras em
decorrência do campo elétrico que confina o gás de elétrons bidimensional.
No limite unidimensional, o termo de acoplamento (chamado de acoplamento
Rashba [47] no contexto de heteroestruturas) é equivalente a um campo mag-
nético proporcional ao momento do elétron e dá origem a subbandas de spin
separadas horizontalmente. Um aspecto interessante é que a magnitude do
acoplamento Rashba pode ser controlada pelo campo elétrico (gate) apli-
cado [48]. Esse mecanismo constitui a base da proposta de um transistor de
spin feita por Datta e Das [49]. Embora em geral a presença de impurezas
comprometa o funcionamento de um transistor de spin, uma proposta de um
transistor não balístico foi apresentada [50]. Efeitos de interação eletrônica
em sistemas quase-unidimensionais com interação spin-órbita também têm
sido estudados recentemente [51, 52].
O objetivo deste trabalho é combinar o transporte em fios magnéticos com
as propriedades únicas dos sistemas unidimensionais. Os elementos incluídos
nos modelos são vários (elétrons de condução, paredes de domínio, mágnons,
fônons, impurezas) e combinados de diferentes maneiras. Em todos os pro-
blemas tratados, concentramo-nos em calcular a resistência (ou correção à
condutância balística) associada a cada mecanismo de espalhamento dos elé-
trons usando teoria de resposta linear. A organização da tese é a seguinte. No
capítulo 2, abordamos o espalhamento inelástico de elétrons pelas flutuações
magnéticas quantizadas sobre a configuração de equilíbrio de uma parede de
domínio magnético. No capítulo 3, estudamos os efeitos de interação ele-
trônica sobre o transporte através de uma parede de domínio. No capítulo
4, propomos um mecanismo de espalhamento entre elétrons de condução e
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mágnons mediado por fônons de alta freqüência quando os elétrons não estão
acoplados diretamente à rede magnética. No capítulo 5, analisamos o espa-
lhamento por uma impureza não magnética num fio quântico na presença
de interação spin-órbita. Finalmente, o capítulo 6 apresenta as conclusões
gerais do trabalho. Para os cálculos, adotamos o sistema natural ~ = kB = 1,
mas recuperamos as constantes em alguns resultados importantes.
Capítulo 2
Mágnons em paredes de domínio
O espalhamento elástico dos elétrons de condução em paredes de domínio
magnético é apontado como o mecanismo responsável pela magnetorresistên-
cia de fios e nanocontatos magnéticos. Esse efeito é especialmente relevante
quando a magnetização estática da rede gira numa distância comparável
com o comprimento de onda de Fermi [30, 33]. No entanto, o tratamento
quântico apropriado dos spins localizados exige que se considerem também
as flutuações sobre a configuração de equilíbrio da parede. Neste capítulo,
quantizamos os spins localizados usando uma representação semiclássica de
operadores angulares que reproduz as relações de comutação. Em seguida,
consideramos em primeira ordem as flutuações e encontramos a dispersão dos
mágnons. Finalmente, calculamos por teoria de perturbação a contribuição
do espalhamento inelástico por esses mágnons para a resistência do sistema
nos limites de parede longa e parede estreita.
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2.1 Spins localizados: representação angular dos
operadores
A interação entre elétrons de orbitais localizados de íons magnéticos (de spin
S) pode ser descrita pelo modelo de Heisenberg
HS = −JH
∑
j
Sj · Sj+1, (2.1)
onde Sj é o operador de spin no sítio j da rede e JH é a integral de troca
que depende da superposição de orbitais em sítios vizinhos. Se JH > 0,
a interação favorece o alinhamento paralelo (ferromagnético) dos spins. Se
JH < 0, a interação favorece o alinhamento antiparalelo (antiferromagnético).
Vamos tratar o caso de uma cadeia com acoplamento ferromagnético entre
spins localizados.
A solução do modelo de Heisenberg isotrópico em 1D pelo Ansatz de Bethe
[1] é bastante elaborada. Uma aproximação simples que permite acessar os
aspectos essenciais do modelo mesmo em dimensões superiores é a teoria de
ondas de spin [53, 54]. Essa teoria baseia-se em uma representação bosônica
aproximada para os operadores de spin no limite de S grande. Os bósons
da teoria são as flutuações de spin em torno do estado fundamental (ferro-
magnético), chamadas de mágnons. Entretanto, paredes de domínio podem
ser formadas no estado ferromagnético clássico por minimização da energia
magnetostática ou por condições de contorno da magnetização. Estamos in-
teressados em construir uma teoria de ondas de spin sobre uma configuração
estática em que a direção da magnetização gira descrevendo uma parede de
domínio.
No limite clássico, a direção de magnetização do spin no sítio j é descrita
por um vetor da forma
Sj = Sc (sin θj cosφj, sin θj sinφj, cos θj) ,
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onde Sc =
√
S (S + 1) e θj e φj são ângulos polares em relação a um eixo z
fixo. Por analogia, escrevemos as componentes do operador de spin no sítio
j como
Sxj =
Sc
2
(sin θj cosφj + cosφj sin θj) , (2.2)
Syj =
Sc
2
(sin θj sinφj + sinφj sin θj) , (2.3)
Szj = Sc cos θj, (2.4)
onde θj e φj devem agora ser entendidos como observáveis que não comutam
entre si (daí a simetrização de Sxj e Syj ). Para quantizar θj e φj, devemos
reproduzir as relações de comutação das componentes do operador S, quais
sejam
[
Sxj , S
y
l
]
= iδjlS
z
j , (2.5)[
Syj , S
z
l
]
= iδjlS
x
j , (2.6)[
Szj , S
x
l
]
= iδjlS
y
j . (2.7)
Vamos omitir por ora o índice j e calcular as relações de comutação para
operadores no mesmo sítio. Temos, por exemplo,
[Sx, Sz] =
S2c
2
{sin θ [cosφ, cos θ] + [cosφ, cos θ] sin θ} .
Se [φ, cos θ] for uma constante, teremos
[Sx, Sz] = −S
2
c
2
{sin θ sinφ [φ, cos θ] + sinφ [φ, cos θ] sin θ} .
Nesse ponto, notamos que é possível reproduzir a relação de comutação (2.7)
impondo a relação fundamental
[φ, cos θ] =
i
Sc
. (2.8)
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A Eq. (2.8) diz que φ e cos θ são variáveis canonicamente conjugadas. Essa
relação é compatível com o espaço de fase usado no formalismo de integrais
de caminho para spin [55]. O limite clássico corresponde a S → ∞. Essa
mesma relação reproduz a Eq. (2.6), mas a Eq. (2.5) parece mais difícil de
obter. Esta última é equivalente a
[
S+, S−
]
= 2Sz, (2.9)
onde, segundo as Eqs. (2.2) e (2.3),
S± = Sx ± iSy = Sc
2
(
sin θ e±iφ + e±iφ sin θ
) (2.10)
são os operadores que levantam e abaixam a projeção do spin na direção z.
Da Eq. (2.8), segue que e−iφ é o operador que translada cos θ de 1/Sc e daí
eiφ cos θ e−iφ = cos θ − 1
Sc
, (2.11)
eiφ sin θ e−iφ = eiφ
√
1− cos2 θ e−iφ =
√
1−
(
cos θ − 1
Sc
)2
. (2.12)
Assim, obtemos
[
S+, S−
]
= Sc cos θ +
S2c
2
sin θ
×
√1− (cos θ − 1
Sc
)2
−
√
1−
(
cos θ +
1
Sc
)2 .(2.13)
A Eq. (2.13) pode ser expandida numa série em 1/Sc, fornecendo
[
S+, S−
]
= 2Sc cos θ
{
1 +
(
1
Sc
)2
1
4 sin4 θ
+O
(
1
S4c
)}
. (2.14)
Como acontece na representação de Holstein-Primakoff [5], o comutador é
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exato no limite S → ∞. Note que no termo de ordem 1/S2 a quantização
espacial implica 〈sin θ〉 ≥ 1/√S e por isso a correção é sempre finita. É
possível obter relações de comutação exatas usando uma representação um
pouco modificada, a representação de Villain [56], mas a aproximação acima é
suficiente para os nossos propósitos. Recuperando o índice de sítio, a relação
de comutação fundamental é
[φj, cos θl] =
i
Sc
δjl. (2.15)
Listamos a seguir outras relações úteis que podem ser demonstradas fa-
cilmente:
[φj, sin θl] = − i
Sc
δjl cot θj, (2.16)[
φj, sin
2 θl
]
= − 2i
Sc
δjl cos θj, (2.17)
[φj, θl] = − i
Sc
δjl
1
sin θj
. (2.18)
No limite contínuo, escrevemos θ = θ (x) e φ = φ (x). Nesse caso, as
relações de comutação ficam
[φ(x), cos θ(x′)] =
ia
Sc
δ(x− x′), (2.19)[
φ(x), sin2 θ(x′)
]
= −2ia
Sc
δ(x− x′) cos θ(x), (2.20)
[φ(x), θ(x′)] = − ia
Sc
δ(x− x′) 1
sin θ(x)
, (2.21)
onde a é o parâmetro de rede da cadeia de spins.
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2.2 Configurações de equilíbrio da parede
Para construir a teoria de ondas de spin, precisamos primeiro conhecer as
configurações de equilíbrio de uma parede de domínio, ou seja, a magneti-
zação não homogênea S (x) que minimiza a energia do sistema. Usando a
definição dos ângulos polares, podemos escrever o acoplamento entre spins
vizinhos como
Sj · Sj+1 = S2c [sin θj sin θj+1 cos (φj+1 − φj) + cos θj cos θj+1] . (2.22)
Se a magnetização gira lentamente de um sítio para outro, podemos tomar o
limite contínuo (θj, φj)→ (θ (x) , φ (x)) e expandir a Eq. (2.22) até segunda
ordem em ∂xθ e ∂xφ. Com isso, o Hamiltoniano de Heisenberg (2.1) pode ser
reescrito na forma
HS = −NJHS (S + 1) + JHS
2
ca
2
∫
dx
[
(∂xθ)
2 + sin2 θ (∂xφ)
2] . (2.23)
O hamiltoniano clássico (2.23) não possui dinâmica. Para descrever as
configurações de equilíbrio, precisamos promover θ e φ a operadores segundo
a representação semiclássica. Além disso, usamos uma versão simetrizada do
Hamiltoniano (2.23). Desse modo, a equação de movimento para θ é obtida
calculando
i
d
dt
cos θ(x) = −i sin θ(x) dθ (x)
dt
= [cos θ(x), HS] . (2.24)
Usando a Eq. (2.23) e as relações de comutação (2.19), (2.20) e (2.21),
encontramos
dθ
dt
= −JHSca2
(
sin θ ∂2xφ+ 2 cos θ ∂xθ ∂xφ
)
. (2.25)
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A equação de movimento para φ é obtida diretamente de
dφ(x)
dt
= −i [φ(x), HS] = JHSca2
[
∂2xθ
sin θ
− cos θ (∂xφ)2
]
. (2.26)
As soluções estáticas (com θ˙ = φ˙ = 0) satisfazem
sin θ ∂2xφ+ 2 cos θ ∂xθ ∂xφ = 0, (2.27)
∂2xθ
sin θ
− cos θ (∂xφ)2 = 0. (2.28)
Por simplicidade, vamos considerar apenas paredes em que a magnetização
gira sobre um plano fixo. Nas paredes de Bloch, o spin gira no plano per-
pendicular ao plano de magnetização inicial, enquanto nas paredes de Néel o
spin gira no plano da magnetização [57]. Em ambos os casos, ∂xφ = 0 e a Eq.
(2.28) se reduz a ∂2xθ = 0. Se, por condições de contorno, a magnetização é
oposta nas duas extremidades do sistema (θ (−L/2) = 0, θ (L/2) = pi, nas
chamadas paredes de 180◦), a solução é
θ0(x) =
pi
2
+
pi
L
x. (2.29)
Nesse caso, a direção de magnetização gira uniformemente e todo o sistema
constitui uma parede de domínio. A energia magnética do sistema é
E0 = −NJHS (S + 1) + pi
2JHS (S + 1)
2
( a
L
)
. (2.30)
O resultado da Eq. (2.29) só faz sentido para sistemas finitos. É possí-
vel fixar uma parede de domínio no limite termodinâmico introduzindo no
Hamiltoniano (2.1) o termo de anisotropia
HA = −JA
∑
j
(
Szj
)2
. (2.31)
Para JA > 0, o termo HA favorece o alinhamento na direção z, que é um
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Figura 2.1: Parede de domínio de Bloch no sistema com anisotropia finita.
eixo fácil para a magnetização [57]. Em termos dos operadores angulares, o
Hamiltoniano H = HS +HA é
H = −NJHS2c +
JHS
2
ca
2
∫
dx
{
(∂xθ)
2 + sin2 θ (∂xφ)
2 − 2δ cos2 θ} , (2.32)
onde δ ≡ JA/JHa2. A equação de movimento de θ não muda pela introdução
de HA. Já a equação de φ fica
dφ
dt
= JHSca
2
[
∂2xθ
sin θ
− cos θ (∂xφ)2 − 2δ cos θ
]
. (2.33)
A solução estática com ∂xφ = 0 satisfaz
∂2xθ = δ sin 2θ. (2.34)
É fácil verificar que a solução da Eq. (2.34) com θ (−L/2) = 0 e θ (L/2) = pi
é
cos θ0(x) = − tanh x− x0
λ
, (2.35)
onde λ = 1/√2δ é a largura da parede centrada em x0. Por simplicidade,
escolhe-se x0 = 0. Vamos nos referir a essa parede como parede de domínio de
Bloch (figura 2.1) [58]. Observe que, quanto maior a anisotropia JA, menor
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a largura da parede. A energia do sistema estático nesse caso é
E ′0 = −NJHS (S + 1)−NJAS (S + 1) + 2JHS (S + 1)
a
λ
. (2.36)
Outra relação importante é
∂xθ0 (x) =
1
λ
sechx
λ
=
1
λ
sin θ0 (x) , (2.37)
que mostra que a derivada de θ0 (x) é uma função localizada de largura λ.
2.3 Quantização dos modos normais
Vamos considerar a seguir pequenas flutuações dos spins sobre a configuração
de equilíbrio da parede. Expandimos
θ = θ0 + ξ, (2.38)
φ = φ0 +
η
sin θ0
, (2.39)
onde φ0 = cte, θ0 (x) é a função definida pela Eq. (2.29) ou (2.35) e ξ e η são
operadores. Da Eq. (2.21) obtemos a relação de comutação canônica
[ξ(x), η(x′)] =
ia
Sc
δ(x− x′). (2.40)
Tratamos primeiro o caso sem anisotropia (rotação uniforme). O Hamil-
toniano (2.23) fica
HS = E0 +
JHS
2a
2
∫
dx
{
(∂xξ)
2 + (∂xη)
2 − (∂xθ0)2 η2
}
. (2.41)
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É conveniente passar para o espaço de Fourier definindo
ξ(x) =
√
a
ScL
∑
p
ξp e
ipx, (2.42)
η(x) =
√
a
ScL
∑
p
η†p e
ipx, (2.43)
onde ξp e ηp satisfazem
[ξk, ηp] = iδkp. (2.44)
As flutuações ξp e ηp atuam como coordenada e momento conjugados; além
disso, o Hamiltoniano (2.41) é quadrático nessas variáveis
HS = E0 +
JHSa
2
2
∑
p
(
p2 − α2){η†pηp + p2p2 − α2 ξ†pξp
}
, (2.45)
onde α = ∂xθ0 = pi/L. Por isso, definimos operadores de aniquilação para
cada modo normal
ap =
√
wp
2
(
ξp + i
η†p
wp
)
, (2.46)
onde wp ≡ |p| /
√
p2 − α2 e os operadores satisfazem as relações de comutação
bosônicas
[ak, ap] = [a
†
k, a
†
p] = 0, (2.47)
[ak, a
†
p] = δkp. (2.48)
Com isso, podemos escrever
HS = E0 +
∑
p
ω (p)
(
a†pap +
1
2
)
, (2.49)
CAPÍTULO 2. MÁGNONS EM PAREDES DE DOMÍNIO 21
onde ω (p) é a dispersão dos mágnons dada por
ω (p) = JHSca
2 |p|
√
p2 − α2. (2.50)
Impondo condições de contorno periódicas para ξ (x) e ζ (x), os p's permitidos
são pn = 2npi/L, com n inteiro. Como |p| ≥ α = pi/L (exceto o modo
zero, que tem energia nula), garantimos que os mágnons têm energia não
negativa. É interessante notar que as outras possíveis soluções com α =
3pi/L, 5pi/L, · · ·, que também satisfazem as condições de contorno, mas levam
a mágnons com ω (p) imaginária, são instáveis porque decaem para a de
energia E0 mínima com α = pi/L. Além disso, se tomarmos α = 0 no caso de
magnetização uniforme (sem parede de domínio) ou se considerarmos apenas
modos rápidos sobre a parede (p α), recuperamos a dispersão quadrática
usual
ω (p) = JHSca
2p2. (2.51)
Para o caso de anisotropia finita, usamos a mesma expansão das Eqs.
(2.38) e (2.39) e encontramos
HS+HA = E
′
0+
JHS
2
ca
2
∫
dx
{
(∂xξ)
2 + V (x)ξ2 + (∂xη)
2 + V (x)η2
}
, (2.52)
onde
V (x) = 2δ cos 2θ0 =
1
λ2
[
tanh2
(x
λ
)
− sech2
(x
λ
)]
. (2.53)
Para diagonalizar HS +HA, devemos procurar pela solução do problema
de autovalor (−∂2x + V (x))ϕp(x) = w′pϕp(x). (2.54)
A Eq. (2.54) tem a forma de uma equação de Schrödinger para mágnons
sujeitos ao potencial V (x) (figura 2.2). As autofunções da Eq. (2.54) devem
ser ortogonais ∫
dxϕ∗k(x)ϕp(x) = δkp. (2.55)
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Figura 2.2: Potencial que atua sobre os mágnons na parede de domínio de
Bloch.
Conhecendo as funções ϕp (x), podemos expandir
ξ(x) =
√
a
Sc
∑
p
ξpϕp(x), (2.56)
η(x) =
√
a
Sc
∑
p
η†pϕp(x) (2.57)
e reescrever o Hamiltoniano (2.52) em termos dos modos normais
HS +HA = E
′
0 +
JHSca
2
2
∑
p
w′p
{
ξ†pξp + η
†
pηp
}
. (2.58)
Em seguida, definimos o operador de aniquilação
ap =
1√
2
(
ξp + iη
†
p
) (2.59)
para obter
HS +HA = E
′
0 +
∑
p
ω (p)
(
a†pap +
1
2
)
, (2.60)
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onde a dispersão dos mágnons é
ω (p) = JHSca
2w′p. (2.61)
As soluções da equação diferencial (2.54) são conhecidas (veja o apêndice
A ou a Ref. [59]). Há um estado ligado com w′p = 0 dado por
ϕ0 (x) =
1√
2λ
sech
(x
λ
)
, (2.62)
que corresponde ao modo de translação livre da parede (conseqüência da
invariância translacional). Há também autoestados de espalhamento para
w′p > V (±∞) = λ−2, cujas autofunções são dadas por
ϕp (x) =
1√
L
1 + i tanh (x/λ) /pλ
1 + i/pλ
eipx, (2.63)
onde os p's permitidos no sistema finito de comprimento L são as raízes da
equação
pn =
2npi
L
− 1
L
tan−1
(
2pn/λ
p2n − 1/λ2
)
. (2.64)
Os autovalores são da forma w′p = λ−2 + p2, o que fornece a dispersão
ω (p) = Eg + JHSca
2p2, (2.65)
onde Eg é o gap no espectro de mágnons decorrente da anisotropia
Eg = JHSc
(a
λ
)2
= 2JASc. (2.66)
O espectro de mágnons sobre uma parede de domínio de Bloch foi descrito
originalmente na Ref. [60], onde foi aplicado ao estudo da ressonância mag-
nética nuclear na parede.
Podemos enfim expressar os operadores de spin em primeira ordem nas
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flutuações. Para uma rotação no plano yz (perpendicular à direção x da
cadeia), θ0 = θ0 (x) e φ0 = pi/2. Obtemos
S± = ±iSc sin θ0 − Scη ± iSc cos θ0ξ, (2.67)
Sz = Sc cos θ0 − Sc sin θ0ξ. (2.68)
2.4 Espalhamento elástico e inelástico
A interação entre elétrons de condução e uma rede de spins ferromagnéticos
é descrita pelo modelo
H =
∑
kσ
kc
†
kσckσ − JK
∑
iαβ
Si · c†iα~σαβciβ − JH
∑
j
Sj · Sj+1, (2.69)
onde ckσ é o operador de aniquilação dos elétrons de momento k e spin σ,
ciα é operador de aniquilação dos elétrons no sítio i com spin α, JK é o
acoplamento Kondo, ~σ é vetor cujas componentes são as matrizes de Pauli e
JH > 0 é o acoplamento de troca entre os spins localizados. Os operadores
de criação e aniquilação dos elétrons satisfazem as relações de anticomutação
{ckσ, cpσ′} = {c†kσ, c†pσ′} = 0, (2.70)
{ckσ, c†pσ′} = δkpδσσ′ (2.71)
e analogamente para ciα. Para elétrons na rede, k = −2t cos (ka), onde t é
o parâmetro de hopping. O Hamiltoniano em questão é às vezes chamado
de modelo de Kondo-Heisenberg. Vamos considerar elétrons livres e adotar
a dispersão quadrática k = k2/2m, onde m é a massa do elétron. Além
disso, adotaremos a representação semiclássica das Eqs. (2.67) e (2.68) para
os operadores de spin. Queremos, com isso, obter um termo de espalhamento
elétron-mágnon em primeira ordem nas flutuações. Como esse processo deve
envolver a emissão ou absorção de um mágnon, ele não conserva a energia do
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elétron e o espalhamento é dito inelástico. Para o caso da parede de Bloch,
fica implícito que adicionamos ao Hamiltoniano (2.69) o termo de anisotropia
(2.31).
O sistema de elétrons e mágnons sem interação mútua é descrito pelo
Hamiltoniano
H0 =
∑
k
kc
†
kσckσ +
∑
p
ω (p) a†pap. (2.72)
A interação entre os dois subsistemas vem do acoplamento Kondo na Eq.
(2.69), que no limite contínuo pode ser escrito como
HK = −JK
∫
dxS (x) · ψ† (x)~σψ (x) , (2.73)
onde ψσ (x) é operador de campo dos elétrons e ψ†~σψ ≡∑αβ ψ†α~σαβψβ.
Seguindo a Ref. [30], aplicamos uma transformação de calibre que alinha
o spin dos elétrons de condução com a direção da magnetização local S (x)
definida pelo ângulo polar θ (x). Essa transformação equivale a uma rotação
de θ (x) em torno do eixo x e é realizada pelo operador unitário
U = exp
{
i
∫
dx θ (x) sx (x)
}
= exp
{
i
2
∫
dx θ (x)
[
ψ†↑ψ↓ + ψ
†
↓ψ↑
]}
,
(2.74)
onde denotamos por s (x) = 1
2
ψ† (x)~σψ (x) o operador densidade de spin dos
elétrons de condução. As componentes do operador de spin transformado
s˜ = U †sU são
s˜x = sx,
s˜y = cos θsy + sin θsz,
s˜z = − sin θsy + cos θsz.
Usando (2.67) e (2.68), temos que a transformação do Hamiltoniano (2.69)
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conduz a
H˜ =
∑
kσ
kσc
†
kσckσ +Hw +
∑
p
ω (p) a†pap +Hinel + cte, (2.75)
onde kσ = k−σJKSc é a nova dispersão das bandas de spin não degeneradas.
O índice de spin σ = + ou ↑ (σ = − ou ↓) refere-se a elétrons com spin
paralelo (antiparalelo) à direção da magnetização local. Com a separação
das bandas, a superfície de Fermi define dois vetores de onda: kF↑ para a
banda σ = + e kF↓ para a banda σ = −, tais que
F =
k2F↑
2m
−∆ = k
2
F↓
2m
+∆, (2.76)
onde ∆ ≡ JKS. Hw é o termo de espalhamento elástico na parede, dado por
Hw =
1
2m
1
L
∑
kq
[(
k +
q
2
)
Aqc
†
k+qσxck +
1
4L
∑
p
ApA−p+qc
†
k+qck
]
, (2.77)
onde
Aq =
∫
dx e−iqx∂xθ0 (x) (2.78)
é o parâmetro pequeno do espalhamento. Para a parede de Bloch (Eq.
(2.37)), Aq = pi/ cosh (piqλ/2). Observe que Aq diminui com o aumento da
largura λ da parede. Um cálculo de resposta linear (perturbação em torno
do limite adiabático) fornece a resistência devida ao espalhamento elástico
numa parede de domínio de Bloch [30]
Rel =
h
e2
pi2
4
ζ2
1− ζ2 F (ζ, λ) , (2.79)
onde
ζ =
kF↑ − kF↓
kF↑ + kF↓
(2.80)
é uma medida da diferença na densidade de estados entre spins majoritários
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Figura 2.3: Espalhamento elétron-mágnon.
e minoritários e
F (ζ, λ) =
1
2
[
1
cosh2 pikFλ
+
1
cosh2 piζkFλ
]
, (2.81)
com kF = (kF↑ + kF↓) /2. Por causa da função F (ζ, λ), Rel cai rapidamente
para kFλ & 1.
O termo de espalhamento inelástico (primeira ordem nas flutuações) é
dado por
Hinel = −iJK
√
2aSc
L
∑
kpq
Mpq
(
c†k+q↓ck↑ap − c†k+q↑ck↓a†−p
)
, (2.82)
onde definimos o fator
Mpq ≡ 1√
L
∫
dx e−iqxϕp (x) . (2.83)
Os processos elementares descritos por (2.82) são mostrados na figura 2.3. No
primeiro processo, um elétron que entra com momento k e spin down emite
um mágnon de momento−p e sai com momento k+q e spin up. No segundo,
um elétron de momento k e spin up absorve um mágnon de momento p e sai
com momento k+q e spin down. Como o mágnon carrega spin −1 (diminui
de 1 a projeção do spin localizado), o spin total é conservado. Note que o
momento total só é conservado conservado se Mpq ∝ δpq, mas essa condição
depende das autofunções ϕp dos mágnons e não é verdade em geral. Para o
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caso da parede com rotação uniforme, as autofunções são ondas planas (veja
as Eqs. (2.42) e (2.43)) e por isso Mpq = δpq. Curiosamente, o momento
também é conservado no caso da parede de Bloch, em que os mágnons estão
sujeitos ao potencial da Eq. (2.53). Neste caso podemos provar (veja o
apêndice B) que no limite termodinâmico
Mpq =
δpq
1 + i/pλ
. (2.84)
2.5 Contribuição inelástica para a resistividade
Além do espalhamento elástico na parede de domínio, encontramos outra
fonte de resistência elétrica para o sistema, que é o termo de espalhamento
inelástico da Eq. (2.82). A correção da condutividade devida a este termo
pode ser calculada usando teoria de resposta linear. O procedimento tradi-
cional é aplicar a fórmula de Kubo [61]
σ (ω) = lim
η→0+
i
ω
〈〈J ; J〉〉ω+iη , (2.85)
que expressa a condutividade elétrica σ (ω) em termos da função de correlação
retardada corrente-corrente
〈〈J ; J〉〉ω+iη = −
i
L
∫ +∞
−∞
dt ei(ω+iη)t θ (t) 〈[J (t) , J (0)]〉 , (2.86)
onde η → 0+ e J (t) = eiHtJ (0) e−iHt é o operador corrente total na versão
de Heisenberg
J (t) =
e
m
∑
kσ
k c†kσ (t) ckσ (t) . (2.87)
Entretanto, quando o sistema não perturbado é um condutor perfeito (com
condutividade infinita), o cálculo dos diagramas de ordem mais baixa na per-
turbação costuma apresentar divergências indesejadas. Para contornar esse
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problema, faz-se necessário ressomar os diagramas introduzindo as chama-
das correções de vértice. Ao invés de adotar esse procedimento, preferimos
aplicar o formalismo de função memória ou fórmula de Mori, que é análogo
a transferir o cálculo dos propagadores para o cálculo da auto-energia. Esse
formalismo fornece uma fórmula para a resistividade em termos da correlação
força-força
ρ (ω) = −
( m
ne2
)2 1
ω
Im
[〈〈
J˙ ; J˙
〉〉
ω+iη
−
〈〈
J˙ ; J˙
〉〉
0
]
, (2.88)
onde n = 2kF/pi é a densidade eletrônica média e J˙ = −i [J,H] é a derivada
temporal do operador corrente. Para uma dedução completa da Eq. (2.88),
consulte a Ref. [62]. Um teste imediato dessa fórmula é que, no caso do
sistema não perturbado, a corrente total é uma constante de movimento
([J,H] = 0) e, conseqüentemente, a resistividade é nula.
Vamos calcular a resistividade devida ao espalhamento inelástico de mág-
nons a temperatura finita. Um fato importante é que a função de correlação
retardada na Eq. (2.88) pode ser obtida da função de correlação térmica
〈〈
J˙ ; J˙
〉〉
iωl
= − 1
L
∫ β
0
dt eiωlτ
〈
Tτ J˙ (τ) J˙ (0)
〉
, (2.89)
onde β = T−1 é o inverso da temperatura, ωl = 2lpi/β, l = 0,±1,±2, . . ., são
as freqüências de Matsubara bosônicas e Tτ denota o ordenamento temporal
com relação ao tempo imaginário τ . Conhecendo-se a correlação térmica, a
correlação retardada é obtida pela continuação analítica iωl → ω + iη.
Como o Hamiltoniano (2.75) foi transformado pela transformação de
gauge (2.74), devemos usar da mesma forma a versão transformada do ope-
rador corrente, dada por
J˜ =
e
m
∑
k
(
k c†kck +
1
2L
∑
q
Aqc
†
k+qσxcq
)
. (2.90)
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Entretanto, já que queremos apenas a resistividade devida ao espalhamento
inelástico, desprezamos termos em Aq e calculamos
J˙ = −i [J,Hinel] = −e∆
m
√
2a
ScL
∑
kpq
qMpq
(
c†k+q↓ck↑ap − c†k+q↑ck↓a†−p
)
.
(2.91)
Substituindo a Eq. (2.91) na Eq. (2.89), obtemos
〈〈
J˙ ; J˙
〉〉
iωl
=
2a
ScL2
(
e∆
m
)
2
∑
kpq
q2 |Mpq|2
∫ β
0
dτ eiωlτ
×{Gk+q↓ (τ)Gk↑ (−τ)Dp (−τ)+
Gk+q↑ (τ)Gk↓ (−τ)D−p (τ)} , (2.92)
onde Gkσ (τ) = −
〈
Tτckσ (τ) c
†
kσ (0)
〉
é a função de Green térmica dos elétrons
não interagentes (Ref. [5]) e Dp (τ) ≡ −
〈
Tτap (τ) a
†
p (0)
〉 é a função de Green
dos mágnons, que pode também ser escrita como
Dp (τ) = −θ (τ) [nB (ωp) + 1] e−ωpτ − θ (−τ)nB (ωp) e−ω(p)τ , (2.93)
onde ωp = ω (p) e
nB (ω) =
〈
a†pap
〉
=
1
eβω − 1 (2.94)
é a distribuição de Bose-Einstein. As integrais da Eq. (2.92) correspondem
aos diagramas de Feynman da figura 2.4. Há um diagrama de emissão de
um mágnon (mágnon emitido em t = 0 que se propaga para o futuro) e um
diagrama de absorção de um mágnon (emitido em t = τ e propagando-se
para o passado).
A transformada de Fourier em freqüência é definida por
Dp (τ) = T
∑
m
Dpme−iωmτ , (2.95)
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k+q
k p
k+q
k
− p
 (a)  (b)
Figura 2.4: Diagramas para cálculo da resposta linear. (a) Emissão de mág-
non. (b) Absorção de mágnon.
onde as ωm são freqüências bosônicas. Invertendo a Eq. (2.95), temos
Dpm = 1
2
∫ +β
−β
dτ eiωmτDp (τ) = 1
iωm − ωp . (2.96)
Do mesmo modo, para os elétrons, temos
Gkjσ = 1
iωj − kσ , (2.97)
onde ωj = (2j + 1) pi/β, j = 0,±1,±2, . . ., são freqüências de Matsubara
fermiônicas e as energias kσ são medidas a partir do potencial químico.
Integrando sobre τ na Eq. (2.92), obtemos
〈〈
J˙ ; J˙
〉〉
iωl
=
2a
ScL2
(
e∆
m
)2∑
kpq
q2 |Mpq|2 T 2 ×
×
∑
jm
(Gk+q,j+l−m,↓Gkj↑D∗pm (2.98)
+ Gk+q,j+l−m,↑Gkj↓Dpm) . (2.99)
Para calcular as somas de Matsubara, usamos (Ref. [5])
T
∑
j
F (iωj) =
∑
zi
Res (zi)
eβzi + 1
, para ωj = (2j + 1) pi
β
, (2.100)
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T
∑
m
F (iωm) = −
∑
zi
Res (zi)
eβzi − 1 , para ωm =
2mpi
β
, (2.101)
onde zi são os polos de F (z). Obtemos assim
〈〈
J˙ ; J˙
〉〉
iωl
=
2pia
ScL2
(
e∆
m
)2∑
kpq
q2 |Mpq|2 {[nF (k↑)− nF (k+q↓)]
× nB (−ω (p))− nB (k↑ − k+q↓)
k↑ − k+q↓ + ωp + iωl
+ [nF (k↓)− nF (k+q↑)]
× nB (k↓ − k+q↑)− nB (ωp)
k↓ − k+q↑ − ωp + iωl
}
, (2.102)
onde
nF () =
1
eβ + 1
(2.103)
é a distribuição de Fermi-Dirac. Nesse ponto, usamos a continuação analítica
para a função de correlação retardada iωl → ω + iη e obtemos para C =
Im
〈〈
J˙ ; J˙
〉〉
ω+iη
C = − 2pia
ScL2
(
e∆
m
)2∑
kpq
q2 |Mpq|2 {[nF (k↑)− nF (k+q↓)]
× [nB (−ωp)− nB (k↑ − k+q↓)] δ (k↑ − k+q↓ + ωp + ω)
+ [nF (k↓)− nF (k+q↑)] [nB (k↓ − k+q↑)− nB (ωp)]
×δ (k↓ − k+q↑ − ωp + ω)} . (2.104)
Usando a Eq. (2.88), obtemos no limite ω → 0
ρ (T ) =
2pia
ScL2
(
∆
ne
)2∑
kpq
q2 |Mpq|2
[
−∂nB
∂ω
∣∣∣∣
ωp
]
× {δ (k↑ − k+q↓ + ω (p)) [nF (k↑)− nF (k+q↓)]
− δ (k↓ − k+q↑ − ω (p)) [nF (k↓)− nF (k+q↑)]} , (2.105)
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onde
−∂nB
∂ω
∣∣∣∣
ωp
=
βeβωp
[eβωp − 1]2 , (2.106)
que é ∼ βe−βωp e cai rapidamente para ωp > T . Usando a condição de
conservação de momento Mpq = Mppδpq e tomando o limite termodinâmico,
reescrevemos a Eq. (2.105) como
ρ (T ) =
a
2piSc
(
∆
ne
)2 ∫
dk
∫
dp p2 |Mpp|2
[
−∂nB
∂ω
∣∣∣∣
ωp
]
× {δ (k↑ − k+p↓ + ωp) [nF (k↑)− nF (k+p↓)]
− δ (k↓ − k+p↑ − ωp) [nF (k↓)− nF (k+p↑)]} . (2.107)
Os fatores da forma nF (i)−nF (f ) na Eq. (2.107) podem ser escritos como
nF (i) [1− nF (f )]− nF (f ) [1− nF (i)] ,
que reconhecemos como a diferença entre a taxa de transição de i para f e a
taxa de transição no sentido contrário, cada uma delas proporcional à ocu-
pação do estado inicial e à desocupação do estado final. Note também que as
funções delta de Dirac expressam a conservação de energia total no espalha-
mento. Podemos usá-las para eliminar a integração no momento eletrônico
k. Obtemos
ρ (T ) =
ma
2piSc
(
∆
ne
)2 ∫
dp |p|
(
−∂nB
∂ω
)∣∣∣∣
ωp
× [nF (k1↑)− nF (k1+p↓)− nF (k2↓) + nF (k2+p↑)] ,(2.108)
onde definimos
k1 (p) = −p
2
(
1− 2ma2JHSc
)− m (2∆− Eg)
p
, (2.109)
k2 (p) = −p
2
(
1 + 2ma2JHSc
)
+
m (2∆− Eg)
p
. (2.110)
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Aproximando para o limite de baixas temperaturas para os elétrons (T  F ),
substituímos nF () → θ (−). Mudando a variável de integração de p para
ω ≡ ωp = Eg + JHSca2p2 (Eq. (2.65)), temos
ρ (T ) =
m
2piaJHS2c
(
∆
ne
)2 ∫ +∞
Eg
dω |M (ω)|2
(
−∂nB
∂ω
)
× [θ (ω − ω−1 ) θ (ω−2 − ω)+ θ (ω − ω+2 ) θ (ω+1 − ω)] ,(2.111)
onde, segundo a Eq. (2.84),
M (ω) =
[
1 + i
a
λ
√
JHSc
ω − Eg
]−1
. (2.112)
As quatro freqüências que limitam os intervalos de integração são ω±1 =
ω
(
p±1
) e ω±2 = ω (p±2 ) com
(
p±1
)2
=
2m
(1− 2ma2JHSc)2
[
2F + Eg + 2ma
2JHSc (2∆− Eg)
±kF↑kF↓
m
√
1 +
4m2a2JHSc (2∆− Eg) + 2mEg
k2F↓
]
, (2.113)
(
p±2
)2
=
2m
(1 + 2ma2JHSc)
2
[
2F − Eg + 2ma2JHSc (2∆− Eg)
±kF↑kF↓
2m
√
1 +
4m2a2JHSc (2∆− Eg)− 2mEg
k2F↑
]
. (2.114)
Obviamente, o resultado perturbativo só é válido no limite de acoplamento
fraco entre elétrons e mágnons, ou seja, ∆  F , JH . Vamos supor também
que Eg  F . Nesse limite,
p−1 ≈ p−2 ≈
√
m
2F
|2∆− Eg|+O
(
∆2
)
=
|2∆− Eg|
vF
+O
(
∆2
)
, (2.115)
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onde vF = kF/m é a velocidade de Fermi média. Definimos a partir daí a
escala de energia
ω0 = ω
(
p0 ≡ |2∆− Eg|
vF
)
. (2.116)
Também no limite ∆ F , JH , os outros dois momentos são
p+1 ≈
2
√
2mF
1− 2ma2JHSc +O (∆) ,
p+2 ≈
2
√
2mF
1 + 2ma2JHSc
+O (∆) .
Se 2ma2JHSc  1, temos que p+1 ≈ p+2 ≈ 2kF +O (∆). Esses são os mágnons
envolvidos nos processos de backscattering entre bandas de spins opostos.
A integral (2.111) pode ser resolvida prontamente no limite descrito e
fornece
ρ (T ) ≈ m
piaJHS2c
(
∆
ne
)2 {|M (ω0)|2 [nB (ω−1 )− nB (ω−2 )]
+ |M (ω (2kF ))|2
[
nB
(
ω+2
)− nB (ω+1 )]} . (2.117)
No limite de baixas temperaturas, podemos desprezar o espalhamento por
mágnons de momento grande (∼ 2kF ) em comparação com os de momento
pequeno p0  2kF . Por isso, vamos omitir os termos em ω+1 e ω+2 . Além
disso, temos
ω−2 − ω−1 =
(2ma2JHSc)
2
∆4
3F
+O
(
∆5
)
. (2.118)
Então, a Eq. (2.117) pode ser reescrita como
ρ (T ) ≈ 2pi
e2
1
a
m |M (ω0)|
16k2FJHS
2
c
2 (2ma2JHSc)
2
∆6
3F
(
−∂nB
∂ω
)∣∣∣∣
ω0
. (2.119)
Podemos identificar dois limites na Eq. (2.119).
(i) anisotropia baixa, parede de domínio longa
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No limite Eg → 0 (λ→∞), temos p0 ≈ 2∆/vF . Esse momento equivale
ao momento transferido para o elétron no espalhamento de ±kF↑ para ±kF↓
na superfície de Fermi, pois segundo a Eq. (2.76)
kF↑ − kF↓ ≈ 2∆
vF
= p0. (2.120)
Além disso, a energia do mágnon fica
ω0 = JHSca
2
(
2∆
vF
)2
∼
(
∆
F
)2
JH , (2.121)
que é uma escala de energia muito baixa. Assim, podemos considerar o
limite ω0  T  F . Dessa forma, encontramos que a resistividade cresce
linearmente com a temperatura
ρ (T ) ≈ 2pi
e2
1
a
[
1 + (p0λ)
−2]−1(JK
F
)2
T
32JH
. (2.122)
Finalmente, a resistência devida ao espalhamento inelástico pode ser escrita
como (recuperando as constantes para a dimensão correta)
Rinel ≈ h
e2
L
a
[
1 +
(
p0λ
~
)−2]−1
ζ2
kBT
8JHS2c
. (2.123)
Observe que Rinel é uma grandeza extensiva, porque a probabilidade de espa-
lhamento é proporcional ao número de spins localizados. Comparando com
a resistência devida ao espalhamento elástico da Eq. (2.79) para ζ  1 e
F (ζ, λ) ≈ 1/2, teremos Rinel & Rel se
kBT &
pi2a
L
JHS (S + 1) . (2.124)
Portanto, no regime de paredes longas o espalhamento inelástico pode tornar-
se relevante para temperaturas altas e fios longos.
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(ii) anisotropia alta, parede de domínio estreita
No caso de gap Eg . JH (λ & a), p0 6= 2∆/vF porque parte da energia
do elétron espalhado vai para o mágnon emitido e o espalhamento não ocorre
exatamente sobre a superfície de Fermi. No limite de baixas temperaturas
∆ T  Eg, obtemos
Rinel ≈ h
e2
L
a
[
1 +
(
p0λ
~
)−2]−1
(kFa)
4 JH
2kBT
ζ6 exp
(
− Eg
kBT
)
. (2.125)
Portanto, o gap no espectro de mágnons associado à anisotropia (a mesma
que fixa a largura da parede de domínio) suprime o espalhamento inelástico
em baixas temperaturas. Isso mostra que, no limite de paredes de Bloch
estreitas, o espalhamento elástico predomina na determinação da resistência
do sistema e a aproximação de parede estática é razoável.
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Capítulo 3
Elétrons interagentes e paredes de
domínio
No capítulo anterior, vimos que existe uma resistência finita associada à pre-
sença de uma parede de domínio magnético. A origem dessa resistência é o
espalhamento dos elétrons de condução quando há uma mudança brusca na
direção da magnetização local. Esse efeito é observado em medidas de mag-
netorresistência de fios magnéticos, onde a nucleação de paredes de domínio
é acompanhada por saltos na resistência. Embora nenhum dos experimentos
realizados até o momento tenha atingido o limite estritamente unidimensio-
nal, seria interessante procurar por efeitos relacionados com as propriedades
de transporte únicas dos sistemas unidimensionais.
O modelo de Luttinger prevê que a interação eletrônica tem efeitos cru-
ciais sobre as propriedades de transporte de sistemas unidimensionais. Um
exemplo disso é o transporte de um líquido de Luttinger através de uma
impureza não magnética, conhecido como problema de Kane-Fisher [21]. A
temperatura zero, a transmissão através da impureza é perfeita se houver
interação atrativa entre os elétrons e nula se houver interação repulsiva, por
menor que seja a amplitude de espalhamento.
Assim como uma impureza, uma parede de domínio quebra a invariância
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translacional de um líquido de Luttinger. Por isso, é pertinente perguntar
como a interação eletrônica em 1D altera o transporte através da parede.
Neste capítulo, mostramos que a parede de domínio é o análogo magnético
do problema de Kane-Fisher. Primeiro, discutimos suscintamente a técnica
de bosonização e o modelo de Luttinger. Em seguida, escrevemos a versão
bosonizada do Hamiltoniano de elétrons interagentes acoplados a uma parede
de domínio estática. A teoria de campo efetiva é o modelo de Luttinger com
velocidades diferentes para excitações com spin up ou down. Uma análise
de grupo de renormalização para o termo de espalhamento na parede conduz
a um diagrama de fases para a condutância de carga e spin em função dos
parâmetros de interação. Como o termo de espalhamento é dado por um
operador que inverte o spin do elétron, o diagrama de fases encontrado difere
do problema de Kane-Fisher usual. Por fim, calculamos por teoria de pertur-
bação a resistividade a freqüência e temperatura finitas. Encontramos leis
de potência cujos expoentes confirmam a dependência prevista pelo grupo de
renormalização. Os resultados apresentados neste capítulo estão publicados
na Ref. [64].
3.1 Modelo de Luttinger
As interações eletrônicas do tipo para a frente podem ser tratadas de ma-
neira exata (não perturbativa) em 1D através da técnica de bosonização. Essa
técnica mapeia o problema fermiônico interagente num problema de bósons
livres. Daremos a seguir apenas um breve resumo dos principais resulta-
dos. Uma exposição mais detalhada pode ser encontrada nas Refs. [10, 63].
Considere o modelo tight-binding para elétrons numa rede com N sítios
H0 = −t
∑
jσ
c†jσcj+1,σ +H.c.. (3.1)
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O Hamiltoniano H0 é diagonalizado no espaço de momento e assume a forma
H0 = −2t
∑
kσ
cos (ka) c†kσckσ, (3.2)
onde
ckσ =
∑
j
e−ikja√
N
cjσ. (3.3)
Da Eq. (3.2), vemos que os estados eletrônicos são autoestados de momento
com energia k = −2t cos (ka). O estado fundamental do sistema é gerado
preenchendo os estados eletrônicos até a energia de Fermi F = −2t cos kFa,
como ilustra a figura 1.1.
O ponto de partida para a bosonização é argumentar que, no limite de
baixas energias (T  F ), podemos restringir o espaço de Hilbert aos estados
próximos da superfície de Fermi, mantendo apenas as excitações de compri-
mentos de onda longos ( k−1F ). Nesse limite, podemos trocar o modelo na
rede por uma teoria de campo que emprega o operador de campo fermiônico
ψσ (x) =
1√
L
∑
k
eikxckσ, (3.4)
o qual satisfaz as relações de anticomutação
{ψσ (x) , ψσ′ (y)} = {ψ†σ (x) , ψ†σ′ (y)} = 0, (3.5)
{ψσ (x) , ψ†σ′ (y)} = δσσ′δ (x− y) . (3.6)
Para isso, linearizamos a dispersão k em torno de k = ±kF , definindo dois
ramos:
k ≈
{
F + vF (k − kF ) se k ≈ kF (ramo R)
F − vF (k + kF ) se k ≈ −kF (ramo L)
(3.7)
onde
vF ≡ ∂k
∂k
∣∣∣∣
kF
(3.8)
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é a velocidade de Fermi. Definimos os momentos medidos a partir da super-
fície de Fermi como p = k−kF no ramo R e p = − (k + kF ) no ramo L. Com
isso, a energia do sistema não interagente medida a partir do nível de Fermi
é descrita pelo Hamiltoniano
H0 =
∑
rpσ
vFp : c
†
prσcprσ :, (3.9)
onde :: denota o ordenamento normal dos operadores com relação ao estado
fundamental (operadores de aniquilação à direita dos de criação), r = ±
ou R,L é o índice de ramo e cprσ é operador de aniquilação de elétrons de
momento p e spin σ no ramo r. Observe que assumimos que p se estende
de −∞ a +∞ (mar de Dirac), o que não altera a Física de baixas energias.
Expandindo a Eq. (3.4) em torno de ±kF , podemos escrever
ψσ(x) = e
ikF xψ+,σ(x) + e
−ikF xψ−,σ(x), (3.10)
onde
ψrσ(x) ≡ 1√
L
∑
k
eirkxckrσ. (3.11)
A dispersão linear da Eq. (3.9) em termos desses novos operadores de campo
fica
H0 = −ivF
∑
rσ
∫
dx r : ψ†rσ(x)∂xψrσ(x) : . (3.12)
A bosonização baseia-se numa identidade entre o operador de campo fer-
miônico e a exponencial de um campo bosônico auxiliar, cujos modos normais
são as excitações partícula-buraco do sistema. O operador bosônico que ani-
quila a excitação de momento q > 0 no ramo r da banda de spin σ é definido
como
dqrσ =
∑
k
√
2pi
Lq
c†k−q,rσckrσ. (3.13)
Pode-se demonstrar, com o devido cuidado de tomar o ordenamento nor-
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mal dos operadores, que esses operadores satisfazem relações de comutação
bosônicas
[dqrσ, dq′r′σ′ ] = [d
†
qrσ, d
†
q′r′σ′ ] = 0, (3.14)
[dqrσ, d
†
q′r′σ′ ] = δqq′δrr′δσσ′ . (3.15)
O operador de campo bosônico correspondente é definido como
φrσ (x) =
∑
q>0
i√
Lq
e−αq/2
[
dqrσe
irqx − d†qrσe−irqx
]
, (3.16)
onde α−1 ∼ kF é um cutoff de momento que regulariza o ultravioleta. É
conveniente definir também os campos duais
φσ =
φ−,σ − φ+,σ√
2
, (3.17)
θσ =
φ−,σ + φ+,σ√
2
, (3.18)
que são tais que
[φσ(x), ∂yθσ′(y)] = iδσσ′δ(x− y). (3.19)
Observe que Πσ ≡ ∂xθσ é momento canonicamente conjugado a φσ. O campo
φσ está associado às flutuações de densidade de elétrons com spin σ na forma
ρσ (x) ≡ : ψ†σ (x)ψσ (x) : = nσ +
1√
pi
∂xφσ (x) , (3.20)
onde nσ é a densidade média de elétrons com spin σ (nσ = kF/pi no gás de
elétrons não polarizado).
A fórmula de Mandelstam [9] expressa o operadores de campo fermiônico
como função dos campos bosônicos
ψrσ(x) =
1√
2piα
Frσ exp
[
ir
2pi
L
Nrσx− i
√
pi (θσ(x)− rφσ(x))
]
, (3.21)
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onde Frσ é o fator de Klein que retira um elétron do mar de Fermi [10] e
Nrσ é o operador número de elétrons no ramo r com spin σ. Em termos dos
operadores bosônicos, o Hamiltoniano não interagente (3.9) pode ser escrito
como
H0 =
∑
σ
vF
2
∫
dx
[
: (∂xθσ(x))
2 : + : (∂xφσ(x))
2 :
]
=
∑
q>0,r,σ
vF |q| d†qrσdqrσ + cte, (3.22)
onde :: denota o ordenamento normal em relação ao vácuo bosônico. Isso
mostra que o espectro de baixas energias do sistema de elétrons é equiva-
lente ao de um sistema de bósons livres com dispersão linear ω (q) = vF |q|.
Coleman [9] sintetizou a estranheza desse resultado afirmando que
That these theories are equivalent in any sense seems too
preposterous to believe. Is there no way of telling fermions from
bosons? The answer is no, there is not  if one can measure only
a restricted set of local fields, and if the particles are massless,
and if the world is two-dimensional.
De fato, no mundo bidimensional (uma dimensão espacial e uma temporal),
todas as correlações de operadores fermiônicos, que determinam as respostas
mensuráveis do sistema, podem ser reproduzidas calculando correlações de
exponenciais bosônicas, segundo a identidade (3.21). Isso só acontece porque
as excitações partícula-buraco, que são bósons que se propagam coerente-
mente com velocidade vF , esgotam o espectro do sistema unidimensional.
A energia de interação entre os elétrons pode ser incluída por meio do
operador de dois corpos
V =
1
2
∑
σσ′
∫
dxdy ψ†σ (x)ψ
†
σ′ (y)V (x− y)ψσ′ (y)ψσ (x) , (3.23)
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onde V (x− y) é o potencial de interação. Uma simplificação é adotar a
interação localizada V (x− y) = g δ (x− y), obtendo
Hint =
∑
σ
∫
dx
{g‖
2
ρ2σ +
g⊥
2
ρσρ−σ
}
, (3.24)
onde distinguimos as constantes de acoplamento entre elétrons com mesmo
spin (‖) e spins opostos (⊥). De todos os termos gerados pela expansão
da Eq. (3.23) nos ramos R e L segundo a Eq. (3.10), tomamos apenas as
interações do tipo para a frente (com pequena transferência de momento)
Hint = H2 +H4, (3.25)
H2 =
∑
σ
∫
dx
{
g2‖ ρ+,σ ρ−,σ + g2⊥ ρ+,σ ρ−,−σ
}
, (3.26)
H4 =
∑
rσ
∫
dx
{g4‖
2
(ρrσ)
2 +
g4⊥
2
ρrσ ρr,−σ
}
, (3.27)
onde ρrσ (x) =: ψ†rσ (x)ψrσ (x) : e os g's medem a intensidade das interações.
É conveniente definir os campos bosônicos de carga e spin
φc,s =
φ↑ ± φ↓√
2
, (3.28)
θc,s =
θ↑ ± θ↓√
2
, (3.29)
que também satisfazem relações de comutação bosônicas
[φν(x), ∂yθν′(y)] = iδνν′δ(x− y), (3.30)
onde ν = c, s. Os campos φc e φs estão associados às flutuações de densidade
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de carga e spin na forma
ρc = ρ↑ + ρ↓ = nc +
√
2
pi
∂xφc, (3.31)
ρs = ρ↑ − ρ↓ = ns +
√
2
pi
∂xφs, (3.32)
onde nc,s = n↑ ± n↓. Definindo ainda as constantes
gic = gi‖ + gi⊥, (3.33)
gis = gi‖ − gi⊥, (3.34)
para i = 2, 4, encontramos que o Hamiltoniano interagente H = H0+H2+H4
é diagonal nos operadores bosônicos de carga e spin
H =
∑
ν=c,s
vν
2
∫
dx
[
Kν : (∂xθν(x))
2 : +
1
Kν
: (∂xφν(x))
2 :
]
. (3.35)
Os bósons de carga e spin que diagonalizam H propagam-se com velocidades
vν =
√[
vF +
g4ν
pi
]
2 −
[g2ν
pi
]
2, (3.36)
Além das velocidades, o modelo da Eq. (3.35)  que recebe o nome de modelo
de Luttinger  depende dos parâmetros de interação
Kν =
√
2pivF + g4ν − g2ν
2pivF + g4ν + g2ν
. (3.37)
Portanto, na linguagem bosônica a inclusão da interação elétron-elétron ape-
nas renormaliza as energias dos bósons de carga e spin, que são as excitações
naturais do sistema. Observe que o Hamiltoniano (3.35) é separável nos
graus de liberdade de carga e spin, que por isso têm dinâmica independente.
Esse fenômeno é conhecido como separação spin-carga. Os valores dos pa-
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râmetros Kc e Ks dependem do tipo de interação. O ponto não interagente
(gi‖ = gi⊥ = 0) corresponde a Kc = Ks = 1. Se o sistema possui simetria
SU(2) (simetria de rotação do spin), as constantes de acoplamento indepen-
dem do spin (gi‖ = gi⊥ ⇒ gis = 0). Nesse caso, Ks = 1 sempre e o setor de
spin é não interagente. Se a interação é repulsiva (giσ > 0), temos da Eq.
(3.37) que Kc < 1. Caso contrário, se a interação é atrativa (giσ < 0), temos
Kc > 1.
3.2 Bosonização do Hamiltoniano elétrons +
parede
O problema de elétrons interagentes acoplados a uma parede de domínio
magnético é descrito pelo Hamiltoniano
H =
∑
kσ
kc
†
kσckσ − JK
∑
i
Si · c†i~σci +Hint, (3.38)
onde usamos k = k2/2m para dispersão quadrática. No limite contínuo,
descrevemos uma parede de domínio estática em que a magnetização gira no
plano yz por S (x) = S cos θ (x) zˆ−S sin θ (x) yˆ. Para uma parede de domínio
de Bloch centrada em x = 0, adotamos cos θ (x) = − tanh (x/λ) e sin θ (x) =
sech (x/λ). Hint é o termo de interação eletrônica dado, a princípio, pela Eq.
(3.24). Entretanto, em um sistema magnetizado a polarização do spin exige
que se considerem constantes diferentes para as interações entre elétrons com
mesmo spin up ou down. Por isso, g‖ deve ser substituído pelas constantes
g↑ e g↓ para as duas direções definidas pelo campo magnético [65]. Num
sistema que contém uma parede de domínio, a aproximação de ordem zero é
assumir que as constantes de interação são diferentes para as densidades de
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spin na direção fixada pela magnetização local
Hint =
∫
dx
{g↑
2
ρ2∧ +
g↓
2
ρ2∨ + g⊥ρ∧ρ∨
}
, (3.39)
onde
ρ∧,∨ (x) = ψ† (x)
1± ~σ · eˆ (x)
2
ψ (x) (3.40)
e eˆ (x) = cos θ (x) zˆ+ sin θ (x) yˆ é o vetor unitário na direção de S (x). Essa
definição deve ser exata no limite de paredes muito longas.
Como fizemos na seção 2.4, efetuamos a transformação de gauge que
alinha os spins dos elétrons de condução com o campo magnético dos spins
localizados. Transformando o Hamiltoniano (3.38) pelo operador unitário da
Eq. (2.74), obtemos
H˜ =
∑
kσ
kσc
†
kσckσ + H˜int +Hw, (3.41)
onde kσ = k − σ∆ (σ = ± ou ↑, ↓) expressa a quebra da degenerescência
de spin para elétrons polarizados em ±eˆ, Hw é o termo de espalhamento na
parede de domínio da Eq. (2.77) e H˜int é o termo de interação transformado
H˜int =
∫
dx
{g↑
2
ρ2↑ +
g↓
2
ρ2↓ + g⊥ρ↑ρ↓
}
. (3.42)
Observe que as densidades de spin se transformam pela transformação de
gauge na forma
ρ∧,∨ → ρ˜∧,∨ = U †ρ∧,∨U = ρ↑,↓. (3.43)
A estratégia é bosonizar a parte livre do Hamiltoniano (3.41) e tratar Hw
como uma perturbação do modelo de Luttinger. Para isso, procedemos como
descrito na seção anterior. A diferença é que, por causa da polarização do
spin dos elétrons, temos kF↑ 6= kF↓ e é preciso linearizar a dispersão na Eq.
(3.41) com duas velocidades de Fermi vF↑ e vF↓ (figura 3.1)
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Figura 3.1: Linearização da dispersão com velocidades de Fermi diferentes
para spin up (esquerda) e down (direita).
kσ = vFσ (k ∓ kFσ) . (3.44)
Bosonizando a parte não interagente de H˜, obtemos
H˜0 =
∑
kσ
kσc
†
kσckσ =
∑
σ
vFσ
2
∫
dx
{
: (∂xθσ)
2 : + : (∂xφσ)
2 :
}
. (3.45)
Definimos a velocidade de Fermi média e a diferença de velocidades ζ como
vF =
vF↑ + vF↓
2
, (3.46)
ζ =
vF↑ − vF↓
vF↑ + vF↓
. (3.47)
Observe que essa definição de ζ coincide com a da Eq. (2.80) no caso de
dispersão quadrática. Temos então que
vFσ = vF (1 + σζ) . (3.48)
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Escrevendo em termos dos campos de carga e spin, obtemos
H˜0 =
∑
ν=c,s
vF
2
∫
dx
{
: (∂xθν)
2 : + : (∂xφν)
2 :
}
+ ζvF
∫
dx {∂xθc∂xθs + ∂xφc∂xφs} . (3.49)
Podemos da mesma forma separar a parte interagente Hint nos ramos R e L
considerando acoplamentos diferentes gi↑ e gi↓ como na Eq. (3.42)
H2 =
∫
dx {g2↑ρ+↑ρ−↑ + g2↓ρ+↓ρ−↓ + g2⊥ (ρ+↑ρ−↓ + ρ−↑ρ+↓)} ,(3.50)
H4 =
1
2
∑
r
∫
dx
{
g4↑ (ρr↑)
2 + g4↓ (ρr↓)
2 + g4⊥ ρr↑ρr↓
}
. (3.51)
Bosonizando os termos das Eqs. (3.50) e (3.51) e agrupando com a parte não
interagente H0, obtemos o modelo de Luttinger para elétrons polarizados
HLL =
∑
ν=c,s
vν
2
∫
dx
{
Kν (∂xθν)
2 +
1
Kν
(∂xφν)
2
}
+
∫
dx {ζv1∂xθc∂xθs + ζv2∂xφc∂xφs} , (3.52)
onde as velocidades vc,s e os parâmetros de interação Kc,s são dados pelas
Eqs. (3.36) e (3.37) tomando gi‖ = (gi↑ + gi↓) /2 e as velocidades v1 e v2 são
definidas por
v1 = vF +
g4↑ − g4↓ + g2↑ − g2↓
2piζ
, (3.53)
v2 = vF +
g4↑ − g4↓ − g2↑ + g2↓
2piζ
. (3.54)
Para polarizações não muito altas, podemos tomar gi↑ − gi↓ ∝ ζ (Ref. [65]),
de modo que v1 e v2 são aproximadamente independentes de ζ.
O Hamiltoniano (3.52) mostra que o campo magnético dos spins localiza-
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dos introduz espalhamento entre as excitações de carga e spin, que não são
mais os modos normais do sistema. Em outras palavras, o termo de ordem
ζ quebra a simetria de separação spin-carga do líquido de Luttinger. Entre-
tanto, HLL ainda é quadrático nos campos bosônicos e pode ser diagonalizado
por uma transformação canônica, como faremos na seção 3.3.
Para bosonizar Hw, reescrevemos a Eq. (2.77) em termos do operador de
campo fermiônico
Hw = − i
4m
∫
dx ∂xθ0 ψ
†σx∂xψ +H.c.+O
(
A2q
)
, (3.55)
onde pretendemos considerar apenas o espalhamento em primeira ordem na
parede. Para separar os operadores nos ramos R e L usamos
ψσ(x) = e
ikFσxψ+,σ(x) + e
−ikFσxψ−,σ(x). (3.56)
Mantemos somente os termos de espalhamento que não envolvem derivadas
dos campos (os quais são proporcionais às flutuações e por isso irrelevantes
para a nossa análise). Com isso, obtemos Hw = H(f)w +H(b)w com
H(f)w =
∑
rσ
rkF−σ
4m
∫
dx ∂xθ0 e
−irσ2ζkF xψ†r,σψr,−σ +H.c., (3.57)
H(b)w = −
∑
rσ
rkF−σ
4m
∫
dx ∂xθ0 e
−ir2kF xψ†r,σψ−r,−σ +H.c.. (3.58)
A função ∂xθ0 (x) localiza o termo de espalhamento na vizinhança do centro
da parede (x = 0) e pode ser decomposta em modos normais invertendo a
Eq. (2.78)
∂xθ0 (x) =
1
L
∑
q
Aqe
iqx. (3.59)
Os termos mais relevantes para o espalhamento originam-se dos modos Aq
da parede que cancelam a oscilação nos integrandos das Eqs. (3.57) e (3.58).
Por isso, vamos manter somente os modos A2ζkF na Eq. (3.57) e A2kF na Eq.
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(3.58). Esse procedimento corresponde a desprezar a variação dos campos
na escala de comprimento da parede e é exato para o caso de uma parede lo-
calizada ∂xθ0 (x) = piδ (x). Assim, os termos de espalhamento se simplificam
para
H(f)w =
∑
rσ
rkF−σA2ζkF
4m
[
ψ†rσ (0)ψr,−σ (0) +H.c.
]
, (3.60)
H(b)w = −
∑
rσ
rkF−σA2kF
4m
[
ψ†rσ (0)ψ−r,−σ (0) +H.c.
]
, (3.61)
onde supusemos, por simplicidade, que Aq = A−q = A∗q, o que é verdade
para ∂xθ0 simétrica, como na parede de Bloch. Usando então a fórmula de
Mandelstam (Eq. (3.21), omitindo os fatores de Klein), obtemos as formas
bosonizadas dos termos de espalhamento
H(f)w =
kFA2ζkF
mpiα
sin
[√
2piθs (0)
]
sin
[√
2piφs (0)
]
, (3.62)
H(b)w =
ζkFA2kF
mpiα
sin
[√
2piθs (0)
]
sin
[√
2piφc (0)
]
. (3.63)
Observe que os termos de espalhamento H(f)w e H(b)w dependem somente
dos campos bosônicos na origem. A amplitude de espalhamento diminui com
o aumento da largura da parede por causa do fator Aq. O termo H(f)w cor-
responde aos processos de espalhamento para a frente, com pequena transfe-
rência de momento |q| ∼ 2ζkF e com inversão do spin do elétron. O segundo
termo refere-se a processos de espalhamento para trás (backscattering) com
transferência de momento |q| ∼ 2kF e também com inversão do spin. Deve-se
esperar que este último contribua mais para a resistência da parede de domí-
nio, pois faz com que elétrons que se propagam num sentido sejam refletidos
no sentido contrário quando colidem com a parede de domínio.
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3.3 Diagonalização do Hamiltoniano livre
Antes de analisar o efeito dos termos de espalhamento na parede de domínio,
vamos encontrar os modos normais do líquido de Luttinger polarizado des-
crito pelo Hamiltoniano (3.52). Esse Hamiltoniano é quadrático nos campos
bosônicos e pode ser diagonalizado por uma transformação canônica para
novos campos φ′c,s e θ′c,s. Definindo os vetores dos campos bosônicos
θ =
(
θc
θs
)
, φ =
(
φc
φs
)
.
podemos escrever o Hamiltoniano (3.52) como
HLL =
1
2
∫
dx {∂xθA∂xθ + ∂xφB∂xφ} , (3.64)
onde definimos as matrizes
A =
(
vcKc ζv1
ζv1 vsKs
)
, (3.65)
B =
(
vc/Kc ζv2
ζv2 vs/Ks
)
. (3.66)
Nosso objetivo é diagonalizar as matrizes A e B simultaneamente. Os au-
tovalores obtidos devem corresponder às velocidades das excitações naturais
do sistema. O líquido de Luttinger só é estável se essas velocidades forem
positivas. Isso conduz à condição
ζ2v21
vcvs
< KcKs <
vcvs
ζ2v22
. (3.67)
Essa condição limita a região no espaço de parâmetros (Kc, Ks) em que nossa
análise é aplicável. Fora dessa região, a polarização do gás de elétrons é forte
o suficiente para que uma das velocidades se anule e se forme um gap na
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excitação do tipo spin.
As transformações efetuadas para diagonalizar a Eq. (3.64) devem pre-
servar uma relação de comutação canônica como a da Eq. (3.30) entre os
campos θ e φ. As transformações mais simples que satisfazem essa condição
são combinações de rotações que não misturam θ com φ (grupo SO(2)) e
reescalamentos (canônicos) dos campos. Começamos executando a rotação
das matrizes A e B por um ângulo ϕ por meio da matriz
R =
(
cosϕ sinϕ
− sinϕ cosϕ
)
. (3.68)
A rotação R deve ser tal que, seguida do reescalamento
Λ =
( √
κ 0
0
√
µ
)
, (3.69)
tenhamos
Λ−1RtARΛ−1 = ΛRtBRΛ. (3.70)
Isso conduz às relações
κ =
√
vcKc cos2 ϕ− ζv1 sin 2ϕ+ vsKs sin2 ϕ
vc
Kc
cos2 ϕ− ζv2 sin 2ϕ+ vsKs sin2 ϕ
, (3.71)
µ =
√
vsKs cos2 ϕ+ ζv1 sin 2ϕ+ vcKc sin
2 ϕ
vs
Ks
cos2 ϕ+ ζv2 sin 2ϕ+
vc
Kc
sin2 ϕ
, (3.72)
κµ =
2ζv1 cos 2ϕ+ (vcKc − vsKs) sin 2ϕ
2ζv2 cos 2ϕ+
(
vc
Kc
− vs
Ks
)
sin 2ϕ
. (3.73)
A condição (3.67) garante que κ e µ são ambos reais. Como κµ é periódico de
período pi/2, podemos determinar ϕ no intervalo [−pi/4, pi/4] impondo que
as três equações são satisfeitas simultaneamente. Encontrando ϕ, obtemos κ
e µ imediatamente das Eqs. (3.71) e (3.72).
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Podemos finalmente diagonalizar A e B por uma segunda rotação S,
obtendo
A˜ = StΛ−1RtARΛ−1S = StΛRtBRΛS. (3.74)
O Hamiltoniano (3.64) assume a forma
H =
1
2
∫
dx
{
∂xθ
′A˜∂xθ′ + ∂xφ′A˜∂xφ′
}
=
∑
ν=c,s
v′ν
2
∫
dx
{
(∂xθ
′
ν)
2
+ (∂xφ
′
ν)
2
}
, (3.75)
onde as velocidades v′ν são os autovalores de A˜ e os velhos vetores de campos
bosônicos são expressos em termos dos novos como
θ = T θθ′, (3.76)
φ = T φφ′, (3.77)
onde T θ = RΛ−1S e T φ = RΛS = [(T θ)−1]t.
É interessante notar que há uma curva especial no espaço de parâmetros
(Kc, Ks), definida pela equaçãoKcKs = v1/v2. Sobre essa curva o Hamiltoni-
ano (3.52) possui a simetria extra √v1θc → √v2φs, √v2φc → −√v1θs e pode
ser diagonalizado efetuando apenas um reescalamento dos campos bosônicos.
Basta verificar que as Eqs. (3.71), (3.72) e (3.73) são satisfeitas para ϕ = 0,
κ = Kc e µ = Ks = v1/v2Kc. Neste caso, as transformações T φ e T θ são
dadas simplesmente por
T φ =
( √
Kc 0
0
√
Ks
)
=
(
T θ
)−1 (3.78)
e as velocidades das excitações naturais são
v′c,s =
vc + vs
2
±
√(
vc − vs
2
)2
+ ζ2v1v2. (3.79)
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Observe que essa curva inclui o ponto não interagente Kc = Ks = 1 e v1 =
v2 = vF .
3.4 Grupo de Renormalização
Queremos calcular as propriedades de transporte de carga e spin do modelo
de Luttinger (3.52) perturbado pelos termos de espalhamento na parede de
domínio H(f)w e H(b)w (Eqs. (3.62) e (3.63)). Infelizmente, o fato de que
esses termos não são quadráticos nos campos bosônicos torna difícil encontrar
uma solução exata como a que emergiu na inclusão do termo de interação
eletrônica Hint.
Por outro lado, embora soluções exatas sejam sempre atraentes, o que
mais interessa do ponto de vista de uma teoria de campo em Matéria Con-
densada é descrever as propriedades do sistema em baixas temperaturas. Em
outras palavras, as propriedades físicas de interesse dependem apenas do se-
tor de baixas energias da teoria. Quando restringimos o modelo a esse setor,
pode acontecer que o espalhamento de elétrons na parede de domínio en-
cerrado em H(b)w e H(f)w se torne bastante expressivo. Do mesmo modo, é
possível que essas perturbações dependam essencialmente de excitações de
altas energias e seus efeitos não se façam sentir em baixas energias.
O grupo de renormalização (RG) busca descrever como se alteram os pa-
râmetros de um modelo físico quando se efetuam transformações que remo-
vem os graus de liberdade de altas energias [66, 67]. A trajetória do modelo
no espaço de parâmetros sob uma seqüência dessas transformações define
o chamado fluxo do grupo de renormalização e converge no sentido de um
modelo efetivo que contém apenas as flutuações de longos comprimentos de
onda. Para alguns valores específicos dos parâmetros, as transformações do
grupo de renormalização deixam o modelo invariante; nesse caso, o modelo
é chamado de ponto fixo.
No problema do líquido de Luttinger acoplado a uma parede de domínio,
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os parâmetros de interesse são as amplitudes de espalhamento dos termos
H
(f)
w e H(b)w . Se uma dessas amplitudes cresce sob ação do grupo de renorma-
lização, o termo correspondente torna-se mais importante e afasta o modelo
do comportamento de líquido de Luttinger com condutância ideal. Nesse
caso, o operador é dito relevante. Se a amplitude vai a zero, o operador é
dito irrelevante e pode ser ignorado na teoria efetiva para baixas energias. Há
ainda a possibilidade de que o operador não mude sob a ação do grupo de re-
normalização; esse é o caso dos operadores marginais. Esse caso exige que se
leve a análise até ordens mais altas e apresenta comportamento intermediário
entre os modelos com perturbação relevante e irrelevante.
Vamos aplicar o método do grupo de renormalização para analisar o Ha-
miltoniano H = HLL + H(f)w + H(b)w . Como os termos de espalhamento são
localizados na posição da parede, começamos escrevendo uma ação efetiva
que depende somente dos campos bosônicos em x = 0. Em seguida, integra-
mos os graus de liberdade de alta energia para obter as equações de fluxo do
grupo de renormalização. Vamos encontrar que a relevância dos operadores
é determinada principalmente pelos parâmetros de interação Kc e Ks, com
uma correção de ordem ζ2 devido à mistura dos modos de carga e spin.
3.4.1 Ação livre efetiva
As mesmas transformações T θ e T φ que diagonalizam o Hamiltoniano livre
HLL misturam os campos θ e φ nos termos de espalhamento. O termo H(b)w
da Eq. (3.63), por exemplo, fica
H(b)w = γ sin
[√
2pi(T θ21θ
′
c + T
θ
22θ
′
s)
]
sin
[√
2pi(T φ11φ
′
c + T
φ
12φ
′
s)
]
, (3.80)
onde γ = ζkFA2kF /mpiα. Por isso, precisamos de uma ação efetiva para o
modelo de Luttinger (3.75) em função dos dois campos conjugados θ e φ para
cada setor ν = c, s.
Vamos usar o formalismo de integrais de caminho [2] para integrar os
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graus de liberdade de x 6= 0 e obter a ação efetiva desejada. O propagador
para um campo escalar φ (a generalização para dois campos é imediata) é
dado por
Z0 =
∫
Dφ
∫
DΠ exp
{
i
∫
dxdt
[
φ˙Π−H (φ,Π)
]}
, (3.81)
onde Π = ∂xθ é o momento conjugado a φ, H é a densidade do Hamiltoniano
e a integração é tomada sobre todas as configurações possíveis dos campos.
Em tempo imaginário τ = it, 0 < τ < β, podemos escrever a função de
partição
Z0 =
∫
Dφ
∫
Dθ exp
{∫
dxdτ [i∂τφ ∂xθ −H (φ, θ)]
}
. (3.82)
O Hamiltoniano livre (3.75) para cada par de campos duais tem a forma
H (φ, θ) = v
2
[
(∂xθ)
2 + (∂xφ)
2] . (3.83)
Para integrar φ (x, τ) e θ (x, τ) para x 6= 0, introduzimos os campos auxiliares
λ(1) (τ) e λ(2) (τ) de tal modo que
Z0 =
∫
Dφ0
∫
Dλ(1)
∫
Dθ0
∫
Dλ(2)
∫
Dφ
∫
Dθ exp (S) , (3.84)
onde
S =
∫
dxdτ
[
i∂τφ ∂xθ −H (φ, θ)− iλ(1) (φ− φ0)− iλ(2) (θ − θ0)
]
, (3.85)
com φ0 (τ) = φ (x = 0, τ) e θ0 (τ) = θ (x = 0, τ). Em seguida, tomamos as
transformadas de Fourier dos campos
φ (x, τ) =
1
β
∑
n
∫
dq
2pi
eiqxe−iωnτφqn, (3.86)
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θ (x, τ) =
1
β
∑
n
∫
dq
2pi
eiqxe−iωnτθqn, (3.87)
λ(1) (τ) =
1
β
∑
n
e−iωnτλ(1)n , (3.88)
λ(2) (τ) =
1
β
∑
n
e−iωnτλ(2)n , (3.89)
onde ωn são as freqüências de Matsubara bosônicas, e reescrevemos a Eq.
(3.85) no espaço de Fourier
S = − 1
β
∑
n
∫
dq
2pi
{
vq2
2
[φqnφ−q,−n + θqnθ−q,−n]
+
iqωn
2
[φqnθ−q,−n + θqnφ−q,−n]
+ iλ(1)n φ−q,−n + iλ
(2)
n θ−q,−n
}
+
1
β
∑
n
{
iλ(1)n φ0,−n + iλ
(2)
n θ0,−n
}
. (3.90)
Para diagonalizar a parte quadrática nos campos duais, é conveniente fazer
a mudança de variável para os campos ξ e η definidos por
φ =
ξ + η√
2
, (3.91)
θ =
ξ − η√
2
. (3.92)
Obtemos
S = − 1
β
∑
n
∫
dq
2pi
{q
2
(vq + iωn) ξqnξ−q,−n
+
q
2
(vq − iωn) ηqnη−q,−n
+ i
(
λ
(1)
n + λ
(2)
n√
2
)
ξ−q,−n + i
(
λ
(1)
n − λ(2)n√
2
)
η−q,−n
}
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+
1
β
∑
n
{
iλ(1)n φ0,−n + iλ
(1)
n θ0,−n
}
. (3.93)
Podemos eliminar o acoplamento de ξ e η com os campos auxiliares na Eq.
(3.93) transladando para os novos campos ξ˜ e η˜ definidos por
ξ˜qn = ξqn + i
λ
(1)
n + λ
(2)
n√
2
1
vq2 + iωnq
, (3.94)
η˜qn = ηqn + i
λ
(1)
n − λ(2)n√
2
1
vq2 − iωnq , (3.95)
S = − 1
β
∑
n
∫
dq
2pi
{q
2
(vq + iωn) ξ˜qnξ˜−q,−n
+
q
2
(vq − iωn) η˜qnη˜−q,−n
+
(λ
(1)
n + λ
(2)
n )(λ
(1)
−n + λ
(2)
−n)
4q (vq + iωn)
+
(λ
(1)
n − λ(2)n )(λ(1)−n − λ(2)−n)
4q (vq − iωn)
}
+
1
β
∑
n
{
iλ(1)n φ0,−n + iλ
(2)
n θ0,−n
}
. (3.96)
Integramos então os campos ξ˜ e η˜ e obtemos
Z0 =
∫
Dφ0
∫
Dλ(1)
∫
Dθ0
∫
Dλ(2) exp {S ′} , (3.97)
S ′ = − 1
β
∑
n
∫
dq
2pi
{
(λ
(1)
n + λ
(2)
n )(λ
(1)
−n + λ
(2)
−n)
4q (vq + iωn)
+
(λ
(1)
n − λ(2)n )(λ(1)−n − λ(2)−n)
4q (vq − iωn)
}
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+
1
β
∑
n
{
iλ(1)n φ0,−n + iλ
(2)
n θ0,−n
}
. (3.98)
Integramos o momento q na Eq. (3.98) calculando o resíduo nos polos q = 0
e q = ±iωn/v; obtemos
S ′ = − 1
β
∑
n
{
1
4 |ωn|
[
λ(1)n λ
(1)
−n + λ
(2)
n λ
(2)
−n
]
+ − iλ(1)1 φ0,−n − iλ(2)n θ0,−n
}
. (3.99)
Mudamos agora para as variáveis λ˜(1) e λ˜(2)
λ˜(1)n = λ
(1)
n − 2i |ωn|φ0n, (3.100)
λ˜(2)n = λ
(2)
n − 2i |ωn| θ0n, (3.101)
S ′ = − 1
β
∑
n
{
1
4 |ωn|
[
λ˜(1)n λ˜
(1)
−n + λ˜
(2)
n λ˜
(2)
−n
]
+ |ωn| [φ0nφ0,−n + θ0nθ0,−n]
}
. (3.102)
Finalmente, integrando também os campos auxiliares λ˜(1) e λ˜(2), encontramos
Z0 =
∫
Dφ0
∫
Dθ0 exp
{
−Seff0 [φ0, θ0]
}
, (3.103)
onde a ação efetiva em função dos campos na origem é
Seff0 [φ0, θ0] =
1
β
∑
n
|ωn| (φ0nφ0,−n + θ0nθ0,−n) . (3.104)
A ação (3.104) pode ser escrita como Seff0 [φ0, θ0] = Seff0 [φ0] + Seff0 [θ0]; é
simplesmente a soma das ações escritas em termos de φ0 ou de θ0 como usadas
na Ref. [21].
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3.4.2 Equações de fluxo e diagrama de fases
O propagador associado ao Hamiltoniano livre (3.75), mais as perturbações
devido ao espalhamento na parede de domínio, é
Z =
∫ ∏
ν=c,s
Dφ′0νDθ′0ν exp {−S0 − S1} , (3.105)
onde a ação livre S0 é diagonal nos campos conjugados φ′0ν e θ′0ν e, analoga-
mente à Eq. (3.104), assume a forma
S0 [φ, θ] =
1
β
∑
νn
|ωn| [φ′0ν (ωn)φ′0ν (−ωn) + θ′0ν (ωn) θ′0ν (−ωn)] . (3.106)
Vamos analisar primeiro o termo de backscattering da Eq. (3.80) porque,
como vamos descobrir, este é o termo mais relevante. A ação S1 associada é
S1 = γ
∫
dτ sin
[√
2piθ0s)
]
sin
[√
2piφ0c
]
, (3.107)
onde θ0s e φ0c são combinações lineares dos modos normais θ′0ν como escre-
vemos na Eq. (3.80).
Suponhamos uma perturbação fraca (γ  F ) para obter o fluxo de γ
quando se removem graus de liberdade do sistema. Para deixar claro o que
significa baixa energia, precisamos definir um cutoff Λ tal que o modelo
inclui somente freqüências ω menores do que Λ. Assim, o setor de baixas
energias de interesse é aquele restrito às excitações com energia |ω|  Λ. No
caso de excitações partícula-buraco em torno da superfície de Fermi, uma
escolha natural para Λ é Λ ∼ F . Uma transformação infinitesimal do grupo
de renormalização deve remover os graus de liberdade com Λ′ < |ω| < Λ,
onde Λ′ = Λ − dΛ faz o papel de um novo cutoff menor do que cutoff
original Λ (figura 3.2).
A decomposição em modos de Fourier de φ′ν (τ) permite separar as partes
lentas (freqüência baixa |ω| < Λ′) e rápidas (freqüência alta Λ′ < |ω| <
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Figura 3.2: Esquema do grupo de renormalização. Os modos de freqüência
ω, Λ′ < |ω| < Λ, são integrados para definir um novo cutoff Λ′ = Λ− dΛ.
Λ). No limite contínuo de freqüências (β →∞),
φ0ν (τ) =
∫
|ω|<Λ′
dω
2pi
φ′0ν (ω) e
iωτ +
∫
∆
dω
2pi
φ0ν (ω) e
iωτ
= φ′<0ν (τ) + φ
′>
0ν (τ) , (3.108)
onde ∆ denota a integração no intervalo Λ′ < |ω| < Λ. A separação em
modos lentos e rápidos também é possível na ação livre (3.106)
S0 [φ, θ] = S0 [φ] + S0 [θ] = S
<
0 [φ] + S
<
0 [θ] + S
>
0 [φ] + S
>
0 [θ] . (3.109)
Conseqüentemente, podemos integrar os modos rápidos na Eq. (3.105) fa-
zendo
Z =
∫ ∏
ν
Dφ′<0νDθ′<0ν e−S
<
0 [φ]−S<0 [θ]
〈
e−S1[φ,θ]
〉
>
, (3.110)
onde
〈
e−S1[φ,θ]
〉
>
=
∫ ∏
ν
Dφ′>0νDθ′>0ν e−S
>
0 [φ]−S>0 [θ]e−S1[φ,θ]. (3.111)
Em primeira ordem de γ, podemos aproximar
〈
e−S1[φ,θ]
〉
>
≈ 1− 〈S1 [φ, θ]〉> . (3.112)
Calculamos então a média de S1 sobre os modos rápidos. Primeiro separamos
a dependência na parte rápida
〈S1 [φ, θ]〉> = γ
∫
dτ
〈
sin
[√
2piθ0s
]
sin
[√
2piφ0c
]〉
>
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= −γ
4
∫
dτ
∑
n,n′=±
nn′eni
√
2piθ<0sen
′i
√
2piφ<0c × C, (3.113)
onde
C =
〈
eni
√
2piθ>0sen
′i
√
2piφ>0c
〉
>
=
∫
Dθ′>0cDθ′>0se−S
>
0 [θ]+ni
√
2pi(T θ21θ′>0c+T θ22θ′>0s )
×
∫
Dφ′>0cDφ′>0se−S
>
0 [θ]+n
′i
√
2pi(Tφ11φ′>0c+T
φ
12φ
′>
0s). (3.114)
As integrais de caminho na Eq. (3.114) podem ser calculadas pelo método
de integrais gaussianas. Para θ′>0c , por exemplo, temos
S>0 [θ
′
c]− ni
√
2piT θ21θ
′>
0c =
∫
∆
dω
2pi
{
|ω| θ′>0c (−ω) θ′>0c (ω) +
−ni
√
2piT θ21e
−iωτθ′>0c (ω)
}
. (3.115)
Fazendo a translação
θ˜′>0c (ω) = θ
′>
0+ (ω)−
ni
|ω|
√
pi
2
T θ21e
iωτ , (3.116)
obtemos
S>0 [θ
′
c]− ni
√
2piT θ21θ
′>
0c =
∫
∆
dω
2pi
{
|ω| θ˜′>0c (ω) θ˜′>0c (−ω) +
pi(T θ21)
2
2 |ω|
}
= S>0 [θ˜
′
c] +
1
2
(
T θ21
)2 dΛ
Λ
. (3.117)
Integrando o campo θ˜′>0c e fazendo o mesmo para os demais campos, obtemos
C = exp
{
−1
2
[
(T θ21)
2 + (T θ22)
2 + (T φ11)
2 + (T φ12)
2
] dΛ
Λ
}
. (3.118)
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Podemos assim reescrever (3.113) como
〈S1 [Φ,Θ]〉> = γ
∫
dτ sin
[√
2piθ<s
]
sin
[√
2piφ<c
]
e−Dd`, (3.119)
onde d` = dΛ/Λ = d ln Λ é um parâmetro adimensional e
D =
1
2
[
(T θ21)
2 + (T θ22)
2 + (T φ11)
2 + (T φ12)
2
]
(3.120)
é a chamada dimensão do operador.
A ação S1 da Eq. (3.119) contém agora apenas freqüências ω com |ω| <
Λ′. Para obter um modelo equivalente ao da Eq. (3.105), mas com amplitude
γ renormalizada, precisamos recuperar o cutoff original fazendo Λ′ → Λ.
Isso equivale a reescalar o tempo imaginário para τ ′ = τ (1− d`), o que
fornece
Z =
∫ ∏
ν
Dφ′<0νDθ′<0ν e−S
<
0 [φ]−S<0 [θ]e−S
eff
1 [φ,θ], (3.121)
com a ação efetiva
〈S1 [φ, θ]〉> = γ′
∫
dτ ′ sin
[√
2piθ<0s
]
sin
[√
2piφ<0c
]
, (3.122)
onde
γ′ =
e−Dd`
1− d` γ. (3.123)
Logo, a equação que descreve o fluxo do grupo de renormalização de γ é
dγ
d`
= (1−D) γ. (3.124)
Queremos expressar a dimensão D em função dos parâmetros do modelo
de Luttinger (3.52). Notamos primeiro que a expressão (3.120) pode ser
escrita na forma
D =
1
2
[
T φ(T φ)t
]
11
+
1
2
[
T θ(T θ)t
]
22
. (3.125)
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Usando a definição de T θ e T φ segundo as Eqs. (3.76) e (3.77), vemos que D
não depende da segunda rotação S e se reduz a
D =
1
2
[
κ cos 2ϕ+
1
κ
sin 2ϕ+
1
µ
cos 2ϕ+ µ sin 2ϕ
]
. (3.126)
A dimensão D depende implicitamente da diferença de velocidades ζ através
do ângulo de rotação ϕ. Considere primeiro o limite ζ → 0. Nesse limite, as
excitações de carga e spin são os modos normais do Hamiltoniano. Não há
necessidade da rotação R (pois temos ϕ = 0) e as transformações T θ e T φ
são dadas por
T φ =
( √
Kc 0
0
√
Ks
)
= (T θ)−1. (3.127)
Nesse caso, obtemos
D =
1
2
(
Kc +
1
Ks
)
. (3.128)
Para ζ 6= 0, devemos encontrar D resolvendo as Eqs. (3.71), (3.72) e (3.73).
Para ζ pequeno, podemos pensar em expandir a Eq. (3.126) em torno de
ϕ = 0. Encontramos
ϕ (ζ) =
(KcKsv2 − v1) ζ
(Kc −Ks) (vc + vs) . (3.129)
Essa expressão só é válida para Kc 6= Ks. Para Kc = Ks e ζ → 0, há uma
descontinuidade no ângulo de rotação ϕ: as Eqs. (3.71), (3.72) e (3.73) são
satisfeitas para ϕ = ±pi/4. A correção de ordem mais baixa em ζ é
ϕ = ±pi
4
+
(K2sv2 + v1) (vc − vs) ζ
8Ksvcvs
. (3.130)
A correção em D para ζ pequeno é de ordem ζ2, na forma
D =
1
2
(
Kc +
1
Ks
)
+
1
2
(
∂2D
∂ζ2
)∣∣∣∣
ζ=0
ζ2 +O
(
ζ4
)
. (3.131)
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Calculando (∂2D/∂ζ2)0 pela Eq. (3.126), obtemos
D =
Kc +K
−1
s
2
+
(KcKsv2 − v1)
4KcK2svcvs (vc + vs)
2
× [KcKs (KcKsv2 + v1) v2s + 2 (K2cK2sv2 − v1) vcvs
−(KcKsv2 + v1)v2c
]
ζ2. (3.132)
A Eq. (3.132) aplica-se a ϕ dado tanto pela Eq. (3.129) quanto pela Eq.
(3.130). Isso porque, apesar da descontinuidade de ϕ em Kc = Ks, a dimen-
são D, que é a grandeza com significado físico, é bem comportada. Observe
que a correção de ordem ζ2 anula-se para KcKs = v1/v2. De fato, o cancela-
mento acontece em todas as ordens de ζ porque essa é a condição que define
a curva especial em que HLL é diagonalizado pelo reescalamento simples da
Eq. (3.78). Logo, sobre a curva KcKs = v1/v2 a dimensão do operador de
espalhamento independe de ζ e é dada por D = (Kc +K−1s ) /2.
A Eq. (3.132) no limite ζ → 0 difere da dimensão encontrada no caso
de uma impureza não magnética [21], para a qual Dimp = (Kc +Ks) /2.
Essa diferença deve ser atribuída ao espalhamento com inversão do spin,
evidenciado na Eq. (3.55). Em contraste, uma impureza não magnética
acopla-se com a densidade de carga dos elétrons através da perturbação
Himp =
∑
σ
∫
dx V (x)ψ†σ (x)ψσ (x) . (3.133)
Em termos dos campos bosônicos,
Himp =
2V2kF
piα
cos[
√
2piφs (0)] cos[
√
2piφc (0)], (3.134)
onde V2kF é o modo 2kF do potencial localizado V (x). Comparando com
o termo H(b)w da Eq. (3.63), vemos que este difere de Himp porque depende
do campo dual θs e não de φs. Por isso, a dimensão D é obtida de Dimp
trocando Ks → 1/Ks.
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Voltamos à Eq. (3.124) para determinar o diagrama de fases do sistema
em função dos parâmetros de interação. Essa equação diz como renormalizar
a amplitude de espalhamento γ quando se removem os modos rápidos do
problema. Se D > 1 (ou Kc +K−1s > 2 no limite ζ → 0), γ flui para zero à
medida que se reduz o cutoff Λ. Nesse caso, o operador (3.80) é irrelevante.
O ponto fixo é o modelo de Luttinger da Eq. (3.75) com γ = 0 e transmissão
total de carga e spin através da parede de domínio. Esse comportamento é
favorecido para interações atrativas, pois, quanto mais atrativa a interação,
maior o parâmetro Kc. Se D < 1 (ou Kc + K−1s < 2 no limite ζ → 0),
situação favorecida no caso de interações repulsivas (menor Kc), γ cresce
sob o fluxo do RG. Nesse caso, o operador (3.80) é relevante e o fluxo do
RG leva o modelo para o limite de acoplamento forte (γ = ∞). O ponto
fixo em questão corresponde a dois líquidos de Luttinger semi-infinitos com
spins polarizados em direções opostas: spin up para x < 0 e spin down
para x > 0. A parede de domínio pode ser tratada nesse limite como um
termo de hopping perturbativo que inverte o spin do elétron no processo
de tunelamento
Heffw = −tψ†1
(
0−
)
σxψ2
(
0+
)
+H.c., (3.135)
onde ψ1 (ψ2) é o operador de campo dos elétrons situados no lado esquerdo
(direito) da parede. Esse termo aparece no problema de uma impureza mag-
nética num líquido de Luttinger [68]. A dimensão do operador (3.135) é
obtida fazendo Kc → 1/Kc e Ks → 1/Ks no resultado de espalhamento
fraco. A equação de fluxo para o parâmetro de hopping desprezando a
polarização do líquido de Luttinger (limite ζ → 0) é
dt
d`
=
[
1− 1
2
(
1
Kc
+Ks
)]
t. (3.136)
Conseqüentemente, o termo de hopping (3.135) tende a ser irrelevante para
interações repulsivas (Kc < 1). Logo, o espalhamento na parede cresce para
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Figura 3.3: Fluxo do grupo de renormalização. A amplitude de espalhamento
γ cresce se D < 1 e vai a zero se D > 1.
interações repulsivas também no limite de acoplamento forte e o ponto fixo
com γ = ∞ é um isolante perfeito de carga e spin (figura 3.3). Separando
as fases de líquido de Luttinger e isolante perfeito, existe um curva marginal
definida pela condição D = 1. Essa curva inclui o ponto não interagente
(1, 1), em que o espalhamento pela parede de domínio produz uma resistência
finita, como vimos na Eq. (2.79). A linha contínua na figura 3.4 representa a
curva marginal no limite ζ → 0 (dada por Kc+K−1s = 2). A linha tracejada
é a curva marginal calculada numericamente (via Eq. (3.126)) para ζ = 0, 4
e vc = vs = v1 = v2 = vF . Vemos que a correção para ζ finito é pequena
na vizinhança do ponto não interagente, mas cresce rapidamente perto das
curvas que limitam a estabilidade das excitações, definidas pela Eq. (3.67)
(curva pontilhada na figura 3.4). Na fronteira inferior (KcKs = ζ2v21/vcvs),
KcKs ∼ ζ2  1; o coeficiente de ζ2 na Eq. (3.132) fica∼ (KcKs)−1 e é sempre
positivo. Na fronteira superior (KcKs = vcvs/ζ2v22), KcKs ∼ 1/ζ2  1; o
coeficiente de ζ2 fica ∼ (KcKs)2 e também é sempre positivo. Assim, o efeito
do campo magnético é espremer a curva marginal entre as fronteiras de
estabilidade do líquido de Luttinger.
Por fim, vamos analisar o termo de espalhamento H(f)w da Eq. (3.62).
A equação de fluxo pode ser obtida de maneira análoga ao procedimento
aplicado para H(b)w . Definindo δ = kFA2ζkF /mpiα como a amplitude de espa-
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Figura 3.4: Diagrama de fases de um líquido de Luttinger acoplado a uma
parede de domínio, mostrando as curvas marginais (D = 1) para ζ = 0
(linha contínua) e ζ = 0, 4 com todas as velocidades iguais (linha tracejada).
À esquerda e acima da curva marginal, o sistema é um isolante perfeito de
carga e spin. A linha pontilhada é a fronteira inferior de estabilidade do
líquido de Luttinger para ζ = 0, 4.
lhamento correspondente, uma simples inspeção da dependência do termo da
Eq. (3.62) com os campos bosônicos leva à equação de fluxo no limite ζ → 0
dδ
dl
=
[
1− 1
2
(
Ks +
1
Ks
)]
δ. (3.137)
Observe que H(f)w é marginal para Ks = 1. Este caso inclui o ponto não
interagente, em que o espalhamento por esse termo é finito. No entanto,
como o campo magnético ζ 6= 0 quebra a simetria SU(2), o caso interagente
mais geral é Ks 6= 1, em que o operador H(f)w é irrelevante. De fato, para a
correspondência com o modelo de Hubbard com campo magnético, devemos
tomarKs ≈ 1+[2 ln (ζ−1)]−1 (Ref. [65]). Note, aliás, que essa correção devida
à dependência implícita de Ks com ζ domina sobre a correção quadrática
da Eq. (3.132). Embora a dimensão que aparece na Eq. (3.137) também
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tenha uma correção de ordem ζ2, a correção é pequena na vizinhança do
ponto não interagente e não deve modificar a irrelevância de H(f)w . Portanto,
o termo de backscattering H(b)w permanece como o único termo relevante
para determinar o diagrama de fases da figura 3.4.
3.5 Cálculo perturbativo da resistividade
A análise do grupo de renormalização permitiu determinar o diagrama de
fases da condutância do estado fundamental do sistema de elétrons inte-
ragentes acoplados a uma parede de domínio. A T = 0, há uma fase de
isolante perfeito com condutância nula e uma fase com condutância perfeita
G = 2Kce
2/h (igual à condutância de carga do líquido de Luttinger). En-
tretanto, para confirmar experimentalmente o comportamento de líquido de
Luttinger, é importante obter a dependência da resistência elétrica com a
freqüência da perturbação ou com a temperatura. O objetivo desta seção é
calcular a resistividade para freqüência e temperatura finitas, usando a fór-
mula de Mori da Eq. (2.88). Encontramos que a resistividade varia como
uma lei de potência com expoente ν = 2 (D − 1), onde D é a dimensão
calculada na seção anterior.
3.5.1 Freqüência finita
Queremos obter uma expressão para a resistividade devida ao espalhamento
na parede de domínio associada ao termo H(b)w da Eq. (3.80), que é o termo
mais relevante, em função da freqüência.
O operador corrente para o líquido de Luttinger da Eq. (3.52) pode ser
obtido a partir da equação de continuidade da carga. A densidade de carga
é
ρc (x) = e [ρ↑ (x) + ρ↓ (x)] = nce+ e
√
2
pi
∂xφc. (3.138)
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A equação de movimento
ρ˙c (x) = −i [ρc (x) , HLL]
pode ser reescrita na forma de uma equação de continuidade para a densidade
de carga
∂ρc
∂t
+
∂jc
∂x
= 0, (3.139)
onde jc (x) é a densidade de corrente de carga 1
jc (x) = −e
√
2
pi
[vcKc∂xθc (x) + ζvF∂xθs (x)] . (3.140)
Por causa da diferença de velocidade entre as excitações de spin up e down,
a corrente de carga depende não só do campo dual de carga θc, como acontece
normalmente, mas também do campo de spin θs. Calculamos então j˙c (x) =
−i [jc (x) , H] paraH = HLL+H(b)w e integramos sobre x para obter o operador
J˙c =
∫
dx j˙c (x). Omitindo os termos integráveis (que são constantes), temos
J˙c = −2evcKc ζkFA2kF
mpiα
sin
[√
2piθs (0)
]
cos
[√
2piφc (0)
]
. (3.141)
Para calcular a resistividade pela fórmula de Mori, precisamos do valor
esperado
〈
J˙c (t) J˙c (0)
〉
= 4e2v2cK
2
c
(
ζkFA2kF
mpiα
)2
×
〈
sin
[√
2piθs (0, t)
]
cos
[√
2piφc (0, t)
]
× sin
[√
2piθs (0, 0)
]
cos
[√
2piφc (0, 0)
]〉
. (3.142)
Como θs e φc devem ser escritos em termos de θ′c,s e φ′c,s, calculamos pri-
1Note que esta representação bosonizada foi construída sobre o Hamiltoniano já trans-
formado pela transformação de gauge (2.74). Por isso, não é preciso transformar de novo
o operador corrente como fizemos na Eq. (2.90).
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meiro as correlações de exponenciais bosônicas
〈
ei
√
2piaθ′ν(x,t)e±i
√
2piaθ′ν(0,0)
〉
e〈
ei
√
2pibφ′ν(x,t)e±i
√
2pibφ′ν(0,0)
〉
com a = T θij e b = T φij. A decomposição do campo
dual θ′ν em modos normais, analogamente às Eqs. (3.16) e (3.18), é
θ′ν (x, t) = i
∑
r,q>0
e−αq/2√
2qL
[
dqrνe
i(rqx−ων(q)t) − d†qrνe−i(rqx−ων(q)t)
]
, (3.143)
onde dqrν são os operadores de aniquilação das excitações mistas carga-spin
com freqüência ων (q) = v′νq. As correlações de exponenciais bosônicas no
estado fundamental são calculadas facilmente tomando o ordenamento nor-
mal dos operadores [10]. Podemos separar a parte de criação da parte de
aniquilação
θ′ν = θ
′+
ν + θ
′ −
ν , (3.144)
onde
θ′+ν (x, t) = −i
∑
r,q>0
e−αq/2√
2qL
d†qrνe
−i(rqx−ωνqt), (3.145)
θ′ −ν (x, t) = i
∑
r,q>0
e−αq/2√
2qL
dqrνe
i(rqx−ωνqt). (3.146)
O comutador dessas partes é constante
[
θ′+ν (x, t) , θ
′ −
ν (0, 0)
]
=
1
2pi
ln
[
2pi
L
√
x2 + (α− iv′νt) 2
]
. (3.147)
Usando então a relação conhecida
eA+B = eAeBe[A,B]/2 (3.148)
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se [[A,B] , A] = [[A,B] , B] = 0, podemos escrever
ei
√
2piaθ′ν(x,t)e±i
√
2piaθ′ν(0,0) =
(2piα/L)a
2[
2pi
L
√
(α+ iv′νt) 2 + x2
]∓a2
× : ei
√
2piaθ′ν(x,t)e±i
√
2piaθ′ν(0,0) :, (3.149)
onde : : denota o ordenamento normal bosônico. Tomando a média no estado
fundamental, obtemos
〈
ei
√
2piaθ′ν(x,t)e±i
√
2piaθ′ν(0,0)
〉
=
(2piα/L)a
2[
2pi
L
√
(α+ iv′νt) 2 + x2
]∓a2 . (3.150)
Notamos porém que, para o sinal − na Eq. (3.150),〈
ei
√
2piaθ′ν(x,t)ei
√
2piaθ′ν(0,0)
〉
∼ L−2a2 → 0
no limite termodinâmico. Por isso, a única correlação que vamos manter é
〈
ei
√
2piaθ′ν(x,t)e−i
√
2piaθ′ν(0,0)
〉
=
[
α√
(α+ iv′νt) 2 + x2
]a2
. (3.151)
Em particular, para campos no mesmo ponto x = 0 temos
〈
ei
√
2piaθ′ν(t)e−i
√
2piaθ′ν(0)
〉
=
(
α
α+ iv′νt
)a2
. (3.152)
Da mesma maneira, encontramos para os campos φ′ν
〈
ei
√
2pibφ′ν(t)e−i
√
2pibφ′ν(0)
〉
=
(
α
α+ iv′νt
)b2
. (3.153)
Além disso, as correlações entre θ′ν e φ′ν no mesmo ponto são nulas. Aplicando
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as Eqs. (3.152) e (3.153) na Eq. (3.142), obtemos
〈
J˙c (t) J˙c (0)
〉
= e2v2cK
2
c
(
ζkFA2kF
mpiα
)2 [
α
α+ iv′ct
](Tφ11)2+(T θ21)2
×
[
α
α+ iv′st
](Tφ12)2+(T θ22)2
. (3.154)
Como é permitido tomar α → 0 no denominador das correlações (α > 0
apenas indica a posição do pólo em relação ao eixo real na integração em t),
reescalamos α→ v′c,sα separadamente em cada termo e escrevemos
〈
J˙c (t) J˙c (0)
〉
=
(
evcKcζA2kF
pi
)2 (α
v
)2(D−1)
(α+ it)−2D , (3.155)
onde
v2(D−1) =
(v′c)
(Tφ11)
2+(T θ21)
2
(v′s)
(Tφ12)
2+(T θ22)
2
v2F
. (3.156)
Substituindo a Eq. (3.155) na Eq. (4.48), obtemos
〈〈
J˙ ; J˙
〉〉
ω+iη
= − i
L
(
evcKcζA2kF
pi
)2 (α
v
)2(D−1)
× I,
onde I é a integral
I =
∫ +∞
0
dt ei(ω+iη)t
{
1
(α+ it)2D
− 1
(α− it)2D
}
. (3.157)
Definimos o expoente
ν = 2 (D − 1) (3.158)
e integramos a Eq. (3.157) por partes para obter
I =
ω
1 + ν
∫ +∞
0
dt ei(ω+iη)t
{
(α+ it)−1−ν + (α− it)−1−ν} . (3.159)
CAPÍTULO 3. ELÉTRONS INTERAGENTES E PAREDES DE DOMÍNIO 76
Segundo a Ref. [69], a integral acima pode ser escrita no limite α→ 0 como
I =
ω
1 + ν
Γ (1− ν) 1− e
−ipiν
iν
. (3.160)
Com isso, a função de correlação retardada fica
〈〈
J˙ ; J˙
〉〉
ω+iη
= − i
L
ω
(
evcKcζA2kF
pi
)2 (α
v
)ν
× Γ (1− ν)
1 + ν
e−ipiν/2
sin (piν/2)
ν/2
. (3.161)
Substituindo na fórmula de Mori (Eq. (2.88)), encontramos
ρ =
2pi
e2
1
L
(
mvcKcζA2kF
pin
)2
Γ (1− ν)
1 + ν
cos
(piν
2
) sin (piν/2)
piν
(ωα
v
)ν
. (3.162)
No limite não interagente ν → 0, recuperamos o primeiro termo da resistência
da Ref. [30] para ζ  1 (veja a Eq. (2.79))
Rel = Lρ (ν = 0) =
h
e2
pi2
4
ζ2
2 cosh 2 (pikFλ)
. (3.163)
O outro termo da Eq. (2.79) corresponde ao espalhamento por H(f)w da Eq.
(3.62), que é marginal se Ks = 1, mas irrelevante se Ks 6= 1.
A Eq. (3.162) concorda com a análise de RG da seção 3.4. Para ν > 0
(D > 1), a resistência R = ρL vai a zero quando ω → 0. Isso significa
que, para ω = 0, o sistema é um condutor perfeito: os elétrons não são
espalhados na parede de domínio, mesmo em paredes bem estreitas. Para ν <
0 (D < 1), a resistência diverge quando ω → 0 e o sistema comporta-se como
um isolante. Na verdade, esperamos que esse comportamento seja válido
até freqüências da ordem de ω∗ = vF/L, porque abaixo dessa freqüência a
condutância passa a ser dominada pelos contatos não interagentes [20]. No
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limite ζ → 0, podemos escrever simplesmente
ρ ∝ ωKc+K−1s −2. (3.164)
Assim, para Ks ≈ 1, D < 1 é verificado para Kc < 1. Como discutimos
antes, interações repulsivas tendem a promover o comportamento isolante de
maneira análoga ao que acontece no espalhamento por uma impureza não
magnética.
Esse resultado pode ser interpretado em termos do espalhamento singular
dos elétrons, em analogia com o cálculo da Ref. [22] para uma impureza não
magnética. Uma parede de domínio é uma inomogeneidade (um gradiente de
magnetização localizado) que se acopla com o spin dos elétrons de condução.
Conseqüentemente, ela induz oscilações de Friedel com freqüência 2kF na
densidade de spin [70], que têm alcance bastante longo em 1D (decaem como
x−1). Como os elétrons interagem entre si, o espalhamento efetivo é dado
pelo espalhamento na parede vestida com o potencial Hartree-Fock das
oscilações de densidade de spin (figura 3.5). De maneira análoga ao que
acontece no espalhamento por uma impureza não magnética, a correção no
coeficiente de reflexão diverge para elétrons que incidem com momento kF .
Como resultado, os elétrons são totalmente refletidos pela parede e o sistema
é um isolante perfeito.
3.5.2 Temperatura finita
A Eq. (3.162) diz que a resistividade ρ depende da escala de energia da
perturbação (no caso, a freqüência ω) como uma lei de potência de expo-
ente ν = 2 (D − 1). Se o problema de freqüência finita for trocado pelo
de freqüência zero a temperatura finita, as excitações do sistema serão ex-
ploradas dentro da escala de energia fixada pela temperatura T . Por isso,
deve-se esperar uma dependência semelhante para a resistividade em função
da temperatura.
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Figura 3.5: Espalhamento singular dos elétrons pelas ondas de densidade de
spin induzidas por uma parede de domínio.
Para calcular a resistividade ρ (T ), precisamos das correlações das expo-
nenciais bosônicas (3.152) e (3.153) a temperatura finita. Usamos a formu-
lação de integral de caminho em tempo imaginário τ = it para escrever〈
ei
√
2pibφ′ν(τ)e−i
√
2pibφ′ν(0)
〉
=
∫
Dφ′ν e−S0[φ
′
ν ]ei
√
2pib[φ′ν(τ)−φ′ν(0)], (3.165)
onde, segundo a Eq. (3.106),
S0 [φ
′
ν ] =
1
β
∑
n
|ωn|φ′ν (ωn)φ′ν (−ωn) . (3.166)
É conveniente reescrever a ação em termos do campo Φν dado pela translação
Φν (ωn) = φ
′
ν (ωn)− i
√
pi
2
b
|ωn|
(
e−iωnτ − 1) . (3.167)
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O argumento da exponencial na Eq. (3.165) fica
S0 [φ
′
ν ]− i
√
2pib [φ′ν (τ)− φ′ν (0)] = S0 [Φν ] +
1
β
∑
n
pib2
|ωn| (1− cosωnτ) .
(3.168)
Podemos então integrar o campo Φν na Eq. (3.165) para obter
〈
ei
√
2pibφ′ν(τ)e−i
√
2pibφ′ν(0)
〉
= exp
{
− 1
β
∑
n
pib2
|ωn| (1− cosωnτ)
}
. (3.169)
Precisamos calcular a soma
−pib
2
β
∑
n
1− cosωnτ
|ωn| = −b
2Re
{ ∞∑
n=1
e−εn
n
[
1− e−i2piτn/β]} , (3.170)
onde ε→ 0+ é um parâmetro de regularização adimensional. Para conectar
com a correlação a T = 0 na Eq. (3.153), devemos fixar
ε =
2piα
βv′ν
. (3.171)
Com isso, temos
−pib
2
β
∑
n
1− cosωnτ
|ωn| = b
2 ln
{∣∣∣∣∣ sinh
piα
βv′ν
sinh pi
βv′ν
(α+ iv′ντ)
∣∣∣∣∣
}
. (3.172)
Substituindo a Eq. (3.172) na Eq. (3.169) e tomando piα/βv′ν  1, encon-
tramos
〈
ei
√
2pibφ′ν(τ)e−i
√
2pibφ′ν(0)
〉
=
(
piα
βv′ν
)b2 ∣∣∣∣sinh piβv′ν (α+ iv′ντ)
∣∣∣∣−b2 . (3.173)
Podemos agora calcular a função de correlação térmica da Eq. (2.89).
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Substituindo a Eq. (3.173) na Eq. (2.89) e reescalando α→ v′c,sα, obtemos
〈〈
J˙ ; J˙
〉〉
iωl
= − 1
L
(
evcKcζA2kF
pi
)2(
pi
β
)2D (α
v
)2(D−1)
×
∫ β
0
dτ eiωlτ
∣∣∣∣sinh piβ (α+ iτ)
∣∣∣∣−2D . (3.174)
Integrando por partes, obtemos
〈〈
J˙ ; J˙
〉〉
iωl
=
1
L
(
evcKcζA2kF
pi
)2(
pi
β
)2D (α
v
)2(D−1)
iβωl
×
∫ β
0
dτ eiωlτF (τ/β) , (3.175)
onde definimos a função
F (x) =
∫ x
0
dx′ |sinh (ε+ ipix′)|−2D , (3.176)
com ε→ 0+. Observe que o termo eiωlτF (τ/β)|β0 que aparece na integração
por partes cancela exatamente o termo de ordem zero em ω
〈〈
J˙ ; J˙
〉〉
0
na
Eq. (2.88) e por isso foi omitido. Em seguida, fazemos a mudança de variável
u = τ/β e substituímos na Eq. (2.88). Tomando o limite ω → 0, obtemos
finalmente
ρ =
2pi
e2
1
L
(
mvcKcζA2kF
pin
)2(
piα
βv
)2(D−1)
pi
2
∫ 1
0
duF (u) . (3.177)
Logo, a dependência de ρ com a temperatura é dada por
ρ (T ) ∝ T 2(D−1) = T ν , (3.178)
que é uma lei de potência com o mesmo expoente da Eq. (3.162). Portanto,
num sistema unidimensional, a interação eletrônica leva a uma magnetorre-
CAPÍTULO 3. ELÉTRONS INTERAGENTES E PAREDES DE DOMÍNIO 81
T 0
1
2
3
ρ(
 
T 
)
D = 1
T*
D < 1
D > 1
Figura 3.6: Magnetorresistência de parede de domínio em função da tempera-
tura. Para T → 0, a resistência vai a zero se D > 1 (favorecido por interações
atrativas) e diverge se D < 1 (favorecido por interações repulsivas).
sistência de parede de domínio dependente da temperatura. Para D > 1, a
resistência é uma função crescente da temperatura e anula-se para T → 0. A
temperatura zero o sistema é um condutor perfeito. Para D < 1, a resistên-
cia é uma função decrescente da temperatura e diverge para T → 0 (figura
3.6). No limite ζ → 0, temos
ρ (T ) ∝ TKc+K−1s −2.
Novamente, o comportamento isolante é favorecido para interações repulsi-
vas. Nesse caso, espera-se que a resistência cresça com a redução da tempe-
ratura até a temperatura de corte T ∗ = ~vF/kBL. Esse resultado é relevante
tendo em vista a busca por materiais que exibam uma magnetorresistência
elevada. Em princípio, a aplicação de campos magnéticos possibilita inserir
ou remover uma parede de domínio do sistema e, assim, alternar entre um
isolante perfeito e um líquido de Luttinger com condutância ideal.
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Capítulo 4
Fônons e mágnons
Uma das fontes mais importantes de resistência elétrica num metal é o espa-
lhamento dos elétrons de condução por vibrações da rede. Em três dimensões,
a fórmula de Bloch [71] prevê uma dependência em T 5 para a resistividade
devida a fônons em baixas temperaturas. Em metais unidimensionais, onde
a superfície de Fermi é constituída simplesmente por dois pontos disjuntos,
os únicos fônons capazes de alterar a corrente eletrônica em baixas tempera-
turas são os de momento q ≈ 2kF . Esse processo de espalhamento inelástico
depende da ocupação de fônons de momento grande. Por isso, a resistividade
resultante segue uma lei de Arrhenius ρ ∼ e−TA/T , onde a temperatura de
ativação é TA = ω (2kF ), a energia do fônon de momento 2kF . Para fônons
acústicos, com dispersão linear ωac (k) = vk, a energia de ativação pode ser
menor do que 10 K para densidades eletrônicas suficientemente baixas [72].
Para fônons ópticos, no entanto, a energia típica ωop (k) = Ω = cte costuma
suprimir o espalhamento em baixas temperaturas. Por exemplo, uma esti-
mativa para a energia de um fônon ótico num nanotubo de carbono metálico
é ~Ω ≈ 0.2 eV∼ 2400K [73].
Um acoplamento forte com fônons tem sido apontado como peça funda-
mental para entender a magnetorresistência colossal observada em manga-
nitas. Desde que se verificou que o modelo de dupla troca não podia, por
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si só, explicar os resultados experimentais [27], o efeito é entendido como
uma transição entre uma fase metálica ferromagnética e uma fase isolante
desordenada com forte acoplamento Jahn-Teller. A existência de uma tran-
sição magnética associada à ativação da interação elétron-fônon sugere uma
importante conjunção entre modos magnéticos e fônons nesses compostos.
Inspirados por esse fato, analisamos um modelo em que os fônons as-
sumem o papel de mediadores da interação entre elétrons de condução e
mágnons num fio magnético. No modelo em questão, tomamos JK = 0, des-
prezando o acoplamento Kondo entre elétrons de condução e spins localiza-
dos. Em contrapartida, introduzimos um termo de interação entre mágnons
e fônons ópticos através da dependência da constante de troca na separa-
ção interatômica. Integramos os graus de liberdade dos fônons para obter
um modelo efetivo em baixas energias contendo um termo de espalhamento
elétron-mágnon. Por fim, calculamos perturbativamente o efeito desse termo
sobre a resistividade do sistema. Encontramos que o processo é ativado numa
escala de energia definida pelo mágnon de momento kF .
4.1 Acoplamento elétron-fônon
Queremos incluir no modelo a vibração dos íons da rede em torno de suas
posições de equilíbrio. Para isso, considere que cada íon move-se como um os-
cilador harmônico independente devido ao potencial criado por seus vizinhos.
Esse sistema é descrito pelo modelo de Einstein
Hph =
∑
j
(
P 2j
2M
+
1
2
MΩ2Q2j
)
, (4.1)
onde Ω é a freqüência da oscilação, M é a masssa do íon e Qj e Pj são,
respectivamente, a coordenada e o momento do íon no sítio j, com
[Qi, Pj] = iδij. (4.2)
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Definimos o operador de aniquilação
bj =
√
MΩ
2
(
Qj + i
Pj
MΩ
)
, (4.3)
que destrói um fônon óptico (não dispersivo) de freqüência Ω no sítio j.
Podemos definir também o operador de aniquilação no espaço de momento
bq por
bj =
1√
N
∑
q
eiqjabq. (4.4)
Tanto bj como bq satisfazem relações de comutação bosônicas como as das
Eqs. (2.47) e (2.48). O Hamiltoniano (4.1) pode ser escrito na forma
Hph = Ω
∑
q
(
b†qbq +
1
2
)
, (4.5)
ou ainda
Hph =
∑
q
[
PqP−q
2M
+
MΩ2
2
QqQ−q
]
, (4.6)
onde definimos
Qq =
1√
N
∑
i
e−iqxiQi =
bq + b
†
−q√
2MΩ
, (4.7)
P−q =
1√
N
∑
i
e−iqxiPi = i
√
MΩ
2
(
b−q − b†q
)
. (4.8)
Os íons de uma rede cristalina criam um potencial periódico que age
sobre os elétrons itinerantes. Por isso, as vibrações da rede afetam a dinâ-
mica eletrônica através da chamada interação elétron-fônon [5]. Considere o
potencial unidimensional que atua sobre um elétron no sítio i
V (xi) =
∑
j
V (xi −Xj) , (4.9)
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onde Xj = ja + Qj é a posição do íon. Para pequenas vibrações, podemos
tratar a Eq. (4.9) como uma expansão em Qj. O termo de ordem zero dá
origem à teoria de bandas eletrônicas [54]. O termo de primeira ordem nas
oscilações é da forma
V (1) (xi) =
∑
j
Qj∇V (xi − ja) , (4.10)
ou em segunda quantização
V =
∑
iσ
∑
j
Qjc
†
iσciσ 〈i |∇V (x− ja)| i〉 . (4.11)
Uma simplificação extra é tomar a interação apenas entre o elétron e o íon
no mesmo sítio, adotando
〈i |∇V (x− ja)| i〉 = gδij, (4.12)
onde g é uma constante de acoplamento. Isso dá origem ao acoplamento
Holstein [74] da coordenada do íon com a densidade eletrônica
He−ph = g
∑
jσ
c†jσcjσQj. (4.13)
Em termos dos operadores de criação e aniquilação, temos
He−ph =
g˜√
N
∑
kqσ
c†k+q,σckσ
(
bq + b
†
−q
)
, (4.14)
onde g˜ = g/√2MΩ. O Hamiltoniano na forma (4.14) mostra que os processos
lineares da interação elétron-fônon são absorção de um fônon de momento q
e emissão de um fônon de momento −q. Em ambos os casos, o elétron que
entra com momento k é espalhado com momento k+q. Na troca de momento
entre elétron e rede, o momento total é conservado.
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4.2 Interação mágnon-fônon
A magnitude da interação de troca entre spins localizados depende da sobre-
posição de orbitais situados em sítios vizinhos e por isso é uma função da
separação entre os íons. Essa dependência dá origem ao termo de interação
mágnon-fônon [75]. Considere o modelo de Heisenberg ferromagnético
HS = −
∑
j
JjSj · Sj+1, (4.15)
onde Jj = J (|Xj+1 −Xj|) > 0. Para pequenos deslocamentos Qj = Xj − ja
a partir do equilíbrio, podemos expandir
Jj ≈ JH +Υ(Qj+1 −Qj) , (4.16)
onde Υ = [dJ/du]Qj=0. O termo de ordem zero nos deslocamentos dá ori-
gem ao Hamiltoniano de Heisenberg da Eq. (2.1). O termo Υ acopla os
deslocamentos dos íons aos spins localizados
Hmag−ph = −Υ
∑
j
(Qj+1 −Qj)Sj · Sj+1. (4.17)
No limite contínuo (comprimentos de onda longos), podemos aproximar
Qj+1 −Qj ≈ a∂Q
∂x
, (4.18)
Sj · Sj+1 ≈ S2c
{
1− a
2
2
[
(∂xθ)
2
+ sin
2
θ (∂xφ)
2
]}
, (4.19)
onde θ e φ são os ângulos polares usados no capítulo 2 para descrever a
configuração de equilíbrio dos spins. Quantizando os modos magnéticos como
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anteriormente e omitindo os termos contantes, escrevemos
Hmag−ph =
ΥS2ca
2
2
∫
dx
∂Q
∂x
[
(∂xξ)
2 + V (x) ξ2 + (∂xζ)
2 + V (x) ζ2
]
, (4.20)
onde ξ e ζ são as flutuações magnéticas definidas nas Eqs. (2.38) e (2.39) e
V (x) = 0 para magnetização uniforme ou V (x) = 2δ cos 2θ0 (x) (Eq. (2.53))
para a parede de domínio de Bloch.
Para reescrever Hmag−ph no espaço de momentos, usamos a expansão
Q (x) =
1√
2MΩ
∑
q
eiqx√
N
(
bq + b
†
−q
)
. (4.21)
Do mesmo modo, as flutuações magnéticas podem ser decompostas de acordo
com as Eqs. (2.56) e (2.57)
ξ (x) =
√
a
2Sc
∑
p
ϕp (x)
(
ap + a
†
−p
)
, (4.22)
ζ (x) = −i
√
a
2Sc
∑
p
ϕp (x)
(
ap − a†−p
)
, (4.23)
onde lembramos que ϕp (x) são as funções de onda ortonormais dos mágnons
(ondas planas no caso de magnetização uniforme). Com isso, obtemos
Hmag−ph = i
ΥSca
3
√
2MΩN
∑
pq
pq (p+ q) a†p+qap
(
bq + b
†
−q
)
. (4.24)
O termo Hmag−ph descreve os processos de absorção e emissão de um fônon
por um mágnon. Observe que, como o número de mágnons é conservado, o
espalhamento mágnon-fônon conserva tanto spin quanto momento.
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4.3 Interação efetiva elétron-mágnon
Estamos interessados no modelo
H = Hel +Hmag +Hph +Hel−ph +Hmag−ph. (4.25)
Os três primeiros descrevem a dinâmica livre de elétrons, mágnons e fônons,
respectivamente, e são dados por
Hel =
∑
kσ
k c
†
kσckσ, (4.26)
Hmag =
∑
p
ωp a
†
pap, (4.27)
Hph =
∑
q
Ω b†qbq. (4.28)
Os dois últimos termos da Eq. (4.25) referem-se às interações dos fônons
com os elétrons e com os mágnons, que escrevemos como
He−ph =
g√
N
∑
kqσ
c†k+q,σckσQq, (4.29)
Hmag−ph = i
ΥSca
3
√
N
∑
pq
pq (p+ q) a†p+qapQq. (4.30)
No limite de acoplamento fraco e frequência Ω alta, podemos eliminar
os graus de liberdade dos fônons e ficar com uma teoria efetiva que inclui
interação elétron-mágnon mediada pelos fônons. Isso é feito naturalmente
através do formalismo de integrais de caminho de Feynman. Consideramos
a função de partição
Z =
∫
DcDc∗DaDa∗DQe−S0[c,c∗]−S0[a,a∗]−S0[Q]−Sint , (4.31)
onde S0 [c, c∗] e S0 [a, a∗] são as ações livres para elétrons e mágnons, respec-
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tivamente, com a integração tomada sobre os estados coerentes (fermiônicos
ou bosônicos, conforme o caso) e S0 [Q] é a ação livre para fônons, dada em
tempo imaginário por
S0 [Q] =
∑
q
∫ β
0
dτ
[
M
2
∂τQq (τ) ∂τQ−q (τ) +
MΩ2
2
Qq (τ)Q−q (τ)
]
. (4.32)
A interação entre os subsistemas é descrita pela parte interagente
Sint =
∑
q
∫ β
0
dτ A−q (τ)Qq (τ) , (4.33)
onde definimos
A−q (τ) = g
∑
kσ
c∗k+q,σ (τ) ckσ (τ) +
iΥSca
3
√
N
∑
p
qp (p+ q) a∗p+q (τ) ap (τ) .
(4.34)
Notamos que Sint é linear em Qq, o que significa que pode ser absorvida na
ação quadrática S0 [Q] por uma translação conveniente do campo Qq. Para
isso, usamos a transformada de Fourier dos campos
Qq (τ) = T
∑
n
Qqne
−iωnτ , (4.35)
Aq (τ) = T
∑
n
Aqne
−iωnτ , (4.36)
onde ωn = 2npi/β são frequências de Matsubara bosônicas e
Aqn = g
∑
kσ
T
∑
j
c∗k+q,jck,j+n +
ΥSca
3
√
N
∑
p
T
∑
m
qp (p+ q) a∗p+q,map,m+n,
(4.37)
com ωj = (2j + 1) pi/β e ωm = 2mpi/β frequências fermiônicas e bosônicas,
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respectivamente. Desse modo, obtemos
S0 [Q] + Sint =
∑
q
T
∑
n
{
M
2
(
ω2n + Ω
2
) [
Qqn +
Aqn
M (ω2n + Ω
2)
]
×
×
[
Q−q,−n +
A−q,−n
M (ω2n + Ω
2)
]
− AqnA−q,−n
2M (ω2n + Ω
2)
}
. (4.38)
Podemos então transladar a integração em Qq, definindo
Q˜qn = Qqn +
Aqn
M (ω2n + Ω
2)
, (4.39)
e integrar os fônons para obter a ação efetiva
δS = −
∑
q
T
∑
n
A (q, ωn)A (−q,−ωn)
2M (ω2n + Ω
2)
. (4.40)
A ação δS é uma perturbação à ação livre de elétrons e mágnons. Pode-
mos distinguir três termos na expansão da Eq. (4.40). O termo de ordem g2
representa a interação elétron-elétron mediada por fônons, que se torna atra-
tiva no limite ω → 0 e é responsável pela instabilidade supercondutora em
dimensões superiores. Em 1D, onde não existe ordem de longo alcance ver-
dadeira para interações de curto alcance e simetria contínua (no caso, U(1)),
vamos assumir que essa interação é irrelevante e apenas renormaliza algu-
mas quantidades. De fato, o problema de elétrons interagindo com fônons
de momento pequeno pode ser diagonalizado exatamente na representação
bosônica; verifica-se nesse caso que a interação elétron-fônon apenas modifica
a dispersão para excitações mistas carga-fônon com energia da ordem de Ω
[76]. O efeito de fônons de momento 2kF , por outro lado, foi tratado por Voit
e Schulz na Ref. [77], onde se mostrou que no limite de acoplamento fraco o
único efeito é a renormalização dos parâmetros do líquido de Luttinger. Já o
termo de ordem Υ2 representa uma interação entre mágnons. Como aqui o
interesse maior é no transporte eletrônico, vamos desprezar esse termo como
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correções de ordem superior no propagador do mágnon. Queremos nos con-
centrar no termo de ordem Υg, que é justamente a interação elétron-mágnon
mediada por fônons e é dado por
δSel−mag = −iΥScga
3
2MN
∑
kpqσ
T 3
∑
jmn
pq (p+ q)
ω2n + Ω
2
× c∗k−q,j,σck,j−n,σa∗p+q,map,m+n. (4.41)
Desprezando o efeito de interação retardada, aproximamos para o limite es-
tático ωn ≈ 0 (ωn  Ω) e reescrevemos
δSel−mag = − iΥScga
3
2MΩ2N
∫ β
0
dτ
∑
kpqσ
pq (p+ q)
× c∗k−q,σ (τ) ck,σ (τ) a∗p+q (τ) ap (τ) . (4.42)
Voltando para o formalismo Hamiltoniano, essa ação corresponde ao operador
V = −i λ
L
∑
kpqσ
pq (p+ q) a4c†k−q,σck,σa
†
p+qap, (4.43)
onde
λ =
ΥScg
2MΩ2
. (4.44)
O processo elementar de espalhamento descrito por V é ilustrado na figura
4.1.
4.4 Cálculo perturbativo da resistividade
Vamos tratar o termo V na Eq. (4.43) como uma perturbação e calcular
o efeito sobre a resistividade do sistema usando a fórmula de Mori da Eq.
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k
q
k−q p+q
p
Figura 4.1: Espalhamento entre elétron (linha contínua) e mágnon (linha
tracejada) mediado por fônon óptico (linha ondulada).
(2.88). Usando a Eq. (4.43), obtemos
J˙ = −i [J, V ] = λe
mL
∑
kpqσ
W (p, q) c†k−q,σckσa
†
p+qap, (4.45)
onde W (p, q) = pq2 (p+ q) a4 é a amplitude de espalhamento. Vamos calcu-
lar a função de correlação a temperatura finita da Eq. (2.89). Temos
〈
Tτ J˙ (τ) J˙ (0)
〉
=
(
λe
mL
)2∑
kpqσ
|W (p, q)|2
×
〈
Tτc
†
k−q,σ (τ) ckσ (τ) c
†
kσ (0) ck−q,σ (0)
〉
×
〈
Tτa
†
p+q (τ) ap (τ) a
†
p (0) ap+q (0)
〉
. (4.46)
Os valores esperados podem ser decompostos como produtos de funções de
Green na forma〈
Tτ J˙ (τ) J˙ (0)
〉
= 2
(
λe
mL
)2∑
kpq
|W (p, q)|2 ×
×Gk (τ)Gk−q (−τ)Dp (τ)Dp+q (−τ) , (4.47)
onde Gk (τ) =
〈
Tτc
†
kσ (τ) ckσ (0)
〉
e Dp (τ) =
〈
Tτc
†
kσ (τ) ckσ (0)
〉
são as fun-
ções de Green térmicas de elétrons e mágnons, respectivamente. Em resposta
linear, isso equivale a calcular o diagrama da figura 4.2. Passando para o es-
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p+
q p
k−
q k
Figura 4.2: Diagrama para cálculo de resposta linear.
paço de freqüências e integrando sobre o tempo imaginário, obtemos
〈〈
J˙ ; J˙
〉〉
iωl
= − 2
L3
(
λe
m
)2∑
kpq
|W (p, q)|2 ×
× T 3
∑
jmn
GkjGk−q,j−n−lDpmDp+q,m+n, (4.48)
com
Gkj = 1
iωj − k , (4.49)
Dpm = 1
iωn − ωp . (4.50)
Em seguida, efetuamos as somas sobre as freqüências de Matsubara usando
as relações (2.100) e (2.101). Obtemos
〈〈
J˙ ; J˙
〉〉
iωl
= − 2
L3
(
λe
m
)2∑
kpq
|W (p, q)|2
k − k−q − ωp+q + ωp + iωl
× [nF (k)− nF (k−q)] [nB (ωp)− nB (ωp+q)]
× [nB (ωp+q − ωp)− nB (k − k−q)] . (4.51)
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Para obter a correlação retardada, fazemos iωl → ω + iη, com η → 0+. A
parte imaginária fica
Im
〈〈
J˙ ; J˙
〉〉
ω+iη
=
2pi
L3
(
λe
m
)2∑
kpq
|W (p, q)|2
× [nF (k)− nF (k−q)] [nB (ωp)− nB (ωp+q)]
× [nB (ωp+q − ωp)− nB (k − k−q)]
× δ (k − k−q − ωp+q + ωp + ω) . (4.52)
No limite ω → 0, temos da Eq. (2.88)
ρ =
2pi
L3
(
λ
ne
)2∑
kpq
|W (p, q)|2 [nF (k)− nF (k−q)]
× [nB (ωp)− nB (ωp+q)]
[
∂nB
∂ω
]
ωp+q−ωp
× δ (k − k−q − ωp+q + ωp) . (4.53)
Em baixas energias (T  TF ), a diferença entre as ocupações nF (k) −
nF (k−q) restringe os estados eletrônicos àqueles situados sobre a superfície
de Fermi
nF (k)− nF (k−q) ≈ (k−q − k) δ (k − F )
=
m
kF
(k−q − k) [δ (k − kF ) + δ (k + kF )] (4.54)
e com isso
ρ =
2pim
kFL3
(
λe
m
)2∑
kpq
|W (p, q)|2 [δ (k − kF ) + δ (k + kF )]
×
[
−∂nB
∂ω
]
ωp
(ωp − ωp+q)2
[
−∂nB
∂ω
]
ωp−ωp+q
× δ (k − k−q − ωp+q + ωp) . (4.55)
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A última função delta de Dirac na Eq. (4.55) expressa a conservação de
energia no espalhamento e permite determinar o momento p¯ (k, q)
k − k−q = ωp+q − ωp ⇒ p¯ = µ
m
[
k − q
2
(
1 +
m
µ
)]
, (4.56)
onde usamos que k = k2/2m e ωp = p2/2µ, com µ−1 ≡ 2JHSca2. Podemos
então definir
W (k, q) = q2
[ µ
m
(
k − q
2
)
− q
2
] [ µ
m
(
k − q
2
)
+
q
2
]
a4, (4.57)
tal que W (k, q) =W (−k,−q). Usando ainda que
δ (k − k−q − ωp+q + ωp) = µ|q|δ (p− p¯) , (4.58)
temos
ρ =
mµ
4pi2kF
(
λ
ne
)2 ∫
dkdq
|W (k, q)|
|q|
2 [
−∂nB
∂ω
]
ωp¯
× (ωp¯ − ωp¯+q)2
[
−∂nB
∂ω
]
ωp¯−ωp¯+q
[δ (k − kF ) + δ (k + kF )] . (4.59)
Integrando sobre k, podemos escrever
ρ =
mµ
2pi2kF
(
λ
ne
)2 ∫ +∞
0
dq
|W (q)|
q
2
×
[
−∂nB
∂ω
]
ωp¯
(ωp¯ − ωp¯+q)2
[
−∂nB
∂ω
]
ωp¯−ωp¯+q
, (4.60)
onde agora W (q) =W (kF , q) e p¯ = µm
[
kF − q2
(
1 + m
µ
)]
.
Em baixas temperaturas, a função (−∂nB/∂ω) decai rapidamente com ω.
Por isso, o integrando da Eq. (4.60) só é finito quando
ωp¯ − ωp¯+q ≈ 0⇒ q (q − 2kF ) ≈ 0. (4.61)
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Notamos porém que a amplitude de espalhamento é nula para q = 0. Logo,
para T  ω (kF ) podemos aproximar o integrando na vizinhança de q = 2kF
e p¯ = −kF . Definimos a variável de integração
z ≡ ωp¯ − ωp¯+q ≈ kF
m
(q − 2kF ) (4.62)
e a Eq. (4.60) se reduz a
ρ ≈ m
2µ
2pi2k2F
(
λ
ne
)2 |W (2kF )|
2kF
2 [
−∂nB
∂ω
]
ω(kF )
∫ +∞
−∞
dz z2
[
−∂nB
∂z
]
. (4.63)
A integral em z pode ser calculada facilmente∫ +∞
−∞
dz z2
[
−∂nB
∂z
]
= 4β−2
∫ +∞
0
dx
x
ex − 1 =
2pi2
3
β−2. (4.64)
Substituindo λ dado pela Eq. (4.44), |W (2kF )| = 4 (kFa)4 e n = 2kF/pi,
obtemos
ρ =
pi
e2
1
a
(
ΥScga
2
Ω2
)2
pimµ (kFa)
12M2
5 T
F
exp
[
−ω (kF )
T
]
. (4.65)
Finalmente, a resistência δR = Lρ é dada por
δR =
pi
e2
L
a
(
ΥScga
2
Ω2
)2
pimµ (kFa)
12M2
5 T
F
exp
[
−ω (kF )
T
]
. (4.66)
Podemos ainda expressar esse resultado como correção à condutância do fio.
No caso unidimensional, há apenas dois canais de propagação para o elétron
(dois canais de spin) e a condutância é
G0 =
2e2
h
⇒ R0 = h
2e2
, (4.67)
ou R0 = pi/e2 no sistema natural em que ~ = 1. Somando a correção δR
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Figura 4.3: Espalhamento indireto entre um elétron de momento kF e um
mágnon de momento −kF . O mágnon é repelido pela região com maior
densidade de íons e maior JH .
devida ao espalhamento elétron-mágnon mediado por fônons, obtemos a cor-
reção equivalente na condutância na forma G = G0 + δG com
δG = −2e
2
h
L
a
(
ΥScga
2
~2Ω2
)2
pimµ (kFa)
6M2
5kBT
F
exp
[
−~ω (kF )
kBT
]
. (4.68)
Há alguns comentários a fazer sobre o resultado da Eq. (4.68). Primeiro,
notamos que a correção δG é extensiva e portanto cresce com o tamanho
do fio magnético. Segundo, como este é um cálculo perturbativo, o resul-
tado é válido no limite de acoplamento fraco (|Υ|Sca) (ga)  ~Ω, o que é
compatível com a hipótese de fônons ópticos de frequência alta. Por último,
a dependência de δG com a temperatura é típica de um processo com gap
de energia igual a ~ω (kF ) = JHSc (kFa)2. Essa é a energia necessária para
criar um mágnon de momento p = −kF , que colide um elétron de momento
k = kF situado na superfície de Fermi. O elétron é então espalhado para trás,
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com uma transferência de momento q = 2kF . Uma interpretação física dessa
interação é ilustrada na figura 4.3. Ao interagir com a rede, o elétron emite
o fônon de momento 2kF , que provoca a aproximação dos íons. Na região
de maior densidade de íons, a sobreposição dos orbitais atômicos é maior e
o acoplamento de troca JH aumenta (para Υ < 0). Conseqüentemente, a
energia dos mágnons é maior nessa região e o gradiente de JH atua como um
potencial que repele os mágnons incidentes.
Em geral, JH  ~Ω e o espalhamento elétron-mágnon é ativado em tem-
peraturas bem mais baixas do que o espalhamento linear nos fônons. No
caso de haver um gap no espectro de mágnons, o resultado da Eq. (4.68)
ainda é válido se usarmos ~ω (kF ) = ∆ + JHSc (kFa)2. Notamos, porém,
que esse processo é mascarado se existe um acoplamento de troca entre elé-
trons e spins localizados (interação Kondo JK 6= 0), porque este implica
em um espalhamento linear nos mágnons que é ativado na escala de energia
ω0 = ω (2JKS/vF ), que é tipicamente mais baixa.
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Capítulo 5
Impureza e interação spin-órbita
O termo de interação spin-órbita surge da expansão da equação de Dirac
em torno do limite não relativístico. Apesar de sua origem relativística, esse
termo é relevante para vários cálculos de bandas em Estado Sólido. Recente-
mente, a interação spin-órbita tem suscitado grande interesse devido ao forte
acoplamento observado em heteroestruturas  nome genérico dado às estru-
turas formadas pela justaposição de semicondutores com gaps e potenciais
químicos distintos. O tipo mais simples de heteroestrutura é a heterojunção,
que consiste na interface entre duas camadas de semicondutores. Para que
as camadas entrem em equilíbrio, ocorre uma transferência de elétrons da
região com energia de Fermi mais alta para aquela com energia mais baixa.
O acúmulo de cargas opostas nos dois lados da junção cria um campo elétrico
intrínseco que curva as bandas e confina elétrons da banda de condução à
interface, formando um gás de elétrons bidimensional [19]. O mesmo campo
elétrico originado da assimetria da junção é responsável pelo forte acopla-
mento spin-órbita, que nesse contexto é chamado de acoplamento Rashba
[47].
Neste capítulo investigamos alguns efeitos da interação spin-órbita nas
propriedades de transporte eletrônico num sistema unidimensional. A carac-
terística mais marcante da interação spin-órbita é a separação horizontal
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das bandas de spin na ausência de campos magnéticos. A direção de pola-
rização do spin nessas bandas é perpendicular à direção de movimento do
elétron. As bandas são degeneradas na vizinhança de k = 0, mas a aplicação
de um campo magnético externo levanta essa degenerescência e abre um gap
de energia nessa região. É nesse cenário que analisamos o espalhamento dos
elétrons por uma impureza não magnética. Em campo magnético nulo, não
há surpresas: a impureza espalha elétrons apenas entre estados da mesma
banda (mesmo spin) com transferência de momento 2kF . Para B 6= 0, as
bandas deixam de ter direção de polarização de spin bem definida e surge
a possibilidade de espalhamento com inversão de spin. Mostramos que, se
o nível de Fermi é ajustado de forma a coincidir com a região do gap em
k = 0, esse último mecanismo de espalhamento pode dominar e fazer com
que a resistência do sistema seja controlada pelo campo magnético.
5.1 Esquema de bandas com interação spin-órbita
O Hamiltoniano de um elétron que se move no plano xy sujeito à interação
spin-órbita é
H0 =
1
2m
(
p2x + p
2
y
)
+
e
2m2c2
(~σ × p) · E+ V (x) , (5.1)
onde m é a massa efetiva do elétron, c é a velocidade da luz, E é o campo
elétrico externo ou intrínseco e o potencial V (x) representa uma barreira que
confina o movimento do elétron à direção y, a fim de atingir o regime unidi-
mensional (fio quântico). Em heteroestruturas, o campo elétrico resultante
da assimetria entre o potencial químico das camadas é normal à superfície
da interface. Substituindo E = Ezˆ, obtemos
H0 =
1
2m
(
p2x + p
2
y
)
+ α (σxpy − σypx) + V (x) , (5.2)
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onde α = eE/2m2c2 é o parâmetro de acoplamento Rashba. Costuma-se
descrever V (x) como o potencial de um oscilador harmônico
V (x) =
1
2
mω20x
2. (5.3)
Para fios quânticos suficientemente estreitos, podemos desprezar o termo de
acoplamento do spin com o momento transversal Hmix = −ασypx. Nesse
caso, os autoestados de H possuem spin polarizado na direção x e energia
nσ (ky) = (n+ 1/2)ω0 + k
2
y/2m + σαky, com σ = ±. Para fios de largura
finita, o termo Hmix pode ser tratado perturbativamente. Seu efeito é acoplar
subbandas de n diferentes e desviar ligeiramente a direção de quantização do
spin do eixo x [78]. O efeito de mistura das subbandas será pequeno se a
separação entre elas for suficientemente grande. Estima-se que isso acontece
para largura de confinamento w  1/mα ∼ 150 nm para os parâmetros do
InAs α = 2, 2 × 10−11 eVm e m = 0, 023m0, onde m0 é a massa do elétron
livre [48]. Para densidades baixas (F  ω0), apenas a subbanda mais baixa
é ocupada e podemos desprezar as subbandas superiores. Definindo py ≡ p,
podemos escrever
H ≈ p
2
2m
+ ασxp, (5.4)
a menos da constante ω0/2. As autofunções de H são da forma ψσ (y) =
L−1/2eiky χσ, com os spinores correspondentes aos estados de spin na direção
±x
χ→ =
1√
2
(
1
1
)
; χ← =
1√
2
(
1
−1
)
, (5.5)
onde → representa spin polarizado em +x (σ = +) e ← representa spin
polarizado em −x (σ = −).
É interessante analisar o efeito de um campo magnético B aplicado na
direção z. Consideramos o Hamiltoniano
H0 =
p2
2m
+ ασxp−Bσz = (p+mασx)
2
2m
−Bσz − mα
2
2
, (5.6)
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onde absorvemos em B o fator (g/2)µB = ge/4mc correspondente ao mo-
mento magnético do elétron (g é o fator de Landé dependente do material).
Para B 6= 0, os spinores dos autoestados passam a depender do momento
χ+ (k) =
(
cos θ(k)
2
− sin θ(k)
2
)
, χ− (p) =
(
sin θ(k)
2
cos θ(k)
2
)
, (5.7)
onde o ângulo θ (k) é dado por
θ (k) = tan−1
αk
B
. (5.8)
Observe que θ (−k) = −θ (k). As energias dos autoestados são
± (k) =
k2
2m
±
√
(αk)2 +B2. (5.9)
A figura 5.1 mostra a dispersão das bandas de spin na presença de aco-
plamento Rashba forte e campo magnético perpendicular. Para B = 0, o
efeito do acoplamento Rashba é separar as duas bandas de spin, deslocando
o fundo da banda de k = 0 para k = ±mα, como evidencia o Hamiltoniano
(5.6). As duas bandas possuem direção de polarização do spin bem definida:
−x para a banda da direita e +x para a banda da esquerda. Assim, para es-
tados completamente preenchidos até o nível de Fermi, há mais elétrons com
spin +x (−x) se movendo para a esquerda (direita) do que para a direita
(esquerda). Isso cria uma corrente de spin persistente 〈Js〉 = 〈J→ − J←〉 6= 0
mesmo para campo B = 0. A diferença na precessão de spin entre elétrons
polarizados em +x e −x na superfície de Fermi é também a base do tran-
sistor de spin proposto por Datta e Das [49]. No entanto, ao contrário da
polarização induzida por um campo externo (efeito Zeeman), o estado funda-
mental do sistema tem magnetização nula porque o acoplamento spin-órbita
preserva a simetria de inversão temporal, de modo que σ (k) = −σ (−k).
Quando o campo externo B é ligado, o termo em σz mistura os auto-
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Figura 5.1: Bandas com acoplamento Rashba forte e campo magnético ex-
terno B = 0 (linha tracejada) ou B 6= 0 (linha contínua).
estados de spin χ→ e χ← na região em que eles são degenerados. Por isso,
as bandas se repelem e aparece um gap em torno de k = 0. As duas novas
bandas são rotuladas pelo número quântico λ = ± e as dispersões são dadas
pela Eq. (5.9). A direção de polarização deixa de ser bem definida e depende
do momento k segundo a Eq. (5.7). A banda inferior λ = − é aproximada-
mente polarizada na direção −x para k > 0 e k  B/α e na direção +x para
k < 0 e |k|  B/α. O oposto vale para a banda superior λ = +. Na região
|k|  B/α, o campo magnético aplicado supera o acoplamento spin-órbita e
os spins são polarizados na direção ±z.
5.2 Potencial de uma impureza
Queremos investigar como o acoplamento spin-órbita modifica o espalha-
mento dos elétrons de condução por uma impureza não magnética. Discuti-
remos também o efeito de interações eletrônicas em uma dimensão. Para isso,
reescrevemos o Hamiltoniano (5.6) em linguagem de segunda quantização
H0 =
∑
k,λ=±
λ (k) c
†
kλckλ, (5.10)
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onde as dispersões λ (k) são dadas pela Eq. (5.9) e os operadores de aniqui-
lação ckλ são escritos em termos dos operadores ck↑,↓ (relativos à direção z)
como
ck+ = cos
θ (k)
2
ck↑ − sin θ (k)
2
ck↓, (5.11)
ck− = sin
θ (k)
2
ck↑ + cos
θ (k)
2
ck↓. (5.12)
O potencial de uma impureza localizada é representado por um potencial
V (x), que em termos dos autoestados |kλ〉 de H0 fica
V =
∑
kpλµ
〈kλ |V | pµ〉 c†kλcpµ. (5.13)
O elemento de matriz que aparece na Eq. (5.13) é
〈kλ |V | pµ〉 =
∑
σ
∫
dx 〈kλ|xσ〉V (x) 〈xσ|pµ〉
=
∫
dx V (x)
ei(p−k)x
L
〈kλ|pµ〉
=
Vk−p
N
χ†λ (k)χµ (p) , (5.14)
onde usamos que
V (x) =
1
N
∑
k
Vk e
ikx. (5.15)
Para B = 0, χ†λ (k)χµ (p) = δλµ e a impureza não magnética não pode
espalhar elétrons entre estados de spins diferentes. Entretanto, um campo
B 6= 0 introduz uma mistura entre esses estados e nesse caso temos (usando
a Eq. (5.7))
χ†λ (k)χµ (p) = δλµ cos
[
θ (k)− θ (p)
2
]
− λδλ,−µ sin
[
θ (k)− θ (p)
2
]
. (5.16)
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Substituindo na Eq. (5.13), obtemos
V =
∑
kpλ
Vk−p
N
cos
[
θ (k)− θ (p)
2
]
c†kλcpλ
−
∑
kpλ
λ
Vk−p
N
sin
[
θ (k)− θ (p)
2
]
c†kλcp,−λ. (5.17)
Há dois termos de espalhamento associados à impureza. O primeiro deles
espalha somente entre estados da mesma banda e o segundo, apenas entre
estados de bandas diferentes. A existência dos dois termos está intimamente
ligada ao fato de que os spinores χλ dependem do momento e, em geral,
θ (k) 6= θ (p) se k 6= p. Essa é uma particularidade do acoplamento spin-
órbita.
Tomamos a seguir o limite de baixas energias e consideramos apenas
os estados eletrônicos em torno da superfície de Fermi (kλ ≈ F na figura
5.1). Para valores realistas de campo magnético aplicado, B  αkF , onde
kF =
pi
2
n é o momento de Fermi quando α = 0. Por isso, vamos expandir V
até primeira ordem em B. Da Eq. (5.8), temos
θ (k) ≈ sgn (k) pi
2
− B
αk
(5.18)
e então
cos
[
θk − θp
2
]
≈ 1 + sgn (kp)
2
+
sgn (k)− sgn (p)
2
B
2α
(
1
k
− 1
p
)
,(5.19)
sin
[
θk − θp
2
]
≈ sgn (k)− sgn (p)
2
− 1 + sgn (kp)
2
B
2α
(
1
k
− 1
p
)
.(5.20)
Os termos de espalhamento em ordem zero de B são
V ≈
∑
kpλ
Vk−p
N
1 + sgn (kp)
2
c†kλcpλ
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−
∑
kpλ
λ
Vk−p
N
sgn (k)− sgn (p)
2
c†kλcp,−λ. (5.21)
É fácil verificar que a Eq. (5.21) recupera o limite B = 0 em que só há
espalhamento sem inversão de spin. O primeiro termo da Eq. (5.21) diz
que só é possível espalhar entre estados da mesma banda se k e p tiverem o
mesmo sinal. Por sua vez, o segundo termo só permite espalhamento entre
bandas diferentes para momentos com sinais opostos. Considere por exemplo
a energia de Fermi F > 0 como mostrada na figura 5.1. Nesse caso os
momentos em pontos opostos da superfície de Fermi para uma mesma banda
sempre têm sinal oposto. Conseqüentemente, o espalhamento descrito pelo
primeiro termo não pode acontecer. O único espalhamento possível é de k =
± (kF +mα) para k = ∓ (kF −mα), com ∆k = 2kF e aproximadamente sem
inversão do spin (embora seja entre bandas de λ diferentes). Se diminuímos
F até que F < 0, apenas a banda mais baixa (λ = −) fica ocupada e surgem
quatro pontos de Fermi na mesma banda, dois com k > 0 e dois com k < 0.
Nesse caso é possível espalhar somente pelo processo do primeiro termo, mas
mesmo assim o espalhamento ocorre sem inversão do spin.
Os termos de primeira ordem em B são
V f1 =
B
2α
∑
kpλ
Vk−p
N
sgn (k)− sgn (p)
2
(
1
k
− 1
p
)
c†kλcpλ, (5.22)
V f2 = −
B
2α
∑
kpλ
λVk−p
N
1 + sgn (kp)
2
(
1
k
− 1
p
)
c†kλcp,−λ. (5.23)
O termo V f1 espalha entre estados da mesma banda e com momentos de sinais
opostos. Analisando a figura 5.1, verificamos que esse é um legítimo termo de
inversão de spin, pois espalha elétrons de k = kF ±mα para k = −kF ∓mα e
vice-versa. A transferência de momento correspondente é ∆k = 2 (kF ±mα).
Já o termo V f2 espalha entre estados de bandas diferentes com momentos de
mesmo sinal, o que também é um processo com inversão de spin. A figura
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Figura 5.2: Espalhamento na superfície de Fermi devido a uma impureza não
magnética a partir de k = kF+mα. O processo usual (∆k = 2kF ) é de ordem
zero no campo magnético B. Os processos com spin flip (∆k = 2kF +2mα
e ∆k = 2mα) são de primeira ordem em B.
5.2 mostra os espalhamentos possíveis a partir de k = kF +mα classificados
segundo a ordem de B.
Podemos linearizar a dispersão em torno da superfície de Fermi na figura
5.1 e construir um modelo bosônico efetivo que inclui interações eletrônicas.
Devido à simetria das bandas, a velocidade de Fermi vF é a mesma para
todos os pontos. Às flutuações de densidade de elétrons de número quântico
λ = ± associamos um campo bosônico φλ (x) tal que ρλ (x) = n2+ 1√pi∂xφλ (x).
Evitando índices de spin, definimos as combinações simétrica e anti-simétrica
dos campos
φS,A =
φ+ ± φ−√
2
. (5.24)
Em termos de φS,A e dos campos conjugados θS,A, o primeiro termo da Eq.
(5.21) e o termo V f1 da Eq. (5.22) são da forma
V ∼ V2kF sin
[√
2piθA (0)
]
sin
[√
2piφS (0)
]
, (5.25)
V f1 ∼
B V2(kF±mα)
α (kF ±mα) cos
[√
2piφA (0)
]
cos
[√
2piφS (0)
]
. (5.26)
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Note que o termo de espalhamento usual V depende de θA e não de φA.
À primeira vista, esse fato parece estar em desacordo com o problema de
Kane-Fisher sobre uma impureza não magnética num líquido de Luttinger
[21]. Na verdade, isso acontece porque as bandas não tem spin bem definido.
Se aproximarmos para o limite B → 0, podemos identificar θA com o campo
φs associado à densidade de spin polarizado no eixo x. Basta notar que os
operadores de aniquilação dos bósons são tais que
dq,r=+,λ=+ ≈ dq+← , dq,r=−,λ=+ ≈ dq−→ , (5.27)
dq,r=+,λ=− ≈ dq+→ , dq,r=−,λ=− ≈ dq−← . (5.28)
Desse modo, θA pode ser decomposto como
θA (x) = i
∑
r,λ,q>0
λ
2
√
Lq
e−αq/2dqrλeirqx +H.c.
≈ −i
∑
r,σ,q>0
rσ
e−αq/2
2
√
Lq
dqrσe
irqx +H.c. = φs (x) . (5.29)
Além disso, reconhecemos que φS (x) = φc (x) (campo associado à densidade
de carga). Portanto, no limite B → 0, recuperamos o termo de Kane-Fisher
usual. Se incluirmos interações entre as densidades de spin polarizadas no
eixo x, a dimensão do operador V na Eq. (5.25) será D = (Kc + Ks)/2.
Já o termo V f é análogo ao termo de espalhamento com spin-flip em
uma parede de domínio que encontramos no capítulo 3. Sua dimensão é
D = (Kc +K
−1
s ) /2 (obtida trocando φA → θs). Esses termos geram re-
sistividades que dependem como leis de potência da temperatura, mas os
expoentes ν = 2D − 2 são diferentes nos dois casos se Ks 6= 1. Pela regra
de Mathiessen, a resistividade total é soma das duas resistividades. Em ge-
ral, deve-se esperar que a diferença nos expoentes seja pequena (Ks ≈ 1)
e que o espalhamento usual de uma impureza não magnética domine sobre
o espalhamento com spin flip, já que a amplitude deste é menor por um
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fator de ordem B/αkF  1. Na próxima seção discutiremos um caso em que
é possível suprimir o espalhamento usual em baixas temperaturas, fazendo
com que o espalhamento com inversão de spin se torne o mais relevante.
5.3 Promoção do espalhamento com inversão
de spin
Uma possibilidade interessante que ainda não analisamos diz respeito ao
que acontece com o espalhamento pela impureza quando o nível de Fermi
cai exatamente sobre o gap aberto pelo campo magnético B ( = 0 na figura
5.2). Obviamente, esse é um caso que depende de ajuste fino do acoplamento
Rashba e da densidade eletrônica. A relação a ser satisfeita é
mα2
2
=
k2F
2m
⇒ α = vF . (5.30)
A viabilidade desse caso em termos dos parâmetros experimentais será dis-
cutida no final da seção. Por ora, notamos que a presença do gap ∆ = 2B
em k = 0 suprime o mecanismo dominante descrito por V na Eq. (5.21)
porque não há estados na superfície de Fermi para onde espalhar elétrons a
partir de k = ± (kF +mα) ≡ ±2kF . Em decorrência disso, o espalhamento
com inversão de spin descrito pela Eq. (5.22) deve dominar em temperaturas
muito menores do que B.
Vamos calcular perturbativamente a resistência devido a cada um dos ter-
mos e comparar as dependências com a temperatura e com o campo magné-
tico aplicado. Considere primeiro o espalhamento de estados com k ≈ ±2kF
para k ≈ 0. Observe que a amplitude desse espalhamento deve ser de ordem
zero em B (porque sobrevive no limite B → 0), mas o espalhamento para
B 6= 0 ocorre entre estados com spin polarizado em ±x (em k ≈ ±2kF ) para
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estados polarizados em ±z (em k ≈ 0). Para p ≈ 0, temos da Eq. (5.8)
θ (p) ≈ αp
B
. (5.31)
Por isso, retornamos à Eq. (5.17) para calcular a resistência devido a esse
processo. Temos que
J˙ =
ea
mL
∑
kpλ
Vk−p (k − p) cos
[
θ (k)− θ (p)
2
]
c†kλcpλ
− ea
mL
∑
kpλ
λVk−p (k − p) sin
[
θ (k)− θ (p)
2
]
c†kλcp,−λ. (5.32)
Usando a fórmula de Mori (2.88), obtemos a expressão da resistividade para
freqüência ω → 0
ρ =
pia2
(ne)2
1
L3
∑
kpλ
|Vk−p|2 (k − p)2
[
−∂nF
∂
]
kλ
×
{
cos2
[
θ (k)− θ (p)
2
]
δ (kλ − pλ)
+ sin2
[
θ (k)− θ (p)
2
]
δ (kλ − p,−λ)
}
. (5.33)
Podemos tomar k ≈ ±2kF (λ = −) e p ≈ 0, incluindo o fator de 2 pelo termo
em que trocamos k → p. Nesse caso, segue da Eq. (5.18) que θ (k)  θ (p)
e cos2 (θk/2) ≈ sin2 (θk/2) ≈ 1/2. Obtemos
ρ ≈ a
2
4pi (ne)2
1
L
∫
dk
∫
dp |Vk|2 k2
[
−∂nF
∂
]
k−
× [δ (k− − p−) + δ (k− − p+)] . (5.34)
Usamos a função delta de Dirac para eliminar a integração em k. Como
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k  B/α, aproximamos a dispersão (5.9)
k− ≈ k
2
2m
− α |k| . (5.35)
Além disso, em baixas energias (T  B) podemos adotar a aproximação
quadrática
p± ≈ ±
(
B +
p2
2m∗
)
, (5.36)
onde m∗ é a massa efetiva da banda, definida por
1
m∗
=
1
m
+
α2
B
, (5.37)
de modo que m∗ ≈ B/α2  m para B  mα2. A conservação de energia
fornece então
k− = p± ⇒ k ≈ ±2mα = ±2kF , (5.38)
δ (k− − p±) = m
kF
[δ (k − 2kF ) + δ (k + 2kF )] . (5.39)
Integrando sobre k, ficamos com
ρ ≈ 4ma
2kF
piL (ne)2
|V2kF |2
∫
dp
[
−∂nF
∂
]
p+
. (5.40)
Usando a aproximação de baixas energias −∂nF/∂ ≈ βe−β||, temos
ρ ≈ 4ma
2kF
piL (ne)2
|V2kF |2 βe−βB
∫ +∞
0
dp e−βp
2/2m∗ ,
=
4ma2kF
piL (ne)2
|V2kF |2
√
piβm∗
2
e−βB. (5.41)
Portanto, a resistência devido ao espalhamento para p ≈ 0 fica
R1 =
h
e2
|V2kF |2
( ma
pi~2n
)2√pigµBB
kBT
exp
(
−gµBB
2kBT
)
. (5.42)
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A resistência devido ao espalhamento com inversão de spin da Eq. (5.22)
também pode ser calculada usando a fórmula de Mori. O cálculo é imediato
e fornece
R2 =
h
e2
∣∣V2k∗F ∣∣2 ( mapi~2n)2
(
gµBB
4αkF
)2
. (5.43)
As Eqs. (5.42) e (5.43) confirmam o que havíamos antecipado sobre os dois
mecanismos de espalhamento. Por causa do gap em k = 0, o espalhamento
usual decai exponencialmente com a redução da temperatura ou com o au-
mento do campo magnético. Em compensação, à medida que se aumenta
o campo magnético, o espalhamento com inversão de spin cresce com B2.
Em temperaturas muito baixas devemos ser capazes de observar o crosso-
ver entre dois regimes aumentando o campo magnético (figura 5.3). Quando
B = 0, o espalhamento é dominado por V2kF . Quando aplicamos um campo
B 6= 0, o gap começa a suprimir o espalhamento de V2kF e a resistência
cai (magnetorresistência negativa). Para B  T , a contribuição R1 decai
exponencialmente até ser superada por R2 (espalhamento de V2k∗F ). Nesse
ponto, a resistência começa a crescer novamente (magnetorresistência posi-
tiva). Portanto, deve existir um mínimo de resistência total RT = R1 + R2
para o campo B0 (T  B0  αkF ) dado pela equação
dRT
dB
= 0⇒ x
2
+
(√
piA
2x
−
√
2piA3x
)
e−Ax = 0, (5.44)
onde definimos x = gµBB/2αkF  1 e A = αkF/kBT  1 e aproximamos
V2kF ≈ V2k∗F . Para T = 1 K, kF = 2 × 10−6 cm e m = 0, 036m0 (valores
extraídos da Ref. [48]), temos A ≈ 980. A solução numérica da Eq. (5.44)
fornece x0 ≈ 0, 014 e daí gµBB0 ≈ 1, 2 meV. Para g = 13 (Ref. [79]),
encontramos B0 ≈ 3, 2 T. A resistência mínima RminT é dada por
RminT
R0T
≈ 3× 10−5, (5.45)
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Figura 5.3: Resistência associada ao espalhamento por impureza em função
do campo magnético aplicado quando F = mα2/2 acima do fundo da banda
(ou F = 0 na figura 5.1). R1 é a contribuição do espalhamento usual e R2 é
a contribuição do espalhamento com inversão de spin.
onde
R0T =
2h
e2
|V2kF |2
( ma
pi~2n
)2 (5.46)
é a resistência associada ao espalhamento pela impureza a campo B = 0.
Isso mostra que o campo magnético pode suprimir quase completamente a
resistência associada ao espalhamento pela impureza não magnética. Consi-
derando a condutância finita do fio quântico, podemos calcular a magnetor-
resistência
∆R
R
=
(h/e2 +RminT )− (h/2e2 +R0T )
h/e2 +RminT
≈ 1
2
− 1
2
(
ma |V2kF |
~2kF
)2
. (5.47)
Observe que para |V2kF | → 0 a magnetorresistência é, na verdade, positiva
porque a abertura do gap quando B 6= 0 reduz o número de canais de pro-
pagação dos elétrons e, conseqüentemente, aumenta a resistência de contato
de (2e2/h)−1 para (e2/h)−1. A situação é revertida se o espalhamento pela
impureza é muito grande (R0T  h/e2). Nesse caso, a condutância a B = 0 é
praticamente nula e o efeito do campo magnético é praticamente remover
a impureza e restaurar o platô de condutância em e2/h.
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A resistência R2 na Eq. (5.43) é independente da temperatura, mas
passa a depender de T como uma lei de potência se incluirmos efeitos de
interação eletrônica. Para T  B, podemos ignorar a presença da banda
λ = + e linearizar a banda λ = − em torno de k = ±k∗F . O procedimento é
equivalente à bosonização do modelo de férmions sem spin, com a diferença de
que, no nosso caso, os elétrons com k ≈ +k∗F (ramo R) têm aproximadamente
spin polarizado em −x (←) e os elétrons com k ≈ −k∗F (ramo L) têm spin
polarizado em +x (→). Definimos os campos φR← e φL→ nos ramos direito
e esquerdo, respectivamente, e a partir deles os campos duais
φ =
φL→ − φR←√
2
, θ =
φL→ + φR←√
2
, (5.48)
tais que [φ (x) , ∂x′θ (x′)] = iδ (x− x′). Em termos dos campos bosônicos, o
potencial V f1 da impureza fica
V f1 ∼ cos
[√
4piφ (0)
]
.
Assim, a resistência R2 é alterada por um fator ∼ (T/TF )2K−2, onde K é o
parâmetro de interação do líquido de Luttinger
K =
√
2pivF + g4 − g2
2pivF + g4 + g2
. (5.49)
Para interações repulsivas, K < 1 e R2 cresce quando T → 0. Por isso,
a amplitude |V2kF | que aparece na Eq. (5.47) deve ser renormalizada no
caso interagente para uma amplitude efetiva ∼ |V2kF | (T/TF )K−1. Como
resultado, a magnetorresistência líquida pode ser negativa e bastante grande.
Finalmente, devemos considerar a possibilidade de observar o efeito de
espalhamento com inversão de spin dentro dos parâmetros experimentais. A
grande dificuldade é o ajuste do nível de Fermi de maneira que se tenha
α = vF . Um valor típico de α é α = 0, 22 eVÅ⇒ α/~ ≈ 3, 3×104 m/s. Para
os compostos semicondutores usados atualmente, α/vF < 0, 2 [52], que está
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abaixo do que precisamos. Mesmo assim, talvez seja possível atingir α = vF
amplificando o acoplamento Rashba (com potenciais mais assimétricos, por
exemplo) ou diminuindo a densidade eletrônica (menor vF ). Nesse mesmo
sentido, o resultado da Ref. [52] mostra que α deve aumentar com a dimi-
nuição da densidade devido a efeitos de interação eletrônica. O ajuste fino
de α = vF (necessariamente com erro menor do que o gap (g/2)µBB) pode
ser conseguido controlando a densidade e o parâmetro α independentemente
por meio dos campos elétricos aplicados sobre o fio quântico [48].
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Capítulo 6
Conclusões
Neste trabalho, estudamos propriedades de transporte de elétrons unidimen-
sionais acoplados a uma rede de spins localizados ou na presença de interação
spin-órbita.
No problema de mágnons sobre uma parede de domínio, mostramos como
quantizar as flutuações magnéticas sobre uma configuração de equilíbrio não
homogênea usando uma representação angular semiclássica para os spins lo-
calizados. Mostramos que no caso da parede de Bloch, cuja largura é fixada
pela anisotropia, aparece um gap no espectro de mágnons que é tanto maior
quanto mais estreita a parede. Esse gap suprime o espalhamento inelástico
no limite de paredes estreitas e dá sustentação à aproximação de magneti-
zação estática no cálculo do transporte eletrônico através de uma parede de
domínio.
O estudo do espalhamento de elétrons interagentes em paredes de domínio
magnético revelou que as interações repulsivas podem amplificar a magnetor-
resistência da parede de domínio. O comportamento isolante é previsto tanto
pela análise de grupo de renormalização quanto pelos cálculos de resposta li-
near a freqüência e temperatura finitas. Esse resultado aponta os sistemas
unidimensionais como candidatos a exibirem uma magnetorresistência ex-
pressiva. Além disso, coloca as paredes de domínio magnético na mesma
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categoria das impurezas (magnéticas ou não) como fontes de espalhamento
singular de um líquido de Luttinger.
O espalhamento entre elétrons e mágnons mediado por fônons virtuais que
propusemos é ativado em temperaturas menores do que o espalhamento por
fônons. A observação experimental desse mecanismo depende de se encon-
trar um material com forte acoplamento elétron-fônon (possivelmente com
uma fase supercondutora em baixas temperaturas) e forte dependência do
acoplamento de troca com a separação entre os íons, mas sem acoplamento
direto entre os elétrons de condução e a rede magnética.
Num sistema unidimensional com interação spin-órbita e campo magné-
tico perpendicular, a direção de polarização das bandas de spin é dependente
do momento. Analisamos um caso especial de espalhamento dos elétrons por
uma impureza não magnética que depende do ajuste fino entre o acoplamento
Rashba e a velocidade de Fermi. Vimos que nesse caso é possível suprimir
o espalhamento usual e controlar a resistência do fio quântico aplicando um
campo magnético. A magnetorresistência prevista pode ser bastante grande
no caso de elétrons interagentes, pois as interações repulsivas reforçam o
espalhamento pela impureza em baixas temperaturas.
Apêndice A
Autofunções dos mágnons na
parede de Bloch
Queremos encontrar as autofunções da equação diferencial
(−∂2x + V (x))ϕ(x) = wϕ(x), (A.1)
onde
V (x) =
1
λ2
[
tanh2
(x
λ
)
− sech2
(x
λ
)]
=
2
λ2
tanh2
(x
λ
)
− 1
λ2
.
Seguimos a referência [59]. Tomando z = x/λ, obtemos
(−∂2z + v tanh2 z)ϕ(z) = ϕ(z),
onde v = 2 e  = 1 + λ2w. Fazemos
ϕ (z) = e−azsechbzF (z) , (A.2)
com a e b tais que
a2 + b2 = −+ v,
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2ab = 0,
e ficamos com
F ′′ − 2 [a+ b tanh z]F ′ + [v − b (b+ 1)] sech2zF = 0.
Passando para a variável u = (1 + tanh z) /2, obtemos
u (1− u) d
2F
du2
+ [a+ b+ 1− 2 (b+ 1)u] dF
du
+ [v − b (b+ 1)]F = 0, (A.3)
que é a equação diferencial da função hipergeométrica
F = F
(
b+
1
2
−
√
v +
1
4
, b+
1
2
+
√
v +
1
4
|a+ b+ 1|u
)
,
F (a, b |c| z) = 1 + ab
c
z +
a (a+ 1) b (b+ 1)
2!c (c+ 1)
z2 + · · · .
Vamos encontrar os possíveis estados ligados ( < v). Tomamos
a = 0,
b =
√
v − .
A autofunção ϕ (z) será de quadrado integrável se a série de F for finita, o
que acontece se
bn +
1
2
−
√
v +
1
4
= −n,
onde n = 0, 1, 2, . . ., mas tal que bn > 0. Com v = 2,
bn = 1− n
e só há um estado ligado: n = 0, b = 1, F (0, 3 |2|u) = 1. A autofunção
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normalizada é então
ϕ0 (x) =
1√
2λ
sechx
λ
. (A.4)
Vejamos agora os autoestados de espalhamento ( > v). Nesse caso, es-
colhemos
a =
√
v −  ≡ −iκ, (A.5)
b = 0. (A.6)
Então
ϕ (z) = eiκzF
(
1
2
−
√
v +
1
4
,
1
2
+
√
v +
1
4
|1− iκ|u
)
.
Com v = 2,
ϕ (z) = eiκzF (−1, 2 |1− iκ|u) = eiκz
{
1− 2
1− iκu
}
=
κ+ i tanh z
κ+ i
eiκz.
Definindo k = κ/λ, obtemos
ϕk (x) = N 1 + i tanh (x/λ) /kλ
1 + i/kλ
eikx√
L
. (A.7)
O fator de normalização N deve ser tal que
δkp = N 2
∫
dxϕ∗k (x)ϕp (x)
= N 2
 1 +
1
(kλ)2(
1− i
kλ
) (
1 + i
pλ
) 1
L
∫
dx ei(p−k)x +O
(
λ
L
) .
Então, no limite L→∞, (1/L) ∫ dx ei(p−k)x = δ (k − p)
N = 1,
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ϕk (x) =
1 + i tanh (x/λ) /kλ
1 + i/kλ
eikx√
L
. (A.8)
Os autovalores correspondentes são, segundo a Eq. (A.5)
w =
− 1
λ2
=
v + κ2 − 1
λ2
=
1
λ2
+ k2. (A.9)
Os k's permitidos são determinados pela condição de contorno
ϕk (−L/2) = ϕk (L/2) ,
1− i/kλ
1 + i/kλ
= eikL,
kn =
2npi
L
− 1
L
tan−1
(
2knλ
k2nλ
2 − 1
)
. (A.10)
Apêndice B
Conservação de momento na
parede de Bloch
No caso da cadeia de spins com anisotropia finita, espera-se que o momento
dos mágnons não seja conservado porque o potencial V (x) quebra a invariân-
cia translacional e as autofunções não são ondas planas. Entretanto, vamos
mostrar que, no limite L → ∞, Mpq ∝ δpq. Usando as autofunções (2.63),
temos
Mpq =
1
1 + i/pλ
{
δpq +
1
L
i
pλ
∫
dx ei(p−q)x tanh (x/λ)
}
. (B.1)
Calculamos a integral I ≡ ∫ +R−R dx eikx tanh (x/λ) usando o contorno da figura
B.1. A integral sobre C3 é∫
C3
dz eikz tanh
z
λ
=
∫ −R
+R
dx e−pikλeikx
eipi+x/λ − e−ipi−x/λ
eipi+x/λ + e−ipi−x/λ
= −e−pikλI.
Sobre C2 e C4, ∫
C2
dz eikz tanh
z
λ
→ ie
ikR
k
(
1− e−pikλ) ,
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Figura B.1: Contorno de integração.
∫
C4
dz eikz tanh
z
λ
→ ie
−ikR
k
(
1− e−pikλ) .
O pólo em z = ipiλ/2 tem resíduo
Res (ipiλ/2) = λe−pikλ/2.
Então∮
dz eikz tanh
z
λ
=
(
1− e−pikλ) I + 2icos kR
k
(
1− e−pikλ) = 2piiλe−pikλ/2,
I = ipiλcschpikλ
2
− 2icos kR
k
.
Substituindo em (B.1), obtemos
Mpq =
1
1 + i/pλ
{
δpq +
1
pL
[
cos (p− q)L/2
(p− q)λ/2 − picsch
pi (p− q)λ
2
]}
. (B.2)
A expressão acima é convergente para p→ q
Mqq =
1
1 + i/qλ
.
Note que (B.2) se reduz a δpq no limite pλ  1, em que o comprimento de
onda do mágnon é muito menor do que a escala de variação do potencial, e
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Figura B.2: Fator de não conservação de momento |Mpq| 2 (p 6= q) para p =
1/λ e dois valores de L/λ. A linha pontilhada indica o valor máximo da
função no limite termodinâmico.
vai a zero no limit q → 0.
Lembramos que p > 1/λ e daí 1/2 < |Mqq| 2 < 1. Para p 6= q, a expressão
|Mpq| 2 = 1
1 + (pλ) 2
[
cos (p− q)L/2
(p− q)L/2 −
piλ
L
cschpi (p− q)λ
2
]2
(B.3)
apresenta um máximo global na vizinhança de |p− q| ∼ 1/L). Vamos calcu-
lar a posição desse pico. No limite λ  L a condição de máximo conduz à
equação
u sinu+ cosu = 1,
onde u ≡ (p− q)L/2. A solução numérica que procuramos é u ≈ 2, 33.
Portanto, o pico ocorre para |p− q| ≈ 4, 66/L. O valor de |Mpq|2 nesse ponto
é ∣∣Mmaxpq ∣∣ 2 ≈ 0, 525 [1 + (pλ) 2]−1 ≤ 0, 262. Além disso, a figura B.2 mostra
que |Mpq| 2 é apreciável apenas para |p− q| . 10/L. No limite λ/L → 0,
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pode-se aproximar a Eq. (B.3) nessa região e obter
|Mpq| 2 ≈ 1
1 + (pλ) 2
[
1− cos (p− q)L/2
(p− q)L/2
]2
=
16pi
1 + (pλ) 2
sin 2 (p− q)L
L
[
1
piL
sin 2 (p− q)L
(p− q) 2
]
→ 16pi
1 + (pλ) 2
sin 2 (p− q)L
L
δ (p− q) ,
que se anula. Portanto, no limite termodinâmico L → ∞, a conservação de
momento é recuperada
|Mpq| 2 = δpq
1 + 1/ (pλ)2
. (B.4)
Esse fato é, porém, uma peculiaridade do potencial (2.53), que tem coeficiente
de transmissão igual a 1, como se pode verificar pelas autofunções da Eq.
(2.63). Um mágnon incidente em x→ −∞ com função de onda
ϕp (x) ≈ 1− i/pλ
1 + i/pλ
eipx√
L
é espalhado para a frente (x→ +∞) com função de onda
ϕp (x) ≈ e
ipx
√
L
,
diferindo apenas por uma fase da onda incidente. Para p→ 0, a diferença de
fase é exatamente pi. As duas funções de onda são autoestados de momento,
daí a conservação revelada na Eq. (B.4).
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