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CURVATURE MEASURES OF PSEUDO-RIEMANNIAN
MANIFOLDS
ANDREAS BERNIG, DMITRY FAIFMAN, AND GIL SOLANES
Abstract. TheWeyl principle is extended from the Riemannian to the pseudo-
Riemannian setting, and subsequently to manifolds equipped with generic
symmetric (0, 2)-tensors. More precisely, we construct a family of generalized
curvature measures attached to such manifolds, extending the Riemannian
Lipschitz-Killing curvature measures introduced by Federer. We then show
that they behave naturally under isometric immersions, in particular they do
not depend on the ambient signature. Consequently, we extend Theorema
Egregium to surfaces equipped with a generic metric of changing signature,
and more generally, establish the existence as distributions of intrinsically de-
fined Lipschitz-Killing curvatures for such manifolds of arbitrary dimension.
This includes in particular the scalar curvature and the Chern-Gauss-Bonnet
integrand. Finally, we deduce a Chern-Gauss-Bonnet theorem for pseudo-
Riemannian manifolds with generic boundary.
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1. Introduction
1.1. The Weyl principle in the Riemannian case. The Steiner formula from
1840 [55] states that the volume of an r-tube around a compact convex body in
Euclidean space is a polynomial in r. The (suitably normalized) coefficients are
called intrinsic volumes. Their importance in convex and integral geometry stems
from Hadwiger’s theorem which characterizes the intrinsic volumes as the only (up
to linear combinations) rigid motion invariant and continuous valuations on the
space of compact convex bodies.
Hermann Weyl proved in 1939 a version of Steiner’s tube formula for compact
submanifolds in Euclidean space [60]. In this case, the volume of the r-tube is
still a polynomial for small enough r. The so-called Weyl principle is the striking
insight that the intrinsic volumes are expressible in terms of the inner (Riemann-
ian) metric of the submanifold. More precisely, they can be written as integrals
of certain polynomials in the curvature tensor called Lipschitz-Killing curvatures.
Intrinsic volumes are among the most fundamental Riemannian invariants, and
include the Riemannian volume, the total scalar curvature, and the Euler charac-
teristic. Allendoerfer-Weil [12] used Weyl’s principle to give an extrinsic proof of
the Chern-Gauss-Bonnet theorem; an intrinsic proof was later given by Chern [24].
Later, Federer unified Steiner’s and Weyl’s results by introducing intrinsic vol-
umes for compact sets of positive reach, which include convex bodies and subman-
ifolds of Euclidean space. Moreover, he showed that intrinsic volumes admit local
versions, called curvature measures, which apply to regions of compact sets [31].
Using Nash’s embedding theorem, it follows from Weyl’s principle that one can
associate to each Riemannian manifold (M, g) a canonical family of curvature mea-
sures ΛMk known as the Lipschitz-Killing curvature measures, which behave natu-
rally under isometric immersions. More precisely, if (M, g)# (N, h) is an isometric
immersion, then ΛNk |M = ΛMk . Moreover, this property characterizes the Lipschitz-
Killing curvature measures (up to linear combinations).
We mention some more recent developments related to Weyl’s principle. Alesker
has developed a far-reaching theory of smooth valuations on manifolds [2, 3, 4, 5,
8, 11], which includes intrinsic volumes as fundamental examples. A prominent
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result in this theory is the existence of a natural product of such valuations. The
space spanned by the intrinsic volumes is closed under Alesker’s product of smooth
valuations, and is called the Lipschitz-Killing algebra of M . Any isometric immer-
sion of Riemannian manifolds induces an algebra morphism of the corresponding
Lipschitz-Killing algebras. Stated otherwise, there is a functor from the category
of Riemannian manifolds and isometric immersions to the category of algebras.
Based on the observation from [19] that curvature measures form a module over
the algebra of smooth valuations, and using Cartan’s calculus, Fu-Wannerer [33]
construct a module of Riemannian curvature measures over the Lipschitz-Killing
algebra. They show that the structure constants in the module product are inde-
pendent of the Riemannian metric. This allows a surprising transfer of Crofton-style
integral-geometric formulas from easy Riemannian manifolds (e.g. round spheres)
to more complicated ones (e.g. complex space forms).
Let us complete this introduction on Weyl’s principle by some applications and
further developments. Donnelly [28] has shown that the intrinsic volumes of com-
pact Riemannian manifolds are invariants of the spectrum of the Laplacian acting
on differential forms. This shows that they are not only intrinsic invariants, but
spectral invariants.
In [19] the local kinematic formulas for isometry invariant curvature measures
on complex space forms were determined, compare also [18, 20]. Tube formulas are
special cases, with applications to Chern classes of complex analytic submanifolds
in complex space forms [19, Section 3], [37]. The Fu-Wannerer transfer principle
above may be used to simplify the determination of the kinematic formulas [33].
Some conjectures on the behaviour of Lipschitz-Killing curvatures under Gromov-
Hausdorff convergence with potential applications to the theory of Alexandrov
spaces with curvature bounded from below are contained in the recent paper [7]. Let
us also mention [29], where analogues of the Lipschitz-Killing curvature measures
that are natural under embeddings have been constructed for contact manifolds.
In this work we address the natural problem of extending the Weyl principle to
the pseudo-Riemannian setting.
1.2. Overview of the main results. By a pseudo-Riemannian manifold we un-
derstand a pair (M, g), where M is a smooth manifold and g ∈ Γ∞(M, Sym2 T ∗M)
a field of quadratic forms which is everywhere non-degenerate. We will often write
Mp,q to denote a pseudo-Riemannian manifold of signature (p, q). The Lipschitz-
Killing curvatures of a pseudo-Riemannian manifold are easily defined by analogy
with the Riemannian case, but the extension to submanifolds presents fundamental
difficulties.
To date, only flat pseudo-Riemannian space has been considered from this per-
spective, where a Hadwiger-type classification and some Crofton-type formulas have
been obtained [10, 17, 30].
Although a version of Nash’s embedding theorem in the pseudo-Riemannian
case is available (see Theorem 2.1), a direct approach via tube formulas as in the
Riemannian/Euclidean case is too restrictive (but compare [62]). The reason is that
without some rather strong assumptions, the tubes will not be compact. On the
other hand, a natural substitute for the intrinsic volumes is provided by the isometry
invariant generalized valuations on pseudo-Euclidean spaces from the recent work
[17]. A local version of them - isometry invariant generalized curvature measures
on pseudo-Euclidean spaces - will be constructed in this paper.
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Our main result is that these generalized curvature measures can be extended to
pseudo-Riemannian manifolds and that they behave naturally with respect to iso-
metric immersions (of arbitrary signatures). We show furthermore that those cur-
vature measures naturally extend to generic symmetric (0, 2)-tensor fields g whose
signature need not be constant.
Such metrics have been studied by a few authors [1, 41, 44, 45, 46, 48, 56], and
appear quite naturally in certain settings. For instance, every compact hypersurface
in Minkowski space Rn,1 must be of changing signature. A very general construc-
tion, with ties to affine differential geometry, optimization, Ka¨hler manifolds and
mirror symmetry, is that of Hessian-type metrics [40, 58].
More broadly, symmetric (0, 2)-tensors without signature constraints appear in
various settings, e.g. as the Ricci curvature tensor of a torsion-free affine connection
preserving a volume form [43], such as a symplectic connection. In physics, signa-
ture changing metrics are in the heart of the no boundary proposal of Hartle and
Hawking [39], and more generally appear in cosmology [50] and quantum gravity
[61], as well as in optical metamaterials [52].
At the same time, mathematical results in the changing signature setting are of
quite limited scope, often exclusive to two dimensions, and imposing a long list of
restrictions on the metric; results such as Gauss-Bonnet theorem are only applicable
under further, non-generic restrictions.
Our approach through valuation theory allows us to work in general dimension,
with one simple generic restriction on the metric, as follows.
Definition 1.1. A metric of changing signature g on a smooth manifold X is LC
(light-cone)-regular if 0 is a regular value of g ∈ C∞(TX \ 0).
For some examples of LC-regular metrics, see section 4.
Let us first state some corollaries of our results to metrics of changing signature.
The first is Gauss’ Theorema Egregium for LC-regular manifolds. For simplicity,
let us state it for a surface embedded in the four-dimensional standard flat space
R2,2 = (R4, Q = x21 + x
2
2 − x23 − x24).
There is a natural complex-valued distribution (generalized measure) on the
associated oriented projectivization S3Q = P+(R
2,2), denoted λ0 ∈ M−∞(S3Q,C),
which is O(2, 2)-invariant. Identifying S3Q with the Euclidean sphere S
3,
λ0 = − 1
2π2
(
Q(x)−2 + πiδ′0(Q(x))
)
volS3 .
One can show that Reλ0, Imλ0 span the space of such invariant distributions.
Theorem A (Theorema Egregium). Let e : (X2, g) →֒ R2,2 be an isometric em-
bedding of an LC-regular surface. Let NX ⊂ R2,2 × S3Q be the normal bundle,
π : NX → X and ν : NX → S3Q the natural projections.
Define the Gaussian curvature distribution by κX0 = π∗(ν
∗λ0) ∈ M−∞(X).
Then κX0 depends only on (X, g), and restricts to
i
q
2πKdA at the open subset of
signature (2− q, q), where K is the sectional curvature and dA the area element.
A similar statement holds in arbitrary dimensions and ambient signature. The
LC-regularity condition guarantees that κX0 is well-defined. If a local isometric
embedding as a hypersurface is available, κX0 can be defined as (twice) the pull-
back by the Gauss map of λ0 ∈M−∞(P+(Rp,q),C)O(p,q), as in the classical setting.
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The next result generalizes TheoremA, asserting the extendability of the Lipschitz-
Killing curvatures to LC-regular manifolds as follows.
Consider the category LCMet, whose objects are LC-regular manifolds without
boundary, and morphisms are open isometric inclusions; and the category GMsr
of pairs (X,µ), where X is a manifold without boundary and µ ∈ M−∞(X,C) a
complex-valued distribution, and whose morphisms are open inclusions j : (X,µ) →֒
(Y, ν) such that j∗ν = µ. In the language of Atiyah-Bott-Patodi [13], a distribution-
valued invariant of LC-regular metrics is any covariant functor Ω : LCMet →
GMsr, such that Ω(X, g) = (X,ΩX,g).
Theorem B (Lipschitz-Killing curvatures of LC-regular manifolds). There exist
for all k ≥ 0 natural distribution-valued k-homogeneous invariants κk : LCMet→
GMsr such that, whenever g is non-degenerate of signature (p, q),
κX,gk = i
q · LKk · volg,
where LKk is the classical k-th Lipschitz-Killing curvature.
In particular κX,g0 (resp. κ
X,g
dimX−2) is a multiple of the Chern-Gauss-Bonnet in-
tegrand, (resp. the scalar curvature) when (X, g) is pseudo-Riemannian. Naturally,
if X is a surface then κX,g0 coincides with the Gaussian curvature from Theorem
A. Note that on compact LC-regular manifolds, the above distributions can be
integrated to give global Lipschitz-Killing invariants.
The last corollary of our main result is a Chern-Gauss-Bonnet theorem, which ex-
tends the Chern-Avez theorem on closed pseudo-Riemannian manifolds. We present
here two notable special cases: closed manifolds of changing signature, and pseudo-
Riemannian manifolds with generic boundary.
Pseudo-Riemannian manifolds with boundary have been previously considered,
see [21, 35, 41]. Typically, non-generic restrictions are imposed on the boundary,
e.g. the metric induced on the boundary is assumed non-degenerate, or its Gaussian
curvature bounded. For instance, a generic smooth domain in Rp,q, such as the
Euclidean ball, violates both restrictions.
Theorem C (Chern-Gauss-Bonnet).
i) If (X, g) is a closed LC-regular manifold, then
χ(X) =
∫
X
κX,g0 .
ii) If (X, g) is a pseudo-Riemannian manifold with boundary, and (∂X, g) is
LC-regular, then
χ(X) =
∫
X
κX,g0 +
∫
∂X
λ∂X,g,
where λ∂X,g ∈M−∞(∂X,C) generalizes geodesic curvature (see Section 8).
Theorems A, B and C are corollaries of the Weyl principle for pseudo-Riemannian
manifolds and its extension to LC-regular manifolds, which we establish in the
paper. To state these results, let us introduce some further notation. Let ΨMet
denote the category of pseudo-Riemannian manifolds with isometric immersions.
Define GVal to be the category where the objects are pairs (M,µ), with M a
smooth manifold, and µ ∈ V−∞(M,C) (the space of generalized valuations, see
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Subsection 2.2). The morphisms e : (M,µM )→ (N,µN ) are immersions e :M # N
such that e∗µN is well-defined, and µM = e
∗µN .
Similarly, let GCrv be the category where the objects are pairs (M,Φ), with M
a smooth manifold, and Φ ∈ C−∞(M,C) (the space of generalized curvature mea-
sures, see Subsection 2.3). The morphisms e : (M,ΦM )→ (N,ΦN ) are immersions
e : M # N such that e∗ΦN is well-defined, and ΦM = e
∗ΦN . The globalization
gives rise to a functor glob : GCrv → GVal.
A generalized valuation valued invariant of pseudo-Riemannian metrics is any
covariant functor ΨMet→ GVal intertwining the forgetful functor to the category
of smooth manifolds. Generalized curvature measure valued invariants are defined
similarly.
Theorem D (Weyl principle in the pseudo-Riemannian category). There are gen-
eralized valuations (resp. curvature measures) valued invariants of pseudo-Riemannian
metrics µk : M 7→ µMk ∈ V−∞(M), resp. Λk : M 7→ ΛMk ∈ C−∞(M), such that
µk = glob ◦Λk, for all integer k ≥ 0. Any generalized valuation valued invariant µ
is given by a unique infinite linear combination µ =
∑∞
k=0 akµk +
∑∞
k=1 bkµ¯k.
Let us comment on some aspects of this theorem.
The uniqueness statement holds also for curvature measures, except the last sum
starts at k = 0, since µ0 is the real-valued Euler characteristic, while Λ0 has a non-
zero imaginary part. The proof is rather tedious though similar to the valuation
case, and is deferred to a later paper.
To recover the full array of invariants, we are forced to allow some singularities,
hence the generalized, rather than smooth, curvature measures and valuations.
These singularities pose the largest technical challenge that we have to overcome.
The functor Λk is called the k-th Lipschitz-Killing curvature measure, and µk
is called the k-th intrinsic volume. Note that both are complex-valued, which
simplifies the formulations of many statements. As Λk and µk are generalized, they
can only be applied or restricted to sets which are in general position with respect
to the null-directions of the metric. We call such sets LC(light-cone)- transversal
sets, see Definition 4.5 for a precise description.
At first glance, the pseudo-Riemannian Weyl principle seems straightforward
to anticipate, given the Riemannian picture, at least up to signs and constants.
However, a closer inspection reveals the results to be the outcome of an array
of cancellations and coincidences that is far richer than that encountered by H.
Weyl in [60]. One remarkable coincidence is the existence of a distinguished basis
of Lipschitz-Killing curvatures, that restrict independently of the signature of the
ambient metric. For another, the integral (25) computed in Section 3 that appears
out of the geometry, must have the various parameters perfectly tuned to yield the
recursive relation (26), which is at the heart of the proof of the Weyl principle.
One advantage of the language of valuation theory is that it allows easy tran-
sition between manifolds of different dimension through restriction. This suggests
a simultaneous treatment of all signatures, switching between different signatures
using isometric immersions. However, while the Riemannian Weyl principle applies
to arbitrary submanifolds, a typical submanifold in the pseudo-Riemannian setting
inherits a symmetric field of (0, 2)-tensors of non-constant signature. Thus it is
natural to expand the class of admissible tensors to metrics of changing signature.
Crucially, the LC-transversality of a submanifold turns out to coincide with the
intrinsic property of LC-regularity of the induced metric.
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Theorem E (Weyl principle for LC-regular manifolds). (X, g) is LC-regular if and
only if e(X) is LC-transversal for some (equivalently, any) isometric embedding
e : X →֒Mp,q. The restriction ΛXk := e∗ΛMk is independent of e.
Proposition 1.2 (Basic properties of Λk, µk).
i) Λk extends the Riemannian Federer curvature measures; µk extends the
intrinsic volumes.
ii) µX,gk and Λ
X,g
k depend continuously on g in the C
∞ topology.
iii) Homogeneity:
ΛX,λgk =
{ √
λ
k
ΛX,gk , λ > 0√
λ
k
Λ
X,g
k , λ < 0
µX,λgk =
{ √
λ
k
µX,gk , λ > 0√
λ
k
µX,gk , λ < 0
iv) ΛX,gdimX = i
qx volX,g, where i =
√−1 and qx is the negative index at TxX.
v) µ0(X, g) = χ.
The distribution-valued curvatures of Theorem B are simply the interior terms
of Λk. The Chern-Gauss-Bonnet Theorem C follows from the last property. For a
sharper continuity statement, see Remark 7.10.
1.3. Plan of the paper. In Section 2 we recall the theory of valuations and cur-
vature measures on manifolds, and introduce the notion of generalized curvature
measures, which is central in this work. In Section 3 we introduce a convenient
language to treat homogeneous distributions, and compute a distributional integral
that plays a key role in the proof of Theorem D. In Section 4 we study LC-regular
manifolds and LC-transversal submanifolds of pseudo-Riemannian manifolds, and
show that the two notions are equivalent. In Section 5 we construct the pseudo-
Riemannian Lipschitz-Killing curvature measures. In Section 6 we compute the
restriction of those curvature measures to pseudo-Riemannian submanifolds, es-
tablishing the existence part of Theorem D, which then combines with results of
Section 4 to prove Theorem E. In Section 7, some basic properties of the Lipschitz-
Killing curvature measures are established, and the uniqueness part of Theorem D is
proved. Finally, in Section 8 we derive a generalization of the Chern-Gauss-Bonnet
theorem from the Weyl principle.
1.4. Acknowledgements. We would like to thank Bo’az Klartag for his insightful
input on distributional integrals. This work was partially done at the University
of Toronto during D.F.’s term as Coxeter Assistant Professor, which we gratefully
acknowledge.
2. Background. Generalized valuations and curvature measures
2.1. Some terminology. Let M be a smooth manifold. We will always assume
that M is oriented and connected, although all statements can be adjusted to
the general case as well. All manifolds are without boundary, unless indicated
otherwise.
A pseudo-Riemannian metric on M is a smooth field Q of non-degenerate qua-
dratic forms. Since M is connected, the signature of these quadratic forms is
constant and will be denoted by (p, q). The simplest pseudo-Riemannian mani-
fold is Rp,q, which is Rp+q endowed with the flat metric Q = dx21 + . . . + dx
2
p −
dx2p+1 − . . .− dx2p+q . The notation Mp,q will mean that M is equipped with some
pseudo-Riemannian metric of that signature.
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We will make frequent use of the following version of Nash’s embedding theorem.
Theorem 2.1 (Pseudo-Riemannian Nash embedding theorem, [26]). Any pseudo-
Riemannian manifold Mp,q admits an isometric embedding e :M →֒ Rp′,q′ .
A generalized measure on M is an element of M−∞(M) := C∞c (M)∗, while a
generalized function is an element of C−∞(M) :=M∞c (M)∗ (where C∞c and M∞c
are the spaces of compactly supported smooth functions, resp. signed measures).
Put differently, a generalized measure is a generalized section of the line bundle
Dens(TM), where Dens(V ) is the line of Lebesgue measures on a linear space V .
On Rn, we can identify C∞c (R
n) =M∞c (Rn) using the standard Lebesgue mea-
sure, thus identifying C−∞(Rn) withM−∞(Rn). For instance, the Dirac delta may
be considered as generalized function or measure on Rn. However, on an arbitrary
manifold M there is no such natural identification, and the Dirac delta at a point
can only be defined as a generalized measured if no additional choices are made. In
fact, even on Rn homotheties act differently on generalized functions and measures.
The term distribution(al) will refer to either notion, when no confusion can arise.
More generally, a generalized k-form is an element of Ωk−∞(M) := Ω
n−k
c (M)
∗.
Note that generalized k-forms are called (n − k)-currents in geometric measure
theory and that Ωk(M) →֒ Ωk−∞(M). Using Stokes’ theorem, one can extend by
duality the exterior differential as a map d : Ωk−∞(M)→ Ωk+1−∞(M).
If X is a manifold with boundary, by Ω−∞(X) we mean the supported currents,
namely the linear functionals on Ωc(X). If X˜ ⊃ X is a manifold without boundary,
Ω−∞(X) can be identified with the elements of Ω−∞(X˜) supported in X .
The wave front set of a generalized k-form ω is a closed conical subset WF(ω) ⊂
T ∗M \ 0. If WF(ω) = ∅, then ω is a smooth form. The space of all generalized
k-forms ω with WF(ω) ⊂ Γ for some fixed closed conical set Γ ⊂ T ∗M \0 is denoted
by Ωk−∞,Γ(M). We refer to [42] for the definition and more details.
Our main results do not depend on a particular choice of topology. To get
good continuity properties for the various curvature measures that we construct,
we use the normal topology [23, 27] on Ωk−∞,Γ(M) instead of the more common
Ho¨rmander topology, as it renders the operations of pull-back and push-forward
continuous, rather than merely sequentially continuous. The compactly supported
smooth k-forms are sequentially dense in both topologies. For Γ = T ∗M \ 0, the
normal topology on Ωk−∞,Γ(M) = Ω
k
−∞(M) is the strong dual topology.
The wedge product admits a partial extension to generalized forms. More pre-
cisely, let a : T ∗M → T ∗M, (x, ξ) 7→ (x,−ξ) be the antipodal map. If Γ1∩aΓ2 = ∅,
then the wedge product extends as a jointly sequentially continuous and hypocon-
tinuous, hence separately continuous bilinear map
Ωk1−∞,Γ1(M)× Ωk2−∞,Γ2(M)→ Ωk1+k2−∞ (M).
Recall that hypocontinuity means that for every neighborhoodW of 0 in Ωk1+k2−∞ (M)
and every bounded subset B of Ωk2−∞,Γ2(M), there exists a neighborhood U of 0 in
Ωk1−∞,Γ1(M) such that the image of U × B is contained in W ; and similarly with
the roles of the factors interchanged.
Given a vector space V , its oriented projectivization is P+(V ) = (V \ {0})/R+.
More generally, a vector bundle E →M defines the fiber bundle P+(E)→M . The
cosphere bundle of M is the sphere bundle PM = P+(T
∗M). Its total space is a
(2n− 1)-dimensional manifold which carries a canonic contact structure.
CURVATURE MEASURES OF PSEUDO-RIEMANNIAN MANIFOLDS 9
A form ω ∈ Ω(PM ) is vertical if it vanishes on the contact hyperplanes. A
generalized form η ∈ Ω−∞(PM ) is vertical if 〈η, ω〉 = 0 for any vertical ω ∈ Ωc(PM ).
If e : X #M is an immersion, then
N∗X := {(e(x), [ξ]) ∈ PM : x ∈ X, de|∗x(ξ) = 0}
is called the conormal bundle of X in M . We will use the same notation for its lift
to T ∗M (with or without the zero section) when no confusion can arise. When M
has to be specified, we write N∗X = T ∗XM .
2.2. Valuations. A valuation on an n-dimensional vector space V is a finitely
additive functional µ on the space of convex bodies. Finite additivity means that
µ(K ∩ L) + µ(K ∪ L) = µ(K) + µ(L),
whenever K,L,K ∪ L are compact convex sets. Continuity of valuations is with
respect to the Hausdorff topology on the space of convex bodies. Examples of
valuations are the Euler characteristic (µ(K) = 1), the Lebesgue measure, the
intrinsic volumes or more generally arbitrary mixed volumes.
The space Val of translation invariant continuous valuations is a Banach space
on which the general group GL(V ) acts. The subspace of k-homogeneous valuations
of parity ǫ ∈ {±} is denoted by
Valǫk = {µ ∈ Val |µ(tK) = tkµ(K), t > 0, µ(−K) = ǫµ(K)}.
Alesker’s famous irreducibility theorem states that the GL(V )-modules Valǫk are
irreducible.
The dense subspace of smooth vectors for this representation of GL(V ) is denoted
by Val∞ and its elements are called smooth translation invariant valuations.
Based on his irreducibility theorem, Alesker proved that a valuation µ is smooth
if and only if there are translation invariant differential forms φ ∈ Ωn(V ), ω ∈
Ωn−1(PV ) such that
µ(K) =
∫
K
φ+
∫
nc(K)
ω. (1)
Here nc(K) is the conormal cycle of K, which is a Legendrian cycle in the cosphere
bundle PV of V .
This suggests to define the space of smooth valuations on V - without translation
invariance - to be those valuations which admit a representation as in (1) in terms
of (not necessarily translation invariant) differential forms φ, ω. This point of view
allows to go from the affine space to a smooth manifold M . Alesker has developed
a deep theory of smooth valuations on manifolds. In this theory, convex bodies
are replaced by some family of test bodies, such as the family P(M) of compact
differentiable polyhedra. A smooth valuation onM is then a functional µ : P(M)→
R defined by some forms φ ∈ Ωn(M) and ω ∈ Ωn−1(PM ), given by
µ(A) =
∫
A
φ+
∫
nc(A)
ω, (2)
where nc(A) is the conormal cycle of A ∈ P(M), which is a Legendrian cycle in the
cosphere bundle PM of M . We will also write µ = [[φ, ω]]. The space of smooth
valuations on M is denoted by V∞(M). It admits a natural filtration
V∞(M) =W∞0 (M) ⊃ W∞1 (M) ⊃ · · · ⊃ W∞dimM (M) =M∞(M), (3)
10 ANDREAS BERNIG, DMITRY FAIFMAN, AND GIL SOLANES
and the Euler-Verdier involution given by σ([[φ, ω]]) = (−1)n[[φ, a∗ω]] where a : PM →
PM is the fiberwise antipodal map.
The differential forms defining µ are not unique. By [15], one has [[φ, ω]] = 0 if
and only if Dω + π∗φ = 0, π∗ω = 0. Here π : PM → M is the projection and π∗
(resp. π∗) denotes the pull-back (resp. push-forward) of differential forms; and D
is the Rumin operator, a certain differential operator of second order associated to
contact manifolds [15, 49].
Alesker and Fu [11] (see also [8] and [32]) have introduced a product structure on
the space V∞(M) of smooth valuations on a manifold M , which is compatible with
the filtration (3). It has led to several deep applications in the integral geometry
of isotropic spaces [6, 9, 19, 53, 54, 59]. The product satisfies a version of Poincare´
duality, which gives rise to the notion of generalized valuations on a manifold.
Generalized valuations appear quite naturally in Hadwiger-type theorems for non-
compact groups such as the Lorentz group [10, 17, 29].
The space V∞c (M) of compactly supported smooth valuations onM has a natural
topology, and the space of generalized valuations on M is defined as V−∞(M) :=
V∞c (M)∗. A generalized valuation ψ can be described by two generalized forms
ζ ∈ C−∞(M), τ ∈ Ωn−∞(PM ) such that
〈ψ, [[φ, ω]]〉 = 〈ζ, φ〉 + 〈τ, ω〉,
where φ ∈ Ωnc (M), ω ∈ Ωn−1c (PM ). The form τ must be closed and vertical,
and π∗τ = dζ. Any such pair defines a generalized valuation, denoted [(ζ, τ)] ∈
V−∞(M), and this correspondence is one-to-one. There is a natural inclusion of
the (not necessarily compact) differentiable polyhedra in V−∞(M), A 7→ χA :=
[(1A, [[N
∗A]])].
By [8], [[φ, ω]] ∈ V∞(M) can be identified with the generalized valuation
[(ζ, τ)] = [(π∗ω, a
∗(Dω + π∗φ))]. (4)
Moreover, [(ζ, τ)] ∈ V−∞(M) is smooth if and only if both ζ and τ are smooth.
The wave front set of a generalized valuation ψ is the pair (WF(ζ),WF(τ)) ⊂
(T ∗M \ 0) × (T ∗PM \ 0). Given closed conical sets Λ ⊂ T ∗M \ 0,Γ ⊂ T ∗PM \ 0,
the space of generalized valuations with WF(ζ) ⊂ Λ,WF(τ) ⊂ Γ is denoted by
V−∞Λ,Γ (M). It is equipped with the normal topology, inherited from the correspond-
ing spaces of distributions. Under the additional assumption
π∗Λ ⊂ Γ, π∗π∗Γ ⊂ Γ,
the space V∞(M) is sequentially dense in V−∞Λ,Γ (M) [9]. Here
π∗Γ = {(x, τ) ∈ T ∗M \ 0 : ∃ξ ∈ PM |x, dπ|∗(x,[ξ])τ ∈ Γ}, (5)
π∗Λ = {(x, [ξ], η) ∈ T ∗PM \ 0 : ∃τ ∈ Λx, η = dπ|∗(x,[ξ])τ}. (6)
The filtration (3) can be extended to a natural filtration of V−∞(M):
V−∞(M) =W−∞0 (M) ⊃ W−∞1 (M) ⊃ · · · ⊃ W−∞dimM (M) =M−∞(M).
The Euler-Verdier involution extends to V−∞(M) by σ[(ζ, τ)] = [(ζ, (−1)na∗τ)].
2.3. Curvature measures. Let V be an n-dimensional vector space. A curvature
measure is a valuation on convex bodies with values in the space of signed measures.
Continuity (with respect to weak convergence of measures) is usually not enough
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to obtain useful results. Some other conditions like local definedness have to be
added, see for instance [51].
Smooth curvature measures can be defined by using (1) again. A translation in-
variant curvature measure Φ on V is called smooth if there are translation invariant
forms φ ∈ Ωn(V ), ω ∈ Ωn−1(PV ) such that
Φ(K,B) =
∫
K∩B
φ+
∫
nc(K)∩π−1B
ω
for all convex bodies K and all Borel subsets B ⊂ V .
Fundamental examples of smooth translation invariant curvature measures are
Federer’s curvature measures [31, 63].
Similarly to smooth valuations, smooth curvature measures can be defined on
manifolds. Let M be a smooth manifold of dimension n. A functional Φ : P(M)→
M(M) is called a smooth curvature measure if for all Borel subsets B ⊂M
Φ(A,B) =
∫
A∩B
φ+
∫
nc(A)∩π−1B
ω, A ∈ P(M).
We will also write Φ = [φ, ω]. The space of smooth curvature measures is denoted
by C(M). As observed in [54], the natural filtration on the space of (n− 1)-forms
on the sphere bundle PM →M induces a filtration
C(M) = C0(M) ⊃ C1(M) ⊃ . . . ⊃ Cn(M) =M∞(M),
where the last identification maps µ ∈M∞(M) to Φ(A,B) = µ(A ∩B).
Given a smooth function f ∈ C∞(M), we define a smooth valuation Φf by
Φf (A) :=
∫
M
fdΦ(A, ·).
In particular, if f ≡ 1, we get the globalization map
glob : C(M)→ V∞(M), Φ 7→ Φ1.
It is clearly surjective and compatible with the filtrations, namely W∞k = glob(Ck).
Next we introduce the notion of generalized curvature measure by replacing the
test bodies P(M) with V∞c (M), as in the definition of generalized valuations.
Definition 2.2. The space C−∞(M) of generalized curvature measures consists
of functionals Φ : V∞c (M) → M−∞(M) such that there exist φ ∈ Ωn−∞(M), ω ∈
Ωn−1−∞ (PM ) with
Φ([(ζ, τ)], f) = 〈φ, f · ζ〉+ 〈ω, π∗f · τ〉
for all [(ζ, τ)] ∈ V∞c (M), f ∈ C∞c (M).
Again we write Φ = [φ, ω]. Note that Φ = 0 if φ = 0 and ω = η + dη′ with η, η′
vertical.
The natural filtration on the space of generalized (n − 1)-forms on the sphere
bundle PM →M induces a filtration
C−∞(M) = C−∞0 (M) ⊃ C−∞1 (M) ⊃ · · · ⊃ C−∞n (M) =M−∞(M).
Definition 2.3. For Φ ∈ C−∞(M) and f ∈ C∞(M), we define Φf ∈ V−∞(M) by
Φf (µ) := Φ(µ, f), µ ∈ V∞c (M).
In particular, we obtain a globalization map
glob : C−∞(M)→ V−∞(M), Φ 7→ Φ1.
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and we write glob[φ, ω] = [[φ, ω]].
In terms of generalized forms,
[φ, ω]f = [(f · π∗ω, a∗(D(π∗f · ω) + π∗(fφ)))].
Here the various operations (Rumin differential, push-forward and pull-back) are
extended from smooth forms to generalized forms by duality in the usual way.
Proposition 2.4. The globalization map glob : C−∞(M)→ V−∞(M) is surjective.
Proof. It is well-known [47, eq. 6.38] that for every smooth manifold X , the inclu-
sion Ω•(X) →֒ Ω•−∞(X) induces an isomorphism on the corresponding de Rham
cohomologies of X .
Let a generalized valuation be given by a pair of generalized forms ζ ∈ C−∞(M),
τ ∈ Ωn−∞(PM ), with τ vertical and closed and π∗τ = dζ. Let [τ ] ∈ Hn(PM ) be the
cohomology class of τ . A part of the exact Gysin sequence [22, Proposition 4.13] is
Hn(M)
π∗→ Hn(PM ) π∗→ H1(M).
By our assumptions we have π∗[τ ] = [π∗τ ] = [dζ] = 0, hence there exists some
class [φ] ∈ Hn(M) with π∗[φ] = [τ ], which means τ = dω + π∗φ for some ω ∈
Ωn−1−∞ (PM ), φ ∈ Ωn−∞(M). Since τ is vertical, we have dω = τ − π∗φ = Dω.
Moreover, π∗π
∗φ = 0, hence dπ∗ω = π∗τ = dζ ⇒ π∗ω = ζ + λ for some constant
λ ∈ R.
Let (φc, ωc) be a pair of smooth forms with Dωc + π
∗φc = 0, π∗ωc = 1. Such
forms were constructed by Chern [24]. Then D(ω − λωc) + π∗(φ − λφc) = τ and
π∗(ω−λωc) = ζ, hence the generalized curvature measure [(φ−λφc, ω−λωc)] maps
under glob to the given generalized valuation. 
Fix a pair of closed cones Λ ⊂ T ∗M \ 0, Γ ⊂ T ∗PM \ 0. Define C−∞Λ,Γ (M)
as the space of curvature measures that can be represented by a pair (φ, ω) ∈
Ωn−∞,Λ(M)×Ωn−1−∞,Γ(PM ). As differential operators do not increase the wave front
set, the globalization map acts from C−∞Λ,Γ (M) to V−∞π∗Γ,−Γ∪π∗Λ(M). We topologize
C−∞Λ,Γ (M) by quotienting the normal topology on Ωn−∞,Λ(M)× Ωn−1−∞,Γ(PM ).
Next, we distinguish a subset of P(M) on which generalized curvature measures
can naturally be evaluated.
Proposition 2.5. Let Λ ⊂ T ∗M \ 0 and Γ ⊂ T ∗PM \ 0 be closed conical sets.
Assume A ∈ P(M) is a differentiable polyhedron, such that each smooth stratum Ai
of A has N∗Ai∩Λ = ∅, and each smooth stratum Zj of nc(A) satisfies N∗Zj∩Γ = ∅.
Then the evaluation map evA : C∞(M) → M(M), Φ 7→ Φ(A, •) extends to a
continuous map evA : C−∞Λ,Γ (M)→M−∞(M).
Proof. Take f ∈ C∞c (M). Then WF(f · [[A]]) ⊂ ∪iN∗Ai, and WF(π∗f · [[nc(A)]]) ⊂
∪jN∗Zj . Take Φ ∈ C−∞(M) represented by the forms (φ, ω) with wave fronts in
(Λ,Γ), respectively. Now
〈evA(Φ), f〉 := 〈φ, f · [[A]]〉 + 〈ω, π∗f · [[nc(A)]]〉
is the sought after extension. 
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2.4. Restriction of generalized curvature measures. Given an immersion
e : X # Y , it is possible to pull-back smooth valuations and curvature measures
through e. This operation is called restriction, and can be extended to generalized
valuations and curvature measures if certain conditions are satisfied. In its more
refined version, the Weyl principle states that the Riemannian Lipschitz-Killing
curvature measures are compatible with isometric immersions. The central result
is this paper is the analogous statement in the pseudo-Riemannian case.
If e : X →֒ Y is an embedding, the operation of restriction of smooth valuations
e∗ : V∞(Y ) → V∞(X) is characterized by e∗ψ(A) = ψ(e(A)). The restriction of
curvature measures is analogous: e∗Φ(A,B) = Φ(e(A), B˜) where B˜ ⊂ Y is any
Borel subset such that B˜ ∩ e(A) = B.
Let us recall the construction in [6], compare also [33]. Assume first e : X →֒
Y . Consider the natural maps q : P+(N
∗X) → X , θ : P+(N∗X) → PY , β :
˜PY ×Y X → PX , α : ˜PY ×Y X → PY . Here q is the projection, θ the fiberwise in-
clusion, ˜PY ×Y X the oriented blow-up along N∗X , β is the smooth map extending
the projection PY ×Y X \N∗X → PX , and α the composition of the blow-up map
with the natural inclusion PY ×Y X → PY . Let
φ′ = q∗θ
∗ω, ω′ = β∗α
∗ω. (7)
Then, the restrictions of the smooth curvature measure [φ, ω] and its globalization
[[φ, ω]] are given by
e∗[φ, ω] = [φ′, ω′], (8)
e∗[[φ, ω]] = [[φ′, ω′]]. (9)
Since the construction is local, it immediately extends to immersions e : X # Y .
Formula (9) can be used to extend the pull-back to a continuous map
e∗ : V−∞Λ,Γ (Y )→ V−∞(X).
provided the transversality conditions
Λ ∩ T ∗XY = ∅, Γ ∩ T ∗X×Y PY PY = ∅, Γ ∩ T ∗P∗(T∗XY )PY = ∅ (10)
are satisfied, see [6] for details.
The case of generalized curvature measures is similar and reads as follows. Note
the minor difference in the assumptions, which is due to the fact that [φ, ω] ∈
C−∞WF(φ),WF(ω), while [[φ, ω]] ∈ V−∞WF(ζ),WF(τ) with ζ, τ given by (4).
Proposition 2.6. Let e : X # Y be an immersion of manifolds. Assume it is
transversal to (∅,Γ) in the sense of (10), and Λ ⊂ T ∗Y \ 0 is arbitrary. The
restriction map e∗ : C(Y )→ C(X) then extends to a continuous map
e∗ : C−∞Λ,Γ (Y )→ C−∞(X),
given by (8). It satisfies e∗(Φf ) = (e
∗Φ)e∗f for all f ∈ C∞(Y ), in particular
glob ◦e∗ = e∗ ◦ glob.
Proof. Given Φ = [φ, ω] ∈ C−∞Λ,Γ (Y ), the generalized forms φ′ = q∗θ∗ω and ω′ =
β∗α
∗ω are well-defined by standard wave front set considerations as in [6, Claim
3.5.4]. We need to check that [φ′, ω′] = 0 if Φ = 0. By continuity one has q∗θ
∗(π∗f ·
ω) = e∗f ·φ′ and β∗α∗(π∗f ·ω) = π∗e∗f ·ω′ for f ∈ C∞(Y ). Likewise glob[φ′, ω′] =
e∗ glob[φ, ω] by [6, eq. (3.5.4)]. Hence [φ′, ω′]e∗f = e
∗([φ, ω]f ) = 0 for all smooth f ,
which implies [φ′, ω′] = 0. We may thus put e∗Φ := [φ′, ω′]. 
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Given a pair (φ, ω) of generalized forms, we will denote by e∗(φ, ω) = (φ′, ω′) the
restriction in the sense of curvature measures, where φ′, ω′ are given by (7).
3. Homogeneous distributions
In this section we recall some homogeneous distributions on the real line that will
be used throughout the paper, and introduce some useful terminology for working
with generalized differential forms that are homogeneous in a certain sense. In the
last subsection, we compute the integral of a distribution-valued functional that
will be in the center of our proof of the Weyl principle.
The Euler Beta function
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt = Γ(x)Γ(y)
Γ(x + y)
,
extends meromorphically to C in each variable. We introduce the notation
S(a, b) :=
∫ pi
2
0
sina t cosb tdt =
1
2
B
(
a+ 1
2
,
b+ 1
2
)
. (11)
3.1. Homogeneous generalized functions on the real line. We refer to [38]
and [42, Section 3.2] for the material in this subsection.
Recall that the Dirac function δ = δ0 satisfies
〈δ(j), f(x)dx〉 = (−1)jf (j)(0).
Given x ∈ R, we write x = x+ − x− with x+ = max(0, x), x− = −min(0, x).
Let s ∈ C with Res > −1. Then the function xs+ is locally integrable and defines
a generalized function on R. It is well-known that xs+ extends to a meromorphic
family of generalized functions with simple poles at s = −1,−2, . . .. Explicitly, if
−k − 1 < Res < −k, k ∈ N and φ ∈ C∞c (R), then
〈xs±, φ(x)dx〉 =
∫ ∞
0
xs
(
φ(x) −
k−1∑
i=0
(−1)iφ
(i)(0)
i!
xi
)
dx, (12)
and
Ress=−k x
s
± = (∓1)k−1
δ(k−1)
(k − 1)! . (13)
Similarly, the locally integrable functions given by |x|s := xs++xs−, sign(x)|x|s :=
xs+ − xs− for Res > −1, extend to meromorphic families of generalized functions.
The poles and residues are given by
Ress=−2k+1 |x|s = 2 δ
(2k−2)
(2k − 2)! , (14)
Ress=−2k sign(x)|x|s = −2 δ
(2k−1)
(2k − 1)! , (15)
For s ∈ C, χs ∈ C−∞(R) will denote some s-homogeneous generalized function.
We introduce some further notation that will be convenient in our computations.
xk :=
{
|x|k k is even,
sign(x)|x|k k is odd.
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Define the following generalized functions for half-integer s < 0.
χs0(x) :=
{
xs+ if s ∈ (2Z+ 1)/2,
xs if s ∈ Z, (16)
χs1(x) :=
{
(−1)s+ 12 xs− if s ∈ (2Z+ 1)/2,
(−1)s+1 π(−s−1)!δ(−s−1)0 (x) if s ∈ Z.
(17)
The index i of χsi ∈ {χs0, χs1} is understood modulo 2. We note the identities
χs+1i (−1) = −χsi (−1), χsi (1) = δ0,i, χsi (−1) = (−1)⌊s+
1
2
⌋δ2s,i. (18)
3.2. σ-homogeneous generalized forms on a manifold. Let σ ∈ C∞(X) be
a smooth function on an m-dimensional manifold X , and assume the level set
X0 = σ
−1(0) contains no critical points of σ.
Definition 3.1. A smooth form ω ∈ Ω(X \ X0) will be called σ-homogeneous if
ω = f(σ)ω′ with ω′ ∈ Ω(X) smooth, and f ∈ C∞(R \ {0}) some homogeneous
function of degree s, which is moreover either even (ǫf = 0) or odd (ǫf = 1).
Given δ ∈ R/2Z, let Hδ(X, σ) be the set of σ-homogeneous forms ω ∈ Ω(X \X0)
as above such that s + ǫf ≡ δ mod 2. We say that such a form ω has σ-degree
degσ ω = δ.
We proceed to establish some basic properties of this class of forms.
Lemma 3.2. Let U ⊂ X be open, and X0 ⊂ U . If ω ∈ Ω(X \X0) and ω|U\X0 ∈
Hδ(U, σ), then ω ∈ Hδ(X, σ).
Proof. Put ω|U\X0 = f(σ)ω′U . Then ω′ := f(σ)−1ω extends ω′U smoothly to X . 
Proposition 3.3. The space Hδ(X, σ) is linear and closed under exterior deriva-
tive. The wedge product on forms defines a product
∧ : Hδ1(X, σ)⊗Hδ2(X, σ)→ Hδ1+δ2(X, σ).
Proof. Let us check linearity, which reduces to additivity. Take ωj = fj(σ)ω
′
j ,
j = 1, 2 as in Definition 3.1, such that s1 + ǫf1 ≡ s2 + ǫf2 ≡ δ mod 2. We may
assume s1 ≤ s2. Then f2(σ) = λσpf1(σ) with λ = f2(1)f1(1) and p = s2 − s1 ∈ N ∪ {0},
and we conclude that ω1 + ω2 = f1(σ)(ω
′
1 + λσ
pω′2) ∈ Hδ(X, σ).
Let us check that d(Hδ(X, σ)) ⊂ Hδ(X, σ). Put ω = f(σ)ω′ as before. We get
dω = df∧ω′+fdω′. Now if f = |σ|s then df = s|σ|s−1 signσdσ, and similarly for the
odd case, implying the statement. The last assertion, too, is straightforward. 
Definition 3.4. Given ω = f(σ)ω′ ∈ Hδ(X, σ) as in Definition 3.1, and a mero-
morphic in s ∈ C family of s-homogeneous functions χs ∈ C−∞(R), we define a
meromorphic family of generalized forms by setting χs · ω := (χs · f)(σ)ω′, where
χs · f ∈ C−∞(R) is the homogeneous function defined for large Res by continuity,
and then extended meromorphically to s ∈ C.
Proposition 3.5. Let ω ∈ Hδ(X, σ). The following families are analytic at s = 0.
• σs± · ω, if either δ /∈ Z/2Z, or if ω extends as an L1 form to X.
• sign(σ)δ |σ|s · ω, if δ ∈ Z/2Z.
Proof. This follows from the classification of homogeneous distributions. 
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Lemma 3.6. Let π : Y → X be a surjective submersion, and ω ∈ Ω(X \ X0).
Assume π∗ω ∈ Ω(Y \ π−1(X0)) satisfies π∗ω ∈ Hδ(Y, π∗σ). Then ω ∈ Hδ(X, σ).
Proof. Write π∗ω = f(π∗σ)ω′Y as in Definition 3.1. It follows that ω
′
Y ∈ Ω(Y )
equals π∗(f(σ)−1ω) over Y \ π−1(X0). Setting ω′X := f(σ)−1ω ∈ Ω(X \ X0),
we can write π∗ω′X = ω
′
Y . It follows that ω
′
X extends smoothly to X . Indeed,
let s : U → Y be any smooth locally defined right inverse to π. Then ω′X |U =
s∗π∗ω′X |U = s∗ω′Y |U . As ω = f(σ)ω′X , we are done. 
3.3. The Fourier transform. The Fourier transform of a Schwartz function f ∈
S(Rn) is the Schwartz function Ff ∈ S(Rn) given by
Ff(ξ) =
∫
Rn
e−i〈ξ,x〉f(x) dx, ξ ∈ Rn.
It naturally extends to an isomorphism of the space of tempered distributions F :
S ′(Rn)→ S ′(Rn). The following are standard [42]:
F(f1 ⊠ f2) = Ff1 ⊠ Ff2 for f1, f2 ∈ S ′(R), (19)
F(f ◦A) = | detA|−1Ff ◦ (At)−1 for A ∈ GL(Rn), (20)
F(f ′)(ξ) = iξFf(ξ), (21)
F(Ff)(x) = (2π)nf(−x). (22)
The following identities between meromorphic families in s ∈ C of homogeneous
tempered distributions S ′(R) hold (see [34], and note the difference in sign in the
definition of the Fourier transform).
F(xs+) = iΓ(s+ 1)(eis
pi
2 ξ−s−1− − e−is
pi
2 ξ−s−1+ ),
F(xs−) = iΓ(s+ 1)(eis
pi
2 ξ−s−1+ − e−is
pi
2 ξ−s−1− ),
F(|x|s) = −2 sin sπ
2
Γ(s+ 1)|ξ|−s−1 = π
cos πs2 Γ(−s)
|ξ|−s−1,
F(sign(x)|x|s) = −2i cos sπ
2
Γ(s+ 1) sign(ξ)|ξ|−s−1 = πi
sin πs2 Γ(−s)
sign(ξ)|ξ|−s−1,
F(δ(k)0 (x)) = ikξk, F(xk) = 2πikδ(k)0 (ξ). (23)
From these equations and since χsi is real-valued, it follows that for all half-
integers s < 0 we have
F(χsi )(ξ) = αsi ξ−s−1+ + αsi ξ−s−1− , (24)
where
αs0 =
Γ(−s)
π
eiπ
s
2 , αs1 = iα
s
0.
3.4. A two-variable distributional integral.
Definition 3.7. For a generalized function χ ∈ C−∞(R) we denote χ(σ cos2 t +
ρ sin2 t) := π∗t χ ∈ C−∞(R2), where the projection πt : R2 → R is given by (σ, ρ) 7→
σ cos2 t+ ρ sin2 t.
For integers m ≥ a ≥ 0, define Jm,a(σ, ρ;χ) ∈ C−∞(R2) by
Jm,a(σ, ρ;χ) :=
∫ pi
2
0
χ(σ cos2 t+ ρ sin2 t) sina t cosm−a tdt. (25)
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Proposition 3.8. Let m ≥ a ≥ 0 be integers, and i ∈ Z2. It holds that
Jm,a(σ, ρ;χ
−m+2
2
i ) = S(a,m− a)
∑
j∈Z2
(−1)(i+1)jχ−
m−a+1
2
i+j (σ)χ
− a+1
2
j (ρ). (26)
In particular, Jm,a(σ, 1;χ
−m+2
2
i ) = S(a,m− a)χ
−m+1−a
2
i (σ).
Proof. Let f ∈ S ′(R). Using the change of variables x = σ cos2 t+ρ sin2 t, y = ρ−σ,
and equations (19), (20) and (23) we find that
F(f(σ cos2 t+ ρ sin2 t))(u, v) = 2πFf(u+ v)δ0(−u sin2 t+ v cos2 t).
It follows that
F(Jm,a(σ, ρ;χ−
m+2
2
i ))(u, v) = 2πFχ
−1−m
2
i (u+v)
∫ pi
2
0
δ0(−u sin2 t+v cos2 t) sina t cosm−a tdt.
For a test function ψ ∈ C∞c (R2) we have〈
δ0(− sin2 tu+ cos2 tv), ψ(u, v)
〉
=
∫
R
ψ(−z cos2 t,−z sin2 t)dz.
We then verify that∫
[0,π/2]×R
ψ(−z cos2 t,−z sin2 t) sina t cosm−a tdtdz
=
1
2
∫
[0,∞)2∪(−∞,0]2
ψ(u, v)
(
v
u+ v
) a
2
(
u
u+ v
)m−a
2 1√
uv
dudv.
We now compute that
F(Jm,a(σ, ρ;χ−1−
m
2
i ))(u, v)
= πFχ−1−m2i (u+ v)
(
v
u+ v
) a
2
(
u
u+ v
)m−a
2 1√
uv
1[0,∞)2∪(−∞,0]2(u, v)
= π
Fχ−1−m2i (u+ v)
|u+ v|m2
(
u
m−a−1
2
+ v
a−1
2
+ + u
m−a−1
2
− v
a−1
2
−
)
= πα
−1−m
2
i u
m−a−1
2
+ v
a−1
2
+ + πα
−1−m
2
i u
m−a−1
2
− v
a−1
2
− ,
which by (24) is the Fourier transform of the right hand side of (26). 
4. Light-cone regularity and light-cone transversality
Here we consider manifolds equipped with a metric of changing signature. We de-
fine the intrinsic notion of LC-regularity, and the extrinsic notion of LC-transversality
for such manifolds. The main result of the section amounts to the equivalence of
the two notions. This equivalence can be seen as a necessary differential-topological
precursor to Gauss’ Theorema Egregium for such manifolds.
4.1. Generic metrics of changing signature. By a metric of changing signature
g on a manifold X we understand any smooth symmetric (0, 2)-tensor g. It defines
a natural non-negative absolutely continuous measure, denoted volX,g. In coordi-
nates, volX,g =
√| det g|dx1 ∧ . . . ∧ dxn. Define the light-cone LCX ⊂ P+(TX) as
the set of null directions. Let XND ⊂ X denote the non-degenerate points of g.
Definition 4.1. We call (X, g) LC-regular if 0 is a regular value of g ∈ C∞(TX\0).
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In particular, LCX ⊂ P+(TX) is then a smooth hypersurface. Below are some
examples of LC-regular metrics in R2, with the non-degenerate signatures indicated.
(2, 0)
(1, 1)
dx2 + y · dy2
(1, 1)
(2, 0)(1, 1)
(0, 2)
x · dx2 + y · dy2
(2, 0)
(0, 2)
y · dx2 + y · dy2
(1, 1)
x · dx2 + 2y · dxdy − x · dy2
Note in particular that det(gij) need not be Morse at its zeros.
Lemma 4.2. Take p ∈ (X, g) and v ∈ Ker(gp), and let V be any vector field near
p extending v. Then dpg(v) := dp(g(V )) ∈ T ∗pX is independent of V .
Proof. Choose a coordinate chart U = Rn near p, and w ∈ TpX . We have
Lw(g(V )) = Lw〈gV, V 〉 = 〈(Lwg)V, V 〉+ 2〈gV, LwV 〉 = 〈(Lwg)v, v〉. 
Lemma 4.3. (X, g) is LC-regular if and only if dpg(v) 6= 0 for any v ∈ Ker(gp)\0.
Proof. If v ∈ TpX \ Ker(gp) and g(v) = 0, then there exists some w ∈ TpX ⊂
T(p,v)TX with gp(v, w) 6= 0. It follows that dg|(p,v)(w) = 2gp(v, w) 6= 0.
Thus (X, g) is LC-regular if and only if dp,vg 6= 0 for all v ∈ Ker(g) \ {0}.
For v ∈ Ker(g), W ∈ Tp,vTX and w = dπ(W ) ∈ TpX , it clearly holds that
dp,vg(W ) = dpg(v)(w). 
Proposition 4.4. Any pseudo-Riemannian manifold (X, g) is LC-regular. Con-
versely, the non-degenerate subset XND of an LC-regular (X, g) is open and dense.
Proof. The first statement is immediate from Lemma 4.3.
For the second, assume that (X, g) is LC-regular. The set where g is pseudo-
Riemannian is clearly open. If it is not dense, we may replace X with a degenerate
neighborhood. We thus have X = Rn, and g =
∑
gijdxidxj , det(gij) = 0.
Find the greatest k ≥ 1 such that dimKer g ≥ k in Rn. We may further assume
that dimKer g|0 = k, and Ker g|0 = Span{en−k+1, . . . , en}. It then holds that
gij(0) = gji(0) = 0 for 1 ≤ i ≤ n, n − k + 1 ≤ j ≤ n. Let γ(t) be any curve
through 0. Denote by Mj(t) the principal j-minor of g|γ(t) with the last (n − j)
rows and columns deleted. Writing detMn−k+1(t) explicitly, we conclude that
(detMn−k+1)
′(0) = g′n−k+1,n−k+1(0) detMn−k(0).
Since dimKer g|0 = k, detMn−k(0) 6= 0, while by LC-regularity, one can choose
γ(t) such that g′n−k+1,n−k+1(0) 6= 0. It follows that detMn−k+1(t) 6= 0 for small
t > 0, contradicting dimKer g ≥ k. 
4.2. LC-transversality and LC-regularity. Let (M,Q) be a pseudo-Riemannian
manifold. For X ⊂ M , NQX will denote the normal bundle with respect to Q in
either P+(TM) or TM , depending on context. Let LC
∗
M ⊂ PM correspond to
LCM ⊂ P+(TM) under the identification induced by Q.
Definition 4.5. A differentiable polyhedron A ⊂ M is LC-transversal if each
smooth stratum of nc(A) intersects LC∗M transversally. In particular, a subman-
ifold X ⊂ M is LC-transversal if NQX ⋔ LCM in P+(TM), or equivalently if
Q ∈ C∞(NQX \ 0) has no critical zeros.
LC-transversality is generic in the following sense.
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Proposition 4.6. Any differentiable polyhedron A ⊂ M becomes LC-transversal
following an arbitrarily small perturbation of A.
Proof. Immediate from the transversality theorem. 
Let us consider the important class of LC-transversal hypersurfaces. Let Xn ⊂
Mp,q be an oriented hypersurface. At x ∈ X , the Gauss map ν : X → P+(TM)
gives rise to the shape operator Sx : TxX → Tν(x)P+(TxM) by composing dxν :
TxX → Tx,ν(x)P+(TM) with the projection πV : Tx,ν(x)P+(TM)→ Tν(x)P+(TxM)
on the vertical subspace induced by the Levi-Civita connection. We say that X
has nonzero principal curvatures at x ∈ X if Sx is bijective. For M = Rp,q, this is
equivalent to M having non-zero Gaussian curvature with respect to the standard
Euclidean metric (as the connections of the Euclidean and pseudo-Euclidean metrics
coincide).
Lemma 4.7. Assume that a hypersurface X ⊂ (Mp,q, Q) has nonzero principal
curvatures at its Q-degenerate points. Then X is LC-transversal.
Proof. We should check that
Im(dxν) + Tx,ν(x) LCM = Tx,ν(x)P+(TM).
Decompose into the horizontal and vertical subspaces: Tx,ν(x)P+(TM) = H ⊕ V .
Clearly Tx,ν(x) LCM = H ⊕ V0, where V0 ⊂ V is a hyperplane. By assumption,
Im(πV ◦ dxν) = V , showing X is LC-transversal. 
Back to general codimension, we now show that LC-transversality is stable under
isometric embeddings.
Proposition 4.8. Let M ⊂ W be a pair of pseudo-Riemannian manifolds. Then
a differentiable polyhedron A ⊂ M is LC-transversal if and only if A ⊂ W is
LC-transversal.
Proof. We write NWp M for the Q-normal to TpM in TpW , and similarly for the
normal cycle. Let us first assume that A = X is a submanifold without boundary.
Let X ⊂ M be LC-transversal. Consider (p, ν) ∈ LCW ∩NWp X with ν 6= 0. We
should find a path x(t) ∈ X , x(0) = p, and ν(t) ∈ NWx(t)X with ddt
∣∣
t=0
Q(ν(t)) 6= 0.
We have the Q-orthogonal decomposition TpW = TpM⊕NWp M , and we decompose
ν = ν1 + ν2 accordingly. In particular, Q(ν1) = −Q(ν2), and both ν1, ν2 ∈ NWp X .
If Q(ν1) = Q(ν2) = 0 , use the LC-transversality of X ⊂ M to choose ν1(t) ∈
NMx(t)X ⊂ NWx(t)X such that ddt
∣∣
t=0
Q(ν1(t)) 6= 0. One can choose ν2(t) ∈ NWx(t)M ⊂
NWx(t)X such that Q(ν2(t)) ≡ 0, and therefore for ν(t) := ν1(t) + ν2(t) we have
d
dt
∣∣
t=0
Q(ν(t)) = ddt
∣∣
t=0
Q(ν1(t)) 6= 0.
Otherwise, we have Q(ν1) = −Q(ν2) 6= 0, and can take x(t) = p and ν(t) =
(1 + t)ν1 + (1 − t)ν2. Then Q(ν(t)) = (1 + t)2Q(ν1) + (1 − t)2Q(ν2) = 4tQ(ν1),
concluding this case.
Assume now X ⊂ W is LC-transversal, and take (p, ν) ∈ NMp X ∩ LCM with
ν 6= 0. Since NMp X ⊂ NWp X , it follows we can find a curve x(t) ∈ X and
ν(t) ∈ NWx(t)X with x(0) = p, ν(0) = ν such that ddt
∣∣
t=0
Q(ν(t)) 6= 0. Decom-
pose Q-orthogonally ν(t) = ν1(t) + ν2(t) ∈ Tx(t)M ⊕ NWx(t)M , so that Q(ν(t)) =
Q(ν1(t)) + Q(ν2(t)). It follows that ν1(t) = ν(t) − ν2(t) ∈ NMx(t)X . Note that
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ν2(0) = 0, hence
d
dt
∣∣
t=0
Q(ν2(t)) = 0. We conclude that
d
dt
∣∣
t=0
Q(ν1(t)) 6= 0, im-
plying ddt
∣∣
t=0
(x(t), ν1(t)) /∈ Tp,ν1 LCM . It follows that X ⊂M is LC-transversal.
Finally, consider a differentiable polyhedronA. A smooth stratum ZM of nc
M (A)
gives rise to a smooth subset ZW of nc
W (A) inW (which in general is only a subset
of a smooth stratum): Assume ZM = {(x, [ξ]) : x ∈ F, ξ ∈ Lx}, where F is a face
of A, and Lx ⊂ TxM is a cone. Then ZW = {(x, ξ + ν) : x ∈ F, ξ ∈ Lx, ν ∈
NWx M}. The union of all subsets ZW obtained that way is ncW (A), except if A
is full-dimensional in M , whence one or two strata contained in NWM are not
included, however the latter do not meet LCW . The proof above now can be
repeated verbatim. 
We now proceed to establish that for a manifold X , LC-regularity is equivalent
to LC-transversality in the following sense.
Proposition 4.9. Let (X, g) be a metric of changing signature. Then the following
are equivalent.
i) There exists an isometric immersion e : X →֒M into a pseudo-Riemannian
M such that e(X) is LC-transversal.
ii) For any isometric immersion e : X →֒ M into a pseudo-Riemannian M ,
e(X) is LC-transversal.
iii) (X, g) is LC-regular.
We will need the following simple embedding results.
Lemma 4.10. Let U ⊂ Rn be open, and g a metric of changing signature on U .
Then one can find Mn,n and an isometric embedding e : (U, g) →֒M .
Proof. We define e : U → R2n, x 7→ (x, 0), and construct a pseudo-Riemannian
metric G on U × Rn. We use the standard Euclidean structures on Rn,R2n to
identify g,G with fields of symmetric matrices. Set
G|(x,y) =
(
g|x R(x) · Idn
R(x) · Idn 0
)
.
Clearly e∗G = g, and choosing R(x)≫ ‖gx‖∞, G has signature (n, n). 
Lemma 4.11. Let ej : (X
n, g) →֒ (Mj, Qj) be isometric embeddings, with (Mj , Qj)
pseudo-Riemannian, j = 1, 2. Then for any p ∈ X one can find neighborhoods
U ⊂ X, Uj ⊂Mj of p with Uj ∩ ej(X) = ej(U), and a pseudo-Riemannian (M,Q),
and isometric embeddings fj : Uj →֒ M such that f1|e1U = f2|e2U , the latter
common image X˜ coincides with f1U1 ∩ f2U2, and T (f1U1) ∩ T (f2U2) = T X˜.
Proof. We may work locally, thus assume X = (Rn, g), p = 0, Mj = (R
n+kj , Qj),
and ej(X) is the coordinate subspace in each Mj given by yn+1 = · · · = yn+kj = 0.
Take M˜ = Rn+k1+k2 , and set
f˜1(y) := (y1, . . . , yn, yn+1, . . . , yn+k1 , 0, . . . , 0),
f˜2(y) := (y1, . . . , yn, 0, . . . , 0, yn+1, . . . , yn+k2).
Now choose an arbitrary symmetric 2-tensor Q˜ on M˜ restricting to Qj on Mj,
and use Lemma 4.10 to find an isometric embedding e : (M˜, Q˜) →֒ (M,Q) in a
pseudo-Riemannian manifold. It remains to set fj = e ◦ f˜j . 
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Finally, we will need the following statements, which will allow us to identify the
tangent and normal bundles in a particular case. Denote ⊥Q (E) := EQ.
Proposition 4.12. Let Q be the standard (n, n) form on R2n = Rn,n. Let E0 ∈
Grn(R
n,n) be any subspace. Then there is a ⊥Q-invariant open neighborhood U of
E0, and a smooth section B : U → Hom(E,EQ) such that BEQ = B−1E , and for all
x ∈ E ∈ U , Q(BEx) = −Q(x).
Proof. Let P be a Q-compatible Euclidean structure on R2n, and recall the invo-
lution S ∈ O(P ) ∩ O(Q) is given by Q(x, y) = P (Sx, y). Let XP be Grn(R2n),
equipped with the standard O(P )-invariant metric, and note that the isometry
class of XP is independent of the choice of P . Let ∠P (E,F ) denote the maximal
principal angle between E,F ∈ XP . Recalling that for all linear subspaces E,
EQ = SEP , we conclude that ⊥Q is an isometry of XP .
Claim. There is a Q-compatible P and a ⊥Q-invariant open set U around E0
such that any two points in U are connected by a unique shortest geodesic.
Indeed, let Λn(R
2n) be the set of Q-isotropic subspaces, and note that Λn(R
2n)
lies in the closure of any O(Q)-orbit on Grn(R
2n). Denote by ǫ0 the convexity radius
of XP . It suffices to find some L0 ∈ Λn(R2n) such that ∠P (E0, L0) < ǫ0, for then
⊥Q (L0) = L0 and we can take U := {E : ∠P (E,L0) < ǫ0}. To find such (L0, P ),
fix any Q-compatible metric P ′, and choose g ∈ O(Q) and some L′0 ∈ Λn(R2n)
such that ∠P ′(gE0, L
′
0) < ǫ0. As O(Q) acts by conjugation on the space of Q-
compatible Euclidean structures, we conclude that P = g−1j P
′, L0 = g
−1
j L
′
0 satisfy
∠P (E0, L0) < ǫ0. This shows the claim.
Fix such P,U . For any E ∈ U , let Λ(E) be the midpoint of the shortest geodesic
(E,EQ). Since the endpoints are interchanged by the isometry ⊥Q, we conclude
that Λ(E)Q = Λ(E), that is Λ(E) is isotropic. Let πE : R
2n → Λ(E) be the
P -orthogonal projection. Then BEx := 2πEx − x ∈ End(R2n) is the reflection
with respect to Λ(E), in particular BE(E) = E
Q. It follows that for x ∈ E,
Q(BEx) = 4Q(πEx) + Q(x) − 4Q(x, πEx) = Q(x) − 4Q(x, πEx) = −Q(x), where
the last equality follows from
2Q(x, πEx) = Q(x) ⇐⇒ Q(x, 2πEx− x) = 0 ⇐⇒ Q(x,BEx) = 0. 
Corollary 4.13. Let (Xn, g) ⊂ (Mn,n, Q) be an isometrically immersed manifold,
p ∈ X. Then one can find an open neighborhood U ⊂ X of p, and a smooth section
B : U → Hom(TX,NQX) such that Bx is bijective for all x ∈ U , and B∗xQ = −g.
Proof. Choose a neighborhood U1 ⊂ M of p and a smooth section A : U1 →
Hom(TpM,TM) such that Ax : TpM → TxM is an isometry for all x ∈ U1. Define
E : U1 ∩ X → Grn(TpM) by E(x) = A−1x (TxX). Use Proposition 4.12 to find an
open neighborhood U ⊂ X ∩ U1 of p, and a section B˜ : U → Hom(E(x), E(x)Q)
such that B˜∗Q = −Q. Clearly Bx := Ax ◦ B˜x ◦A−1x is the desired section. 
Proof of Proposition 4.9. As the statement is local, we may replace immersions by
embeddings. The implication ii)⇒ i) follows from Lemma 4.10.
For the reverse implication, assume the first item, and let e′ : X →֒ M ′ be
another embedding. Use Lemma 4.11 to construct a pseudo-Riemannian N , and
isometric embeddings f : M → N , f ′ : M ′ → N that coincide on X . By Propo-
sition 4.8, e(X) is LC-transversal in M if and only if f(e(X)) = f ′(e′(X)) is LC-
transversal in N , if and only if e′(X) is LC-transversal in M ′.
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By Lemma 4.10, it remains to prove that (X, g) is LC-regular if and only if some
isometric embedding e : X →֒Mn,n is LC-transversal. But this is immediate from
the definitions and Corollary 4.13. 
Corollary 4.14. LC-regularity of (X, g) is a generic property of the metric.
Proof. Fix an isometric embedding X →֒Mp,q, apply Propositions 4.9 and 4.6. 
4.3. Wave front sets and restrictions of curvature measures.
Proposition 4.15. Let e : X # Mp,q be an LC-regular immersed submanifold,
and assume Φ ∈ C−∞∅,N∗(LC∗
M
)(M). Then e
∗Φ ∈ C−∞(X) is well-defined.
Proof. Let us check that e is transversal to (∅, N∗(LC∗M )) in the sense of (10). The
first condition holds trivially. For the second one, we ought to show that LC∗M and
X ×M PM intersect transversally in PM , which is clear, as LC∗M is a fiber bundle
over M . Finally, the third condition N∗(LC∗M ) ∩ N∗(N∗X) = ∅ is equivalent to
N∗X ⋔ LC∗M , which holds by assumption. Proposition 2.6 concludes the proof. 
5. Construction of the curvature measures
Let (M,Q) be a pseudo-Riemannian manifold of dimension m+1 and signature
(p, q). We will construct certain natural differential forms on PM = P+(T
∗M),
which throughout this section is identified with P+(TM) using the non-degenerate
form Q (i.e. [Q(v, ·)] ≡ [v] for v ∈ TM \ 0).
5.1. Construction of smooth forms outside of the light cone. Given ǫ = ±1,
let U = U+ ∪· U− be a partition of {0, . . . ,m} in two sets of cardinalities #U+ = p
and #U− = q such that 0 ∈ Uǫ. Let ǫ0, . . . , ǫm be given by ǫi = 1 if i ∈ U+ and
ǫi = −1 if i ∈ U−. In particular ǫ = ǫ0.
Consider the group GǫU = {g ∈ SL(m + 1,R) : gT IǫUg = IǫU}, where IǫU =
Diag(ǫ0, . . . , ǫm), which is isomorphic to SO(p, q). Note that if g ∈ GǫU , then
(g−1)i,j = gj,iǫiǫj . Let g
ǫ
U be its Lie algebra.
We denote by SǫM the bundle over M consisting of all tangent vectors of norm
ǫ = ǫ0. Let F
ǫ
U be the bundle over M consisting of all tuples (p,B0, . . . , Bm)
such that B0, . . . , Bm is a positive basis of TpM and Q(Bi, Bj) = δijǫi. We will
denote πM : S
ǫM → M and π0 : F ǫU → SǫM the projections πM (x, v) = p, and
π0(x,B0, . . . , Bm) = (x,B0). The group G
ǫ
U acts on F
ǫ
U by
g(x,B0, . . . , Bm) = (x,Bi(g
−1)i,0, . . . , Bi(g
−1)i,m).
Here and in the following we use Einstein’s summation convention.
The stabilizer of (x,B0) will be denoted H
ǫ
U . It is isomorphic to SO(p− 1, q) for
ǫ = +1, and to SO(p, q − 1) when ǫ = −1. Forms on SǫM may be identified with
forms on F ǫU which are invariant under H
ǫ
U and vanish whenever a tangent vector
to the fiber of π0 is plugged in.
Consider the solder forms θi, the connection forms ωi,j associated to the Levi-
Civita connection ∇ of Q, and the curvature forms Ωi,j corresponding to the cur-
vature tensor R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. They are defined by
dπM = θiBi, ∇Bj = ωi,jBi, R( , )Bj = Ωi,jBi. (27)
Note that ω = (ωi,j) and Ω = (Ωi,j) take values in g
ǫ
U ≃ so(p, q), so that
ωj,i = −ǫiǫjωi,j , Ωj,i = −ǫiǫjΩi,j . (28)
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This suggests to introduce the following notation.
ω˜i,j := ωi,jǫj, Ω˜i,j := Ωi,jǫj .
Then ω˜i,j , Ω˜i,j are antisymmetric with respect to their indices. The action of G
ǫ
U
on these forms is given by
g∗θi = gi,jθj , (29)
g∗ω˜i,j = gi,agj,bω˜a,b, (30)
g∗Ω˜i,j = gi,agj,bΩ˜a,b. (31)
The structure equations read
dθi = ǫaω˜a,i ∧ θa, (32)
dω˜i,j = −ǫaω˜i,a ∧ ω˜a,j + Ω˜i,j , (33)
dΩ˜i,j = ǫaΩ˜i,a ∧ ω˜a,j − ǫaω˜i,a ∧ Ω˜a,j . (34)
Note that θ0 descends to a well-defined α ∈ Ω1(SǫM), which is a contact form.
Lemma 5.1. The form φǫkr ∈ Ωm(F ǫU ) for 0 ≤ 2r ≤ k ≤ m defined by
φǫkr :=
∑
π
sgn(π)Ω˜π1π2∧. . .∧Ω˜π2r−1π2r∧θπ2r+1∧. . .∧θπk∧ω˜πk+10∧. . .∧ω˜πm0, (35)
where π runs over permutations of 1, . . . ,m, descends to a form φǫk,r ∈ Ωm(SǫM).
Moreover, this latter form is independent of U .
Proof. The first statement is an easy computation analogous to the Riemannian
case and we omit the details.
Let us show that φǫk,r is independent of U . Let ρ be a permutation of {1, . . . ,m}
with inverse τ := ρ−1. Then
A : F ǫU → F ǫρU , (p,B0, B1, B2, . . . , Bm) 7→ (p,B0, sgn(ρ)Bτ1 , Bτ2 , . . . , Bτm)
is a diffeomorphism which commutes with π0 (the sign is needed since we want
to map a positive basis to a positive basis). It satisfies A∗θi = θτi , A
∗ω˜ij =
ω˜τi,τj , A
∗Ω˜ij = Ω˜τi,τj if i, j > 1, and the same equations with added factor sgn(ρ)
if i = 1 or j = 1. It follows that A∗φǫk,r = φ
ǫ
k,r, hence φk,r is independent of U . 
Lemma 5.2. The form
ψm+1,r :=
∑
π∈Sn+1
sgn(π)Ω˜π0π1 ∧ . . . ∧ Ω˜π2r−2π2r−1 ∧ θπ2r ∧ . . . ∧ θπm ∈ Ωm+1(F ǫU )
descends to a form ψm+1,r ∈ Ωm+1(M) which is independent of ǫ and U .
Proof. Similar to Lemma 5.1 . 
5.2. Compatible Riemannian metrics. We will be making use of a carefully
chosen auxiliary Riemannian structure, as follows.
Definition 5.3. Let (M,Q) be a pseudo-Riemannian manifold.
i) A Riemannian metric P on M is compatible with Q if the tangent space
admits a decomposition TM = V+ ⊕V−, with positive definite forms g± on
V± such that P = g+ ⊕ g−, Q = g+ ⊕ (−g−).
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ii) A compatible Riemannian metric is quadratically compatible at y ∈ M if
there are coordinates x1, . . . , xm+1 on M around y such that y = (0, . . . , 0),
P =
∑
i
dx2i +
∑
i≤j
ei,jdxidxj , Q =
∑
i
ǫidx
2
i +
∑
i≤j
e˜i,jdxidxj ,
with ei,j , e˜i,j = O(‖x‖22), ǫi = ±1.
Lemma 5.4. Let U ⊂ Rm be open, and A : U → Symn(R) a smooth family of non-
degenerate symmetric matrices of signature (p, q). For x ∈ U , let E+(x) ⊂ Rn be
the maximal subspace such that A(x)(E+(x)) = E+(x) and A(x)|E+(x) > 0. Then
E+ : U → Grp(Rn) is smooth. Similarly, the maximal negative-definite invariant
subspace E−(x) depends smoothly on x.
Proof. Let λ1(x) ≥ · · · ≥ λp(x) > 0 > λp+1(x) ≥ · · · ≥ λn(x) be the eigenval-
ues of A(x), with corresponding Euclidean-orthonormal eigenbasis v1(x), . . . , vn(x).
Choose a function f ∈ C∞(U) such that f + λn > 0 on U . Then the wedge prod-
ucts of p-tuples of the vj(x) form an eigenbasis of B(x) := ∧p(A(x) + f(x)I) ∈
End(∧pRn). In particular, B(x) has a unique maximal eigenvalue ∏pj=1(λj(x) +
f(x)) with eigenvector v1(x) ∧ · · · ∧ vp(x), which therefore must depend smoothly
on x. The latter corresponds to E+(x) under the Plu¨cker embedding, thus E+ :
U → Grp(Rn) is smooth. The case of E− is identical. 
Lemma 5.5.
i) Any pseudo-Riemannian manifold (M,Q) admits a compatible Riemannian
metric.
ii) For any y ∈ M there is a neighborhood U ⊂ M of y and a compatible
Riemannian metric P in U that is quadratically compatible with Q at y.
iii) Consider Rp,q = Rp+q with the standard bilinear forms Q,P . Let Mp
′,q′ ⊂
Rp,q be a pseudo-Riemannian submanifold, and y ∈ M such that TyM
is spanned by the coordinate vectors ∂∂x1 , . . . ,
∂
∂xp′
, ∂∂xp+1 , . . . ,
∂
∂xp+q′
. Then
there is a Q-compatible Riemannian metric P ′ on a neighborhood of y in
M , that is quadratically compatible at y, and P |M − P ′ = O(‖x − y‖22).
Proof. We follow Chern [25].
i) Start with any Riemannian structure P0, let V± be the resulting decompo-
sition of TM into positive and negative eigenspaces of Q with respect to P0,
and then define g± := ±Q|V± . By Lemma 5.4, V± are smooth subbundles
of TM , hence P = g+ ⊕ g− is a smooth compatible Riemannian metric.
ii) By Theorem 2.1, ii) follows from iii).
iii) By assumption,
Q|M =
∑
i∈I
ǫidx
2
i +
∑
i,j∈I
e˜i,jdxidxj ,
with ǫi = ±1 and I = {1, . . . , p′, p + 1, . . . , p + q′}. Take P0 = P |M , and
proceed as in the first part. 
5.3. Traversing the light cone. In this subsection we suppose that M has an
indefinite pseudo-Riemannian metric, and thus S+M and S−M are non-empty.
We will patch together the forms φ+k,r, φ
−
k,r defined on these bundles into globally
defined generalized forms on the full bundle P+(TM) of oriented tangent lines.
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Let P be a Riemannian structure compatible with the pseudo-Riemannian Q.
Define the field of involutive operators S ∈ End(TM) byQ(u, v) = P (Su, v). Define
the smooth function σ : TM \ 0→ [−1, 1] by σ(v) = Q(v)/P (v), and ǫ = sign(σ).
We may consider σ as a function on P+(TM), with LCM = σ
−1(0). Recall that
by Proposition 4.4, M is LC-regular, that is 0 is a regular value of σ.
5.3.1. The almost biorthonormal frame bundle. Denote by Φ the bundle of full
oriented flags overM , associated to the tangent bundle TM . Namely, Φ|x = {L0 ⊂
L1 ⊂ · · · ⊂ Lm = TxM : dimLj = j + 1}, where all Lj are oriented subspaces.
Given a partition W = W+ ∪· W− of {2, . . . ,m} and ǫ = ±1, we consider the
partition U = U+∪· U− of {0, . . . ,m} given by Uǫ =Wǫ∪{0}, U−ǫ =Wǫ ∪{1}. The
corresponding ǫ0, . . . , ǫm are then
ǫ0 = ǫ, ǫ1 = −ǫ, ǫi =
{
1 if i ∈ W+,
−1 if i ∈ W−.
Let ΦW ⊂ Φ denote the open subbundle where signQ|Lj = (1 + |W+ ∩ [2, j]|, 1 +
|W− ∩ [2, j]|) for j ≥ 2. Let Φ±W ⊂ ΦW be the open subbundle where Q|L0 is
±−definite, and Q|L1 is non-degenerate. Let us also put ΦndW = Φ+W ∪Φ−W .
Observe that each flag ψ = (L0 ⊂ · · · ⊂ Lm) in Φ corresponds to a unique P -
orthonormal frame E = (E0, . . . , Em) such that E0, . . . , Ej is a positive basis of Lj
for all j. If ψ ∈ Φ±W , there is also a unique Q-orthonormal frame B = (B0, . . . , Bm)
such that B0, . . . , Bj is a positive basis of Lj. By definition, this frame B belongs
to the frame bundle F±U .
Let ΨW ⊂ Φ denote the sub-bundle that over p ∈ M has fiber consisting of
oriented flags L0 ⊂ · · · ⊂ Lm = TpM , such that: L0 6⊂ V+ ∪ V−, L1 = L0 ⊕ S(L0)
(with the direct sum orientation), and for all j ≥ 2,
dim(Lj ∩ V±) =
{
dim(Lj−1 ∩ V±) + 1 if j ∈ W±,
dim(Lj−1 ∩ V±) if j /∈ W±,
i.e. each Lj = Lj−1 ⊕ Rvj for vj ∈ V+ (resp. V−) if j ∈ W+ (resp. j ∈ W−). Note
that ΨW ⊂ ΦW .
Let Ψ±W ⊂ ΨW denote the subsets where L0 is positive/negative definite. Note
that Ψ±W ⊂ Φ±W . Let ΨndW = Ψ+W ∪Ψ−W denote the open subset of ΨW where L0 is
not light-like.
Given a flag in ΨndW , the associated framesE = (E0, . . . , Em) andB = (B0, . . . , Bm)
are related as follows
B0 = |σ|− 12E0, (36)
B1 = −ǫτ |σ|− 12E0 + |σ| 12E1, (37)
Bj = Ej , j ≥ 2, (38)
where σ = Q(E0), ǫ = sign(σ), and τ = Q(E0, E1) ≥ 0. We call ΨndW the almost
bi-orthonormal frame bundle. Note that τ2+σ2 = P (SE0, E1)
2+P (SE0, E0)
2 = 1.
The action of S is given by
SE0 = σE0 + τE1, (39)
SE1 = τE0 − σE1, (40)
SEi = ǫiEi, i ≥ 2. (41)
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5.3.2. Solder and connection forms. We define forms on ΨW as follows. We have
identified (using P ) the full oriented flag bundle Φ in TM with the bundle of
oriented P -orthonormal frames over M . On the latter bundle, there are solder
forms θPi , connection forms ω
P
ij = −ωPji and curvature forms ΩPij = −ΩPji. These
forms may be pulled back to ΨW to define forms θ
E
i , ω
E
ij ,Ω
E
ij ∈ Ω(ΨW ).
Similarly, using Q instead of P , we may identify ΦǫW with F
ǫ
U . Let θ
Q
i , ω
Q
i,j ,Ω
Q
i,j ∈
Ω(ΦndW ) correspond to the solder, connection and curvature forms. The restrictions
of these forms to ΨndW will we denoted θ
B
i , ω
B
i,j ,Ω
B
i,j . We will also denote ω˜
B
i,j =
ǫjω
B
i,j , Ω˜
B
i,j = ǫjΩ
B
i,j .
Proposition 5.6. The solder forms with respect to P and Q are related by the
equations
θB0 = |σ|
1
2 θE0 + ǫτ |σ|−
1
2 θE1 ,
θB1 = |σ|−
1
2 θE1 ,
θBj = θ
E
j , j ≥ 2.
Proof. We may rewrite equations (36)–(38) as B = EC where B = (B0, . . . , Bn),
E = (E0, . . . , En) and
C := Diag
((|σ|− 12 −ǫτ |σ|− 12
0 |σ| 12
)
, Im−1
)
.
Then the column vectors θB = (θB0 , . . . , θ
B
n )
T , θE = (θE0 , . . . , θ
E
n )
T of solder
forms on Ψ satisfy
θB = C−1θE , (42)
from which the displayed equations follow. 
Our next aim is to find the relations between the connection forms for P and Q.
We write σ = cos(2β) and τ = sin(2β) with 0 < β < π2 .
Proposition 5.7. Modulo span(θE0 , . . . , θ
E
n ) we have the following relations.
dβ = ωE0,1 mod θ
E , (43)
ωB1,0 = |σ|−1ωE1,0 mod θE , (44)
ωBj,0 = |σ|−
1
2ωEj,0 mod θ
E , j ≥ 2, (45)
ωBj,1 = −|σ|−
1
2 ǫǫjω
E
j,1 mod θ
E , j ≥ 2, (46)
ωEj,1 = τ
−1(ǫj − σ)ωEj,0 mod θE , (47)
ωBi,j = ǫiǫjω
E
i,j mod θ
E , i, j ≥ 2. (48)
It follows that for i, j ≥ 2,
ωBj,1 = −ǫτ |σ|−
1
2ωEj,0 + |σ|
1
2ωEj,1 mod θ
E , (49)
ωBi,j = ω
E
i,j = 0 mod θ
E if ǫi 6= ǫj. (50)
Proof. By the structure equations and (42),
0 = dθB + ωB ∧ θB = (dC−1 − C−1ωE + ωBC−1) ∧ θE .
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It follows by Cartan’s lemma [57, Section 6.3.1] that modulo multiples of θEj ,
one has
ωB = C−1ωEC − (dC−1)C. (51)
Straightforward computations yield
C−1ωEC = |σ|−1
 ǫτωE1,0 −ωE1,0 ǫ|σ|
1
2 (σωE0,j + τω
E
1,j)
n
j=2
ωE1,0 −ǫτωE1,0 (|σ|
1
2ωE1,j)
n
j=2
−|σ| 12 (ωE0,i)i≥2 ǫ|σ|
1
2 (τωE0,i − σωE1,i)i≥2 |σ|(ωEi,j)i,j≥2
 ,
and
dC−1 · C = |σ|−1Diag
((−ǫτ 2
0 ǫτ
)
, 0n−1
)
dβ.
Equations (43)–(48) now follow by comparing each entry in the matrix equation
(51); and (49) follows by combining (46) and (47).
Finally, assume i ∈ W+, j ∈ W−. By (48),
ωBi,j ≡ −ωEi,j = ωEj,i ≡ −ωBj,i mod θE .
But ωBi,j = −ǫiǫjωBj,i = ωBj,i, and thus ωBi,j ≡ 0 mod θE , which is (50) 
Lemma 5.8. For any ψ ∈ ΨW , a basis of T ∗ψΨW is given by (θEj )nj=0, (ωE0,j)nj=1,
(ωEi,j)i<j,i,j∈W+ , (ω
E
i,j)i<j,i,j∈W− .
Proof. The full collection (θEi )
n
i=0, (ω
E
i,j)i<j is clearly a spanning set.
For j ≥ 2, it follows from (47) that ωE1,j belongs to the space spanned by
{ωE0,i, θEi }ni=0. Hence, by (50), the displayed elements form a spanning set. To
finish the proof, it remains to note that their number coincides with dimΨW =
(n+ 1) + n+
(
p−1
2
)
+
(
q−1
2
)
. 
We will denote by Θj the dual of θ
E
j in this basis.
Proposition 5.9. For i ≥ 2 we have the following relations between forms on Ψnd.
ωB1,0 = |σ|−1ωE1,0
− (|σ|−1(1 + σ2)Θ0(dβ) + ǫτΘ1(dβ)) θE0
− (ǫτΘ0(dβ) + τ2|σ|−1Θ1(dβ)) θE1
+
∑
j≥2
(
τǫ
2
Θ1(ω
E
j,1)− |σ|−1Θj(dβ) +
1
2
(|σ|+ ǫjǫ)Θ0(ωEj,1)
)
θEj ,
ωBi,0 = |σ|−
1
2ωEi,0
+
(
ǫi|σ|− 12 τ(Θi(dβ) + Θ0(ωEi,1))
)
θE0
+
(
−ǫ|σ| 12 ǫiΘi(dβ)− 1
2
(ǫ|σ| 12 ǫi + |σ|− 12 )Θ0(ωEi,1) +
1
2
τǫi|σ|− 12Θ1(ωEi,1)
)
θE1
+
1
2
|σ|− 12
∑
j≥2
(
(ǫiǫj − 1)Θ0(ωEi,j) + ǫiτ(Θj(ωEi,1)−Θi(ωEj,1))
)
θEj .
In particular ωBi,0 is σ-homogeneous for all i ≥ 1 with σ-degrees
degσ ω
B
1,0 = 1, degσ ω
B
i,0 =
3
2
, i ≥ 2.
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Proof. Set D := dC−1 − C−1ωE + ωBC−1. Then for each fixed i = 0, . . . , n we
have
∑n
j=0Dij ∧ θEj = 0. By Cartan’s lemma, there exists some symmetric matrix
Ri such that Dij =
∑n
a=0R
i
jaθ
E
a . Expanding the coefficients of D in the basis and
writing explicitly the symmetry conditions yields the equation
Θa(Dib) = Θb(Dia), i, a, b = 0, . . . , n. (52)
The entries of D are as follows
D0,0 = −ǫ|σ|− 12 τ(ωE1,0 + dβ),
D0,1 = |σ|− 32 ((1 + σ2)dβ + σ2ωE1,0 + |σ|ωB1,0),
D0,j = |σ|− 12 (|σ|ωEj,0 + ǫτωEj,1 + |σ|
1
2ωB0,j),
D1,0 = −|σ|− 12ωE1,0 + |σ|
1
2ωB1,0,
D1,1 = ǫτ |σ|− 32 (dβ + |σ|ωB1,0),
D1,j = |σ|− 12ωEj,1 + ωB1,j ,
Di,0 = −ωEi,0 + |σ|
1
2ωBi,0,
Di,1 = |σ|− 12 (−|σ| 12ωEi,1 + ǫτωBi,0 + ωBi,1),
Di,j = −ωEi,j + ωBi,j .
In the following, let i, j ≥ 2. Plugging particular triples (i, a, b) into (52) we
obtain the following equations
(0, 0, 1) : Θ0(ω
B
1,0) = −|σ|−1(1 + σ2)Θ0(dβ)− ǫτΘ1(dβ),
(0, 0, j) : Θ0(ω
B
0,j) = −ǫ|σ|−
1
2 τ(Θj(dβ) + Θ0(ω
E
j,1)),
(1, 0, 1) : Θ1(ω
B
1,0) = −ǫτΘ0(dβ) − τ2|σ|−1Θ1(dβ).
From the equations
(0, i, j) : ǫ|σ| 12 (Θj(ωB0,i)−Θi(ωB0,j)) = τ(Θi(ωEj,1)−Θj(ωEi,1)),
(i, 0, j) : Θj(ω
B
i,0) = −|σ|−
1
2Θ0(ω
E
i,j) + |σ|−
1
2Θ0(ω
B
i,j),
together with ωBi,j = −ǫiǫjωBj,i, we get
Θi(ω
B
j,0) =
1
2
|σ|− 12 ((1− ǫiǫj)Θ0(ωEi,j) + ǫjτ(Θi(ωEj,1)−Θj(ωEi,1))) .
Then from the three equations
(0, 1, j) : Θj(ω
B
1,0)− |σ|
1
2Θ1(ω
B
0,j) = τǫΘ1(ω
E
j,1)− (1 + σ2)|σ|−1Θj(dβ),
(1, 0, j) : Θj(ω
B
1,0)− |σ|−
1
2Θ0(ω
B
1,j) = −|σ|−1Θ0(ωE1,j),
(j, 0, 1) : Θ1(ω
B
j,0)− |σ|−1Θ0(ωBj,1) = −|σ|−
1
2Θ0(ω
E
j,1) + τσ
−1Θ0(ω
B
j,0),
we get
Θ1(ω
B
0,j) = |σ|
1
2Θj(dβ) +
1
2
(ǫ|σ|− 12 ǫj + |σ| 12 )Θ0(ωEj,1)−
1
2
τǫ|σ|− 12Θ1(ωEj,1),
Θj(ω
B
1,0) =
τǫ
2
Θ1(ω
E
j,1)− |σ|−1Θj(dβ) +
1
2
(|σ|+ ǫjǫ)Θ0(ωEj,1).
The statement follows. 
CURVATURE MEASURES OF PSEUDO-RIEMANNIAN MANIFOLDS 29
5.3.3. Curvature forms.
Lemma 5.10. The curvature forms ǫΩB1,0, |σ|
1
2ΩBi,0, ǫ|σ|
1
2ΩBi,1 and Ω
B
i,j with i, j ≥ 2
admit a smooth extension to ΨW . In particular, all the curvature forms Ω
B
i,j are σ-
homogeneous, and degσ Ω
B
1,0 = 1, degσ Ω
B
j,0 =
3
2 , degσ Ω
B
j,1 =
1
2 , and degσ Ω
B
i,j = 0
for i, j ≥ 2.
Proof. Let R = [∇,∇]−∇[ , ] denote the Riemannian curvature (3, 1)-tensor of Q.
Take vector fields u˜, v˜ on ΨndW , and let u, v be their respective projections to M .
Then (27) gives
ΩBi,j(u˜, v˜) = ǫiQ(R(u, v)Bj , Bi). (53)
By (38), it follows for i, j ≥ 2 that
ΩBi,j(u˜, v˜) = ǫiQ(R
Q(Bj , Bi)u, v) = ǫiQ(R(Ej , Ei)u, v),
which clearly extends smoothly to ΨW .
Similarly, by (36)–(38),
ΩB1,0(u˜, v˜) = −ǫQ(R(u, v)E0, E1),
ΩBj,0(u˜, v˜) = ǫj |σ|−
1
2Q(R(u, v)E0, Ej),
ΩBj,1(u˜, v˜) = ǫj(−ǫτ |σ|−
1
2Q(R(u, v)E0, Ej) + |σ| 12Q(R(u, v)E1, Ej)).
The statement follows. 
Recall that we denote by ωP , ωQ the connection forms on the flag bundle ΦW ,
while the restrictions to the subbundle ΨW where denoted ω
E , ωB.
Lemma 5.11. Consider M = Rp,q = Rn+1 with the standard forms Q,P , and fix
ψ ∈ ΨndW . The connection forms ωPi,j, ωQi,j satisfy the following relations at ψ.
i) ωQ1,0 = |σ|−1ωP1,0.
ii) ωQj,0 = |σ|−
1
2ωPj,0, j ≥ 2.
iii) ωQj,1 = −ǫτ |σ|−
1
2ωPj,0 + |σ|
1
2ωPj,1, j ≥ 2.
iv) ωQi,j = ω
P
i,j, i > j ≥ 2.
Proof. Let us prove iii) and iv), the other relations being similar. Recall that
∇Ei = ωPk,iEk while ∇Bi = ωQk,iBk. For i ≥ 2, using (37) we get
ωQi,1 = ǫiQ(Ei,∇(−ǫτ |σ|−
1
2E0 + |σ| 12E1))
= ǫi(−ǫτ |σ|− 12Q(Ei,∇E0) + |σ| 12Q(Ei,∇E1))
= −ǫτ |σ|− 12ωPi,0 + |σ|
1
2ωPi,1,
which is iii). To show iv), recall that Bj ∈ span(E0, . . . , Ej) on ΦW and Bj = Ej
at ψ. Therefore, for i > j ≥ 2,
ωQi,j = ǫiQ(Ei,∇Bj) = ǫiQ(Ei,∇Ej) = ωPi,j . 
Lemma 5.12. Let Mp
′,q′ ⊂ Rp,q be a pseudo-Riemannian submanifold. Let ΦM ⊂
ΦW be the subset consisting of flags {Li}ni=0 of Rp,q such that there exists some
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x ∈ M with Lm = TxM . For ψ ∈ ΦM ∩ ΨW and 2 ≤ i, j ≤ m, the following
relations hold at TψΦM
Ω˜Q0,1 = −
n∑
r=m+1
ǫrω
P
0,r ∧ ωP1,r,
Ω˜Q0,j = ǫǫj|σ|−
1
2
n∑
r=m+1
ǫrω
P
0,r ∧ ωPj,r,
Ω˜Q1,j = −ǫj|σ|−
1
2
n∑
r=m+1
ǫr(−τωP0,r + σωP1,r) ∧ ωPj,r,
Ω˜Qi,j = ǫiǫj
n∑
r=m+1
ǫrω
P
i,r ∧ ωPj,r.
Proof. Suppose first that ψ ∈ ΦM ∩ ΨndW . By the structure equations on M and
Rp,q,
dω˜Qi,j =
m∑
r=0
ǫrω˜
Q
i,r ∧ ω˜Qj,r + Ω˜Qi,j =
n∑
r=0
ǫrω˜
Q
i,r ∧ ω˜Qj,r
for 0 ≤ i, j ≤ m, which yields
Ω˜Qi,j = ǫiǫj
n∑
r=m+1
ǫrω
Q
r,i ∧ ωQr,j. (54)
The stated equations follow using Lemma 5.11. For ψ /∈ ΨndW the equations follow
by continuity using Lemma 5.10 
5.3.4. Globally defined forms. Assuming p, q > 0, we are now able to patch the
forms φ±k,r ∈ Ω(S±M) from Lemma 5.1 across the light cone. Let φk,r ∈ Ω(P+(TM)\
LCM ) be the smooth form that coincides with φ
+
k,r , φ
−
k,r on S
+M,S−M respectively,
following the identification S+M ∪ S−M = P+(TM) \ LCM .
Proposition 5.13. The form φk,r ∈ Ω(P+(TM) \ LCM ) is σ-homogeneous with
degσ φk,r =
m−k−1
2 .
Proof. Denote U := P+(TM)\ (P+(V+)∪P+(V−)). Restrict φk,r to U , and identify
with its pull-back by π0 : ΨW → U . From Proposition 5.6
degσ θ
B
0 =
1
2
, degσ θ
B
1 =
3
2
, degσ θ
B
i = 0, i ≥ 2.
By Proposition 5.9 and Lemma 5.10, it holds for i, j ≥ 2 that
degσ ω˜
B
1,0 = degσ ω
B
1,0 + 1 = 0,
degσ ω˜
B
i,0 = degσ ω
B
i,0 + 1 =
1
2
,
degσ Ω˜
B
i,1 =
3
2
,
degσ Ω˜
B
i,j = 0.
Since ω˜i,j , Ω˜i,j are antisymmetric, these σ-degrees are independent of the order of
indices. Using these values, and Proposition 3.3, it is straightforward to compute
the σ-degree of each term in (35). Those terms containing a factor θB1 or a factor
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Ω˜B1,i have σ-degree
3
2 +
1
2 (m − k) ≡ m−k−12 . The remaining terms are multiples of
ω˜B0,1 and have σ-degree
m−k−1
2 . Examining the definition of φk,r, we conclude it is
σ-homogeneous of π∗0σ-degree
m−k−1
2 on ΨW \ π−10 LCM , and thus by Lemma 3.6
also over U \LCM with the same σ-degree. As LCM ⊂ U , it follows by Lemma 3.2
that φk,r ∈ Hm−k−1
2
(P+(TM), σ). 
We now use Definition 3.4 to define certain meromorphic families of generalized
forms on P+(TM). By Propositions 3.5 and 5.13, the following are well-defined.
Definition 5.14. For (m− k) even, let φ0k,r, φ1k,r ∈ Ωm−∞(P+(TM)) be
φ0k,r = σ
s
+φk,r |s=0,
φ1k,r = (−1)
m−k
2 σs−φk,r|s=0.
For (m− k) odd, let φ0k,r , φ1k,r ∈ Ωm−∞(P+(TM)) be
φ0k,r = ǫ
m−1−k
2 |σ|sφk,r |s=0,
φ1k,r =
π
2
Ress=0ǫ
m+1−k
2 |σ|sφk,r .
Lemma 5.15. The generalized forms φik,r are independent of the choice of P .
Proof. We will consider the case of even (m− k) and i = 0, as all other cases can
be treated similarly. Let P1, P2 be two Riemannian structures. We then get two
meromorphic families that are given by φj(s) = (σj)
s
+ψj , j = 1, 2, where ψj = φ
i
k,r
with the corresponding Pj . Outside of the light cone, ψ1 = ψ2 by Lemma 5.1.
Define r(L0) :=
σ2
σ1
=
P1|L0
P2|L0
> 0, which is a smooth function on P+(TM). Thus
outside of the light cone, φ2(s) = r(L0)
sφ1(s) holds at all s. But for large Re(s),
both families are continuous, hence φ2(s) = r(L0)
sφ1(s) holds on P+(TM) for all
large Re(s). The conclusion follows by uniqueness of meromorphic extension. 
In case M has a definite metric we extend the previous definitions as follows.
When Mp,0 is Riemannian, the smooth form φ+k,r is defined on the whole P+(TM)
and we put φ0k,r = φ
+
k,r , φ
1
k,r = 0. When M
0,q is negative definite, the form φ−k,r is
smooth on P+(TM) and we put φ
i
k,r = (−1)m−1−kχ
−m−1−k
2
i (−1)φ−k,r.
5.4. Lipschitz-Killing curvature measures. By ωk we denote the volume of the
k-dimensional Euclidean unit ball.
Definition 5.16.
i) The Lipschitz-Killing forms κk ∈ Ωm+1(M,C), λk ∈ Ωm−∞(P+(TM),C) are
defined by
κk =

i
q
k!(m+1−k2 )!(4π)
m+1−k
2
ψm+1,m+1−k
2
if m+ 1− k is even,
0 if m+ 1− k is odd,
λk = i
q
⌊m−k2 ⌋∑
ν=0
φ0k+2ν,ν − iφ1k+2ν,ν
k!ν!(4π)ν(m+ 1− k − 2ν)!ωm+1−k−2ν .
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ii) The Lipschitz-Killing curvature measures are the complex-valued general-
ized curvature measures
Λk := [κk, λk] ∈ C−∞(M,C).
Define L˜K(M) ⊂ C−∞(M) to be the span of all ReΛk, ImΛk as k ≥ 0.
iii) The intrinsic volumes are the complex-valued generalized valuations
µk := glob(Λk) ∈ V−∞(M,C).
The span of all Reµk, Imµk is denoted LK(M) ⊂ V−∞(M).
Remark 5.17. When (M, g) is Riemannian, we have PM = SM
+ and φ0k,r =
φ+k,r, φ
1
k,r = 0. Hence, in this case the Lipschitz-Killing curvature measures and the
intrinsic volumes are real valued and coincide with the classical notions.
Remark 5.18. The form κk is a smooth form of top degree on M , hence we may
define for all relatively compact Borel sets U ⊂M that Λk(M,U) :=
∫
U
κk.
It is straightforward to check that, if m− k + 1 is even,
κk =
iq
(m−k+12 )!(8π)
m−k+1
2
∑
α,τ
sgn(τ)R
ατ1 ,ατ2
α1,α2 · · ·R
ατm−k ,ατm−k+1
αm−k,αm−k+1 volX ,
where the sum runs over 1 ≤ α1, . . . , αm−k+1 ≤ m+ 1 and τ ∈ Sm−k+1, and
Rr,si,j = ǫsR
r
i,j,s
are the components of the curvature tensor R (in a Q-orthonormal basis) after
raising one index.
It will be convenient to consider the generalized curvature measures Cik,r ∈
C−∞k (M), for 0 ≤ 2r ≤ k ≤ m, 0 ≤ 2s ≤ m+ 1 and i ∈ Z2, defined by
Cik,r := (−1)i
ωk
πk(m+ 1− k)!ωm+1−k [0, φ
i
k,r], (55)
C0m+1,s :=
ωm+1
πm+1
[ψm+1,s, 0], (56)
C1m+1,s := 0. (57)
In this notation
Λk = i
q π
k
k!ωk
m−k+1
2∑
ν=0
1
4ν
(k
2 + ν
ν
)
(C0k+2ν,ν + iC
1
k+2ν,ν). (58)
Remark 5.19. When M = Rp,q, P+(TM) = R
p,q × P+(Rp,q), and since λ0 ∈
Ω0,p+q−1−∞ (P+(TM),C) is isometry-invariant, it can be considered as a generalized
form of top degree on P+(R
p,q), that is λ0 ∈ M−∞(P+(Rp,q),C)O(p,q). It is not
hard to show that Re(λ0), Im(λ0) span the space of all such generalized measures.
5.5. Wave front sets. It will be convenient to make the statements in cotangent
space, while carrying out the proofs in the tangent space.
Lemma 5.20. For pseudo-Riemannian M , WF(φi,Mk,r ) ⊂ N∗(LC∗M ).
Proof. We have
WF(φi,Mk,r ) = WF(χi(σ)) ⊂ σ∗WF(χi) = σ∗(N∗{0}) = N∗(LCM ). 
Corollary 5.21. For all k, r, i we have Ci,Mk,r ∈ C−∞∅,N∗(LC∗
M
)(M).
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Proof. As Ci,Mk,r is represented by multiples of ψm+1,r and φ
i,M
k,r , it remains to note
that the former is smooth by Lemma 5.2. 
Corollary 5.22. Let e : (X, g) # Mp,q be an isometrically immersed pseudo-
Riemannian, or more generally LC-regular, manifold. Then e∗Ci,Mk,r is well-defined.
Proof. This follows from Corollary 5.21 and Proposition 4.15. 
We need more information on the wave front set for the restriction computation.
Lemma 5.23. Fix a pair of pseudo-Riemannian manifolds M ⊂W , and x ∈M .
i) Let θ : N∗M →֒ PW be the inclusion. Then WF(θ∗φi,Wk,r ) ∩N∗(N∗xM) = ∅.
ii) Let Z be the oriented blow-up of PW ×W M along N∗M , and α : Z → PW
is the composition of the blow-up map b : Z → PW ×WM with the inclusion
j : PW ×W M →֒ PW as in section 2.4. Let π : Z → M be the obvious
projection. Then WF(α∗φi,Wk,r ) ∩N∗(π−1x) = ∅.
Proof.
i) We have WF(θ∗φi,Wk,r ) ⊂ θ∗WF(φi,Wk,r ) ⊂ N∗(LCW ∩NQM). Note that
LCW ∩NQM is a hypersurface in NQM , while NQx M ⊂ TxW is a non-
degenerate subspace. It follows that NQx M ⋔ (LCW ∩NQM) in NQM ,
implying the statement.
ii) DenoteX |M := X×WM forX ⊂ SW := P+(TW ). Note thatWF(j∗φi,Wk,r ) ⊂
N∗(LCW ∩SW |M ). Hence WF(α∗φi,Wk,r ) ⊂ b∗N∗(LCW |M ).
Consider z ∈ π−1x. If b(z) /∈ N∗M , we conclude as in i). Assume now
b(z) ∈ N∗M . We ought to check (dzb)∗(N∗b(z) LCW |M ) ∩ N∗(π−1x) = ∅,
equivalently that dzb(Tz(π
−1x)) + Tb(z)(LCW |M ) = Tb(z)SW |M . Now
dzb(Tz(π
−1x)) contains Tb(z)N
Q
x M , while LCW |M ⊂ SW |M is a hyper-
surface. As NQx M is non-degenerate, the conclusion follows as before.

6. Restricting Lipschitz-Killing curvature measures
We proceed to establishWeyl’s principle for pseudo-Riemannian manifolds, which
reads as follows.
Theorem 6.1. Let e : Mp
′,q′ # Np,q be an isometric immersion of pseudo-
Riemannian manifolds and let ΛNk ,Λ
M
k be the Lipschitz-Killing curvature measures
of N and M respectively. Then the restriction e∗ΛNk exists and equals
e∗ΛNk = Λ
M
k .
6.1. Fiberwise evaluation of generalized forms. The knowledge of the wave
front set of φik,r will allow us to evaluate the restriction fiberwise, as follows.
Lemma 6.2. Fix a manifold M . Let F →֒ S ։ M be a fiber bundle, and E ։ S
some vector bundle. For x ∈M , let ix : S|x →֒ S be the fiber inclusion.
i) Take ω ∈ Γ−∞(S,E) such that WF(ω) ∩N∗(S|x) = ∅ ∀x ∈M . Set
ωx := i
∗
xω ∈ Γ−∞(S|x, i∗xE).
If ωx = 0 for all x ∈M , then ω = 0.
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ii) Let W r be a compact manifold (possibly with boundary). Set i˜x = ix ×
Id: S|x × W →֒ S × W , and p : S × W → S, px : S|x × W → S|x the
projections. Given ω ∈ Γ−∞(S ×W,E ⊠ Dens(TW )) such that WF(ω) ∩
N∗(S|x ×W ) = ∅, we have WF(p∗ω) ∩N∗(S|x) = ∅ for all x ∈ S, and
(px)∗(˜i
∗
xω) = (p∗ω)x ∈ Γ−∞(S|x, E).
Proof.
i) We may assume E = S × R, and furthermore by the sheaf property of
distributions we may work locally and assume S = M × F , M = Rm,
F = Rf , ix(ξ) = (x, ξ). We use the Lebesgue measures on M , F to identify
functions and measures. Let η ∈ C∞c (S) be a test function supported in
Mη × Fη. We ought to show 〈ω, η〉 = 0.
Let ωj → ω, j →∞ be a smooth approximating sequence in the normal
topology of C−∞WF(ω)(S). By Fubini’s theorem,
〈ωj , η〉 =
∫
M
∫
F
ωj(x, ξ)η(x, ξ)dξ dx. (59)
As j →∞, we have 〈ωj, η〉 → 〈ω, η〉 by definiton, and similarly for every x
it holds that
∫
F ω
j(x, ξ)η(x, ξ)dξ → 〈ωx, η(x, •)〉 by the continuity of i∗x.
Let us show the latter convergence is uniform in x ∈Mη. Write∫
F
ωj(x, ξ)η(x, ξ)dξ − 〈ωx, η(x, •)〉F = 〈i∗x(ωj − ω), η〉F = 〈ωj − ω, η · δx〉.
Writing Λ = ∪x∈MN∗S|x ⊂ T ∗S, it is easy to see that {η · δx}x∈Mη ⊂
C−∞Λ (S) is a bounded set. It follows by the hypocontinuity of the pairing
in the normal topology that supx∈Mη |〈ωj−ω, η ·δx〉| → 0 as j →∞. It now
follows that we can interchange in (59) the limit as j →∞ with integration
over M , concluding the proof.
ii) Let us check that WF(p∗ω)∩N∗(S|x) = ∅. This follows at once from wave
front set calculus: if ξ ∈ WF(p∗ω) ∩ N∗(S|x), we have η = (dz,wp)∗ξ ∈
WF(ω) for some (z, w) ∈ S ×W . But then for any v ∈ Tz,w(S|x ×W ) it
holds that v′ := dz,wp(v) ∈ T (S|x) and hence η(v) = ξ(v′) = 0. That is
η ∈ N∗(S|x ×W ), contradicting the assumption.
Now for smooth ω clearly i∗x ◦p(ω) = pF ◦ i˜x(ω). The general case follows
by continuity of the pull-back and push-forward operations. 
6.2. Quadratically compatible points. For further use, we rewrite the forms
φik,r in Riemannian terms at points of quadratic compatibility.
Lemma 6.3. Let the Riemannian metric P be quadratically compatible with Q at
x, and ψ ∈ Ψ|x. It then holds at ψ that Θi(dσ) = 0, and Θi(ωEj,k) = 0 for all i, j, k.
Proof. Denote byHPφ ⊂ TφΦ the P -horizontal subspace at an arbitrary point φ ∈ Ψ,
and similarly for Q. Clearly HPφ ∩HQφ ⊂ TφΨ.
Note that due to the quadratic compatibility, HPψ = H
Q
ψ . This is because it is
determined by the common zeros of the connection forms, which only depend on
the first derivatives of the metrics at ψ. Denoting this subspace by Hψ, we have
Hψ ⊂ TψΨ. If there is a linear relation of the form∑
aijω
E
i,j |Ψ =
∑
Biθ
E
i |Ψ,
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we can restrict it to Hψ, where all connection forms vanish, while the solder form
θEi are linearly independent. Hence Bi = 0, as required.
Now σ = Q(E0)P (E0) . Working with the distinguished coordinates xj , together with
the associated coordinates ξj on the tangent space, it is clear that
∂σ
∂xj
(x) = 0, that
is dψσ ∈ Span(ωE0,i)ni=1. 
Recalling that ω˜i,j = −ǫiωj,i, it follows from Propositions 5.6 and 5.9 that, at a
point z0 of quadratic compatibility,
(φk,r)z0 = ǫ
m−k|σ|−m+1−k2 (ρk,r)z0 , (60)
where the smooth form ρk,r is given by
ρk,r =
∑
π
1/∈{π1,...,π2r}
sgnπ ∧rj=1 Ω˜Bπ2j−1,π2j∧kj=2r+1θEπj ∧mj=k+1 ωEπj ,0
+ |σ| 12
∑
π
1∈{π1,...,π2r}
sgnπ ∧rj=1 Ω˜Bπ2j−1,π2j ∧kj=2r+1 θEπj∧mj=k+1ωEπj,0. (61)
From (60) and Definition 5.14 we conclude that, at a point z0 of quadratic
compatibility,
(φik,r)z0 = (χ
−m+1−k
2
i (σ)ρk,r)z0 . (62)
We also can rewrite the form ψm+1,r in the following way:
ψm+1,r =
∑
π∈Sm+1
sgn(π)Ω˜Bπ0,π1 ∧ · · · ∧ Ω˜Bπ2r−2,π2r−1 ∧ θπ2r ∧ · · · ∧ θπm .
6.3. Weyl’s lemma. The following is well-known.
Lemma 6.4. Let 〈·, ·〉 be a symmetric form of signature (p, q) in Rn = Rp+b. The
algebra of SO(p, q)-invariant elements of Sym(Rn)∗ is generated by 〈·, ·〉 and det.
Proof. Given Φ ∈ Sym(Rn)∗, let ΦC = Φ ⊗ 1 ∈ Sym(Rn)∗ ⊗ C = SymC(Cn)∗.
Suppose Φ is SO(p, q)-invariant. Then g · Φ = 0 for every g in the real Lie algebra
so(p, q). Hence g · ΦC = 0 for every g in so(p, q) ⊗ C, which is the Lie algebra of
the complex group SO(p, q,C). It follows that ΦC is SO(p, q,C)-invariant.
Supposing 〈x, y〉 = ∑ni=1 ǫixiyi with ǫi = ±1, let J := diag(√ǫ1, . . . ,√ǫn) ∈
GL(n,C). Then A 7→ JAJ−1 defines an isomorphism SO(p, q,C) → SO(n,C),
compatible with the actions of these groups on Cn. It follows that the pull-back
(J−1)∗ΦC is SO(n,C)-invariant. By the first fundamental theorem for SO(n,C)
[36], (J−1)∗ΦC is a polynomial in the standard complex bilinear product (·, ·) and
the complex determinant detC. Therefore, ΦC is a polynomial in J
∗(·, ·) and detC.
The statement follows. 
We need to generalize Weyl’s lemma from [60] to indefinite signatures.
Lemma 6.5 (Weyl lemma). Let Rp,q be endowed with the standard Euclidean prod-
uct P (x, y) =
∑
j xjyj as well as the bilinear form
Q(x, y) = x1y1 + · · ·+ xpyp − xp+1yp+1 − · · · − xp+qyp+q.
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Let V be a vector space, and let ζ1, . . . , ζh ∈ V ∗⊗Rp,q. Let Sp+q−1 = {y : P (y, y) =
1} be the unit sphere endowed with the volume form dSp+q−1 induced by P . Then
∫
Sp+q−1
χ
− p+q+h
2
i (Q(y, y))Q(y, ζ1) ∧ · · · ∧Q(y, ζh)dySp+q−1 =
= c(p+ q, h)χ
− q
2
i (−1)
1
h!
∑
π∈Sh
sgnπQ(ζπ1 , ζπ2) ∧ · · · ∧Q(ζπh−1 , ζπh),
where Q(ζk, ζj) ∈ ∧2V ∗ is defined by Q(ζk, ζj)(u, v) := Q(ζk(u), ζj(v))−Q(ζk(v), ζj(u)),
and where c(p+ q, h) = 0 if h is odd, and for even h
c(p+ q, h) =
2Γ(h+12 )π
p+q−1
2
Γ(p+q+h2 )
.
Proof. For p = 0 or q = 0, the statement follows from the Lemma in Weyl’s paper
[60]. We proceed with the case pq 6= 0.
Note that the integral is invariant by any g ∈ SO(p, q). Indeed, let g¯ : Sp+q−1 →
Sp+q−1 be given by g¯(y) = g(y)
P (g(y))
1
2
. The Jacobian of z = g¯y is dzS
p+q−1
dySp+q−1
=
P (gy)−
p+q
2 . This can be seen by identifying Sp+q−1 = P+(R
p,q), then noting that
the bundle of dual densities is SL(Rp+q)-equivariantly isomorphic to the bundle
Dens(L)p+q over L ∈ P+(Rp,q), and the action of g¯ on Dens(L) is by P (gy)− 12 .
Then∫
Sp+q−1
χ
− p+q+h
2
i (Q(y, y))Q(y, g
−1ζ1) ∧ · · · ∧Q(y, g−1ζh)dySp+q−1 =
=
∫
Sp+q−1
χ
− p+q+h
2
i (Q(gy, gy))Q(gy, ζ1) ∧ · · · ∧Q(gy, ζh)dySp+q−1
=
∫
Sp+q−1
χ
− p+q+h
2
i (Q(g¯y, g¯y))Q(g¯y, ζ1) ∧ · · · ∧Q(g¯y, ζh)P (g(y))−
p+q
2 dyS
p+q−1
=
∫
Sp+q−1
χ
− p+q+h
2
i (Q(z, z))Q(z, ζ1) ∧ · · · ∧Q(z, ζh)dzSp+q−1,
as claimed.
By linearity and the previous lemma, the integral must be a linear combination
of terms of the form
Q(ζπ1 , ζπ2) · · ·Q(ζπh−1 , ζπh).
The result follows by skew-symmetry, except for the constants. To find these, let
us take ζj = dxj ⊗ (1, 0, · · · , 0)T and compute
I =
∫
Sp+q−1
χ
− p+q+h
2
i (Q(y, y))y
h
1dS
p+q−1.
Let us consider u(y) = Q(y, y) as a function on Sp+q−1. Its gradient has P -norm
|∇u(y)| = 2√1− u(y)2. Its level sets are u−1(r) = ( 1+r2 ) 12 Sp−1 × ( 1−r2 ) 12 Sq−1.
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The coarea formula then gives
I =
∫ 1
−1
(∫
u−1(r)
χ(r)|∇u|−1
)
dr
=
∫ 1
−1
χ(r)
1
2
(
1− r2)− 12 (1 + r
2
) p+h−1
2
∫
Sp−1
yh1dS
p−1
(
1− r
2
) q−1
2
∫
Sq−1
dSq−1dr
=
2Γ
(
h+1
2
)
π
p−1
2
Γ
(
p+h
2
) 2π q2
Γ
(
q
2
) 1
4
∫ 1
−1
(
1 + r
2
) p+h−2
2
(
1− r
2
) q−2
2
χ−
p+q+h
2 (r)dr
if h is even and I = 0 otherwise.
The change of variables r = cos(2t) = cos2 t − sin2 t turns the previous inte-
gral into 4Jp+q+h−2,q−1(1,−1, χi) = 4Jp+q+h−2,p+h−1(−1, 1, χi) (see (25)). Using
Proposition 3.8 we find that
I =
2Γ
(
h+1
2
)
π
p−1
2
Γ
(
p+h
2
) 2π q2
Γ
(
q
2
) 1
2
B
(
p+ h
2
,
q
2
)
χ
− q
2
i (−1) =
2Γ
(
h+1
2
)
π
p+q−1
2
Γ
(
p+q+h
2
) χ− q2i (−1). 
6.4. Computation of the restriction.
Proposition 6.6. Let e : Mp
′,q′ # Rp,q be an isometric immersion, and put m =
p′ + q′ − 1, n = p+ q − 1. The restriction e∗Cik,0 is given, modulo filtration m+ 1,
by
e∗Cik,0 ≡ (−1)(q−q
′)i+⌊ q−q
′
2
⌋
⌊m−k
2
⌋∑
ν=0
1
22ν
(k
2 + ν
ν
)
Ci+q−q
′
k+2ν,ν .
Proof. We will compute φ˜ik,0 = β∗α
∗φik,0 where α, β are as in (7). By Lemma 5.23
and Lemma 6.2, (φ˜ik,0)z0 is well-defined for all z0 ∈M , and those values determine
φ˜ik,0. By invariance of the constructions, we may only consider z0 such that Tz0M
is spanned by the coordinate vectors ∂∂x0 , · · · , ∂∂xp′−1 ,
∂
∂xp
, · · · , ∂∂xp+q′−1 .
Let P,Q be the standard bilinear forms on Rn+1 ≡ Rp,q := N . Let E0, . . . , En
be a P -orthonormal frame of Rp,q defined locally on PM so that E0, . . . , Em define
a local section of the full flag bundle Φ(M) → PM , (where PM is identified with
P+(TM) usingQ). Suppose further that E0, . . . , En defines an element of ΨW (R
p,q)
(e.g. with respect to the partition W that has W+ = {2, . . . , p′ − 1,m+1, . . . ,m+
p− p′ + 1}) whenever E0 ∈ Sz0M . In particular, SEr = ǫrEr for m+ 1 ≤ r ≤ n at
Sz0M , with ǫr = 1 if r ∈ W+ and ǫr = −1 otherwise.
Given ξ ∈ PM , t ∈ [0, π2 ] and y ∈ Sn−m−1 put
H˜(ξ, t, y) = cos(t)ξ + sin(t)
n−m∑
r=1
yrSEm+r(ξ),
and consider H : PM × [0, π2 ]× Sn−m−1 → PN given by
H(ξ, t, y) = P−
1
2 (H˜(ξ, t, y))H˜(ξ, t, y).
Note that H(ξ, π2 , y) is Q-orthogonal to TxM for ξ ∈ SxM . We will assume that
E0, . . . , Em and SEm+1, . . . , SEn are positively oriented bases of TxM and its Q-
orthogonal complement, respectively.
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Let σN (ζ) = Q(ζ), σM (ξ) = Q(ξ) for ζ ∈ PN , ξ ∈ PM . For ξ ∈ Sz0M we have
σN (H(ξ, t, y)) = cos
2(t)σM (ξ) + sin
2(t)
n−m∑
r=1
ǫm+ry
2
r . (63)
Let pˆ be the projection of PM × [0, π2 ] × Sn−m−1 to the first factor. Then
β∗α
∗(φik,0) = pˆ∗H
∗(φik,0). We proceed to compute this generalized form evaluated
at z0. By Lemma 6.2 ii), we have pˆ∗(H
∗(φik,0))z0 = (pˆz0)∗(H
∗(φik,0)z0), where pˆz0
is the restriction of pˆ to P+(Tz0M)× [0, π2 ]× Sn−m−1.
Given ξ ∈ PM , t ∈ [0, π2 ], y ∈ Sn−m−1, let Eˆ0(ξ, t, y), . . . , Eˆm+1(ξ, t, y) be the P -
orthonormal basis obtained by the Gram-Schmidt process applied to the sequence
H(ξ, t, y), E1(ξ), . . . , Em(ξ),
d
dtH(ξ, t, y). Note that Eˆ0 ≡ H . Given y ∈ Sn−m−1
and ξ ∈ SxM , let Eˆm+2, . . . , Eˆn be a positively oriented P -orthonormal basis of the
P -orthogonal space to TxM ⊕R
∑n−m
r=1 yrSEm+r. Taken together, Eˆ0, . . . , Eˆn form
a P -orthonormal basis. Let θEi , ω
E
i,j (resp. θˆ
E
i , ωˆ
E
i,j) be the solder and connection
forms associated to E0, . . . , En (resp. Eˆ0, . . . , Eˆn). Thus θ
E
i , ω
E
i,j are differential
forms on PM , while θˆ
E
i , ωˆ
E
i,j are forms on PM × [0, π2 ]× Sn−m−1.
By (61) and (62), and noting that ρk,0 is O(n)-invariant, we have
H∗φik,0 = χ
−n−k+1
2
i (σ)
∑
π
sgn(π)θˆEπ1 ∧ · · · ∧ θˆEπk ∧ ωˆEπk+1,0 ∧ · · · ∧ ωˆEπn,0.
Given ξ ∈ Sz0M , note that P (H˜(ξ, t, y)) = 1, d(P (H˜))(ξ,t,y) = 0 and Eˆi(ξ, t, y) =
Ei(ξ) for i = 1, . . . ,m. Hence, at (ξ, t, y)
Eˆm+1 = − sin(t)E0 + cos(t)
n−m∑
r=1
yrSEm+r,
dEˆ0 = dH˜ = Eˆm+1dt+ cos(t)dE0 + sin(t)
n−m∑
r=1
d(yrSEm+r).
Thus, the following relations hold at (ξ, t, y) with ξ ∈ Sz0M
θˆEi = P (Eˆi, ·) = θEi , i = 1, . . . ,m,
θˆEm+1 = − sin(t)P (E0, ·) + cos(t)
∑
r
yrP (SEm+r, ·) = − sin(t)θE0 ,
ωˆE1,0 = P (Eˆ1, dEˆ0)
= cos(t)P (E1, dE0) + sin(t)
∑
r
P (SE1, yrdEm+r)
= cos(t)ωE1,0 + sin(t)
∑
r
yr(τω
E
0,m+r − σωE1,m+r),
ωˆEi,0 = P (Eˆi, dEˆ0)
= cos(t)P (Ei, dE0) + sin(t)
∑
r
P (SEi, yrdEm+r)
= cos(t)ωEi,0 + sin(t)ǫi
∑
r
yrω
E
i,m+r, i = 2, . . . ,m,
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since SE1 = τE0 − σE1, SEi = ǫiEi at z0. Also, up to terms lacking dt we have
ωˆEm+1,0 = P (Eˆm+1, dEˆ0) ≡ dt.
For j = 2, . . . , n−m, up to terms lacking dy
ωˆEm+j,0 = sin(t)
∑
r
dyrP (Eˆm+j , SEm+r)
= sin(t)〈dy, ej〉,
where ej = (P (Eˆm+j , SEm+1), . . . , P (Eˆm+j , SEn)) ∈ Rn−m. The vectors e2, . . . , en−m
are orthonormal, as their entries are the coordinates of Eˆm+2, . . . , Eˆn with respect
to the P -orthonormal basis SEm+1, . . . , SEn. Hence, e2, . . . , en−m form a positively
oriented orthonormal basis of TyS
n−m−1, and thus
ωˆEm+1,0 ∧ · · · ∧ ωˆEn,0 = sinn−m−1(t)dt ∧ dSn−m−1
modulo terms vanishing on R · ∂∂t ⊕ TySn−m−1. Hence
H∗(φik,0)z0 ≡
(n− k)!
(m− k)!
m−k∑
h=0
fh(t)Th ∧ dt ∧ dSn−m−1,
where
fh(t) =
(
m− k
h
)
cosm−k−h(t) sinn−m+h−1(t)χ
− n−k+1
2
i (H
∗σN ),
Th =
∑
π∈Sm
sgnπ〈y, ζˆπ1〉 ∧ · · · ∧ 〈y, ζˆπh〉 ∧ θEπh+1 ∧ · · · ∧ θEπh+k ∧ ωEπh+k+1,0 ∧ · · · ∧ ωEπm,0,
with
ζˆ1 = τ(ω
E
0,m+1, . . . , ω
E
0,n)− σ(ωE1,m+1, . . . , ωE1,n), (64)
ζˆi = ǫi(ω
E
i,m+1, . . . , ω
E
i,n) if 1 < i ≤ m. (65)
We now compute (pˆz0)∗H
∗(φik,0)z0 = (p2)∗(p1)∗H
∗(φik,0)z0 , where
P+(Tz0M)× [0,
π
2
]× Sn−m−1 p1−→ P+(Tz0M)× Sn−m−1 p2−→ P+(Tz0M)
are the projections. Denoting σt(ξ, u) = σN (H(ξ, t, u)), by (63) and Proposition
3.8, we have
(p1)∗(fh(t)dt) =
(
m− k
h
)∫ pi
2
0
cosm−k−h(t) sinn−m+h−1(t)σ∗t χ
−n−k+1
2
i dt
=
(
m− k
h
)
S (n−m+ h− 1,m− k − h)
(
χ
−m−k−h+1
2
i (σM )χ
−n−m+h
2
0 (Q(y))+
+ (−1)i+1χ−
m−k−h+1
2
i+1 (σM )χ
−n−m+h
2
1 (Q(y))
)
. (66)
Considering
ζj := ζˆj · diag(ǫm+1, . . . , ǫn), (67)
we have 〈y, ζˆj〉 = Q(y, ζj), and by the Gauss equations of Lemma 5.12
Q(ζi, ζj) = Ω˜
B
i,j , 2 ≤ i, j ≤ m,
Q(ζ1, ζj) = |σM | 12 Ω˜B1,j , 2 ≤ j ≤ m.
Given π ∈ Sm, let δ(π) = |σM | 12 if 1 ∈ {π1, . . . , πh}, and δ(π) = 1 otherwise.
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The Weyl Lemma 6.5 yields∫
Sn−m−1
χ
−n−m+h
2
j (Q(y))Q(y, ζπ1) ∧ · · · ∧Q(y, ζπh)dSn−m−1 =
= c(n−m,h)χ−
q−q′
2
j (−1)
1
h!
∑
τ∈Sh
sgn τQ(ζπ◦τ1 , ζπ◦τ2) ∧ · · · ∧Q(ζπ◦τh−1 , ζπ◦τh)
= c(n−m,h)χ−
q−q′
2
j (−1)δ(π)Ω˜Bπ1,π2 ∧ · · · ∧ Ω˜Bπh−1,πh .
Now we take the Riemannian metric P ′ given by Lemma 5.5 iii). Since P ′
coincides with P up to second order, their solder and connection forms coincide at
z0. Therefore, for even h,
(p2)∗(p1)∗(f(t)ThdtdS
n−m−1) =
(
m− k
h
)
S(n−m+ h− 1,m− k − h)c(n−m,h)·
·
(
χ
− q−q
′
2
0 (−1)χ−
m−k−h+1
2
i (σM ) + (−1)i+1χ
− q−q
′
2
1 (−1)χ−
m−k−h+1
2
i+1 (σM )
)
ρk+h,h
= (−1)(q−q
′)(i+1)+
⌊
q−q′
2
⌋(
m− k
h
)
Γ
(
m−k−h+1
2
)
Γ
(
h+1
2
)
π
n−m−1
2
Γ
(
n−k+1
2
) φi+q−q′k+h,h .
Thus,
β∗α
∗φik,0 =(−1)(q−q
′)(i+1)+⌊ q−q
′
2
⌋ (n− k)!
(m− k)! ·
·
⌊m−k
2
⌋∑
ν=0
(
m− k
2ν
)
Γ(m−k−2ν+12 )Γ(
2ν+1
2 )π
n−m−1
2
Γ(n−k+12 )
φi+q−q
′
k+2ν,ν . (68)
The statement follows. 
Proposition 6.7. Let e : Mp
′,q′ → Rp,q be an isometric embedding, and put m =
p′ + q′ − 1, n = p+ q − 1. The interior term of the restriction e∗Cik,0 is
(−1)(q−q′)i+⌊ q−q
′
2
⌋
2m+1−k
( m+1
2
m+1−k
2
)
Ci+q−q
′
m+1,m+1−k
2
if m− k is odd, and it vanishes otherwise.
Proof. Let q, θ be as in (7), and z0 as in the previous proof. Using Lemma 5.23, and
applying Lemma 6.2ii) with S =M and W = N∗z0M , we conclude that q∗θ
∗φik,0 is
a smooth measure, and we may compute the restriction q∗θ
∗φik,0|z0 fiberwise. Take
a P -orthonormal frame E0, . . . , En defined onM , such that E0, . . . , Em are tangent
to M , and SEi = ǫiEi at z0 for i = 0, . . . , n. Define G : M × Sn−m−1 → PN by
G(x, y) =
n−m∑
r=1
yrSEm+r(x).
Note that σN (G(z0, y)) =
∑n−m
r=1 ǫm+ry
2
r = Q(y).
Let Eˆ0(x, y), . . . , Eˆm+1(x, y) be the P -orthonormal vectors obtained by applying
the Gram-Schmidt process to G(x, y), E1, . . . , Em,−E0. Let θˆi, ωˆi,j be the corre-
sponding solder and connection forms. Note that these Eˆi correspond to the previ-
ous Eˆi when t =
π
2 , σ = ǫ, τ = 0. Hence, at z0 we can use the previously obtained
relations for θˆEi , ωˆ
E
i,j taking these values for t, σ, τ .
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Moreover, at z0 we have
ωˆEm+1,0 =
n−m∑
r=1
yrω
E
m+r,0
and
ωˆEm+2,0 ∧ · · · ∧ ωˆEn,0 ≡ dSn−m−1
modulo terms vanishing at TyS
n−m−1. Therefore
G∗(φik,0)z0 ≡
(n− k)!
(m+ 1− k)!χi(G
∗σN )Ym+1−k ∧ dSn−m−1,
where, using the notation (64), (65), (67), and putting ζˆ0 = ǫ(ω
E
0,m+1, . . . , ω
E
0,n),
Yh =
∑
π∈Sm+1
sgnπ〈y, ζˆπ0〉 ∧ · · · ∧ 〈y, ζˆπh−1〉 ∧ θEπh ∧ · · · ∧ θEπm .
By the Weyl Lemma 6.5 and the Gauss equations of Lemma 5.12,∫
Sn−m−1
χ
−n−k+1
2
i (Q(y))〈y, ζˆπ0〉 ∧ · · · ∧ 〈y, ζˆπm−k〉dy
=
c(n−m,m+ 1− k)χ−
q−q′
2
i (−1)
(m+ 1− k)!
∑
τ∈Sm+1−k
sgn τQ(ζπ◦τ0 , ζπ◦τ1)∧· · ·∧Q(ζπ◦τm−k−1 , ζπ◦τm−k)
= c(n−m,m+ 1− k)χ−
q−q′
2
i (−1)
∑
τ∈Sm+1−k
sgn τΩ˜Bπ0,π1 ∧ · · · ∧ Ω˜Bπm−k−1,πm−k ,
where we put ζ0 = ǫζˆ0. Therefore,
q∗θ
∗φik,r =
∫
Sn−m−1
G∗(φik,0)dS
n−m−1
=
c(n−m,m+ 1− k)χ−
q−q′
2
i (−1)(n− k)!
(m+ 1− k)! ψm+1,m+1−k2 (69)
which vanishes if m− k is even. The statement follows. 
Proof of Theorem 6.1. Let e : Mp
′,q′ # Np,q be an isometric immersion between
pseudo-Riemannian manifolds. We want to show that e∗ΛNk = Λ
M
k .
The case N = Rp,q follows from Propositions 6.6 and 6.7 as we show next.
Suppose that e : Mp
′,q′ # Rp,q is an isometric immersion. Since the curvature of
Rp,q vanishes, we have by (58)
e∗ΛR
p,q
k = i
q π
k
k!ωk
e∗(C0k,0 + iC
1
k,0)
= iq
πk
k!ωk
(−1)⌊ q−q
′
2
⌋
m+1−k
2∑
ν=0
1
22ν
Cq−q
′
k+2ν,ν
+ iq+1
πk
k!ωk
(−1)(q−q′)+⌊ q−q
′
2
⌋
m+1−k
2∑
ν=0
1
22ν
C1+q−q
′
k+2ν,ν
= ΛM
p′,q′
k ,
using (58) and considering different cases according to the parity of q − q′.
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For the general case, let e˜ : Np,q → Ra,b be an isometric embedding, which exists
by the pseudo-Riemannian Nash Theorem 2.1. Using the previous case and the
functoriality of pull-backs we deduce
e∗ΛNk = e
∗e˜∗ΛR
a,b
k = (e˜ ◦ e)∗ΛR
a,b
k = Λ
M
k . 
Remark 6.8. In fact, since (68) and (69) hold exactly and not just at the level of
curvature measures, we have e∗(κNk , λ
N
k ) = (κ
M
k , λ
M
k ) also at the level of forms.
Definition 6.9. Let (X, g) be an LC-regular manifold of changing signature. Define
its Lipschitz-Killing forms (resp. curvature measures, valuations) by (κXk , λ
X
k ) :=
e∗(κMk , λ
M
k ), resp. Λ
X
k := e
∗ΛMk , µ
X
k := e
∗µMk , where e : X →֒ M is an isometric
embedding into any pseudo-Riemannian manifold M .
Proposition 6.10. The Lipschitz-Killing curvature measures and forms of an LC-
regular manifold are well-defined.
Proof. The existence of some isometric embedding follows from Lemma 4.10. The
restriction is then well-defined by Proposition 4.15. The restriction is independent
of the choice of M by Lemma 4.11 and Theorem 6.1, resp. Remark 6.8. 
7. Basic properties of the Lipschitz-Killing curvature measures
For a manifold X , let Metp,q(X) denote the space of pseudo-Riemannian metrics
of signature (p, q) on X , and similarly MetLC(X) is the space of LC-regular metrics.
Proposition 7.1. For any Mp,q it holds that ΛMk ∈ C−∞∅,N∗(LC∗
M
)(M). In particular,
ΛMk (A, •) ∈ M−∞(M,C) is well-defined for any LC-transversal A ∈ P(M).
Proof. The first assertion is immediate from Definition 5.16 and Corollary 5.21.
The second follows from Proposition 2.5. 
Proposition 7.2. Let (Xn, g) be LC-regular, and put signg|TxX = (px, qx). Then
ΛXn = i
qx volX,g .
Proof. Fix an embedding e : Xn →֒ Rp,q, and denote V = Rp,q. Note that e∗µVn =
glob(e∗ΛVn ) can be identified with Λ
X
n = e
∗ΛVn , as both are elements of M−∞(X).
Now consider test valuations ψ ∈ V∞c (X) of the form ψ =
∫
S χY dν(Y ), where S is
a smooth family of n-submanifolds with boundary, and ν ∈ M∞c (S), see [32]. Note
that all possible images [ψ] ∈ V∞c (X)/W∞1 (X) = C∞c (X) form a dense subset. We
compute
〈e∗µVn , ψ〉 = 〈µVn , e∗ψ〉 =
∫
S
〈µVn , χe(Y )〉dν(Y ) =
∫
S
∫
Y
iqx volX,g dν(Y ),
where the last two equalities follow from the continuity of the Klain section of µVn
and its explicit value, see [17]. Thus 〈ΛXn , ψ〉 = 〈iqx volX,g, ψ〉, concluding the proof.

Proposition 7.3. For (X, g) LC-regular, ΛXk ∈ C−∞k (X,C)\C−∞k+1(X,C), and µXk ∈
W−∞k (X,C) \W−∞k+1(X,C). Moreover, µXk has Euler-Verdier eigenvalue (−1)k.
Proof. All statements are easily verified for X = Rp,q. For any LC-regular X
and any k ≤ dimX , we can choose by Proposition 4.4 a k-dimensional pseudo-
Riemannian submanifold M ⊂ XND, whence ΛXk |M = ΛMk 6= 0 by Proposition
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7.2. Thus ΛXk /∈ C−∞k+1(X,C), and similarly µXk /∈ W−∞k+1(X,C). The last statement
reduces to Rp,q by the Nash embedding theorem and Weyl principle. 
Corollary 7.4. If (Xn, g) is LC-regular and contains a pseudo-Riemannian sub-
set of indefinite signature, then (µXk )
n
k=0, (µ¯
X
k )
n−1
k=1 are linearly independent over
R, as well as (ΛXk )
n
k=0, (Λ¯
X
k )
n−1
k=0 . In particular for M
p,q with p, q ≥ 1, we have
dimR L˜K(M) = 2 dimM + 1 and dimR LK(M) = 2 dimM .
Proof. By Proposition 7.3, we may consider each k separately. For k ≥ 1, the
statement follows from Propositions 7.2 and 4.4. For k = 0, µX0 is the Euler
characteristic by Theorem 8.1. By assumption, we may find a submanifold M1,1 ⊂
XND. It now can be seen from definition that Λ
M
0 = Λ
X
0 |M has linearly independent
real and imaginary parts, completing the proof. 
Remark 7.5. For (Xn, g) LC-regular, the last statement of the corollary fails in
general. By Proposition 7.2, dimSpan{ReΛn, ImΛn} ∈ {1, 2} depending on the
signatures occurring in X.
Proof of Theorem D. The existence of the functors has been proven in Section
6. For uniqueness of the valuation functor, assume that ψ : ΨMet → GVal is
a covariant functor commuting with M. Fix p, q > 0. By [17] we know that
dimVal−∞(Rp,q)O(p,q) = 2(p+ q). Using Corollary 7.4 we conclude that
ψR
p,q
=
p+q∑
k=0
akµ
R
p,q
k +
p+q−1∑
k=1
bkµ¯
R
p,q
k , (70)
with constants ak, bk. These constants do not depend on the choice of R
p,q as long
as p + q > k, as follows by applying the functoriality of µk to some simultaneous
isometric embeddings of Rp,q and Rp
′,q′ into some Rp
′′,q′′ .
We now define sequences ak, bk, k = 0, 1, . . . by taking arbitrary p + q > k in
(70). Then ψ =
∑∞
k=0 akµ
R
p,q
k +
∑∞
k=1 bkµ¯
R
p,q
k on each pseudo-Euclidean space.
By functoriality and the pseudo-Riemannian Nash embedding theorem 2.1, this
equation then holds on each pseudo-Riemann manifold. 
The Lipschitz-Killing curvature measures are homogeneous, as follows.
Proposition 7.6. Let (X, g) be LC-regular, and λ 6= 0. Then
ΛX,λgk =
{√
λ
k
ΛX,gk , λ > 0,√
λ
k
ΛX,gk , λ < 0.
(71)
Analogous formulas hold for the intrinsic volumes.
Proof. By Definition 6.9, we may assume (X, g) = (M,Q) is pseudo-Riemannian.
For λ > 0, the stated formula follows easily from the scaling properties of solder,
connection and curvature forms. It remains only to prove the case λ = −1.
Put Q̂ = −Q, and note that a compatible Riemannian metric P for Q is also
compatible with Q̂. Given a partition W = W+ ∪· W−, we take the partition Ŵ
given by Ŵ± = W∓ and get ΦW = ΦŴ ,ΨW = ΨŴ . The corresponding solder,
connection and curvature forms are related by θ̂i = θi, ω̂i,j = ωi,j , Ω̂i,j = Ωi,j , while
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σ̂ = −σ, ǫ̂i = −ǫi. It follows that φ̂k,r = (−1)m−k+rφk,r on the open orbits. For
m− k even, one checks that
φ̂ik,r = (−1)
m−k+2r
2 φi+1k,r ,
while for m− k odd, it holds
φ̂0k,r = (−1)
m−k+2r+1
2 φ0k,r,
φ̂1k,r = (−1)
m−k+2r−1
2 φ1k,r .
It follows that for m− k even
Ĉik,r =
{
(−1)m−k+2r+22 Ci+1k,r , m− k even
(−1)m−k+2r+2i+12 Cik,r , m− k odd
Using (58) one gets
Λ̂k = i
kΛk,
as stated. The statement for intrinsic volumes follows by globalization. 
Next we address the dependence of Λk on the metric. We work with the local
Ho¨lder space of functions Cn+α = Cn,α with n ≥ 0 and 0 < α < 1, consisting of Cn
functions whose derivatives of order n are locally α-Ho¨lder. For f ∈ Cn+αc (Rm+1),
write ‖f‖n+α for the corresponding norm. We define Ho¨lder norms for compactly
supported functions on a manifold, by using a partition of unity. The norm of a
differential form is taken to be the maximum of the norms of the coefficients of the
form in the corresponding standard basis.
Proposition 7.7. For a manifold M of dimension m + 1 and 0 ≤ k ≤ m − 1,
the assignment Λk : Metp,q(M)→ C−∞(M,C) is continuous in the C m+3−k2 +ǫ local
Ho¨lder topology on Metp,q(M), for all ǫ > 0.
Remark 7.8. Note that Λm is continuous in the C
0 topology on Metp,q(M), as
ΛMm (X, f) =
1
2
∫
∂X
iq∂X,xfd vol∂X,Q|∂X . The same holds for LC-regular metrics.
Proof. We may assume M = Rm+1. As the inner term of Λk is a smooth measure
given by a polynomial in the curvature tensor, it remains to consider the boundary
term. It suffices to show that the forms φik,r defined in Section 5.3.4 are continuous.
Denote ν = m+3−k2 + ǫ. We may choose a C
ν -smooth assignment of compatible
Riemannian metrics P = P (Q) overM for Q ∈ Metp,q(M) in a Cν -neighborhood Ω
of some Q0. The forms φk,r are given by linear combinations of products σ
∗
Qχ
d ·ρQ,
where σQ =
Q
P ∈ C∞(P+(TM)), χd ∈ C−∞(R) is d-homogeneous with − 12 ≥ d ≥
−m+1−k2 , and ρQ is a smooth form that is Cν−2-continuous in Q ∈ Ω.
Note that χd ∈ C−d−1+ǫc (R)∗ for all ǫ > 0, see (12). It follows that σ∗Qχd ∈
Cν−2(P+(TM))
∗, as the singular points of χd are regular values of σQ.
Fix cut-off functions ψ1, ψ2 ∈ C∞c (P+(TM)) such that Suppψ2 ⊂ ψ−11 (1). De-
note B = {β ∈ Cν−2Suppψ1(P+(TM)) : ‖β‖ν−2 = 1}. For ρ ∈ Cν−2(P+(TM)) and
η ∈ Cν−2(P+(TM))∗ we have
‖ψ2ηρ‖∗ν−2 ≤ sup
β∈B
〈β, ψ2ηρ〉 = sup
β∈B
〈βψ1ρ, ψ2η〉 ≤ C‖ψ2η‖∗ν−2‖ψ1ρ‖ν−2
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for some constant C > 0. We then may write
|ψ2(σ∗QχdρQ − σ∗Q0χdρQ0)‖∗ν−2
≤ C(‖ψ2σ∗Qχd‖∗ν−2‖ψ1(ρQ − ρQ0)‖ν−2 + ‖ψ2(σ∗Qχd − σ∗Q0χd)‖∗ν−2‖ψ1ρQ0‖ν−2).
It remains to show that ‖ψ2(σ∗Qχd − σ∗Q0χd)‖∗ν−2 = o(‖ψ1(σQ − σQ0)‖ν). Write
‖ψ2(σ∗Qχd − σ∗Q0χd)‖∗ν−2 ≤ sup
β∈B
〈χd, (σQ)∗(ψ2β)− (σQ0 )∗(ψ2β)〉.
Splitting χd = χd · 1[−1/2,1/2] + χd · (1 − 1[−1/2,1/2]), the corresponding sec-
ond summand is clearly o(‖ψ1(σQ − σQ0 )‖C1), uniformly in β ∈ B. For the first
summand,
sup
β∈B
〈χd1[−1/2,1/2], (σQ)∗(ψ2β)− (σQ0)∗(ψ2β)〉 ≤
‖χd1[−1/2,1/2]‖∗ν−2 sup
β∈B
‖(σQ)∗(ψ2β)− (σQ0 )∗(ψ2β)‖ν−2.
We use an auxiliary Riemannian structure and the co-area formula to write
(σQ)∗(ψ2β)(t) =
∫
{σQ=t}
ψ2(z)β(z)
‖∇σQ‖ dz,
which is readily seen to be Cν−2-continuous in Q ∈ Ω, uniformly in β ∈ B.
The inclusion Cν(P+(TM))
∗ →֒ C−∞(P+(TM)) is continuous with the strong
dual topology on the right hand side, hence Q 7→ σ∗Qχd · ρQ is continuous on Ω. 
Corollary 7.9. For a manifold Xn, 0 ≤ k ≤ n− 2 and ǫ > 0, the assignment Λk :
MetLC(X)→ C−∞(M,C) is continuous in the Cn− k2+1+ǫ topology on MetLC(X).
Proof. Recall the locally defined embedding e : X →֒ (M,G) constructed in Lemma
4.10. Clearly G can be chosen to depend arbitrarily smoothly on g. By Proposition
7.7, ΛM,Gk is continuous in G, hence Λ
X,g
k = e
∗ΛM,Gk is continuous in g. 
Remark 7.10. Similarly one can show that when Λk is restricted to the LC-regular
metrics g on Xn with dimKer g ≤ ν, it is continuous in the C n+ν−k2 +1+ǫ topology.
Our next proposition generalizes the tube formula by Willison, who considered
the case q′ = q = 1 [62].
Let Mp
′,q′ ⊂ Rp,q be a pseudo-Riemannian submanifold. Let N1(M) consist of
those (x, v) ∈ NQM with |Q(v)| = 1. Consider the map
exp: N1(M)× R→ Rp,q, exp(x, v, t) = x+ tv.
Given r > 0 and a non-empty, relatively compact Borel set U ⊂ M , the r-tube of
M over U is the following region of Rp,q
T (M,U, r) = exp(N1(M) ∩ π−1U × [0, r]).
Proposition 7.11. Under the above assumptions, and for sufficiently small r > 0,
the tube T (M,U, r) is bounded if and only if p = p′ or q = q′, in which case
vol(T (M,U, r)) = (−i)q′
⌊m+1
2
⌋∑
ν=0
(−1)ν(q−q′)ωn−m+2νΛMm−2ν+1(M,U)rn−m+2ν . (72)
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Proof. The tube is bounded precisely when (TxM)
Q has definite signature; i.e.
when p = p′ or q = q′. Consider first the case q = q′ and put p + q = n + 1,
p′ + q = m+ 1. Then
exp∗(d vol) = dt ∧ (θ1 + tω1,0) ∧ · · · ∧ (θn + tωn,0) = dt ∧
n∑
k=0
tk
k!(n− k)!φ
0
n−k,0.
By Theorem 6.1,∫
N1(M)∩π−1U×[0,r]
exp∗(d vol) =
n∑
k=0
rk+1
(k + 1)!(n− k)!
∫
U
π∗φ
0
n−k,0
= i−q
⌊m+1
2
⌋∑
ν=0
rn−m+2νωn−m+2ν
∫
U
κm−2ν+1.
Eq. (72) follows for q = q′. The case p = p′ follows by flipping the sign of the
metric, and using Λk(M
q′,p′ , U) = ik(−1)q′Λk(Mp′,q′ , U) (see Prop. 7.6). 
8. Euler characteristic and Chern-Gauss-Bonnet
We establish a pseudo-Riemannian representation of the Euler characteristic, ex-
tending the integral formula discovered by Chern in the Riemannian case [24] to the
LC-regular setting. We also supplement the pseudo-Riemannian Weil-Allendoerfer-
Chern-Gauss-Bonnet theorem [14, 25] with the boundary term, giving an expression
for χ(A) in pseudo-Riemannian terms for sufficiently nice A ⊂ M , rather than for
A =M alone.
Theorem 8.1. It holds on any LC-regular manifold (X, g) that µX0 = χ. In par-
ticular, if X is compact, then ∫
X
κX0 = χ(X).
Recall those are in fact two equalities on real-valued curvature measures, glob-
alizing to χ and 0, respectively.
Proof. Consider first X = Rp,q. Recall [16] that the space of translation invariant
generalized valuations on X coincides with Val−∞(X) = Val∞(X)∗ ⊗Dens(X). In
particular, Val−∞0 (X) = Val
∞
0 (X) = Span{χ}.
It follows that µX0 = c(p, q)χ for some c(p, q) ∈ C. It holds by Theorem 6.1 that
for all p, q, p′, q′, c(p, q) = c(p′, q′). One easily verifies that c(1, 0) = 1.
Now for any LC-regular manifold X there is an isometric embedding e : X →֒
Rp,q. We find by Theorem 6.1 that µX0 = e
∗µR
p,q
0 = e
∗χ = χ. 
An immediate corollary is a Chern-Gauss-Bonnet theorem for pseudo-Riemannian
manifolds with generic boundary, as follows.
Theorem 8.2. Let Mp,q be a pseudo-Riemannian manifold with LC-regular bound-
ary. Then
χ(M) =
∫
M
κM0 +
∫
∂M
ν∗λM0 .
Here ν is the outer normal to ∂M .
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As a trivial but useful remark, we may replace each integrand with its real part.
Let us describe the integrands κ0, ν∗λ0 in the case of submanifolds in R
p,q. We
recall that for a closed LC-regular submanifold of general codimension,
κX0 = π∗(λ
R
p,q
0 |NX),
where NX ⊂ Rp,q × P+(Rp,q), and π : NX → X is the projection. Note that
λR
p,q
0 ∈ M−∞(P+(Rp,q),C)O(p,q) = Ω0,p+q−1−∞ (Rp,q × P+(Rp,q),C)O(p,q)⋉R
p,q
.
At non-degenerate points, an intrinsic expression for κ0 is given in Remark 5.18.
Proposition 8.3. Let Xn ⊂ Rp,q be an oriented LC-regular hypersurface. Let
x ∈ X be a non-degenerate point, and ν a locally defined outer unit normal. Then
ν∗λX0 (x) =
{
iq 1(n+1)ωn+1K · volX if Q(ν) > 0,
(−i)p 1(n+1)ωn+1K · volX if Q(ν) < 0.
(73)
where K is the determinant of the shape operator Sx : TxX → TxX.
Proof. Assume Q(ν(x)) > 0. Fix a compatible P with Q(ν(x)) = P (ν(x)). Then
Ci0,0 =
1
(n+ 1)!ωn+1
φi0,0 =
1
(n+ 1)!ωn+1
χ
−m+1
2
i (1)ρ0,0 =
n!
(n+ 1)!ωn+1
δi0K volX .
The second case follows by flipping the sign of the metric. 
We turn to applications of Theorem 8.1. First, we recover a well-known topo-
logical fact.
Corollary 8.4. If a closed manifold M admits a pseudo-Riemannian metric of
signature (p, q) with either p or q odd, then χ(M) = 0.
Proof. If p 6≡ q mod 2, then dimM is odd and κM0 vanishes, hence χ(M) = 0. If q
is odd, then µ0(M) ∈ iR by (58). Thus χ(M) = 0. This covers all cases. 
Inspecting the definition of Λ0, we obtain a-priori information about the Euler
characteristic of subsets of a pseudo-Riemannian manifold.
Corollary 8.5. For X ∈ P(Mp,q, Q) LC-transversal, χ(X) is determined by
i) the Q-positive subset of NQX, if q is even and p odd;
ii) the Q-negative subset of NQX, if q is odd and p even;
iii) any subset of NQX containing a neighborhood of the Q-degenerate subset,
if p, q are both odd.
Examples.
• In M1,1, the Euler characteristic is determined by C10,0, which is a multiple of
χ−11 (σ) = δ0(σ). Thus the boundary term of χ(X) is proportional to the number of
degenerate tangent lines to ∂X , counted with signed multiplicity. More precisely,
χ(X) =
1
4
NX · LCM ,
where NX ·LCM is the intersection number. The latter is well defined as both NX
and LCM can be locally oriented by a local choice of orientation on M .
• In R2,1, the Euler characteristic is determined by C10,0, which is a multiple of
χ
− 3
2
1 (σ). Thus for an LC-regular closed surface X ⊂ R2,1,
χ(X) = − 1
2π
∫
X
Q(νE)
− 3
2
− KEdAE , (74)
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where KE is the Gaussian curvature with respect to the standard Euclidean struc-
ture, dAE the Euclidean area measure, and νE the Euclidean outer unit normal.
For example, for X = S2 ⊂ R2,1 the unit Euclidean sphere we find
χ(S2) = − 1
2π
2
∫ pi
2
0
∫ 2π
0
(cos 2θ)
− 3
2
− cos θdφdθ
= 2
∫ pi
2
0
χ
− 3
2
1 (cos
2 θ − sin2 θ) cos θdθ = 2J1,0(1,−1;χ−
3
2
1 ) = 2.
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