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Résumé 
La sécurité est un élément crucial dans le développement d'un système d'information. 
On ne peut pas concevoir un système bancaire sans préoccupation sécuritaire. La sensibilité 
des données d'un système hospitalier nécessite que la sécurité soit la composante majeure 
d'un tel logiciel. Le contrôle d'accès est un des nombreux aspects de la sécurité. Il permet 
de définir les conditions de l'exécution d'actions dans un système par un utilisateur. Entre 
les différentes phases de conception d'une politique de contrôle d'accès et son application 
effective sur un système déployé, de nombreuses étapes peuvent introduire des erreurs ou 
des failles non souhaitables. L'utilisation de méthodes formelles est une réponse à ces pré-
occupations dans le cadre de la modélisation de politiques de contrôle d'accès. L'algèbre 
de processus EB3 permet une modélisation formelle de systèmes d'information. Son ex-
tension EB3SEC a été conçue pour la spécification de politiques de contrôle d'accès. Le 
langage ASTD, combinaison des statecharts de Harel et des opérateurs de EB3, permet de 
modéliser graphiquement et formellement un système d'information. Cependant, ces deux 
méthodes manquent d'outils de vérification et de validation qui permettent de prouver ou 
de vérifier des propriétés de sécurité indispensables à la validation de politiques de contrôle 
d'accès. De plus, il est important de pouvoir prouver que 1'implementation d'une politique 
correspond bien à sa spécification abstraite. Cette thèse définit des règles de traduction de 
EB3 vers ASTD, d'ASTD vers Event-B et vers B. Elle décrit également une architecture for-
melle exprimée en B d'un filtre de contrôle d'accès pour les systèmes d'information. Cette 
modélisation en B permet de prouver des propriétés à l'aide du prouveur B ou de vérifier 
des propriétés avec ProB, un vérificateur de modèles. Enfin, une stratégie de raffinement B 
pour obtenir une implementation de ce filtre de contrôle d'accès est présentée. Les raffine-
ments B étant prouvés, 1'implementation correspond donc au modèle initial de la politique 
de contrôle d'accès. 
Mots-clés : Système d'information, contrôle d'accès, B, Event-B, ASTD, EB3. 
1 
Abstract 
A Formal Integration of Access Control Policies into Information Systems. 
Security is a key aspect in information systems (IS) development. One cannot build 
a bank IS without security in mind. In medical IS, security is one of the most important 
features of the software. Access control is one of many security aspects of an IS. It defines 
permitted or forbidden execution of system's actions by a user. Between the conception of 
an access control policy and its effective deployment on an IS, several steps can introduce 
unacceptable errors. Using formal methods may be an answer to reduce errors during the 
modeling of access control policies. Using the process algebra EB3, one can formally mo-
del IS. Its extension, EB3SEC, was created in order to model access control policies. The 
ASTD notation combines Harel's Statecharts and EB3 operators into a graphical and formal 
notation that can be used in order to model IS. However, both methods lack tools allowing 
a designer to prove or verify security properties in order to validate an access control po-
licy. Furthermore, the implementation of an access control policy must correspond to its 
abstract specification. This thesis defines translation rules from EB3 to ASTD, from ASTD to 
Event-B and from ASTD to B. It also introduces a formal architecture expressed using the 
B notation in order to enforce a policy over an IS. This modeling of access control policies 
in B can be used in order to prove properties, thanks to the B prover, but also to verify 
properties using ProB, a model checker for B. Finally, a refinement strategy for the access 
control policy into an implementation is proposed. B refinements are proved, this ensures 
that the implementation corresponds to the initial model of the access control policy. 
Keywords: Information system, access control, B, Event-B, ASTD, EB3. 
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Un système d'information (SI), comme de nombreux autres éléments logiciels ou ma-
tériels du monde informatique, comporte des exigences de sécurité dont les sources sont 
multiples. 
Les systèmes d'information 
Les SI sont des logiciels permettant l'acquisition, le stockage, la structuration, la ges-
tion, le déplacement, le contrôle, l'affichage et l'échange de données. Un exemple de SI 
classique est une application de gestion des commandes et des clients d'une entreprise. 
Dans le monde de l'entreprise, un SI constitue un élément extrêmement sensible qui peut 
influencer le bon fonctionnement et les résultats d'une organisation selon la gestion qui en 
est faite. De par leur nature et leurs fonctions, les SI ont accès en lecture et en écriture à des 
données capitales pour le fonctionnement de l'entreprise comme des bases de données de 
clients, de fournisseurs ou ses données comptables. Un SI correctement développé et adapté 
à une entreprise peut être source de nombreux avantages. Inversement, un SI mal adapté 
en taille ou en fonctionnalités peut conduire à un ralentissement des processus métier et 
à une diminution de la fiabilité de l'entreprise. Un processus métier est une succession de 
tâches reliées par un objectif commun, comme par exemple la gestion d'une commande 
d'un client. En cas de ralentissement de ces processus, les conséquences sur une entre-
prise sont multiples et négatives. Du fait de leur importance, l'entreprise doit donc pouvoir 
compter sur les SI qu'elle utilise. 
1 
INTRODUCTION 
Le contrôle d'accès des SI 
Du fait des données manipulées, la question de la sécurité des SI est capitale. Plusieurs 
domaines de l'activité économique et sociale sont maintenant sujets à des lois et des normes 
très strictes au niveau de la sécurité et de la confidentialité des données. Par exemple, nous 
pouvons citer la loi Sarbane-Oxley [7] aux États-Unis et la loi PIPEDA au Canada. En 
effet, il est difficilement envisageable que certaines informations d'une entreprise soient 
accessibles en lecture ou en écriture par des entités extérieures à l'entreprise. De même, 
certains employés ne devraient pas avoir accès à certaines données de leur entreprise. Il est 
dangereux de donner un accès en écriture à tous les employés sur les données relatives aux 
salaires. Plusieurs niveaux de sécurité sont donc nécessaires au sein des SI. L'assurance 
que les données ne sont pas accessibles depuis l'extérieur du SI se construit en utilisant 
des technologies comme les pare-feu logiciels ou physiques. Ces techniques conduisent à 
la création d'une zone dite démilitarisée, ou zone de confiance, au sein de laquelle les com-
munications sont réputées sécurisées. La propriété que les données consultées le sont par 
une personne autorisée et dans des conditions conectes peut être assurée par des processus 
d'authentification et de contrôle d'accès. L'authentification doit vérifier qu'une personne 
est bien celle qu'elle prétend être. Le contrôle d'accès doit garantir qu'une personne utilise 
des fonctions qu'elle est habilitée à manipuler. Enfin d'autres règles de contrôle d'accès 
aux données, comme les droits de lecture ou d'écriture, la durée de validité des données, 
la révocation de privilèges, peuvent également garantir la sécurité des données manipulées 
par un SI. 
D'autres éléments comme la sûreté, la fiabilité, la redondance, la qualité de service 
peuvent définir d'autres exigences de sécurité de la part des entreprises envers leurs SI. Ces 
éléments ne seront pas détaillés ici car ils ne rentrent pas dans le cadre de cette thèse. 
Dans le domaine bancaire, le contrôle d'accès est un des services vendus aux clients. En 
théorie, il n'est pas concevable que les données d'un client soient consultables par tous, ou 
que le compte d'un client lui soit accessible en écriture directement. Il n'est également pas 
acceptable que des transactions bancaires soient refusées lors d'opérations de maintenance 
des SI. En pratique, sécuriser les SI dans le milieu bancaire est d'une complexité élevée 
et d'un coût non négligeable. Du fait de la présence de multiples architectures, systèmes, 
langages, base de données et d'acquisitions, restructurations, changements de technologies 
au cours du cycle de vie d'un SI, il n'est en aucun cas trivial de déployer, d'administrer et 
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de maintenir une politique de sécurité. Cependant, ces tâches sont indispensables au fonc-
tionnement d'une institution bancaire. Les enjeux de la sécurité dans le domaine bancaire 
sont multiples. La sécurité dans ce domaine conditionne le fonctionnement non seulement 
de l'économie mais également de tous les systèmes politiques et sociaux. De plus, dans le 
contexte de la crise financière internationale, des dérives similaires à celle de l'affaire Jé-
rôme Kerviel [16] en France ne sont pas acceptables, menaçant les institutions, leurs clients 
et les autres entreprises dans lesquelles elles investissent. 
Les hôpitaux abandonnent progressivement les dossiers médicaux au format papier au 
profit de dossiers médicaux électroniques. Cette modification du système rend les données 
contenues dans ces dossiers plus simples d'accès pour les personnels hospitaliers et inter-
opérables d'une institution à une autre. Cependant, les dossiers médicaux contiennent des 
données sensibles souvent protégées par les lois nationales, que ce soit sous leur forme 
papier ou électronique. La France a par exemple défini par voie légale des moyens à mettre 
en œuvre pour la protection des données médicales. 
FRANCE - CODE DE LA SANTÉ PUBLIQUE [54] 
Toute personne prise en charge par un professionnel, un établissement, un réseau de 
santé ou tout autre organisme participant à la prévention et aux soins a droit au respect 
de sa vie privée et du secret des informations la concernant. 
Afin de garantir la confidentialité des informations médicales mentionnées aux alinéas 
précédents, leur conservation sur support informatique, comme leur transmission par 
voie électronique entre professionnels, sont soumises à des règles définies par décret 
en Conseil d'Etat. 
De même, le Canada, par le biais d'une initiative fédérale, propose une architecture sé-
curisée [9] pour le développement d'un Dossier de Santé Electronique (DSE). Ces recom-
mandations définissent F implementation des dossiers médicaux électroniques et ont été 
transposées dans le droit provincial. Du fait de ces lois et initiatives, il devient nécessaire 
de contrôler l'accès aux données disponibles dans les SI utilisés par les établissements et 
professionnels de la santé. Cependant, ces politiques de sécurité doivent prendre en compte 
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les situations d'urgences. Un dossier médical ne doit pas pouvoir être consulté par des per-
sonnes extérieures à un établissement et non autorisées, dérogation faite des cas d'urgence 
médicale où un transfert d'autorisation peut être nécessaire. De nombreux autres critères 
peuvent être utilisés pour autoriser ou non l'accès à certaines données des SI médicaux. 
Règles et politiques de contrôle d'accès des SI 
Les règles de contrôle d'accès définissent qui, au sein d'un SI, peut exécuter quelles 
actions et sous quelles contraintes. Il existe différentes catégories de règles de contrôle 
d'accès comme l'autorisation, l'interdiction, l'obligation et la séparation des devoirs. L'au-
torisation donne le droit d'exécution d'une action à un utilisateur selon certaines condi-
tions, alors que l'interdiction retire ce droit. L'obligation introduit une notion de sanction 
en cas de non-respect de la règle. La séparation des devoirs permet d'introduire des sé-
quences d'actions qui devront être exécutées par des personnes différentes. On définit la 
politique de contrôle d'accès d'un SI comme l'ensemble des règles de contrôle d'accès qui 
s'y applique. Lors de l'étude de l'architecture des SI, il apparaît généralement que les élé-
ments concernant le contrôle d'accès sont intégrés en différents points du code et au sein 
des éléments fonctionnels, c'est-à-dire à l'intérieur même des procédures implémentant les 
fonctionnalités du système. Si cette approche peut sembler plus évidente lors des phases de 
codage, la maintenance des politiques de contrôle d'accès n'en est pas simplifiée. En cas 
de changement de politiques, il faut localiser l'élément à modifier dans le code et s'assurer 
que cet élément n'est pas réutilisé ailleurs. Il n'existe généralement pas de zone dédiée à 
la description et à 1'implementation des politiques de contrôle d'accès, ces éléments sont 
souvent littéralement dispersés dans le code. 
Vers un processus formel d'intégration de politiques de 
contrôle d'accès dans les SI 
Cette thèse s'intègre dans le cadre de plusieurs initiatives de recherche. Notre approche 
propose de générer formellement une implementation de filtre de contrôle d'accès à partir 
d'une spécification formelle de politique de contrôle d'accès. Deux méthodes de spécifica-
tions sont prises en charge. La politique de contrôle d'accès peut être exprimée en utilisant : 
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(i) le langage EB3SEC [53], qui permet d'exprimer sous forme d'expressions de processus 
les règles de contrôle d'accès; (ii) une approche graphique combinant SecureUML [57] 
et ASTD [32] pour spécifier les règles selon leur type. Notre approche permet ensuite de 
traduire la spécification en utilisant des règles de traduction prouvées qui garantissent ainsi 
une conservation de la sémantique de la politique de contrôle d'accès. Le modèle ainsi 
traduit est exprimé en utilisant la méthode B [3] ou Event-B. Ces langages permettent d'ef-
fectuer des vérifications formelles et de valider la politique par le biais de son animation. 
La méthode B définit également des étapes de raffinement qui permettent d'obtenir un mo-
dèle implémentable du modèle initial. Nous avons donc défini une stratégie de raffinement 
qui conserve les notions importantes de la politique de contrôle d'accès dans le modèle 
final. Ce modèle final respecte les contraintes de l'architecture du filtre de contrôle d'accès 
définie en collaboration avec nos partenaires industriels. 
Contributions et plan de la thèse 
À des fins d'illustration, la figure 1 détaille le cheminement entre les différentes étapes 
de transformations des modèles. Les principales contributions de cette thèse sont les sui-
vantes : 
1. Un état de l'art des traductions entre langages formels. Dans les premières étapes 
de notre approche, des traductions entre EB3 et ASTD dans un premier temps, puis 
d'ASTD vers B dans un second temps sont nécessaires. Plusieurs travaux proposent 
des traductions outillées ou non entre langages formels. L'étude de ces travaux nous 
a permis de prendre en compte les spécificités des langages employés dans nos tra-
ductions. 
2. Règles de traduction de EB3 vers ASTD. Cette traduction nous permet de faire le lien 
entre les deux types de spécifications initiales possibles dans notre approche. Du fait 
de la proximité entre EB3SEC et EB3, la traduction a été développée pour prendre en 
compte les deux langages. Cette contribution correspond à la flèche 2 de la figure 1. 
Les spécifications EB3SEC ont été développées à partir d'une phase d'analyse des 
besoins qui n'entre pas dans le cadre de cette thèse. 
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3. Règles de traduction de ASTD vers Event-B. Dans un premier temps, nous avons 
souhaité traduire les spécifications ASTD en Event-B du fait de la proximité de la sé-
mantique d'exécution des ASTD et des machines Event-B. Cependant cette traduction 
s'est avérée moins pertinente que prévue et nous avons abandonné l'idée d'utiliser 
Event-B dans nos modèles. Cette contribution correspond à la flèche 3 de la figure 1. 
4. Règles de traduction de ASTD vers B et leur preuve. En se basant sur la traduction 
vers Event-B, des règles de traduction vers B on été développées. Elles sont décrites 
de manière plus formelle et ont été prouvées, de sorte que des propriétés vérifiées sur 
une spécification B le soient sur la spécification ASTD d'origine. Cette contribution 
correspond à la flèche 4 de la figure 1. 
5. Une architecture formelle exprimée en B pour l'application de politiques de 
contrôle d'accès sur les SI. Afin de combiner différents aspects de la politique de 
contrôle d'accès avec la description formelle de l'aspect fonctionnel de l'approche, 
nous avons défini un méta-modèle B nommé Bsec qui intègre les notions des po-
litiques de contrôle d'accès dans la spécification B d'un filtre. Cette contribution 
correspond aux cases 5 et 6 de la figure 1. Les spécifications SecureUML/B et ASTD 
utilisées à cette étape découlent d'une phase d'analyse des besoins qui n'entre pas 
dans le cadre de cette thèse. 
6. Une stratégie de raffinement B pour obtenir une implementation d'un filtre de 
contrôle d'accès. Une fois le modèle respectant le méta-modèle Bsec établi, une stra-
tégie de raffinement est suivie pour obtenir une implementation B respectant l'archi-
tecture désirée pour le filtre de contrôle d'accès. Cette contribution conespond à la 
flèche 7 de la figure 1. 
Cette thèse est composée de sept chapitres. Nous étudions le contexte et présentons 
l'état de l'art dans le chapitre 1. La thèse se décompose ensuite en deux parties. Dans la 
première partie nous présentons les différentes approches de traductions. Le chapitre 2 pré-
sente la traduction de EB3SEC et EB3 vers ASTD. Puis le chapitre 3 détaille la traduction des 
ASTD en Event-B. Enfin le chapitre 4 introduit les règles de traduction des ASTD vers B et 
prouve que cette traduction conserve la sémantique des ASTD. La seconde partie introduit 
les notations pour l'expression de la politique de contrôle d'accès en B et son implementa-
tion. Le chapitre 5 présente l'architecture formelle d'un filtre de contrôle d'accès exprimé 
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en B. Puis le chapitre 6 introduit un méta-modèle basé sur B pour la définition d'un filtre de 
contrôle d'accès. Enfin le chapitre 7 détaille le processus de raffinement d'une spécification 
de politique de contrôle d'accès vers une implementation. 
La figure 1 illustre ce cheminement. Elle est présentée en début de chaque chapitre pour 
indiquer les points développés et les limites des travaux présentés. 
Traduction 
FIGURE 1 - Plan de travail de la thèse 
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Chapitre 1 
Contexte et état de Fart 
[65] Ph.D. étape 1 - En guise d'exergue à chacun des chapitres de cette thèse, je vous propose 
une petite histoire sur la représentation d'une thèse par rapport à l'ensemble des connaissances 
humaines. Cette série d'images a été créée par Matt Might, chargé de cours à l'Université de l ' Utah. 
Imaginons un cercle qui représente l'ensemble des connaissances humaines. Le disque intérieur 
représente les connaissances acquises à l'école primaire. L'anneau concentrique suivant représente 
les connaissances acquises au collège. 
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Les sections suivantes détaillent le contexte de cette thèse et décrivent l'état de l'art 
dans le domaine des traductions de langages formels et 1'implementation de politiques de 
contrôle d'accès. La section 1.1 introduit tout d'abord les projets de recherche EB3SEC 
et Selkis. Nous présentons les langages formels utilisés dans notre approche dans la sec-
tion 1.2. Nous décrivons ensuite les approches de traduction de langages formels utilisant 
des structures similaires à EB3, EB3SEC et ASTD dans la section 1.3. Enfin, nous étudions les 
travaux sur 1'implementation de règles de contrôle d'accès dans la section 1.4. Une conclu-
sion récapitulant les éléments importants de l'état de l'art est présentée en section 1.5. 
1.1 Les projets EB3SEC et Selkis 
Les projets EB3SEC ' et Selkis2, initiatives de recherche respectivement canadienne, 
via le Conseil de Recherches en Sciences Naturelles et en Génie du Canada (CRSNG) et 
l'Université de Sherbrooke, et française via l'Agence Nationale de la Recherche (ANR), 
visent à proposer une méthode formelle d'expression de politiques de contrôle d'accès des 
SI et un processus conduisant à 1'implementation d'un noyau gérant le contrôle d'accès au 
sein d'un SI à partir de sa spécification formelle. La méthodologie des projets EB3SEC et 
Selkis permet de définir une politique de contrôle d'accès formelle en suivant une approche 
ingénierie dirigée par les modèles, Model Driven Engineering (MDE). L'approche MDE 
est une approche permettant, par le biais d'outils et de langages formels ou non, de créer 
et de transformer des modèles. Ces modèles représentent de façon plus ou moins abstraite 
le système développé. Dans le cadre de nos projets de recherche, un modèle formel de la 
politique de contrôle d'accès est dérivé en d'autres modèles jusqu'à obtenir une modèle 
« utilisable », c'est-à-dire 1'implementation de la politique de contrôle d'accès dans le SI. 
L'approche MDE se compose de trois étapes de modélisation successives. Ces étapes 
peuvent se décomposer en d'autres sous-étapes. Elles obéissent cependant à des règles 
précises. La première étape est la conception d'un modèle indépendant de l'informatique, 
Computation Independent Model (CIM), qui doit être indépendant de toute représentation 
et technique informatique. Un exemple de modélisation CIM est la description d'une po-
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de consulter ce document ». La seconde modélisation produit un modèle indépendant de 
la plateforme, Platform Independent Model (PIM) qui ne doit pas contenir d'éléments spé-
cifiques à la plateforme sur laquelle est déployé le logiciel. Un exemple de modèle PIM 
est l'expression de la règle de sécurité décrite précédemment en utilisant un langage de 
modélisation comme Unified Modeling Language (UML), sans pour autant implémenter la 
règle. Enfin, le modèle spécifique à la plateforme, Platform Specific Model (PSM) apporte 
les détails de 1'implementation spécifiques à l'architecture. Un exemple d'implementation 
PSM est le code Java découlant de la règle de sécurité décrite précédemment. 
Dans le cadre du projet EB3SEC, l'approche qui a été retenue est la spécification d'un 
PIM de politiques de contrôle d'accès exprimées en utilisant une algèbre de processus 
associée à une sémantique formelle [52] similaire à EB3 [29, 38]. Pour le projet Selkis, la 
spécification de la politique de sécurité se fait en utilisant des notations graphiques comme 
SecureUML [57] et les ASTD [32, 33]. Les modèles PSM attendus pour le filtre de contrôle 
d'accès, constituant 1'implementation d'un politique de contrôle d'accès au sein du SI, sont 
similaires dans les deux approches. 
Cette thèse s'inscrit dans le cadre des unités de travail WP2 du projet EB3SEC présenté 
dans la figure 1.1 et WP3/WP5 du projet Selkis présenté dans la figure 1.2. 
1.1.1 Le projet EB3SEC 
Le projet EB3SEC s'adresse à un aspect de la sécurité dit fonctionnel. Cet aspect com-
prend les règles de sécurité qui doivent être spécifiées au niveau des processus d'affaires 
de l'entreprise. Par exemple, dans un système de gestion des dossiers patients d'un hôpi-
tal, les données d'un patient ne peuvent être consultées que par le médecin traitant. En cas 
d'urgence, un spécialiste peut avoir un accès restreint aux données particulières pour une 
période de temps limitée. Il y a plusieurs niveaux de spécification des règles de sécurité : 
les attributs d'une entité, les services atomiques et les processus d'affaires (composés de 
services atomiques). 
Le solution apportée par le projet doit proposer : 
- Une méthode de spécification des politiques de contrôle d'accès pour chacun des 
niveaux de spécification. 
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FIGURE 1.1 - Détails des unités de travail (Work Packages) du projet EB3SEC 
- Des algorithmes de synthèse automatique de filtre de contrôle d'accès qui traduisent 
une politique de sécurité en un programme exécutable, dans le contexte d'une architecture 
orientée services Web, Service Oriented Architecture (SOA). 
La spécification d'une politique de sécurité fonctionnelle doit être distincte de la spé-
cification du comportement des services, afin de faciliter la maintenance en temps réel des 
politiques de sécurité fonctionnelle d'une application sans avoir à modifier l'application. 
Notre approche est fondée sur les méthodes formelles de développement, qui permettent 
de vérifier la cohérence et la validité d'une politique. 
Au sein du projet, cette thèse se concentre sur la transformation d'une politique de 
contrôle d'accès exprimée avec le langage EB3SEC en un noyau de sécurité, que nous ap-
pelons filtre de contrôle d'accès, indépendant du système. 
1.1.2 Le projet Selkis 
Le projet Selkis a pour objectif de développer une méthode d'analyse et conception 
de SI sécurisés qui aborde les aspects fonctionnels et sécuritaires dès les premiers niveaux 
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d'abstraction du développement et combine les mécanismes sécuritaires disponibles au ni-
veau implantation dans les logiciels de gestion de l'information. La méthode proposée doit 
prendre en compte les propriétés de sécurité suivantes : disponibilité, intégrité, confiden-
tialité et traçabilité qui sont cruciales dans ce type de SI. La méthode est fondée sur une 
approche MDE qui permet de décrire un SI à trois niveaux d'abstraction. Le premier ni-
veau consiste à créer un modèle du système global CIM, indépendant de tout aspect infor-
matique, en considérant différents types de besoins, dont les besoins de sécurité, recueillis 
à partir du système à construire et de son environnement. Le méthode Kaos [15, 17] a 
été choisie pour exprimer une partie de ces besoins [5]. Le second niveau décrit un mo-
dèle du système à construire indépendant de toute plateforme d'implementation (PIM). 
Les langages choisis pour cette modélisation sont SecureUML et ASTD. Une traduction en 
B depuis SecureUML et ASTD a également été développée. Le dernier niveau décrit un 
modèle qui caractérise l'architecture d'implementation retenue pour le SI (PSM). Ces im-
plementations doivent se faire au sein d'une architecture SOA. Le langage Business Process 
Execution Language (BPEL) a été choisi pour une de ces implementations [23]. 
L'objectif du projet Selkis est triple : (i) spécifier de manière séparée et abstraite les 
besoins fonctionnels et de sécurité ; (ii) implémenter des mécanismes de sécurité indépen-
damment du code de l'application ; (iii) définir de manière explicite les liens entre l'implé-
mentation et la spécification. 
Au sein du projet Selkis, cette thèse se concentre sur les différents modèles de la po-
litique de contrôle d'accès et leur transformation : (i) Au niveau CIM, les règles de la 
politique de contrôle d'accès sont définies en analysant les besoins de sécurité de l'appli-
cation. Puis un modèle formel de la politique de contrôle d'accès est défini au niveau PIM 
à partir de l'analyse des besoins de sécurité. Ces étapes n'entrent pas dans le cadre de cette 
thèse, (ii) Au niveau PIM, un filtre abstrait de contrôle d'accès intègre les différents aspects 
de la politique de contrôle d'accès avec l'aspect fonctionnel du système. Ce filtre interroge 
la politique de contrôle d'accès pour déterminer si l'exécution d'une action est autorisée 
ou non. Selon le résultat, le filtre peut déclencher ou non l'exécution de l'action au niveau 
fonctionnel. L'ensemble constitué par le filtre, la politique de contrôle d'accès et l'aspect 
fonctionnel du système peut être vérifié et prouvé afin de garantir des propriétés de sécurité 
sur l'ensemble du système, (iii) Au niveau PSM, le filtre agit comme une composant inter-
ceptant les requêtes de l'utilisateur et communiquant avec d'autres modules constituant la 
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FIGURE 1.2 - Détails des unités de travail (Work Packages) du projet Selkis 
politique de contrôle d'accès, les données du système et la partie fonctionnelle du système. 
Le filtre doit être raffiné à partir de sa définition formelle selon une approche précise afin 
qu'il conserve les propriétés de sécurité prouvées ou vérifiées au niveau PIM. 
1.1.3 Comparaison des projets 
En rapprochant la figure 1.1 et la figure 1.2 décrivant les projets Selkis et EB3SEC, 
on constate que le principe d'un langage formel décrivant une politique de sécurité est 
similaire dans les deux approches. De même, le filtre de contrôle d'accès constitue une 
implementation similaire nommée Security Kernel ou Policy Enforcement Manager. Enfin, 
les deux projets souhaitent réaliser la traduction de modèles en implementations par le biais 
de règles de transformation ou de raffinement. 
Dans le cadre du projet EB3SEC, la spécification de la politique de sécurité prend la 
forme d'une expression de processus. Pour le projet Selkis, la spécification de la politique 
de sécurité est décrite en utilisant des notations graphiques. Cependant, le filtre de contrôle 
d'accès est similaire à celui du projet EB3SEC. 
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L'article [21] présente une méthode de conception des SI basée sur la séparation des 
spécifications et des implementations des aspects fonctionnels et contrôle d'accès. Cette 
séparation entre les aspects fonctionnels et de sécurité est au centre des projets Selkis et 
EB3SEC. L'article introduit également des propriétés à vérifier sur chacun des aspects mais 
également sur l'ensemble de la spécification comme les propriétés dites de vivacité (live-
ness). 
1.2 Les langages formels de spécification 
Dans les sections qui suivent, nous détaillons les langages utilisés dans le cadre de cette 
thèse. 
1.2.1 EB3 
Le projet APIS (automatic production of information systems) [31, 30] a pour objectif de 
générer automatiquement un SI décrit par un PIM formel. Issue du projet APIS, EB3 [29, 38] 
(Entity-Based Black Box) est une méthode de développement de SI qui permet de spécifier 
différentes parties d'un système et de générer une implementation à l'aide de différents 
outils. 
L'algèbre de processus EB3 
L'algèbre de processus de la méthode EB3 permet d'écrire des expressions de processus 
qui servent d'entrées pour la génération automatique d'un SI. Ces spécifications se basent 
sur des notations orientées événement comme les langages de spécification CSP [44] et 
CCS [66]. 
Dans le cadre de cette thèse, l'algèbre de processus, et plus particulièrement sa sé-
mantique opérationnelle occupent une place importante. Nous détaillons ici les différents 
opérateurs. Les expressions de processus sont créées à l'aide d'expressions de processus 
élémentaires et des opérateurs de l'algèbre de processus EB3. 
Expression élémentaire Une expression de processus élémentaire peut être A, une action 
interne au système, semblable à e dans la théorie des automates; ou action(jti,...,jt„) 
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est une action élémentaire du système avec ses n paramètres x\ à xn. Les expressions de 
processus peuvent être représentées sous forme d'arbres de syntaxe abstraite. Les feuilles 
conespondent alors à des expression élémentaires. 
Séquence La séquence de deux expressions de processus est notée E1.E2. La séquence 
permet d'exprimer le fait que le processus E\ doit terminer son exécution avant que l'exé-
cution de £2 ne débute. L'opérateur de séquence EB3 est semblable à l'opérateur . de la 
théorie des expressions rationnelles. 
Choix Le choix entre deux expressions de processus est noté £1 | £2. Le choix permet 
d'exprimer le fait que seul l'un des deux processus £1 ou £2 est exécuté. La détermination 
du processus exécuté est laissée à l'utilisateur. L'opérateur de choix EB3 est semblable à 
l'opérateur | ou + de la théorie des expressions rationnelles. 
Fermeture de Kleene La fermeture de Kleene d'une expression de processus est notée 
E*. Elle permet d'exprimer le fait que l'exécution de £ peut avoir lieu zéro, une ou plusieurs 
fois. Le nombre d'itérations est laissé au choix de l'utilisateur. La fermeture de Kleene est 
similaire à l'opérateur de même nom de la théorie des expressions rationnelles. 
Synchronisation La synchronisation sur un ensemble d'étiquettes d'actions A est notée 
£11 [A] | £2. Elle exprime le fait que les expressions E\ et £2 s'exécutent de manière entrela-
cée sauf lors de l'exécution d'une action dont l'étiquette appartient à À où les deux expres-
sions doivent se synchroniser. Dans ce cas, les deux expressions doivent pouvoir exécuter 
la même action en même temps. Les synchronisations peuvent engendrer des situations de 
blocage de l'expression de processus, aucune action ne peut alors être exécutée. 
Choix quantifié La version quantifiée du choix d'une expression de processus est notée 
| x : T : £. Elle exprime le fait qu'une valeur v e T doit être choisie et que les occurrences de 
la variable x dans £ devront être remplacées par v. Un choix quantifié est donc équivalent 
au choix entre card(T) processus différents. 
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Synchronisation quantifiée La version quantifiée de la synchronisation d'une expres-
sion de processus est notée | [A] | x : T : £. Elle exprime le fait que card(T) processus entre-
lacés sont lancés avec une valeur v G T différente choisie pour remplacer la variable JC dans 
£. Les expressions doivent cependant se synchroniser pour l'exécution des actions dont 
l'étiquette appartient à A. 
Garde La garde d'une expression de processus par un prédicat p est notée p => E. Elle 
permet d'empêcher le début de l'exécution de £ tant que le prédicat p n'est pas vrai. Le 
prédicat de la garde est exprimé en utilisant la logique du premier ordre et peut faire appel 
à des variables quantifiées, des attributs du système ou des constantes. 
Appel de processus L'appel de processus permet de faire référence à une expression de 
processus en lui passant éventuellement des paramètres. 
Synchronisation faible Suite à des cas d'étude dans le domaine bancaire, certaines formes 
d'expressions sont apparues de manière récunente. Pour simplifier ces expressions de pro-
cessus, un nouvel opérateur à été défini. Il se nomme synchronisation faible et s'applique 
sur deux expressions de processus. La synchronisation faible de deux expressions de pro-
cessus est notée E\ (ti £2. Soit a une action. La sémantique de l'opérateur ftï est définie par 
les trois règles d'inference opérationnelles suivantes : 
E{^E[ £ 2 t^ r > 
£1 rh £2 ^K E[ rh £2 
Cette règle d'inférence décrit le résultat de l'exécution de a dans l'environnement T par 
£1 rti £2 sachant que E\ peut exécuter o~ dans l'environnement T et que £2 ne peut pas 
exécuter a dans l'environnement T. 
£ l t (q>r ) E2{^E>2 
£1 rh £2 ^K £1 rh £2 
Cette règle d'inférence décrit le résultat de l'exécution de a dans l'environnement T par 
£1 ftï £2 sachant que E\ ne peut pas exécuter a dans l'environnement T et que £2 peut 
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exécuter cr dans l'environnement T. 
£,^>£î £ 2 ^>£ 2 
Ex rh £ 2 ^ \ E[ rh £ 2 
Cette règle d'inférence décrit le résultat de l'exécution de a dans l'environnement T par 
£1 rh £2 sachant que £1 et £2 peuvent exécuter a dans l'environnement Y. Intuitivement, cet 
opérateur permet d'exécuter l'action a sur le maximum d'opérandes qui peuvent l'exécuter. 
Opérateurs supplémentaires Du fait de la fréquence de leur apparition dans les ex-
pressions de processus, les opérateurs suivant sont également définis : l'entrelacement noté 
£1 HI £2 et défini par £11 [0] | £2 ; l'exécution parallèle notée E\ || £2 et définie par E\ | [A] | £2, 
où A est l'ensemble des étiquettes des actions communes à £1 et £2. Enfin, consécutivement 
à l'exécution d'actions dans une expression de processus, peuvent apparaître des environ-
nements notés T = ([jti := y\,...,xn := y„]). Les environnements représentent des substi-
tutions à venir, dans le sens de l'évaluation paresseuse, de chaque terme x, par le terme 
Exemple d'expression de processus EB3 
La figure 1.3 présente une spécification d'un SI de gestion d'une bibliothèque. Le SI 
suit le cycle de vie des entités de livres (book de clé bid) et de membres (member de clé 
mld) qui peuvent participer aux associations emprunt (loan) ou réservation (reservation). 
Un livre doit d'abord être acheté (Acquire(bid)) avant d'éventuellement participer à un ou 
plusieurs emprunts. La fermeture de Kleene exprime cette itération. Cependant l'emprunt 
ne se fait qu'avec un seul membre simultanément grâce à l'utilisation de l'opérateur du 
choix quantifié. Une fois tous les emprunts terminés, le livre peut être revendu en exécutant 
Discard(bid), une action qui termine son cycle de vie. Concernant le membre, le processus 
est similaire. Un membre s'inscrit, puis peut faire des emprunts. On remarquera que le 
membre peut emprunter plusieurs livres simultanément comme le modélise l'opérateur de 
synchronisation quantifiée. Une fois tous ses emprunts terminés, le membre peut quitter la 
bibliothèque. 
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main = ( ||| bid e BOOKID : book(bld)* ) 
|| ( \\\mld € MEMBERID : member(mW)* ) 
|| DisplayBorrowerByCategory( )* 
book(Wûf : BOOKID) = Acquire(Md,_) 
. ( (\mld G MEMBERID : loan(mId,bId))* 




member (mid: MEMBERID) = Join(mZrf) 
. ( ( \\\bld e BOOKID : loan(mId,bId)* ) 




\oan(mId : MEMBERID,bid : BOOKID) = 
( Ler\d(mld,bld) | Take(mld,bld) ) . Rene\N(mId,bId)*. Retum(mld,bld) 
reservation (mid : MEMBERID, bid : BOOKID) = 
Reserve(mld,bld). ( isF irst (trace, ml d, bid) = » Take(mld,bld) 
| Cance\(mld,bld)) 
FIGURE 1.3 - Une expression de processus EB3 spécifiant le SI gérant une bibliothèque 
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L'interpréteur d'expressions de processus EB3PAI [26] prend en entrée une spécification 
de système ainsi qu'une trace d'actions à exécuter. Pour chaque action, il calcule si l'ex-
pression de processus peut accepter ou non l'exécution de l'action. Dans le cas ou l'action 
est autorisée, il calcule une nouvelle expression de processus modélisant le nouvel état du 
système résultant de l'exécution. Dans le cas contraire, il retourne un message d'erreur per-
tinent, déduit de l'expression de processus [62, 67]. Les règles d'exécution des actions sont 
calculées par un ensemble de règles d'inférence définissant le comportement de chaque 
opérateur du langage. Ces règles sont déterministes. 
Un des inconvénient de l'algèbre de processus EB3 est son manque d'outils de vérifica-
tion. Il n'existe pas de model checker pour EB3 [28]. 
Les autres composantes d'APis 
Dans le cadre de la génération complète d'un système en utilisant l'approche APIS, 
d'autres spécifications sont nécessaires. 
Du diagramme entités-associations au schéma de la base de données Le diagramme 
entités-associations de la méthode APIS s'exprime via la notation UML [77]. Il permet de 
définir le schéma de la base de données à générer et est également utilisé pour la génération 
des sorties en fonction des entrées. 
De la spécification de l'interface graphique au site web La spécification de l'interface 
graphique permet de déterminer comment sont agencés les éléments issus du SI ainsi que 
leur intégration dans une interface de type Internet. Cela comprend les formulaires néces-
saires à l'entrée de données et de paramètres pour les actions, les zones de retour pour 
afficher les résultats ainsi que la possibilité de signaler une eneur à l'utilisateur. 
De l'évaluation des attributs en fonction de la trace aux requêtes de mise à jour de 
la base de données Sous la forme de fonctions récursives sur la trace, sont définies les 
valeurs que peuvent prendre les attributs. Chaque fonction est associée à un attribut et 
réciproquement. Ces fonctions détaillent les conséquences qu'a chaque action du système 
sur l'attribut auquel elle se rapporte. Ces fonctions sont ensuite associées, à un niveau moins 
abstrait, à des requêtes de mise à jour des attributs dans la base de données. 
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Des règles d'entrées-sorties aux exécutions d'actions La signature des actions permet 
de définir le nombre et le type des arguments d'une action, si elle en a. Ces signatures sont 
utilisées pour vérifier que le format d'entrée d'une action est respecté par l'utilisateur lors 
de ses requêtes, mais aussi pour s'assurer que l'expression de processus est correcte dans le 
sens où elle doit respecter ces signatures. Une sortie est également associée à chaque entrée 
valide du système afin de relier les modifications des attributs ou l'affichage de données à 
des actions valides de l'utilisateur. 
1.2.2 ASTD 
Partant du constat que les notations graphiques comme UML sont plus appréciées 
et plus compréhensibles par les analystes développeurs et que les méthodes formelles 
permettent l'expression de spécifications vérifiables et validables, Frappier, Gervais, La-
leau, Fraikin et St-Denis ont proposé la notation ASTD (Algebraic State Transition Dia-
grams) [32]. Cette notation combine formellement les automates, les Statecharts de Ha-
rel [41] ainsi que l'algèbre de processus EB3. Un ASTD est composé de deux parties : une 
structure et un état. Selon le type d'ASTD, la structure et l'état varient. La structure re-
présente la partie graphique ainsi que la sémantique d'un ASTD tandis que l'état modélise 
son évolution durant l'exécution d'actions. De la structure d'un ASTD se calcule un unique 
état initial et un ensemble d'états finaux. Tout comme avec EB3, des règles d'inférence 
définissent les exécutions possibles d'un ASTD en fonction de son type. Ces règles sont 
disponibles en annexe C. Les différents types d'ASTD sont : 
Le type élémentaire II est noté elem et est similaire aux places d'un automate. Ce type 
d'ASTD ne peut apparaître que dans des ASTD de type automate. 
Le type automate Les places d'un ASTD automate sont chacune un ASTD de n'importe 
quel type, et les transitions peuvent être gardées. Les transitions peuvent également se faire 
depuis ou vers une place d'un ASTD de type automate de niveau immédiatement inférieur, 
à la manière des Statecharts de Harel. De plus, des états historiques peuvent être utilisés. 
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Le type séquence II est associé à deux opérandes eux mêmes des ASTD de n'importe 
quel type. Ce type autorise l'exécution du second ASTD quand le premier est dans un état 
final. Un ASTD de type séquence est similaire à l'opérateur EB3 de séquence. 
Le type choix II autorise l'exécution de l'un ou l'autre des ASTD opérandes, au choix de 
l'utilisateur. Ce type d'ASTD est similaire à l'opérateur EB3 de choix. 
Le type synchronisation sur A II permet l'entrelacement de deux ASTD opérandes, avec 
synchronisation sur les actions dont les étiquettes appartiennent à À. Ce type d'ASTD est 
similaire à l'opérateur EB3 de synchronisation. 
Le type garde II permet de définir un prédicat qui doit être vérifié avant l'exécution de 
son opérande. Ce type d'ASTD est similaire à l'opérateur EB3 de garde. 
Le type fermeture de Kleene II permet l'itération de zéro, une ou plusieurs occurrences 
de son opérande. Ce type d'ASTD est similaire à l'opérateur EB3 de fermeture de Kleene. 
Le type appel d'ASTD II permet de référencer un autre ASTD en lui passant d'éventuels 
paramètres. Ce type d'ASTD est similaire à l'opérateur EB3 d'appel de processus. 
Le type choix quantifié II est similaire au choix quantifié EB3. 
Le type synchronisation quantifiée II est similaire à la synchronisation quantifiée EB3. 
La figure 1.4 présente la spécification d'un SI gérant une bibliothèque. Cette spécifi-
cation est similaire à celle de la figure 1.3 décrite en utilisant EB3 hormis l'absence de la 
gestion de réservations pour la version ASTD. 
Les ASTD apportent également des avantages liés à leur représentation graphique et 
leurs états. Il est par exemple possible d'associer l'exécution d'un ASTD à un animateur. 
On pourrait alors imaginer un animateur qui déplacerait des jetons dans les différents états 
d'un ASTD pour représenter l'évolution de l'exécution. Ce genre d'approche permet la 
validation de la spécification de manière plus aisée qu'avec EB3. En effet, la structure d'un 
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main, || | 
III mid tot | » | 
member(mld) 
HI bid int | * | 
book(bld) 




[ \ D i s c a r d ^ 
* | imld int | 
loan(btd,mld) 
loan(bld int, mid int), aut 
/~\ 
1 
T ~ J jRenew(bld) 
member(mld int) aut [ 
III bid int | * | 
loan(bld,mld) 
FIGURE 1.4 - Exemple d'un ASTD modélisant le SI pour une bibliothèque 
ASTD est constante au cours de l'exécution d'actions, alors que l'expression de processus 
EB3 d'un système évolue et peut être considérablement plus longue et complexe que la 
spécification initiale. De ce fait, il est toujours possible de déduire d'un ASTD quel était son 
état initial, chose très complexe pour les spécifications interprétées par EB3PAI. 
1.2.3 EB3SEC et ASTDsec 
EB3SEC [51,52] est une extension de la méthode EB3. Alors que EB3 permet de spécifier 
le comportement attendu d'un SI à l'aide d'une algèbre de processus, EB3SEC permet de 
définir une politique de contrôle d'accès à appliquer sur un SI, qu'il ait été conçu avec la 
méthode EB3 ou non. 
L'approche se base sur l'expression de règles de contrôle d'accès modélisant l'enchaî-
nement autorisé ou interdit d'actions en fonction de paramètres de sécurité comme l'iden-
tifiant de l'utilisateur, son rôle et son organisation par exemple. Le nombre et le type des 
paramètres n'est cependant pas limité à ce choix. Les seules contraintes sur les paramètres 
de sécurité sont : (i) leur nombre et leur ordre sont constants au sein d'une même spécifi-
cation ; (ii) ils doivent pouvoir être fournis ou calculés à partir de la requête de l'utilisateur. 
Au niveau syntaxique, une différence apparaît si l'on compare une action EB3 avec une ac-
tion EB3SEC. Les paramètres de sécurité sont séparés des paramètres fonctionnels comme 
le montre la figure 1.5. Les paramètres u et r, représentant respectivement l'utilisateur qui 
exécute l'action et son rôle, ne sont pas présents dans l'action EB3. 
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Lend(bld,mld) 
< u,r,Lenà(bId,mId) > 
FIGURE 1.5 - Les actions élémentaires EB3 et EB3SEC 
Rule = 
\\\mld E MEMBERID : 
\ulde USERID : 
userOf(mId) + uld ==> < «W,_ ,_ ,lend(_ ,mld) > 
FIGURE 1.6 - Exemple de règle de sécurité EB3SEC 
La figure 1.6 décrit une règle de contrôle d'accès qui s'applique sur un SI gérant une 
bibliothèque. Elle exprime que pour pouvoir emprunter un livre, la personne enregistrant 
la transaction dans le système doit être différente du membre qui emprunte le livre. Ce 
genre de règles s'appelle une séparation des devoirs (SoD, Separation of Duty). Elle permet 
d'éviter des situations où un utilisateur du système pourrait tirer avantage de son accès au 
SI en nécessitant la confirmation d'un autre utilisateur au moment de l'exécution. 
D'une manière similaire à EB3 et EB3SEC, les ASTD sont étendus en ASTDsec. Les 
actions élémentaires d'un ASTDsec sont alors similaires à celles de EB3SEC et incluent des 
paramètres de sécurité. 
1.2.4 La méthode B 
La méthode B [3] est une méthode de spécification formelle permettant de décrire un 
système de son analyse à son implementation. Son formalisme s'appuie sur des notations 
mathématiques utilisant la théorie des ensembles et la logique du premier ordre pour spéci-
fier à la fois le système et ses propriétés. La méthode B se base sur le concept de machine 
abstraite représentant le système. Cette machine abstraite décrivant le comportement gé-
néral est détaillée au fur et à mesure de la modélisation pour devenir plus concrète et plus 
proche de 1'implementation finale du système. Ce processus est appelé raffinement. Il joue 
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un rôle central dans la méthode B. Les étapes de raffinement sont prouvées afin de garantir 
que le modèles successifs modélisent le même système et qu'aucune eneur n'est introduite 
lors de la modélisation. De nombreux outils comme l'atelier B [12], les prouveurs B ou 
ProB [56] appuient le développement de systèmes avec la méthode B. 
Machines 
Une machine est composée d'une partie statique (codant les constantes et les propriétés 
du système) et d'une partie dynamique (des variables et des opérations qui les modifient). 
Les variables sont typées par des invariants et les opérations ne peuvent pas modifier le 
typage. Les invariants peuvent également être utilisés pour définir des propriétés sur les 
variables qui doivent rester vraies durant toute l'exécution de la machine. Les machines 
peuvent également inclure ou voir d'autres machines et accéder ainsi en lecture ou en écri-
ture à certains éléments de la spécification. C'est le cas par exemple des machines raf-
finement. Si une machine R raffine une machine M alors R aura par exemple accès aux 
ensembles et aux constantes de M. 
Opérations et substitutions 
Les opérations sont exprimées sous la forme de substitutions sur les variables qui 
peuvent être non déterministes. La théorie des substitutions généralisées introduit une sé-
mantique formelle pour chaque type de substitution. Cette sémantique se définit par l'ap-
plication d'une substitution S sur un prédicat P et est notée [S]P. La liste complète des 
substitutions et de leur sémantique est présentée dans [3]. Une substitution particulière dite 
« précondition » est cependant plus importante que les autres. Elle est utilisée par des ou-
tils comme ProB [55] pour animer une machine B. Avec ProB, les opérations peuvent être 
exécutées si et seulement si leur précondition est vraie. Ce comportement est différent de 
la sémantique de B qui veut que si on exécute une opération sans que sa précondition ne 
soit vraie, alors le comportement résultant n'est pas connu. Selon le degré d'abstraction de 
la machine, certaines substitutions peuvent être illégales, et ne doivent pas apparaître dans 
les opérations. Par exemple, à chaque étape de raffinement, les opérations tendent à devenir 
de plus en plus déterministes jusqu'à la machine la plus concrète, appelée implementation, 
qui ne doit plus contenir de substitutions non déterministes. 
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Obligations de preuve 
Les obligations de preuves sont des formules logiques permettant de garantir la cor-
rection des composants d'une spécification B. Elles peuvent être générées par l'outil de 
conception atelier B [12] et doivent être prouvées soit automatiquement par un prouveur 
logiciel, soit manuellement par le développeur. Les obligations de preuves "préservation de 
l'invariant" permettent par exemple de prouver que si l'on exécute une opération sur des va-
riables qui respectent les invariants de la machine, alors les nouvelles valeurs des variables 
respectent toujours les invariants. L'obligation de preuves "initialisation" permet de vérifier 
que l'initialisation de la machine établit les invariants. D'autres obligations de preuves sont 
générées lors des étapes de raffinement. Le calcul des obligations de preuves se fait à l'aide 
d'un prédicat R et d'une substitution S. La théorie des substitutions généralisées définit une 
sémantique pour chaque substitution appliquée sur R. On note Q, le prédicat résultant de 
l'application de la substitution S sur le prédicat R de la manière suivante : Q = [S] R. 
En fonction des choix fait lors de la modélisation des opérations à l'aide de substitu-
tions, différentes obligations de preuve peuvent être générées. Trois types de substitutions 
sont généralement utilisées pour décrire des opérations : la substitution précondition ; la 
substitution sélection ; la substitution conditionnelle. 
Substitution précondition PRE La substitution précondition se note PRE P THEN T 
END où P est un prédicat et T une substitution. Elle exprime le fait si le prédicat P est vrai, 
alors la substitution T est appliquée. Si P est faux, alors le comportement n'est pas connu, 
et l'état de la machine peut être modifié de manière quelconque. La sémantique de cette 
substitution dans les obligations de preuves est : 
[PRE P THEN T END] R = P A [T] R 
Ainsi, lors de l'utilisation de la substitution précondition dans une opération, le prédicat P 
doit être vrai pour pouvoir prouver les obligations de preuves associées à cette opération. 
Substitution sélection SELECT La substitution sélection se note SELECT PI THEN 
TI WHEN P2 THEN T2 END. Elle signifie que si PI est vrai, alors 77 est appliquée, 
si P2 est vrai, alors S2 est appliquée. Si PI et P2 sont vrais simultanément, alors Tl ou 
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T2 est appliquée, le choix étant fait de manière non déterministe. La sémantique de cette 
substitution dans les obligations de preuves est : 
[SELECT PI THEN TI WHEN P2 THEN T2 END] R = (PI =* [7/1] R) A {PI => [7/2] R) 
Ainsi, lors de l'utilisation de la substitution sélection dans une opération, si PI et P2 sont 
faux, la sémantique du SELECT retourne vrai et ne bloque pas la preuve associée à cette 
opération. 
Substitution conditionnelle IF La substitution conditionnelle se note IF PI THEN TI 
ELSIF P2 THEN T2 END. Elle signifie que si PI est vrai, alors TI est appliquée, si PI 
est faux et que P2 est vrai, alors S2 est appliquée. La sémantique de cette substitution dans 
les obligations de preuves est : 
[IF PI THEN TI ELSIF P2 THEN T2 END] R = (PI =>• [7/1] R) A ((-PI AP2) =• [7/2] P) 
Ainsi, lors de l'utilisation de la substitution conditionnelle dans une opération, si PI et P2 
sont faux, la sémantique du IF retourne vrai et ne bloque pas la preuve associée à cette 
opération, tout comme pour la substitution SELECT. 
1.2.5 La méthode Event-B 
Event-B [4] est une méthode basée sur la méthode B [3] avec un aspect événementiel. 
Elle permet de spécifier le comportement d'un système appelé « système d'événements » 
de manière à inclure ses propriétés critiques dans la conception. Dans la méthode Event-B, 
le modèle initial est successivement raffiné plusieurs fois pour atteindre une modélisation 
correcte par construction. Les propriétés introduites sont également prouvées et l'utilisa-
tion d'une notation mathématique permet une modélisation indépendante de toute consi-
dération informatique. La communauté Event-B étant très active, et du fait de l'utilisation 
industrielle de la méthode, des outils performants sont proposés. Des outils de preuve et des 
vérificateurs de modèles (model checkers) utilisant les logiques temporelles [76], comme 
LTL et CTL, permettent de vérifier de propriétés temporelles sur les modèles développés 
avec Event-B. 
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Machines et contextes 
Une machine est une spécification élémentaire en Event-B. Les machines peuvent in-
clure des contextes qui définissent des éléments statiques comme des constantes et leurs 
propriétés. Les machines modélisent le comportement dynamique. Elles permettent de dé-
finir des variables ainsi que des invariants, i.e. des propriétés que doivent toujours vérifier 
les variables. Les machines sont également composées d'événements qui modifient les va-
riables. 
Evénements 
En Event-B, les événements remplacent les opérations B. Un événement d'initialisa-
tion permet de définir les valeurs initiales des variables. Ces valeurs doivent établir les in-
variants. Les autres événements ont des gardes qui garantissent des propriétés. Les gardes 
sont définies dans la clause WHEN et sont mises en conjonction. Si l'une des gardes d'un 
événement est fausse, l'événement ne peut pas être déclenché. Ce comportement est donc 
différent de B où les opérations dont la précondition est fausse peuvent être exécutées sans 
que l'on puisse garantir le résultat. Les événements sont également composés d'actions 
qui modifient les variables de la machine. Les actions sont définies dans la clause THEN 
de l'événement. Il n'existe pas en Event-B de structure similaire aux substitutions IF ou 
WHILE de B. Les actions d'un événement sont exécutées de manière concurrente, et il 
n'est pas possible de modifier la même variable dans deux actions d'un même événement. 
Les actions peuvent utiliser les paramètres de l'événement définis par une clause ANY. 
Des obligations de preuves sont générées pour garantir que les actions ne permettent pas 
d'atteindre un état de la machine dans lequel les invariants sont violés. D'autres obligations 
de preuves comme l'absence d'interblocage garantissent des propriétés de la machine. 
Raffinement 
La notion de raffinement s'applique à la fois aux machines mais aussi aux événements. 
On peut ajouter de nouveaux événements lors d'un raffinement en Event-B. On considère 
que ces nouveaux événements raffinent skip, un événement qui n'a pas de garde et ne mo-
difie pas les variables de la machine. Un événement abstrait peut être raffiné par plusieurs 
événements concrets. Plusieurs événements abstraits peuvent être raffinés par un évène-
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ment concret. Le raffinement d'événements génère des obligations de preuves, dont une 
est de vérifier que les gardes des événements concrets sont plus fortes que les gardes des 
événements abstraits. Il n'y a pas de notion d'implementation en Event-B. 
1.3 Traductions de langages formels 
Plusieurs méthodes de traduction de langages formels existent. Les plus proches de 
notre approche sont détaillées dans les sections suivantes. 
1.3.1 Traduction EB3 vers B - Attributs 
La traduction de EB3 vers B de Gervais et al. [40] permet de générer une machine B 
décrivant le fonctionnement des actions d'un SI à partir d'une spécification EB3. 
La méthode se décompose en plusieurs étapes : 
1. Générer les ensembles et les invariants de la machine B à partir du diagramme entités-
associations de EB3. Cette génération se base sur [70] qui propose une méthode de 
traduction de diagrammes objets en B. 
2. Définir l'état initial de la machine B en générant les substitutions de l'opération d'ini-
tialisation à partir des points fixes des définitions récursives des attributs. 
3. Générer les opérations B et les pré-conditions de typage des paramètres B à partir 
des signatures des actions EB3. 
4. Générer les substitutions mettant à jour les attributs dans les opérations conespon-
dantes à partir des définitions récursives des attributs EB3. 
Cette approche de traduction ne peut cependant pas être réutilisée dans le cadre d'une 
traduction de spécifications de politiques de contrôle d'accès ASTD en B. En effet, l'ap-
proche présentée ne tient pas du tout compte de l'expression de processus dans le cadre 
de la traduction. Si les principes utilisés pour la traduction, comme la génération de la 
partie statique puis de la partie dynamique, pouvaient être réutilisés dans le cadre d'une 
traduction des ASTD en B/Event-B, les autres éléments sont spécifiques aux traductions de 
fonctions récursives sur les attributs. 
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1.3.2 Traduction EB3 vers B - Expressions de processus 
Dans [36], Laleau et Frappier proposent une approche permettant de prouver des pro-
priétés d'ordonnancement sur un spécification B d'un SI. Pour cela, les propriétés sont 
exprimées en utilisant EB3 et une machine B traduisant cette expression de processus est 
construite. Une autre machine B représente le SI sous forme de spécification « états tran-
sitions » dans laquelle des variables codent les états de la spécification, et les opérations 
modifient les variables d'état. Les auteurs mettent alors en relation la machine B du SI et 
la machine issue de la traduction de la propriété d'ordonnancement. Si on peut prouver 
que la machine du SI est un raffinement de la machine traduite, alors la spécification du SI 
respecte bien la propriété d'ordonnancement. 
La traduction de la spécification EB3, notée £, en B se déroule en plusieurs étapes : 
- Plusieurs ensembles B sont créés : l'ensemble des événements de £, l'ensemble des 
traces acceptées par £ noté T(E). 
- Une variable t est créée dans la machine B. Cette variable représente la trace des 
événements acceptés par la spécification. Le typage de cette variable est t G T(E). 
- À l'état initial, la trace t est vide. 
- Une opération par événement est créée. Elle vérifie si la trace composée de / à la-
quelle on ajoute l'événement est une trace valide. Si oui, la trace t est mise à jour, 
sinon, elle reste inchangée. 
La spécification du SI est modélisée en B par une machine « états transitions ». Afin 
de prouver la relation de raffinement entre les deux machines, il faut écrire un invariant 
de collage pour montrer comment les valeurs des variables d'état sont liées à t, la variable 
abstraite stockant la trace acceptée. Les obligations de preuves générées par le raffinement 
conduisent également à la génération d'un ELTS représentant l'expression de processus 
£. Un ELTS (Extended Labelled Transition Diagram) est un diagramme états-transitions 
étendu qui permet notamment de modéliser les états des LTS classiques. Les ELTS seront 
alors définis de manière formelle et deviendront les ASTD. À partir de cet ELTS généré, la 
preuve de certaines équivalences requises par les obligations de preuves sont plus simples. 
Plusieurs éléments de cette approche nous intéressent. En effet, dans le cadre de cette 
thèse, nous devons transformer des modèles exprimés à l'aide de EB3. La traduction des 
expressions de processus EB3 en ELTS, bien que peu détaillée, est une première étape di-
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rectement utilisable dans nos travaux. La traduction de EB3 vers B en se basant sur les 
traces semble difficile d'utilisation. En effet, dans le cadre de la définition de propriétés 
d'ordonnancement, peu d'événements et d'opérateurs sont utilisés. L'exemple le plus com-
plexe présenté dans [36] utilise trois événements et quatre opérateurs. Dans le cadre de 
nos travaux, ces nombres peuvent être bien plus élevés. Or pour que cette traduction soit 
possible, il faut pouvoir être capable de calculer 7/(£), l'ensemble des traces acceptées par 
£, qui peut être infini du fait de l'opérateur de fermeture de Kleene par exemple. Ce cal-
cul est loin d'être trivial, mais résulte en une traduction simple et identique pour tous les 
événements de la spécification. 
1.3.3 csp2B 
csp2B [11] est une méthode permettant de combiner des spécifications écrites en CSP 
[44] et des machines B. L'expression de processus CSP agit alors comme contrôleur d'une 
machine B en définissant des contraintes d'ordonnancement sur les exécutions d'opérations 
B. Pour cela, une traduction outillée d'un sous-ensemble de CSP en B a été construite. La 
traduction d'une spécification CSP se base sur sa structure syntaxique. Les appels à des 
processus sont dit gardés en CSP, ce qui signifie qu'avant l'appel d'un processus, une ac-
tion élémentaire doit être exécutée. En se basant sur cette structure syntaxique, l'outil de 
traduction génère un ensemble d'états et des opérations. Les opérations conespondent aux 
actions qui gardent les processus et modifient l'état courant de la machine, alors qu'un 
état modélise le processus en cours de la spécification CSP. L'état courant est stocké dans 
des variables B dites de contrôle. La composition parallèle des processus est traduite en 
utilisant la composition parallèle des substitutions B notée ||. Les canaux de communica-
tion CSP sont également pris en compte avec l'utilisation d'une variable tampon entre les 
événements, et les entrelacements quantifiés sont traduits en utilisant des fonctions B. 
Si l'on résume l'approche de traduction, elle correspond à générer une machine B simi-
laire à un système à transitions étiquetées (LTS, Labelled Transition System). L'approche 
est similaire à celle présentée pour les SI dans la sous-section 1.3.2. Les états du LTS sont 
alors codés dans les variables de contrôle et chaque transition qui code une action CSP cor-
respond à une opération. Par exemple, soit une spécification CSP codant le fonctionnement 
d'une machine distribuant du thé ou du café sous réserve que l'on s'acquitte d'un paiement 
31 
1.3. TRADUCTIONS DE LANGAGES FORMELS 
/ ThT 
J 7 \ Euro 
\ ^ Cafe 
FIGURE 1.7 - LTS correspondant au processus CSP décrivant une machine à thé et à café 
d'un euro : 
Machine = AttendreEuro 
AttendreEuro = Euro —>• Servir 
Servir — The -¥ AttendreEuro [] Cafe —> AttendreEuro 
Cette spécification CSP conduit à la génération du LTS présenté dans la figure 1.7. 
Une machine B est ensuite créée pour coder en B le LTS ainsi généré. Cette traduction 
est obtenue en créant un ensemble d'états STATES = {sO,s\} et trois opérations the, cafe 
et euro codant les transitions du LTS par des substitutions sur la variable stockant l'état 
courant. 
Cette méthode de traduction est similaire et comparable à celle recherchée dans notre 
approche. Cependant de fortes restrictions s'appliquent sur la traduction des synchronisa-
tions. La spécification doit respecter des contraintes de formes précises. Dans le cadre d'un 
opérateur de synchronisation, celui-ci ne doit pas apparaître en profondeur dans la spécifi-
cation. L'auteur assure cependant que ces restrictions n'empêchent pas l'utilisation de son 
approche sur des systèmes de grande taille [42]. 
De ce fait dans le cadre de la traduction des ASTD en B/Event-B, cette approche ne peut 
servir que dans le cas des opérateurs choix, séquence et entrelacement. Il est nécessaire 
d'envisager d'autres algorithmes de traduction pour les autres opérateurs. 
y 
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1.3.4 UML-B 
Il existe plusieurs traductions d'UML vers B. Elles ne correspondent pas toutes à la 
traduction que nous recherchons pour les ASTD. Certaines traduisent les diagrammes de 
classes en machines B, d'autres se basent sur les diagrammes états-transitions. Nous nous 
intéressons ici à l'approche UML-B qui traduit le plus grand nombre de fonctionnalités des 
diagrammes états-transitions UML en B. 
UML-B de Snook et Butler [80] est une approche outillée [79] visant à intégrer certains 
diagrammes UML dans B. Cette approche vise, selon les auteurs, à corriger le manque de 
sémantique formelle reproché à UML et à rendre la méthode B plus facilement utilisable. 
À partir de packages, diagrammes de classes et diagrammes états-transitions UML et de 
stéréotypes définis dans un profil UML-B, l'outil U2B génère des machines B. Une version 
plus récente [81 ] propose également de travailler avec Event-B. Dans la suite, nous étudions 
la version UML-B pour Event-B. 
Dans UML-B, chaque diagramme a un but précis : 
1. Le package représente le projet dans son ensemble. Il définit les liens entre les ma-
chines et les contextes. 
2. Les diagrammes de classes permettent de définir les contextes. Ces diagrammes 
sont appelés diagrammes de contextes. Ils ne contiennent que des constantes et des 
propriétés de typage. Les propriétés des constantes (les axiomes en Event-B) et les 
théorèmes sont attachés aux classes. Les diagrammes de classes permettent égale-
ment de définir les machines. 
3. Les diagrammes états-transitions sont associés aux diagrammes de classes des ma-
chines pour décrire les modifications induites par l'exécution d'une transition sur la 
spécification. Les transitions correspondent à des événements Event-B. Des inva-
riants Event-B peuvent également être associés aux états. 
L'approche permet ainsi de spécifier à la fois en UML et Event-B. Certaines tâches 
complexes comme l'ordonnancement des événements ou la définition d'invariants 
locaux sont grandement simplifiées par l'utilisation de diagrammes états-transitions. 
Cette notation permet de spécifier graphiquement les contraintes d'ordonnancement 
des événements et s'assurer que le code Event-B généré correspond bien à la séman-
tique des diagrammes états-transitions. De même, la visualisation des dépendances 
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entre machines et contextes est plus simple avec les packages UML. Enfin, les tra-
ductions des diagrammes de classes en Event-B permettent une représentation nor-
malisée des classes UML en Event-B. L'ensemble agit comme un outil permettant 
d'améliorer la cohérence de la spécification avec les modèles UML et d'augmenter 
la lisibilité d'une spécification formelle Event-B. 
Dans le cadre de nos travaux, UML-B ne peut pas être réutilisé tel quel. La tra-
duction des diagrammes états-transitions en B/Event-B n'est possible avec UML-B 
que lorsque le diagramme états-transitions est défini en lien avec un diagramme de 
classes. Les diagrammes états-transitions sont considérés comme dépendant des dia-
grammes de classes. Dans le cadre des ASTD, une spécification peut se faire sans que 
nécessairement un diagramme de classes ne soit disponible. De plus, les diagrammes 
états-transitions considérés ne peuvent pas utiliser la notion de parallélisme, notion 
indispensable dans le cadres des SI et disponible dans les ASTD. De même, les états 
OR et AND ne sont pas pris en compte. Seuls les diagrammes états-transitions en 
tant qu'automates hiérarchiques sont acceptables dans une spécification UML-B. 
1.3.5 Statecharts vers B 
Les Statecharts au sens de Harel [41] sont une notation graphique formelle de modéli-
sation de processus. Sekerinski et al. proposent dans [87] une méthode de traduction des 
Statecharts en B. L'approche de traduction se fait par la définition d'un méta-modèle des 
Statecharts exprimé à l'aide de diagrammes de classes et suit les algorithmes de traduction 
de spécifications UML en B de [60]. L'article décrit également une approche de normali-
sation des Statecharts afin de réduire le nombre de patrons de traduction. 
Le processus de traduction s'effectue en plusieurs étapes. Tout d'abord, le Statechart 
à traduire est normalisé. Cette normalisation s'effectue suivant trois conditions : (i) les 
transitions pointant vers des états AND doivent être des transitions pointant vers tous les 
sous-états de l'état AND ; (ii) si une transition pointe vers un sous-état d'un état AND, alors 
elle doit aussi pointer vers les autres sous-états de cet état AND ; (iii) les noms des états 
sont uniques et si nécessaire l'algorithme les nomme de façon à respecter cette contrainte. 
Une fois le Statechart normalisé, neuf critères sont vérifiés pour qu'il soit qualifié de valide. 
1. Les transitions ne sont pas entre des états concurrents. 
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2. Les transitions ne peuvent se séparer, i.e. avoir plusieurs états destinations, que sur 
des états concurrents. 
3. Les transitions ne peuvent se réunir, i.e. avoir plusieurs états sources, que depuis des 
états concurrents. 
4. Il ne doit pas y avoir de cycles dans les transitions internes. 
5. Tous les états initiaux doivent permettre d'atteindre au moins un état final. 
6. Les transitions init doivent aller vers un sous-état. 
7. Les états initiaux ne peuvent pas être la cible de transitions. 
8. Les transitions init ne doivent pas comporter d'événements ou de gardes. 
9. Les transmissions broadcast ne génèrent pas le même événement deux fois. 
Une fois ces vérifications effectuées, des variables codant les états sont générées. Puis 
la traduction des transitions est effectuée en fonction de patrons. Une fois cette traduction 
effectuée, des optimisations sont faites sur les substitutions obtenues. Ces optimisations 
évitent d'avoir des substitutions de type IF C THEN 7/ ELSE skip, ou des substitutions 
CASE avec des skip. Enfin, les transitions internes sont traduites de sorte que si elles 
peuvent être exécutées dans un état, alors elles le sont. 
Cette approche peut être intéressante pour définir une traduction des ASTD en B. En 
effet, les Statecharts de type OR sont similaires aux ASTD de type choix, les Statecharts 
de type AND sont similaires aux ASTD de type synchronisation et les ASTD ont également 
la notion d'état historique ainsi que d'états imbriqués. Cependant, les ASTD ont également 
d'autres opérateurs qui n'existent pas dans les Statecharts, comme les quantifications de 
choix ou de synchronisation qui nécessitent le développement d'une approche de traduc-
tion spécifique. On pourra cependant réutiliser l'approche de traduction des états par des 
ensembles énumérés et l'état courant modélisé par un ensemble de variables. 
1.3.6 Coder une algèbre de processus en Event-B 
Dans [1], Ait-Ameur et al. définissent une méthode de traduction générique d'algèbres 
de processus en Event-B. Ils proposent d'associer aux expressions de processus pouvant 
être décrites par une algèbre de processus définie formellement par une grammaire BNF 
une représentation sous forme d'une hiérarchie de machines Event-B. Chaque règle de la 
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BNF de la forme T ::= E op F est alors traduite en deux machines Event-B. La première 
modélisé T et ne contient qu'un événement nommé eventT. La seconde machine est un raf-
finement de la première et conespond à £ op F. Elle contient deux nouveaux événements 
eventE et event F modélisant le comportement respectivement de £ et de F ainsi que de 
l'opérateur op. On déclenche alors l'exécution de eventE et eventF puis celle de eventT 
quand eventE et eventF ont terminé leur exécution. Pour cela, un variant est introduit et 
les événement sont gardés en utilisant ce variant. Ce variant permet d'assurer que l'exé-
cution des événements eventE et eventF terminera, condition nécessaire pour garantir que 
l'exécution de eventT ait lieu. Un variant B est une variable entière positive qui décroît à 
chaque exécution d'un événement. Les auteurs détaillent ensuite le processus de traduction 
en l'appliquant sur l'algèbre de processus CTT [74]. Chaque opérateur est alors détaillé 
soit en donnant sa traduction, soit en le redéfinissant à l'aide d'autres opérateurs. 
Cette approche est directement applicable à l'algèbre de processus EB3 car EB3 respecte 
les critères fournis par les auteurs. En effet, l'algèbre de processus EB3 peut être formelle-
ment décrite à l'aide d'une grammaire BNF. On peut donc obtenir une machine Event-B 
codant le comportement d'une expression de processus. Cette machine est le résultat de n 
opérations de raffinement, n étant le nombre d'opérateurs de l'expression de processus ini-
tiale. Cependant, des événements annexes, n'apparaissant pas dans la spécification initiale 
apparaîtront dans la machine Event-B finale. Ces événements sont nécessaires pour coder 
par exemple la réinitialisation de certaines variables induites par une itération de la ferme-
ture de Kleene d'une expression de processus. Ce genre d'événements artefacts fait que la 
machine Event-B peut être dans un état qui ne correspond pas à celui de la spécification 
EB3. De ce fait, certaines preuves de propriétés sur le modèle Event-B peuvent ne pas être 
transposables sur l'expression de processus. 
Une des limites de cette approche est que, du fait de sa généricité, elle nécessite de 
proposer une traduction de chaque opérateur. Si cette approche peut être simple et est bien 
décrite par les auteurs pour les opérateurs usuels comme la séquence ou le choix, les opéra-
teurs plus exotiques comme fil ne sont pas traduisibles immédiatement. La synchronisation 
faible en EB3, notée m, a un comportement similaire à un entrelacement, sauf si les deux 
opérandes peuvent exécuter au même moment l'action, dans ce cas l'opérateur se comporte 
comme une synchronisation. Ce genre d'opérateur n'est pas traité dans [1]. Finalement, les 
ASTD ne peuvent pas bénéficier de cette approche puisqu'ils ne peuvent pas être formali-
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ses en utilisant une grammaire BNF du fait de la présence d'automates dans les types des 
ASTD. Le type automate est indispensable aux ASTD, puisque tout ASTD feuille est de type 
élémentaire, c'est-à-dire une place d'un automate. 
1.3.7 Synthèse 
Les approches de traduction de langages formels en B ou Event-B existantes ne peuvent 
pas être appliquées telles quelles aux ASTD ou à EB3 car elle ne couvrent que des sous-
ensemble des notations que nous utilisons, ou ne sont tout simplement pas applicables dans 
certains cas. Cependant, certains de ces sous-ensembles peuvent être réutilisés dans nos 
travaux. On peut distinguer deux approches de traduction. Une première approche est la 
traduction s'appuyant sur les méta-modèles. Cette approche est similaire aux transforma-
tions de modèles de l'approche MDE. Elle permet un outillage de la traduction grâce à des 
langages comme ATL [48] permettant d'exprimer les liens entre des méta-modèles de deux 
langages et d'ainsi effectuer la traduction de modèles exprimés dans un langage dans un 
autre. La seconde approche est de donner des patrons de traduction après avoir défini une 
forme normale de la structure à traduire. Ainsi, les patrons définissent une liste exhaustive 
des structures et peuvent éventuellement s'appliquer de manière recursive. 
1.4 De la spécification de la politique de contrôle d'accès 
à l'implémentation 
Selon [85], une spécification de politique de contrôle d'accès est dite implémentée si 
chaque action autorisée par l'implémentation l'est aussi par la spécification de la politique. 
En considérant cette définition, l'implémentation d'une politique de contrôle d'accès peut 
être beaucoup moins permissive que sa spécification. En effet, la politique de contrôle d'ac-
cès qui refuse toutes les exécutions est donc une implementation possible de toute politique 
de contrôle d'accès. Dans les sections qui suivent, nous étudions des implementations de 
politiques de contrôle d'accès. 
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1.4.1 Algèbre de politiques de contrôle d'accès et génération de poli-
tique XACML 
Dans [78], les auteurs proposent une algèbre de politiques de contrôle d'accès ainsi que 
la traduction de cette algèbre en règles XACML [72]. Les auteurs introduisent pour cela 
une notation formelle des règles de contrôle d'accès, exprimées comme des quadruplés 
contenant le rôle de l'utilisateur, l'action qu'il veut effectuer, l'heure à laquelle il veut 
effectuer son action et la décision prise par la politique (granted ou denied). La politique 
reçoit des triplets {rôle, action, heure] et répond soit granted ou denied quand une règle 
couvre l'ensemble du triplet reçu, soit N/A si aucune règle de la politique ne conespond. Les 
auteurs introduisent ensuite des opérateurs de combinaison des politiques définis sous la 
forme de tables de vérité sur une logique ternaire (granted correspond à true, denied à false 
et N/A à unknown). Les opérateurs proposés sont similaires aux opérateurs s'appliquant sur 
un treillis dont la relation d'ordre partiel est granted > N/A, denied > N/A. L'opérateur + 
conespond au max, l'opérateur & au min du treillis. D'autres opérateurs, dont la projection 
et la négation, sont introduits. Les auteurs montrent que dans le cadre de règles écrites sous 
la forme de quadruplés sans condition, toutes les politiques peuvent être exprimées avec 
leur algèbre, et ils déterminent l'ensemble minimal d'opérateurs pour le faire. 
Afin de proposer une traduction en XACML, chaque politique de contrôle d'accès est 
traduite en un MTBDD (Multi-Terminal Binary Decision Diagram) [31). Un MTBDD est 
un diagramme de décision binaire, i.e. une représentation graphique de fonctions boo-
léennes, qui peut avoir plus de deux états terminaux. Les BDD ont pour états terminaux true 
et false. Ici, dans le cadre de MTBDD, les auteurs donnent comme état terminaux granted, 
denied et N/A. Les variables booléennes du MTBDD conespondent aux conditions ato-
miques des règles. Par exemple, si une règle autorise l'action update aux utilisateurs de 
rôle manager et la refuse aux utilisateurs de rôle staff alors on peut créer des variables 
booléennes xo, x\ et x2 telles que : 
xo = action = update x\ = role = manager X2 = role — staff 
On remarque que x\ et X2 sont mutuellement exclusives. Puis on peut définir une fonction 
booléenne f(xQ,x\ ,x2) qui retourne granted, denied ou N/A selon les valeurs des variables 
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booléennes. 
f(xQ,x\,X2) = granted •& XQ/\X\ 
f(xr),X[,xi) = denied <=>• XQ/\X2 
f(xQ,x\,x2)=N/A <3> ^(xoAxi)A^(xQAx2) 
Le MTBDD associé à la politique constituée par la règle est la représentation MTBDD de 
la fonction / . 
Une fois toutes les politiques traduites, les auteurs fournissent les algorithmes de com-
binaison des MTBDD conespondant à chacun des opérateurs de leur algèbre de politiques 
de contrôle d'accès. On obtient ainsi un MTBDD représentant la politique complète. Une 
fonction de traduction en XACML est donnée pour traduire les chemins menant à un état 
terminal d'un MTBDD en une règle XACML. Les auteurs ont cependant remarqué que le 
nombre de règles générées était exponentiel par rapport au nombre de noeuds du MTBDD. 
Cependant des techniques de réduction logiques classiques de la théorie des BDD [24] 
ont conduit à une réduction de 75% à 99% du nombre de règles XACML générées. Ainsi, 
l'implémentation selon cette approche se définit comme suit : 
1. Si l'implémentation autorise une exécution, la spécification doit l'autoriser. 
2. Si l'implémentation refuse une exécution, la spécification doit la refuser. 
3. Si l'implémentation ne peut pas calculer une réponse à donner pour une exécution, 
la spécification non plus. 
Cette définition est beaucoup plus forte que celle de [85] qui ne comprend que le pre-
mier point. Cependant, les auteurs de [78] n'ont pas montré que ces propriétés sont vraies 
pour leur implementation. 
1.4.2 Modélisation Event-B de politiques de sécurité et implementa-
tion par raffinement 
Dans [10], l'auteur propose une formalisation des politiques de contrôle d'accès en 
utilisant Event-B. Cette formalisation est appliquée sur les politiques modélisées avec le 
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modèle RBAC [83]. La modélisation fait appel aux concepts d'utilisateurs, de permission 
et de politique de contrôle d'accès. Ainsi un utilisateur user a la permission perm dans la 
politique policy si et seulement si (user H-> perm) e PERMISSIONSJJF(policy). La fonc-
tion PERMISSIONS_OF représente l'ensemble des couples utilisateur/permission autori-
sés par la politique de contrôle d'accès. Dans cette approche, l'auteur considère uniquement 
les permissions de la politique, i.e. la politique ne définit qu'un ensemble de permission, et 
non un ensemble d'interdiction. La politique est donc appliquée avec le principe de « tout 
ce qui n'est pas autorisé explicitement est interdit». L'auteur détaille également la forma-
lisation de la politique d'administration de la politique de sécurité. Cette politique détaille 
la façon dont la politique de contrôle d'accès peut être modifiée en cours d'utilisation. 
La vérification de l'implémentation d'une politique de contrôle d'accès modélisée en 
Event-B est détaillée. Cette vérification se fait par raffinement. Une politique P2 implémente 
Pi si la machine Event-B de P2 raffine celle de Pi. L'auteur propose une obligation de 
preuves supplémentaire à vérifier afin de garantir l'implémentation. Il s'agit d'un théorème 
qui, exprimé en langage naturel, dit « chaque action autorisée par l'implémentation l'est 
aussi par la politique ». 
Enfin, l'auteur reprend les opérateurs de l'algèbre de processus de [78] et exprime com-
ment les politiques composées à l'aide de cette algèbre sont composés en Event-B. Il effec-
tue également les preuves montrant que la composition de deux implementations de deux 
politiques et l'implémentation de la composition de deux politiques sont équivalentes au 
sens des actions autorisées par la politique. 
1.4.3 Implementation WS-BPEL de politiques de sécurité exprimées 
avec la notation ASTD 
Dans [19], les auteurs proposent une implementation WS-BPEL [73] dans une archi-
tecture orientée service (SOA) d'une politique de contrôle d'accès exprimée à l'aide de la 
notation ASTD. Après une description de l'architecture SOA, les auteurs détaillent le pro-
cessus de transformation d'une spécification ASTD de politique de contrôle d'accès en pro-
cessus BPEL. Cette politique est exprimée en utilisant des patrons conespondant aux règles 
de permission, d'interdiction, d'obligation et de séparation des devoirs. Chaque règle de la 
politique est l'instanciation d'un de ces patrons. Les règles de transformation d'ASTD vers 
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BPEL sont définies sur ces patrons. L'implémentation de ces règles de transformation peut, 
selon les auteurs, s'effectuer par la définition de règles de transformation des méta-modèles 
en utilisant le langage ATL [49]. Cette approche nécessite un méta-modèle des ASTD ainsi 
qu'un méta-modèle BPEL, déjà disponible. L'approche nécessite également la génération 
d'un document WSDL (Web Service Description Language) afin d'intégrer l'implémenta-
tion dans une architecture SOA. Ce document est également généré depuis la spécification 
ASTD de la politique de contrôle d'accès. Il définit les interfaces du service, les messages 
qu'il peut recevoir ou émettre ainsi que le typage des paramètres des messages. 
L'implémentation obtenue est un filtre de contrôle d'accès nommé PDP (Policy Deci-
sion Point) dans l'architecture SOA. Ce filtre respecte une architecture définie à l'aide d'un 
méta-modèle et de diagrammes de séquences. Cette architecture est l'architecture cible du 
projet Selkis. Les différentes implementations qui sont proposées dans le cadre du projet 
doivent respecter cette architecture. 
La politique définie par ce filtre est appliquée au système existant par l'utilisation de 
PEP (Policy Enforcement Point) qui interceptent les requêtes avant leur exécution par un 
service et les transmettent au PDP. Selon la réponse du PDP, la requête est alors, en cas d'ac-
ceptation, transmise au service initial ou retournée à l'utilisateur avec un message d'eneur. 
L'un des avantages de l'approche, c'est qu'elle ne nécessite pas de modification du système 
que l'on souhaite sécuriser. 
1.4.4 Synthèse 
Concernant la définition formelle d'un filtre de contrôle d'accès puis son implemen-
tation, peu de travaux ont été conduits. Les travaux étudiés suivent deux approches pour 
générer une implementation. La première est de raffiner le modèle initial de la politique de 
contrôle d'accès. Une preuve de ce raffinement et l'ajout de théorèmes à prouver permettent 
alors de garantir que l'implémentation respecte bien certaines propriétés. La seconde ap-
proche consiste à définir des règles de traduction entre le langage de spécification et le 
langage d'implementation. Cette approche est moins formelle si les règles de traduction 
ne sont pas prouvées et ne garantissent pas la conservation de la sémantique initiale de la 




Dans le cadre de cette thèse, et du fait de la nature critique des politiques de contrôle 
d'accès dans un SI, nous devons garantir que les transformations de modèles n'introduisent 
pas d'eneurs et ne modifient pas la spécification initiale de la politique. Pour cette raison, 
les traductions doivent être prouvées, et l'implémentation doit suivre une approche par raf-
finement formel. De plus, les transformations de modèles effectuées ne doivent pas empê-
cher la validation, la vérification ou la preuve des modèles générés. Les preuves effectuées 
sur un modèle traduit doivent aussi pouvoir s'appliquer au modèle initial. 
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FIGURE 2.1 - Traduction d'expressions de processus EB3SEC vers ASTD 
La figure 2.1 indique que nous allons nous intéresser tout d'abord à la traduction d'ex-
pressions de processus exprimées avec EB3 en spécifications ASTD. Afin de pouvoir utiliser 
la même approche dans le cadre des projets EB3SEC et Selkis, nous avons décidé d'utiliser 
les ASTD comme langage pivot. Ainsi les étapes suivantes de transformation du modèle de 
politiques de contrôle d'accès seront communes aux deux approches. De plus, traduire les 
politiques exprimées à l'aide de EB3SEC permettra de vérifier et de valider la spécification, 
puisqu'aucun outil ne permet de faire de preuves ou de vérifications de modèle sur EB3SEC. 
2.1 Introduction 
La traduction d'expressions de processus EB3 en ASTD se base sur la proximité des 
sémantiques opérationnelles des deux approches. En effet, les opérateurs des ASTD sont 
inspirés des opérateurs de EB3. Dans la section 2.2 nous présentons un algorithme de tra-
duction de EB3 vers ASTD. Puis des optimisations de cette traduction sont proposées dans 
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member(m/<Z : MEMBERID) = Jo\n(mId) 
.( (HI bid € BOOKID : loan(mId,bId)* ) 




FIGURE 2.2 - Expression de processus member extraite d'un SI gérant des bibliothèques 
Join 
H Leave 
II! hîA lïTfc/Vi DisplayNumberOfLoans 
I I 
loan reservation 
FIGURE 2.3 - AST de l'expression de processus member 
la section 2.3. L'explication des différences entre une expression de processus EB3SEC et 
une expression de processus EB3 est présentée dans la sous-section 2.4.1 afin d'obtenir la 
traduction d'une expression de processus EB3SEC en ASTDsec. 
2.1.1 Notations pour EB3 
Dans les algorithmes qui suivent, nous considérons que les expressions de processus 
EB3 sont représentées sous une forme d'arbre de syntaxe abstraite, Abstract Syntax Tree 
(AST). La figure 2.3 représente, sous forme d'AST, l'expression de processus présentée 
dans la figure 2.2 qui modélisé les membres dans le SI gérant une bibliothèque. 
De plus, nous utilisons une structure de données pour représenter les expressions de pro-
cessus EB3. Cette structure de données est décrite ci-dessous. Les types Label, Par aras, 
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Variable, LabelSet, ConstantSet, Environment et Predicate ont un nom suf-





| Action (Label , Params) 
| Sequence (expressionEB3 , expressionEB3) 
| Kleene (expressionEB3) 
| Choice (expressionEB3 , expressionEB3) 
| Qchoice (Variable , ConstantSet , expressionEB3) 
| Synchro (LabelSet , expressionEB3 , expressionEB3) 
| Qsynchro (LabelSet , Variable 
, ConstantSet , expressionEB3) 
| ProcessCall (Name , Params) 
| Closure (Environment , expressionEB3) 
I Guard (Predicate , expressionEB3) 
2.1.2 Notations pour les ASTD et les automates 
Les ASTD sont formalisés par la notation mathématique introduite dans [33]. En parti-
culier les ASTD de type automate sont hiérarchiques et à transitions gardées. Ils sont mo-
délisés par < E, N, v, 8, F, no > avec : 
- E représente l'alphabet des étiquettes des actions du système. 
- N est l'ensemble des places de l'automate. 
- v est une fonction indiquant si une place est élémentaire (elem) ou hiérarchique. 
- ô est la fonction de transition indiquant si chaque transition est locale (loc), originaire 
(fromSub) ou à destination (toSub) d'une place d'un sous-ASTD automate, et si elle 
est gardée. 
- F est l'ensemble des places finales. 
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FIGURE 2.4 - Exemple d'un ASTD de type automate 
Ainsi, l'ASTD de type automate de la figure 2.4 est représenté par : 
autS=<Z,N,v,ô,F,n0 > 
autS.L = {c,d,e,f} 
autS.N = {sO,sl,s2} 
autS.V = {sQ H» elem,s\ H* autSX, s2 i-> elem} 
autS.S = { < < loc,sO,sl >,/,TRUE, FALSE >}U 
{ < < loc,sl,sO >,e,TRUE,TRUE >}U 
{«tosub,s2,sl,tl >,d,TRUE, FALSE >}U 
{<</ra/n5 ,«è,sl,rl,52>,c,TRUE,FALSE > } 
autS.F = {s2} 
autS.no = sO 
awfSl =<Z,N,v,Ô,F,no > 
autSl.L — {a,b} 
autSl.N={tO,t2} 
autSl.v = {f0t-> elem,tl \-+elem) 
autS\.ô = {«loc,tO,t\ >,a,TRUE,FALSE > } U { < < loc,tl,tO>,b,g,FALSE>} 
autSl.F = {t\} 
autSl.no = tO 
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2.1.3 Notations pour les algorithmes 
Les algorithmes présentés utilisent le filtrage par motif (pattern matching) comme dans 
OCaml. Le filtrage est introduit par les mots clé match ... with. Le mot clé match est suivi 
de l'expression à analyser ; le mot clé with indique l'approche de filtrage qui est appliquée 
sur l'expression analysée. 
2.2 Traduction naïve 
Intuitivement, on peut traduire chaque action EB3 en un ASTD de type automate avec un 
état initial, un état final et une transition étiquetée par l'action. La sémantique des expres-
sions de processus élémentaires composées uniquement d'une action est alors préservée. 
On peut ensuite construire par récunence 1'ASTD conespondant à une expression de pro-
cessus EB3 puisque pour chaque opérateur de EB3, il existe un type d'ASTD équivalent. 
On obtient alors un ASTD de profondeur comparable à la profondeur de l'expression de 
processus traduite. 
2.2.1 Algorithme 
L'algorithme 1 présente la traduction naïve d'une expression de processus EB3 en ASTD. 
Chaque opérateur EB3 est traduit par l'ASTD du type conespondant. 
Algorithme 1 operatorTranslation(Exp) 
Description : Algorithme de traduction d'expressions de processus EB3 en ASTD. 
input Exp : Une expression de processus EB3. 
output : Une spécification ASTD. 
operatorTranslation(Exp) = 
begin 
match Exp with 
Kleene (el) —>• a 
such as 
a.type — * 
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a.body = b 
and such as 
b — operatorTranslation(e\) 
Sequence(e\,el) —» a 
such as 
a.type = t=> 
a.fst — b 
a.snd = c 
and such as 
b = operatorTranslation(el) 
c = operatorTranslation(e2) 
Guard(g,e\) —»• a 
such as 
a.type = =>• 
a.gard = g 
a.body = b 
and such as 
b = operator!Vanslation(el) 
Choice(e\,e2) —» a 
such as 
a.type = | 
a.left = è 
a. right = c 
and such as 
b = operatorTranslation(e 1 ) 
c = operatorTranslation(e2) 
Synchro(D, e 1, el) —> a 
SMC/I as 
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a.type = \{]\ 
a.A = D 
a.left = b 
a.right = c 
and such as 
b = operator!"ranslation(el) 
c = operatorT ranslation(el) 
Qchoice(v,T,e\) —» a 
such as 
a.type = | : 
a.x = v 
a.T = T 
a.body = b 
and such as 
b = operatorT'ranslation(el) 
Qsynchro(D,v,T,e\) -> a 
such as 
a.type=\[}\ : 
aA = D 
a.x = v 
a.T = T 
a.body = b 
and such as 
b = operator!'ranslation(el) 
ProcessCall(name, params) —> a 
such as 
a.type = call 
a.call = name(params) 
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FIGURE 2.5 - ASTD résultant de la traduction naïve de l'expression de processus member 
2.2.2 Exemple 
La traduction en ASTD de l'expression de processus EB3 de la figure 2.2 utilisant la 
méthode naïve est présentée dans la figure 2.5. On remarque notamment les ASTD de type 
séquence depuis et vers des automates qui pounaient être remplacés par des transitions afin 
de réduire la complexité des ASTD. 
2.2.3 Critique 
Si ce genre de traduction est acceptable dans le sens où elle conserve la sémantique 
de l'expression de processus EB3, elle peut générer des ASTD comportant de nombreuses 
boîtes imbriquées et des automates à deux états et une transition. Ces ASTD n'utilisent 
pas toute la puissance d'expression de la notation ASTD. De ce fait, on peut améliorer la 




Nous détaillons dans les sections suivantes quelques-unes des optimisations possibles 
pour la traduction de EB3 en ASTD. 
2.3.1 Choix et séquences 
Les expressions de processus uniquement composées d'actions, de choix (|) et de sé-
quences (.) peuvent se traduire en ASTD de type automate en suivant les algorithmes clas-
siques de la théorie des automates. On définit le prédicat isChoicesAndSequences qui va 
calculer si une expression de processus n'est composée que de choix, de séquences et d'ac-
tions élémentaires. L'algorithme 2 présente ce calcul. 
Algorithme 2 isChoicesAndSequences(Exp) 
Description : Calcule le prédicat détectant si une expression de processus est composée 
uniquement de choix, de séquences et d'actions élémentaires. 
input Exp : Une expression de processus EB3. 
output : Booléen : TRUE si l'expression de processus est composée uniquement de choix, 
de séquences et d'actions élémentaires, FALSE sinon. 
isChoicesAndSequences(Exp) = 
begin 
match Exp with 
Action(^J ->• TRUE 
Sequence(el,e2) —>• isChoicesAndSequences(el) A isChoicesAndSequences(e2) 
Choice(el,e2) —> isChoicesAndSequences(el) A isChoicesAndSequences(e2) 
_ - » • FALSE 
end 
eb32astd, présenté dans l'algorithme 3, teste si l'expression de processus est unique-
ment composée de choix et de séquences et adapte la traduction de l'expression de proces-
sus en conséquence. C'est l'algorithme principal de la traduction. 
Algorithme 3 eb32astd(Exp) 
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Description : Algorithme de traduction d'expressions de processus EB en spécification 
ASTD. 
input Exp : Une expression de processus EB3. 







Une fois que l'on est certain qu'une expression de processus n'est composée que de 
choix et de séquences, on peut effectuer la traduction présentée dans l'algorithme 4. Il 
utilise deux autres algorithmes : (i) pre fixStateNames(a, pre fixe) qui va préfixer les noms 
de tous les états de l'automate par le préfixe indiqué. Cela permet d'obtenir des états dont le 
nom est unique, (ii) efree(a) retire toutes les transitions e sans changer le langage accepté 
(à l'exception notable de e lui-même). Cet algorithme est décrit dans la section e-transition 
automata de [43]. L'application de cet algorithme est nécessaire puisque les transitions e 
ne sont pas autorisées dans les ASTD. 
Algorithme 4 choicesAndSequences2astd(Exp) 
Description : Traduit une expression de processus EB3 en un automate. 
input Exp : Une expression de processus EB3 composée de choix de séquences et actions 
élémentaires. 
output : Automate résultant de la traduction. 
choicesAndSequences2astd(Exp) = 
begin 
match Exp with 






fl.V={Oi-> elem, 1 i—> elem) 
a.8 = {<< /oc,0,1 >,<j(x),TRUE,FALSE >} 
a.F = {\} 
a.no = 0 
aut 
<D CTM •© 
/* Traduction d'une action en un automate avec un état initial (0), 
un état final (I) et une transition étiquetée par l'action a(x) de 0 à 1. */ 
Sequence(el,e2) -4 efree(c) 
such as 
c.E = ûIUi>IU{e} 
c.N = a.NUb.N 
c.v = a.vub.v 
c.8 = a.8ub.ôU(\Js€aF «loc,s,b.n0 >,£,TRUE,FALSE >) 
c.F = b.F 
c.no = a.no 
and such as 
a = prefixStateNames(choicesAndSequences2astd(e\), "a") 
b — prefixStateNames(choicesAndSequences2astd(e2), "b") 
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/* Traduction d'une séquence entre E= a\b et F= c 
par un automate G. L'automate a pour état initial celui de E, 
pour états finaux ceux de F, une fonction de transition combinant celle de E et F 
adjointe de transitions £ entre les états finaux de E et l'état initial de F. 
L'automate G est obtenu en appliquant l'algorithme efreeQ sur le résultat. */ 
Choice(eI,e2) -> efree(c) 
such as 
c.L = aXUb.Zu{e} 
c.N = a.NUb.NU{0} 
c.V = a.vUè.vU{0i-4 elem} 
c.8 = a.8ub.8U « loc,0,a.n0 >,£,TRUE,FALSE > 
U < < loc,0,b.n0 >,£,TRUE, FALSE > 
c.F = a.FUb.F 
c.no = 0 
and such as 
a = prefixStateNames(choicesAndSequences2astd(el), "a") 
b = prefixStateNames(choicesAndSequences2astd(e2), "b") 
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/* Traduction d'un choix entre E= a\b et F= c 
par un automate G. L'automate a pour état initial un nouvel état, 
pour états finaux ceux de E et F, une fonction de transition combinant celle de E et F 
adjointe de transitions £ entre le nouvel état et les états initiaux de E et de F. 
L'automate G est obtenu en appliquant l'algorithme efree() sur le résultat. */ 
end 
Suite à l'étude des traductions générées par ces algorithmes, certaines optimisations 
sont apparues afin d'utiliser de nouvelles caractéristiques de la notation ASTD. Elles sont 
détaillées dans les sections suivantes. 
2.3.2 Fermeture de Kleene 
Il existe des algorithmes de traduction d'expressions régulières composées de choix 
(|), de séquences (.) et de fermetures de Kleene (*) en automate sans £-transitions [43]. 
Cependant, de tels algorithmes peuvent considérablement modifier la structure initiale d'un 
ASTD. C'est pourquoi nous avons choisi de ne pas utiliser ces algorithmes. La traduction 
obtenue pounait ne plus être compréhensible aisément par un humain. 
Une amélioration de l'algorithme de traduction peut cependant être faite afin d'éviter 
l'emploi d'un opérateur de Kleene dans certains cas. Quand l'opérateur de Kleene s'ap-
plique sur une action, la traduction doit alors donner un automate composé d'un état, à la 
fois initial et final, et d'une transition cyclique, comme illustré dans l'algorithme 5. 
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Algorithme 5 kleeneAction2astd(Exp) 
Description : Traduit une expression de processus EB composée d'une action et d'une 
fermeture de Kleene en automate. 
input Exp x Une expression de processus EB3 composée d'une action et d'une fermeture 
de Kleene. 
output : Automate résultant de la traduction. 
kleeneActionlastd(Exp) = 
begin 
match Exp with 




a.v = (0H> elem} 
a.8 = {<< loc,0,0>,<T(x),TRUE, FALSE >} 
a.F = {0} 
a.no = 0 
end 
La différence entre la traduction naïve et la traduction optimisée pour une fermeture de 
Kleene sur une action élémentaire est présentée dans la figure 2.6. 
2.3.3 Gardes 
Certaines gardes ne s'appliquent que sur une action élémentaire. Afin d'utiliser le fait 
que les transitions des ASTD peuvent être gardées, ces expressions de processus sont tra-
duites comme illustré dans l'algorithme 6. 
Algorithme 6 guardActionlastd(Exp) 
Description : Traduit une expression de processus EB3 composée d'une action et d'une 
garde en automate. 







FIGURE 2.6 - En haut, la version non optimisée de la traduction de o(x)*. En bas, la version opti-
misée 
output : Automate résultant de la traduction, 
guardAction2astd(Exp) = 
begin 
match Exp with 




Û . V = { O H > elem, 1 H-> elem} 
a.8 = { « loc,0,1 >,<7(jc),g,FALSE > } 
,a.F = {\} 
a.no = 0 
end 
La différence entre la traduction naïve et la traduction optimisée pour une garde sur une 
action élémentaire est présentée dans la figure 2.7. 
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FIGURE 2.7 - En haut, la version non optimisée de la traduction de g => o(x). En bas, la version 
optimisée 
2.3.4 Patron PMC 
Le patron PMC est un patron important en EB3. PMC signifie Producteur, Modifica-
teur, Consommateur. Il s'exprime sous la forme p( ) . M( )*. c( ) où p( ) et C( ) sont deux 
actions élémentaires et M( ) une expression de processus quelconque. Ce patron est dé-
taillé dans [38]. L'ASTD résultant de la traduction est présenté en figure 2.8. Il utilise une 
transition finale, représentée par une transition avec un point à son origine. Cela signifie 
que la transition ne peut s'activer que quand l'état de l'ASTD source est final. 
2.3.5 Itération de séquences 
Lorsqu'une fermeture de Kleene s'applique sur une séquence d'actions, une traduction 
plus simple que celle proposée par l'algorithme peut s'appliquer. En effet, on peut créer un 
automate dont l'état initial est également final, et faire en sorte que la dernière transition 
pointe vers cet état. Par exemple, la figure 2.9 présente l'ASTD conespondant à l'expression 
de processus (xi xn)*. 
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FIGURE 2.8 - Traduction du patron PMC 




2.4.1 Traduction de EB3SEC vers ASTDsec 
La principale différence entre une action élémentaire d'une expression de processus 
EB3 ou d'un ASTD et celle d'une expression de processus EB3SEC ou d'un ASTDsec se 
situe au niveau des paramètres. En effet, dans le cadre de EB3SEC, certains paramètres dits 
de sécurité jouent un rôle particulier et sont donc séparés des paramètres dits fonctionnels 
que l'on trouve dans les actions EB3 et ASTD. 
Deux actions ayant la même étiquette o sont présentées dans la figure 2.10. La pre-
mière est une action élémentaire EB3, la seconde une action sécurisée EB3SEC avec les 
même paramètres fonctionnels x et y mais également des paramètres dits de sécurité u et r 
conespondant à l'utilisateur et à son rôle lors de l'exécution de l'action. 
a(x,y) 
<u,r,a(x,y)> 
FIGURE 2.10 - Comparaison d'actions élémentaires EB3 et EB3SEC 
Afin de profiter de la traduction de EB3 vers ASTD pour les expressions EB3SEC, une 
petite modification des algorithmes doit être effectuée. La seule différence apparaît dans la 
traduction des actions élémentaires. Cette traduction doit prendre en compte les paramètres 
de sécurité. On obtient ainsi directement une spécification ASTDsec depuis une expression 
de processus EB3SEC. 
2.4.2 Bilan 
Nous avons présenté une traduction de EB3 vers ASTD qui peut être utilisée pour tra-
duire une expression EB3SEC en ASTDsec. Cette traduction est optimisée pour des patrons 
fréquents dans les SI. D'autres améliorations pounaient être apportées afin d'utiliser plus 
de fonctionnalités des ASTD comme les transitions tosub ou fromsub, les états historiques 
ou les états hiérarchiques. 
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FIGURE 2.11 - ASTD résultant de la traduction optimisée de l'expression de processus member 
La traduction en ASTD de l'expression de processus EB3 de la figure 2.2 utilisant la 
méthode optimisée est présentée dans la figure 2.11. 
2.4.3 Travaux futurs 
Une implementation de ces algorithmes de traduction peut être développée en se basant 
sur /ASTD [86] et OCamlPAI, respectivement un interpréteur pour les ASTD et un interpré-
teur EB3. Ils ont été tous deux développés en utilisant le langage OCaml. L'outillage des 
algorithmes de traduction présentés ici permettrait d'obtenir une spécification ASTD plus 
simplement qu'actuellement, car la notation ASCII utilisée par /ASTD est complexe et peu 
lisible. Lors d'une phase de spécification, on pounait alors écrire le comportement attendu 
d'un système en utilisant EB3 puis on traduirait automatiquement la spécification qui serait 
alors directement interprétable par /ASTD. 
De plus, il faut prouver que la traduction ASTD respecte bien la sémantique de la spécifi-
cation EB3. Pour cela, on pouna se baser sur les règles d'inférence définissant la sémantique 
d'exécution de EB3 et celle d'ASTD. Ces règles étant similaires, il est fort probable que les 
preuves de traduction soient aisées sinon triviales. 
Une autre perspective est la traduction d'ASTD vers EB3. Cette traduction ne peut cepen-
dant pas être complète puisque certaines fonctionnalités des ASTD n'ont pas d'équivalent 
en EB3, comme les états historiques. 
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Règles de traduction systématique des 
ASTD en Event-B 
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[65] Ph.D. étape 3 - On entre ensuite à l'université pour une licence puis un master où l'on se 
spécialise encore plus et où l'on accède à des connaissances bien plus pointues qu'auparavant. 
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FIGURE 3.1 - Traduction de spécification ASTD en Event-B 
Nous nous intéressons maintenant, comme indiqué au point 3 de la figure 3.1, à la 
traduction de spécifications ASTD en Event-B afin d'accéder aux outils de Event-B pour 
vérifier et valider les spécifications de politiques de contrôle d'accès. Chronologiquement, 
ces règles ont été développées avant celles de la traduction ASTD vers B présentées dans le 
chapitre suivant. Cette traduction devait initialement être prouvée. Cependant, la traduction 
a généré des événements surnuméraires qui ne conespondent à aucune transition de l'ASTD 
initial. Cette particularité est due à l'absence de structure du type IF...THEN...ELSE en 
Event-B. De ce fait, bien qu'intuitivement conecte, cette traduction n'a jamais été prouvée, 
et les travaux subséquent se sont portés uniquement sur la traduction vers B. Néanmoins, la 
traduction a sa place dans cette thèse car elle a permis de mieux cerner les problématiques 
de la traduction des ASTD vers B, et la nécessité de bien formaliser les règles de traduction. 
Une application de ces règles de traduction sur une étude de cas est disponible en annexe A. 
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Résumé 
Cet article présente un ensemble de règles de traduction pour générer des 
spécifications Event-B à partir de langages de spécification basés sur les algèbres 
de processus comme ASTD. Illustré par une étude de cas, il détaille les règles et 
le processus de traduction. L'objectif de cette traduction est de pouvoir utiliser 
l'outil de développement et de preuves de spécifications Event-B, Rodin pour 
animer, valider et vérifier la spécification traduite. 
Commentaires 
Ma contribution au sein de cet article consiste dans le développement 
des règles de traduction des ASTD vers Event-B ; de l'étude de cas ; des 
tests de la traduction ; de l'animation de l'étude de cas, ainsi que de 
la rédaction majoritaire du texte. Cet article a été soumis et accepté à 
la huitième édition de la conférence internationale integrated Formal 
Methods (iFM 2010) ayant eu lieu à Nancy en France du 11 au 14 
octobre 2010. Il a fait l'objet d'une publication dans la série Lecture 
Notes of Computer Science de l'éditeur Springer Berlin / Heidelberg 
dans le volume 6396. 
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Systematic translation rules from ASTD to Event-B 
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Abstract This article presents a set of translation rules to generate Event-B machines 
from process-algebra based specification languages such as ASTD. Illustrated by a case 
study, it details the rules and the process of the translation. The ultimate goal of this sys-
tematic translation is to take advantage of Rodin, the Event-B platform to perform proofs, 
animation and model-checking over the translated specification. 
Keywords Process algebra, Translation rules, Systematic translation, ASTD, Event-B. 
3.1 Introduction 
Information Systems (IS) are taking an increasingly important place in today's orga-
nizations. As computer programs connected to databases and other systems, they induce 
increasing costs for their development. Indeed, with the importance of the Internet and 
their high computer market penetration, IS have become the de-facto standard for manag-
ing most of the aspects of a company strategy. In the context of IS, formal methods can 
help improving the reliability, security and coherence of the system and its specification. 
The APIS (Automated Production of Information system) project [31] offers a way to spec-
ify and generate code, graphical user interfaces, databases, transactions and enor messages 
of such systems, by using a process algebra-based specification language. However, pro-
cess algebra, despite their formal aspect, are not as easily understandable as semi-formal 
graphical notations, such as UML [77]. In order to address this issue, a formal notation 
combining graphical elements and process algebra was introduced: Algebraic State Tran-
sition Diagrams (ASTD) [32]. Using ASTD, one can specify the behavior of an IS. The 
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interpreter /ASTD [86] can efficiently execute ASTD specifications. However, there is no 
tool allowing proof of invariants or property check over an ASTD specification. This paper 
aims to define systematic translation rules from an ASTD specification to Event-B [4] in or-
der to model check or prove properties using tools of the RODIN platform [2]. Moreover, 
translation results will allow to bridge other process algebras (like EB3 [38] or CSP [44]) 
with Event-B as they share a similar semantics with ASTD. Event-B is first introduced to 
the reader in Section 3.2. An overview of ASTD and a case study will be then presented. 
This case study will help readers unfamiliar with ASTD to discover the formalism in Sec-
tion 3.3. The Event-B machine resulting from translation rules applied to this case study 
will be described as well as rules and relevant steps of translation in Section 3.4. Finally, 
future work and evolution perspectives will be presented. 
3.2 Event-B Background 
Event-B [4] is an evolution of the B method [3] allowing to model discrete systems 
using a formal mathematical notation. The modeling process usually follows several re-
finement steps, starting from an abstract model to a more concrete one in the next step. 
Event-B specifications are built using two elements: context and machine. A context de-
scribes the static part of an Event-B specification. It consists of declarations of constants 
and sets. Axioms, which describe types and properties of constants and sets, are also in-
cluded in the context. A machine is the dynamic part of an Event-B specification. It has a 
state consisting of several variables that are first initialized. Then events can be executed 
to modify the state. An event can be executed if it is enabled, i.e. all the conditions prior to 
its execution hold. Theses conditions are named guards. Among all enabled events, only 
one is executed. In this case, substitutions, called actions, are applied over variables. All 
actions are applied simultaneously, meaning that an event is atomic. The state resulting 
from the execution of the event is the new state of the machine, enabling and disabling 
events. Alongside the execution of events, invariants must hold. An invariant is a property 
of the system written using a first-order predicate on the state variables. In order to ensure 
that invariants hold, proofs are performed over the specification. 
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3.3 ASTD Background 
ASTD is a graphical notation linked to a formal semantics allowing to specify systems 
such as IS. An ASTD defines a set of traces of actions accepted by the system. ASTD actions 
conespond to events in Event-B. Event-B actions and substitutions, as they modify the state 
of an Event-B machine, can be binded to the change of state in ASTD. The ASTD notation is 
based on operators from the EB3 [38] method and was introduced as an extension of Harel's 
Statecharts [41]. An ASTD is built from transitions, denoting action labels and parameters, 
and states that can be elementary (as in automata) or ASTD themselves. Each ASTD has a 
type associated to a formal semantics. This type can be automata, sequence, choice, Kleene 
closure, synchronization over a set of action labels, choice or interleaving quantification, 
guard and ASTD call. One of ASTD most important features is to allow parametrized in-
stances and quantifications, aspects missing from original Statecharts. An ASTD can also 
refer to attributes, which are defined as recursive functions on traces accepted by the ASTD, 
as in the EB3 method. Such a recursive function compares the last action of the trace and 
maps each possible action to a value of the attribute it is defining. Computing this value 
may imply to call the function again on the remaining of the trace. 
3.3.1 ASTD Operators 
Several operators, or ASTD types, are used to specify an IS. We detail them in the 
following paragraphs. Operators will be further illustrated in Section 3.3.2 with the intro-
duction of a case study. 
Automata In an ASTD specification, one can describe a system using hierarchical states 
automata with guarded transitions. Each automata state is either elementary or another 
ASTD of whichever type. Transitions can be on states of the same depth, or go up or down 
of one level of depth. A transition decorated by a bullet (•) is called a final transition. A 
final transition is enabled when the source state is final. As in Statecharts, an history state 
allows the cunent state of an automata ASTD to be saved before leaving it in order to reuse 
it later. 
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Sequence A sequence is applied to two ASTD. It implies that the left hand side ASTD will 
be executed and will reach a final state before the right hand side ASTD can start. There 
is no immediate equivalent of this operator in Harel's Statecharts, but its behavior can be 
reproduced with guards and final transitions. A sequence ASTD is noted with a double 
anow =>•. 
Choice A choice, noted |, allows the execution of only one of its operands, like a choice 
in regular expressions or in process algebras. The choice of the ASTD to execute is made 
on the first action executed. After the execution of the first action, the chosen ASTD is kept 
until it terminates its execution. If both operands of a choice ASTD can execute the first 
action, then a nondeterministic choice is made between the two ASTD. The behavior of a 
choice ASTD can be modeled in Statecharts using internal transition from an initial state, in 
a similar way to automata theory with e transitions. 
Kleene Closure As in regular expressions, a Kleene closure ASTD noted *, allows its 
operand to be executed zero, one or several times. When the state of its operand is final, a 
new iteration can start. There is no similar operator in Statecharts, but the same behavior 
can be reproduced with guards and transitions. 
Synchronization Over a Set of Action Labels As the name suggests, this operator al-
lows the definition of a set of actions that both operands must execute at the same time. It 
is similar to Roscoe's CSP parallel operator x. There are some similarities with AND states 
of Statecharts and synchronization ASTD. A synchronization over the set of actions À is 
noted | [A] |. We derive two often used operators from synchronization : interleaving, noted 
|||, is the synchronization over an empty set ; parallel, noted ||, synchronizes ASTD over the 
set of common actions of its operands, like Hoare's CSP ||. 
Quantified Interleaving A quantified interleaving models the behavior of a set of con-
cunent ASTD. It sets up a quantification set that will define the number of instances that can 
be executed and a variable that can take a value inside the quantification set. Each instance 
of the quantification is linked to a single value, two different instances have two different 
values. This feature lacks in Statecharts, as we have to express distinctly each instance 
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behavior, but was proposed as an extension and named "parametrized-and" state by Harel. 
A quantified interleaving of variable x over the set T is noted ||| x : T. 
Quantified Choice A quantified choice, noted | JC : T, lets model that only one instance 
inside a set will be executed. Once the choice is made, no more instances can be executed. 
As in quantified synchronization, the instance is linked to one value of a variable in the 
quantification set. An extension of Statecharts named a similar feature "parametrized-or" 
state. 
Guard Usually, guards are applied to transitions. With the guard ASTD, one can forbid 
the execution of an entire ASTD until a condition holds. The predicate of a guard can use 
variables from quantifications and attributes. A predicate P(x) guarding an ASTD is noted 
ASTD call An ASTD call simply links to other parts of the specification using the name 
of another ASTD. The same ASTD can be called several times, in different locations of 
the specification. It allows the designer to reuse ASTD in the same specification and helps 
synchronize processes. An ASTD call is made by writing the name of the ASTD called and 
its parameters (if any). 
3.3.2 An ASTD Case Study 
In order to present features and expressiveness of the ASTD notation to the reader, 
Fig. 3.2 introduces the case study that will be used throughout this paper. This ASTD 
models an information system designed to manage complaints of customers in a company. 
In this system, each complaint is issued from a customer relatively to a department. This 
example is inspired from [89]. The main ASTD, whose type is a synchronization over com-
mon actions, describes the system as a parallel execution of interleaved customers and de-
partments processes. The IS lifecycle of a given customer is described by the parametrized 
ASTD customer(M), the same applies for the description of the company departments in 
the ASTD department(d). In the initial state, a customer or a department must be created. 
Then complaints regarding these entities can be issued. This is described using an ASTD 
call. The final transition means that the event can be executed if the source state is final. 
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Figure 3.2: An ASTD specification describing a complaint management system 
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In our case, in order to delete a customer or a department, any related complaints must be 
closed. Finally, the ASTD describing the checking and processing of a complaint c issued 
by customer c about department d is given by complaint ( c, d, u ). After registering a com-
plaint in the system, it must be evaluated by the company and a questionnaire is sent to 
the customer in order to detail his/her complaint. The specification takes into account the 
possibility that the customer does not answer the questionnaire with the Timeout(c) event. 
Then, if the complaint is accepted and the questionnaire received or timed out, a check is 
performed. In case of refusal of the complaint, it is archived, but it can be reactivated later. 
The only final state is state 58, meaning that the complaint was archived (solved or not). In 
this specification, no attribute modification is performed. An ASTD only describes traces 
and has no consequences on updates to be performed against IS data, such as attributes 
that are stored in databases. However, an ASTD can access attribute values to use them in 
guards, as shown in both Archive(c) actions. 
3.3.3 Motivations 
ASTD are not the only way to specify IS behavior. The UML-B [80] method introduces 
a behavior specification in the form of a Statechart. Using Statecharts, it is easy to describe 
an ordered sequence of actions whereas using B, it is easier to model interleaving events. 
A systematic translation of Statecharts into B machines is proposed by [87]. Compared 
to Statecharts, ASTD offer additional operators to combine ASTD in sequence, iteration, 
choice and synchronisation. When a UML-B specification models a system, it can only 
describe the life-cycle of a single instance of a class whereas ASTD specification models 
the behavior of all instances of all classes of the system. A new version of UML-B [82] 
introduces the possibility to refine class and Statecharts as part of the modeling process, and 
can translate it into Event-B. The UML-B approach can describe the evolution of entity 
attributes using B substitutions, a feature that ASTD lacks. csp2B [11] provides better 
proofs (on the B machine) and model checking (on the CSP side) tools than Statecharts 
but lacks the visual representation of the specification given by UML Statecharts. It is also 
limited to a subset of CSP specifications, where the quantified interleaving operator must 
not be nested. ASTD aims to be a compromise in both visual and synchronization aspects. 
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Figure 3.3: The architecture resulting from the translation process 
B and csp2B approaches. In order to answer this issue, a systematic translation of ASTD 
specifications into Event-B is proposed. 
The choice between classical B and Event-B was made at an early stage by comparing 
tools and momentum of both methods. It appears that community efforts and tool devel-
opment are cunently focused on Event-B. Despite the fact that classical B offers some 
convenient notation such as IF / THEN statements or operation calls, Event-B appeared as 
a good compromise for our efforts. Classical B translation rules inspired by Event-B rules 
might be written. 
3.4 Translation 
Translation from ASTD to Event-B is achieved in several steps. Fig. 3.3 presents the 
architecture of the translation process. A context derived from ASTD operators introduces 
constants and sets needed to code their semantics. This context is the same in all transla-
tions and is described by Table 3.1. It codes elements from the semantics of all types of 
ASTD except automata, and is inspired of mathematical definition of ASTD semantics. Con-
stants, sets and axioms defined in this context may be re-used in other part of the Event-B 
translation, hence this context is extended by a translation specific context. Automata states 
are translated into such a specific context since automata states depend on the ASTD specifi-
cation to translate. For each ASTD, a variable and an invariant conesponding to its type are 
created. The invariant associates the variable to the set of values it can take, as defined in 
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State € { none, f i r s t , second } 
State € { le f t , r igh t } 
State G { neverExecuted , s t a r t ed } 
none 
l e f t 
neverExecuted 
State € { notMade, made } •+> QUANTIFICATIONSET notMade •->• 0 
State € QUANTIFICATIONSET ->• STATES ET initial for all 
State G [checked, notChecked } notChecked 
Table 3.1 : Event-B representation of ASTD states 
both contexts. In the following sections, we provide translation rules for each ASTD type, 
generating appropriate contexts and machines. 
3.4.1 Automata 
The first part of automata translation concerns the static part, the context. Several el-
ements are introduced in the context: states, initial states, final states and transition func-
tions. 
States States from automata ASTD are represented as constants and grouped into state 
sets in order to facilitate later use. Even hierarchical states are represented by a constant. 
Initial States Since an ASTD can be reset by the execution of a Kleene closure, initial 
states are defined as separate constants. They are also useful in the initialisation event of 
the machine generated in next step of our translation. 
Final Predicates A final predicate is a function taking a state as argument and returning 
TRUE or FALSE depending if the state is final or not. The number of arguments depends on 
the type of the ASTD. This predicate is useful in the case of final transitions, sequences or 
Kleene closures, when transitions are activated if, and only if, a state is final. Hence, a final 
predicate is written for each ASTD type in the context common to all translations. 
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Transition Functions A transition function for each action label is generated. It takes as 
argument the cunent state of an automata ASTD and returns the resulting state. Transition 
functions are deterministic and partial. 
The generated context for our case study defines 40 constants, 5 sets and 29 axioms. It is 
not presented here for the sake of conciseness. Then, for the dynamic part, for each distinct 
action label in the translated automata ASTD, a single event will be produced. If the action 
has a guard, a WHEN clause i.e. a guard, is generated. If the ASTD action has arguments 
(in the case of quantified variable for instance), an ANY clause is built accordingly and a 
guard specifying a type for the variable is added. Then a guard testing that the execution of 
the action is allowed i.e. the cunent state is in the domain of the transition function of the 
event. The modification of the state is applied by generating a THEN substitution. 
Translation rules for automata ASTD are presented in Table 3.2. When a transition, an 
initial state or a final state is found, the first rule applies. In the case of a final transition, 
the second rule then applies. In the second pattern translation, the guard numbered gl of 
Table 3.2 is added to event e that was generated by applying first rule. In our case study, 
the second rule is applied for the ProcessComplaint(c) action. The guard added in this 
case is described by guard grdAutomata. 
grdAutomata : isFinalProcessing{isFinalQuery(StateQuery(c)) t-> 
isFinalEvaluate(StateEval(c))) =TRUE 
Constants isFinalX and StateX refer to ASTD X in Fig. 3.2. An interleaved state is final 
if, and only if, both of its operand states are final. For this reason, guard grdAutomata 
checks if both states of Query and Evaluation ASTD are final. A pair (x,y) is noted x >-> y 
in Event-B. 
The action CreateCustomer(w) is translated into the event described below, grdl de-
scribes the set in which the parameter u can take its value. grd2 verifies that a customer is in 
a state of the domain of transition function TransCreateCustomer. act I describes the state 
update for action CreateCustomer(w): it only modifies the state of customer u according 
to the transition function TransCreateCustomer. 
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Table 3.2: Automata ASTD to Event-B translation rules 
grdl u e USERSET 
grd2 StateCustomer(u) € dom(TransCreateCustomer) 
ac t l StateCustomer(u) := TransCreateCustomer(StateCustomer(u)) 
3.4.2 Sequence 
Because of the number of possibilities to determine whether or not a sequence can 
switch from l e f t state to r igh t state, an extra event is introduced. This event is similar 
to an internal event of the IS and will verify that all the conditions for the switch from 
left to right side to happen holds and then change the state of the sequence. For example, 
if an ASTD named A is a sequence of ASTD B and C, the generated event will be called 
switchSequenceA. Then, in order to ensure that the cunent state allows the execution of 
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every events of ASTD B and C, a guard is added to each event of B and C to check if the 
state of ASTD A is left or right respectively. As for automata, a final predicate must be 
generated in the context for ASTD B state. Translation rule is described in Table 3.3. 
Sequence ASTD pattern Modifications on the machine 
Event smtchSequenceA = 
where 
gl isFmalB(StateD) = TRUE 
then 
al StateA := right 
end 
Event e S 
where 
g2 StateA = left 
Event / = 
where 
g3 StateA = right 
Table 3.3: Sequence ASTD to Event-B translation rule 
3.4.3 Choice 
A choice ASTD can be in three states as described by the general ASTD context: none 
when the choice is not made yet, f i r s t or second depending of the side chosen. The 
translation rule for a choice ASTD is presented in Table 3.4. If an ASTD named A is a 
choice between ASTD B and C, then a guard and an action are added to each event. Events 
from B will receive guard gl and action al . A similar transformation of events from ASTD 
C is also needed with guard g2 and action a2. 
3.4.4 Kleene Closure 
When an iteration of a Kleene closure ASTD is completed, its operand must be reset 
to initial state. For this reason, an additional event is generated. In the IS, this event is 
internal and hidden, in the ASTD specification, the semantics off Kleene operator handles 










Event e ^ 
whore 
gi StateA — first V StateA — none 
then 
<al StateA := first 
Event / = 
where 
g? StateA ~ second V StateA — none 
then 
a2 State A := second 
Table 3.4: Choice ASTD to Event-B translation rule 
Kleene ASTD pattern Modifications on the machine 
G>^-0 
Event lambdaA S 
where 
gl isFmalB(StateB) = TRUE 
then 
al StateB :— initB 
And all sub states . . . 
end 
Event e = 
then 
a2 StateA := started 
Table 3.5: Kleene closure ASTD to Event-B translation rule 
the its operand is final, and will reinitialize all sub-states in the hierarchy. Table 3.5 details 
the resulting Event-B machine. 
As presented for automata and sequence, a final predicate must be generated in the 
context for ASTD under the Kleene closure operator. 
3.4.5 Synchronization Over a Set of Action Labels 
For actions that are not synchronized, nothing is introduced or modified by the trans-
lation of synchronization ASTD. This is the case for interleaving ASTD and action labels 
not common to both operands of the parallel operator. In the case of a synchronized action, 
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Event e = 
where 
gB : guardsfromBASTD 
gC : guardsfromCASTD 
then 
al . StateB := 
a2 : State C := 
Table 3.6: Synchronization ASTD to Event-B translation rule 
guards from both operand must be put in conjunction, and substitutions applied conjointly. 
Table 3.6 details the resulting Event-B machine. 
In our case study, the only synchronization ASTD is main. Common actions of both 
sides are only actions appearing in the ASTD complaint (c, d, u). For each one of the gener-
ated events of complaint (c, d,u), the guards ready InCustoraer and ready InDepartment 
must hold, cc and dc states conespond to states where the customer and the department 
respectively are in the complaint quantified interleaving ASTD. 
readylnCustomer . StateCustomer(AssociationCustomer(c)) =cc 
readylnDepartment : StateDepartment(AssociationDepartment(c)) =dc 
Theses guards check that the customer associated to the complaint c is in the state allow-
ing him to complain i.e. created and not deleted, and if the department associated to the 
complaint c exists in the IS. 
3.4.6 Quantified Interleaving 
The quantified interleaving does not introduce additional constraints to events. Ta-
ble 3.7 shows how variables induced by quantified interleaving are handled in events. 
Entities and associations patterns are common in EB3 and ASTD as mentioned in [38]. 
Such pattern are expressed using interleaving quantifications. In order to code in Event-B 
the association between several entities, a table variable must register their link. In our case 
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Quantified interleaving ASTD pattern Modifications on the machine 




gl : x G XSET 
g2 : StateA(x) = ... 
then 
a l : StateA(x) := . . . 
Table 3.7: Quantified interleaving ASTD to Event-B translation rule 
study, we can see that a 1-n association between a customer and a complaint is created. 
When a complaint is created, a unique customer u is linked to the complaint c. The same 
applies to the department associated to the complaint. An Event-B variable is created in 
order to save the link between a complaint and a customer (respectively a department) and 
is updated whenever a complaint is registered in the system. 
3.4.7 Quantified Choice 
Similarly to the choice operator, the quantified choice implies that for all events using 
it, a check is performed about whether the choice was made or not. In the case of an action 
labeled e and taking x as a parameter, where x is the variable of a quantified choice ASTD 
named A then the guard g2 described in Table 3.8 must hold. The substitution a l must also 
be executed in case this is the first call of an action with this quantified variable. All the 
events of ASTD A will be modified to include this guard and substitution. 
3.4.8 Guard 
There are two cases for guard state: the guard was checked and held when we executed 
an event ; the guard did not hold, and no event was executed. These cases are handled with 
guard g l and substitution a 1 for a guard ASTD named A guarded with predicate P(x). All 







Quantified choice ASTD pattern Modifications on the machine 




gl i e XSET 
g2 • StateA = (qNone >-> 0) 
V StateA = (qSome >-»• x) 





a l StateA := (qSome >-> 2) 
Table 3.8: Quantified choice ASTD to Event-B translation rule 






gl StateA = checked V 
{StateA = notChecked A P(x)) 
then 
al StateA := checked 
Table 3.9: Guard ASTD to Event-B translation rule 
the events of ASTD A will be modified to include this guard and substitution. Table 3.9 
details the resulting Event-B machine. 
3.4.9 Process call 
An ASTD that calls other ASTD does not need any constraint over its actions in Event-B. 
The translation will be achieved as if the entire called ASTD was substituted for the ASTD 
call. We do not deal with recursive ASTD calls yet. 
When the translation process is completed, we can now access all the tools offered by 
Rodin to animate, model check and prove elements of the translated ASTD specification. 
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3.5 Animation and Model Checking of the Case Study 
The final generated system, a context and a machine, translated from our case study 
represents 270 lines of Event-B, including 40 constants, 5 sets and 29 axioms for the static 
part and 7 variants, 7 invariants, 17 events (one for initialization, 13 representing ASTD ac-
tions and 3 internal events for Kleene Closure induced resets) representing 57 guards and 
33 actions for the dynamic part. During the construction of translation rules, animation 
helped to conect rules, to improve the quality of translation rules and to factor contexts in 
order to separate static elements from machine. It was chosen to limit the size of quantifica-
tion sets to three elements each. Only three departments, customers and complaints can be 
registered inside the system at any time. The screen capture was taken after the execution 
of 150 events and shows the state of variables of the machine. In order to informally verify 
the consistency of the Event-B machine with the initial ASTD specification, we generated 
a set of traces of events executed via the ProB animator. Then, for each trace, we removed 
the internal events introduced by the translation process such as larabdaComplaint(c). 
Then we interpreted the initial ASTD specification with /ASTD and executed the traces. We 
could not find a trace of events that could not be interpreted by Î'ASTD. A more formal proof 
of the consistency of the translation must be performed, but first results are encouraging. 
Formal proof of translation rules is work in progress, and will be based on simulation. 
Regarding the Event-B machine, 86 proof obligations were generated and 62 were au-
tomatically proved. The 24 remaining are proved manually and involved functional and 
set operators that are known for not being proved automatically. The manual proofs raised 
no specific difficulty. This Event-B specification was model checked for deadlocks and 
invariant violations using the consistency checking feature of ProB. More than 111 500 
nodes were visited and 226 000 transitions activated. No deadlock nor invariant violation 
were found. More invariant properties might be written in order to be proved. Since ASTD 
only focuses on event control and not on event effects on the IS, when an event is executed, 
there is no way to know only by looking at the ASTD specification how IS state will evolve. 
Hence, no invariant can be generated during the translation. But it could be interesting to 
express invariants on ASTD as it was done with Statecharts [84]. For instance we could add 
an invariant to ASTD Department saying that whenever transition DeleteDepartment(d) 
is active, no complaint about this department must be registered in the system. 
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3.6 Limitations, Conclusion and Future Work 
We have presented a set of translation rules allowing generation of Event-B contexts 
and machines from ASTD specifications. The animation of the resulting machine using 
ProB [55] animator helped to find enors and to tweak translation rules. Kleene closure 
and sequence operators were the most tricky to translate since these operators defines the 
ordering of events and because they introduce additional events in order to code semantics 
of ASTD in Event-B. A formal proof of the translation rules will be performed in order to 
entrust the translation process. 
Refinement is one of the most important features of Event-B modelling process. In our 
approach, this aspect is missing. Indeed, we are translating an ASTD specification mod-
elling a concrete system. Because of that, there is no need to refine the Event-B machine 
resulting from the translation process. It would have been relevant to introduce refinement 
in the translation process if a similar notion existed in ASTD, but it is cunently not the case. 
Proof is an important aspect of Event-B that our approach would like to take advantage of. 
Alongside with formal IS specification, we advocate writing security or functional proper-
ties during the modeling process. This way, properties can be checked against the system 
as soon as it is modeled. Expressing these properties as Event-B invariants and proving 
invariant preservation in the translated machine is an important step of IS specification val-
idation. Another feature of Event-B we do not use is composition. This may be very useful 
for the translation of some ASTD operators such as synchronization. It could lead to a more 
modular approach of translation, in a way similar to ASTD. 
It would be interesting to compare the machine resulting of the translation process with 
a hand-written Event-B specification for the same system. Indeed, we would like to know if 
the automatic prover can do the same job with the hand-written and the translated machine. 
This study is work in progress and may result in an evolution of translation rules. Another 
step that we cunently work on is to implement an ASTD modeler as a Rodin plugin. Using 
benefits from The Eclipse Graphical Modeling Framework (GMF) [18], a graphical edi-
tor could be used to build complete IS specifications. One could interpret them using the 
/ASTD [86] interpreter and then translate them to Event-B on the fly in order to perform 
model checking or proofs. This integrated tool would allow a great flexibility and would 
combine advantages of process algebra's power of expression, graphical representation's 
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ease of understanding and Event-B's tools for proving, checking and animating. 
Chapitre 4 
Traduction d'ASTD vers B 
[65] Ph.D. étape 4 - Durant un doctorat, on étudie les connaissances les plus à la pointe. Au point 
qu'un jour, on se heurte aux limites des connaissances humaines, cette frontière qui, il y a quelques 
années, semblait si éloignée. 
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Traduction 
FIGURE 4.1 - Traduction de spécification ASTD en B et preuve de la traduction 
Dans ce chapitre, nous nous intéressons à la traduction de spécifications ASTD en B, 
comme indiqué à l'étape 4 de la Figure 4.1. Cette traduction a trois motivations princi-
pales : (i) pouvoir combiner les machines B obtenues avec d'autres machines exprimant 
d'autres contraintes de contrôle d'accès ainsi que le comportement du système; (ii) bé-
néficier des outils de preuve et de vérification de modèle offerts par la méthode B ; (iii) 
envisager une implementation de la politique de contrôle d'accès via le raffinement B. En-
fin cette traduction a été prouvée afin de pouvoir affirmer que les propriétés prouvées sur 
une machine B, résultat de la traduction, sont également vraies sur la spécification ASTD 




L'objectif principal de la traduction des ASTD en B ou Event-B est de pouvoir vérifier 
des propriétés sur les ASTD en utilisant les outils de B ou d'Event-B. Cela suppose que les 
deux spécifications (ASTD et B/Event-B) aient exactement le même comportement, c'est-
à-dire que toute trace d'exécution d'opérations B/d'évènements Event-B conespond à une 
trace d'exécution ASTD et réciproquement. Or, lors de la traduction ASTD vers Event-B, 
de nouveaux événements Event-B sont introduits. Ces derniers ne conespondent pas à des 
événements de l'ASTD. Les traces acceptées sont donc différentes. Ces événements ajoutés 
sont nécessaires pour traduire la fermeture de Kleene ou un ASTD de type séquence afin de 
coder respectivement l'initialisation avant une nouvelle itération ou le changement de côté 
d'une séquence. Il n'y a donc pas bi-simulation entre les spécifications ASTD et Event-B. 
On ne peut donc pas garantir qu'une propriété vraie en Event-B est également vraie sur la 
spécification ASTD. 
Dans ce chapitre, nous proposons une traduction en B de spécifications ASTD. Cette tra-
duction utilise les substitutions SELECT qui permettent d'éviter la création d'opérations 
additionnelles comme ce fut le cas en Event-B. Ainsi, si une spécification ASTD comporte 
n événements d'étiquettes différentes, la machine B conespondant à sa traduction com-
portera n opérations. Cette traduction est décrite de manière inductive sur la structure de 
l'ASTD et se base sur les règles d'inférence de la sémantique d'exécution des ASTD. Dans 
la section 4.2 nous introduisons des notations pour simplifier l'expression des règles de la 
section 4.3. Puis nous proposons une ébauche de preuve de la traduction dans la section 4.4. 
L'application des règles de traductions sur une étude de cas est disponible en Appendix B. 
Des exemples dans chacune des sections décrivant la traduction d'un type d'ASTD sont 
également proposés. La liste des règles d'inférence de la sémantique d'exécution des ASTD 
est disponible en Appendix C. 
4.2 Notations 
Dans cette section, nous introduisons les notations utilisées dans la suite de ce chapitre. 




L'ensemble de tous les états de tous les ASTD 
L'ensemble des types d'ASTD 
L'ensemble des événements qu'un ASTD peut accepter 
L'ensemble des noms des ASTD 
L 'ASTD nommé a 
Le type de I 'ASTD a 
L'état de I 'ASTD a 
L'état initial de l'ASTD a 











TABLE 4.1 - Résumé des notations relatives aux ASTD 
Notion 
L'ensemble représentant NAME en B 
La machine B, traduction de a 
L'état de la machine B J%a, représentant a* 
L'opération de Jta conespondant 
à l'événement a(x) de l'ASTD a 
Une opération B nommée sigma 
Sa précondition et le corps de sa substitution 
Notation 
NAME 
Jta = 0(a) 
^ = n(as) 
op(a(x)) 
sigma 
preOf (sigma), thenOf (sigma) 
TABLE 4.2 - Résumé des notations relatives à B 
4.2.1 Résumé 
Le Table 4.1 et le Table 4.2 résument les notations introduites dans la suite de cette 
section. 
4.2.2 Conventions 
Soit STATE l'ensemble de tous les états possibles de tous les ASTD possibles ; soit TYPE 
l'ensemble des types ASTD, i.e. ASTDEIem, Automaton, Sequence, Guard, Closure, Choice, 
Synchronization, QChoice, QSynchronization, ASTDCall. Soit EVENT l'ensemble des évé-
nements qu'un ASTD peut accepter. Un événement est noté a(x) où a est l'étiquette de 
l'événement et je = p\,... ,pn sont les paramètres de l'événement. Les paramètres sont ty-
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pés et nous supposons que ces types sont compatibles avec les types B, i.e. nous pouvons 
traduire ces types en B. Soit NAME l'ensemble des noms des ASTD. Soit NAME l'ensemble 
B modélisant NAME. 
La fonction n - Traduction de l'état d'un ASTD 
Soit 77 une fonction de traduction qui, à l'état d'un ASTD, associe un ensemble de 
variables B, et leur valeur respective, qui représentent cet état en B. Ces variables B sont 
appelées dans la suite variables d'état. Nous notons n(as) la traduction en variables B de 
l'état de l'ASTD a. Nous définissons l'état de la machine B traduction de l'ASTD a par 
^l = rj(as). Les règles de traduction décrivant r\ sont présentées en section 4.3. 
La fonction 0 - Traduction d'un ASTD 
Soit 0(a) la machine B résultant de la traduction complète de l'ASTD a. L'état de cette 
machine est le résultat de la traduction de l'état de l'ASTD en utilisant la fonction n. Les 
règles de traduction de 6 sont décrites dans la section 4.3. 
Initialisation 
Nous utilisons parfois dans nos règles de traduction la notation : 
[init(x)]S 
Le terme init(x) représente l'affectation de l'ensemble des variables d'état modélisant 
l'ASTD x dans son état initial. Ainsi, init(x) = n(x'). S représente une substitution B. De 
même, [init(x)}S est la substitution B telle que toutes les occunences dans S des variables 
B dans init(x) sont remplacées par leur valeur initiale respective. Ces valeurs initiales sont 
définies dans la section 4.3 pour chaque type d'ASTD à l'aide de constantes B nommées 
init_... et définies pour chaque SOUS-ASTD de la spécification. Ces constantes sont égale-
ment utilisées dans l'initialisation de la machine B. 
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Accès aux préconditions des opérations B 
Afin d'exprimer de manière plus simple nos règles de traduction, nous définissons ici 
deux fonctions. Soit op(o) une opération B qui possède une précondition Le. la substitution 
de plus haut niveau est PRE. Alors nous définissons le prédicatpreOf(op(a)) comme étant 
la précondition de op(a). Nous définissons également la substitution thenOf(op(a)) telle 
que : 





Nous étendons ces fonctions à toutes les opérations. Si une opération n'est pas une sub-
stitution précondition, nous posons preOf(op(a)) = true et thenOf(op(a)) = op(o). En 
utilisant la sémantique des substitutions généralisées, il est trivial de montrer que op(a) et 
PRE true THEN op(o) END sont deux substitutions équivalentes. 
4.3 Traduction 
Nous limitons notre traduction aux ASTD ne comportant pas d'automates non détermi-
nistes ou d'appels de processus mutuellement récursifs. Ces limitations peuvent être levées 
en adaptant les règles de traduction présentées ici. Cependant, ces limitations ne sont pas 
contraignantes pour la traduction d'ASTD modélisant des règles de sécurité ou des SI. 
La définition de la traduction d'un ASTD en B est faite par induction sur la structure de 
l'ASTD. Pour traduire un ASTD, il faut connaître la traduction de ses sous-ASTD. Ainsi, la 
traduction s'effectue en profondeur d'abord, et commence donc forcément par un ASTD de 
type automate qui n'a pas d'état hiérarchique, c'est-à-dire que tous ses états sont élémen-
taires. 
Dans les sections qui suivent, nous reprenons les définitions faites dans le rapport tech-
nique [33] définissant formellement les ASTD et nous montrons la traduction de chacune 
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des structures et concepts présentés. Nous utilisons également les règles d'inférence des 
ASTD, disponibles en Appendix C. 
4.3.1 Choix de modélisation 
L'écriture des opérations B peut se faire de plusieurs manières. Les opérations peuvent 
être des substitutions précondition ou des substitutions de sélection sans précondition. 
L'utilisation de substitutions de sélection sans précondition est un style de modélisation 
dit événementiel. Nous avons choisi d'utiliser les préconditions pour nos opérations afin 
d'éviter le blocage des opérations induit par les substitutions de sélection. En effet, quand 
dans un SELECT aucun des prédicats n'est vrai, l'opération est exécutée mais se bloque. 
Dans le cas des préconditions, si le prédicat est faux, l'opération n'est pas exécutée. Ce 
comportement conespond mieux à celui de l'exécution des ASTD. 
À l'intérieur des substitutions PRE, nous utilisons des substitutions SELECT. Chacune 
des clauses des SELECT conespond à l'application d'une des règles du type d'ASTD que 
nous traduisons. Nous aurions pu utiliser des substitutions IF à la place, mais nous avons 
besoin du non-déterminisme. En effet, lors de l'exécution d'un événement par un ASTD, il 
est parfois possible d'appliquer plusieurs règles. Le choix de la règle à appliquer est fait 
de manière non déterministe. En utilisant les substitutions SELECT, nous conservons ce 
principe dans notre traduction. 
4.3.2 Automate 
L'ensemble des ASTD de type automate est modélisé par l'ensemble Automaton : 
Automaton = (aut, name, L, N, v, 8,SF,DF,no) 
- name E N est le nom de l'ASTD. 
- E Ç Event est l'alphabet de l'automate. Nous créons en B pour chaque élément a de 
E une opération nommée op(a) ayant pour substitution skip. 
- N Ç NAME — {H, H*} est l'ensemble des noms des états de l'automate. H et H* re-
présentent respectivement l'état historique et l'état historique profond d'un ASTD de 
type automate. Ces deux états spéciaux sont issus des Statecharts de Harel. 
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- v € N -> ASTD est une fonction indiquant si chaque état est élémentaire ou lui-même 
un ASTD. Nous utilisons cette fonction dans notre processus de traduction mais elle 
n'est pas traduite en B. 
- 8 = (y, G, 0,final!) est la relation définissant les transitions. Dans notre traduction, 
nous nous limitons aux ASTD de type automate qui sont déterministes. De ce fait, 8 
est, dans notre cas, une fonction. 
- a G Event. Posons op(a) = sigma dans la suite. 
- /représente la flèche (i.e., une transition entre deux états d'un automate). Il y a 
trois types de flèches : 
1. (loc, n\, n2) représente une transition locale entre les états n\ et n2. 
2. (tsub, n\, n2,n2\>) représente une transition de «i vers un sous-état n2\, de l'ASTD 
n2 avec v(n2) E Automaton. 
3. (fsub,ni,«i!),n2) représente une transition du sous-état n^ de l'ASTD n\ vers 
«2 avec v(n\) G Automaton. 
- <j> est un prédicat de la logique du premier ordre. Les gardes peuvent utiliser plu-
sieurs symboles : 
1. Les attributs du système. Nous ne nous occupons pas du calcul de ces attributs. 
Nous supposons que ces attributs sont calculés par une machine externe et que 
nous pouvons appeler ses opérations pour récupérer la valeur de ces attributs. 
2. Les variables de quantification. 
3. Les paramètres d'une définition ASTD . 
4. Les constantes. 
Nous supposons que la garde 0 est un prédicat du premier ordre qui peut être 
traduit en B. Nous ne détaillons pas les règles de traduction de ce prédicat. 
- final! e Boolean indique si la transition n'est active que dans les états finaux. Ces 
transitions finales sont indiquées par une décoration de leur flèche par une « boule » 
à leur source. 
- SF ÇN représente l'ensemble des états finaux simples. 
- DF Ç N représente l'ensemble des états finaux profonds. Un état final profond est 
final si et seulement si son ASTD est dans un état final. Les états ne peuvent pas être 
simultanément finaux simples et finaux profonds : DFnSF = 0. 
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- noE N est le nom de l'état initial. 
Un ASTD de type automate est traduit par plusieurs termes B : 
1. Un ensemble B nommé AutStatejiame est créé. Il contient une représentation en B 
des noms des états de l'ASTD. C'est donc l'équivalent en B de N. Cet ensemble est 
caractérisé par AutState_name C NAME 
1. Une constante B nommée init_name est créée. Elle est de type AutState_name. Sa 
valeur est la représentation B de l'état «o-
3. Deux ensembles B nommés SFjname et DF_name sont définis. Ils représentent res-
pectivement SF et DF et sont tels que SF C AutState_name et DF c AutState_name. 
4. Afin de représenter 8, plusieurs constantes B sont créées. Pour chaque étiquette a 
de E, une constante est créée. Elle est nommée t_name_op(o). Elle représente la 
fonction de transition partielle dans name pour l'étiquette a. 
Puis nous appliquons les étapes suivantes pour chaque élément de 8 étiqueté par a. 
Afin de décrire le calcul de la relation représentée par cette constante, nous utilisons 
ci-dessous la notation B, par souci de concision. Bien entendu, il s'agit de spéci-
fier l'algorithme de traduction ; les substitutions ci-dessous ne font pas partie de la 
machine B calculée pour la traduction, elles sont plutôt utilisées pour calculer cette 
machine B. À des fins d'illustration, nous faisons référence aux transitions de l'ASTD 
de la Figure 4.2. 
- Si la transition est locale, c'est-à-dire que sa flèche est de type loc, nous modifions 
la fonction de transition de la manière suivante : 
t_name_sigma := t_name_sigma<t{n\ H-> ni} 
Dans l'ASTD de la Figure 4.2, la transition e3 est locale à l'ASTD n. Les transitions 
el et e4 sont locales à l'ASTD si et s2 respectivement. 
- Si la transition est telle que sa flèche est de type tsub, nous modifions la fonction 
de transition de la manière suivante : 
t_name_sigma := t_name_sigma<r{n\ \-¥ ni} 
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La traduction de I'ASTD n2 est également modifiée pour prendre en compte cette 
transition. Le terme out (ni) est ajouté à l'ensemble des noms des états de AutState_nl, 
et sa fonction de transition est étendue de la manière suivante. 
t_nl_sigma :— t_n2_sigma<${out(nl) >->• n2b} 
où out est une fonction qui prend pour argument la représentation B d'un état 
et qui retourne une représentation B d'un état donc le nom est préfixé par out_. 
Par exemple out (si) = out_sl. Ceci nous permet de représenter le fait qu'un état 
extérieur à l'ASTD est relié à un état de I'ASTD par une transition. Dans l'ASTD n 
de la Figure 4.2, la transition el est de type tsub. 
- Si la transition est telle que sa flèche est de type fsub, nous modifions la fonction 
de transition de la manière suivante : 
t_name_sigma := t_name_sigma<${nl H-* n2} 
La traduction de I'ASTD n\ n'est pas modifiée puisque l'exécution de cette transi-
tion ne modifie pas l'état de ni. Cette propriété permet de conserver l'historique 
d'un état. À une étape ultérieure de notre traduction, une condition est ajoutée sur 
cette transition afin de vérifier que ni est bien dans l'état nlb. Il n'y a pas de modi-
fication de la fonction de transition de n 1 pour que l'état de « 1 ne soit pas modifié. 
Cela permet d'utiliser la variable codant l'état de «1 comme fonction historique, 
mémorisant l'état de ni avant que l'ASTD quitte cet état et qui peut être utilisé si 
un état historique est défini dans ni. Dans I'ASTD n de la Figure 4.2, la transition 
e5 est de type fsub. 
Un ASTD de type automate possède un état noté (auto,n, h,s), tel que : 
- n E NAME est le nom de l'état courant. 
- h E NAME -+-> State est une fonction partielle qui indique le dernier état visité des sous-
états d'un automate. Cette fonction est utilisée pour implémenter la notion d'état 
historique introduite dans les statecharts et disponible dans la notation ASTD. 




FIGURE 4.2 - Un exemple d'ASTD de type automate 
Nous avons remarqué qu'il n'est pas nécessaire de traduire la fonction codant l'histo-
rique d'un ASTD. Avec notre approche, les variables d'état des sous-ASTD conservent la 
valeur des états visités. Il n'est donc pas nécessaire de stocker ces variables ailleurs. 
L'état d'un ASTD de type automate, noté n(as) est représenté en B par : 
- Une variable nommée state jiame et typée statejname E AutState_name. Sa valeur 
est la représentation de n en B, le nom de l'état courant de l'automate. 
- T](s) = rj(v(n)s) représente en B s, l'état courant de l'ASTD qui peut être composé 
ou élémentaire. 
Nous définissons ici un prédicat B déterminant si l'état d'un ASTD de type automate 
est final. Ce prédicat est nommé final_name dans la suite, et fait référence à final_x le 
prédicat qui détermine si l'état de l'ASTD x est final : 
(state_name E DF'_name A ( f\ (state_name = x) => final_x)) 
x£DF_name 
V state_name E SF_name 
Nous créons maintenant l'opération associée à cr que nous notons op(a). Soit Ta l'en-
semble des transitions étiquetées par a apparaissant dans la fonction de transition 8. Soit 
Ct la condition d'activation pour t E Ta, calculée à partir du Table 4.3. Soit Tt la substitution 
conespondant à la mise à jour de l'état suite à l'exécution d'une transition t E Ta, calculée 
à partir du Table 4.3. 
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Type de la flèche de / 
(loc,«i,n2) 
(tSUb,Hi,/l2,«2b) 
avec «2b ^ {H, H*} 
(tsub,ni,«2,H) 
(tsub,ni,n2,H*) 
(fsub, ni, «1^/12} 
La transition a une garde g 
La transition est finale 
La transition a un paramètre p 











tall II tinit\,5 
tall II ttosub || ti„it2,3 
tall II Unit2,3 
tall 
tall II tinit\,5 



















state_name E dom(t_name_sigma) 
(state_name = nl) => state_nl = nib 
(statejname = nl) =>• final _nl 
(state_name = n 1 ) => g 
(state_name = nl) => (p = est) 
state_name := t_name_sigma(state_name) 
state_n2 := t__nl_sigma(out(state_name)) 
initAlljul 
initAll_nlb 
Soit Ma l'ensemble des états hiérarchiques de l'ASTD dans lesquels a apparaît. Soit 
opjna avec ma E Ma l'opération résultant de la traduction de l'ASTD ma- L'opération 
op(a) s'écrit alors : 
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op(a) = PRE 
condition de typage des paramètres de l'opération A 




WHEN C, THEN T, pour chaque t E T„ 
WHEN state_a = ma ApreOf(op_ma) 
THEN thenOf(op_ma) pour chaque ma E Ma 
END 
END 
Les substitutions initAll_n2 et initAll_nlb initialisent les variables codant l'état des 
sous-ASTD de nl et nlb respectivement. 
Le Table 4.3 ainsi que les conditions et substitutions décrites ci-dessus sont en fait 
les conditions et modifications sur l'état courant de l'ASTD dans les règles d'inférence de 
la sémantique d'exécution des ASTD. La seule différence avec les règles d'inférence se 
fait au niveau de la gestion des états historiques. L'ajout d'une fonction mémorisant l'état 
dans lequel est un ASTD automate B lui-même état d'un autre ASTD automate A n'est pas 
nécessaire puisque la variable codant l'état de B n'est modifiée que quand l'état courant de 
A est B. Les variables jouent ainsi le rôle de fonction historique sauvegardant les états des 
états hiérarchiques lorsque l'exécution quitte cet état. Pour obtenir la valeur historique d'un 
état, il suffît de lire la variable d'état lui conespondant. 
Le Table 4.4 fait le lien entre les substitutions décrites dans le Table 4.3 et les règles 
d'inférence des ASTD de type automate, disponibles en Appendix C. De même, le Table 4.5 











state_name E dom(t_name_sigma) 
state _name = n l =>• state _nl = nib 
state_name = nl =>• final _nl 
statejname — n 1 => g 
state_name = n 1 => p = est 









La transition existe 
name(s) = " i , 
final! ^finalv{ni)(s) 
8 
[T]o' = a 
[T]o' = o 














1 , 2 , 3 , 4 , 5 
2 
l e t 5 
2 et 3 
ASTD 
Application de la transition 
(auto, n2,h', (auto, n2b,...)) 
init(v(n2)) 
init(v(n2b)) 
TABLE 4.5 - Lien entre les prédicats et les règles d'inférence 
Exemple de traduction 
La Figure 4.3 présente un A S T D possédant des transitions couvrant les règles d'exécu-
tion auti » aut2, aut3, auU et auts des A S T D de type automate. 
Traduction La machine B décrite ci-dessous est la traduction de I ' A S T D de type automate 




xx e INT 
SETS 
AutState_s4 = {out_sl, s5, s6, s7} ; 
AutState_al = {s8, si, s2, s3, s4} 
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4.3. TRADUCTION 




















DF_s4 Ç AutState_s4 A 
SF_s4 Ç AutState_s4 A 
DF_s4 n SF_s4 = {} A 
DF_s4 = {} A 
SF_s4 = {s7} A 
init_s4 - s5 A 
t_s4_e2 = {s5 |-> s6} A 
t_s4_e3 - {s6 |-> s7} A 
DF_al ç AutState_al A 
SF_al Ç AutState_al A 
DF_al n SF_al = {} A 
DF_al = {} A 
SF_al = {s3} A 
init_al = s® A 
t_al_el = {s8 |-> s4} A 
t_al_e4 = {s4 |-> s3} A 
t_al_e5 = {s4 |-> s2} A 
t_al_e6 = {si |-> s4} A 
t_s4_e6 = {out_sl |-> s6} A 
4.3. TRADUCTION 
t_al_e7 = {s2 |-> s4} A 
t_al_e8 = {s4 |-> si} A 
t_al_e9 = {s® |-> si} A 




State_s4 e AutState_s4 A 
State_al € AutState_al 
INITIALISATION 
State_s4 := init_s4 || 
State_al := init_al 
OPERATIONS 
el(x_al) = 
PRE x_al G INT A 
(State_al 6 dom ( t_al_el ) A x_al = xx) 
THEN 
SELECT 
State_al e dom ( t_al_el ) 
THEN 





State_al = s4 A State_s4 € dom ( t_s4_e2 ) 
THEN 
SELECT 
State_al = s4 A State_s4 e dom ( t_s4_e2 ) 
THEN 
SELECT 










State_al = s4 A State_s4 G dom ( t_s4_e3 ) 
THEN 
SELECT 
State_al = s4 A State_s4 G dom ( t_s4_e3 ) 
THEN 
SELECT 
State_s4 G dom ( t_s4_e3 ) 
THEN 





PRE (State_al G dom ( t_al_e4 ) A State_s4 G SF_s4) 
THEN 
SELECT 
State_al G dom ( t_al_e4 ) A State_s4 G SF_s4 
THEN 




PRE (State_al G dom ( t_al_e5 ) A State_s4 = s6) 
THEN 
SELECT 
State_al G dom ( t_al_e5 ) A State_s4 = s6 
THEN 






PRE (State_al G dom ( t_al_e6 )) 
THEN 
SELECT 
State_al G dom ( t_al_e6 ) 
THEN 
State_al := t_al_e6 ( State_al ) || 




PRE (State_al G dom ( t_al_e7 )) 
THEN 
SELECT 
State.al G dom ( t_al_e7 ) 
THEN 




PRE (State_al G dom ( t_al_e8 )) 
THEN 
SELECT 
State_al G dom ( t_al_e8 ) 
THEN 




PRE (State_al G dom ( t_al_e9 ) A xx >1 ) 
THEN 
SELECT 
State_al G dom ( t_al_e9 ) A xx >1 
THEN 






PRE (State_al G dom ( t_al_el® ) ) 
THEN 
SELECT 
State_al G dom ( t_al_el® ) 
THEN 




Statistiques et optimisations Le typage de la machine B présentée a été validé (type-
check) par l'atelier B et l'outil génère 13 obligations de preuves toutes prouvées automati-
quement. Nous voyons en observant les opérations e3 et eA que des règles de simplification 
des substitutions SELECT pounaient réduire la taille des substitutions générées. Cette op-
timisation peut s'appliquer quand des SELECT sont imbriqués et que les conditions des 
clauses SELECT profondes sont impliquées par celles de la clause du SELECT de niveau 
supérieur. Par exemple, l'opération e3 peut être réécrite : 
e3 = 
PRE 
State_al = s4 A State_s4 G dom ( t_s4_e3 ) 
THEN 
SELECT 
State_al = s4 A State_s4 G dom ( t_s4_e3 ) 
THEN 
State_s4 :- t_s4_e3 ( State_s4 ) 
END 
END 
De plus, certains SELECT ne sont pas utiles car ils ne possèdent qu'une branche qui 
est toujours sélectionnée du fait des préconditions. Ces substitutions peuvent être retirées. 
Par exemple, l'opération e3 résultant de l'optimisation précédente serait réécrite de la ma-





State.al = s4 A State_s4 G dom ( t_s4_e3 ) 
THEN 
State_s4 := t_s4_e3 ( State_s4 ) 
END 
4.3.3 Séquence 
L'ensemble des ASTD de type séquence est modélisé par (<>, name, fst, snd), avec fst et 
snd représentant deux ASTD. 
Un ASTD de type séquence possède un état noté (^o, [fst | snd],s), tel que s représente 
l'état de, fst ou de snd selon la valeur du second élément. Afin de représenter l'état d'un 
ASTD de type séquence en B, l'ensemble B SEQUENCE = {fst,snd} est défini. 
L'état d'un ASTD de type séquence est représenté en B par : 
- Une variable nommée stateSequence_name E SEQUENCE qui vaut/sf si l'état est 
fst et snd si l'état est snd. 
- rj(s) = ntfsf) ou t](s) = rj(snds) qui représente en B s, l'état courant de I 'ASTD/s/ 
ou snd selon la valeur de stateSequence_name. 
L'état initial d'un ASTD de type séquence est défini par la constante initjSequence =fst. 
L'état de I'ASTD name de type séquence est dit final si et seulement si le prédicat 
final_name défini ci-dessous est vrai : 
final _snd A ((stateSequence_name —fst) => finalist) 
Si a apparaît dans fst ou dans snd, nous disposons des traductions op(G)fst et op(G)snd 
respectivement. Nous pouvons construire op(G) à partir de op(G)fst et op(G)snd- Soient 
Cl = stateSequence_name=fst/\preOf(op(G)fst) 
Cl = stateSequence_name =fstA finalJst A [init(snd)]preOf(op(G)sn(i) 







^ | < ï > ^ + 0 
FIGURE 4.4 - Un exemple d'ASTD de type séquence 
Alors 
op(G) = PRE 
C l V si G apparaît dans fst 
Cl V C3 si G apparaît dans snd 
THEN 
SELECT Cl THEN thenOf(op(G)fst) 
WHEN C2 THEN stateSequence__a := snd 
|| [init(snd))thenOf(op(G)s„d) 
WHEN C3 THEN thenOf(op(G)md) 
END 
Cette opération B conespond exactement aux conditions ainsi qu 'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type séquence, soit 
^ i , ^2 et ^ 3 qui conespondent aux cas C l , C2 et C3 respectivement. 
Exemple de traduction 
La Figure 4.4 présente un A S T D de type séquence. 
Traduction La machine B décrite ci-dessous est la traduction de F ASTD de type séquence 






SEQUENCE = {fst, snd} ; 
AutState_a = {si, s2} ; 











init_a = si A 
init_b - s3 A 
init_Sequence = fst A 
t_a_el = {si |-> s2} A 
t_a_e2 = {s2 |-> s2} A 
t_b_e3 = {s3 |-> s4} A 
DF_a C AutState_a A 
SF_a Ç AutState_a A 
DF_a n SF_a = {} A 
DF_a = {} A 
SF_a = {s2} A 
DF_b C AutState_b A 
SF_b C AutState_b A 
DF_b n SF_b = {} A 
DF_b = {} A 








State_a G AutState_a A 
State_b G AutState_b A 
StateSequence_c G SEQUENCE 
INITIALISATION 
State_a := init_a || 
State_b := init_b || 




(StateSequence_c = fst A State_a G dom(t_a_el)) 
THEN 
SELECT 
StateSequence_c = fst A State_a G dom(t_a_el) 
THEN 
SELECT 
State_a G dom(t_a_el) 
THEN 






(StateSequence_c = fst A State_a G dom(t_a_e2)) 
THEN 
SELECT 
StateSequence_c = fst A State_a G dom(t_a_e2) 
THEN 
SELECT 
State_a G dom(t_a_e2) 
THEN 








(StateSequence_c = fst A State_a G SF_a A init_b G dom(t_b_e3) ) or 
(StateSequence_c = snd A State_b G dom(t_b_e3) ) 
THEN 
SELECT 
StateSequence_c = fst A State_a G SF_a A init_b G dom(t_b_e3) 
THEN 
SELECT 
init_b G dom(t_b_e3) 
THEN 
StateSequence_c := snd || 
State_b := t_b_e3(init_b) 
END 
WHEN 
StateSequence_c = snd A State_b G dom(t_b_e3) 
THEN 
SELECT 
State_b G dom(t_b_e3) 
THEN 





Statistiques et optimisations Le typage de la machine B présentée a été validé (type-
check) par l'atelier B et l'outil génère sept obligations de preuves toutes prouvées automa-
tiquement. 
De la même manière que pour les ASTD de type automate, une optimisation des substi-





(StateSequence_c = fst A State_a G SF_a A init_b G dom(t_b_e3) ) or 
(StateSequence_c = snd A State_b G dom(t_b_e3) ) 
THEN 
SELECT 
StateSequence_c = fst A State_a G SF_a A init_b G dom(t_b_e3) 
THEN 
StateSequence_c := snd || 
State_b := t_b_e3(init_b) 
WHEN 
StateSequence_c = snd A State_b G dom(t_b_e3) 
THEN 




L'ensemble des ASTD de type choix est modélisé par (|, name, l, r), avec / et r représen-
tant deux ASTD. 
Un ASTD de type choix possède un état noté (\0,side,s), tel que s représente l'état de 
/ ou de r selon la valeur du second élément. Afin de représenter l'état d'un ASTD de type 
choix en B, l'ensemble B CHOICES = {leftS, rightS,none} est défini. 
L'état d'un ASTD de type choix est représenté en B par : 
- Une variable nommée stateChoice_name E CHOICES qui vaut leftS si l'état est left, 
rights si l'état est right et none si l'état est J_. 
- r\(s) qui représente en B s, l'état courant de l'ASTD / ou r selon la valeur de l'état de 
l'ASTD modélisé par stateChoice_name. 
L'état initial d'un ASTD de type choix est défini par la constante initjChoice = none. 
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4.3. TRADUCTION 
L'état de l'ASTD name de type choix est dit final si et seulement si le prédicat final_name 
défini ci-dessous est vrai : 
((stateChoice_name = none) =>• [init(l)]final_l A [init(r)]final_r) 
A ((stateChoice_name = leftS) => [init(l)]final_l) 
A ((stateChoice_name — rightS) =*> [init(r)]final_r) 
Si a apparaît dans / ou dans r, nous disposons des traductions op(G)i et op(G)r res-
pectivement. Nous pouvons construire op(G) à partir de op(o~)/ et op(c)r. Soient 
Cl = stateChoice_a = noneA[init(l)]preOf(op(G)i) 
C2 = stateChoice_a = none/\[init(r)\preOf(op(G)r) 
C3 = stateChoice_a = leftSApreOf(op(G)i) 
C4 = stateChoice_a = rightS ApreOf(op(G)r) 
Alors 
c7p(ff) = PRE 
C1 V C3 V si G apparaît dans / 
C2 V C4 si G apparaît dans r 
THEN 
SELECT Cl THEN stateChoice_a := leftS \\ \init(l)}thenOf(op(G)i) 
WHEN C2 THEN stateChoice_a := rightS || [init(r))thenOf(op(G)r) 
WHEN C3 THEN thenOf(op(G)i) 
WHEN C4 THEN thenOf(op(G)r) 
END 
Cette opération B conespond exactement aux conditions ainsi qu'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type choix, soit 








FIGURE 4.5 - Un exemple d'ASTD de type choix 
Exemple de traduction 
La Figure 4.5 présente un ASTD de type choix composé de deux ASTD de type automate. 
Traduction La machine B décrite ci-dessous est la traduction de l'ASTD de type choix 
de la Figure 4.5. Nous avons appliqué les optimisations sur les SELECT décrites sur les 




CHOICES = {leftS, rights, none} ; 
AutState_a = {si, s2, s3, s4} ; 









































= Si A 


















































































State_a G AutState_a A 
State_b G AutState_b A 
StateChoice_c G CHOICES 
INITIALISATION 
State_a := init_a || 
State_b := init_b || 




CStateChoice_c = none A init_a G dom(t_a_el)) 
V (StateChoice_c = leftS A State_a G dom(t_a_el)) 
THEN 
SELECT 
StateChoice_c = none A init_a G dom(t_a_el) 
THEN 
StateChoice_c := leftSI| State_a := t_a_el(init_a) 
WHEN 
StateChoice_c = leftS A State_a G dom(t_a_el) 
THEN 













none A init_a G dom(t_a_e2)) or 
none A init_b G dom(t_b_e2)) or 
leftS A State_a G dom(t_a_e2)) or 
rightS A State.b G dom(t_b_e2)) 
c = none A init_a G dom(t_a_e2) 
4.3. TRADUCTION 
THEN 
StateChoice_c := leftS || State_a := t_a_e2(init_a) 
WHEN 
StateChoice_c = none A init_b G dom(t_b_e2) 
THEN 
StateChoice_c := rights || State_b := t_b_e2(init_b) 
WHEN 
StateChoice_c = lefts A State_a G dom(t_a_e2) 
THEN 
State_a := t_a_e2(State_a) 
WHEN 
StateChoice_c = rights A State_b G dom(t_b_e2) 
THEN 





(StateChoice_c = none A init_a G dom(t_a_e4)) 
V (StateChoice_c = lefts A State_a G dom(t_a_e4)) 
THEN 
SELECT 
StateChoice_c = none A init_a G dom(t_a_e4) 
THEN 
StateChoice_c := leftS || State_a := t_a_e4(init_a) 
WHEN 
StateChoice_c = lefts A State_a G dom(t_a_e4) 
THEN 





(StateChoice_c = none A init_a G dom(t_a_e5)) 





StateChoice_c = none A init_a G dom(t_a_e5) 
THEN 
StateChoice_c := lefts || State_a := t_a_e5(init_a) 
WHEN 
StateChoice_c = lefts A State_a G dom(t_a_e5) 
THEN 





(StateChoice_c = none A init_b G dom(t_b_e3)) 
V (StateChoice_c = rights A State_b G dom(t_b_e3)) 
THEN 
SELECT 
StateChoice_c = none A init_b G dom(t_b_e3) 
THEN 
StateChoice_c : = rights|| State_b := t_b_e3(init_b) 
WHEN 
StateChoice_c = rights A State_b G dom(t_b_e3) 
THEN 





(StateChoice_c = none A init_b G dom(t_b_e6)) 
V (StateChoice_c = rights A State_b G dom(t_b_e6)) 
THEN 
SELECT 
StateChoice_c = none A init_b G dom(t_b_e6) 
THEN 
StateChoice_c := rights|| State_b := t_b_e6(init_b) 
WHEN 
StateChoice_c = rights A State_b G dom(t_b_e6) 
THEN 







(StateChoice_c = none A init_b G dom(t_b_e7)) 
V (StateChoice_c = rights A State.b G dom(t_b_e7)) 
THEN 
SELECT 
StateChoice_c = none A init_b G dom(t_b_e7) 
THEN 
StateChoice_c := rights|| State_b := t_b_e7(init_b) 
WHEN 
StateChoice_c = rights A State_b G dom(t_b_e7) 
THEN 




Statistiques Le typage de la machine B présentée a été validé (typecheck) par l'atelier B 
et l'outil génère 19 obligations de preuves toutes prouvées automatiquement. 
4.3.5 Fermeture de Kleene 
L'ensemble des ASTD de type fermeture de Kleene est modélisé par (*,name,b). avec 
b représentant un ASTD. Un ASTD de type fermeture de Kleene possède un état noté 
(*0, started!,s), tel que started! E Boolean indique si l'exécution de b a commencé. Afin de 
représenter l'état d'un ASTD de type fermeture de Kleene en B, l'ensemble B KLEENE = 
{started, notstarted} est défini. 
L'état d'un ASTD de type fermeture de Kleene est représenté en B par : 
- Une variable nommée stateKleene_name E KLEENE qui vaut started si started! — 
true, notstarted si started! — false. 
- r\(s) qui représente en B s, l'état courant de I'ASTD b. 
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4.3. TRADUCTION 
L'état initial d'un ASTD de type fermeture de Kleene est défini par la constante initJKleene = 
notstarted. 
L'état de I 'ASTD name de type fermeture de Kleene est dit final si et seulement si le 
prédicat final_name défini ci-dessous est vrai : 
State Kl eene_name = notstarted V final _b 
Nous disposons de la traduction op(G)D de l'opération conespondant à G dans b. Nous 
pouvons construire 0/7(0") à partir de op(o)b. Soient 
Cl = (final_b V stateKleene_name = notstarted) A [init(b)]preOf(op(G)b) 
Cl = preOf(op(G)b) 
Alors 
op(a) = PRE 
C1VC2 
THEN 
stateKleene jxame := started || 
SELECT Cl THEN [init(b)]thenOf(op(G)b) 
WHEN C2 THEN thenOf(op(G)b) 
END 
Cette opération B conespond exactement aux conditions ainsi qu'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type fermeture de 
Kleene, soit Closure 1 et Closure2 conespondant respectivement à Cl et C2. 
Exemple de traduction 
La Figure 4.6 présente un ASTD de type séquence composé de deux ASTD de type 
fermeture de Kleene appliqués sur des automates. 
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4.3. TRADUCTION 
FIGURE 4.6 - Un exemple d'ASTD de type séquence contenant deux ASTD de type fermeture de 
Kleene 
Traduction La machine B décrite ci-dessous est la traduction de l'ASTD de la Figure 4.6. 
Cet ASTD contient deux sous-ASTD de type fermeture de Kleene. Nous avons réduit les 
prédicats contenant des parties trivialement vraies ou fausses afin de simplifier la lecture. 





KLEENE = {started, notstarted} ; 
SEQUENCE = {fst, snd} ; 
AutState_a = {si, s2} ; 














init_a = si A 
init_b = s3 A 
init_Sequence = fst A 
init_Kleene = notstarted A 
t_a_el = {si |-> s2} A 
t_a_e2 = {s2 |-> s2} A 
t_b_e3 = {s3 |-> s4} A 
DF_a ç AutState_a A 
SF_a C AutState_a A 
DF_a n SF_a = {} A 
DF_a = {} A 
SF_a = {s2} A 
DF_b Ç AutState_b A 
SF_b Ç AutState.b A 
DF_b n SF_b = {} A 
DF_b = {} A 








State_a G AutState_a A 
State_b G AutState_b A 
StateKleene_c G KLEENE A 
StateKleene_d G KLEENE A 
StateSequence_e G SEQUENCE 
INITIALISATION 
State_a := init_a || 
State_b := init_b I I 
StateKleene_c :- initJCleene || 
StateKleene_d := initJCleene || 





StateSequence_e = fst A 
(((State_a G SF_a V StateKleene_c = notstarted) A 
init_a G dom(t_a_el)) or 
(State_a G dom(t_a_el))) 
THEN 
StateKleene_c := started || 
SELECT 
(State.a G SF_a V StateKleene_c = notstarted) A 
init_a G dom(t_a_el) 
THEN 
State_a := t_a_el(init_a) 
WHEN 
State_a G dom(t_a_el) 
THEN 





StateSequence_e = fst A 
(((State_a G SF_a V StateKleene.c = notstarted) 
A init_a G dom(t_a_e2)) or 
(State_a G dom(t_a_e2))) 
THEN 
StateKleene_c := started I I 
SELECT 
(State_a G SF_a V StateKleene_c = notstarted) A 
init_a G dom(t_a_e2) 
THEN 
State_a := t_a_e2(init_a) 
WHEN 









(StateSequence_e = fst A (StateKleene_c = notstarted V State_a G SF_a) 
A initj) G dom(tJ)_e3)) or 
StateSequence_e = snd A ( 
((StateJ> G SFJ) V StateKleene_d = notstarted) 
A initj) G dom(tJ)_e3)) or 
(StateJ) G dom(tJj_e3))) 
THEN 
SELECT 
StateSequence_e = fst A 
(StateKleene_c = notstarted V State_a G SF_a) A 
init_b G dom(tJ)_e3) 
THEN 
StateSequence_e := snd || 
StateKleene_d : = started || 
State J> := tj)_e3(initj>) 
WHEN 
StateSequence_e = snd A ( 
((StateJ) G SFJ) V StateKleene_d = notstarted) 
A initj) G dom(tJ>_e3)) or 
(StateJJ G dom(tJ>_e3))) 
THEN 
StateKleene_d := started || 
SELECT 
(StateJ) G SFJ) V StateKleene_d = notstarted) 
A init J) G dom(tJj_e3) 
THEN 
State J) := tj)_e3(initj>) 
WHEN 
StateJ) G dom(tJ>_e3) 
THEN 







Statistiques Le typage de la machine B présentée a été validé (typecheck) par l'atelier B 
et l'outil génère 21 obligations de preuves toutes prouvées automatiquement. 
4.3.6 Synchronisation paramétrée 
L'ensemble des ASTD de type synchronisation paramétrée est modélisé par 
(\[]\,name,A,l,r) 
avec A représentant l'ensemble des étiquettes des événements synchronisés. Les termes / 
et r représentant les deux ASTD à synchroniser. 
Un ASTD de type synchronisation paramétrée possède un état noté (|[]|0,s/,*r), tel que 
si représente l'état de / et sr représente l'état de r. 
L'état d'un ASTD de type synchronisation paramétrée est représenté en B par : 
- rj(si) qui représente en B s/, l'état courant de l'ASTD /. 
- T](sr) qui représente en B sr, l'état courant de l'ASTD r. 
L'état initial d'un ASTD de type synchronisation paramétrée est défini par l'état initial 
de ses deux opérandes. 
L'état de l'ASTD name de type synchronisation paramétrée est dit final si et seulement 
si le prédicat final_name défini ci-dessous est vrai : 
final _l A final_r 
Nous disposons des traductions op(o)i et op(o)r de l'opération conespondant à G 
dans l et r respectivement. Nous pouvons construire op(G) à partir de op(G)i et op(G)r- Il 
y a deux façons de combiner les opérations : si G E A ou non. 
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Si G E A alors : 
op(G) = PREpreOf(op(G)i)ApreOf(op(G)r) THEN 
thenOf(op(G)i) \\ thenOf(op(G)r) 
END 
Nous considérons que si l'une des opérations n'existe pas, elle vaut PRE false THEN skip. 
Ainsi, en cas de synchronisation, il y a blocage car la précondition est toujours fausse. 
Si G i A et que G apparaît des deux côtés de l'ASTD alors 
op(G) = PREpreOf(op(G)l)ypreOf(op(G)r) THEN 
SELECTpreOf(op(G)i) THEN thenOf(op(G)t) 
WHENpreOf(op(G)r) THEN thenOf(op(G)r) 
END END 
Si cr g A et que G n'apparaît pas des deux côtés de l'ASTD alors nous recopions sim-
plement l'opération telle qu'elle apparaît dans / ou r. 
Dans tous les cas, l'opération B calculée conespond exactement aux conditions ainsi 
qu'aux substitutions dans les règles d'inférence décrivant la sémantique d'exécution des 
ASTD de type synchronisation, soit Synchronization!, Synchronization2 et Synchronization. 
Exemple de traduction 
La Figure 4.7 présente un ASTD de type synchronisation paramétrée incluant deux 
ASTD de type automate. 
Traduction La machine B décrite ci-dessous est la traduction de l'ASTD de type syn-








a, aut | 
•>(T) e1 —>(T) e2—•(T)—e3—•Ç^ 
b, aut ] 
>(7) e4—•(T) e2—•(TV-eô—>fâ% 
FIGURE 4.7 - Un ASTD de type synchronisation incluant deux ASTD de type automate 
AutState J) = {s5,s6,s7,s8} 
CONSTANTS 
i n i t _ a , 
t _ a _ e l , 
t _ a _ e 2 , 
t _ a _ e 3 , 
DF_a, SF_a, 
i n i t j ) , 
t J ) _ e 4 , 
t J ) _ e 2 , 
t J ) _ e 5 , 







i n i t _ a 
t _ a _ e l 
t_a_e2 
A u t S t a t e 




= Si A 
= { s i I 













t_a_e3 = {s3 | -> s4} A 
DFJ) C A u t S t a t e J ) A 
SFJ) C AutS ta te_b A 
DFJ) n SFJ) = {} A 
DFJ) = {} A 
SFJ) = {s8} A 
i n i t j ) = s5 A 
t j ) _ e 4 = {s5 | -> s6} A 
t j ) _ e 2 = {s6 | -> s7} A 
t j ) _ e 5 = {s7 | -> s8} 
VARIABLES 
S t a t e _ a , S t a t e J ) 
INVARIANT 
S t a t e _ a G Au tS ta t e_a A 
S t a t e J ) G A u t S t a t e J ) 
INITIALISATION 
State_a := init_a || 
StateJ) := initj) 
OPERATIONS 
el = 
PRE (State_a G dom ( t_a_el )) 
THEN 
SELECT 
State_a G dom ( t_a_el ) 
THEN 




PRE (State_a G dom ( t_a_e3 )) 
THEN 
SELECT 
State_a G dom ( t_a_e3 ) 
THEN 
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PRE ( S t a t e J ) G dom ( t j>_e4 ) ) 
THEN 
SELECT 
S t a t e J ) G dom ( t j ) _ e 4 ) 
THEN 




PRE ( S t a t e J ) G dom ( t j>_e5 ) ) 
THEN 
SELECT 
S t a t e J ) G dom ( t j ) _ e 5 ) 
THEN 




PRE ( S t a t e _ a G dom ( t_a_e2 ) ) A ( S t a t e J ) G dom ( t j ) _ e 2 ) ) 
THEN 
SELECT 
S t a t e _ a G dom ( t_a_e2 ) 
THEN 




S t a t e J ) G dom ( t j>_e2 ) 
THEN 






Statistiques et optimisations Le typage de la machine B présentée a été validé (type-
check) par l'atelier B et l'outil génère huit obligations de preuves toutes prouvées automa-
tiquement. 
De la même manière que pour les ASTD de type automate et séquence, une optimisation 
des substitutions générées est possible. Par exemple pour l'opération el, on obtiendrait : 
e2 = 
PRE (State_a G dom ( t_a_e2 ) ) A (Sta teJ ) G dom ( tj>_e2 ) ) 
THEN 
State_a := t_a_e2 ( State_a ) 
II 
S ta teJ) := t j)_e2 ( S ta teJ ) ) 
END 
4.3.7 Choix quantifié 
L'ensemble des ASTD de type choix quantifié est modélisé par (\:,name,x,T,b), avec 
x E Var représentant une variable, T un type et b un ASTD. Nous créons un ensemble B 
nommé T_name pour représenter T. Dans l'opération utilisant la variable quantifiée, nous 
utilisons x_name au lieu de x. 
Un ASTD de type choix quantifié possède un état noté (|:0, [J_ | v],*), tel que v € T 
indique la valeur de la variable quantifiée si elle a été choisie, _L sinon et 5 représente 
l'état de b. Afin de représenter l'état d'un ASTD de type choix quantifié en B, l'ensemble B 
QCHOICE = {notchosen, chosen} est défini. 
L'état d'un ASTD de type choix quantifié est représenté en B par : 
- Une variable nommée stateQchoiceMade_name E QCHOICE qui vaut notchosen si 
v = ± est dans l'état, chosen sinon. 
- Une variable nommée stateQchoiceValue_name E T_name qui vaut l'équivalent de 




- ri (s) qui représente en B s, l'état courant de l'ASTD b. 
L'état initial d'un ASTD de type choix quantifié est défini par la constante initjQChoice = 
notchosen. 
L'état de l'ASTD name de type choix quantifié est dit final si et seulement si le prédicat 
final_name défini ci-dessous est vrai : 
((stateQchoiceMadejiame = notchosen) => 3v E T_name : [init(b) ; x_name := v]final_b) 
A((stateQchoiceMade_name = chosen) =>• [x_name := stateQchoiceValue_name]final_b) 
Nous disposons de la traduction op(G)b de l'opération conespondant à G dans b. Nous 
pouvons construire op(G) à partir de op(G)b. 
op(o) = PRE stateQchoiceMade_a = notchosen A \init(b)]preOf(op(G)b) 
\Jx_name = stateQchoiceValue ApreOf(op(G)b) THEN 
SELECT stateQchoiceMade_a = notchosen 
THEN (stateQchoiceMade := chosen \\ stateQchoiceValue := x) 
|| [init(b)]thenOf(op(G)b) 
WHEN x_name = stateQchoiceValue 
THEN thenOf(op(G)b) 
END END 
Cette opération B conespond exactement aux conditions ainsi qu'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type choix quanti-
fié, soit QChoicei et QChoice2-
Un exemple de traduction d'ASTD de type choix quantifié est présenté en section B.l 
au sein d'une étude de cas comportant plusieurs types d'ASTD. 
4.3.8 Synchronisation quantifiée 
L'ensemble des ASTD de type synchronisation quantifiée est modélisé par l'ensemble 
(\[]\:,name,x,T,A,b), avec x E Var représentant une variable, T un type et b un ASTD. Le 
symbole A représente l'ensemble des étiquettes des événements synchronisés. Nous créons 
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un ensemble B nommé T_name pour représenter T. Dans l'opération utilisant la variable 
quantifiée, nous utilisons xjname au lieu de x. 
Un ASTD de type synchronisation quantifiée possède un état noté (|[]|:0,/), tel que 
/ ET —»• STATE indique l'état de b associé à la valeur de la variable quantifiée. 
L'état d'un ASTD de type synchronisation quantifiée est modélisé en B en modifiant le 
type de toutes les variables d'état de b. Pour chaque variable d'état, si son type est U, alors 
il devient T_name —>• U. 
L'état initial d'un ASTD de type synchronisation quantifiée est défini par l'état initial 
de toutes les variables d'état de b modifiées qui est le produit cartésien de T_name par 
l'ancienne valeur de la variable à l'état initial. Ainsi, toutes les constantes définissant l'état 
initial des variables doivent être adaptées. 
L'état de l'ASTD name de type synchronisation quantifiée est dit final si et seulement si 
le prédicat final_name défini ci-dessous est vrai : 
Vv.(v E T_name =>• [x_name := v]final_b()) 
Nous disposons de la traduction op(G)b de l'opération conespondant à G dans b. Nous 
pouvons construire op(G) à partir de op(G)b. Il y a trois façons de combiner les opérations : 
si G E A ou non et selon la présence de la variable quantifiée dans les paramètres ou non. 
Si G E A et que la variable de quantification n'est pas un paramètre de l'événement : 
op(G) — PRE Vv.(v € T_name A [x_name := v]preOf(op(G)b)) 
THEN modifiedThenOf(op(G)b) END 
La fonction de traduction modifiedThenOf calcule une nouvelle substitution en fonc-
tion de quelques règles. Ces règles modifient la manière dont les variables d'état sont lues 
et écrites. Soit P(x_name) un prédicat dans lequel une ou plusieurs variables d'état sont 
lues, comme dans les IF ou PRE. Le nouveau prédicat remplaçant P(x_name) est Vv(v G 
T_name AP(v)). Soit S = sv(x_name) := newValue(x_name) une substitution d'affecta-
tion dans laquelle la variable d'état sv prend une nouvelle valeur notée newValue(x_name). 
La nouvelle substitution qui remplace S est sv := Xv.(v G T_name\newValue(v)). Notons 
qu'un événement peut être synchronisé et avoir la variable de quantification comme para-
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mètre. Ce genre de spécification conduit systématiquement à un blocage et n'est pas une 
spécification souhaitable dans un système. Nous supposons que ce cas n'est pas présent 
dans nos traductions. 
Si G g A et que la variable quantifiée n'est pas un paramètre de l'événement alors : 
op(G) = PRE 3v.(v G T_name A [x_name := v]preOf(op(G)b)) THEN 
ANY v WHERE v G T_name A[x_name := v)preOf(op(G)b) 
THEN \x_name := v]thenOf(op(G)b) END END 
Si G g À et que la variable quantifiée est un paramètre de l'événement alors nous ne 
modifions pas l'opération B op(G) : nous reprenons l'opération op(G)b, et nous ne faisons 
qu'appliquer la modification du type des variables d'état présentée précédemment. 
Ces opérations B conespondent exactement aux conditions ainsi qu'aux substitutions 
dans les règles d'inférence décrivant la sémantique d'exécution des ASTD de type synchro-
nisation quantifiée (soit QSynchronization] et QSynchronization2). En effet, si l'on étudie la 
structure arborescente créée par les substitutions conditionnelles IF, on retrouve la conclu-
sion de QSynchronization! dans le cas G g A ; la conclusion de QSynchronization2 dans le 
cas a G A. Les prémisses des règles d'inférence sont les conditions des substitutions condi-
tionnelles. 
Exemple de traduction 
La Figure 4.8 présente un ASTD de type synchronisation quantifiée composé d'un ASTD 
de type automate. Les trois cas détaillés dans cette section sont présents. Le terme el(x) 
représente un événement non synchronisé dont la variable de quantification apparaît dans 
les paramètres. Le terme el est un événement synchronisé. Le terme e3 est un événement 
non synchronisé qui n'utilise pas la variable de quantification. 
Traduction La machine B décrite ci-dessous est la traduction de l'ASTD de type synchro-
nisation quantifiée de la Figure 4.8. Nous avons réduit les prédicats contenant des parties 
trivialement vraies ou fausses afin de simplifier la lecture. Nous avons également appliqué 
les optimisations sur les SELECT décrites sur les traductions précédentes. 
135 
4.3. TRADUCTION 
|[{e2}]|x:{a,b,c} | aut | 
>(T) e1 (x>->(T) e2—•(?)—e3 * Q 




AutState_aut = {si, s2, s3, s4} 








init_aut = si A 
t_aut_el = {si |-> s2} A 
t_aut_e2 = {s2 |-> s3} A 
t_aut_e3 = {s3 I-> s4} A 
DF_aut ç AutState_aut A 
SF_aut ç AutState_aut A 
DF_aut n SF_aut = {} A 
DF_aut = {} A 












x_synch : T_synch A State_aut(x_synch) G dom ( t_aut_el ) 
THEN 




V vv.( vv G T_synch => State_aut(vv) G dom ( t_aut_e2 )) 
THEN 




3 vv.( vv G T_synch A State_aut(vv) G dom ( t_aut_e3 )) 
THEN 
ANY vv WHERE vv G T_synch A State_aut(vv) G dom ( t_aut_e3 ) THEN 




Statistiques Le typage de la machine B présentée a été validé (typecheck) par l'atelier B 




L'ensemble des ASTD de type garde est modélisé par (=>,name, g, b), avec g un prédicat 
et b représentant un ASTD. Un ASTD de type garde possède un état noté (=»0,started,s), 
tel que started G Boolean indique si la garde a déjà été vérifiée ou non et s représente l'état 
de b. Afin de représenter l'état d'un ASTD de type garde en B, l'ensemble B GUARD = 
{checked, notchecked} est défini. 
L'état d'un ASTD de type garde est représenté en B par : 
- Une variable nommée stateGuard_name G GUARD qui vaut checked si started = 
true, notchecked si started = false. 
- n(s) qui représente en B s, l'état courant de l'ASTD b. 
L'état initial d'un ASTD de type garde est défini par initjGuard — notchecked. 
L'état de I 'ASTD name de type garde est dit final si et seulement si le prédicat finaljname 
défini ci-dessous est vrai : 
(StateGuard_name = notexecuted => [init(b)]final_b) 
A(StateGuard_name = notexecuted => finaljb) 
Nous disposons de la traduction op(o)b de l'opération conespondant à G dans b. Nous 
pouvons construire op(c) à partir de op(G)b. 
op(G) = PRE (gAstateGuard_a — notcheckedA[init(b)]preOf(op(G)b))\l 
preOf(op(G)b) THEN 
SELECT g A stateGuard_a = notchecked A [init(b)]preOf(op(G)b) 
THEN stateGuard_a := checked || [init(b))thenOf(op(G)b) 
WHEN preOf(op(G)b) 
THEN thenOf(op(G)b) END END 
Cette opération B conespond exactement aux conditions ainsi qu'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type garde, soit 
Guard i et Guard2-
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4.3.10 Appel d'ASTD 
L'ensemble des ASTD de type appel est modélisé par (cal, name, P(v)), avec P qui 
représente une référence à un ASTD tel que P(x : T) = b et pour chaque v, G v, nous 
avons v, G 7}. Un ASTD de type garde possède un état noté (calo, [-L \s\), tel que s re-
présente l'état de b. Afin de représenter l'état d'un ASTD de type appel en B, l'ensemble B 
CALL= {called,not called} est défini. 
L'état d'un ASTD de type appel est représenté en B par : 
- Une variable nommée stateCall_name G CALL qui vaut called si l'ASTD a déjà été 
appelé, notcalled sinon, et que l'état est _L. 
- r\(s) qui représente en B s, Y état courant de I 'ASTD b. 
L'état initial d'un ASTD de type appel est défini par la constante initjZall = notcalled. 
L'état de l'ASTD name de type appel est dit final si et seulement si le prédicat défini 
ci-dessous est vrai : 
(StateCall_name = notcalled => [x := v;init(b)\final_b) 
A(StateCall_name = called => [x:= v\final_b) 
Nous disposons de la traduction op(G)b de l'opération conespondant à G dans b. Nous 
pouvons construire op(o) à partir de op(G)b. 
op(G) = PRE (stateCall_a = notcalled A [init(b))preOf(op(G)b)) V 
preOf(op(G)b) THEN 
SELECT stateCall_a = notcalled A [init (b)]preOf(op(G)b) 
THEN stateCall_a = called || [init(b)\thenOf(op(G)b) 
WHEN preOf(op(G)b) 
THEN thenOf(op(G)b) END END 
Cette opération B conespond exactement aux conditions ainsi qu'aux substitutions dans 
les règles d'inférence décrivant la sémantique d'exécution des ASTD de type garde, soit 
ASTDCalli etASTDCall2. 
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n .MI 
sigma = op(o) 
Preuve de la traduction en utilisant la fonction n 
Un exemple de traduction d'ASTD de type appel d'ASTD est présenté en section B. 1 au 
sein d'une étude de cas comportant plusieurs types d'ASTD. 
4.4 Principes de la preuve de traduction 
Dans cette section, nous souhaitons prouver que la traduction d'un ASTD en une ma-
chine B respecte la sémantique des ASTD en comparant l'état de l'ASTD avant et après 
l'exécution d'un événement avec les variables d'état avant et après l'exécution de l'opé-
ration conespondante dans la machine B. La Figure 4.9 présente la méthodologie de la 
preuve. Soient a un ASTD qui peut exécuter G(X) et as l'état de cet ASTD. Soit a*' l'état de 
l'ASTD a résultant de l'exécution de G(X). Soient ^#a = 0(a) la machine résultant de la 
traduction de l'ASTD a, Jt^ = T](as) et Jt% = n(a*') l'ensemble des variables d'état de la 
machine B avant et après l'exécution de l'opération op(c). Nous souhaitons montrer que 
^'=n(as')-
Afin de pouvoir prouver cette égalité, nous considérons II*,~, l'arbre de preuve d'exé-
cution de G(X) par a à l'état as. Le preuve de l'égalité ^f = n(aJ/) se fait par induction 
sur la profondeur de EI*(^. La traduction des ASTD en B a été construite pour que cette 
preuve soit simplifiée. C'est la grande proximité entre les règles d'inférence des ASTD et 
les substitutions B qui simplifie cette preuve. 
4.4.1 Cas de base 
Si TFL^ est de profondeur 1, alors l'arbre de preuve d'exécution n'est composé que 
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des axiomes. Nous faisons ici une disjonction des cas selon la règle utilisée. Les règles sont 
nommées selon le type d'ASTD et sont disponible en Appendix C. 
Axiome auti 
Puisque TI*,-, est uniquement composé de la règle auti, nous savons que la transition 
exécutée est une transition de a, et qu'elle est locale. 
Avant l'exécution de G(X), la variable B state_a est telle que stateja = nl car l'état 
courant de l'ASTD est (auto,ni,n,s). Selon la prémisse de auti, il existe une transition 
étiquetée comme G(X) telle que sa source soit nl et sa destination nl. De ce fait, (ni (->• 
n2) G t_a_sigma. L'opération op(o) est donc une susbtitution de sélection avec WHEN C 
THEN T, avec 
T = stateja := t_a_sigma(state_a) \\ initAlljnl 
C = state_a G dom(t_a_sigma) A phi 
et phi un prédicat vérifiant que la garde de la transition et ses paramètres sont valides. De 
ce fait, l'état courant de la machine est tel que op(G) peut s'exécuter et que la substitution 
T est appliquée sur les variables d'état. Ainsi, après l'exécution, state_a = nl et si n2 n'est 
pas élémentaire, state_nl = init_nl. Les autres variables d'état ne sont pas modifiées, y 
compris les éventuelles variables d'état de ni. 
D'après la règle d'inférence auti » l'état de I'ASTD après l'exécution de G(X) est : 
(aut0,n2,n',/n//(v(«2))) 
La traduction de cet état en B est state_aut = nl et si n2 n'est pas élémentaire, state_nl = 
init_nl. L'initialisation est appliquée à toutes les variables d'état de n2. Puisque les va-
riables d'état de nl si elles existent ne sont pas modifiées quand l'ASTD a n'est pas dans 
l'état ni, les variables d'état de ni jouent le rôle de fonction historique, et leurs valeurs 
après l'exécution de op(G) conespondent à celles de n'. 
D e c e f a i t , ^ ' = n(a5')- • 
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Axiomes aut2, auh, aut4, auts 
La seule différence avec autj pour chacune de ces règles sont les valeurs de C et T. Pour 
aut2 par exemple : 
C = state_name G dom(t_name_sigma) A phi 
T = state_name := t_name_sigma(state_name) 
|| state_nl := t_nl_sigma(out(state_name)) || initAll_nlb 
Le reste de la preuve est similaire à celle de auti. On retrouve après l'exécution de 
l'opération op(G) un état en B conespondant à l'état traduit de l'ASTD après l'exécution 
de tr(jc). Cela est dû au fait que les substitutions B et leurs préconditions conespondent aux 
règles d'inférence des ASTD. 
4.4.2 Pas d'induction 
Supposons que nous ayons prouvé que la traduction conserve la sémantique des ASTD 
pour toute preuve d'exécution de taille n. Soit TPL^ de profondeur n + 1 avec n > 1. n® ^ 
est donc composée d'au moins n règles et d'au moins un axiome (un, dans le cas ou l'arbre 
est droit, plusieurs sinon). Les axiomes conespondent aux feuilles de l'arbre et la racine est 
donc une règle. Soit R la règle racine, et T le type d'ASTD conespondant. Soient A\.. ,Am 
les m arbres de preuves de profondeur maximale n obtenus en retirant R de n* ,-w Nous 
devons donc montrer que les prémisses R établissent les conclusions du ou des arbres de 
preuves Ai ...Am. 
La substitution du type d'ASTD T s'exprime en premier dans l'opération puisque le 
calcul des opérations s'effectue en profondeur d'abord, et que a de type T est I'ASTD de 
plus haut niveau. Sachant que l'exécution de G(X) dans a est possible nous savons donc que 
le prédicat constituant la précondition de l'opération est évalué à true. La substitution doit 
donc exécuter l'une des branches présentée dans la section 4.3. Deux cas sont possibles. 
Soit la substitution qui s'exécute est un SELECT et une seule branche est active, ou 
est une substitution d'un autre type, et dans ce cas la substitution qui s'exécute conespond 
exactement à la règle R. Si la substitution peut s'exécuter alors la règle peut s'appliquer et 
réciproquement, si la règle d'inférence peut s'appliquer, alors la substitution peut s'exécu-
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ter. On obtient alors par induction que les variables d'état de la machine B après l'exécution 
de op(o) conespondent à n(as/) puisque l'on sait qu'une variable d'état ne peut pas être 
modifiée par un ASTD de niveau supérieur. De ce fait, nous avons M* = n (a5'). • 
Soit la substitution qui s'exécute est de type SELECT mais plusieurs branches sont 
actives et dans cas, la preuve d'exécution conespond à l'une des substitutions qui peut 
s'appliquer. 11 n'est cependant pas possible de garantir laquelle de ces substitutions va 
s'appliquer. Mais celle conespondant à la preuve d'exécution de G(X) dans a est l'une 
de ces substitutions. Cela signifie que plusieurs exécutions sont possibles pour l'ASTD ini-
tial et que le choix a été fait d'avoir cette preuve d'exécution pour G(X). Ainsi si l'on prend 
l'ensemble des états résultant de ces exécutions possibles de G(X) et que l'on prend l'en-
semble des variables d'état résultant de l'exécution des substitutions non déterministes, 
nous devons pouvoir associer à chaque état de l'ASTD un ensemble de variables d'état. Si 
les preuves d'exécution conespondantes sont de taille inférieure à n + 1, alors la cones-
pondance M^ = n(a5') est établie par hypothèse d'induction. Sinon, la preuve est de taille 
supérieure à n+ 1 mais est bornée par la profondeur maximale de l'ASTD que l'on note max. 
Il est donc possible de prouver l'égalité pour n = max — 1. On aura alors j&% = *7(a5')- • 
4.5 Conclusion 
Dans ce chapitre, nous avons présenté un ensemble de règles de traduction d'une spé-
cification ASTD en B. Ces règles génèrent une machine B codant la sémantique de l'ASTD 
et représentant l'état de l'ASTD à l'aide de variables. À chaque événement ASTD cones-
pond une unique opération B. Lors de l'exécution de cette opération, les variables B sont 
modifiées de telle sorte que leur nouvelle valeur soit la représentation de l'état de I'ASTD 
après l'exécution de l'événement. La traduction assure que les systèmes de transition de 
I'ASTD et de la machine B générée sont isomorphes. Comme conséquence, toute propriété 
satisfaite par le système de transition de la machine B est aussi satisfaite par l'ASTD. Par 
exemple, les preuves de propriétés temporelles effectuées sur la machine B sont aussi va-
lide pour l'ASTD. Si les attributs de l'ASTD sont codés de manière cohérente en B, alors 
toute preuve d'invariance en B est également valide pour I'ASTD. 
Comme suite de ce travail, on pounait envisager la traduction d'ASTD dont les auto-
mates ne sont pas déterministes, ainsi que les ASTD avec des appels mutuellement récursifs. 
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Cependant ces cas ne sont pas bloquants puisque les spécifications ASTD considérées dans 
le cadre des SI et des règles de contrôle d'accès n'utilisent pas ces fonctionnalités. En ef-
fet, il est d'une part toujours possible de déterminiser un automate, et d'autre part, nos 
algorithmes de traduction EB3 vers ASTD ne génèrent pas d'ASTD avec des appels mutuel-
lement récursifs. Enfin, il est possible de réduire la taille des substitutions SELECT en 
effectuant les mêmes optimisations que celles faites dans [87]. De plus, il serait possible 
de couper certains branches des SELECT en évaluant certains prédicats qui valent trivia-
lement soit true false. Enfin, un outil pouna être développé pour traduire automatiquement 
une spécification ASTD en machine B. 
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[65] Ph.D. étape 5 - Et pourtant on veut continuer à apprendre, repousser cette limite qui semble si 
rigide. Alors on pousse. Parfois en vain, parfois sans savoir dans quelle direction, mais on pousse. 
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FIGURE 5.1 - Modèle formel B de politiques de contrôle d'accès 
Dans ce chapitre, nous nous intéressons à la spécification en B d'un filtre de contrôle 
d'accès, comme indiqué à l'étape 5 de la Figure 5.1. Ce filtre est composé de plusieurs 
machines B dont au moins une est issue d'une traduction d'un modèle exprimé avec la no-
tation ASTD. Ainsi ce chapitre combine la machine traduite avec d'autres machines dans le 
but d'obtenir un modèle formel de filtre de contrôle d'accès qui inclut le modèle fonction-
nel du système ainsi que les modèles de la politique de contrôle d'accès. L'objectif est de 
valider le comportement complet du couple filtre + système. 
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Résumé 
La combinaison de méthodes formelles et semi-formelles est de plus en plus 
nécessaire pour produire des spécifications qui peuvent à la fois être comprises 
et donc validées par le concepteur et l'utilisateur mais aussi suffisamment pré-
cises pour être vérifiées via des approches formelles. Cela motive notre approche 
d'utiliser des paradigmes complémentaires afin de spécifier certains aspects de 
la sécurité des systèmes d'information. Cet article présente une méthodologie 
pour spécifier des politiques de contrôle d'accès de systèmes d'information à 
l'aide de notations graphiques : UML pour le modèle fonctionnel, SecureUML 
pour le modèle statique de contrôle d'accès et ASTD pour le modèle dynamique 
de contrôle d'accès. Ces diagrammes sont traduits en un ensemble de machines 
B. Finalement, nous présentons la spécification formelle d'un filtre de contrôle 
d'accès qui coordonne les différentes règles de contrôle d'accès et la spécifica-
tion fonctionnelle des opérations. Le but de ces spécifications B est de vérifier 
rigoureusement la politique de contrôle d'accès d'un système d'information en 
utilisant les nombreux outils de la méthode B. 
Commentaires 
Ma contribution au sein de cet article comprend la description des ma-
. chines B présentées ; l'application de la méthodologie décrite à l'étude 
de cas ; des tests et de l'animation des machines B ; la rédaction d'en-
viron 60% du texte ; ainsi que la relecture, conection et adaptation 
de l'article consécutivement aux commentaires des arbitres. Une pre-
mière version de l'article a été soumise et acceptée à la quatrième 
édition du workshop international IEEE UML and Formal Methods 
(UML&FM'2011) ayant eu lieu à Limerick en Irlande le 20 juin 2011. 
Nous présentons ici la version étendue et acceptée au journal Innova-
tions in Systems and Software Engineering (ISSE). 
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Abstract Combination of formal and semi-formal methods is more and more required 
to produce specifications that can be, on the one hand, understood and thus validated by 
both designers and users and, on the other hand, precise enough to be verified by formal 
methods. This motivates our aim to use these complementary paradigms in order to deal 
with security aspects of information systems. This paper presents a methodology to specify 
access control policies starting with a set of graphical diagrams: UML for the functional 
model, SecureUML for static access control and ASTD for dynamic access control. These 
diagrams are then translated into a set of B machines. Finally, we present the formal spec-
ification of an access control filter that coordinates the different kinds of access control 
rules and the specification of functional operations. The goal of such B specifications is 
to rigorously check the access control policy of an information system taking advantage of 
tools from the B method. 




Our aim is the formal specification of information systems (IS) access control policies. 
Roughly speaking, an IS helps an organization to collect and manipulate all its relevant 
data. Access control is part of security issues that can grant or deny the execution of actions 
depending on a policy. An access control policy defines, for an authenticated user, which 
actions he is allowed or forbidden to execute depending on several criteria such as role, 
organization, etc. It is the combination of atomic rules. Depending on the kind of rules an 
access control designer wants to express, several languages and notations can be used. In 
an access control policy specification, static and dynamic rules may be required in order to 
express all access control requirements. In our work, we consider static rules independently 
of the functional behavior of the system. Permissions, prohibitions and static Separation of 
Duty (SoD) are static constraints. A static SoD constraint means that if a user is assigned to 
one role, he is prohibited from being a member of a second role [34]. Dynamic constraints 
require to take into account the history of the system, that is the set of actions already 
performed on a system, which is represented by the system state and its evolutions. For 
instance, obligations and dynamic SoD are dynamic constraints. With dynamic SoD, users 
may be authorized for roles that may conflict, but limitations are imposed, based on the 
history of actions performed and roles taken by the user. 
In our approach, we have chosen to use SecureUML [57] to express static rules and the 
ASTD notation [32] for dynamic rules. These notations are presented in Section 5.3. These 
graphical specifications are then translated into B machines [3] using translation rules de-
scribed in Section 5.4. Similarly, as we need also to specify the functional model of the IS 
since access control rules can refer to elements of this model, its UML specification is trans-
lated into B. The next step consists in specifying the access control filter that coordinates 
the different kinds of access control rules and the functional model. The B specification of 
this filter is presented in Section 5.5. We start in the next section by describing the context 




5.2.1 The Selkis Project 
The Selkis project ' funded by the French national research agency (ANR) aims to 
define a development strategy for secure healthcare network IS from requirements engi-
neering to implementation. The results of this project can be applied to any type of secure 
IS, but the medical field was chosen because of the complexity and diversity of security 
requirements. An approach based on formal methods was chosen in order to build imple-
mentations conect by design and to perform proofs and model checking over rules that 
check properties of the specification. 
The approach adopted in the Selkis project advocates a separation between the access 
control policy and the functional model at the requirements, specification and implementa-
tion levels. An implementation of an access control filter is produced. It intercepts actions 
before they are executed. If the action and other parameters match access control rules, the 
action can be executed by the IS. In the other case, the execution is denied. 
5.2.2 Illustrative Example 
In order to illustrate our approach, we consider an example from a medical information 
system. The structural representation of this example is modeled by the UML class dia-
gram of Fig. 5.2. This diagram manages medical information about patients in a hospital. 
Class MedicalRecord stores medical information about a given patient, such as his med-
ications, using the attribute data. Every patient has at most one medical record which is 
not depending of hospitals. A doctor can practice in at most one hospital and he can leave 
and join a hospital using methods joinHospital and leaveHospital. The information system 
imposes the following constraint: 
Cl. A patient cannot leave a hospital if his medical record is not validated, 
The access control policy associated to our example includes the following rules: 
Rl Doctors can read both public and private attributes of a medical record but they can 
only modify public attributes (i.e. data), 
1. http://lacl.fr/Selkis/ 
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Patient 
+SSN : Integer 
+address : String 










Hospital +hospital 1 * 
0.1 +doctor 
MedicalRecord 
•data : String 
-isValid = false 
+ validate () 
Doctor 
+joinHospital (h : Hospital ) 
+ leaveHospital () 
Figure 5.2: Functional model 
R2 Doctors can only validate medical records using the validate method, 
R3 Modification and validation of a medical record of a given patient, can only be done 
by a doctor who does belong to the same hospital as the patient, 
R4 If a patient has left the hospital, only doctors belonging to the hospital during the 
patient's stay will keep read access to his medical record. 
R5 Any modification of a patient's medical record must be eventually validated. Several 
modifications can be validated by a single validation. 
Other rules exist in order to define the permissions to execute actions of classes Patient 
and Doctor but they are not presented in this paper for the sake of concision. 
5.3 Graphical Models for Access Control 
In our methodology we propose to use SecureUML [57] to model static access control, 
and ASTD [32] diagrams for dynamic access control. Static access control is based on 
RBAC (Role-Based Access Control) [83], which describes authorizations granted to users 
on resources. Dynamic access control rules can refer to previous states of the IS. 
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5.3.1 SecureUML 
SecureUML [57] is a graphical modeling language designed to integrate information 
relevant to access control into application models defined with the Unified Modeling Lan-
guage (UML). It extends a functional UML model using concepts of role-based access 
control models (RBAC) in order to model roles and their permissions. This is the main 
reason why we have chosen SecureUML rather than UMLSec [50]. In SecureUML, users 
are grouped into roles and may play several roles with respect to the secure system. Fig. 5.3 
uses concepts of SecureUML to model rules Rl and R2. It shows how medical records are 
secured when they are accessed by doctors. 
MedicalRecord 
+ data : String 







Figure 5.3: Access control rules for medical records 
This SecureUML specification indicates that users with role Doctor can read private 
and public attributes (denoted by «CEntityAction» privateRead), modify public at-
tributes (<C Ent i tyAct ion» Modify). This part of the SecureUML specification models 
rule Rl. Rule R2 is modeled by the permission that allows doctors to execute the method 
of the class MedicalRecord: Validate «MethodAct ion» Validate). 
Rule R3 refers to an authorization constraint associated to the permission to access 
a medical record and which links the security and the functional parts of this model. It 
requires (i) to navigate through the functional model to retrieve the patient associated to 
the medical record, and his/her cunent hospital, (ii) to retrieve the doctor conesponding to 
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the user asking to access the medical record and retrieve his/her associated hospital, (iii) 
to compare these two hospitals. We can add this constraint by annotating the graphical 
SecureUML model. However, in order to keep Fig. 5.3 readable, rule R3 is described using 
a B predicate in Section 5.4.3. 
It would be more difficult to express rule R4 using SecureUML, but not impossible. 
Rule R4 is of dynamic nature because it is based on information about past states of the 
system. Thus, in order to express it in SecureUML, it would be necessary to add few 
artificial variables to the functional model to store this kind of information. However, for 
larger functional models which deal with real information systems it becomes enor prone 
to do so because these variables will be less manageable. This kind of variables is not 
needed when using the ASTD notation as it offers features streamlining the specification 
of dynamic aspects. We think that using a graphical notation explicitly modeling states 
and transitions between states is more intuitive than coding manually state variables that 
may introduce enors in the specification. This approach of coding states into variables 
is generally used in SecureUML, since it does not provide operators to specify ordering 
constraints between actions. 
5.3.2 The ASTD Notation 
The ASTD notation is a graphical representation having a formal semantics. It was 
created to specify systems, in particular IS. ASTD was introduced as an extension of Harel's 
Statecharts [41] and is based on operators from EB3 [38] (a process algebra dedicated to IS 
specifications). Readers are invited to consult a formal and mathematical description of the 
ASTD notation in [32]. 
In our IS hospital example, access control rule R4 is a dynamic rule since it refers to 
several actions and defines ordering constraints upon them. Hence this rule is modeled 
using the ASTD notation as described in Fig. 5.4. The ASTD uses a notation separating 
actions of the IS and its parameters from security parameters such as the user and his/her 
role in the IS. It is denoted < it, a(~p*) > where 1? is the list of access control param-
eters (user and role in our example), a is the action the user wants the IS to execute and 
~p* are the functional parameters of the action. Since in our example the combination of 
user and role is checked in the SecureUML model, there is no need to check it again in 
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rule4 rh d : Doctor h : Hospital 
<s> _. _, joinHospital(d,h)> 
fdl 
< _, _. leaveHospital(d,h)> 
dp III p : Patient 
>0 f _, _, admission(p,h)> 
[h= PatientHospitalRel(p) ] 
< d. DoctorRole, MedicalRecord_GetData( 
PatientMedicalRecordRel"1 (p))> 
Figure 5.4: ASTD model of rule R4: If a patient has left the hospital, only doctors belonging to the 
hospital during the patient's stay will keep read access to his medical record 
the ASTD model. Some security parameters are wildcards (denoted _), meaning that the 
specification accepts any values for these parameters. However, if specific constraints upon 
security parameters are required, they can be specified in the ASTD for instance in the action 
MedicalRecord_GetData. 
The first operator denoted fti d : Doctor is a quantified weak synchronization over all 
doctors of the system. There are as many instances of the quantified ASTD as the number 
of instances of class Doctor. When an action is received, all the instances of the ASTD that 
can execute it do so at the same time. In other words, if there are instances of the ASTD that 
can synchronize, they have to do so. The quantified choice operator | n : Hospital means 
that a single instance n of class Hospital is associated to the instance d of Doctor. This 
link is created by action JoinHospital(d,n) when a doctor is assigned to a hospital. The 
link between these instances is removed when the doctor leaves the hospital with the action 
LeaveHospital( d, h). After leaving a hospital, a doctor can join another one, starting a new 
link between d and h. This iteration is possible thanks to the Kleene closure operator (de-
noted by *), meaning that the sub-ASTD can be iterated as many times as needed. Finally, 
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ASTD named dp describes the ordering constraint of action admission(/>,n) and action : 
< rf,Docfor/?o/t?,MedicalRecord_GetData(/) > 
with i = PatientMedicalRecordRel~{ (p) 
for all instances of the Patient class (due to operator quantified interleave |||p : Patient). 
This action must be executed by d, a user who has the role DoctorRole. It is guarded by 
the predicate 
n = Patient H os pit alRel(p) 
in order to check that the hospital of the patient p and h, the hospital where d works, are 
the same. 
rule5 Instance : MedicalRecord 
<_, _, MedicalRecord_SetData> 
(Instance, _)> 
sO J — • { s1 S0 
<_, _, MedicalRecord_SetData 
(Instance. _)> 
< _. _,MedicalRecord_Validate(lnstance)> 
Figure 5.5: ASTD model of rule R5: Any modification of a patient's medical record must be even-
tually validated. Several modifications can be validated by a single validation 
Similarly, we can model rule R5 that depicts an obligation. After one or several mod-
ifications of a given medical record, the record must be validated. Rule R5 is modeled in 
Fig. 5.5 using the ASTD notation. This ASTD describes the process for all medical records, 
and this process can be repeated. This is modeled using |j| Instance : MedicalRecord and 
the Kleene closure *. Then we have an automaton describing the ordering of actions Med-
icalRecordJSetData and MedicalRecord_Validate. This automaton means that one or sev-
eral MedicalRecordJSetData can be executed and are eventually followed by single Medi-
calRecord_Validate. 
In OrBAC [22], the notion of context may be useful for some dynamic constraints. In-
deed, contexts allow to refine permissions in order to give rights in specific circumstances 
(e.g. emergency situations). They can govern periods of validity of privileges, or reduce/ex-
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tend the access rights inherited from a role. Especially, OrBAC proposes the notion of 
provisional context [13] which depends on previous actions the user has performed in the 
system. This assumes that the information system manages a log that stores data about 
previous activities of users in the system. The OrBAC approach requires then the effective 
implementation of the system. In our approach, the advantage of ASTD models, compared 
with OrBAC provisional contexts, is that they address the conceptual phases of a secure IS 
development process rather than implementation or runtime. 
5.4 Translations into B Specifications 
The idea of integrating formal and graphical notations (i.e. B and UML) has been 
studied since several years [35], and was commonly motivated by the complementarities 
of these two types of notation. Indeed, the disadvantages of semi-formal methods can 
be overcome thanks to contributions of formal methods and vice versa. UML graphical 
views are synthetic, structural and intuitive. However, their semantics are often described 
as bluned. Therefore, the construction of systems based on these methods can sometimes 
lead to ambiguous models. On the other hand, the major strengths of formal methods are 
precision of the abstract mathematical notations and automatic reasoning. 
In our approach, we propose to translate both SecureUML and ASTD specifications 
into B in order to check the global consistency of access control policies. Moreover we 
also need the functional model since security rules can require to read functional attributes 
values. Thus, the translation into B is composed of three steps conesponding to the func-
tional, static access control and dynamic access control models. 
5.4.1 The B Method 
The B method [3] is a method that supports a large segment of the software devel-
opment life cycle: specification, refinement and implementation. It ensures, thanks to 
refinement steps and proofs, that the code matches to the specification. The B method is 
based on Abstract Machine Notation (AMN) and the use of formally proved refinements. 
Its mathematical basis is founded on first-order logic, integer arithmetic and set theory. A 
B specification is structured into machines which contain state variables, invariant prop-
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erties expressed on the variables and operations specified in the generalized substitution 
language, which is a generalization of Dijkstras' guarded command language. The re-
finement mechanism consists in reformulating, by successive steps, the variables and the 
operations of an abstract machine, so as to finally lead to a module which will constitute 
a running program. The intermediate steps of reformulation are called refinements and the 
last one is the implementation. 
5.4.2 A Formal Functional Model 
The initial functional model (fig. 5.2) is a UML class diagram showing entities and 
relationships. In order to formally reason on this model, we propose to translate it into the 
B notation. Translation from UML diagrams into B specifications was addressed by several 
research works [60, 58, 79]. In order to take advantage of these complementary works we 
integrated their translation rules in a unified MDE framework [47]. This allows, on the one 
hand, to combine and adapt their rules, and on the other hand, to extend them in order to 
take into account translations of UML extensions (i.e. SecureUML). The translation of the 
functional model is strongly inspired by these approaches. We do not use the UML-B [80] 
framework of RODIN toolset because our objectives are quite different. On the one hand, 
the RODIN toolset is dedicated to the Event-B language and on the other hand the UML-B 
[80] approach gives a UML syntax to B which does not cover UML constructs that we need 
in our approach such as composition or navigation. 
Translation principles. The functional model is translated into a unique B machine con-
taining sets, variables and associations derived from classes, attributes, and class relations. 
As proposed by the existing approaches, class named MedicalRecord of Fig. 5.2 leads 
to an abstract set MEDICALRECORD and a variable MedicalRecord representing respec-
tively the set of possible instances and the set of existing instances of class MedicalRecord. 
Fig. 5.6 illustrates basic B structures related to class MedicalRecord. 
Our MDE platform generates basic operations such as constructors, destructors, getters, 
setters in order to allow state evolution of the functional formal model. This step takes 
into account some basic structural invariants related to mandatory and/or unique attributes, 
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MedicalRecord Ç MEDICALRECORD A 
MedicalRecord data e MedicalRecord -+» THEDATA A 
MedicalRecord isValid € MedicalRecord —> BOOL A 
PatientMedicalRecordRel € MedicalRecord >-» Patient 
OPERATION 
executed «— MedicalRecord Validate(Instance) — 
PRE 
Instance G MedicalRecordA 
MedicalRecord isValid ( Instance ) = FALSE 
THEN 
MedicalRecord isValid ( Instance ) = TRUE ; 
executed := ok 
END; 
Figure 5.6: Basic B structures related to medical records 
inheritance, composition, multiplicities... An example of a basic getter which allows to get 
medical record data is given in Fig. 5.7. 
The operation returns a medical record data and information about the success of its 
execution. This last point is useful for the access control filter detailed later. From a 
functional point of view, reading medical records data should always succeed. 
B specifications resulting from our translation process can be enriched in order to take 
into account less obvious functional constraints. Let us consider for example constraint C1 
which means that if attribute isValid of a medical record is false then the patient of this 
medical record must be linked to some hospital. This can be expressed by the following 
invariant: 
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result, executed <— MedicalRecord^ 
PRE 
Instance E MedicalRecord 
THEN 
_GetData(Instance) = 
result := MedicalRecord datai Instance) \ \ 
executed := ok 
END; 
Figure 5.7: Operation MedicalRecord GetData 
V pp • (pp € Patient A 
MedicalRecord isValid(PatientMedicalRecordRel - 1 (pp)) = FALSE => 
PatientHospitalRel[{pp}] * 0 ) 
Contrary to operation MedicalRecord GetData, the success of operation Medical-
Record SetData is constrained by CI. In fact, this basic setter modifies attribute data 
of a MedicalRecord and also sets the attribute isValid to false. Fig. 5.8 presents this B 
operation and shows how the previous invariant is respected. 
executed <— MedicalRecord SetData(Instance, data) = 
PRE 
Instance G MedicalRecord A 






MedicalRecord dataiInstance) := data \ \ 
MedicalRecord isValid(Instance) := FALSE || 





Figure 5.8: Operation MedicalRecord SetData 
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Failure of MedicalRecord SetData indicates to the access control filter that someone 
tried to modify data of a medical record of a patient who is not admitted in any hospital and 
that this action is forbidden by the functional part of the model. 
5.4.3 A Formal Static Access Control Model 
To our knowledge there is no attempt to translate secureUML models into B. Neverthe-
less, in [75] the authors gave an Event-B specification for OrBAC policies which is mainly 
dedicated to formally prove the process of deploying a security policy. In our work, we 
mainly deal with the modeling level of a security policy and its impact on the functional 
model. 
In order to translate the security part of our model, we propose a mapping which leads 
to structures that represent data types. First, we propose a B formalization of a variant of 
the SecureUML meta-model. Then, the security model elements are directly injected in 
this B specification. For example, in the following we give some enumerated sets issued 
from Fig. 5.3. 
SETS 
ENTITIES = {MedicalRecord...}; 
ATTRIBUTES = {data ...}; 
ACTIONS = {MedicalRecord_SetData . . . } ; 
PERMISSIONS = {Doctor_Perm ...}; 
ROLES = {DoctorRole ...}; 
Invariants of the security formal model define various relations between these elements 
and also structural constraints imposed by the meta-model. For example, permission as-
signments and role hierarchy are defined by: 
PermissionAssignement G PERMISSIONS ->• (ROLES x ENTITIES) 
A Roles Jiierarchy G ROLES f+ ROLES A 
closurel(Roles_Hierarchy) n id(ROLES) = 0 
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This means that a permission links at the most one pair (role H-> entity), and that 
Roles ^ Hierarchy has no cycle. Invariants also include RBAC constraints such as the defini-
tion of SSD (Static Separation of Duty) which forbids a user to take conflicting roles even 
in different sessions. 
The initialisation clause evaluates the various relations according to the SecureUML 
meta-model instance. This allows to check that the security model respects the structural 
constraints of the SecureUML meta-model such as the non-circular role hierarchy. A brief 
overview of the initialisation clause is given below: 
INITIALISATION 
AttributeOf':= {(data >-> MedicalRecord), ...} 
AttributeKind := {(data >->public), ...} 
OperationOf := {(MedicalRecord SetData •-»• MedicalRecord),...} 
setterOf:= {(MedicalRecord SetData i-> data), ...} 
PermissionAssignement := 
{(Doctor_Perm >->• (DoctorRole i->MedicalRecord)), ...} 
Entity Actions := {(Doctor_Perm •-»• {privateRead, modify)), ...} 
Operations of the B specification derived from the security model are dedicated to con-
trol access to the operational part of the functional formal model. We associate to each 
functional operation a secured operation in the security model which verifies, based on the 
initial state, that a user has permission to call the functional operation. For example, oper-
ation secure JAedicalRecord SetData presented in Fig. 5.9 is intended to verify accesses 
to the functional operation MedicalRecord SetData of Fig. 5.8. Secured operations add 
parameters user and role conesponding respectively to the user who is trying to invoke the 
operation and one of his roles (role E roleOf(user)). Predicate "MedicalRecord SetData 
E isPermitted[[role}]" verifies whether operation MedicalRecord setData is allowed to 
the connected user using a particular role. Indeed, set isPermitted computes, from the ini-
tial state, the set of authorized functional operations for each role. For instance, it contains 
the couple (DoctorRole i-> MedicalRecord SetData). 
As mentioned in Section 5.3.1, rule R3 refers to a constraint which is added to the 
SecureUML model using an annotation linked to permission DoctorJPerm. It is expressed 
in the B language as a precondition of modification actions («CEnt i tyAc t ion» Modify). 
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answer +— secure JAedicalRecord SetData(Instance, user, 
PRE 
Instance G MedicalRecord A 
user G USERS A role G ROLES A 
THEN 
IF 
role G roleOfiuser) A 
MedicalRecord SetData G isPermitted[{role}] A 
(user G Doctor => HospitalDoctorRel(user) = 
ra/e ) = 
PatientHospitalRel(PatientMedicalRecordRel(Instance))) 
THEN 
answer := granted 
ELSE 
answer := denied 
END 
END 
Figure 5.9: Operation secure JAedicalRecord SetData 
This annotation is taken into account in the IF statement. Then rule R3 is a predicate 
which conditions the granting of the execution of action MedicalRecord SetData (a setter 
of the data attribute) and which means that the doctor must be employed by the cunent 
hospital of the patient: 
P(user,instance) = 
(user G Doctor => HospitalDoctorRel(user) = 
PatientHospitalRel(PatientMedicalRecordRel(instance))) 
This constraint shows the impact of the functional model on the access control model 
because the hospital in which the patient is admitted and the hospital of the connected 
doctor originate from the functional model. In the tool translating SecureUML models into 
B machines, this kind of annotation is taken into account and inserted with no modification 
in the B operation. This requires that the designer expresses the constraint as B statements. 
In SecureUML these constraints can be modeled using OCL, however there is no tool that 
can validate both static and functional models with such constraints [59]. 
Fig. 5.10 details the operation that check if the action GetData on a medical record 
is granted: secure JAedicalRecord GetData. This operation is another example of the 
translation of the SecureUML model into B. 
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answer 4— secure, 
PRE 
_MedicalRecord_ 
Instance € MedicalRecord A 
_GelDaia(Instance, 
user G USERS A role G ROLES 
THEN 
IF 









user, role) = 
Figure 5.10: Operation secure JAedicalRecord GetData 
5.4.4 Dynamic Access Control Model Translation 
In [64] we have specified translation rules from ASTD to Event-B. However, one goal 
of the Selkis project is to implement an access control filter for information systems. Thus, 
we need the refinement process of the B method that leads to a proved implementation. In 
order to do so, we have adapted translation rules of [64] for B as described in [63]. This 
translation is made in three steps. The first step starts from the root ASTD and goes down to 
the leaves: a variable is created for each ASTD in order to encode its state. The second step 
creates a B operation for each transition label. In this step, a set of constant B functions 
is also created to encode the transitions of all the automata. Each transition label of each 
automaton has its own B transition function. Finally, the third step starts from the leaves 
ASTD and goes up to the root ASTD. It modifies the B operations according to the semantics 
of the type of each nested ASTD. 
Fig. 5.11 presents the B operation for the action Dynamic JAedicalRecord GetData. 
This action is affected by rule R4 described by the ASTD presented in Fig. 5.4. The B 
translation of the ASTD generates several conditions that refer to the cunent state of the IS. 
The first two conditions user E Doctor and role = DoctorRole ensure that the user willing 
to read the medical record is cunently a doctor and is connected with the role DoctorRole. 
The third condition is the translation of the guard on the action of the ASTD as presented 
in Fig. 5.4 ; it ensures that joinHospital(rf,n) was executed, hence the value of the hospital 
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n for the doctor d has been recorded by the system thanks to the StateQchoice function 
associated with the quantified choice operator of ASTD. The next condition 
StateAutomatonJDoctorHospital(user) = dp 
ensures that the doctor did not leave the hospital by checking that the ASTD is still in the 
state dp, i.e. before the execution of leaveHospital(<i,n). Finally, the last condition 
StateAutomaton_dp(user, Instance) = pi 
ensures that the patient was indeed admitted in the hospital after the doctor has joined the 
hospital. StateAutomatonjdp and StateAutomatonJDoctorHospital are partial functions 
used to model respectively the state of the inner automaton and the state of the upper au-
tomaton, in which dp is a place. Complete description of these functions is provided in 
[63]. 
answer «— Dynamic JAedicalRecord 
PRE 
Instance G MedicalRecord A 
user G USERS A 
role G ROLES 
THEN 
GetData(Instance,user,role ) -
LET pp BE pp = PatientMedicalRecordRel (Instance) IN 
IF 
user G Doctor A 
role = DoctorRole A 





answer := granted 
ELSE 




ital(user) = dp A 
= pl 
•=pl\\ 
Figure 5.11: Operation Dynamic JAedicalRecord GetData 
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5.5 Specification of the Access Control Filter 
Once the different kinds of access control rules have been specified, it is necessary to 
define how they are combined and how the final decision of permitting the execution of an 
action by a specific user is calculated. This is the role of the access control filter. We use 
the B refinement process to specify it. First an abstract B model is built and its refinement 
allows the decision algorithm to be described. 
5.5.1 Abstract Access Control Filter Specification 
The abstract filter B machine is built by creating one B operation for each action to se-
cure in the IS plus one for the rollback of the system. The rollback operation (presented in 
Fig. 5.12) is needed in the case where access control grants the execution of one action that 
cannot be executed by the functional part of the system. Hence, dynamic access control 
filter that depends on the state of the IS must be restored to a state where the action has 
not been executed. The other operations describe inputs and outputs for the filter's oper-
ations. An example of these operations is presented in Fig. 5.12 with the filtered version 
of the B operation Filter JAedicalRecord GetData. At this level of specification, we only 
describe the goal of the operation i.e. granting or denying the execution of the action. Sub-
stitution CHOICE is a non-deterministic choice between three substitutions. The algorithm 
that calculates which answer will be returned is detailed in the next step, the refined filter 
specification. 
5.5.2 Refinement of the Access Control Filter 
The abstract access control filter is refined into a more concrete filter that includes static, 
dynamic and functional models. The inclusion of these machines permits the execution of 
operations from them. The refinement of these operations introduces calls to static and 
dynamic access control operations ; if the policy grants the execution, the functional oper-
ation is executed. Fig. 5.13 presents the overall view of the approach, with the graphical 
specifications translated into B machines combined in an access control filter. The top layer 
presents the different models expressed using graphical notations that are then translated 
into B machines. The second part of Fig. 5.13 introduces the abstract access control policy 
specification composed by all the translated B machines. 
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Rollback()= 
PRE 
rollbacklock — locked 
THEN 
rollbacklock := unlocked 
END 
answer, executed, data 
<— Filter JAedicalRecord GetData(Instance 
PRE 
Instance G MedicalRecord A 
user G USERS A 
role G ROLES A 
rollbacklock = unlocked 
THEN 
CHOICE 
answer := granted || executed := ok 
|| data :G THEDATA || rollbacklock := 
OR 
user, ro/e) = 
unlocked 
answer .= granted || executed := notExecuted 
|| data :G THEDATA || rollbacklock := 
OR 
locked 
answer := denied \\ executed :G /ofc, notExecuted} 
|| aafa .G THEDATA 
|| rollbacklock :G {locked, unlocked} 
END 
END 
Figure 5.12: Abstract operations Rollback and Filter JAedicalRecord GetData 
The access control policy designer has to specify the algorithm that computes the an-
swer of his/her policy. We call this feature the decision algorithm. An acceptable decision 
algorithm is to put static and dynamic filters in conjunction. This means that both static 
and dynamic access control policies must grant the execution in order for the filter to grant 
the execution. In our example, we have chosen this solution, but any other combination can 
be specified. We could imagine another way to combine policies for our example: in the 
case of emergency, the dynamic access control policy could be replaced by a new one, more 
permissive, in order to reduce constraints and improve efficiency of medical staff. Fig. 5.14 
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Figure 5.13: Overall view of the access control filter 
is the refinement of operation Filter JAedicalRecord GetData introduced in Fig. 5.12 and 
describes the combining algorithm for static and dynamic policies. 
Rollback is an important part of our filter. Contrary to the static access control spec-
ification that does not evolve when executed, the dynamic access control specification is 
based on a state that must be consistent with the state of the IS. In the case where both 
static and dynamic policies grant the execution and that the execution fails at the functional 
level, we have to restore the state of the dynamic policy to its previous state. We do not 
detail the refinement of the rollback operation, but it consists in calling a B operation of the 
dynamic access control B specification in order to restore it to its previous state. However 
this requires that the previous state was saved into variables before. In order to do so, we 
have defined an operation called saveDynamicState in the dynamic access control that will 
backup state variables before any call to operations. 
Such an access control filter can be implemented using the BPEL language [6] and can 
be included in a service oriented architecture (SOA) environment [19]. When IS are im-
plemented using Web services, like in SOA, security features are often implemented in a 
Policy Enforcement Manager (PEM). A PEM is based on two main parts: the Policy Deci-
sion Point (PDP) and the Policy Enforcement Point (PEP). The PDP takes the decision to 
grant or deny the execution based on several informations such as the policy and combining 
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algorithms. The PEP is the link between the PDP and the functional IS. Our filter perfectly 
conesponds to a PEM since it provides exactly the functionalities of both a PEP and a PDP. 
5.5.3 Verification and Validation Purpose 
The various graphical diagrams are dedicated to a better understanding of several as-
pects of an information system and their conesponding formal models support a rigorous 
reasoning about these aspects. For our case study, we proved the machines and the refine-
ment using Atelier-B prover. Validation can be performed by animating the model. This 
consists of playing several scenarios with the ProB [55] tool: 
Normal scenario 
- A secretary S of a hospital H creates a patient P, admits him in the hospital and 
associates to him an empty medical record; 
- A doctor D joins the hospital H; 
- The doctor D modifies attribute data of the medical record of P and validates it; 
- The patient P leaves the hospital H. 
Attack scenarios 
- A secretary trying to validate a medical record; 
- A doctor trying to modify a medical record of a patient who belongs to another 
hospital; 
- A patient who leaves a hospital with a medical record which is not validated. 
It is also possible to verify properties against the whole system, i.e. the combination 
of the filter, the access control machines and the functional machine. We can verify that 
temporal properties hold using model checkers such as ProB [55] or using the proof-based 
verification approach developed by Mammar et al. in [61] and Frappier et al. in [25]. 
For instance, we could verify that rule R5 is conectly enforced by checking that the CTL 
property 




holds against the specification of the filter. Indeed, the predicate 
-i MedicalRecord JsValid(i) 
means that i, an instance of the MedicalRecord class, has been modified but not yet vali-
dated. Informally, this property means that if an instance of the MedicalRecord class has 
been modified but not yet validated (predicate -< MedicalRecordJsValid(i)) it is always 
possible to validate it. In other words, since we want to ensure that after one or more mod-
ifications, the medical record will be validated, then we want to check that on all execution 
paths we can always find a path that eventually leads to a state where the precondition of 
the B operation MedicalRecord_Validate(i) holds. 
5.6 Conclusion 
In our work, we apply a combination of formal and graphical techniques in order to 
propose a technique covering all aspects of access control policies in the context of infor-
mation systems. Our methodology starts by various kinds of graphical models and pro-
duces a complete formal B specification. We use UML class diagrams to model structural 
functional models, SecureUML to express static access control rules and ASTD to repre-
sent history-based rules. In order to remedy to the lack of tools for verifying or analyzing 
(formally) these diagrams we translate them into B. Our work is then intended to formal-
ize access control policies in order to reason on the derived formal specifications using 
associated tools: AtelierB prover and ProB model checker and animator [55, 56]. Another 
contribution of our approach is that it becomes possible to design information systems as a 
whole using graphical views for its functional and access control aspects, and then generate 
a complete formal specification for the whole system. 
Works on OrBAC [22] propose procedures to analyze security policies, however they 
do not take into account functional models. Links between access control rules and the 
functional specification cannot be formally checked. This is done rather in the implemen-
tation or deployment steps. In [57], authors have conducted an in-depth analysis of the 
literature on research works that combine graphical and formal methods for designing IS, 
including both functional and access control purposes. To our knowledge, the closest work 
171 
5.6. CONCLUSION 
to ours is presented in [88], where functional and security models are merged into a single 
UML model which is translated into Alloy. However, the access control rules described in 
[88] are mainly of static nature. Moreover Alloy proposes verification techniques based on 
model-checking whereas B also provides a theorem prover. 
We are cunently working on the tool implementing the translation of ASTD into B. 
Further work includes the evaluation of our approach on case studies of the Selkis Project. 
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answer, executed, data 
«— Filter JAedicalRecord GetData(Instance, user, role) = PRE 
Instance G MedicalRecord A 
user G USERS A 
role G ROLES A 
rollbacklock — unlocked 
THEN 
VAR static, dynamic, functional, return IN 
static <— 
secure JAedicalRecord GetData(Instance, user, role) ; 
IF static = granted 
THEN 
dynamic <— 
dynamic JAedicalRecord GetData( Instance, user, role) ; 
IF dynamic — denied 
THEN 
answer :— denied ; executed := notExecuted ; 
data :G THEDATA 
ELSE 
functional, return 
<— MedicalRecord GetData(Instance) ; 
IFfunctional — ok 
THEN 
answer :— granted ; executed := ok ; data :— return 
ELSE 
rollbacklock := locked ; 
answer :— granted ; executed := notExecuted ; 
data :G THEDATA 
ELSE 
answer := denied ; executed := notExecuted ; 
data :G THEDATA 
END 
END 
Figure 5.14: Refinement of Filter JAedicalRecord GetData 
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Chapitre 6 
Un méta-modèle B pour l'expression de 
politiques de contrôle d'accès 
174 
^ 
[65] Ph.D. étape 6 - Et soudain, après des mois d'efforts, la frontière est repoussée. Un Ph.D. c'est 
cette boursouflure sur le bord des connaissances humaines. 
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Traduction 
FIGURE 6.1 - Méta-modèle Bs 
Dans ce chapitre, nous nous intéressons à la définition d'un méta-modèle étendant le 
méta-modèle B permettant de définir un filtre de contrôle d'accès, comme indiqué à l'étape 
6 de la Figure 6.1. Cet article doit être considéré comme venant en complément de celui 
présenté dans le chapitre 5. Il décrit un méta-modèle permettant de définir les concepts im-




La vérification et la validation d'une politique de contrôle d'accès pour un 
système d'information est une tâche difficile mais nécessaire. Afin de tirer avan-
tage des caractéristiques formelles et des outils de la méthode B, nous introdui-
sons dans cet article un méta-modèle de modélisation B pour les politiques de 
contrôle d'accès. Ce méta-modèle est une base nécessaire pour le développe-
ment d'un prototype formel d'un filtre de contrôle d'accès combiné au système 
d'information, afin de vérifier et valider une politique avant son implementation. 
Commentaires 
Ma contribution au sein de cet article comprend le développement du 
méta-modèle combinant SecureUML et ASTD pour l'expression de po-
litiques de contrôle d'accès ; ainsi que de la rédaction majoritaire du 
texte. Une première version de cet article a été soumise et acceptée à 
la quatrième édition du workshop international Foundations & Prac-
tice of Security (FPS 2011) ayant eu lieu à Paris en France du 12 au 
13 mai 2011. Nous présentons ici une version étendue qui fait l'objet 
d'une publication dans la série Lecture Notes of Computer Sciences de 
Springer dans le volume 6888. 
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Abstract Verification and validation of access-control policies for information systems 
is a difficult yet necessary task. In order to take advantage of the formal properties and 
tools of the B method, we introduce in this paper a metamodel of the B modeling of access 
control policies. This metamodel leads to the development of a formal prototype of an ac-
cess control filter combined to the system. It allows verification and validation of policies 
before implementation. 
Keywords Metamodel, access control, IS, formal method, MDA, B l 
6.1 Introduction 
In the context of information systems (IS), we advocate the use of formal methods in 
order to prevent unexpected behavior and produce a software conect by design. Follow-
ing this approach, we have proposed a way to specify the functional part of an IS and to 
systematically implement it using the APIS platform [31]. We now focus on the specifi-
cation of access-control (AC) policies, i.e. the expression of rules describing if an action 
can be executed in the system given a context. We think that separating AC policies from 
the functional core of a system fosters maintainability and reduces the complexity of future 
modifications. 




However, expressing AC rules is not a trivial task. Several languages and notations have 
been proposed, each one with its strengths and weaknesses. Our approach encompasses 
two steps to specify AC rules. The first one consists in expressing AC rules with UML-
like graphical notations, thus they can be understood and validated by stakeholders. Then 
these graphical notations are translated into formal notations in order to be verified and 
animated [68]. 
6.1.1 Combining Static and Dynamic rules 
AC rules can be characterized by several criteria. For instance, they can be either static 
or dynamic. According to Neumann and Strembeck in [71], dynamic rules are defined as 
rules that can only be evaluated at execution time according to the context of execution. 
Static rules are defined as invariants on the state of a system. For example a static rule 
would grant the execution of action a by user u at any time, whereas a dynamic rule would 
grant the execution of action a by user u only if action b was not executed by u before. 
In order to be evaluated, such dynamic rules require an history of previously executed 
actions, which can be represented in either the IS state or the policy enforcement manager 
state. They define allowed or forbidden workflows of actions in a system. We have chosen 
two notations: Secure-UML and ASTD in order to model AC policies [68]. 
6.1.2 A Formal Notation for AC rules 
The B notation, developed by Abrial [3], is an abstract machine notation based on set 
theory and first order logic. It involves a development approach based on refinements of 
models called machines. The initial machine is the most abstract model of the system. 
Each subsequent refinement step introduces more concrete elements into the model until 
a final refinement produces an implementation, i.e. a machine that can be implemented 
using a programing language such as C. Each machine is composed of static and dynamic 
parts. The static part refers to constants and invariants, i.e. properties of the machine. The 
dynamic part refers to variables and operations that modify variables of the machine. 
We would like to take advantage of verification and validation tools associated with the 
B method such as ProB [55], an animator and model checker for B specifications. For that 
reason, we have chosen to use B to express AC policies. 
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In order to express dynamic rules in a platform-independent model (PIM), we used 
the ASTD notation [32], an extension of Harel's Statecharts using process algebra oper-
ators. This notation offers an automata-like representation of workflows which can be 
combined using sequence, guard, choice, Kleene closure, interleave, synchronization and 
quantifications over choice and interleave. It also provides a graphical representation of 
dynamic rules. For static rules, we use a SecureUML-based notation [57]. We then trans-
late both ASTD specifications [64] and SecureUML diagrams into B machines (named Dy-
namic JFilter and Static JFilter respectively in the following sections). The final step of our 
work is to build an AC filter implemented using the BPEL notation [23]. We want to use 
the refinement approach of B to obtain the implemented filter. In order to do so, we have to 
identify the concepts required in the implementation and to extend the B metamodel with 
these new types for AC modeling. We then provide refinement rules between the new types 
and their implementation. 
6.2 A Proposal for AC Modeling using B 
Our proposed metamodel is an extension of the B metamodel [46] with AC aspects. It 
describes an AC engine that is able to grant or deny the execution of an action of the IS 
according to an AC policy. If certain conditions are met then the action is executed. If one 
of the conditions does not hold, then it denies the execution. Conditions, i.e. AC rules, can 
refer to security parameters (such as user, role, organization, ... ) or functional (business) 
parameters. 
Our goal is the refinement to several platform-specific models (PSMs). In order to do 
so, we have to specify concepts such as rules or policies that are not explicitly specified 
in the original B metamodel. In our PIM metamodel, we specialize classes from the B 
Metamodel into new ones that conespond to concepts used for defining AC policies. This 
helps the refinement process by linking a concept of the abstract level to a concept of a 
more concrete level. The metamodel also combines the static and dynamic parts of the 
specification of an AC policy. Since the metamodel is composed of many classes and is 
quite large, we will describe it here in a fragmented way. 
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6.2.1 Combinaison of B Machines 
Fig. 6.2 presents the part of the metamodel that describes machines and operations used 
to model a complete AC engine. We will detail in the following sections this part of the 
metamodel from top to bottom. The first line is composed of B machines as denoted by the 
generalization link between classes. The AC engine is composed of at least four machines. 
Each one plays a role in the process of granting or denying the execution. The four kinds 
of machines composing an engine are the following: 
1. The functional machine is the core of the IS. It describes how the system evolves over 
time and how attributes and classes of the system are modified by the execution of an 
action. The functional model of the system can also introduce ordering constraints 
on the actions to be executed. 
2. Several static filters can be included in the engine. Each one of them describes a 
static policy, i.e. a set of static AC rules. Such rules are expressed in an RBAC-like 
(Role based access-control) notation. For example, there may be one static filter for 
authorization and one for prohibition. 
3. Several dynamic filters can be included in the engine. Each one of them describes a 
dynamic policy, i.e. a set of dynamic AC rules that can grant or deny an execution 
according to the state of the IS, or the state of the dynamic policy itself. All dynamic 
filters may not be needed at all time. One of the dynamic filters can be activated, for 
example, in emergency situations only. 
4. The AC filter is the main part (controller) of the engine. It is in charge of asking each 
machine if the action can be executed according to several parameters. It includes 
all the other machines so it can call their operations. Then it combines the answers it 
received in order to decide if the action is granted or not. According to the context, it 
can decide to ignore the decisions made by the static filters and the dynamic filters, 
for instance in the case of emergencies in an hospital. 
Our metamodel also takes into account operations of these B machines. To illustrate 
them, we use a case study of an hospital. We consider an action of the functional part of 
the system, called Adm\ss\on( Patient), that denotes the admission of a patient in one of 
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6.2. A PROPOSAL FOR AC MODELING USING B 
1. The functional operation Admission(Patient) is in the functional machine. It is an 
example of a Functional_Action. It specifies all the modifications that the execution 
of the action performs on all the entities of the IS and their attributes. It can also 
describe conditions in order for the action to be executed, for example the patient 
must have paid his medical bills before being admitted. 
2. The static operation Static_Admission(/>ar7en/, c/ser) is in the static machine. It is 
an example of a Static_Action. It will return granted or denied according to the static 
policy. Note that in our example a security parameter User was added, compared to 
Admission(Patient). This addition can be used to check that the user is a doctor and 
not a nurse for instance. 
3. The dynamic operation Dynamic J\dm\ss\on( Patient, User) is in the dynamic ma-
chine. It is an example of a Dynamic_Action. It will return granted or denied accord-
ing to the dynamic policy. The security parameter User can be useful if we want to 
check that the user of the IS (that should be a doctor, according to the static policy) 
is a doctor in the same hospital as the patient. 
4. Finally, the operation ACJ\dm\ss\on(Patient, User) is in the AC filter machine. It 
is an example of an AC_Action. It calls all static and dynamic operations described 
above and computes whether or not to execute the action Admission( fta/enf ) of the 
functional machine. In our example, the algorithm can take into account emergency 
situations and the filter will bypass the static policy if, for instance, an emergency is 
declared. 
We also need another operation called rollback( ) that is part of the AC filter machine. 
This operation may be required in specific cases. For instance, if an action was granted 
to be executed by all static and dynamic machines but the execution fails in the functional 
machine, the rollback operation must be called. Indeed, the dynamic policy state is mod-
ified when the answer granted is given. In the event of the failure of the execution in the 
functional machine, the previous state of the dynamic policy must be restored. This is the 
role of operation rollback. 
Operation parameters are either security parameters or functional parameters. Secu-
rity parameters refers to user, their role and any other non-functional related information, 
whereas functional parameters are parameters of the actions of the IS. All operations from 
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Figure 6.3: Details of the static machine of the metamodel for AC modeling in B 
static and dynamic machines return granted or denied as represented by the is_granted 
class and functional operations return success or failure. 
6.2.2 The Static Filter 
The static filter machine defines a static AC policy that will be enforced on the system. 
In our example, we have chosen an RBAC-like policy. Each rule of such policy can be 
expressed as a permission or a prohibition. A rule is a combination of instances of role 
and action classes. For instance, in an hospital, we can give the permission to any user 
connected as a doctor to perform action Admission(Patient). 
In Fig. 6.3 the class RuleJDefinition defines either a permission to perform an action 
or a prohibition. Such a definition is then linked to a role by the class Rule_Assignment. 
The combination of both is called Static Jtule and can be used in one or more B operations 
(Static _Action). The set of all Static_Action define the StaticJPolicy of the Static JFilter 
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Figure 6.4: Details of the dynamic machine of the metamodel for AC modeling in B 
machine. The Static JFilter includes the machine UserAssignments that defines a role hier-
archy and the the roles that a user can play. 
6.2.3 The Dynamic Filter 
The dynamic filter machine defines a dynamic AC policy that will be enforced on the 
system. Such policies can be defined using the ASTD notation. When describing an ASTD, 
there are several parts to take into account. An ASTD is composed of a topology and a 
state. The topology refers to the structure of the ASTD. It is unaffected by the execution of 
actions. On the contrary, the state of the ASTD evolves each time an action is executed. 
In order to model a workflow using the B formalism, we must encode the topology 
and the state. We do so in our metamodel as depicted by Fig. 6.4. The state of the 
workflow (DynamicJitate) is stored into several variables called State JVariable. The Dy-
namic JPolicy is composed of several Dynamic_Actions encoding the topology of the work-
flow into DynamicJRules. Each rule is composed of B preconditions that can test the value 





We have defined a metamodel allowing to use the B notation to model access-control 
policies to be enforced upon an information system. Such B model can be used in order 
to validate the policy and perform verification and proof of properties, improving the trust-
worthiness and security of such information systems. In order to validate our approach we 
have implemented our metamodel using a medical IS case study [68]. 
The ORKA project [14] proposed a framework to compare the features of AC method-
ologies. Each method is based on at least one notation that is very good at expressing one 
type of rule (i.e. static rules for *RBAC, dynamic rules for ASTD, etc.). But expressing 
other types of rules may be difficult (as for static rules with ASTD) or requires the coding 
of a context introducing state variables. Our approach solves this problem by providing 
adapted languages for each rules. The combining of all parts of the policy into one single 
formal model also helps to validate the entire specification. The ORKA project evaluates 
methods according to criteria such as formalism of the notation, availability of verification 
and validation tools, availability of a graphical notation for the policy and the possibility 
to express constraints. Our approach was developed in order to have all these features 
available. 
We are cunently working on the next step, i.e. translating a model using the refinement 
mechanisms of B. This will ensure that a conect implementation of AC policies is provided 
and improve reliability on such a critical part of the system. We are also working on tools 
for the translation steps of our approach. 
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Chapitre 7 
Une stratégie de raffinement pour 
l'implémentation de politiques de 
contrôle d'accès 
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[65] Ph.D. étape 7 - Pour nous, ce Ph.D. c'est tout une affaire ! Le monde semble complètement 
différent. 
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FIGURE 7.1 - Raffinement guidé vers l'implémentation 
Dans le chapitre 5 nous avons introduit un modèle formel de filtre de contrôle d'accès 
que nous avons ensuite détaillé dans le chapitre 6 en définissant un méta-modèle MMBsec, 
extension du méta-modèle B pour identifier les concepts B conespondant à un filtre de 
contrôle d'accès. Dans ce chapitre, nous nous intéressons à la définition d'une stratégie 
de raffinement B permettant d'obtenir l'implémentation B d'un filtre de contrôle d'accès. 




Dans le cadre du projet Selkis, plusieurs implementations d'un filtre de contrôle d'accès 
sur des architectures différentes ont été développées. Afin de préciser les concepts néces-
saires à la définition d'une implementation d'un filtre de contrôle d'accès, un méta-modèle 
appelé MMimp a été défini [20]. Il décrit l'architecture d'un filtre de contrôle d'accès dans 
le cadre d'une architecture orientée services (SOA). Ce méta-modèle a été développé par 
Michel Embe Jiague et al. en collaboration avec les partenaires industriels du projet Selkis. 
L'objectif de ce chapitre est de définir une stratégie de raffinement B du filtre de contrôle 
d'accès afin d'obtenir une implementation qui raffine la spécification abstraite de la po-
litique de contrôle d'accès et qui respecte MMimp. Cette implementation B peut ensuite 
être traduite dans une implementation du filtre de sécurité respectant l'architecture désirée. 
Nous avons choisi de traduire cette implementation en BPEL pour pouvoir la comparer 
à celle de Embe Jiague [19] qui est également réalisée en utilisant BPEL dans une ar-
chitecture SOA. Cette dernière implementation est obtenue par la traduction directe de la 
spécification ASTD en BPEL, sans passer par B. 
Dans la section 7.2, nous étudions le méta-modèle d'implementation AfM,mp proposé 
par Embe Jiague et al. et ses liens avec le méta-modèle MMBsec décrit dans le chapitre 
précédent. Nous définissons une stratégie de raffinement qui permet de se conformer à ce 
méta-modèle dans la section 7.3. Enfin, dans la section 7.4, nous proposons les grandes 
lignes d'une traduction de l'implémentation B en BPEL. 
Dans la suite de ce chapitre, nous nous intéressons à l'implémentation B de la machine 
ACJilter ainsi que l'implémentation des autres machines qu'elle inclut, telles que définies 
dans le chapitre 5 à la Figure 5.13. Ces implementations B s'obtiennent par raffinement 
des machines, en levant le caractère non déterministe des substitutions utilisées ainsi qu'en 
procédant à un raffinement des structures de données. Les machines à raffiner sont : 
1. Le filtre de contrôle d'accès : la machine AC filter Specification dans la Figure 5.13, 
ACJilter dans MMBS?C 
1. La machine décrivant les aspects fonctionnels : Functional JAodel dans la Figure 5.13 
et dans MMBsec 
3. La machine décrivant la politique statique, issue de la traduction de la spécification 
SecureUML : Static AC Rules dans la Figure 5.13, Static Jilter dans MMBsec 
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4. La machine décrivant la politique dynamique, issue de la traduction de la spécifica-
tion ASTD : Dynamic AC Rules dans la Figure 5.13, Dynamic Jilter dans MMBsec 
Pour l'implémentation de la machine décrivant les aspects fonctionnels, nous pouvons 
utiliser le processus couvert par les travaux de Mammar et al. [69]. Les auteurs proposent 
la génération de transactions SQL et le code Java associé pour les spécifications B des ap-
plications bases de données. Le raffinement et l'implémentation de la machine décrivant la 
politique statique n'entrent pas dans le cadre de cette thèse. Il est cependant possible d'uti-
liser, en les adaptant, les travaux présentés dans [10] où l'auteur détaille l'implémentation 
B de politiques de contrôle d'accès de type RBAC et définit des obligations de preuves 
permettant de garantir que l'implémentation respecte bien la spécification de la politique 
de contrôle d'accès. Dans la suite de cette section, nous nous intéressons donc à l'implé-
mentation du filtre de contrôle d'accès et à l'implémentation de la machine B décrivant le 
comportement dynamique de la politique issue de la traduction des ASTD en B. 
7.2 MMimp : Un méta-modèle d'implementation de poli-
tiques de contrôle d'accès 
Dans [20], un méta-modèle MMimp pour un PEM (Policy Enforcement Manager) gé-
rant le contrôle d'accès dans une architecture SOA a été présenté. Ce méta-modèle défi-
nit les composants requis pour le PEM. Les auteurs donnent également les diagrammes 
de séquence décrivant le comportement du PEM. La Figure 7.2 décrit l'ordonnancement 
des actions sur chaque élément du filtre de contrôle d'accès avant l'appel du service, Le. 
l'aspect fonctionnel du système. Dans ce diagramme de séquence, plusieurs acteurs sont 
mentionnés. Un utilisateur authentifié ( .AutenticatedUser) envoie une requête notée E(bp) 
comprenant des paramètres métiers, notés bp. Un intercepteur ( -.Interceptor) récupère cette 
requête avant sa transmission au service concerné, la complète en ajoutant les paramètres 
de sécurité (acp) et envoie une nouvelle requête (E(acp,bp)) au PEP (Policy Enforcement 
Point noté :PEP dans le diagramme). Le PEP effectue alors une requête d'autorisation no-
tée AR(E,acp, bp) pour l'action E et ses paramètres bp ainsi que les paramètres de sécurité 
acp auprès du PDP principal ( .rootPDP). Une fois la réponse du PDP connue par le PEP, 
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FIGURE 7.2 - Diagramme de séquence : exécution de l'action E{bp) par l'utilisateur 
il transmet la requête initiale de l'utilisateur au service si le PDP l'autorise. Il indique à 
l'utilisateur que sa requête est refusée si le PDP n'a pas autorisé l'exécution. 
Dans le cadre des machines B modélisant un filtre de contrôle d'accès, Y Interceptor, le 
PEP et root :PDP conespondent à la machine B ACJilter. En effet, cette machine reçoit la 
requête de l'utilisateur E(bp), lui ajoute les paramètres de sécurité et va consulter le filtre 
qui retourne alors la réponse de la politique. Si l'accès est autorisé, la machine transmet 
la requête E(bp) de l'utilisateur à la machine fonctionnelle (Service dans le diagramme de 
séquence) qui lui retourne sa réponse. Si l'accès est refusé, l'utilisateur est notifié. 
Le diagramme de séquence présenté dans la Figure 7.3 détaille le processus de dé-
cision conduit par le PDP. Lorsque le PDP principal reçoit une requête d'autorisation 
AR(E,acp,bp), il la transmet à un des PDP esclaves (slave :PDP). Ces PDP sont facul-
tatifs, ils peuvent être utilisés lorsque la politique peut changer en fonction du contexte. 
Les PDP esclaves sont utiles par exemple quand dans un hôpital en situation d'urgence 
les contraintes de la politique de contrôle d'accès sont temporairement levées. Un PDP es-
clave permissif est alors mis en place, et se substitue au PDP esclave habituel. Cet exemple 
n'est évidement pas restrictif, et nous pouvons imaginer d'autres utilisations pour ces mul-
tiples PDP esclaves. Le PDP esclave qui a reçu la requête d'autorisation consulte alors 
l'ensemble des filtres. Leurs réponses sont combinées et envoyées au moteur de décision 
( -.DecisionEngine) qui répond à la requête d'autorisation positivement si la politique auto-
rise l'exécution de E(bp) dans le contexte de sécurité acp. 
Dans le cadre des machines B modélisant un filtre de contrôle d'accès, il n'y a qu'un 
slave :PDP chargé de consulter les différents filtres (les machines Dynamic Jilter et Sta-
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FIGURE 7.3 - Diagramme de séquence : prise de décision en consultant les filtres 
ticjilter) et combiner leur réponse avant de déclarer si la politique autorise ou non l'exécu-
tion. Ce rôle est confié à la machine B ACJilter. Cette machine est également le moteur de 
décision puisque dans chacune des opérations B, une substitution IF décrit l'algorithme de 
calcul de la décision de la politique de contrôle d'accès pour une des actions du système en 
fonction des valeurs de retour des opérations des machines Dynamic Jilter et StaticJilter. 
La Figure 7.4 fait le lien entre le diagramme de classes décrivant le filtre dynamique du 
méta-modèle MMmp et les classes issues du méta-modèle MMBsec présenté à la Figure 6.4. 
Les pointillés rapprochent les classes exprimant des concepts similaires. Ainsi, le filtre du 
méta-modèle MMimp (noté filter dans le diagramme dynAC) conespond à notre machine 
Dynamic JFilter. La politique dynamique (Policy) conespond à l'ensemble des opérations 
B (Dynamic_Action) de la machine Dynamic JFilter. Enfin, une règle (Rule), conespond à 
une substitution B (Dynamic_Rule) d'une opération B (Dynamic_Action). 
La Figure 7.5 résume les liens entre les classes AC JFilter et Dynamic JFilter du méta-
modèle MMBsec présenté à la Figure 6.2 et les acteurs des diagrammes de séquence de 
Embe Jiague et al.. Un rapprochement entre les concepts décrits est modélisé par l'utilisa-
tion de pointillés. Ainsi, la machine B AC JFilter du MMBsec conespond à la fois au Mas-
terPDP, au SlavePDP ainsi qu'au DecisionEngine du diagramme de séquence. Le filtre 
dynamique conespond à un filtre dans le diagramme de séquence. 
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FIGURE 7.4 - Rapprochement du méta-modèle MMimp et du méta-modèle MMBsec '• partie dyna-
mique 








FIGURE 7.5 - Rapprochement des acteurs du diagramme de séquence de Embe Jiague et al. et du 
méta-modèle MMBsec 
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7.3 Raffinement du filtre de contrôle d'accès 
Les contraintes sur les structures de données et sur les substitutions dans une imple-
mentation B sont définies. Certaines substitutions sont interdites dans les implementations 
comme par exemple les substitutions PRE ou SELECT. Concernant les structures de don-
nées typant les constantes, ensembles et variables, celles-ci doivent être implémentables, 
c'est-à-dire pouvoir être traduites en structures de données utilisables dans un langage de 
programmation impératif tel que C. Ainsi les ensembles abstraits doivent être représentés 
par de nouveaux ensembles comme par exemple des ensembles d'entiers. Les variables re-
présentant un sous-ensemble d'un ensemble B sont modélisées par un tableau indicé par 
des entiers et contenant un booléen. Par exemple, soit E un ensemble abstrait contenant 
six éléments implémenté par l'ensemble 0..5, et soit v une variable abstraite typée comme 
étant un sous-ensemble de E. L'implémentation de v est une variable de type tableau, de 
taille 6, et contenant true dans les cases conespondant aux éléments abstraits de E qui sont 
élément de v. D'une manière similaire, seules les fonctions totales B dont l'ensemble de 
départ est implémentable peuvent être représentées par des tableaux. Il faut donc compléter 
les fonctions abstraites utilisées afin de les rendre implémentables. 
7.3.1 Implementation du filtre de contrôle d'accès : AC JFilter 
La machine B modélisant un filtre de contrôle d'accès définie dans le chapitre 5 utilise 
des substitutions déterministes à une exception près. Dans le cadre d'un refus de l'exécution 
par la politique de contrôle d'accès, une valeur quelconque est retournée comme résultat de 
l'action MedicalRecord GetData. Cette substitution est notée data :E THEDATA dans 
la Figure 5.14. Les autres substitutions utilisées à savoir IF, VAR, séquencement (;) et 
appels d'opérations conviennent pour une implementation telle que décrite dans [3]. Lors 
du raffinement, il est alors nécessaire d'attribuer une valeur par défaut à la variable de retour 
data qui est choisie de manière déterministe. Par exemple, si l'ensemble THEDATA est 
constitué de chaînes de caractères de taille bornée, la chaîne vide pounait convenir comme 
valeur de retour en cas de refus de l'exécution de l'action MedicalRecord GetData par le 
filtre de contrôle d'accès. 
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FIGURE 7.6 - Exemple d'ASTD de type automate 
7.3.2 Implementation du filtre dynamique : Dynamic JFilter 
Nous allons maintenant étudier le raffinement des structures de données et des opéra-
tions générées par la traduction en B des ASTD et présentées dans le chapitre 4. 
Les ensembles de places Les ensembles de places sont codés en utilisant les entiers 
naturels pour représenter chaque place. Ainsi l'ensemble NAME codant l'ensemble des 
noms des ASTD est représenté par l'ensemble 1..card(NAME). Chaque élément de NAME 
devient donc un entier naturel de L.card(NAME). L'ensemble AutState_a C NAME co-
dant l'ensemble des noms des places de I'ASTD a est représenté par une fonction totale de 
l..card(NAME) dans les booléens. Chaque image d'un entier conespondra au booléen qui 
indique si l'élément appartient hAutState_a. 
Si nous prenons comme exemple l'ASTD de la Figure 7.6, l'ensemble NAME de la tra-
duction en B de cet ASTD est NAME = {E0,EIF0,E1F0,FI}. Dans l'implémentation, cet 
ensemble devient l'ensemble 1 ..4 et chaque entier est associé à un état abstrait par exemple 
£0 H> 1, EIFO t-+ 2, £2F0 H+ 3, FI H» 4. Enfin, dans notre cas AutStateJ} = NAME. 
Ainsi, l'implémentation de AutStatejG est une fonction totale de 1 ..4 dans l'ensemble des 
booléens telle que chaque entier est associé à true. 
Les ensembles spécifiques aux types ASTD Certains ASTD ont besoin d'ensembles spé-
cifiques qui servent à coder l'état de chaque type d'ASTD. Ils ont été définis dans le cha-
pitre 4 à la section 4.3. Nous détaillons leur implementation dans la Table 7.1. Ce tableau 
présente pour chaque type d'ASTD l'ensemble B utilisé pour la modélisation de son état. 
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left S H-). 1 
started *-¥ true 
chosen H> true 
executed \-t true 
called i-> true 
snd »-> 2 
rightS H-» 2 
notstarted i-» false 
notchosen H» /a/se 
notexecuted r-y false 
notcalled ^ false 
none i-> 0 
TABLE 7.1 - Implementation des ensembles spécifiques aux types d'ASTD 
Puis la représentation de chaque élément de l'ensemble abstrait est donnée. Par exemple, 
l'ensemble SEQUENCE utilisé pour coder l'état d'un ASTD de type séquence est repré-
senté en utilisant l'ensemble 1..2, 1 conespond à l'implémentation de l'état fst et 2 celle 
de snd. 
Les ensembles de quantification Concernant les ensembles de quantification, chaque 
élément de l'ensemble est associé à un entier, par exemple l'ensemble de quantification T 
est représenté par l..card(T). 
Les fonctions de transition Les fonctions de transition sont modélisées par des fonc-
tions totales retournant un booléen. Les entrées de la fonction sont l'état d'origine et l'état 
de destination. Le booléen indique si la transition est définie ou non. Si nous appliquons 
l'implémentation sur l'exemple présenté en Figure 7.6, voici la traduction B des fonc-
tions de transitions de l'automate : t_G_a = {£0 >-» FIFO}, t_G_b = {£0 •-> £2F0} , 
t_G_c = {FIFO i-> F I , F2F0 (->• F I } . L'implémentation de ces fonctions de transition 
est la représentation sous forme de tableau de fonctions totales suivantes, compte tenu de 
l'implémentation des places des automates définie précédemment : 
t_G_aJmp = Ax,y . (x E 1..4, y E 1..4 | bool(x^yE {1 •-> 2})) 
197 
7.3. RAFFINEMENT DU FILTRE DE CONTRÔLE D'ACCÈS 
Cette fonction retourne true lorsque le couple ( 1 i—> 2) est passé en argument, false sinon. 
tjGJJmp = Xx,y . (xE 1..4, y E 1..4 | bool(xt-ïyE {1 >-> 3})) 
tjGjcJmp = X x,y . (x E 1..4, y E 1..4 | bool(xr->y E {2 H-» 4, 3 >-»4})) 
Opérations 
Pour chaque type de substitution utilisé dans la traduction, nous présentons leur raffi-
nement. Ce raffinement n'est présenté que quand la substitution n'est pas une substitution 
d'implementation. Les substitutions de type IF et les affectations (notées :=) sont utili-
sables directement dans une implementation. 
PRE C THEN S Une substitution précondition n'est pas autorisée dans l'implémenta-
tion. Lors du raffinement des machines B, les préconditions doivent être levées. 
SI || S2 Dans la traduction des ASTD en B, les ensembles de variables utilisées par SI 
et 52 sont disjoints. Donc dans notre cas, une substitution simultanée est implémentée en 
substitution de type séquence. Deux raffinements sont possibles, selon l'ordre que l'on veut 
appliquer. Le premier opérande en premier ou en second. Nous choisissons d'appliquer la 
première substitution en premier. Ainsi 51 || 52 devient 51 ; 52. 
SELECT Une substitution sélection s'écrit : 
SELECT Cl THEN 51 
WHEN C2 THEN 52 
WHEN Cn THEN Sn END 
Elle est raffinée en substitution de type CASE si l'ensemble des Cl ...Cn sont disjoints. 
Dans le cas contraire, deux conditions au moins peuvent être vraies simultanément. À l'im-
plémentation, il faut donc choisir d'appliquer une des substitutions conespondant à une 
des conditions qui sont vraies. Nous proposons implémenter une substitution SELECT en 
enchaînant des substitutions IF THEN ELSIF. Ainsi SELECT Cl THEN SI WHEN C2 
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FIGURE 7.7 - Un ASTD de type synchronisation quantifiée 
THEN S2 END devient IF Cl THEN SI ELSIF C2 THEN S2 END. Si plusieurs condi-
tions du SELECT sont vraies simultanément, alors seule la substitution conespondant à 
la première condition vérifiée sera exécutée. Le choix de la substitution à exécuter peut 
également être laissé au concepteur. 
ANY x WHERE P IN S Nous savons que la substitution ANY n'est utilisée que dans 
la traduction des synchronisations quantifiées. Dans notre cas, P est un prédicat de typage 
de x (de la forme x E T_synch) en conjonction éventuellement avec une condition sur la 
valeur de x. De plus, nous avons raffiné les ensembles de quantification en des ensembles 
d'entiers. Nous pouvons donc itérer sur l'ensemble T_synch des valeurs possibles de la 
variable quantifiée x. Une substitution de type choix non borné est alors dans notre cas 
implémentée par une substitution de type boucle. Nous itérons ainsi sur les éléments de 
l'ensemble des valeurs possibles de la variable de la quantification et dès que l'on trouve 
un élément satisfaisant P, on applique S pour cette valeur. Cette substitution utilise donc un 
variant qui contient la taille de l'ensemble restant à parcourir. 
Exemple d'implementation 
La Figure 7.7 présente un ASTD de type synchronisation quantifiée composé d'un ASTD 
de type automate. Les trois cas détaillés dans la subsection 4.3.8 sont présents. L'événement 
el(x) représente un événement non synchronisé dont la variable de quantification apparaît 
dans les paramètres. L'événement el est un événement synchronisé. L'événement e3 est un 
événement non synchronisé qui n'utilise pas la variable de quantification. La traduction en 
B de l'événement e3 de I'ASTD présenté dans la Figure 7.7 contient donc une substitution 
ANY. La traduction complète de l'ASTD est disponible dans la subsection 4.3.8. 
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SETS 
AutState_aut = {si, s2, s3, s4} ; 
T_synch = {aa, bb, ce} 
/* l'usage de termes B comportant un seul caractère n'est 
pas autorisé par Atelier B. Ainsi 'aa' représente 'a'.*/ 
INVARIANT 




3 vv.( vv e T_synch A State_aut(vv) 6 dom ( t_aut_e3 )) 
THEN 
ANY vv WHERE vv € T_synch A State_aut(vv) € dom ( t_aut_e3 ) THEN 
State_aut(vv) :- t_aut_e3 C State_aut(vv) ) 
END 
END 
L'événement e3 est implémenté de la manière suivante : 
CONSTANTS 
C_AutState_aut = S..3 ; 
C_T_synch = 8..2 
OPERATION 
e3 = 
VAR compteur IN 
compteur := S ; 
WHILE (compteur < 3 ) 
DO 
IF C_State_aut(compteur) e dom ( C_t_aut_e3 ) 
THEN 
C_State_aut(compteur) := C_t_aut_e3 ( C_State_aut(compteur) ) ; 
compteur := 3 
ELSE 
compteur :~ compteur + 1 
END 
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INVARIANT 
compteur : ®..3 
VARIANT 
3 - (compteur) 
END 
END 
Nous avons implémenté l'ensemble de quantification T_synch = {aa,bb,cc} par l'en-
semble CJT_synch = 0..2. La valeur 0 conespond à aa, 1 à 6/3 et 2 à cc. De même, 
AutState_aut = {si,sl,s3,s4} est implémenté par C_AutState_aut = 0..3. Enfin, la sub-
stitution ANY est implémentée par une boucle basée sur une variable nommée compteur. 
Cette variable représente la valeur courante de CJTJsynch qui est testée pour vérifier que le 
prédicat du ANY est vrai. Ce prédicat se retrouve dans la condition du IF. La substitution 
du ANY n'est appliquée que quand ce prédicat est vrai, et la variable compteur prend alors 
une valeur qui permet d'intenompre la boucle. La précondition de l'opération e3 abstraite 
garantit qu'une valeur du compteur permettra d'appliquer la substitution. 
7.4 Vers une traduction BPEL 
Dans le cadre de leurs travaux, Embe-Jiague et al. ont proposé dans [19] une traduc-
tion BPEL des ASTD. BPEL (Business Process Execution Language) [73] est un langage 
d'expression de processus métiers utilisant la syntaxe de XML. Il permet de définir des 
activités, la façon dont elles s'enchaînent, le tout dans le cadre d'une architecture orientée 
services. Les activités BPEL sont décomposées en deux types. Les activités basiques dé-
crivent les étapes élémentaires du processus. Un exemple d'activité basique est l'affection 
d'une valeur à une variable. Les activités structurées permettent de composer plusieurs ac-
tivités ensemble. Elles sont en ce sens similaires aux opérateurs des algèbres de processus. 
Les types des variables sont ceux disponibles avec XML notamment les types numériques 
et les chaînes de caractères, les types énumérés et les listes. 
Dans son implementation, une machine B modélisant le comportement dynamique 
d'une politique de contrôle d'accès ne comporte plus que certains types de substitutions. 
Comme détaillé dans la section précédente, les seules substitutions disponibles dans une 
201 
7.5. CONCLUSION 
implementation sont l'affectation, la séquence, la définition d'une variable locale, la struc-
ture conditionnelle IF, la boucle WHILE et les appels d'opérations externes. 
Nous pensons que ces substitutions peuvent être traduites assez intuitivement en activi-
tés BPEL. Nous n'avons cependant pas formellement défini de règles de traduction mais les 
types de données et les substitutions des implementations B obtenues nous laissent penser 
que cette transformation est possible. 
- L'affectation B peut être traduite par une balise <assign> modélisant une activité 
d'assignation (assignment) en BPEL. 
- La séquence B peut être traduite par une balise <sequence> modélisant une activité 
de type séquence en BPEL. 
- La définition d'une variable locale B peut être traduite par une balise <variable> 
pour définir une variable dont la portée peut être limitée par un <scope>. 
- Le IF THEN ELSE en B peut être traduit par les balises <if> <then> <elseif> 
<else> en BPEL. Les conditions sont alors exprimées dans la balise <condition>. 
- La boucle WHILE en B peut être traduite par une balise <while> dans laquelle on 
ajoute également une balise <condition>. 
Concernant les types de données des variables de l'implémentation B, les types boo-
léens, entiers, tableaux d'entiers, tableaux de booléens peuvent être codés en XML et sont 
donc définis en BPEL. Nous ne voyons donc pas, a priori, de restriction pour la traduc-
tion des implementations B modélisant l'aspect dynamique d'une spécification de contrôle 
d'accès en BPEL. Cette traduction nous permettrait de comparer les différentes implemen-
tations des politiques de contrôle d'accès exprimées à l'aide de la notation ASTD. 
7.5 Conclusion 
Dans ce chapitre, nous avons fait le lien entre les classes du méta-modèle MMBsec pré-
senté dans le chapitre précédent et le méta-modèle MMimp introduit par Embe Jiague et 
al. dans [20]. Nous avons également décrit le diagramme de séquence décrivant le proces-
sus d'intenogation du filtre de contrôle d'accès lors d'une requête de l'utilisateur. Nous 
avons également présenté la façon dont sont implementees les machines B obtenues par la 
traduction de spécifications ASTD ainsi que le filtre de contrôle d'accès. Puisque ces ma-
chines utilisent seulement un sous-ensemble des types B disponibles et que leur structure 
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est connue d'avance, un raffinement automatique vers une implementation peut être envi-
sagé. De plus, une étude rapide du langage BPEL montre qu'une traduction vers BPEL 
depuis l'implémentation B semble possible. Il faudra tout de même valider cette hypothèse 
si l'on souhaite utiliser cette approche. 11 sera alors intéressant de comparer la traduction 
d'un ASTD vers BPEL avec la traduction passant par B et son raffinement avant d'être 









L'objectif de cette thèse est de proposer une approche permettant l'implémentation dans 
un SI d'une politique de contrôle d'accès exprimée en utilisant des notations formelles. 
Nous pensons que les méthodes formelles permettent de garantir des propriétés par le biais 
de la vérification de modèles (model checking) ou de preuves et permettent également une 
validation de la spécification avant son implementation par le biais d'outils d'animation. 
Nous avons choisi d'exprimer les politiques de contrôle d'accès avec deux approches, 
(i) Le langage EB3SEC, d'une part, qui permet d'exprimer les règles de façon unitaire ou 
sous la forme de patrons puis de les combiner en utilisant des opérateurs issus des algèbres 
de processus, (ii) La notation ASTD et SecureUML/B, d'autre part, qui permettent de mo-
déliser la politique de contrôle d'accès de manière graphique en séparant les aspects dits 
statiques des règles dynamiques modélisables plus aisément avec la notation ASTD. Quel 
que soit le choix fait par le concepteur, la spécification est traduite en B ce qui permet la 
vérification de propriétés sur la politique ou sur le système combiné avec sa politique de 
contrôle d'accès. De plus, en utilisant les techniques de raffinement de B, nous pouvons 
obtenir une implementation de la politique de sécurité qui respecte certaines contraintes 
permettant d'inclure cette implementation dans une architecture orientée services. 
Contributions 
La Figure c l synthétise l'ensemble des contributions de la thèse. Celles-ci sont indi-
quées par de la couleur par opposition avec les éléments grisés, hors du cadre de cette 
thèse. Les contributions de cette thèse sont : (i) un état de l'art des traductions entre lan-
gages formels ; (ii) les règles de traduction de EB3 vers ASTD ; (iii) les règles de traduction 
de ASTD vers Event-B ; (iv) les règles de traduction de ASTD vers B ainsi que leur preuve ; 
(v) la définition d'un méta-modèle B pour l'expression d'un filtre de contrôle d'accès inté-
grant l'aspect fonctionnel du système ; (vi) une étude de cas suivant ce méta-modèle dans 
le domaine médical ; (vii) l'implémentation en utilisant une stratégie de raffinement B de 
la politique de sécurité. 
Nous pensons que ces contributions répondent aux besoins définis par les projets Selkis 
et EB3SEC dans le cadre de l'implémentation des politiques de contrôle d'accès décrites à 
l'aide de méthodes formelles. En effet, la solution proposée peut s'intégrer dans un système 




FIGURE c l - Contributions de la thèse 
formelle. Cependant, l'intégration nous paraît plus simple si le système est développé en 
partant de zéro. En effet, les systèmes que nous avons pu étudier possèdent déjà une poli-
tique de contrôle d'accès intégrée au code source fonctionnel. Il serait donc complexe de 
retirer ce code éparpillé dans toutes les parties du système pour intégrer le filtre de contrôle 
d'accès. 
Perspectives 
Chacune des étapes de cette thèse offre ses propres perspectives d'évolution. 
- La traduction de EB3 vers ASTD (chapitre 2) peut être outillée en adaptant les outils 
déjà existant pour ces méthodes. Les outils OCamlPAI, une implementation OCaml 
de EB3PAI [26], et /ASTD [86] peuvent ainsi être fusionnés en un seul outil intégrant 
les algorithmes de traduction. Cette fusion permettrait de réutiliser les structures de 
données utilisées pour coder les expressions de processus EB3 et les ASTD qui sont 
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extrêmement proches. Cela permettrait également de simplifier l'écriture de spécifi-
cation ASTD pour /ASTD. Les entrées d'/ASTD utilisent une notation particulièrement 
lourde dans l'état actuel. L'utilisation de EB3 pour l'expression de la spécification 
initiale serait plus simple dans l'état actuel des choses. Une preuve des règles de 
traduction de EB3 vers ASTD est également souhaitable. 
- La traduction des ASTD vers Event-B (chapitre 3) peut être intégrée dans eASTD [8], 
un éditeur graphique pour les ASTD développé en tant qu'extension Eclipse/Rodin. 
Ceci permettrait de pouvoir valider une spécification ASTD directement avec l'outil 
d'animation ProB [55]. 
- La traduction des ASTD vers B (chapitre 4) peut être outillée afin de générer automa-
tiquement des machines B à partir d'une spécification ASTD. Cet outil pounait être 
intégré à /ASTD. De plus, une étude de la qualité de la traduction doit être menée 
afin de déterminer si les machines obtenues sont utilisables dans le cadre de preuves 
automatiques et de vérification de propriétés par model checking. 
- Afin de rendre encore plus formel le filtre de contrôle d'accès exprimé en B (cha-
pitre 5), une méthode de spécification de son comportement doit être développée. 
Cette spécification doit définir : l'ordre dans lequel sont intenogées les machines in-
cluses par le filtre ; l'algorithme de calcul de la réponse finale du filtre qui donne ou 
non l'autorisation pour l'exécution de l'action. 
- La stratégie de raffinement (chapitre 7) peut être complétée par une traduction vers 
BPEL comme le suggère la Figure c l afin de comparer la traduction ainsi obtenue 
avec les travaux de Embe Jiague et al. [23]. 
Perspectives plus lointaines 
Prenons du recul et considérons la thèse comme un ensemble. Imaginons une boîte 
noire prenant en entrée la spécification ASTD et SecureUML/B d'une politique de sécurité, 
la spécification UML/B du système, ainsi qu'une liste de propriétés LTL ou CTL à vérifier 
sur le système. Imaginons maintenant un bouton qui lance la « compilation » du système à 
partir de ces entrées. Le « compilateur » serait en mesure de rejeter les entrées en fonction 
des propriétés données, comme un compilateur C rejette le code source s'il ne respecte 
pas la syntaxe C. Une telle approche automatique est-elle possible ? Probablement, mais 
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elle nécessite encore beaucoup de travail pour conectement intégrer, vérifier, prouver et 




Je me souviens d'une discussion similaire dans [39], la première thèse que j'ai entiè-
rement lu, et qui dans sa conclusion cite Tony Hoare [45]. Tony lançait alors le défi de la 
création d'un « compilateur vérificateur » dans les trente prochaines années. Ce défi nous a 
été lancé en 2003, il nous reste 22 années. Ensuite, nous pounons partir à la retraite. 





Étude de cas : Traduction d'un ASTD en 
Event-B 
Dans cette annexe, nous traduisons en Event-B l'ASTD présenté à la Figure A.l qui 
décrit un SI de gestion des plaintes de clients dans une entreprise. 
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m.un. Il j 
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FIGURE A.l - ASTD décrivant un système de gestion de plaintes de clients 
A.l Contexte commun aux ASTD 
Ce contexte introduit des constantes et des ensembles Event-B. Ce contexte est le même 
pour toutes les traductions d'ASTD et est étendu pour prendre en compte les spécificités de 
l'ASTD traduit. Il décrit les éléments issus de la sémantique des ASTD et de leurs types. 
CONTEXT astd 
SETS 
SCHOICE State of a choice 
S SEQUENCE State of a sequence 
SKLEENE State of a Kleene closure 
SQCHOICE State of a quantified choice 
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CONSTANTS 
none, r i g h t , l e f t 







axml • partmon(SSEQUENCE,{fst},{snd}) 
A sequence is either in first state or second state 
axm2 . partition{SCHOlCE, {left}, {right}, {none}) 
A choice state is either not made (none), made on the left or right ASTD 
axm3 • partition{SKLEENE, {TRUE}, {FALSE}) 
A Kleene closure state is either started or not 
axm4 . partition(SQCHOICE,{qNone},{qSome}) 
A quantified choice state is either not made (qNone), or made (qSome) 
axmS • isFinalSEQUENCE = {(fst>-+ TRUEi-> TRUE) H-> TRUE, {fst ^ TRUEM- FALSE) H>- FALSE, {fst>-> 
FALSE >-> TRUE) n . FALSE, {fst H-> FALSE .->• FALSE) >-> FALSE, (snd ^ TRUE .-> TRUE) h-> 
TRUE, {snd >->• TRUE >-> FALSE) .-» FALSE, (snd i-> FALSE >-* TRUE) *-> TRUE, (snd n- FALSE n . 
FALSE) H> FALSE} 
This function takes as argument the state of the Sequence, plus left and right isFinal predicates 
axm6 . isFinalKLEENE = {{FALSE >-> TRUE) H-> TRUE, {FALSE ^ FALSE) ^ TRUE, {TRUE H-> 
TRUE) M- TRUE, (TRUE *-» FALSE) >-> FALSE} 
This function takes Kleene closure state and isFinal predicate of sub state 
axm7 isFinalSYNCHRO = {{TRUE M- TRUE) *-> TRUE, (TRUE *-> FALSE) ^ FALSE, (FALSE >-> 
TRUE) ^ FALSE, (FALSE H-> FALSE) >-> FALSE} 
axm8 . isFinalCHOICE = {(left M- 77?£/E t-> 7M/E) i-> TRUE, (left i-> 77?(/£ >->• FALSE) ^ Fiîî/E, (te/r »->• 
FALSE H-> 77?t/£) H-> FALSE, (fe/r .-> FALSE M- FALSE) >->• FALSE, (rig/ir -> 7Y?t/£ ^ 77?£/£) >-> 
77?£/£, (ng/tf M. 77?£/£ ^ FALSE) H-> FALSE, (right i-> FALSE ^ 77?t/£) n- 77ft/E, (ngfcf *->• 
FALSE >-> FALSE) H- FALSE, (none -» 77?t/£ .-> 77?£/£) n- 77?t/£, (none H+ 77?t/£ >-» FALSE) .-> 














ql,q2.q3 //state in query 
e4.e5 //state in evaluation 
sQ, sProcessing, s6, s7, s8 // state in complaint(c,d,u) 
c8,cl.cc //state in customer 
d®, dl.dc //state in department 






// Final States 
isFinalQuery,isFinalEvaluate,isFinalProcessing 
isFinalComplaint,isFinalCustomer,isFinalDepartment 
// Initial States 
InitQuery.InitEvaluation,InitComplaint.InitCustomer,InitDepartment 
AXIOMS 
axml • partition(ComplaintSTATE, {sO}, {sProcessing}, {s6},{s7}, {s8}) 
axm2 . partition(QuerySTATE, {ql}, {q2}, {q3}) 
axm3 . partition(EvalSTATE,{e4},{e5}) 
axm4 • partition(CustomerSTATE, {cO}, {cl}, {ce}) 
axmS . partition(DepartmentSTATE,{dO},{dl},{dc}) 
Il Transition function definitions 
axm6 : TransCreateCustomer = {cO »-> ce} 
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axm7 TransDeleteCustomer = {cc i-> cl} 
axm8 TransCreateDepartment = {dO H-> <ic} 
axm9 TransDeleteDepartment = {dc *-+dl} 
axmlQ TransRegisterComplaint — {sO i-> 5Froce55ing} 
axm 11 TransSendQ = {ql^q2} 
axml2 TransTimeout = {q2 >->• ^5} 
axml3 TransProcessQ = {^ 2 H-> ^5} 
axm 14 TransEvaluate = {e4 >-> e5} 
axmlS TransArchive = {sProcessing >-» 5#,571-> 58} 
axm 16 TransProcessComplaint = {jFroce,M!/!g H-> 56,57 H-> 56} 
axm 17 TransReactivate = {s8 i-> 56} 
axml8 TransCheckProc = {s61-> 57} 
// Final state functions 
axml9 isFinalQuery = {ql ^ FALSE, q2 H-> FALSE, q3 1-+ 77tf/E} 
axm28 isFinalEvaluate = {e4 i-> FALSE, e5 >-> TRUE} 
axm21 isFinalComplaint = {5O i-> FALSE, sProcessing >-¥ FALSE, s6 •->• FALSE, s7 >-t FALSE, s81-> 
77?f/£} 
axm22 isFmalCustomer = {cO r-¥ FALSE,cc >->• FALSE,cl >-> TRUE} 
axm2 3 isFinalDepartment = {JO n- FALSE, dc >-> FALSE, d7 i-> Ffit/f} 
axm24 isFinalProcessing = isFinalSYNCHRO 
II Initial state definitions 
axm2 5 InitQuery = ql 
axm26 InitEvaluation = e4 
axm2 7 InitComplaint = sO 
axm28 InitCustomer = cO 
















inv 1 StateQuery eO 2-+ QuerySTATE 
mv2 StateEvaleO 2^EvalSTATE 
inv3 StateComplamt G 0 2 —> ComplaintSTATE 
mv4 StateDepartment G /0 12-> DepartmentSTATE 
inv 5 StateCustomer G 20 22 -> CustomerSTATE 
irtv6 AssociationCustomer G 0 2-^20 22 




ac t l StateQuery =0 2x{ql} 
act2 StateEval =0 2 x {^4} 
act 3 StateComplamt = 0 2 x {50} 
act4 StateDepartment =10 12 x {<#)} 
act 5 StateCustomer = 20 22 x {cO} 
act6 AssociationCustomer = 0 
act 7 AssociatwnDepartment = 0 
end 
Event CreateCustomer = 
an> 
where 
grdl «6 20 22 
grd2 StateCustomer(u) G dom(TransCreateCustomer) 
then 
ac t l StateCustomer{u) =TransCreateCu%tomer(StateCustomer(u)) 
end 






grdl «G20 22 
grd2 StateCustomer(u) G dom(TransDeleteCustomer) 
grd3 VJC X G dom(AssociationCustomer> {u}) =>• isFinalComplaint(StateComplaint(x)) = TRUE 
then 
ac t l StateCustomer(u) = TransDeleteCustomer(StateCustomer(u)) 
act2 AssociationCustomer = AssociationCustomer»- {«} 
end 
Event Create Department = 
an> 
where 
grdl <fG/0 12 
grd2 StateDepartment(d) G dom(TransCreateDepartment) 
then 
ac t l StateDepartment(d) =TransCreateDepartment(StateDepartment(d)) 
end 
Event Delete Department = 
any 
where 
grdl rfG/O /2 
grd2 StateDepartment(d) G dom(TransDeleteDepartment) 
grd3 Yt X G dom(AssociatwnDepartment> {d}) => isFinalComplaint(StateComplaint(x)) — 
TRUE 
then 
ac t l StateDepartment(d) =TransDeleteDepartment(StateDepartment(d)) 
act2 AssociatwnDepartment = AssociatwnDepartment»- {d} 
end 





































u 0.20 .22 
StateComplaint(c) G dom(TransRegisterComplaint) 
StateCustomer(u) = cc 
StateDepartment(d) = dc 
StateComplaint(c) := TransRegisterComplaint(StateComplaint(c)) 
StateEval(c) := InitEvaluation 
StateQuery(c) := InitQuery 
AssociationCustomer(c) :=u 
AssociationDepartment(c) := d 
ceO. 2 
StateQuery(c) G dom(TransSendQ) 
StateComplaint(c) — sProcessing 
StateCustomer(AssociationCustomer(c)) = cc 
StateDepartment(AssociationDepartment(c)) = dc 




grdl c€0 .2 
grd2 StateQuery(c) G dom(TransTimeout) 
grd3 StateComplaint(c) = sProcessing 
grdS StateCustomer(AssociationCustomer(c)) = cc 
grd6 StateDepartment(AssociatwnDepartment(c)) =dc 
then 
ac t l StateQuery(c) := TransTimeout(StateQuery(c)) 
end 




grdl C G O . , 2 
grd2 StateQuery(c) G dom(TransProcessQ) 
grd3 StateComplaint(c) = sProcessing 
grdS StateCustomer(AssociationCustomer(c)) —cc 
grd6 StateDepartment(AssociationDepartment(c)) =dc 
then 
ac t l StateQuery(c) := TransProcessQ(StateQuery(c)) 
end 





grd2 StateEval(c) G dom(TransEvaluate) 
grd3 StateComplaint(c) — sProcessing 
grdS StateCustomer(AssociationCustomer(c)) = cc 
grd6 StateDepartment(AssociationDepartment(c)) =dc 
then 
ac t l StateEval(c) := TransEvaluate(StateEval(c)) 
end 






g r d l C G O . 2 
grd2 ((StateComplaint(c) = sProcessing) A (isFinalProcessing(isFinalQuery(StateQuery(c) ) •->• 
isFinalEvaluate(StateEval(c))) = TRUE)) V (StateComplaint(c) = s7) 
grd5 StateCustomer(AssociatwnCustomer(c)) =cc 
grd6 StateDepartment(AssociatwnDepartment(c)) =dc 
then 
a c t l StateComplaint(c) := TransArchive(StateComplaint(c)) 
end 




g r d l c G O 2 
grd2 ((StateComplaint(c) — sProcessing) A (isFinalProcessing(isFinalQuery(StateQuery(c)) >-> 
isFinalEvaluate(StateEval(c))) = TRUE)) V (StateComplaint(c) = s7) 
grd5 StateCustomer(AssociatwnCustomer(c)) =cc 
grd6 StateDepartment(AssociatwnDepartment(c)) =dc 
then 
a c t l StateComplaint(c) := TransProcessComplaint(StateComplaint(c)) 
end 









a c t l 
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StateComplaint(c) G dom(TransCheckProc) 
StateCustomer(AssociationCustomer(c)) — cc 
StateDepartment(AssociationDepartment(c)) = c/c 
StateComplaint(c) := TransCheckProc(StateComplaint(c)) 
A.3. MACHINE 
end 





grd2 StateComplamt(c) G dom(TransReactivate) 
grd5 StateCustomer(AssociationCustomer(c)) =cc 
grd6 StateDepartment(AssocwtionDepartment(c)) =dc 
then 
ac t l StateComplaint(c) :=TransReactivate(StateComplaint(c)) 
end 





grd2 isFinalComplaint(StateComplamt(c)) = 77?(7£ 
then 
ac t l StateComplaint(c) := InitComplaint 
act2 AssociatwnDepartment := {c}-< AssociatwnDepartment 
act3 AssociationCustomer := {c} -< AssociationCustomer 
end 




grdl w G 20..22 
grd2 hFinalCustomer(StateCustomer{u)) = TRUE 
then 
ac t l StateCustomer(u) := InitCustomer 








grdl : de 10.. 12 
grd2 : isFinalDepartment(StateDepartment(d)) = TRUE 
then 
ac t l : StateDepartment(d) := InitDepartment 





Étude de cas : Traduction d'un ASTD en 
B 
Dans cette annexe, nous traduisons en B l'ASTD d'un SI de gestion d'une bibliothèque. 
B.l SI de gestion d'une bibliothèques 
L'ASTD présenté à la Figure B. 1 est un extrait de l'ASTD qui décrit un SI de gestion de 
bibliothèque. La traduction de cet extrait en B est présentée ci-dessous. Nous avons choisi 
de ne présenter qu'un extrait du fait de la complexité de la traduction à la main de cet ASTD. 
Cet extrait présente la traduction du processus Book qui décrit le cycle de vie d'un 
livre. La traduction a nécessité une légère modification des paramètres des événements du 
processus loan en ajoutant mid à renew et return. Ceci reflète un problème bien connu 
en EB3 et ASTD : les liens induits entre les variables de quantification. Il a été résolu par 
l'algorithme de la jc-optimisation présenté par Benoît Fraikin et al. [27]. Dans le cadre 
de notre traduction, deux options s'offrent à nous. Soit nous rajoutons manuellement les 
paramètres manquant de sorte que chaque événement a l'ensemble des variables quantifiées 
ou paramètres d'un ASTD en tant que paramètres. Soit nous créons des fonctions permettant 
de calculer la valeur d'une variable en fonction des valeurs des autres variables. De telles 
fonctions peuvent se déduire du diagramme entités/relations du système. Nous avons ici 
choisi la première option. 
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Nous avons également procédé à une réécriture pour certains prédicats qui étaient tri-
vialement vrais ou faux. Ce genre de réécriture pourrait être calculée par un outil afin de 
réduire la complexité de la traduction proposée. 
book(bld int), aut loanjbld int, mld int), aut 
\jr~ Acqu^bidj""" 
Discardable 










bid : INT 
SETS 
AutState_loan = {18,11,12} 
AutState_book = {b8,bl,b2} 
CALL = {called, notcalled} 
QCHOICE = {chosen, notchosen} ; 















in i t_ loan = 18 & 
t_loan_Lend = {18 -> 11} 4 
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t_loan_Renew = {11 |-> 11} 4 
t_loan_Return = {11 |-> 12} 4 
SF_loan = {12} 4 
init_call = notcalled 4 
init_kleene = notstarted 4 
init_Qchoice = notchosen 4 
init_book = b8 4 
t_book_Acquire = {b8 |-> bl} 4 
t_book_Discard = {bl |-> b2} 4 









State_loan : AutState_loan 4 
StateCall_loanFromBook : CALL 4 
StateQchoiceMade_loanFromBook : QCHOICE 4 
StateQchoiceValue_loanFromBook : INT 4 
StateKleene_loanFromBook : KLEENE 4 
State_book : AutState_book 
INITIALISATION 
State_loan := init_loan || 
StateCall_loanFromBook := init_call I| 
StateQchoiceMade_loanFromBook := init_Qchoice I| 
StateQchoiceValue_loanFromBook : : INT || 
StateKleene_loanFromBook := init_kleene|| 




bid_book : INT & 
C bid_book = bid 4 State_book : dont(t_bookJVcquire) ) 
THEN 
SELECT 
bid_book = bid 4 State_book : dom(t_book_Acquire) 
THEN 
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Discard(bid_book) = 
PRE 
bid_book : INT 4 
( bid_book = bid 4 State_book : dom(t_book_Discard) 4 
( StateKleene_loanFromBook = notstarted or 
( 
/* StateQchoiceMade_loanFromBook = notchosen => 
# val . (val : INT 4 init_loan : SF_loan) 4 */ 
StateQchoiceMade_loanFromBook = chosen => 






( bid_book = bid 4 State_book : dom(t_book_Discard) 4 
( StateKleene_loanFromBook = notstarted or 
C 
/* StateQchoiceMade_loanFromBook = notchosen => 
(StateCall_loanFromBook = notcalled => false 4 
StateCall_loanFromBook = called => 
# val . (val : INT 4 init_loan : SF_loan) ) 4 */ 
StateQchoiceMade_loanFromBook = chosen => 
StateCall_loanFromBook = called => 










bid_loan : INT 4 
mid_loan : INT 4 
State_book = bl 4 
( ((StateKleene_loanFromBook = notstarted or 
(StateQchoiceMade_loanFromBook = chosen => 
StateCall_loanFromBook = called => State_loan : SF_loan ) ) 4 
(init_Qchoice = notchosen 4 
((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) 
or (init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) ) ) or 
((StateQchoiceMade_loanFromBook = notchosen 4 
((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) 
or (init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) ) or 
mid_loan = StateQchoiceValue_loanFromBook 4 
((StateCall_loanFromBook = notcalled 4 init_loan : dom(t_loan_Lend)) 
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or (State_loan : dom(t_loan_Lend) 4 bid_loan = bid))) 
) 
THEN 
StateKleene_loanFromBook := started I I 
SELECT 
((StateKleene_loanFromBook = notstarted or 
(StateQchoiceMade_loanFromBook = chosen => 
StateCall_loanFromBook = called => State_loan : SF_loan )) 
4 (init_Qchoice = notchosen 
4 ((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) 
or (init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) )) 
THEN 
SELECT 
init_Qchoice = notchosen 
4 ((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) 
or (init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) 
THEN 
StateQchoiceMade_loanFromBook := chosen I I 
StateQchoiceValue_loanFromBook := mid_loan I I 
SELECT 
init_call = notcalled 4 init_loan : dom(t_loan_Lend) 
THEN 
StateCall_loanFromBook := called I I 
SELECT 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 
State_loan := t_loan_Lend(init_loan) 
END 
WHEN 
init_loan : dom(t_loan_Lend) 4 bid_loan = bid 
THEN 
SELECT 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 





( (StateQchoiceMade_loanFromBook = notchosen 4 
((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) or 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) ) or 
mid_loan = StateQchoiceValue_loanFromBook 4 
((StateCall_loanFromBook = notcalled 4 init_loan : dom(t_loan_Lend)) or 




StateQchoiceHade_loanFromBook = notchosen 4 
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((init_call = notcalled 4 init_loan : dom(t_loan_Lend)) or 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid)) 
THEN 
StateQchoiceHade_loanFromBook := chosen I I 
StateQchoiceValue_loanFromBook := mid_loan I I 
SELECT 
init_call = notcalled 4 init_loan : dom(t_loan_Lend) 
THEN 
StateCall_loanFromBook := called I I 
SELECT 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 
State_loan := t_loan_Lend(init_loan) 
END 
WHEN 
init_loan : dom(t_loan_Lend) 4 bid_loan = bid 
THEN 
SELECT 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 




mid_loan = StateQchoiceValue_loanFromBook 4 
((StateCall_loanFromBook = notcalled 4 init_loan : dom(t_loan_Lend)) 
or (State_loan : dom(t_loan_Lend) 4 bid_loan = bid)) 
THEN 
SELECT 
StateCall_loanFromBook = notcalled 4 init_loan : dom(t_loan_Lend) 
THEN 
StateCall_loanFromBook := called || 
SELECT 
(init_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 
State_loan := t_loan_Lend(init_loan) 
END 
WHEN 
State_loan : dom(t_loan_Lend) 4 bid_loan = bid 
THEN 
SELECT 
(State_loan : dom(t_loan_Lend) 4 bid_loan = bid) 
THEN 
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/* 
Les traductions de Renew et Return sont similaires à celle de Lend. 
On notera qu'ici les substitutions et prédicats n'ont pas été simplifiés 
à des fins d'illustration de l'approche. Un résultat réduit est 




La machine B présentée a été typecheckée par l'atelier B et l'outil génère 140 obliga-
tions de preuves pour la spécification incluant toutes les opérations c'est-à-dire Renew et 
Return. Ces obligations de preuves sont toutes prouvées automatiquement. 
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Règles d'inférence des ASTD 
Dans cette annexe nous donnons la liste des règles d'inferences des ASTD. 
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Automates 
Soit ¥ tel que : 
V±((finan=ïfinalv,ni){s))A 
gAo' = o/\ti = h<r{nx ^,-s})\V\ 
8(([QC,n\,n2),<y',g,finaP.) ¥ 
aut, _ 




(auto, « i , A, s) —'-> 
(auto,n2,h',(auto,n2b,hinit,init(v(n2b)))) 
5((\sub,ni,n2,H),cy' ,g,finaH) 
«2, = name(h(n2)) 
aut3 — 
(auto, ni, h, s) —^ 




(au\0,ni,h,s) —^ (auto,n2,/i',A(«2)) 
5((fsub,/ii,«i,,n2),cr',^/ia/?) 
name (s) = «i, 
aut5 - p 
(auto,ni,/i,s) —> (auto,/i2,/i',m/r(v(n2))) 
cr,r , 
S •„(„) s 
aut6 (auto,n,h,s) -—t (auto, n, A,/) 
ASTD unaires 
(finalb(s)[r] v ->started1) init(b) — ^ s' s —^b s1 
-k ] x 2 
(*o, started?, s) ^-+ (*D, true, s') (*0, true, 5) •^-» (*0, true, / ) 
imt{b) rbs vET , s >bS v±L 
j # 2 
(|:o,-L,_) ^ (\--o,v,s') (\-o,v,s) 2-ï (\:,v,s') 
g[r] init(b) ^ b s" ^ 2 s^+bs1 
(=>0,false,init(b)) -^-> (=>0,truey) (=>0,true,.v) - ^ ( ^ t r u e , / ) 
/ ^ ^/ ^ ff,([jc:=vl)<r , 
g(çr)gA /(v) )hs' 
"' (I0ho,/)^(|[]|:o,/<î{v^,'}) 
| m . a(o-)GA ^:T.f(V)^^^bt(± 
lUI -2 ( ID| :o , / ) -^( ID| :o , / ) 
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ASTD binaires 
init(l) —>i s . imt(r) —>r s 
(|o)-L,.L)-^(|o,left,5/) 2 (|o,-L,-L)-^(|o,rights') 
c.r . a,T . 
s >i s , s >r s 
o.loft,*) ^ (\o,\eh,s') (|0,right,5) ^ (|o,rightV) 
s^rfsls' finalfst(s)[r] init(snd) -^snd *' 
^ 1 ~~Z "^2 ' 
(Oo,fst, J ) - ^ (c>o,fst,/) (^0,fst,5) ^ (^o,snd,i') 
or , , s . . er,r . 
s — ' snd s1
 m , « ( g ) * A 5 / — • , * } 
(*o,sna>) - ^ (*o,snd,5') (IDIo,*/,^) ^ > ( I 0 M ^ ) 
a(cr) «É A 5r —>r s'r a(a) eA si —•/ s', sr —>> s'r 
I U 1 2
 aV 11113 a r 
(ID|o,i;,*r) - ^ (IDIo,*/,^) (IO|o,*Mr) - ^ (|[]|o,.S;,4) 
Appel d'ASTD 
, imt(b) —-—-—>b s' , 5 —-—-—>b s' 
call — ca |2 (cal,J_) ^ (cal,/) (cal,J) -^> (cal,/) 
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Suivi des lecteurs 
<script type="text/javascript"> 





var ga = document.createElement('script'); 
ga.type = 'text/javascript'; ga.async = true; 
ga.src = C'https:' == document.location.protocol ? 
'https://ssl' : 'http://www') + '.google-analytics.com/ga.js'; 




Merci d'avoir lu cette thèse. Malheureusement les scripts disponibles sur Internet pour 
le suivi des visiteurs d'un site ne fonctionnement pas sur du papier. Passez donc me laisser 
un message sur cette page : h t tp : / / jeremilhau.f r /phd/go.php 
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