We introduce a notion of noncommutative functions defined on a domain of d-tuples of bounded operators on an infinite dimensional Hilbert space and prove inverse and implicit function theorems in this setting. When these operatorial noncommutative functions are suitably continuous in the strong operator topology, we show that the assumptions on their derivatives may be relaxed from being bounded below to merely being injective.
Introduction and Setting
The theory of noncommutative (nc) functions is one that has seen substantial development and application in recent years. Beyond its use and history in systems engineering, noncommutative function theory has become a vast and interesting subject of pure mathematics. Noncommutative functions come in various forms and can be studied from different, but related, points of view. Classically, nc functions are taken to be certain intertwining preserving functions defined on domains of tuples of matrices of all sizes. See the work of Helton, Klep, and McCullough [7] , J. E. Pascoe [9] , Cushing, Pascoe, and Tully-Doyle [4] , J. Agler and J. E. M c Carthy [3] , G. Abduvalieva and D. S. Kaliuzhnyi-Verbovetskyi [1] , and the comprehensive foundational book by D. S. Kaliuzhnyi-Verbovetskyi and V. Vinnikov [8] for just a few examples of quality treatments of the subject.
Aside from [4] , all of the works listed above treat some version of either the inverse or implicit function theorem in the matricial noncommutative setting. In [1] , quite general results in this direction are obtained for functions analytic in the "uniformly-open" topology, and applications to ODEs are discussed. Of a somewhat different flavor, G. Popescu (see for example [13, 14] ) has studied nc function theory from the point of view of noncommutative power series on operatorial domains. Agler and M c Carthy proposed a definition for nc functions on operator domains in [2] and gave a set of equivalent conditions for when such functions are approximable by nc polynomials and have a realization formula. Our notion of an operatorial nc function (to be given precisely in Definition 1.2) is closely related to that of [2] , and the main focus of this paper is to prove inverse and implicit function theorems in this setting. It will further be shown that strongly continuous operatorial nc functions have especially nice derivative maps in the sense that injectivity is equivalent to being bounded below.
We now elaborate on our general setting, d into a complex Banach space. The direct sum of l copies of the Hilbert space H, for l ∈ N ∪ {∞}, will be denoted H (l) . Direct sums of operators will be written as a diagonal matrix: if x 1 , x 2 . . . is a finite or countably infinite sequence of operators in B(H) of length l ∈ N ∪ {∞}, we will write the direct sum operator . . .
Expressions such as x y z w for x, y, z, w ∈ B(H) d are similarly defined. We say a subset Ω of B(H) d is unitarily invariant if whenever x ∈ Ω and u ∈ B(H) is a unitary operator, it holds that u * xu ∈ Ω. We now give precise definitions of our main objects of study: nc domains and nc functions in the operatorial setting. In what follows, the interior of a set is with respect to the norm topology.
of subsets of Ω with the following properties:
Each Ω k is bounded and unitarily invariant. (iii) Each Ω k is closed under countable direct sums: If x n is a sequence in Ω k of length l ∈ N ∪ {∞}, then there exists a unitary u : H → H (l) such that 
where the norm is taken in B(H (J) , H (I) ). Many important concrete examples take this form for particular choices of δ. For example, the noncommutative polydisk {x ∈ B(H)
d may be realized as a B δ for the diagonal matrix
. .
Another well-studied ( [13, 14] , etc.) example of a B δ is the noncommutative operatorial ball
. To see that any B δ is in fact an nc domain according to Definition 1.1, one may take the exhausting sequence to be
It is immediately checked that {Ω k } has all of the required properties. Let us make a few remarks about Definition 1.1. Our notion of nc domain using exhausting sequences is a way to reasonably think of the domains as being closed under countably infinite direct sums while still providing a sufficiently large class of examples. Even for bounded domains, it will rarely be the case that one may take an arbitrary sequence in the domain and conclude that its direct sum (conjugated by a sufficient unitary) will remain in the domain. Indeed, this fails even for the unit ball in d = 1: consider the sequence (1 − 1/n)1. When we restrict to sequences contained in a fixed level of an exhaustion as in Definition 1.1, however, it is a much less stringent requirement for (1.1) to hold.
We want to consider functions which act appropriately on nc domains. Namely, we make the following definition.
We say a function f : Ω → B(H) r is an nc function if there exists an exhausting sequence {Ω k } of Ω as in Definition 1.1, which is nc compatible with f :
(i) f is bounded on each Ω k .
(ii) f preserves countable direct sums on each Ω k : For all k, if x n is a sequence in Ω k of length l ∈ N ∪ {∞} and s : H → H (l) is a bounded invertible linear map with
In particular, nc functions are locally bounded. Moreover, we note that the boundedness of Ω k and f (Ω k ) in Definitions 1.1 and 1.2 guarantees that the direct sum of any infinite sequence contained in either Ω k or f (Ω k ) defines a bounded operator, or tuple thereof. If we write f : Ω → B(H) r as f = (f 1 , . . . , f r ), where each f j : Ω → B(H), then f is an nc function if and only if each f j is an nc function, and in which case the f j will have a common nc exhausting sequence. To see this last statement, take {Ω Further, it is nc compatible with each f j simultaneously, and therefore is nc compatible with f. Any polynomial in d noncommuting variables is an nc function when defined on any nc domain Ω, and will be nc compatible with any exhaustion of Ω satisfying Definition 1.1. Furthermore, rational functions and noncommutative power series (for example, see [8] and [13] for detailed treatments of nc power series), on appropriately defined nc domains, provide us with a sizable class of examples of nc functions.
For an explicit such example, consider the nc function
defined on the unit bidisk Ω = {(x, y) :
The series representation shows f is bounded on each Ω k , so we show f satisfies condition (ii) in Definition 1.2. Fix k and let (x n , y n ) be a sequence in Ω k with
Then,
Notice that the sequence (x n , y n ) being contained in a single Ω k is used to ensure the infinite sum may be brought inside the direct sum and remain a bounded operator.
Main Results
In this section, we list the main results of this paper; for the detailed proofs, see Section 5. In what follows, the notion of connectedness is always with respect to the norm topology on B(H) d . As will be shown in Section 3, operatorial nc functions are automatically Fréchet differentiable. The notation Df (x) denotes the derivative map B(H) d → B(H) r of f at the point x in the domain of f .
Our first main goal is to prove a noncommutative inverse function theorem for nc functions defined on operator domains, as described in Section 1. Therefore, we want to begin by studying the derivative of such functions and ask when are the derivative maps Df (x) invertible for every x in the domain of f. Theorem 2.1 below provides an answer to this question on connected nc domains.
r be an nc function and suppose Ω is connected. If Df (x) is bounded below for every x ∈ Ω and there exists a point a ∈ Ω such that Df (a) is surjective, then Df (x) is invertible for every x ∈ Ω.
With this result giving us a sufficient condition for the invertibility of the derivative maps of an nc function, we are able to prove an inverse function theorem in the operatorial setting. The hypotheses are the same as in Theorem 2.1.
r be an nc function and suppose Ω is connected. If Df (x) is bounded below for every x ∈ Ω and there exists a point a ∈ Ω such that Df (a) is surjective, then f (Ω) is an nc domain, f −1 exists, and f
As one might expect, the inverse function theorem, Theorem 2.2, gives rise to an operatorial implicit function theorem. The notation Z f denotes the zero set of the function f .
Furthermore, V is given by the projection onto the first d − r coordinates of the zero set Z f .
Theorem 2.3 is an operatorial analogue of Agler and M c Carthy's implicit function theorem (Theorem 6.1 in [3] ). In the operator setting, it is no longer enough to only assume injectivity of the map in (i). For further emphasis, the parametrizing function φ in Theorem 2.3 is infinite direct sum-preserving. As mentioned briefly in Section 1, results similar to Theorems 2.2 and 2.3 are obtained in [1] with local invertibility conclusions and hypotheses of analyticity in the "uniformly-open" topology and a completely bounded and invertible derivative map.
When we further assume the nc domain is exhausted by certain strong operator topology (SOT) closed sets, and impose SOT continuity on the nc function on each level, (see Section 4 for more details on the precise definition of strong nc function and on the construction of shift forms) we arrive at the following, rather surprising theorem.
We note that Theorem 2.4 does not require the nc domain to be connected in any topology. On the other hand, injective strong nc functions on a norm-connected domain are especially nice:
If Ω is connected and there exists a point a ∈ Ω such that Df (a) is surjective, then Df (x) is invertible for every x ∈ Ω.
Foundational Properties
The aim of this section is to collect basic properties and formulas for nc functions defined on operator domains. It constitutes the fundamental machinery we need to prove the main results listed in Section 2.
Our first lemma is an operatorial version of a fundamental formula for noncommutative functions. In [7] , Helton, Klep, and McCullough proved a similar formula for matricial nc functions. In this and other related formulas to follow, the presence of unitaries or some invertible linear map s in the statements is necessary as we need a way of identifying H with some H (l) . In the proofs of our first two lemmas, we make explicit the use of the existence of a suitable exhaustion of the nc domain in order to aid the reader's initial understanding; we will supress this formalism for future arguments which involve only finite direct sums. It is important to take extra care when dealing with countably infinite direct sums, while finite direct sums are not so delicate.
r be an nc function and let L ∈ B(H). If x, y ∈ Ω and s : H → H (2) is any invertible linear map such that
Proof. Let {Ω k } be any exhausting sequence of Ω in accordance with Definition 1.2. We can pick k large enough so that x and y both lie in Ω k .
Now, since f is nc, we have
which completes the proof.
An immediate consequence of Lemma 3.1 is that, just as in the matricial theory, our nc functions preserve intertwinings: if L ∈ B(H) and Lx = yL, then Lf (x) = f (y)L.
Recall that if X and Y are Banach spaces and U ⊂ X is open, then a function g : U → Y is said to be Gâteaux differentiable if for all x ∈ U and all h ∈ X, the limit
exists. It is a well-known general fact (see [15] ) that over complex scalars, a norm-continuous and Gâteaux differentiable function is automatically Fréchet differentiable, and the two derivatives must then coincide. In particular, Dg(x) : X → Y is a bounded linear map for each x ∈ U.
Lemma 3.
2. An nc function is norm-continuous and Gâteaux differentiable, and therefore is Fréchet differentiable.
Proof. We begin by showing that if f :
r is nc, then f is norm-continuous. Fix x ∈ Ω and ε > 0, and let {Ω k } be an exhausting sequence for Ω as in Definition 1.2. Say
Then there is some r > 0 such that the balls centered at x and z with radius r are contained in Ω k+1 . There is
, r/2} and let y − x < δ. Then
so we have, by Lemma 3.1, (2) unitary, and ε > 0 small so that x ∈ Ω k and
Then for all t = 0 with small enough modulus,
so by Lemma 3.1 again,
By continuity of f , as t → 0, the limit on the left hand side of 3.1 exists, and therefore so does that of the 1-2 entry of the matrix on the right hand side of 3.1, thus proving f is Gâteaux differentiable. Since f is also continuous, the discussion immediately preceding this proof implies f is Fréchet differentiable.
Moreover, the second part of the above proof also provides the following derivative formula for operator nc functions. It is reminiscent of a formula obtained in [7] , and will be a useful tool for us moving forward.
is any invertible linear map such that
One particular case where we would be in a situation in which we could apply Proposition 3.3 is as follows. Suppose x ∈ Ω and s = u is a given unitary. Then by closure under direct sums and unitary invariance, u −1 (x ⊕ x)u is an element of Ω (for the given unitary u) and the conclusion of Proposition 3.3 holds for all h ∈ B(H) d with sufficiently small norm. The next theorem is an operatorial analogue of J. E. Pascoe's inverse function theorem [9] for noncommutative functions on matricial domains. We remark that, in contrast to the finite dimensional case, it is possible for a linear map B(H) d → B(H) r to be injective even if d > r. Therefore, this and other inverse function-type theorems to follow have content even when d = r, and so we state the theorems in this generality. Proof. Suppose first f is injective and let x ∈ Ω. Assume that Df (x)[h] = 0. There is u unitary and ε > 0 small enough so that u −1 x εh 0 x u ∈ Ω. Formula (3.2) then gives
By injectivity of f, it must be that u −1 x εh 0 x u = u −1 x 0 0 x u, which implies h = 0, so
Df (x) has trivial kernel.
To prove the converse, suppose f (x) = f (y). There are unitaries u, v : H → H (2) and ε > 0 such that v −1 x 0 0 y v ∈ Ω and
First, by Proposition 3.3, and because f preserves direct sums, we know Therefore, as f is nc, we have
Comparing this to equation (3.3) implies
By hypothesis, v −1 0 ε(x − y) 0 0 v = 0, so we conclude x = y as desired.
Other results on this type of "lack of dimensionality" were observed by Cushing, Pascoe, and Tully-Doyle in [4] . Theorem 3.4 already provides a stark contrast between classical function theory and the noncommutative theory; examples abound of functions with globally invertible derivative who fail to be injective.
We now recall the definition of the Hessian of a Gâteaux differentiable function and later prove an analogous formula to Proposition 3.3 for the Hessian of an nc function. The formula is of similar flavor to one derived by Agler and M c Carthy in [3] for matricial nc functions. 
4)
whenever the limit exists.
In the next lemma, we show that the derivative of an nc function is itself nc, that the Hessian exists for nc functions, and that the Hessian is again nc. One application of these facts is they enable us to give a simple, calculus-based proof using boundedness of the Hessian that an nc function must, in particular, be of class C 1 . We remark that it is immediate to see that the derivative map preserves finite direct sums by computing the relevant difference quotient. For infinite direct sums, however, the argument is a bit more involved since for example it is not totally clear a priori why, given appropriate bounded sequences x n and h n , the norms of Df (x n )[h n ] are uniformly bounded. (ii) The Hessian Hf (x) exists at all x ∈ Ω and the map Ω × B(H)
(iii) The map x → Df (x) is locally Lipschitz on Ω. In particular, f is C 1 .
Proof. (i) Let Ω k be an exhaustion of Ω compatible with f. A natural candidate for an exhausting sequence for
Indeed, the requirements of Definition 1.1 are readily seen, so Ω×B(H) d is an nc domain. We must show φ is nc compatible with the W k , so we begin by showing φ is bounded on each W k . To that end, it suffices to show that whenever (x n , h n ) is a sequence in W k , the sequence Df (x n )[h n ] is bounded. There is u : H → H (∞) unitary such that
For each n, if we let k n denote the diagonal matrix with h n in the nth diagonal entry and 0 else, then since f preserves infinite direct sums, we see that
Taking norms in the above equation yields
which implies the sequence is bounded since Df (z) is a bounded linear map. Now we need to show φ preserves countable direct sums on each level W k . Let (x n , h n ) be a sequence in W k and suppose
Let X denote the direct sum of the x n (conjugated by s) and H that of the h n (conjugated by s). For every n, let Γ n : H (∞) → H be the projection onto the nth component, and let L n := Γ n s ∈ B(H). Then we have the equality L n (X, H) = (x n , h n )L n for each n. Since f preserves intertwinings, we may compute
where we note that for all t with small enough modulus, X + tH and x n + th n will both lie in Ω, for n fixed. Thus, by definition of the L n , we conclude
(ii) Since φ is nc on its domain, we apply Lemma 3.2 to conclude φ is Gâteaux differentiable. Unraveling the definitions therefore shows that the Hessian Hf (x) exists at all x ∈ Ω, and the equality Hf 
2d . (iii) By part (ii), it in particular holds that for every x ∈ Ω, there is a norm ball B about x and M > 0 such that Hf (y)[h, k] ≤ M h k for all y ∈ B and all h, k ∈ B(H) d . Fix x ∈ Ω. Choose a ball B about x and M > 0 as above. Then for y ∈ B and h ∈ B(H) d , the map t → Hf (x + t(y − x))[h, y − x] is continuous on the interval [0, 1] by part (ii), so we may estimate
By definition of the operator norm, it then holds that Df (y) − Df (x) ≤ M y − x for y ∈ B.
Finally, we come to the aforementioned formula for the Hessian of operatorial nc functions: 
where we set w := (u ⊕ u)v.
Proof. For ease of reading, let us denote X := u −1 x k 0 x u and H := u −1 h 0 0 h u. By closure under direct sums and unitary invariance, X ∈ Ω for k sufficiently small, and
for h sufficiently small. We may then compute, by letting φ be the derivative map be as in Lemma 3.5,
The left hand side of (3.5) is then equal to
which is equal to the right hand side of (3.5).
We note that it is possible to derive similar, albeit increasingly complicated formulas for higher order derivatives of nc functions, but we will be content with doing so only for the first derivative and the Hessian, as this is sufficient for our purposes and it illustrates the general theme behind derivative formulas of nc functions on operatorial domains. Continuing with a similar analysis of higher order derivatives will show that nc functions are of class C ∞ . The details of such an analysis and generalizations to higher orders are left to the interested reader.
Strong NC Functions and the Shift Form
As alluded to immediately before the statement of Theorem 2.4 in Section 2, we want to impose an additional requirement of SOT continuity onto nc functions in order to relax the hypotheses of the derivative being bounded below everywhere to merely being injective at all points. In practice, checking such boundedness below by hand may be difficult in certain cases, but injectivity will typically be easier to verify.
For ε > 0, we call the set {x ∈ B(H) d : dist(x, Ω) < ε} of points in B(H) d with distance less than ε from Ω the ε-neighborhood of Ω.
Definition 4.1. We say Ω ⊂ B(H)
d is a strong nc domain if there exists an exhausting sequence {Ω k } of Ω as in Definition 1.1, with the additional requirements that (i) Each Ω k is closed in the strong operator topology.
(ii) For each k there is ε k > 0 such that Ω k+1 contains the ε k -neighborhood of Ω k .
r is called a strong nc function if there exists an exhausting sequence {Ω k } of Ω satisfying Definitions 1.2 and 4.1, and such that for every k, the restriction f | Ω k of f to Ω k is continuous in the strong operator topology.
Recall that the strong operator topology is metrizable on norm bounded subsets of B(H) d when H is separable. Thus, the continuity condition in Definition 4.2 is equivalent to the following sequential criterion: for every k, whenever x n is a sequence in Ω k with x n → x SOT, we have f (x n ) → f (x) SOT.
Let us make some further remarks about Definitions 4.1 and 4.2. Any B δ , as described in Section 1, is a strong nc domain since the exhaustion in (1.2) satisfies the additional requirements of Definition 4.1 because such a δ is Lipschitz on bounded sets and because multiplication is strongly continuous on bounded sets. Moreover, as noncommutative polynomials and suitable rational expressions (such as the example in (1.3)) are strongly continuous on norm bounded sets, in practice these additional requirements seem rather mild and natural.
Secondly, condition (ii) in Definition 4.1 is just a technical strengthening of the condition Ω k ⊂ int Ω k+1 (which we have been using so far), and it ensures that the derivative of a strong nc function is also a strong nc function. Indeed, if f :
r is a strong nc function, say with exhausting sequence Ω k as in Definition 4.2, taking the obvious exhaustion of Ω × B(H) d shows it is a strong nc domain. Furthermore, for every k, whenever x n is a sequence in Ω k with x n → x SOT and whenever h n → h SOT, we have
To see this, fix k and note that by closure under direct sums and unitary invariance of Ω k , there is a unitary u : H → H (2) such that u −1 x n 0 0 x n u ∈ Ω k for all n. As the strongly convergent sequence h n is bounded, condition (ii) in Definition 4.1 implies there is ε > 0 (independent of n) such that u −1 x n εh n 0 x n u ∈ Ω k+1 for all n. Therefore, by Proposition 3.3 and because f | Ω k+1
is strongly continuous,
where all limits are in the strong operator topology. Therefore, we conclude
In order to prove non trivial results such as Theorem 2.4 for strong nc functions, we make use of the notion of "shift forms". The following construction is motivated by the dilation theory introduced by A. Frazho [5, 6] and G. Popescu [11, 12] , and was privately communicated to the author by J. E. Pascoe. Similar ideas in a different setting were utilized in [10] .
The separability of the underlying Hilbert space will now be used extensively. Throughout this section, we fix a countable orthonormal basis {e 1 , e 2 , . . .} for H. Given a d-tuple X ∈ B(H) d , the idea is to find a unitary operator in B(H) which provides a basis for H on which the coordinates of X essentially act as shifts.
Let M be the shift operator Me k = e k+1 . Begin by defining a shift form of X. We note that there may well be more than one such unitary for a given X, but for our purposes, the existence of at least one is sufficient. This construction lets us prove an SOT compactness-like theorem for bounded subsets of B(H) d . It is well-known that the unit ball of B(H) is not SOT (sequentially) compact when H is infinite dimensional, but we prove in Lemma 4.2 that for any bounded sequence in B(H) d , there is a subsequence along which the shift forms converge SOT. This statement lends itself nicely to applications with strong nc functions since they preserve conjugations by unitary operators and are strongly continuous on unitarily invariant sets. Moreover, we have sufficient control over the shift forms so that, after conjugating by suitable unitaries, the subsequential limit will have large norm if the original sequence does (see part (ii) of Lemma 4.2).
Lemma 4.1. If X ∈ B(H) d and k ≥ 1, then by letting P k denote the projection onto the subspace spanned by the first k basis vectors e 1 , . . . , e k , we have
for each i = 1, . . . , d.
Proof. Write X = u * Xu for a unitary u satisfying (4.1) and (4.2), and let y ∈ span {e 1 , . . . , e k } with y ≤ 1. Since y ∈ span {e 1 , . . . , e k } ⊂ V X k−1 , we know by (4.2) that the containment u * y ∈ span {e 1 , . . . , e α(k−1,d) } holds. Furthermore, this implies X i y ∈ V X k , and so u * X i y ∈ span {e 1 , . . . , e α(k,d) }. Therefore we may estimate
Taking supremum over such y finishes the proof.
Part (ii) of the next lemma will be a main ingredient in the proof of Theorem 2.4.
, then there exists a subsequence along which the sequence of shift forms X n converges SOT.
(ii) Let X ∈ B(H) d and H n ∈ B(H) d with H n = 1 for all n. Then there exist unitaries
2d with H ′ = 0, and a subsequence along which the sequence of shift forms of W *
Proof. (i) For each n, apply the shift form construction to X n to get a sequence X n = u * n X n u n . For every n, every i = 1, . . . , d, and every k ≥ 1, properties (4.1) and (4.2) of shift forms give us
Therefore, for every i = 1, . . . , d and every k ≥ 1, the sequence { X n i e k } ∞ n=1 is bounded and contained in a finite dimensional subspace. By a diagonalization argument, we may then find a subsequence n j so that X n j i e k converges for every i = 1, . . . , d and every k ≥ 1. By boundedness again, this implies X n j i converges SOT for every i = 1, . . . , d.
(ii) By passing to a subsequence if necessary, we may assume there is i ∈ {1, . . . , d} such that H i n = 1 for all n. We again denote by P k the projection onto the subspace spanned by the first k basis vectors e 1 , . . . , e k . If T ∈ B(H) has operator norm 1, then for every ε > 0 small there exists a unitary W ∈ B(H) such that 1 − ε ≤ P 2 W * T W P 2 . This can be seen by choosing a unit vector v which approximates the norm of T , and defining a unitary which maps e 1 to v, and e 2 to a suitable linear combination av + bT v. Applying this to each H i n , we can find unitaries W n ∈ B(H)
2d , by part (i) there is a subsequence n j along which X n converges SOT, say to (X ′ , H ′ ) ∈ B(H) 2d . Combining this with (4.3) for k = 2,
Since strong convergence implies norm convergence on finite dimensional spaces, the above estimates imply
which concludes the proof.
Proofs of Main Results
We now provide detailed proofs of the main results listed in Section 2. We repeat their statements here for ease of reading. Theorems 2.1 -2.4 and Corollary 2.5 are proved here as Theorems 5.2 -5.5 and Corollary 5.6, respectively. To begin, we need a general result on linear maps between Banach spaces. As the author could not find a suitable source in the literature, we include a statement and proof below for convenience. B(X, Y ) denotes the bounded linear maps between the Banach spaces X and Y , with the operator norm.
Lemma 5.1. Let X and Y be Banach spaces and fix α > 0. The set of maps in B(X, Y ) that are surjective and bounded below by α is norm closed.
Proof. Let T n be a sequence of such linear maps converging to T . As α x ≤ T n x holds for all n and x ∈ X, we see that α x ≤ T x for all x ∈ X, so T is bounded below by α.
Now we show T must also be surjective. The uniform bound below on the T n implies the sequence of inverses T −1 n is uniformly bounded in operator norm by 1/α. Thus, the estimate
n is a convergent sequence. Since T n T −1 n = 1 Y for all n, we immediately see that T is surjective.
We reiterate that the notion of connectedness in what follows is always with respect to the norm topology on
Proof. By hypothesis, the set U := {x ∈ Ω : Df (x) is surjective} is non-empty. Since surjective maps form a norm-open set in B(B(H) d , B(H) r ), the continuity of the map x → Df (x) implies U is open in norm.
As Ω is connected, it suffices to show U is also closed in Ω. To that end, take a sequence x n in U converging to x ∈ Ω. We claim there is a uniform α > 0 such that each Df (x n ) is bounded below by α. Indeed, take an exhaustion {Ω k } of Ω which is compatible with f . Since x n → x ∈ Ω, and since the exhaustion satisfies Ω k ⊂ int Ω k+1 , there is k large enough so that all the x n lie in Ω k . Since Ω k is closed under countably infinite direct sums, there is u : H → H (∞) unitary such that
Then, Df (z) is bounded below by hypothesis, say by α > 0. Now fix n and let h ∈ B(H) d be arbitrary. Let h n denote the diagonal matrix with h in the nth diagonal entry and 0 else. Since
holds by Lemma 3.5, we may take norms in (5.1) to get
This implies each Df (x n ) is bounded below by α. Again, since f is C 1 , we have Df (x n ) → Df (x) in norm so Lemma 5.1 implies Df (x) is surjective. Thus x ∈ U and U is closed in Ω.
With Theorem 2.1 now obtained, we can prove our inverse function theorem: Proof. By Theorem 2.1, Df (x) is an invertible linear map B(H) d → B(H) r for every x ∈ Ω. Theorem 3.4 tells us that f is injective on Ω, so f −1 exists as a map f (Ω) → Ω. We must show f (Ω) and f −1 are both nc. In fact, we claim that if we take an exhausting sequence {Ω k } for Ω which is nc compatible with f , then the sequence of images {f (Ω k )} is an exhaustion for f (Ω) which is nc compatible with f −1 . First, we show f (Ω) is an nc domain. All required properties in Definition 1.1 of the sequence f (Ω k ) are immediate from the corresponding properties of Ω k and the fact that f is nc, except possibly the containment f (Ω k ) ⊂ int f (Ω k+1 ). But, since f is C 1 , the classical inverse function theorem for Banach spaces implies f is an open map, so
Finally, we show f −1 is an nc function. Of course f −1 (f (Ω k )) = Ω k is bounded for every k. Fix k and let f (x n ) be a finite or countably infnite sequence in f (Ω k ) and let s be invertible with which shows f −1 preserves direct sums. To that end, call the expression in (5.2) f (z) for a unique z ∈ Ω. Since each x n ∈ Ω k , we know there is a unitary u such that
Proof. Suppose there is x ∈ Ω such that Df (x) is not bounded below. Then we can find a sequence h n ∈ B(H) d of unit vectors such that Df (x)[h n ] → 0. Let {Ω k } be an exhastion for Ω as in Definition 4.2 and say the point x lies in Ω k . By Lemma 4.2 (ii), there are (in particular) unitaries v n and a point (x ′ , h ′ ) ∈ B(H) 2d with h ′ = 0 such that v * n (x, h n )v n → (x ′ , h ′ ) SOT along a subsequence n j . Since Ω k is unitarily invariant and SOT closed, it follows that v * n j xv n j ∈ Ω k for every j and that x ′ ∈ Ω k . Therefore, by the discussion following Definition 4.2 on the SOT continuity of the derivative of a strong nc function, we have
in SOT. But by the choice of h n and because the v n are unitary, we also have If Ω is connected and there exists a point a ∈ Ω such that Df (a) is surjective, then Df (x) is invertible for every x ∈ Ω.
Proof. Apply Theorems 3.4, 2.4, and 2.1.
