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Sum m ary
Information retrieval from multimedia databases has become an urgent problem. Its 
solution can be facilitated by describing the content of m ultimedia databases using 
a variety of ways. In a video database, the options can be caption, speech, audio, 
image features etc. Presently, the MPEG-7 framework deals with standardisation of 
the multimedia content description techniques. Image features, such as motion, colour, 
texture and shape, are used for image annotation. The research described here is 
concerned with the annotation of sports video as part of an EU project ASS AVID. The 
framework of ASSAVID is similar to MPEG-7.
The focus of the research is to develop motion feature descriptors. Motion description 
becomes increasingly attractive because motion features encapsulate temporal infor- 
niEition. However, problems plaguing low-level motion processing impede the research 
on high-level motion analysis. This becomes more severe in applications with real-life 
video. In our research, hum an motion is adopted for sports annotation because sports 
involve a number of hum an behaviours. Human motion analysis has a wide spectrum  
of applications, such as surveillance, medical imaging and information retrieval. Yet 
there are no techniques directly related to this topic in MPEG-7. One of the useful de­
scriptor of complex hum an motion is motion periodicity. However, among the existing 
techniques, only a few successful attem pts at periodic motion description have been 
reported in real-life video.
In this thesis, we present a  novel method for sports video retrieval using periodic 
motion features. We focus on modelling human motion and this is accomplished by 
solving several sub-problems: A novel non-rigid foreground moving object detection 
algorithm is developed for complex real-life video. The algorithm is used to process low- 
level motion and segment out the human body from images with least computational 
expense. Innovative sport templates are constructed for hum an behaviour description 
using periodic motion features. They represent sport types in ASSAVID. Motion feature 
vectors are built using the templates. Motion feature classification is accomplished 
using a neural network.
The proposed method has been tested on the ASSAVID database, which contains more 
than  800 minutes of real-life video from the BBC 1992 Barcelona Olympic Games. In 
to tal about 810,000 images have been processed to test motion features. Four types of 
different sports are tested. The experimental results show the proposed m ethod to be 
successful.
K ey  w ords: content-based video retrieval, liuman motion description, pattern  recog­
nition and classification, periodic motion, motion estimation and segmentation, multi- 
media databases
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Chapter 1
Introduction
1.1 M ultim edia  D atabase A nn otation
The word database is used to describe a collection of data arranged for ease and speed 
of search and retrieval. The oldest image database can be traced back to the frescoes 
in the caves of our ancestors, which recorded their lives and preys thousands of years 
ago. Text-based databases, indexed by library catalogues, have been the dominant ways 
to retrieve information. W ith the advent of electronics, billions and billions of bits 
of information have been stored in databases in the format of text, diagram, image, 
speech, audio and video. We give these databases the name multimedia databases. 
W ith the exponentially increasing availability of multimedia information, the problem 
of information retrieval from multimedia databases has become urgent. To find the 
relevant content is no longer as simple as looking at the frescoes.
Over the decades, many techniques for text-based information retrieval have been de­
veloped. Until recently, a very few people contributed to research into multimedia 
databases. The most state-of-the-art techniques of multimedia information retrieval 
are included in the MPBG-7 framework. In October 1996, the M PEG (Moving Picture 
Experts Group) organisation started  to address the urgent problem of how to describe 
audio-visual contents. The new member of the M PEG family standard is called Multi- 
media Content Description Interface, or in short MPEG-7 [60, 85]. In the framework 
of MPEG-7, image features are used for image content description. Colour, texture,
1
Chapter 1. Introduction
sliape and motion are adopted and standardised. In particular, motion features, such 
as camera motion, motion trajectory, param etric motion and motion activity are de­
scribed in detail and have been standardised [85]. However, many motion description 
methods are still in their experimental stages.
In this thesis, we will introduce a novel method for sports video description using 
periodic motion features. The method focuses on hum an motion description for the 
multimedia database retrieval. In this chapter, an overview of the research is described. 
The background knowledge of the EU project, ASS AVID, is also introduced since the 
research has been conducted in its framework.
1.2 O bjective
Similarly to MPEG-7, ASS AVID (Automatic Segmentation and Semantic Annotation  
of Sports Videos Project) focuses on the problem of multimedia database annotation 
and retrieval. It is an EU {European Union) project which started in 1999. The 
aim of the ASSAVID project is to develop techniques for autom atic segmentation and 
semantic annotation of sports videos. The motivation of the project comes from the 
requirements in the archive departm ent of broadcasting industries, such as the BBC 
(British Broadcasting Corporation). In practice, the usefulness of archived audio-visual 
material is strongly dependent on the quality of the accompanying annotation. Based 
on the requirements of broadcasting applications, for both live broadcasting and post­
production, the level of annotation should be sufficient to enable simple text-based 
queries. As to sports video archiving, an im portant information about the video is the 
sport types represented by the content. Therefore, the aim of the project is to segment 
the material into shots, and to group and classify the shots into semantic categories 
(type of sport). Multimedia features, such as speech, caption and audio are used as 
features. Besides, image processing techniques, based on colour, texture and motion 
are used for image content retrieval and annotation. It is an essential part of the whole 
ASSAVID system. A detailed explanation of the ASSAVID framework can be found in 
Appendix A.
In the ASSAVID framework, one of the most challenging tasks is to use motion infor-
1.2. Objective 3
m ation for sport classification. Motion information implicitly encapsulates temporal 
information of image contents. It can provide information complementary to image 
features such as colour, texture and shape. Applications of motion feature extraction 
and analysis include image coding, medical imaging, security surveillance systems and 
information retrieval. However, although being researched for decades, motion is still 
one of the most unstable and unreliable image features. Even in MPEG-7, motion 
descriptors still remain very simple, far from offering practical functionality for solving 
complex problems.
In sports videos, most motion originates from human activity. Thus sport classification 
can be based on hum an motion features. However, being one of the most complex 
motion types, there have been very few techniques developed for hum an motion de­
scription, even in an experimental environment. The reason lies in the complex human 
body structure and hence its complex motion. Yet in MPEG-7, no motion descriptor 
has been created for hum an motion description. Another fact is tha t the sport videos 
in the ASSAVID database come from real-life broadcasting materials. Compared with 
experimental environments, real-life videos are much more complex because there are 
few constraints on their contents. This makes the work even more difficult because a 
lot of existing techniques are only tested in simple situations. Generally, more complex 
algorithms can be used to deal with more complex situations. However, ASSAVID 
attem pts to build a near real-time system for practical use. Therefore, algorithms 
involved are required to be computationally economic.
The research in this thesis is part of the ASSAVID project. It aims at solving the prob­
lems of using human motion information for sport type classification and multimedia 
database annotation.
The ASSAVID database includes 11 video tapes of the 1992 Olympic Games in Barcelona, 
recorded by the BBC. There are in total over 1,200,000 images contained in the videos. 
The database is groim d-truthed by sport type in 3,105 video shots. All together 25 
different sport types are defined by key words. Fig. 1.2 shows some example key frames 
from the ASSAVID database. The example key words of sport type are also given. 
Pi'om the point of view of motion description, video shots in the databases can be clas­
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sified into categories of shots containing sports and shots containing other activities, as 
shown in Fig. 1.1. Events such as interview, crowd and medal ceremony belong to the 
category of “others” . Under the category of sports, events are sub-divided into sports 
with periodic motion and sports without periodic motion. Sports such as sprint, long­
distance running, swimming, cycling and canoeing exhibit periodic motion. Boxing, 
weight-lifting, judo, tennis belong to the sports without periodic motion. Sport such 
as 110-metre hurdling, which contains a more complex periodic motion, is classified as 
sports with periodic motion. Some sport types, such as high-jumping, involve a short 
period of periodic motion as part of their whole processes, but they are not labelled as 
periodic motion.
ASSAVID database
others
(crow d, interview  etc .)
sports
non-periodic motionperiodic motion 
(running, sw im m in g, cyclin g  etc .) (tennis, boxin g, w e ig h t- liftin g  etc .)
Figure 1.1; The motion categories in the ASSAVID database
The goal of the research summarised in this thesis is to develop a system which can 
be used to discriminate different sport types from sports video using motion feature 
descriptors. The system should work in such a way: A piece of video, or a shot, is input 
to the system. By analysing the motion features within the shot, the system outputs 
the annotations of shot using keywords. Since the research is part of the ASSAVID 
project, the system has to work with ASSAVID framework and satisfy its protocols.
To build such a system in the ASSAVID framework is equivalent to building a pattern 
recognition system. As shown in Fig. 1.3, generally, the input da ta  of a typical pattern  
recognition system is processed in three stages: preprocessing, feature extraction and 
classification. In the preprocessing stage, useful information from the input da ta  is 
segmented and grouped together. Features are then extracted from this information.
L2. Objective
(a) Swimming (b) lOOM running (c) 200M running (d) 1 lOM hurdling
(e) Cycling (f) Canoeing (g) Judo (h) Gymnastics
(i) Tennis (j) Medal ceremony (k) Interview (I) Crowd
(m) Diving (n) Hockey (o) Long-distance running (p) Boxing
(q) W eight-lifting
Figure 1.2: The examples of key frames and key words of sport types from the ASSAVID 
database
Chapter 1. Introduction
input data
preprocessing
classification
feature extraction
decision
Figure 1.3; The structure of a typical pa ttern  recognition system
video shot
Chapter 2,3
Chapter 4,5
Chapter 6classification
motion estimation  
and segmentation
motion feature extraction
sport type annotations 
Figure 1.4: The structure of the motion description system
1.3. Challenges
The extracted features are then classified in the classification stage. The classifier is 
designed by means of training. The decision about the input da ta  is produced from 
the output of the classifier. The proposed motion description system thus should have 
a  similar structure, as shown in Fig. 1.4. The preprocessing stage is accomplished by 
low-level motion processing, namely motion estimation and segmentation. In this stage, 
regions of moving objects should be segmented out for further processing. The sport 
type annotation of the input video shot is finally made by the decision of the classifier.
1.3 C hallenges
To explain the challenges of the research, an example shot of sports video is shown in 
Fig. 1.5. To annotate it, the system must handle a range of problems from low-level 
motion processing to high-level processing. Challenges lie in the following aspects:
• The problems in low-level motion processing are summarised as follows
1 . Camera motion in the database is not constrained. As shown in Fig. 1.5, 
the camera tracks the runner throughout the shot. Sometimes the camera 
zooms in and out. The camera motion estimator should be able to handle 
the camera movements w ith the least computational cost.
2. In sports, the hum an body carries essential motion information for sports 
discrimination. The hum an body is a non-rigid foreground object. Hence 
how well the hum an body is segmented out from the image scene is very 
im portant to the subsequent processes.
3. An image frame from a broadcasting camera is depicted in Pig. 1.6. The 
frame consists of two fields, which are interlaced. Aliasing problems are 
caused by failure to de-interlace the fields. Most sports involve fast motion 
which causes blurring in parts of the hum an body. Both problems will hinder 
motion estim ation and segmentation. The frame has to be de-interlaced, as 
shown ill Fig. 1.7. The motion estim ator should consider the case of severe 
motion.
Chapter 1. Introduction
(a) (b) (c) (d)
(e) (0 (g) (h)
(i) (j) (k) (1)
Figure 1.5: An example sequence of 100-metre sprint from the ASSAVID database
The camera motion in the .sequence contains translational motion and zoom. It is observed that the 
foreground objects are usually the athletes. Camera is tracking the motion of the athletes. There is no 
constraint on camera motion or camera view point in the .ASSAVID database.
Low-level motion processing is the most computationally expensive procedure in 
the system. Considering that a near real-time system is required, the low-level 
processing must not be time-consuming. However, it must be accurate enough 
for the subsequent research.
The human body can be treated as an articulated object, in which different body 
parts are linked by the joints. The motion of each part follows the rules of rigid 
object dynamics. However, the body as a whole has to be treated as a non-rigid 
object. Its motion is very complex and is not generated by any simple laws. 
Model-base methods a ttem pt to recover the structure-from-motion by building
1.3. Challenges
(a) An example image (b) the enlarged pa ît of the image
Figure 1.6: An example image from the ASSAVID database, as Fig. 1.5 (f)
Figure 1.7: A de-interlaced field from the above example
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human models from the observed motion, whereas model-free methods describe 
the human motion by analysing the human body as a  whole. An illustration of 
human motion analysis methods is shown in Fig. 1.8. The model-free methods I
are more realistic for real-time systems since they normally require less compu- j
tation. In the model-free methods, periodic motion analysis is one of the most 
useful tools for human motion analysis as many human behaviours involve rep­
etition, However, most techniques of periodic motion analysis suffer from the 
unreliability and inaccuracy of the low-level motion processing. Few periodic 
motion techniques have been tested in real-life video because of the complex sit­
uation. For the ASSAVID project, the system should handle complex human 
motion in real-life video. The extracted motion features must be adequate to 
enable the classification of different sport types. The method should be camera 
view invariant.
• The design of a classifier has to be based on the extracted motion features. Per­
formance evaluation of different classifier methods is required using the m aterial 
from the ASSAVID database.
1.4 C ontributions
In this thesis, we present a novel m ethod for human motion description with application 
to multimedia information retrieval. The method is used for human motion behaviour 
analysis in the context of sports video classification. The proposed method has been 
tested on the ASSAVID database. The experimental results show that the method is 
successful.
Contributions of the research are listed as following:
• A novel non-rigid foreground objects segmentation algorithm is introduced. The 
algorithm is able to segment out the non-rigid human body from a complex image 
scene. Colour and motion information are combined in an innovative way. The 
proposed algorithm is compared with two other existing methods.
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im age
m odel-based  m ethods m odel-free methods
/ \
Human body model Human body region
Figure 1.8: An illustration of human motion analysis methods: the model-based m eth­
ods and the model-free methods.
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• Human motion features are extracted using a novel periodic motion descriptor. 
Periodic motion is selected to model human motion in different sport types. Mo­
tion magnitudes are used for motion feature curve extraction. A modified covari­
ance (MC) method is applied to extract motion periodicities from noisy signals. 
Sport templates are then built based on the detected characteristic frequencies. 
Motion direction information is also incorporated into the motion features. The 
extracted motion feature is camera view-invariant.
1.5 Synopsis
The thesis is organised as follows:
C h a p te r  2 The basic terminology of motion analysis and the elementary methodolog­
ical background in image processing are introduced. A detailed literature review 
on low-level motion processing, namely motion estimation and segmentation, is 
presented.
C h a p te r  3 A novel non-rigid foreground object detection algorithm is proposed. The 
algorithm is used to segment out the non-rigid moving hum an body from the 
image sequences.
C h a p te r  4 Human motion is analysed using a novel periodic motion descriptor. Sport 
templates are constructed by the detected characteristic frequencies from different 
sport types. Motion direction information is encapsulated in the templates.
C h a p te r  5 Motion feature vectors are extracted using motion periodicity and direc­
tion information. The constructed sport tem plates are used for the feature ex­
traction. The feature vectors are used for sport type classification.
C h a p te r  6  Motion feature classification work is presented in this chapter. Neural 
network and Bayesian classifiers are used in the proposed framework for sport type 
classification. Experiments in video retrieval are carried out on video material 
from the ASSAVID database.
1.6. Sum m ary  13
C h a p te r  7 Conclusions about the proposed research in the thesis are drawn in this 
chapter. Ideas for future research are presented.
1.6 Sum m ary
In this chapter, the motivation of the research was discussed first. Since the research is 
included in the framework of the EU project of ASSAVID, we also gave an introduction 
to the ASSAVID project. We then addressed the challenges and the problems occurring 
in the work, aiming to clarify the goal of the research. To achieve the aim, problems 
are subdivided and solved separately in the rest of the thesis. Contributions of the 
proposed research is given based on the achievements from experiments on the real-life 
ASSAVID videos. The road map of the whole thesis was also presented.
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C hapter 2
A R eview  of M otion E stim ation  
and Segm entation
2.1 In troduction
Motion estimation and segmentation belong to low-level motion processing. The terms 
refer to techniques for the extraction of motion information directly from intensity 
images or colour images. Motion segmentation results in labelling pixels which are 
associated with different moving objects or their articulated parts moving with different 
motions. It is closely related to two other problems [5], motion detection and motion 
estimation. Motion detection is a special case of motion segmentation in which only 
two segment types, corresponding to moving vs. stationary image regions are of interest 
(in the case of a stationary camera) or global vs. local motion regions (in the case of 
a moving camera) [2, 41]. On the other hand, motion estim ation is concerned with 
assigning a motion vector to each pixel in the image. It is an integral part of motion 
segmentation.
If we facilitate higher level motion processing and scene understanding, motion segmen­
tation is usually required to provide the separation of objects and background from the 
scene for the purpose of object recognition. In the proposed method, foreground ob­
jects, normally hum an bodies, are the subject of motion behaviour analysis, for which 
low-level motion processing delivers the required motion information.
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In Chapter 2  and Chapter 3, we will discuss the problems of low-level motion processing. 
In this chapter, the terminology and problems in motion estimation and segmentation 
are introduced in Section 2.2. Param etric motion models are then introduced in 
Section 2.3. A comprehensive literature survey of motion segmentation techniques is 
then presented in Section 2.4. In Section 2.5, a literature review on motion estimation 
techniques is presented. Techniques of sports video analysis are discussed in Section 
2,6. Finally, conclusions from the review are drawn. In the next chapter, based on 
the problems revealed in this chapter, we will describe a novel non-rigid moving object 
detection algorithm in detail.
2.2 Term inology and Problem s in M otion
In the real world, the motion of an object is caused by the change of its spatial position 
over time. Basically, the function of this true motion can be expressed as a function of 
3D position and time. In low-level motion processing, the motion in image, or the so 
called apparent motion, is caused by the pixel illumination change over time. Apparent 
motion is inherently different from the true motion in the real 3D world. Apart from the 
problem of losing depth information when projecting onto the image plane, the problem 
of the apparent motion estimation is the problem of matching by using the pixel (or 
region) intensities or colours. Motion is estimated by finding the correspondences from 
two successive images. Problems arise in the process of matching.
2.2.1 A pparent M otion and O ptical Flow
In image sequences, the time varying images are the projection of a 3-D scene onto 
the 2-D image plane. The object motion within the image is the perspective or the 
orthographic projection of the 3-D motion onto the 2-D image plane [111]. The motion 
in a digital image sequence is a 2-D motion, also called the “projected motion” . As 
shown in Fig. 2.1, this appareiit motion of a pixel can be expressed as the displacement 
of the image plane coordinate PfP//, from time t to time t ’. The motion vector is the
perspective projection of the 3-D true motion M tM l'.
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M l
Centre of projection
Image plane
(a) (b)
Figure 2.1: The projected motion from different view points
A pparent motion is also called the pro jected  motion. As a result of the projection from the 3-D world
to the 2-D image plane, the depth information is lost.
If we draw the vectors of the apparent motion pixel by pixel, we may get the optical
flow field, or dense motion field, which is easy to visualise and helps to understand the 
motion of the objects in image sequence. An example dense motion field is shown in 
Fig. 2.3, which is extracted by the two images shown in Fig. 2.2. The arrows show the 
motion of the corresponding pixels.
2.2.2 O cclusion Problem  and A perture Problem
There are several causes of motion estim ation errors. Two main problems are the 
occlusion problem and the aperture problem.
The occlusion problem arises when one object overlaps another [111]. In Fig. 2.4(a), 
the shaded region is a covered or uncovered region due to the motion of the foreground 
object. The ]]ixels w ithin this shaded region have no corresponding pixels in the subse­
quent image. Assuming Fig. 2.4(a) is the first image of an image pair, the foreground 
region is moving to the left, the pixels in the shaded region are covered in the next 
image. Thus there are no corresponding pixels to the shaded region in the second im­
age. On the other hand, assuming th a t the second image of an image pair is shown in 
Fig. 2.4(a) and the foreground region is moving right, the pixels of the shaded region 
are new pixels to the image. They have no corresponding pixels in the previous image.
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(a) “Mobile and Calendar” frame 27 (b) “Mobile and Calendar” frame 28
Figure 2.2: Two frames from the “Mobile and Calendar” sequence
Figure 2.3: Dense motion field extracted from the above two images
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(a) (b)
Figure 2.4: The occlusion problem and the aperture problem
(a). The occlusion  problem: the pixels in the occluded region have no corresponding pixels in the 
successive image.
(b). The apei't'ure problem: W ithin a small scope, the motion vector at point B  can not be decided.
Both cases give rise to correspondence errors. This will give rise to motion estima­
tion errors in many existing motion estimation methods, such as some gradient-based 
methods and direct matching methods, which depend on the pixel correspondence.
Another frequently occurring problem, the so-called aperture problem, is illustrated in 
Pig. 2.4(b). Generally, motion is estimated by finding correspondence in successive 
images, comparing the image intensities. However, in some cases, estimated motion 
can have more than one solution. In a region with texture in only one direction, the 
estimated motion vector at point B could be any one among v i,V 2 ,V3 , although the 
real motion of the object is v%, as shown at point A. An extreme example of the 
common inherent ambiguity in velocity information is given by the so-called “barber 
pole illusion” , where the motion of a circular spiral painted on the surface of a rotating 
cylinder is perceived as linear motion [108, 118]. Such problems will be even worse in a 
region where there is no spatial texture at all. Motion estimation becomes an ill-posed 
problem [8 ] as the motion vector field is not uniquely determined by the image intensity 
data
2.2.3 C onstraints on M otion
In order to solve motion estimation problems with minimum errors, it is necessary to 
constrain the solution by imposing some assumptions.
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• Data Conservation Constraint. Many motion estimation techniques assume that 
the intensity of pixels is conserved under motion. This is only true for Lam bertian 
surfaces under time invariant illumination [90], but the approximation is found 
to be satisfied by many applications [43].
If 1 is the intensity of a pixel x =  {x, y) at time t, we assume that this / (x , t) 
keeps constant along its motion trajectory. The assumption of intensity constancy 
under motion can be expressed as:
or
+  A — 0 (2.2)
where A, ly and It are the partial derivatives of /, with respect to x, y and 
t. Vx =  d x/d t and Vy =  d y /d t  are the components of the motion vector v% =  
(^x-)t’y)- This equation is also known as the optical flow constraint [98, 71]. The 
optical flow field is a 2-D apparent motion field associated with the variation of 
the intensity of the image. Since optical flow will only interpret the apparent 
motion associated with the intensity value of pixels, it may be affected for purely 
photometric reasons, e.g., motion of the light source of the scenes, or variation of 
the brightness of the image in terms of reflection of the object [12, 98]. In cases 
of occlusion and noise, the optical flow constraint will also break down.
Spatial Coherence Constraint. Real physical objects are contiguous, and have 
finite extent, so that the adjacent pixels in an image usually represent parts 
of the same object. Therefore the motion field is expected to exhibit spatial 
coherence, except at relatively small number of pixels which are located on the 
object boundaries [17, 55]. This property of conservation of the spatial image 
gradient, V /(x , t), can be stated by
=  0 (2.3)
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Spatial coherence is encoded by the choice of the motion models., which restricts 
the spatial variation of motion to a  specific form. Spatial coherence leads to 
bigger errors around motion boundaries.
There are some other constraints which can be applied to motion estimation. For 
example, the uniqueness constraint introduced in [1] gives a constraint on the uniqueness 
of pixel correspondence between the image pair. The smoothness constraint in [98] seeks 
a  motion field which satisfies the optical flow equation with the minimum pixel-to-pixel 
variation. However, one can totally eliminate estimation errors.
2.3 Param etric M otion  M odels
Assuming that the motion of some object in the scene can be described as a param etric 
motion model, then the motion estim ation problem is actually the problem of estimating 
the param eters of motion models by matching the pixel observations, normally pixel 
intensities, to multi-dimensional hyperplane, which are constructed by the param eters 
of the motion models. Here we list some commonly used param etric motion models:
♦ Translational motion model. The model can be used to express translation mo­
tion. Two param eters are estimated.
1 0 ftl (2.4)
0 1 0>2
V =
• Affine motion model. The model can handle translational, scaling and rotation. 
Six param eters are used.
«1 
«2  
«3 
Ou\
O5
a,6
V =
1 3; ?/ 0 0 0
0 0 0 1 a ; ? /
(2.5)
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• Quadratic motion model Besides translational motion and rotation, zoom can be 
expressed using this model. Eight param eters are needed.
V =
1 .T y 0 0 0 X xy
0 0 0 1 a; y xy
aj
02
03
(24
05
06
07
08
(2 .6)
The perspective motion model has 12 param eters to estimate. We do not show its for­
m at here. Generally, motion models with more param eters can handle more complex 
motion in the scene. As a trade-off, more computation is required. The translational 
motion model has the least number of param eters to estimate. Due to the low compu­
tational cost, translational motion models are one of the most commonly used models 
for practical applications.
2.4 Techniques o f M otion  Segm entation
Motion segmentation refers to the problem of labelling pixels so tha t they identify each 
independently moving object in a secpience. It splits the image into regions composed 
of pixels with similar motion. These segmented regions are more meaningful because 
each region represents an independently moving object. A motion segmentation map 
provides a higher level description of the image which helps to make the video content 
more explicit.
Motion segmentation techniques can be classified into one of the following categories: 
thresholding methods, /j-means methods, region growing methods and Bayesian m eth­
ods.
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2.4.1 T hresholding M ethods
The thresholding technique is mainly used for motion detection by detecting regions 
th a t are “changed” or “unchanged” with respect to the previous frame [111, 81, 107]. 
In order to distinguish the nonzero differences tha t are due to noise from those that 
are due to the actual moving object, segmentation can be achieved by setting a certain 
thresholding value to the image intensity change [79]. A morphological filter can be used 
to remove small isolated regions. However, in cases when regions are less textured, this 
technique suffers from the aperture problem and often will result in erroneous labelling 
of the pixels within such regions. Thresholding methods are the simplest way to obtain 
a motion segmentation map within a relatively simple image scene. W ith some a priori 
knowledge of the image content, this m ethod can give a good motion segmentation 
map.
Segmentation by dominant motion analysis is an improved thresholding method. It 
starts by fitting a param etric model to the entire changed region from one frame to the 
next, and then extracts the object with the dominant motion from the changed region 
one at a time [6 , 63, 39]. Multiple object segmentation can be achieved by repeating 
the procedure on the residual image regions after each object is extracted. This m ethod 
is a simultaneous motion estim ation and segmentation method. Some difficulties with 
this approach were reported in situations where there is no single dominant motion 
[5]. For example, within an image there are two dominant moving objects with the 
same size of regions but very different motions. In such a case, the motion estimator 
normally will not give a correct dom inant motion. This makes sense since neither of 
the objects are more dominant than the other. The dominant motion analysis m ethod 
usually gives a set of motion segmentation maps, namely motion layers, each containing 
a segmentation map of a single moving object.
2.4.2 A;-Means C lustering M ethods
Motion segmentation can also use classification techniques which group pixels according 
to certain motion or spatial and tem poral properties of objects [1 2 0 ]. Classical schemes 
of pa ttern  recognition, such as A;-means methods [111, 38, 112], are used with different
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clustering distance measures and param etric motion models [116, 94, 5, 3]. Wang 
and Adelson [120] suggested clustering of affine motion param eters where the image 
is initialised by dividing the image into blocks, using a A;-means scheme with some 
pre- and post- processing. Their method weights the usual Euclidean distance with 
a scaling matrix, which comes from their experiments. It is reported [61] tha t this 
weighted distance measure may be very different from the real distance between clusters 
in the feature space in some cases and very sensitive to the choice of the scaling matrix. 
Dufaux et al. [41] introduced a /c-medoid clustering algorithm for motion-based region 
merging after a /c-means clustering for image intensity segmentation. It used similar 
measurements to Wang and Adelson [120]. Altunbasak et al. [5] improve Wang and 
Adelson’s method by combining colour information to give the motion segmentation 
map a very good boundary. A maximum likelihood analysis is used by Nguyen et al. 
in [94]. A Mahalanobis distance measure is used in this method. By choosing the right 
value of k, A'-means method gives a good segmentation map. The biggest obstacle of 
the A-means scheme is the determ ination of the correct number of classes, which is 
assumed to be known. The methods in [5] and [94] provide a baseline for a  novel non- 
rigid foreground object detection algorithm introduced in Chapter 3, which addresses 
some of the disadvantages of the existing methods. They are introduced with more 
details in Section 3.2.
2.4.3 R egion Growing M ethods
Region growing schemes, another family of techniques proved to be successful in image 
segmentation [25, 113, 65, 103, 56, 29], are also applicable to motion segmentation. 
By using different homogeneity criteria, pixels are compared with their neighbours and 
clustered according to a distance measurement. The distance measurement is computed 
from the mean motion of a cluster to the neighbouring pixel motion. The region growing 
scheme incorporates the spatial information. Hence the neighbouring pixels are more 
likely to be clustered together. However, the result is much affected by the order of 
the pixels in the growing procedure. Region growing also has a poor control of the 
final cluster number [25]. Region growing is reported being able not only to use the 
motion information as a homogeneity criterion, but also the information such as image
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intensity, colour and even texture [29].
2.4.4 B ayesian M ethods
All pixel-based motion segmentation methods, including [120, 6 ], suffer from the draw­
back tha t the resulting segmentation map may contain isolated labels. The spatial 
continuity constraints in the form of Gibbs random  field models have been introduced 
to overcome this problem [87, 72]. Yet another approach is the simultaneous Bayesian 
motion estimation and segmentation approach of Chang et al. [24]. It involves search­
ing for the maximum a posteriori probability of the segmentation label given the optical 
flow, which is a measure of how well the current segmentation explains the observed 
optical flow da ta  and how well it conforms to our prior expectations [87, 96]. How­
ever, the com putation cost of the Bayesian motion segmentation algorithms limits their 
practical use.
Motion segmentation splits the image scene into regions. Each regions corresponds to 
individual moving objects. Further analysis can be carried out based on these meaning­
ful pixel clusters. Motion segmentation is an im portant part of many applications, such 
as hum an motion analysis, gait recognition and surveillance systems [54, 74, 36]. In the 
applications such as surveillance systems, the motion segmentation can be implemented 
by setting a threshold to detect moving pixels since the camera is normally static in 
these systems [49, 57, 92, 16]. However, more accurate motion segmentation maps can 
be obtained by using more complicated algorithms, such as Bayesian Networks methods 
[54, 19] and Markov Random Field methods[109, 58].
2.5 Techniques o f M otion  E stim ation
Motion estimation refers to obtaining motion information about a pixel or a region 
within a scene by using two or more consecutive images. Most motion estimation tech­
niques can be classified into one of the following categories: gradient-based methods, 
direct matching methods. Hough transform  methods, transform domain methods and 
Bayesian methods.
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2.5.1 G radient-Based M ethods
Gradient-based methods, also known as differential methods, estimate motion based 
on estimates of the spatial-tem poral intensity gradient. The optical flow constraint in 
Equation (2.2) is used to link the intensity gradients and the corresponding motion.
Horn and Schunk seek a motion field tha t satisfies the optical flow equation with the 
minimum pixel-to-pixel variation among the motion vectors [98]. Let
So(v(x, t)) =  4 %  +  lyVy -h I t  (2.7)
denote the error eg in the optical flow Equation (2.2) because of the presence of occlu­
sion and noise. We aim to minimise the square of £o(v(x, t)) subject to optical flow 
constraints.
One of such constraints is the pixel-to-pixel variation of the motion vector. It can be 
expressed as follows
£ s ( v ( x , £ ) )  =  | | V v ^ . ( x , i ) | | 2  +  | | V ^ ; y ( x , 4 | | ^
It can easily be verified that the smoother the motion field, the smaller Ss(v(x, ^)). The 
measure in Equation (2.8) is called the smoothness constraint of motion estimation.
The Horn and Schunk method minimises a  weighted sum of the errors
Eo(v) +  a^£s(v) (2.9)
where the param eter a^, usually selected heuristically, controls the strength of the 
smoothness constraint. It is obvious that this method will perform poorly at the mo­
tion boundaries where sharp motion discontinuity is present. It relies on second order 
derivatives which are usually not stable in real images. Being the classic form of optical 
flow estimation, many subsequent algorithms are based on this method.
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Nagel and Enkelmann [89, 8 8 , 45] extended Horn and Scliiink’s method by introducing 
an oriented smoothness constraint to improve the performance at the motion bound­
aries. Due to the aperture problem, only the component of the optical flow in the 
direction of the intensity gradient is well defined. Therefore the optical flow field is 
constrained by penalising variation of optical flow in the direction perpendicular to the 
intensity gradient.
The following global energy function is minimised
E £o(v)^ +  a^||we„l|- (2 .10)
where w  is an oriented weighting function. Sy represents the oriented error function of 
the estimate v. Enkelmann [45] also introduced a hierarchical structure to deal with 
large displacement estimation.
Nesi [93] proposed an extension of Horn and Schunk’s algorithm in another way that 
explicitly determines a  measure of the likelihood of a motion discontinuity being present 
at each pixel. A control variable I G [0,1] is defined at each pixel location. Then the 
proposed energy function is expressed as
(2.11)
where a , P and 7  are constants. They are usually selected heuristically, I is close to 0 
in case of discontinuities, and close to 1 in the absence of discontinuities.
Computing the optical flow with a gradient method is quite sensitive to noise since 
the first or second partial derivatives of image intensity value have to be evaluated. In 
addition, errors in the flow field will arise at object boundaries because these methods 
are based on the spatial smoothness constraint, which assumes the continuity of the 
optical flow.
2 .5 .2  P e l - R e c u r s iv e  M e th o d s
Almost all motion methods, in one form or another, employ the optical flow constraint 
accompanied by some other constraint. Rather than applying a global smoothness
28 Chapter 2. A Review o f Motion Estimation and Segmentation
constraint to the entire motion field, a recursive motion estimation algorithm operating 
on a pixel by pixel basis is introduced, namely pixel-recursive, or pel-recursive motion 
estimation [106, 48, 20, 119]. It is a predictor-corrector-type estim ator [111] of the form
Ve(x, t) = Vp -b u(x, t) (2 .1 2 )
where Vg(x, () is the estimated motion vector a t position x  and time t, Vp denotes 
the predicted motion estimate, and u (x ,i)  is the update term. The prediction step, at 
each pixel, imposes a local smoothness constraint on the estimates, and the update step 
enforces the optical fiow constraint. The optical fiow constraint may be implemented 
in the form of the optical fiow Equation (2.2), or may be imposed by minimising the 
Displaced Frame Difference (DFD). We define the DFD between time instance t and 
t' = t -\- A t  as follows
DFD{ x ,  v) =  7(x +  v(x), i +  At )  -  7(x, t) (2.13)
The estimator is usually employed in a recursive way, by performing one or several 
iterations at (x, t) and then moving on to the next pixel.
Netravali and Robbins presented an algorithm to find an estimate of the displacement 
vector which minimises the square of the DFD at each pixel, using a steepest gradient 
descent method[106]. They also proposed a modified estimation formula to simplify 
the structure of the motion estimator, by updating the motion estimate in only a 
few directions. The convergence and the rate of the convergence of the algorithm 
depend on the choice of the step size. Walker and Rao[119] proposed an adaptive 
step-size algorithm which greatly improves the convergence of the Netrivali-Robins 
algorithm[106].
The drawback of the gradient based pel-recursive methods is that the solution depends 
on the initial starting point. A local minimum will be reached if we start from the “val­
ley” of the gradient curve. More sophisticated optimisation techniques can be used to 
relax the function and reach the global minimum, but at the cost of increased compu­
tational complexity. Pel-recursive methods can be applied in a hierarchical structure, 
by using a multi-resolution representation of the image to get improved results.
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2 .5 .3  D i r e c t  M a tc h in g  M e th o d s
Direct matching methods estim ate motion by matching groups of pixels according to 
their intensity. A motion vector is searched to minimise a mismatch energy within a 
region.
+  v )  -  i f ( x ) |^  (2 .1 4 )
xeDî
where p is the power of the norm, % is the region in which 4  is matched to It+i. The 
best estimated motion vector of the region can be expressed as
V =  arc/ n n ncr^ (v ) (2 .1 6 )
In general, the range of the motion vector is constrained to a search region f], v  G 
fl. W hen p = 1, we get the so-called Mean Absolute Error (MAE) criterion, and a 
value of p =  2 results in the Mean Square Error (MSE) criterion. W hen the region is 
rectangular, the method is also called the block-matching m ethod [6 6 , 126, 123], which 
is an international standard for compressed video, such as ITU -T H.261, H.263 and 
M PEG-1/2.
In the case of a large region, motion estim ate is supposed to be more accurate since 
there are more pixels used for matching. However, such a region-based algorithm suffers 
from the same fundam ental problem, namely tha t there is an implicit assum ption tha t 
every pixel within the region undergoes the same motion. If this assumption fails, as it 
does when a region straddles a motion discontinuity, then the result produced by the 
algorithm will be unreliable. It is still possible to find a minimum of the mismatching 
energy function, but the motion vector which gives this minimum may at best corre­
spond to the motion of a part of the region, or it may correspond to the motion vector 
of no part of the region. Therefore the region should not be very large. Also a large 
region size will give rise to a time consuming search procedure [8 6 , 34, 33]. Thus it is 
accepted tha t there is a trade-off between the size of the region and the reliability of 
the estim ated motion. Another problem is the search procedure. It is obvious th a t a
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full search for matching is the best, while it is extremely time consuming. Some sub- 
optimal search methods have been introduced to get a  reasonable computation overhead 
[8 6 , 34, 33, 97]. As an alternative, Bieling [10] proposed a hierarchical block-matching 
scheme to improve the estimation reliability.
Bergen et a i assumed the conservation of the local intensity distribution and proposed 
a Least Mean Square algorithm in [7]. The mismatch measure is the MSE criterion 
within a window centred around a pixel of interest. The estimated motion vector 
corresponds to the one which gives the Least Means Square Error in the window. They 
also used a hierarchical scheme to improve the estimation result in the case of large 
motion. Their method is used to compute the dense motion field in our work.
2.5.4 Hough Transform M ethods
Since the accuracy of segmentation result and the accuracy of the optical flow estima­
tion depend on each other, they should be addressed simultaneously to get the best 
result. The Hough transform analysis is a technique for simultaneous motion estima­
tion and segmentation [15, 14, 24, 91]. The Hough transform is a well-known clustering 
algorithm where the data  samples “vote” for the most representative feature values in 
a quantised Hough space. The Hough transform is widely used for line detection in 
image processing. Wu and Kit tier extended the technique to motion analysis [122] and 
Bober and K ittler developed it further for robust motion estimation and segmentation 
[14]. The drawback of this scheme is the computational expense.
2.5.5 Transform D om ain M ethods
Instead of performing motion estimation in the spatial domain by using original im­
age intensity data, transform domain methods apply a transform to the image data, 
and perform motion estimation on the transform coefficients. The methods are also de­
scribed as frecpLcncy domain or phase-based methods [124, 78]. Transform domain m eth­
ods are often computationally efficient, and they tend to be robust to global changes 
of intensity or contrast.
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Kiigin and Hines [70] first proposed the phase correlation m ethod for registering aerial 
photos. In this method, the displacement is estimated as the position of an impulse 
in the correlation of the phase components of the transforms of the reference and the 
test pictures. Denote by the 2-D Discrete Fourier Tiansform (DFT) of the intensity 
image 4 , Let picture 4 a,nd 4+i be related through pure translational motion v,
/^(x) =  4 + i(x  + v )  (2.16)
where x  =  (a;o,;iyo) is the position of the pixel and v  =  (u^,ti^) is the translational 
displacement of the pixel. Taking the D FT of (2.16), we obtain
% { lo) = % +i(w) exp(jw v^) (2.17)
where w =  (w^ j, w^). Splitting and %_|_i into their phase and m agnitude components, 
and normalising by the magnitude of the power spectrum  of the correlation of the phase 
components of and we get
=  exp(jwv^)
=  ^{(J(wa;,yy)} (2.18)
where the superscript * denotes the complex conjugate.
The phase correlation surface, S{x , y)  is defined as the Inverse Discrete Fourier trans­
form of 0
S( x , y )  =
=  5{Vx,Vy) (2.19)
Under the above assumption, the phase correlation surface S  will possess an impulse 
whose location determines the displacement vector. The pictures are “normalised” so 
that their frequency components have unit amplitude, while retaining their original 
phase information. The phase correlation methods tend to be robust to any global
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intensity change because the intensity value will not affect the Fourier phase. If there 
are several moving objects with different translational motion velocities in the image, 
there will be several corresponding peaks in the phase correlation surface. Several 
methods [114, 47, 53, 44] use these peaks as candidates in a subsequent block matching 
algorithm. The phase correlation method has been extended to allow the recovery of 
rotation and scaling motion param eters [104, 6 8 , 67].
2.5.6 Bayesian M ethods
Different from the previous methods, which minimise the errors either of the optical 
flow equation or DFD, Bayesian methods model the deviation of DFD from zero as a 
random process that is exponentially distributed [52, 59, 69]. Probabilistic models have 
been adopted to enforce spatial and temporal correlation between the estim ated motion 
vectors and to describe the motion vectors relation to image intensities. One popular 
model is the Markov Random Field (MRF). The clicpie potentials of the underlying 
Gibbs distribution are selected to assign a higher a priori probability to slowly varying 
motion fields. A more structured Gibbs Random Field (GRF) with a line process has 
also l)een introduced to formulate directional smoothness constraints. Bayesian m eth­
ods search for the global optimum of the cost function, or the so-called Maximum a 
priori Probability (MAP). Simulated Annealing (SA) methods, which include a clas­
sical stochastic relaxation algorithm known as Monte Carlo methods, are capable of 
finding the global minimum. The best known are the Metropolis method[82] and the 
Gibbs sampler method[52]. They tend to be very slow to converge. The ICM (Itera­
tive conditional modes) algorithm[9], the MFA (Mean Field Annealing) algorithm [ll], 
Graduated Non-Convexity algorithm[13], and the HCF (Highest Confidence First) algo­
rithm  are used to obtain faster convergence. Compared with other methods, Bayesian 
approaches are computationally expensive.
2.6 Techniques of Sports V ideo A nalysis
The term of “video analysis” refers to video interpretation and video understanding. In 
the areas of medical and industrial inspection, satellite and surveillance video analysis,
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various techniques have been developed for video content identification and classifica­
tion. Another application, broadcast video analysis, has arisen in the recent years and 
attracts more and more interests from image processing researchers [105]. The growing 
demands on querying ever larger m ultimedia database come from applications such as 
video editing, video education and video database navigation. Sports videos, a major 
portion of broadcast video which involves a lot of human motion activities, have been 
researched in the recent decades [73, 125].
Among the earliest researches into broadcasting video classification, the retrieval of 
images containing specific printed texts is one of the most successful techniques. It uses 
image analysis techniques to detect captions in video, which assumed to contain relevant 
key words to the video contents [110]. The idea is adopted for sports video annotation. 
A sports video analysis m ethod is introduced in [95]. Text da ta  is first extracted, which 
is meaningful to grasp the story of the video. Then actors and actions are extracted 
using difterent image feature. Finally, the video is annotated by associating the text 
segments with the image segments. Audio features can also be used for sports video 
analysis. Similarly, the audio, especially the commentary of sports video, contains 
im portant information of the video content. Related topics can be found in [76, 121].
Colour and texture features are useful to identify image contents. Many sports video 
analysis techniques are based on the extraction of colour and texture features. In 
[73], a multi-modal neighbourhood signature method is introduced for colour object 
recognition. The method is implemented in sports video to recognise objects such as 
national flags and boxing rings. An approach for texture-based annotation and retrieval 
is described in [73]. Given the outputs of 12 Gabor filters, a texture feature space is 
derived. The images are then annotated by defining and selecting codes representing 
the quantised levels of the texture features.
Motion information has been used for video annotation. Motion activity is measured 
between images and statistically analysed for video annotation in [46]. The approach 
uses formative motion measures to retrieve video clips with similar motion activities. 
It is reported to be particularly good to classify high motion activity sports videos 
from other video clips which contain low motion activities. However, the classification
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of different sport types in the genre of sports video is limited. Motion trajectories is 
another im portant feature for sports analysis. In [92], a multiple sports player tracking 
algorithm is described. Ti’acking sports players over a  large playing area is a challenging 
problem. The players move quickly and have large variations in their silhouettes. A 
CONDENSATION-based approach is used [64]. A Kalman Filer is used to improve 
the position prediction. The experimental results are achieved by using a single fixed 
camera in an indoor football environment. Since sports video can be shot by a moving 
camera, the above method need to cope with non-static camera movement. A system is 
developed for analysing American football game by tracking multiple players in sports 
video, as described in [62]. Due to the complicated situation of image scene, the 
motion trajectories being analysed are manually acquired. Multiple cameras are used 
for tracking people in sports in [99]. The developed system is suited for simultaneously 
tracking several people on a large area of a handball court. Due to the fact tha t the 
method is implemented by multiple cameras, it is difficult to be used with broadcast 
videos.
Some sports video analysis techniques are based on the prior knowledge of the video 
genre. Relevant events are then extracted from the video using different techniques. 
Yow et al. analyse football videos for highlights. This is done by detecting the presence 
of the upright goal posts and tracking the motion of the ball. If the ball passes the 
posts, there is a  shot on goal in the video.[125]. Another football game analysis system 
is described in [42]. Many annotations are based on extracting colour features from 
image scene. A video information system for volleyball annotation is described in [22]. 
The annotation of American football is analysed in [62].
2.7 C onclusions
In this chapter, we reviewed existing literature on low-level motion processing. The 
problems posed by motion estimation and segmentation have been researched for decades 
and are still not solved satisfactorily. Due to the computational cost and the nature 
of the problem, motion information is one of the most expensive and unstable cues 
extracted from image sequences. However, as motion contains not only spatial bu t also
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tem poral information of the image content, it complements other image features such 
as intensity, colour and texture which are not able to offer such information. Motion 
estim ation and segmentation are very im portant procedures for the subsequent motion 
feature extraction and motion analysis.
Although the literature review of motion estimation and segmentation is given sepa­
rately, the two procedures are usually considered together. From the literature review, 
there is always a trade-off between the accuracy of the estimated motion and the com­
putational costs. In practice, we attem pt to find an algorithm with relatively economic 
computation and high accuracy. Also, it should be able to handle low-level motion from 
a non-rigid human body. In our research work, a least mean square motion estimation 
m ethod is adopted to compute dense motion field because it gives a good compromise 
between estimation accuracy and computational overhead. The dense motion field is 
then applied for a novel non-rigid foreground motion detection algorithm. Details of 
the algorithms are presented in Chapter 3.
The literature review of the state-of-the-art techniques of sports video analysis is also 
given. Among the features used in video annotation, motion features, such as motion 
activity and motion trajectory, are adopted to describe the content of the sports. Their 
performances are limited. In the present techniques, some analysis work are carried out 
based on extracting motion feature manually, such as in [62], due to the complicated 
situation in using motion features for sports video annotation. A few techniques have 
been using hum an motion description for sports video annotation.
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Chapter 3
N on-R igid Foreground O bject 
D etection
3.1 Introduction
Motion information has always been one of the most im portant sources of information 
for annotation and retrieval. Compared with other visual cues such as colour, intensity 
and texture, the embedded temporal information makes motion more suitable for higher 
level object descriptions. However, this is still very difficult to exploit in practice. R om  
the literature reviews in Chapter 2, although the low-level motion processing has been 
researched for decades, the current state of the art is not fully satisfactory. Yet, many 
high-level motion applications rely on this low-level video processing. The problems 
of motion estimation and segmentation directly affect the subsequent motion analysis 
work. A good motion estimation and segmentation result is an essential prerequisite 
for the subsequent work.
To our motion description system, the problem has been concentrated on detecting 
foreground moving objects, or a hum an body from images. Foreground detection refers 
to a special case of motion segmentation involving only two clusters which correspond 
to the foreground objects and the background. In the motion description system, given 
a shot of a video sequence, the motion of the background and foreground objects must
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be firsi; estimated and foreground moving objects segmented, where foreground objects 
are mostly the main characters of the scene, tracked by the camera. Motion features 
can then be extracted from the foreground objects. For video annotation and retrieval, 
sport type descriptors are then computed based on the presence or absence of certain 
motion features. Therefore a  good foreground and background labelling algorithm is 
very im portant to subsequent human motion analysis. However, due to the complexity 
of the camera motion in real-life video sequences, and the complicated nature and 
severity of human motion (as it is generated by non-rigid and articulated objects), 
existing motion segmentation algorithms do not always work.
In this chapter, we present a novel algorithm for non-rigid moving object detection 
from complex image scenes [30]. The algorithm can successfully segment out human 
bodies from sports images based on motion. The foreground region may contain not 
only rigid moving objects, but also non-rigid objects. Colour and motion are both 
processed. Pixel-based and region-based information are combined to improve the 
boundaries in the segmentation map. Non-rigid foreground regions are segmented using 
a novel motion similarity voting method. The method has been tested with sequences 
from both the standard MPEG test and the ASSAVID database of 1992 Barcelona 
Olympic Games. The experimental results show that the algorithm is computationally 
efficient.
This chapter is organised as follows: In Section 3.2, related work is introduced. Two 
motion segmentation algorithms are described in detail. The proposed algorithm is then 
introduced detailing the colour clustering algorithm and the motion similarity voting 
algorithm in Section 3.3.1 and Section 3.3.2 respectively. The complete algorithm is 
summarised in Section 3.3.3. In Section 3.4, experimental results obtained with the 
proposed algorithm are presented. The experimental material used includes MPEG 
standard video sequences and the ASSAVID video database. The conclusions are drawn 
in Section 3.5.
3.2. Related Work 39
3.2 R elated  W ork
Region-based motion segmentation methods combine the motion information and some 
other information such as colour or intensity in their algorithms. Colour and intensity 
are used for spatial region clustering. The use of information other than motion is 
motivated by the fact that relying solely on the motion information is very likely to get 
a motion segmentation map with bad motion boundaries. This is due to the motion 
estimates across the motion boundaries being very inaccurate. Thus by introducing 
information like colour, the algorithm can provide a good spatial segmentation map 
and thus a good segmentation boundary. By combining a segmentation map with 
motion information, the accuracy of the final motion segmentation map, especially at 
the motion boundaries, can be improved.
In [5], a region-based motion segmentation algorithm, proposed by Altimbasak and 
Tekalp et a i, takes colour information into account. By using a colour segmentation 
map and a /c-means clustering scheme, the algorithm successfully gives a motion seg­
m entation map with very good motion boundaries. The dense motion field is computed 
by using a three-level hierarchical Lucas-Kanade method. A six param eter afiine motion 
model is used in the motion estimation algorithm. In the first step of the algorithm, 
pixels with inaccurate motion vectors are marked by a simple outlier detection test 
which applies a threshold test on the displaced frame difference (DFD). Because the 
motion estimation algorithm is not a robust method, this step can somewhat reduce the 
effect of the outlier pixels without remarkably increasing the computational expense. 
The pixel-based 4m eans m ethod is then used to group the affine motion param eters 
of the k motion classes. This is carried out by iterative assignment of pixels into the 
k classes and then computing the mean motions of the classes. Secondly a spatial 
colour segmentation is carried out. Final fuzzy c-means algorithm is applied in the 
pixel colour space. Then a region-based segmentation process is executed. Bach colour 
region is assigned to one of the A: classes according to motion. For both  pixel-based and 
region-based processes, the affine motion parameters are updated using all pixels, which 
belong to the same motion class, excluding the marked pixels with inaccurate motion 
vectors. The method appears to work well as compared with pixel-based segmentation
40 Chapter 3. Non-Rigid Foreground Object Detection
results, which are used as a baseline for comparison.
Another region-based algorithm is proposed by Nguyen et al. in [94]. This algorithm is 
reported to be more robust to noise by the use of the Mahalanobis distance as the motion 
similarity measure. The algorithm also benefits from applying a spatial segmentation 
over the image pair to create a good segmentation boundary using colour information. 
It also uses the A;-means scheme as a grouping step of the algorithm. Firstly, the image is 
over-segmented by implementing colour segmentation. Then robust motion estimation 
is applied to obtain motion parameters with outlier detection. An eight-parameter 
affine model is used. Finally the regions are merged by a 2-stage A;-means algorithm. 
In the first stage of merging, the regions are merged with the smallest dissimilarity. The 
motion parameters and the Hessians are computed each time a new region is merged 
to the current motion cluster. The process continues until the number of the clusters is 
reduced to k. In the second stage of the merging procedure, each region is assigned to 
the nearest cluster according to their motion similarity. This process is repeated until 
there is no region changing its label.
The experimental results reported by the authors show good region boundaries due to 
the spatial homogeneity clustering implementation. However, both methods use the 
/c-means scheme for their clustering algorithm. The /c-means m ethod needs a care­
fully chosen cluster number. A foreground detection example is shown in [5] with the 
“Mother and Daughter” sequence, setting k = 2. However, this heavily relies on the 
content of the image scene. It would be very difficult to obtain a right segmentation 
map without any a priori knowledge on the image scene. Also, both algorithms assume 
that within an image, colour homogeneity clusters are almost always subsets of the 
motion homogeneity clusters. T hat is, they assume that it is generally true that the 
motion boundaries coincide with the colour segment boundaries. This is exemplified in 
Fig. 3.1. Object A is a rigid moving object, the arrow shows the moving direction of 
A. Since object A has only one colour, it is obvious that the motion boundary coincide 
with the colour boundary. Object B is also a rigid object with a few colour patches. 
All the colour patches have the same motion, as shown by the arrow. In this case, it 
is also true that the motion boundary of B will coincide with the colour segmentation 
boundary.
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Figure 3.1: The relationship of the motion and colour boundaries of rigid objects
In case of rigid moving objects, it is generally true that the colour regions are subsets of the motion 
regions, such as object A and B. However, this is not true for non-rigid moving objects, such as object
C.
42 Chapter 3. Non-Rigid Foreground Object Detection
This assumption is generally true for rigid moving objects where a single colour seg­
ment contains no more than one motion. However, for non-rigid or articulated moving 
objects, the assumption may perform poorly or even fail completely. For example, ob­
ject C in Fig. 3.1 has only one coloin. However, if it is a non-rigid moving object or is 
composed of articulated parts with different motions, the colour region will no longer 
be a subset of a motion region. The different motions in this patch will be treated 
as an identical motion. This obviously affects the accuracy of the estimated motion 
and the subsequent motion analysis. In our multimedia database, human motion is 
analysed and classified to different sports types. Human motion is always non-rigid 
and invariably articulated. Thus, the above assumi^tion will not hold.
3.3 M ethod ology
Here we introduce a novel region-based foreground object detection algorithm. The 
algorithm can detect both rigid and non-rigid moving objects from a pair of images and 
subsequently is applicable to human motion analysis and feature extraction. Because 
it does not use a fc-means structure, there is no need for any a priori knowledge. This 
makes the algorithm more suitable for the application of the proposed multimedia 
database.
First of all, a few assumptions are made. We assume that the noise in images has a 
stationary Gaussian distribution. We assume that for any region which has a homo­
geneous colour, the pixels are from the same object in the scene. However, contrary 
to the assumption in [5] and [94], the motion may not necessarily be the same or from 
the same rigid moving object. Another assumption is th a t for the pixels from the 
background, their motions are very similar to the camera motion. Also, by carefully 
observing the sports video sequences, we find tha t the dominant motion of the scene 
is usually the camera motion. Although these assumptions are not necessarily true for 
all kinds of image scenes, they are generally true for the type of m aterial we are using 
and often they provide a good approximation for most cases.
3.3. Methodology 43
3.3.1 Colour Segm entation
Let O be an object in the scene. Assume that O is composed of several regions Ci, C2 , 
... , Cn of different colour. If the RGB values of the pixels in each region aie normally 
distributed, the regions C \, C2 , Cn can be obtained by using a colour homogeneity 
clustering algorithm.
c;
Figure 3.2: Image pixel colour in RGB space
The pixels are clustered in the RGB space. C i ,  C 2 and C3 are colour clusters, pixel in  belongs to 
cluster C3  since the Euclidean distance between m  and the mean of C 3 is less than a certain threshold, 
m  does not belong to C i  or C 2 . Pixel p can be classified into either C\  or C 2 . However, since p  is 
closer to C\  than to C 2 , it is mapped to Ci in the re-mapping procedure even if it is labelled as C2 in 
the labelling stage.
Colour information is used by taking the RGB values of pixels. Initialising cluster 
Cl by pixel p, its neighbouring pixels are classified as belonging to C\ provided the 
distance between the pixels and the mean colour cf of Ci in the RGB space is small. 
As pixels within one region are assumed to have a Gaussian distribution in the RGB 
space, assuming that the three colour components are equally distributed, we use the 
Euclidean distance as a homogeneity criterion. If the neighbouring pixel q  has a colour 
difference smaller than a threshold c#, the pixel is included in C\ and the algorithm 
continues to process q 's neighbouring pixels. Otherwise, the pixel q  is treated as a seed
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for a new cluster C2 . Formally, let ci and q h e  colour vectors in the RGB space, then 
the colour homogeneity criterion can be defined as
II 0 - 9  II < Q (3.1)
Also, each object in the scene can be considered as a cluster in the pixel coordinate 
space. That is, the pixels belonging to O are close to one another in the scene. Thus, 
if a pixel p  is from region Ci of object O, spatially, its neighbouring pixels will tend 
to exhibit the same colour properties as p. In other words, the i^ixels from the same 
object tend to have similar colour and their spatial positions are close. Therefore, we 
choose a region growing scheme in order to take both the colour homogeneity and the 
spatial homogeneity into account. Note the object may be a rigid moving object or a 
non-rigid moving object.
Each time a pixel is included into the current cluster, the colour vector of the cluster 
is updated by recomputing the mean colour of all the pixels within this region. This 
update procedure is expressed in the following equation
(3.2)
i=i
where N is the number of pixels within the current cluster.
A drawback of this process is that once a pixel is assigned to one cluster, it is not 
considered for any other cluster even if that cluster was more appropriate. This means 
that when a pixel is included in a cluster, it can not be included in a more appropriate 
cluster later. To overcome this problem, a re-mapping process is implemented for pixels 
lying on the segmentation boundaries. Accordingly, the distances between a boundary 
pixel and the mean values of the two regions the pixel separates are computed. The 
])ixel is then mapped to the cluster whose colour is closer to it. For example, consider 
the mean colours cj, oi of two adjacent clusters C\, C2 , and a pixel p  on their boundary, 
currently classified into C2 . If the following equation is satisfied,
I I - 3 - p  II >  II c l - ^ 1 1  (3.3)
p  is re-mapped into c\. Otherwise, the cluster label of p  is kept unchanged.
3.3. Me thodoîogy 45
A morphological filter is applied to remove regions of very small area in a post­
processing stage.
There are several systems for colour representation: RGB, HSV, L*u*v, L*a*b, YUV, 
etc [115]. Using RGB space has a drawback. In a colour image, the pixel intensities 
of a  single-colour object may be different due to reflection or shadow. Because the 
intensity is distributed among the pixel RGB colour channels, the pixel RGB values of 
the object may not be the same due to the difference of their intensities. Therefore, 
a single-coloured object may be over-segmented into several regions. Spaces such as 
HSV, L*u*v L*a*b address this problem by separating intensity from colour informa­
tion. For example, using L*a%  colour space can avoid this problem since the intensity 
information of a pixel is separated into the L channel. The channel a and b contain only 
colour information. Therefore, the segmentation on the colour channels a and b may 
not be affected by the intensity change on the object. The segmentation result shown 
in Fig. 3.3(b) is using the L*u*v colour space. However, it normally requires extra 
computation to convert the pixel RGB colour to L*u*v colour space. In our method, 
the colour segmentation map is used for the motion clustering. The over-segmented 
regions can be merged if they belong to the same moving object. Therefore, using RGB 
colour space is simple and suitable.
The edge fiow m ethod described in [77] and the mean shift m ethod introduced in [35] are 
also implemented. The results segmentation maps are shown in Fig. 3.3. Both methods 
give a good segmentation map. However, compared with the proposed method, these 
two methods tends to be time-consuming, as shown in Table 3.1.
Colour segmentation m ethod Processing time
The proposed method 12 sec
The edge flow method 115 sec
The optimised mean shift method 89 sec
Table 3.1: The processing time comparison using different colour segmentation method 
on “Mobile and Calendar” frame 27. An AMD Athlon IGHz PC is used.
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(a) Using the Edge Flow method in [77]
o
(c) Using the proposed method (d) The original image. 
Figure 3.3: Experimental results on “Mother and Daughter”
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3 .3 ,2  M o tio n  S im i la r i ty  V o t in g  A lg o r i th m
Pixel-based motion estimation algorithms suffer from the “ill-posed” problems: if a 
pixel lies in a region which carries little texture information, its motion estimate is 
less reliable due to the aperture problem; If a  pixel lies on the motion boundary of 
two moving object, its motion estimate is also less accurate. However, if we estimate 
motion over homogeneous colour patches, problems still exist on such pixels. Besides, 
in cases where there are more than one dominant motion within one region, that is, in 
the case of non-rigid moving objects, the motion estimation over the patch might end 
up with a motion vector corresponding to none of the dominant motions. However, 
the advantage of using the spatial segmentation is tha t we can obtain a more accurate 
object boundary than pixel-based motion estimation algorithms. Thus, we need to find 
a way to combine the pixel-based motion with the region-based segmentation. Here 
we propose a motion similarity voting algorithm, which uses the statistical property of 
individual pixel motion estimates within a homogeneous colour patch. Since the voting 
scheme is not based on the assum ption of rigid object motion, the algorithm can also 
detect non-rigid moving objects.
P ix e l-b a se d  M o tio n  E s t im a tio n
We assume the noise over an image has a stationary Gaussian distribution. Given an 
image pair frame t and frame t — 1, the pixel-based motion is obtained by using a least 
mean square m ethod [7, 83]. A translational model is used [32]. For each pixel p , we 
estim ate its motion within a small window centred on p. The intensity I  of p is a 
spatial-tem poral function of p. Based on the intensity conservation constraint, we have
/ ( p , t )  = / ( p  -  v (p ) , t  -  1) (3.4)
where v  is the motion of p. In the presence of noise, the Mean Square error measure 
e(v) for estimating the optical flow within a region can be written as
e({v}} =  ^ ( / ( p , t )  -  / ( p  -  v (p ) , t  -  1))- (3.5)
A'
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where the sum is computed for all the pixels within the region X. The entire optical flow 
field within the region denotes {v}. For a translational motion model, i.e. assuming 
the motion vector is constant at each pixel within the region. Equation (3.5) can be 
re-written as
£(v) ^  Y ^{A 1  4- V /^v)2  (3.6)
A
where A /  is the intensity diflerence between frame t and frame t — 1. The spatial 
gradient is represented by V I.
Minimising this error with respect to v  leads to equation
v =
- 1
(3.7)
where v is the estimated motion vector. In our experiments, the optical flow estimate at 
each pixel is obtained using a 25 x 25 window centred on the pixel. Also, the covariance 
m atrix C is computed as
C =  r  ■ (3.8)
where
^ v . ( A I - V / ) - F ( A I ) 2  
=  —-----------T— :------------  (3.9)N  - 2
and,
H  =  ^ ( V / ) ( V / ) 7 ’ (3.10)
A
is the spatial-tem poral error of the motion estimate, and H  is the covariance m atrix 
of the image intensity gradient at the pixel processed. N  is the number of pixels within 
the window. The covariance m atrix C is a measure of the confidence of the pixel motion 
estimate.
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R e g io n -b a se d  M o tio n  C lu s te r in g
The homogeneous colour regions derived by the colour segmentation process are merged 
to form foreground and background by using a novel motion similarity voting algorithm.
Given the window X  and pixels pi E X  (i = 1 ,2 ,..., ?i), the pixel estimates are assumed 
to be independent from one another. Thus the motion estimates v (p i) ) , v (p 2 )), ..., 
v (pu)) construct a  random  sequence. Assuming that the estimates form a normal 
distribution in 2D space, whose density is expressed as
—  — ( v - v i ) ^ C  ^ ( v  — v i ) (3.11)
where vi is the mean vector, C is the covariance matrix. jC| denotes the determinant 
of C. As the motion estimator uses a least mean square method, the mean vector vi is 
the local motion estimate. C can be obtained from the local estim ator as well.
The term  ^ ( v  — v i)^ C “ ^(v — vj) is known as the Mahalanobis distance. Vectors which 
have a constant Mahalanobis distance to the mean vector vi build an ellipse in the 2D 
space. The ellipse is centred by v;. The shape of the ellipse is determined by C.
The Mahalanobis distance is a good representation of likelihood between the mean 
estimate and a motion vector. Thus we use the Mahalanobis distance to measure the 
degree of motion similarity between motion vectors. The global motion normally refers 
to the motion of the m ajority pixels in the image. In many video sequences, the global 
motion is caused by the camera motion Vcam- Therefore, we assume in sports videos, 
Vcam is equal to Vg. Given the global motion Vg, the motion similarity between v; and 
Vg is expressed as
^ (v i, Vg) =  (vg -  v i)^C  \ v g  -  vi) (3.12)
If vi is similar to Vg, <F(vi, Vg) is small. Otherwise, $ (v i, Vg) is large. The larger the 
M ahalanobis distance, the smaller the motion similarity between the motion vectors.
The next step is a region-based labelling which exploits this motion similarity measure. 
Let us consider the case when a pixel p is inside a colour homogeneous region C: if C  is
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a subset of the background, the measurement $  of p  is very small because v% and Vg are 
the same. Otherwise, if p belongs to a region of a foreground object, v% and Vg will have 
a larger distance in between. Thus #  becomes larger. In another case, when p  is on 
the boundary of two colour homogeneity regions, if the two regions are both  subsets of 
the background, #  is very small. If p  is on the boundary of two regions of a foreground 
object, vi and Vg are less similar. Thus $  becomes larger. Especially, if the pixel is on 
the boundary of two regions where each region is from a different foreground moving 
object, its local estimate might contain more errors due to the estimator window being 
located over the motion boundary. In this case, vi is less likely to be similar to Vg. 
Since most pixels are inside the colour regions, the label of the region is decided by the 
dominant pixels. Based on this analysis, we use $  as a criterion to vote for the region 
labelling. By setting a threshold over $ , the pixels within a region are classified as 
foreground pixels and background pixels. Then the region is labelled as a foreground 
region if the dominant pixel labels belong to foreground. Otherwise, it is labelled as 
background region.
3.3.3 C om plete A lgorithm
A flowchart of the complete algorithm is shown in Fig. 3.4. The proposed algorithm 
has the following steps;
1. The image is classified into regions by using the colour clustering algorithm in­
troduced in Section 3.3.1. A region growing scheme is used for the clustering 
algorithm. The colour criterion used is given in Equation (3.1). The distance is 
measured in the RGB colour space. When a pixel is assigned to the current clus­
ter, the mean value of the cluster is updated by taking the mean colour of all the 
pixels within this region. For each region, pixels on the segmentation boundaries 
are re-mapped to get a more precise segmentation map. Finally, small isolated 
regions are merged by using a morphological filter. Pseudo-code of the procedures 
are given as following,
1. start the first region
initialise mean colour of region using the colour of top l.h. pixel.
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C o lo u r  seg m en ta tio n  m ap  
G lo b a l m o tio n  
D e n se  m o tio n  fie ld
F inal seg m en ta tio n  m ap
Figure 3.4; The flowchart of the complete algorithm
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2. for each remaining neighbour pixel in image:
if pixel satisfies homogeneity criterion 
incorporate pixel in current region 
update the mean colour of current region
3. if no more pixel satisfies homogeneity criterion
re-map boundary pixels
4. if any un-labelled pixel
start a new region
initialise mean colour of region using the colour of seed pixel.
5. repeat 2 to 4.
2. A local motion estim ator and a global motion estimator are applied to the image 
pair. A least mean square method is used to compute the dense motion field [83]. 
The global motion is computed by a Hough Transform algorithm [14]. Both the 
local motion estimator and the global motion estimator compute motion with a 
translational model.
3. Motion similarity measurement $  is computed for each pixel according to Equa­
tion (3.12).
4. A pixel-based labelling is carried out. W ithin each colour region, pixels are la­
belled as foreground and background using a simple two-class classifier by setting 
a threshold on $ .  For a region where there is only one dominant motion, or only 
a rigid moving object exists, the pixels tend to have only one label. However, 
due to the noise and motion estimation errors, there will always be a few pixels 
labelled incorrectly. In the case of a non-rigid moving object, the pixel labels in 
the region will be different.
5. Finally a region-based voting is applied. The regions are labelled as foreground 
and background based on the dominant pixel labels of the region. Different 
regions are merged according to their labels. The final segmentation map will
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have separate regions for the foreground objects and the background.
3.4 E xperim ental R esu lts
The proposed algorithm has been tested on the standard M PEG testing image sequence 
“Mobile and Calendar” . Fig. 3;5(a) shows frame 27 from the image sequence. There 
are a few moving objects w ithin the scene: the background, the train, the ball and 
the calendar. The dominant motion of the scene is the background. Every object 
has a translational motion in different directions except tha t the ball is rotating as 
well. The colour segmentation map is shown in Fig. 3.5(b). There is no non-rigid 
moving object in the scene. Each colour region contains only one dominant motion. 
However, motions of some pixels are poorly estimated due to the noise and the “ill- 
posed” problems such as aperture problem in the area where there is less texture. The 
detected foreground objects are shown in Fig. 3.5(c). The train, the calendar and 
the ball are successfully labelled by the proposed algorithm. Note there is a region 
on the ball detected as the background. This is the shaded part of the ball, which 
has a very similar colour to its neighbouring paid of the background. Therefore, the 
background and the shadow are classified into the same colour homogeneity region 
and finally labelled as the background. The foreground segmentation map shows the 
proposed algorithm can be used to detect rigid moving objects from the image pah .
The “M other and daughter” sequence is also tested with the proposed algorithm. The 
experimental results are shown in Fig. 3.6. The original frame 2 and frame 172 are 
shown in Fig. 3.6(a) and (b). The final segmentation maps are shown in Fig. 3.6(c) 
and (d). In this sequence, the camera is static, the foreground consists of the mother 
and the daughter. There are a few background regions in the scene with little texture 
information which give rise to motion estimation errors. The bodies of the “m other” 
and the “daughter” can be treated jointly as a non-rigid moving object. In frame 2, the 
m other’s and the daughter’s heads are moving. They are rigid moving objects. Other 
parts of the body, such as their shoulders and hands are static. The background in the 
scene is static as well. From Fig. 3.6(c), the moving regions are successfully detected. 
The motion boundaries are very good, thanks to the colour homogeneity clustering.
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(a) “Mobile and Calendar" frame 27 (b) Colour segmentation map of frame 27
(c) Motion segmentation map (d) Enlarged region of the ball
Figure 3.5: Experimental results on “Mobile and Calendai"
The original frame 27 is shown in (a). The colour segmentation map is shown in (b). Smaller regions 
are merged using an image morphological filter. Finally the motion segmentation map is shown in (c). 
The foreground rigid moving objects are detected successfully, (d) shows the enlarged region of the ball 
where the ball has a similar colour as part of the background
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(a) “Mother and daughter” frame 2 (b) “Mother and daughter” frame 172
(c) Motion segmentation map (d) Motion segmentation map
Figure 3.6: Experimental results on “Mother and Daughter”
In Frame 2, the moving heads are considered as rigid moving objects. The result shows they aie 
successfully labelled as foregiound objects. In Fiame 172, the motion of the bodies and the hand are 
non-rigid moving objects. They are detected together with the heads. As a whole, the “mother” and 
the “daughter” are detected as non-rigid moving objects.
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(a) Part of “Mother and daughter" frame 2 (b) Enlarged motion segmentation map
Figure 3.7: Enlarged experimental results on “Mother and Daughter”
Enlarged experimental results on frame 172 show a small region is mis-classified as a foreground object. 
This is due to the region having a very similar colour to the mother’s hair and thus clustered as hair.
In frame 172. both the mother and the daughter are moving. As a whole, the bodies 
of the “mother" and the “daughter" are non-rigid moving objects. The shadow on 
the m other’s shoulder causes an apparent motion. The texture of the clothes also 
gives rise to non-rigid movements. The “m other’s” hand is another non-rigid moving 
object. From Fig. 3.6(d), both “mother” and “daughter” are detected. It shows that 
the algorithm can handle the case of appearance of non-rigid moving objects. As 
shown in Fig. 3.7, in the hair of the “mother” , there is a small region which actually 
belongs to the frame of the picture in the background. This is due to the fact that this 
small region is firstly clustered into the region of the hair and then merged into the 
foreground. Although the motion of the small region is static, the dominant motion of 
the whole colour patch is foreground motion. Therefore, the whole region is classified as 
a foreground object. In this image sequence, the image quality is not very good. Also 
there are a few background regions which contain less texture information. It shows 
that the proposed algorithm is robust to the image noise and motion estimation errors.
The proposed algorithm is also tested on sports image sequences from the 1992 Barcelona 
Olympic Games. The images are grabbed from the real-life video in the ASSAVID 
database. An example image from a running sequence is shown in Fig. 3.8(a). The 
foreground objects are the two runners, one in the middle and the other on the right.
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The dominant motion of the scene is the camera motion, with which the camera always 
follows the middle running man. Due to  the complexity of the hum an body motion, 
these two runners have very complicated motions w ith different parts of their bodies. 
It is obvious tha t the runners are non-rigid moving objects in the scene. The motion 
of the runners is large. The big movement displacement is the cause of blurring of 
the runners’ hands. There are some big regions in the background which contain less 
texture. These factors will increase motion estimation errors.
The colour segmentation m ap of the runner’s image pair is shown in Fig. 3.8(b). The 
result from the proposed algorithm is shown in Fig. 3.8(e). It is compared with the 
results using algorithms from Altunbasak at a i  [5] and the algorithm of Nguyen at 
al. [94]. Fig. 3.8(c) shows the final segmentation map using the algorithm in [5]. The 
segmentation shows the algorithm can detect most of the foreground runners’ body by 
carefully choosing k = 2. The segmentation boundaries are very good. However, it 
fails to detect the regions w ith non-rigid motion, such as the running m an’s left arm  
(which is actually on the right hand side in the image). The upper part of the arm  has 
a  different motion from the lower part. The two parts of the arm  are clustered into the 
same colour region. W hen motion is estim ated within this region, errors occur since 
there is more than  one dominant motion. The algorithm also fails to detect the runner’s 
right arm  (which is on the left hand side in  the image) because the region is merged 
into background when we choose k = 2. I t is very hard to choose a right value of k  to 
segment the foreground objects. In  fact, the segmentation map shown in Fig. 3.8(c) is 
the best one among the segmentation maps which were obtained by setting k equal to 
2 ,3 ,4 ,5  and 6. In cases when the right arm  is correctly detected, some other unwanted 
foreground regions appear. A very similar result obtained using algorithm introduced in 
[94] is shown in Fig. 3.8(d). The segmentation map is obtained by setting k — 2. Several 
values of k have been tested. The best one is generated when k =  2. Apart from the 
regions of the arms of the runner, the algorithm also gives an inaccurate segmentation of 
the runner’s torso. The motion boundaries of the segmentation map are also very good. 
The segmentation map with the proposed algorithm is shown in Fig. 3.8(e). Compared 
with the other two algorithms, the proposed algorithm overcomes the problems in the 
other two algorithms. For example, the runner’s left arm  is detected successfully. As
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(a) Running men (b) Colour segmentation map
4
(c) Segmentation map using the algorithm (d) Segmentation map using the algorithm 
of Altunbasak et al. (1998) of Nguyen et al. (2000)
(e) Segmentation map using the 
proposed algorithm.
Figure 3.8: Experimental results on the image pair of “sprint" from the ASSAVID 
database
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a whole, this region of the arm  is a non-rigid moving object. The proposed m ethod 
using the motion similarity voting algorithm does not assume the motion of the region 
to be unique. Thus it gives the right label. Also, since the algorithm  does not need 
any aprioH  knowledge of the scene, there is no need to set k. The subsequent benefit 
is tha t the algorithm can detect the runner’s right arm  correctly.
Another example is shown in Fig. 3.9(a), which is an image chosen from a weight-lifting 
sequence from a piece of video in the ASSAVID database. In this example, the camera 
is static. Thus the global motion is zero. However, some regions of the background 
have very little texture. This makes the motion estimation errors increase. The colour 
homogeneity labelling map is shown in Fig. 3.9(b). As in the previous example, this 
image pair is tested by the proposed algorithm, the algorithms of Altunbasak et a l [5] 
and the algorithm of Nguyen et a l  [94]. The final segmentation maps are shown in 
Fig. 3.9 (c), (d) and (e). As all the algorithms use a colour segmentation, the resulting 
segmentation maps all have good motion boundaries. Comparing Fig. 3.9(b) and (c), 
the segmentation map in (d) contains fewer background regions than  (b). It shows 
tha t Nguyen’s algorithm is more robust than  Altunbasak’s algorithm. However, both  
algorithms have problems in the sports m an’s legs. In this scene, the legs of the sports 
man are non-rigid moving objects. W ith  each leg, there are two motions dominating 
the region of the leg. Fig. 3.9(e) shows that the proposed algorithm is still the best of 
the three tested from the point of view of being able to detect the sports-m an’s body 
completely. It can easily handle non-rigid moving objects. However, there are still 
some regions mis-classified as foreground objects due to motion errors.
These two image pairs have been chosen from the ASSAVID video database. They 
are representative of the problems lying in human motion analysis. For one sequence, 
the camera is moving. For another, the camera motion is static. The foreground 
objects are sportsmen in both image pairs. For the running sequence, the motion of 
the sportsm an is severe. For the weight-lifting sequence, the motion of the sportsm an 
is relatively small. In both  image sequences, the foreground object can be classified as 
non-rigid moving objects. The experimental results show th a t the proposed algorithm 
detects foreground successfully. The experimental results also show that the proposed 
algorithm is robust to image noise and motion estimation errors.
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(a) Weight-lifting man (b) Colour segmentation result
A
(c) Segmentation map using the algorithm (d) Segmentation map using the algorithm 
of Altunbasak et al. (1998) of Nguyen et al. (2000)
(e) Segmentation map using the 
proposed algorithm
Figure 3.9: Experimental results of the image pair of “weight-lifting” from the AS- 
SAVIl) database
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There are a few examples of bad foreground detections shown in Fig. 3.10. Due to the 
complex image scene and camera motion, the algorithm sometimes may fail to detect 
part of the foreground objects. At the same time, background objects also have a chance 
to be included in the foreground region. As shown in the Fig. 3.10 (l)-(4), Some regions 
from the background objects are detected as the foreground. Most of the mis-classified 
regions have less texture. Particularly, the transparent caption in Fig. 3.10 (2) exhibits 
a problem of the algorithm when dealing with transparent objects. For the sprint 
sequence, some examples aie also shown in Fig. 3.10 (5)-(8). The mis-classified regions 
also have less texture. Fig. 3.10 (0) shows the case when the camera motion is not 
translational, the algorithm can not detect the foreground object properly.
( 1 ) ( 2 ) (3 ) (4 )
(5) (6) ( 7) (8)
Figure 3.10: Some examples of bad motion segmentations
3.5 C onclusions
Here we have proposed a novel robust algorithm for non-rigid foreground object detec­
tion. Colour information is combined with motion information. A colour segmentation 
algorithm based on a region growing scheme is carried out to improve the motion 
boundaries in the final motion segmentation map. The Mahalanobis distance is then 
used to measure motion similarity. A voting scheme based on the motion similarity
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measurement is then applied to detect the regions which contain non-rigid moving ob­
jects. The algorithm has been tested on standard M PEG test image sequences “Mobile 
and Calendar” and “Mother and Daughter” . It has also been tested on two image 
sequences from the BBC Barcelona Olympic Games video, selected from the ASSAVID 
sports database material. On the sports image pairs, the algorithm is compared with 
two existing algorithms. The comparison shows the proposed algorithm to be supe­
rior to the other two methods. The experimental results show that the algorithm can 
effectively detect rigid and non-rigid foreground moving objects. Compared with the 
other two algorithms, it does not need any a priori knowledge about the image scene, 
which is very difficult to obtain for most practical applications. Note that the proposed 
algorithm uses a translational motion model for the global motion estimation. In case 
when the camera is zooming or rotation, the global motion estimator performs more 
poorly. Moreover, the computational expense in motion models with more param eters 
makes the translational motion model more attractive in practical applications. It is 
shown that the proposed algorithm is the best candidate for the subsequent human 
motion feature analysis and extraction.
Chapter 4
H um an M otion A nalysis
4.1 In troduction
Motion description has been attracting  ever-increasing interest in the computer vision 
community. Human motion description has a variety of applications in areas such 
as security surveillance, medical research and content-based annotation in multimedia 
databases. However, due to the complexity of the human body structure and hence 
the complexity of its motion, it is difficult to find a universal way of describing human 
motion. Thus, most of the descriptors developed to date have been devised in the 
context of specific applications [57, 75, 36].
Motion information captures the object’s temporal properties and thus provides a de­
scription of objects which is complementary to colour, shape and surface texture. How­
ever, motion estimation is an “ill-posed” problem, and neither it nor segmentation by 
motion have been solved satisfactorily. This problem directly obstructs the develop­
ment of motion description since it relies on such motion information which is obtained 
by low-level motion processes.
We adopted periodic motion features for sport type identification because many hu­
man behaviours in sports are periodic. However, few existing techniques have been 
successfully implemented in real-life video. This is due to the fact that complex im­
age content and camera motion in real-life video aggravate the errors corrupting the
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results of low-level motion processing. Most techniques have been developed in ex­
perimental environments, where constraints are posed to image scenes, such as static 
camera motion, fixed camera view, particular foreground object moving direction etc 
[57, 75, 36, 49].
In the previous chapters, low level motion processing problems are discussed. We 
have developed a new non-rigid foreground object detection method to segment out 
the human bodies from image scene. R om  this chapter, we start to discuss the topic 
on higher level motion analysis. The description of our research into human motion 
analysis and sport classification has been divided as follows: first in Chapter 4, human 
motion analysis in sports is discussed. We describe how the ground tru th  information 
of periodic motion in sports is collected and how the sport templates are built. The 
characteristics of four sport types containing periodic motion, namely sprint, long­
distance running, hurdling and canoeing, are described. Then the m ethod of motion 
feature vector extraction is described in Chapter 5. Here the sport templates that were 
built in Chapter 4 are used to extract the motion feature vectors for discriminating 
between different sport types. Finally the classification of the extracted motion feature 
vectors is described in Chapter 6. Experimental results of classification are based on 
the ASSAVID database.
In this chapter, we introduce a new method for human motion analysis using periodic 
motion features. The motion feature curves are derived from the image dense motion 
fields of foreground objects. To reduce the error from motion segmentation, foreground 
objects are masked manually. To extract periodic motion features, the modified covari­
ance (MC) method [80] is used for characteristic frequency detection. As mentioned in 
Appendix B, since the motion feature curves are short and noisy, the MC m ethod is 
the suitable one to adopt. Based on analysis, sport templates are constructed which 
are used for periodic motion feature extraction in the next chapter. Motion direction 
information is encapsulated in the sport templates.
This chapter is organised in the following way: a literature review on non-model-based 
periodic motion detection is given in Section 4.2. The details of how human motion 
analysis is carried out and how to construct sport templates are described in Section
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4.3. The stages of periodic motion analysis are described in Section 4.4. In Section 
4.5, experimental results are presented, along with the details of the obtained sport 
templates. Conclusions are drawn at the end of the chapter.
4.2 R elated  W ork
Motion plays an im portant role in the human visual system. Research has been carried 
out for decades to unveil the principles of recognition by motion. In psychology research 
[50, 51], motion perception has been studied extensively using MLDs (Moving Light 
Displays). The research shows that people can recognise human gait by the movements 
of MLDs. The ease of recognition of MLDs indicates that people can directly use mo­
tion as a distinguishing characteristic [21]. Two theories underpin the interpretation of 
the human motion stimuli: One involves the determination of structure from motion 
as an intermediate step. People use motion information to reconstruct the 3D struc­
ture, then use this structure for recognition. However, the reconstructed structure is 
sensitive to noise. It is not sufficient for robust and accurate recognition. This re­
construction problem is sometimes referred to as the structure-from-motion problem; 
However, according to the conclusions from the research of MLDs, motion information 
can be used directly to recognise the type of motion, rather than  indirectly through 
a geometric reconstruction. In this case, a sequence containing several images is used 
to extract the motion information as a whole. More complex movements can be ex­
amined at an appropriate level by looking at a  longer sequence. Clearly, higher level 
motion descriptions normally need longer image sequences, which involve more motion 
information and even more episodes of motion activities.
There are two categories of hum an motion description algorithms in the literature: 
One is model-based hum an motion analysis, which uses different articulated models to 
describe the human body structu re[23]. The models are used to fit the input da ta  to 
obtain a higher level motion description. The main challenge in these algorithms is how 
to deal with the noise in the process of structure-from-motion. Besides, simple models 
may not be able to describe complex hum an motion, while computational overhead 
increases when a more complex model is built. Non-model-based algorithms generally
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treat the motion information of different human parts as a whole, compared with the 
model-based algorithms, in which the human body is modelled as many articulated 
parts. Motion features are therefore extracted from the whole blob of human body for 
motion recognition. Non- mo del-based algorithms are relatively computational efficient 
and more suitable for building real-time systems.
In motion description and recognition research, periodic motion detection plays a very 
im portant role. The presence of periodic motion in an image sequence is indicative 
of a scene object exhibiting a periodic motion. The simplest periodic moving rigid 
object could be a moving pendulum, while more complex periodic motion is exhibited 
by an articulated object, such as the human body. The human body has a complex 
structure in which different body parts nearly always have different motions. Although 
the human body motion has a non-rigid property as a whole, each part of the body still 
follows the rules of rigid object motion. Interestingly, many aspects of human motion 
behaviour involve non-rigid periodic motion. By discovering the intrinsic periodicity, 
human motion can be well described.
4.2.1 Periodic M otion
The definition of a periodic moving object is given by Polana and Nelson in [100]. 
Given the spatio-temporal location function of a single point P  in the scene as P (i) , 
we consider the motion of the point, P,  as a periodic motion in the image secpience if 
its spatio-temporal function satisfies the following formula:
P { t ) = T { t )  + C{t) (4.1)
where P (i) , the temporal function of P , is composed of two independent functions T{t)  
and C (i). T (t) is the non-periodic global trajectory of point P . C (t) is the periodic 
spatio-temporal function of point P , which has the property that
C{t) = C{t + T)  (4.2)
where r  is a certain period of time. Therefore Equation (4.1) indicates tha t point P  
keeps a periodic motion C{t) along the trajectory T (t).
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Based on this definition, we may extend equation (4.1) to a rigid moving object, which 
contains a set of moving points undertaking the same movement.
For each point Pi E S,  its motion satisfies
Pi(£) =  Ti(£) +  Ci(£) (4.3)
Periodic motion can be found in many human behaviours such as running. Although 
the periodic motion originates from object movements, the extraction of periodicity 
does not necessarily depend only on image motion features. The literature of existing 
techniques shows other image features can also be used for motion periodicity detection.
4.2.2 Spatial-Tem poral Flow  Curve
One of the non-model-based technologies is proposed by Allmen and Dyer [4]. Based 
on the studies of hum an visual system, Allmen and Dyer argued th a t periodic motion 
detection and description
• does not depend on prior recognition of objects,
• does not depend on absolute position information,
• must make use of long-range tem poral sequences,
• must be sensitive to multiple scales.
To study periodic motion, they use a ST (spatio-temporal)-curve recovered from the 
ST-cube representing the image sequence. They adopted curvature of the ST curve 
as a basis for periodicity extraction. Allmen shows that if a  solid object in a  scene 
undergoes periodic motion such th a t the periodic motion is preserved under projection, 
the curvature of the extracted ST-curve will be periodic. The advantage of curvature 
scale-space for periodic motion detection is tha t both the cycles and the curvature 
scale-space are position-invariant. It is reported in [2 1 ] tha t the algorithm requires a 
pre-processing. Since the curvature does not necessarily always exist due to noise, the 
curvature function should be low-pass filtered in the pre-processing stage. It is reported
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that points of sudden change in the trajectory may create high and narrow impulses in 
the curvature function,
Polana and Nelson [100, 101] also use an ST-cube to detect periodic motion. They 
consider the image sequence as a spatio-temporal solid. The repeated human motion 
activity tends to give rise to a periodic signal along smooth curves in the image solid. 
The authors directly use the grey level signal to recognise the periodic motion, which 
is extracted by the Fourier transform, A periodic measure is then defined by summing 
the energy at the highest amplitude frequency and its multiples, and comparing that 
quantity to the energy at the remaining frequencies. The measurement is normalised 
with respect to the total energy of the power spectrum  so that it has a value of “1 ” for 
a complete periodic signal and “0” for a flat spectrum. Different motion templates are 
built using their periodic measurement. The method shows a promising classification 
of seven different motions.
In [21], Tsai et ai  use the spatio-temporal curvature for periodic motion detection. 
By applying a median filter, high and narrow impulses superimposed on the curva­
ture trajectory of a point on the object are removed. Autocorrelation is performed to 
emphasise self-similarity within the curvature function. A Fourier transform  is finally 
applied to detect the presence of periodicity.
4.2.3 Periodic M otion Feature from Colour Im ages
Heisele and Wohler describe their algorithm in [57] to recognise pedestrians using colour 
images. By assuming that the legs have a similar colour, they combined the legs into the 
same cluster during colour segmentation. A rectangular bounding box is then applied 
to this cluster. In the case of a  pedestrian walking parallel to the image plane, the width 
of the bounding box of the pedestrian legs has a temporal periodic feature. Then a 
feature curve is extracted by calculating the width of the bounding box along the time 
line. The extracted feature is then classified by a Time Delay Neural Network (TDNN) 
in the frequency domain. An FFT  is used to compute the power spectral density of 
the feature curve. The algorithm requires the pedestrian motion to be parallel to the 
image plane. It also requires a good segmentation based on the prerequisite tha t the
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legs have a similar colour.
Liu and Picard proposed an algorithm in [75], whereby the foreground object is seg­
mented and tracked by frame alignment. The power spectrum  is then computed by 
firstly removing the mean of the feature curve and secondly applying the FFT. Spectral 
peak detection is carried out to find the fundam ental frequency and the harmonics. A 
harmonic energy ratio associated with the fundamental frequency and its harmonics is 
then computed as the periodicity measurement. A periodicity tem plate of the aligned 
image sequence is then built by registering the fundamental frequencies and the corre­
sponding values of the tem poral harmonic energy ratio at each pixel. The larger the 
harmonic energy ratio value, the more periodic energy at the location. The examples 
of the application of the algorithm all have a motion parallel to the image plane. The 
background homogeneity is implicitly assumed.
4.2.4 O bject Skeletonisation in Im ages
Shape can also be used for periodic motion detection. Fujiyoshi and Lipton’s human 
motion analysis [49] is based on foreground object skeletonisation. They pointed out 
that an im portant cue in determining the internal motion of a moving target is the 
change in its boundary shape over time and a good way to quantify this is to use 
skeletonisation. Firstly the foreground object is segmented from a static camera and 
the boundary is extracted. The centroid of the foreground object is determined by 
averaging the boundary pixels. Secondly a star skeleton is produced by detecting the 
extreme points on the foreground boundary. The feature curve is obtained by simply 
computing the distance from the centroid to each border point. The curve is filtered 
to remove noise. The power spectrum  is computed by DFT from the autocorrelation 
of the feature curve. An accurate segmentation of the foreground object is required.
4.2.5 A rea-B ased M otion P eriod icity  D etection
An area-based periodicity detection technique is introduced by Cutler and Davis in 
[36]. The foreground objects are tracked and segmented. The area of the foreground 
object is resized to the same scale in each frame. The object self-similarity over time
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is comiDuted using the minimum of the absolute correlation. The generated similarity 
matrix shows a lattice-like pattern. The periodicity of this pattern  is determined by 
its power spectrum. In estimating the .spectral power, the signal is high-pass filtered 
and a Hanning window is applied. A more accurate PSD estimation is obtained by 
averaging the power spectral of multiple pieces of signal in sense of Short-Time Fourier 
Tiansform (STFT). The method is one of the improved non-parametric algorithms for 
power spectral density estimation, as described in Appendix B. A frequency peak is 
detected as the motion fundamental frequency. Classification is based on the periodicity 
measure of the detected fundamental frequency. Examples show the method can classify 
people, dogs and other moving objects.
4.3 M ethod ology
The aim of the periodic human motion analysis is to find out the characteristics of 
different sport types which contain periodic motion. Sports with periodic motion, 
such as running, cycling, canoeing or hurdling, have their own characteristic motion 
frequencies. These frequencies can be used to distinguish the sports. Therefore, it is 
essential to obtain this frequency information from video streams accurately. Then 
sport templates can be constructed from the estimated motion periodicities.
From the literature review, most of the state-of-art technicpies have been tested in 
experimental environments. However, a few of them have been assessed on real-life 
videos. The experimental environments provide a simple situation for low-level motion 
processing so that the extracted feature curves contain less noise from motion estimation 
and segmentation. However, real-life videos may contain much more complex image 
scenes and camera motions. Almost all techniques recpiire the moving object to be 
parallel to the image plane, which is hardly ever satisfied by the sports database. 
Therefore, existing techniques perform poorly in one way or another.
Generally, foreground objects in a sports video are the athletes. Thus the motion 
periodicity is available from the foreground object motion. However, due to problems 
in low-level motion processing, it is not always possible to obtain the motion information 
with adequate accuracy.
4.3. M ethodology 71
We wish to reduce the effects of the errors arising from low-level motion processing. 
But how? Instead of getting the foreground objects in the scene using the motion 
segmentation algorithm, the foreground objects are marked manually by putting a 
mask onto the image. This guarantees that the segmentation information obtained for 
the foreground object is accurate enough for analysis. It would be a time-consuming 
job if the mask was specified pixel by pixel. In fact, an ellipse is used as shown in 
Fig. 4.2. Note there are still some pixels marked as a foreground object, which are 
actually from the background. However, the noise injected by these pixels is tolerable 
in our work [27, 26].
The extracted motion feature curves have the following characteristics;
1. Motion in sports takes place suddenly. To describe the motion at a certain time, 
the motion feature curve can not be a long sequence. For example, the whole 
process of 100-metre sprint is about 10 seconds. Given a piece of video 10 seconds 
long, there are 250 frames of images and its feature curve can therefore only have 
a length of 249. In practice, we always want the feature curve to be analysed 
as short as possible so th a t the motion analysis corresponds to the motion at a 
certain time rather than  averaged over a long period. Therefore, in our work, 
a  window is applied to the feature curve. The size of the window is set to 100 
frames, which is 4 seconds.
2. The motion feature curve contains periodic motion information and also noise. 
The noise conies from both the image noise and errors of the low-level motion 
processing. To simplify the analysis, we assume the noise is zero-mean white. Al­
though this might not be true in practice, the assumption is a good approximation 
of the actual situation.
3. The motion feature curve of the image sequences are grabbed from the PAL 
broadcasting video tapes. For PAL TV standard, there are 25 frames for each 
second. Thus the sampling rate of the images, and of the motion feature curve, is 
25 Hz. Therefore, the power spectrum  bandwidth of the feature curve is limited 
to the range from 0 Hz to 12.5 Hz. In fact, in sports video database, characteristic 
frequencies in most of the sports are below 6  Hz.
72 Chapter 4. Human Motion Analysis
Due to the above characteristics of the motion feature curve, the power spectral analysis 
algorithm must satisfy the following requirements:
• It must be able to estimate the power spectral density of the feature curve which 
has a short da ta  sequence.
• It must be able to deal with a signal corrupted with white noise.
• It should have a high frequency resolution for the power spectral density estimate.
Pi'om the literature review of the existing technologies for the periodic motion detec­
tion, power spectral density estimation is the most promising. Most of the existing 
methods use non-paranietric methods to estimate the power spectral density. FFT  and 
autocorrelation technologies are popular choices. An improved non-parametric method 
is used in [36] to get a more accurate power spectral density estimation. However, 
due to the computational expense of motion estimation, the extracted motion feature 
curve can not be long. Noise in the signal is inevitable. In this case, as concluded 
from Appendix B, non-parametric methods for power spectral density estimation are 
not optimum.
Here we propose a novel method of sport tem plate construction using periodic motion 
feature. The modified covariance (MC) algorithm is used to extract the periodic motion 
features in the frequency domain. W ith this param etric power spectral density estima­
tion method, short-length, noise corrupted motion feature curves are analysed in the 
frequency domain. We also innovatively use multiple characteristic feature frequencies 
along horizontal and vertical directions individually. Sport templates are constructed 
using the extracted periodic motion features. The MC algorithm is also used for the 
periodic motion feature extraction in the next chapter.
4.4 Periodic M otion  A nalysis
The processes of the human motion analysis are illustrated in Fig. 4.1. The character­
istic frequencies of periodic motion are extracted as follows
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Input video sequences
motion feature curves
filtered curves
characterisitc frequencies
PSD analysis
high-pass filter
Periodic motion analysis
motion feature extraction
applying a window
motion feature curve construction
motion estimation and segmentation
sport type template 
Figure 4.1: The flowchart of human motion analysis
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M o tio n  E s tim a tio n  As described in Chapter 3. the dense motion field is obtained 
by using a least mean square method [7]. The camera motion of the scene is also 
computed. Local motions are obtained by subtracting the camera motion from 
the dense motion field. For each pixel i, we have
V i  — Vj^ — V c a r n  ( 4 4 )
where v; is the local motion of pixel i, Vm is the estimated motion of the pixel 
from the dense motion field, and Vcam is the global motion of the scene.nnnnn
(a) (b) (c) (d) (e)nnnnn
(f) (g) (h) (i) Ü)
Figure 4.2: Masks for a sprint sequence
M o tio n  F e a tu re  E x tra c tio n  A mask is manually created for the human body. Mo­
tion vectors within the mask are considered for processing. As shown in Fig. 4.2, 
the pixels within the ellipses are marked as interesting pixels. For each image, 
within the motion mask the mean value of the local motion vector magnitudes 
D is computed. The motion direction information is extracted by computing the 
magnitudes in horizontal and vertical directions separately.
0 .  =  ^  Ê  v l  (4.5)
iÇ^ Mask
0 ,  =  ^  è  (4-6)
i 6 M  ask
where N  is the number of pixels within the mask. The value in each frame is 
then used as the motion feature.
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M o tio n  F e a tu re  C u rv e  C o m p u ta t io n  The feature curves Dx{t) and Dy{t) are ob­
tained by computing the mean motion magnitudes and Dy frame by frame. 
If we assume that the hum an translational velocity is constant, we can process 
the proposed motion descriptor with both  the translational velocity signal and 
periodic motion velocity signal. The translational motion signal gives rise to the 
appearance of low frequency components in the power spectrum. A high-pass 
filter is used to remove this low frequency component from Da,{t) and Dy{t). The 
pass band of the high-pass filter is 0.5 Hz.
C h a ra c te r is tic  F req u en c ie s  E x tra c t io n  The power spectrum  densities Fæ{f) and 
^ y i f )  of the motion feature curves Dx{t)  and Dy{t)  are obtained by using the 
MC algorithm, which fits an autoregressive model to the signal by minimising the 
forward and backward prediction errors in the least-squares sense. Please refer 
to Appendix B for details. By detecting the maxima of the power spectrum, we 
obtain the characteristic frequencies of the signal.
P e r io d ic  M o tio n  A n a ly s is  The detected characteristic frequencies aie used for hu­
man motion analysis and for building sport templates. Some conclusions are 
drawn from the observation of the frequencies.
1. In sport behaviours, such as running, cycling, hurdling and canoeing, period­
icity can be described by the characteristic frequencies. These characteristic 
frequencies are usually different from one another. Therefore, features based 
on these sport periodicities can be used for sport recognition.
2. Even for the same hum an behaviour, the characteristic frequencies can be 
different for different sport types. For example, sprint and long-distance 
running both  belong to hum an running behaviour. However, since the pe­
riodic motion in long-distance running is slower than  the one in sprinting, 
the characteristic frequencies in the two sports types are different from each 
other.
3. For sport types involving more complex periodic motion, more characteristic 
frequencies are found. For instance in hurdling, the characteristic frequencies 
found correspond to the behaviour of both  running and jumping. Hurdling
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can be described as the combination of running and jum ping by combining 
the characteristic frequencies.
4. Some sports have different motion periodicities in different directions. By 
taking the motion direction information into account, characteristic frequen­
cies along a specific direction can be used to describe these sports. For 
example, the periodicity in canoeing is only found in the vertical direction.
S p o r t T e m p la te  C o n s tru c tio n  Based on the above conclusions, a novel sport tem ­
plate is built by using characteristic frequencies of periodic motion in different 
directions. Given the feature frequencies along the horizontal and vertical direc­
tions /..y,, . . . ,  f x j , f y i , / p s , . . . ,  fyi, the spoi’t tem plate Tg can be expressed as
the vector of the detected characteristic frequencies
— [fxi ) f x 2 5 • • • 5 fxj  j fyi  5 fy2 ) ‘ ) fyi]
Details of individual sport templates can be found in Section 4.5.
The periodic motion analysis described above is insensitive to errors of the low-level 
motion processing. Sport templates are then built based on the extracted characteristic 
frequencies. However, a question arises as to how the sport tem plate can be used for 
sport classification. We need a periodicity measurement and thus a periodic motion 
feature vector to represent the motion of the image sequence. This is done in the stage 
of periodic motion featiue extraction, which is described in the next chapter.
4.5 E xperim ental R esu lts
In this section, the periodic motion analysis is carried out on video sequences with 
selected sport types. Four sport templates, sprint, long-distance running, canoeing and 
hurdling, are built based on the human motion analysis.
Although the mask is imposed manually to define the region of foreground objects to 
reduce the effects of segmentation errors, it will not precisely coincide w ith the actual 
runner’s segmentation map. There are pixels from the background that are included 
into the mask region. Also for some frames some pixels from the runner may not be
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covered by the mask. Besides, motion estimation will be subject to errors. Although 
the autom atic segmentation algorithm introduced in Chapter 3 works in most cases, it 
may not work properly when the global motion is not translatory. In such cases, the 
feature curve will be corrupted by noise.
4.5 .1  Sprint T em p la te
A sprint sequence is illustrated in Fig. 4.3. Firstly, ellipse masks are superimposed onto 
the foreground objects in the images. The example images being masked aie shown in 
Fig. 4.2. Motion Features are extracted. A feature curve is then defined by the motion 
features over time. Fig. 4.4 shows a feature curve extracted from a sprint sequence. At 
the beginning of the curve, there are a few frames where the motion feature drastically 
changes from low values to high values. The reason is that at this stage, the runner 
starts the running behaviour from the static state. The periodicity of the curve appears 
later on, and this periodicity lasts for the whole running procedure.
Figure 4.3: An example sprint sequence
A high-pass filter is applied to the feature curve to remove the unwanted low frequency 
components. The power spectrum  of 100 frames of the filtered feature curve is esti­
mated. An example of the estimated power spectral density is shown in Fig. 4.5(a). 
For a sprint competition, there are two peaks in the power spectrum  of the motion 
feature curve. Let f \  be the first feature frequency peak, / 2  be the second feature 
frequency peak. Fiom this power spectrum, we have f i  = 2.17H z  and =  4.‘S5Hz.  
The corresponding magnitudes at these two frequencies are 2.63 and 25.29. Fiom our 
analysis, f \  corresponds to the motion of the limbs of the runner and / 2  corresponds to
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Figure 4.4: A motion feature curve extracted from the horizontal motion component 
of a sprint sequence
the fretpiency of the body of the runner. In this example, it is clear that most power 
of the spectrum  concentrates at these two feature frequencies. It is obvious that in 
this example the dominant motion of the runner is the body. Another example of the 
estimated power spectrum of 100 frames of a sprint sequence is shown in Fig. 4.5(b). 
In this power spectrum. f i  = 2.18, / 2  =  4.36, the corresponding magnitudes of the 
peaks are 9.18 and 7.39. The periodic motion of both the limbs and the body of the 
runner contain most of the power of the feature curve power spectrum. Another peak 
is observed at around h.bHz,  which corresponds to a harmonic of the fundamental 
frefjuency.
The detected feature frequencies for a whole running procedure are drawn in Fig. 4.6. 
The feature curve is firstly high-pass filtered. Then a sliding windowing with a length of 
1 0 0  frames is applied to the feature curve. At the beginning of the sequence, there are 
some errors corresponding to the start stage of running. During the rest of the running 
procedure, the detected feature frequencies are stable and centred at two frequencies 
nearby 2.20 Hz and 4.40 Hz.
The same process has been applied to other six sprint sequences. Around 1500 video 
frames have been manually masked. The feature curves along the horizontal and vertical 
directions are extracted and processed. W ith the detected feature frequencies, each 100- 
frame-long image sequence has two frequencies along the horizontal direction and two
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Figure 4.5: Examples of estimated power spectral density of the sprint feature curve
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Figure 4.G: Detected feature frequencies from a sprint sequence
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along the vertical direction. The median values of the feature frequencies are taken to 
huild the sprint template
^SR  =  [fx\ 1x2 fy\ f y 2 \ (4-8)
where /j., =  /y, =  2.29Hz and / j 2 =  Jy2 — 4.58Hz. Note the feature frequencies 
detected along the horizontal direction and the vertical direction are the same. This is 
because the periodic motion of sprint has the same structure along the two directions.
4 .5 .2  110-m etre H urd ling  T em p late
A 1 1 0 -metre hurdling tem plate is constructed using the periodic motion analysis on 
live sequences, each 475 frames long. A sample feature curve of hurdling is shown in 
Fig. 4.8. The corresponding power spectral density is shown in Fig. 4.9. Interestingly, 
beside the periodic motion associated with the running, the periodicity of jumping over 
the hurdles is also observable from the feature curve. The jum ping motion gives a 
periodic motion with a lower frequency.
Figure 4.7: An example of hurdling sequence
The periodicity of the jumping motion gives rise to another frequency peak in the 
spectrum. Fig. 4.10 shows the detected feature frequencies from the hurdling sequence. 
The detected frecjuencies around IHz correspond to the motion of jum ping over the 
hurdles. The other two detected feature frequencies correspond to the running motion. 
The one around 2 Hz corresponds to the motion of the runner’s limbs. The feature 
fre<iuency around 4 Hz corresponds to the motion of the runner’s body.
Taking the median of all the detected feature frequencies, we build a tem plate for
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Figure 4.8: A motion feature curve extracted from a hurdling sequence in the vertical 
direction
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Figure 4.9: An example power spectral density extracted from a hurdling sequence
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Figure 4.10: The detected feature frequencies from a hurdling sequence
hurdling
— [ f x i  1 f x 2  ■> f x 3 ? f y i  1 f y i  1 f y s \ (4.9)
where /j., =  fy^ = 0.99 Hz, = fy.  ^ = 1.96 Hz and = fy^ = 3.94 Hz. The template 
is a vector with six dimensions.
4.5.3 Canoeing Tem plate
Figure 4.11: An example of canoeing sequence
The Canoeing template is obtained by two sequences, ecich 300 frames long. From the 
results of the periodic motion ground-truth analysis, the canoeing tem plate is defined 
as
T c = [ /y , , /J  (4.10)
where =  0.98 and fy^ =  1.93. There is no periodic motion along horizontal direction 
detected. The periodic motion along the vertical direction has two feature frequencies: 
fy^ corresponds to the limb motion of the athlete and Jy^ corresponds to the body 
motion. A sample motion feature curve along the vertical direction is shown in Fig. 4.12.
4.5. Experimental Results 83
20
u_
50 100 150 200 Frame
Figure 4.12: Feature curve of motion in the vertical direction of the canoeing sequence 
in Fig. 4.11
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Figure 4.13: The motion feature curve in the horizontal direction of the canoeing 
sequence in Fig. 4.11
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Fig. 4.13 shows the motion feature curve extracted for the horizontal direction. The 
power spectral densities for the two cases are given in Fig. 4.14. Note in Fig. 4.14 (b), 
there are some peaks in the power spectrum. In horizontal direction, the signal to noise 
ratio is too low to recover the characteristic frequencies of the motions of the canoeing 
athletes. This is due to the errors from estimating the motion from the area of water. 
Thus we can not correctly detect periodic motion in the horizontal direction. More 
examples of the PSDs of the horizontal motion are shown in Fig. 4.15. We can see that 
the positions of peaks in the power spectrums are not consistent. Since the peaks come 
from noise, they can not be used for describing the periodic motion in canoeing.
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(a) PSD in the vertical direction (b) PSD in the horizontal direction
Figure 4.14: Power spectral densities extracted from a canoeing sequence
4.5 .4  L on g-D istan ce R un n in g  T em p late
An example image sequence of long-distance running is shown in Fig. 4.16. Compared 
with sprint, the periodicity of long-distance running has a relatively lower frequency. 
Also, in most of the images of long-distance running, foreground regions are occupied by 
several athletes. Thus, the extracted feature curve is determined by a set of the periodic 
motions of the athletes. The resulting motion feature curve will be given by the sum of 
the individual motion feature curves. Although each motion feature curve has similar 
power spectral distribution, their phases are different. In this case, the overall feature 
curve preserves the periodic frequency properties of the individual feature curves. Its
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Figure 4.15: Some more PSDs extracted from canoeing sequences in the horizontal 
direction
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Figure 4.10: An example of a long-distance running sequence
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Figure 4.17: The motion feature curve of an example long-distance running sequence
power spectral density will reflect the periodicity of each individual athlete.
An example feature curve of a long-distance running sequence is shown in Fig. 4.17. 
Its power spectral density is shown in Fig.4.18. The long-distance running tem plate is 
then built based on 5 image sequences, totalling 1250 images. It is defined by
— [ f x i  f x 2  f y i  / î / 2 ]
where /j., =  fy^ = 1.65Hz and =  fy^ = 3.31Hz.
(4.11)
4.6 C onclusion
In this chapter, we discussed the procedure of human motion analysis in sports. The 
ground truth information of the frequencies in periodic motion is collected and analysed. 
The regions of the foreground moving objects are obtained manually. The MC method
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Figure 4.18: The power spectral density of the motion feature curve extracted from a 
long-distance running sequence in the vertical direction
is used. Sport templates are built based on the detected characteristic frequencies from 
four sport types: sprint, long-distance running, hurdling and canoeing. They will be 
used to distinguish different sport types in the ASSAVID video database.
Sport Template fx\ fx2 fx3 fyi fy2 fv3
sprint T sr 2.29 4.58 - 2.29 4.58 -
Long-distance Running T lr 1.65 3.31 - 1.65 3.31 -
110-metre Hurdling T h 0.99 1.96 3.94 0.99 1.96 3.94
Canoeing T c - - - 0.98 1.93 -
Table 4.1: Characteristic frequencies of sport templates
Table 4.1 summarises the chaiacteristic frequencies of the sport templates. The sport 
templates capture the frequency information of the periodic motion in different sport 
types. Motion direction information is also encoded. The MC method is used for 
extracting the characteristic frequency. Although the motion feature curves are short 
and noisy, the characteristic frequencies can still be correctly retrieved. The templates 
are used for periodic motion feature extraction. Details are described in the next 
chapter.
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Chapter 5
Periodic M otion Feature 
E xtraction
5.1 Introduction
The stage of motion feature extraction is responsible for the process of transforming 
the motion information of the foreground objects to a feature vector. A good feature 
vector has the minimum dimension necessary to distinguish the element of one from 
the other classes. For different applications, features extracted from the same object 
can be very different. On the other hand, for the same purpose, one may need several 
feature extractors to describe an object from different aspects. Colour, texture, shape 
and motion are used for video content description in ASSAVID. Geometrically, a good 
feature will separate the clouds of different classes in the feature space. Statistically 
speaking, we expect that the inter-class variance is as large as possible, where the intra­
class variance is as small as possible. A bad feature extractor leads to a distribution 
where samples from different classes overlap each other. In such a case, the extracted 
feature is difficult to classify. Examples are illustrated in Fig. 5.1.
In the existing techniques of periodic motion feature extraction, described in Section
4.2, many constraints on image content are imposed for the techniques to be su'ccessful. 
However, in real-life sports video, one can not guarantee constraints such as static
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(a) An example of good extracted features (b) An example of bad extracted features 
Figure 5.1: Examples of feature distributions
camera motion, homogeneous background or a specific camera view point on the image 
scene. It is also hard to segment the legs of sportsmen to the same cluster using 
colour, as they may be wearing multicoloured shorts. Some images even do not contain 
the athletes’ legs at all, such as in Fig. 1.6. A good segmentation map is not always 
achievable. Therefore, although the state-of-art techniques are well suited for their own 
purposes, they are not general purpose.
Because of the above problems, the feature extractor faces the following challenges: It 
has to be able to extract periodicity from noisy motion feature curves. The feature may 
not be measLireable on a particular part of the human body, such as legs. It must be 
camera view-invariant. It must be able to cope with multiple foreground objects with 
similar periodic motion.
In this chapter, we describe a new method of motion feature extraction. The foreground 
objects are segmented out using the method described in Chapter 3. The extracted 
motion feature encapsulates the motion periodicity and motion direction information. 
The sport templates developed in Chapter 4 will be used for this purpose. We shall 
show that the extracted motion feature can tolerate noise in the motion feature curve.
It is also view invariant. During the training stage, as the content of the video is known, 
when fed to the classifier, the feature vector is labelled as “cue-present” or “cue-absent” . 
In the testing stage, the extracted feature vector is labelled by the classifier. The label 
is used for video annotation.
Simple experiments are carried out to discover how the feature vectors are distributed
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in the feature space. The experimental results will show that the distribution of the 
extracted features possess good properties for classification. Detailed work on classifi­
cation will be introduced in the next chapter.
The content of this chapter is organised as follows: The methodology of the motion 
feature extraction is described in Section 5.2. Experimental results are shown in Section
5.3. In Section 5.4 conclusions on the proposed method are drawn.
5.2 Periodic M otion  Feature E xtraction
The procedure of periodic motion feature extraction is used in both the training stage 
and the testing stage of the sports classifier. The feature extractor derives feature 
vectors for sport classification from the motion periodicity information. The video 
sequences are processed and periodic motion features are extracted. The feature vector 
elements ?7i,; are computed using the sport template Tg and the measurement M (/c).
Input video sequences
motion feature curves
filtered feature curves
sport template
motion feature curve construction
Periodicity measure computation
window applying and high-pass filtering
Periodic motion feature vector 
Figure 5.2: The stages of periodic motion feature extraction
The processing flow chart is shown in Fig. 5.2. The stages are described as follows:
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Low -level M o tio n  P ro c e ss in g  The low-level motion processing is very similar to 
the one in Chapter 4. The biggest difference is the foreground objects are de­
tected automatically here, but in Chapter 4, the foreground object is marked 
manually by an ellipse-shaped mask. In the feature classification stage, both for 
the database training and testing, the feature extraction has to be automatically 
accomplished. Thus, we have to be able to automatically detect the foreground 
objects. The algorithm of non-rigid foreground object detection, which is intro­
duced in Chapter 3, is used to obtain the motion segmentation map. Then the 
segmentation map is used to mark the pixels belonging to the foreground objects. 
Motion features are extracted from the dense motion field, defined by the pixels 
of the foreground objects using Equation (4.5) and (4.6).
M o tio n  F e a tu re  C u rv e  C o n s tru c tio n  The same as in Chapter 4, the motion fea­
ture curves are constructed by computing the frame motion feature over time. 
A high-pass filter is applied to remove the low frequency noise. Ideally, the fre­
quency components lower than 0.5Hz  are removed. To detect the motion feature 
at a certain time t, a window is applied to the feature curve. The size of the win­
dow is 100 frames, that is 4 seconds in time. The motion feature measurements 
from all the images from t ~  2 to t + 2 are used to extract the periodic motion 
feature.
P e r io d ic ity  M e a su re m e n t C o m p u ta tio n  The power spectral density F{ f )  of the 
filtered motion feature curve D{t) is obtained by using the Modified Covariance 
(MC) algorithm. The characteristic frequencies of the signal are obtained by 
detecting the frequency peaks in the power spectrum. Given one of the detected 
characteristic frequencies, /c, we then define a measurement of the periodicity at 
fc as follows
f f c + f o/ F{m
  (5.1)
Jo
where /o is the size of an interval around fc- In the experiments, /o is set to 0.15 
Hz. Note M  has a value between 0 and 1. When the signal energy is concentrated 
at the fundamental frequency fc, M  increases. When the signal has more than
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one energy peak or has poor periodicity in motion, M  is low. /max is one half of 
the sampling frequency, which in our case is 12.5 Hz.
P e r io d ic  M o tio n  F e a tu re  E x tra c t io n  The extracted characteristic frequencies and 
the corresponding periodicity measurements M  are then used to compute the 
periodic motion feature measurement. For a certain sport tem plate, given a 
detected frequency f i ,  the periodic motion feature measurement m;, of f i  is defined 
as
(5.2)
where M ( f i )  is computed using Equation (5.1) and
i f l  -  f c ?
P { f i J c )  = d— exp (5.3)V^27ra|
where fc  is the corresponding characteristic frequency in the sport template. We 
assume that for a  particular sport type, each characteristic frequency detected 
from the image sequence has a Gaussian distribution. The mean of the distribu­
tion is the characteristic frequency fc  of the sport template. The variance a  of 
the distribution can be estimated from the data which are used for constructing 
the templates in the stage of hum an motion analysis. Thus P { f i , f c )  quantifies 
how close f i  is to the characteristic frequency fc- M [ f i )  is a measurement of how 
much power the detected frequency f i  occupies in the power spectrum. In tu rn
P{ f i , f c )  gives a weight to the measurement M (//). We then use rrii to build the
feature vector.
Let F  be defined as the periodic motion feature vector which represents the motion 
periodicity. The feature vector has the same dimension as the sport tem plate 
used for feature extraction. For certain sport types, the sport tem plate is built 
using i feature frequencies in the horizontal direction and j  feature frequencies in 
the vertical direction. In the image coordinate system, let x  denote the vertical 
direction and y denote the horizontal direction. We can express the periodic 
motion feature vector F  as
F  =  [niæi . . .  'nixj rriy^  ruy^ . . .  m.y.] (5.4)
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The generated periodic motion feature vector is a representation of the motion peri­
odicity content vis-a-vis a given sport template. It can be used as a feature vector for 
sports type classification. Details of the classifier can be found in Chapter 6 .
5.3 E xperim ental R esu lts
The first experiment is carried out to illustrate how the periodic motion feature extrac­
tor works on sports video and how the output features are distributed. Here we give an 
example from a 100-metre sprint sequence. The foreground objects are segmented out 
automatically using the motion segmentation method introduced in Chapter 3. The 
feature curve along the horizontal direction is extracted and shown in Fig. 5.3.
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Figure 5.3: The motion feature curve extracted from a sprint sequence in the horizontal 
direction
The extracted characteristic frequencies of the running periodic motion are plotted in 
Fig. 5.4. Most of the detected feature frequencies are stable thanks to the robustness 
of the non-rigid foreground object segmentation algorithm introduced in Chapter 3. 
However, the algorithm failed to detect the correct feature frequencies from frame 266 
and frame 270. By viewing the original image sequence, we find that a few images 
around frame 266 have a slight camera zoom, which introduces more noise to the 
feature curve by corrupting foreground detection.
At each frame, the periodic motion feature measurements are computed by using both 
the sprint template and detected feature frequencies in Equation (5.2) and (5.3). For ex­
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Figure 5.4: The detected feature frequencies from the motion feature curve shown in 
Fig. 5.3
ample, the periodic motion measurements obtained from the horizontal motion feature 
curve define a 2-D vector. The distribution of the computed periodic motion measure­
ments in 2-D feature space are shown in Fig. 5.5. m i corresponds to the characteristic 
frequency which represents the periodicity of the limb movements, m 2 corresponds to 
the periodic motion of the torso. Some of the measurements have a small value of 
m i while m 2 is large. That is due to the fact that occasionally, the dominant power 
of the running motion behaviour concentrates on the motion of the body. There are 
some other measurements which have relatively low power proportion in the motion 
of the body. However, in such case, m i increases in proportion with the increasing 
power of the limb motion in the scene. In all cases, the motion of the body and the 
limb contribute most to the power spectrum of the motion feature curve. When the 
chaiacteristic frequencies are not correctly detected, the corresponding feature vectors 
draw points close to the origin. We shall see in Chapter 6  that in this case, the feature 
vectors may not be correctly classified.
The second experiment is carried out to illustrate whether the extracted feature vec­
tors are suitable for sport type classification. For compaiison, the periodic motion 
feature vectors along horizontal direction, computed by using the sprint tem plate from 
a hurdling sequence, are plotted in the same 2-D feature space. The feature space is 
shown in Fig. 5.6. Using a sprint template, the periodic motion feature vectors from 
a hurdling sequence have much smaller values for both m i and m 2 . This means the
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Figure 5.5: The feature space of the periodic motion feature measurements extracted 
from the feature curve shown in Fig. 5.3 using the sprint template
detected frequencies are not close to the ones in the short distance running template. 
Thus the motion is not a sprint. Alternatively, the periodicity measurements at the 
feature frequencies are not high enough. Most of the power is not concentrated at the 
detected frequencies. Thus the motion in the scene is not a running behaviour. It is 
clear that the feature vectors of the two different sports are separable in the feature 
space.
The above experiments show the periodic motion feature vector distribution in the 
feature space. They demonstrate that the feature vectors from different sports are 
separable in the feature space and thus can be used for sport classification in the next 
chapter. Note in these experiments we only processed the motion in the horizontal 
direction. This is for the ease of visualisation in the 2-D feature space. In reality, 
motion in vertical direction is also processed. For the sprint template, the actual 
periodic motion feature vectors are 4-D.
5.4 C onclusions
We introduced a new periodic motion feature extraction method. The feature extractor 
is independent of any constrains on camera motion and background homogeneity. It
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Figure 5.6: The compaiison between the periodic motion feature vectors from sprint 
sequences and hurdling sequences
red Ü: from hurdling 
blue 0 : from sprint
does not focus on a certain part of the human body. It is also camera view-invariant. 
The method has been tested on real-life sport videos. The experimental results show 
the distributions of the feature vectors extracted from different sport type video se­
quences. The feature vectors are well sepaiated in the feature space. They confirm 
that the proposed feature extractor is good for identifying sprint from hurdling. In the 
next chapter, the feature vectors are used for classification. More comprehensive and 
complex experiments will be carried out to assess the quality of the extracted features 
in the next chapter.
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C hapter 6
M otion Feature Classification
6.1 In troduction
P attern  classification is concerned with the problem of assigning an unknown object into 
its category based on a set of measurements constituting a feature vector. The difficulty 
of the classification problem depends on the variability of the feature values for objects 
in the same category relative to the differences between feature values of objects in 
difierent categories. The variability of feature values in the same category may be due 
to the complexity of the feature, or may be due to the noise. Generally, the extracted 
feature vectors are required to have as large inter-category variability as possible, and 
as small intra-category variability as possible. The process of using data  to design the 
classifier is called training. In a supervised learning process, the classifier is trained by 
using the samples labelled by their class membership. Unsupervised learning procedures 
use unlabelled samples. In the proposed system, supervised learning procedures are 
adopted. A brief introduction of pattern  classification can be found in Appendix C.
In this chapter, we develop tools for motion feature classification. Two classifiers are 
used in the proposed sport type recognition system; neural network classifier and 
Bayesian classifier. R'om the protocol of the ASSAVID framework, an interface to 
the final reasoning module is required. Instead of outputting a binary decision from 
individual visual feature module, a real number, called cue evidence^ is generated by 
each visual feature module and used to represent the degree of support for a  particular
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sport, referred to as a cue. The reasoning module then fuses the support from visual 
modules to make the final decision. In the motion feature module, the cue evidence is 
furnished by the neural network classifier and the Bayesian classifier.
We first introduce some relevant terms which are used in this chapter. These terms are 
compatible with the ASSAVID protocol [31]:
C lassifier: an algorithm that can be trained to associate the output from a feature 
detector with a particular cue. In the context of cues, a classifier generates a 
single real-valued output, evidence measurement, rather than categorising into a 
set of discrete states.
E v id en ce  m e a su re m e n t: the real output of the classifier.
C ue  ev idence: the interpretation, as a soft output (or pair of values), of the mea­
surement evidence in terms of probabilities a cue being present or absent. The 
representation in terms of soft output, rather than  classifier labels, is seen as cru­
cial: the generation of labels requires the use of thresholds, which in tu rn  would 
discard information that we regard as valuable.
The content of this chapter is organised as follows: in Section 6 .2 , the literature on the 
classification algorithms used in the existing periodic motion detection methods are 
described. A performance comparison of different classifier methods is given in Section 
6.3. The confusion m atrix of the neural network classifier developed can be found in 
Section 6.4. As a comparison, other methods are implemented and discussed in Section 
6.5 and 6 .6 . In Section 6.7, the results of experiments involving the image sequences of 
the ASSAVID database are presented. Conclusions are drawn in Section 6 .8 .
6.2 R elated  W ork
Among the state-of-the-art techniques of periodic motion description, some methods 
have used the periodic motion feature for motion classification. Polana and Nelson [100] 
uses the nearest centroid algorithm for motion classification. In the algorithm, feature
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vectors of a number of reference sample image sequences of each known activity are 
computed and the centroid is taken as the reference feature vector for the corresponding 
class. Feature vectors computed from a test sample image sequence are matched against 
the reference feature vector of each class and the test sample is classified as the class 
corresponding to the centroid closest in the sense of Euclidean Distance. The classes in 
the m ethod include walking, running, swinging, jumping, skiing, exercising and a toy 
frog. TDNN (time delayed Neural Networks) are used by Heisele and Wohler in [57]. 
The TDNN has a three-layer structure, trained by a simple gradient descent rule. Their 
experimental results show the possibility to discriminate between pedestrian leg pattern  
and other patterns. An image matching technique is used by Cutler and Davis in [36] 
for periodic motion classification using an area-based technique. Image similarities 
between frames of an image sequence are computed and represented as a similarity 
matrix. Periodic motion shows a lattice pattern  in the matrix. An image matching 
technique is then applied to accomplish classification. The experimental results show 
th a t they could classify three types of moving objects: people, dogs and other moving 
objects.
6.3 C om paring Perform ances o f D ifferent Classifier M eth ­
ods
For a learning machine, the problem of extracting features and selecting a classifier are 
strongly related to each other: if the extracted features are linearly separable in the 
feature space, a simple linear classifier can give a good decision; on the other hand, if 
the features are not linearly separable, a more powerful classifier is required. Thus the 
problem of selecting a classifier is not independent from extracting features. Instead of 
implementing the classifiers from the existing literature of periodic motion detection, 
we use a classifier tha t is appropriate for the proposed feature vectors.
A classifier performance comparison analysis based on the proposed feature vectors is 
carried out. The da ta  set for experimentation is composed of 5 running video sequences, 
3 hurdling video sequences, 5 long-distance running sequences, 2 canoeing sequences 
and 1 video sequence of weight-lifting from the ASSAVID database. We computed the
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periodic motion feature vectors by using the sprint template, the long-distance running 
template, the 110-metre hurdling tem plate and the canoeing template. There are 810 
feature vectors in total from the sprint sequences, 6 6 8  feature vectors from the long­
distance running sequences, 608 feature vectors from the hurdling sequences, 332 feature 
vectors from the canoeing sequences and 177 feature vectors from the weight-lifting 
sequence in the data  set. In the experiments with the 110-metre hurdling template, 
all the feature vectors that are extracted from the hurdling sequences are labelled as 
one class, and the feature vectors extracted from the other sequences are labelled as 
another class. A leave-one-out scheme is used for training and testing the classifiers. 
Finally, the average accuracy performance on each sequence is used as the accuracy 
of the classifier. The aim of the analysis is to compare the classifier performances in 
discriminating the feature vectors of hurdling sequences from the others. The non­
hurdling data set contains running sequences and canoeing secpiences, which represent 
the data  from non-hurdling periodic motion data, and a weight-lifting sequence, which 
is used to represent the non-periodic motion data. Similar experiments have been 
carried out by using the sprint template, the long-distance running template and the 
canoeing template.
Note in this experiment, the leave-one-out scheme is applied on the basis of image 
sequence. T hat is, each time the feature vectors from one video sequence are left 
out. All the feature vectors from the rest of the video sequences are used to train the 
classifier. They are labelled as “cue present” or “no-cue present” according to their 
content. From the training data  point of view, the test data  set is unseen.
We implemented the following classifiers to compare their performances on the periodic 
motion feature vectors:
• Linear classifier. The training samples from the class “cue-present” are labelled 
with “1” . The samples from class of “cue-absent” are labelled with “0” . In the 
test stage, the outputs of the classifier are real numbers between “1 ” and “0” . If 
the testing sample comes from a “cue-present” class, its classification output is 
close to “1” . If the testing sample is from a “cue-absent” class, the classification 
output is close to “0” . A threshold is set to 0.5. If the classification output is
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larger than  0.5, the testing sample is labelled as “cue-present” ; otherwise, it is 
labelled as “cue-absent” .
• Polynomial classifiers. The order of the polynomials is set to 2, 3 and 4. Poly­
nomial classifiers belong to the category of generalised linear classifiers. Linear 
classifiers can be treated as the first order polynomial classifiers. The training 
samples are labelled in the same way as for the linear classifier. The outputs of 
classification is also a real number between “0” and “1” . By setting the threshold 
equal to 0.5, the test sample is labelled as “cue-present” or “cue-absent” .
• KNN classifier. We deploy the /c-nearest neighbour m ethod {k — 3). Class of 
“cue-present” and “cue-absent” are labelled as “1” and “0” . The test sample is 
labelled by the dominant class of its nearest neighbours.
• Neural network. The hidden layer has 5 nodes. The number of training cycles 
are set to 300. The class of “cue-present” is labelled as “0.9” , The class of “cue- 
absent” is labelled as “0.1” . The output of neural network for a test sample is 
a  real number between “0” and “1” . To compute the accuracy of the classifier, 
a threshold is set to 0.5. If the output is larger than 0.5, it is labelled as “cue- 
present” . If the output is smaller than  0.5, it is labelled as “cue-absent” .
• SVM Classifiers. The following kernel functions are implemented:
/ f l ( x i , X 2 )  =  X i ' X 2 ^  (6.1)
/ f 2 ( x i , X 2 )  ^  ( H - X i - X 2 ^ ) ^  (6.2)
A:3 (x i,X 2 ) == exp [ -  (6.3)
where a  is set to 0 .1 .
The training samples are labelled as “1” and “-1” according to their memberships 
in the “cue-present” class and “cue-absent” class. The output of an SVM classifier 
is a real number. If the output is positive, the test sample is labelled as “cue- 
present” ; otherwise, it is labelled as “cue-absent” . However, the output does not 
give a confidence measurement on the decision on the sample class membership.
104 Chapter 6. Motion Feature Classification
Thus the output is not suitable as a measurement of the cue evidence as defined 
in Section. 6.1.
The average accuracies of the classifiers are shown in Table (6.1) and Fig. 6.1.
Classifier Accuracy with the template of
Name Sprint Hurdling Long-distance Canoeing
Lin. Class. 91.01 % 90.10 % 95.57 % 90.62 %
Poly. Class, (order 2 ) 93.20 % 91.11 % 96.27 % 91.36 %
Poly. Class, (order 3) 93.59 % 92.71 % 97.28 % 92.23 %
Poly. Class, (order 4) 94.67 % 93.54 % 97.59 % 92.56 %
KNN (k =  3) 95.20 % 93.62 % 98.06 % 93.44 %
Neural Networks 94.72 % 95.35 % 97.67 % 92.36 %
SVM [ K i ) 92.79 % 91.70 % 96.59 % 90.33 %
SVM {I<2) 95.87 % 94.52 % 98.02 % 92.53 %
SVM { K s ) 96.69 % 95.39 % 98.55 % 93.21 %
Table 6.1; The performance comparison of classifiers
The performances of the classifiers are very close to each other. In the proiDosed method, 
we choose the neural network to accomplish the periodic motion classification.
6.4 C lassification R esu lts o f th e P roposed  M ethod
Another experiment is carried out the obtain the confusion m atrix of the neural network 
classifier. The neural network classifier is trained on the following data  set: 456 feature 
vectors from sprint sequences, 437 feature vectors from long-distance running sequences, 
303 feature vectors from sequences of 110-metre hurdling, 166 feature vectors from 
sequences of canoeing sport and 177 feature vectors from sequences of weight-lifting to 
represent other non-periodic sports. The test set is constructed by 454 feature vectors 
from sprint sequences, 250 feature vectors from long-distance running sequences, 301 
feature vectors from 110-metre hurdling sequences, 173 feature vectors from canoeing 
sequences and 178 feature vectors from weight-lifting sequences.
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Figure 6.1: Classifier performance comparison
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Periodic motion feature vectors are computed from the training image sequences by 
using different sport templates. For each sport template, the neural network is trained 
by using these periodic motion feature vectors. Four nem al networks are trained to 
classify sprint, long-distance running, 110-metre hurdling and canoeing. The classifiers 
are then tested on the feature vectors computed from the test sequences. The confusion 
matrix is shown in Table 6.2 and Fig. 6.2. The sports are well discriminated from 
each other. The classification of the instances of hurdling is relatively poor. There 
are 23 canoeing sequences and 2 2  long-distance running sequences tha t are labelled 
as “hurdling” . For canoeing sequences, this is due to the fact that the frequency in 
canoeing is very close to the jum ping frequency in hurdling. In some of the long-distance 
running sequences, the runners have frequencies close to tha t of the hurdling sequences. 
However, all four classifiers give a good classification on other sports containing non­
periodic motion. Also they are well distinguished from the sports without periodic 
motion.
6.5 C lassification R esu lts o f  th e  N onparam etric-N onrigid  
M otion  R ecognition  M eth od
We then implemented the Nonparametric-Nomùgid Motion Recognition method (NNMR) 
proposed by Polana and Nelson in [1 0 1 ], using the same material. As described in Sec­
tion 4.2.2, the frequencies of the sport models are detected using their periodic motion 
detection method. W ith NNMR, only one frequency of the periodic motion features 
can be detected. The direction information is not encapsulated in its periodic motion 
feature curve. The sport models are then built based on the motion feature curve and 
the detected frequencies. The models are then used for classification using a 6 -centroid 
method. The confusion m atrix of the outputs is shown in Table 6.3.
Comparing this confusion m atrix with the one in Table 6 .2 , we found that our proposed 
method gives a better over-all classification result than  the NNMR method. This is 
due to the three assumptions lying in the NNMR method:
• There can be a t most one actor in the scene.
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• The camera viewing angle and the scene illumination does not change signifi­
cantly.
The following results are obtained:
• The sprint type matches most of the NNMR assumptions. It gives a better 
classification result than the others.
• For the hurdling sport type, more than one frequency is present in its periodic 
motion. Since the NNMR methods does not detect multiple-frequency periodic 
motion, it can not give a good classification on the hurdling sequences.
• For the long-distance running sport type, there are more than  one athlete in the 
image scene. In  this case, the second assumption is not satisfied. This leads 
to the poor long-distance classification result. The direction information is not 
considered in the NNMR method.
• Problems are shown in the canoeing classification result using the NNMR method. 
This is because the motion feature curves are too noisy to detect the correct 
periodic motion. Also, in the ASSAVID database, the camera view may change, 
such as in the long-distance running competition. The viewing angle of the camera 
can be changed more than 30 degree, which is the limit of the NNMR method. 
Therefore it is difficult for it to handle this situation.
• The m aterial from the non-periodic sport types (the weight-lifting) are not clas­
sified in any of the above four sport types.
6.6 C lassification R esu lts o f th e Self-S im ilarity M easure­
m ent M eth od
The Self-Similarity Measurement (SSM) method proposed in [36] is also implemented as 
a comparison to our method. A similarity plot of image sequences are obtained by com­
puting the foreground regions’ correlations, as previously introduced in Section 4.2.5.
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In the case of periodic motion, the autocorrelation of the similarity plot shows a lattice 
structure- Using a robust periodicity analysis [36] on the lattice structures, different 
tyjDCs of periodic motion can be classified.
The confusion matrix of the SSM outputs is shown in Table 6.4 and Fig. 6.2. The 
experimental material is the same as in Section 6.4 and 6.5. Fi'om Table 6.4, the SSM 
method works fine with the sprint type. The long-distance running sequences are not 
well separated from the other sport types. This may due to the fact tha t there are 
multiple players in the foreground regions. For the hurdling sequence, the SSM method 
can classify it from the other sport types. However, there is misclassification due to the 
complicated periodic motion involved. Since the SSM method does not consider the 
motion direction information, similar to the NNMR method, it gives a poor performance 
on the canoeing sequences. For the sequences containing no periodic motion, its robust 
periodic analysis gives a good classification.
6.7 M ore E xperim ental R esu lts on A SSA V ID  D atabase  
M aterial
We use the output of the neural network, evidence measurement, to estimate the prob­
ability of the presence of cue and non-cue [31]. The objective is to use a single evidence 
measurement, given by m, to estimate the probability of the presence of a cue C. As­
suming that the values {??%} constructs a random sequence of some underlying random 
variable M , Bayes rule is applied:
"  p { m \ C ) P { C ) i p M C ) P { C )
The distribution values p{m\C) and p{m\C) have to be computed from the conditional 
probability density functions PM{'in\^) Pm (^IC ') of M  (Fig. 6.3). Since we do not 
impose any assumption on the distributions of Pm {'^\C) and pjv/(7n|C'), we can use the 
histogram, as shown in Fig. 6.4, from the training stage to estimate the distribution. 
We set the a priori probabilities P{C) and P{C) to be equal. Thus the comparison
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Actual /  Predict Sprint Long-distance Hurdling Canoeing Others
sprint 448 0 8 0 0
Long-distance 0 244 2 2 0 0
Hurdling 3 3 300 2 3
Canoeing 2 0 23 164 0
Others 0 0 2 0 176
Table 6.2: The confusion m atrix of the proposed method
Actual /  Predict Sprint Long-distance Hurdling Canoeing Others
Sprint 289 0 165 0 0
Long-distance 109 93 0 0 48
Hurdling 1 2 2 0 81 0 98
Canoeing 0 91 0 0 82
Others 0 0 0 0 178
Table 6.3: The confusion m atrix of the Nonparametric-Nonrigid Motion Recognition 
m ethod proposed by Polana and Nelson in [101]
Actual /  Predict Sprint Long-distance Hurdling Canoeing Others
Sprint 160 106 64 71 53
Long-distance 23 52 79 29 67
Hurdling 37 72 148 2 1 23
Canoeing 1 2 9 4 157
Others 2 1 1 5 169
Table 6.4: The confusion m atrix of the Self-Similarity Measurement method proposed 
by Cutler and Davis in [36]
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Figure 6.2; Visualisation of the confusion matrices
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between P{C\m ) and P{C \m ) is equal to  the comparison between p{m\C) and p{m\C) 
in the sense of maximum likelihood.
mAm
Figure 6.3: The conditional p.d.f.s
Then the system is tested on the ASSAVID video database. There are 9 hours of video 
in total, containing m aterial from the 1992 Barcelona Olympic Games. All the tapes 
are ground-truthed on a shot-by-shot basis labelled as: 1 0 0 m running, 2 0 0 m running, 
yachting, medal ceremony, cycling, swimming, etc...
The test data set involves about 540 minutes of video (about 810,000 frames). The 
output of the motion feature curves is sampled once a second to generate the motion 
feature vectors. The feature vectors are fed to the classifier. The output of the classifier 
is thus one frame a second.
Some exanijjles of the classifier output on the unseen sport types and unseen data  are 
shown in Table 6.5. They are ranndom ly picked up from the experimental ressults 
onthe ASSAVID database. For many sport types containing no periodic motion, such 
as tennis, the classifier outputs show th a t there is no cue present from the four known 
sport types. Therefore the labels are not given to the sequences. Also, for those sport 
types containing periodic motion, such as cycling, the classifiers do not give them  labels 
as well. For the sequences where the cue of known sport types is present, such as the 
hurdling sequence, the output of the hurdling classier shows the cue present value is 
larger than  the non-cue present value. Therefore, it is labelled “with hurdling cue 
present” .
To illustrated the result of the testing, a simple decision is made about each sport
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Figure 6.4: The histograms of the evidence measurements from the training stage
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Actual sport 
type
Sprint Long-distance Hurdling Canoeing
Cue Non-Cue Cue Non-Cue Cue Non-Cue Cue Non-Cue
Colour Bar 0 . 0 0 1 . 0 0 0 . 0 2 0.98 0.27 0.73 0.49 0.51
Swimming 0 . 0 1 0.99 0 . 0 2 0.98 0.08 0.92 0.09 0.91
Interview 0 . 0 1 0.99 0 . 0 2 0.98 0.08 0.92 0.08 0.92
Boxing 0.05 0.95 0 . 0 2 0.98 0 . 0 1 0.99 0.08 0.92
Weight-lifting 0 . 0 1 0.99 0.03 0.97 0 . 0 1 0.99 0.08 0.92
Yachting 0 . 0 1 0.99 0 . 0 2 0.98 0 . 0 0 1 . 0 0 0.50 0.50
Hockey 0 . 0 1 0.99 0.03 0.97 0 . 0 2 0.98 0.15 0.85
Tennis 0 . 0 2 0.98 0.03 0.97 0 . 0 1 0.99 0.08 0.92
Long-distance 0 . 0 1 0.99 0.99 0 . 0 1 0 . 0 1 0.99 0.08 0.92
2 0 0 m 1 . 0 0 0 . 0 0 0 . 0 2 0.98 0 . 2 1 0.79 0.08 0.92
1 0 0 m i.oo' 0 . 0 0 0 . 0 2 0.98 0.16 0.84 0.46 0.54
Hurdling 0.46 0.52 0.03 0.97 0.99 0 . 0 1 0.49 0.51
Canoeing 0 . 0 1 0.99 0 . 0 2 0.98 0 . 0 1 0.99 0.98 0 . 0 2
Table 6.5: The example classifier outputs on some unseen da ta  and sport types
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template by comparing the output cue evidence in the sense of maximum likelihood. 
For example, if a frame’s cue-presence value P{C\m ) of a sprint cue output is larger 
than its non-cue presence value P{C\m)^ we make a decision that the frame contains 
a sprint sport; Otherwise, the frame is labelled as not containing a sprint. As the 
groiind-truth information is available for each shot, the test set results are obtained by 
accumulating the frames containing certain sport type.
The problem with this is tha t they are not mutually exclusive. For example, a frame of 
sprint can be classified into sprint, hurdling or even more categories at the same time. 
The topic of making mutually exclusive output is not discussed in this thesis and can 
be found in future work.
Here we introduce the performance measures used for performance assessment, namely 
accuracy, false negative, false positive, recall and precision. Denoting the elements of 
the confusion m atrix of a classifier as indicated in the following table,
Predicted cue-absent Predicted cue-present
Actual cue-absent a b
Actual cue-present c d
Table 6 .6 : The confusion m atrix of a classifier output
the accuracy of the classifier is defined as
accuracy — a + b + c + d (6.5)
the false positive is computed by
false positive = (6 .6)
the false negative is computed by
false negative = c d (6.7)
the recall is computed by
recall = c d (6.8)
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the precision is computed by
precision = b + d (6.9)
6.7.1 E xperim ental R esu lts for th e Sprint Tem plate
The confusion m atrix of the classifier performance is shown in Table 6.7. Pi’oni the 
result, most of the sprint sequences are well detected. There are 20 shots of sequences 
contributing to the false-positives. By observing the sequences, we find that most of 
them  come from the 1 1 0 -metre hurdling sequences, in which the periodicity of the 
running behaviour is similar to the periodicity of sprint. Most of the 20 shots are also 
labelled as hurdling. 23 shots are false-negative. Most of them  contain a more complex 
camera motion, such as zoom, which leads to larger motion information errors.
Predicted cue-absent Predicted cue-present
Actual cue-absent 1511 2 0
Actual cue-present 23 61
Table 6.7: The confusion m atrix of the classifier output for the sprint tem plate 
The performance is
accuracy = 97.33%
false positive = 1.31%
false negative = 27.38%
recall = 72.62%
precision = 75.31%
6.7.2 E xperim ental R esu lts for th e Long-D istance R unning Tem plate
The confusion m atrix of the classification performance is shown in Table 6 .8 . Five 
shots are false-positive. Interestingly, by checking the corresponding sequences, we find 
that most of them  come from the other track events, such as sprint and hurdling. This
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is because, for some of these sequences, the after-competing procedure, which has a 
low frequency component, is classified as long-distance running. In cases where the 
after-competing procedure takes the greater part of the time in the shot, the dominant 
sport type is given by long-distance running and thus the shot is misclassified. This 
may require a more complex reasoning algorithm in the future work. On the other 
hand, if the procedure of running can be analysed with several tem poral stages, such 
as start-run-stop, the misclassification can also be reduced.
Predicted cue-absent Predicted cue-present
Actual cue-absent 1544 5
Actual cue-present 26 40
Table 6 .8 : The confusion m atrix of the classifier output for the long-distance running 
template
The performance is
accuracy 
false positive 
false negative 
recall 
precision
98.08%
0.32%
39.39%
60.61%
88.89%
6.7.3 Experim ental R esu lts for the 110-m etre H urdling Tem plate
The results on 110-metre hurdling tem plate give relatively many false positives com­
pared with other templates, although most hurdling sequences are correctly classified. 
The confusion m atrix of the classification performance is shown in Table 6.9. Since the 
hurdling template involves a higher-dimensional feature vector than the others, it is 
more sensitive to motion errors and noises. Fortunately, most of the false-positives are 
from track events.
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Predicted cue-absent Predicted cue-present
Actual cue-absent 1417 145
Actual cue-present 7 46
Table 6.9: The confusion m atrix of the classifier output for the 110-metre hurdling 
tem plate
The performance is
accuracy 
false positive 
false negative 
recall 
precision
90.59%
9.28%
13.21%
86.79%
24.08%
6.7.4 E xperim ental R esu lts for th e  Canoeing Tem plate
The confusion m atrix of the classification performance is shown in Table 6.10. There 
are not many canoeing shots in the database. The results show the canoeing tem plate 
works very well on classifying true negatives. However, it gives many false negatives. 
The corresponding sequences show that in cases of long-distance shots, in which scenes 
the canoeing players are very small, the tem plate tends to give a poor performance. 
This is because, in such scenes, there is always a large area of water, which gives a 
challenge in low-level motion processing. Also, the participants are relatively small. 
As a consequence, the obtained motion feature contains too much noise to recognise 
the correct motion pattern. However, in case of a close-up, the canoeing template 
performed well.
The performance is
accuracy =  99.44% 
false positive =  1.87%
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Predicted cue-absent Predicted cue-present
Actual cue-absent 1603 3
Actual cue-present 6 3
Table 6.10: The confusion m atrix of the classifier output for the canoeing tem plate
false negative =  66.67% 
recall =  33.33% 
precision =  50.00%
The performance of the four sport type classifications are summarised in Table 6.11.
6.7.5 E xperim ental R esu lts for th e Proposed M ethod W ith out Fore­
ground D etection
In most of the ASSAVID image sequences, the foreground objects are tracked by the 
camera. In this case, it may not be necessary to have the foreground objects segmented 
out. The computation in the foreground detection processing can be saved for more 
practical use.
The experiments are carried out using the proposed m ethod without the foreground 
object detection on the same data  set as the previous experiments. The results are 
shown in Table 6.12.
Compared with the method implementing foreground object detection, the over-all 
performance of the method without motion segmentation is slightly lower. This is 
due to the noise from the image background which are included in the hum an motion 
analysis. However, the extracted periodic motion features can still give a good result 
ill most cases. In case of applications of limited computational expense requirement, 
the proposed method without the foreground object detection can be a good candidate. 
However, classification accuracy is the trade-off.
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Sport template accuracy false positive false negative recall precision
sprint 97.33 % 1.31 % 27.38 % 72.62 % 75.31 %
Long-distance Running 98.08 % 0.32 % 39.39 % 60.61 % 88.89 %
110-metre Hurdling 90.59 % 9.28 % 13.21 % 86.79 % 24.08 %
Canoeing 99.44 % 1.87 % 66.67 % 33.33 % 50.00 %
Table 6.11: The confusion m atrix of the classifier output for all the templates with 
foreground detection
Sport template accuracy false positive false negative recall precision
sprint 83.28 % 14.56 % 57.14 % 42.86 % 13.95 %
Long-distance Running 94.06 % 4.99 % 80.30 % 19.70 % 14.13 %
110-metre Hurdling 82.36 % 14.97 % 43.40 % 66.60 % 11.58 %
Canoeing 93.86 % 7.45 % 88.89 % 1 1 . 1 1  % 0.81 %
Table 6.12: The confusion m atrix of the classifier output for all the templates without 
foreground detection
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6.8 C onclusions
In this chapter, a classification m ethod on sport type classification is described. By 
combining neural network and Bayesian classifiers, the periodic motion feature vectors 
are used to classify sport types. The method also satisfies the interface protocol of 
ASSAVID framework.
The classification performance of the proposed periodic motion features are first exam­
ined by using different classification techniques. The results show that the proposed 
method can be used for sport type discrimination. The extracted periodic motion fea­
ture vectors are suitable for sport classification. The comparison among the proposed 
method and two existing methods is carried out next. The confusion matrices of each 
method are compared. The experimental results show that the proposed m ethod is 
superior to the others. It is more suitable for sport type annotation in the ASSAVID 
database.
The summary of the performance on the four sport type classifications are given in 
Table 6.11. The classification results are promising. All the tests are based on the 
ASSAVID database, in which all the video sequences come from real-life broadcasting 
materials. About 810,000 images are involved in the testing stage. The accuracies of 
classification show that proposed method can be successfully used to discriminate four 
sport types from others. The recall rate and precision rate are not very high, which 
needs to be improved. Classification is the last stage of the proposed work. The results 
of classification show that the proposed method is suitable for sport type recognition 
in real life. The problems remaining give motivation for future work.
In the proposed method, mis-classification occurs when the low-level motion processing 
can not provide the correct motion information. The proposed m ethod is based on 
the analysis of video on a shot-by-shot basis. However, within a shot, the motion of 
the foreground objects may still have different epochs. For example, a shot of sprint 
can be divided into three stages: before-running, running and after-competition. In 
this case, temporal analysis of the motion features within a shot will be very helpful. 
Some example key frames extracted from the ASSAVID database are shown in Fig. 6.5, 
Fig. 6.6, Fig. 6.7 and Fig. 6.8.
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111 the proposed classifier, sport tem plates are used separately for classification. There­
fore, one video sequence may have more than  one sport type annotation. The work on 
combining the classification results has not been done in this thesis. However, it will 
be an interesting topic in the future work.
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Figure 6.5: Key frames extracted using the sprint tem plate
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Figure 6.6: Key frames extracted using the long-distance running tem plate
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Figure 6.7: Key frames extracted using the 110-metre hurdling tem plate
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Figure 6.8: Key frames extracted using the canoeing template
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C hapter 7
Conclusions and Future Work
Techniques of content based information retrieval have been developed in recent decades 
due to the requirement of easy and rapid search and query in multimedia databases. 
Various image features, such as colour, texture and shape, are used for this purpose. 
However, techniques of content description using motion are unsatisfactory due to the 
complexity of low level motion processing and motion analysis. Many of the state-of- 
the-art methods remain in an experimental stage. In terms of hum an motion analysis, 
due to the complicated human motion, many techniques give unsatisfactory results on 
real life videos.
In this thesis, we developed a new m ethod for discriminating different sport types in 
multimedia databases. A periodic motion descriptor was chosen to describe the human 
behaviours in sports. The implementation of the m ethod on real-life broadcasting 
materials shows that the proposed method is successful.
The challenge of the work comes from both the aspects of low level motion processing 
and high level motion description. Prom the low level motion analysis point of view, the 
camera motion in real life videos is normally not constrained. However, the proposed 
method can handle complex camera motion. Also, the difficulties of low level motion 
processing come not only from the interlaced images shot by broadcasting cameras and 
motion blur caused by the extreme motion involved in sports, but also because we are 
dealing with the complicated articulated motion from human bodies. We developed
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a non-rigid foreground object detection method to handle the problems occurred in 
the low level motion processing. It can be used to extract non-rigid human bodies 
from complex image scenes. In terms of high level human motion description, how to 
accurately and efficiently describe human motion activities in sports videos is the prob­
lem we addressed. Also, the motion descriptor should be able to discriminate different 
sport types. We chose periodic motion descriptors since many human behaviours in 
sports involves periodic motion. However, many existing periodic motion descriptors 
only work for simple experimental environments. Their failure in real life videos lies 
in their inability to deal with short and noisy signals. We developed a new periodic 
motion descriptor to discriminate between sports types. The method can cope with 
short and noisy motion feature curves by using a modified covariance method. It also 
encapsulates motion direction information and multiple frequency information.
In Chapter 1, the background knowledge of content-based retrieval from multimedia 
databases was introduced. The MPEG-7 framework was introduced briefly since it 
standardises state-of-the-art techniques for content-based description. The project AS- 
SAVID was also described. Objectives and challenges of the proposed research work 
were described.
The problems in low-level motion processing were addressed next. An improved method 
involving a novel motion segmentation method was proposed. First, in Chapter 2 a 
comprehensive survey of motion estimation and segmentation techniques was presented. 
The techniques of high level motion description in sports video analysis was also given 
in this chapter. Then, a novel non-rigid foreground object detection algorithm was 
introduced in Chapter 3, which uses both colour and motion information to segment 
out the human body regions from complex image scenes.
In Chapters 4 and 5, a motion feature extraction method was developed. The MC (mod­
ified covariance) method was selected for the PSD (power spectral density) estimation 
from motion feature curves. For reference, a literature review on PSD estimation tech­
niques is presented in Appendix B. A novel periodic motion feature descriptor was 
then proposed. Motion direction information of the motion descriptor is made explicit. 
Multiple characteristic frequencies were found in different sports in a groim d-truth
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gathering process and used to build sport templates. The templates were then used to 
compute motion feature vectors to describe sport types.
Chapter 6  was concerned with the problems of motion classification. Neural network 
and Bayesian classifiers were used for the sport type classification. The proposed 
method was compared with other two state-of-the-art methods. The proposed m ethod 
showed its superiority to the others. The classification results on ASSAVID video 
database showed the success of the proposed algorithm. Motion features extracted and 
classified from broadcasting m aterial of 1992 Barcelona Olympic Games showed the 
proposed algorithm works well on real-life video.
7.1 C ontributions
The proposed research work present a novel hum an motion description m ethod for 
multimedia database annotation. The m ethod has been tested on a real-life video 
database. The main contributions of the thesis can be summarised as follows:
1 . A novel non-rigid foreground object detection algorithm has been proposed. The 
algorithm combines both  colour and motion information. The use of region in­
formation based on colour produces good motion segmentation boundaries. Non- 
rigid objects, such as the hum an body, can be successfully segmented from com­
plex image scenes. There are no constraints on the camera motion. The algorithm 
is computationally efficient.lt has been tested on both standard MPEG sequences 
and sequences from the ASSAVID project.
2. A novel motion feature descriptor has been introduced. The motion descriptor 
conveys direction and periodicity information. Extensive tests on the sport videos 
showed the potential to extend the proposed motion feature for wider use. The 
MC method has been identified as the optimum PSD method. The proposed 
method is invariant to the camera view. No m atter whether the human movement 
is parallel to the image plane or not, if the human movement involves periodic 
motion, it can be detected.
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The proposed method has been compared with two existing methods, Polana and Nel­
son’s method [100] and Cutler and Davis’s method [36]. The comparison shows that 
the proposed method is more suitable in the context of sport type classification. All 
these methods were compared using the ASSAVID database. In total, there are about 
540 minutes of video (about 810,000 frames). Our method can be used to discriminate 
four different sport types, namely sprint, long-distance running, hurdling and canoeing, 
from the video database. The experimental results show that the classification accuracy 
of the proposed method is promising.
The proposed motion description method acts as part of the ASSAVID query engine. 
The output of the periodic motion descriptor can be further combined with the outputs 
from other image feature descriptors, such as colour descriptor and texture descriptor. 
Then autom atic annotation of the video content is made by the combination of these 
feature descriptors.
7.2 Future work
There are many ways in which the work described above could be extended, some of 
which we described next:
1. Motion features are strongly correlated in time. A meaningful description of a 
complex motion event may be composed of a sequence of several simple motion 
events. Thus the analysis and description of motion over time should be useful 
in describing more complex motion events. For example, the high-jump event 
can be temporally divided into stages of start-run-jump-stop. HMM (Hidden 
Markov Model) techniques have been widely used in the area of human activity 
recognition [84, 37]. In cases where the human motion process involves several 
episodes, HMM methods can be used to describe these processes successfully.
2. In the thesis, the proposed periodic motion descriptor can successfully classify 
complex motion such as hurdling by using multiple characteristic frequencies. 
Canoeing has benefited from the combined motion direction information. Fiom 
the sport templates investigated, although the method has been tested on a small
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number of motion behaviours, it has the potential for being extended to other 
sport types such as cycling, swimming etc.
3. The proposed algorithm is invariant to the camera view. In the proposed mo­
tion descriptor, camera motion is not used as complementary information. By 
estimating camera motion and combining the camera motion information, more 
meaningful information can be extracted. For example, in most cases, the camera 
tracks the foreground object in the scene, that is, the hum an body. Therefore, the 
trajectory of the camera can usefully describe the foreground object movements.
4. The classification work shown in the thesis is only based on motion features. 
However, in ASSAVID, many other image features, such as colour and texture, 
and non-image features, such as speech, are available. Combining features can be 
an interesting topic for more meaningful image content annotation. For example, 
gun shots are normally used to trigger the sprint competition. By detecting the 
gun shot cue in a sequence, the labelling of a sequence as a  “track event” can be 
reinforced. Also, by detecting the gun shot, the starting time of the competition 
can be well defined. Thus the analysis of the motion procedure of the competition 
could be improved. Consider another example: the decision of a “track event” in 
a  video sequence can be improved by combining the “sprint-cue presence” from 
the motion descriptor and the “track-cue presence” from the colour descriptor or 
a texture descriptor.
5. Camera motion, param etric motion and motion activity descriptors have all been 
standardised by MPEC-7. As periodic motion description has proved to be useful 
information for annotating image content, especially human motion, further work 
should consider periodic motion standardisation.
6 . Low-level motion analysis is still an open problem. Any contribution to this topic 
will be beneficial. Higher level motion description m ethods normally rely on the 
low level motion information. Successful low-level motion processing will improve 
the higher level processing.
7. Cait analysis is an attractive topic in surveillance systems using a static camera.
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The proposed method can be used for such applications. Research on extending 
the proposed approach to security systems would be an interesting proposition.
A ppendix A
The ASSAVID Framework
The project is based on the construction of several software modules th a t extract var­
ious different modes of information (speech, other audio cues, encapsulated text, other- 
video cues). Each module functions fairly independently of the others, so that the 
development of the modules can proceed in parallel. The video module can be further 
roughly subdivided into shot detection, spatio-temporal object extraction and mosaic- 
ing, and object characterisation and recognition [31].
The output of these modules is fed into a contextual annotation module, which is 
able to associate the autom atically-extracted features with an internal lexicon. The 
output is a text-based summary of the video material. The associative mechanism 
is trained for the specific application - in this case sports material. A user interface 
will be developed which will enable the user to browse through the video database, 
using the autom atically-extracted text summ ary to link to the original video material. 
Special attention will be paid to the flexibility an user-friendliness of this interface. 
As the software components are integrated into a complete system, attention will be 
paid to the development of testing methodology, and to an evaluation of the prototype. 
The direction of this work will be guided strongly by input from the user partners. 
Recent work on video annotation has highlighted the difficulty of locating sufficient 
material with adequate ground tru th  information. Thus the compilation, cataloguing 
and assessment of suitable test m aterial forms an im portant component of this part of 
the work.
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The periodic motion feature extraction part is highlighted in a yellow box in Fig. A.I.
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Figure A .l: The framework of ASSAVID project
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A ppendix B
Power Spectral D ensity  
Estim ation
Power spectrum density (PSD) is the density function of the power spectrum  of a 
signal in the frequency domain. Power spectral density estimation is used in a variety 
of applications, especially in speech signal processing and telecommunications. It is 
an effective way to discover the frequency properties of discrete signals. In reality, 
the power spectral density estimation is based on a signal with finite length. In the 
application of digital signal frequency feature extraction, it is used for extracting the 
feature frequency from a signal buried in wide-band noise[80]. In terms of periodic 
motion analysis, the extracted motion feature sequence can not be long. Noise is 
inevitable in the da ta  and sometimes the signal noise ratio is poor. These factors 
strictly limit the range of our selection on the technologies for power spectral density 
estimation.
In the existing literature, the power spectral density estimation methods can be classi­
fied into one of the following categories:
• Non-parametric methods;
• Param etric Methods;
• Eigenanalysis methods.
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In this chapter, a literature review on power spectral density estimation is first pre­
sented in Section B .l. Then a detailed explanation on AR model-based param etric 
methods, especially the modified covariance method, is given in Section B.2. Finally 
some conclusions are drawn. The modified covariance method is finally selected for the 
human motion analysis and modelling due to its superior performance.
B .l  L iterature R eview
B . l . l  N on-Param etric P S D  E stim ation
Non-parametric power spectral density estimation methods are also known as the clas­
sical poiuer spectral density estimation methods. The methods are those in which the 
estimation of the power spectral density is made directly from the signal itself.
One way of estimating the power spectrum  of a finite discrete signal is to simply com­
pute the DFT of the signal(normally done by FFT) and take the magnitude squared of 
the results. This method is called the periodogram method. Given a signal x{n) with 
N samples, let Xjsj{f) be the Discrete Fourier Transform of x{n),  The power spectral 
density of .T(?r), P { f )  is expressed as
P ( f )  = (B.l)
Thus the periodogram method computes the power spectral density directly from the 
definition. It is simple to compute and easy to understand.
The autocorrelation method is proposed by Blackman and Tuckey [102]. The power 
spectrum is given by computing the FFT  of the autocorrelation function of the given 
signal. For Fourier transform, the square operation in frequency domain is equivalent 
to the autocorrelation operation in time domain. Therefore, Autocorrelation method 
has a very similar performance as the periodogram method.
In practice, we can only have a finite length of signal to estimate power spectral density. 
This is equivalent to adding a rectangular windowing function to the signal. The 
windowing function gives rise to problems both in the power spectrum  resolution and
B .l. Literature Review  139
to the spectrum  power leakage problem. The resolution of a power spectral density 
function refers to the ability to discriminate spectral features of a signal with respect 
to the two closest frequency peaks. Since the methods are based entirely on a signal with 
finite length, the frequency resolution of these method is, at best, equal to the spectral 
w idth of the rectangular window of length N .  The power spectral density resolution 
can be increased by having more samples of signal. However, when N  increases, the 
ripples of the power spectral density increase because of the increase of the estimate 
variance. The conflict between the frequency resolution and the estimation variance can 
not be solved. Another problem is concerned about the power leakage of the spectrum. 
Spectral leakage comes from the rectangular windowing function which comes from the 
finite length of data. It is especially evident when the signal length is short. It is note 
tha t the effect of spectral leakage depends solely on the length of the signal. It is not 
because that the power spectral density is computed at a finite number of frequency 
samples. Periodogram and autocorrelation methods can be used in the cases where 
SNR is high with signals having more samples.
Improved non-parametric methods try  to obtain a consistent estim ate of the power 
spectrum  through some averaging or smoothing operations performed directly on the 
periodogram or on the autocorrelation. These operations reduce the frequency resolu­
tion further, while the variance of the estimate is decreased.
B artle tt’s method [102] for reducing the variance in the periodogram involves three 
steps. First, the iV-point signal is subdivided into K  non-overlapping segments. Then 
for each segment, we compute the periodogram. Finally, the B artlett power spectral 
density is obtained by averaging the periodograms of the K  segments. Therefore, the 
variance of the B artlett power spectral density has been reduced by the factor of K.
Welch [80] made two basic modifications to the B artlett method. F irst the data  seg­
ments are allowed to overlap. The second is tha t in Welch’s method, the segments 
are windowed prior to computing the periodogram in order to smooth the edge of the 
segments. This has the effect of reducing the spectral leakage.
The classical non-parametric power spectral density estimation methods have the fol­
lowing properties;
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• The methods are simple and well understood. The FFT  algorithm can be used 
to reduce the computation.
• The power spectral density resolution is low. It relies on the length of the signal 
being estimated.
• Due to the inevitable windowing function effect, the estimated power spectral 
density has spectral leakage. This reduces the power spectral density resolution 
further.
B .l .2 Param etric PSD  E stim ation
Tlie basic lim itation of the non-parametric power spectral density estimation method 
is the inherent assumption: it is assumed that any data  outside the windowing function 
is zero. The assumption severely limits the frequency resolution and the quality of the 
power spectrum  that is achieved. Param etric methods can yield higher power spectral 
density resolution than the classical methods in the case when the signal length is short. 
These methods use a different approach to estimate power spectral density; instead of 
trying to estimate the power spectral density directly from the signal, they model the 
data  as the output of a linear system driven by white noise, and then attem pt to 
estimate the param eters of tha t linear system.
In fact, these methods extrapolate the values of the autocorrelation. Extrapolation 
is possible if we have some a priori information on how the data  were generated. In 
such a case a model for the signal information can be constructed with a number of 
parameters that can be estimated from the observed data. From the model and the 
estimated parameters, we can compute the power spectrum  density implied by this 
model.
In effect, the modelling method eliminates the need for windowing functions and the 
assumption that data  outside the windowing is zero. As a consequence, param etric 
(model-based) power spectrum  estimation methods avoid the problem of spectral leak­
age and provide a better frequency resolution than the non-parametric methods. This 
is especially true when dealing with a signal with few samples.
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Assume we have a linear system, which is characterised by a rational system function
  (B-2 )
k~l
Given u{n) is the input sequence of the system, x{n) represents the output of the
system, which is observable. Then we have
P Q
x{n) =  -  ^  cLi.x{n -  k) + ~ k) (B.3)
k=l k—0
In the power spectrum  estimation, the input sequence is not observable. However, if 
the system output da ta  is characterised as a stationary random  process, then the input 
sequence is also assumed to be a stationary random process. In such a case, the power 
spectrum  of the output sequence is
P A f )  = \H { f )?Pu{ f )  (B.4)
where H { f )  is the frequency response of the linear system, Pu{f)  is the power spectrum  
of the input data. Assuming the input sequence is a zero-mean white noise with variance
(7 , then the observed output da ta  power spectrum  is
P , ( / )  =  cr2lJÎ(/)|2 =  a = * | | | ^  (B.5)
In the model-based power estimation methods, the power spectrum  estimation proce­
dure consists of two steps. Given the da ta  sequence a;(?i),0 < n  < N  — 1, we estimate
the param eters a}, and bk of the model. Then from these estimates, we compute the
power spectrum  according to Equation (B.5).
Take a look at Equation (B.2),
1 . if bo — 1 , 6 i, ..., bq = 0 , we have
p
x{n)  =  — Y ] a/.x{n — k) + u{n) (B.6 )
^  (B.7)
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P A f ) = c r ^ T T 7 7 ^  (B-8)
1l^ (7)l-
The output x{n)  is called the auto-regression (AR) process of order p. It is
denoted as AR(;;). The current output of the model is the weighted sum of the
current system input and the previous p outputs. AR model is a all-pole model 
in the %-plane.
2 . if a i, a,2 , ..., Op =  0 , we have
<7 Q
a;(?i) =  -  k) = u{n) +  ^  bf;u{n -  k) (B.9)
A:=0 k = l
H{z) =  B(z)  (B.IO)
P A D - ^ A b U)?  ( B . l l )
The system output x{n) is called a moving average (MA) process of order q and 
denoted as MA(g). It concerned about the weighted sum of the current input and 
previous q inputs. MA model is a all-zero model in the z-plane.
3. if not all a i, a 2 , ..., a^, 6 i, 6 2 ,..., bq equal to zeros, the system output x{n)  is called 
an autoregression-moving average(ARMA) process of order (p, g), denoted as 
ARM A(p,ç). The Equations (B.2), (B.3) and (B.5) are used to estimate the 
model and power spectrum. ARMA model is a pole-zero model in the ;z-plane.
Of these three models the AR model is by far the most widely used. First, the AR 
model is suitable for representing spectra with narrow peaks. Second, the AR model 
results in very simple linear equations for the AR parameters. On the other hand, the 
MA model, as a general rule, requires many more coefficients, to represent a narrow 
spectrum. Consequently, it is rarely used by itself as a model for spectrum  estimation. 
By combining the poles and zeros, the ARMA model provides a  more efficient repre­
sentation of the spectrum  of a  random process. It is asserted [102] that any ARMA or 
MA process can be represented uniquely by an AR model of possible infinite order, and 
any ARMA or AR process can be represented by a MA model of possible infinite order. 
Therefore, the issue of model selection reduces to selecting the model tha t requires the 
smallest number of param eters that are also easy to compute. Usually, the choice in 
practice is the AR model. The param eters of the MA model need resolution of a set of
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non-linear equations, which is more difficult to compute in practice. The ARMA model 
is used to a lesser extent.
In the literature of AR model param eter estimation, three methods are commonly used. 
They are Yule- Walker method, Burg method and Modified Covariance method.
In the Yule-Walker method, we simply estimate the autocorrelation from the data 
and use the estimates to solve for the AR model param eters in sense of least square 
minimisation of the forward prediction error. The solution is guaranteed to exist. 
Moreover, the AR model param eters computed always result in a stable all-pole model. 
Of all the AR param eter estimation method, Yule-Walker m ethod is the simplest one. 
It need less computation. But the method gives a lower frequency resolution.
The m ethod devised by Burg for estimating the AR param eters can be viewed as an 
order-recursive least mean square method, based on the minimisation of the forward and 
backward errors in linear predictions. The m ethod uses the Levinson-Durbin Recursion 
to estimate the power spectral density effectively. The major advantages of the Burg 
methods are
• It results in high frequency resolution,
• It yields a stable AR model,
• It is computational efficient.
However, Burg m ethod has its several disadvantages,
• It exhibits spectral line splitting at high SNR situation,
• For high order models, the method introduces spurious peaks,
• For sinusoidal signals in noise, the m ethod exhibits a  sensitivity to the initial 
phase of a sinusoid, especially in shot da ta  records.
The Modified Covariance Method uses an unconstrained least mean square m ethod to 
determine the AR param eters in terms of minimising the forward and backward errors. 
Its performance characteristics have been found to be superior to the Burg method.
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in the sense that the unconstrained least mean square m ethod does not exhibit the 
same sensitivity to such problems as line splitting, frequency bias and spurious peaks. 
W ith this algorithm, it is reported th a t there is no guarantee tha t the estimated AR 
parameters yield a stable AR model. However, in the application of power spectral 
density estimation, this is not consider to be a problem.
B . l .3 Eigenanalysis P SD  E stim ation
Eigenanalysis algorithms are power spectrum estimation algorithms based on the eige­
nanalysis of the autocorrelation matrix. This type of spectral analysis categorises the 
information in a  correlation or da ta  matrix, assign information to either a signal sub­
space or a noise subspace. Thus, it is also called Subspace algorithm.
Considering a number of complex sinusoids embedded in white noise, we can write 
the autocorrelation m atrix R  for this system as the sum of the signal autocorrelation 
matrix S  and the noise autocorrelation m atrix W
R  = S  + W  (B.12)
There is a close relationship between the eigenvectors of the signal autocorrelation 
matrix and the signal and noise subspace. The eigenvectors of S  span the same sig­
nal subspace as the signal vectors. To estimation the power spectrum, eigenanalysis 
methods compute functions of the vectors in the signal and noise subspace.
The Pisarenko harmonic decomposition method is based on the use of noise subspace 
eigenvector to estimate the power spectrum. The multiple signal classification (MUSIC) 
method is also a noise subspace power spectral density estimator. Estim ation of signal 
parameters via rotational invariance techniques (ESPRIT) is yet another method for 
power spectral density estimation. ESPRIT exploits an underlying rotational invariance 
of signal subspace by two temporally displaced data  vectors. We will not give more 
details about these methods here, please refer to [1 0 2 ] and [80] for more details.
The power spectrum  estimated by eigenanalysis methods gives good frequency reso­
lution. It deals very well with the signal buried in white noise. The computation of
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these methods is more complex than  the param etric methods. The estimated power 
spectrums are slightly better compared with the param etric methods.
B .2 M odified Covariance M eth od
The modified covariance method belongs to the category of param etric power spectral 
density estimation method with an AR model. This m ethod gives a superior perfor­
mance on power spectral density estimation in case of noise and a short length signal. 
Here we take a close look at the Modified Covariance method. Discovery of the re­
lationship between an AR model and a linear predictor is im portant for all the AR 
model power spectral density estimation algorithms. We sta rt w ith the Yule- Walker 
equations which act an im portant role in all the AR model power spectral density 
estimation methods.
B .2.1 Yule-W alker Equation
Let H(z) be a rational system function of a linear system. A sequence of white noise 
{îi(n)} is the input data  of the system. The output {a;(7r)} of the system is observed to 
be a stationary random  process. It is rational and is expressed in Equation (B.3). The 
power spectral density of the output (a;(?T.)} is expressed with Equation (B.5), where 
the polynomials B { f )  and A { f )  have roots tha t fall inside the unit circle in the z-plane. 
Coefficients {5 .^} and {uf.} determine the location of the zeros and the poles of H{z)  
respectively in the z plane. The coefficients determine the characteristics of the linear 
system. Therefore, w ith H{z),  the random  process {a;(??.)} uniquely represents the 
statistics properties of the innovations process {a(?7.)}, and vice versa. The reciprocal 
system tt] \ is called the inverse filter, which output the white noise process {'u(n)}Jrl [ Z j
with a input of {x{n)}.
W hen the power spectral density of the stationary random process is a rational function, 
there is a basic relationship between the autocorrelation sequence {7 *0: (m)} and the 
param eters and {b},.} of the linear filter W(z), which generates the process by
filtering the white noise sequence {u(?t)}. This relation can be obtained by multiplying
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Equation (B.3) by x*{n — m)  and taking the expected value of both sides of the resulting 
equation, where * denotes the complex conjugate. Therefore we have
V
E[x{n)x* [n — ?7i)] =  — ^  ai^E[x{n — k)x*{n — m)]
k=i
Q
+  ^ 2  bkE[u{n — k)x*{n — m)] 
k=0
(B.13)
(B.14)
Then from Equation (B.13), we have
p fj
Ixxim)  = ^klxxi tn  -  k) + ^  b^nfuxim -  k)
k—l k—0
(B.15)
where 7u.x-(77i) is the cross-correlation sequence between the input sequence {ti(n)} and 
the output sequence (rc(n)}.
The cross correlation 7 u.x(m) is related to the impulse response of the linear system. 
The relationship can be expressed as
'ïuxi'm) = E[x* {n)u(n + m)] 
=  E h{k)u*{n — k)u[n + m)
- k=0
(B.16)
(B.17)
(B.18)
where, in the last step, we have used the fact that the sequence is white. For a sequence 
of white noise, the cross-correlation between the input sequence and the output sequence 
is
0, m > 0
crlim), m < 0
Now combining Equation (B.19) with Equation (B.15), the autocorrelation {yxx{'f^)} 
can be expressed as
-  °^klxx{m -  /c). m  > q
k=lp q—m
-  y ]  ak'Yxxim ~ k ) +  a l  h{k)bh+jn, 0 < m < q
k=l k=0
m < 0
(B.20)
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This equation represents a non-linear relationship between a,nd the parameters
{a/;} and {bk}. This equation is generally applied to the ARMA process. For the 
AR process, the param eters {bf.} are equal to zeros. Therefore, Equation (B.20) is 
simplified to
-  -  k), m >  q
k=lV
-  y ]  cikTxxim -  k) +  a l ,  m  =  0 
k=l
(B.21)
Thus we have a linear relationship between 7a;.x>(?7i) and the param eters {a/;}. These 
equations can be expressed in the m atrix form
7a;æ(0) 7:i;æ(l) 7a;n;(2)
7x-a‘(l) 7ææ(0) 7a;,a;(l)
7a;a;(2) 7a;.i;(l) 7za;(fi)
'Ixxip) l x x { p -  1) l xx {P~
7.i:;i: {p) 
lxx{P -  1)
^xx{p ~  2) 
7.t;.i;(0)
1
ai 0
02 0
Up 0
(B.22)
These equations are also called the Yule-Walker equations. The correlation m atrix is 
a Toeplitz, and hence it can be inverted efficiently by using Levinson-Dubin algorithm 
[102]. Equation( B.22) can be simply expressed as
R a  =
Op
(B.23)
where a  =  [l,n i,a .2 , . . .  ,Ap], Op is a p x l  order whole zero vector. R  is the (p-t-1) x (p4-l) 
correlation matrix.
The Yule-Walker m ethod solves the above Yitle- Walker equations to obtain the power 
spectral density estimates of a da ta  sequence. A windowing function can be also applied 
to the input da ta  sequence. The Yule-Walker m ethod requires less computation than 
the other param etric methods. If the input data  sequence is short, the Yule-Walker 
method can not give a good power spectrum.
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B .2 .2 Forward and B ackw ard Linear P red ic tio n
The Yule-Walker equations discover the relationship between the autocorrelation and 
the parameters of the linear system function. The equations are also used for producing 
linear predictors. Linear predictors consider the problem of predicting a future value 
of a stationary random process from observation of several past values of the process 
in a linear system. In particular, we consider the one-step forward linear predictor, 
which forms the prediction of the value x{n) by a weighted linear combination of the 
past values — 1), x[n  — 2), . . . ,  x{n — p). Thus the predicted value of x{n) can be 
expressed as p
x(n)  =  -  ü>p{k)x{n -  k) (B.24)
k~\
where the parameters ap{k) represent the weights in the linear combination of the 
past values. These weights are called the prediction coefficients of the one-step linear 
predictor of order p. The difference between the value x{n) and the predicted value 
x{n)  is the forward prediction error, denoted as e^fin). The forward prediction error is 
expressed as
ejfin) — x{n) -  x{n)  (B.25)
p
= x{n) 4- cip{k)x{n — k) (B.26)
k=l
The linear predictor is equivalent to the linear filtering where the predictor is embedded 
in the linear filter. The filter is called a jjrediction-error filter with input sequence
(.r(7i)} and output sequence {elfin)}. The linear filter is expressed as
p
ejfin) = ap{k)x{n -  k) 0^(0) — 1 (B.27)
k=o
We may compute the mean square value of the forward linear prediction error 
by using the following equation
4  = E [ \ e f [ n A  (B.28)
P
J Z  0‘l{k)'yxx{k)
L t = l
-  7 .r.x-(0 ) +  2iîe
p p
+ -  k) (B.29)
/=!
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 ;
where is a  quadratic function of the prediction coefficients and its minimisation leads 
to the set of linear equations
V
lxx{l) -  X ] ap{k)jxx{l -  k) I = l , 2 , . . . , p  (B.30)
fc=i
These equations are the normal equations for the coefficients of the linear predictor. 
The minimisation of mean square error is then expressed as
p
min[^l] = E I  = 7x-.x(0) +  ap{k)'yxx{-k) (B.31)
Equation (B.30) and (B.31) are also known as the M en e î-ifop/equations. The covari­
ance method estimates the power spectral density by fitting an AR model to the signal. 
The param eters of the AR model are computed by minimising the mean square error 
of the forward prediction.
Backward linear prediction analysis is carried out in a similar way. Assuming a data  
sequence x{n), x{n — 1), x{n  -  2), . . . ,  x{n  -  p +  1) from a stationary random process, 
the backward linear predictor predicts the value x{n — p) of the process. In this case, 
we call the predictor as a  one-step backward linear predictor of order p. Similarly, we 
have
p —i
x{n  — p) =  — Y2 bp{k)x{n -  k) (B.32)
&=o
Then the difference between the value x{n — p) and the estimate x{n — p), namely the 
backward prediction error, is denoted as
p~i
el{n) =  x{n -  p) + ^ 2  ^p{k)x{n ~ k) (B.33)
fc=o
p—i
= bp{k)x{n -  k) bp{p) = 1 (B.34)
k~ 0
The weighting coefficients of the backward linear predictor are the complex conjugates 
of the coefficients for the forward lineai' predictor, in a reverse order. T hat is
bp{k) = a*{p — k) k — 0 ,1 , . . .  ,p  (B.35)
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Thus we have
p—1
=  x(n  -  p) +  ^p{k)x{n -  k) (B.36)
k-O
p—1
=  x{n -  p) + al{k)x{i i  — p + k) (B.37)
A:=0
VVe may obtain the mean square value of the backward linear prediction error f,p{n) by 
using
4  =  E[\e';(nA (B.38)
The minimisation of with respect to the prediction coefficients bp{k) yields the same 
set of linear equations as Equation (B.30). Thus we have the minimum mean square 
error of the backward linear prediction
min[4] = Ef =  4  (B.39)
The parameters of an AR(p) process are intimately related to a linear predictor of order 
p for the same process. Recall that in an AR(p) process, the autocorrelation sequence 
{7.r.x-(7^ i)} is related to the param eters {%} by the Yule-Walker equations Given in
Equation (B.21) or (B.22). The corresponding equations for the linear prediction of
order p are given by Equation (B.30) and (B.31).
There is a one-to-one correspondence between the parameters {%} of the AR(p) and 
the linear predictor coefficients of the p-th order predictor. The minimum mean square 
prediction error of the linear predictor is identical to <7„, the variance of the white noise 
process.
B .2 .3 The Burg M ethod
The Burg method minimises the forward and backward errors in linear predictor, with 
the constraint that the AR parameters satisfy the Levinson-Durbin recursion to allow 
fast computation.
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Given a sequence x {n ) ,n  =  0 , 1 , 2 , ,  7V-1, the forward and backward linear prediction 
estimates of order m  is
x{n) = — ^ a m { k ) x { n  — k) (B.40)
k=l
711
x{ii -  m) = -  ^  a^^{k)x{n + k — m)  * (B.41)
k=l
and the corresponding forward and backward prediction errors and are defined
as
e4. =  rr(?T.) -  x{n)  (B.42)
=  x{n -  m) -  x{n -  m)  (B.43)
where am{k) are the predictor coefficients. Then the least mean square error is
Cm = (B.44)
k=l
Using the Levinson-Durbin algorithm to compute the AR model parameters, we form 
the power spectrum  estimate
Pxxif )  ~  ~ 2 (B.45)
k=l
Several modifications have been proposed to overcome the limitations of the Burg 
method: namely, the line splitting, spurious peaks and frequency bias. Basically, the
modifications involves the introduction of a windowing sequence on the squared forward
and backward errors. T hat is
iV—1
Cm = u;,„(?i)[le4(n)p + 1<4(^ )^I^ ] (B-46)n=m
These modification methods have proved effective in reducing the occurrence of the 
problems in Burg method.
B .2 .4 T h e  M o d if ie d  C o v a r ia n ce  M e th o d
Burg m ethod determine the AR model param eters based on a least square algorithm 
with the added constraint the predictor coefficients satisfy the Levinson-Durbin recur­
sion. The Modified Covariance algorithm is an unconstrained least square algorithm
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to determine the AR param eters by minimising the forward and backward prediction 
errors.
First, we form the forward and backward linear prediction estimates and the corre­
sponding forward and backward errors as in Equation (B.40) and (B.42). Then we 
minimise the sum of squares of both errors. We have
iV - l
Cp = E  [kpW |^-(-|e^(7i)|^] (B.47)n=2^
N - 1
=  En=p
Lt(7i) + ap{k)x{n -  k)\
V
- f- ja ;(7 i -  p )  +  ^  ap{k)x{n k -  p)\ 
h=l
(B.48)
(B.49)
which is the same equations as in the Burg method. The unconstrained minimisation 
of with respect to the prediction coefficients yields the set of linear equations as 
expressed below
^  , Op{k)7'xx{l’  ^k) — 7'XX( 5^ 0)
where the autocorrelation r%%(/,&) is 
jV -1
(B.50)
1'xxil‘  ^k) = ^ 2  — k)x"^{7i — I) + x{n — p + l)x*{n — p -f /c)j (B.51)
n—p
Therefore, we have the equations in m atrix
^’. r . r ( l i  1 )  r % a ( l , 2 )  • • •  'Txxi l - iP)  
L t . ï ( 2 ,  1 )  T ; i ; x ( 2 , 2 )  • • •  7"xx{‘^ )P )
TxxipA)  rm-(p,2) ••• rxx{p,p) \  I à{p)
The resulting residual least square error is
Cp — Ax-.t(0, 0) T  ^  ] 0(/c)ra;.'i;(0, k) 
k=l
0 ( 1 ) ^’.X.X-(1) 0 )
0 ( 2 )
=  -
L x’.x ( 2 )  0 )
.   _ _ r x x { p , 0 )  _
(B.52)
(B.53)
The Equations. (B.52) and (B.53) are the normal equations for the Modified Covariance 
method. Since the covariance m atrix in (B.53) is not a Toeplitz matrix, the Levinson- 
Durbin algorithm can not be applied. However, the covariance m atrix has a sufficient
B.3. Conclusions 153
structure to devise computational efficient algorithm. Furthermore, the performance 
characteristics of the modified covariance method have been found to be superior to 
the Burg method, in the sense th a t it does not exhibit the same sensitivity to such 
problems as line slitting, spurious peaks and frequency bias.
B .3 C onclusions
In this chapter, we introduced the literature of the power spectrum  density estimation 
techniques. Power spectral density estimation is one of the most im portant topic of 
research and applications in digital signal processing. For the proposed project, it is a 
very im portant stage in the periodic motion analysis and description. Non-parametric 
methods based on the periodogram and autocorrelation are to understand and compute. 
Bu t the frequency resolution estim ated is not very good, especially for short data 
sequences w ith added noise. Param etric methods and eigenanalysis methods are among 
the modern power spectral density estim ation techniques. They give good frequency 
resolution and solve the problems of the classical methods. The computational expense 
of the Eigenanalysis methods is higher than  tha t of the param etric model methods.
We next discovered the relationship between the AR model and the linear predictor. 
Among the AR model methods, the Burg m ethod and the Modified Covariance method 
m inimise the forward and backward prediction errors in the sense of least square and 
thus give very high resolution for short data  sequences. The modified covariance method 
has superior performance characteristics than  the Burg method. It is also computation­
ally efficient. The modified covariance method is the best candidate for power spectral 
analysis on noisy data  which has a short length.
An experiment is carried out and the results are shown in Fig. B .l. A test signal is bu ilt 
by a 2.5 Hz sinusoid signal and white noise. Different methods are used for detecting 
the fundamental frequency of the test signal. As the noise ratio increase, we notice that 
MC give a stable and best performance among the different PSD estimation methods. 
FFT  method becomes unstable as the noise ratio increases.
In the application of periodic motion analysis, the data  constructed by the motion
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Figure B.l: Performance comparison with different PSD estimation methods
features is normally short. Also, noise is inevitable in the extracted motion feature. 
Based on these particular requirements, in the human motion analysis, we apply the 
Modified Covariance algorithm to compute the frequency characteristics of the periodic 
motion discovered from the sports video.
A ppend ix  C
P attern  Classification
Here we give a literature review on existing classification methods.
C.0.1 Bayesian D ecision  T heory
Bayesian decision theory is one of the fundamental statistical approaches to solve the 
problem of pattern  classification. This approach is based on quantifying the trade-offs 
between various classification decisions using probability and costs th a t accompany such 
decisions. It makes the assumption tha t the decision problem is posed in probabilistic 
term s, and that all of the relevant probability values are known [40].
Consider x  as a continuous random variable whose distribu tion depends on the state 
of nature and is expressed as p(æ|w), which is called the class-conditional probability 
density function. p(æ|w) is the probability density function for x  given the state of 
nature is w. Suppose we know the prior probabilities and the conditional density
p(æ|w;,), i — 1,2. The jo int probability of occurrence of a pattern  tha t is in category
Ui and has a feature value of a; can be w ritten in two ways: p(w,æ) =  P{uJi\x)p{x) = 
p{x\üJi)P{Lüi). We can express this in the equation called Bayes formula
=  (C ,i )
where
p{x) = p{x\ui)P{ioi) p{x\u2 )P{oJ2 ) (C.2)
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The Uayes formula shows that by observing the value of x, we can convert the a priori 
probability P{uJi) to the a posteriori probability P{u}i\x), the probability of the state 
of nature being w, given the feature value x has been measured.
C .0 .2  KNN  C lassifier
In parametric classification techniques, we treat supervised learning under the assump­
tion that the forms of the underlying density functions are known. However, in many 
pattern recognition applications, this assumption is invalid. The common parametric 
forms rarely fit the density function actually encountered in practice. Non-parametric 
classification techniques can be used without assum ing that the form of the underlying 
densities are known [40].
0.8
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□ class2 o class3 
A  test sample
Figure C .l: A'A'^ TV classifier
This i.s an example feature spare. The Euclidean distances between samples are computed. Given 
k  =  5. five samples closest to the test sample are determined. There are two sample from class 1, three 
samples from class 2 and no samples from class 3. Therefore, the test sample is assigned to class 2.
The KNN (A;-nearest-neighbour) classifier is one of the commonly used non-parametric
classifiers. Let X" =  {x\^X 2 -----   Jn} be a set of n labelled samples. A A A #  classifier
assigns the test sample with the label which is most frequently represented among the k 
nearest samples. A decision is made by examining the labels on the k nearest neighbours
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and taking a vote. A simple example of a K N N  classifier is shown in Fig. C .l. In a 
feature space, the samples are labelled as “class 1” , “class 2” and “class 3” . A test 
sample is placed in the feature space. Taking the Euclidean distance, the 2 samples 
from class 1 and the 3 samples from class 2 are the nearest neighbours of the test 
sample. Therefore, by the m ajority vote, the K N N  classifier labels the test sample as 
class 2. The K N N  classifier becomes optim al when k is infinite. In this case, obviously 
n  shall be infinite as well. For fixed number of A:, it is only in the limit as n  goes to 
infinite that we can be assured of the nearly optimal behaviour of the K N N  classifier. 
In practice, the /fAW classifier chooses a comprom ised value of k that is a small fraction 
of the number of samples.
C.0.3 Linear Classifier
One of the recurring problems encountered in applying statistical pattern  recogni­
tion is the curse of dimensionality. Procedures that are analytically or computation­
ally manageable in low-dimensional space can become completely impractical in high­
dimensional space. However, many feature vectors belong to a high-dimensional space. 
Fisher’s linear discrim inant is one of the techniques developed for reducing the dimen­
sionality of the feature space in the hope of obtaining a more manageable problem
[40).
Generally, we can reduce an ?i-dimensional data  to one dimension simply by projecting 
the data  onto a line. As shown in Fig. 0.2, even if the data is well-separated and forms 
compact clusters in the vt-dimensional space, a projection onto an arb itrary  line can 
produce a confused m ixture of samples from all of the classes. However, we could find 
a proper orientation by moving the line around, for which the projected samples are 
well separated. This is exactly the goal of classical discrim inant analysis.
Let us discuss the projection from d dimension to one dimension. Consider a set of N  
d-dimensional da ta  x i , X2 , . . . ,  x n , in the subset labelled as and N 2 in the 
subset ^ 2  labelled as W2 . If we form a linear combination of the components of x, we 
have
y = w ^ x  (C.3)
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(a) projection which separates 
the two sample sets.
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Figure C.2: Projection of samples onto a line
and the corresponding subset of N  samples • • • ,?//v divided into the subsets y \
and yo- Geometrically, if j|w || =  1, each yi is the projection of the corresponding xi 
onto a line in the direction of w. We want the projections falling onto the line to be 
well separated. A measure of the separation between the projected points is the sum 
of the differences in the sample mean. If m; is the sample mean given by
then the sample mean for the projected points is given by
= jr. H v
=  —  V
x l ï ,  
=  w^nii
T  W  X
(C.4)
(G.5)
(C.6)
(C.7)
Scatter is defined for the projected samples as
yeyi
(C.8)
5'j +  Sq is called the to tal within-class scatter of the projected samples. The Fisher 
linear discriminant is then defined as the direction, w, for which the function
|?7ll -  7712 PJ(w) = (C.9)
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IS maximum.
Let
and
Then
Similarly, let
Then
Si =  ^  (x -  m i)(x  -  m O^ (C.IO)
S w = ^ S i + S2 (C .ll)
S i +  §2 — w'^S'h/w (C.12)
S b  - (m i -  m 2 ) (m i -  1112)^ (C.13)
(?ni — m 2 Ÿ  —  w'^S'iyw (G.14)
The m atrix is called the within-class scatter matrix. 5 ^  is called the betiueen-class 
scatter matrix. In term s of Sw  and S b -, the criterion can be w ritten as
^
By maximising the criterion, we find the Fisher’s linear discrim inant, the linear function 
with the maximum ratio of between-class scatter and within-class scatter:
w  =  S^y {nil -  mg) (C.16)
The problem is now converted from the d-dimensional space to one dimension. For 
classification, we re-write the Fisher discrim inant function as
g(x) =  w ^ x  -t- l u o  (C.17)
where w  is the weight vector and wq is the threshold weight. A two-category linear 
classifier implements the following rule:
X  € ff(x) <  0; (C.18)
X  € W2 , g(x) > 0.
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The equation p(x) — 0 defines the decision surface that separates points assigned to u>i 
from the points assigned to wg. When g(x) is linear, the decision surface is a hyperplane. 
The orientation of the hyperplane is determ ined by the normal vector w.
The quadratic discriminant function  is obtained by adding additional term s involving 
the products of pairs of the components of x,
d d d
g{x) = WQ + ^ W iX i  +  Y ^ ^^W ijX iX j  (C.19)
i=\ i=l j=l
The separating surface defined by (/(x) =  0 is a second-degree or hyper quadratic 
surface.
By continuing to add terms such as wiji-XiXjXk we can ob tain the class of polynomial 
discriminant functions. The generalised linear discriminant function  is expressed as
d
(C.20)
i=l
or
g(x) =  a ^ y  (C.21)
where a  is a d-dimensional weight vector, i^(x) can be arb itrary  functions of x. The 
resulting discrim inant function is not linear to x, but it is linear to y. The functions 
7/,(x) map points in d-dimensional x-space to points in d-dimensional y-space. The 
homogeneous discrim inant a ^ y  separates the points in the transformed space by a 
hyperplane passing through the origin.
C.0.4 Neural Netw orks
The neuron model is shown in Fig. C.3. A simple description of the operation of a 
neuron is that it processes the stimulus which arrive on its dendrites and transm its the 
resulting response to other connected neurons using its axon. The classic explanation 
of the this process is tha t the cell carries out a summation of the incoming signals on 
its dendrites. If this summation exceeds a certain threshold, the neuron is activated
D e n d r i t e s  C e l l  b o d y  A x o nI I I
n
n e t
Figure C.3; A simple model of artificial neuron
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and transm its a response proportional to its activation. Otherw ise, the neuron remains 
inactive. As shown in Fig. C.3, a;i,n:2 , • • ■ are the incoming signals, tu i, , •. •,
are the corresponding weights of the incoming signals. /  is the ou tpu t activation 
function, such as a  threshold function or a sigmoid function. Given /  as a threshold 
function and threshold 0, the activation outpu t of the neuron is expressed as
net = y^^WjXj 
y =  /(n e i)
/  n \
== sgn I ~ ^ I
V j ~ l  /
(C.22)
(C.23)
(C.24)
Let $ =  - W o ,  W  =  and X =  {l,a.'i,a.'2 , . . .  Equation (C.22)
can be w ritten as
y =  /(W ^X)
=  sgniW^X.)
(C.25)
(C.26)
Thus the problem can be solved by a generalised linear discrim inant, as shown in 
Equation (C.20).
We can choose different threshold functions. If
f i x )  =  sgn{x) 1, ^ > 0 )
— 1, (3Î <C O)
(C.27)
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then, 7/ e [-1 ,1]. Or if
then we have y 6 [0,1],
1 , >  0 )f ( x )  =  sg?i(x) { (C.28)
0, (x < 0)
Many neural network algorithms require the outpu ts /  differentiable, in this case sig­
moid function is a good choice as the activation function of the neuron outpu t function. 
If we need y e  [—1,1], we use
f  — - : -2.x- “   ^ (C.29)1 6
If we choose
/(%) =  (C-30)
we have y e  [0,1]. The sigmoid functions have the following properties
• A sigmoid function is non-linear and monotonie.
• When X —> oo, f { x )  becomes a threshold function.
• When X -4 0, f {x )  is a linear function.
Note any other function can be used for / ,  bu t it is generally chosen to be monotonie 
and odd.
1
Xl
X.It
yi
y2
%
Figure C.4: The structure of a perception
A perception is a two-layer neural network model. As shown in Fig C.4, the model has 
only one hidden layer of modifiable weights between the inpu t layer and the decision 
cells. Each decision cell perm its a set of examples presented at the inpu t to be separated
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into two classes. The problem of multi-classes classification can be resolved by providing 
multiple decision cells working in parallel on the same inputs. A supervised training 
stage is required to train the perceptron neural network classifier. Given an inpu t 
(a;i, a’2 , . . . ,  belonging to class X j. The ou tpu t -ijj of the percep tron should be 1, 
all the other ou tpu ts should be 0 (or —1). Let the expected ou tpu t be
^  (/yi) 1/2) • • ■ ) Uj i  V j + l i  • • • > l/m) (C.31)
Assume the actual ou tpu t is
y  — { y i  » 'i/ 2 , • • •, V j 5 V j + I , • • • ) Vm.)'^ (C.32)
In training stage, using feature vectors belonging to X j as the inpu ts of the perceptron. 
The learning process of the perceptron is equal to the resolving the linear discrim inant. 
The weights of the decision cells are updated by using
iUij{t -t- 1) =  Wij{t) -f 6iUij{t) (C.33)
where
ôwij = {-(•{vj ~  yj)xi  (C.34)
The perceptron model is a simple example of a neural network. It has a simple one- 
hidden-layer structure. The perceptron can be only used to solve the problem of linear 
classification. More complex neural networks, such as Multi-Layer Perceptron Neural 
Network^ have two or more hidden layers of decision cells. The Back-Propagation al­
gorithm is used to compute the error of the hidden layers. Neural networks realise a 
non-linear transform of the multi-dimensional inpu t data  to another multi-dimensional 
space which is constructed by the hidden layers. By applying this non-linear transfor­
mation, the inpu t signal has a maximum of Fisher linear discrim inant. Thus neural 
networks can be treated as an extension of the Fisher linear discrim inant for non-linear 
multi-dimensional data  classification problems.
C.0.5 Support Vector M achines
Support Vector Machines rely on preprocessing the data  to represent patterns in a high 
dimensional feature space. W ith an appropriate nonlinear mapping, usually related to
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the inner product of feature vectors, data  from two categories can be separated by a 
hypcrplane [117, 18].
Consider training data  i =  1, 2 , . . . ,  n, xi G yi G { -1 ,1 } . Suppose we have
some hyperplane to separate the two classes. The points x which lie on the hyperplane 
satisfy w -x  +  6 =  0, where w is normal to the hyperplane, |b|/||w|| is the perpendicular 
distance from the hyperplane to the origin. Let (d_) be the shortest distance 
from the separating hyperplane to the closest positive (negative) example. Define the 
maryin of a separating hyperplane to be d+ + d - . For the linear separable case, the 
linear support vector algorithm simply looks for the separating hyperplane with the 
largest margin. Suppose that all the training data  satisfy the following constraints:
Xi • w  +  6 > +1, for yi = +1 (C.35)
X i - w +  6 < -1 ,  for yi = - l  (C.36)
or
7/j(xi • w  +  6) -  1 > 0 V i (C.37)
Given hyperplane H\ : Xi • w +  6 =  +1 and H 2 : x^  - w +  b — — 1, there is no 
training sample points falling between H \ and H 2 . Note H i and H 2  are parallel and the 
margin is 2/||w ||.  Thus we can find the pair of hyper planes which gives the maximum 
margin by minimising |[w|p, subject to the constraints in Equation C.37. A typical 
two dimensional case is shown in Fig. C.5.
The training points which lies on one of the hyper planes H i, H 2 , and whose removal
would change the solution found, are called support vectors. The support vectors are
the training data  which define the optimal separating hyperplanes and are the most 
difficult patterns to classify. They are the most informative for the classification. The 
unconstrained Lagrange multipliers are used to m inimising ||w{|^. Given positive La­
grange multipliers ai, i = 1,2, . . . , n ,  the Lagrangian from Equation (C.37) is given
Lp =  ^l lwjp -  X^ai2/i(xi ' w +  &) +  (C.38)
i=l i—l
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Figure C.5: SVM 
By minimising Lp  with respect to w, gives
w  =  aiyiKy
i
OiiVi ^  0
i
Equation (C.38) can be re-w ritten by using Equation (0.39) to
L d = Y  "  n E  ' Xj
i  k i
(C.39)
(C.40)
(G.41)
Support vector training therefore amounts to maximising L d w ith respect to a*. We 
call /^(x ijX j) =  $(x ;) • 4>(xj) kernel function  of the support vector machines. Here we 
give three kernel function examples:
Kl(Xi,Xj) -  Xi • Xj (C.42)
/ < 2 ( x i , X j )  =  ( 1  +  X i  • X j ) "  e  1 , 2 , . . . ,  
/ ^ s ( x i , x j )  =  e x p “ l l^ î  “  X j l p / S c J ^
(C.43)
(0.44)
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K l is used to solve linearly separable problems. K 2 and Ks can be used for more 
complex non-linear classification problems.
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