Search problems: One, two or many rounds  by Christen, Claude A.
ELSEVIER Discrete Mathematics 136 (1994) 39-5l 
DISCRETE 
MATHEMATICS 
Search problems: one, two or many rounds 
Claude A. Christen* 
Dbpartement d'lRO, Universitb de Momrbal, C.P. 6128, Succ. A, Montreal, Canada H3C 3J7 
Received 22 February 1993; revised 7 August 1993 
Abstract 
The aim of this paper is to introduce the reader to combinatorial search theory and to give 
him the flavour of this topic. The paper surveys the main results about a particular problem (the 
quantitative detection problem) and indicates ome connections with other problems and fields. 
It then argues in favor of an extension of the model, which raises new questions. Finally, some 
preliminary results in this still very much open direction are given. 
1. Introduction 
In a typical combinatorial search problem, we are given a set containing n similar 
elements. On closer examination, i.e. by applying some tests, we might find that some 
of them have a special property. For instance, the set of elements might be electronic 
chips, which may or may not work properly; taking an optimistic view, the normal 
elements may be those considered to be satisfying our requirements, in which case the 
special elements would be the defectives. We will always stick to this metaphor and 
call the elements we are looking for 'defectives'. 
Of course, the tests distinguishing the defectives might be rather sophisticated, so 
we are interested in minimizing their number. Since as long as we test each element 
separately, it is obviously not possible to use less than n tests, we consider testing 
several elements imultaneously. If such a test directly identifies all defectives in the 
test group, the minimization is again trivial: just test as many new elements as 
possible. Thus, we are primarily interested in cases where the tests may include many 
elements, but where we get only partial information about the defectives. A well- 
known example is the determination of a counterfeit coin with the help of a balance 
scale: in that case we may put several coins into each pan, but there are only three 
possibilities for the outcome of such a weighing, since the scale may stay in equilib- 
rium, tip left or tip right. 
*Sadly, the author passed away in April 1994. 
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In his survey paper (1973), Katona presented a general search model and put 
various results under the single heading of 'combinatorial search'. Models for this 
kind of problem differ in particular in the kind of admissible tests, in their outcomes, 
in the way they are chosen, as well as in the optimality criterion used. 
For example, are only tests with bounded size allowed, or arbitrary large ones9. Are 
there structural constraints on them? In the balance scale problem, the usual supposi- 
tion is that the counterfeit coin's weight is slightly different from the standard (whether 
it is heavier or lighter may be unknown). In that case, the only way to obtain useful 
information is to put the same number of coins in both pans (otherwise the scale will 
tip toward the large set). Thus, if arbitrarily large subsets of coins can be put in the 
scale's pans, a test is determined by specifying two sets of coins of equal cardinality. 
Another example of structured search is alphabetic search (where tests determine 
whether a character in a word comes before or after some letter in alphabetic order); 
optimal sorting is another. 
We will consider here mainly models where arbitrary subsets are allowed as tests. Since 
the tests have no special structure, this is a simple case; allowing arbitrarily large tests 
seems a bit unpractical, but puts the emphasis on asymptotic behavior. However, it must 
be noted that searching for several defectives may be considered as using structured tests 
with respect to the space of all possible solutions (the sample space). For example, Aigner 
[2] interpreted searching for two coins as searching for an edge of a graph. 
There are of course numerous possibilities for the outcomes of a test. For instance, it
may only tell us whether or not there is a defective within the tested elements (the 
boolean case): this leads to the area known as 'group testing'. Investigations here go 
back to Dorfman (1943); as in this paper, subsequent works have often adopted 
a statistical point of view. Hwang has been the main proponent of a more combinatorial 
approach. Du and Hwang [9] have just completed a new book on this and related topics. 
Another natural model appears when we suppose that the tests include the 
measurement of some physical quantity: for instance, one could try to discover 
counterfeit coins with the help of a precision scale (supposing also that the weights of 
counterfeit coins have a significant difference from the weight of standard coins, while 
all identical coins have essentially the same weight); for electric components, we may 
similarly measure a current. In such a case, the result of the test is the number of tested 
defectives, o this is properly called the quantitative case. 
A common generalization of both boolean group testing and quantitative group 
testing considers outcomes of the type: 0, 1 . . . . .  k - 1, or at least k. The case with k = 2 
is specially important for access to shared broadcast channels [29]. Its combinatorial 
version was considered by Gudjohnsen et al. [14]. Since this is the usual requirement 
for conflict resolution, emphasis is put in this case on distributed algorithms. 
Various other models have been introduced, in particular with several kinds of 
defectives. One of them will be discussed later; see also [20] for some interesting 
asymmetrical cases. Another well-known possibility is to make use of a parity check, 
or more generally of a remainder modulo a prime number: this leads to coding theory. 
There is an extensive literature on this topic; among many other good books, see for 
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instance [25], which contains an extensive bibliography. Coding theory adopts 
however a viewpoint distinct from that of search theory: on one hand, it is more 
interested in codes than in search processes; on the other hand, it has a definite 
algebraic flavour, due to the field structure of the tests' outcomes (in contrast, the 
quantitative model allows only the much less useful structures: ring or semi-ring). 
Another difference is that the number of outcomes is considered unbounded in the 
quantitative case, and bounded in the coding model (combined parity checks being 
usually interpreted as several tests). The 'noisy' aspect of coding theory has also been 
introduced in combinatorial search by considering lies among the outcomes [-26, 28]. 
The way in which the tests are chosen will be discussed to some length in the next 
section; it is in fact the main focus of this paper. The point here is whether to use the 
'decision-tree' class or the 'straight-line' class of complexity theory, or even refine- 
ments of them (see for instance [1]). 
As far as the optimality criterion is concerned, 'minimizing the number of tests' may 
be interpreted in two main senses: 'minimizing the expected number of tests', or 
'minimizing the maximum required number of tests'. These two standard viewpoints 
are respectively called average-case analysis and worst-ease analysis in complexity 
theory. In this paper, we will restrict ourself to worst-case analysis, although it is of 
course natural to go on to average-case analyses (of which there are of course as many 
as there are probability distributions). 
For the rest of the paper, we will be mainly interested in the following formulation 
of the quantitative detection problem: 
Given a set U of elements, of which a subset D of them are defectives; allowing as 
tests arbitrary subsets of U, and supposing that the result of a test T is the cardinality 
of D~ T; identify D in the least number of tests (in the worst case). 
2. Adaptive versus non-adaptive methods 
From a computing standpoint, we will be particularly interested in the relation 
between what may be considered sequential and parallel methods. 
If each test requires a long time, we might want to accelerate the search by doing 
several tests simultaneously; in the limit, we might even want to do all tests simulta- 
neously. Of course, in that case, the outcome of any other test is not yet available when 
we choose a test. Since all tests have to be known at the start, such a method is called 
predetermined. On the other hand, if we never do more than one test at a time, we may 
choose the next test as a function of the results of the previous ones; such a method is 
therefore called adaptive (and so predetermined methods are also called non-adaptive). 
Since in some situations this freedom of choice does not help in accelerating the 
detection of the defectives, the non-adaptive methods are usually considered as 
a special case of the adaptive methods. Occasionally, we will say that a method is 
non-predetermined to stress the fact that there is really a choice depending on some 
outcomes. 
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For instance, algebraic oding theory uses fixed codes of equal length ('blockcodes'), 
and is thus centred on the non-adaptive case; whereas ystems with codes of unequal 
length, i.e. the Huffman codes [19], should be considered as adaptive (even if they may 
be interpreted as non-adaptive), otherwise measures based on average length would 
have no meaning. The alphabetic odes used by Gilbert and Moore [13] and Hu and 
Tucker [18] are adaptive. 
Adaptive methods belong to the class of decision-tree models, whereas non-adap- 
tive methods are restricted to the class of straight-line models. Thus, in general, 
adaptive methods are possibly more powerful than non-adaptive ones; we would like 
to know whether this is really the case, and if yes, when. 
A non-predetermined method has to be sequential, whereas a predetermined 
method might be fully parallelized - -  as long as elements may be involved in several 
simultaneous tests. As this is only one of the possible definitions of a parallel method 
(that is, parallelism with unbounded fan-in), we will refrain using the term 'parallel' 
further. But of course we should keep this particular interpretation in mind to 
understand why we are ready to pay the possible overhead cost of a non-adaptive 
method. In fact, one could argue, on the contrary, that a non-adaptive method is 
simpler than an adaptive one, and thus possibly quicker; but this is true only when the 
cost of the computation (for choosing the tests) is at least as large as the cost of the 
tests, which does not hold in many practical situations (as for instance physical or 
physiological testing). 
3. Combinatorial (and geometrical) interpretations 
A non-adaptive method with t tests is really just a choice of t subsets of a set of 
n elements. It may be characterized by giving the incidence matrix of each of the 
n elements with the t tests; thus tests correspond to rows and elements to columns of 
the matrix. Such a matrix is detecting, if it allows us to distinguish between the various 
possible subsets of defectives. For instance, in the quantitative model, a matrix is 
detecting if and only if all different sums of columns of the matrix are distinct. 
In coding theory, a similar condition for linear codes is well known [16]; 
the matrix is here the generating matrix for the codes. This illustrates the fact that 
combinatorial search is in some sense dual to coding theory. In the same 
way, other test models give rise to various combinatorial conditions about 
families of sets. 
For a geometrical interpretation of the quantitative problem, consider now the unit 
n-dimensional hypercube; since any node of this cube may be interpreted as the 
incidence vector of some element with the various tests, a non-adaptive method is now 
identified with a subset of all hypercube nodes; any node also corresponds to a set of 
possible defectives. The above detecting condition then means that any two sets of 
defectives can be distinguished on the basis of their scalar products with the different 
tests. 
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4. Classical results for the quantitative detection problem 
The general quantitative problem has been investigated by several people at the 
beginning of the 1960s. Erd6s and R6nyi [11] derived a lower bound for the 
non-adaptive case; the developments culminated when Lindstr6m [22] proved 
a matching upper bound. From these results, the number of tests required by 
non-adaptive methods is asymptotically 2n/log2 n. For adaptive methods, a simple 
counting argument shows that at least n/log2 n tests are required: there are 2" possible 
sets of defectives, and only n + 1 possible outcomes for each test; hence (n + 1)' must 
be at least as large as 2". From the above result, at most 2n/log2 n tests are needed; this 
gap has not been reduced yet. 
As might be expected from consideration of the binomial distribution, the worst cases 
for the general problem appear when there are approximately the same number of 
standard and of defective lements. So the next question is: what happens when there 
are only few defectives (or symmetrically only few standards)? If we knew from other 
sources that this is the case we probably have to deal with, and that such a 'small' case 
could be handled much more efficiently than the general one, we would of course agree 
to make a single first test in order to decide which method to use; namely testing all 
elements in this first test reveals the overall number of defectives. Therefore, from now 
on, we will always suppose that the number of defectives i already known. 
If there is just one defective, we can find it in at most Iogzn tests by binary search; 
and of course at least this many tests is required, since any test can have at most two 
outcomes, and there are n possibilities for the defective. In fact, it has long been known 
that, in this case, non-adaptive methods are as powerful as adaptive ones: instead of 
halving the test size at each step, it is possible to choose logzn tests, each with about 
n/2 elements, in such a way that they uniquely determine the single defective (represent 
the elements by the number 0-2" 1, and binary decompose these numbers; put in the 
ith test those elements having 2 i in their decomposition). Note that no two elements 
may have the same incidence vector, otherwise they would not be distinguishable, and 
that this is a sufficient detecting condition. Since the matrix of all 2 k possible 0-1 
vectors of length k has this property, there are non-adaptive methods which detect 
a single defective among 2 k elements in k tests. The optimal non-adaptive methods are 
in fact the generating matrices of the binary Golay-Hamming codes. 
Thus this particular case is almost trivially solved. But the very next case, two 
defectives, is still far from being completely solved! Trivial bounds show indeed that 
the asymptotic order of magnitude is O(log2n) - -  so what we are really after are the 
multiplicative constants. Putting it in another way, if N(t) is defined as the maximum 
number of elements among which it is possible to detect he defectives within t tests, 
we are looking for the exact asymptotic order of this threshold function N. For any 
method, counting provides a lower bound of 2/Iog2 3- (log2 n) tests. An upper bound 
of 21og2 n tests is given by the following simple adaptive method: as long as both 
defectives have not been separated by a test, halve the subset containing them; once 
they are separated, locate them by two binary searches in disjoint subsets. 
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The worst cases for this method appear when the first test already contains a single 
defective. But of course, it is to be expected that the search can be accelerated by 
looking for both defectives imultaneously. Thus we have to introduce an important 
subcase of our original problem: the SLIDS subproblem (simultaneous location in 
disjoint subsets). 
To express the next results, some notation will be needed; TA(n) [respectively, 
TN(n)] will denote the minimum number of tests required by an adaptive [respectively 
non-adaptive] method for the problem of finding two defectives in a set of n elements; 
TA(n, n') [respectively, TN(n, n')] will denote the minimum number of tests required by 
an adaptive [respectively non-adaptive] method for the SLIDS subproblem of finding 
one defective in each of two disjoint subsets of n and n' elements. (In fact, we will give 
the results of this subcase only for n = n'.) 
5. Bounds for the non-adaptive case 
The main results for this case are due to Lindstr6m [23]. For the SLIDS subprob- 
lem, he proved an upper bound of 4/!og2 6. log 2 n, using a direct-product onstruc- 
tion. For a lower bound, simple counting does not help in improving the previous 
bound; but, using a more refined information-theoretic argument, Lindstr6m was able 
to prove a lower bound of 4/3 log2 n. Hence 
1.333 log2 n -  4/3' log2 n <~ TN(n, n) <~ 4/log2 6" log2 n ~ 1.547 log2 n. 
Here, the detecting condition is that all sums of two columns of the test matrix are 
different. For a geometrical interpretation, consider the t-dimensional hypercube; in 
this case, a node corresponds to a column of the matrix. The detecting condition then 
means that two pairs of nodes may not be the opposite nodes of the same parallelo- 
gram; in other words, we want to choose as many nodes as possible such that no four 
chosen nodes are coplanar. This yields easily an upper bound of 3 log2 n (start with all 
nodes; as long as nodes remain, pick an arbitrary one and exclude the nodes coplanar 
with the already chosen nodes; note that for any group of three nodes, there is at most 
one node coplanar with them). 
But in fact a better bound of 2 log2 n can be obtained from the 2-error-detecting 
Bose-Chaudhuri-Hocquenghem (BCH) codes by reducing the problem to the binary 
case (just replace each test outcome by its parity); this means that coplanar in the 
usual (affine) sense implies coplanar in the projective sense (on a field with character- 
istics 2). One would expect to be able to do better by not forgetting a part of the 
information, but curiously enough, no one has been able to do it yet. On the other 
hand, a lower bound was proved by Lindstr6m [24], using linear programming. Thus 
1.667 log2 n ~ 5/3 logz n ~< TN(n) ~< 2 log[ n. 
Lindstr6m [23] has also shown that the limit of TN(n,n)/Iog2 n exists, whereas no 
similar result for TN(n)/log2 n is known yet. 
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6. Bounds for the adaptive case 
For this case, the efficiency of the full problem is determined by that of its SLIDS 
subproblem, in contrast to what seems to happen in the non-adaptive case. The lower 
bound of Lindstr6m [23] still holds. Using a Fibonaccian search, Christen [6] proved 
an upper bound of log n/log p, where p is the golden ratio; see also [-2], where finding 
two defectives in interpreted as finding an edge of a complete graph, and the SLIDS 
subproblem as finding an edge of a bipartite graph. Thus 
1.333 log2 n -  4/3 log2 n <<. TA(n, n) = TA(n ) ~< log2 n/log2 p ~ 1.440 log2 n. 
The proofs of most of these results can be found in Aigner's book [3, Ch. 2 and 3]. 
More involved recursive methods yield successively the following upper bounds [8]: 
4/log2 7" log2 n ~ 1.425 log2 n, 
5/1og2 12 "log2 n_----- 1.395 log2 n, 
6/1og2 20' logz n ~ 1.388 log2 n. 
A similar, slightly weaker result (7/logz 32 = 1.4) has also been obtained by Gar- 
gano et al. [12]. Hao [17] has proven that the limit of both TA(n) and TA(n,n) 
functions exist and are equal. Several people have conjectured the value of this limit to 
be equal to the lower bound 4/3 log2 n, but it might (for instance) turn out to be only 
1/log2 5/3-1ogzn-l.3571og2 n. A corollary of the above results is that for the 
detection of two defectives, any non-adaptive method has to use about 20% more 
tests than the currently best adaptive method; and in fact the best known non- 
adaptive method uses about 44% more tests than the best known adaptive one. 
7. A generalization: working in rounds 
Recall that for the detection of arbitrarily many defectives, there may possibly be 
a non-adaptive method with only half the number of tests required by any adaptive 
method. Thus it seems that a better understanding of the relation between adaptive 
and non-adaptive methods is still needed. 
Very often, there are many more tests to do than there are processors. If all tests 
require about the same time, one natural thing to do is to work in rounds: start one test 
on each processor in parallel, wait until all are finished and then choose the next 
round of tests as a function of the outcomes of the previous rounds. 
Thus we see that a predetermined method is just a one-round method, whereas in 
a non-predetermined method there are in general as many rounds as there are tests. 
Consequently, the natural concept of 'rounds' provides a gradual transition between 
non-adaptive and adaptive. 
Similar ideas have been applied for sorting and some of its subproblems (merging 
and selecting). See [4, 5, 15, 27]. 
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As already mentioned, non-adaptive methods have a strong combinatorial flavour; 
some of it should be retained in methods with a bounded number of rounds. In 
particular, new lower bounds seem to lurk just around the corner, although they may 
be not trivial. Probabilistic methods might be useful; this is exactly what happened for 
sorting, where they were used to show the existence of graphs with special properties. 
However, in the case of the general quantitative problem, the use of such a method by 
Erd6s and R6nyi [11] did not yield the exact multiplicative constant. 
Another point of interest in exploring the concept of rounds is that new kinds of 
problems appear in this new setting. For instance: 
- -  If we are more or less free to choose the number of processors, when should 
adaptation occur? Picture yourself loating down a rapid in a canoe, with only a few 
strokes allowed: you will easily feel that early correction might be just too early to 
safely avoid both that rock on the left and that ominous standing wave on the right, 
whereas late action might be just too late to avoid an imminent plunge; so (as your 
drill-sergeant told you) the only good time to act is ... at just the right time! You get 
the same impression when trying for instance to organize the tests in two rounds. 
- -  What should be the sizes of the different rounds? This question is in fact related 
to the meaning of optimality; If all rounds' sizes turn out to be about equal, it makes 
sense to use as a complexity measure the total number of tests in all rounds; whereas, 
were the rounds' sizes to be quite different, the maximum size of a round would be 
a more appropriate measure. 
- -  Are there two-rounds methods which are much better than all possible one- 
round methods? More generally, are there problems for which k + 1 rounds are better 
than k rounds? (In fact, this happens to be the case for all sorting problems.) 
- -  On the other hand, problems (as for instance, detection of a single defective) for 
which 1-round methods are already optimal have been known for a long time. This 
raises the question of whether there are possibly problems for which (k + 1)-round 
methods are already optimal, while k-round methods are not. 
One should expect different possibilities for different problems; answers to such 
questions may thus yield insight into a problem's complexity, and permit us to 
establish a new taxonomy of problems. 
8. Some new resu l ts  
The above questions are partially answered by the following results (which should 
be considered as rather preliminary). The first result is an easy generalization ofone of 
the Lindstr6m's method. (Note that the analog for unconstrained etection of two 
defectives does not hold.) 
Theorem 0. The direct product of k-round detecting methods for SLIDS problems i  also 
k-round detecting. The number of required tests is the sum of the required number of tests 
for the components. 
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Proof. Let the search sets for the ith component be Ai and Bi, each containing a single 
defective, and suppose we have a k-round method for this case using tij tests in roundj. 
Let now our new search sets be A1 x ... x A,,, respectively, B1 x -.. x Bin. Let round 
j now consists of all '~i tq round j tests, with a test for the ith component now 
corresponding to the test A1 x -.. x T x . . .  x Ar, w B~ x . . .  x T x ... x B,,. Since the tests 
for each component i uniquely identify the defective pair {ai, bi}, the full set of 
5~, tit tests uniquely identifies the defective pair {al x ... x am, b1 x ... x b,~}.. [] 
Corollary 1. There is a 2-round method for the SLIDS subproblem of detecting two 
defectives, which asymptotically requires 1.503 log2 n tests. 
Proof. First, observe that the SLIDS subproblem of simultaneously detecting one 
defective among eight elements al-aa and the second defective among five elements 
bl-b5 can be solved in two rounds and four tests (the first test may consist of ax-a5 
and bl-b3, the second of al-a3 and ba-b5 and the third of al,a2 and bz-b4; in fact, 
the first round may consist of either these three or of the first two tests). Applying 
Theorem 0 to powers of this basic case and its symmetric reflection yields the 
assertion, since 8/10g2 40.1og2 n ~ 1.503 1og2 n. Note that, in this method, the size of 
the first round may be arbitrarily chosen between one half and three quarters of the 
tests. [] 
Theorem 0 also applies to methods recursively reducing the case of n elements to 
the case of n/b elements. As an example, we have the following 
Corollary 2. There is a 7-round method for the SLIDS subproblem of detecting two 
defectives requiring only 1.4-log2 n tests. 
Proof. The basic observation i [12] is that TA(32,32) = 7; it then follows immediate- 
ly that there must be a 7-round method for the SLIDS subproblem requiring only 
7/5-1og2 n tests. [] 
The next result derives an upper bound for the (k + 1)-round general quantitative 
detection of two defectives from upper bounds for the k-round SLIDS and general 
problem; its method is constructive. 
Theorem 3. I f  there is a SLIDS k-round method requiring s~ "log2 n tests, and a general 
detecting method requiring gk'lOg2 n tests, then there is a (k + 1)-round general detect- 
ing method requiring at most (5gk - 3Sk)/(3gk -- 3SR + 2)'1og2 n tests. 
Proof. As a first round with t tests, we split the search domain into 2 t equal subsets 
of size n' (with t equal to 3/2- (gk - Sk)'log2 n' - -  of course Sk <~ gk holds trivially). 
If all tests contain either none or both defectives, we will know exactly in which 
subset the defectives lay, and we apply the k-round general method on it; the total 
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number of tests used in that case is thus t + gk ' lOg2 n'. Otherwise, both defectives 
are separated by d tests, where 1 ~< d ~< t. Then the defectives are among 2 d- 1 dis- 
joint subsets; the idea is now to find out in which subsets they lay, and then to 
apply the k-round method for the SLIDS subproblem. But note that this subset 
determination may be integrated into the second round by simultaneously applying 
the rest of the second round tests to all possible subsets instead of a single one. 
Now since 23= 8 < 9 = 32, at most 2/3t tests are required for the subset 
determination. Thus at most t + 2/3 t + Sk'log2n' are required in that case. 
Since t is such that 2/3 t + sk' logen' = gk'lOg2n', both cases use at 
most 3/2'(gk-- Sk)'log2n' + gk'lOg2n' tests to detect the defectives among 
2 ~. n' = n '(3/2 "(ak -Sk)+ l) elements. Therefore Ok+ a <~ (5 9k -- 3Sk)/(3 gk -- 3Sk + 2). (Note 
that one may use here better fractional ower approximations of logz 3 to obtain 
somewhat better bounds.) [] 
Since the sequences {sk} and {Ok} are non-increasing and lower-bounded, their 
limits exist (but they may be larger than the constants for the adaptive cases). 
Corollary 4. The limits s = lim SR and g = lim g~ are equal. 
Proof. From Theorem 3 it follows that 9 and s must satisfy the equation 
g = (5 g - s)/(3g - 3s + 2), or (g - 1)'(g - s) = 0. But as the constant in the lower 
bound for g is strictly larger than 1,g and s have then to be equal! [] 
Corollary 5. There is a 2-round method for the unconstrained of two defectives, which is 
strictly better than any one-round method for that problem. 
Proof. Indeed, take the best known non-adaptive general method (for which g~ = 2) 
and the best known non-adaptive SLIDS method (which has sa = 4/log2 6_---1.547). 
By the above formula, there is a general 2-phase method requiring at most 
1.596. log2 n tests; but this is already smaller than the lower bound 5/3" log2 n for any 
1-round method (using better approximations brings down the constant o 1.582). In 
this case the first round contains only slightly less than 30% of the tests. [] 
Theorem 3 is also sufficient o get a bounded-round unconstrained method beating 
the Fibonaccian algorithm. 
Corollary 6. There is an 8-round method for the unconstrained detection of two defec- 
tives which is strictly better than the non-adaptive Fibonaccian method. 
Proof. By the method of Theorem 3, using the results of Corollary 1 and Corollary 5 
yields a 3-round method for the unconstrained problem with an upper bound of 
1.517.1ogzn. Using the same method with Corollary 2 and this last bound yields 
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an 8-round method using an upper bound of 1.436 'log2 n; this is slightly smaller than 
the 1.440'1og2 n used by the Fibonaccian method. [] 
To illustrate the taxonomy question, let us consider a variation of the quantitative 
problem: the chocolate box problem [7]. This problem supposes that a candy was 
misplaced from one box into another, and asks for the identification of both irregular 
boxes among a set of apparently similar boxes. This unsymmetrical ternary model is 
in fact very similar to the quantitative problem for two defectives, as shown by the 
following observations. 
Observation 7. The non-adaptive versions of the chocolate box problem and of the 
detection of two defectives are equivalent. 
Proof. In the combinatorial interpretation of the non-adaptive versions, the detecting 
conditions for both problems coincide ('no solution to a + b = c + d' is equivalent to 
'no solution to a - c = d - b'). [] 
Observation 8. For any k, the k-round SLIDS versions of the chocolate box problem and 
of the detection of two defectives are equivalent. 
Proof. There is a test-to-test isomorphism between both problems: testing the subsets 
A and B for the quantitative version is equivalent to testing A with the complementary 
of B for the chocolate box version. [] 
In view of these observations and of Theorem 3, the last theorem is somewhat 
surprising! 
Theorem 9. There is a 2-round optimal method for the chocolate box problem, which 
asymptotically requires log2 6/log2 3" log2 n ~ 1.631 • log2 n tests. 
Proof. The difficulty of this problem is that as long as both defectives are not 
separated (meaning that all results are 'equal weight'), the defectives may still 
be anywhere. A simple idea is thus to split down to singletons by binary 
search in the first round, and then to locate the defectives by ternary search 
in the second round. As here a single test suffices to determine the defective 
pair among three possibilities (test a possibly heavy and a possibly light element), 
this will require log2n + log3n, or log26/log23"log2n tests for locating the 
defectives among n elements. This is essentially optimal, since Christen [71 
proved a lower bound with the same constant. (To obtain exact optimality, 
one has in fact to split down to subsets of two or three elements in the first 
round.) [] 
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Thus, the chocolate box problem provides an answer to one of the fundamental 
questions raised previously: although no 1-round method for it can be optimal, it has 
an optimal 2-round method. 
9. Open problems 
The main step forward would be to provide, for the k-round quantitative problem, 
lower bounds which improve the general lower bound for adaptive methods. In 
particular, for a full illustration of the difference between the chocolate box and the 
quantitative problem, it would be nice to exhibit a lower bound for the 2-round 
quantitative problem, which were superior to the upper bound for a 3-round method. 
A fundamental question remaining then would be whether for any k > 1 there are 
problems for which there is an optimal (k + 1)-round method, but no optimal k-round 
method. In particular, is there an optimal method with a bounded number of rounds 
for the quantitative detection problem? The various 'two coins problems' listed in 
[20, 21] would be primary candidates for such considerations. 
Even if search problems require relatively few tests (a logarithmic or sublinear 
number), their complexity may be relatively high. Du and Ko [10] considered the 
determinacy problem (whether a defective is uniquely determined by a set of tests), the 
consistency problem (whether the outcomes of a set of tests do not preclude the 
existence of a defective) and the counting problem (determine the size of the solution 
space after some tests) for various generalized group testing problems, including 
quantitative t sting. They have shown in particular that for the quantitative model, in 
the case of a given number of defectives as well as in the general case, the consistency 
problem is NP-complete, the determinacy problem is co-NP-complete and the count- 
ing problem is # P-complete. Whether this also holds for a fixed number of defectives 
(in particular 2) is unknown yet. 
Du and Ko also observed that to decide, given the outcomes of some tests, whether 
there is an adaptive method with at most k tests which detects the defectives is in 
PSPACE, and that the similar problem for non-adaptive methods is in NP NP (it is still 
not known whether these problems are complete for these classes). This raises the 
problem of similarly determining the complexity of the k-round methods. 
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