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Favaron, O., P. Mago and 0. Ordaz, On the bipartite independence number of a balanced bipartite 
graph, Discrete Mathematics 121 (1993) 55-63. 
The bipartite independence number GI aIp of a bipartite graph G is the maximum order of a balanced 
independent set of G. Let 6 be the minimum degree of the graph. When G itself is balanced, we 
establish some relations between aglp and the size or the connectivity of G. We also prove that the 
condition cz BIP $ S (resp. ~(a,~ < 6 - 1) implies that G is hamiltonian (resp. Hamilton-biconnected), thus 
improving a result of Fraisse. 
1. Introduction 
Let G =(A, B, E) be a simple bipartite graph of vertex set AuB, edge set E, size 
1 E I= m, minimum degree 6, connectivity IC and independence number a. The well- 
known Chvatal-Erdiis condition ad K which is sufficient for a graph to be hamil- 
tonian is of no interest in the case of balanced bipartite graphs since for them lc<cl 
with equality only for complete bipartite graphs. This is why Ash introduced a specific 
independence parameter. 
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The bipartite independence number Q&G) of a bipartite graph G is the maximum 
cardinality of a balanced independent set. In the first papers [l, 51, clglP was equal to 
half this number but Jackson proposed a second definition which is sometimes more 
convenient. Note that a,,,(G) is always even, that aaip(G)=O if and only if G is 
complete bipartite and that c(~,~(G)>c+,,~(H) for every induced subgraph H of G. 
Throughout, the bipartite graph G is balanced and its order denoted by 2n. If H is 
an induced subgraph of G, we write HA = V(H)& and HB = V(H)nB. 
Ash [l] proved that if G is 2-connected, n d 36 - 3 and a,,,(G) < (26 - 3)/3, then G is 
hamiltonian. Fraisse improved this result with the following theorem. 
Theorem 1.1 (Fraisse [S]). Every 2-connected balanced bipartite graph for which 
a,,,(G) d 6 - 1 is hamiltonian. 
In Section 2 we study what may be the size m of a balanced bipartite graph of given 
order and bipartite independence number. In Section 3 we give a relationship between 
the connectivity and the bipartite independence number of G which proves that the 
hypothesis a,,,(G) < 6 - 1 of Theorem 1.1 is actually equivalent to the Chvatal-Erdiis 
condition aBlp(G)<lc- 1. Therefore, the hypothesis of 2-connectedness may be re- 
moved in Theorem 1.1. In Section 4 we improve this theorem by showing that if 
Q&G) < 6, then G is hamiltonian. This result is already known for a,,,(G) d 2 when 2n 
is at least 10. 
Theorem 1.2 (Favaron et al. [4]). 1f the balanced bipartite graph G satisjies 
c(~,~(G)<~<S, then G is hamiltonian except for the two graphs 0 and O1 of order 
8 shown in Fig. 1. IA moreover, G is not isomorphic to CS, then G is bipancyclic. 
2. Bipartite independence number and size 
If n and k are integers satisfying 0 G k 9 n, we define: 
f(n,k)=min(m(G); order(G)=2n and a,,,(G)62k) 
and 
F(n,k)=max{m(G); order(G)=2n and czBlp(G)>2k}. 
Note that these extremum values are both attained by graphs satisfying aBlp=2k. 
Clearly, 0<f(n,k)dF(n,k)dn2,f(n,0)=F(n,0)=n2 andf(n,n)=F(n,n)=O. 
The maximum value F (n, k) is very simple to determine. 
Theorem 2.1. F (n, k) = n2 - k2. 
Proof. The inequality F (n, k) < n2 - k2 is obvious since a maximum balanced inde- 
pendent set, of order 2k, contains no edge. The bound is attained by the graph 
obtained from K,,, by deleting the k* edges of an induced Kk,k. 0 
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The determination of f(n, k) is more difficult and reduces to the old problem of 
Zarankiewicz: find the maximum size z(n, t) of a balanced bipartite graph of order 2n 
containing no induced subgraph K,,, (see e.g. [a]). By considering the complement of 
G in K,,,, we see thatf(n, k)= nz -z(n,k + 1). The main known result concerning z(n, t) 
is that for 2<t<n we have (l-(,!)-2),2-2’(t+1)<z(n,t)<~(n,t), with 
~(n,t)=(t-l)‘it(n-t+l)nl-“‘+n(t-l), and the function 4(n,t) is conjectured 
to give the exact order II 2-1’r of z(n,t) when t is fixed and n-+a (this is proved 
for t=2). We take here another point of view and give the value of f(n, k), 
and thus of z(n, k+ l), when k is large with respect to n. We begin with a 
lemma. 
Lemma 2.2. Ifm(G)g3[ n/2 1 then c(,,,(G)32Ln/2]. 
Proof. By induction of n. The property is true for n < 3. Suppose it is true for an order 
less than 2n with 1~24, and let G be of order 2n. The numbers n,,(A) and n,(A) 
(resp. q,(B) and nI(B)) of vertices of A (resp. B) of degree 0 and 1 satisfy 
m>n,+2(n-no-n,). 
When no(A)+n,(A)>Ln/2J we choose Ln/2J vertices of degree 0 or 1 in A and 
Ln/2J vertices in B nonadjacent to the previous ones. Thus, cr,,,(G)>2Ln/2J. The 
same result yields when q,(B)+ IZ~ (B) >Ln/2 J. 
When n,,(A)+n,(A)<Ln/2Jand n,(B)+nr(B)<Ln/2J, let a in A and bin B be two 
vertices of degree greater than 1. 
(1) For n even we have, in A as in B, no + n1 <n/2 and 2n - 2no - n1 < 3n/2, that is 
2n,-, + n, 2 n/2. This implies that n,,(A) and no(B) are not null. Let a’ in A and b’ in B be 
two isolated vertices. The graph H induced in G by (A - {a, a’})~( B - {b, b’} satisfies 
n(H)=n-2 and m(H)<m(G)-3<3n/2-3=3n(H)/2. By the induction hypothesis, 
c+,rP( H) > n - 2. Adding a’ and b’ to a maximum balanced independent set of H, we 
find ccB,,(G)>n. 
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(2) For II odd, we have, in A as in B, no + n1 <(n- 3)/2 and 2n - 2no - n, d 
(3n+ 3)/2, that is 2no + n, 3 (n - 3)/2. If A has no isolated vertex, then no(A)=O, 
n,(A)=(n- 3)/2 and the (n+ 3)/2 other vertices of A have degree 2, since 
m = (3n + 3)/2. We construct a balanced independent set of n - 1 vertices by taking the 
(n - 3)/2 vertices of degree 1 in A, a vertex of A of degree 2 and (n - 1)/2 vertices of 
B nonadjacent to the previous ones. Similarly, if B has no isolated vertx, then 
agrP( G) 3 n - 1. Finally, if A and B have both an isolated vertex, we end the proof as in 
the case for n even. cl 
If G is not allowed to contain cycles, we obtain a similar result, already given in [S] 
for a tree but with an incorrect proof, and which will be used in Section 4. 
Lemma 2.3. If F is a balanced forest on 2n vertices, then c(,,,(F)>2Ln/2J. Further- 
more, if FA and FB both contain an isolated vertex, then aBIp(F)>2L(n+ 1)/21. 
Proof. By induction on n. The property is obvious for n= 1 and n=2. Suppose it is 
true until the order 2(n - 1). Let F be a balanced forest on 2n vertices and T a balanced 
tree admitting F as a spanning subgraph. The tree T contains at least one leaf a in 
A and one leaf b in B, of respective neighbours b’ in B and a’ in A. The balanced forest 
F’ = T- {a, b, a’, b' } has order 2(n - 2) and we have a&F ) 3 ctBlp( T) >, aB,p(F’) -I- 2 > 
2L(n_2)/2]+2=2Ln/2]. 
Furthermore, if F contains 2 isolated vertices, a in A and b in B, then 
uBlp(F)>2L(n- 1)/2]+2=2L(n+ 1)/21. 0 
We can now determine f (n, k) for large values of k. 
Theorem 2.4. (1) For n euen,f(n,(n_2)/2)=(3n/2)+ 1. 
(2) For all II and (n-1)/2dk<n,f(n,k)=2n-2k-1. 
Proof. (1) By Lemma 2.2, if a,,,(G)<n then m(G)>3n/2. Thus, f(n,(n-2)/23 
(3n/2)+ 1. The bound is attained by the disjoint union of a cycle C,,, and of 
((n/2) - 1) Kz. 
(2) Let (n-2)/2< k<n and suppose there exists a balanced bipartite graph G of 
order 2n with aBIp(G)<2k and m(G)<2n-2k-2, which implies that A and B both 
contain at least 2k + 2 - n isolated vertices. The other vertices induce a graph H for 
which m(H) < 2n - 2k - 2 = n(H). By Lemma 2.2, aBIP(H) > 2n - 2k - 2. If we add again 
the 2(2k+ 2-n) isolated vertices, we find ~&G)a2k +2, a contradiction. Hence, 
f(n, k) > 2n - 2k - 1. For k 3 (n - 1)/2, the bound is attained by the graph G consisting 
of 2n - 2k - 1 disjoint K 2 and 2(2k - n + 1) isolated vertices. 0 
Note that Lemma 2.2 also gives, for n odd, f(n,(n- 3)/2)>(3n+ 5)/2 and thus 
z(n, (n - 1)/2) d n2 -(3n + 5)/2, which is better than 4(n, (n - 1)/2) as soon as n > 5. 
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3. Bipartite independence number and connectivity 
This section shows that if a,,,(G) is not too large with respect to 6, then G is 
sufficiently connected. 
Theorem 3.1. Let G be a balanced bipartite graph of minimum degree 62 1. If there 
exists an integer t, 0 d t d 6 - 1, such that a,,,(G)< 6 + t, then G is (6 - t)-connected. 
Proof. We will show that if G is not (6 - t)-connected, then a,,,(G)> 6 + t + 1. 
If G is not connected, each colour class of each connected component has at least 
6 vertices, and thus q&G)>26. 
Suppose now that G is not (6- t)-connected, with O< t 66-2, and let S be 
a separator of 6 -t - 1 vertices with 1 SA I= r and 1 SBj = 6 -t - 1 -r. Say, without loss of 
generality, 1 SA 13 I SB 1, that is (6 - t - 1)/2 < r 6 S-t - 1. Let I be the set of vertices of 
a connected component of G -S and J = G - (Sul). Since r < 6, the set IA is not empty, 
the degree of each of its vertices in G is at least 6, and thus II,1 > t + 1 + r. Similarly, 
1 .JB I 3 t + 1+ r and, since G is balanced, I A) = I B ( 2 6 + t + 1 + r. Therefore, at least one 
of the two sets 1, and JA has at least (6+ t + 1)/2 vertices. By the hypothesis on r, 
t+l+r>(a+t+1)/2, which implies a,,,(G)aG+t+l. 0 
Theorem 3.1 can also be formulated as follows. 
Corollary 3.2. Let G be a balanced bipartite graph of minimum degree 6 and connectivity 
K. Z~CQ&G)~S then K=J and if6<aBlp(G)<2S- 1 then K>~~--c(~,~(G). 
The following two corollaries related to the hypothesis of Theorem 4.1 are now 
obvious. 
Corollary 3.3. A balanced bipartite graph of order at least 4 with clglP < 6 is 2-connected. 
Corollary 3.4. Let G be a balanced bipartite graph of minimum degree 6 and connectivity 
IC. For each integer t, 0 < t < K, the conditions CI BIP < 6 - t and gBIP < K - t are equivalent. 
4. Bipartite independence number and hamiltonism 
We use a result of Veldman for which we need some definitions. All the cycles we 
consider are elementary. Two disjoint induced subgraphs HI and H2 of G are remote if 
no edge exists between H, and Ha. The I-independence number aA- (G) is the maximum 
number of pairwise remote connected subgraphs of order 2 of G. Thus, 
cc=a,~LY2~Mj ... A cycle C of G is a DA-cycle if all the connected components of 
G - V(C) have order less than /2. So a D,-cycle is hamiltonian and a D,-cycle is an edge 
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dominating cycle, that is G - V(C) is empty or consists of isolated vertices. Note that 
every D,-cycle C is also a DA+ ,-cycle and that every cycle containing V(C) is still 
a DA-cycle. 
Theorem 4.1. (Veldman [7]). Every graph of connectivity ~22 which satisjies al<lc 
admits a Dn-cycle. 
In order to use Theorem 4.1, we first compare c(~ and @irIp. 
Lemma 4.2. Zf the bipartite graph G is not complete, then RB~~(G)~cx~(G). 
Proof. If a,(G)= 1, the result is obvious since aBip(G)a2. Suppose a,(G)>2 and let 
HI, HZ, . , H,, be cl3 remote connected induced subgraphs of order 3. Each Hj is 
a path XjYjZj whose endpoints Xj and zj belong to the same set A or B and yj to the 
other one. 
If cy3 is even, we construct a balanced independent set of tx3 elements by taking one 
vertex in HjnA for 16 j<a3/2 and one vertex in HjnB for a3/2< jdcz3. 
If a3 is odd, at least (CI~ - 1)/2 subgraphs Hj, say HI, . . . . H(,,_ Ij,z, have their 
endpoints Xj and zj in the same set A or B, say in A. Since cl3 33, we construct 
a balanced independent set of a3 + 1 elements by taking (cl3 f I)/2 vertices of A among 
the a3 - 1 vertices Xj’s and Zj’s with 1~ j<(c3 - 1)/2 and one vertex in each H jnB for 
(cc,-1)/2<j<a,. 
In both cases we obtain Q,~(G)>c(~(G). 0 
Theorem 4.3. If the balanced bipartite graph G satisfies tlglp(G)<S, then G is 
hamiltonian except ifG is isomorphic to 0 and O1 (Fig. 1). 
Proof. The basic idea is the same as that of Fraisse. The proof of Theorem 1.1 given in 
[S] being slightly incomplete, we will point out this result when encountering it in the 
course of the demonstration. 
By Theorem 1.2, we may suppose that aBip(G)34. By Corollary 3.2, Lemma 4.2 and 
Theorem 4.1, G admits a D,-cycle. Let C be a D3-cycle of maximum length. We choose 
an arbitrary orientation on C and we denote by x+ (resp. x-) the successor (resp. 
predecessor) on C of a vertex x of C. If x and y are 2 vertices of C, xC+y (resp. xc-y) 
represents the path of C joining x to y following the directed (resp. inverse) orienta- 
tion. Suppose that C is not hamiltonian. We will construct a balanced independent set 
of order greater than 6, in contradiction with the hypothesis ~Bip(G)<6. 
Case 1: C is not a D,-cycle. There exists a connected component in G - V(C) which 
is isomorphic to K2. Let u in A and v in B be its vertices. The vertex u admits at least 
6 - 1 neighbours bI , b2, . . , b6 _ 1 in C, and the vertex v admits at least 6 - 1 neighbours 
a1,a2, . . . . a6_1 in CA. No edge a:b: can exist, for otherwise the D,-cycle 
ub,C-a,?b:C+ajvuwouldbelongerthanC;thus,(a:,a: ,..., a&I,b:,b: ,..., b6+-l} 
is a balanced independent set of order 26-2> 6. 
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Case 2: C is a D2-cycle. Since G is balanced, the set G- V(C) contains at least one 
isolated vertex u in A which admits at least 6 neighbours bj, 1~ j d 6, in Cs and one 
isolated vertex o in B which admits at least 6 neighbours Uj, 1 < j < 6, in CA. We claim 
that the balanced subgraph F induced in G by the 6 + 1 vertices {u, b: , b: , . . . , bi > of 
A and the 6+1 vertices {u,a:,a: ,..., a: } of B is a forest with at least one isolated 
vertex in FA and one in Fs. 
(a) To show that F is a forest, we search which edges a: b,f , ua: or vb: may exist 
and if they can form a cycle. 
The edges a,’ bl and a: b: are said to be crossing edges if their endvertices occur on 
C in the order a; a: b,’ b: . This disposition is impossible, for otherwise the Da-cycle 
ub,C- b,‘az C’ a,va,C- b: a: C+ b,u would be longer than C. 
The edges a,’ b,’ are said to be opposite parallel if their endvertices occur on C in 
the order a+ b:a: b,,!. This disposition is impossible, even in the particular case P 
where a,‘b: is an edge of C, that is if ap= b:, for otherwise the D,-cycle 
ub, C- a,’ b,’ C’ apva, C- b: a: C+ b, u would be longer than C. 
Therefore, the only edges u,‘bl which may exist are pairwise parallel and of the 
same sense (that is a,’ a,’ b: b,’ occur in this order on C), with eventually one common 
endvertex. They cannot form a cycle. 
On the other hand, if u was adjacent to two vertices a: and al, then the D3-cycle 
ua: C+ apva,C- UP+ u would be longer than C. Hence, u has at most one neighbour in 
(a:, . . . . al}. Similarly, u has at most one neighbour in {b:, . . . . bi } and no cycle of 
F contains u nor v. 
So F is a forest. By Lemma 2.3, q&F)>2L(J + 1)/2J and thus a&G)3 
2L(6 + 1)/2J>6, which leads to a contradiction if by hypothesis a,,,(G)<6. This is 
Fraisse’s result. But with the weaker hypothesis ~(~,r(G)<6, the contradiction is not 
yet obtained for 6 even and we need a stronger property on F. 
(b) We now want to prove that FA contains at least one vertex which is isolated in F. 
Suppose this is not the case for U, that is, from above, that u admits exactly one 
neighbour in Fs. Let us choose the labelling of the vertices of F such that this 
neighbour is b, = ai and that the indices of the aj’s and the bls increase according to 
the orientation of C. We will show that the vertex b,+ of FA is isolated in F. 
If the vertex b; is adjacent to some u,’ with 1 <p<d, then b; is between b, and 
a,’ on C+, for otherwise b,+ a,’ and a: b: would be opposite parallel edges. In 
this case no edge a; b: exists for l< j<p-1 and 1 <k<6-1, for otherwise it 
would form a pair of crossing edges with u,‘bz or of opposite parallel edges with 
a,’ b,C or with al b: according to the position of uJ? on C. Similarly, no edge 
aj b: exists for p+ 1< j<S and 1 < k<6- 1, for otherwise the D3-cycle 
a,: b: C’ bgubkC- ajua,C- bl a,’ C’ a,: would be longer than C. Therefore, the bal- 
anced set { b: , bl ,..., bd+_l,a: ,..., a&,,a,il ,..., a; } of 2(6 - 1) elements is indepen- 
dent and aBlp(G) > 2(6 - 1) > 6, in contradiction with a,,,(G) < 6. 
Thus, bs+ has no neighbour among (u[, . . . . a: }. The previous arguments remain 
valid if b2 a,’ is an edge of C; therefore, b,+ is neither adjacent to u and is isolated in F. 
Hence, either u or bc is isolated in F. 
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In the same way, at least one vertex of Fs is isolated in F, and by Lemma 2.3 
aniP 3 a,,,(F) > 2L(6 + 2)/21> 6. This is again a contradiction. The initial supposi- 
tion was thus false and C is hamiltonian, which achieves the proof. 0 
Corollary 4.4. If the balanced bipartite graph G satisfies clglP<& 1, then G is 
Hamilton-biconnected. 
Proof. We will construct a hamiltonian path between each pair of vertices a in A and 
b in B. This is obvious if clglP =O, so we suppose clglp b 2 and 6 > 3. The graph 
G’=G-{a,b} satisfies ~l~i~(G’)<~(ni~(G) and 6(G’)>6(G)-1. Thus, LX~,~(G’)<S(G’), 
and by Theorem 4.3, G’ is hamiltonian or isomorphic to 0 or Oi. 
In the first case let C be a hamiltonian cycle of G’. The vertex a (resp. b) has at least 
6-- 1 neighbours bi (resp. ai), 1 <i<6- 1, on C. The balanced set 
{a:, . . . . ad+_l,b: ,..., bi_ 1 } of order 2(6 - 1) is not independent since 26 - 2 > 6 - 13 
a,,,(G). Hence, there exists an edge b+ aI+ and the path abiC_ a,? b+ C+ajb is hamiltonian. 
In the second case, let aI,a2, a3, bI, b2, b3 be the vertices of degree 2 of 0 or O1. 
Since a,,,(G’) = 6(G’) = 2,6(G) = 3 and a (resp. b) is adjacent at least to bI , b2, b3 (resp. 
a,, a2, a3). It is easy to verify that G contains an ab-hamiltonian path. q 
It is known that every hamiltonian bipartite graph of order 2n and size m > n2/2 is 
also bipancyclic, that is it contains cycles of all even lengths [3]. The function 4(n, t) of 
Section 2 shows that if a&G)< S - 1, then m(G)> n2 - $(n, (6 + 1)/2). When 6 is fixed 
and n--* co, the right member is of the form n2 - cn’+ o(nr), where c is a constant and 
r = 2 - 2/(6 + l), and becomes greater than n2/2 when n is sufficiently large. Thus, we 
have the following corollary. 
Corollary 4.5. For each value of 6, there exists an integer N(6) such that any balanced 
bipartite graph of minimum degree 6 satisfying n(G)> N and c(~&G)<B-- 1 is 
bipancyclic. 
Note that this argument could not be employed to prove that G is hamiltonian, 
even for n large with respect to 6. Indeed, if the minimum degree 6 is given, the 
minimum size required to force the hamiltonicity of G is n2 - 6n + d2 + 1 [6] and the 
lower bound on z(n, t) given in Section 2 shows that, when k is fixed and n+co, f(n, k) 
remains less than n2 -cnS with 1 <s<2. 
Finally, we do not think that the condition aBiP(G)<6 of Theorem 4.3 is best 
possible. For n even and k = n/2, the extremal graph of Theorem 2.1 gives an example 
of a non-hamiltonian graph for which clglP= 26. Similarly, the graph obtained from 
three disjoint copies of Kg_ l,s_ 1 by joining a new vertex a to the 3(6- 1) vertices of 
one class and a new vertex b to the 3(6- 1) vertices of the second class, satisfies 
clglP = 26 - 2 and is not hamiltonian since G - {a, b} has three connected components. 
But for 6>, 5, we have no example of non-hamiltonian graphs with aBip<26-4. 
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