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Abstract
We define and study the notion of quantum polarity, which is a
kind of geometric Fourier transform between sets of positions and sets
of momenta. This notion exhibits a strong interplay between the un-
certainty principle and convex geometry, suggesting that there should
be alternative ways to measure quantum uncertainty. Extending pre-
vious work of ours, we show that the orthogonal projections of the
covariance ellipsoid of a quantum state on the configuration and mo-
mentum spaces form what we call a dual quantum pair. Our approach
could pave the way for a geometric and topological version of quantum
indeterminacy. We relate this result to the Blaschke-Santalo´ inequality
and to the Mahler conjecture. We also discuss the Hardy uncertainty
principle and the less-known Donoho–Stark principle from the point of
view of polar duality.
1 Introduction
The notion of duality is omnipresent in science. Duality is usually imple-
mented using a transformation which serves as a dictionary for translating
between two different representations of an object. In quantum mechan-
ics this role is usually played by the Fourier transform which allows one to
switch from the position representation to the momentum representation.
In this article we introduce a new kind of duality in quantum mechanics,
having its roots in convex geometry. While the Fourier transform turns a
function in x-space into a function in p-space our duality turns a set of po-
sitions into a set of momenta: it is thus a kind of proto-Fourier transform
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operating between sets, and not functions. The definition of this duality is
actually very simple and it is therefore somewhat surprising that it hasn’t
been noticed or used earlier in the literature. It goes as follows: let X be a
symmetric convex body in configuration space Rnx; it may play, for instance,
the role of a cloud of position measurements performed on some physical
system. To X we associate its polar dual X~. It is, by definition, the set of
all points p in momentum space Rnp such that we have
p · x ≤ ~
for all x ∈ X. It turns out that the pair (X,X~) plays geometrically the
duality role between a wavefunction ψ and its Fourier transform ψ̂ and
contains the uncertainty principle in disguise. The “smaller” X is, the larger
X~ is. For instance, if X = {0} (corresponding to a perfectly localized
system) then X~ = Rnp , the whole momentum space. The following simple
example illustrates this interpretation. Consider a pure quantum state |ψ〉
on the x axis. That state has a covariance matrix
Σ =
(
σxx σxp
σpx σpp
)
, σxp = σpx (1)
whose determinant is D = σxxσpp − σ2xp and in view of the uncertainty
principle in its strong form, the Robertson–Schro¨dinger inequality, we must
have D ≥ 14~2. We associate with Σ the covariance ellipse Ω: it is the set
of all points z = (x, p) in the phase plane such that 12Σ
−1z · z ≤ 1; in the
coordinates x, p
Ω :
σpp
2D
x2 − σxp
D
px+
σxx
2D
p2 ≤ 1 . (2)
The orthogonal projections XΩ and PΩ of Ω on the x and p axes are the
intervals
XΩ = [−
√
2σxx,
√
2σxx] and PΩ = [−
√
2σpp,
√
2σpp ]˙ . (3)
Let X~Ω be the polar dual of XΩ: it is the set of all numbers p such that
px ≤ ~ for −√2σxx ≤ x ≤
√
2σxx
and is thus the interval
X~Ω = [−~/
√
2σxx, ~/
√
2σxx] .
We make the following crucial observation: since σxxσpp ≥ 12~ we have the
inclusion
X~Ω ⊂ P (4)
3
and this inclusion reduces to the equality X~Ω = P if and only if the Heisen-
berg inequality is saturated (i.e. σxxσpp =
1
4~
2); this corresponds to the
case where the state |ψ〉 is the minimum uncertainty Gaussian
ψ0(x) =
(
1
2piσxx
)1/4
e−
x2
4σxx .
This example suggests that the uncertainty principle can be expressed using
polar duality, which is a tool from convex geometry. In the present work we
will extend this discussion to states with arbitrary numbers of freedoms; the
approach we outline is both simple and subtle and is closely related to open
problems in geometry (the Mahler conjecture, Section 5.1). We will see that
the notion of quantum polarity is not only important from a foundational
point of view, but also very fruitful for solving “practical” problems. For
instance we will show that it plays an essential role for the understanding
and resolution of Pauli’s reconstruction problem [52] (Theorems 7 and 9).
On a more conceptual level, it turns out that the properties of quan-
tum polar duality can be reformulated in terms of a notion from symplectic
topology, the “principle of the symplectic camel”. In [21] we already sug-
gested that this deep and surprising principle might well be the “tip of an
iceberg”. Here we go a few steps further; our analysis in [21] was based on
the usual formulation of the uncertainty principle in terms of (co-)variances)
of quantum observables, which has a long story following the work of Heisen-
berg, Schro¨dinger, Weyl, Kennard, Robertson and many others. This led
us to define the notion of “quantum blob”, the smallest unit of phase space
allowed by the UP. However, as pointed our by several authors, standard de-
viations only give adequate measurements of the spread for Gaussian states,
or close to Gaussian states (Hilgevoord and Uffink [38, 39], Sharma et al.
[56]; also see Butterfield’s interesting analysis [11]). It seems to us that the
more geometric approach outlined in the present paper helps to avoid this
pitfall. Even if some of the consequences of polar duality can be stated
in terms of covariance matrices and standard uncertainty principles, these
appear as secondary objects. The “philosophy” is here the following: to ev-
ery convex body X in position space one associates its quantum polar dual
X~; the product X ×X~ then forms a kind of phase space “quantum cell”,
containing a quantum blob, but the definition of X × X~, as opposed to
that of quantum blobs, is independent of any particular way of measuring
deviations. Also, in a sense, this new kind of “coarse-graining” may be more
physical since the primary object, X, is a subset of the physical space Rnx
which is “Fourier transformed” by polar duality into a subset of momentum
space Rnp as in traditional quantum mechanics.
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Notation and terminology We denote by R2nz ≡ Rnx × Rnp the phase
space; it comes equipped with the standard symplectic form ω(z, z′) = Jz ·
z′ = (z′)TJz where
J =
(
0n×n In×n
−In×n 0n×n
)
is the standard symplectic matrix. The symplectic group associated with ω
is denoted by Sp(n); it consists of all linear automorphisms S of phase space
such that ω(Sz, Sz′) = ω(z, z′) for all z, z′ in R2nz ; equivalently S
TJS =
SJST = J . The metaplectic group Mp(n) is a group of unitary operators on
L2(Rn) which is a double covering of Sp(n): to every S ∈ Sp(n) correspond
two operators ±Ŝ ∈ Mp(n). We denote by Symp(n) the group of all canon-
ical transformations (= symplectomorphisms) of (R2nz , ω): f ∈ Symp(n) if
and only if f is a diffeomorphism of R2nz and f
∗ω = ω; equivalently f is
bijective, infinitely differentiable and with infinitely differentiable inverse,
and the Jacobian matrix Df(z) is symplectic for every z.
We will use the Lo¨wner partial ordering [10]:A ≥ B (resp. A > B) means
that A − B is positive semidefinite (resp. positive definite). When writing
A > 0 it is always understood that A = AT (AT the transpose of A).
The n-dimensional Fourier transform ψ̂ = Fψ of ψ ∈ L2(Rn) is defined
for ψ ∈ L1(Rn) ∩ L2(Rn) by
ψ̂(p) =
(
1
2pi~
)n/2 ∫
e−
i
~
pxψ(x)dnx . (5)
2 Background Material
We begin by recalling the main properties of density matrices; for a detailed
rigorous review see [27]. We thereafter introduce the basic notions from
harmonic analysis that we will need.
2.1 Density matrices and their covariance ellipsoids
We recall some material about the density matrix formalism following our
presentation in [27].
2.1.1 Density matrices and their Wigner distributions
Mixed quantum states will be as usual identified with their density matrices
which are convex sums of projection operators on rays Cψj
ρ̂ =
∑
j
λj |ψj〉〈ψj | .
5
A quantum state ρ̂ on L2(Rnx) is a positive semidefinite ρ̂ ≥ 0 (and hence
self-adjoint) operator on L2(Rnx) with trace Tr(ρ̂) = 1. Such an operator is
always compact and hence bounded. By definition the Wigner distribution
of the state ρ̂ is the function Wρ̂ ∈ L2(R2nz ) defined by
Wρ̂ =
∑
j
λjWψj (6)
where Wψj is the usual Wigner transform of ψj: for ψ ∈ L2(Rn)
Wψ(x, p) =
(
1
2pi~
)n ∫
e−
i
~
pyψ(x+ 12y)ψ
∗(x− 12y)dny . (7)
The Wigner distribution of ρ̂ is conventionally written in bra-ket notation
Wρ̂(z) =
(
1
2pi~
)n ∫
e−
i
~
py
〈
x+ 12y
∣∣ ρ̂ ∣∣x− 12y〉 dny (8)
but we will not use this notation.
2.1.2 The covariance matrix and ellipsoid
Assuming that Wψj ∈ L1(Rn) ∩ L2(Rn) is L2 normalized for each j the
Wigner distribution Wρ̂(z) plays the role of a quasi probability distribution
on phase space; this is illustrated by the marginal properties∫
Wρ̂(z)d
np =
∑
j
λj|ψj(x)|2 (9)
∫
Wρ̂(z)d
nx =
∑
j
λj|ψ̂j(p)|2 . (10)
Assuming in addition that the Wψj decrease sufficiently fast at infinity to
ensure the existence of first and second moments, one defines the covariance
matrix of ρ̂ by
Σ =
(
ΣXX ΣXP
ΣPX ΣPP
)
, ΣPX = Σ
T
XP (11)
with ΣXX = (σxjxk)1≤j,k≤n, ΣPP = (σpjpk)1≤j,k≤n, and ΣXP = (σxjpk)1≤j,k≤n.
Assuming for notational simplicity that the first moments vanish∫
xjWρ̂(z)d
2nz =
∫
pjWρ̂(z)d
2nz = 0 (12)
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the covariances) σxjxk are defined by the integrals
σxjxk =
∫
xjxkWρ̂(z)d
2nz (13)
and similar formulas for σxj ,pk and σpj ,pk . In more compact form,
Σ =
∫
zzTWρ̂(z)d
2nz (14)
where z, x and p are viewed as column vectors. A crucial fact [14, 20, 49,
59, ?] is that the covariance matrix Σ satisfies the “quantum condition”
Σ +
i~
2
J ≥ 0 . (15)
This condition implies in particular that Σ > 0 [49] (hence Σ is invertible).
Condition (15) is necessary (but not sufficient except in the Gaussian case
[30]) for the positivity condition ρ̂ ≥ 0 to hold [21, 32], and implies the
Robertson–Schro¨dinger uncertainty principle (RSUP)
σxjxjσpjpj ≥ σ2xjpj + 14~2 (16)
for 1 ≤ j ≤ n. To see this it suffices to use Sylvester’s criterion for the
leading principal minors of a positive matrix, which implies that we must
have ∣∣∣∣ σxjxj σxjpj + i~2σxjpj − i~2 σpjpj
∣∣∣∣ > 0
which is equivalent to (16). Consider now the covariance ellipsoid of ρ̂; it is
the phase space ellipsoid
Ω = {z : 1
2
Σ−1z · z ≤ 1} . (17)
We have proven in [21] that the conditions (15), (16) are equivalent to the
following statement:
There exists S ∈ Sp(n) such that S(B2n(
√
~) ⊂ Ω (18)
where B2n(√~) is the phase space ball with radius √~ centered at the origin;
this condition can in turn be rephrased in terms of the topological notion of
symplectic capacity (see Section 2.3). In [23] (also see [19]) we have called
the minimum uncertainty ellipsoids S(B2n(√~) “quantum blobs” hence the
quantum condition (15) amounts to saying that
The covariance ellipsoid Ω contains a quantum blob . (19)
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2.2 Symplectic and metaplectic covariance properties
We are using Weyl’s quantization scheme (Weyl correspondence) in this pa-
per. One of its hallmarks is its symplectic/metaplectic covariance properties.
2.2.1 Symplectic covariance
Density matrices and their Wigner distribution enjoy a covariance property
with respect to (linear) symplectic transformations. The idea is that if we
make a symplectic change of coordinates, the effect is that the correspond-
ing density operator will be changed by conjugation with any one of the
two associated metaplectic operators. More precisely, let us write Wρ̂ ⇆ ρ̂
the one-to-one correspondence between Wigner distributions and the corre-
sponding density matrices. Then [20, 22, 27, 45], for every S ∈ Sp(n)
Wρ̂ ◦ S−1 ⇆ Ŝρ̂Ŝ−1
where ±Ŝ ∈ Mp(n) corresponds to S. In particular, when ρ̂ describes a pure
state |ψ〉 this becomes
Wψ(S−1z) =W (Ŝψ)(z)˙ .
These formulas are actually particular cases of the general symplectic co-
variance property of Weyl calculus, which plays an essential role in the study
of the symmetry properties of quantization.
The symplectic covariance property allows one to describe the action
of symplectic transformations on the covariance ellipsoid Ω in terms of the
state ρ̂ and its Wigner distribution Wρ̂. The following table summarizes
these properties
Ω Σ Wρ̂ ρ̂
SΩ SΣST Wρ̂ ◦ S−1 Ŝρ̂Ŝ−1
. (20)
2.2.2 The generators of Sp(n) and Mp(n)
For practical purposes, let us describe a simple class of generators of Mp(n).
Defining, for symmetric P and invertible L,
V−P =
(
In×n 0n×n
P In×n
)
, ML =
(
L−1 0n×n
0n×n L
T
)
(21)
the symplectic group Sp(n) is generated by the set of all matrices V−P and
ML together with the standard symplectic matrix J . To these generators of
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Sp(n) correspond the generators ±V̂−P , ±M̂L,m, and ±Ĵ of the metaplectic
group, given by
V̂−Pψ(x) = e
i
2~
Px2 , M̂L,mψ(x) = i
m
√
|detL|ψ(Lx) (22)
where the integer m corresponds to a choice of arg detL, and
Ĵψ(x) = i−n/2ψ̂(x) =
(
1
2pi~i
)n/2 ∫
e−
i
~
x·x′ψ(x′)dnx′ . (23)
For a detailed discussion of the properties of Mp(n) and its generators
see [20, 27].
2.3 The symplectic camel and related objects
2.3.1 Gromov’s symplectic non-squeezing theorem
In 1985 the mathematician M. Gromov [33] proved the following remark-
able and highly non-trivial result: let Z2nj (r) be the phase space cylin-
der defined by x2j + p
2
j ≤ r2 and B2n(R) the centered phase space ball
with radius R. There exists a canonical transformation f of R2nz such that
f(B2n(R)) ⊂ Z2nj (r) if and only R ≤ r. This result (the symplectic non-
squeezing theorem) was reformulated by Gromov and Eliashberg [17] in the
following form: let f be a canonical transformation of R2nz and Πj the orthog-
onal projection R2nz −→ R2xj ,pj on any plane of conjugate variables xj, pj .
Then
AreaΠj(f(B2n(R))) ≥ piR2 . (24)
Of course the second result trivially implies the first, while the converse
implication follows from the fact that any planar domain of area smaller
than piR2 can be mapped into a disk of the same area by an area-preserving
diffeomorphism. This result is called — with a slight abuse of language
— the principle of the symplectic camel. We have used the latter in [21] to
reformulate the quantum uncertainty principle (see below), using the related
notion of symplectic capacity. This principle demonstrates that Gromov’s
theorem can be viewed as a watermark of quantum mechanics in classical
(Hamiltonian) mechanics; see the discussions in [32] and [29]; in the latter
“the imprints of the quantum world in classical mechanics” are discussed
from the point of view of symplectic topology.
9
2.3.2 Symplectic capacities
For a detailed discussion of the notion of symplectic capacity and its appli-
cations in physics see [32].
A (normalized) symplectic capacity on (R2nz , ω) associates to every subset
Ω of R2nz a number c(Ω) ∈ [0,+∞] such that the following properties hold
[15, 16]:
• Monotonicity : If Ω ⊂ Ω′ then c(Ω) ≤ c(Ω′);
• Conformality : For every real scalar λ we have c(λΩ) = λ2c(Ω);
• Symplectic invariance: We have c(f(Ω)) = c(Ω) for every canonical
transformation f ∈ Symp(n);
• Normalization: We have, for 1 ≤ j ≤ n,
c(B2n(R)) = piR2 = c(Z2nj (R)) (25)
where Z2nj (R) is the cylinder {(x, p) : x2j + p2j ≤ R2}.
Notice that the symplectic invariance of a symplectic capacity implies in
particular that
c(S(Ω)) = c(Ω) if S ∈ Sp(n) . (26)
The symplectic capacities cmin and cmax are defined by
cmin(Ω) = sup
f∈Symp(n)
{piR2 : f(B2n(R)) ⊂ Ω} (27a)
cmax(Ω) = inf
f∈Symp(n)
{piR2 : f(Ω) ⊂ Z2nj (R) . (27b)
That cmin and cmax indeed are symplectic capacities follows from Gromov’s
symplectic non-squeezing theorem [33]. Some terminology: cmin is called
the “Gromov width” while cmax is the “cylindrical capacity”. The notation
is motivated by the fact that every symplectic capacity c on (R2nz , ω) is such
that
cmin(Ω) ≤ c(Ω) ≤ cmax(Ω) (28)
for all Ω ⊂ R2nz .
It should be observed that for n > 1 symplectic capacities are not related
to the notion of volume; the symplectic capacity of a set can be finite while
having infinite volume (this is the case of the cylinders Z2nj (R)). Heuristi-
cally one can view a symplectic capacity as a generalization of the notion of
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area, or (equivalently) of that of action. For instance, it is possible to show
that a particular symplectic capacity (the Hofer–Zehnder capacity [53]) of a
compact convex set Ω with smooth boundary ∂Ω is the action integral
∫
γ pdx
calculated along the shortest periodic orbit γ carried by ∂Ω (“Hofer–Zehnder
capacity”).
2.3.3 The symplectic capacity of an ellipsoid
A remarkable property is that all symplectic capacities agree on ellipsoids:
if
Ω = {z ∈ R2nz :Mz2 ≤ R2}
where M > 0, then for every symplectic capacity c on (R2nz , ω) we have
c(Ω) =
piR2
νmax
(29)
where νmax is the largest symplectic eigenvalue of M . (Recall that the
symplectic eigenvalues ν1, ..., νn of M are the numbers νj > 0 defined by the
condition “ ±iνj is an eigenvalue of JM ”.) This property allowed us to
prove in [21] that the RSUP is equivalent to the inequality
c(Ω) ≥ pi~ (30)
when Ω is a quantum covariance ellipsoid. From this formula the symplectic
invariance of the RSUP becomes obvious since we have c(S(Ω)) = c(Ω) for
every S ∈ Sp(n).
3 Quantum Dual Pairs and Covariance Ellipsoids
3.1 Quantum polar duality
3.1.1 Polar duality in convex geometry
Let X be a convex body in configuration space Rnx (a convex body in an
Euclidean space is a compact convex set with non-empty interior). We
assume in addition that X is centrally symmetric (i.e. X = −X). By
definition the polar dual of X [4] is the subset
X~ = {p ∈ Rnp : px ≤ ~ for all x ∈ X} (31)
of the dual space Rnp ≡ (Rnx)∗. In the mathematical literature one usually
chooses ~ = 1, in which case one writes Xo for the polar dual; we have
X~ = ~Xo.
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The following properties are obvious:
Biduality : (X~)~ = X ; (32)
Antimonotonicity: X ⊂ Y =⇒ Y ~ ⊂ X~ ; (33)
Scaling : detL 6= 0 =⇒ (LX)~ = (LT )−1X~ . (34)
The quantum duals of ellipsoids are particularly important in our con-
text. Here are a few useful results:
Lemma 1 Let BnX(R) (resp. BnP (R)) be the ball {x : |x| ≤ R} in Rnx (resp.
{p : |p| ≤ R} in Rnp ). (i) We have
BnX(R)~ = BnP (~/R) . (35)
In particular
BnX(
√
~)~ = BnP (
√
~) . (36)
(ii) Let A = AT be an invertible n××n matrix. We have
{x : Ax2 ≤ R2}~ = {p : A−1p2 ≤ (~/R)2} (37)
and hence
{x : Ax2 ≤ ~}~ = {p : A−1p2 ≤ ~} . (38)
Proof. Let us show that BnX(R)~ ⊂ BnP (~/R). Let p ∈ BnX(R)~ and set
x = (R/|p|)p; we have |x| = R and hence px ≤ ~, that is R|p| ≤ ~ and
p ∈ BnP (~/R). To prove the opposite inclusion choose p ∈ BnP (~/R). We
have |p| ≤ ~/R and hence, by the Cauchy–Schwarz inequality, px ≤ |x||p| ≤
~|x|/R, that is px ≤ ℏ for all x such that |x| ≤ R; this means that p ∈
BnX(R)~. (ii) The ellipsoid {x : Ax2 ≤ R2}~ is the image of BnX(R) by the
automorphism A−1/2; in view of formula (37) it follows from the scaling
property (34) and (35) that
{x : Ax2 ≤ R2}~ = A1/2BnX(R)ℏ = A1/2BnP (~/R)
which is equivalent to (37).
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3.1.2 Quantum dual pairs
The following definition will be motivated by Theorem 7 below:
Definition 2 A pair (X,P ) of symmetric convex bodies X ⊂ Rnx and P ⊂
R
n
p is called a “quantum dual pair” (or, for short, “dual pair”) if we have
X~ ⊂ P or, equivalently, P ~ ⊂ X. When equality occurs, that is if X~ = P
we say that the dual pair (X,P ) is saturated.
Remark 3 We want to make the reader aware that we are committing a
slight abuse of notation and terminology here, but this abuse helps us to
avoid cluttering notation and making statements unnecessarily complicated.
Rigorously speaking, the set X is a subset the configuration space Rnx of
a system, while P is a subset of the momentum space Rnp of that system,
which is algebraically and topologically the dual of Rnx. This amounts to
identifying the phase space of the system with the cotangent bundle T ∗Rnx =
R
n
x × (Rnx)∗. However, since we will be working in “flat” configuration space
we are identifying Rnp with a copy of R
n
x and the phase space with the product
R
n
x × Rnp ≡ R2nx,p ≡ R2nz .
Here are two elementary but important properties of quantum pairs:
Let (X,P ) be a quantum dual pair and Y,Q be symmetric convex (39)
bodies such that X ⊂ Y and P ⊂ Q. Then (Y,Q) is also a quantum dual pair.
This follows from the antimonotonicity of the passage to the dual where we
have the chain of inclusions Y ~ ⊂ X~ ⊂ P ⊂ Q;
Two ellipsoids X = {x : Ax2 ≤ ~} and P = {p : Bp2 ≤ ~} (40)
form a quantum dual pair if and only if AB ≤ In×n
and we have the equality.X~ = P if and only if AB = In×n .
This follows from the slightly more general statement: if X = {x : Ax2 ≤
R2} and P = {p : Bp2 ≤ R′2} then (X,P ) is a quantum dual pair if and
only if AB ≤ (~−1R′R)2. In view of the duality formula (37) we have
X~ = {p : A−1p2 ≤ (~/R)2}
and we thus haveX~ ⊂ P if and only if R2~−2A−1x2 ≤ 1 implies (R′)−2Bx2 ≤
1. But this condition is in turn equivalent to R2~−2A−1 ≥ (R′)−2B, that is
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AB ≤ (~−1R′R)2. We have used here the following property of the Lo¨wner
ordering: if K and L are positive definite symmetric matrices such that
K−1 ≥ L then KL ≤ In×n (and conversely): K−1 ≥ L is equivalent to
K1/2LK1/2 ≤ In×n and K1/2LK1/2 and KL have the same eigenvalues.
3.1.3 Polar duality and symplectic capacity
Let us specialize the properties above to the case of ellipsoids. We first recall
the following symplectic result (see [32], [22], §6.2.1, or [26], Lemma 6):
Lemma 4 Let A and B be two real positive definite symmetric n × n ma-
trices. There exists an invertible real n× n matrix L such that
LTAL = L−1B(LT )−1 = Λ (41)
where Λ = diag(
√
λ1, ...,
√
λn) the λj > 0 being the eigenvalues of AB.
Observe that the eigenvalues λj of AB are > 0 since they are the same
as those of A1/2BA1/2. This result may be viewed as a special case of
Williamson’s symplectic diagonalization result; we can in fact rewrite (41)
as (
A 0
0 B
)
=
(
(LT )−1 0
0 L
)(
Λ 0
0 Λ
)(
L−1 0
0 LT
)
(42)
and note that S =
(
L−1 0
0 LT
)
is symplectic and ST =
(
(LT )−1 0
0 L
)
.
A very important property is that the cylindrical symplectic capacity cmax
of a dual quantum pair can be explicitly calculated. In fact, we have the
following generalization of the relation
Area(X ×X~) = 4~ (43)
for intervals:
Theorem 5 (i) Let (X,P ) be an arbitrary pair of centrally symmetric con-
vey bodies X ⊂ Rnx and P ⊂ Rnp ; we have
cmax(X × P ) = 4~max{λ > 0 : λX~ ⊂ P} . (44)
(ii) Assume that X = {x : Ax2 ≤ ~} and P = {p : Bp2 ≤ ~} with A,B
symmetric and positive definite, and AB ≤ In×n. We have
cmax(X × P ) = 4~maxj{λ−1j } (45)
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the λj ≤ 1 being the eigenvalues of AB (λj > 0). In particular
cmax(X × P ) ≥ 4~ (46)
with equality if and only if P = X~.
Proof. In [5] (Remark 4.2) Artstein-Avidan et al. show that (44) holds
for ~ = 1; an elementary rescaling argument immediately yields the general
case. Let now X = {x : Ax2 ≤ ~} and P = {p : Bp2 ≤ ~} and choose L
such that LTAL = L−1B(LT )−1 = Λ (Lemma 4). We have
L−1(X) = {x :∑nj=1λ1/2j x2j ≤ ~} = Λ−1/4BnX(√~)
LT (P ) = {p :∑nj=1λ1/2j p2j ≤ ~} = Λ−1/4BnP (√~)
and thus
cmax(X × P ) = cmax(L−1(X)× LT (P ))
= cmax(Λ
−1/4BnX(
√
~)× Λ−1/4BnP (
√
~))
where the first equality follows from the symplectic invariance formula (26).
To prove (45) let us determine the largest λ > 0 such that
cmax(Λ
−1/4BnX(
√
~)× Λ−1/4BnP (
√
~)) =
λ(Λ−1/4BnX(
√
~))~ ⊂ Λ−1/4BnP (
√
~) .
We have (Λ−1/4BnX(
√
~))~ = Λ1/4BnP (
√
~) and hence
λΛ1/4BnX(
√
~)) ⊂ Λ−1/4BnP (
√
~)
or, equivalently, λBnX(
√
~) ⊂ Λ−1/2BnP (
√
~). But this means that we must
have λ2 ≥ λ−1j for all j = 1, ..., n. This proves formula (45). The inequality
(46) follows since AB ≤ In×n. Suppose that P = X~; then B = A−1 so
that the eigenvalues λj are all equal to one, hence cmax(X ×X~) = 4~. If
conversely cmax(X × P ) = 4~ then we must have maxj{λ−1j } = 1 that is
again λj = 1 for all j which means that we have A
1/2BA1/2 = In×n and
hence B = A−1, that is P = X~.
3.2 Polar duality by orthogonal projections
3.2.1 The Schur complement
It will be convenient to introduce the matrix
M =
~
2
Σ−1 (47)
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in which case the covariance ellipsoid takes the form
Ω = {z :Mz · z ≤ ~} . (48)
The matrix M is a real positive definite symmetric 2n × 2n matrix: M =
MT > 0. We will write it in block-matrix form
M =
(
MXX MXP
MPX MPP
)
(49)
where the blocks are n× n matrices. The condition M > 0 ensures us that
MXX > 0, MPP > 0, and MPX =M
T
XP . The n× n matrices
M/MPP =MXX −MXPM−1PPMPX (50)
M/MXX =MPP −MPXM−1XXMXP (51)
are the Schur complements in M of MPP and MXX , respectively, and we
have M/MPP > 0, M/MXX > 0 [63].
We assume that the uncertainty principle in its form (15) holds. This
is equivalent to the existence of S ∈ Sp(n) such that S(B2n(
√
~) ⊂ Ω (see
[21, 23, 20, 32]).
Let ΠX (resp. ΠP ) be the orthogonal projection R
2n
z −→ Rnx (resp.
R
2n
z −→ Rnp ) and set
XΩ = ΠXΩ , PΩ = ΠPΩ . (52)
Lemma 6 Let Ω = {z : Mz · z ≤ ~}, M > 0. The orthogonal projections
XΩ and PΩ of Ω are the ellipsoids
XΩ = {x ∈ Rnx : (M/MPP )x2 ≤ ~} (53)
PΩ = {p ∈ Rnp : (M/MXX )p2 ≤ ~} . (54)
Proof. Let us set Q(z) = Mz2 − ~; the boundary ∂Ω of the hypersurface
Q(z) = 0 is defined by
MXXx
2 + 2MPXx · p+MPP p2 = ~ . (55)
A point x belongs to the boundary ∂XΩ of XΩ if and only if the normal
vector to ∂Ω at the point z = (x, p) is parallel to Rnx × 0 hence we get
the constraint ∇zQ(z) = 2Mz ∈ Rnx × 0; this is equivalent to saying that
MPXx + MPP p = 0, that is to p = −M−1PPMPXx. Inserting this value
of p in the equation (55) shows that ∂XΩ is the set of all x such that
(M/MPP )x
2 = ~, which yields (53). Formula (54) is proven in the same
way, swapping the subscripts X and P .
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3.2.2 Proof of the projection theorem
Let us now prove the projection theorem (we have given a proof thereof in
[24] when the covariance matrix is block-diagonal).
Theorem 7 The orthogonal projections XΩ = ΠXΩ and PΩ = ΠPΩ of a
covariance ellipsoid satisfying c(Ω) = pi~ form a dual quantum pair: we have
X~Ω ⊂ PΩ.
Proof. In view of property (39) it suffices to prove that there exist Y ⊂ XΩ
and Q ⊂ PΩ such that Y ~ ⊂ Q. For this purpose we recall (18) that
the quantum condition Σ + (i~/2)J ≥ 0 is equivalent to the existence of
S ∈ Sp(n) such that S(B2n(√~)) ⊂ Ω; it is therefore sufficient to show
that the projections Y = ΠX(S(B2n(
√
~)) and Q = ΠP (S(B2n(
√
~)) form
a quantum pair, that is Y ~ ⊂ Q. The ellipsoid S(B2n(√~)) consists of all
z ∈ R2nz such that Rz2 ≤ ~ where R = (SST )−1. Since R is symmetric and
positive definite we can write it in block-matrix form as
R =
(
A B
BT D
)
with A > 0, D > 0, and the projections Y and Q are given by
Y = {x : (R/D)x2 ≤ ~}
Q = {p : (R/A)p2 ≤ ~} ;
we have R/D > 0 and R/A > 0 [63]. In view of formula (38)) we have
Y ~ = {p : (R/D)−1p2 ≤ ~}
hence the condition Y ~ ⊂ Q is equivalent to
(R/D)−1 ≥ R/A . (56)
Let us prove that this relation holds. The conditions R ∈ Sp(n), R = RT
being equivalent to RJR = J we have
ABT = BA , BTD = DB (57)
AD −B2 = In×n . (58)
These conditions imply that the Schur complements R/D and R/A are given
by
R/D = (AD −B2)D−1 = D−1 (59)
R/A = A−1(AD −B2) = A−1 (60)
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and hence the relation (56) holds if and only D ≥ A−1. This condition is in
turn equivalent to AD ≥ In×n. In fact, the inequality D ≥ A−1 is equivalent
to A1/2DA1/2 ≥ In×n; now A1/2DA1/2 and AD have the same eigenvalues
hence AD ≥ In×n. If conversely AD ≥ In×n then D1/2AD1/2 ≥ In×n hence
A ≥ D−1 that is D ≥ A−1. Now (58) implies that AD = In×n + B2 hence
we will have AD ≥ In×n if B2 ≥ 0. To prove that B2 ≥ 0 we note that
since ABT = BA (first formula (57)) we have (BT )2 = A−1B2A hence
A1/2(BT )2A1/2 = A1/2B2A−1/2 is symmetric and hence the eigenvalues of
B are real. It follows that those of B2 are ≥ 0 hence B2 ≥ 0 as claimed.
We next analyze the inverse problem, that is we investigate whether a
covariance ellipsoid Ω can be reconstructed from its orthogonal projections
XΩ and PΩ.
4 Pauli’s Problem and Polar Duality
Wave functions do not have an immediate experimental interpretation; what
may be deduced from experiments is rather the associated probability distri-
butions |ψ(x)|2 and |ψ̂(p)|2 (or, equivalently, theWigner transformWψ(x, p)).
Pauli asked in [52] the famous question whether the probability densities
|ψ(x)|2 and |ψ̂(p)|2 uniquely determine the wavefunction ψ(x). We know
that the answer is negative; in fact there is in general non-uniqueness of the
solution, which led Corbett [12] to introduce the notion of “Pauli partners”.
Mathematically speaking, the reconstruction problem we address here is
that of the reconstruction of a phase space ellipsoid (subject to a quantiza-
tion condition) from its orthogonal projections on the x- and p-spaces. It
is a particular case of what is called quantum tomography theory; see for
instance [47, 48, 51].
4.1 The case n = 1
We have seen that the orthogonal projections XΩ and PΩ of a quantum
covariance matrix form a quantum dual pair. We now address the con-
verse question: if (XΩ, PΩ) is a dual pair of ellipsoids, is there a quan-
tum covariance ellipsoid with orthogonal projections XΩ and PΩ on R
n
x and
R
n
p? It turns out that such a solution, if it exists, need not be unique.
Let us return to the dual pair of intervals XΩ = [−
√
2σxx,
√
2σxx] and
PΩ = [−
√
2σpp,
√
2σpp ]˙ considered in the introduction. These intervals
are the orthogonal projections on the x- and p-axes, respectively, of any
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covariance ellipse Ω defined by
σpp
2D
x2 − σxp
D
px+
σxx
2D
p2 ≤ 1 (61)
where D = σxxσpp − σ2xp ≥ 14~2 (formula (2)). Knowledge of the variances
σxx and σpp does not suffice to determine uniquely Ω, since we also need to
know the covariance σ2xp. We note, however, that every ellipse (61) has area
Area(Ω) = 2pi
√
D ≥ pi~ .
This area condition thus excludes “thin” ellipses concentrated along a diag-
onal of the rectangle XΩ×PΩ. Suppose that the RSUP is saturated, that is
if D = 14~
2. In this case Area(Ω) = pi~ and the relation σ2xp = σxxσpp − 14~2
determines σxp up to a sign: the state ρ̂ is then any of the two pure Gaus-
sians
ψ±(x) =
(
1
2piσxx
)1/4
e−
x2
4σxx e±
iσxp
2~σxx
x2 (62)
whose Fourier transforms are (up to an unimportant constant phase factor)
ψ̂±(p) =
(
1
2piσpp
)1/4
e
− p
2
4σpp e
∓
iσxp
2~σpp
p2
(63)
where σpp > 0 is determined by the relation σ
2
xp = σxxσpp − 14~2. Both
functions ψ+ and ψ− = ψ
∗
+ and their Fourier transforms ψ̂+ and ψ̂− satisfy
the conditions |ψ+(x)|2 = |ψ−(x)|2 and |ψ̂+(p)|2 = |ψ̂−(p)|2 showing that
the Pauli problem does not have a unique solution. In fact the covariance
matrices determined by the states |ψ±〉 are, respectively,
Σ+ =
(
σxx σxp
σpx σpp
)
, Σ− =
(
σxx −σxp
−σpx σpp
)
with σxp = σpx and σxxσpp − σ2xp = 14~2; this yields two covariance ellipses
Ω+ and Ω−with area pi~ defined by
σpp
2D
x2 ∓ σxp
D
px+
σxx
2D
p2 ≤ 1 (64)
which are symmetric by the reflections x→ −x or p→ −p. The projections
of these ellipsoids on the x and p axes are in both cases the polar dual line
segments XΩ = [−
√
2σxx,
√
2σxx] and PΩ = [−
√
2σpp,
√
2σpp ]˙.
To deal with the multidimensional case it will be convenient to use some
material from the Wigner formalism.
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4.2 The Wigner and Fourier transforms of Gaussians
We recall some well-known facts about Gaussian states and their Wigner
transform. For details, proofs and generalizations see for instance [25] or
[20, 45, 59]. The most general Gaussian wavefunction on Rnx can be written
φWY (x) =
(
1
pi~
)n/4
(detW )1/4e−
1
2~ (W+iY )x
2
(65)
whereW and Y are real symmetric n×n matrices with W positive definite.
In the case n = 1 and taking W = ~/2σxx and Y = 0 one obtains the
minimum uncertainty Gaussian
ψ0(x) = (2piσxx)
−1/4e−|x|
2/4σxx .
The Wigner transform (7) of φWY is given by [20, 25, 45, 1]
WφWY (z) = (pi~)
−ne−
1
~
Gz·z (66)
where G is the symplectic symmetric positive definite matrix
G =
(
W + YW−1Y YW−1
W−1Y W−1
)
. (67)
That G indeed is symplectic follows from the observation that G = STS
where
S =
(
W 1/2 0
W−1/2Y W−1/2
)
(68)
obviously is in Sp(n).
Using standard formulas for the calculation of Gaussian integrals (e.g.
Lemma 241 in [22]) the Fourier transform of φWY is given by
φ̂WY (p) =
(
1
pi~
)n/4
(detW )1/4 det(W + iY )−1/2e−
1
2~ (W+iY )
−1p2 (69)
where det(W + iY )−1/2 = λ
−1/2
1 · · · λ−1/2n the λ−1/2j being the square roots
with positive real parts of the eigenvalues λ−1j of (W + iY )
−1. Using the
elementary identity [62]
(W + iY )−1 = (W + YW−1Y )−1 − iW−1Y (W + YW−1Y )−1
which is easily checked multiplying on the right by W + iY , we see that in
fact
φ̂WY (p) = e
iγφW ′Y ′(p) with
{
W ′ = (W + YW−1Y )−1
Y ′ = −W−1Y (W + YW−1Y )−1 (70)
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where eiγ (γ real) is a constant phase factor.
Setting Σ−1 = 2
~
G where G is the symplectic matrix (67) we can rewrite
its Wigner transform (76) as
WφWY (z) = (2pi)
−n
√
detΣ−1e−
1
2
Σ−1z·z . (71)
The inverse of G being readily calculated using the formula for the inverse
of a symplectic matrix [20, 45] we get the explicit expression
Σ =
~
2
(
W−1 −W−1Y
−YW−1 W + YW−1Y
)
. (72)
Writing Σ in block-matrix form (11) yields the system of matrix equations
ΣXX =
~
2
W−1 , ΣXP = −~
2
W−1Y , ΣPP =
~
2
(W + YW−1Y ) . (73)
Note that this system is overcomplete. In fact, the knowledge of partial
covariance matrices allows one to determine the corresponding Gaussian
state by solving the two first equalities (73) in W and Y one gets
W =
~
2
Σ−1XX , Y = −ΣXPΣ−1XX ; (74)
insertion in the third yields the matrix version of the RSUP
Σ2XP = ΣPPΣXX −
~
2
4
In×n . (75)
Notice that for given ΣXX and ΣPP the solution ΣXP is not unique. We
will see (Theorem 10) that this non-uniqueness is related to the existence of
“Pauli partners” in the reconstruction problem.
4.3 The multidimensional case
4.3.1 Saturation of the RSUP
To generalize these constructions to the multidimensional case we begin by
shortly discussing the saturation properties of the RSUP. Assume that ρ̂ is
a Gaussian quantum state, that is a state with Wigner distribution
Wρ̂(z) =
(
1
2pi
)n
(det Σ)−1/2e−
1
2
Σ−1z·z (76)
where Σ satisfies the quantum condition (15). The purity of this state is
µ(ρ̂) = Tr(ρ̂2) =
(
~
2
)n
(det Σ)−1/2 . (77)
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In view of Williamson’s symplectic diagonalization theorem [20, 59] there
exists S ∈ Sp(n) such that where
Σ = STDS , D =
(
Λ 0
0 Λ
)
, Λ = diag(ν1, ..., νn) (78)
the νj > 0 being the symplectic eigenvalues of Σ (i.e. the numbers ±iνj
are the eigenvalues of JΣ, that is of Σ1/2JΣ1/2). The quantum condition
Σ + i~2 J ≥ 0 is equivalent to νj ≥ 12~ for j = 1, ..., n. The Robertson–
Schro¨dinger inequalities are saturated, that is
σxjxjσpjpj = σ
2
xj ,pj +
1
4~
2 (79)
for 1 ≤ j ≤ n, if and only if νj = 12~ for all j, and this can only be achieved
by pure Gaussian states (see [55] and [18]). Formula (77) implying that ρ̂ is
a pure state if and only if det Σ = (~/2)2n means, taking the factorization
(78) into account, that we must have ν21 · · · ν2n = (~/2)2n; since νj ≥ 12~ for
all j we must in fact have ν1 = · · · = νn = 12~ so that the covariance matrix
has the very particular form
Σ =
1
2
~STS , S ∈ Sp(n) (80)
(this is equivalent to saying that the covariance ellipsoid is a quantum blob).
The saturating states are thus those with Wigner distribution
Wρ̂(z) = (pi~)
−ne−
1
~
(STS)−1z·z
hence the state is the Gaussian φWY (x) defined by (65). Let
φ0(x) = (pi~)
−n/4e−|x|
2/2~
be the standard (normalized) Gaussian state; its Wigner distribution is [20,
1, 45]
Wφ0(z) = (pi~)
−ne−
1
~
|z|2 (81)
hence Wρ̂(z) = Wφ0(S
−1z) and it follows from the symplectic covariance
properties of the Wigner transform [20, 45] that the state is the Gaussian
ψ = Ŝφ0 where Ŝ is a unitary operator (a metaplectic operator) associated
with S ∈ Sp(n) via the metaplectic representation of the symplectic group
(see [23] or [20, 45] for detailed descriptions of this method; note that in
particular this shows that all pure Gaussian states can be obtained from
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each other using only the metaplectic group, in fact a subgroup thereof
[28]). This discussion can be summarized as follows:
The saturation of the RSUP is equivalent to the statement “Ω is a (82)
quantum blob”, i.e. there exists S ∈ Sp(n) such that Ω = S(B2n(
√
~)) .
Note that if S = I2n×2n then Ω = B2n(
√
~) so that the corresponding
Gaussian is a minimum uncertainty state saturating the Heisenberg inequal-
ity. In fact, property (82) says that every Gaussian can be reduced to such
a minimal state using a symplectic transformation [23].
4.3.2 The reconstruction theorem: the saturated case P = X~
The following lemma will allow us to reduce the study of the reconstruction
problem to a “canonical” form. Recall (Section 2.2.2) that the symplectic
matrices
ML =
(
L−1 0
0 LT
)
, detL 6= 0
belong to the set of generators of Sp(n).
Lemma 8 Let Ω be the phase space ellipsoid defined by Mz2 ≤ ~, M > 0.
Let ΠX and ΠP be the orthogonal projections of R
2n
z onto R
n
x and R
n
p . We
have
(ΠX ×ΠP )ML =ML(ΠX ×ΠP ) (83)
that is
ΠX(ML(Ω)) = L
−1ΠXΩ and ΠP (ML(Ω)) = L
TΠPΩ . (84)
Proof. The ellipsoidML(Ω) is defined byM
′z2 ≤ ~ whereM ′ = (MTL )−1MM−1L ;
a direct calculation shows that the Schur complementsM ′/M ′PP andM
′/M ′XX
are given byM ′/M ′PP = L
T (M/MPP )L andM
′/M ′XX = L
−1(M/MXX )(L
T )−1.
Formula (84) follows using (53) and (54).
Before we proceed, let us recall ([20], §2.1) that a matrixM =
(
MXX MXP
MPX MPP
)
is symplectic if and only if its blocks satisfy the relations
MTXXMPP −MTPXMXP = In×n (85a)
MTXXMPX and M
T
XPMPP symmetric. (85b)
Recall (40) that if X = {x : Ax2 ≤ ~} and P = {p : Bp2 ≤ ~} with
A,B symmetric and positive definite, then (X,P ) is a dual pair if and only
if AB ≤ In×n, with equality AB = In×n if and only if P = X~.
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Theorem 9 Let X = {x : Ax2 ≤ ~} (A > 0) be a centered non-degenerate
ellipsoid in Rnx and X
~ ⊂ Rnp its quantum polar dual.
(i) The product X ×X~ contains exactly one phase space ellipsoid Ω =
{z : 12Σ−1z · z ≤ 1} with orthogonal projections X and X~ on Rnx and Rnp
and we have Ω = S(B2n(√~)) for some S ∈ Sp(n).
(ii) Ω is the covariance ellipsoid of the pure Gaussian
ψ(x) =
(
1
2pi
)n/4
(det ΣXX)
−1/4e−
1
4Σ
−1
XXx·x
where ΣXX =
~
2A
−1.
Proof. We have X~ = {p : A−1p2 ≤ ~}; it follows that the symplec-
tic transformation MA−1/2 takes the dual pair (X,X
~) to the dual pair
(BnX(
√
~),BnP (
√
~)):
(X ′,X ′~) =MA−1/2(X ×X~) = (BnX(
√
~)× BnP (
√
~)) . (86)
In view of Lemma 8 above, this has the effect of replacing the projections
X and X~ with BnX(
√
~) and BnP (
√
~). By a simple symmetry argument
it is seen that the John ellipsoid (= inscribed ellipsoid with largest vol-
ume [6, 58]) of BnX(
√
~) × BnP (
√
~) is the phase space ball B2n(√~). In
view of the uniqueness of the John ellipsoid there is no other quantum blob
S(B2n(√~)) 6= B2n(√~) contained inX ′×X ′~. The orthogonal projections of
B2n(√~) on Rnx and Rnp being BnX(
√
~) and BnP (
√
~), respectively, we conclude
that the covariance ellipsoid we are looking for is precisely Ω′ = B2n(√~).
It corresponds to the standard Gaussian φ0(x) = (pi~)
−n/4e−|x|
2/2~ whose
Wigner distribution is
Wφ0(z) = (pi~)
−ne−
1
~
|z|2 . (87)
Returning to the original dual pair (X,X~) using (86) the covariance ellip-
soid is here
MA1/2(B2n(
√
~)) = {z :MA−1z · z ≤ ~} .
Specializing the transformation table (20) to S = ML−1 we have the corre-
spondences
Ω Σ Wρ̂ ρ̂
MA−1(Ω) MA1/2ΣMA1/2 Wρ̂ ◦ML M̂L−1,−mρ̂M̂L,m
(88)
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hence the state with covariance matrix Ω is the squeezed Gaussian ψ with
Wigner transform
Wψ(x, p) = (pi~)−ne−
1
~
M
LT
MLz·z
= (pi~)−ne−
1
~
M
LLT
z·z .
Identifying with the matrix (67): G =MLTML we have(
W + YW−1Y YW−1
W−1Y W−1
)
=
(
(LLT )−1 0
0 LLT
)
hence W = (LLT )−1 and Y = 0 so the state we are looking for is
φ(LLT )−10(x) =
(
1
pi~
)n/4
(detL)−1/2e−
1
2~ (LL
T )−1x·x ;
taking formula (73) into account this can be rewritten
ψ(x) = φ(LLT )−10(x) =
(
1
2pi
)n/4
(det ΣXX)
−1/4e−
1
4Σ
−1
XXx·x
where ΣXX =
~
2W
−1.
4.3.3 The reconstruction theorem: general case
We now consider the case X~ ⊂ P , X 6= P . Writing X = {x : Ax2 ≤ ~}
and P = {p : Bp2 ≤ ~} with AB ≤ In×n we can, as in the proof of Theorem
5, choose an invertible L such that
LTAL = L−1B(LT )−1 = Λ .
In view of Lemma 8 above, replacing (X,P ) with
X ′ × P ′ =ML(X × P ) , ML =
(
L−1 0
0 LT
)
(89)
has the effect of replacing the projections XΩ and PΩ of an ellipsoid Ω with
X ′Ω = L
−1XΩ and P
′
Ω = L
TPΩ. Hence this reduces the reconstruction
problem to the simpler case
X ′ = Λ−1/4BnX(
√
~) , P ′ = Λ−1/4BnP (
√
~) (90)
where Λ = diag(
√
λ1, ...,
√
λn), the λj being the eigenvalues of AB ≤ In×n;
the duality of X and P (and hence of X ′ and P ′) is equivalent to the con-
ditions 0 < λj ≤ 1 for j = 1, ..., n. Explicitly:
X ′ = {x :∑nj=1λ1/2j x2j ≤ ~} , P ′ = {p :∑nj=1λ1/2j p2j ≤ ~} .
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Now, the John ellipsoid of X ′ × P ′ is
Ω′max = {(x, p) :
∑n
j=1λ
1/2
j (x
2
j + p
2
j) ≤ ~}
with at least one of the eigenvalues λj of AB being < 1. We then have
c(Ω′max) = piℏ/λmax ≥ pi~ (formula (29)); the associated covariance matrix
is
Σ′max =
~
2
(
Λ−1/2 0
0 Λ−1/2
)
.
The purity (77) of the associated Gaussian state ρ̂ is µ(ρ̂) = det Λ < 1 and
hence the Gaussian state with covariance matrix Σ′max is always mixed. Let
us focus on the pure states that can be reconstructed from the knowledge
of the dual pair (X,P ).
Theorem 10 Let X = {x : Ax2 ≤ ~} and P = {p : Bp2 ≤ ~} be two
ellipsoids such that X~ ⊂ P , X 6= P . Thus cmax(X × P ) > 4~.
(i) The product X × P contains infinitely many (centered) ellipsoids Ω
satisfying the quantum condition Σ+ i~2 J ≥ 0.
(ii) The covariance ellipsoid of a pure Gaussian quantum state projecting
orthogonally on X and X~. Then the state ρ̂ is a pure Gaussian state,
explicitly given by the formula
ψ(x) =
(
1
2pi
)n/4
(det ΣXX)
−1/4
exp
[
−
(
1
4
Σ−1XX +
i
2~
ΣXPΣ
−1
XX
)
x · x
]
where ΣXX and ΣXP are the n× n matrices
ΣXX =
~
2
A−1 , Σ2XP =
~
2
4
(B−1A−1 − In×n) .
Proof. The conditionX 6= P implies that at least one eigenvalue λj of AB is
< 1. As above (90) we considerX ′ = Λ−1/4BnX(
√
~) and P ′ = Λ−1/4BnP (
√
~).
Let us now determine the quantum blobs contained in X ′×P ′ orthogonally
projecting onto X ′ and P ′, i.e. the ellipsoids Ω′ ⊂ X ′ × P ′ such that
Ω′ = S(B2n(√~)) for some S ∈ Sp(n) and such that ΠX(Ω′) = X ′, ΠP (Ω′) =
P ′. Setting M = ~2Σ
−1 the condition Ω′ = S(B2n(√~)) is equivalent to
M ∈ Sp(n), M > 0. The symplecticity of M allows us to easily invert Σ
and one finds, using (85a) and (85b),
Σ =
(
ΣXX ΣXP
ΣPX ΣPP
)
=
~
2
(
MPP −MPX
−MXP MXX
)
.
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The orthogonal projection XΩ is given by the inequality (M/MPP )x
2 ≤ ~
that is, taking again the equalities (85a) and (85b) into account and using
the fact that MXX , MPP > 0 and M
T
XP =MPX ,
M/MPP = (MXXMPP −MXPM−1PPMPXMPP )M−1PP
=M−1PP
and, similarly, M/MXX =M
−1
XX hence the equalities
A =M/MPP =
~
2
Σ−1XX and B =M/MXX =
~
2
Σ−1PP .
It follows that the orthogonal projections XΩ and PΩ are the ellipsoids
XΩ = {x : 1
2
Σ−1XXx
2 ≤ 1} and PΩ = {p : 1
2
Σ−1PPp
2 ≤ 1} .
We next determine all the Gaussian states φWY having Ω as covariance
matrix. Equivalently, as above, we have to solve the matrix equation(
W + YW−1Y YW−1
W−1Y W−1
)
=
(
MXX MXP
MPX MPP
)
.
The solutions are (cf. formulas (74))
W =
~
2
Σ−1XX , Y = −ΣXPΣ−1XX (91)
corresponding to the Gaussian pure state
φWY (x) =
(
1
2pi
)n/4
(detΣXX)
−1/4
exp
[
−
(
1
4
Σ−1XX +
i
2~
ΣXPΣ
−1
XX
)
x · x
]
where ΣXP is any matrix satisfying condition (75), that is
Σ2XP = ΣPPΣXX −
~
2
4
In×n ;
since ΣXX =
~
2A
−1 and ΣPP =
~
2B
−1 this is
Σ2XP =
~
2
4
(B−1A−1 − In×n)
and we are done.
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5 The Mahler Volume and Related Topics
In this section we briefly discuss some related topics where quantum polar
duality can also be seen to appear, sometimes unexpectedly. Particularly
interesting is the link between quantum mechanics and a well-known con-
jecture from convex geometry, the Mahler conjecture. Perhaps the Donoho–
Stark uncertainty principle which is discussed thereafter might shed some
new light on this difficult problem.
5.1 The Mahler conjecture
5.1.1 Some known results
Let X be a centrally symmetric compact subset of Rnx with non-empty in-
terior (convex body). By definition, the Mahler volume [46] of X is the
product
υ(X) = |X| |X~| (92)
where |X| is the usual Euclidean volume on Rnx.
The Mahler volume is invariant under linear automorphisms of Rnx: if L
is an automorphism of Rnx then we have, in view of the scaling formula (34),
υ(LX) = |LX| |(LT )−1X~| = |X| |X~| . (93)
It follows that the Mahler volume of an arbitrary ellipsoid X = {x : Ax2 ≤
R2} (A > 0) is given by
υ(X) = |Bn(
√
~)| |Bn(
√
~)~| = (pi~)
n
Γ(n2 + 1)
2
(94)
and is thus the same for all ellipsoids. It turns out that the Mahler volume
of ellipsoids is maximal, in the sense that we have
υ(X) ≤ (pi~)
n
Γ(n2 + 1)
2
(95)
for all symmetric convex bodies, with equality occurring if and only if X is
an ellipsoid. This result is due to Blaschke [8] for n = 2, 3 and to Santalo´
[54] for arbitrary n (see Schneider [58]).
The problem of finding a lower bound for the Mahler volume is much
more difficult and a general solution is unknown. A famous conjecture, due
to Mahler himself [46], says that for every symmetric convex body X in Rnx
we have
υ(X) ≥ (4~)
n
n!
(96)
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with equality only when X is the hypercube C = [−1, 1]n. In view of the
invariance property (93) this is tantamount to saying that the minimum is
attained by any n-parallelepiped
X = [−√2σx1x1 ,√2σx1x1 ]× · · · × [−√2σxnxn ,√2σxnxn ] (97)
which is the n-dimensional generalization of the interval XΩ (3) of the intro-
duction. While the conjectured inequality (96) trivially holds when n = 1
(since υ(X) is just the area of the rectangle X ×X~), a proof in the general
case is still lacking at the time of writing. Bourgain and Milman [9] have
shown the existence, for every n ∈ N, of a constant Cn > 0 such that
|X| |X~| ≥ Cn~n/n! (98)
and more recently Kuperberg [42] has shown that one can choose Cn =
(pi/4)n, so that (98) can be rewritten
υ(X) ≥ (pi~)
n
4nn!
(99)
and this is the best known lower bound for the Mahler volume. Summariz-
ing, we have the bounds
(pi~)n
4nn!
≤ υ(X) ≤ (pi~)
n
Γ(n2 + 1)
2
. (100)
One geometric meaning of the Mahler volume is that it captures the
“roundness” of a convex body, with ellipsoids being the roundest, and cubes
and octahedra being the “pointiest” [61]. It is clear that this lower bound –
ideally, the conjectured bound υ(X) ≥ (4~)n/n! – is a form of the uncertainty
principle. But what does it tell us?
5.1.2 Mahler volume and symplectic capacity
We know that the notion of symplectic capacity is closely related to the un-
certainty principle. There is an important inequality relating the symplectic
capacity of a symmetric convex body K to its volume. It is the so-called
symplectic isoperimetric inequality [4, 5] which says that
cmin(K)
cmin(B2n(1)) ≤
( |K|
|B2n(1)|
)1/n
(101)
where cmin is the Gromov width; in other words
cmin(K) ≤ (n!)1/n|K|1/n . (102)
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The proof of (101)–(102) is quite simple: let B2n(r) be the largest phase
space ball that can be embedded in K using a canonical transformation,
thus cmin(Ω) = pir
2. Since canonical transformations are volume preserving
we have also |K| ≥ |B2n(r)| hence the inequality B2n(r) follows by a direct
calculation. Since all symplectic capacities agree on ellipsoids the inequality
(101) still holds when K is an ellipsoid and cmin is replaced with any sym-
plectic capacity c. It is conjectured that (101) actually holds for all convex
bodies and all symplectic capacities:
c(K) ≤ (n!)1/n|K|1/n (103)
(see [5] for details and references). Quite surprisingly, this inequality implies
the Mahler conjecture. In fact, if (103) holds, then we may choose c = cmax
and hence, by formula (46) in Theorem 5,
4~ = cmax(X ×X~) ≤ (n!)1/n|X ×X~|1/n
that is υ(X) ≥ (4~)n/n!, which is the inequality (96) conjectured by Mahler.
5.2 Hardy’s Uncertainty Principle
Let ψ ∈ L2(R), ||ψ||L2 6= 0. Hardy’s uncertainty principle [35] in its original
form states that we cannot have simultaneously
|ψ(x)| ≤ Ce−ax2/2~ , |ψ̂(p)| ≤ Ce−bp2/2~ (104)
(a, b, C positive constants) unless ab ≤ 1 and (i) if ab = 1 then ψ(x) =
αe−ax
2/2~ for some α ∈ C and (ii) if ab < 1 then ψ is a finite linear combi-
nation of conveniently rescaled Hermite functions.
In the multidimensional case Hardy’s uncertainty principle can be stated
as follows [32]: Let A and B be positive definite and symmetric matrices
and ψ ∈ L2(Rn), ||ψ||L2 6= 0. The Hardy inequalities
|ψ(x)| ≤ Ce− 12~Ax2 and |ψ̂(p)| ≤ Ce− 12~Bp2 (105)
are satisfied for some constant C > 0 if and only if AB ≤ In×n that is
The eigenvalues λ1, ..., λn of AB are ≤ 1 (106)
and we have:
(i) If λj = 1 for all j, then ψ(x) = αe
− 1
2~
Ax2 for some constant α ∈ C;
(ii) If λj < 1 for at least one index j, then the set of functions satisfying
(105) is an infinite-dimensional subspace of L2(Rn).
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In view of property (40) the conditions (106) mean that the ellipsoids
XA = {x : Ax2 ≤ ~} and PB = {p : Bp2 ≤ ~}
form a dual quantum pair (XA, PB). If this pair is saturated (i.e. PB = X
~
A),
then ψ is a scalar multiple of the Gaussian φAY . Consider now the “Hardy
ellipsoid”
ΩAB = {(x, p) : Ax2 +Bp2 ≤ ~}
that is
ΩAB = {z :MABz2 ≤ ~} , MAB =
(
A 0
0 B
)
.
The orthogonal projections on Rnx and R
n
p of ΩAB are precisely the ellipsoids
XA and PB . The symplectic eigenvalues of MAB are the positive numbers
ν1, ..., νn such that ±iν1, ...,±νn are the solutions of the characteristic poly-
nomial P (t) = det(t2In×n +AB) of M . These are the pure imaginary num-
bers ±i√λ1, ...,±i
√
λn where the λj > 0 are the eigenvalues of AB. Thus
νj =
√
λj for 1 ≤ j ≤ n. Since we have λj ≤ 1 for all j the covariance matrix
ΣAB =
~
2M
−1
AB satisfies the quantum condition ΣAB +
i~
2 J ≥ 0; equivalently
(30): c(ΩAB) ≥ pi~. If, in particular, the λj are all equal to one we have
c(ΩAB) = pi~ and AB = In×n so that PB = X
~
A. Let us examine this case a
little bit closer at the light of the reconstruction Theorems above. Assume
that ψ ∈ L2(Rn), ||ψ||L2 6= 0, and its Fourier transform satisfy
|ψ(x)| ≤ Ce− 12~Ax2 and |ψ̂(p)| ≤ Ce− 12~A−1p2 (107)
for some constant C > 0. The ellipsoids XA and PA−1 are polar dual of each
other hence Theorem 9 tells us that
ψ(x) =
(
1
pi~
)n/4
(detA)1/4e−
1
2~Ax·x .
The Fourier transform of ψ is given (up to a constant factor with modulus
one) by
ψ̂(p) =
(
1
pi~
)n/4
(detA−)1/4e−
1
2~A
−1x·xφW ′Y ′(p)
(formula (70)) and the inequalities (107) are satisfied since we have
A(A+ Y A−1Y )−1 ≤ In×n .
A similar argument allows to to study the general case AB ≤ In×n using
Theorem 9. Hardy’s uncertainty principle thus appears as being a partic-
ular case of the reconstruction theorems we have proven, and which are
themselves based on the notion of quantum polar duality.
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5.3 Donoho and Stark’s uncertainty principle
As we mentioned in the introduction, Hilgevoord and Uffink emphasized in
[38, 39] that standard deviations only give adequate measurements of the
spread for Gaussian states. A good candidate for a more general theory
of indeterminacy is to define an uncertainty principle using the notion of
concentration of a state. It turns out that Donoho and Stark [13] have
proven a concentration result for a function and its Fourier transform which
can be viewed in a sense as a variant of Hardy’s uncertainty principle; as
we will see it can also be interpreted in terms of quantum polar duality and
is related to the Mahler volume. Let X ⊂ Rnx be a measurable set and let
X = Rnx \ X be its complement (convexity is not assumed here). We will
say that a function ψ ∈ L2(Rn) is ε-concentrated on X if we have(∫
X
|ψ(x)|2dx
)1/2
≤ ε||ψ||L2 . (108)
If ||ψ||L2 = 1, which we assume from now on, this is equivalent to the
inequality ∫
X
|ψ(x)|2dx ≤ ε2 . (109)
The Donoho–Stark uncertainty principle says that if the normalized function
ψ ∈ L2(Rnx) is εX -concentrated on X and its Fourier transform ψ̂ is εP -
concentrated of P , that is∫
X
|ψ(x)|2dx ≤ ε2X ,
∫
X~
|ψ̂(p)|2dp ≤ ε2X~ . (110)
then we must have
|X| |P | ≥ (2pi~)n(1− εX − εP )2 (111)
for εX + εP < 1.
Let us apply the estimate above to the dual pair (X,X~) of centrally
symmetric convex bodies. We have the following remarkable result relating
the Donoho–Stark UP and the Mahler volume:
Theorem 11 Let X be a symmetric convex measurable body in Rnx and
ψ ∈ L2(Rnx), ||ψ||L2 = 1. Assume that ψ is εX-concentrated in X and ψ̂ is
εX~-concentated in X
~ with εX + εX~ ≤ 1.
(i) We have
1 ≥ εX + εX~ ≥ 1−
1
2n/2Γ(n2 + 1)
(112)
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that is εX + εX~ → 1 as n→∞.
(ii) If we have
υ(X) = |X| |X~| = (2pi~)n(1− εX − εP )2
then
1− 1
2n/2Γ(n2 + 1)
≤ εX + εX~ ≤ 1−
1
8n/2n!1/2
. (113)
Proof. (i) Combining the Blaschke–Santalo´ estimate (95) for the Mahler
volume υ(X) = |X| |X~| and the Donoho–Stark inequality (111) we get
(pi~)n
Γ(n2 + 1)
2
≥ (2pi~)n(1− εX − εX~)2
and hence
0 ≤ 1− εX − εX~ ≤
1
2n/2Γ(n2 + 1)
which is (112). (ii) The double inequality (113) follows, using the the esti-
mate (100) for the Mahler volume.
These results show that when the number of degrees of freedom n is
large, the sum εX + εX~ of the concentrations of a wavefunction and of its
Fourier transform is practically equal to one. If the Mahler conjecture is
true, then (113) may be replaced with
1− 1
2n/2Γ(n2 + 1)
≤ εX + εX~ ≤ 1−
2
(2pi)n/2(n!)1/2
. (114)
For example, if n = 6 (which corresponds to a system of two particles moving
in physical space) we will have 0.979 < εX + εX~ < 0.999.
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