Motivation: Accurate recognition of protein fold types is a key step for template-based prediction of protein structures. The existing approaches to fold recognition mainly exploit the features derived from alignments of query protein against templates. These approaches have been shown to be successful for fold recognition at family level, but usually failed at superfamily/fold levels. To overcome this limitation, one of the key points is to explore more structurally informative features of proteins. Although residue-residue contacts carry abundant structural information, how to thoroughly exploit these information for fold recognition still remains a challenge. Results: In this study, we present an approach (called DeepFR) to improve fold recognition at superfamily/fold levels. The basic idea of our approach is to extract fold-specific features from predicted residue-residue contacts of proteins using deep convolutional neural network (DCNN) technique. Based on these fold-specific features, we calculated similarity between query protein and templates, and then assigned query protein with fold type of the most similar template. DCNN has showed excellent performance in image feature extraction and image recognition; the rational underlying the application of DCNN for fold recognition is that contact likelihood maps are essentially analogy to images, as they both display compositional hierarchy. Experimental results on the LINDAHL dataset suggest that even using the extracted fold-specific features alone, our approach achieved success rate comparable to the state-of-the-art approaches. When further combining these features with traditional alignment-related features, the success rate of our approach increased to 92.3%, 82.5% and 78.8% at family, superfamily and fold levels, respectively, which is about 18% higher than the stateof-the-art approach at fold level, 6% higher at superfamily level and 1% higher at family level. An independent assessment on SCOP_TEST dataset showed consistent performance improvement, indicating robustness of our approach. Furthermore, bi-clustering results of the extracted features are compatible with fold hierarchy of proteins, implying that these features are fold-specific. Together, these results suggest that the features extracted from predicted contacts are orthogonal to alignment-related features, and the combination of them could greatly facilitate fold recognition at superfamily/fold levels and template-based prediction of protein structures. Availability and implementation: Source code of DeepFR is freely available through https://github. com/zhujianwei31415/deepfr, and a web server is available through http://protein.ict.ac.cn/deepfr.
Introduction
Proteins are large molecules consisting of one or more chains of amino acid residues, and play crucial functions in a wide range of biological processes. The functional properties of proteins are largely determined by their three dimensional structures (called tertiary structures), making it vitally important to deduce or predict protein structures from amino acid sequences (Branden et al., 1999) . The widely used experimental technologies to deduce protein structures, such as X-ray crystallography, NMR spectroscopy and electron microscopy, have achieved great success; however, these technologies usually cost considerable time and thus cannot keep up with the fast process to acquire protein sequences (Berman et al., 2000; Bairoch et al., 2005) . An alternative strategy is to predict protein structures from amino acid sequence, which can be divided into template-based (Ma et al., 2012 (Ma et al., , 2014 Roy et al., 2010; Wang et al., 2016; Yang et al., 2011) and ab initio prediction approaches (Li et al., 2008; Simons et al., 1997; Xu and Zhang, 2012) .
During the whole procedure of protein structure prediction, recognizing the templates with similar structure to query protein, known as fold recognition, is an important and the first step (Jones et al., 1992; Lindahl and Elofsson, 2000) . The key point of fold recognition is to define and calculate the similarity between query protein and templates with known structures. The widely used strategies for fold recognition include: (i) calculating alignment between query protein and templates based on sequence-sequence similarity (Altschul et al., 1990; Eddy, 1998; Pearson and Lipman, 1988; Sö ding, 2005) , or sequence-structure compatibility (also known as threading) (Peng and Xu, 2009; Shi et al., 2001; Xu et al., 2003) ; (ii) designing a binary classifier to decide whether query protein is similar to templates based on specially designed features (Cheng and Baldi, 2006; Cheung et al., 2016; Dong et al., 2009; Jo and Cheng, 2014; Jo et al., 2015) ; and (iii) adopting the consensus strategy to integrate multiple recognition approaches (Fischer, 2003; Lundströ m et al., 2001; Xia et al., 2016) . These strategies mainly rely on sequence-related features and thus show excellent performance for fold recognition at family level. However, proteins in the same superfamily or fold usually show weak sequence similarities, making fold recognition at superfamily/fold levels a challenging task. This challenge emphasized the importance to exploit more structurally informative features for fold recognition.
Residue-residue contacts present essential information of protein tertiary structures. Specifically, protein structures can be treated as result of the combination of local interactions and non-local interactions among residues, where local interactions lead to the formation of local structural motifs (e.g. secondary structural elements), and non-local interactions guide the arrangement of these motifs (Li et al., 2008; Simons et al., 1997; Zheng, 2014) . According to the SCOP hierarchy, proteins in the same fold share similar arrangement or topological connections of secondary structural elements, and protein in the same superfamily share similar tertiary structures (Murzin et al., 1995) . Although the sequence similarity among these proteins might be relatively weak, the patterns of residue-residue contacts provide possibility to distinguish different superfamily or folds (Andreani and Sö ding, 2015; Skwark et al., 2014) .
This study presents such an effort to extract fold-specific features from predicted residue-residue contacts to improve fold recognition at superfamily/fold levels. Some ideas of this work come from two lines of research: predicting residue-residue contacts using evolutionary coupling analysis, and deep learning technique to extract fold-specific features and calculate similarity of contact likelihood matrices.
First, the multiple sequence alignment (MSA) of a query protein records its evolutionary history, where co-evolutionary events might occur among certain columns of MSA due mainly to contacts between corresponding residues. These co-evolutionary events, in turn, have been exploited to infer residue-residue contacts, generating contact likelihood maps as results (Gö bel et al., 1994; Olmea and Valencia, 1997) . As transitive effects among interacting residues lead to considerable false-positive inference of contacts, direct evolutionary coupling (EC) analysis has been developed to reduce these transitive effects and improve contact prediction (Ekeberg et al., 2013; Jones et al., 2012; Kamisetty et al., 2013; Morcos et al., 2011; Skolnick et al., 1997) and protein structure prediction (Adhikari et al., 2015; Kim et al., 2014; Wang et al., 2017) .
Second, deep convolutional neural network (DCNN) has proven to be successful for image retrieval (Krizhevsky et al., 2012; LeCun et al., 1998) , and face recognition (Schroff et al., 2015) . One of the advantages of DCNN lies at its ability to automatically extract compositionally hierarchical features from images. For example, in images of certain objects, local features such as edges form motifs, motifs construct parts and parts assemble into objects (LeCun et al., 2015) . Similar hierarchy also exists in protein structures and residue-residue contacts: under local interactions, residues form local structural motifs, and these local structural motifs are packed to form full structure under long-range interactions (Haspel et al., 2003; Simons et al., 1997; Taylor, 2016) . This similarity implies the analog of contact maps of proteins to images of certain objects. Thus, the problem of inferring fold type for a protein from its contact map turns into the problem of image retrieval, making it reasonable to apply the DCNN technique for fold recognition. Recently, Wang et al. (2017) successfully applied DCNN to remove noises from EC contact matrices, which also implies the possibility to apply DCNN for fold recognition.
It is worth noting that in previous studies, contact information has been explored for fold recognition in the form of contact order, contact number and average contact probabilities of certain residue pairs in query protein (Cheng and Baldi, 2006) . However, these approaches cannot thoroughly extract fold-specific information from contacts, which was confirmed by experiments to be shown in subsequent sections. Thus, a more effective way to explore foldspecific information from residue contacts was expected.
Combining these two lines of research, we proposed an approach called DeepFR that applies deep learning technique to extract foldspecific features from predicted contacts for fold recognition. The evaluation on two benchmark sets suggested that by using these extracted features, DeepFR outperformed the state-of-the-art approaches at superfamily/fold levels. Bi-clustering analysis validated that the features are fold-specific. The similarity of predicted contact maps between proteins are orthogonal to traditional features derived from alignments, and the combination of them could greatly facilitate accurate fold recognition as well as protein structure prediction.
Materials and methods
The paradigm of our approach DeepFR is shown in Figure 1 , which consists of the following three steps: (i) Contact prediction: For a query protein, we first predicted its contact map through direct EC analysis of its MSA, yielding contact likelihood matrix as result; (ii) Fold-specific features extraction: As contact likelihood matrix usually contains a large amount of noises, we fed it into a pretrained DCNN to extract fold-specific features, forming a EC-feature vector with fixed-size; (iii) Fold recognition: Finally, the EC-feature vector of query protein was compared against those of templates with known fold type using a binary classifier, and the generated similarity scores were used to assign fold types for query protein. The details of these three steps are described as follows.
Predicting residue-residue contacts for query protein
To predict residue-residue contacts for a query protein, we first collected homologs to the query protein. These similar proteins were collected through running HHblits (Remmert et al., 2012) to search against sequence database uniprot20_2016_02, and were then organized as a MSA of the query protein. Next, co-evolutionary events among residues were analyzed by running CCMpred (Seemayer et al., 2014) over the MSA without any filtering, assigning each residue-residue pair with a contact likelihood. The predicted contact likelihood was represented in the form of EC matrix. Currently a variety of methods, such as mfDCA (Marks et al., 2011) , PSICOV (Jones et al., 2012) and plmDCA (Ekeberg et al., 2014) , are available for evolutionary coupling analysis. Here we chose CCMpred due to its high accuracy and its suitability for GPU platform.
Extracting fold-specific features from EC matrices
The acquired EC matrix, however, cannot be directly used to infer fold type of query protein due to the following reasons: (i) The relationship between residue-residue contacts and fold types are not well understood. (ii) While EC matrices contain necessary contact information, they also contain a large amount of noises (Dunn et al., 2008; Zhang et al., 2016) . (iii) EC matrices of different proteins usually have different size, making it difficult to directly compare them. Thus, how to extract the information of fold types from EC matrices and represent this information as fixed-length feature vectors still remain challenges to fold recognition.
To achieve this goal, we extracted fold-specific features from EC matrices using deep convolutional neural network. Specifically, the DCNN takes predicted EC matrix of a protein as input, and outputs fold type of the protein. We trained a DCNN over a collection of training samples, each sample consisting of EC matrix of a protein together with its fold type as label. The training process aims to maximize the likelihood of the correct labels, which was accomplished through minimizing the cross-entropy loss for each training sample. Figure 2 shows the architecture of the DCNN used in this study, which includes five convolutional layers, three max-pooling layers and three fully connected layers. The layers are described in more details as follows.
• Convolutional layer: A convolutional layer contains multiple feature maps, which were designed to capture local patterns of residue-residue contacts. Each element of a feature map is connected with local patches of the previous layer through weighting and non-linear transformation. All elements in a feature map share the same weights; thus, a local pattern, even if appearing at different locations of EC matrices, can also be detected.
• Max-pooling layer: In a certain local pattern, the relative position of its components might vary somewhat. To coarse-grain the position of these components, we introduced three maxpooling layers, and thus increased the reliability of detecting local patterns.
• Fully connected layer: The fully connected layers were introduced to learn non-linear combination of local patterns reported by convolutional layers or max-pooling layers. Unlike the convolutional layers, each neuron in a fully connected layer is connected to all neurons in previous layer. Here, the three fully connected layers in our DCNN, denoted as fc6, fc7 and fc8, have 2048, 1024 and 1221 neurons, respectively. The final fully connected layer fc8 was designed as a 1221-way softmax function, and each way corresponds to one of the total of 1221 fold types. This way, when feeding the DCNN with contact maps predicted for a protein, the output of fc8 gives the probability for this protein to have specific fold types.
Our DCNN used two additional techniques to increase accuracy and efficiency. Specifically, batch normalization (Ioffe and Szegedy, 2015) was employed to accelerate training by reducing internal covariate shift, and the dropout technique (Srivastava et al., 2014) was used to improve performance by reducing overfitting. Residue-residue contacts were predicted through directly evolutionary coupling analysis of these alignments. (c) From these contact likelihood matrices, fold-specific features were extracted by using a deep convolutional neural network. (d) The extracted fold-specific feature vectors were fed into a binary classifier (random forest here) to calculate a score to infer structural similarity between the two proteins After training the DCNN over a training set, the output of the second fully connected layer fc7 were used as fold-specific features (denoted as EC features) of the input protein for subsequent fold recognition. The underlying rational of this strategy are: (i) In DCNN, higher-level features are combinations of lower-level ones, making it suitable to describe compositionally hierarchical signals. Thus, the high-level layer, say fc7 in this study, is able to describe correlations among local patterns captured in distant parts of the matrix (Taigman et al., 2014) . (ii) More importantly, when the final layer fc8 shows significantly high training and validation accuracy (Supplementary Table S4 ), it would be reasonable to deduce that fc7, the input of fc8, are perfect representations of fold-specific features. Experience in the field of image retrieval suggested that compared with handcrafted features, this off-the-shelf feature extractor often yields better results (Sharif Razavian et al., 2014) .
The DCNN used in this study takes 256 Â 256 matrix as input and thus has a fixed-size input length; however, different proteins usually have different length of amino acid residues. To make the DCNN with fixed-size input applicable to other proteins with larger or smaller sizes, we adopted sampling or padding operations accordingly, which has proven to be successful in the field of image retrieval (Taigman et al., 2014; Zeiler and Fergus, 2014 ) (further details in Supplementary Text). The performance of DeepFR/ DeepFRpro using different sampling/padding strategies was shown in Supplementary Tables S1, S2 and S3.
Assigning fold type to query protein
To assign fold type for a query protein, we first compared its foldspecific features (represented as EC-feature vector) against those of templates with known fold types, and then assigned it with fold type of the most similar template. Two similarity measures were examined in this study as follows.
• DeepFR score: Given two EC-feature vectors f 1 and f 2 , DeepFR score is defined as cosine value of them, i.e.
DeepFR score ¼ f 1 Á f 2 jjf 1 jjjjf 2 jj
• DeepFRpro score: We further combined DeepFR score with a total of 84 similarity measures used in RF-fold, including secondary structure preference, sequence similarity and alignmentrelated features (Jo and Cheng, 2014) . These measures were transformed into a similarity score (called DeepFRpro score) using the random forest technique (Breiman et al., 1984; Breiman, 2001; Pedregosa et al., 2011) . The random forest used in this study contains 500 pre-trained decision trees, and each decision tree is a binary classifier trained to determine whether the query protein has the same fold type to the template. Next, the decision trees with positive output were counted, giving the DeepFRpro score.
The whole algorithm was implemented using caffe (Jia et al., 2014) running on a GPU card (NVIDIA GTX 1070, 8G). The DCNN was trained using the stochastic gradient descent technique (Bottou, 2012) together with backpropagation method (LeCun et al., 1989; Rumelhart et al., 1988) .
Datasets and evaluation strategies
2.4.1 Datasets • Training dataset: In this study, the latest SCOP dataset (version 2.06, Fox et al., 2014; Murzin et al., 1995) was used to train the DCNN. To guarantee the independence between training dataset and test dataset, the training set was cleaned to remove the proteins that have significant sequence similarity with proteins in test set. We reduced the sequence redundancy in the training set by running the combination of tools for calculating sequence similarity, including CD-HIT (Li and Godzik, 2006) , BLAST (Li and Godzik, 2006) and MMseqs2 (Hauser et al., 2016; Steinegger and Sö ding, 2016) . Specifically, we executed MMseqs2 (sequence identity: 25%, e-value: 10 À4 ), CD-HIT (sequence identity: 40%) and BLAST (e-value: 10 À4 ) to identify and thereafter remove the proteins in training set similar to those in test set. In this way, no protein in the generated training set shows significant sequence similarity to those in test set (e-value < 10 À4 , Pearson, 2013).
Furthermore, redundant proteins within training set were also removed to avoid potential over-fitting (filtering criteria: CD-HIT sequence identity > 95%). After these filtering operations, we obtained a training dataset consists of 16133 proteins covering 1154 folds, 1862 superfamilies and 4344 families (further details in Supplementary Text). We also examined other criteria to reduce sequence redundancy and generated different training sets. The performance using these training sets was presented in Supplementary Tables S2 and S3. • Test dataset: We evaluated our approach on two test datasets, namely LINDAHL (Lindahl and Elofsson, 2000) and SCOP_TEST (Jo et al., 2015) . The LINDAHL dataset consists of 976 proteins extracted from SCOP (version 1.37) with pairwise Fig. 2 . Architecture of the deep convolutional neural network used to extract fold-specific features from contact likelihood matrix. Here, a 227 Â 227 crop of a contact likelihood matrix (with size 256 Â 256 and one channel) is presented as the input. This is convolved with 96 different 1st layer filters, each of size 7 Â 7, using a stride of 2 in both x and y axis. Next, the resulting feature maps (i) passed through a rectified linear function (ReLU, not shown), (ii) pooled (max within 3 Â 3 regions, using stride 2) and (iii) batch normalized across feature maps to give 96 different 55 Â 55 element feature maps. Similar operations are repeated in layers 2 to 5, but the 3rd and 4th layer are not pooled. The next two layers are fully connected, taking features from the top convolutional layer as input in vector form (6 Â 6 Â 192 ¼ 6912 dimensions) with batch normalized and dropout applied. The final layer is a 1221-way softmax function, 1221 being the number of fold types. Here, all filters and feature maps are shown as squares sequence identity less than 40%. In this dataset, 555, 434 and 321 proteins have at least one match at family, superfamily and fold levels, respectively. The SCOP_TEST dataset consists of 124 protein domains extracted from SCOP (version 1.75), and 106, 56 and 36 of them have at least one match at the family, superfamily and fold levels, respectively. It should be pointed out that the sequence identity between proteins in these two test sets are less than 40%, which enables independent and thorough evaluation of fold recognition approaches.
All of the datasets used in this study, together with the scripts used to generate the training sets, are available from our website http:// protein.ict.ac.cn/deepfr/evaluation_data/.
Evaluation strategies
We used two different criteria to evaluate the performance of fold recognition. First, we examined the fraction of true hits in top 1 or top 5 predictions reported by fold recognition approaches. Specifically, we used each protein in test set as query protein, compared it with all other proteins (treated as templates), and ranked them according to the score reported by fold recognition approaches. The sensitivity for top 1 (top 5) predictions, also called success rate of fold recognition, is defined as the percentage of target proteins having at least one correct template ranked as top 1 (top 5). Second, the specificity-sensitivity plots (also called precision-recall plots) were drawn to show more details as performed in previous studies (Lindahl and Elofsson, 2000; Jo et al., 2015; Shi et al., 2001) .
To evaluate DeepFRpro, we performed 10-fold cross-validation since DeepFRpro relies on a random forest classifier. Specifically, the LINDAHL dataset was partitioned into 10 subsets, 9 out of which were used to train the random forest classifier, and the remaining subset was used for validation. When evaluating DeepFRpro on the SCOP_TEST dataset, we adopted the strategy used by Cheng and Baldi (2006) , i.e. the random forest classifier was trained using the whole LINDAHL dataset.
Results and discussion
We first evaluated fold recognition approaches in terms of success rate and specificity-sensitivity plots. Next, we analyzed the source of distinguishing power of the extracted EC-features. Finally, we investigated whether the extracted EC-features could be used to improve threading results.
Evaluating success rate of fold recognition
The success rate (sensitivity) of our approaches DeepFR and DeepFRpro, together with other widely used approaches, are shown in Table 1 , where the results of the other approaches are taken from corresponding papers. As different MSAs were used in these approaches, it might be unfair for the approaches using older MSAs. To make a fair comparison, we run five foldrecognition tools locally with identical MSAs to our approaches, among which MRFalign (Ma et al., 2014) and map_align (Ovchinnikov et al., 2017) also exploit EC information of proteins. The comparison of these approaches on identical MSAs is shown in Table 2 .
We first investigated whether DeepFR score alone can be used for fold recognition. As shown in Tables 1 and 2 , DeepFR significantly outperformed all the other methods at the fold level. Specifically, the sensitivity of DeepFR for top 1 and top 5 predictions are 56.1% and 70.1%, about 11% and 3% higher than SPARKS-X, which is the best method at fold level before, respectively. At the superfamily level, the sensitivity of DeepFR for the top 1 and top 5 predictions are 51.4% and 67.1%, which are comparable to the state-of-the-art methods. These results suggested that EC-features can be used to facilitate fold recognition. However, we also noted that at the family level, DeepFR alone cannot provide reliable fold recognition, implying the importance to incorporate traditional sequence and structural features.
Next, we examined the performance of DeepFRpro, which enhances DeepFR by incorporating traditional sequence and structural features. Tables 1 and 2 suggested that this strategy leads to a significant performance improvement. Specifically, at the fold level, the sensitivity of DeepFRpro for top 1 and top 5 predictions are 66.0% and 78.8%, about 21% and 12% higher than the best method SPARKS-X, respectively. At the superfamily level, DeepFRpro showed 69.6% and 82.5% sensitivity for top 1 and top 5 predictions, respectively, which is about 3% lower than MRFalign in top 1, but 2% higher in top 5 predictions. More importantly, at the family level, DeepFRpro showed sensitivity of 83.1% and 92.3% for top 1 and top 5 predictions, respectively, which is 3.5% lower in top 1, but 3.0% higher in top 5 predictions than the best approach RAPTOR. These results suggested that DeepFRpro could accurately recognize fold types, especially at fold/superfamily levels.
To fully understand the effect of EC features for fold recognition, we compared DeepFRpro with RF-Fold, since these two methods differs only in an extra EC feature in DeepFRpro. As shown in Table 1 , DeepFRpro outperforms RF-Fold except for top 1 prediction at family level. These results clearly suggest the importance of EC features for fold recognition.
To determine whether our approach DeepFRpro is prone to over-fitting, we further performed an independent assessment as in Jo et al. (2015) on SCOP_TEST dataset, which is independent from LINDAHL dataset. Table 3 suggests that on SCOP_TEST dataset, DeepFRpro also performed better than other approaches, implying the robustness of DeepFRpro.
Together, these results suggested that EC features alone can be used for fold recognition at fold level, and the combination of EC features and traditional sequence and structural features could significantly improve fold recognition at all levels.
Evaluating fold recognition using specificitysensitivity plots
The examination of the fraction of true hits in top 1 and top 5 predictions is very intuitive; however, this evaluation approach tells little about the reliability of hits, as a hit with low score still might be ranked top as long as all other hits have even lower scores. As a more thorough examination, specificity-sensitivity plots were drawn as performed in Lindahl and Elofsson (2000) . In these plots, specificity (precision) represents the percentage of predicted positives that are true positives, and sensitivity (recall) represents the percentage of true positives that are predicted as positives. The advantage of specificitysensitivity plots is that it can show the ability of a fold recognition approach to reliably find all pairwise matches against all templates.
We compared DeepFR and DeepFRpro with 7 fold recognition methods (RFDN-Fold, DN-Fold, DN-FoldS, RF-Fold, FOLDpro, HMMER and THREADER) on LINDAHL dataset at fold, superfamily and family levels (Fig. 3, and Supplementary Figs S3, S4) . The specificity-sensitivity results of HMMER and THREADER were provided by A. Elofsson (http://archive.bioinfo.se/protein-id/), and the other five results were provided by J. Cheng (http://cactus. rnet.missouri.edu/dnfold/data/).
At the family level ( Supplementary Fig. S3 ), DeepFRpro consistently outperformed all other methods by >10% for almost all specificity values, and DeepFR performed comparably with the start-ofthe-art methods at low specificity region but a little worse at high specificity region. At both superfamily level ( Supplementary Fig. S4 ) and fold level (Fig. 3) , DeepFRpro and DeepFR performed significantly better than all other methods. For example, at fold level, the sensitivity of DeepFRpro and DeepFR are nearly twice that of the second best approach at almost all specificity region. These results show that DeepFR and DeepFRpro significantly outperformed a variety of different methods in all categories at almost all specificity regions, indicating that the extracted fold-specific features help improve robustness of fold recognition.
We noticed that the performance of our approaches drop dramatically when specificity is close to 1 (Fig. 3) . Similar phenomena have also been reported for RF-Fold and DN-Fold, which was attributed to the existence of several false positives with high scores (Cheng and Baldi, 2006) . In-depth examination of these false positives supported this explanation, i.e. some of these false-positives turn out to be true positive under new definition of folds. For example, the pair (1rnl-d1rnl_1, 1lea-d1lea) was classified into different fold (1.31.1.2, 1.4.3.2) in the LINDAHL dataset based on the old SCOP 1.37 release; however, it has been renamed to (d1rnla1, d1leaa_) with identical fold type (a.4.6.2, a.4.5.2) in the SCOP 2.06 release. In this study, these falsepositives were not corrected to ensure consistency with previous evaluations as conducted in Cheng and Baldi (2006) . Test set: SCOP_TEST dataset. Note: The bold font denotes the highest sensitivity in their respective categories of prediction. The results of RFDN-Fold, RF-Fold and DN-Fold series are taken from Jo et al. (2015) . We also observed certain inconsistence between the clustering tree and fold hierarchy. For example, protein d1pgya_ has fold type of a.5; however, it was assigned with fold type g.9 by DeepFR due to the significant similarity between its EC-feature vector and these of proteins in fold g.9 (Supplementary Fig. S1 ). This represents typical errors when applying DeepFR score alone for fold recognition. However, when combining DeepFR score with traditional sequence and structural features, DeepFRpro corrected the errors on these two proteins. Together, these investigation suggested that the extracted EC features are fold-specific, providing foundation for accurate fold recognition.
Using fold-specific features to improve threading results
We further investigated whether the extracted fold-specific features can be used to improve threading results. Specifically, for each protein in SCOP_TEST dataset, we first used it as query protein and aligned it to templates by running threading tools. The threading tools themselves provided a ranking of the generated alignments according to a specific scoring schema (denoted as threading score), and built the final predicted model based on the ranked 1st alignment. Here, we re-ranked the alignments according to the linear combination of the original threading score and DeepFR score, and generated the predicted model accordingly. The predicted models under the two scoring schema were compared to reveal the effect of DeepFR score on improving threading results.
We examined the enhancement of DeepFR on two threading tools, namely, MRFalign (Ma et al., 2014) and hhalign (Sö ding, 2005) . We observed that compared with the original MRFalign score, the combination of MRFalign score and DeepFR score generated better models on 9 query proteins in SCOP_TEST (Supplementary Table S3 ). Similarly, the combination of hhalign score and DeepFR score outperformed the original hhalign score on 3 proteins. Take protein d1jo0a_ as an example ( Supplementary  Fig. S5 ), MRFalign ranked d1kida_ as the best template and generated the predicted model accordingly (GDT_TS: 0.27, TMscore: 0.29). In contrast, the template 1whra_ was ranked first when using the combination of MRFalign score and DeepFR score, and a highquality model was generated as final prediction result (GDT_TS: 0.38, TMscore: 0.45). These results clearly suggested that the integration of fold-specific features could effectively improve threading results.
Conclusion
In this study, we employed the deep convolution networks technique to extract fold-specific features from predicted residue-residue contacts. In-depth examination suggests that the extracted features are fold-specific. Using these extracted features alone, our approach DeepFR achieved better performance than state-of-the-art approaches. Moreover, the extracted features are orthogonal to traditional sequence and structural features derived from alignments, and the combination of them can improve success rate of fold recognition at superfamily/fold levels and improve threading results as well.
