ABSTRACT. In this paper, we study the structure of the fixed point sets of noncommutative self maps of the free ball. We show that for such a map that fixes the origin the fixed point set on every level is the intersection of the ball with a linear subspace. We provide an application for the completely isometric isomorphism problem of multiplier algebras of noncommutative complete Pick spaces.
INTRODUCTION
Function theory and hyperbolic geometry of B d , the unit ball of C d , were studied extensively throughout the years, see for example [57] and [30] . The fact that B d is the unit ball of a finite dimensional Hilbert space leads to a generalization of many classical results from the unit disc setting, like the Schwarz lemma and the Julia-Caratheodory-Wolff theorem (see [57] and [37] for details).
In operator algebra theory the Drury-Arveson space H (see [11] and [24] ). This space is a complete Pick space, i.e., the multipliers of the Drury-Arveson space admit an interpolation theorem for matrix valued functions generalizing the classical Nevanlina-Pick interpolation theorem in the unit disc. Let us write M d for the algebra of multipliers on H 2 d , it is a maximal abelian WOT-closed operator subalgebra of B(H 2 d ) generated by the operators M z j of multiplication by coordinate functions. In [3, Theorem 8.2] it was shown that the Drury-Arveson space for d = ∞ is the universal complete Pick space, namely, if H is a separable complete Pick reproducing kernel Hilbert space on a set X with kernel k, then there exists an embedding b : X → B ∞ and a nowhere vanishing function δ on X, such that k(x, y) = δ(x)δ(y)k ∞ (b(x), b(y)) and H is isometrically embedded in δH This space turns out to be a complete Pick space and the multiplier algebra M V of H V is completely isometrically isomorphic to M d /I V , where I V is the WOT-closed ideal of functions vanishing on V . It is thus natural to ask to what extent does the algebra M V determine the variety V and vice versa. The isomorphism problem for subvarieties of B d cut out by multipliers of the Drury-Arveson space was studied by Davidson, Ramsey and Shalit. In [22] and [23] they studied the algebra M V and its norm closed analog and proved that if V, W ⊂ B d are subvarieties of B d , such that their affine span is all of C d , then M V is completely isometrically isomorphic to M W if and only if there is an automorphism of B d mapping V onto W (see also [58] for a survey and more results on the commutative isomorphism problem). One of the main tools in the proof of the theorem is a theorem
The noncommutative analog of the isomorphism problem for multiplier algebras of subvarieties of the free ball was formulated by Salomon, Shalit and Shamovich in [59] , where the completely isometric isomorphism case was studied. In [59] a generalization of the results of [22] and [23] for homogeneous varieties was provided and it was shown that in the nonhomogeonous case two varieties with completely isometrically isomorphic multiplier algebras are biholomorphic. If V ⊂ B d and W ⊂ B e are two subvarieties with completely isometrically isomorphic multiplier algebras, then there exist two nc maps f : B d → B e and g : B e → B d , such that f • g| W = id W and g • f | V = id V . IF V and W are homogeneous then [59, Theorem 8.4] shows that there exists a k and an automorphismϕ of B k , such that V, W ⊂ B k and ϕ maps V onto W. In the commutative case, as stated above, Davidson, Ramsey and Shalit proved that for completely isometric isomorphism can be realized by an automorphism of the ball without the assumption that the varieties are homogeneous. In Section 4 we will provide as an application of our main results a noncommutative generalization of the result of Davidson, Ramsey and Shalit on the fact that a completely isometric isomorphism of multiplier algebras of two varieties with scalar points, that are embedded in a non-degenerate way in the free ball is implemented via an automorphism of the free ball.
BASIC DEFINITIONS AND NOTATIONS

From this point on d is a positive integer. Let us denote by
⊕d and we think of this space as the space of d-tuples of matrices of all sizes. Let us write B d for the nc-ball in M d , namely the set of all d-tuples of matrices X = (X 1 , . . . , X d ), such that d j=1 X j X * j < I. In other words, B d (n) is the set of all strict d-row contractions of size n × n. In fact B d (n) is a Cartan domain of type I for every n. To each point X ∈ B d (n) we associate a completely positive map Φ X (T ) = n j=1 X j T X * j . We will say that a point X ∈ M d (n) is generic if the algebra generated by X 1 , . . . , X d is all of M n (C). There is a natural action of
The main objects of study in this paper are nc functions and maps. In this section, we will provide some basic definitions. For properties of nc functions the reader is referred to the works of Agler and M c Carthy (cf. [4] ) and the foundational book [38] .
Let Ω ⊂ M d be a set closed under direct sums. A function f : Ω → M 1 is said to be an nc function if the following conditions hold:
• f is graded, namely f (Ω(n)) ⊂ M 1 (n), for every n ≥ 1;
• f respects direct sums, i.e., if X ∈ Ω(n) and
One can replace the second and third item by a single item that states that f respects intertwiners, but we will not use this property.
If we assume additionally that Ω(n) is open for every n and we have a point P = X Z 0 Y , with X ∈ Ω(n) and Y ∈ Ω(m), then
Here ∆f (X, Y ) is the noncommutative difference-differential operator and it is a linear map ∆f (X, Y ) : M n,m (C) ⊕d → M n,m (C). The properties of the difference-differential operator are studied thoroughly in [38] . Using this property one gets a rather surprising result that a mere local boundedness assumption ensures analyticity of f on every level as a function of the coordinates of the matrices. Since we will deal with nc-maps from B d to itself, they are thus automatically analytic. Furthermore, for every X ∈ Ω(n), ∆f (X, X) is, in fact, the derivative of f at X, when we consider f as an analytic map f : Ω(n) → M n . The nc-difference differential operator has the following property that will be used several times throughout the paper:
In particular, if Ω(1) = ∅, then for every vector α ∈ Ω(1) we have: that:
Namely, the derivative of f at the point α ⊕n is the ampliation of the derivative of f at α, i.e., ∆f (α ⊕n , α ⊕n ) = ∆f (α, α) ⊗ I Mn . A nc-map f : Ω → M d is just a map, such that every coordinate is an nc-function. If we have a self nc-map f : Ω → Ω, we will write Fix(f ) for the set of fixed points of f . Our main focus in this paper will be the set Fix(f ) for a self nc-map of B d that fixes a scalar point.
The theory of bounded nc functions and nc maps on the ball has been studied in relation with operator algebras by Popescu in a series of papers (see for example [49] , [50] , [54] , [53] , [56] ), Arias and Popescu in [10] , Davidson and Pitts in [21] , [19] and [20] and Salomon, Shalit and the author in [59] . We will provide more details in Section 4, where we describe an application to the study of operator algebras arising as multipliers of certain noncommutative complete Pick spaces.
We will also need some results from complex hyperbolic geometry of convex domains in C d . Here we will briefly recall some basic definitions and results from the theory, for more information, the reader is referred to the excellent books [1] , [27] and [39] . Let us denote by D the unit disc in the complex plane. We will equip D with the PoincareBergman metric, ρ, that will make D a complex hyperbolic space. It is a consequence of the Schwarz-Pick lemma that the isometries of the disc are precisely the holomorphic automorphisms of the disc. Furthermore, every self map of the disc is a contraction with respect to the Poincare-Bergman metric.
Let U ⊂ C d be a bounded domain. Let V ⊂ C d be another domain and let us write Hol(U, V ) for the set of holomorphic maps from U to V . One can define in general many metrics and pseudometrics invariant under the holomorphic automorphisms of U . Two such are the Caratheodory and Kobayashi pseudometrics. One defines the Caratheodory pseudometric by
The Kobayashi pseudometric has a bit more complicated definition, that we do not present here, since for bounded convex domains in C n those pseudometric are in fact metrics (this is true even if we omit convexity, see for example [1, Theorem 2.3.14]) and they coincide by a result of Lempert [40] . Since we will only consider the free unit ball we will talk about the Caratheodory metric and assume from now on that U is convex. A geodesic between two points w 1 , w 2 ∈ U with respect to the Caratheodory metric is a holomorphic map ϕ : D → U , such that there exist z 1 , z 2 ∈ D, such that ϕ(z 1 ) = w 1 and ϕ(z 2 ) = w 2 and ϕ is isometric as a map from the unit disc with the Poincare-Bergman metric to U with the Caratheodory metric. If U , for example, is the unit ball of some norm · on C d , then for every w ∈ U , c(0, w) = ρ(0, w ) and the map z → zw is a complex geodesic. As in the case of the disc every f ∈ Hol(U, U ) is a contraction with respect to the Caratheodory metric and a holomorphic automorphism of U is an isometry.
In fact the Caratheodry metric is an integrated form of an infinitesimal norm γ(w, v) on the tangent space T w U to U at w. One can show that a map ϕ ∈ Hol(D, U ) is a complex geodesic if and only if there exist two points
Similarly, ϕ is a geodesic if there exists z ∈ D, such that the map dϕ : T z D → T ϕ(z) U is an isometry with respect to the induced norms.
Vigué has shown in [64] and [65] that if we have f ∈ Hol(U, U ), then every two distinct fixed points of f are connected by a complex geodesic consisting entirely of fixed points of f . Alternatively, if w ∈ U is fixed by f and v ∈ T w U is fixed by df , then there is a complex geodesic fixed by f through w that is tangent to v at w. We will use those results in the next section.
MAIN RESULT
A classical result of Rudin [57, Theorem 8.2.2] and Hervé [37, Theorem 1] asserts that the fixed point set of a holomorphic self map of the unit ball in C n is an intersection of an affine subspace with the unit ball. Since the unit ball is homogeneous we may apply an automorphism and assume that g fixes the origin. If f (0) = 0, then the fixed point set is an intersection of the ball with a linear subspace and by applying a unitary we may assume that this subspace is defined by the vanishing of some coordinates. The goal of this section is to provide a free analog of this claim. Our first order of business is to show that if f : B d → B d is an nc-map, such that f (0) = 0 and V (1) is the subspace of fixed points of f on the first level, then f fixes the points that satisfy the linear relations of V on every level, i.e. if we set
, for some X = 0, then f fixes all points of the form (Z, 0, . . . , 0).
Proof. Assume there exists a point λ = 0 in the spectrum of X. Applying similarities we can transform X into an upper-triangular matrix with λ one of the entries on the diagonal. Since f is an nc-map, we conclude that f (λ, 0, . . . , 0) = (λ, 0, . . . , 0). By [57, Theorem 8.2.2] we know that all points of the form (z, 0, . . . , 0) are fixed. Taking direct sums and similarities we can conclude that every point of the form (Z, 0, . . . , 0) is fixed with Z diagonalizable. However, since diagonalizable matrices are dense in the matrix algebra, we conclude that all points of the form (Z, 0, . . . , 0) are fixed.
If the spectrum of X does not contain a non-zero point, then X is nilpotent. Hence X is similar to a direct sum of Jordan blocks. Since f is nc, we may assume that X is a single Jordan block. Since both 0 and (X, 0 . . . , 0) are fixed, we get that ∆f (0, 0) fixes (1, 0, . . . , 0) and thus the disc (z, 0, . . . , 0) is fixed on the first level and we proceed as above.
An immediate corollary is that if f fixes the points (z, 0, . . . , 0), with z = 0 on the first level, then it fixes all of the points of the form (Z, 0, . . . , 0).
The following proposition is one of the main tools that we use to obtain the main result.
Proof. By [26, Theorem 2] since X is generic the map Φ X is irreducible, hence we can apply [25, Theorem 2.3] to find r > 0 that is a simple eigenvalue of Φ X and a positivedefinite A, such that Φ X (A) = rA. Since X is a strict contraction the spectral radius of Φ X is strictly less than 1 and in particular, r < 1. Set S = √ A, the unique positive definite square root of A. Multiplying the equality Φ X (A) = rA both on the left and on the right by S −1 we get
Note that since B d (n) is a ball of a norm, we know that for every X ∈ B d (n), there is a complex geodesic that connects X to 0, given by z → zX/ X , where the norm is the row norm. By [9, Theorem A] and [41, Theorem 3.4 ] the coisometries, namely points X ∈ M d (n) that satisfy Φ X (I) = I, are real exposed points of B d (n) and thus, in particular, are complex extreme points. Recall that for a convex domain U ⊂ C m , a point x ∈ ∂U is said to be complex extreme if the only vector y ∈ C m satisfying x + ∆y ⊂ U is y = 0 (see [1, Section 2.6]). Since not every point on the boundary is a coisometry, the geodesic described above is in general not unique, i.e., there might exist other complex geodesics that connect 0 to X. However, if we have X ∈ B d (n), such that X/ X is a coisometry, then the above geodesic is unique. We will need the following result:
Proof. The proof follows the idea of [57, Theorem 8.2.2]. Since X is an exposed point there exists a support hyperplane H of B d (n), such that H ∩ B d (n) = {X}. Normalizing we may assume that there is a linear functional ϕ on M d (n), such that ϕ(X) = 1 and ϕ(Y ) < 1, for every Y ∈ B d (n) \ {X}. Now we define a function on the unit disc g(z) = ϕ(f (zX)). Taking the derivative at the origin we see that g (0) = ϕ(∆f (0, 0)(X)) = 1 and thus by the Schwarz lemma g(z) = z. We conclude that for every 0 < r < 1 we have 1 r ϕ(f (rX)) = 1 and thus by our assumption on ϕ we get that f (rX) = rX. To conclude the proof we note that if X is a coisometry, then so is e it X, for every t ∈ R. Repeating the argument above we see that for every z ∈ D, f (zX) = zX.
Let X ∈ M d (n) and denote by L X the space of all homogeneous linear polynomials on d variables of degree one satisfied by the coordinates of X. Applying a unitary we can always assume that L X is spanned by z k , . . . , z d . In [59] Salomon, Shalit and the author have defined the notion of a matrix span of a set of points S ⊂ M d . Recall that the matrix span of a set S is defined via
Here L(M n ) stands for the linear operators on M n (C) and for each T ∈ L(M n ) we have
Proof. First, let us assume that L X = {0}, i.e, the coordinates of X are linearly independent. Then applying linear transformations T ∈ L(M n ) coordinate-wise, we can get any point in M d (n) and thus we are done. Now assume that X = (X 1 , . . . , X k−1 , 0, . . . , 0), with X 1 , . . . , X k−1 linearly independent. As in the previous case we can get by applying linear transformations coordinate-wise any point of the form Z = (Z 1 , . . . , Z k−1 , 0, . . . , 0). In particular, every such point satisfies L X ⊂ L Z . Applying a linear transformation on the coordinates just changes bases in the spaces of linear polynomials and thus the above statement is true for any X.
To prove the converse inclusion observe that if Z ∈ mat-span(S)(n), then there exist a linear transformation T ∈ L(M n ), such that Proof. By Lemma 3.1 we know that the points (Z 1 , 0, . . . , 0), (0, . . . , 0, Z k−1 , 0, . . . , 0) are fixed by f . Now [59, Lemma 8.1] implies that ∆f (0, 0) fixes the matrix span of these points and thus fixes all points of the form (Z 1 , . . . , Z k−1 , 0, . . . , 0). Consider the n-th level
be a point such that Z/ Z is coisometric. As was mentioned there is a unique geodesic passing between 0 and Z and it is just the disc through the two points. Additionally, the above argument shows that ∆f (0, 0)(Z) = Z and it is the derivative of f at the origin on level n. Applying Lemma 3.3 we get that the geodesic w → wZ is fixed by f . By Lemma 3.2 every generic point of the form (X 1 , . . . , X k−1 , 0, . . . , 0) is similar to such a Z we conclude that every generic point of this form is fixed. Since k > 2 the generic points are dense in the set of all points of this form and thus the entire set is fixed.
This proposition combined with Lemma 3.1 gives us the following corollary. 
In particular, if the coordinates of X are linearly independent, i.e., L X = {0}, then f is the identity map.
Proof. Since f is nc and it fixes X, it is forced to fix the similarity orbit of X in the ball, namely (GL n (C) · X) ∩ B d (n) In particular, if the coordinates of X are linearly independent, then the coordinates of Y are linearly independent and it implies that the derivative fixes B d (n). By the free version of Cartan's theorem (see [42] , [56] and [59] ). We conclude that f is the identity. Proof. Consider the iterates of f , namely f 1 = f and f k = f • f k−1 . Since X is a fixed point of f , it is a fixed point of every f k . Taking the derivative of f k we find by the chain rule that For every n ∈ N, consider the subspace V (n) ⊂ B d (n), consisting of all the points of the form (Z 1 , . . . , Z k−1 , 0, . . . , 0). Assume that f : B d → B d is an nc-map, such that V ⊂ Fix(f ). On the n-th level let X ∈ V (n) and consider the tangent spaces at X to V (n) and to B d (n). We have an exact sequence 0 → T X V (n) → T X B d (n) → N X V (n) → 0. Since both tangent bundles are trivial this sequence splits. Since f fixes V and thus, in particular, X, the differential of f at X has the matrix form df (X) = I 0 . Consider the compression
It is obvious that this defines a matrix valued analytic function on V (n) and thus q n (X) = det Q n (X) is an analytic function on V (n). Note that by Lemma 3.9 for X 0 ∈ V (n) there exists a tangent vector in T X 0 B d (n) that is fixed by df (X 0 ) that is not tangent to V (n) at X 0 if and only if q n (X 0 ) = 0. Thus if q n (X) vanishes at some point and is not identically zero, the zeros of q n (X) are of complex codimension 1. This leads us to the following claim: Proof. By Corollary 3.6 we know that V ⊂ Fix(f ). We may assume as above that V (n) is the subspace of points of the form (Z 1 , . . . , Z k−1 , 0, . . . , 0). Since P is fixed by f we conclude that ∆f (X, Y )(Z) = Z. By the properties of the nc difference-differential operator we have that:
If we assume that P / ∈ V (n + m) this would imply that Z j = 0 for some j ≥ k. Hence we have a point X ⊕ Y ∈ V (n + m), such that the vector 0 Z 0 0 is not tangent to V (n + m)
at that point, but is fixed by the derivative of f at X ⊕ Y . As we have discussed above we can conclude that q n+m (X ⊕ Y ) = 0. On the other hand q n+m (0) = 0, since the derivative at 0 of f on the n + m-th level is just the ampliation of ∆f (0, 0) and by our assumption the dimension of the kernel of Q n+m (0) is precisely (n + m) 2 (k − 1) and that is the dimension of V (n + m). Thus the zeros of q n+m is of complex codimension 1 and again by Lemma 3.9 we know that at each of those points we have a vector fixed by the derivative, that is not tangent to V (n + m).
Proposition 3.11. Let V be as above and assume that k > 2 and that the fixed points of f on the first level are precisely V (1). Then V = Fix(f ).
Proof. First, note that by Corollary 3.7 there are no generic fixed points outside V (n) for any n, for otherwise if X / ∈ V (n) is a fixed generic point, then we have that every Y , such that L X ⊂ L Y is fixed, in particular, there are such scalar points contradicting our assumption.
If we have a non-generic fixed point we can consider its Jordan-Hölder constituents that are generic and they are all fixed since f is nc. Thus each of them is in V . Let us first consider the case of two constituents. Let P = X Z 0 Y ∈ B d (n + m) be a fixed non generic point with X and Y both generic and thus in V (n) and V (m), respectively. Now by Lemma 3.10 we have that the points where we have a vector that is not tangent to V (n + m) and is fixed by the derivative is of codimension 1 in V (n + m). We note that in case k > 3 or k = 3 and n + m > 2, then the non-generic points are of codimension greater than 1 in V (n + m) and thus there is a generic point W ∈ V (n + m), such that q n+m (W ) = 0 (in fact there are many such). So there is a vector that is not tangent to V (n + m) and is fixed by the derivative at W , applying [ To complete the proof note that the fact that X and Y are generic is used only to deduce that they are in V . So we can proceed by induction on the number of Jordan-Hölder constituents. We know the result for one and two constituents. If we have r constituents, then we consider the block with r − 1 constituents as X and apply the induction hypothesis to obtain that X ∈ V and now we are back in the case described above. Proof. As above let us write V for the set of all points on all levels that satisfy the linear relations of V (1). Corollary 3.6 asserts that V is fixed by f . By Propositions 3.11, if the dimension of V (1) is at least 2 we are done. Hence, we need to prove the theorem for the cases when 0 is the unique fixed point on the first level and when the fixed points on the first level are a disc. Similarly, if we isolate the upper block only we know that it is zero as well, thus the only possible non zero entry of every coordinate is the upper right one. Conjugating by permutation matrix we can move the upper right entry to be second from the left in the first row and thus we are back in the two dimensional case that we have solved.
In case d = 1 we still know that the spectrum of the fixed matrix must contain only 0, i.e., the matrix is nilpotent. We can thus assume that the matrix is a Jordan block and apply the Schwarz lemma to get the result. Fixed point set is a disc, n=2 . Now for the case that k = 2, i.e., when the fixed point set on the first level is a disc. We may assume that d ≥ 2, otherwise the map is the identity. The same arguments as above show that if Z is a fixed point then the coordinates of Z have simultaneous upper triangularization and the diagonals of the coordinates Z 2 , . . . , Z d are zero.
Case 2:
Let us assume that n = 2 and also assume that f (X) = X, where
We suppose towards contradiction that for at least one j = 2, . . . , d we have w j = 0. To simplify notations let us write α = (α 1 , 0, . . . , 0), β = (β 1 , 0, . . . , 0) and w = (w 1 , . . . , w d ).
Hence we can write X = α w 0 β . We will divide the proof of this case into subcases.
Case 2.1:
The first coordinate has a double eigenvalue. Assume that α 1 = β 1 , therefore
We conclude that the derivative of f at α fixes w, but this is impossible since it will add additional fixed points on the first level contradicting our assumption.
Case 2.2:
The first coordinate has two eigenvalues of distinct magnitudes. Next, we will assume that α 1 = β 1 . First, note that by conjugating by the matrix E t = 1 t 0 1 we get:
Hence if we choose t =
we can annihilate w 1 , hence we will assume from now on that w 1 = 0. Consider conjugating by S t = t −1 0 0 t . We will get
Therefore, if |α| < |β|, then we can choose t > 0, such that
Conjugating by S t we will get that XX * = |β| 2 I and thus there is a unique geodesic connecting it to 0 given by z |β| X. In particular, it implies that ∆f (0, 0) fixes X and thus by the direct sum property of the nc difference-differential operator ∆f (0, 0)(w) = w and that is a contradiction. Now assume that |α| > |β| and consider a new nc-map g(Z) = f (Z T ) T , here superscript T stands for transpose and we apply it coordinate-wise. It is straightforward to check that g is indeed an nc-map. Now note that on the first level g and f agree and that the transpose of every fixed point of f is a fixed point of g and vice versa. In particular, 0 is a fixed point of g and so is X T = α 0 w β . The same argument as above shows that there exists a t,
We conclude again that ∆g(0, 0)(w) = w, but since f and g agree on the first level and thus have the same fixed points we obtain a contradiction again.
To summarize the above discussion we have shown that if X is a fixed point of f on the second level and X 1 has either two identical eigenvalues or two eigenvalues of distinct magnitudes, then X ∈ V (2). Cases 2.3: First coordinates has two distinct eigenvalues of the same magnitude. We are left with the case that |α| = |β| and α = β. The set of matrices with two distinct eigenvalues of the same magnitude is not closed. Its closure will contain the scalar points and is contained in the set of all matrices with two eigenvalues of the same magnitude. To see it consider the symmetrization map π : C 2 → C 2 , π(z, w) = (z + w, zw). The map π is proper by [17, Section 2.1(f)], hence, in particular, closed and thus the image of the set S = {(z, w) | |z| = |w|} is closed. Now we consider the map τ : M 2 (C) → C 2 given by τ (X) = (tr(X), det(X)). The fiber of τ over a point is the closure of the similarity orbit of a matrix with the given trace and determinant. Given a point (z, w) ∈ C 2 , we consider the polynomial x 2 − zx + w, if the discriminant is not zero, then the τ −1 ({(z, w)}) is precisely the similarity orbit of of the diagonal matrix with x 2 − zx + w as characteristic polynomial. Otherwise, the fiber consists of two orbits, the orbit of the Jordan block and the scalar matrix. Now the set of all matrices with eigenvalues of the same magnitude is given by τ −1 (π(S)) and thus is closed. By Lemma 3.10 we know that the subset of the ball of 2 × 2 matrices that has a vector fixed by the derivative not tangent to V (2) is of complex codimension 1 and in particular, is a closed analytic subvariety. Let us denote this hypersurface by H. Note that the scalar points can not have a tangent vector fixed by the derivative that is not tangent to V (2). To see it we apply the fact described in Section 2 that ∆f (α ⊕2 , α ⊕2 ) = ∆f (α, α) ⊗ I M 2 . It implies that the hypersurface H can only intersect the set of points with distinct eigenvalues of the same magnitude, so there must be points with distinct eigenvalues on H of different magnitudes. Note that the set of points U ⊂ B d (2) , such that the first coordinate has two eigenvalues with different magnitudes is open. Let Y ∈ H ∩ U , by [65, Theorem 4.1] there exists a complex geodesic passing through Y , that leaves V (2). Since U is open it has points in U that are not in V (2) contradicting the fact that if the first coordinate of a fixed point has eigenvalues of distinct magnitude, then the point is in V (2).
Case 3: Fixed point set is a disc, induction on n. Now we proceed by induction on n and partition the upper-triangular point X in two different ways:
Thus by the induction hypothesis all the entries of X 2 , . . . , X d are 0 except for perhaps the upper right corner. Now if z is not in the spectrum of Y we can apply similarity as follows:
, then since Y is upper triangular we get that:
Here y 1 is the left upper corner of Y and Y is the matrix obtained from Y and in particular, its upper left corner is z. When we apply the same similarities to a matrix with only the upper right corner non-zero we get that the first similarity keeps it invariant whether from the second we obtain:
Since the similar point is fixed and we have again an upper triangular form, but now we can apply the induction hypothesis again on the lower right (n−1)×(n−1) block to obtain the upper right corner is 0 as well. Similar argument will apply ifz is not in the spectrum ofỸ . If z =z, then we can write:
Let us assume now that z is not in the spectrum of Y . Proceeding as above on each block separately, we can use similarity to obtain a fixed point with
Thus we can apply the same similarity as above and again reduce the problem to the induction hypothesis. Hence we are left with case when the first coordinate has at least two eigenvalues of algebraic multiplicity two or one eigenvalues of algebraic multiplicity three. By Lemma 3.10, we have that the subset of V (n) that has a fixed vector of the derivative that is not tangent to V (n) is a hypersurface. The set of matrices of the type above is the locus of points, where the discriminant of the characteristic polynomial of the first coordinate has at least a double root, and thus of higher codimension. Hence we must have points as described in the first two cases and we are done by the same argument as in the proof of Case 2.3.
APPLICATION TO MULTIPLIERS ALGEBRAS OF NONCOMMUTATIVE COMPLETE PICK SPACES
Let d < ∞ and F d be the full Fock space on d generators. As shown in [13] F d is a noncommutative reproducing kernel Hilbert space (nc-RKHS for short) with the noncommutative Szego kernel
Here W d is the monoid of words on d letter and for Z ∈ B d , Z α is the evaluation of the monomial defined by the word α on Z. In [13] and [59] Proof. The first part was in fact proved in [59, Theorem 8.4 ] but we will state the argument here for the sake of completeness.
As was proved by Popescu in [56] and Davidson and Pitts in [19] the free automorphisms of B d are precisely those that arise from the automorphisms of the first level (see also [59] for a more elementary proof). Since V has a scalar point we can apply an automorphism and assume that this point is 0. Composition with an automorphism of the ball induces a unitary equivalence on H ∞ (V) with the multiplier algebra of the image. Hence we may assume that 0 ∈ V and also 0 ∈ W. Since d < ∞, by [59, Lemma 8.2] we have that for every S ⊂ M d , there exists a linear subspace V ⊂ C d , such that for every sufficiently large n we have mat-span(S)(n) = V ⊗M n . Hence there exist subspaces V (1) ⊂ C d and W (1) ⊂ C e , such that if we set V (n) = V ⊗ M n and W (n) = W ⊗ M n , then V ⊂ V = ∞ n=1 V (n) and W = ∞ n=1 W (n). Thus we may assume that V = C d and W = C e or in other words that there exists n 0 , such that for every n ≥ n 0 , we have mat-span(V)(n) = M d (n) and mat-span(W)(n) = M e (n).
Let f and g be nc-maps f : B d → B e and g : B e → B d , such that g • f | V = id V and f • g| W = id W . Consider the map h = g • f . By our assumption h(0) = 0 and thus the fixed points of h are the points that satisfy the linear relations of the fixed points on level 1. Since the matrix span of V(n) is everything it implies that the fixed points of h on level n don't satisfy any linear relations and thus h is the identity. The same argument applied to W shows that f and g are inverse to each other and thus d = e and f is a free automorphism of B d . Example 4.3. Another interesting example of a subvariety of the free ball B 2 is the subvariety cut out by the polynomial XY − qY X, for some q ∈ C \ {1}. , the points on the first level are the axes. However, on the second level we will have many points. For example if q = 2, then the point P = . Clearly, from the definition, there are no scalar points in the variety. However, on the second level, we note that the condition implies that both coordinates are nilpotent and thus we can always conjugate them to a point of the following form:
With det Y = −a 2 − bc = 0 Now the vanishing of the third polynomial implies that λc = , then the following point is in V:
This point is generic and in fact, every point in V(2) is generic, since V is a variety that is the vanishing locus of nc functions and since the V(1) = ∅, then V(2) must consist of generic points only. Remark 4.5. As was mentioned in the introduction the papers [34] and [42] study automorphisms of more general free domains, namely they consider quantizations of Cartan domains of type I. Recall that Cartan domains of type I are precisely the sets of matrices X ∈ M p,q (C), such that XX * < I, where the identity is a p × p matrix. Clearly, if we take p = 1 and q = d, then we get B d . The quantization is obtained in the same way as for the free ball.
It seems that Lemma 3.2 does not admit a straightforward generalization to quantizations of general Cartan domains of type I. Understanding fixed points of self maps of quantizations of Cartan domains of type I might allow one to remove the assumption of scalar points in Theorem 4.1.
