INTRODUCTION
Nowadays, manufacturing systems are complex, concurrent, asynchronous and often chaotic environments.
Customer satisfaction, products shorter life cycle and new e-business trends lead to mass customization and to the need of agile adaptation to manufacturing volatility. The manufacturing systems must support production of several types of products, being capable to change quickly from one product to another, demanding the execution of set-up configuration in the machines. These characteristics require efficient planning and control systems to optimize the production process through the elaboration of optimized production plans. However, the occurrence of disturbances, both machine failures and manufacturing modifications, implies deviations from the original plans. The manufacturing control system should react quickly to the disturbances elaborating alternative plans in order to minimize the effects of the disturbance in the system and the propagation of the disturbance outside the local system neighborhood.
To support the complexity of manufacturing environments, there is an important research effort to develop innovative manufacturing control systems that increase the production process efficiency and optimisation, and react quickly to the occurrence of disturbances that deviates the production from the initial plans.
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This paper intends to introduce an innovative holonic manufacturing control architecture that intends to support an increase of flexibility and agile reaction to disturbances without compromising the global production optimisation. The proposed architecture defines new concepts in manufacturing control systems, using a hybrid control structure and distributing the control and scheduling among several decision levels, being regulated by a coordination mechanism that allow fast reaction and adaptation to disturbances.
DISTURBANCE HANDLING IN MANUFACTURING CONTROL

An Overview of Control Architectures
The development of the control system assumes a crucial importance to the final performance of the application system. The traditional control architectures are the centralised, hierarchical and heterarchical structures (Diltis, 1991) .
With the increase of powerful, inexpensive and widely available computational resources, the architectures evolved from centralised to distributed architectures, allowing the improvement of the manufacturing control systems performance. The heterarchical architecture, also designated by autonomous agent approach in the agent domain and characterised by a high level of autonomy, allows a high performance against disturbances, but the global optimisation is reduced, because decision-making is local and autonomous, without a global view of the system.
The federation approach merges some of the previous concepts through the degree of autonomy given to agents. There are three main approaches for federation architectures (Shen and Norrie, 1999) : Facilitators, Brokers and Mediators.
In the facilitator approach several related agents are grouped, being the facilitator responsible for providing an interface between a local set of agents and remote agents, usually providing the routing of outgoing messages to the correct destinations and the translation of incoming messages.
In the broker approach there are additional functions such as monitoring and notification. Any agent can contact any broker in the same system, in order to find co-operation to complete a task.
In the Mediator approach, the mediator assumes the role of system coordinator by promoting cooperation among agents.
The Disturbance Handling Problem
The occurrence of a disturbance can lead to a deviation from the initial and optimised plan and to productivity decrease due to the machine/system inactivity. In this case the system should respond dynamically and quickly to the disturbance, using appropriate mechanisms according to the type of disturbance.
The main types of disturbance are the manufacturing or work order cancel, the machine failure, the introduction of a new manufacturing order, and the layout reconfiguration.
The manufacturing or work order cancellation comes from the need to abort the order due to the cancellation from the customer, a failure that provoked the destruction of the part, etc.. This disturbance causes a small impact in the system, because it is only necessary to release the operations already allocated and to reschedule the other operations in order to optimise the local schedule. The modification of the work order attributes, such as the change of temporal window to produce, may lead to the need to re-schedule all the operations.
A machine failure can occur due a tool collision, a tool broken, mistake in the machine programme, etc, causing a temporary or longer out of service of the machine, becoming incapable to accomplish the allocated work orders. The objective is to recover quickly the machine and in parallel to find out alternative solutions to minimize the deviation from the initial plan.
The introduction of a new manufacturing order, usually with high priority requires the interaction between the task agent and the operational/supervisor agents to schedule all operations of the task. This type of disturbance is only a problem when it leads to temporal conflicts with already allocated work orders.
The layout re-configuration implies the re-organization of the manufacturing resources, like the addition of a new resource. The addition of a resource causes small impact in the system, because it increases the alternative solutions for the execution of manufacturing order, solving in some cases some conflicts problems. On the other hand, the remotion of a resource, leads to a more complex problem, that can introduce conflicts in the system.
AGENT-BASED HOLONIC ARCHITECTURE FOR MANUFACTURING CONTROL
The capability of current control architectures to adapt with agility and quickly to internal disturbances and external environment changes is poor. Due to the rigidity of the control architectures, the changes on the behavior of the control system have impact in different levels of the control architecture. As a consequence, the time spent with programming and debugging, in case of re-configuration, is high.
The manufacturing research community is faced with the need to develop new and innovative manufacturing control systems, which present more agility and flexibility, and higher robustness against disturbances (Brussel et al., 2000; Brennan et al., 1997) . In ADACOR (Adaptive and Cooperative Architecture for Distributed Manufacturing Systems) the authors propose a new holonic approach to manufacturing control, implemented on a set of autonomous, intelligent and cooperative agents, forming a multi-agent platform (Leitão and Restivo, 2001 ).
Internal Architecture of an ADACOR Agent
The architecture is based on a set of holons implemented by the Operational, Supervisor, Product and Task agent classes. The operational agent represents the physical manufacturing devices, such as machine tools, robots and automated guided vehicles. The supervisor agent coordinates several operational and supervisor agents, introducing coordination features and global optimisation in the system. The product agent represents the product data, such as the product model and the process model, and is responsible for the process planning. The task agent controls the execution and contains the dynamic information about the manufacturing order. The local control and supervision component (LCSC) controls and supervises the operational activity of the agent, comprising also the mechanisms for the interaction with the physical devices.
The local knowledge base stores all knowledge about the behaviour of the agent and the community where the agent belongs.
Distributed Control Concept
Aiming to achieve more flexible and agile features, the architecture distributes the control by several decision-making levels, defining the local control, operational control and coordination control levels. The local controller level deals with the machine intrinsic control mechanisms and will not be described in this document.
Operational Control Level
Each operational agent in the architecture has a local scheduling module and a local control component.
The local scheduling module, included in the decision component, uses a scheduling engine and the local knowledge to implement the scheduling of the operations allocated to the agent. This module supports the optimised local schedule, the short term scheduling (when accepting the supervisor agent advices) and the agile reaction to disturbances. The local scheduling mechanism is a plug-in mechanism developed for the scheduling problem of an one machine and several operations (Parunak, 1991) , that uses a set of basic scheduling heuristics, such as EDD (Earliest Due Date) and SPT (Shortest Processing Time).
The local control component is responsible to establish the connection with manufacturing resources and to manage the execution and supervision of an operation. To make transparent the connection between this component and the manufacturing resources, this component uses a set of objects that defines the basic services for the control and supervision of the physical devices, such as write a variable, read a variable, download a program and start a program.
Coordination Control Level
The coordination control level introduces coordination in the control process, using the supervisor concept from bionic manufacturing systems. The coordinator entities are responsible for the global production optimisation, and are represented by supervisor agents. These supervisor agents, which represent a manufacturing cell, an assembly cell or a shop factory, have also a scheduling engine that deals with the scheduling problem of several operations for several machines (Parunak, 1991) .
This optimised scheduling, elaborated at the coordination level, can be done in two different ways: task allocation process at supervision level or centralised scheduling.
In the first approach, the supervisor agent launches several task allocation processes for the lower level, announcing the operations, and coordinates the negotiations in order to achieve the optimised schedule.
In the second approach a centralised scheduling is executed by the supervisor agent using one algorithm for the several operations and several resources problem. The schedule elaborated by this agent eventually takes more time to achieve than the schedule obtained by each operational agent, but is optimised. The schedule elaborated is passed to the operational agents, in its coordination domain, as an advice.
Distributed Scheduling
There are scenarios where the control application can run without the presence of coordination levels, for example in heterarchical architecture or when there is a failure in the supervisor agent. The architecture defines a distributed and dynamic scheduling mechanism, Figure 2 , which uses a multi-round Contract Net protocol (Smith, 1980) with some extensions, such as supporting multiple iterations and bid partial quantities.
In this approach each operational agent has a local scheduling engine and is responsible for its own schedule, build from the local knowledge and goals. Operational agents verify the ability to execute the operation and find out their capacity to fulfil the operation due date before they submit their proposals. If both conditions are satisfied the operational agent calculates the proposed price to be included in the proposal. The global scheduling is achieved by the interaction between the operational agents and the task agents, using a task allocation interaction mechanism (Leitão and Restivo, 2002).
THE HOLONIC CONTROL APPROACH CONCEPT
The architecture allows different control approaches, such as the hierarchical and the heterarchical, but in order to optimise the reaction to disturbances and the agility to unexpected events without compromise the global optimisation, it is necessary to evolve to a new control approach that combines those requirements.
The ADACOR control approach is based in the holonic concept, splitting the control in alternative phases: steady state, where the behaviour of the system uses coordination levels to get global optimisation of the production process, and the transient state, where the behaviour is quite similar to the heterarchical approach in terms of agility to react to disturbances. In this holonic control approach the agents are organised in a federation structure and each agent has its own goals (the supervisor agents have the goal to achieve optimised schedule plans and operational agents the goal to optimise locally its behaviour) and evolves based in an autonomy degree, which is a dynamic factor that allows an operational agent to follow or not the advices sent by the supervisor agents.
Steady State
In the steady state the agents in the system are organised in a federation control approach, using supervisor agents to coordinate a set of other supervisor and/or operational agents. In this federation structure, the supervisor agents represent the cells and/or the shop floor. The supervisor agents have coordination functions through the elaboration of optimised schedule plans for the supervisor and/or operational agents in its coordination domain. The task agents interact with the supervisor agents that represent the shop floor and cells, which will interact with other supervisor and operational agents, hierarchically in lower level, in order to allocate the manufacturing orders. The supervisor agent elaborates optimised schedule for its coordinated resources, and dispatches it to the operational and supervisor agents that have enough autonomy to accept or reject the proposed schedule. If the operational agent rejects one or more proposed operations, the supervisor agent should re-schedule the production plan, trying to find alternatives, considering the previous rejection. If the operational agents accept the proposed operations, they are actualized in its local agenda.
Transient State
The transient state is characterized by the need to react rapidly to an event that requires the update to the original plans. In this case the system re-organise itself for a short period of time, with each operational agent adjusting its autonomy degree, applying a general mechanism that comprises four important steps (see Figure 3 ).
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Agent Skills: X,P,W Initially, the operational agent tries to recover locally the failure, re-scheduling its operations, in order to minimize the deviation to the original plan. In parallel the operational agent notifies its supervisor agent about the occurrence of the disturbance. If the operational agent cannot recover from the failure or it cannot fulfil the due date of an order, the operational agent should notify the task agent. At last, after the recover of failure the operational agent should synchronize its schedule with the optimised schedule, notifying the supervisor agent about the new schedule.
The supervisor agent should re-schedule the operations in a global and optimised point of view and send a new schedule for the operational agents. After the disturbance effect the system returns to the previous structure, with the operational agents coming back to accept the advised schedules sent by the supervisor agent.
Autonomy Degree Mechanism
The autonomy degree of an operational agent evolves dynamically in order to adapt its behaviour to the external environment context. In the stationary state, aiming the global production optimisation, the autonomy degree is low, allowing the operational agent to follow the schedule advices sent by the supervisor agents. The occurrence of a disturbance leads to an increase of the autonomy degree, increasing the rejection of the schedule advices sent by the supervisor agents, in order to try to recover locally and quickly the disturbance. After the disturbance recovers, that should take short time, the autonomy degree decreases again in order to allow the operational agent to follow again the advices of the supervisor agents.
CONCLUSIONS
The traditional manufacturing control systems have low capacity to adapt and react to the dynamic changes of its environment and to machine failures. The new generation of manufacturing control systems comprises the high adaptation and reaction to the occurrence of disturbances and the optimisation of the global performance of the system, which require a global view of entire system. This paper introduces an innovative holonic manufacturing control approach that intends to support an agile reaction to disturbances without compromising the production global optimisation and fulfilling the real time constraints.
The proposed approach to manufacturing control presents the following benefits: reconfiguration, flexibility, expansibility and fault tolerance. The reconfiguration capability is increased because the control approach allows a quick and agile reconfiguration to face the changes in production system strategy. The flexibility is increased due to the autonomy of the system entities and to the ability to support different organisational structures. In the ADACOR approach each component can be develop gradually and added to the system without stop or re-initialise the system, making easier the expansibility task. The reaction to disturbances is increased, because each agent is responsible for the execution of its tasks and for the recovery of the failures occurred in the resource that represents, minimizing the effects and propagation of the failure.
