Ky Fan trace theorems and the interlacing theorems of Cauchy and Poincaré are important observations that characterize Hermitian matrices. In this note, we introduce a new type of inequalities which extend these theorems. The new inequalities are obtained from the old ones by replacing eigenvalues and diagonal entries with their moduli. This modification yields effective bounding inequalities which are valid on a larger range of matrices.
Introduction
The Cauchy-Poincaré interlacing theorems, and Ky Fan trace theorems are important tools for characterizing the eigenvalues of Hermitian matrices. These classical theorems are closely related and form the basis of several useful observations, e.g., [1] - [24] . In this note, we extend these assertions to handle non-Hermitian matrices. The interest in such extensions arises in Rayleigh-Ritz methods for calculating a few exterior eigenvalues of a large sparse matrix, e.g., [18] [20] [23] . Let us consider, for example, a restarted Krylov method that is applied to some matrix 
The Absolute Trace of a Matrix
We shall start by stating Ky Fan trace theorems [9] [10] [11] [16] . Let n n H × ∈  be a given Hermitian matrix whose eigenvalues are sorted to satisfy 1 2 , n λ λ λ ≥ ≥ ≥  (2.1) and let k be a positive integer that is smaller than n. Let That is, the optimal value of the above maximum problem equals the sum of the k largest eigenvalues of H. Moreover, the optimal value is obtained for a matrix Q whose columns are eigenvectors of the k largest eigenvalues.
Similarly, Ky Fan minimum principle says that ( ) 
It is also possible to assume that the diagonal entries of A are ordered to satisfy 11 22 Let the eigenvalues and the singular values of P satisfy (2.22) and (2.23), respectively. Then (2.24) holds. Proof. Let the orthonormal matrix n n U × ∈  be obtained by completing the columns of V to be an orthornormal basis of n  . Then P is a principal submatrix of the normal matrix * U NU , which has the same eigenvalues and singular values as N.
□ The next sections sharpen the relations between eigenvalues of a matrix and a principal submatrix.
The Interlacing Theorems of Cauchy and Poincaré
In this section, we briefly overview the interlacing theorems of Cauchy and
Poincaré, e.g., [13] [18] [24] , and consider some ways to extend these results. Let n n G × ∈  be a Hermitian matrix with eigenvalues
Then Cauchy interlacing theorem asserts that
In particular, for 1 k n = − we have the interlacing relations
The Cauchy interlace theorem can be used to derive analogous results for singular values. Let
Then for 1, , . 
Clearly, if A is diagonally similar to B then every principal submatrix of A is diagonally similar to the corresponding principal submatrix of B. Therefore, since similarity transformations preserve eigenvalues, Cauchy interlacing theorem applies to any matrix which is diagonally similar to Hermitian matrix. Let us consider for example a tridiagonal matrix,
Then it is easy to verify that T is diagonally similar to a tridiagonal symmetric matrix, which means that Cauchy theorem holds for T. However, in the general case, when given an arbitrary matrix, the question of whether this matrix is diagonally similar to some (unknown) Hermitian matrix is not easy to answer.
A second extension regards the following matrices. It is also easy to verify that any T-H matrix is normal, and that any normal matrix whose eigenvalues lie on a line in the complex plane is a T-H matrix.
Another feature that characterizes T-H matrices is that they have the normal embedding property which is defined as follows. be a principal submatrix of N. Then, clearly, P is also a block-diagonal T-H matrix, which shows that P is normal. Recently Sherman and Smith [21] have connected these observations with the following useful concept.
Definition 5 A normal matrix N is called principally-normal, or P-N in brief, if every principal submatrix of N is a normal matrix. It is shown in [21] that if N is a P-N irreducible matrix then N is a T-H matrix. Otherwise, when N is a reducible P-N matrix, there exists a permutation matrix S such that * S NS is a block-diagonal T-H matrix. That is, a matrix is P-N if and only if it can be permuted into a block-diagonal T-H matrix. The eigenvalues of such matrices lie on the union of finitely many lines and singletons.
Therefore, although local interlacing relations hold on each line, it is not possible to extend these relations to eigenvalues that lie on different lines. Consider for example a diagonal matrix, D, whose diagonal entries are random complex numbers. Then D has the P-N property but it fails to satisfy the interlacing relations (or to have the normal embedding property). It is also worthwhile noting that although a unitary matrix is always normal, it is not necessarily a P-N matrix. For example consider the matrix
The fact that Cauchy interlace theorem holds for real diagonal matrices enables us to extend this theorem to upper triangular matrices that have real diagonal entries: Let Summarizing the attempts to extend the interlacing theorems, we see that extension is possible only for certain types of matrices whose eigenvalues lie on a line in the complex plane. If, however, the eigenvalues of a matrix are not real or collinear, then the interlacing inequalities become meaningless. In the next section, we introduce a new kind of inequalities between eigenvalues of a matrix and a principal submatrix. The new inequalities have a clear meaning for any square matrix, and are valid on a larger range of matrices.
The Bounding Inequalities
In this section, we introduce the bounding inequalities and discuss their viability.
Definition 6 (The Bounding inequalities) Let the matrix
If the eigenvalues of the two matrices satisfy
then we say that the bounding inequalities hold. Definition 7 (The Bounding Property) Let N be as above. If the bounding inequalities hold for any principal submatrix of N, then we say that N has the bounding property.
Below we will show that the bounding property is shared by several types of matrices.
Theorem 5 Any P-N matrix has the bounding property. Proof. Let N and P be as in Definition 6. Since N and P are normal matrices, j ν , 1, , j n =  , are the singular values of N, and j η , 1, , j k =  , are the singular values of P. Hence the interlacing relations for singular values imply (4.3).
□
We have seen that unitary matrices may fail to be principally normal. Yet the next assertion resolves this difficulty. Theorem 6 Any unitary matrix has the bounding property. Proof. Let N and P be as in Definition 6 and assume that N is unitary. In this case, all the singular values of N equal 1. That is, 1 j ν = for 1, , j n =  . Let 1 σ denote the largest singular value of P. Then it is easy to verify that
Consequently, the j th eigenvalues of N and P satisfy As with Cauchy interlacing, the range of matrices that share the bounding property can be extended by applying diagonal similarity.
Theorem 8 If A is diagonally similar to a matrix B that has the bounding property, then A has the bounding property. Proof. Since A is similar to B both matrices have the same set of eigenvalues. Moreover, let A  be a principal submatrix of A and let B  denote the corresponding principal submatrix of B. Then A  is diagonally similar to B  , and the two submatrices have the same eigenvalues. Therefore, since B and B  satisfy the bounding inequalities, the same is true for A and A  .
□ Similar arguments can be used to verify the following assertions. One corollary of the last theorem is that any matrix that has the Jordan form has the bounding property. Yet a Jordan block with order larger than one is not a normal matrix. This shows that the bounding property is not restricted to normal matrices. Another type of matrix that shares this property is revealed below.
Theorem 11 Let ( ) n n ij T t × = ∈  be a tridiagonal matrix that has real diagonal entries, and the off-diagonal entries satisfy 
be a principal submatrix of S that is obtained in the same way that T  is obtained from T. Recall that the principal minors of a tridiagonal matrix can be computed in a recursive way, e.g., ([13] , p.29). This determinantal expansion shows that T has the same eigenvalues as S, and that T  has the same eigenvalues as S  . Moreover, the symmetry of S implies that the eigenvalues of S and S  satisfy both the bounding inequalities and the interlacing relations. Hence the same is true for the eigenvalues of T and T  . 
and let the eigenvalues of these matrices satisfy (4.1) and (4.2) . Then P is a principal submatrix of N, and the bounding inequalities ( Let the matrices V and P be as in Theorem 16, and let the eigenvalues of P satisfy (4.2) . Then the bounding relations (4.3) hold. Proof. Let the unitary matrix n n U × ∈  be obtained from V as above. Then * V NV is a principal submatrix of * U NU , while the last matrix is unitary.
Hence the proof follows from Theorem 6. □
The question of whether it is possible to achieve further extensions is interesting and challenging. For example, the majorization results of Theorem 3 tempt to assume that any normal matrix has the bounding property. Indeed, it is difficult to find a normal matrix that violates this rule, but the validity of this
conjecture remains an open question.
Similarly, Theorem 2 suggests that the bounding inequalities may hold in several non-normal matrices. In this context, it is worth mentioning the following empirical observation. Experiments that we have done indicate that the bounding inequalities are valid in several types of random matrices. For example, let n n A × ∈  be a random matrix whose entries are uniformly distributed in the interval [ ] 1,1 − . Then the bounding inequalities are likely to hold whenever 100 n ≥ and 2 k n ≤ . A similar behaviour is observed in other types of random matrices. However, the explanation of this phenomenon is left to future research.
Concluding Remarks
The classical theorems that we discuss are restricted to Hermitian matrices. Yet by introducing minor modifications, the theorems become meaningful for non-Hermitian matrices. The current extensions are gained by replacing eigenvalues and diagonal entries with their moduli. This enables us to replace Ky Fan maximum principle with the absolute trace theorem, which is applicable to all normal matrices.
The bounding inequalities and the bounding property are entirely new concepts. The geometric interpretation of the new bounds is quite different from that of the interlacing relations, which makes them meaningful for any square matrix. We have shown that the range of matrices that satisfy these bounds is
