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PREFACE 
The present thesis is devoted to some mathematical topics 
which all of them belong to the domain of single-i^ alued analytic 
functions and Riemann surfaces. It will, hov/ever, be clear that 
it is impossible to comprise everything that might be so designated 
into such a thesis. The larger part of the thesis, section 1, is 
formed by an introduntion to schlicht functions in the unit circle; 
an up-to-date and comprehensive information is given on various 
eonnected topics, and at places some- problems have been suggested 
as they originate in discussing research work by the Russian mathe-
maticians. In section S p-valent functions in the unit circle and 
their coefficient problem are discussed; a detailed account on mean 
valency of analytic functions in the unit circle also finds place 
there. Section 3 is devoted to a study of growth of derivatives 
of entire and raeronorphic functions and the corresponding results 
have been extended to admissible functions. I wish to express my 
gratitude to Prof. W.K.Haynan for the free use of his lectures, 
research papers and personal discussions on the proble^ as covered 
in sections 9,3. In section I a class of bounded harmonic functions 
and the connected variation problem have been examined. In section 5 
some problems on zeros of polynomials, entire and <^ Jiasianalytic 
functions and the theory of Riemann surfaces have been given. It is 
[to a concise discussion of Riemann surfaces, coraplete in itself but 
leaving aside everything v/hich is unessential for the applications 
*in flXiestion, that the latter portion is devoted.* The emphasis is 
on the recent developments in the theory of Riemann siirfaces from 
1940 do^ m^ to the present day and the article (B) is in this sense" 
comprehensive. The appendices given at the end deal with less 
important notes and applications of some research papers. 
1 1 
She present t hes i s conta ins , besides an in t roduct ion, e ight 
rtjsttcirch papers (two on schl icht functions, two on p-valent functions, 
two on en t i r e and merofflorphic functions, one on harmonic functions 
and one on polynomials), two expository a r t i c l e s on Rieraann surfaces 
and tliree notes, on research papers as apnendices. Sone of the 
research papers are already published and o thers accepted for publ i -
ca t ion , as nentLon may be foiind along X'/ith thera. 
The pagination of "Che introduction to "the t he s i s i s in Roman 
* 
nujnerals; tha t of the renaining work i s separate . 
I 
t 
September, 1958. P.K.K. 
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INTRODUCTION 
11 • Sclillcht ftinctloiis in the imit circle. 
1'»1 In problems of conformal representation the inverse of a 
mapping ftmction is an autoisorphic function of the group which • 
takes in the flandamental' doraain no value more than once. We always 
c'onsider such functions only in the case of- mapping of a- simply-
-connecte'd domain, where the fundamental domain coincides with the 
whole unit circle and the group consists only of the identical 
I ' 
tr<msformation. Thus there arises the question of analytic func-
tions which are regular in ,the unit circle and take there no value 
siore than once. Fe shall call them to form the family of schlicht 
functions in the unit circle. , . 
It was first proved by Koebe [18] that if the analytic 
function • . " , • ' 
CD „ 
(1.1) wCz) = S a^ z" , 
0 " 
regular for Izf = r < 1, be schlicht in the unit c i r c l e , and i f 
a^ = 0, a^  = 1 , then 
(1.2) iw(z)l < <^ir) *., 0 < r < 1 , 
where <|> 'is a function of r only. In fact, the condition (1.2) 
is a direct consequence of the Koebe distortion theorem'(see also 
[l3,249) , [26,209-52], [27, 93]), We'shall now show, how this 
condition holds for different classes of schlicht functions. 
1 • 2. Classical basis for classification of sclilicht functions. 
The Koebe condition (1,2) presents the classical basis for 
the problem of classifying the totality of schlicht functions in 
the unit circle. 
, ¥e consider the normal and 'compact family S of all analytic 
functions w = w(2) which are regular and schlicht in the unit circle 
i i 
and have a development of the Taylor ' s form 
01.3) w = wCz) = z + S a„ z^ , 
i Y=2 ^ 
with the normalisat ion condit ions w(p) = 0 and ¥ ' ( 0 ) = 1, Then 
there ex i s t the follovjing s ix c lasses of these funct ions: 
SjS The c lass of fmictions (1 .3 ) , ana ly t ic and sch l ich t for every 
pair of values z^,z in the irnit c i r c l e , i . e . 
w(z^) - wCz )^ 
- — ! ±~ 9^ 0 . 
I 
Sjj;The c lass of functions (1 .3 ) , convex and s ch l i ch t in the un i t 
c i r c l e , i . e . every c i r c l e Iz^ < 1 i s mapped in to a region in 
which no s t r a igh t l i n e can cut the contour enclosing the or ig in 
in more than two po in t s . 
S j j j t The c l a s s of fianctions (1 .3 ) , sch l ich t and s t a r - l i k e in the 
un i t c i r c l e , i . e . every c i r c l e IzS < 1 i s mapped in to a region 
in which no s t r a igh t l i n e through the or ig in cuts the contour 
enclosing the or ig in in more than two po in t s . 
SjyS The c lass of functions (1 .3 ) , sch l ich t and convex in the 
! d i rec t ion of the imaginary axis f o r ' J z ' < 1, i . e . n o . s t r a i g h t 
l i n e p a r a l l e l to the imaginary axis cuts the image of the 
c i r c l e iz I = r , 0 < r < 1, in more than two poin ts . 
Syi The c lass of functions (1 .3 ) , analyt ic(and not necessa r i ly 
sch l i ch t ) in the un i t c i r c l e and such t h a t the image of the 
c i r c l e fzi = r , 0 < r < 1, i s cut by the r ea l axis in not 
more than two poin t s . 
% j : The c l a s s of functions (1.3) with r ea l coe f f i c i en t s , which 
are also members of the c lass Sy . These functions are cal led 
t y p i c a l l y r e a l , a term introduced by Bogosinski£35j. The 
conformal image of the c i r c l e Iz1 <.1 as yielded by functions 
of t h i s c l a s s , which need not be s ch l i ch t , covers the l inear 
segment - 1/4 < Iwl < 1/4 . 
iii 
¥e remark that the class Syj is contained in the class S^; 
those members of the class S^ which are real on the real axis form 
a subclass of Syjj the class Sj^_ is contained in the class S_ ; 
the class Sjj is contained in both the classes S^ __ and S-„ . 
The f"anctions of the class S can be approximated by means 
of polygonal ftinctions and thus we obtain an integral representa-
1) 
tion which involves an arbitrary function of bounded variation. 
The importance of this representation also includes the class S 
and S_ , and by its means we can easily find most of the well-
known properties of these functions. Hence, if w(z) belongs to the 
classes S,, S--., ^ TTTJ ®^ °=^ always find a sequence of polygonal 
functions of the form 
(1.4) w^Cz) = J ?! a ' e^h ) ' ^ dz , 
0 m=1 
n • 
where 9^  and b^ are real numbers connected by the relations S b_, = 
2, - 1 < S b < 3 , j,l = 1,2,.,., j ^  1, so that w (z) con-
verges uniformly to w(z) for Izl < 1 . 
If, in general, we coiisider the synmetric functions 
CD pn+1 
(1.5) w (z) = z + S a z , 
P n=1 pn+1 
where p i s a pos i t ive in t ege r , we may replace the approximating 
polygonal functions of the representa t ion (1.4) by ftmctions w (z) 
of the form 
1) such as (1.4) or in general (1.6) given'below. 
2) For the pro^f of t h i s statement see Robertson[34,176-773 ; for 
the representa t ion (1.4) also see Bieberbacht5»301-23 , Gronwall 
[13,251] , Lowner [23,111-13]. For the representa t ion (1.6) see 
Robertson [34j.-
IV 
i z n ( • 10 D •) - ^m 
(.1.6) • 'yCz) = S ' l l \ l - i e ^ zr \ • ^ dz, p=1,2,..., 
" 0 m=1 *• • 
} n 1. • 
where now S b = 2/p , - 1 < 51 b < 1 + 2/p, 4,1=1,2,... ,j sf^  1. 
^ m=1 m=3 
It is well known that the family S of f•unctions (1.3) is 
normal and compact on account of the Koebe distortion theorem: 
1 -r 1 +r 
< lw»(2)! < (l+r)"^ *" (1-r)' 
i 
o r , as Bieberbaeh[6,71-83]. has shown, 
1 r 
< fw(z) I < '' ^ , • 0 < r < .1 j l+ lag i r+r^ (1+r)2 • Cl-r)''-
Bieberbach*s r e s u l t i s the best possible as i s shown by the function 
j wCz) = z / d - z ) ^ = S nz^ , 
which takes every value , except those on the negative r e a l axis 
betiftreen - 1/4 and <o once and once only. Fiarther, i f we take w(z) 
as the function 
(1 .7) w(z) = z / ( 1 - e ^ S ) ^ , < r e a l , 
3) 
then there holds the well-known Faber inequa l i ty la ' < 2 and the 
i nequa l i t y 
1 - I z l ^ w " 
I . - 2 I < 2 . 
2 w' 
How the necessary and sufficient condition for the functions (1.3) 
to belong to the class S^,, is that (cf. [26,221] ) 
3) The exact inequalities lag I < 2 , d 2 1/4.and the bounds for Iw'f, 
t-^l and Iw'/w! were obtained in 1916 by Bieberbach,'Faber, Gron-
wall. Pick and others. In each case the bounds are attained only 
for the functions (1.7) which Hayiaantl5] has called the greatest 
schlicht functions (g.s.f's.); they map 'zl < 1 onto the w-plane cut 
along a radial slit from I- 1/4. exp (i9) to o. These results made 
plausible the famous Bieberbach conjecture that la^ f < n holds for 
all positive integers n .' 
Re [z w ' ' ( z ) / w ( z ) l > 0 , 
i 
and t h e same func t ions belong t o the c l a s s S i f and on ly i f zw ' ( z ) 
be longs t o t h e c l a s s S j , j , where accord ing . to G r o n w a l l D ^ l , LS-ener 
[23] we have ' . 
In t h e genera l c a s e , when w ( z ) , r e p r e s e n t e d hj ( 1« -^ , IvsiH-
T - - • P 
isfiongs to t h e c l a s s S we have (see[34,379-81] •) 
r S/p T S/p" 
I I d r / ( 1+ rP ) , < Iw (re^®)l < I d r / d - r ^ ) , 
0 . " P "" 0 
; t> 2/p • -e „ 2/p : 
' 1 /(1+r^) < IwKre^ )f < 1/(1-r^)t^ , 
; ,, P ; 
and • ' 
1 . 1 n-1 • 10 • 
' a • . I < — I T ^ - I I (k + 2/p) , z = r e , r<1 . 
pn+i Pn+1 n l k=0 • • 
The s i g n s of e q u a l i t y a re a t t a i n e d he re by the convex f u n c t i o n 
! • ' z ^ _ 2 /p -
w(z) = J d z / (1-zP) 
I • . • 0 • 
I f , in'Tstead of be longing t o t h e c l a s s S^^, w (z) belongs to the 
• ^ U p 
c l a s s S___, then we o b t a i n 
r / C t + r ^ ) < i w ( r e ^ ) f < - r / C l - r ^ ) , 
J_ n-1 
' a J < n l I I (k + 2/p) , 
np+1 k=0 
and 
1 p / 2 
Be $w iz)/z J > 1/2 . 
I p 3 
i t would no t be out of p lace t o mention an e x t e n s i o n of t h e 
Koebe d i s t o r t i o n theorem fo r f u n c t i o n s (1 .3 ) i n the c l a s s S by 
Raklimanov[33,370-713 . By making use of t h e Schwarz lemma he has 
shown t h a t i f t h e func t i ons (1 .3 ) are r e g u l a r i n Iz ' < 1 and i f 
f 
t h e r e hold t h e i n e q u a l i t i e s 
I a rg( ZW.'AJ ) J < •r/2n , n = 1 , 2 , . . . , I z ' < 1 , 
t hen w(z) i s s c h l i c h t i n iz f < 1 and 
vi 
1 r ^^^ 1+r ^^ "^  
( ^ ) < He (zW/w) < {^) 
2 
I arg (zw'/w) I < — arc tg r , 
1 4- 1/n 1/n -
' '^' Il(^ ) - '1 "^* ^ '«' ^  ^  ^^^  110 " 'j "^ ' ' 
1/n 1/n 1/n 1/n 
and the radius of convexity for these functions i s the positive 
root of the equation 
f1-r\ 2 r 
I—- - 5 - = 0 . 
, ^1+r/ n(1-r^) 
All these evaluations are exact as is shown by the functions 
1/n 
2(/1+t\ ^ 
; •^ 0^ 2) = z exp I - — - lf dt/t € S 
The results of Rakhmanov can, however, he extended yet to 
the symmetrical functions (1.5), if they satisfy the condition 
farg (zw'/w )> < iB-/ai, n=1,2,..., fzl < 1 . 
The functions (1.3) in the class S, are related to the 
same functions in the class S in the same x^ ay as those in the class 
STT are related to those in the class S^^^ on the basis ot- the il - - III 
condition: If w(z) belongs to the class S_-, then zw'(z) belongs 
I 
to the class Sy^,^ Thus a necessary and sufficient condition for 
w(z) to belong to the class S-.„ is that zw'(2) belongs to the class 
S • Functions of the class S which are real on the real axis are 
called typically real and form the class S . Hence we also find 
that a necessary and sufficient condition that w(z) belongs to the 
class SjY and has real coefficients is that zw'(z) belongs to the 
class S^^. Conversaly we see that functions of the class S^ . are 
v i i 
associated to those of the class S_ exactly as ftmctions of the-
class S^^^ are associated to those of the class S__. 
Ill _ - O) II' 
It follows immediately that if gCa) = S a z^ belongs to 
* n z 1 ^ 
the-class S f ^ ^ f(2) = S a z /n = 1 g(z) dz/z belongs to 
the class S . In particiilar, if g(z) belongs to the class S , 
then f(z) = I g(z) dz/z is likewise schlicht. It means as 
0 
follows: The f-unctions g(z) of the class S are not in general 
schlicht and therefore map fz f = 1 into a contour which may have 
loops in it. But from the above we observe that by dividing each 
coefficient of the power series representing g(z) by n the loops 
will be removed, thus giving a schlicht function which maps the 
unit circle onto a non-overlapping region. 
Hence if the f-unetions (1.3) belong to the class S , we have 
1 Sir .a 2 
' ! Iw(re^^)l dO < r/(1-r^) 
He {w(z)/z} > 1/2 , 
> 1+la„lr' 1+Ia_ir r 
' -^^  — < Re w(z)/z < -^ , 
1+2la2'r+r'=^  l-r^ 
and 
r/(1+r) .< fw(z)l < r/(1-r) , Iz l=r < 1 . 
Also, if the same functions belong^ to the class S^_, then for Iz 
< .1 we have 
. SB- 0 
•••S. A generalisation of the class S^ . . SpaSek [42j has introduc-
ed a class S('f) of schlicht functions in the unit circle in view 
of the following consideration: Let S( 'Y^ ) be the subclass of S'^ 
whose members wCz), defined by (1.3), satisfy, for some real cons-
tant t ( '^' < Tr/2) and Izl < 1, the inequality 
X1.8) Re ^e^'^ zw'(z)/w(z) } > 0 . 
Then the inequality (1.8) is a sufficient condition for w(z) of (1.3) 
ito be schlicht in Izl < 1. In general, a member of S(f) maps Izl 
< 1 onto a spiral-like domain. We shall call w(z) !spiral-like' 
' viii 
and schlicht if it belongs to the class S('f), 
When <Y> = 0, the subclass of Si-^^ has been denoted by S-j-jj, 
where w(z) of (1»3) maps Iz ' < 1 onto a star' domain. We hare as 
such called w(z) 'star-like' if it belongs to the class S y. In 
fact every starlike function is also spiral-like^ since S_ _c: S('Y'). 
1.4. Further elassific^tiqn of schlicht functions. 
1 Besides the six.main classes mentioned above we can form 
their subclasses by taking into consideration various combinations 
of two classes -at a time. A simple calculation gives the total -
number of such subclasses to be 15. This naturally suggests that 
the theory of schlicht functions can be developed comprehensively 
i 
on the c l a s s i c a l l i n e s ; but there appears only one mathematician 
B.If.HakhmanovC^S] who ^as r ecen t ly examined the subclass S = S + 
S j ^ _ , represented in terms of the functions 
(1 .9) S, : w = f (z ) = • ~ { w ( z ) + zw'(z)} , ' 
schlicht in 'zl < 1, where w(z) € S , so that obviously zw'(z) € 
S t A number of his results in this direction is as follows: 
(i) larg f'(2)l < 3 arc sin r , Iz I = r , 
where this evaluation is exact as the function 
(1.10) ^ f (z ) = 2 ( 2 - z ) / 2 (1-z) 
: • " • i f 
a t t a i n s the upper bound along the curve cos «5 = r , z = re . 
( i i ) (3-2r+4r^+2r^)/4(1-r^) < r < (2+ry4(Hfr)^ < Re{f(z)/z}< 
I 
; < ( 2 - r ) / 2 ( 1 - r ) ^ , ' 
where the upper and lower bounds are exact for r < 1/2, as i s shown 
by the functions (1 .10) . 
4) These f i f teen subclasses a re : S +iS , S +S ,S +S™.,S +aL,S^+Sy. , 
IX 
(iii)'If the ftmctions (1.3) belong to the subclass S, then the • 
functions with a finite series development 
n 
I S (2) = z + 2 a z"^  € S 
Q v=2 ^ 
are schlicht in the circle I2! < 1 - 3 log n/n for n > 11. Further, 
the functions S (z) do not possess zeros (except 2 = 0) in the 
circle Iz i < 1 - 2 log n/n for n > 9 , 
(iv) If the functions w(z) € Syj , then the functions 
f*(2) = ^(c+1) t^(e^%) - w(e"^'^z)}/ {(c+l) e^'^- e"^'^ } , 
e S) V 
w*(z) = z + - ^ S a^ z , c > 0, 0 < < < g , 
and 
L Y=0 e each sch l ich t in Izl < 1 . 
1.5. The Schwarzlan de r iva t ive . Introduct ion of the Schwarzian • 
de r iva t ive of w = w(2) with respect to z, defined as 
' 2 
i 5W,2] = (W»'/W')' - — (W«^ '/W') , 
I 
has also solved the problem of existence of schlicht functions in 
the unit circle. In fact it has served as an -alternative means to ' 
solve the question of schlicht conformal mappings, lehari [25,545] 
has proved that if for the analytic functions (1'. 1), schlicht in the 
unit circle Izl < 1, the two normalisations are used: (a) ^ wiz) is 
finite in Izf < 1, w(0) = 0, ¥'(0) ='1 , and (b) w(z) has a pole in 
t 
z = 0 with res idue +1, then the i n e q u a l i t i e s 
(1.11) ' lw,z}l < 6 / ( l - l z i ^ ) and t\^^z}l < 2/ (1-fz 1^)^ 
give the necessary and suff ic ient condit ion, r e spec t ive ly , for the 
krialytic functions w = -wiz) to be schl icht in Iz ' < 1. He has also 
shown[25,549] tha t i f 
d o 12) ' •• I w,z I < 4^/2 
in Izl < 1, then w = w(z) i s schl icht in the un i t c i r c l e , and tha t 
the constant irV2 i s the best poss ib le . As an example for the 
X 
appl ica t ion of the condition (1.12) we can take the er ror f-onction 
z 
I 
0 
w = ^(z) = I exp (-z*^ ) dz , 
2 
which is schlicht in the unit circle with \t',z] = - 2 (l+z ) . 
But Hille[l7j has mentioned the insufficient information 
contained in Hehari's necessary condition (1.11) by considering the 
function -«l 
where -y i^ ^ r e a l constant , and w(0) = 1 . In t h i s casel[w,z}t < 
t P 2 P 
c / d - l z l ) , where c = 2 (1 ^'Y' )» and therefore i t follows tha t 
t'he f i r s t inequa l i ty in (1.11) does not give a necessary condition 
in prospect . 
We can, however, mention here the ,exact Inequal i ty in t h i s 
r e s p e c t , due to Aleni ts in [2,863] , [3,329] , according to which 
. I\w,z} 1/6 + W«(z) 1^/(1-Iw(z)I^)^ < 1/(1-?zl^)^ 
gi7es for lw(z) I < 1 and Iz I < 1 the iiecessary condition for the 
existence of schlicht functions w = ¥(z)'in the unit' circle. 
1.6. M abstract-basis*for classification of schlicht functions. 
J _ _ _ _ _ _ — I ,« ., „ „ _ _ _ , — „ — , ^ ^ — — 
Publication of a recent work by Rakhmanov [32} has orientated 
the entire theory of schlicht functions in view of the following 
considerations: 
i 
j Let D be a simply-connected domain in the complex w = u+iv-
plane, which does not contain the point at infinity as interior 
point. Then the function 
I 
s(1«13) Y = '\iu,a.) , (< < u < p , < < a < p ) , 
} . . . . 1 1 
defines a family of curves deisending on the parameter a and xjossess-
\ ' ' . ' 
ing the property that through each finite point of a finite or 
infinite•domain G in the z-plane there passes only one curve of the 
family (1.13). Me suppose that the function (1.13) is differentiable 
with respect to both, thenargiaments in the intervals (^ jP) and (<^,p^)j hich can be infinite on both sides, and 8x /3a 5^  0. Then the
fuDctions ¥ = w(z), analytic in the circle Izl '< 1, map the circle 
I2I < 1 onto a domain whose boundary P lies completely inside S. 
The functions w(z) = u + iv and v = \ (u,a) determine a correspon-
dence between the points of the circle z = e (0 < <^ < 2ir) and 
values of the parameter a. If this correspondence is 1-1, the boun-
dary r is entirely circular, and therefore the functions w = w(z) 
are sehlicht in Iz' < 1. Also it'means that the function a = aC'J), 
defined by the relations 
('1.14) V = ^CUj'a) , u + iv = w(e^^) , 
is monotone. Hence by evaluating the derivative da/d<f of the corres-
ponding function of the form (1.14) and putting da/d<y > 0, we can 
obtain necessary and sufficient conditions for the existence of each 
of the following six classes of sehlicht functions in the unit circle, 
where emphasis is laid on the form of the domain D under different 
eonformal mappings, defined as follows: 
1» The class D„ . The domain D is called a domain of the form D , I — — ' — — - px ^ - px' 
if for any point w = ¥(2) on the boundary of^D, not lying on the 
(real) u-axis, there exists an a, such that a branch of the para-
bola V = v2p(u-a) (p const) passes through that point and that th( 
-; Jr segment of this branch between that point and the u-axis lies 
T 
! 
, entirely in the domain D, 
2. The class D . The domain D is called a domain of the form D , 
"~~ ™" py py 
if for any point w = w(2) on the boundary of the domain D, not 
lying on the u-axis, there exists an a, such that a branch of the 
parabola V2pv = a-u (p const) passes through that point and that 
the segment of this branch between that point and the u-axis lies 
completely in the domain D, 
3» The class E»„0» The domain D is called a domain of the form D , 
if for each point w = w(z) on the boundary of the domain D there 
2 
exists a'0, such that a branch of the parabola p sin (^ - 9) = 
= 2p cos (^-9) ' (p const), where 0=5 p (^ j^^- 6) denotes the faaily 
of ciirves (1.S) in terms of the polar coordinates, passes through ^ 
tjhat point and that the segment of this branch between that point 
and the origin of coordinates in the w-plane lies in D. 
4» The class D . Let a circle of radius r and centre in the origin 
of coordinates in the v/-plane lie in the domain D and each point 
¥ = wCz) on the boundary of D lie on a tangent to this circle. 
For the sake of definiteness we choose a positive direction'on 
the tangent and assume the point w = w(z) always lying on the 
tangent in the positive direction from the apex of the parabola 
(1,13). Then the domain D is called a doiaain of the form D , , if 
the segment of the tangent between the point w = wCz) and the 
apex lies in D. 
5. The class D , . Let the Darabola v = 2pu (p const) lie in the 
' ' ' ™"piC - * - * -' - , 
doraain D and each point v = wCz) on the boundary-of D lie on a 
tangent to this parabola. We choose a positive direction on the 
tangent and suppose the point w = wCa) always lying in the ,posi-
tive direction froia the apex of the parabola. Then the domain D 
is called a domain of the form D , , if the segment of the tangent 
pk' 
between the point w = w(z) and the apex lies in D. 
• The class D ; i.et the parabola v = 2p(p-q) (p,q consts, p > 0, 
q > 0) lie in the complement to the domain D and each point w = 
'. w(z) on the boundary of the domain D lie on the tangent to this par-
,^ »^ iabola. Choosing a positive direction on the tangent we suppose 
the point w = w(z) always lying in the positive direction from 
the apex of the parabola. Then the domain D is called a domain 
of the form D , , if the segment of the tangent between the 
Pqk 
point w = x-rCz) and the apex lies completely in D. 
It is assumed in the above classification that the boundaries 
1 ^  
of the connected domain in the classes D , D , D are closed 
• P^ :' py' pk 
Jordan curves lying in the extended plane and passing through the 
point at infinity, whereas in the classes Dj.v» ^ ^ they can be closed 
Jordan ctirves situated in the finite plane as trell as close! Jordan 
cuTTes of the extenaed plane. For the sake of simplicity we consi-
der these domains as :fz3rt±s infinite domains in view of^ the fact that 
the necessary ani sufficient conditions for their existence are also 
correct for finite domains. 
Let the analytic functions w = w (z) v n = 1,.«.,6, be con-
n n ' 7 / 7 
t inuous in Izl < 1 (also in the point a t i n f i n i t y ) and regular analy-
t i c everywhere in ^zI < 1, with the exception of a f i n i t e number of 
boundary points* Ve can r e l ax here the requirement of a n a l y t i c i t y 
on tzi = 1. ¥e then suppose tha t a l l these s ix functions are norma-
l i s e d , i . e . w (0) = 0, w'(0) = 1, n = 1 , . . . , 6 . Then HaMimanov [32,974] 
has given s ix necessary anc suf f ic ien t condi t ions , one for s ch l i ch t -
ness of each function w ( z ) , n = 1 , . . . , 6 , in the u n i t - c i r c l e . Thus 
n ? y 7 
(1)The fimction w = w (z) is schlicht in ^ zf < 1 and maps the unit 
J circle onto a domain of the form D , if ani only if 
t , px 
Iffi w ( z ) . Re z w'(z) + p Im zw'Cz) > 0 , 
i<? 
= e J 0 < f < 2r, with the exception 
p > 0 , 
for all z = e~' « 0 < «? < 2r, with the exception of a finite ntaisber 
of points. 
(2)The function w = w (z) is schlicht in iz5 < l and maps the unit 
2 ' 
I circle onto a domain of the form D , if and only if 
I py 
vfelm w (z) . Im 2w'(z) - vp Re zw'(z) > 0 , p > 0 , 2 S "^  
i<? " ' 
for all 2 = e ^  > 0 < *? < 2r, with the exception of a finite 
• number of points. 
(3) The function w = w„(z) is schlicht in izl < 1 and maps the unit 
circle onto a domain of the form D ^ , if and only if. 
p9 Ee (^^2 Jv^ ^ K ( z ) 1^  + i Vp Jo^ + 'w^Cz) 1^  - p^ ) ^ ^^^ > 0, 
^ ^ w^Cz) 
p > 0, for all z = e^ "^  , 0 < «y < 2ir, with the exception of a 
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finite number of points. 
(4) The function ¥ = v (z) is schlicht in Izf < 1 and maps the imit 
4 
circle onto a domain of the form D , , if and only if 
rk 
' , , ^ ^" zw'(z) 
viw^Cz) I - r ^^ A^^ z) 
i<P for a l l 2 = e ^ , 0 < o ^ < 2 i r , v/ith the exception of a f i n i t e nimber 
of points. 
I 
(5) The function w = w^(z) is schlicht in Izl < 1 and maps the unit 
5 
circle onto a domain of the form D , if and only if 
pk 
p Im z¥*(z) + (Ira WgCz) + V (Im w (z) ) - 2p (Re w (z) )).Re2w^(: 
I < 0 , p > 0, 
' i*? 
' for all z = e ,0<<5><2r, with the exception of a finite 
number of points. 
(6) The function w = w^(z) is schlicht in Izl < 1 and maps the unit 
I 6 
, circle onto a domain of the form D , , if and only if 
' pqk 
/"r ''-' (Im ¥^(z) + V (Im w (z) ) - 2p Re ^ ^(z) + 2pq ) He zw'(z) + 6 6 " 6 ' 6 . 
p Im z¥'(z) > 0, p > 0, q >'0 , 
i«? " ^ 
for all z = e >0<<5*'^2r, with the exception of a finite ntMber 
of points. 
I Piirther, it is so far only kno-sm that the classes D g and D 
coincide with the class S^^^ ( ^ 1.2), and can therefore be associated 
III i » - . 
to the class S ; their corresponding conditions of schlichtness can 
'also be compared. 
i1»7. The coefficient problem. The socalled coefficient problem in 
jthe theory of schlicht functions originates as follows: The pov/er 
'series (1.3) defines a 1-1 conformal mapping of the circle Izi << 1 
•onto some simply-connected region in the w-plane, precisely accord-
ing to the classes S_ - S (§1.2). This property of the power 
series (1.3) restricts the coefficients a (v = 2,3,...) in the said V ' ' 
power series and the problem of evaluating their exact value is very 
difficult. Since the coefficients a form a system of complex numbers 
we always aim, while solving the coefficient problem, at finding a 
region V of points a (v = 2,3,,,,,n) in the (n-1)-dimensional 
complex space \fhich corresponds to the power series (1.3). 
' It is well kno\€n, Bieberbach[]6], Faber (seee.g. [?]), Gronwall 
|j3] , Pick[28] and others proved that la I < 2 . Lo-&mer[23,118j 
r , 
obtained a partial differential equation (known as the.Lowner classi-
5) 
c'al formula ) satisfied by the functions (1.3) and showed that Ia„ ' 
1 . 3 . . . . ( 2 n - 1 f ^ 
< 3 ; he has also found the exact upper bounds 'a I < 2 
1 ' ^ U 2 . . . . ( n + 1 ) 
for a l l coef f ic ien t s of the inverse function z = z(w), again with the 
sign of equal i ty only for the g . s . f ' s . ( 1 . 7 ) . His method has also 
I 
l e d to numerous other r e s u l t s , notably in the f i r s t place the exact 
6) 
bounds for arg(w»(z)) and arg (w(2)/2) , and in the second place a 
r e s u l t due to Kr^ywoblocki p9] tha t la • has a loca l maximum with 
^a. I < 4^ Schaffer and Spencer[36}have also proved by an a l t e r n a t i v e 
method tha t l a , ' < 3 , whereas Garabedian and Schiffer have shown 
t h a t la J < 4 . 
i 4 -j As regards behaviour of a for la rge n, we know tha t the 
1 ' n 
Bieberbach conjecture la I < n has been proved for the case \^ here the 
5) This formula is defined as: -^  ^  ~' 
"Gt 7-1 V i V oc. 
a „ . , ( t ) = e S ( - 1 ) ^ C ' n . . . J e^-^ I I k ^(T, )d'T:,. . . d t , 
""^ ^ <^c<g...<^ i=1 1 1 n ' 
with lk(Tj_) I ,= 1 , 
C =2^ (n+1^.)(n+1-< - < ) . . . (n+1-< - < - . . . - < , J , 
OCX . . . < • t. 1 1 2 1 2 V ' 
1 2 V ^ 
land S < < . = n , v < n , n = 0 , 1 , 
i = 1 1 
6) In these cases, the extreme functions are not the g.s.f's. but map 
Izl < 1 onto the plane cut along certain slits. 
7) See for this W.K.Hayman D5,103] . 
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ft coef f i c i en t s are r e a l . Littlev/ood [21] has Droved tha t la Ken. 
r e s u l t due to Landau[20,6351 s t a t e s tha t Hm la /n i < (1/2 + l / r ) e , 
and.due to Robertson[34,398] t ha t lim la /n l < 1 + 2/ir, but the 
sharpest r e s u l t UD-to-date i s due to Ba2ilevitGh[42 tha t la I < en/2 
•*-'1.51 . Also Hayman [15,105] has recen t ly shovm tha t i f the functions 
' 8 ) . r ,, 
(1.3) are mean schlicht in Izl < 1, then lim la l/n ^  1, where the 
n-*-0 n 
sign of equality holds only for the g.s.f's. (1.7). 
> 9) 
For coefficients of typically real functions (the class S 
t - - V 1 
of ^1.2) we know tha t Rogosinski [35] and Goluzin [12] proved tha t la I + 
'a„ I < 2, n = 2 , 3 , . . . , - 1 < a^  < 1, and - 1/2 ^ a < 3/2. But 
very r ecen t ly Gelfer [l 1] has extended these evaluat ions to include 
- 1 - ^3/18 < a, < 1 + A / 3 / 1 3 = 1.09, a,„ < 3/2-(k = - . 1 , 2 , . . . ) , , 
a' > - 2 /3 , and a > - 5/16 -'121/48^/33 fa:* - 3/4 . 
4 '" 6 ~ 
1,.8. Curvature of l eve l curves and orthogonal t r a j e c t o r i e s . 
' ¥e sha l l confine ourselves to the c lasses S , ,S^^, S of | 1 . S 
If a point z moves with uniform angular ve loc i ty 1 on the 
circumference tzi = r , then the images of the c i r c l e Izl = r < 1 •C:,* 
•sketched by the functions (1.3) in the w-plane are cal led the l eve l 
» 
II 
curves of w(z), and they have in the point w the measure of curvature 
(see[30,105 and 276j ) 
1 + He (zw"/w') 
(1.15) K = . 
izw'(z) I 
This value of K is positive or negative according as the sense of 
'S) See §2.3 ,for the definition'of mean valency of analytic functions 
in the unit circle. .^  
9) ¥e define more precisely as follows: The function w(z) is called 
typically real in Jzl < 1, if it is real for real z and satisfies 
j in the remaining points.of the unit circle the conditions: 
Iffl (w(z)).Im(z) I and Re(w(z)).Re(z) > 0 .^ 
In other words, we say w(z) € % for Izl < 1, i f w(z) i s r e g u l a r . 
in Izi < 1, i s r e a l on the r e a l -'• axis and i f Im (w(z)) = 0 for 
Izf < 1 only when z i s r e a l . . As an example we . c ^ represent i t as 
w(z) = z + a.jz'^ + agZ^ + . . . + a ^ z ^ 1 + . . . . 
XVll 
rotation of the velocity vector izw'(z) is positive or negative. 
Study{44} and R.Nevanlinna (see|31,205] have obtained for i 
1 
12'' < r the inequality 
Re (z¥'Vw') > 2r(r-2)/(1-r^) , 
where the right hand side is > - 1, when r does not exceed the smaller 
root of the equation r^-4r+1 = 0. 
Bieberbach[7Jhas also defined the boundary limits of K by 
means of the inequality 
Be (2w"/w') > 2r(r-2)/(1-r^) , 
I 
and so 
(1.16) 1 + Re (zw'Vw') > (1-4r+r^)/(1-r^) , 
i 
with the conclusion that for Iz J < 2-^3 the expression on the right 
hand side of (1.6) is positive. Therefore in every schlicht mapping 
of Iz' < 1 every circle Izl < 2 - Vs is mapped convex (the class S -)• 
10) -^^  
Hence the lower bound for K follows from (1»15) as 
K > (1-4r+r^) (1-r)/r (1+r) , 0 < :g'< 1 . 
Miro shnitchenko £24] has evaluated the exact loeer limit for K 
for the functions (1.3) defined in the ring domain 2 - vS < z^'f < 1 • 
Zmorovitch {48] has also found exact lo'v^ er and upper limits of K for 
the subclass of functions (1.3), belonging to the class S,. , and 
represented by . 
CO jj 
(f1.17) w = 4 ' ( 2 ) = z + c + S c / z , 
o n=1 -n 
which are regular in the domain IzI > 1, except the simple pole z=^. 
In the paper (A) we have considered the functions (1.4) of 
11) 
the c lass S^ , and by applying a formula of Studyt43,14J and follow-
ing the methoa suggested by Qron\TaXl\jiZ2 and ^morovit(^ (^Sj we have 
10) See also L.BieberbachC6j •-
11) This formula s t a t e s t ha t 
1 
E = — Re (1 + z w " / w ' ) , 
Izl . Iw' I 
Im ( z " / z » ) 5^  0 
m i l 
fomid the best possible bounds for K as follows: 
for r < 1 , e 
K > 
(1-r) 'C(r)/2 
• e for r'> 0 , 
2^ s/r (1- K) tCr) 
(1*r) ( tCr)) 372" 
for r < r^ < 1 , 
K < 
1+T - 1(.T)/2 
r " e • for r < 1 
o 
1+4r+r' i:(r) 
for 0 < r < r 
where 
1+r 
'^ (r) = 2 log , 
1-r p 
3 r 1 (1-r)^ 
< = ^ ^ . 
t(r) 4r I . 
and r is the root of the eouation T(r) = 4r/(1+r) , 0 < r < r < 1. 
i O * • - , ' • - : ' ~ ~ 0 ~ " 
¥e have shown in Ippendix 1 that i;(r) represents a homoge-
neous Legendre equation of second kind and zero degree in r . 
Further,for the functions (1.6) we find in general the follow-
ing result: 
1-2(p+1)rP+r 2p (1+rP) 2/p 
^ ^ ^ < 
1.-2(pH-l)rP+r^ P d-rP)^/^ 
, 0 < r < 1. 
r (1-rP)^ " - r (l+r^)'-
Now we define the orthogonal trajectories of w = .wCz) as 
images of those radii of the circle IzI < 1 onto the convex domains , 
which intersect there orthogonally. By applying another fortnula of 
12) ' ' • 
of Study |43,,13j we obtain for,Lthe functions (1.6) of the class S 
! . • ' 
£he following result on the measure of curvature K of these ortho-
r 
gonal t r a j e c t o r i e s : 
I I 
12) This foriaiila s t a t e s t h a t K = 
1 
Iz' I. iw' I 
Im ( z " / z « ) = 0 ^ . 
Im ( z w ' ' / w ' ) , 
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2 T^" sint 
0 -< K < : JZT7F , r (1 - 2 rP cosy. + r^ P ) 
cos vp = — — — , 0 < r < 1. 
^ 4rP 
/ 
In particular, for p = 1, i.e. for the fimctions (1.4), we have H'=ir/2 
and 0 < K < 2 . 
1 "" r ~" 
"'•9» TKe'^'gaber theory in the complex plane. 
¥e consider a schlicht analytic fxmction w - 4*(2), which 
has in the neighbourhood of z = QO a development of the form (1 .17) . 
Then by the Faber polyiaomials $ (z) of the n - th degree with respect 
to ¥ we understand the t o t a l i t y of magnitudes v/ith non-negative 
I , n , ' 
t)0¥ers of z in the Laurent s e r i e s of <p (z) in the neighbourhood of 
the point a t i n f i n i t y , so tha t 
00 
§ (z) = z^ + S c„^ z'^' .> 
The existence and uniqueness of all the Faber polynomials with res-
pect to the given function w = <p(z) is easily shown by recursion 
t 
I In the paper (B) we have examined a question, suggested by 
Lokhin[22], on the representation of analytic functions, regular in 
'a domain of finite connectivity, by means of the Faber poljmomials. 
jThe question is: What is the representation -of such functions inside 
land outside their regularity domain? Solution of this problem 
jcomprises the contents of the socalled Faber theory in the caaplex 
'plane. 
The ou t l ine of the solut ion i s as" follows: Let G be a 
domain of f i n i t e connect ivi ty with contours C ( i = 0 , 1 , 2 , . . . ) 
i 
v/hich are assiMed to be closed ana ly t ic curves nonreducible to a 
po in t . ¥e shal l denote the t o t a l boundary of G by C, i t s closure 
by G". 
13) See Lokhin[22], Schiffer[373 , Sehxar [ss] , Ssego [45,363] . 
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We know that a regular analytic ftmction f (z) can be repre-
_ " • "^ i^ 
sented in G by a series i^ ith the Faber polynomials as 
(1.18) fCz) = S iL i„(2) , ' 
n=1 ^ ^ 
where 
1 -n-1 
(1.19) \ "^  2 ^ ^ fCz(w)l w dw , n = 0,1,2,..,, 
z(w) being the Inverse fraiction of w = <\>(z) and the in tegra t ion 
extended over a closed analy t ic curve around the o r ig in . I f C » r 
, -^ o , 
< i r , be the f i r s t o£ the closed analy t ic , curves, in \Aose closure f (z ) 
r 
i s regular ana ly t i c , then the se r i e s (1.18) w i l l converge ins ide and 
diverge outside C^  . But i f f (z ) were continued ana ly t i c a l l y across 
o 
Cl 5 then n a t u r a l l y the suHiniation of the se r i e s (1.18) outside C 
would a r i s e . Me have followed the method suggested by Dienes [10,308} 
which i s based on the analy t ic continuation of f (z) to "the Hi t tag-
L e f f l e r ' s s ta r domain M, 
Let D C G be the r e g u l a r i t y domain of f ( z ) . Then there holds 
the following theorem on the represen ta t ion of f (z) ins ide D: 
The regular ana ly t ic function f (z ) can be uniquely represented 
ins ide i t s r e g u l a r i t y domain D by means of an aux i l i a ry summatory 
function ^^'(t) , t = 4^  ( C) , as tF<t '(^)l 
C1..20) ^ f(z) = 2 H J , ' ^ I ) C - 2 '^^ ' 
^ i 
where 
• C D . - • (1.21) t ( t ) = S A t . . 
^ n=0 ^ 
Since the choice of the closed analy t ic curve C^ i s a r b i t r a r y , 
the r e l a t i o n (1.20) represents f (z) uniqaely inside D, 
The r e l a t i o n s (1.20) at^ d (1.21) make the summation of the 
s e r i e s (1.18) outside D poss ib le , .since the analyt ic cont inuat ion of 
f ( z ) across the boundary of D gives r i s e to M with respect to the 
o r i g i n of coordinates of G. Hence we have the following r e s u l t on 
the represen ta t ion of f (z) outside HI-
Inside any closed domain M o M there holds ^^SNiSAJ&ifMSifimsm&-~ 
,o 
XXI 
n 
(1.2S) fCz) = lim S A k $ (2) , 
n~*^  v=0 y V V 
where k denote complex numbers independent of f(z) and 4*(z). The 
series on the right hand side, of (VS2) converges uniformly in M . 
o 
The only defect of a l l r epresen ta t ions of the form (1.22) i s 
t h a t none of them converges in the whole s ta r domain M but only in 
closed domains M c: H , which consequently tend to M if the axhlt^icfrj 
o 
cl'osed analyt ic curve C i s taken very close to the boundary of M, 
i 
We can, hov^ever, represent f (z) in the whole s tar domain M by consi-
der ing the absolute convergence of the se r i e s (1.22) in M, so tha t 
we find tha t f ( s ) has the form 
n 
(1.23) , f (z) = lim S A^ k^ $ (z) 
in the whole M, since the series on the right in (1.23) converges 
absolutely in the whole M, 
¥e can, however, use an alternative method, independent of 
|that of Bienes Ool? ^or, effecting the analytic continuation of f(z) 
to the star domain M with respect to G as follows: ¥e consider all 
kinds of orthogonal trajectories to C^ , so that f(2) is continued 
i 
analytically across G along each one of these orthogonal trajectoriies. 
The totality of sections of these trajectories together with the e*i.---
domain G is called the star M of f(z) with respect to the domain G. 
The general star M (r > r ) of the function f(2) with respect to G 
r o 
i s the union of the s tar M of f (z) with respect to G and the s tar 
of f(z) with respect to the domain bounded by C. Thus M^ w i l l coin-
cide with the Star of f (z) with respect to G, i f G contains z = GO as 
an i n t e r i o r point . Fur ther , i f G be a c i r c l e , the s ta r of f ( z ) i s 
the Mittag-Leffler rectangular domain of f (z ) with respect to c i r -
cular G. Thus we have proved i n Appendix 2 the following r e s u l t on 
the represen ta t ion of f (z ) oufeside i t s r egu l a r i t y domain: In the 
general s ta r M there holds 
2- ' 00 
(1»24) f (2) = B A V $> (2) , n=0 G ' n *n ' 
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where ^^ > 0, n = 0 , 1 , ' 2 , . . . , denotes a sequence of pos i t ive 
niJinbers. 
A comparison of the representations (1.23) and (1.24) shows 
that the series on the right hand side in (1.24) also converges 
absolutely in the whole star M^. 
' r 
12 . p-valent :St\inctions in the un i t c i r c l e . 
2|. 1o ¥e understand by regular p-valent functions in the un i t 
c i r c l e the fimctions which take there no value more than p t imes, 
so tha t there e x i s t i values which these functions take in the un i t 
c i r c l e exact ly p t imes. Thus the functions (1 .1 ) : 
CO 
j w = w(z) = S a 3 , 
I , 0 ^ 
regular ana ly t ic for 0 <C Iz? = r < 1, are said to be p-valent , i f 
w =• w(z) has atmost p zeros in the un i t c i r c l e . 
t 
Evaluations for p-valent functions began to be studied 
almost af ter LSwner's c l a s s i c a l approach to the theory of sch l ich t 
functions in the un i t c i r c l e . The f i r s t s ign i f ican t work in t h i s 
d i r ec t ion was compatible by Hardy and Littlewood[l4] with the 
establishment of the evaluat ions : 
p(p ) 
lw(2) f < A(p) | i / ( 1 - I 2O , f z i < 1 , 
and 
la J < A (p) p n , n = p+1,p+2, . . . , 
fihere A(p), A^(p), p (p) and p-j(p) are constants depending only on p, 
and u = max ^ ' a ^ ' , . . . , la l | . Later on Cartwright[9j has showi 
tha t for p-valent funct ions(1.1) • 
-2p 
(2 .1) M(r,¥) = max IwCz) I < A(p) n (1- r ) , 0 < r < 1. 
Further, Biernacki[^8j has es tabl i shed the following i n e q u a l i t i e s : 
1 2v ±Q 1-2p 
I ( r ,w) = ^r- ]• lw(re ) I d0 < A(p) u (1-r) , 2r 0 I 
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The fxmction 
wCz) = z / <1-z) , 
which.takes every value, except those on the real axis, between 
(-1)P 2 ^  and (-1) ® exactly p times, shows that the exponent 
2p in <2.1>) cannot be replaced by any smaller number. 
Hayman [l s] has defined a positive constant < by means of 
the relation 
2p 
: < = lim (1-r) ^  M(r,w) > 0 , r < 1 , 
and called it the limit constant of the p-valent function w(z); in 
fact,this definition of < is a direct consequence from his follow-
ing result: 
•' 2p 
(2.3) M(r,w) r\/ < / (1-r) as r -* 1 . 
i 
Thus he has modified the above results of Biernacki as follows: 
2p-1 
lim (1-r) I(r,w) = ^ r(p-1/2)/2 r(1/2) f(p) 
r-*1 
for p > 1/2, and 
I . 2p-1 
i(2.4) lim la 1/ n - < / r(2p) for p > 1/4 . 
jj_oo n 
Thus we have directly from (2.1) and (2.3) the - following corollsiry: 
^ There holds for the^limit constant < the asymptotic relation: 
' < ro A(p) p • ' 
2»2. The coefficient problem. The relations (2.2)-and (2.4), ^proved 
by Biernacki and Hayraan respectively, solve the coefficient problem 
of p-valent functions in the unit circle. A similar problem, 
',develoBed and solved in the paper (C), arises as follows: Let w(re ) 
10 
1= u(r,9) + iv(r,9) , z = re , 0 < r < 1. Assuming v(r,0) ¥ 0, 
'let z = re-^ -^ o , Thus v(r,0) is a continuous function of 0 from 
o ' ' 
any point z , if z = re"^  traverse the circle (z! = r once, starting 
' from z . As z malces one complete rotation around the circle , fz I = r 
o 
from z^ back again to z , so v(r,9) has either a constant sign or 
" o 
i changes sign an even number of times,.if the number of changes in 
signs is assumed to be finite. If there is an interval 0 < r < r <1, 
o ' 
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in which v(r,0) changes its signs atraost 2p times.on Iz I = r for 
any value of r of the given interval, then.we can consider in stead 
of wiz) the function 
+-0 ^ 
(8.5) F(z) = 2 A 2 , 
V=-T) ^ 
which is regular in 0 < r < 1 and has a pole of order atmost p in 
,e orxgxn. we lurtiier assume zaav ne x<irc the i i We f th th t R  F( e •) > 0 and p > 0 
Then we prove the following result on the coefficients of PCz): 
2p-1 C (2p-1) r(p-1/2) 7 
U i < u 2 <1 + Y for p > 1/2 
As a corollary we note that in case p = 1/2, lA 1 < p , and thus in 
these cases we can 
of (2.2) and (2.4). 
connect the coefficients la I and L4 1 by means 
n n 
2» 3* Mean valency of .analytic functions* We. sha l l say tha t a regular 
ana ly t i c function \f(z) i s mean p-valent in a doaain D, i f the average 
number p(R) of roo t s of the equation w = w(z) , \/hen w ranges over 
the circumference Iwl = R, always s a t i s f i e s the inequa l i ty p(R) < p . 
Here the t o t a l length of the^arcs in the Riemann surface of w = w(2) 
ly ing over the c i r c l e • hri = R i s equal to 2irRp(R). Al te rna t ive ly , 
1 2ir ^A 
p{R) = — J ' n(Re^^) de , 2ir 
-0 i S -u - A 
where n(Ke ) denotes the niMber of roo t s of the equation•w(2) = Re 
in D. Fur-Cher, we consider-those ana ly t ic functions w(z) which are 
a n a l y t i c a l l y continuable with one-valued modulus 'Chroughout the r ing 
domain r < Izi < 1. If w„(z) i s the branch obtained from w,(z) by 
o 2 1 
continuing i t ana ly t i ca l l y once around the said r i n g , then Iw A/ ' = 1, 
2 1 ~ 
and therefore by the maximum modulus theorem we shall have w (z) = * 
i> ^ 
w (z) e , where ^ i s a r e a l constant . Thus'w(z)/z remains " 
single-valued in that r ing domain and possesses a Laurent s e r i e s 
development 
14) Because i f p = 0, th^n v ( r , 0 ) would be of constant sign inside 
the un i t c i r c l e . 
* x x y 
+00 
¥(2) = 2^ S a z' , r < izl < 1 . 
-00 n , o 
¥e de f ine p(R) as above for a f ixed branch of wCz) i n the r i n g domain 
c u t along a r a d i a l s l i t . Since replacement of w(z) by a d i f f e r e n t 
branch g ives r i s e t o a r o t a t i o n i n the w-p lane , so p(R) i s independent 
of t he r a d i a l cu t and the p a r t i c u l a r branch t a k e n , so t h a t the above 
d e f i n i t i o n of mean p-va iency of a n a l y t i c f u n c t i o n s i s meaningful . 
! I f D i s t he u n i t c i r c l e , l e t us denote by V t h e c l a s s of 
. P 
mean p - v a l e n t f u n c t i o n s 
V' : w (z) = 2^ d+a^z+a z ^ + . . . ) , p > 1 , 0 < l 2 l = r < 1 . 
P p ' 2 • 
'Then i^f 7^  0 i n 0 < Izl < 1, s ince the immediate neighbourhood of 2 = 0 
• P ' » 
c o n t r i b u t e s p to p(R) for small p o s i t i v e R (see [15 ,105J) . Thus 
e s p e c i a l l y 
1/p 
V : w (z) = w (2) = z (1+a z /p + . . . ) 
I ' P ' 
s 2 (1 + b 2 + . . . ) 
Denotes the class of mean schlicht functions in the unit circle, 
since W^ (z) is obviously single-valued. It is not difficult to 
verify that the class Y coincides with the class S ( |1.2) . 
Ftar'ther, if < is the limit constant'of w (z), the limit constant of 
' , p . 
w (2) i s << < 1, and p ~ 
l im la^ l /nSPr l = <P / r(2p) < 1 / P(2p) i 
ri7»co ^ * A 2D 
wi th e q u a l i t y on ly for the fUQction MHZ) = 2 /(1-e"^ z) , )[ r e a l , 
f « 
Which is in fact the p-th power of the g.s,f's. (1.7). 
Now we define the mean value of the function w (2) € V as 
p P 
1 
I(3:-,w„) = ^ ^ J log Iw (z)f d arg w (2) . 
¥e prove in t h e paper (D) the fol lowing r e s u l t : 
Let w (2) € Y i n O < ! 2 i = r < 1 . Then t h e r e ho ld s t h e 
P P 
i n e q u a l i t y 
f r ( 1 - r ) T 
(2 .6 ) I ( r , w ) < A U o g M(r) + p l o g f , 
p ~ I 1+r -^  
where A i s a p o s i t i v e cons t an t depending on r and M(r) = max {1 + 
.2 a.z + a_2'=^  + ... J .' Equality holds here for the function 
i2-l=r 
.Hz) = z^ (1- e''^  2)"^^ ' € V , ;\ real, p p ' 
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¥e genei-alise the c l a s s ? as follows [15,106]: Let p,k be 
pos i t ive i n t ege r s , 1 < k. < 4p, and l e t 
V , (z) = z^ (1 -»• a.2 + a-z + . . . ) C V p,k , 1 2 - p 
be mean p-valent i n Izl < 1 . Then by means of the vtransfor-mation 
^^ t ^ 
z =b we get a class of functions 
1/k .p/k 2 
which are mean p/k-valent in 0 < '*^  ' < 1« 
We defitie the mea£ value 
^^ '^^ p^,k^  == 2^^ l i ^ ^ °^ S,k^^>' ^  arg Wp^^(z) . 
Then there holds the following iheqned^ity: ^ ^ 
/ s c P r (1-r ) 7 
(2.7) I(r,wp^j^) < A \log M(r) f ^ log " T ^ p ^ " / > 
where A is agaiii a positive constant depending on r and M(r) = 
^^^, ^  ^'' "*• S ^ "^  a_"^ + ... J . Sign of equality holds here for 
' C 1=1 '- ' 2 „ •' i> k -2p/k 
^the functions v* (z) = z^ (1- e z ) , A real. 
P,k 
¥e remai'k that the inequalities (2.6) and (2,7)J proved in 
the paper (D), ^ e sifnifleant in giving a close link between the 
t ' , ^ 
maximum modulus of a schlicht function in th® unit circle, which is 
usually easy to deal with, and the mean of a p-valent function in 
the. unit circle^ which is frequently less tractable. These inequali-i-
ties do not, hovever, give the best possible results which are 
possible e.g. b^ applying highly developed variation^ technique; 
.but our results are interesting only on account of t^e elementary «r*l-" 
method used in their proof. 
i 
k3« Entire and meromorphic functions. 
3.1. Perivatives of entire functions. Let 
00 
(3.1) f(z) = S c 0 ^ z 
n 
be an entire fui^ction of order g and lox^ fer order % por e > 0 . 0 < 
S • n - ' 
Izl = r < R < c» . Then Yaliron [46,103-5] has given Asymptotic 
forfiiulas for thb growth of der iva t ives o f f (z) for a l l ordinary 
values of r < R as 
x r v i i 
( r M«(r) rj N(r) M(R) 
f 
and 
1 (d) . , J 
( 3 . 2 ) M ( r ) rJ M(r) { N ( r ) / r J , j = 1 , 2 , . . . . 
Another r e s u l t , i n t h i s d i r e c t i o n i s dne to Vljay;araghvan^473, which 
s t a t e s t h a t 
M(r) l o g M(r) 
M ' ( r ) > 
r l o g r 
f o r r < r , where-r i s a nuiaber depending on f ( z ) . Shah[391 has 
o o " -
f u r t h e r proved a miaiber 9f r e s u l t s : 
1 r M'(r)/MCr) p 
l im log • •-^— = ^ , 0 < o < 0 3 , o < > < ® , 
r - ^ l o g r > ^ 
l im M»(r ) / l i ( r ) < l im N ( r ) / r < H S W(r ) / r < Tim M»(r)/M(r) , 
I ir-KD ' r-o r-»QO r -^^ , 
and i n gene ra l 
I (4+1*) <j) • ^  . • (3+1) ' (3) 
' lim M (r)/M (r) <lim H(r)/r < lim N(r)/r < lim M (r)/M (r), 
J—i,2,».. • 
3* 2. Growth of derivatives of admissible fmictions. ' 
Hayman [l6] has defined admissible functions as follows: The 
class of functions (3.1) is called admissible in fz* < R, if they are 
regular for Iz' < R, 0 < R <oo, are real for real z, and if M(r) = 
f 15) ~ ^ 
f(r) for all r < R • How if we define a function 
(3.3) <(r) = d log M(r)/d log r = r M'(r)/M(r) = rf«(r)/f(r), r < R , 
then according to a theorem of Hayman [16,69,Cor.IIIJ we have 
(3.4) W(r) fv <(r) . 
In view of this asymptotic relation we .find that Yaliron's-result 
(3.2) reduces in the case of admissible entire functions to 
(j) c' ' ^ • " 
.(3.5) M (r) rv M(r) ^ <(r)/r} , 
-which holds ,for a sequence of values r < R and for any fixed positive 
integer j as r "-*• oo. MB also note that on account of the condition 
M(r) =1 f(r) for-admissible functions, the relation (3.5) coincides-\\^ -
15) With Hayman's definition of admissibility of f(z) in 'zj < R the 
condition c > 0 is not ne essary o show hat M(r) = f(r). 
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with another theorem of Hayman [l6,76,theo.IIl3 on the growth of 
derivatives of admissible functions, according to which 
f (r) rv f(r) ^ <(r)/rj as r "* ® • 
Further, the relation (3.5) means that 
(oc(r)/r] M(r) (1-£.(r)) < M (r) < (<(r)/r} M(r) (1+£.(r)) , 
where 0 < £^(r) -* 0 as r •* -». 
In the paper (1) we have proved the following results: 
Let f(z) be admissible in Izl < E. Then for a sequence of 
values r < R and any fixed positive integer 3 we have 
(3) , J 
(3.6) f (r) =(<(r)/r} f(r) (1+ n (r)) as r -^  00 
* e+1/2 y 
with i^ j.(r) = 0(<(r)) , £> 0 . 
Since M(r) = f(r) for admissible functions, we obtain from 
I . 
('3,5) and (3.6) 
(J) , J (0) 
(r) <[<(r)/r} f(r) (1 + n.(r)) = f (r) . 
(j) 3^ 
Again, if < (r) denotes the J-th derivative of <(r), then by 
M 
successive differentiation on both sides of (3.3) we find that 
( j ) (3.7) < ( r ) = < ( r ) (1 + n . ( r ) ) 
£.+1/2 tj 
with n . ( r ) = 0(c^(r)) , E> 0 . 
} Also in vie\^ caf the asymptotic r e l a t i o n (3.4) and the r e s u l t 
(3.7) we have 
(3) (^) 
I H ( r ) r>j < ( r ) . 
-A number of applications of the above results to the theory 
of entire and meromorphic functions is given in Appendix 3 . 
14. A class of bounded harmonic functions. 
4.1. It is well known that if f(z) is a single-valued analytic 
function in a domain Q containing z = 00 as an interior point, then 
(logarithm of the absolute value of f (z) is a harmonic f"unction, except 
'for logarithmic poles. The converse statement that every harmonic 
function can be represented as log if (z) J is, however, not true(see [1,1_ 
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Let g(z,C ) denote the Green's function of G with finite posi-
tiVe pole C, - and g its harmonic conjugate. Then 
C4L1) f(z) = f(z,^ ) = exp r - S jg(z, ^) + ii(z, ? )]? 
V "^16) 
will be a single-valued analytic function in G, have there zeros 
C-j > ^ >••• which may be finite (but we shall a priori assume here 
that these zeros are enuaerably infinite), and possess a uniifUely 
determined limit value on the boundary of G, Thus 
(4.2) .u(z) = log lf(z)i ^ He (log f(z)) == - S g(z, < ), C = ®, 
' . V=1 ^ 
will represent a bounded harmonic function in G, except for logaritbjsic 
17) -
'poles . Totality of all harmonic functions u(z) makes a class which 
we have considered in the paper (P). 
1 
41.2. Variation problem. If the ooles ^ be shifted to s * Cv = 1,2,...; 
I ' , V ' V 
i n f i n i t e s i m a l l y close to t h e i r o r ig ina l pos i t ions , such tha t the 
Green's function with pos i t ive f i n i t e pole <^ * becones g(z*, <C*)> 
then there a r i s e s a va r i a t ion in the Green's function which we define 
t 
precisely by the formula 
dg = s U ( z , C) - g(z*, <* )} , z , z* e G . 
, ». V • V •* 
This va r i a t ion i s pos i t ive or negative according as dg-> or < 0, and 
i t would not ex is t i f 9g = 0 . 
We note tha t the star-sjarked l e t t e r s denote here as elsewhere 
the points induced.by v a r i a t i o n . 
16) Since the periods of f (z) are in t eg ra l mxatiples of 2iri, so i t i s 
free of periods along the boundary of G, and therefore poles of 
, the Green's functions in G become simple zeros of f(2). 
*17) The representation (4.2) of u(z) as a linear combination of all 
the Green's functions of G, which are harmonic functions bounded 
in G outside their poles, follows directly from (4.1) , or from 
Ihlfors Ll,3-'7] if we assuae> that the number of zeros of f(2) is 
enumerably infinite. 
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In order to find condit ions -under which the va r i a t ion in the 
Green's functions of G would e x i s t , we have the following r e s u l t : 
A pos i t ive va r i a t ion for the Green's function of G e x i s t s , i f 
(4.3) S {gCz, C )^ - g(z, C*)] > 0 
and 
(4.4) f B^g(2, < ) - i ( z * , C )} > 0 . 
We note that in these conditions the poles (^  . and C* appear 
as oaraiieters rather than independent variables. If we introduce the 
Neumannts function IfCz;^ i'A) of G with the logarithmic poles of 
opposite signs in the points ^ ? "1 » then we have shown that the 
variation for the Green's functions leads to the Neumann's function 
in G: 1 positive variation for the Neumann's functions of G exists,if 
(4.6) 2lN(<^i ^^ , V -W(<*; i^,y[^)l > 0 , 
v/bere N denotes the harmonic conjugate of the Neumann's function N. 
We find that in the condition (4.5) the poles C , C* of the Green's 
functions of G appear as independent complex variables. 
( Further, the variation for the bounded harmonic function u(z), 
represented by (4.2), can be likewise defined by 
au = u(z*) - u(z) = B ^g(z, t ) - g(z*, <*)} , z,z* € G . 
Then the existence of the relations du > = < 0 would mean 
3g(z, < ) = 2 {g(z, C^) - g(z*, (^*) } > = < 0 , 
,and the variation problem reduces to the existence of variation for 
the Green's functions, so that the above conditions are in general 
valid for the class of bounded harmonic functions u(z). 
' I 5. A short survey of the work. 
In the previous sections we have discussed the theory and 
results connected with the six papers (A)-(F) and three appendices 
1-3 on schlicht, p-valent, entire, merornorphic and bounded harmonic 
fTinctions. The remaining work deals with the following topics: 
5.1. In the paper (G) we have proved three theorems on zeros of a 
XXX2. 
c l a s s of polynomials 
I ^ V 
( o J D P(z) = 2 a z 
' v=0 ^ 
v/ith r e a l or complex c o e f f i e i e m ; s , such t h a t fo r n 2 2 
la ' + fa. ( + . . . + la » < n la^l . 
Then a t l e a s t one zero of PCZ) l i e s o u t s i d e the c i r c l e 
t f - 1 / n . 
f Izl = r < 12 (n+1) la / a I f , r > 1/2 . 
F u r t h e r , i f for t he polynomial (5 .1 ) 
n ^ n-1 
min la I > 1 , ' max la ' > la I , 
f v=0 '^  v=0 '^  n 
t hen jj 
l o g 5(n+1) fa / a I R f 
n<R/k) < . a 2 _ _ _ J , k > 1 , 
' V ' "^  l o g k 
where R = max ^ ' a ^ / a ' , la / a I »••• I , and n ( r ) denotes t h e L n-1 n n -2 n ' i ' 
number of ze ros of P(z) in Izl < r . Again, i f t he c o e f f i c i e n t s of 
t h e polynomial (5 ,1 ) a re such t h a t la„ i / a ^ l > max | la „ / a I , 4 /g ^•"' n *- n-d ij 
la„ ^ / a I , . . . 1 , then a l l t h e ze ros of P ( z ) ' l i e o u t s i d e the r i n g 
n -o jj J 
{domain 1 / 2 l a „ / a I < fzf < 2 la . / a I . 
f #^ r •? °" "" 
Singh|_41j has also proved similar .results by using the Bern-
stein lemma, but we have made use of the Jensen theorem (see e.g. 
1^6,48]) to prove our results. 
, 5.2. In the paper (H) we have provea two results, one on giving an 
alternative proof of a well-known result of ¥aliron|46,32jwhich 
states that 
m(r) < M(r) < m(r) ^ 2 H(r + r/N(r) ) + l| , 
the terms m(r), M(r) and I(r) having thei'r meaning as in |46j , and 
the other result on maxiHiffli term t(r) of a quasianalytic series in 
close link to the maxiDium modulus M(r) of an entire series associated 
to the given quasianalytic series, according to which 
(5.2) • log t(r) > k log M(r) , 0 < k < 1 . 
If k = 1/log 2p < 1 for r > r , where p ='H(r + rAKr) ) + 1, then, 
being known that log M(r) > log t(r), we obtain froa (5.2) the 
inequalities log t(r) < log M(r) < log t(r) +'log (2p-1) . 
X X X I 1 
5,3» In the sjEmposiiim a r t i c l e (A) we have d i scussed the t h r e e cases 
00 
of eonformal mapping of the universal covering surface G of a p-
00 
fold connected domain (p > 2) and thus defined the type of G -c The 
three cases are: (i) p = 2, (ii) p = 3, and (iii) p > 3 , In the 
first case G is of the parabolic type, in the second it is of the 
hyperbolic type and in the last case it is again of the hyperbolic 
type. -
5.4o In the expository article (B) we have given an up-to-date survey 
of the developments in the theory of Riemann surfaces, emphasising 
on the recent trends in the study of various connected problems, 
some of which still lay unsolved. The survey is self-contained and 
comprehensive, detailing the theory from the early period of Eienann's 
innovation down to the year 1957, Me have also,suggested at places 
directions in which the theory can yet be developed. 
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1. Polya and Szego [8], [9] have given almost compre-
hensive information over the discussion in this section except 
the mention of the Russian work. 
We consider the class S of analytic functions (with a 
Taylor's expansion) 
(1-1) S: w=w{z)=Z+^aX, \z\<\, z^re'*, 
n.=2 
regular and schlicht in the unit circle \z\<.l and normalised 
by the conditions !X'(0)=0, w' {Qi) = \. This class S of analytic 
functions which map the unit circle onto a star-shaped domain 
is normal and compact on account of the relation (cf. 
Koebe's distortion theorem; also Gronwall [4], Nehari [6]): 
l — r ^1 , | ^ \+r 
(l-fr)3^l"'l^("l—r)3' 
o r T-7-^— \—,—;,=-ri—^—To^ U X ' ^ : l + l a 2 i r + r 2 ~ ( l + r ) 2 ^ ' ^ ' ^ ( l - r ) 2 ' 
where r is a positive number, |4 ; |=r<l ; and according to a 
theorem of Faber the inequality |fl2|<2, holding for its coeffi-
cients, is also valid for the functions of the form 
(1-2) / ( ^ ) = ^ ^ ^ ^ ^ , a r e a l , 
as also the inequality 
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1 _ | ^ | 2 ^ " ^1 
L5iL ' r 7 < 9 
The necessary and sufficient condition for the functions (M) 
of the class S to map the unit circle \z\<'^ onto a star-shaped 
domain is that (cf. Nehari [6, 221]) 
Re w 
z — 
w 
>0. 
Moreover, w=w{z) maps the unit circle onto a convex domain, 
if, and only if, zw'iz) maps |^ |<1 onto a star-shaped domain, 
where, according to Gronwall [4], Lowner [5], we have 
(1-3) kt«^'U)K ( l - r ) 2 -
If the point z move with uniform angular velocity 1 on 
the boundary of the circle \z\ = r, then the image, sketched by 
the function w—w{z), of the boundary of the circle \z\=r in 
the w-plane, has, according to Polya-Szego [8, 105, 276], the 
measure of curvature 
Im dlog zw'iz) 
(1-4) K=- d<j> 
l-^Re w 
\zw {z)\ \zw'{z)\ Z=re' 
at the point w=w{z) • This value of K is positive or negative 
according as the sense of rotation of the velocity vector izw'{z) 
is positive or negative. 
Study [11] and R. Nevanlinna (see for this Polya-Szego 
[9, 205]) obtain for l<;|<r 
Re w 
•w' 
> 
Ar-\-2r^_2r{r—2) 
1 l - r 2 ' 
where the right hand side is ^ — 1, when r does not exceed the 
smaller root of the equation r^—4r-|-l=0. 
Bieberbach [1], [2] defines the boundary limits of the 
measure of curvature of the level curves (the images of the 
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circumference 1^1 = r < l onto the w-plane) for the class 5 by 
means of the inequalities 
w"\_d ,, 2r{r~2) p f tv"\ d ,, 
^e\ z —, = 5 J - arg w [z { w ] d<p "^ 
where ^ is defined by the direction of the circular tangent at 
the point z=re*, and 
(1-5) ^'rRe\z'^ 
2 
1—r^  '^ ' 
with the conclusion that for |4;|<'2—-\/3 the expression on the 
right hand side of (1'5) is positive, while for larger |^] it is 
negative; therefore, in every schlicht mapping w{z) of |-2|<-1 
every circle | ^ | < 2 — V 3 is mapped convex. Thus applying 
(1-2) and (1-4) to the formula (1-3), the value of ^ f o r the level 
as curves is given as (cf Bieberbach [2]) 
(1-6) K^^--^'+'\\=l, 
but this evaluation is not the best possible one. 
Miroshnitchenko [7] obtains the exact lower limit of the 
measure of curvature of the level curves in the class S of analytic 
functions defined only for the ring-domain 2 — V 3 = ^ | ^ | < 1 . 
Zmorovitch [12] finds out the exact least and greatest 
values of the measure of curvature of the level curves in the 
sub-classes of the analytic functions of the class S, by mapping 
the unit circle |'S!<1 onto convex domains. At the same time 
he also evaluates the lower and the upper limits of the measure 
of curvature of level curves for the class S of schlicht 
functions 
Z'.^{z)=Z-^c,V^^. z.=r,^\ 
z-
n = l 
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which are regular in the domain |4 : |>1, except the simple pole 
^ = 0 0 , and map this domain onto a convex domain. 
The present paper is a continuation of the kind of the 
work by Bieberbach [1], [2] and Zmorovitch [12] for 
evaluating boundary limits of the measure of curvature of the 
level curves of schlicht functions. The treatment of the pro-
blem by Gronwall and Zmorovitch has been partly followed 
inasmuch as only the basic ideas of their method of investiga-
tion are used. 
2. We examine the class A of schlicht functions, regular 
and single-valued in the unit circle | ^ | < 1 , and represented by'-^ ^ 
(2-1) A:F{z)^l h {l-e""'z)~^"'dz, {m=],2,..., n), 
Om=l 
where 6^ and b^ are real numbers connected by the relations 
n i 
2 b^=2, and - l ^ J ^-^^' ^^' ^= '^ 2' •- ' «'i^0-
m = l t n - j 
Now denoting by K and K the least and the greatest value 
respectively of the measure of curvature of those level curves 
of the functions of the class A, which are images of the circum-
ference l'S:|=?' in the w-plane, we announce the 
Theorem 1. For the class A of schlicht functions, defined by 
(2T), we have 
— . e'^< ', for r<l, 
(2-3) j i k l l ) ' . , ^ ( r ) / 2 fo r r^O 
r 
\2 
and 
1. We are justified to consider such a representation in view of 
Bieberbach [3, 301-2], Gronwall [4, 251], Lowner [5, 111-13]. The func-
tions of the form (1-2) also belong to the class A. 
(2-4) 
(2-5) 
(2-6) 
where 
(2-7) 
(2-8) 
K=J 
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23j.l/2 
eC^-«)nr)^forr^rQ<\, (l+r){T(r)}3/2' 
l i+L) .e-n ' ' ) /2 , /or ro<l , 
14-r (2' T(r)=21og{^J, 
" = 2 
1 (1-r)^-' 
T(r) 4r 
ana? rg u ^^ e root of the equation 
Ar (2-9) • ( r ) : 
• (1^0 , 0 < r < r o ! ^ r i < l . 
Proof. If the circle l-cl^ ?" lie entirely in the regularity 
domain of the analytic function w=w{z) and if for any circular 
arc lying on it w'^0 throughout, then, according to (I'S) 
and Study [10, 114], the formula of the measure of curvature 
of the level curves gives 
Applying this formula to the class A we obtain: 
(3) 
2. We note that the magnitude T(T) is, according to Polya-Szego 
[9, 202], connected by the relations 
|logw'(^)+log(l —|^|2)|=|/mlogM;'(^)|<T(/), 
or -T(r)<log |M; ' (^) |+log( l - r2)I<r(r ) , 
and T(?-)=2 arc sinr (valid only for convex mappings). Gf. also Bieber-
bach [3], Gronwall [4]. 
, dz „ d^Z , dw ,, d^w 
3. H e r e ^ = ^ , ^ = ^ , « ; = ^ , « . = ^ . 
128 
l b 
' ' m = l \ ^—^ '•' eiSynz 
1 2 " A 
— tH^^fl |l_e'«m^|fcm V T ^" 
2r ,„:a I ' -^ 1 - Z . | l-e>»".^|2 
m = l 
Putting b^—2a^, |1—e'*"i^|^=/3„, we have 
(2.11) r=i^ '5e2r"-~n 
m = l 
where 
(2-12) P=-n C-lr^ 
m=l 
(2-13) 2 « m = l , 
m = l 
(2-14) - K 2 «m<l, (i, /=1,2,..., «;iv^/). 
Tn=j 
and 0 < ( l - r ) 2 < | S ^ < ( l + r ) 2 , (m=l , 2,..., «), 
where the magnitudes /S^ are themselves connected by the in-
equalities 
(2-15) ( l - r ) 2 < ^ , < / S 2 < . . . < ^ „ < ( l + r ) ^ 
The function P, defined by (2'12), with its arguments jS„ 
[m=\,2, ..., n), is continuous in the closed and bounded 
domain D of the function F{z) of the class A. P attains its 
least and greatest values in this domain. In order to find 
out the least and the greatest values of P we shall vary in D 
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two magnitudes ^j and jS^ +i ( j > l , j + l < n ) only, which are 
connected by the relation 
Uj log^j + aj+i log^j+i=const=^. 
With this relation we have 
n p^ = const, 
m - l 
and thus it is sufficient for our purpose to consider the function 
(2-16) ^ = § + ^ ± 1 . 
Pi Pj+i 
Hence putting T* = T + A (ajlogi8j+a,+ilog/S,^i—c) we 
obtain: 
whence follows that ;8j=/3j^i (ajT^O, aj^i^iO). Thus we con-
clude that the least and the greatest value of P should be rea-
lised for 1 < « ^ 3 . Hence from (2"15) we deduce that 
and a ,^ a^, ag satisfy the relations (2" 13) and (2'14). 
Now we may vary the magnitude ^^ ^^^ o i^e of the mag-
nitudes jSj and ^3, which we subsequently denote by ;8, (z=l,3). 
Thus these two magnitudes are connected by the relation 
a,logj3, + a2log^2 = const=c. 
Writing in analogy with (2" 16) 
and taking j3, for the independent variable we obtain: 
130 
Hence for the growth of the magnitude P we consider only-
two cases: 
(i) a2>0: In this case for a^>Q> both ^^ and ^2 decrease, 
but for a3<0 both ^2 and /Sg increase. Thus under these 
conditions the least and the greatest value of P is realised when 
n = 3 . 
(ii) a2<0: In this case for a j>0 both jSj^  and ^2 iiicrease, 
but for a3<0 both jSa and ^3 decrease. Under these conditions 
the least and the greatest value of P is realised when n^2. 
Therefore, in the first case, for « = 3 we have 
i3l = ( l - r ) 2 < ) S 2 < J 8 3 = ( l + 0 ^ a i > 0 , a2>0, a3<0. 
Now in order to find out the least value of the magnitude P 
we consider P as a function of /Sg only. We thus have 
« 2 - 2 l 
<0. 
But since a g ^ l , we shall consequently for the exact value 
of P have ^2r=^^, or K = 2 . Still observing that aj^+a2=l, we 
should necessarily consider the function 
Here 
in the interval — K a i < 0 , whence follows that for evaluating 
the least value of P we must put 0-1^=—^. 
Thus under these considerations we obtain finally from 
(2-11) that 
„ l - 4 r + r 2 / 1 + n 
^ ^ r • [T^rj ' 
l+r 
or putting T(r) = 2 logy—- we get 
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(2-2) r = ^ ~ ^ ^ ' + ' ' . g ^ ( ^ r < l . 
Now we examine the other case, n^2, under the condi-
tions a i > 0 , a2<0 , a3<0 . In this case the least value of the 
measure or curvature is realised if ^•^=,S2=(l+r)^, aj^=lj 
whence follows 
r>^-^, 
or 
(2-3) K=^^~^ . e^C^^\ r^O. 
I t can be easily seen that the formulae (2'2) and (2*3) 
also define the lower limits of the measure of curvature of the 
level curves for the general case a ^ > 0 {m = l, 2, ..., n). This 
boundary value coincides with what Zmorovitch [12] obtains. 
We now pass on to evaluate the greatest value of the 
measure of curvature, denoted by ^, of the same level curves. 
First of all we consider the first case n=3, ^j^=(l—r)^ 
^jS2s^i83=(l+r)^, a i > 0 , a2>0 , a^<0. Since, as before, the 
function P is taken to be a function of ^2 only, we have 
dPjd^2=0, and therefore its critical value is given by 
(2-17) ^ 2 * = ' ^ i ± ^ . 
But as ^i<|82*^iS35 we shall consider the two cases: 
I°.i8i<i82*<i83, and 
2°. S2*=^„(z-=1, 3). 
We now examine the case 1°, where 
P{^2*)=Pi Pz ("ai + ag 1 =ri(«i' "sj.say. 
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I t follows from this that the function P^ is defined in a domain 
G bounded by the straight lines 0^ = 0, a^=Q, a-^-\-a^=\, a^+ag 
= | . Since g^ >0-a—>*-*' ^o ^Y the maximum principle the 
greatest value of P^ is realised only on the boundary of G, 
where, according to Zmorovitch [12], 
(2-8) 3 3(1-0^ , 
" , , \+r 8r ^ 
4 log J _^ 
r 1 
4r J 
should hold for the greatest value of P^. But as r increases 
from 0 to 1, a changes f rom+co to 0, and, moreover, we still 
have the condition 0 ^ % < | ; it follows that in order to eva-
luate the greatest value of P^ we should use the value a^=a 
only in the interval r sCro<l , where TQ is the root of the equa-
tion 
or 
(2-9) '''' = (l|ir' 
Hence in the interval r < r o < l we find 
Ki^', 
23/2^1/2/^_|_^^l-2a 
( l - r ) 2 - 2 « . | i o g ( [ l + r ] / [ l - r ] ) f / 2 ' 
or 
where a is defined by (2"8). 
N o w l e t r o < l . In this case P i ( | , 0 ) will be the greatest 
value of the function Pi(ai, Og). Accordingly we get the eva-
luation 
^ < — , 
r ' 
or 
(2-5) r = ^ . ^ - ^ ( ' - ) / 2 , r o < l -
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We shall remark here that the greatest value of the mea-
sure of curvature remains valid only in the interval O ^ r ^ 
r o < f i < l . In this interval we maintain the relation ^^^ <^3-
Also for^1=0, i.e. for the interval 0^r^r^<l we shall have 
^2* =^3- Thus it remains still to find the greatest value of 
the measure of curvature in the interval O ^ r ^ r ^ . Since in 
this interval ^2*^183, so we assume that iS2=^3, and consequent-
ly obtain 
pw=ft'ft"'(;-+^). 
dP 
Moreover. - — > 0 in the interval O^a , < l , whence follows 
that for the evaluation of the greatest value of /*(%) we must 
take a i = | . Thus, accordingly in the interval O ^ r ^ r ^ we 
have 
K< l+4r+r^ /l~r.^ 
• • ( l + r ) 
or 
(2-6) K= l + i ' i ^ .e-^(^', 0 < r < r , . 
Thus the case 2", when ^2*> defined by the relation (2'17), 
satisfies the condition 182" ^ ^ 3 , is considered. I t is easily seen 
that here we can assume ^2*=^A(^=^1' 3) and under these 
considerations it follows that n^2 must hold. The values of 
K thus obtained remain likewise valid under the general con-
dition a^>0(m = l,2, ...,n). 
3, We, however, generalise the class A of schlicht func-
tions, defined by (2-1), as follows 
Let Ap denote the generalised class of schlicht functions, 
regular and single-valued in the unit circle | ^ | < 1 , and represen-
ted by 
(3-1) Ap :Fpiz)H n h-ie''"^ zYY'^^dz, 
( m = l , 2 , ... ,n;p=l,2, . . . ) , 
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n I 
where 2^b^ = -, and ~\^y^b^^l+-, 
-=i -=^ ( i , / = l , 2 , . . . , « ; j 7 ^ / ) . 
The functions of this class map the unit circle | ^ | < 1 onto a 
polygonal convex domain with j!)-times symmetrical rotations. 
By an analogous method, as used in § 2, which is the par-
ticular case for j&=l, the boundary limits of the measure of 
curvature K of those level curves, which are images of the 
circumferences \zl=f<^ onto the !x/-plane, are found to be 
l-2{p+l)rP+r'P {l+rPy/P l+2{pi-l)rP+r'P 
We shall now consider another kind of level curves of 
the class Ap, which are images of those radii of the unit circle 
1^1 < 1 onto the convex domain, which intersect there or-
thogonally. These level curves are called the orthogonal tra-
jectories of the class yij,. We denote their measure of curva-
ture by K^. 
Theorem 2. For the class A^^ of ichlichi functions, defined by 
(3'1), there exist the following boundary limits for the measure of 
curvature K^ of their orthogonal trajectories: 
(^ 5 0) u ^ A , 5 ^ (l-2rfcosi/.+r2J')i-i/f" 
where 
(3-4) ^ = a r c c o s ^ - ^ i ± ^ ^ ^ ^ > : : ^ ^ ^ ^ 
0 < r < l . 
In particular, for / ' = ! , i.e. for the functions of the class A. 
we have </r=77-/2 and 0 < r , < 2 . 
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Proof. In this proof we have throughout followed the 
Syllogism used in the proof of the theorem 1. 
We learn from Study [10, 113] that if the measure of 
curvature of the arc Z=z[t), where / is a real parameter, 
vanishes at some point Zo=Z (^o)' then the measure of curvature 
of the transformed image arc, given by the regular analytic 
function w=w{z), is defined at the point WQ=W{ZQ) by the 
folJiftula 
I 
^^^) ^ k ' ( g | - I ^ U o ) l 1 ^"^" 'Uo)! I \Z'} J ' 
where z', z", ^', ^" ^^ve the same meaning as in § 2. 
Nowweput i!=r (0<^<1), ^ = r^ '«*, ^' = J = - J = g ' > , and 
apply the above formula to the class A^ defined by (3'1). Then 
we obtain : 
ipe„ K=nj-e--,n'-Mii-/'::n 
whence, putting b^ = 2a^, | 1 - /^ ' ' "^^ | '=^„ , and ^„=/ ' (^^+^) , 
(m = l, 2, ... w) we find 
•C^==2prP-^hC.y^ 
m = l ^^ p , 
Since the condition a „ > 0 holds, it is sufficient, in order to 
evaluate the upper limit for the magnitude K^, to assume that 
sini/f^>0 (w=l, 2, ..., n). We should, therefore, consider 
Now, as before, we vary any two magnitudes >/»j and (/'j^ i, 
which are connected by the relation 
«j log 4>j + ttj^i log ^^+1=const = c. 
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Thus it suffices to consider the function 
ajsint/jj 
•0= ' ^ 'J - ) - -^j+l^^^^r;+l I sin 0j. 
.^ 
^,+x 
W e p u t V* =v-\-X{ajlogtjjj-\-a^_^_-^\ogi/jj+i—c)(, a n d h a v e 
dv' 
* . i - . -
and 
# ; 
^jCOS!Aj-2rPsin2 0^  2r fs in i / r ,_ 
dv'' 
whence we find that 
7^+1 o2 r^a ,+i n •^—=U. 
n + 1 Pj+1 
The equality (3-6) shows that the upper limit fy—r,-. \_ 
only with the condition ^'r'l^i+x, that is to^ay, the^ '^^ ^^ ^^ ' 
value of the magnitude K^ holds for ^^ = ^ ^-^ _ ' / n(rn 
= ... = ^ „ = l - 2 r ' ' c o s 0 - r ^ and aj = a , ' < _ l ' „ .^^ . i 
over, this greatest value of K^ should bftfTe^isofKi ' t /? 
a l l^= 1, 2 , . . . Thus, under these coijp^itior^ 'f 
(3-7) r,<2rJ>-i ^^—^, ^ , - 3 ^ ^ -
^ ' ' (1-2rPcosi /(+a^i- i / 
Now differentiating P (i/f) ^ ^ i ec 
zero we obtain 
whence the critical value a|Pf"f is fouiw,?.. \ V* l l 
3'4) cos^^^^^ ^ ^ ^ ^ " " ^ ^ ^ 4 ^K 
This critical value i s / ^ " ^ ^ ^ ^ % - A B S?(" 
orthogonal trajector*--^^ . -^ ^^  
Moreoxer^/' \ . -^e example of the ~-\J J i%\ 
to fl>e clasi).?. * ° « *=" *= ' ° " " ^ f M\ ' / & 
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can be attained. With this remark and the result (3*7) the 
theorem is completely proved. 
In the end I am thankful to Prof. S. M. Shah and Prof. 
S. K. Singh for their valuable suggestions. 
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PkPm (B)* 
On a question of representation of analytic functions by Faber 
polynomials.' 
In this paper we consider a^question, suggested by Lokhin[_2], 
on the representation of regiiLar analytic functions of a complex 
variable, by means of Faber polynomials. The question is: Vfhat is 
the representation of such functions' inside and outside their 
regularity domain ? „ ' , 
1.' Let G be a domain of "finite connectiyity with contours which 
do not reduce to a point. We denote by G-the closure and by G* the 
compleinent of this domain.'. Consider a class of analytic and schlicht 
functions ' '•* '• • " 
(1) w = v/(z) = z 2 . a z~ , ' 'a = 1 , 
where w(co) = co and.w'(co) > 0, which map G conformally and one-to-
one onto the unit circle !wl < 1 and G* onto the exterior of this 
•unit circle, so that"the.points at infinity in the two planes" 
correspond to each other. , " . . 
We assume that the.contours C^ . (i = 0,1,2,,..) are closed 
• '. ; ' • ' i 
analytic curves; the coraplete boundary of ,G will be denoted by C . 
Further, let' C * denote that closed analytic curve which is maptied 
; •• ^ ^ o " -. , , • 
by the functions (1) onto the circumference of the circle iw' = r < 1. 
, •• ,We Understand by the Faber polynomials w (z) of the n-th 
degree the totality of magnitudes with nonnegative powers of z in 
the Laurent, series of w (z) in the neighbourhood of the point z = ^ 
(see [2,441} , [3,503] , [4,33] , [5,363] ). The existence and uniqueness 
of all Faber polynomials w (z) for n > 1 is easily shown by recur-
sion. 
* Aclinowledged for publication in the Canadian Journal of Mathematics, 
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, How any regular ana ly t ic function f (z ) may be represented 
in G by a se r ies with the Faber polynomials as (of. ["2,441] ) 
(2) f (z ) = S A w (z) , 
n=:1 ^ n 
where j, 
1 -n-1 
'(3) A = J ffzCw)] w *r, , n = 0 , 1 , 2 , . . . , 
z(w) being the inverse function of w = wCz), and the in tegra t ion 
extended, over a closed ana ly t ic curve aroimd the o r ig in . 
I ' The out l ine of the solut ion i s as follows: If C , r < r , 
be the f i r s t of the closed analy t ic curves, in whose closure f (z ) 
i s regular ana ly t i c , then the se r ies (2) w i l l converge ins ide and 
diverge outside C . .But i f fiz) coiild be continued a n a l y t i c a l l y 
across G , then na tu ra l l y the Question of summation of the 
r 
s e r i e s (2; outside C a r i s e s . ¥e have followed the method sugges-
^o • • 
t ed by Dienes£l] , which i s based on the analyt ic continuation of 
f ( z ) to Mi t tag-Lef f le r ' s s ta r domain. 
Let D d G be the r e g u l a r i t y domain of f ( z ) . If we denote 
by d the image domain, onto which D i s mapped conformally by (1 ) , 
then d w i l l contain the un i t c i r c l e 'wl < 1 inside i t s e l f . We nox% 
consider in D three closed analy t ic curves C , C and C^ , such 
^1 ^2 ,1 ^ "-^ 
t h a t C- cz Q c: Cj. . Let the images of these analy t ic curves 
•^2 1 3 
be denoted, by p . , Pp and p , r e s p e c t i v e l y . We n o t i c e t h a t f ( z ) 
i s regular ana ly t ic on these curves and between them. 
We sha l l at f i r s t e s t ab l i sh a formula to represent f (z) 
ins ide D by means of an aux i l i a ry sumiaatory function cj? , which 
defines the coef f ic ien ts of the se r i e s (2) . 
j Theorem 1. The regular analyt ic function f (z ) may be 
uniquely represeniied ins ide i t s r e g u l a r i t y domain D by means of 
an aux i l i a ry summatory function 4*(t), t = wCC), as 
'^ • 1 • 4'[w(C )] 
r 
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where 
00 
(5) - 4>(t) = S .A t"^  , 
n=0 ^ 
and A^ are the coef f ic ien ts In (3) . 
Proof. The fimction 
' 1 f[2(w)] 
g^t) = 7Z7 I ^^ w 
^^ Vp w-t 
i s regular analsrtic outs ide r_,,n«rhere g(GO) = 0 . If t € , . 
then by Cauchy's theorem we have (cf. alsoC5,363]0 
(5) ' g ( t ) = - f [2( t ) ]+* 4>(t) , 
where 
1 frz(w)j (7) tCt) = — I — dw . 
Put z ( t ) =S , t = w(S ) in (6 ) . Then 
(8) 4>br(< )] = f(C ) + g[w(^)] . 
Thus g[w(C )] i s regular analy t ic outside C , where g w(®) = 0. 
Therefore ^ ^ 
1 ^ . gLw(<^)]dC 
(9) J = 0 
2tri C„ C -z 
for a l l values of z € C^ . ci D (see also 0 , 3 0 9 ] ) . How i f we mul t i -
ply (8) by 1/2Tri(^-z) and i n t eg ra t e over C , then in view of 
1 
the relation (9) we get the representation (4), 
Since the choice of the closed analytic curve C is arbi-
^1 
trary, the formula (4) represents inside D the regular-analytic 
function f (z) by means of the auxiliary summatory function <^it)* 
The representation (5) of ^it) follows directly from (7) in 
view of the theorem itself. Ftu*ther, the uniqueness of this re-
presentation of f(z) inside D follows directly from (4) and (5). 
2. Ke shall now show that the relations (4) and (5) make the 
summation of the series (2) outside D possible. For this purpose 
we Introduce the Mittag-Leffler's star function with respect to G« 
According to Dienes [l ,308] the analytic continuation of f(z) = 
S A w (z) across the boundary of B gives rise to the star domain 
n n " " , 
M with respect to the origin of coordinates of G. Thus we prove 
20 
for the representa t ion of f (z ) outside DJ 
Theorem 2» In the s ta r doniain M the following represen ta -
t i on of the re^ialar analyt ic ftmction f (2) -holds; 
n 
(10) f (z) = lim S 1 k w (z) , 
n-KX) v = 0 V V V 
where A are the coef f ic ien ts in the se r i e s (2) , w (z) the Faber 
polynomials and k complex numbers independent of f(z) and w(z). 
The righthand 'side se r i e s in (10) i s uniformly convergent 
l a ah ayb3.tr ary dogial};^  D^C: M . 
Proof* Let D be contained ins ide C^ lying in M. Then 
o ^1 
the summatory fxinction 4>(t) i s regiHar analj^tic in M. Thus 
applying Mittag-Leffler• s method of summation ( s e e [ i , 3 1 l j ) we get 
(11) 4>(t) = lim 2 A k t , 
Xl-<Q v = 0 "^  V 
where k do not depend on <:|'(t). This se r i es w i l l be uniformly 
convergent in any closed domain in M. Put t = wCC ) in (11). Then 
(12) ' cbfijC^)] = lim S A k M O f . 
The series (12) is again uniformly convergent in any closed domain 
in M, in particular in the closure of C^ . Now if we multiply (12) by 1/2iri( C-z), z € D , and integrate over C , then in view of 
o r J 
(4) we sha l l obtain (10), which proves the theorem. 
Remark&i--
1)'The representa t ion of f (z ) in t h i s theorem can, ho\^ever, be 
extended to the curv i l inear s ta r domain. But we omit such consi-
dera t ions here , as they may be e a s i l y persued according to£l ,313J . 
2) iThe only defect of a l l representa t ions of the type (10) i s tha t 
none of them converges in the whole s ta r domain H but only in 
closed domains contained in M, which consequently ten^ to M i f 
the a r b i t r a r y closed aJBialytic curve C^ . HE i s taken very close to 
the boundary of M. 
We can, however, construct a represen ta t ion of f (z) in the 
whole s tar domain M by considering the absolute convergence of the 
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s e r i e s (10) in M. For* t h i s Durpose l e t s (z) denote the n- th Pa r t i a l 
n 
sma of the se r i e s (10): 
• . ' n 
i s (z) = a A,, k w (z) . 
n v=:o ^ V V 
Then for iwl = 1, lf(z) - s (z)|< S f < co where £„ deDends on 
. ' ' n • n n -
C„ o Hext we. choose Y) such that IA - A ^ ' < Vl for >1 < £ , 
3^1 • In n n-1 Ln In n ' 
where 10 -'• 0 as n -* Q}, -Under these considerations we obtain the 
representation of f(z) outside D as 
n 1) 
(13) f(z) = lim S A k w (z) , 
n-^ v=0 V nv V 
where k depend only on £ , so that the series in (13) converges 
absolutely in the star domain M. 
I am thankful to-Prof. S.M.Shah for valuable suggestions. 
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1) Lokhin 12,4433 has also enunciated such a r e s u l t , but h i s proof i s 
incomplete in ' tha t he has not a t a l l considered the absolute con-
vergence of the se r ies in (13) in M. 
(Uber Koeffizienten der im Einheitskreise p-valenten analytischen 
Funktionen. 
'1., Es sei 
00 
(1) w = f (z) = S a z^ , a 5^  0 , 
e i n e i n Iz I < 1 r eg ia i i r e p - v a l e n t e a n a i y t i s c h e Punkt ion , d .h . e i n e , 
dae im E i n h e i t s k r e i s e igoiotQflg p l u l l s t e l l e n h a t . So h a t Gal*twright 
[23 g e z e i g t , dass fur solche Funktionen 
-2p 
(2) M(r , f ) = max I f (z ) 1 < A(p) u ( 1 - r ) , 0 < r < 1 , 
t 1zl=r ^ ' ' 
i s t , wobei A(p) e ine von a abhangige Kons tan te , und p = max { '%'» 
la • , • • • , l a I ( b e z e i c h n e t . Perner h a t B i e r n a c k i p j d ie n a c h s t e -
hende Ungleichungen f e s t g e s e t z t : 
1 2ir .Q • * 1 - 2 D i 9 
(3) I ( r , f ) = ^ I IfCre ) I dO < A(p) u ( 1 - r ) , z=re , 
(4) la I < A ( D ) U n ^ , n > T), 0 < r < 1 . 
^ - 2 ^ » - ^ » 
Die Punkt ion f ( z ) = z^ (1 -z ) " , d i e jeden Wert, b i s auf d ie auf 
D P P SXl — 
der r e e l l e n Aehse zi^ischen (-1) 2 lind (-1) co^  genau p-iaal/nimmt _, 
z e i g t , dass das i n (2) s tehende Exponent 2p durch ke ine k l e i n e Zahl 
e r s e t z t vrerden kann. 
Hayman[j3] h a t d ie Grenzkonstante .< von f ( z ) m i t t e l s der 
Beziehung 
2p 
(5) < = l im ( 1 - r ) M(r , f ) > 0 , r < r < 1 , 
r-*1 o 
e r k l U r t ; i n der Tat f o l g t d i e s e ErklSrtmg unmi t t e lba r aus s e ine r 
i 
fo lgenden Resxi l ta t : -2p (6 ) M(r , f ) ro < ( 1 - r ) a l s r ^ 1 . 
Also modoxiziert Hayman die Beziehungen (3) und (4) vie folgt: 
2p-1 
(3') lim (1-r) I(r,f) = < r(p-1/2)/2 r(1/2) r(p) 
r-*1 
fur p > i/2, und 
* 'To appear in Mathematische Zeitschrift. 
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.(4») lim fa I / n'^ ' = </ r(2o) flir p > 1/4. 
Es ist wohl am Platze anzumerken, dass man aus (2) tmd* (6) die 
Bezlehung <* AJ p A(p) leicht schliesst. • . ' . 
2. Wir bemerken, dass die von Biernacki bezw. Hajrman erweiste 
Beziehungen (4) und (4') die Koeffizientenaufgabe f-fir die durc^ r (1) 
dargestellte p-valente Punktionen f(z) l3sen. . Eirie Simliche, in 
diesem irtikel entwickelte -and gelosM Anfgabe sich namlich erhebt: 
Is sei f (re ) = u(v,Q) + iv(r,9). Wir nehmen an, dass v(r,9) ^ 0, 
^ i9 
und dass z = re die Periphery iz ' = r einmal, aus irgendeinen 
Piankt z fortgehend, umlaufe. Als z die Periohery ganz einmal, aus 
z zuruck wieder zu z , umdreht, so v(r,9), • als .eine fiir r < 1 
o ° 
stetige Funktion von 9, entweder dieselbes Eeiehen hat oder das 
^eiehen gerademal verandert (vorausgesetzt, dass die ^eichenver-
anderungen endlich seien). Es gibt aber eine Ihtervalle 0 < r < r <1, 
t - - O 
wobei v(r,9) seine 2eichen aiif fz' = r meistens 2p-aal verandert. 
Wir konnen also anstatt f(z) eine Funktion 
(7) F (z ) = S " A' Z^* 
'v=-p -v 
b e t r a c h t e n , d i e i n IzI < 1 r e g u l a r p - v a l e n t i s t imd im Nullpunkte 
e i n e n Pol von Ordnung me i s t ens p b e s i t z t . Wir werden d ie nach-
4 
s tehende genaue Ungleichmig fiir d i e Koef f i z ien ten A beweisen: 
"^  '-' . ' - n 
Sa tg . i s „ s ^ Re F ( r e ^ ) > 0. Dann g i l t e s 
2D-1 < (2p~1) r ( p - 1 / 2 ) J 
(8) lA I < u 2 * < 1"^ + f fur p > 1/2. 
Bev/eis. Da v ( r , 9 ) d ie Zeichen 2p-aa l auf Iz ' = 1 v e r a n d e r t 
•und s t e t i g i s t , so v ( r , 9 ) = 0 fiir mindes tens-2p d e u t l i c h e Werte von 
0 , ' d i e man durch 9. ( i = 1 , 2 , . . . , 2 p ) und von so lcher Art d e f i n i e r e n 
mh'gei 0 < 9. < 2tr, 0 < 9 < ,9 ' < . . . < 9 , 0 < 0 . - 9 < 2ir fur 
' ., "• . ' ' "" 1 2 " 2p 1 3 
± > i ( i , o = 1 , 2 , . . . , 2 p ) . ¥ i r b e t r a c h t e n nun d ie Funkt ionen 
2 ~^ g (z) = z (1-2z cos vj^  + z ) , 
.2> ' g ( - i z ) = - i z (1+2iz cos ^ - z ) 
aueh ' Im F (e ) = 2v(9 -4^^) ( s i n 9 - cos f . ) , wo 
24 
wotei xp = (9 -Q) /2 i s t . Dana i s t d i e Funkt ion 
'1 2 1 .i4> 
F^(z) f ( z e ) / g ^ ( - i z ) , 
wo 4> = Tr/2 - (9 + 9 ) / 2 i s t , r e g u l a r i n 0 < i z ' < 1, b e s i t z t e inen 
Pol Yon Ordnung me i s t ens p oder i s t r e g u l a r im Niillptinkte. Es i s t 
i9, 
^  1 
1 > 0 furr>^/2- f < 9 < ir/2 + % 
( s i n e - cos f ) \ ^ 
1 < J < 0 fur V2+ f < 9. < 5 F / 2 - +' , 
•and -7(9-4>) > 0 fur Tr/2- 4^  < 0 < F / 2 + t^ so wie fur p-1 andere • 
n ich tuherdeckende I n t e r v a l l e n i s t , a l s d o r t ( s i n 9 - cos -K) < 0 
, i 9 • 
g i l t . Es i s t a l s o g e z e i g t , dass Im F (e ) se ine 2eichen auf IzI 
^ 1 
= 1 genau 2(p-1)-mal v e r a n d e r t . Ahnlicherweise kann man ze igen , dass 
Im F (z) = Im f ( z e ^ ^ ) / g „ ( - i z ) , wobei g . ( - i z ) = - i z ( 1 + 2 i z c o s % -
i*^ 2 2 • '^  
z^) , f = (9^-9 ) / 2 und 4> = 3Tr/2- f^ i s t , d i e Zeichen auf ' 
Izl = 1 genau 2(p-2)-mal v e r a n d e r t . S e h l i e s s l i c h wurde Im F (z) = 
p 
Im ^ f ( z e " ^ * * ' P ) / g ( - i z ) f , 4-" =(9 ^ , - 9 ) / 2 , 4> == 3ir/2 - 4^ 1 -
I p. J ' ip p+1 P P ' . 
c^--..« - 4*r>_i » ^^® 2eichen auf fzf = 1 n i c h t ve randern . i l s o 
wird es 
p-1 - i 4'„ ' p - i -f^ 
f ( z ) = (-1) F ( - i z e • 'P ) . I I g . ( ze ^ ) 
P j=1 J 
p-1 i 2p D 2p -19 . -« 
= i (-1) exp ( - ^ S 9 ) . F(z) . z^ I I (1-ze *') , 
woraus f o l g t es l e i c h t , dass 
• 2p -19. , „ 
II d-ze *') . f(z) ^ z^ F(z) . 
0 = 1 
Diese Beziehung wird nach der unendlichen Reihenentwieklungen (1) 
und (7) 
2p - 1 9 . 00 . y (30 ^ (8) I I (1-ze ' ' ) . B a z ^ S' A z j=1 Y=0 "^  v=0 v -p 
S e t z t man h i e r 
2p -19 2p 
II (l-ze ^) = 2 b^ z^ , 
j=1 v=0 ^ 
so wird man aus (s) erhalten 
2p 00 00 
(9) S b,, z^ . B a z '^  S A z^ , 
wobei man findet, als man B b z^ durch (1 + z) ersetzt, dass 
25 
2p 
10) lb ! < C , n = 0 , 1 , 2 , . . . , 2 p . 
liner Fergle ich von Koeffizienten von z auf beider Sei te von (9) 
:ibt 
''^ ' Vp - J o ^ Vv ' 
ind man f indet mi t h i n , wenn aan u = max ^ la i, la I , . . . , la ^ ] 
chre ib t , dass 
n 2p 
lA I < u S C , 
p-n 2p p-n ( 2 D ) I 1 t 2p (2p)i 
a - r v=0 ^ r ^=0 (2p-v)lvl S f l (Q^,)2 
i s t ; diese Ungleichung wird aber nach der St i r l ingschen Pormel 
2p-1 ( r(p+1/2) -) 2p-W (2p-1) ( p -1 /2 ) ) 
^ 1 »• rfr,+n r f i / p ) ) r i 2p (p) (3/2) 
 t / ;  i f- u p i ; t i / 2 ; > 
^ r(p+i) r ( i / 2 ) ) r I 2p (p) ( 3 /2 ) ' 
die' den Satz vol.1 standig beweist. 
ils 2usatz bemerkt man, dass falls p = 1/2 ist, lA ' < u , 
und folglich mit (4) und (4') kajin man die Koeffizienten la I und 
IA I in diesen Fallen verbinden. 
n 
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PAPER (D)* 
lOn a c l a s s of mean p - v a l e n t f tmc t ions i n the u n i t c i r c l e . 
.1, Let 
" ' 2 
w(z) = 1 + a z + a ^ z +... 1 2 
be an analytic function, regular and schlicht in the unit circle 
Iz^  < 1* We denote its maximum modulus for Izi = r by M(r,w), 
0 < r < 1. 
We shall now consider a class ¥ of analytic functions 
P P 
V : w (z) = z w(z) , p > 1/2, w ?^  0 , 
P P ' ' p ' 
which a re mean p - v a i e n t in Iz! = r < 1 [ l , 1 G 5 ] . I f we denote the 
mean va lue 
1 
K r . w ) = - — X l o g Iw^(z) i d a rg w ( z ) , 
P 2pir |2 |=1 • P p 
then t h e r e ho lds t h e fo l lowing theorem which i s s i g n i f i c a n t in 
g i v i n g a c±ose l i n k between the maxirnxM siodiilus M(r,v7), which i s 
u s u a l l y easy to dea l w i th , and the mean I ( r , w ) , which i s f r e q u e n t l y 
l e s s t r a c t a b l e . 
Iheorem 1. Let w ( z ) € V i n O < l z l = r < 1 . Then t h e r e 
- ^ ^ ' — ' P • P — -~~ 
h o l d s the i n e n u a l i t y 
, r(1-r) , 
(1) I(r,w ) < A Uog M(r,w) + p log | , 
P ^ 1+r 
r^hQ^ e. A. is a positive constant depending on, r. Sign of equality 
holds in (1> for the function 
t p K ~2p 
w*(z) = z^ (1- e z) € ¥ , < real. 
P P 
-Proof. Let us consider the function 
, ' i< 2p 
(S) ¥ ( z ) = w Cz)/w*(z) = HU e z ) w(z) , 
'- _P P 
where l o g 1#(0) = 0. We "assume t h a t w (z) i s r e g u l a r i n Iz ! < 1 and 
P 
does n o t have ze ros t h e r e . I f we put 
'w^(z) = te^ '^ , w*(z) = t^e^*^* , ¥ ( z ) = Te^^ , P p 
* To be published in Vijnan Parishad Patrika^ OtK. S« ^ aa**^ • 
37. 
then in view of (2) 
log T + if = log t - log t* + ±i<f^<f*) , 
whence equating real and imaginary parts on both sides we find that 
(3) log T = log (t/t*) , $ = f - «y*'. 
Hov we cons ide r t h e i n t e g r a l 
• 1 ' 1 2Tr 
which on acconnt of t h e r e l a t i o n s (5) becomes 
1 2ir 
I ( r , w ) = " 5 - : I ( log T + log t * ) ( d $ + d f * ) , . 
p ' ^ ^ 0 
1 2Tr ; Sir 2tr 
= "5:r i" l o g T d $ + I l o g T d <?* + I l o g t*d«?+ ' 
^P^ 0 0 . 0 
2r 
+ I l o g t * d f * 
0 
= Iw, + I + I,- + I • 
- 1 2 3 4 • 
How p u t t i n g log W(z) = log T + i $ , = u + i v , we ge t : 
.1 f 3 9v a . dv , 
= i r-- H ] — (u -Tz) - "r i (u r—,) f dx dy , 
which on application of the Cauchy-Riemann equations becomes 
I- = - — J J U -^^ ) + ( T ^ » f dx dy > 0 . 
Similarly we can show that I^ ^ Q • 
Further, I becomes in view of the relations (3) 
2 
1 2w 
^o''='¥^ ^ ^ l°g T d<y ' - l og T d f ) , ' 
2 oil '^^^ 0 
and s ince j l o g T d $ > 0 by the same sy l log ism as for I , , we have 
0 > 1 2B- "" ^ 
2 2pTr 0 •* 
In the same way I- becomes in" view of (3) 
^ ^2w 
I„ = P 7 ^ I ( l og t*dcp - l o g t * d f *) , 
i 3 <iP^ 0 J . J 2Tr 
where by app ly ing t h e same method as for I we have : I l o g t * d ^ * > 0, 
, , 0 
so. t h a t 
1 2w 
I„ < I l og t*d<f . 
3 2p5r 0 ^ ' 
Thus combining a l l t he se r e s u l t s we o b t a i n 
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Off 
(4) I ( r , w ) < A —L. I ( log T dcp + log t*dcf ) 
P 2ptr 0 ^ *= 3 
- J ( log IM(z) ( + l o g \z^ ( 1 - e z ) I > 
2pir i z l =1 
P -d a rg w (z) 
IM(z) l lz l P 
= A log ( l - i 2 | 2 ) P 
( 
= A l o g 
1 - r ) ^ P lw(z)l rP 
» 
( 1 - r ^ ) P 
< A l o g | ( — ) ^ rP M(r) l 
where frora (2) we have l¥(z) 1 = ( 1 - r ) ^ P | w ( z ) I, so t h a t (1) fo l lows 
directly from (4), 
2. We generalise the class Y as followsR»106]: Let p.k be 
I P 
positive integers, 1 < k < 4p, p > 1/2, and let 
w (z) = z^ (1 + a, '2^ + a„ z^^ + ... ) € V 
P,k 1 2 p 
be mean p - v a l e n t i n Iz i < 1. Tlien by means of t h e t r ans fo rma t ion 
k > 
z = s , we ge t t h e c l a s s of f i ihc t ions 
l A D A 2 
\^hich a re mean ( p A ) - v a l e n t i n 0 < I ^ I < 1 . 
We def ine the mean va lue 
I ( r , w ) = - = - S l o g Iw , ( z ) l d a rg w . (z) , 
' P,k 2pir (21=1 Pjk P>^ 
Theorem 2» Let w ( 2 ) € ¥ i n l z ' < 1 . Then we have 
P>^ (pA) """ 
(5). I(i',w ^) < A jlog M(r,w) +^log {r^ (1-r:)/(1+r ))j , 
where M(r,w) = max lw(^ ) I , w(C ) = 1+a.C "•• a ^ "•"••• r a^id A i^ 
I (J^  l=r I 2 
a pos;ltive constant depending on r only* 
' Proof of this theorem follows in the same manner as in the 
above theorem. 
¥e remark that the inequalities (1) and (5) do not,however, 
give the best poasible results, but these ^ bounds are interesting 
on account of the elementary method of proof used here. The best 
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poss ible bounds can be evalTiated e .g . hj h ighly developed v a r i a -
' t i o n a l methods. 
The author takes t h i s opportunity of extending h i s cord ia l 
thanks to PrGf.W.K.Hayman for various suggestion on t h i s problem. 
Reference. 
{jl. W.K.Hayman: The coefficients of schlicht and allied functions. 
Proc. International Congress of Maths. ,Msterdam, 
vol. Ill (1954),102-8. 
On growth of der iva t ives of admissible functions. 
1. Let f (z) = S a z^  , izl < R, 0 < R < CO be an admissible 
0 ^ 1) - ' 
function in the sense of Hayman[l,68l . Let M(r) = M(r,f) = 
, , ^ , ( j ) (J) (j) 
max I f (z ) ! , and M (r) = max If ( z ) l , where f (z) i s the j - t h 
lsl=r , lzl=r 
der iva t ive of f ( z ) , j = 1 , 2 , . . . . Further , we define 
(\1) . «:(r) = d log xi( r ) / d d o g r ) , r > r 
o 
Then since for admissible functions we have H(r) = f ( r ) for r > r 
o 
,1,68 , v/e can v/rite the above def in i t ion as 
d log f ( r ) 
< ( r ) = r M'(r)AI(r) = r f ' ( r ) / f ( r ) = , r > r . 
d d o g r ) o 
Also if W(r) denotes the cen t ra l index of the maximum term m(r) of 
f ( z ) for Izt = r , then according to[ l ,69,eor . IIlQ or[2,1033we have 
for r < R 
(2) . N(r) rj <(r) . 
How in view of the asjnnptotic relation (2) v/e find that a 
res-alt, due to Yaliron [2,105], on the growth of derivatives of 
integral functions reduces in the case of admissible functions to 
Theorem 1. If fCz) is admissible in Izl < R, then for a 
sequence of values r < R and any fixed positive integer j we have 
(J) , J 
(3) M ( r ) rj M(r) { < ( r ) / r | as r -* 30 . 
We note tha t on account of M(r) = f ( r ) t h i s theorem coin-
cides with a theorem of Hasrman [l ,76 , theo. I l l ] on the grov/th of de r i -
va t ives of admissible functions for a l l values of r . 
PiiTther, the r e l a t i o n (3) means 
(4) i < ( r ) / r } M(r) (1 -E . ( r ) ) <M (r) <{<( r ) / r l M(r) (1+£. ( r ) ) 
V J 
with 0 <, €.. ( r ) -* 0 for r -* co. Me shal l now prove: 
ti 
* To be published in the"Proceedings of the Hational I n s t i t u t e of 
' Sciences of India . 1) ¥ i t h Hayman's def in i t ion of ad ia iss ib i l i ty of f (z) in 'z j < R the condition a> > 0 s not necessary to show tha t M(r) = f ( r ) . 
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Theorem S« Let f ( z ) = 3 a z^ be admiss ib le i n I2I < R, 
0 ° 
Then for a seauejice of va lue s r < R and any f ixed o o s l t i v e i n t e g e r 
0 ge ,„have 
(5) f ( r ) = H ( r ) / r } f ( r ) ( 1 + v j ( r ) ) as r •* co 
£+1 /2 K) " 
w i th 7^.(r) = 0^<(r)} , €> 0 . 
S- Proof^of theorem 2 .^ We w r i t e 
r*^  f ( r ) = >1 n ( n - 1 ) . . . ( n - j + 1) a r , 
0 ^ 
so t h a t accord ing to Eayjr.an fl«77] 
• ( j ) • 
Ir*' f' ( r ) - fCrX^Cr))-^ I < £ f ( r ) (e<(r) )^5 £ > 0 , 
v/hich l e a d s e a s i l y to 
i ( j ) 
(6) l ( r / ' < ( r ) ) ' ' f ( r ) - f ( r ) I < £ f ( r ) , £ > 0. 
F u r t h e r , we f ind frou (2) and Valiron[]2,106]on account of M(r )=f ( r ) 
£+1/2 
t h a t f ( r ) < m(r) ^c<(r)| , so t h a t on account of mCr) < M(r) = f ( r ) 
we get from (6) 
i ( j ) £+1/2 
l ( r / c < ( r ) ) ' ^ f ( r ) - f ( r ) ! < £ mCr) { < ( r ) } 
£+1/2 
< e f ( r ) 1<(T)} I 
t h u s f i n a l l y 
I ( r / < ( r ) ) ' ' f ( r ) / f ( r ) - 1 I < e{<(v)} , £ > 0 , 
which coiiipletes the proof. 
Corollary 1. Since !l(r) = f(r) for admissible functions, 
V7e obtain fro'ii (4) and (5): 
(D) j (3) 
(7) H (r) < c^c(r)/rj f(r) (1 + >t.(r)) = f (r) . 
Qorollary 2» If < (r) denotes the j-th derivative of <(r), 
then by successive differentiation on both sides of (1) we get 
(8) < (r) ^  <(r)(1 + ^ (r)) 
i+1/2 J 
with T^ .Cr) = 0{<(T)1 , £ > 0 « 
C o r o l l a r y 5 . In vievj of the r e l a t i o n (2) and the r e s u l t (8) 
we have 
(9) N ( r ) ^ < ( r ) . 
PAPER (F)* 
On existence of var^iation for a c lass of boiinded harmonic functions 
1* Let g ( z , ^ ) denote the Green's function ^of a'domain G which 
1) 
contains z = '^ as an i n t e r i o r point . Then tlie function ^ ( z , ^ ) with 
pos i t ive f i n i t e pole C i s harmonic in G, vanishes on the boundary of 
G and has a logai'ithmic s ingu la r i ty i f z -* C • V© make the function 
<1) f (z) = f ( z , $ ) = exp - SJg(z,Cv) +"i i<z,C^)J > 
where g denotes the harmonic Gonjugate to the Green's function g. Thus 
f,(z) i s a single-valued analyt ic function in G, has there zeros C. , ^ , 
1 • . ^ 
. 1 . which fflay be f i n i t e , but assumed a p r i o r i enuDierably i n f i n i t e here , 
and has a uni tpely .deterained liiUlt value on the boundary of G. Since 
the periods of f(z) are in tegra l mult iples of STTI, so i t i s free of 
periods along the bo^-idary of G, and therefore the poles of the Green's r functions in G .become si-Xiple zeros of f ( z ) . Further 
(2) u(z) = log if (2)1 = Re (log f (2)) = - S g(z ,C,J , Co. = o^ 
V7ill be a bounded harmonic function in G, except for logarithmic poles 
Purpose of the present paper i s to find out condi t ions, under 
which a var ia t ion for tae bounded harmonic function u(z) xTOuld ex is t 
* Published in the Ganita, recent i s sue . 
1) I t coaprehends no r e s t r i c t i o n to assmie tha t the point a t i n f i n i t y 
also belongs to G, because i t can be at tained by a conformal mapp-
I ing x-zhich has no Influence on the existence of Green's functions. 
I The boundary of G zhea cons is ts of a bounded closed point se t . 
2) 'The representa t ion of u(z) follows d i r ec t l y froa ( l ) ' , o r , ass-uming 
' t h a t f(z) has enuiierably i n f i n i t e number of zeros in G,- i t also 
' follows fron ih l fo r s[.15 3-73 . 
3)iBecause the Green's function i s always bounded outside i t s pole^ 
5 c f. a l so i i l lf or s ^1,1[|. 
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i f i t s poles are varied a r b i t r a r i l y close to t h e i r o r ig ina l pos i t ions . 
?or t h i s purpose we shal l at f i r s t examine the Green's and Neumann's 
functions of G. 
Let the iDoles he shifted to ^ * (v = 1 ,2 , .c . ) in f in l t e s imal ly 
close to the i r origir .al posi t ions ^ , such tha t the Green's function 
with f i n i t e posi t ive pole C* beco'-es gCz-^,^*). The star-aarked l e t t e r : 
denote here as exsev/here the points inauced by va r i a t ion . We further 
define t h i s var ia t ion in the Green's function prec ise ly by the formula! 
% = 2] \giz,^^) - g(z*,?*)} , z,z^' € G . 
Then the var ia t ion would ex is t in viev; of 9g > 0 , i f 
(3) S \g(z,^^) - g ( 2 , $ ; ) } > 0 
and 
(4) S i^<2,r^) -i(z*,r^)J > 0 . 
Thus we have proved the following result: 
Theorem 1. A positive yaTiation, fot the Green's fimctioq of G 
e^istSf if the conditions (5},,„^ c:_ (4) a,re satisfied. 
2. To find a better condition i.: which the poles C and C* ar.pear 
V V 
as independent complex var iab les ra ther than as parameters, as in (3) 
and (4) , we introduce the Neumann's function KCZ; s , *| ) of G as follows: 
N(25 | i ^ ) i s harmonic in G, has a vanishing normal der ivat ive on the 
boundary of G and possesses tvro logarithmic poles of opposite sign at 
the points 4 >'"I • '"^ '^  sha l l now show tha t the va r ia t ion for the Green's 
functions leads to the lieuiiiann's functions of G and prove: 
Theprem, S. A PQSitive v^r J ^ition for the Neumann's functions of 
G existsy j f 
(5) S^TKC^J^^.V^^) -^(^pi^,%) I > 0 , 
IS£^ I'^  denotes the harmonic con,1ugate to the Heuroann's functioq H« 
Beginning to prove t h i s theorem we assume tha t If and R are 
4) The va r ia t ion iSj of course, posi t ive in t h i s sense; i t would not 
ex i s t i f 5g = o, and would be negative i f % < 0. 
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unJXj^ uely determined upto constants which in no way effect our calcu-
l a t i o n s , and therefore we normalise them for the sake of def in i teness 
such tha t §) (If+iN) ds = 0, where s denotes an a r c length parameter on 
the boundary of G. 
'fiOM we drax-/ a s l i t S from each C to each C * (v = 1,S,-...) 
and apply the Green's formula-in the remaining domain obtained by delet-
I . " • 
ing the slits S . Then ye have from (4) 
U ) 4g(z*,$^)- gCz,^^)}=irI ^gCz,^) 1(E||,»}) ds/ an - i(25l,v^) , 
where 3n denotes the inward n'ornal. Also on account of (3) we have 
(7) - i - l (ag(z,C)- agCz,^*)) i ( z ; | » n ) d s / Sn > 0 , 
] ^ Zrr I ^ 
since N = const on the boundary of G. (5) follows from (6) and (7) , 
and the proof i s complete. 
3 . We shal l Slow consider the var ia t ion for the bounded harmonic 
function u ( z ) , represented by the r e l a t i o n (2) , and define i t l ikewise 
by the formulaJ 
ou = u(z*) - u(z) = 2{g(z,S^) - g(z*,^*)f , z ,z* € G . 
Then the existence of the r e l a t i o n du > 0 means 
&g(z,?) = 2 {g(z,C^) - g(z*,t*)} > 0 , 
and the problem reduces to the existence of va r ia t ion for the Green's 
.functions, so tha t theorems 1 and 2 are in general izalid for the c lass 
of bounded harmonic functions u ( z ) . 
Reference 
[.1 j . l h l fo r s ,L ,V . : Bounded analyt ic fuxict'ions. Duke Math. Journ. ,14 
(1947),1-11. • 
PAPER (G)* 
I On ze ros of a c l a s s of polynomia is . 
In t h i s paper we- prove t h r e e theorems on ze ros of a "c lass 
,of polynoijiials cons idered by S inghf l J . 
< Theorem 1. Let. 
t(l ') ' • P(z) = S a 2^-
' M a Dolvnomlal with real-or complex CQefflclents such that for n> 2 
* l.a I + I a 1 + ... -f- I a f' < n- < a i . 
o -1 ' n-1 - , » n 
iTJien a t l e a s t one zero of PCs) l i e s o u t s i d e the c i r c l e 
• ' • ' - - 1 / n 
Izl = r ' < J2 (n-^l), !a /a S } r > 1/2 . 
*• n o ^ • - . • 
fheprem g» If for" the PolTno^ ilal (1) . 
n ., , _ n-1 
min 'a„ I > 1 " • • , max Sa f > fa"' , • 
v=0 ^ ~ v=0 • V -- n ' 
then 
M&S£§. 
, ' log5(n+1) ia /a I R^( 
h(R/k) < — L ^ . , ^ — q . .•°.,:;.. ^  , '• . k > 1 •, 
log k 
c 1/2 . 
• R = max fia ./a L 'a „/a i' ,.•• ^  , 
. I : • „, , X , n-1 n ' _ n-2 n .» S ^ -K 
.and n(r) denotes the number of zeros of P(z) in I2 ( < r . 
Theorem 5, -Let the coefficients of- thejDolynomlal (1) 'be 
t , """ T72 1/3 
such t h a t 'a„ ^ / a ' > max < /a „ /a ' , ' a „ / a ' , . , . / • Then 
™~———— n-1 n L n-2 n n - 3 n ' J —-— 
.al l the ze ros of PCz) l i e I n s i d e the r i n g domain 
' 1/3 la / a i , < Izi < 2 fa . / a } . • 
. n o n-1 n 
Singh [1J-has proved s i m i l a r ' theorems by aoply ing t h e Bern-
! ' . ' - ' • ' • .' 
stein's lemma, but we shall make use of the Jensen theorem to prove 
these results.- , . 
2. The Jensen theorem[2,48] states that if a function *.w(z) is 
.reg-ular in t'z i < R, 0 < r* < R, and if n(x) denotes the number "of 
*, To be. published in the Proceedings of. the "Natinational Institute, 
of Sciences of India. • 
izeros of wCz) i n >z\ < x , then 
i R 1 2rf 10 
(2) I n (x) dx/x = ^ r I l og lw(Re ) i d0 - l og lw(0) f . 
0 , '=^ ^ 0 - • i e 
F u r t h e r , i f we imoose t h e r e s t r i c t i o n s w(0) = 1 and l o g lw(Re ) ' 
k A , 0 < 6 S Sir, then we o b t a i n from (2) t h e i n e q u a l i t y 
'(3) n ( r ) < 1 / l og (R/r) , 
where n ( r ) denptes the n-umber of ze ros of. w(z) i n 'z I < r . V/e r'^ -
s h a l l make use of t h e i n e q u a l i t y (5) t o prove our theorems. 
Proof of theorem 1.« We put ' Q(z) = F ( z ) / a ^ = 1 + a z / a + . . . . 
o 1 o • 
Then Q(0) = 1, and iQ(Rei^) ! < (n-M) 'a^^/a^ f R^, 0 < 0 < 2ir. For 
H = 2r we have 
(4) max IQ(?-e^®)! < (n+1) la / a ! 2^'r^ . 
ID—OT> ^ O 
O<0<2Tr 
Hence, us ing t h e i n e q u a l i t y (3) in the r e l a t i o n (4) we ge t 
l o g - k n + 1 ) la / a ' s M ? " 
, n ( r ) < ^ S__J2 - _ ^ . • 
l og 2 : • 
Now S i n g h [ l , 6 0 2 ] has sho '^in t h a t for r > 1/2 a t most n-1 ze ros of P(z) 
l i e in Izl £ r . I t means t h a t a t l e a s t one zero of P(z) w i l l l i e 
o u t s i d e the c i r c l e Iz ' = r . Hence in ' z ! < r 
l og f(n+1) ia/a^l 2 V ' 2 
, n ( r ) < S. J^-i > 
log 2 
which gives 
log \(n+^) ia /a I 2^r^ | < log 2 ,< 
>. n o 
or . . 
r < ^2 (n+1) !a /a i( 
t - ^ n o i 1/2 
Proof of theorem. .2. Since R = max ^'a^_^ .a^!, 'S-2'^%' '"'-^  
we have for Q(z) = ?(z)/a 
; Q(0) = 1, * 
IQ(Re^^)i '< (n+1) 'a^a^i R"^  , 
and therefore using (3) we have for r = R/k > 0', k > 1 
log j(n+1) la /a'I R^f 
n(R/k) < -^-i r^^-2 ^ 
log k 
• Proof of theoren 3 . Let z be a r o o t of the polynomial ( 1 ) . 
"~~~*~"'~~~~" ~~~~^  °~"7" ' p . " 
' ?hen . • - , - ' n_1 • n • 
a + a , z + . . . + a ^ z T + a z = 0 . f * , * . o ' • 1. o , n-1 o n o 
'^ Prom t h i s equa t ion we have by the . c o n d i t i o n of the theorem 
'1°. !a^ V a I -; : + la ' / a 1 -. r2 +" . . ' . + la V a i ^ J „ 
n-1 n Iz I n-1 n 'z ! n-1 n u t^ ^ ^ 
\ , ' ' ' • ^ 
2° . la / a „ i Iz I + i a V a I iz 1^+... + la / a l^lz 1° > 1 . 
n o ,0 n o . o . ° o _ ° " n ir 
•Me compare the r e l a t i o n s 1° and 2° wi th ' the func t ion f ( t ) = S t 
; •' • • , . : • k = 1 
of ••Che r e a l yar iab le , t , x-rhich i n c r e a s e s monoton ica l ly wi th t , so t h a t 
1' 
-(-^ 5-) ' la , / a I > b in case 1 
, ^ • " , n-1 n 12 I " 
( s ) . : / • • • ° . • . • o 
la / a I iz I > b i n case 2 -
n o o "" n- ' 
where b i s ' t h e p o s i t i v e r o o t of S -b = 1 . Then we get from (5) 
' " " k=1 
b / I a / a I < '-'Izl < fa„ V a I / b . . 
n o •"• . n-1 n 
If b > 1/2, then the root of the poljnaonial lie inside the ring 
domain* 1/2 !a„/a « • < Izl < 2 la„ ^/a 1, and the ifeorem is,proved. I « n o n— I n »' 
' 'Su^arz* 
In this paper we have' provea three theorems on zeros of poly-
nomials by applying the Jensen'theorem. 
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^ J T ^ ^ m r ? ^ ^ ^ ? ^ 
[sfto qHo tr^ To 5n5 ? m ^fer] 
Abstract 
On the general relations betiveen maximum modulus and mas imum 
term, of analytic and quasianalytic functions. By P. K. Kulshrestha, Aligarh. 
In part I of this paper we prove by a shorter method a well-known result of 
Valiron on integral functions and in part II a result on quasianalytic functions, whence 
two results of Ostrowski follow. 
Zusammenfassung 
Uber allgemeines Verhaltnis zwischen maximum Modulus und maxi-
m u m Term der analytischen und quasianalytischen Funktionen. 
In dem ersten Teil dieser Abhandlung wird der gut bekannte Resultat des 
Valiron uber Integralfunktionen durch eine kurzere Methode und im zweiten Teil 
ein Resultat der quasianalytischen Funktionen, aus welchen die zwei Resultate des 
Ostrowski folgen, nacherwiesen. 
§ ?. TTpn f^  f{z) =2 c^z^ ^^ t^ ^fq"^ "^^^ (Analytic function) | fm^ 
0 
^=00 "K f^^^W^^m- (isolated singularity) 3Tsrr?«r^  t ; TT? p ' M{r) ^T 
m{r) % W{^: \z\=r, 0 < r < i ? < o o % f^ q f{z) % ^ ^ T ^T t^^  sftr ^^^ T? 
(?) m{r)<M{r)<m{r) [ 2 j v ( r + _ ^ ) + l ] 
ft^r I — ^ N{r) m srsf f{z) % ^T^T q? ^ "^TT % t I , 
\^ ^ h^X f^^55 
log M(r)=log M(ro) + f ^ ^ ^ , 0<ro<r, 
lim I^(A;) = + OO fta^ 11 WT??f^  t 
0 
W{r)<m{r)[p+^^-
fm, ^ p>JV{r) % f^ q f T ^ ^ ?n^«r i2j,=eGp-G^-i> »-+ JV(r) > r | I 
logm(r)=logm(r(,)+ f —~-dx, 0<ro<r, 
% 5^KW log iW(r) % f^ rq: 1^ T^ f^ r^ nr ^ ^^ STT"^  f m : 
{R) logM(ro)+ r ^ ( / x < l o g M ( r ) < ] o g M ( r o ) + l o g r 
+/ ;^ JV(x) </A;. 
? r R ^ (^) ^T 3T^|f5F3T=^ SFTTTf5r!frC„=|c„|<g-Gn, W= 1, 2 , . . . , ^ , ^ 
(^) C'n-l <e-G„<:-
rm(r) "*" "^m{r) 
M 
§ ^ . W f^T #• |iT T| ^r^ ^T =^w If^^/l-?:) f - t # f^ "15^ (quasi-analytic 
functions) ^ J^RT r^rfcr C^ % ^ F^ f«r^  t ^^ ^^ s^ ra'^ npT [a, ^] # sziw^w f sftr 
|/(^)Krmj^r, «=i,2,..., 
r > 0 % f^ 
r" T(r) =sup — 
f^ife: ^ , cftsrt^jtaF^ (Ostrowski) \\, \\\, ti^ (a)] %3r^ ;gK 
{\) l o g r ( r ) < l o g M ( r ) < l o g r ( r ) + l o g [ 2 J v ( r + - ^ ) + l] ft^T|i 
l?r m^ "^ f^  ?f^5T (i^ ) ^ Tft ir^ 5^ %"^  iT^  T•^^ f¥«r % i%^ J^T^ T I ^ ^ ^ t' fir 
log7"(r)^^logAf(r), 
3r|f A; i^Tf % T^R- 3flT r ^ ? ^ ^ tr^ SH:^ snRr% | , f?f^  f^^  * f^ w^ 'EFW^ (H) ?^^ 
"^  ('2) = S i l^"-il V " ' ' '•2^^2, '•^'•2 % r ^ 
fHffT 5Rt f I ?ft [?, n ^ ] % 3T^^^, r i e ^ i %feT3: 
r ( r i )=sup- i ->Qm(r i ) 
re^l'"" 
fm, f5ra%, f^% logM(ri)'^logm(ri)'^ —^^</;c | , gr^g (^) % T^ROT ^ ' 
(^) log r(ri)>;ti logM(ri), 0 < ^ i < h 
logm (r) > ( i ^ 3Txr^  s^ ^f^r) logM(r) 
^ JRTR fg €£'2 % F ^ 
r n -1 
r(r2)=sup '-—^C„_ir2m(r2) 
H logr(r2)>A:2logM(r2), 0<^2<1 
A;=min(^i,A;2), aftr r=max(ri,r2)> 
^ (^) 3ifr^  («) ^ 1^ 'FT^ ^ t t f^  
W log r(r)^^logiW(r), 0<A;<1. 
(Ostrowski) [?, ^o^] % 1:^ ^ "TFT'JrrR--f^ '^ ^ ^rrr #' ^ , f^r^ ST^^ TT logii ' (r)> 
log T{f) ftgr I, ^ fiT ^ 't'T f^  ^#5N (\) ?n s^r (<i) % ^^rra; srr^ t^cfr 11 
?. sflTfts^ (Ostrowski, A.) 1 Uber quasianalytische Funktionen 
und Bestimmtheit asymptotischer Entwickelungen. I^ J^TO if^o, l\-^%, 
R. tfex'T (Valiron, G) I Lectures on the general theory of integ-
ral functions. Chelsea, New York, 1%^<K. 
ARTICLE (A) '^i:1X^ 
DISCUSSION 
I. MEROMORPHIC FUNCTIONS ON RIEMANN SURFACES 
Section of Mathematics 
Chairman : PROF. B . S . MADHAVA RAO, Pooiia. 
1. S. M. S H A b (Aligarh) : Functions Meromorphic in the Unit Circle. 
We consider Junctions f(z) meromorphic in | z | < |. If T(r) denotes Nevanlinna 
characteristic of f^) then it is known that if T(r) is bounded as r—^1, f(z) can 
be expressed as t h \ quotient of tn'o functions fj and f^  both bounded in j z ] < | 
and conversely T(r) ^ such a function is bounded as r—>\, 
We consider a l s \ functions w(z )=u+ iv regular for | z | < | for which 
2A 
u(re**)|d9i is bou^aded as r—>\. Such a function w{z) can be expressed as 
1 i 2A Y° + g 
„ ^ , e v - 1 dy^(e) + i m o ) 
2 A . ' " ^^ ^ 
where ^ denotes a function \pf bounded variation. 
Theorems of Picard-Borel type hold for functions meromorphic in | z | < 1. If 
the defect of value is defined bA the relation 
. , , , l i 5 i \ N ( r a ) 
then 25(a) < 2 for functions such thl^t T(r) / log j-zrj —> ooas r—^I. We can show 
that there exists functions for which 'E 8 (a) > p where p is any assigned positive 
number greater than two. 
P. K. K U L S H R B S H T H A (Aligarh) : On conformal mapping of the universal 
covering su^ace. 
In most general cases the fundamental theorems of the value distribution of 
meromorphic functions become interesting if the turn points (Windungspunkte) of 
the corresponding regularly-branched Riemann surfaces lie over a finite number 
of basic points. Now the problem arises to examine the general class of simply-
connected Riemann surfaces which, not necessarily being regularly branched, have 
another property in common with the regularly branched surfaces, viz. that their 
turn points are projected onto finitely many points of the plane. 
Thus if the boundary of a p-fold connected domain G reduces to p > 2 points 
a,, . . ., a p , then there arises a general question of the conformal mapping of its 
universal covering surface G'^ {a^, . . ., ap) which is punched in p points. 
In the simplest case p = 2 we find that the surface G°° (a,, a^) can be mapped 
1 - 1 and conformally onto a punched plane F (parabolic type) by means of a 
suitable transformation. Alternatively, the mapping G"'—>-F may also be obtained 
by means of analytic continuation of the mapping function x = x (z; aj, a,) by using 
the Schwarz reflection principle. 
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In case p = 3 the couformal mapping of the surface G°° (aj, aj, a,) is similarly 
carried out by means of analytic continuation of infinitely many-valued analytic 
linear polymorphic) function x = x (z; a^, a ,^ 83), such that G°^(aj, a,, a,) is 
mapped 1 — 1 and conformally onto a unit circle K : | x | < | (hj'perbolic type). 
In cases p > 3 the method of analytic continuation of the mapping function 
x = x (z; (aj, . . ., ap) is not in general applicable (except for specially symmetri-
cal positions of the turn points of the surface G'^ (aj, . . ., ap) . But we find that 
for p > 3 the surface G*^ (aj, . . ., ap) is mapped 1 — 1 and conformally onto the 
unit circle K (hyperbolic type) ; because if the surface G °° were of the parabolic 
tj'pe for p > 3, then the inverse automorphic function z = z (x; a,, . . ., ap) would 
be regular in the whole finite plane, except the poles, thus a nieromorphic 
function which does not take the values a,, . . ., ap . But it would not be possible 
in view of the Picard theorem. Thus we find that the universal covering surface G °° 
belongs to the hyperbolic type as soon as the number p of the limit points is 
greater than 2. 
The purpose of this talk is to indicate proofs of all the results mentioned 
above. For reference see R. Nevanlinna : Eindeutige analytische Funktionen, 
Springer Berlin, and the references given therein. 
JRISHNAMURTHY, (Annamalaiuagar) : Riemann Surfaces. 
SinceNthe publication of Weyl's book "Die Idee der Riemannschen Flache", 
the concepryof a Riemann Surface has undergone a thorough abstraction and defini-
tions have been made very precise. A Riemann Surface is now a two dimensional 
manifold withx^n analytic structure given in the form of confoniaal 'adjacence 
relations'. Givell an analytic relation between z and w belonging to two Riemann 
Surfaces R , & RwV the problem of uniformisation is to find a parametric representa-
tion, z = z(t) and TO.= w(t) where the latter are one valued functions of t. The 
central theorem in t \ e solution of this problem is the Riemann Mapping theorem 
which asserts that evfery simply connected Riemann Surface can be topologically 
and conformally mapped on either (i) the whole number sphere (elliptic ca&e), 
(ii) the open complex pfene (parabolic ca,se) or (iii) the interior of the unit circle 
(hyperbolic case). It is proved that every Riemann Surface R has what is called 
a Universal Overhing Surface R which is simply connected and so, according as R 
is elliptic, parabolic or hypeWjolic. The uniformisation is achieved by means of 
rational functions, meromorphit functions or automorphic functions. 
Every closed Riemann Surfaoe R, which is not the numbe^^phere , has a poly-
gonal representation a, b, a'l b'^ \ ap bp a'p b'p ( p > 1), where ar and 
a'r are equivalent sides (and so are\br and b' ,) the identification of which generates 
a Riemann Surface conformally equivalent to R. The number p is called the genus 
of the surface and, being a topological invariant, it is directly related to the other 
topological invariants of the surface lifce 'characteristic' and 'connective'. p = l or 
p > l according as R is parabolic or hVperbolic and it can be shown that it is 
consistent to take p = 0 when R is elliptioi In the case of open surfaces R cannot 
be elliptic. When it is parabolic, R is conformally equivalent either to the plane 
0 < I z I < < or to 0 < I z I « . When R is \ hyperbolic the classification is not so 
precise; however, we have, for the subclass of open surfaces called "bounded 
surfaces", a polj-gonal representation. 
.\ differential of the n''" degree on a compXft Riemann Surface R is defined 
as d?"'= g(t) where g(t) follows the law g(t) = gj^ (!•=) in the intersection of two 
parameter neighbourhoods. When n = 0 we have Y nieromorphic function on R 
and where n = l we have an .\belian differential o n \ R . The order of d p at the 
point P is the order of the zero or the negative of She order of the pole at P for 
the. function g(t). Associated to each differential thafe is divisor P , " ' ^n^' 

ARTICLE (B). 
Recent developments in the theory of Riemann surfaces and some 
unsolved problems. 
1» Concept and idea o f ' a Riemann surface. 
Class ica l schools. About 107 years age B. Hiemann, in h i s 
inaugural d i s s e r t a t i o n 'Grundlagen fiir eine allgemeine Theorie der 
Funktionen einer ver&iderlichen complexen Grosse'[,33*,3-43J , l a i d 
foundation of the theory of Riemann surfaces -by showing the funda-
mental connection betv/een conf'ormal mapping and complex" function 
theory. To appreciate the innovation introduced by him vre can men-
t ion in the background Gauss, t© whom cbnformal raapping had been a 
problem in d i f f e r e n t i a l geometry only, and Cauchy, to whom we owe 
the notion of the convergence c i r c l e of a power s e r i e s , t h e . d e f i n i -
t i o n of regular functions through p a r t i a l d i f f e r e n t i a l equations for 
r e a l and imaginary p a r t s , the i n t eg ra l theorem for computing r e s i -
dues and counting the number of zeros and poles of s ingle-valued 
funct ions . Riemann, however, solved at tha t time the problem of 
extension of the notion of r egu l a r i t y to many-valued functions and 
introduced what we c a l l today multiply-covered reg ions , or Riemann 
surfaces , on which the given function can be defined as s ing le -
valued. He then introduced the genus of such stirfaces by means of 
canonical d i ssec t ion which reduces a multiply-connected domain to 
a simply-connected one X'/lth prescribed iden t i f i ca t i on of i t s boun-
dary elements. The given function fnrnishes a conformal mapping of 
t h i s domain, e s s e n t i a l l y described by the s i n g u l a r i t i e s of .-the func-
t 
tion and the geometrical shape of the-map of the domain's boundary. 
This attempt of mapping the boundary led him to formulate a theorem 
• To be published in the Mathematics Student in an. abridged form. 
4& 
on possibility of conformal mapping, the soealled Riemann mapping 
theccem. A. survey of these basic ideas shows that Riemann had fused 
in a masterly way the following two ideas, to use modern terminology: 
,(iX a purely topological notion of covering surfaces which have 
necessarily justified the concept of mapping in the case of multiple 
correspondence; and (ii) an abstract notion of the shape of the 
cofliplex variable, with local structure defined by a uniformising 
parameter, for their justification he employed a fflodifleation of 
the Dirichlet principle. 
1 cipntemporary mathematician, Weierstrass, had sought a 
different line of approach to build a complex function theory, 
based on the idea of analycic continuation of power series'. His 
criticism of Riemann's use of the Dirichlet principle delayed uni-
versal acceptance of Riemann's approach. Riemann was not success-
f\il to provide a rigorous proof for this principle, and as such he 
himself admitted the justification of Weierstrass* objection. It 
was, however, Hilbert who finally succeeded in 1900 in restoring 
the Dirichlet principle to full validity by introducing the direct 
methods of _1;he calculus of variations. H.A.Schwarz and C.Heumann 
(1870) were' also successful by using the alternating process and 
the method of arithmetic means, rest>ectively, in proving the main 
existence theorems, and thus popularised Riemann's ideas. 
Die Idee der Riemannschen Fllche. ¥e do n.-.t find any clear 
definition of a Riemann surface in the classical literature. The 
first systemmatic work to give a rigorous and general definition 
of a Riemann surface is H.Weyl's monograph[_54] which ©ven after 
three editions is still a raodern book, pioneer in qualities and 
typical in axioiaating aiany mathematical problems. He makes use of 
the power-series analytic continuation to define the abstract 
Riemann surface, bases the existence theorems on ^ yw^allaaitmai'l^ w^ii^ii 
47 
the Diriciilet principle as salvaged by Hilbert, and strengthens the 
connection between the theory of Rieiiann surfaces and differential 
geometry. This book, as early as 1913, began to give impetus to 
research work in various directions on the modern,theory of Riemann 
STirfaces. As a result there developed various schools which we 
shall presently discuss. It would, however, not be out of place to 
mention L.lhlfors* historical sketch injis^ on the development of 
the theory of conformal mapping and Hiemann surfaces through a cen-
tvLTj 1851-1951, to which our survey may be supplemented with special 
reference to the corresponding developments in the present two 
decades, on which we shall confine ourselves most deliberately. 
2.' UniforaisatioQ Theory. 
Si§._Pa3iiSM^ 7.M®iB„.§Sli2ol» "Tl^s important contribution of 
this school is the study of the problem of uniformisation of algeb-
raic and general analytic curves, leading to automorphic functions 
,on Riemann surfaces, which can be very explicitly represented by 
means of the Poincare theta-series and their generalisations. Poincare 
concentrated himself on proving the general uniformisation -theorem 
wjiich in spite of its generality failed to include the Riemann mapp-
ing.-theorem. It was,however, before Poincare could furnish complete 
proof of the mapping and -uniformisation theorems by highly developed 
methods, Osgood (1900) proved by potential-theoretic means the mapp-
ing theorem for a general simply-connected region o^ " the plane and 
finally Koebe (1908) proved by purely "function-theoretic means the 
general uniformisation theorem. 
The socalled 'Uniformisation theorem states that every simply-
connected Riemann surface is conformally equivalent to the spljere, 
the disc, or the plane. If we consider uniformisation of the most 
general surface, it ,is sufficient to map the universal covering , 
" stirface (for various cases see the author's article (A), or[56j). 
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&s a coiisequenee every simply-connected Rieinann surface can be 1-1 
and conformally mapped onto one of these normal domains: the whole 
plane (elliptic case), the pttnched plane (parabolic case), and the 
unit circle (hyperbolic case). A systematic account on this mapp-
ing theorem can be perviewed e.g. in[26,7-22j. 
The Stoilovj School. In an attempt to form an abstract && 
notion of Rieaann surfaces topological aspects were considered by 
Stoilow[443 in 1938. He made use of the notions of fundamental 
group and universal covering space and studied covering surfaces 
with branch points. Even Meyl's book[54j includes the case of 
smooth covering surfaces. Later Whyburn laid foimdation of this 
theory on pure topology. 
Be leave mention of the Klhler school^ led by KShler, de-':--
Rham, Kodaira and others, on the generalisations of the Riemann 
theory in higher dimensions (see Kodaira[l5,247} , Calabi [iS,??^  ). 
-The Hevanlinna School. This school pivots about the central 
theme in Riemann's thesis. It begins \fith the important researches 
made about 1925 by Borel, Eadaiaard, Valiron, H.Nevanlinna and 
others.on entire and Jieromqrphic functions. Mevanlinna's theory of 
meromorphic functions revived the geometric-function theory v/ith an 
innovation, independent of the method of Koebe, based on the intro-
1) 
duction. of the harmonic measure , and thus .^ he generalised the 
Picard theorems on one hand, and on the other showed that if a mero-
morphic function maps the plane onto a covering surface, it has the 
character of the Koebe distortion theorem. His monograph[]25jis 
quite a 'show-piece' on modern mathematics as it has marked unequal 
superiority of Hiemann's method over other methods traced back to 
¥eierstrass. 
1) For the history of this notion and name see L.Sario Ol5,7f]. 
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Contemporary's'uiniaary of the c l a s s i c a l theory of Riemann 
surfaces and some new researches by R.Wevanlinna, L.Ahlfors and 
o the rs on the theory of noncompact Riemann surfaces are accounted 
in the mono graph [26]. I t begins with the laodern uniforuiisation 
theory as-^follows: An ^  ana ly t ic function w = w(z), with a l l kinds 
2) 
of i t s ana ly t ic continuations and with a l l i t s poles and algebraic 
p rope r t i e s , determines a 1-1 conformal correspondence between a 
general many-leaved Riemann surface R in the z-plane and a Riemann 
z 
surface R in the w-t3lane. The surfaces R 'and H may be thought 
w z ' w 
as covering surfaces of each other. Conformality of the corres-
pondence betxfeen R and R is obtained in their possible branch 
z • w 
points. But a change to the local parameter t effects the diffe-
rence between the branch points, the point; at infinity and the 
ordinary noint of R and R • Besides, it is convenient to-expres; 
the analyticity of functions on R and H in terms of. t. The analy-
z w 
/-^  . t^ 
sis of topological and metric properties of R and R 'for finding 
' ' * ' . Z W - -
miniffiuffl conditions for the construction of the analytic function 
theory leads to the notion of the abstract Riemann surface R which 
is defined [26,33] as a two-dimensional manifold with direct con-
formal neighbourhood relations, i.e. one iii which the given local 
parameters are associated-to the .conformal neighbourhood relations. 
We remark that this definition is a typical, aspect of this school. 
Further, since the neighbourhood relations of a Riemann 
surface maintain orientation as direct conformal mappings, so a 
Riemann surface is'always'orient able. On account of the conforma-
lity of the neighbourhood relations it has a sense 'independent of 
2) According to,[26,17-181. there are four kinds: (i) direct analytic 
continuation, (ii) in i ct analytic continuation, (iii) conti-
nuation along, a path, and (iv) -vinlimited continuation in a 
domain. For a non-continuable Riemann manifold see. Radd LsoJ . 
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the choice of the pararaetric heighbourhood. Two Kiemann surfaces 
are conformally equivalent, if they can be topologically and con-
formally mapped onto each other. 
Thus R.Uevanlinna has adapted the conformality of'neighbour-
hood relations for the .construction of analytic and harmonic func-
tion theory on Riexnann surfaces. However, for this purpose we are 
required to deal with uagnitudes which vary according to definite 
rules on replacement by local parameters, e.g. zhe derivative of 
an analytic function is covariant. ^ 
Another outstanding feature of this school is Ahlfors* 
theory'of covering surf aces [2], [25, ch.XIIl]; see also L.Foures 
[1 5,141] . 
The^Perron School. We have noted above that the construc-
tion of the analytic function theory on Riemann surfaces is included 
in a more general constraction of this theory in differentiable 
multiple mappings. The introduction of the subharmonic fxmctions 
led to the Perron method for proving existence of harmonic func-
tions in 1928. The Perron method is in fact an extension of Hevan-
linna's researches and consists in defining a class of subharmonic 
functions u, the socalled Perron class P, whose supremun h = sup u 
u£P 
is a harmonic function with preassigned properties satisfying the 
first and second Earnack theorems (see[273, [29,iaJ) . This method 
is simple and leads to solve a series of potential-theoretic exis-
tence problems. The socalled constructive variants are' used to 
construct the increasing sequence of sabharmonic functions which 
belong to a Perron class P and converge to h. In spite of its 
general applicability the disaavantage in the Perron 'method is that 
it is not applicable *to all Riemann surfaces: Let e.g. P be a Perron 
class and h = sup u the' corx'espending harmonic function; then (u-h) 
utP * , 
is a nonpositive subharmonic function for each u € P. Now there are 
3) ' 
Riemann surfaces , on which each subharmonic fujaction boundea from *. 
3) As for example the closed surfaces and the euclidian plane. 
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above reduces to a constant. If in this case all u € P were already 
harmonic fimctions, -which differ from h only by a constant term, 
then the Perron method would be trivial. Thus this method fails 
e.g. for null-bounded Rieraann surfaces. The Dirichlet principle is 
on the contrary applicable on any Riernann surface. It is worth 
noticing that the Neuaann classical taethod for constructing harmonic 
functions with given singularities on a closed surface turns out 
as a constructive variant of the Dirichlet principle. 
The outstanding feature of the Perron school lies in its 
adaptation of the Riemann surfaces in the sense of Weyl-Rado'[30] 
that a Riemann surface R is a connected Hausdorff space with a tv;o-
dimensional conformal structure. It tends to neglect the existence 
of an enumerable iieighbourhood basis, in other words, the second 
enunierability axiom is not necessarily required, since its validity 
follows from the conformal structure of the Riemann surface by 
means of the uniformisation theory as propounded by Wevanlinna[26j. 
This fact serves a certain consideration: There exist not only 
connected Hausdorff spaces with a two-dimensional differentiafele 
structure and without the enujnerable neighbourhood basis, but there 
are also cojiplex-analytic n-dimensional manifolds (n ^  2), where 
the second enuraerability axiori is not satisfied. The proof of an 
enumerable neighbourhood basis on a Riemann surface depends on a 
theorem of P.Alexandroff[7j which asserts that a connected, eorapact 
and metrlsable topological space satisfies the second enumerability 
axiom. The metrisability of the Riemann surface follows from the 
existence of a continuously differentiable function, for whose 
proof the conformal structiu*e is used. 
Thus a Biemann surface is a topological as well as a diffe-
rentiable surface. The concept of analytic continuation is in 
general topologically defined by the notion of the unbranched cover-
ing, which in its turn is associated as function-theoretic 
^4 
modern language tha t there e x i s t s a harmonic d i f f e r e n t i a l with 
given boundary values , periods and s i n g u l a r i t i e s . Study of these 
d i f f e r e n t i a l s fc^xsKaHaxsaf in a Hi lber t space and def in i t ion of c los 
closed and exac^ d i f f e r e n t i a l s by means of or thogonal i ty were 
supplemented very l a t e , and the modern complete proof of the ex i s -
5) 
tence theoreiB v/as tangible r igorous ly by means of a lemiaa of ¥eyl . 
Then the study of abelian i n t e g r a l s on open Riemann surfaces began 
in 1940 under the leadership of R.NevanlinnaCse]: Thus i f ' F = If dz 
denote an abelian i n t eg ra l of the f i r s t kind on an open Riemann 
2 
surface R with bounded Di r i ch le t i n t eg ra l <!! I f dx dy, then the 
abel ian eovariant f which i s single~valued and regiilar on R makes 
the Hi lber t space H with the scalar product (f , f ) = - i I f / f dx dy 
1 2 E 1 2 
and the norm f = *»/ ( f , f ) . The e n t i r e orthogonal system \f ] of 
the space H leads to the Bergman se r i e s ' K(z,C ) = S f (z) f (<" ) 
n n 
xfith the well-known extremal property f ( ^ ) = (f (z) jKCzj^".)) and 
the metric form IK(z,z) l ldzl • Thus there holds yhe r e l a t i o n : H = 
[f l +[<?1+ [>fl, where [ f ] i s the space of a l l covariants of H, [<f] 
the space of covariants of H orthogonal to [f3 and [^f] the or tho-
gonal complement to [ f ] and [^] . The spaces [^ "J and [^ f'] permit 
the construct ion of the f i r s t kind by means o f ' c e r t a i n normal 
p o t e n t i a l s associated to the paths on R (see alsolTll]) . 
i h l f o r s [ 3 ] , [43 has further studied other mean abelian 
i n t e g r a l s on open Riemann surfaces and associated them to the 
extremal problem. Virtanen[523 has produced research v/ork on 
periods of the abelian i n t eg ra l s on Riemann surfaces of nu l l boun-
dary and i n f i n i t e genus. In Pf luger ' s monographj^293we find a 5) Weyl's lemma i s proved by means of orthogonal p ro jec t ions , which 
can be regareded as a modern version revised by H. Weyl in 1940 
of Riemann's o r ig ina l method. 
sz 
spec i a l i s a t i on to the -unlimited cont inui ty of a functional element. 
The topologica l ly invarianlr formulation of the analy t ic mapping 
©f a Riemann surface in to i t s e l f leads to the concept of the ' inner 
mapping' in the sense of Dtoilow[44j , which i s a continuous and 
conformal mapping of a topological surface in to another topological 
surface such tha t no continuiim i s mapped onto a poin t . 
Pf luger ' s monograph [29] i s the most recent comprehensive 
work of t h i s school. Mention may be made here of the l a s t two 
chapters in Behnke-Sommer' s monograph[p] and Behnke-Stein's workfio] 
which have served as forerunner to Pfluger and others of the Perron 
school for advanced researches . Spr inger ' s v/ork[43j i s the only 
t e x t book in English, containing modern-treatment of the funda-
mental concepts and basic theorems concerning Riemann surfaces. 
The Daniljiik School. The researches of Dani l juk[ l6] , [17J 
cons i s t in the construct ion of the theory of quasianalyt ic and 
quasiharmonic functions on Riemann surfaces. His approach i s based 
on the same l i n e which R.Nevanlinna has sought in h i s work[[26j, 
and as such we can regard Dani l juk 's contr ibut ion as extension of 
the Nevanlinna school, where the Russian mathematician charac te r i ses 
the d i rec t conformal neighbourhood r e l a t i o n s on a two-dimensional 
manifold fo r ; the construct ion of the corresponding quasianalyt ic 
and quasiharmonic function theory. 
3 . Some solved and unsolved problems. 
In the f i r s t half of t h i s century most of the research I^OTTS. 
i s devoted on one hand to the c l a s s i ca l problems of funct ion- theore-
t i c nature- such as the construction of functions with preassigned 
I 
prope r t i e s , mapping of simply-connected and s ingle- leaved Riemann 
surfaces onto f i n i t e domains, uniformisation of many-valued analy-
t i c functions on Riemann surfaces , e t c . , and on the other hand to 
4) Also see [21] 
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the problems of method!sation, as independent object of research, 
e .g . , the Di r i ch le t p r inc ip l e , the method of Schwarz, the method of 
Perron for sub- and super-harmonic funct ions. " A systemmatic account 
of a l l these problems based on Nevanlinna's extension of the Schwarz 
method I s given in[26] , and based on the. Perron method i s de ta i led 
i n [ 2 9 ] . Some authors worth mentioning i n . t h i s connection are 
Ahlfors [3] , Sario[35] , [36] , [37]. Spe i se r ' s work[42J i s an ear ly ' 
cont r ibu t ion to the representa t ion of Rieaann surfaces by means of 
the socal led topological t r e e s . Other recent problems are as follov/s: 
( i ) Mapping problem. On the bas i s of information col lected 
above we can formulate two fundamental mapping theorems in the 
theory of Riemann surfaces: 
1. Theorem on ' inner mappings'', which s t a t e s tha t on any abs t rac t 
Riemann surface R there e x i s t s a single-valued analyt ic function 
2 = z ( p ) , p € R, such tha t i t maps R onto i n t e r i o r images in the 
z-plane and transforms R in to a surface R ly ing in the z-plane. 
2. Theorem on ' b i l i n e a r conformal mappings', which a s s e r t s - t h a t an 
ana ly t ic function w = w(p)-, p € R, transforms R in to another surface 
R ly ing in the w~Plane. 
w 
These two theorems complete the definition of a single-
valued complex analytic function on R (see e.g. [29,83). It has 
been sho\^ by •Graeub[l93 that there always exists on R the two 
functions z = z(p) and w = w(p), such that the Riemann surfaces 
for the functions w(z) and z(w) are conformally equivalent to R. 
An analogous result for existence of quasianalytic functions on R 
has .>not yet been proved. 
(ii) Abelian integrals and existence theorems. Riemann 
proved the fundamental existence'theorem v/ith the help of the 
Dirichlet's principle. This theorem, which is clearer in his paper 
on the abelian integrals[33,88-142 and 487-504], states in the 
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'modern language- t ha t there e x i s t s a harmonic d i f f e r en t i a l with 
giveni boundary values , periods and s i n g u l a r i t i e s . Study of these 
' d i f f e r e n t i a l s ^xmasHsiaf in a Hilbert" space and def in i t ion of clos 
closed andexacjb- d i f f e r e n t i a l s by means of or thogonal i ty were 
supplemented very l a te , ' and the modern complete proof of the ex i s -
5) 
tence theorem was tangible r igorous ly by means of a iemina of Weyl • 
Then the study of abelian i n t e g r a l s o^n open'Riemann siirfaces began 
in 1940.under the leadership of R.lVevaniinna f26]: 21ius i f "F = It dz 
denote an abelian i n t eg ra l o f . the f i r s t kind on an open Riemann 
surface R with bounded Di r ich ie t i n t eg ra l <!! If 1 dx dy, then the 
~ ' - R 
abeli'an eovariant f which i s single-valued and regular on, R makes 
the Hi lber t space H v/ith the scalar product (f , f ) = J I f I T dx dy 
1 2 1 1 2 
and the norm f = N/ (f , f ) , Tlie e n t i r e orthogonal system ff ? of 
*- n^  
the space H leads to the Bergman series -KCz.C ) = S f (z) f (< ) 
' n- n ^ 
with the well-known extremal property f ( C ) = (f(2)',K(2,<".)) and 
the metric form fK(2,z)J 'dzl . Thus there holds the r e l a t i o n : H = 
[f] +[«?]+ [>fl, where [ f ] i s the space of a l l covariants of H, [<f] 
the space of covariants of H orthogonal to [f3 and [^'f'} the or tho-
gonal complement to [ f ] and [<y] . The spaces [<y] and [4-] permit 
'i 
the construct ion of the f i r s t kind by means o f ' c e r t a i n normal 
p o t e n t i a l s associated to the paths on R (see a l s o [ l l ] ) . 
l h l f o r s [ 3 ] , [ 4 3 has further studied other mean abelian 
i n t e g r a l s on open Riemann surfaces and associated them to the • 
extremal problem. ¥irtanen[523 has produced research %vork on 
periods of the abelian i n t eg ra l s on.Riemann surfaces of nu l l boun-
dary and i n f i n i t e genusJ In Pf luger ' s monograph [[293we find a 5) Weyl's lemma i s proved by means of orthogonal p ro j c t ons , which 
can be regareded as a modern version revised by H. Weyl in 1940 
of Riemann's o r ig ina l method.. 
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detailed survey of abelian integrals on closed Riemann surfaces. 
Nevanlinna's results given in [26] on abelian integrals have 
.been recently generalised for quasianalytic functions by Daniljuk[l6J. 
We remark that abelian integrals find application in the 
classifis-ation problem of Riemann surfaces. In fact their study is 
closely associated to the study of definite surfaces on R, since 
a many-valued analytic function on R defines a certain surface Isring 
on its covering R • 
(iii) Approximating functions. Besides the problem of 
•existence of various classes of harmonic and analytic functions on 
open Riemann surfaces, to which the general problem of classifica-
tion of Riemann surfaces is basically associated, there arose in 
1948, on publication of a paper by Behnke arid Stein QoJ, the problem 
of approximating surfaces on Riemann surfaces, which sho\tfed that 
the functions which are regular analytic in a compact region G c: R^ 
uniformly approximate Inside G all the regular and meromorphic func-
tions belonging to R . Tietz C46] , [47] and Flathe[l8j have contri-
buted some reseaxch papers to this,problem and it has been proved 
in [10J and [46j that simple connectivity of G with respect to R is 
a necessary and sufficient condition for the possibility of such 
ap. approximation of regular functions on open R, whereas for closed 
R the presence of a pole of the approximating function in a fixed 
point Inside G is requisltef^Sj. In this connection there arises 
the question of construction of concrete approximations according 
as it depends on the configuration (G,R) or on the approximating 
function in Gps]. All these constructions are based on the Cauchy' 
integral formula for an analytic function fCz), regular in G and 
continuous on the boundary H of G:, 
f ( z ) = ~ T I f ( < ) A(<- , z ) dC , 
2Tri P 
where A ( C > z ) i a an eleraentaj'y f u n c t i o n , s i n g l e - v a l u e d and mero-
5-fe 
norphic on R xR , 2 , ^ being loca l parameters, and xjith f i n i t e 
d i f f e r e n t i a l s and simple pole «rith residue +1; in f ac t , the fimc-
• d 
t i o n A ( ^ , z ) = ^ log-/l_( ^ ,z) £40]. Thus A( ^ , z ) d ^ i s defined 
1 ol as an elementary d i f f e r e n t i a l given on open R, such tha t A(C ,z)d^ 
i s a regular, d i f f e r e n t i a l except the simple pole 2 with res idue +1 
i f 2 i s kept fixed with respect to ^ , and i s a regular fiinction 
except the simple pole ^ i f C i s kept fixed r e l a t i v e to z. In 
Drder to dolve the approximation iproblem Tietz {46] , J48j has taken 
recourse to the Faber polynomial expansions, tihich i s ca l led the 
Faber theory on compact and non-compact Riemann surfaces.* He has 
studied the case-of Riemann surfaces of f i n i t e genus onlyL47j', but 
the case of i n f i n i t e genus has not; been so far s tudied. 
The genera l i sa t ion of above r e s u l t s to pseudo-analytic func-
t ions on Riemann surfaces has been studied by B e r s l j s ] , [15",157J, and 
the paper of Daniljuk[l7j i s also v/orth studying in t h i s connection. 
En fact Bers has reported h i s resuJLts on pseudo-analytic fimctions 
Tor the f i r s t time in [15], where he has considered mult iple valued 
solut ions of l i nea r e l l i p t i c p a r t i a l d i f f e r e n t i a l equations in an 
analog}^ with the theory of abelian i n t e g r a l s and proved ±MHi the 
Siemann-Roch theoren for pseudo-analytic functions on compact Rie-
nann surfaces only; the corresponding case for open Riemann* surfaces 
las not yet been studied. As a f i n a l remark we note t ha t Bers ' 
construction of the algebraic theory of pseudo-analytic functiond 
and d i f f e r e n t i a l s on compact Riemann surfaces i s a genera l i sa t ion 
Df the simple case of the theory of p-dementional harmonic forms on 
a'-dimensional Riemann manifolds: the case p = 1, n = 2. I t w i l l , 
aowever, be i n t e r e s t i n g to f ind-s imi lar genera l i sa t ions for a l l 
3ven n and p = n / 2 . 
I t follows na tu ra l l y from the above discussion tha t quasi-
analyt ic automorphic, e l l i p t i c and modular functions also ex i s t on 
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Biemann surfaces , but no research work regarding the*theory of 
t h e i r construct ions has been produced as ye t . 
(Iv) Classificatiol^problem* This problem has tv7o aspec ts , 
' the one consis t ing in solving the socalled type problem, i . e . f inding 
c r i t a r i a for the type, parabolic or hyperbolic , of a r b i t r a r y open 
.Riemann surfaces. Riemann himself introduced t h i s problem through 
h i s mapping theorem and gave the fundamental divis ion in to the two 
'types mentioned abovej asse r t ing in the l a s t section of h i s d i s se r -
I tat ion[33,43j that h is reasoning was not r e s t r i c t e d to the-simply-
connected case but was va l id for a r b i t r a r y surfaces. 
! ¥e not ice tha t much research work in t h i s topic has been 
e lucidated only in recent tiPies (about 1940) p a r t i c u l a r l y af ter a 
sound deselopment in the theory of en t i re and aieromorphic functions 
as well as conforraal'and quasiconfornal niappings. As a r e s u l t 
var ious geometrical, topologico-Taetric and structuj^al c r i t a r i g for 
parabolic and hyperbolic types were found among others by Nevanlinna 
| 5 j , Ahl fo rsLl ] , [5 ] , Radoj<?ic [32], Blanc [13] , [14] , Le-Van Thiem[45j, 
Wittich[55] , Volkoviski[53]and Ul l r i ch [51]; among these authors 
I 
Volkoviski ' s work i s the most comprehensive monograph where he has 
extended some r e s u l t s of Teichmiiller and Gr5tzsch on quasiconformal 
mappings and also produced o r ig ina l connected research work. I t i s , 
however, surpr is ing to find that only one mathematician, Moppert[22j, 
has considered the e l l i p t i c c l a s s of Riemann surfaces by a topologi-
ca i method. 
We find a h i s t o r i c a l note on the c l a s s i f i c a t i o n problem in 
i t s second aspect in a paper of Sario [15,71] . Dispensing with the 
.erronous impression among the ear ly workers tha t the "'null boundary' 
was decisive in re la ted existence and uniqueness theorems, Sario 
o r i en ta ted the c l a s s i f i c a t i o n problem in 1946 in i t s modern aspect 
of finding the c lasses of open surfaces v/hich share with closed 
surfaces the property of. not admitting regular single-valued fujic-
5^  
tions. "To indicate this property he introduced the terms surfaces 
with, closed character or surfaces with removable boundary (see[4lj). 
A systeHimatic account of this classification problem is 
given e.g. in [293, though Sario has summarised it in his 'paper in 
|l5,72}. Here we find that the classification problem has consider-
ably developed on account of ne\«; function-theoretic principles, 
* * 
according to which many classes of conformally equivalent Riera i^n 
surfaces possessing common periodicity properties are united into^ 
one class. Thus there arise the following classes: (i) the class 
0 of open liemann surfaces R with null boundary; (ii) the class-0 
w . , " ^ 
of R hot possessing the Green's functions;.(iii) the class 0^ of 
positive harmonic functions on R; (iv) the class 0, of absolutely 
HB 
bounded harmonic functions on R; (v) the class 0 of harmonic 
HD 
functions x^rith finite Dirichlet integral on R;, (vi) the classC> 0 
. IB 
of bounded analytic fiarictions on R; (vii) the class 0 of analy-
itic functions with finite Dirichlet integral'. The -following rela-
tion holds: 
0 = O c : o < : : 0 0 . 
w g KP HB ^ - AD 
AB 
The relations'concerning the classes H (=harmonic), A (=analytic), 
S (=schlicht) were found by Ahlfors and,Beurling[6J, "Behnke and ' 
Stein[103, Royden[343 and Virtanen[52]. The Japanese school, in 
particular Akira Mori[8] , Kakutani [15,95], and Toki [50] , has 
1 , 
made contributions to related problems of finding existence critaria. 
Harrowing down these explanations v;-e note that most of the results 
! 
holding for single-xsiss^ leaved surfaces can be generalised to 
f- ' . *"'" ' . . 
surfaces of finite genus, for wht^ ch 0 = 0„ = 0„^ (seefs]) , and 
; ." - g HB HD 
to those of infinite genus, for which 0 cz 0 <z. 0„„ (see£50]3. 
• , g . HB , HD ^ •* 
In connection with this problem there arises a niamber ,;^t 
S9 
of questions in the theory of quasiconformal mappings, e.g. the 
invariance property of different classes of Riemann surfaces with 
respect to quasiconformal mappings; such an invariance for the 
classes 0 and 0^ is proved by RoydenC34} and Pesin[28j. The 
g ^'•^ 
Painleve' t>roblem has been solved by Ahlfors for the c lasses 0 , 
AB 
0 ( s ee [5 ] , [ e ] ) , but i t v/ould now be i n t e r e s t i n g to solve the HB 
Painleve protelem ana uniqueness theorems for quasiharmonic and 
quasianalyt ic functions. 
(v) Variat ional methods. The Di r i ch le t p r inc ip le which 
has been discussed above i s the c l a s s i ca l va r i a t iona l problem in 
the theory of functions. Hadamard's va r i a t iona l problem for the 
Green's function on regions with very regular boundary i s another 
example where the method of calculus of va r i a t ions i s used. Lovrners 
theory of schl icht functions for proving the inequality" la„I < 3 
i s an important r e s u l t in t h i s direct ion* But a systemmatic study 
of the va r i a t i ona l method has been f i r s t introduced by Schiffer 
and de ta i led information on the connected problems i s accounted in 
the monographC39]; a survey by Schiffer i s reported in £15,15]; see 
a l s o f l l ] . I t has been used by Schaeffer and Spencer in t he i r work 
on schl ich t functions[38] , [15,4l] • 
The fundamental idea of t h i s method i s contained in the 
importance of extremal problems in conformal mapping as Ahlfors{]3] 
has studied them with the r e s u l t tha t extremal mappings are very 
s ign i f i can t in any theory which t r i e s to c lass i fy conformal mapp-
ings according to invar iant p rope r t i e s . Since the solut ion of the 
boundary value problem for harmonic and associated functions i s 
expressed by fundamental functions of the domain, e spec ia l ly by the 
Green's function, so var ia t ion of these functions and the cor res -
ponding deformation of the examined domain have greater s i g n i f i -
cance in connection with the extremal methods. Here the Riemann 
surfaces of f i n i t e genus ana f i n i t e connect ivi ty are of pa r t i cu la r 
to 
interest. Researches of Ahlfor sIjs] , [s] are very important in this 
direction. Some research work on the variational methods for quasi-
analytic f-unctions has been recently done in Russia and an analogue 
of the Schwarz formula found by the Daniljuk school. 
(vi) Topological methods. With the advancement in topology 
t 
the notions of fundamental group and universal covering space become 
thoroughly familiar. The topological analysis include the follov;-
Ing aspects: 
(a) As Stoilow has shown£44], ana ly t ic functions behave on 
a fiiemann surface as point set cha rac te r i sa t ion of an inner mapping* 
A s imilar charac te r i sa t ion for pseudo-harmonic functions has been 
very r ecen t ly proved by Toki[49], 
(b) The r e l a t i o n s between the zero's, poles and branch 'point 
I . ' 
antecedents of an inner mapping can be s t r u c t u r a l l y analysed under 
topo log ica l ly defined boundary condi t ions; Morse [23j has studied 
t h i s aspect very c lose ly . 
(c) A theory of deformation c lasses of single-valued mero-
fflorphic fujictions in an a r b i t r a r y simply-connected-region on R has 
been constructed by Horse and Heins[24j. 
(d) The exis tence of pseudo-harmonic functions and the i r 
pjseudo-con^ugates on open Riemann surfaces i s shoen'by Eenkins 
and Morse [l5,11l] ; these authors <have proved t h i s problem for the 
compact case [20]. 
i As introduced by Morse and Jenkins, the "real function u ( p ) , 
p € R, i s ca l led pseudo-harmonic, i f i t i s a harmonic function 
uniquely determined upto the given topological mapping of a neigh-
bourhood of p. Two pseudo-harmonic functions u,v are ca l led pseudo-
conjugates om R, i f K*K u + iv c a r r i e s out an inner mapping of R. 
As we have mentioned above, a number of r e s u l t s proved on many aspe 
I 
aspects of the topological mathods, associated to pseudo-harmonic 
hi 
and •pseuiio-con'j'agate f u n c t i o n s have been proved by. Morse, J-enkins 
and Heins by cons ide r i ng l o c a l horaoeomorphisnis wi th c h a r a c t e r i s t i c s 
g iven on the whole Riemann sur face R. I t remains y e t to solve t h e 
"aniformisat ion problem for pseudo-hariflonic f u n c t i o n s , i . e . t he 
•problem of f i n d i n g a unique homoeomorphism for the whole sur face R, 
# 
and t h e e x i s t e n c e problem of pseudo-conjugate f u n c t i o n s . . 
4 . Sonc lus ion . On t h e f u t u r e p rog res s of t h i s sub j ec t I h l f o r s | l5 ,13] 
h a s a l r e a d y remarked more e f f e c t i v e l y than any o the r sugges t ion and 
e x p e c t a t i o n . A look a t t h e r e f e r e n c e s given a t the end of t h i s 
e x p o s i t o r y a r t i c l e makes us f e e l t he immense i n t e r e s t which the 
t h e o r y of Riemann su r f aces has gained dur ing t he se tv/o decades . 
The i n t e r a c t i o n of topology , H i l b e r t space theory .and the funct ion 
t h e o r y opens a wast f i e l d of r e s e a r c h work to occupy g e n e r a t i o n s 
t o g e t h e r w i th reax-fakening i n t e r e s t . 
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APPENDIX 1 
A note on the paper (A) . 
In the paper (A) we have expressed the lower and upper 
limits for the measure of curvature of level curves of schlicht 
analytic fxmctions w = wCz), iz' = r < 1, in terms of the magnitude 
't(r) = log [(1+r)/(1-r)} , 0 < r < 1 . 
Purpose of this note is to show that t(r) represents a homogeneous 
Legendre equation of the second kind and zeroth degree in r • 
Let P (z) denote a Legendre polynomial of the n-th degree 
^ 2 
associated to the weight function w = f(z) = 1-z in the closed 
interval[o,l]« Then as a generating function we have 
1 1+z n 1-z n -a-1 
P <z) = -rr: H1+ - 5 - w) (1- - ~ - w) w dw , 
n 2rri <> 3 
or a slight variation gives g 
P (z) = ^ K-^"^ ^t-2) dt , 
where the integration is extended (in the positive sense) along a 
closed contour around the origin such that the points -2(z+1) l i e 
neither on i t nor in i t s interior. Obviously the f i rs t and second 
factors of the integrand are each eaual to 1 for w = 0. 
J) 
According to Szego the Legendre polynomial $= P (z) 
n 
satisfies the following homogeneous differential equation of the 
second order: 
(1) Q (z) = (1-z^) i-" - 2 z ^ ' + n(n+1)? = 0 , 
n , 
where Q (z) is called the legendre function o& the second kind. 
n 
Now let z be arbitrary in the complex plane slit along the 
segment Lo»l]« Then for n > 0 we obtain a solution $ = Q (z) of 
the differential equation (1), independent of '? (z), in the form 
-n-1 1 2 n -n-1 ^ 
-Q (z) = 2 I (1- t ) Ct-z) ^  dt '. 
^ 0 
1) G.Szego: Orthogonal polynomials, imar. Math.Soc.Colloq.Publ., 
vol.23 (1939), p. 59 and 76. 
64 
For n = 0 we have Q (z) = log (1+z) . 
o 
The p o s s i b l e s i n g u l a r p o i n t s of Q (2) a r e 1 and co, , Near 
u. 
z = 1 we have 
Q (z) = -5- Id-t ) -B dt 
^ '^ 0 t-z 
1 1 " 2 Pr.^ 't) - P (z) 1 1 1-t^ 
= - — J (1-t ) -S a dt +-rP (z) I dt 
2 0 t-z 2 n 0 t-z 
1 1 p P (t) - P (z) 
= --r I (1-t'')Ji a dt + P (z) Q (z) , 
^ 0 t-z . n . o 
so that is z approaches 1, the behaviour of 0 (2) is to a certain 
h 
extent determined by that of Q (z). 
o 
Hence we examine the behaviour of Q (z) near z = 1 as 
follows: Expanding Q (2) into a power 'series in (1-z)/2 we obtain; 
Q (2) = M (1-z)/2 + const , 
^o ' 
iifhere M(x) denotes a power s e r i e s i n x , convergent for Ix ' < 1 , and 
M(0) ?f 0, On account of • ~-
-1 - 1 1 - -1 1-t -1 
( 1 - t ) (1+t) = — ( 1 - t ) ( 1 - - r - ) 
2 , 2 2) 
bhe integration would furnish a logarithmic term, and thus we have 
Q (z) = ^ log 1/(1-z) + M (l-z)/2 , 
so that finally 
Q (z) = I dt/(1-t^) =-r-log[(1+z}/(1-z)], 
sThich g ives for Izl = r ^ , 
2 Q (r) = log((l+r)/(1-r)i= ^(r) . 
o > 
Since Q (2) is, according to the definition, the Legendre equation 
j "o • • 
3f the second kind and zeroth degree, our statement is proved. 
S) See *Szegc>, loc.cit. ,pp.76-77, 
APPENDIX 2 . 
A note on the paper (B) . 
Let f(z) be a regular analytic function in the domain G 
with contoTirs C (i = 0,1,2,...) which are assumed to be closed-
^i 
analytic curves non-reducible to a point. In the paper (B) we 
•have considered an analytic continuation of f(z) which gives rise 
to the star domain of f(z) with respect to G. We can, however, 
effect this analytic continuation of f(z), independent of the 
method of Dienes , as^follows: We consider all kinds 6f orthogo-
nal trajectories to C •^-, so that we continue *f(z) analytically 
1 
across G along each of these orthogonal trajectories. The totality 
of sections of these'trjectories together with the domain G is 
called the star domain M of f(z) with respect to G,' 
The general star domain M (r > r ) of f(z) with respect 
r - o . 
t o G i s the union of the s t a r M of f(z) with respect to G and t h 
"s tar of fCz) with respect to the domain bounded by the curve C , 
where C denotes the t o t a l boundary of G. - Thus 1^ w i l l coincide 
with the s ta r of f (z) with respect to G, i f G contains z = oo as 
an i n t e r i o r point . Further^ i f G i s a c i r c l e , then the s ta r of f (z 
i s the Mi t tag-Lef f le r ' s rectangular s ta r of f ( z ) . 
We shal l now prove the following theorem: 
The regular ana ly t ic function f (z ) can be^represented"in 
, the general s tar M with C as i t s na tura l boundary bv means of I r r , . 
the se r i e s 
, (1) f (z) = S .A 'Y' § ( z ) , > 0, n = 0 , 1 , 2 , . . 
2j=o " n n n 
-^heve $> (z) are the Faber polynomials and k are defined by th 
r e l a t i o n (5) in the paper (B). 
Proof. The statement means tha t the se r ies on-the r i gh t 
1) P.Dienes: The Taylor ' s Ser ies . Oxford (1931),- pp. 308, 
hand side of (1) is regular in the general star M . Let D be the 
r 
r e g u l a r i t y domain of f (2) . Then obviously "G D . Me sha l l 
denote by d the domain in the w-plane, onto whose ex te r io r G i s 
mapped by means of the function w = (z ) . ¥e take a closed analy-
t i c curve L in D such tha t L contains "G t lns ide i t s e l f ; we sha l l 
denote by 1 the image of L in the w-plane by means of the function 
w = 5 ( z ) . Now we consider the function 
GO 
(2) (w) = S A w^ , 
n=0 n 
where 1 are the coefficients of the series (1). We have proved 
• n 
in the paper (B) that >|'(w) is a regular function in d, and the 
function f(2) is represented by the integral 
(3) fiz) = -^ !f[^(^:[\ d^/ (<^-z) , 
2iri L ' 
where z i s anyi point lying inside L. 
Since the choice of 'Che curve E i s a r b i t r a r y , we sha l l have 
the represen ta t ion of f (z ) by means of the i n t eg ra l (3) in any 
closed domain lying inside D, We shal l now show tha t d i s the 
r e g u l a r i t y domain of the function ^(w) = i^[$(z)] • For t h i s 
purpose we assume, l e t d» Z5 d be the r e g u l a r i t y domain of ^ ( w ) . 
Then x^e choose in d' a closed analyt ic curve 1 ' ci 1. The curve 1 ' 
w i l l correspond in the z-plane to a curve L' 3> L. The function 
(w) i s thus regular in the closure of the domain lying between L 
and L ' , which means tha t a function 
F(z) = I t[$(^ )J AC-z) .dC 
L' 
is regular inside L'. Thus on account of Cauehy's theorem we shall 
have f(z) = F(z) in G , whence follows that f(z) is regular in a 
domain larger than G, and this leads to a contradiction. 
¥e have seen that the regular domains of the function f(z), 
defined by the Series (1), and of i'(w), defined by the series (2), 
correspond each to the transformation w = $(z). Thus the general 
t1 
star M of f Cz) will correspond to the general star d of 4^(w). 
r . r I 
Is ¥8 have shown, since d is the regularity domain of H'(^ )» so 
M will be the regiilarity domain of f (z). This completes the proof. 
We note that the representation (1) of the function f(z) 
2) _ 
is possible from the fact that f(z) is always represented in G 
by a series with Faber polynomials as 
OD 
f(z) = S A^ $^(z) , 
by changing only the moduli of coefficients A to A -y , -v^ ere tL 
is a sequence, of positive numbers. 
2) See the paper (B). 
- ^PPEJroiX 3. . 
1 note on the paper (E). 
¥e have shoT^ m in the paper (E) tha t N(r) ro <<(r). Purpose 
'of t h i s note i s to mention some important appl ica t ions of the 
1) 
r e s i i l t s obtained the re . We use Shah's syllogism and deduce the 
•i " o 
following results for admissible functions: 
, _ log (f'(r)/f(r)-) . 
1. p =,lim log <(r)/log r = 1 + lim ' 
^ 'r-<30 ~ r-^ log r 
___ log (f (r)/f (r))-
= 1 + lim —^ _ ^ 
. r-"QO log r , 
log (f'(r)/f(r)) 
and A = lim log c<(r)/log r = 1 + lim 
r-Kx) r-<» log r 
log (f (r)/f^ik)) 
= 1 + lim 
r-'^x) log r 
2. Further, if f'(r)/f<r) > k for all r > r , then ^ > 1 and 
lim" <<r)/r > k. This result is the besir possible one, as the 
function f (z) .= e shoi-j-s. But the converse is not true as is 
shown by the example fCz) = cosh kz, for which p = A = 1, oc(r) 
k r , f » ( r ) / f ( r ) < k and f " ( r ) / f » ( r ) > k £or a l l r > 0. In 
(3+1) ' (G) < ( r ) 
genera l , i f f ( r ) / f ( r) > k , r > r , then > 1 and liA-—— ' 
' • — ' o ' j^scQ r 
> k . S imi lar ly , i f f ' ( r ) / f ( r ) < k . or in general i f f ( r ) / 
(3) • *" '' _ 
f (r) < k,, r > r , then p < 1 and lim <(r)/r < k . 
" 1 o' 'S - p,^ 1 
3, Let g(z) be any function, non-decreasing and positive for r > r^ 
and" such that lira log g ( r ) / log r = 0. Then the following result 
follows from 1 : If f' (r)/f (r) < g(r), or in general if f ( r ) / 
(j) • 
f (r) < g(r) for all r > r , then p < 1; if the- same hypothesis 
o. ^ "" 
holds for a sequence of values r, then ^ < 1. Again, if f'(r)/f(r) 
(d+l! (j) ~ 
< 1'/g(r), or in general if f (r)/f (r) < 1/g(r) for a sequence 
1) 'S.M.Shah: Bull.Am.Math. Soc.,vol.53(1947),pp. 1156-63. 
fcy 
of values r , then p > 1; i f the same hypothesis holds for a l l r 
> r , then yV > 1." Further, i f 1/g(r) < f ' ( r ) / f ( r ) < g ( r ) , or in 
general i f ' 1 /g ( r ) < f ( r ) / f (r) < g(r) £or a l l r > r , then 
fl '= X = 1 . 
4. , If p = 1 and l i m < ( r ) / r > 1, then there exists a seauence of 
^ , , r -^ (j) 
Talues 'r ,fbr which f ( r ) < f*(r ) < • . . < f (r) . Again, i f ^ > 1, 
there exis ts a sequence of values r , for which f ( r ) < f ' ( r ) / g ( r ) < 
•O ' • ' * ( j ) A ^ 
f"(r)/g (r) < ... < f (r)/ (g(r))''. Similarly if J^  = 1 and 
13,m <<(r)/r < 1, then there exists a sequence of values r, for 
r-o) ..' (j) 
which f(r) > f«(r) > ... > f (r). Again, if ^ < 1, then there 
exists a sequence of values r, for which f(r) > g(r) f*(r) > * 
g'^ir) f"(r) > ... >.(g(r)) f (r) . Finally if > > 1, then 
for all r > T we have f(r) < f'(r)/g(r) < f»'(r)/g^(r) < ... < 
f (r)/(g(r))3. 
