In order to survive and excel in the competitive scenario, organizations have to understand the customers' requirements. Service quality can be measured with the help of the two important instruments, namely SERVQUAL and SERVPERF. BANKSERV model can be used to measure the service quality of the banking sector. Customers' perception with regard to various services rendered by the banking industry was taken for this study. Data were collected from 300 customers of the bank located in different parts of Tamilnadu and Pondicherry, India. In order to evaluate the association between the variables used in the model, structural equation modeling (SEM) was used for data analysis. The findings of the research showed that, absolute fit indices fits the sample data and reveals that the proposed model has the acceptable fit, by way of satisfying the recommended values.
INTRODUCTION
studied the service quality in banks, pest control, dry cleaning, and fast food services with the help of SERVPERF which clarified the difference in the global measure of service quality. In banking sector, service quality is related to bank loyalty through satisfaction (Bloemer et al., 1998) . In the globalized environment, banking industry in India is witnessing keen competition in acquiring new and retaining existing customers. Nationalized banks in India have to compete with private banks, and multinational banks.
The BANKSERV model was developed in Australia by Avkiran (1994) to measure service quality in retail banking as perceived by customers. Service quality is measured based upon the expectation and perception of the customers in BANKSERV model. The objective of this study was to explore the impact of individual aspects of banking operation on various types of customers" perceptions of service quality. In this study, data were collected based upon the bank customers" perception (SERVPERF) about the four-factor pertaining *Corresponding author. E-mail: renganathanss@yahoo.com.
to BANKSERV model (Avkiran, 1994:15) with some modifications (refer appendix) in order to suit Indian environment. Data were collected from 300 customers of nationalized banks such as State Bank of India, Indian Overseas Bank, Bank of India, Indian Bank, and Canara Bank from several places like Thanjavur, Trichy, Kumbakonam, Dindugal of Tamilnadu and Pondicherry, India.
Banking customers" opinion about banking service quality were elicited from the perspective of banks" staff conduct, credibility, communication and customer accessibility. Statistical methods like exploratory factor analysis and confirmatory factor analysis were used. To develop a suitable model, structural equation modeling (SEM) technique was used for analyzing the data. All the measures used in structural equation modeling fit the recommended values indicating a good fit for the collected data.
Significance of the study
Nationalized banks in India have to compete with other private banks and also with foreign banks, since banking industry is privatized and globalized in India. In order to sustain and excel in the competitive environment nationalized banks in India have to satisfy and delight their existing customers and formulate suitable strategies to acquire new customers. Hence, this type of research gains importance.
LITERATURE REVIEW
Most research in the area of service quality has been based upon the model developed by Parasuraman et al. (1985 Parasuraman et al. ( , 1988 , which incorporates a comparison of customer expectations and perceptions of service performance. The long term survival and success of any organization depends upon the high quality products and services providing value for money, for the consumer, which will lead to consumer satisfaction and loyalty (Zeithaml et al., 1990; Robledo, 2001) . The positive consequences of companies achieving high levels of customer satisfaction and service quality are well documented (Rust and Zahorik, 1993; Zeithaml et al., 1990) .
Service quality is a critical issue in the service industry and of particular importance for financial service providers who characteristically offer products that are homogeneous in nature (Stafford et al., 1998) . Service business success has been associated with the ability to deliver superior service (Gale, 1990) . If we want to manage something, it should be measured first. Without measurement, managers cannot be sure of whether service quality gaps exist or not (Christopher et al., 2006) and, of course, measurement is needed to determine whether goals for improvement are being met after changes have been implemented (Christopher et al., 2006) .
In general, it is difficult to measure and quantify service quality. The main purpose of measuring service quality is to ensure whether service is provided as per the expectations of the customers. Zeithaml et al. (1990) suggest that the criteria used by customers in molding their expectations and perceptions fit in five dimensions of service quality: tangibles, reliability, responsiveness, assurance and empathy. According to Parasuraman et al. (1988) , service quality has become a great competitor and the most powerful competitive weapon, which many leading service organizations possess.
The SERVQUAL model has come in for criticism from, for example, Johns (1996) argues that it may be too cumbersome for general use, but provides a useful service tool, which can point the way forward for more rigorous quality monitoring. Cronin and Taylor (1992) were the first to offer a theoretical justification for discarding the expectations portion of SERVQUAL in favor of just the performance measures included (that is, what they termed SERVPERF). The term "performanceonly measures" has thus come to refer to service quality Renganathan et al. 11427 measures that are based only consumers" perceptions of the performance of a service provider, as opposed to the difference (or gap) between the consumers" performance perceptions and their performance expectations (Mass et al., 2010) . SERVQUAL also has some criticisms on both operational and theoretical issue (Buttle, 1996) . Asubonteng et al. (1996) did 18 critical reviews on empirical studies of service quality and conclude that SERVQUAL instrument is industry specific. When SERVQUAL applied for retail banking, problems were identified with regard to its dimensionality and the value of expectation scores (Lam, 1995) . In order to suit the Australian banking industry, Avkiran (1994) propounded BANKSERV instrument based on SERVQUAL model. Avkiran (1994) evaded the probable psychometric difficulties connected with SERVQUAL (Avkiran, 1999:62) . Negatively worded questionnaire items of SERVQUAL instrument were also avoided (Babakus and Boller, 1992 ). BANKPERF"s major advantage over BANKSERV is that there is strong theoretical support for a performance-only measure of service quality Taylor, 1992, 1994) .
Structural equation modeling (SEM) is a statistical modeling technique that combines factor analysis and multivariate multiple regressions . Structural equation provides estimation of multiple and interrelated dependence relationship and the capacity to stand for unobserved concepts in these association and explanation for measurement error in the estimation process (Hair et al., 1998) . The primary aim of SEM is to explain the model of a sequence of inter-related dependence associations simultaneously among a set of dormant (unobserved) constructs, each measured by one or more manifest (observed) variables (Yu-Kai, 2009 ). SEM is a multivariate technique which combines confirmatory factor analysis modeling from psychometric theory and structural equations modeling (Yu-Kai, 2009 ).
In order to recognize a right model for the sample data, fit indices have no single statistical test of significance (Schumaker and Lomax, 1996) . There are number of goodness of fit (GOF) indices with which to make comparisons, thus "fit should be evaluated from the standpoint of numerous fit statistics" (Campbell et al., 1995:6) . The overall fit measures, the goodness-offit statistic (GFI), adjusted goodness-of-fit statistic (AGFI), root mean squared residual (RMR), and the normed fit index (NFI) (Bentler and Bonett, 1980) , are all useful measures in assessing the quality of the hypothesized measurement model. Absolute fit indices determine how well a priori model fits the sample data (McDonald and Ho, 2002) . Confirmatory factor analysis (CFA) is one of the most commonly employed tools to test the construct validity of developed instrument . This technique provides a more precise interprettation of dimensionality than the exploratory factor analysis (EFA) technique (Diana, 2006) . CFA can be used as an interpretation of model fit indices (Schumaker and Lomax, 1996) .
Objectives of the study
The objectives of this study are as follows:
1. To study the demographic profile of the banking customers. 2. To identify the determinants of service quality which are very vital to banking industry. 3. To examine the usefulness of the BANKSERV (measuring only performance) model for assessing customer perceptions of service quality in banking industry. 4. To evaluate whether all the measures fit the recommended value, indicating a good fit of the structural model for the collected data.
METHODOLOGY Data collection and sample
Avkiran"s (1994) 17-item BANKSERV instrument was adopted with some modifications (Appendix 1) for data collection. In this research, a perceptions-only measure (similar to SERVPERF) was used to collect data from the bank customers. A five-point scale (5 indicating strongly agree and 1 indicating strongly disagree) was used in preference to a seven-point scale to increase the sensitivity of the measure. In this study, Banking customers" perceptions were measured with a self administered questionnaire.
This study uses both primary and secondary data. Secondary data was collected from websites and various journals. Primary data was collected based upon the bank customers" perception (SERVPERF) about the four factors pertaining to BANKSERV model (Avkiran, 1994:15) with some modifications. Data were collected from 300 bank customers of State Bank of India, Indian Overseas Bank, Bank of India, Indian Bank, Canara Bank from several places like Thanjavur, Trichy, Kumbakonam, Dindugal of Tamilnadu and Pondicherry, India. Banking customers" opinion about banking service quality were elicited from the perspective of banks" staff conduct, credibility, communication and customer accessibility. Out of the total 400 questionnaires distributed, researcher was able to collect only 300 questionnaires fully completed in all aspects which amount to 75% of response rate.
Data analysis
Collected data were analyzed with the help of software package SPSS and analysis of moment structure (AMOS) 16. Statistical techniques like descriptive analysis, reliability analysis, exploratory factor analysis, confirmatory factor analysis were used to evaluate the service quality. Structural equation modeling (SEM) was used for data analysis. Table 1 shows the demographic profile of the banking customers involved in this study. As per the Table 1 , out of 300 bank customers, 55.3% were male and 44.7% were female. With regard to the level of education, 30% of bank customers had post graduate degree, 34.3% of the bank customers had under graduate degree, and 7.7% of the bank customers had diploma qualification. With reference to monthly income of the customers", 23.3% bank customers" income were below ≤10,000, 21.7% of the bank customers" income were in the range of 11,000 to 20,000, 15.3% of the banking customers" income were in the range of 21,000 to 30,000 and 8.3% of the banking customers" monthly income were in the range of 31,000 to 40,000. The collected data reveals that, in terms of occupation, 25.7% of the banking customers were private employees, 19.7% of the banking customers were Government employees, 18% of the banking customers were self employed and 16.3% of the banking customers were home makers.
RESULTS AND DISCUSSION

Profile of the respondents
Construct reliability and validity analysis for BANKSERV dimensions
While applying Likert-types scales in research, it is necessary to calculate the Cronbach"s alpha coefficient for reliability and consistency (Joseph et al., 2003) . Table  2 shows the component and total reliabilities of SERVQUAL scores. The findings show that Cronbach"s alpha for all dimensions except for "customer accessibility" are above 0.70 (George and Mallery, 2003: 231) which indicates a high level of internal consistency for the scale. Moreover, as per the Table 2 , over all Cronbach"s alpha value for the BANKSERV dimensions is 0.904. The Cronbach"s alpha values for the perceptions subscales are 0.835, 0.749, 0.852 and 0.643 for staff conduct, credibility, communication and customer accessibility. Table 3 shows the corrected item-total correlations; that is, the scores for an item and the summated scores of the rest of the items comprising a subscale (for example, the subscale measuring the credibility dimension of service quality) were correlated. Of the individual perception items, all the items had correlation with the total scores that was higher than the 0.35 cut-off value suggested by Saxe and Weitz (1982) . The item-total correlations for the perceptions scale are ranging from 0.374 to 0.705 (Table  3) . Table 3 also contains item means and standard deviations.
Exploratory factor analysis
Factor analysis is used to identify a smaller number of factors underlying larger number of observed variables. Table 4 shows Kaiser-Meyer-Olkin (KMO) and Bartlett's Test. The KMO ranges from 0 to 1, with higher values indicating greater suitability. Ideally, this value is to be greater than 0.7. According to Kaiser, a KMO measure of 0.9 to 1.0 is marvelous, 0.8 to 0.9 meritorious, 0.7 to 0.8 middling, 0.6 to 0.7 mediocre and 0.5 to 0.6 miserable (Marcus et al., 2006) . matrix (Ajai and Sanjaya, 2006) . As per the Table 5 , it can be inferred that out of 17 of banking service quality items, 10 items are having more than 0.50 factor loadings. These 10 items were taken for further analysis. (Mulaik et al., 1989) suitability of the model based upon the collected samples. As recommended by Anderson and Gerbing (1988) , measurement model to test the reliability and validity of the survey instrument was analyzed first, and by using AMOS version 16 the structural model was analyzed. The structural equation model (SEM) is most useful when assessing the causal relationship between variables as well as verifying the compatibility of the model used (Peter, 2011) . Structural equation modeling evaluates whether the data fit a theoretical model. In order to evaluate the model, emphasis was given to Chi-square/degrees of freedom (x 2 /df), CFI, GFI, AGFI, TLI, IFI, RMSEA and PGFI (Table 6 ). As per the result, Chi square statistics with p = 0.000 does not show a good fit of the model. Nevertheless according to Schumaker and Lomax (1996) , a sample size of over 200 (300 in this research), could affect Chi-Square statistics to indicate a significant probability level (p=0.00). Consequently, this model is considered for further interpretation in the goodness of fit measures. Common model-fit measures like chisquare/degree of freedom (x 2 /df), the comparative fit index (CFI), root mean square error of approximation (RMSEA), the normed fit index (NFI), incremental fit index (IFI), and the Tucker Lewis index (TLI) were used to estimate the measurement model fit. Table 6 shows the estimates of the model fit indices from AMOS structural modeling.
Structural equation modeling (SEM): Model fit assessment
Structural equation modeling was used to analyze the
According to Gerbing and Anderson (1992) , the criteria for an acceptable model are as follows: RMSEA of 0.08 or lower; CFI of 0.90 or higher; and NFI of 0.90 or higher. The fit between the data and the proposed measurement model can be tested with a chi-square goodness-to-fit (GFI) test where the probability is greater than or equal to 0.9 indicates a good fit (Hu and Bentler, 1999) . The GFI of this study was 0.955 more than the recommended value of 0.90 the other measures fitted satisfactorily; AGFI=0.915, CFI=0.947, TLI=0.918, IFI=0.948 and NFI=0.917 with x 2 /df < 3 at 2.51 and RMSEA=0.07 (Bagozzi and Yi, 1988) indicate a good absolute fit of the model. Goodness of fit indices support the model fit and these emphasized indices indicate the acceptability of this structural model. For the purpose of testing the model fit null hypothesis and alternative hypothesis are framed.
Hypothesis
Null hypothesis (H 0 ): The hypothesized model has a good fit. Alternate hypothesis (H 1 ): The hypothesized model does not have a good fit.
As per the Table 5 , it is clear that values of all the items are above the suggested value of 0.5 .
According to Bollen (1989a) , the higher the probability associated with Chi-square, the closer the fit between the hypothesized model and the perfect fit. The test of our null hypothesis H 0 , that BANKPERF is a three-factor structure as shown in Figure 1 , yielded a chi-square value of 72.829 with 29 degrees of freedom and a probability of less than 0.0001(p < 0.0001). It is suggesting that the fit of the data to the hypothesized model is not entirely adequate. As per the result, Chi square statistics with p = 0.000 does not show a good fit of the model. Nevertheless, according to Schumaker and Lomax (1996) , a sample size of over 200 (300 in this study), could affect Chi-square statistics to indicate a significant probability level (p=0.00). Consequently, this model is considered for further interpretation in the goodness of fit measures.
According to Barbara (2009) , both the sensitivity of the Likelihood ratio test to sample size and its basis on the chi-square distribution, which assumes that the population (that is, H 0 is correct), have led to problems of fit are now widely known. According to Jöreskog and Sörbom (1993) , chi-square statistic equals (N-1) F min ,, (sample size-1, multiplied by the minimum fit function) this value tends to be substantial when the model does not hold and when sample size is large. Barbara (2009) limitations by developing goodness-of-fit indices that take a more practical approach to the evaluation process. Hair et al. (1998) suggested the value for the fit statistic minimum discrepancy/degrees of freedom (CMIN/DF), otherwise chi-square/ degrees of freedom as ≤ 5. As per the Table 6 , the value for the chi-square/degrees of freedom is 2.51 which is less than the accepted cut off value of ≤ 5. Table 7 shows the unstandardized coefficients and associated test statistics. The amount of change in the dependent or mediating variable for each one unit change in the variable predicting it is symbolized by the unstandardized regression coefficient. The Table 7 shows the unstandardized estimate, its standard error (abbreviated S.E.), and the estimate divided by the standard error (abbreviated C.R. for Critical Ratio). Under the column P, the probability value associated with the null hypothesis that the test is zero is exhibited.
Significance tests of individual parameters
Level of significance for regression weight
The probability of getting a critical ratio as large as 9.655 in absolute value is less than 0.001. In other words, the regression weight for Factor 1 in the prediction of Q10 is significantly different from zero at the 0.001 level (twotailed). The probability of getting a critical ratio as large as 8.409 in absolute value is less than 0.001. In other words, the regression weight for Factor 1 in the prediction of Q6 is significantly different from zero at the 0.001 level (two-tailed). For large samples under suitable assumptions, these statements are approximately correct.
Scalar estimates (group number 1 -default model)
Maximum likelihood estimates Figure 1 shows the BANKSERV structural model. Out of 17 banking service quality items, 10 items were taken for confirmatory factor analysis. As per Figure  1 , it is clear that customers attach more values to staff conduct compares to other service quality items. Confirmatory factor analysis is furthermore known as measurement model. The root mean square error of approximation enlightens us how the model, with unknown parameter estimates would fit the population covariance matrix (Byrne, 1998) . According to Kline (2005) , CFI, RMSEA can be utilized along with ChiSquare test to calculate the measurement model fit. As an alternative to Chi-square test, goodness-of-fit statistic Renganathan et al. 11433 (GFI) formed by Jöreskog and Sorbom, (1993) is able to calculate the proportion of variance (Tabachnick and Fidell, 2007) . Model can be evaluated with the help of Normed fit index by means of comparing the Chi-square value of the model with Chi-square of the null model (Bentler and Bonnet, 1980) . CFI is important in all SEM programs because its measure is least affected by sample size (Fan et al., 1999) . According to McDonald and Ho (2002) , CFI, GFI, NFI and the NNFI are the most frequently used fit indices in structural equation modeling.
CONCLUSION AND IMPLICATIONS
The aim of this research was to carry out an empirical analysis of the factors determining the bank customers" perception (SERVPERF) about the four factors-banks" staff conduct, credibility, communication and customer accessibility pertaining to BANKSERV model, using a structural equation modeling. This study affirms and develops an instrument of service quality in the context of banking industry, and examines the relationship among banking service quality, banks" staff conduct, credibility, communication and customer accessibility. The proposed model (BANKSERV scale was adopted with some modifications) is then calibrated using the data collected from customers of banking sector in Tamilnadu and Pondicherry of India. Four significant determinants of banking service quality identified are: staff conduct, credibility, communication and customer accessibility.
The findings show that Cronbach"s alpha for all dimensions except for "customer accessibility" are above 0.70 which indicates a high level of internal consistency for the BANKPERF scale (BANKSERV model with performance only measure). Moreover, over all Cronbach"s alpha value for the BANKSERV dimension is 0.904 which is above the cut off value of 0.7. Based on the confirmatory factor analysis, it can be concluded that, the BANKPERF scale (BANKSERV model with performance only measure) used in this study adequately fit into the collected data.
It could be very well concluded that the hypothesized three-factor model fits the sample data. Based on the viability and statistical significance of important parameter estimates; the considerably good fit of the model (CFI, GFI, AGFI, NFI, IFI, TLI, RMSEA), it can be concluded that the three-factor model shown in Figure 1 represents an adequate description of BANKPERF structure for the banking industry goodness of fit indices support the model fit and these emphasized indices indicate the acceptability of this structural model. Definitely, this study will be useful for the bankers to ascertain the importance given by the customers for the various important factors pertaining to banking service quality. In the present competitive environment, to retain the existing customers and to enhance customer base, banks have to conduct survey at least once in three months with bank customers to elicit their opinion pertaining to various factors leading to service quality and satisfaction.
LIMITATIONS AND FUTURE RESEARCH
This study has got its own limitations. Since this study was confined only to nationalized banks in India, the findings of the study may not be fully applicable to private and foreign banks in India. Further, the study focuses only banking industry; hence generalization may not be applicable to other industries. Without any discrimination opinions expressed by customers of various branches of nationalized banks spread over Tamilnadu and Pondicherry, India, were considered as such. The determinants of the service quality may be investigated across multi-national settings. Further research can be carried out in the banking industry, especially in the globalized environment from the perspective of different determinants of service quality which will facilitate to enhance the quality of service and customer satisfaction.
