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1. INTRODUCTION 
The objective of this paper is to suggest a sound theoretical basis for treating 
what is believed to be a new concept in the study of dynamic programming 
processes. Dynamic Programming is a theory originated and developed by 
Bellman [l]. In the first part of this paper it is shown that a proof of the 
existence and uniqueness theorems for certain Dynamic Programming pro- 
cesses is readily accomplished by suitably defining a class of contraction 
mappings on the function space. The notion of using contraction mappings 
in order to prove some of the existence and uniqueness theorems of dynamic 
programming has already been recognised, [l], [2]. Various properties of 
these mappings are then explored in the second part of the paper. It is shown 
that a noncommutative product can be defined on the set of contractions. 
This product leads to a theoretical basis for considering allocation processes 
where the allocation at each stage is made to alternate between two or more 
causes, in fact, the noncommutative product introduces the intuitive concept 
of a dynamic programming process within a dynamic programming process. 
This concept is then explored in rather more detail and it is shown that a 
commutative product of contraction mappings can be defined. Moreover, 
this commutative product provides a theoretical basis for the study of various 
types of processes which may be regarded as dynamic programming processes 
within dynamic programming processes. Since it is established that both the 
noncommutative and the commutative product of contraction mappings 
are themselves contraction mappings, problems regarding the existence and 
uniqueness of solutions do not arise, this question having already been 
disposed of in the first part of the paper. 
Two basic theorems are established which immediately suggest a possible 
reduction in the computational aspects of dynamic programming problems. 
This and other useful developments of the present work are discussed briefly 
in the con&ding remarks. 
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2. EXISTENCE AND UNIQUENESS THEOREMS 
2.1. A Simple Case 
Let [0, X] denote a closed interval of the real line, and let C[O, X] be the 
set of all bounded, continuous, real-valued functions defined on [O, X]. If 
the distance between any two elements f, g of C[O, X] is denoted by p( f, g), 
where 
then CIO, x] together with this metric forms a metric space. Furthermore, it 
is readily verified that this is a complete metric space, S, say. 
ForanyginS,andforsomeh,O <A < l,amapG:S-+Scanbedefined 
by 
G(f) =g Oxf for all f E S, 
where g @ Af is defined by 
for all x E [0, x]. 
It follows immediately that, for all h, , h, in S, 
dG@A G&J) = opxyx I (G(M) (4 - (G&J) (x) I 
= (g;y& I (g 0 w (4 - (g 0 4 (x) I 
i.e., 
,&Sh W,)) G We, 7 4) for all 4 9 4 E s 
and for 0 < h < 1. 
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Therefore G : S -+ S is a contraction mapping defined on a complete 
metric space S, and so G has a unique fixed point in S. 
In other words, for any g in S a contraction mapping G : S -+ S can be 
defined. Further, there exists a unique function f in S such that 
i.e., 
G(f) =f, 
I.e., 
f(X) = ()yxyxw) + hf (X - 41. 
It is instructive at this point to look at the classical proof of the contraction 
principle which runs as follows, [4]: 
Let f. be any element of S and let G : S -+ S be a contraction mapping. 
Define 
fi = G(fo) 
f2 7 G(fi) 
fn+l = G( fn). 
Define 
Then 
P., = dG(fn-I), G(fn)) 
< Ap( fnel , fn) since G is a contraction 
= &l-l (0 < x < 1). 
Therefore, by induction p,, < Pp.,, where /.L,, = p( f. , fi) is finite. 
However, 
Thus the sequence { fn} so defined is a Cauchy Sequence, and since S is a 
complete metric space, this sequence converges in S. That is, there exists f E S 
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such thatf, +fas n + co. Now G is continuous [p(G(f), G(h)) < Ap(f, h) < E 
if p(f, h) < E/A] and so G( fn) + G(f) as n + co. But G( f?J = fn+i + f as 
n-+ co. 
Therefore in the limit as n - co, G(f) = f. 
This completes the existence part of the proof. 
It is easily shown that f is unique, for suppose G(f) = f, G(h) = h and 
ffh. 
Then p(f, h) = p(G(f ), G(h)) < Mf, 4. 
But p( f, h) f 0 by hypothesis. Therefore h 3 1, and this contradicts the 
basic premise that 0 < X < 1. 
Therefore f is unique and the proof completed. 
Now the above proof succeeded for arbitrary f. . Therefore defining f. as 
the zero function (f&x) = 0 for all X) and returning to the original definition 
of the mapping G, it follows at once that for any function g E S, there exists a 
sequence of functions in S; fi , fi ,..., f,, , . . . --+ f where 
fn(X) i ,ggJd4 + hfn-1(X - x)) 
f(X) i o~g$g(4 + hf (X - 41. 
Hence arguing conversely, given some g E S, if fi , fi ,..., fn are defined as 
above, then there is a unique f such that fn +f as n ---f co and f satisfies the 
relationship 
f (4 = ,$yKJ&) + Af (X - 41. 
Therefore the proof of the existence and uniqueness of an optimal return 
function for a one-dimensional infinite-stage allocation process with 
immediate return function g is established. Further, this function f may be 
derived as the limit of a sequence of functions (fn}; fn being the optimal 
return from an n-stage allocation process. 
2.2. A More General Case 
In this section it is shown that the results derived in the preceding section 
for the one-dimensional infinite-stage allocation process are readily extended 
to cover a multi-dimensional case of a rather more general nature. 
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Let Q be a closed subset of the Euclidean n-space lE, . Then 52 is clearly 
a normed space. For all p E Q let 11 p 11 denote the norm of p. Let S be any set 
(S may be regarded as the policy space) and suppose that for each Q E S, 
there are associated functionsg, , h, , T, , whereg, , h, are continuous, bound- 
ed, real-valued functions defined on domain Q. For all p E Sz, Q E S suppose 
that 1 h,(p) 1 < h < 1. Further, let T,(p) E Q and suppose that II T,(p) II < /lp 11 
for all p E 52 and q E S. Therefore, for each q E S, T, : Q -+ Sz is bounded. 
If C(Q) denotes the set of all continuous, bounded, real valued functions 
defined on Q, and if a metric p on C(Q) is defined by 
P(fTd = 2; If(P) -g(P) I all f, g E C(Q), 
then C(Q) together with this metric is a complete normed space. 
Now let a map Gh : C(Q) -+ C(Q) be defined by the formula 
(G(k)) (P) = $P {g,(P) + h,(p) V,(H), all k E C(Q). 
Then Gh is a contraction mapping on C(Q). This is easily proved as follows: 
Let k, , k, be any two elements of C(Q), then 
,dG(kd, Gdk,)) = 21 I (WU (P) - (G&J (P) I 
= 2; I Squg {g,(P) + ha(f) W,(P))) 
- sl4$ k*(P) + h,(P) W,(P))) I 
G %I$ I SuP Q,(P) + h*(P) W*(P))) 
- (g,(P) + UP) W~P)))} I 
= 2; 1 S,“SP h,(P) MT,(P)) - MT,(P))) I 
= fs I h&4 I I W&N - W&P)) I for some 4 E S 
G h $g I k,(P) - K,(P) I 
= Wk, , k,), 
which completes the proof. 
Therefore there exists a unique f E C(Q) with the property that Gh( f) = f, 
i.e., 
f (P> = s,“sp k?(P) + W)f (T*(P)))- 
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Hence, defining 
fdP> = 21 MP)> 
fi(P> = %$ k*(P) + fJ TAP>>> 
f,(P) = %$ MP) + MP)fn-dT*(P))h 
it is easily seen, as in the previous section, that fn + f as n -+ 00. Finally, 
writing g(p, 4) for g,(p), Q, q) for h,(p), and T(P, 4) for T,(p), it is apparent 
that this proof of existence and uniqueness is the one required for Bellman’s 
general form 
f(P) = SYP MP, 4) + NP? 4)f (T(P, 4)))s 
and in view of the conditions placed on h(p, 4) it is more specifically a proof 
for Bellman’s equation of the so called “Type Two”. 
3. PRODUCT OF CONTRACTION MAPPINGS 
3.1. Preliminaries 
In this section, certain properties of the contraction mappings defined in 
Subsection 2.1 will be explored. In other words, for each g E S, a contraction 
mapping G : S -+ S is defined by G(h) = g @ Ah for all h E S, where 
The association between g E S and its corresponding contraction mapping 
G is denoted by gt, G, and the set of all such contraction mappings is 
denoted by @,. Further, the fixed point of Gi E Q1 is denoted by fi , i.e., 
G,( fJ = fi , fi E S. 
The results derived below can easily be extended to cover the more 
generally defined contractions of Subsection 2.2. However, for the purposes 
of this paper no extra insight is achieved by considering the more general 
case and so our attention is confined to the more simple case. 
For simplicity of presentation the additive operator @ has been defined 
on the space S by the formula 
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for all g, h E S and for all x E [0, X’J. This operator has certain properties 
which are trivially verified, and which it is convenient to note at this stage. 
These are as follows: 
(i) g @h = h @g; 
(4 g 0 (h B k) = (g @ h) @ k; 
(iii) g @ h E S; 
(iv) ag E S; 
(4 “k 0 4 = erg 0 4 
for all g, h, k E S and for OL E R, where R denotes the set of real numbers. 
3.2. Noncommutative Product 
For all G1 , G, E @ with 
gl- G and Wfd = fi 3 
g2-G2 and GdfJ = fi 9 
let a product Gi @ G, be defined as follows: 
Therefore, 
(G 0 G,) (4 = G(G(4) 
= G&z 0 W 
= g10 u# 0 Ah) 
= (gl 0 k,) 0 h2h 
= G,(g,) @ h2h. 
Now G,(g,) E S and 0 < X2 < 1 and so it follows immediately that Gi @ G, 
is a contraction mapping from S into itself. However, it is different from the 
contractions CD in the sense that the “discount factor” h is now raised to the 
second power. It is convenient to make this distinction by defining 
Ist Order Contractions: @ 
If G E @, the set of all lst-order contractions, then 
Gttg,gESisdefinedby 
G(h) = g @ Ah for all h ES; 
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nth-Order Contractions, n > 2 : d5cn) 
If G E CD(~), the set of all nth order contractions, 
then G t) g, g E S is defined by 
G(h) = g @ A”h for all h E S. 
Of course, this distinction is not necessary if no practical significance is to be 
attached to the specific value of the discount factor A, save only that 
0 < X < 1. However, in the context of dynamic programming this is not the 
case and so a distinction must be made. 
For the operator @ defined on the contraction space, the following general 
results are readily established: 
(a> (G 0 GJ (4 f (G 0 GJ (h); 
lb) 6% 0 G) (fi) = Gdf,); 
(4 (G 0 (G 0 GA) (4 = ((G 0 ‘5) 0 GJ (4 
The proofs of (a) and (b) are trivial and clearly property (a) explains the 
reason for heading this section “non-commutative products.” Property (c) 
may be proved in the following way. 
Since Gr @ Ga and G, @ Ga are contractions of the 2nd order, then both 
GI @ (G, @ Gs) and (Gr @ G,) @ G, are contractions of the 3rd order. Now 
which completes the proof. 
Now GI @ Gs : S--f S is a contraction mapping and so it has a unique 
fixed point in S, i.e., there exists a unique f E S such that (GI @ Ga) (f) = f, 
that is, 
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This expression immediately indicates a useful interpretation which can be 
given to the noncummutative product. For the simple case discussed in 2.1. 
it was seen that the functionfwhich satisfies G(f) = f, G E di, is the optimal 
return function for a one dimensional infinite stage allocation process when 
the immediate return function is g, gH G. Similarly, that f which satisfies 
(Gr @ G,) (f) = f may be regarded as the optimal return function which 
results from the following infinite stage allocation process:-At the first, 
third, fifth ,..., (2n + I)th ,... stages, part of the initial resource X is allocated 
to a cause with return function g,; at the second, fourth, sixth,..., 2nth,... 
stages, the allocation is made to a cause with return function g, . 
The interpretation extends naturally to nth order contractions. Consider 
the following infinite stage, one-dimensional allocation process, where the 
initial resource X is to be allocated as follows:- 
At stages 1, n + 1, 2n + l,... allocate to a cause with return function g, 
At stages 2, n + 2, 2n + 2,... allocate to a cause with return function g, 
At stages n, 2n, 3n,... allocate to a cause with return function g, 
Then if f (X) denotes the optimal return, f (X) is uniquely determined by 
KG, 0 G, 0 *-a 0 GJ (f 1) (4 = f Wh 
i.e. 
where 
This situation immediately introduces the concept of a dynamic programming 
process within a dynamic programming process. It may be regarded as an 
infinite stage, one-dimensional allocation process with discount factor P. 
The immediate return function g for the process is itself the optimal return 
functions of an n-stage, one-dimensional allocation process, where the imme- 
diate return from allocating xi at the ith stage is PIgi( 
In other words, the noncommutative product described here provides a 
theoretical basis for dealing with the intuitive concept of a dynamic program- 
ming process within a dynamic programming process. 
3.3. Commutative Product 
In the previous section the concept of a dynamic programming process 
within a dynamic programming .process was introduced, albeit in a somewhat 
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limited way, by multiplying contraction mappings together. In the present 
section it will be seen that the concept can be generalised by making minor 
modifications to the definition of the product of contractions. In order to do 
this, however, it is necessary to restrict the class of contraction mappings 
very slightly as follows:- 
For all g E S an associated contraction mapping G E @ is defined by 
G(h) = g @ M, for all h E S and for 0 < h < 1. This definition differs from 
the previous definition in Subsection 2.1 only insofar as h is now not allowed 
to be zero. 
For all Gr , Ga E 0, define the commutative product G1 * G, by the formula 
(Gl c G,) (h) = (Gl @ * G8) (h) 
It follows that 
for all h E S. 
However, g, , ga E S implies that g, @ga E S. Therefore Gr * Ga is a con- 
traction mapping. Furthermore, it is a contraction mapping of the first order, 
i.e. Gr * Ga E 0. Clearly, 
(4 Gl * G, = G, * Gl , 
(ii) G1 * (Ga * Ga) = (Gr * Ga) * Gs . 
For example, 
Now suppose Gr , G8 E @, then it has been shown that Gr * Ga E @ also. 
Further suppose 
G *gl and G(fi> = fi; i.e., fi = g1 0 hfl; 
G8++g8 and Ga( fs) = fi; i.e., fi =g, Ohfa - 
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Then since (4 * G,) (h) = (gl @ ga) + ti for all h E S, it follows that 
Let the fixed point of G1 * G, bef; 
i.e., 
Then, clearly, 
((5 * G) (f) = f 
f =(g1Og,)O~f* 
Therefore fi @ fi is a fixed point of G1 * G, . But a fixed point of G1 * G, , 
which is a contraction mapping, is unique and so f = fi @ fi . Thus the 
following theorem has been proved: 
THEOREM 1. Suppose Gl , G, E 0; then Gl * G, E @. If Gl t)g, and 
G(fi) =fi; G* g2 and G2(f2) =f2; and if (G * (7,) (f) =f, then 
Gl * G2t+gl 08, andf =fi Ofi. 
In practical terms this means that, if it is required to optimise the return 
from an infinite-stage one-dimensional allocation process with immediate 
return function g, then if g can be expressed in the form g, @g, , where the 
solutions fi , f2 to the allocation processes with immediate returns g, , g, 
respectively are known, it can immediately be stated that the required solu- 
tion is f where f = fi @ f2 . In other words, in these circumstances an infinite- 
stage allocation process can be effectively reduced to a two-stage process. 
Again, consider the contraction G, * G, * G3 which is in CD. 
(Gl * (32 * Gd (4 = k, 0 g, 0 gal 0 u, 
and so if f is the fixed point of this contraction, then 
f = (8, og2 Og3) OAf* 
But 
fi Of2 Of, = (8, 0 hfd 0 k2 0 Af2) 0 672 0 hf3) 
= kl og2 Og2) 0 4fi Of2 Ofa>* 
Therefore 
f =fiof2of*~ 
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Clearly this argument can be extended to the commutative product of any 
number of contractions. Thus if it is required to find the solution f to an 
infinite-stage allocation process with return function g, and if the solutions 
fi to the allocation processes with return functions gi are known. Then, if 
g = g, @g, @ ... @g, , it follows immediately that f =fr @ fi @ 3.. @fn , 
and so the infinite-stage problem is reduced to an n-stage problem. Taking 
the generalisation one stage further, the ideas of this section may be summa- 
rised in the following theorem. 
THEOREM 2. Suppose G t) g and G(f) = f and Gi t-) gi and Gi( fi) = fi 
for i = 1, 2,..., n. Further ifg = alg, @ %g, @ e-e @ ol,g, , where 01~ E R and 
01~ > 0 for all i, then f = a1 fi @ a2 fi @ se* @ a, fn . 
3.4. Interpretation Associated with the Commutative Product 
The first interpretation arises by considering the following problem. Sup- 
pose at each stage of an infinite-stage allocation process it is required to allo- 
cate part of the initial resource X to n separate causes with return functions 
g, 9 g, Y-*.7 &I * 
Then if the optimal solution is denoted by f (X), 
and so, clearly, f is the unique solution of the equation 
(G * G * .a. * G,)(f) =f. 
Thus the solution to the problem of an infinite-stage allocation process, 
where the allocation at each stage is itself a finite-stage allocation problem, 
may be obtained by determining the fixed point of a product of contraction 
mappings. It is interesting to note that the allocation at each stage must 
itself be optimal and so this situation is effectively a dynamic programming 
problem where the problem to be solved at each stage is itself a dynamic 
programming problem. 
The second interpretation arises by considering an infinite-stage one- 
.dimensional allocation process, where at each stage the quantity of resource 
.allocated is itself allocated infinitely many times to a cause with return 
function K, say. If X is the initial resource and if x < X is allocated at the first 
stage in the manner described here, then the optimal return from x is g(x), 
where 
say. 
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Therefore, the overall return is optimally f(X), where 
f(X) = ,$y.J&> + ~!f(x - 4>= G(f)) (-0 
But 
f(X) = ,y$L&?(4 + hf(X - 41 
= (&y&@!,y&MY) + k(x - $1 + hf(X - 41 
=(kO%Ohf)(X) 
= ((k @g) @ Af) (X) (where g = Ag) 
=(W* Wf>V> (where gt, C); 
I.e., 
f=W*Wf)* 
Hence the solution to this problem is obtained as the fixed point of a commu- 
tative product of contraction mappings. 
These notions may be extended to cover an infinite-stage allocation process 
where the resource allocated at each stage is itself allocated to a cause which 
consists of allocating to another cause and so on, the process being repeated n 
times. For such a process, the optimal return function! is given by 
where if Kw”k and ci+-+ hgi; i = 1,2,..., n; then g, = Kg, andg, = Gt-lgi; 
i = 2, 3,..., n.$For example, if n = 2, then f = g, @ Af. But 
g, = g10 k2 
Therefore, 
f = g2 0 Af 
= (g10 %2> CD Af 
= ((k 0 k) 0 kz) 0 hf 
= (K * q * G,) (f). 
This type of process may be intuitively regarded as a nested sequence of 
dynamic programming processes. 
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4. CONCLUSIONS 
In this paper it is shown that a class of contraction mappings which arises 
from an attempt to prove certain existence and uniqueness theorems of 
dynamic programming, does in fact suggest a theoretical basis for dealing 
with the intuitive concept of a dynamic programming process within another 
dynamic programming process. Throughout, the “containing” process is an 
infinite-stage allocation process, whilst the “contained” process may be 
either a finite- or an infinite-stage allocation process. An elementary extension 
of the latter case leads naturally to a theory which embodies the notion of a 
nested sequence of infinite stage allocation processes. 
If these three types of process are combined, it is easily shown that the 
commutative product of contraction mappings leads to a method of dealing 
with dynamic programming processes of considerably greater complexity. 
Consider, for example, an infinite-stage one-dimensional allocation process 
where the resource allocated at each stage is itself allocated to 71 separate 
causes. Suppose further that each of these n causes itself consists of allocating 
infinitely many times to a cause with return function ki , i = 1, 2,..., II. 
Iff(X) denotes the optimal overall return from such a process, thenf(X) 
reduces simply to a product of contraction mappings. In fact, using the 
notation of the previous section, 
Theorems 1 and 2 indicate that considerable computational simplification 
might result from the development of a suitable functional decomposition 
method. In fact, in a very restricted sense, the Maximum Transform deve- 
loped by Bellman and Karush [3] provides some insight into this problem. 
Finally, it is interesting to note that if the additive operator @ is replaced 
by a multiplicative operator A, say, defined by 
then results analogous to many of those described here are readily achieved. 
However, it is necessary to impose more stringent conditions on the set of 
functions under consideration in this case, and the intuitive interpretation 
is not so apparent. 
These last two notions will be discussed in greater depth in a subsequent 
paper. 
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