Quantitative analysis of high voltage scanning transmission electron microscope (STEM) images using annular dark field (ADF) has become routine [1] . Advances in aberration correction has extended atomic resolution imaging to lower incident electron energies suitable for the imaging of 2D materials such as BN and graphene [2, 3] . Lower energies, such as 60 keV, reduce knock-on damage but in turn greatly increase the effects of temporal incoherence, leading to extended probe tails and reduced contrast. In addition, the signal to noise ratio of images of 2D materials is also quite low, since the electron beam is scattered by only a few atoms, rather than an extended atomic column. Even with lower energies, some specimens are still prone to beam damage and a series of fast scanned images is often averaged to obtain a useful image. This raises the issue of image alignment or registration. In this work we demonstrate strategies for correcting temporal incoherence, allowing true quantitative comparison of experiment and simulation.
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In addition to temporal incoherence, residual aberrations also lead to a reduction in image contrast. In Figure 1 (a) we compare a perfect probe profile for 60 keV incident electrons formed with a 30 mrad. probe forming aperture (black line) with the profile of a probe containing residual aberrations (red line). This results in a peak intensity reduction of approximately one third. Because residual aberrations are dominated by non-circular aberrations, the probe profile is also no longer symmetric. The addition temporal incoherence results in a further reduction in peak intensity to around 50% of the original value. This intensity has been pushed out into the probe tails. In Figure 1 (b) and (c) we compare simulated ADF images of BN for a perfect probe (b) and an aberrated incoherent probe (c). Both images are shown on the same overall scale. The reduction of contrast is obvious. Clearly a simple "source size" correction, as used in earlier high voltage microscopy quantification, will not allow true quantification of these images [1] .
In order to minimize specimen beam damage, it is common to acquire a time series of fast scan images and average over these images in order to increase the signal to noise ratio (SNR). Even with the low specimen drifts achieved in the Nion UltraSTEM, careful image alignment is the first step towards true quantification. In Figure 2 (a) we show a summed stack of 20 ADF images of MoS2 with W and Se impurities taken on the UltraSTEM operating at 60 keV. There is clearly minimal drift since atomic locations are clearly seen. In order to improve the image, we have applied first rigid registration followed by a non-rigid demons algorithm. Initial results are shown in Figure 2 (b) . We have used the registration algorithms available in the SimpleITK package [4] . While the image has improved SNR we still need to correct for temporal incoherence and residual aberrations.
Temporal incoherence results in a defocus spread in the incident probe and can only be included exactly by summing over a properly weighted distribution of images calculated for these different defocus values. We aim to correct image intensities to allow quantitative comparison with simulations using readily available software packages. We may write the distorted probe as ̃( ) = ( ) ⊗ ( ) where P is the perfect probe and F a function describing the aberrations and incoherence. It can be found simply by deconvolving the perfect probe from the aberrated/incoherent probe. Using a phase object approximation (reasonable for a 2D material), and some other reasonable approximations, it can be shown that the aberrated/incoherent image can be written ̃( ) = (− ) ⊗ ( ) where I is the image that would be formed with a perfect probe. This image can then be found by deconvolving (− ) from the experimental image. The result of such a deconvolution is shown in Figure 2 (c) leading to higher contrast and improved image localization. We will combine this method with image simulation in order to unambiguously identify impurities and defect in 2D materials. 
