We prove the existence of weak solutions to a viscoelastic phase separation problem in two space dimensions. The mathematical model consists of a Cahn-Hilliard-type equation for two-phase flows and the Peterlin-Navier-Stokes equations for viscoelastic fluids. Using the Lagrange-Galerkin finite element method we illustrate the behavior of solutions for spinodal decomposition.
Introduction
Phase separation of binary fluids is a fundamental process in soft matter physics. For Newtonian fluids this phenomenon is well-understood. In this case typically the so-called H model is used, which consists of the conservation of mass and momentum combined with a high-order nonlinear convection-diffusion equation for the phase variable φ. The evolution of the phase variable is mainly governed by a gradient flow for the free energy functional and is deeply connected to the thermodynamics of the involved process. To avoid the formation of discontinuous interfaces the free energy functional is supplied with a penalty term for the gradient of φ. From mathematical and numerical point of view, this allows describing topological changes without tracking interfaces. However, if one of the multiphase fluids happens to be a polymer, the physics becomes much more involved. In this case one has to consider non-Newtonian rheology together with multiphase effects. It turns out that relaxation time couples to the intra-molecular processes and influences the phase separation on relevant time scales. This coupling leads to interesting structures and phenomenon for which the term viscoelastic phase separation has been introduced by Tanaka [39] . Unfortunately the Tanaka model was not consistent with the second law of thermodynamics. In [42] Zhou, Zhang, E derived a thermodynamically consistent model for viscoelastic phase separation. The key ingredient in both models is an additional viscoelastic stress tensor which is connected to the velocity difference of both multiphase fluids.
Although the model of Zhou, Zhang and E was successfully used for numerical simulations of spinodal decomposition, see, e.g. [42, 38] , its mathematical analysis was open. The purpose of this paper is to fill this gap and investigate the existence of global weak solutions of a related viscoelastic phase separation model. More precisely, our model is similar to the viscoelastic phase separation model of Zhou et al., but we consider the diffusive Peterlin model for the time evolution of the elastic conformation tensor instead of the classical Oldroyd-B model. The Peterlin model [31] can be viewed as a nonlinear generalization of the classical Oldroyd-B model. Thus, our existence result also applies to the model of Zhou et al. with additional small diffusive terms in the Oldroyd-B equations. The phase-field dynamics is described by a modified Cahn-Hilliard equation. In the literature we can find already a variety of analytical studies for the multiphase flow governed by the CahnHilliard equation. Typically, models with a polynomial-type potential and strictly positive diffusion coefficient are considered, see, e.g. [15, 16, 41] . Other models deal with constant mobility functions and singular potentials [1, 34] or degenerate mobility and singular potentials [2, 12, 16, 25] . Taking also hydrodynamic effects into account yields the Navier-Stokes-Cahn-Hilliard system which has been studied in, e.g., [1, 6] . Including the viscoelastic effects leads to the Navier-Stokes-CahnHilliard-Oldroyd-B system, for which the well-posedness of strong solutions has been studied in [9] . Recent results focus on the so-called non-local Cahn-Hilliard equations, see, e.g., [20, 21] . The non-local diffusion term has a better structure and allows one to obtain better regularity properties and maximum principles for degenerate mobility functions and singular potentials [11, 19, 28] . As far as we are aware, it is not clear how to obtain the local Cahn-Hilliard equation from the non-local one, see [33] . In [3, 5, 17, 29] time evolution of compressible polymer mixtures has been studied and the existence of global weak solutions was shown.
The paper is organized in the following way. In Section 2 we present the mathematical model for viscoelastic phase separation. The weak solution to our viscoelastic phase separation model is introduced in Section 3 and the main result on the existence of global weak solutions is formulated in Section 4. Sections 5-8 are devoted to the proof of our main result. In Section 9 we propose a Lagrange-Galerkin finite element method. Further, we present several numerical simulations of spinodal decomposition. Numerical experiments indicate that our numerical method is energystable and mass conservative.
Mathematical Model
The viscoelastic phase separation can be described by a coupled system consisting of the CahnHilliard equation for phase field evolution, the Navier-Stokes equation for fluid flow and the time evolution of the viscoelastic conformation tensor. A classical approach to model the evolution of interfaces is the diffusive interface theory. In the recent paper by Zhou et al. [42] the classical interface theory has been combined with time evolution of a viscoelastic fluid in order to model viscoelastic phase separation. The total energy of the polymer-solvent mixture consists of the mixing energy between the polymer and the solvent, the bulk stress energy, the elastic energy and the kinetic energy.
E tot (φ, q, C, u) = E mix (φ) + E bulk (q) + E el (C) + E kin (u) (2.1)
where φ denotes the volume fraction of polymer molecules, qI the bulk stress arising from polymeric interactions, C the viscoelastic conformation tensor and u the volume averaged velocity consisting of solvent and polymer velocity. Furthermore, c 0 is a positive constant controlling the interface width. In the present work we will work with the Ginzburg-Landau potential,
which is typically used as a regular approximation of the (more physically relevant) logarithmic Flory-Huggins potential
where n p , n s stand for the molecular weights of the polymer and solvent, respectively. χ is the so-called Flory interaction parameter which describes the interaction between the two components and is proportional to the inverse temperature.
In the forthcoming analysis it will be enough to assume the potential behaves like a polynomial. More precisely, we assume that the potential F ∈ C 2 (R) and there are constants c i > 0 for i ∈ {1, . . . , 7} and c 8 ≥ 0 that the following holds true,
Further, we will set F (s) = f (s).
We follow the so-called Generic approach [22, 23] and derive analogously as in Zhou et al. a multiphase model for the viscoelastic phase separation based on the Peterlin model for the time evolution of the conformation tensor, see Appendix for further details.
Here we have denoted by µ the chemical potential. This allows us to write (2.6) in the saddle point form which is more convenient for our further study. System (2.6) is formulated on (0, T ) × Ω, where Ω ⊂ R 2 is a bounded domain with a Lipschitz-continuous boundary. Our model is equipped with the following initial and boundary conditions
The viscoelastic stress tensor is given by
The functions m(φ), n(φ) stand for mobility functions, τ (φ), χ(φ, tr (C)) −1 , Φ(φ, tr (C)) −1 describe generalized relaxation times, A(φ) the bulk modulus, η(φ) the viscosity, ε the viscoelastic diffusion parameter and κ a positive constant. The functions will be specified in Section 2.1.
Assumptions
In what follows, we will assume that all of the coefficient functions are continuous, positive and bounded, i.e.
For the generalized relaxation times χ and Φ we choose analogously as in [31] χ(φ, C) = h(φ)tr (C) ,
Let us point out that it may be possible to generalize our results similarly as in [30] for
We further assume that the function h, m, n are continuous, positive and bounded,
The case m 1 , n 1 > 0 is called regular case. In future work, it will be interesting to study the so-called degenerated case, i.e. m 1 = n 1 = 0 [8] .
Preliminaries
In this section we introduce suitable notation and required analytical tools. For the standard Lebesgue spaces L p (Ω) the norm is denoted by · p . Further, we denote the space of divergence free and mean free functions by the
respectively. We use the standard notation for the Sobolev spaces and set
The space V is equipped with the norm · V := ∇· 2 . We denote the norms of the corresponding Bochner space
. In what follows, we state several inequalities that will be used later. [27] ). Let Ω ⊂ R 2 be a bounded smooth domain. Then the following inequalities hold true
Lemma 2.2. Suppose that there are two sequences {u n }, {v n } and a bounded domain D with the following properties
Then the product u n v n converges weakly to uv in L 2 (D).
Splitting the integral we obtain
The first integral can be controlled by gu n − gu 2 v n 2 which goes to zero due to the boundedness of v n in L 2 (D) and the strong convergence of gu n in L 2 (D). This strong convergence can be achieved by the generalized dominated convergence theorem. Since gu ∈ L 2 (D), the second integral tends to zero due to the weak convergence of v n . Note that in the proof we have also shown that gu n converges strongly in L 2 (D).
We will frequently use the interpolation spaces and their norms.
Lemma 2.3 ([6]
). Let X ⊂ Y ⊂ Z three Hilbert spaces, and suppose that the embedding of X in Y is compact. Then:
is compact.
ii) For any p > 1 the embedding
iii) The following continuous embeddings holds
is a interpolation space, see [6] , and we will use this result for the spaces
Proposition 2.4. For a matrix valued function D ∈ R d×d and p ≥ 2 we have
For symmetric positive definite matrices both norms are equivalent.
The norm tr (D) p is the so-called Frobenius norm. We denote by C : 
Lemma 2.6 (Korn inequality, [26] ). Let Ω be an open and regular set of R 2 and u ∈ H 1 0 (Ω) a vector field on Ω, then we have
with the equality if div (u) = 0. Suppose η is a continuous function satisfying (2.7) then the inequality
holds. Here Du denotes the deformation tensor which is the symmetric part of ∇u, i.e.
For the limiting process we will need the following lemma which is a consequence of the Vitali theorem.
Lemma 2.7 (Vitali theorem [18] ). Let M ⊂ R d be a measurable and bounded set. Let the sequence
m×m , m ∈ N, be a symmetric matrix function, which is uniformly positive definite on Ω and satisfies homogeneous Neumann boundary conditions, then
Weak solution
In this section we will introduce the weak solutions to our viscoelastic phase separation model (2.6) and derive the corresponding energy estimates.
and
Theorem 3.2. Let (φ, q, µ, u, p, C) be a smooth solution of (2.6) and let the initial datum C 0 be a symmetric positive definite matrix. Set T = tr(C)C. Further assume that C is uniformly positive definite. Then the free energy given by (2.1) satisfies
thus the energy is non-increasing in time.
Proof. We will differentiate every term of (2.6) with respect to time and show the energy dissipation
Summing up the above equations we obtain
Using assumptions (2.7), (2.9), Lemma 2.9 and the fact that for a symmetric positive definite matrix, cf. [35] tr
This inequality can also be obtained by testing the weak formulation (3.1) with
respectively.
In addition to the physical energy (2.6) also fulfills an additional energy estimate, which does not rely on the positive definiteness of the conformation tensor.
Lemma 3.3. Each smooth solution of (2.6) satisfies the following energy inequality
The integrated version reads
Proof. We mainly repeat the calculation from the proof of Theorem 3.2 and use the assumptions (2.7), (2.9). The inequality (3.2) can be obtained by testing (3.1) with (µ, q,
C), respectively. The integrated version is obtained by integrating over the time from 0 to t. We only present the calculations for the viscoelastic contributions.
Main Results
In this section we formulate the main result on the existence of global weak solutions to the viscoelastic phase separation system (2.6). • The results hold also if we substitute div ε(φ)∇C instead of ε∆C, where ε(φ) is a continuous function such that 0 < ε 1 ≤ ε(φ) ≤ ε 2 .
• Following [6] it is also possible to show that φ ∈ L 2 (0, T ; H 3 (Ω)).
• A similar version of the proof can be applied in three space dimensions, if the viscoelastic effects are not considered, i.e. (2.6) 4 is neglected.
Remark 4.3. The proof will be realized in Sections 5 -8 and consists of the following steps.
1) We introduce a Galerkin approximation of the system in suitable finite-dimensional subspaces.
2) We derive the energy inequality for the approximate solutions and by means of the Gronwall inequality we obtain a priori estimates which are independent of the local existence time.
Hence we prove existence of approximate solutions for an arbitrarily fixed T > 0.
3) In order to pass to the limit in nonlinear terms, we apply the Lions-Aubin lemma to obtain the required compact embeddings.
4) We pass to the limit in the Galerkin approximation of (3.1).
5)
We pass the limit in the energy inequality to obtain (3.3).
Galerkin Approximation
Let ψ j , v j , D j , j = 1, . . . , ∞, be smooth basis functions of
respectively. Where D j is subjected to homogeneous Neumann boundary conditions and v j is divergence-free and subjected to homogeneous Dirichlet boundary conditions. Furthermore, ψ j are eigenfunctions of −∆ with the Neumann boundary conditions. We define the m-th Galerkin approximation via
We use the following notation
The Galerkin approximation of (3.1) then reads
The system (2.6) is the coupled nonlinear system of ordinary differential equations for φ m (t), q m (t), u m (t), C m (t). Since all parameters, τ, m, n, A, h as well as f are continuous functions of φ m , we can show via the Peano theorem that we have a solution of (5.1) till a time t m > 0. This local existence times depends on the data and m. In the next section we will derive a priori estimates and show global existence of the Galerkin approximation.
6 A priori Estimates
Energy inequality
By multiplying system (5.1) with (θ jm , ζ jm , g jm , G jm , λ jm ) and summing over all j leads to
Applying the assumptions (2.7), (2.9) we find
The term on the right hand side can be bounded by the Gronwall inequality since h 2 is a constant. Consequently, we derive the following estimates
which directly implies that we can continuously prolongate the solution of the system of ordinary differential equations (5.1) up to t m = T . Furthermore, we have that
We observe that testing (5.1) 1 with ψ = 1 yields
φ m (t) dx = 0 . This implies that the mean value of φ m is constant in time. Using the Poincar inequality we find φ m ∈ L ∞ (0, T ;
The same can be done for (µ m ) Ω by testing (5.1) 5 with ψ = 1/|Ω|. Using assumptions (2.5) we find
Thus we obtain µ m ∈ L 2 (0, T ; H 1 (Ω)) via the Poincar inequality. We want to show that φ m ∈ L 2 (0, T ; H 2 (Ω)). By testing (5.1) 5 with −∆φ m (t) and using (2.5) we find
Integrating the last inequality over time we obtain that ∆φ m has the same regularity as
We need to derive an estimate on ∇q m using the estimate of ∇ A(φ m )q m .
1)
where 0 < δ 1 and c(δ) ∼ 1 δ .
3)
Due to the estimate (6.3) and (2.7) we can conclude that ∇q m ∈ L 2 (0, T ; L 2 (Ω)).
Compact Embeddings
In order to pass to the limit in the nonlinear terms we need to derive further estimates via compact embeddings to obtain a strong convergence. To this end, we define firstly suitable operators and rewrite the weak formulation as operator equations.
Cahn-Hilliard part
For the Cahn-Hilliard part (2.6) 1 we have the following operators
The corresponding operator equation for (3.1) 1 reads
where
We obtain from (7.1) -(7.5) that φ ∈ L 2 (0, T ; H −1 (Ω)). Due to the Lions-Aubin lemma we have the strong convergence of φ m → φ in L 2 (0, T ; H 1 (Ω)). Clearly, the above estimates hold for any φ m satisfying (7.1), thus φ m L 2 (H −1 ) ≤ c.
Bulk stress
For the bulk stress equation (2.6) 2 we consider
qζ dx.
and rewrite the weak formulation for q, (3.1) 2 , as the operator equation
First, let us recall that
where r = ak, s = a k/2 with 1 a + 1 a = 1 with a, a ≥ 1. We can choose a = 3/2, a = 3 to obtain k = 4/3.
Further, we have
where a = 3/2, a = 3 and k = 4/3.
The estimates (7.6) -(7.12) imply that q ∈ L 4/3 (0, T ; H −1 (Ω)). Analogously as in (7.1) due to the Lions-Aubin lemma we obtain the strong convergence of q m → q in L 2 (0, T ; L p (Ω)) for every p ∈ (1, ∞).
The Navier-Stokes part
We continue with the fluid equations (2.6) 3 and define the following operators
We can rewrite the velocity equation (3.1) 3 in the following operator form
Finally, (7.13) -(7.17) imply u ∈ L 2 (0, T ; V * ) and by means of the Lions-Aubin lemma we get the compact embedding into L 2 (0, T ; L
Conformation tensor
Finally, we define the operators for the viscoelastic part (3.1) 4 of our model
We need to find k, a, a such that 2ka ≤ 4, ka ≤ 4,
= 1 and k > 1. Choosing a = 3/2, a = 3 we find that k ≤ 4/3. Combining (7.18) -(7.24) we obtain that C ∈ L 4/3 (0, T ; W ). Due to the Lions-Aubin we obtain the compact embedding of C m into L 2 (0, T ; L p (Ω)) for every p ∈ (1, ∞).
Convergence of subsequences
Due to the uniform boundedness and the compact embeddings derived above we get the following convergence results for suitable subsequences
Applying the weak continuity results from [40] or the Lions-Aubin-Simons Lemma 2.3 we obtain also continuity in time, i.e.
Limit passing
Our aim now is to pass to the limit as m → ∞ in the Galerkin approximation (5.1). To this end we multiply (5.1) by a time test function ϕ(t) ∈ L ∞ (0, T ) and integrate over (0, T ). Then we pass to the limit in each term and show that the limits identified in (7.25) satisfy the weak formulation (3.1). We will concentrate only on nonlinear terms since the linear ones follow directly from the weak convergences in (7.25).
The Cahn-Hilliard part
We first consider the terms from the Cahn-Hilliard part (5.1) 1 . We start with the main operator of the Cahn-Hilliard part
If we know that m(φ m )∇µ m converges weakly to m(φ)∇µ in L 2 (0, T ; L 2 (Ω)) then it is easy to see that the integral (8.1) vanishes for m → ∞. First it follows from (7.25) that φ m converges strongly to φ in L 2 (0; T ; L 2 (Ω)) and therefore it converges almost everywhere in (0, T ) × Ω. Combining this with the continuity of m we obtain convergence almost everywhere in (0, T ) × Ω of m(φ m ) to m(φ). Due to assumption (2.9) m(φ m ) is bounded in L ∞ ((0, T ) × Ω). By applying Lemma 2.2 we obtain the weak convergence of m(
Now we consider the convective term
The first term goes to zero due to the strong convergence of u m in
The second term converges due to the strong convergence of ∇φ m in L 2 (0, T ; L 2 (Ω)).
Now we consider the nonlinear coupling term with the bulk stress.
Analogously to (8.1) we can treat this term by using Lemma 2.2. Here we explain why the weak limit of ∇ A(φ m )q m is ∇ A(φ)q . To this end, we calculate the gradient
The first term converges weakly to A(φ)∇q by analogous arguments as in (8.1). For the second term we recall that ∇φ m q m is bounded in L 2 (0, T ; L 2 (Ω)) and therefore weakly converging to some limit f ∈ L 2 (0, T ; L 2 (Ω)). By calculations one can show that ∇φ m q m converges strongly in L 1 (0, T ; L 1 (Ω)) and due to the uniqueness of the limit we can identify f = ∇φ m q m . Therefore the second term of (8.3) converges weakly to
All terms arising from b(u, v, w) or B(u, C, D) can be treated in a similar way as (8.2).
Bulk Stress
The convergence in the relaxation term
can be shown analogously as in (8.1).
Next we consider the nonlinear diffusion term of the bulk stress equation
The second integral is straightforward due to the weak convergence of
Convergence of the first integral term follows directly, if we know that
we see that both terms converge strongly in L 2 (0, T ; L 2 (Ω)) using the generalized dominated convergence theorem. Combining this with the weak convergence of
Furthermore, we control the coupling term in the following way
The first integral goes to zero due to the strong convergence of
)). The second integral term vanishes due to the weak convergence of n(φ
m )∇µ m in L 2 (0, T ; L 2 (Ω)).
Chemical Potential
The only nonlinear term in the chemical potential µ, cf. (2.6), is
Applying the mean value theorem, we have for z ∈ [φ m (t), φ(t)] or z ∈ [φ(t), φ m (t)], and r, q, s > 1,
Taking into account (2.5) we know that
therefor we can estimate (8.6) as follows
This goes to zero due to the strong convergence of φ m in L 2 (0, T ; L s (Ω)) for every s ∈ (1, ∞) and the boundedness of φ m , φ ∈ L ∞ (0, T ; H 1 (Ω)).
The Navier-Stokes part
We focus on the terms from the Navier-Stokes part (5.1) 4 . First, we see that
goes to zero due to the weak convergence of ∇u m in L 2 (0, T ; V ) and the strong convergence of
, analogously as in (8.1). Therefore, we can also pass to the limit for the formulation with Du : Dv.
We turn now our attention to the stress term in the Navier-Stokes part arising from the coupling to the Cahn-Hilliard part
The first integral term goes to zero due to the weak convergence of ∇µ m ∈ L 2 (0, T ; L 2 (Ω)), the strong convergence of φ m ∈ L 2 (0, T ; H 1 (Ω)) and the fact that vϕ(t) ∈ L ∞ (0, T ; H 1 (Ω)). The second integral term vanishes due to the strong convergence of
The last term in the Navier-Stokes equation is the stress term arising from the viscoelastic contribution
where we have used the strong convergence of
Conformation tensor
Finally, we consider the terms of the viscoelastic part (5.1) 5 . We present only one part of the upper convective term and the nonlinear term, all other terms are treated analogously. We can write
and find that
Further, we rewrite the nonlinear term in the following way
This yields
. Consequently, we can pass to the limit in every term of the system and obtain the existence of a weak solution. This concludes the proof of existence.
Limiting process in the energy inequality
In order to obtain the differential form of the energy inequality (3.2) we need the following a priori estimates: q ∈ L 2 (0,
Since we have no control on these terms we can only deduce the integrated inequality (3.3). Let us denote
(Ω)) they also converge strongly for almost every t ∈ (0, T ) in L 2 (Ω). Taking the difference between E m (t) and E(t) we obtain two types of terms. The first one is of the form
We use (8.11) with g being ∇φ, q, u or C. If F (z) 2 is bounded the second term is
Here we have used the mean value theorem, where z = λφ m (t) + (1 − λ)φ(t) denotes a convex combination of φ m (t) and φ(t), λ ∈ (0, 1). Applying analogous calculations as in (8.5), (8.
This implies that we can pass to the limit in E m (t) strongly in L 1 (Ω) for almost every t ∈ (0, T ).
The convergence of E m (0) follows from the fact that the initial conditions ∇φ m0 , q m0 , u m0 , C m0 converges strongly in the appropriate spaces. In detail q m0 , u m0 , C m0 are L 2 -projections with H 1 basis functions so their L 2 -norms converge strongly. However, φ m0 converges strongly in H 1 (Ω), due to the projection using the eigenfunctions of the Laplace operator. Therefore, ∇φ 0m converges strongly to ∇φ 0 , see [36] . For the convergence of Ω F (φ 0m ) to Ω F (φ 0 ) we can employ an analogous calculation as in (8.12 ).
Integrating (6.1) in time from 0 to t we obtaiñ
We also recall that due to the Fatou lemma for a weakly/weakly-convergent sequence {g m } we have
Here we can choose g as m(φ)∇µ, η(φ)Du, ∇C, τ (φ)
Similarly as in (8.1) we can employ Lemma 2.2, it implies that these terms converge at least weakly in L 2 (0, T ; L 2 (Ω)), due to the fact that the square root of a continuous positive function is continuous and the L ∞ -bound is preserved. This allows us to pass to the limit in the dissipative terms. We continue with the term
which will be treated in a different way. Indeed,
The first integral term goes to zero due to (8.11 ) and the second integral term vanishes due to the generalized dominated convergence theorem.
). Consequently, we can pass to the limit in each term and obtain (3.3), i.e.
Numerical Simulations
In order to illustrate properties of our model for viscoelastic phase separation, we present results of some numerical experiments.
Lagrange-Galerkin finite element method
We start by describing a Lagrange-Galerkin finite element method for solving system (2.6) based on its weak formulation (3.1). We employ piecewise-linear finite elements for (φ, q, µ, u, p, C) in space and the characteristic scheme in time. Since the Cahn-Hilliard equation contains a fourth order operator and we have a saddle point problem in the Navier-Stokes part we have to use either stable spaces or apply suitable stabilization techniques, the so-called pressure stabilization, cf. [32] .
Let T h be a regular and quasi-uniform triangulation ofΩ, with h K the diameter of K ∈ T h , h := max(h K ), ρ K := sup{diam(S) : S is a ball contained in K}. Thus, we have [10] ∃c
We define the discrete spaces
Here we will shortly describe the characteristic scheme that has been employed in [32, 37] for similar fluid flow problems. Let ∆t be a time increment, N T = T /∆t the total number of time steps and t n = n∆T . We consider the first order characteristic approximation of the material derivative
where X n+1 1
: Ω → R 2 is a mapping defined by
We set φ n+1/2 := (φ n+1 + φ n )/2, q n+1/2 := (q n+1 + q n )/2. In order to solve numerically our viscoelastic phase separation model (2.6) we apply the operator splitting and solve in the first step (φ, q, µ) system (2.6) 1,2,5 and in the second step the NavierStokes-Peterlin equations (2.6) 3,4 .
Step 1:
Let us point out that step 1 is based on a mixed finite element method for φ and µ, see [13] , and the Taylor approximation
), cf. [38] . Moreover, we have applied the first order correction of the convective velocity in the Cahn-Hilliard equation
to stabilize the operator splitting, see [38] .
Step 2:
Note that in step 2 we have applied the Brezzi-Pitkarnta pressure stabilization [7] for the NavierStokes equation. Further, we have an inner fixed-point iteration to iterate nonlinear terms with respect to C. We denote by g the function which will be replaced by the old inner iteration and we iterate equations in step 2 until the relative norm differences of the iterations is less than a given tolerance. It has been proven in [38] that the above splitting scheme indeed satisfies the discrete dissipation at each time step for the classical Oldroyd-B model instead of (2.6) 4 . In our case it would mean
A rigorous proof will be an interesting question for future study. Nevertheless, our numerical experiments indicate that the discrete energy dissipation property (9.2) indeed holds also for (2.6) with the Peterlin model.
Numerical Experiments
We present the results of numerical simulations for the viscoelastic phase separation model (2. We triangulate a computational domain Ω = [0, 128] 2 into 128 2 isometric triangles. The following functions and parameters will be used Figures 1-3 present the time evolution of numerical solutions for φ, q, p, µ and |u| 2 . We can clearly recognize the frozen phase (t ≈ 600), the elastic regime with solvent-rich droplets (t ≈ 1200), volume shrinking (t ≈ 1800) and network pattern (t ≈ 2400) and later the relaxation regime (t ≈ 4000). For longer simulations we will also recover the hydrodynamic regime with a typical droplet pattern [38] . In Figure 4 we have plotted the time evolution of partial contributions of the total free energy. We can also realize that the numerical scheme is practically energy dissipative and mass conservative, see Figure 8 and 11.
In Figure 2 we observe that the variables µ and q have a quite similar appearance despite of the difference in magnitude, which results from the fact that the evolution of q is induced by µ. Further, the pressure p also exhibits a network-like structure, although to velocity looks quite unstructured. In all experiments the conformation tensors are almost constant and we omit their plots. 
Experiment 2:
The next simulation differs only in the potential and the initial condition for the conformation tensor. More precisely, we have now used the Flory-Huggins potential with n p = n s = 1 and χ = 28/11 and C 0 = I. We observe similar phase evolution as in Experiment 1 but on a different timescale. We can notice that simulations with the Flory Huggins potential are roughly twice faster than with the Ginzburg-Landau potential. 
Experiment 3:
In this test we want to study the influence of non-zero initial velocity on the dynamics of the system with the Ginzburg-Landau potential. We denote by 1 B the characteristic function of a ball with the radius 50 and midpoint (64, 64). The initial conditions are
All other initial data are the same as in the previous experiments.
In Figure 9 we can recognize typical phase separation patterns as in the previous experiments. However, their evolution is much faster than in Experiment 1 which is due to the initial velocity field. In fact the phases occur now at similar times as in Experiment 2. This effect can be related to the so-called shear-induced phase separation. In Figure 10 we can observe the slow down of the vector field up to t ≈ 750 and then the dispersion of the initial rotation. At this point the phase separation effects start to dominate the rotation and therefore we observe similar patterns as in Experiment 1 and 2. 
Conclusion and Outlook
In this paper we have analyzed mathematical properties of the viscoelastic phase separation model (2.6) that has been proposed in [42] . Instead of the Oldroyd-B equations for the time evolution of viscoelastic stress tensor we have used a more general Peterlin model as proposed in [32] . A regular potential for the phase separation, i.e. the Ginzburg-Landau potential, allowed us to prove the existence of global weak solutions to (2.6). To this end we had to modify slightly the original model of [42] by introducing a parameter κ ∈ [0, 1) in front of the viscous coupling terms in the equations for volume fraction φ and bulk stress q, see (2.6) 1 , (2.6) 2 , respectively. We have derived the necessary a priori estimates and passed to the limit in the Galerkin approximations. Applicability of the model (2.6) to describe complex dynamics of spinodal decomposition has been documented by numerical experiments presented in Section 9, see, also [38] . Our numerical experiments demonstrate that the choice κ = 1 makes no problem for the existence of a weak solution in practice. Therefore, it will be interesting to investigate in the future whether analogous existence results hold also for κ → 1.
In our forthcoming paper our aim is to use the results presented here in order to study the degenerate model with the Flory-Huggins potential [8] .
Here F (φ) denotes an appropriate mixing potential such as (2.2) or (2.3). Dynamics of viscoelastic separation is governed by the following basic equations Dφ Dt = −div φ(u p − u) = −div φ(1 − φ)(u p − u s ) , where u p , u s denote the polymer or solvent velocity, respectively. The volume averaged velocity is taken to be u = φu p + (1 − φ)u s , T e is the elastic stress tensor and T v is the viscous stress tensor.
Here we denote the upper convected derivative with respect to u by DC Dt := ∂C ∂t + (u · ∇)C − (∇u)C − C(∇u) T .
First, we show the following equality which will be useful later. Now, we consider the reversible part T e . The variation of the total free energy in response to infinitesimal deformation can be expressed as the work of the elastic stress done with respect to the deformation rate, cf. [14] δE f = T e : ∇u δt.
Thus, we consider the virtual displacement δx = uδt on the material in Ω, and take the variation of the total free energy, which yields Since we now only deal with the reversible part we do not take into account absolute or relative motion between polymer and solvent, i.e. u p = u s = u. All other processes are dominated by the deformation in such a way that the diffusion and relaxation effects can be neglected, i.e. This implies that the elastic stress is given by T e = T s − ∂F ∂∇φ ⊗ ∇φ.
Dφ
Now we turn to the irreversible processes that are related to the dissipation. First, we construct an entropy source that for isothermal processes is equal to the dissipation in the total energy. We define the chemical potential as µ := Plugging the choice of T v (11.5) and the linear friction law (11.4) into (11.1) we obtain the corresponding coupling terms in the system (11.1) which read ∂φ ∂t + u · ∇φ = div M (φ)φ(1 − φ) φ(1 − φ)∇µ − ∇ A(φ)q µ = ∂F ∂φ − ∇ · ∂F ∂∇φ
