ABSTRACT This paper studies the throughput maximization problem for a three-node buffer-aided relay channel with non-ideal circuit power. In particular, the half-duplex decode-and-forward relaying scheme is adopted. Moreover, the buffers at the relay own the capability to temporarily store the data received from the source. The throughput maximization problem over infinite time horizon for the considered system is investigated, considering the extra power consumption by the circuits during transmissions. The optimal power allocation is obtained by examining two cases on whether the relay can support the source transmissions, and is then shown to be with an ''on-off'' structure, i.e., the source and the relay transmit with certain probabilities, respectively. Next, the dynamics of the stored data at the relay is modeled under the derived optimal power allocation, and the minimum buffer size required for data storage is quantified. Finally, numerical results validate the analysis.
I. INTRODUCTION
Next generation wireless networks are expected to provide extremely high transmission rates, which are accompanied by explosively increasing energy consumption. For environmental protection and sustainable development, green evolution of future wireless networks has become the primary and urgent task to reduce the global carbon emissions [1] , [2] .
Among all the energy consumptions for wireless communication infrastructures, the one from the non-ideal circuits accounts for a noticeable part [3] , [4] . To implement the green communication considering the circuit power consumption, the system designers should carefully deal with the fundamental trade-off between the energy efficiency (EE) and the spectrum efficiency (SE). In these EE/SE maximization problems, non-ideal circuit power consumption was modeled as a non-zero constant [3] - [10] , considering the joint effects of the active filter, frequency synthesizer, mixer, etc. In [9] , the throughput maximization problem considering the circuit power consumption was investigated for the point-to-point channel case, and the corresponding optimal power allocation is shown to be with an ''on-off'' structure, i.e., the source transmits at a certain portion of the total time slots.
Along a different avenue, cooperative communications have been considered as a promising technique to improve the capacity and diversity [11] , [12] , and the decode-andforward (DF) relaying scheme was comprehensively studied in terms of outage probability and ergodic capacity in [13] and [14] , respectively. In [15] , a classical three-node half-duplex relay channel was investigated and the DF achievable rate was obtained. In [16] , the optimal channel resource allocation scheme was studied for the Gaussian three-node half-duplex DF relay channels. In [17] , the optimal power allocation scheme was investigated for the fading three-node half-duplex DF relay channels under separate power constraints, which may take three different forms depending on the channel state information (CSI) and the power budgets.
Relaying with the help of buffers has drawn a lot of attentions recently and was initially studied in [18] - [24] . In [18] - [20] , buffer-aided relays were adopted to further improve the achievable rates and outage probability. In [21] , based on the instantaneous CSI of the source-relay and relaydestination links, the relay equipped with buffers owns the freedom to decide when to transmit or receive to maximize the average throughput of the considered channels. However, the data in and out of the buffers followed a probabilistic equality constraint [21] , which requires the buffers to be filled with an amount of data before transmissions and thus potentially increased the latency. In [22] , the throughput maximization problem for the buffer-aided Gaussian relay channels was investigated subject to information causality constraints. Nevertheless, these works did not consider the effect caused by the non-ideal circuit power.
Green communication considering the non-ideal circuit power in relay networks were discussed in [10] and [25] - [28] . In [25] and [26] , non-zero circuit power consumption during transmission was considered for EE analysis and the sum energy minimization problems for the multihop DF relay networks, respectively. In [10] , the throughput maximization problems considering the non-ideal circuit power consumption for the conventional three-node relay channel with direct link were studied subject to a sum power constraint for both the source and the relay. In [27] and [28] , the non-ideal circuit power was also considered for the rate maximization problems under the holistic power constraints in the amplifyand-forward relay networks. However, there is little work on the throughput maximization for DF buffer-aided relay networks.
In this paper, the throughput maximization for a three-node Gaussian buffer-aided relay channels considering non-ideal circuit power is investigated over infinite time horizon subject to separate source and relay average power constraints. The relay operates in a half-duplex manner and is equipped with buffers that can temporarily store data from the source. The transceiver circuitry works in an ''on-off'' mode, which consumes a constant amount of power in the ''on'' mode and negligible power in the ''off'' mode. Under this setup, optimal power allocation for the considered relay channel is studied. The main contributions of this paper are summarized as follows.
• The throughput maximization problem is solved by separately optimizing the power allocation for the source and the relay. Specifically, the optimal power allocation is obtained by discussing whether the relay can support the transmissions for all the source messages. If the relay power budget is adequate to transmit all the source messages, the optimal source power allocation is the one that maximizes the source-relay link, and the optimal relay power allocation with least power budget can be easily obtained. If the relay power budget is insufficient to transmit all the source messages, the optimal relay power allocation is the one that maximizes the relaydestination link. Then, the optimal source power allocation is determined with the obtained optimal relay power allocation.
• The structures of optimal power profiles for the source and the relay are to transmit with certain portions of time slots according to different channel power gains, circuit power consumptions, and average power budgets, respectively.
• Furthermore, with the optimal power allocation, the dynamics of the stored data at the relay is obtained. Then, the minimum buffer size required for data storage at the relay is obtained, which is determined by the optimal non-zero power values, transmission probabilities, and the length of one time slot. The rest of this paper is organized as follows. Section II introduces the system model and the problem formulation of this paper. Section III investigates the optimal power allocation for the considered optimization problem. Section IV analyzes the dynamics of the stored data at the relay and the minimum buffer size required for data storage. Section V evaluates the throughput performances by simulations and finally Section VI concludes the paper.
Notations: C (x) = log 2 (1 + x) denotes the capacity of the additive white Gaussian noise channel in b/s/Hz with signalto-noise ratio x. (x) + = max (x, 0). x denotes the largest integer less than or equal to x. x denotes the smallest integer greater than or equal to x.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, a three-node relay channel, which is comprised of a source, a half-duplex relay equipped with data buffers, and a destination, is considered. As shown in Fig. 1 , the source communicates to the destination with the aid of a relay over two orthogonal channels with equal bandwidth, i.e., the source-relay and source-destination links utilize one channel and the relay-destination link operates on the other. Slotted transmission scheme with unit length is adopted, where the source and relay powers are allocated across the time slots, respectively. 
A. SIGNAL MODEL
In this subsection, the signal model of the considered relay channel is introduced. The channel power gains of the sourcedestination, source-relay, and relay-destination links are all constants and denoted as
where h SD , h SR , and h RD are the channel coefficients of the three links, respectively. Consider the transmissions over N + 1 time slots, where N is large. Then, the half-duplex DF relaying scheme is summarized as follows: 1) In the i-th time slot, i = 1, 2, ..., N , the source transmits a signal x S (i) with power P S (i) to both the relay and the destination. The channel input-output relationships of the source-destination and the source-relay links in the i-th time slot are given as
where y SD (i) and y SR (i) are the received signals at the destination and the relay, n SD (i) and n SR (i) are independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian (CSCG) noises with zero mean and unit variance. 2) Then, at the end of i-th time slot, the relay decodes the source message. By adopting the random binning technique [16] , [22] , the relay generates a binning index with rate B (i), and store the binning index in the buffers. 3) Next, in the (i + 1)-th time slot, the relay re-encodes the binning indices into a new signal x R (i + 1), which is then forwarded to the destination with power P R (i + 1). It is worth noticing that x R (i + 1) may contain the information of binning indices from all messages received before the (i + 1)-th time slot. 4) Finally, the received signal from the relay at the destination in the (i + 1)-th time slot is given as
where n RD (i + 1) is the i.i.d. CSCG noise with zero mean and unit variance. At the end of (N + 1)-th time slot, the destination should decode all the source messages. It is well known that only when g SR ≥ g SD , the relay can help to achieve a larger rate [15] ; otherwise, direct link transmission without relay (the source transmits directly to the destination) should be adopted. Thus, in this work, only the case of g SR ≥ g SD is considered.
B. POWER CONSUMPTION MODEL
In this subsection, an ''on-off'' power consumption model considering the non-ideal circuit power is introduced. When a signal is transmitting, the transmitter circuits work in the ''on'' mode; and when there is no transmission, they work in the ''off'' mode. 1) ''On'' mode: The power consumption in the ''on'' mode consists of two parts: the transmission power and the circuit power. The transmission power is determined by the power allocation P S (i) for the source and P R (i + 1) for the relay. The circuit power P c is comprised of the power consumed by the active filter, frequency synthesizer, mixer, etc. Denote P S c and P R c as the circuit power consumptions at the source and the relay, respectively, and they are modelled as constants [4] . 2) ''Off'' mode: In the ''off'' mode, all circuits are turned off to save energy. The power consumption in this mode is dominated by the leaking current of the switching transistors, which is negligible compared to the circuit power consumption in the ''on'' mode [4] . As a result, the power consumption in the ''off'' mode is set as P off = 0. It is worth pointing out that the results of this paper can be readily extended to the case with P off = 0 by deducting P off from the power budget and the power consumption in the ''on'' mode. In general, the circuit power consumption in the ''off'' mode is smaller than that in the ''on'' mode, and therefore is much smaller than the total power consumption in the ''on'' mode. Thus, an energy efficient power allocation scheme that smartly operates between the two modes needs to be designed.
With the above model, the power consumptions for the source and the relay are given as follows.
1) SOURCE POWER CONSUMPTION
With the defined P S c and P off = 0, the source total power consumption in the i-th time slot is given as
In this case, the average source power consumption defined over N + 1 time slots must be no more than the source power budget P A , i.e.,
where 1 N +1 is due to the fact that N transmissions require N + 1 time slots.
2) RELAY POWER CONSUMPTION
With the defined P R c and P off = 0, the relay total power consumption in the (i + 1)-th time slot is given as
In this case, the average relay power consumption defined over N + 1 time slots must be no more than the relay power budget P B , i.e.,
C. PROBLEM FORMULATION
In this subsection, the throughput maximization problem for the DF buffer-aided relay channels considering non-ideal circuit power is formulated.
The information transmitted by the relay should be no more than the excess information of the source-relay to sourcedestination link, i.e., the following information causality constraints should be satisfied [22] :
The aim of this work is to optimize the source and relay power allocation {P S (i)} and {P R (i + 1)} such that the average throughput over the N + 1 time slots is maximized under the source and relay average power constraints given in (6) and (8) , and the information causality constraints given in (9) . Thus, the average throughput over the N + 1 time slots is expressed as [22] lim
where the 1 2 penalty is due to the half-duplex constraint for the considered relaying scheme, and 1 N +1 is due to the fact that N transmissions require N + 1 time slots. Since only the case of g SR ≥ g SD is considered in this work, the average throughput can be rewritten as
otherwise, the binning rate B (i) could be further decreased, without hurting the average throughput. As described in the previous subsection, the binning index of the i-th source message stored in the buffers can be split into several sub-messages and transmitted at the (i + 1)-th time slot or any of the following slots. Once one binning index is completely delivered to the destination, the corresponding source message can then be decoded. For a successful decode of all the source messages, the following constraints have to be satisfied [22] :
Substituting (12) into the (11), the throughput maximization problem can be written as
s.t. (6), (8), (9), (14)
It is easy to see that problem (13)- (15) is non-convex due to constraints (6), (8) , and (9). Thus, it cannot be solved efficiently.
III. OPTIMAL POWER ALLOCATION
In this section, the optimal power allocation for the source and the relay is studied.
A. SOME PRELIMINARY RESULTS
1) PROPERTIES OF THE OPTIMAL POWER ALLOCATION
First, take a closer look at the source power constraint (6), and the following lemma can be obtained. Lemma 1: For the optimal source power allocation P * S (i) of problem (13)- (15), average source power constraint (6) must be satisfied with equality.
This lemma can be proved by contradiction. It can be checked that if constraint (6) is not satisfied with equality, the average throughput can be further improved by increasing P S (i) without violating the power constraints (6) and (9) .
Then, we focus on the information causality constraints (9) . For the non-convex constraint (9) with k = N , it is easy to obtain
It is interesting to notice that the left hand side of (16) is the same as the objective function (13), which is no more than the right hand side of (16), i.e., limited by the average throughput of the source-relay link. Based on the above observation, it can be concluded that the power allocation of the source and the relay for problem (13)- (15) needs to be jointly optimized due to the information causality constraints (9).
2) SOME NOTATIONS Before the optimal power allocation for problem (13)- (15) is discussed, some preliminaries of single link power allocation for the source-destination, source-relay, and relay-destination links are firstly examined, and some notations for these links are defined.
Consider the throughput maximization problem for the case of single link,
where g is the channel power gain, P bgt is the power budget, and P total (i) is given as
where P c is the circuit power consumption. The optimal power allocation was given in [9] and [10] , which is summarized in the following lemma. Lemma 2: The optimal power allocation for problem (17)- (19) is to transmit with a constant power value
over any
portion of time slots and switch to ''off'' mode for the rest of the slots, where
For the purpose of exposition, define
It is worth noticing that P ee1 , P ee2 , and P ee3 can be efficiently obtained by a simple bisection search. Then, define the optimal non-zero power values for the source-relay link and the relay-destination link as P 1 and P 2 , respectively, which are given as
Substituting the optimal non-zero power values P 1 , P 2 , and their corresponding transmission durations
given in Lemma 2 into the objective function (17), C max (g SR ) and C max (g RD ) can be rewritten as
It is worth noticing that P 1 and C max (g SR ) are the optimization parameters for the throughput maximization problem of the source-relay link, which only consider the average source power constraint (6); P 2 and C max (g RD ) are the optimization parameters for the throughput maximization problem of the relay-destination link, which only consider the average relay power constraint (8) .
B. OPTIMAL POWER ALLOCATION
It is observed from (16) that the objective function (13) is limited by the average throughput of the source-relay link. However, the power allocation that maximizes the average throughput of the source-relay link may not be the optimal power allocation for problem (13)- (15) . Thus, the optimal power allocation for problem (13)- (15) is investigated in the following two cases: 1) If the maximum average throughput of the source-relay link denoted as C max (g SR ) can be achieved, the optimal source power allocation for problem (13)- (15) is the same as that for the source-relay link; and 2) Otherwise, the optimal source power allocation for problem (13)- (15) needs to be further determined by firstly investigating the optimal relay power allocation.
The decision criterion for the above discussion can be inferred from (16) , which is expressed as
where C max (g SR ) given in (28) and C max (g RD ) given in (29) are the maximum average throughput of the source-relay link and the relay-destination link, respectively, and
) is the average throughput of the source-destination link with the optimal power allocation for the source-relay link given in Lemma 2.
If (30) is satisfied, i.e., the relay has enough power to transmit all the received source messages, C max (g SR ) can be achieved; Otherwise, C max (g SR ) cannot be achieved. Based on the above analysis, the following two cases on whether (30) is satisfied is investigated.
1) (30) IS SATISFIED
The maximum average throughput of objective function (13) is achieved as C max (g SR ), and the optimal power allocation for the source and the relay are summarized in the following proposition.
Proposition 1: If (30) is satisfied, the optimal source power allocation for problem (13)- (15) is not unique. One optimal source power allocation is to transmit with a constant power value P 1 over the first
portion of time slots and switch to ''off'' mode for the rest of the slots, where P 1 is given in (26) ; and the corresponding optimal relay power allocation with the least relay power consumption P min B is to transmit with a constant power value P 3 over the last
portion of time slots and switch to ''off'' mode for the rest of the slots, where P 3 is given as
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where
.
Proof: Please see Appendix A. Remark 1: It is observed from Proposition 1 that the structure of the optimal power allocation for the case that (30) is satisfied is to transmit with constant power values over certain portion of time slots for the source and the relay, respectively. The optimal power allocation is not unique, which is due to the fact that there exist multiple combinations of optimal power allocation whose nonzero power values are the same but at different time slots. As long as the power allocation for the source and the relay is of the same non-zero power values and durations given in Proposition 1 and satisfies the information causality constraint (9), it is optimal for the case that (30) is satisfied.
2) (30) IS NOT SATISFIED
In this case, the optimal power allocation for problem (13) - (15) is discussed in the following three steps: a) First, the structure of the optimal relay power allocation for problem (13) - (15) is obtained. b) Then, with the results obtained in a), the structure of the optimal source power allocation for problem (13) - (15) is studied. c) Finally, the optimal power allocation for the source and relay are investigated. The discussions are given in details as follows.
a) Structure of Optimal Relay Power Profile: As the maximum average throughput of objective function (13) cannot be achieved as C max (g SR ), the relay should deliver the received messages with its best effort and average relay power constraint (8) must be satisfied with equality, i.e., to transmit with the optimal power allocation given in Lemma 2 for the relay-destination link; otherwise, increasing the relay transmission power could still help to satisfy (30). Based on the above analysis, the structure of optimal relay power profile for problem (13) - (15) is summarized in the following proposition:
Proposition 2: For the case that (30) is not satisfied, the structure of optimal relay power profile for problem (13) - (15) is to transmit with power value P 2 over P B P 2 +P R c portion of time slots and switch to ''off'' mode for the rest of the slots, where P 2 is given in (27) .
Remark 2: The optimal non-zero relay power value and transmission duration for the case that (30) is not satisfied are given in the above proposition. However, the specific transmission time slots are to be determined with the optimal source power allocation to satisfy the information causality constraints (9) . b) Structure of Optimal Source Power Profile: Next, the structure of optimal source power profile for the case that (30) is not satisfied is investigated.
As the structure of optimal relay power profile is fixed, the structure of optimal source power profile can be similarly proved to be transmission with a constant power value over certain portion of time slots by contradiction [9] based on the results of Lemma 1, and the only difference is the proof of the information causality constraints (9) . Since the optimal source and relay power values must satisfy constraint (16) , it can be similarly proved as in Appendix A that the nonzero power allocation values for the source and relay can be arranged in an order that satisfy the information causality constraints (9) . Thus, the structure of optimal source power profile is proved, which is summarized in the following proposition.
Proposition 3: The structure of optimal source power profile is to transmit with a constant power value P S over
portion of time slots and switch to ''off'' mode for the rest of the slots.
c) Optimal Power Allocation: With the structures of optimal source and relay power profiles given in Propositions 2 and 3, problem (13)- (15) can be rewritten as
First, the constraint [29] , we know that
is quasiconcave, and its maximum point over P S > 0 is defined as
Then, the relationship between P ee1 and P ee4 is given in the following proposition.
Proposition 4:
The relationship between P ee1 in (23) and P ee4 in (36) is given as
(37) Proof: Please see Appendix B. Since (30) is not satisfied, it is equivalent to
With Proposition 4, it is easy to obtain that P 1 ≥ P ee1 > P ee4 by the definition of P 1 given in (26) . Moreover, as
is quasiconcave [29] , it is monotonically decreasing when P ≥ P ee4 according to (36). Thus, it is easy VOLUME 5, 2017 to obtain from (38) and P 1 ≥ P ee1 > P ee4 that
With the results of (39), it can be concluded that the curve
have two intersection points, and the feasible set of problem (13)- (15) is the subset of the interval between the two intersection points. Define P cross as the intersection point of the curve y (P) = (C(Pg SR )−C(Pg SD ))P A 2(P+P S c ) and the line y (P) = C max (g RD ) when P > P ee4 . In other words, P cross is the larger solution to the following equation
With the above analysis and definitions, a geometric interpretation for problem (33)-(35) is given in Fig. 2 . At last, the optimal power allocation of problem (33)- (35) is given in the following proposition.
Proposition 5: If (30) is not satisfied, the optimal source power allocation for problem (13) - (15) is not unique. One optimal source power allocation is to transmit with power value P 4 max P A − P S c , min (P cross , P ee1 ) over the first
portion of time slots and switch to ''off'' mode for the rest of the slots. The corresponding optimal relay power allocation is to transmit with power value P 2 over the last
portion of time slots and switch to ''off'' mode for the rest of the slots, where P 2 is given in (27) .
Proof: Please see Appendix C. Remark 3: The optimal power allocation is not unique, which is due to the fact that there exist multiple combinations of optimal power allocation whose non-zero power values are the same but at different time slots. As long as the power allocation for the source and the relay is of the same nonzero power values and durations given in Proposition 1 and satisfies the information causality constraint (9), it is optimal for the case that (30) is not satisfied. Moreover, it can be concluded for the case that the relay has insufficient power budget to transmit all the source messages, the optimal source power allocation tends to maximize the average throughput of the source-destination link.
IV. MINIMUM BUFFER SIZE ANALYSIS
In the above sections, the buffer size is assumed to be infinite to simplify the analysis. In this section, the dynamics of the stored data at the relay and the minimum buffer size required for achieving the best transmission performance at the relay is studied. Moreover, the achievement of minimum buffer size indicates less transmission delays and hardware costs.
According to the relaying scheme described in Section II, the dynamics of the stored data Q (i + 1) in the buffers at the end of the (i + 1)-th time slot can be readily computed as follows
It can be observed from (41) that to minimize the number of bits Q (i + 1) stored in the buffer, B (i) − C (P R (i + 1) g RD ) should be as small as possible, i.e., the relay should deliver the binning indices to the destination as soon as possible to avoid buffer occupation.
With the above considerations, the transmission time slots for the source and the relay should be carefully designed instead of transmitting for the first and the last portion of time slots given in both Propositions 1 and 5. For the purpose of exposition, denote the non-zero power allocation values in Proposition 1 and Proposition 5 for the source and the relay as P * S and P * R , and the optimal transmission probabilities for the source and the relay as d * S and d * R , respectively, where d * S ≤ 1 and d * R ≤ 1. Since the information causality constraint (9) has to be satisfied, the following three cases are studied to further determine the optimal transmission schedules that achieve the minimum buffer size required for data storage.
1. If C P * S g SR − C P * S g SD ≥ C P * R g RD and d * S ≥ d * R , the relay cannot support the transmission for all the source messages. In this case, the relay should transmit right after the source transmission every time slot to obtain the minimum buffer size and satisfy constraint (9). With the above transmission scheme, the minimum buffer size required for data storage in this case is given as
2. If C P * S g SR − C P * S g SD ≥ C P * R g RD and d * S < d * R , the relay will store the binning index in the buffers and transmit them in the following slots. In this case, about 
relay transmissions is still insufficient for the transmission of all source messages. In this case, the minimum buffer size required for data storage is given as 
respectively. For the minimum buffer size case, each insufficient rate group requires at most excess rate groups. Thus, the minimum buffer size required for data storage is the difference rate between the source-relay link and the sourcedestination link plus the sum rate of difference rates between the source and the relay in the excess rate groups, which is given as
3. If C P * S g SR − C P * S g SD < C P * R g RD and d * S > d * R , the relay can transmit any binning indices received in the previous time slots. In this case, about (a) If 
respectively. For the minimum buffer size case, each insufficient rate group requires at most excess rate groups. Thus, the minimum buffer size required for data storage is the sum rate of
difference rates between the source-relay link and the source-destination link plus the sum rate of difference rates between the source and the relay in the excess rate groups, which is given as
V. NUMERICAL RESULTS
In this section, simulation results are given to validate our theoretical analysis. In comparison with the proposed optimal VOLUME 5, 2017
power allocation schemes for the buffer-aided relay transmission (BART) given in Propositions 1 and 5, the following suboptimal power allocation schemes are also considered.
• CDLT: denotes the continuous direct link transmission. In CDLT, the source transmits directly to the destination over the whole bandwidth and every time slot. The transmission power for this scheme is set as P A − P S c , and the corresponding average throughput is thus given as
• CCRT: denotes the continuous conventional relay transmission. In CCRT, the source transmits to both the relay and the destination in every time slot, and the relay decodes and forwards the messages to the destination every following time slot over an orthogonal frequency band with equal bandwidth. The source transmission power for CCRT is P A − P S c , the relay transmission power for CCRT is P B − P R c , and the corresponding average throughput is given as
A. POWER BUDGETS VS. AVERAGE THROUGHPUTS Fig. 3 compares the average throughput of CDLT, CCRT, and BART with different source and relay power budgets. The channel gains are set as g SD = 1, g SR = 5, and g RD = 1. The circuit power consumptions are set as P S c = P R c = 0.8 W. The power budgets are set as P B = 4 W for Fig. 3(a) and P A = 1 W for Fig. 3(b) .
In Fig. 3(a) , the average throughput performance of BART outperforms that of CDLT and CCRT. It is easy to see that when P A > 1.45 W, the curve of CCRT coincides with the curve of BART, which is due to the fact that as the power budget P A grows larger, the average throughput of both CCRT and BART are limited by the throughput of relay-destination link instead of the throughput of source-relay link. However, in the BART case, the relay can always help to achieve a larger rate with the presence of the source-destination link and the buffers compared with the CDLT case.
In Fig. 3(b) , the average throughput performance of BART also outperforms that of CDLT and CCRT. As P A is a fixed parameter, the curve of CDLT is a horizontal line. It can also be noticed that the curves of BART and CCRT approach flatness when P B becomes larger. For CCRT, it is because the average throughput of the whole signal path is limited by the throughput of source-relay link instead of the throughput of relay-destination link as P B increases. However, in the BART case, it is because the optimal power allocation switches from the case that (30) is not satisfied to the case that (30) is satisfied as P B increases, and when (30) is satisfied, the average throughput is achieved as C max (g SR ), which is fixed. Fig. 4 compares the average throughput of BART with different channel gains and source circuit power consumptions. The power budgets are set as P A = 1 W and P B = 4 W. The channel gains are set as g SD = 1, g RD = 1 for Fig. 4(a) , and g SR = 5 for Fig. 4(b) . The relay circuit power consumption is set as P R c = 0.8 W. Fig. 4(a) shows that the increase in g SR leads to the increase in the average throughput. It is because that larger g SR indicates larger transmission rates of the source-relay link. When the transmission rates of source-relay link are large enough, the average throughput will be limited by the sourcedestination link and relay-destination link, which results in the flatness in the curves when g SR is large. Besides, it is easy to see that the larger the source circuit power consumption P S c is, the less average throughput it can achieve. Fig. 4(b) shows that the increase in g RD leads to the increase in the average throughput. It is because larger g RD indicates larger transmission rates of the relay-destination link. When the transmission rates of relay-destination link are large enough, the average throughput will be limited by the source-destination link and source-relay link, which results in the flatness in the curves when g RD is large. Moreover, it is also apparent to see that the larger the source circuit power consumption P S c is, the less average throughput it can achieve.
B. CHANNEL GAINS VS. AVERAGE THROUGHPUTS

C. POWER BUDGETS VS. MINIMUM BUFFER SIZES
In Fig. 5 , the minimum buffer sizes required for data storage are compared with different power budgets and channel gains. The circuit power consumptions are set as P S c = P R c = 0.8 W. The channel gains are set as g SD = 1, g RD = 1 for Fig. 5(a) , and g SR = 5 for Fig. 5(b) . The power budgets are set as P B = 4 W for Fig. 5(a) and P A = 1 W for Fig. 5(b) . Fig. 5 seems disordered at first glance, yet it is obvious to see that when the power budgets are small or large enough, the minimum buffer sizes remain unchanged. The minimum buffer size remains less than 6 bits for all simulations, whereas the data bits accumulated in the buffer may be infinite for the non-optimized case.
For Fig. 5 (a), when P A is limited, (30) is satisfied with equality and the optimal power allocation corresponds to the case 2(b) in Section IV, thus the minimum buffer size is fixed for short periods with different g SR . When P A gets larger, the optimal power allocation changes, which leads to the change in
, and even the optimal power allocation cases discussed in Section IV. These changes are not continuous, thus lead to abrupt increases or decreases in the minimum buffer size curves. When P A is abundant, (30) is not satisfied and the optimal power allocation corresponds to the case 1 in Section IV. In this case, the optimal relay power allocation is fixed, so is the minimum buffer size. Besides, it can be concluded that as g SR becomes larger, the minimum buffer sizes increase when P A is small, and they converge to the same size when P A is large enough due to the same relay power allocation. (30) is not satisfied and the optimal power allocation corresponds to the case 1 or case 3(a) in Section IV. In these cases, the optimal relay power allocation is fixed, so are the minimum buffer sizes. When P B gets larger, the optimal power allocation changes, which leads to the change in
, and even the optimal power allocation cases discussed in Section IV. These changes are not continuous, thus lead to abrupt increases or decreases in the minimum buffer size curves. When P B is large enough, (30) is satisfied and the optimal power allocation corresponds to the case 2(b) or 3(b) in Section IV. In these cases, the optimal source power allocation is fixed, so are the optimal relay power allocation and the minimum buffer sizes. Moreover, it can be concluded that as g RD becomes larger, the minimum buffer size increases when P B is small, but decreases when P B is large.
VI. CONCLUSION
In this paper, the throughput maximization problem for a buffer-aided relay channel considering the non-ideal circuit power was studied. The optimal power allocation was obtained by discussing two cases on whether the relay can support the transmission for all the source messages. With the optimal power allocation, the dynamics of the stored data at the relay and the minimum buffer size required for data storage were investigated. Finally, simulation results validated the throughput performance superiority of the proposed scheme to other conventional schemes.
APPENDIX A PROOF OF PROPOSITION 1
First, the optimal source power allocation for problem (13) - (15) is studied. Since the maximum average throughput is achieved as C max (g SR ), the optimal source power allocation must be in accordance with the power allocation that maximizes the source-relay link. Thus, according to the results in Lemma 2, the optimal non-zero source power value is given as P 1 , and the corresponding transmission duration is given as
, which is the same as the optimal source power allocation given in Proposition 1.
Then, the optimal relay power allocation for problem (13) - (15) is studied. Since (30) is satisfied, according to (30), the minimum average throughput of relaydestination link required to achieve C max (g SR ) with the optimal source power allocation given above is
Next, the optimal relay power allocation that achieves C RD with least power budget P min B is investigated. It is given in [10, Proposition 1] that the relationship between the average throughput of the relay-destination link C R (P B ) and the power budget P B is given as
Substituting C R (P B ) = 2C RD into (54) and through some algebraic transformations, the least relay power budget P min B required to achieve C RD is thus given as (32), and the optimal non-zero relay power value and the corresponding transmission duration that achieves C RD is similarly obtained as in Proposition 1. Finally, to prove the source and relay power allocation given in Proposition 1 is optimal for problem (13)- (15) , only need to prove that constraint (9) is satisfied. Denote the optimal source and relay power allocation as P * S (i) and P * R (i + 1), respectively. Since (30) is satisfied, it is easy to see that constraint (16) is satisfied with equality:
As the source transmits over the first
time slots and the relay transmits over the last
time slots, the following two cases are discussed:
It can be easily checked that constraint (9) is always satisfied by recursively deducting C P * R (j + 1) g RD and
, from the left and right hand sides of equality (55), respectively.
Assume that there exists k ∈ {1, 2, · · ·, N }, and
The decrease in the left hand side of (55) must be less than the decrease in the right hand side of (55) for (56) to happen, i.e.,
Since
has to hold for (57) to happen.
Howerver,
≤ 1 is satisfied, which suggests that 8232 VOLUME 5, 2017
cannot be true. Thus, constraint (9) is always satisfied by contradiction. In summary, the source and relay power allocation given in Proposition 1 is optimal for problem (13)- (15) if (30) is satisfied.
APPENDIX B PROOF OF PROPOSITION 4
First, the relationship between P ee1 and P ee2 is proved. According to the definitions in (23) and (24), it is easy to obtain that
which is equivalent to
With (60) and (61), it can be derived that
. Since g SD < g SR has to be satisfied, it follows f (P ee1 g SD ) < f (P ee2 g SR ).
Furthermore, it can be checked that f (x) = ln 2 · C (x) > 0 over x > 0, which suggests that f (x) is strictly increasing over x > 0. Thus, P ee1 g SD < P ee2 g SR is easily obtained.
Then
x . It is easy to obtain that g (x) =
is strictly increasing over x > 0. It follows h (x) > h (0) = 0 for any x > 0. Thus, it is easy to obtain that g (x) > 0 over x > 0, which indicates that g (x) is strictly increasing over x > 0. With P ee1 g SD < P ee2 g SR , it follows that
g(P ee1 g SD ) > 1. Thus, P ee1 > P ee2 is proved.
Next, the relationship between P ee2 and P ee4 is proved. Since C(P S g SD ) P S +P S c is quasiconcave [29] and P S = P ee1 is its maximum point, it can be inferred from P ee1 > P ee2 that
which is equivalent to g SD P ee2 + P S c > ln 2 · (1 + P ee2 g SD ) C (P ee2 g SD ) .
It can also be checked that C (P S g SR ) − C (P S g SD ) is concave by the seconde-order condition, and C(P S g SR )−C(P S g SD ) P S +P S c is quasiconcave [29] . Then, with (61) and (63), the following inequality can be obtained:
g SD ln 2·(1+P ee2 g SD ) P ee2 + P S c P ee2 + P S c 2 − C (P ee2 g SR ) − C (P ee2 g SD )
Since P S = P ee4 is the maximum point of C(P S g SR )−C(P S g SD ) P S +P S c , it can be checked from (64) that P ee2 > P ee4 .
In summary, P ee1 > P ee2 > P ee4 is established and Proposition 4 is proved.
APPENDIX C PROOF OF PROPOSITION 5
First, take a look at the case without considering source average power constraint (6) . From Fig. 2 , the feasible set for problem (33)- (35) is the subset of the interval between the two intersection points of the curve y (P) = (C(Pg SR )−C(Pg SD ))P A 2(P+P S c ) and line y (P) = C max (g RD ). It is worth noticing that P ee1 given in (23) is the maximum point of C(P S g SD )P A P S +P S c when P S > 0. If P cross ≥ P ee1 , transmission with power value P ee1 achieves the maximum average throughput of objective function (33). If P ee1 > P cross , transmission with power value P cross achieves the maximum average throughput of objective function (33).
However, the source average power constraint (6) also needs to be taken into consideration. With constraint (6) and the results in Lemma 1 and Proposition 3, the nonzero transmission power value should be at least larger than P A − P S c . Under the circumstance, the relationship between P ee1 , P cross , and P A − P S c is investigated. If P A − P S c ≥ min (P cross , P ee1 ), transmission with power value P A − P S c achieves the maximum average throughput of objective function (33). If P cross ≥ P ee1 > P A − P S c , transmission with power value P ee1 achieves the maximum average throughput of objective function (33). If P ee1 > P cross > P A − P S c , transmission with power value P cross achieves the maximum average throughput of objective function (33). In summary, the optimal non-zero source transmission value is obtained as in Proposition 5.
Then, since the source transmits over the first Thus, Proposition 5 is proved. 
