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Abstract
As top-down tree transducers generalize generalized sequential machines, shape preserving
top-down tree transducers naturally generalize length preserving generalized sequential machines.
For instance, top-down relabeling tree transducers are shape preserving top-down tree transducers.
We show that a top-down tree transducer is shape preserving if and only if it is equivalent to
a top-down relabeling tree transducer. We also prove that it is decidable if a top-down tree
transducer is shape preserving.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
A generalized sequential machine (gsm) is a system M=(Q;; ; q0; ; F), where Q
is the set of states;  and  are the input and the output alphabets, respectively; q0
is the initial state; F ⊆Q is the set of 9nal states; and , the transition function, is a
mapping from Q× to the 9nite subsets of Q×∗. Then  extends from Q×∗ to
the 9nite subsets of Q×∗ in a standard way and the translation de9ned by M is the
set 	M = {(x; y)∈∗×∗ | (q; y)∈ (q0; x) for some q∈F}.
In general the length of an input string x∈∗ and of an output string y∈ 	M (x) is
not the same, however if 	M has this property then M is called a length preserving
gsm. For instance if M is a Mealy automaton, i.e.,  maps to the subsets of Q×,
then M is length preserving. It is a well known result that in fact only Mealy automata
are length preserving gsm’s in the sense that a gsm M is length preserving if and only
if it is equivalent to a Mealy automaton [1,7].
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In this paper we generalize this result to top-down tree transducers. While a gsm
operates over strings, a top-down tree transducer works on terms (or rather trees),
which are called also trees.
More exactly, a top-down tree transducer [8,2] is a system M=(Q;; ; q0; R), where
Q is the set of states;  and  are the input and the output ranked alphabets, re-
spectively, and q0 is the initial state. Moreover, R is a 9nite set of (rewriting) rules
of the form q((x1; : : : ; xk))→r, where q∈Q,  is an input symbol of arity k from
, and r is a term over  which may contain also constructs as p(xi), where p
is a state and 16i6k. Using the rewriting rules, a term of the form q0(s), where
s is an input tree over , can be rewritten to an output tree t over . We de-
note this fact by q0(s) ⇒∗M t. Now the tree transformation induced by M is the set
	M = {(s; t)∈T×T | q0(s) ⇒∗M t}, where T and T denote the set of trees over 
and , respectively.
Since trees generalize strings, more or less it should be clear that top-down tree
transducers generalize gsm’s. Two trees s∈T and t ∈T, have the same shape if the
domains of s and t are the same, i.e., they diLer only in the labels of their nodes.
One can also 9nd out easily that a natural generalization of the length preserving
property of gsm’s for top-down tree transducers is the shape preserving property. A
top-down tree transducer M is shape preserving if for every input tree s∈T and output
tree t ∈ 	M (s), s and t have the same shape. For instance, a top-down relabeling tree
transducer (relabeling, to be short), i.e., a top-down tree transducer of which the rules
have the form q((x1; : : : ; xk))→(q1(x1); : : : ; qk(xk)), where  is an output symbol
of arity k from  is obviously shape preserving. Note that top-down relabeling tree
transducers generalize Mealy automata.
As the main result of this paper we prove two things. Namely, we show that every
shape preserving top-down tree transducer is equivalent to a top-down relabeling tree
transducer. This result naturally generalizes the corresponding one for gsm’s. Moreover
we prove that it is decidable if a top-down tree transducer is shape preserving.
Although we cannot give a direct practical application of this generalization result,
we think that it enriches the theory of tree transducers with a theorem that carries over
from gsm’s to top-down tree transducers.
To support this, we recall a result concerning top-down relabeling tree transforma-
tions, which, using the results of this paper, can be generalized to shape preserving
top-down tree transformations.
In [6] the iteration of length preserving gsm transductions was considered and several
interesting results were obtained on the UCI closure of length preserving gsm transduc-
tions and of length preserving functional gsm transductions, where U , C and I mean
union, composition and iteration, respectively. Recently Z. F&ul&op and A. Terlutte were
going to generalize the results of [6] to the class of shape preserving top-down tree
transducers. However, they succeeded only partially because they were able to gener-
alize those results only to the class of relabeling tree transducers, which as mentioned
are special shape preserving top-down tree transducers. In fact, in [3] they consid-
ered the closure class UCI(QREL), where QREL is the class of top-down relabeling
tree transformations. They gave a characterization of UCI(QREL) in terms of a short
expression built up from QREL with composition and iteration. They also gave a char-
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acterization of UCI(QREL) in terms of one-step rewrite relations of very simple term
rewrite systems. They gave a similar characterization of UC(QFREL+) where QFREL+
is the class consisting of the transitive closures of all functional relabeling tree trans-
formations. Finally they showed that UCI(QREL)=UCI(QFREL). Now, in the light
of the equivalence of shape preserving top-down tree transducers and top-down rela-
beling tree transducers (Theorem 3.30), QREL and QFREL in the above description
can be replaced by the class of the shape preserving top-down tree transformations
and functional shape preserving top-down tree transformations, i.e., we can say that
the results of [6] can be generalized to (unrestricted) shape preserving top-down tree
transducers, respectively.
As regards the organization of the paper, the necessary de9nitions and the terminol-
ogy are introduced in Section 2. The main results discussed above are in Section 3. In
Section 4 we present some conclusions and further research problems.
2. Denitions and preliminary results
The set of nonnegative integers is denoted by N. For k ∈N, [k] denotes the set
{1; : : : ; k}. The cardinality of a set A is denoted by ‖A‖.
An alphabet A is a 9nite, nonempty set of symbols. We denote by A∗ the set of
strings (or words) over A, we let A+=A − {}, where  is the empty string. For
a string w∈A∗ and an integer k¿0, we denote by wk the string ww : : : w, where w
appears k times. A string u∈A∗ is the pre5x of a w∈A∗ if there is a v∈A∗ such that
uv=w. Moreover u and w are incomparable if neither u is a pre9x of w nor w is a
pre9x of u. The length of a string w∈A∗ is de9ned in the usual way and is denoted
by length(w). Moreover, for every k ∈N, we put A∗; k = {w∈A∗ | length(w)6k}. The
ith letter of a string w is denoted by w(i).
A ranked alphabet is a pair (; rank), where  is an alphabet and rank is a mapping
from  to N. For every k¿0, we denote by (k) the set of symbols ∈ with
rank()= k and, for a symbol ∈ we write (k) to denote that ∈(k).
Let A be a set disjoint with . The set of (5nite, labeled and ordered) trees over
 indexed by A, denoted by T(A), is the smallest subset T of (∪A∪{(; )}∪ {; })∗,
such that (i) A⊆T and (ii) if ∈(k) with k¿0 and s1; : : : ; sk ∈T , then (s1; : : : ; sk)∈T .
In case k =0, we identify ( ) with . Moreover, T(?) is denoted by T. It should
be clear that T=? if and only if (0)=?. Since we are not interested in this par-
ticular case, we assume that (0) =? for every ranked alphabet  appearing as input
or output ranked alphabet of some tree transducer in this paper.
A tree language is a subset of T while a tree transformation is a subset of T×T,
where  and  are ranked alphabets. For a tree transformation 	⊆T×T, we denote
the domain and the range of 	 by dom(	) and ran(	), respectively.
We will need the set X= {x1; x2; : : :} of variable symbols. For every k¿0, we de9ne
Xk= {x1; : : : ; xk}, thus X0 =?. We use the variables to occur in trees, so we will
frequently consider the sets T(X ), T(Xk), etc. of trees where  is a ranked alphabet.
We identify T(1) (X1) with ((1))∗.
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We distinguish a subset T̂(Xk) of T(Xk) as follows. A tree t ∈T(Xk) is in
T̂(Xk) if for every 16i6k, the variable xi occurs exactly once in t and, reading
the leaves of t from left to right, the variables occur in the order x1; x2; : : : ; xk . Note
that T̂(1) (X1)=T(1) (X1)(= ((1))∗).
The tree substitution is de9ned as follows. Let t ∈T(Xk) and let t1; : : : ; tk be
also trees over (maybe other) ranked alphabets. Then t[t1; : : : ; tk ] stands for the tree
which is obtained from t by substituting, for every 16i6k, the tree ti for every
occurrence of xi. If '∈ ((1))∗, then '[t] is also denoted by 't in order to avoid
too many parentheses. Moreover, for a tree language L by 'L we mean the set
{'t | t ∈L}.
If Q is a unary ranked alphabet, i.e., the rank of all symbols in Q is 1, and
Y is a 9nite subset of X , then Q(Y ) stands for the set {q(xi) | q∈Q and
xi ∈Y}.
Now we introduce some characteristics of trees, namely we de9ne the height and
the set of occurrences of a tree.
Let  be a ranked alphabet and A be a set. For an arbitrary s∈T(A) the height
of s (height(s)) and the set of occurrences of s (occ(s)) is de9ned as
follows
(i) If s∈(0)∪A, then height(s)= 1, occ(s)= {}.
(ii) If s= (s1; : : : ; sk) for some ∈(k), k¿1 and s1; : : : ; sk ∈T(A), then
• height(s)= 1 + max{height(si) | 16i6k},
• occ(s)= {}∪ {w |w= iv; 16i6k; v∈ occ(si)}.
Obviously, height(s)∈N, while occ(s)⊆N∗.
Also, for s∈T(A), and w∈ occ(s), we de9ne the subtree at w of s (stree(s; w)) as
follows.
(i) If s∈(0)∪A (and thus w= ), then stree(s; w)= s.
(ii) If s= (s1; : : : ; sk) for some ∈(k) with k¿1 and s1; : : : ; sk ∈T(A), then
• if w= , then stree(s; w)= s, otherwise,
• if w= iv for some 16i6k, then stree(s; w)= stree(si; v).
Hence stree(s; w)∈T(A).
For trees s; t ∈T, t is a subtree of s if there is a w∈ occ(s) with stree(s; w)= t.
Let s∈ T̂(X1). We denote by occ(s; x1) the unique occurrence w∈ occ(s) for which
stree(s; w)= x1.
Let  and  be a ranked alphabets. Two trees s∈T and t ∈T “have the same
shape”, denoted by s≈ t, if occ(s)= occ(t). If =, then ≈ is an equivalence relation
over T.
For instance, if = {(2); (2); '(1); a(0); b(0)} and =, then a≈ b, (a; '(b))≈
(b; '(a)) and (a; (b; '(b)))≈ (b; (b; '(a))).
If s and t do not have the same shape, then we write s ≈ t.
A tree transformation 	⊆T×T is shape preserving if, for every (s; t)∈ 	, s≈ t. A
tree language L⊆T is called uniform if, for every s; t ∈L, we have s≈ t. Note that a
uniform tree language is 9nite.
Next we introduce the concept of a tree homomorphism. Let  and  be ranked
alphabets and let Qh : →T(X ) be a mapping with the property that if ∈k for some
k¿0, then Qh()∈T(Xk) holds. The tree homomorphism induced by Qh is the mapping
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h : T→T de9ned by induction as follows:
(i) If ∈0, then h()= Qh().
(ii) If ∈k for some k¿1 and s1; : : : ; sk ∈T, then h((s1; : : : ; sk))= Qh()[h(s1); : : : ;
h(sk)].
A top-down tree transducer is a system M=(Q;; ; q0; R), where Q is a unary ranked
alphabet, called the set of states;  and  are ranked alphabets called the input and
the output ranked alphabet, respectively, satisfying that Q ∩ (∪)=?; q0 ∈Q is
the initial state; and R is a 9nite set of rewriting rules of the form q((x1; : : : ; xk))→r
with k¿0, ∈k , q∈Q and r ∈T(Q(Xk)). Here q((x1; : : : ; xk)) and r are called the
left-hand side and the right-hand side of that rule, respectively.
The derivation relation induced by M is a binary relation ⇒M over the set TQ∪∪
de9ned as follows: for s; t ∈TQ∪∪, we write s⇒M t if and only if there is a rule
q((x1; : : : ; xk))→r in R and t is obtained from s by replacing an occurrence of a sub-
tree q((s1; : : : ; sk)) of s by r[s1; : : : ; sk ], where s1; : : : ; sk ∈T. The reRexive, transitive
closure of ⇒M is denoted by ⇒∗M . Then the tree transformation induced by M in a
state q∈Q is the relation
	M;q = {(s; t) ∈ T × T | q(s)⇒∗M t};
and the tree transformation induced by M is 	M = 	M;q0 .
A rule q((x1; : : : ; xk))→r in R is useful if it takes part in a successful derivation.
More exactly, if there are u∈ T̂(X1), s1; : : : ; sk ∈T, v∈ T̂(X1) and t ∈T such that
q0(u[(s1; : : : ; sk)])⇒∗M v[q((s1; : : : ; sk))]⇒M v[r[s1; : : : ; sk ]]⇒∗M t:
It is an exercise to show that useless rules can be eliminated from a top-down tree
transducer. A state q∈Q is useful if it is on the left-hand side of a useful rule.
Throughout the paper all tree transducers which we consider are assumed to have only
useful rules and states.
A tree s∈T is called an input tree to M or just an input tree. A tree t ∈T satisfying
q(s)⇒∗M t for some s∈T and q∈Q is called an output tree. Hence input trees and
output trees are trees over the input and the output ranked alphabet, respectively.
A tree transformation 	 is a top-down tree transformation if there is a top-down
tree transducer M which induces 	, i.e., for which 	= 	M holds.
Next, we de9ne some restrictions on top-down tree transducers. For this, let M=
(Q;; ; q0; R) be a top-down tree transducer. We say that M is
(a) linear (nondeleting) if for each rule q((x1; : : : ; xk))→r in R, each of the variables
x1; : : : ; xk appears at most once (at least once) in r;
(b) a top-down relabeling tree transducer (or just a relabeling) if each rule in R has
the form q((x1; : : : ; xk))→(q1(x1); : : : ; qk(xk)), where ∈(k) and q1; : : : ; qk ∈Q;
(c) shape preserving if 	M is shape preserving.
Two top-down tree transducers M and M ′ are equivalent if 	M = 	M ′ .
We introduce top-down tree automata as special relabelings because this will be
convenient in what follows.
A top-down tree automaton is a relabeling T=(Q;; ; q0; R) such that = and
each rule in R has the form q((x1; : : : ; xk))→(q1(x1); : : : ; qk(xk)). Since the input and
the output ranked alphabets are the same we can also write T=(Q;; q0; R).
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The tree transformation 	T is a partial identity mapping over T. The tree language
recognized by T is the domain (and hence the range) of 	T . A tree language L is
recognizable if there is a top-down tree automaton which recognizes L.
3. The main results
It is obvious that relabelings are shape preserving. In this section we show that,
in fact, the converse also holds in the sense that every shape preserving top-down
tree transducer is equivalent to a relabeling. As a byproduct, we will obtain that it is
decidable if a top-down tree transducer is shape-preserving.
The proof can be divided into three parts. In the 9rst part we show that every
shape preserving top-down tree transducer is a permutation top-down quasirelabeling.
A permutation top-down quasirelabeling diLers from a relabeling in that the right-hand
sides of its rules may contain some extra unary output symbols and a permutation of
the variables is also allowed in the right-hand sides (exact de9nition is given below).
In the second part we show that every shape preserving permutation top-down
quasirelabeling is equivalent to a top-down quasirelabeling. A top-down quasirelabel-
ing is like a permutation top-down quasirelabeling, however only the trivial (identity)
permutation of the variables is allowed in the right-hand sides of the rules.
In the third part we show that every shape preserving top-down quasirelabeling is
equivalent to a relabeling.
Finally we will show that it is decidable whether a top-down tree transducer is shape
preserving.
We begin the 9rst part of our program with the de9nition of the permutation top-
down quasirelabeling.
Denition 3.1. A top-down tree transducer M=(Q;; ; q0; R) is called a permutation
top-down quasirelabeling if each rule in R has either of the following forms:
1. q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k))), where k =1, q; q1; : : : ; qk ∈Q,
∈(k), ∈(k), '; '1; : : : ; 'k ∈ ((1))∗ and - : [k]→[k] is a permutation, and
2. q((x1))→'p(x1), where q; p∈Q, ∈(1) and '∈ ((1))∗.
Notice, in case k =0 rules of type 1. have the form q()→', where q∈Q, ∈(0);
'∈ ((1))∗ and ∈(0). Moreover rules of type 2. with '=  have the form q((x1))→
p(x1).
We continue with proving that every shape preserving top-down tree transducer is
nondeleting.
Lemma 3.2. Let M=(Q;; ; q0; R) be a shape preserving top-down tree transducer.
Then M is nondeleting.
Proof. We prove by contradiction. Let us assume that there is a rule q((x1; : : : ; xk))→r
in R such that k¿1 and, say, xi does not occur in r. This rule is also useful, so there
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are u∈ T̂(X1), s1; : : : ; sk ∈T, v∈ T̂(X1) and t ∈T such that
q0(u[(s1; : : : ; sk)])⇒∗M v[q((s1; : : : ; sk))]⇒M v[r[s1; : : : ; sk ]]⇒∗M t:
Since M is shape preserving, u[(s1; : : : ; sk)]≈ t holds. Now change the involved occur-
rence of si to a s′i such that si ≈s′i . Then certainly u[(s1; : : : ; sk)] ≈u[(s1; : : : ; s′i ; : : : ; sk)].
On the other hand, since xi does not occur in r, we have r[s1; : : : ; s′i ; : : : ; sk ] = r[s1; : : : ; sk ]
and thus
q0(u[(s1; : : : ; s′i ; : : : ; sk)])⇒∗M v[q((s1; : : : ; s′i ; : : : ; sk))]⇒M
v[r[s1; : : : ; s′i ; : : : ; sk ]] = v[r[s1; : : : ; sk ]]⇒∗M t:
Since M is shape preserving, u[(s1; : : : ; s′i ; : : : ; sk)]≈ t, a contradiction.
Next we de9ne the branch number of a tree.
Denition 3.3. Let  be a ranked alphabet. A symbol ∈ is called a branch symbol
provided its rank is greater than 1. The branch number bn(s) of a tree s∈T(X ) is
de9ned by induction as follows.
(i) If s∈(0) or s∈X , then bn(s)= 0.
(ii) If s= (s1; : : : ; sk) for some ∈(k); k¿1 and s1; : : : ; sk ∈T, then
• if k =1, then bn(s)= bn(s1),
• if k¿1, then bn(s)= 1 +∑ki=1 bn(si).
Hence the branch number of a tree s is the sum of number of the occurrences of the
branch symbols in s. Certainly, if s≈ t, then bn(s)= bn(t).
Lemma 3.4. Let M=(Q;; ; q0; R) be a shape preserving top-down tree transducer.
Then, for every rule q((x1; : : : ; xk))→r in R, we have bn(r)61.
Proof. We prove by contradiction. Assume, there is a rule q((x1; : : : ; xk))→r ∈R with
bn(r)¿1. This rule can be applied in a successful derivation q0(s)⇒∗M t for some s∈T
and t ∈T. Since M is shape preserving, bn(s)= bn(t). The application of the above
rule increases the branch number of the output with respect to the input, hence another
rule is needed to compensate the increase. The only chance to decrease the branch
number is to apply a rule of the form p((x1; : : : ; xl))→r, where l¿1 and r does not
contain some of the variables x1; : : : ; xl. However, by Lemma 3.2, there are no such
rules in R. Thus bn(s)¿bn(t), which is a contradiction. Hence our statement follows.
Corollary 3.5. Let M=(Q;; ; q0; R) be a shape preserving top-down tree transducer.
Then every rule in R has either of the following forms.
1. q((x1; : : : ; xk))→'('1q1(xi1 ); : : : ; 'mqm(xim)), where k =1, m¿k, q; q1; : : : ; qm ∈Q,
∈(k), ∈(m), '; '1; : : : ; 'm ∈ ((1))∗ and {xi1 ; : : : ; xim}=Xk . (Notice, some xj may
occur more than once in the right-hand side.)
2. q((x1))→'p(x1), where q; p∈Q, ∈(1) and '∈ ((1))∗.
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Proof. It immediately follows from Lemmas 3.2 and 3.4.
Next, we are going to show that in 1. of the above corollary even k =m holds, which
means that a shape preserving top-down tree transducer is a permutation top-down
quasirelabeling. For this, we de9ne the weighted branch number of a tree.
Denition 3.6. Let  be a ranked alphabet. The weighted branch number wbn(s) of a
tree s∈T(X ) is de9ned by induction as follows.
(i) If s∈(0) or s∈X , then wbn(s)= 0,
(ii) if s= (s1; : : : ; sk) for some ∈(k); k¿1 and s1; : : : ; sk ∈T, then
• if k =1, then wbn(s)=wbn(s1),
• if k¿1, then wbn(s)= k +∑ki=1 wbn(si).
Certainly, if s≈ t, then wbn(s)=wbn(t).
Lemma 3.7. Let M=(Q;; ; q0; R) be a shape preserving top-down tree transducer.
Then M is a permutation top-down quasirelabeling.
Proof. Each rule in R is as in 1. or 2. in Corollary 3.5. It is enough to prove that
in case 1. only m= k is possible. This can be shown easily in the following way. If
m¿k, then the application of that rule increases the weighted branch number, which
increase cannot be compensated somewhere else, cf. the proof of Lemma 3.4.
Next we give an example of a shape preserving top-down tree transducer, which, by
Lemma 3.7 is a permutation top-down quasirelabeling. In this example we demonstrate
that a real (not the identity) permutation of the variables in the right-hand sides of
rules may occur.
Example 3.8. Let M=(Q;; ; q0; R) be a top-down tree transducer, where
• Q= {q0; q0; q'; q1; q2}, = {(2); '(1); 0(1); 1(0)}, = {(2); '(1); 0(1); 1(0)},
• R is the set of the rules
◦ q0((x1; x2))→(q'(x2); q0(x1)),
◦ q'('(x1))→'(q1(x1)), q1('(x1))→q2(x1), q2(1)→1,
◦ q0(0(x1))→0(0(q2(x1))).
The only successful derivation of M is
q0((0(1); '('(1))))⇒M (q'('('(1))); q0(0(1)))⇒∗M ('(1); 0(0(1)));
hence M is shape preserving. On the other hand, the permutation of the variables in
the right-hand side of the rule q0((x1; x2))→(q'(x2); q0(x1)) is not the identity.
Now we begin to elaborate the second part. We start with the de9nition of the
concept of a top-down quasirelabeling.
Denition 3.9. A top-down tree transducer M=(Q;; ; q0; R) is a top-down quasi-
relabeling if it is a permutation top-down quasirelabeling and for every rule
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q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k))) in R, - is the identity permutation,
i.e., -(1)= 1; : : : ; -(k)= k.
In what follows we develop a procedure which transforms a shape preserving permu-
tation top-down quasirelabeling M into an equivalent top-down quasirelabeling
M ′. For this, however, we need the following preparation.
Denition 3.10. Let M=(Q;; ; q0; R) be a permutation top-down quasirelabeling
and let
2 : q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k)))
be a rule in R, where k¿1, q; q1; : : : ; qk ∈Q, ∈(k), ∈(k), '; '1; : : : ; 'k ∈ ((1))∗
and - : [k]→[k] is a permutation. The permutation degree of 2 is the number of
indexes 16i6k for which -(i) = i. A rule with permutation degree greater than one
is called a permutation rule. Moreover, a state q∈Q is a permutation state if there
is a permutation rule of the above form. The permutation degree of M is the sum of
the permutation degrees of its rules of the above form.
Notice that the permutation degree of a top-down quasirelabeling and thus of a rela-
beling is 0.
Lemma 3.11. Let M=(Q;; ; q0; R) be a shape preserving permutation top-down
quasirelabeling. Then for every k¿1, permutation rule q((x1; : : : ; xk))→'('1q1(x-(1))
; : : : ; 'kqk(x-(k))) in R, where q; q1; : : : ; qk ∈Q, ∈(k), ∈(k), '; '1; : : : ; 'k ∈ ((1))∗
and - : [k]→[k] is a permutation, and 16i6k, if -(i) = i, then both dom(	M;qi) and
ran(	M;qi) are uniform.
Proof. Let q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k))) be a permutation rule in R
and assume that for some 16i6k, -(i) = i holds.
Since the rule is useful, there are u∈ T̂(X1), s; s1; : : : ; sk ∈T, v∈ T̂(X1) and t; t1; : : : ;
tk ∈T such that
q0(s) = q0(u[(s1; : : : ; sk)])
⇒∗M v[q((s1; : : : ; sk))]
⇒M v['('1q1(s-(1)); : : : ; 'kqk(s-(k)))] (†)
⇒∗M v['('1t1; : : : ; 'k tk)]
= t:
Hence, for every 16j6k, qj(s-( j))⇒∗M tj. Moreover, s≈ t. Now we distinguish three
cases.
Case 1: occ(u; x1) and occ(v; x1) are incomparable, see Fig. 1. Let us suppose
that dom(	M;qi) is not uniform. Since stree(s; occ(u; x1)-(i))= s-(i) and since M is
shape preserving, we have stree(t; occ(u; x1)-(i))≈ s-(i). Now change that occurrence
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Fig. 1. The sets dom(	M; qi ) and ran(	M; qi ) are uniform, Case 1.
of s-(i) in s to a s˜-(i) ∈ dom(	M;qi) such that s-(i) ≈ s˜-(i) and form the input tree
s˜= u[(: : : ; s˜-(i); : : :)]. (Such a s˜-(i) exists because dom(	M;qi) is not uniform.)
Since s˜-(i) ∈ dom(	M;qi), there is a tree t˜ ∈T such that q0(s˜)⇒∗M t˜ and since M
is shape preserving, s˜≈ t˜. Now stree(s˜; occ(u; x1)-(i))= s˜-(i) and since occ(u; x1) and
occ(v; x1) are incomparable
stree(t˜; occ(u; x1)-(i)) = stree(t; occ(u; x1)-(i)) ≈ s-(i);
which contradicts s˜≈ t˜.
Now assume that ran(	M;qi) is not uniform. Let n= length('). Since stree(t; occ(v;
x1)1ni)= 'iti and since M is shape preserving, we have stree(s; occ(v; x1)1ni)≈ 'iti.
Now change the involved occurrence of s-(i) in s to a s˜-(i) ∈ dom(	M;qi) such that
qi(s˜-(i))⇒∗M t˜i and ti ≈ t˜ i, and denote the resulting tree by s˜. (Such a s˜-(i) exists because
ran(	M;qi) is not uniform.)
Since s˜-(i) ∈ dom(	M;qi), there is a tree t˜ ∈T such that q0(s˜)⇒∗M t˜ and since M
is shape preserving, s˜≈ t˜. Now stree(t˜; occ(v; x1)1ni)= 'it˜i and since occ(u; x1) and
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Fig. 2. The sets dom(	M; qi ) and ran(	M; qi ) are uniform, Case 2.
occ(v; x1) are incomparable
stree(s˜; occ(v; x1)1ni) = stree(s; occ(v; x1)1ni) ≈ 'iti;
which contradicts s˜≈ t˜.
Notice that in this case we need not use the assumption -(i) = i.
Case 2: occ(v; x1) is a pre9x of occ(u; x1), see Fig. 2. Now occ(u; x1)=occ(v['x1]; x1)
because M is a shape preserving permutation top-down quasirelabeling and thus the
symbol  written by the application of the involved rule
q((x1; : : : ; xk))→ '('1q1(x-(1)); : : : ; 'kqk(x-(k)))
matches the  being at occ(u; x1) in s. Thus, for every 16j6k, sj ≈ 'j(tj).
Now assume dom(	M;qi) is not uniform. (Note that s-(i) ∈ dom(	M;qi).) Now change
s-(i) to a s˜-(i) ∈ dom(	M;qi) such that s-(i) ≈ s˜-(i) and form the input tree s˜= u[(: : : ;
s˜-(i); : : :)]. Consider the following derivation, where in the arguments of  and  we
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indicated the -(i)th position.
q0(s˜) = q0(u[(: : : ; s˜-(i); : : :)])
⇒∗M v[q((: : : ; s˜-(i); : : :))]
⇒M v['(: : : ; '-(i)q-(i)(s-2(i)); : : :)]
⇒∗M v['(: : : ; '-(i)t-(i); : : :)]
= t˜:
Since -(i) = i, the tree s-2(i) remains unchanged (even if -2(i)= i) and thus, since
M is shape preserving, s˜-(i)≈ '-(i)t-(i) must hold. This is a contradiction, because by
the above observation, s-(i)≈ '-(i)t-(i).
Now assume ran(	M;qi) is not uniform. Now change s-(i) to a s˜-(i) ∈ dom(	M;qi) such
that qi(s˜-(i))⇒∗M t˜i and ti ≈ t˜ i. Since -(i) = i, the tree si remains unchanged and thus,
since M is shape preserving, also si≈ 'it˜i.
Then, by si≈ 'iti, we obtain ti≈ t˜i, which is a contradiction.
Case 3: occ(u; x1) is a proper pre9x of occ(v; x1). Then occ(u; x1) is also a proper
pre9x of occ(v['x1]; x1). On the other hand, similarly as in Case 2, it is seen that
occ(u; x1)= occ(v['x1]; x1), which is a contradiction.
We will need the following result.
Lemma 3.12. Let 3= {(s1; t1); : : : ; (sn; tn)}⊆T×T be 5nite relation and '∈ ((1))∗,
where  and  are ranked alphabets such that the set {s1; 't1; : : : ; sn; 'tn} is uniform.
Then there is a top-down quasirelabeling M=(Q;; ; q0; R) such that 	M = 3.
Proof. In case '=  the statement is clear because we can construct M as the dis-
joint union of the relabelings Mj which induce the relations {(sj; tj)}. Hence, in this
particular case M is a relabeling.
Now let us assume that '∈ ((1))+ with length(')=m. Then, for every 16j6n,
there are 'j ∈ ((1))+ and uj ∈T such that length('j)=m and 'juj = sj. Obviously
{u1; t1; : : : ; un; tn} is uniform, so, by the discussion of the case '= , there is a relabeling
M ′=(Q′; ; ; q′0; R
′) such that 	M ′= {(u1; t1); : : : ; (un; tn)}.
Let q0 and, for every 16j6n, pj1; : : : ; pj(m−1) be new states. Moreover, construct
the rules
q0('j(1)(x1)) → pj1(x1);
pj1('j(2)(x1)) → pj2(x1);
: : :
pj(m−1)('j(m)(x1)) → q′0(x1):
(Recall that 'j(i) is the ith letter of 'j. In case m=1, we have the only rule q0('j(1)(x1))
→q′0(x1).)
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Now, let M=(Q;; ; q0; R), where Q=Q′ ∪{q0}∪ {pji | 16j6n; 16i6m−1} and
let R be the set of the rules constructed above and of the rules in R′. It should be
clear that M is a top-down quasirelabeling and 	M = 3.
Next, we de9ne a relation ¿ on the state set of a permutation top-down quasirelabeling.
Denition 3.13. Let M=(Q;; ; q0; R) be a permutation top-down quasirelabeling. We
de9ne the binary relation ¿ over Q in the following way: for every p; q∈Q, let
p¿q if and only if there exist u; u′∈ T̂(X1) and v; v′∈ T̂(X1), such that the following
conditions hold:
• q0(u[u′])⇒∗M v[p(u′)]⇒+Mv[v′[q(x1)]],
• occ(u; x1) and occ(v; x1) are not incomparable,
• occ(u[u′]; x1) and occ(v[v′]; x1) are incomparable.
Notice that u may be x1, however u′ cannot be x1 in the above de9nition.
Intuitively, p¿q if there are u; u′∈ T̂(X1) and v; v′∈ T̂(X1) and a derivation q0(u)
⇒∗M v[p(x1)] such that no piece of the path 1 leading from the root of u to x1
takes part in a permutation during that derivation, moreover, there is a derivation
p(u′)⇒+M v′[q(x1)] such that a piece of the path 0 leading from the root of u′ to x1
takes part in a permutation during that derivation. (Note that in q0(u)⇒∗M v[p(x1)] a
permutation rule might be applied on 1, which however did not move the involved
piece of 1. Moreover, a permutation rule was applied in p(u′)⇒+M v′[q(x1)] on the
path 0 which did move the involved piece of 0.)
Example 3.14. Let M=(Q;; ; q0; R) be a top-down tree transducer, where
• Q= {q0; : : : ; q9}, = {(1)1 ; (3)2 ; (1)1 ; (1)2 ; '(2)1 ; '(2)2 ; 1(0)1 ; 1(0)2 ; 0(0)1 ; 0(0)2 },
= {′1(1); ′2(3); ′1(1); ′2(1); '′1(2); '′2(2); 1′1(0); 1′2(0); 0′1(0); 0′2(0)},
• R is the set of the rules
◦ q0(1(x1))→′1(q1(x1)),
◦ q1(2(x1; x2; x3))→′2(q2(x2); q3(x1); q1(x3)),
◦ q1(2(x1; x2; x3))→′2(q2(x1); q3(x2); q1(x3)),
◦ q2(1(x1))→′1(q4(x1)),
◦ q3(2(x1))→′2(q5(x1)),
◦ q4('1(x1; x2))→'′1(q6(x2); q7(x1)),
◦ q5('2(x1; x2))→'′2(q8(x1); q9(x2)),
◦ q6(01)→0′1, q7(11)→1′1, q8(12)→1′2, q9(02)→0′2,
◦ q1(11)→1′1.
For instance q1¿q5 because with u= 1(x1), u′= 2(2(x1); 1('1(11; 01)); 11), v=
′1(x1), and v
′= ′2(
′
1('
′
1(0
′
1; 1
′
1)); 
′
2(x1); 1
′
1) we get the derivation
q0(u[u′]) = q0(1(2(2(x1); 1('1(11; 01)); 11)))
⇒∗M ′1(q1(2(2(x1); 1('1(11; 01)); 11)))
⇒∗M ′1(′2(′1('′1(0′1; 1′1)); ′2(q5(x1)); 1′1))
= v[v′[q5(x1)]]:
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Fig. 3. The relation ¿ for M appearing in Example 3.14.
We can also see easily that q1¿q4 with u= 1(x1), u′= 2(2('2(12; 02)); 1(x1); 11),
v= ′1(x1) and v
′= ′2(
′
1(x1); 
′
2('
′
2(1
′
2; 0
′
2)); 1
′
1) and that q4¿q7 with u= 1(2(1(x1);
2('2(12; 02)); 11)), u′= '1(x1; 01), v= ′1(
′
2(
′
1(x1); 
′
2('
′
2(1
′
2; 0
′
2)); 1
′
1)) and v
′= '′1
(0′1; x1).
The full Hasse diagram of the relation ¿ on Q can be seen on Fig. 3. Note that q1
and q4 are permutation states, therefore we marked them by a /.
Next we prove that the relation ¿ is computable by an algorithm for every permutation
top-down quasirelabeling M=(Q;; ; q0; R).
Lemma 3.15. For every permutation top-down quasirelabeling M=(Q;; ; q0; R), the
relation ¿ is computable.
Proof. Let n= ‖Q‖ and p; q∈Q. In order to verify whether there are u∈ T̂(X1) and
v∈ T̂(X1) such that q0(u)⇒∗M v[p(x1)] and that no permutation happens on the path 1
from the root of u to the only x1, it is suTcient to consider trees u of height at most
2n. In fact, we may assume without loss of generality that if there is such an u, then
the length of 1 is at most n, otherwise we can apply standard pumping arguments (cf.
Lemma 10.1 in Chapter II. of [4], also Proposition 5.2 in [5])) due to the fact that M
is a permutation top-down quasirelabeling. For the same reason, we can assume that
the length of any path which leads from a node being in 1 to an arbitrary terminal
node of u is at most n. Hence the height of u is at most 2n.
In order to verify whether there are u′∈ T̂(X1) and v′∈ T̂(X1) such that p(u′)⇒∗M v′
[q(x1)] and that a permutation happens on the path 0 from the root of u′ to the only
x1, it is suTcient to consider trees u′ of height at most 3n. In fact, we may assume
without loss of generality that if there is such an u′, then the length of 0 is at most 2n
(n from the root of u′ to the node where the permutation rule was applied and n from
that node to x1). Analogously to the previous case, we can assume that the length of
any path which leads from a node being in 0 to an arbitrary terminal node of u′ is at
most n. Hence the height of u′ is at most 3n.
Thus it is decidable if p¿q holds.
Next we prove that the relation ¿ is a partial order, provided M is shape preserving.
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Lemma 3.16. The relation ¿ is a partial order for any shape preserving permutation
top-down quasirelabeling M=(Q;; ; q0; R).
Proof. We show that ¿ is irreRexive and transitive. In fact, the transitivity can be
proved easily by using standard arguments, hence we leave this part of the proof.
We prove the irreRexivity by contradiction. Let us suppose there is a p∈Q such
that p¿p holds. Then there exist u; u′∈ T̂(X1) and v; v′∈ T̂(X1) such that
q0(u[u′])⇒∗M v[p(u′)]⇒∗M v[v′[p(x1)]]
and, moreover, occ(u; x1) and occ(v; x1) are not incomparable but occ(u[u′]; x1) and
occ(v[v′]; x1) are incomparable. Note that, since p(u′)⇒∗v′[p(x1)] and u′ = x1,
dom(	M;p) is in9nite, hence not uniform. Moreover, the conditions that occ(u; x1)
and occ(v; x1) are not incomparable but occ(u[u′]; x1) and occ(v[v′]; x1) are incom-
parable mean that, during the derivation p(u′)⇒∗M v′[p(x1)], a permutation rule was
applied somewhere on the path leading from the root of u′ to the only x1 in it. More
formally, there are u′1 ∈ T̂(X1), ∈(k) with k¿1, an index 16i6k, further trees
s1; : : : ; si−1; si+1; : : : ; sk ∈T, si ∈ T̂(X1) such that u′= u′1[(s1; : : : ; sk)]. Moreover, there
is a rule q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k))), such that -(i) = i, and there
are trees v′1 ∈ T̂(X1), t1; : : : ; tk such that tj = t′j[p(x1)] for some t′j ∈ T̂(X1) provided
j= -−1(i) and tj ∈T otherwise and the following conditions hold.
p(u′) = p(u′1[(s1; : : : ; sk)])
⇒∗M v′1[q((s1; : : : ; sk))]
⇒M v′1['('1q1(s-(1)); : : : ; 'kqk(s-(k)))]
⇒∗M v′1['('1t1; : : : ; 'k tk)]
= v′[p(x1)]:
Hence q-−1(i)(si)⇒∗M t-−1(i) = t′-−1(i)[p(x1)]. Now, since -(i) = i also -−1(i) = i and
thus -(-−1(i)) = -−1(i). Hence, by Lemma 3.11, dom(	M;q-−1(i) ) is uniform. On the
other hand dom(	M;q-−1(i) ) is in9nite because q-−1(i)(si)⇒∗M t′-−1(i)[p(x1)] and dom(	M;p)
is in9nite. This means that dom(	M;q-−1(i) ) cannot be uniform, which is a contradiction.
This proves p ¿p.
Now we can show that every shape preserving permutation top-down quasirelabeling
is eLectively equivalent to a top-down quasirelabeling.
Lemma 3.17. For every shape preserving permutation top-down quasirelabeling M=
(Q;; ; q0; R) a top-down quasirelabeling M ′=(Q′; ; ; q′0; R
′) can be constructed
such that 	M = 	M ′ .
Proof. If the permutation degree of M is 0, then M is a top-down quasirelabeling thus
we are ready.
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Fig. 4. sij ≈ 'ij tij , hence the set dom(	M; q-−1(ij ) )∪ 'ij ran(	M; qij ) is uniform.
Otherwise, it is suTcient to show that a permutation top-down quasirelabeling N =
( QQ;; ; Qq0; QR) can be constructed such that 	M = 	N and the permutation degree of N
is less than that of M .
To see this, let us take a permutation rule
2 : q((x1; : : : ; xk))→'('1q1(x-(1)); : : : ; 'kqk(x-(k)))
in R, where k¿1, q; q1; : : : ; qk ∈Q, ∈(k), ∈(k), '; '1; : : : ; 'k ∈ ((1))∗ and - : [k]
→[k] is a permutation such that q is maximal among the permutation states, i.e., there
is no permutation state p with p¿q.
Since 2 is a permutation rule, there exist n¿1, a sequence 16i1; : : : ; in6k of dif-
ferent indexes such that i2 = -(i1); : : : ; in= -(in−1) and i1 = -(in). Moreover, since q is
maximal among the permutation states and M is shape preserving, there is a derivation
such that the occurrence of  which is added to the output by the application of 2
matches the occurrence of  to which 2 was applied. Hence the following statement
holds.
(*) For every 16 j 6 n; a tree in dom(	M;q-−1(ij ) ) has the same shape as atree in 'ij ran(	M;qij ), see Fig. 4. Hence dom(	M;q-−1(ij ) ) ∪ 'ij ran(	M;qij )is uniform.
Now let, for every 16j6n, M ( j) = (Q( j); ; ; p( j); R( j)) be the top-down quasirelabel-
ing which induces the relation dom(	M;q-−1(ij ) )× ran(	M;qij ). Such a top-down quasire-
labeling exists by Lemmas 3.11 and 3.12. Assume that the state sets Q( j) are disjoint.
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Moreover, let Q2 be the rule obtained from 2 as follows. For every 16j6n, we
substitute the construct qij (x-(ij)) by p
( j)(xij) in the right-hand side of 2. Then the
permutation degree of Q2 is less than that of 2.
Now construct the top-down tree transducer (Q˜; ; ; q˜0; R˜), where
• q˜0 = q0,
• Q˜=Q∪Q(1) ∪ · · · ∪Q(n),
• R˜=(R− {2})∪{ Q2}∪R(1) ∪ · · · ∪R(n).
Then eliminate the useless rules of the top-down tree transducer (Q˜; ; ; q˜0; R˜) and let
the resulting top-down tree transducer be N=( QQ;; ; Qq0; QR). Then it should be clear
that the permutation degree of N is less than that of M .
Now we show that 	M = 	N .
Let us denote ⇒M ∪N the derivation relation over TQ∪ QQ∪∪ in which both the rules
in R and in QR can be applied.
First we show 	M ⊆ 	N . To see this, it is suTcient to show the following. Let s∈T
and t ∈T with q0(s)⇒∗M∪N t and let a derivation sequence of t from q0(s) be given
such that the rule 2 is applied K¿1 times in the sequence. Then we can construct
another derivation sequence from q0(s) to t such that the rule 2 is applied K−1 times
in the steps of the second derivation sequence.
Indeed, if q0(s)⇒∗M t such that the rule 2 is applied K times in the steps of that
derivation, then applying K times the construction we obtain that q0(s)⇒∗N t.
Let us take a derivation q0(s)⇒∗M∪N t, in which the rule 2 is applied K times. Let
3 : [n]→[n] be a permutation such that i3(1)¡ · · ·¡i3(n). Then q0(s)⇒∗M∪N t can be
written as
q0(s) = q0(u[(s1; : : : ; sk)])
⇒∗M∪N v[q((s1; : : : ; sk))]
⇒M v['(: : : ; 'i3(1)qi3(1) (s-(i3(1))); : : : ; 'i3(n)qi3(n) (s-(i3(n))); : : :)] (rule 2)
⇒∗M∪N v['(: : : ; 'i3(1) t1; : : : ; 'i3(n) tn; : : :)]
= t;
where u∈ T̂(X1), s1; : : : ; sk ∈T, v∈ T̂(X1) and t1; : : : ; tn ∈T.
Then
q0(s) = q0(u[(s1; : : : ; sk)])
⇒∗M∪N v[q((s1; : : : ; sk))]
⇒N v['(: : : ; 'i3(1)p(3(1))(si3(1) ); : : : ; 'i3(n)p(3(n))(si3(n) ); : : :)] (rule Q2)
⇒∗M∪N v['(: : : ; 'i3(1) t1; : : : ; 'i3(n) tn; : : :)]
= t
because, for every 16j6n, tj ∈ ran(	M;qi3( j) ) and si3( j) ∈ dom(	M;q-−1(i3( j)) ) and p
(3( j)) is
the initial state of the top-down quasirelabeling which induces the tree transformation
dom(	M;q-−1(i3( j)) )× ran(	M;qi3( j) ).
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The above argumentation is clearly reversible, so 	N ⊆ 	M also holds.
Now we are at the third part. Here we can show that every shape preserving top-down
quasirelabeling is eLectively equivalent to a relabeling. For this we need again some
preparations.
Denition 3.18. Let  and  be ranked alphabets.
(a) We denote by 〈; 〉 the ranked alphabet de9ned by 〈; 〉(k) =(k)×(k), for
every k¿0.
(b) We denote by ♦ and ♦ the ranked alphabets which are obtained from  and
, respectively, by adding a new unary symbol ♦ to both (1) and (1).
(c) We de9ne the tree homomorphisms h :T〈♦ ; ♦〉→T and h :T〈♦ ; ♦〉→T in
the following way. For every k¿0 and 〈; 〉 ∈ 〈♦; ♦〉(k), let
h(〈; 〉(x1; : : : ; xk)) =
{
(x1; : : : ; xk) if  = ♦
x1 otherwise;
h(〈; 〉(x1; : : : ; xk)) =
{
(x1; : : : ; xk) if  = ♦
x1 otherwise:
Notice that in this de9nition =♦ (resp. =♦) implies ∈(1)♦ (resp. ∈(1)♦ ).
Observation 3.19. For every s∈T〈;〉, h(s)≈ h(s). Hence, for every L⊆T〈;〉, the
tree transformation h−1 ◦ Id(L) ◦ h is shape preserving, where Id(L)= {(s; s) | s∈L}.
The same does not hold with the ranked alphabet 〈♦; ♦〉.
Lemma 3.20. For every top-down quasirelabeling M=(Q;; ; q0; R) a top-down tree
automaton T=(P; 〈♦; ♦〉; p0; RT ) can be constructed such that 	M = h−1 ◦ 	T ◦ h.
Proof. For each rule
2 : q((x1; : : : ; xk))→ '('1q1(x1); : : : ; 'kqk(xk))∈R;
where k =1 q; q1; : : : ; qk ∈Q, ∈(k), ∈(k), and '; '1; : : : ; 'k ∈ ((1))∗ with length(')
= n and length('1)= n1; : : : ; length('k)= nk , construct the rules
q(〈♦; '(1)〉(x1)) → 〈♦; '(1)〉(p1(x1));
: : :
pn−1(〈♦; '(n)〉(x1)) → 〈♦; '(n)〉(pn(x1));
pn(〈; 〉(x1; : : : ; xk)) → 〈; 〉(p11(x1); : : : ; pk1(xk)); (†)
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as well as, for every 16j6k, construct the rules
pj1(〈♦; 'j(1)〉(x1)) → 〈♦; 'j(1)〉(pj2(x1));
: : :
pjnj (〈♦; 'j(nj)〉(x1)) → 〈♦; 'j(nj)〉(qj(x1));
where p1; : : : ; pn and pj1; : : : ; pjnj are new states. (In case n=0 we mean pn= q in
the rule (†) and there are no rules above (†). In case nj =1, we have the only rule
pj1(〈♦; 'j(1)〉(x1))→〈♦; 'j(1)〉(qj(x1)), while in case nj =0, pj1 is meant to be qj in
the rule (†) and we do not need further rules for the index j.)
Let R2 be the set of all rules constructed from 2 and Q2 be the set of all states
appearing in those rules.
Moreover, for each rule 2 : q((x1))→'p(x1) in R, where q; p∈Q, ∈(1) and
'∈ ((1))∗ with length(')= n, construct the rules
q(〈♦; '(1)〉(x1)) → 〈♦; '(1)〉(p1(x1));
: : :
pn−1(〈; '(n)〉(x1)) → 〈; '(n)〉(p(x1));
where p1; : : : ; pn−1 are new states. (In case n=1, we have the only rule q(〈; '(1)〉
(x1))→〈; '(1)〉(p(x1)), while in case n=0, we have the only rule q(〈;♦〉(x1))→
〈;♦〉(p(x1)).) Again, let R2 be the set of all rules constructed from 2 and Q2 be the
set of all states appearing in those rules.
Now let T=(P; 〈♦; ♦〉; p0; RT ) be the top-down tree automaton, where P=⋃
2∈R Q2, p0 = q0 and RT =
⋃
2∈R R2. It should be clear that 	M = h
−1
 ◦ 	T ◦ h.
Now we de9ne the set of segments of a tree. The corresponding notion for strings was
introduced in [7]. Broadly speaking it consists of those parts of the tree which are built
up from unary symbols.
Denition 3.21. Let  and  be ranked alphabets and v∈T〈♦ ; ♦〉. Let
F(v) = {' ∈ (〈♦; ♦〉(1))+ | there exist s ∈ T̂〈♦ ;♦〉(X1) and u ∈ T〈♦ ; ♦〉
such that s['u] = v}:
A '∈F(v) is maximal if s['u] = v and, for every s′∈ Tˆ 〈♦ ; ♦〉(X1), '′∈ (〈♦; ♦〉(1))∗
and u′∈T〈♦ ; ♦〉, if occ(s′; x1) is a pre9x of occ(s; x1) and u′ is a subtree of u, and
s′['′u′] = v, then s= s′, '= '′ and u= u′.
For a tree language L⊆T〈♦ ;♦〉, we de9ne F(L)=
⋃
v∈L F(v). The tree language
L is k-bounded, where k¿0 is an integer if, for every '∈F(L), the approximation
|length(h(')) − length(h('))|6k holds. Moreover, L is bounded if it is k-bounded
for some k.
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Now we prove two technical lemmas. The proof of both rely on the simple idea that
some state of a 9nite tree automaton necessarily repeats on suTciently long paths (and
thus segments) of a tree.
Lemma 3.22. Let  and  be ranked alphabets and T=(P; 〈♦; ♦〉; p0; RT ) be a
top-down tree automaton such that the tree transformation 	= h−1 ◦ 	T ◦ h is shape
preserving. Then L(T ) is bounded.
Proof. We prove by contradiction that L(T ) is k-bounded, where k = ‖P‖. Assume
that L(T ) is not k-bounded, let
Lk = {'∈F(L(T )) | |length(h('))− length(h('))|¿k}
and let ' be an element of Lk with minimal length. Then also length(')¿k. Moreover,
for every 06i6length('), let 0i; 'i ∈ (〈♦; ♦〉(1))∗ be such that length(0i)= i and
'= 0i'i.
Since '∈F(L(T )) and length(')¿k, there are s∈ Tˆ 〈♦ ; ♦〉(X1), u∈T〈♦ ; ♦〉, q;
q′ ∈P and 06i¡j6length(') such that s['u]∈L(T ) and
p0(s['u])⇒∗T s[q('u)]⇒∗T s[0iq′('iu)]⇒∗T s[0jq′('ju)]⇒∗T s['u]:
Let 0ij ∈ (〈♦; ♦〉(1))+ be such that 0i0ij = 0j and thus 0i0ij'j = '. Then, for every
l¿0, s[0i0lij'ju]∈L(T ) hence 0i0lij'j ∈F(L(T )).
Now length(h(0ij)) = length(h(0ij)) because otherwise the tree '′= 0i'j ∈F(L(T ))
also satis9es |length(h('′)) − length(h('′))|¿k thus also '′∈Lk . This, however, is
impossible because length('′)¡length(') and ' is an element of Lk with minimal
length.
Thus we can assume that, say, length(h(0ij))¿length(h(0ij)). Then, for a suT-
ciently big l,
height(h(s[0i0lij'ju]))¿height(h(s[0i0
l
ij'ju]));
which contradicts the fact, that 	 is shape preserving. Hence L(T ) is k-bounded.
We will also need the following result.
Lemma 3.23. Let  and  be ranked alphabets and T=(P; 〈♦; ♦〉; p0; RT ) be a
top-down tree automaton. Then it is decidable if L(T ) is bounded and, moreover, if
L(T ) is bounded, then we can compute the smallest k for which L(T ) is k-bounded.
Proof. Let n= ‖P‖ and de9ne for every p; q∈P
L(n)p;q = {' ∈ (〈♦; ♦〉(1))∗ |p(')⇒∗T 'q(x1) and length(')6 n}:
It should be clear that L(n)p; q is a 9nite and computable set.
(a) First we show that it is decidable whether L(T ) is bounded. To see this we
prove that L(T ) is bounded if and only if, for every p∈P and '∈L(n)p;p the condition
|length(h('))− length(h('))|=0 holds.
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Assume that L(T ) is bounded and there are p∈P and '∈L(n)p;p such that |length(h
('))− length(h('))|¿0. Then, since all states in p are useful, there are s∈ Tˆ 〈♦ ; ♦〉
(X1) and u∈T〈♦ ; ♦〉 such that s['u]∈L(T ), hence '∈F(L(T )). Since p(')⇒∗T 'p(x1),
for every l¿0, s['lu]∈L(T ) and thus 'l∈F(L(T )). This means that L(T ) is not
bounded, which is a contradiction.
Next assume that L(T ) is not bounded. Let
Ln = {' ∈ F(L(T )) | |length(h('))− length(h('))|¿ n}
and let ' be and element of Ln with minimal length. Then certainly length(')¿n and
thus there are '1; '2; '3 ∈ (〈♦; ♦〉(1))∗ such that 0¡length('2)6n and '= '1'2'3,
moreover, there are states p; q∈P such that q('1'2'3)⇒∗T '1p('2'3)⇒∗T '1'2p('3). Then
'2 ∈L(n)p;p and '1'3 ∈F(L(T )). Now |length(h('2)) − length(h('2))|¿0. Indeed, if
|length(h('2))−length(h('2))|=0, then |length(h('1'3))−length(h('1'3))|¿n and
thus '1'3 ∈Ln, which is contradiction because length('1'3)¡length(').
Now since it is decidable if, for every p∈P and '∈L(n)p;p the condition |length(h('))
− length(h('))|=0 holds, it is also decidable if L(T ) is bounded.
(b) Now assume that L(T ) is bounded. Let
k = max{|length(h('))− length(h('))| | ' ∈ L(n)p; q; p; q ∈ Q}:
Certainly there is no k ′¡k such that L(T ) is k ′-bounded. On the other hand, we can
show that L(T ) is k-bounded.
Let us suppose that L(T ) is not k-bounded and let
Lk = {' ∈ F(L(T )) | |length(h('))− length(h('))|¿k}
and ' be an element of Lk with minimal length. Now, by the de9nition of k, length(')
¿n and thus there are '1; '2; '3 ∈ (〈♦; ♦〉(1))∗ and states p; q∈P with the same
properties as in case (a). Then |length(h('2)) − length(h('2))|=0, because L(T )
is bounded, see case (a). Moreover, |length(h('1'3)) − length(h('1'3))|¿k, hence
'1'3 ∈Lk . This is a contradiction because length('1'3)¡length(') and ' is an element
of Lk with minimal length. Hence L(T ) is k-bounded.
The following de9nition is a key to constructing the relabeling equivalent to a shape
preserving top-down quasirelabeling.
Denition 3.24. Let T=(P; 〈♦; ♦〉; q0; RT ) be a top-down tree automaton such that
L(T ) is k-bounded. The shape preserving frame of T is the top-down tree automaton
T ′=(P′; 〈; 〉; p′0; RT ′) constructed in the following way.
(a) First we construct a linear deterministic top-down tree transducer N=
(PN ; 〈♦; ♦〉; 〈; 〉; p0; RN ) as follows. Let
• PN =((1))∗; k ×{}∪ {}× ((1))∗; k ,
• p0 = [; ], (We use the brackets [ and ] to denote elements of PN .)
• RN is the smallest set of rules satisfying the following conditions.
◦ For every m with m =1, ∈(m) and ∈(m), the rule [; ](〈; 〉(x1; : : : ; xm))
→〈; 〉([; ](x1); : : : ; [; ](xm)) is in RN .
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◦ For every u∈ ((1))∗; k−1 and 0∈(1), the rule [u; ](〈0;♦〉(x1))→[u0; ](x1) is
in RN .
◦ For every 0; 0′ ∈(1), u∈ ((1))∗; k−1 and '∈(1), the rule [0′u; ](〈0; '〉(x1))
→〈0′; '〉[u0; ](x1) is in RN .
◦ For every 0∈(1), u∈ ((1))∗; k−1 and '∈(1), the rule [0u; ](〈♦; '〉(x1))
→〈0; '〉[u; ](x1) is in RN .
◦ For every v∈ ((1))∗; k−1 and '∈(1), the rule [; v](〈♦; '〉(x1))→[; v'](x1) is in
RN .
◦ For every '; '′∈(1), v∈ ((1))∗; k−1 and 0∈(1), the rule
[; '′v](〈0; '〉(x1))→〈0; '′〉[; v'](x1) is in RN .
◦ For every '′∈(1), v∈ ((1))∗; k−1 and 0∈(1), the rule [; '′v](〈0;♦〉(x1))
→〈0; '′〉[; v](x1) is in RN .
Now let L= ran(	T ◦ 	N ). Since linear top-down tree transducers preserve recogniz-
ability, [4] IV. 6.6 Corollary, L is recognizable, hence a top-down tree automaton
T ′=(P′; 〈; 〉; p′0; RT ′) can be constructed such that L= dom(	T ′).
Now we prove the following lemma which hopefully provides justi9cation for the
de9nition of the shape preserving frame.
Lemma 3.25. Let T=(P; 〈♦; ♦〉; q0; RT ) be a top-down tree automaton such that
L(T ) is k-bounded and T ′=(P′; 〈; 〉; p′0; RT ′) is the shape preserving frame of T .
Then h−1 ◦ 	T ′ ◦ h is shape preserving and h−1 ◦ 	T ′ ◦ h⊆ h−1 ◦ 	T ◦ h.
Proof. Since T ′ recognizes trees over the ranked alphabet 〈; 〉, by Observation 3.19,
the tree transformation h−1 ◦ 	T ′ ◦ h is shape preserving.
Since L(T ) is k-bounded, for every maximal '∈F(L(T )) and pre9x '′ of ', the
approximation |length(h('′)) − length(h('′))|6k holds. Now the piece of string of
length at most k with which h('′) is “ahead” of h('′) (h('′) is ahead of h('′)) is
stored in the 9rst (second) component of the states of N .
Moreover, N is able to process an input symbol 〈; 〉 ∈ 〈♦; ♦〉(m) with m =1 only
in state [; ]. Hence it should be clear that N has the following property. For every
v∈ ran(	T ), the inclusion v∈ dom(	N ) holds, if and only if, for every maximal '∈F(v),
|length(h(')) − length(h('))|=0. Moreover, if this is the case, then h(v)= h(v′)
and h(v)= h(v′), where v′= 	N (v).
Now we can show that h−1 ◦ 	T ′ ◦ h⊆ h−1 ◦ 	T ◦ h in the following way. Let (s; t)
∈ h−1 ◦ 	T ′ ◦ h. Then, there is a v∈ ran(	T ) ∩ dom(	N ) such that, for v′= 	N (v), we
have h(v′)= s and h(v′)= t. Since v∈ ran(	T )∩dom(	N ), by the above note h(v)=
h(v′) and h(v)= h(v′). Hence, also (s; t)∈ h−1 ◦ 	T ◦ h.
The following also holds.
Lemma 3.26. Let T=(P; 〈♦; ♦〉; q0; RT ) be a top-down tree automaton such that
L(T ) is k-bounded and T ′=(P′; 〈; 〉; p′0; RT ′) is the shape preserving frame of T . If
h−1 ◦ 	T ◦ h is shape preserving, then h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h.
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Proof. Let (s; t)∈ h−1 ◦ 	T ◦ h, then there is a v∈ ran(	T ) such that h(v)= s and
h(v)= t. Since s≈ t, for every maximal '∈F(v), |length(h('))− length(h('))|=0
holds. Then, by the proof of Lemma 3.25, v∈ dom(	N ) and h(v)= h(v′) and h(v)
= h(v′), where v′= 	N (v). This means (s; t)∈ h−1 ◦ 	T ′ ◦ h.
Corollary 3.27. Let T=(P; 〈♦; ♦〉; q0; RT ) be a top-down tree automaton such that
L(T ) is k-bounded and h−1 ◦ 	T ◦ h is shape preserving. Then h−1 ◦ 	T ◦ h= h−1 ◦ 	T ′
◦ h, where T ′=(P′; 〈; 〉; p′0; RT ′) is the shape preserving frame of T .
Proof. It immediately follows from Lemmas 3.25 and 3.26.
In order to state also decidability of the shape preserving property, we will need the
following result.
Lemma 3.28. Let T=(P; 〈♦; ♦〉; q0; RT ) be a top-down tree automaton such that
L(T ) is k-bounded and T ′=(P′; 〈; 〉; p′0; RT ′) the shape preserving frame of T . Then
it is decidable, if h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h holds.
Proof. We show that h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h if and only if ran(	T )⊆ dom(	N ).
Assume that h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h and let v∈ ran(	T ). Let s= h(v) and
t= h(v), then (s; t)∈ h−1 ◦ 	T ◦ h and thus (s; t)∈ h−1 ◦ 	T ′ ◦ h. Then, there is a
v′∈ ran(	T ◦ 	N ) such that s= h(v′) and t= h(v′). Since v′∈T〈;〉, by Observation
3.19, s≈ t holds, which implies that for every maximal '∈F(v), |length(h(')) −
length(h('))|=0 holds. Consequently, v∈ dom(	N ).
Now assume that ran(	T )⊆ dom(	N ) and let (s; t)∈ h−1 ◦ 	T ◦ h. Then, there is a
v∈ ran(	T ) such that s= h(v) and t= h(v). Now v∈ dom(	N ) also holds, which
implies that there is a v′∈ ran(	N ) such that 	N (v)= v′. It follows from the construction
of N that s= h(v′) and t= h(v′). Then (s; t)∈ h−1 ◦ (	T ◦ 	N ) ◦ h, cf. the proof of
Lemma 3.25. Consequently (s; t)∈ h−1 ◦ 	T ′ ◦ h.
Then the decidability of h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h follows from the fact that both
ran(	T ) and dom(	N ) are recognizable tree languages and that the inclusion problem
is decidable for recognizable tree languages (Theorem 10.3 in Chapter II. of 4).
As the last step of the preparation we state an obvious fact.
Lemma 3.29. Let T=(P; 〈; 〉; p0; RT ) be a top-down tree automaton. Then there is
a relabeling M=(P; ; ; p0; RM ) such that h−1 ◦ 	T ◦ h= 	M .
Proof. RM is constructed as follows. For each rule q(〈; 〉(x1; : : : ; xk))→〈; 〉(q1(x1);
: : : ; qk(xk)) in RT , let the rule q((x1; : : : ; xk))→(q1(x1); : : : ; qk(xk)) in RM . It should
be clear that h−1 ◦ 	T ◦ h= 	M .
Now we can state one of our main result.
Theorem 3.30. Every shape preserving top-down tree transducer is equivalent to a
relabeling tree transducer.
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Proof. It follows form Lemmas 3.7, 3.17, 3.20, 3.22, Corollary 3.27 and Lemma 3.29.
Our other main result is the following.
Theorem 3.31. It is decidable if a top-down tree transducer M=(Q;; ; q0; R) is
shape preserving or not.
Proof. We can assume without loss of generality that each rule in R is useful. We give
an algorithm that terminates with yes if M is shape preserving, otherwise it terminates
with no. The algorithm is as follows.
1. Check if M is permutation top-down quasirelabeling or not. If not, then halt with
no because, by Lemma 3.7, M is not shape preserving.
2. Compute the relation ¿ on Q (De9nition 3.13) according to Lemma 3.15. If ¿
contains a cycle, then halt with no, because, by Lemma 3.16, M is not shape
preserving.
3. Eliminate the permutation rules from M in the following way (cf. Lemma 3.17).
Take a permutation rule 2 with a maximal state in its left-hand side with respect
to ¿. Check, if the condition (∗) described in Lemma 3.17 holds. (Note that the tree
languages dom(	M;q-−1(ij ) ) and 'ij ran(	M;qij ) are recognizable, and thus are eLectively
computable.) If the condition (∗) does not hold, then halt with no, because M is not
shape preserving. Otherwise eliminate the rule 2. (Finally M becomes a top-down
quasirelabeling.)
4. Then, by Lemma 3.20, construct the top-down tree automaton T=(P; 〈♦; ♦〉;
p0; RT ) such that 	M = h−1 ◦ 	T ◦ h.
5. Check if L(T ) is bounded (Lemma 3.23). If not, then halt with no, because, by
Lemma 3.22, M is not shape preserving. If yes, then compute k such that L(T ) is
k-bounded (Lemma 3.23).
6. Construct the shape preserving frame T ′=(P′; 〈; 〉; p′0; RT ′) of T (De9nition 3.24).
7. Check, if h−1 ◦ 	T ◦ h⊆ h−1 ◦ 	T ′ ◦ h (Lemma 3.28). If not, then halt with no,
because, by Lemma 3.25, M is not shape preserving.
8. Halt with yes (by Corollary 3.27, h−1 ◦ 	T ◦ h= h−1 ◦ 	T ′ ◦ h and, by Lemma 3.29,
h−1 ◦ 	T ′ ◦ h can be induced by a relabeling).
4. Conclusions and further problems
We have shown that a top-down tree transducer is shape preserving if and only if
it is equivalent to a relabeling tree transducer.
A corollary of this fact is that the class of relabeling tree transformations can be
replaced by the class of shape preserving top-down tree transformations in several
results concerning tree transducers. In what follows we give some concrete instances
of this general observation.
First we recall the important and frequently used result from the theory of tree
transducers that linear tree transformations preserve recognizability of tree languages
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[8,2]. Now, since relabeling tree transducers are also linear, it easily follows from
Theorem 3.30 (in fact already from Lemma 3.7) that shape preserving top-down tree
transducers also preserve recognizability.
Another result is that BOT=QREL ◦HOM , which expresses that the class of bottom-
up tree transformations is the same as the composition of the classes of relabeling tree
transformations and the homomorphism tree transformations, for details see [2]. By
Theorem 3.30 the class QREL in this equation can be replaced by the class of shape
preserving top-down tree transformations.
It would be nice to give a similar characterization of shape preserving bottom-up
tree transducers [2]. We guess that the same holds, i.e., that every shape preserving
bottom-up tree transducer is equivalent to a relabeling, however we could not prove this.
Since linear and nondeleting bottom-up tree transformations are the same as linear and
nondeleting top-down tree transformations [2], it would be suTcient to show that every
shape preserving bottom-up tree transducer is equivalent to a linear and nondeleting
bottom-up tree transducer, because then Theorem 3.30 would lead us to the guessed
characterization of the shape preserving bottom-up tree transducers. Another way can
be to use the mentioned equation BOT=QREL ◦HOM . Since a relabeling is shape
preserving and its range is recognizable [2], this equation says that it is suTcient
to consider whether the restriction 	H |L of a homomorphism tree transducer H to a
recognizable tree language L is shape preserving.
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