In this article, we give a new proof of the undecidability of the periodic domino problem. Compared to previous proofs, the main difference is that this one does not start from a proof of the undecidability of the (general) domino problem but only from the existence of an aperiodic tileset.
. A Wang tile.
Wang tilings
Wang tiles are square tiles with colored edges. A representation of a Wang tile can be found in Fig. 1 .
Formally, a Wang tile is a map t from the set {N, S, E, W } to a finite set Q . In the figure, we have t(N) = d, t(E) = b, etc. A tileset τ is a finite set of Wang tiles.
A tiling c of the plane by τ associates to each point of the discrete plane Z 2 a tile of τ such that contiguous edges have the same color. If we denote by c i,j the tile at position (i, j), the condition becomes The domino problem is the following.
Problem 1 (Domino Problem
. Decide, given a tileset τ , whether there exists a tiling by τ .
This problem was proven undecidable in [5] .
A tiling c by τ is periodic if there exist p such that, for all i, j, c i,j = c i+p,j c i,j = c i,j+p .
In this article we are interested in the following problem.
Problem 2 (Periodic Domino Problem).
Decide, given a tileset τ , whether there exists a periodic tiling by τ .
A tileset is aperiodic if there exists tilings by τ , but no periodic tilings. Aperiodic tilesets exist [5, 18, 2, 13, 7] , so in fact the periodic domino problem is a different problem from the domino problem. In fact, the main difficulty for the resolution of these problems is the existence of aperiodic tilesets. Were aperiodic tilesets not to exist, the two problems would be decidable [20] .
To simplify the construction, we will mostly deal with horizontally periodic tilings. A tiling c is horizontally periodic if there exists p such that, for all i, j,
The following lemma is folklore. The purpose of this article is to give an easy proof of the following theorem.
Theorem 4. The periodic domino problem is undecidable.
Our proof is as follows. Starting from any aperiodic tileset τ (for example the Ammann tileset [2] ) and a Turing machine M, we will build a tileset τ M such that τ M admits a periodic tiling if and only if M halts on the empty input. What is important to note is that our construction does not work at all if τ is not aperiodic; our construction does not build any new aperiodic tileset, but needs to start from one.
The construction
In this section, we give our new proof of the theorem. We first briefly discuss the key steps of the proof.
We start from any aperiodic tileset τ . The first part of the proof (Sections 2.1 and 2.2) builds a tileset τ 2 starting from τ . This tileset τ 2 will be the (disjoint) union of three different tilesets of respectively white, black and gray tiles. The goal is to have every periodic tiling by τ 2 looking like a grid (see Fig. 2 ) delimited by black tiles vertically and gray tiles horizontally.
The second step is then to encode a Turing computation inside each square of the grid, starting for example from each lower left corner.
The second step is straightforward. The first step presents a slight difficulty. τ 2 produces arbitrary large all-white squares, and thus by compactness produces an all-white tiling. Were this tiling periodic, this would give us a periodic tiling without a grid. For the proof to work, the region inside a grid has to follow an aperiodic behavior. This is where we use our aperiodic tileset τ : the grids in periodic tilings by τ 2 will actually be grids filled with squares of tilings by τ . 
The black and white coloring
We start from the aperiodic tileset τ and consider all tiles from this tileset to be white. We then introduce black tiles, depicted in Fig. 3 , which are tiles where N and S are black, and E and W are of any color that can appear horizontally (i.e., as E or W ) in a white tile. Our new tileset is then τ 1 = τ ∪ τ N , where τ N represents the new black tiles. Now consider a (horizontally) periodic tiling by τ 1 . As τ is an aperiodic tileset, this tiling must use tiles of τ N . A tile of τ (resp., τ N ) must be surrounded vertically by tiles of τ (resp., τ N ). As a consequence, any horizontally periodic tiling by τ 1 of period p consists of vertical columns of either white or black tiles, and must contain at least one black column, as depicted in Fig. 4 . Conversely, for every n ≥ 1 there exists a tiling by τ 1 of horizontal period n containing n − 1 white columns and one black column. Just take n − 1 columns from any tiling by τ and add correctly a black column. Note that this tiling is typically not periodic, only horizontally periodic.
The horizontal marker
We now change the tileset τ 1 into a tileset τ 2 such that the following hold.
• Every periodic tiling by τ 2 consists of ''squares''.
• For every n ≥ 3 there exists a periodic tiling by τ 2 where all squares are of size (at least) n.
We will see in the description of the tilings what we mean exactly by a square.
Consider the white space between two black lines. Represent the white as void and the black as walls. Suppose that there is a ''particle'' in the void that goes from left to right and that teleports to the left every time it crosses the right wall, as depicted in Fig. 5 .
Here is how we implement such a thing using Wang tiles. A particle will be represented by a 1 and voids by 0s. Hence each line must be in 0 ⋆ 10 ⋆ .
Now, consider the transducer in Fig. 6 that takes every line to the following line. 1 We represent the transducer with Wang tiles: for each transition from q to q ′ reading a and outputting b, we create the tile where N, S, W , E is respectively b, a, q, q ′ ; see Fig. 7 .
We obtain in this way the tileset τ A of Fig. 8 . To represent initial and final states, we add for each initial state q and final state q ′ a tile where E, W is respectively q, q ′ , to obtain the tileset τ B in Fig. 9 . We now add to our initial tileset τ 1 a new layer in the following way.
• Superimpose on each white tile of τ 1 one of the tiles τ A . If the tile from τ A is one of the three last ones, we will say that the tile is gray.
• Superimpose on each black tile of τ 1 one of the tiles of τ B . Now a typical tiling between two black lines will look on the second layer as squares delimited by black and gray lines, as depicted in Fig. 10 . As a consequence, the following hold. • For every n ≥ 3, there exists a periodic tiling where the distance between two black lines is exactly n, hence a tiling consisting entirely of (n − 1) × (n − 1) squares.
Note that periodic tilings of τ 2 are not exactly grids. Indeed, we can obtain a tiling where each column between two black lines contain squares, but the squares might be of different size or of different origin, as in Fig. 11 . To obtain grids, superimpose each black tile of τ 1 only with the first two tiles of τ B indicated above rather than the four tiles. This part is not strictly necessary to obtain our result.
Encoding computation
Now that the tileset τ 2 is defined, it will be easy to prove the undecidability of the periodic domino problem. Let M be a Turing machine over an alphabet Σ with a set of states Q . Let Q 0 = Q ∪ {0}.
We will see a configuration of M of size n as a word w over Σ × Q 0 ; that is, w i = (u i , q i ), where u i is the symbol in position i of the tape, q i denotes the state of the Turing machine if the head is in position i, and q i = 0 otherwise.
As in the previous section, we will use transducers to represent the evolution of the Turing machine. The formal description of the transducer is given in Fig. 12 .
It should be clear now that the transducer we obtain this way takes any configuration of a Turing machine to its successor configuration (except of course if the head of the Turing machine is to the far left/right of the word and the machine has to go left/right).
We now use exactly the same technique as in the previous section to build our tileset τ M on the black and white tiles. It remains to show how we code the initial/final configuration. This will be done with the gray tiles, using the 5|Σ | tiles given in Fig. 13 , that we superimpose with the gray tiles of τ A . The following property is easy to verify: any tiling of a (finite) row starting from a 1 and finishing with a 3 has a word of (B, q 0 )(B, 0) ⋆ as its north side, and a word containing q F in its south side.
To finish the construction of τ M , superimpose with the gray sides of τ B (the ''corner'' tiles) a 1 on the left, and a 3 on the right. Now we prove that the construction works.
• Consider a (horizontally) periodic tiling by τ M . This tiling consists of squares, bordered by black columns and gray lines.
Now we examine any square. This square codes an execution of the Turing machine M. The north side of the lower gray • Conversely, suppose that M halts on the empty input in n ≥ 2 steps. Then we can easily build a tiling by τ M which is horizontally periodic of period n + 1.
As a consequence, τ M admits a (horizontally) periodic tiling (hence a periodic tiling) if and only if M halts on the empty input. This ends the proof.
Some remarks
We conclude this article with some remarks about the proof.
• Sections 2.2 and 2.3 is actually a result about (letter-to-letter, deterministic) transducers: there is no algorithm to decide given a (letter-to-letter) transducer f whether there exists a word x such that f i (x) is defined for all i or equivalently (by compactness) whether there exists a sequence of words (x i ) i∈Z of the same length such that f (x i ) = x i+1 for all i ∈ Z.
• Note that the tileset τ M we obtain at the end always tiles the plane: the second and third steps both contain one tile that tiles the plane periodically (for example, take the sixth tile of τ A , and the last tile of Fig. 13 ). As a consequence, if the tiling does not contain any black tile in the first layer, there is no way to control what happens in the second and third steps, and a trivial tiling can appear. The trick is that periodicity forces black tiles to appear, and hence the second and third layer to behave correctly.
• By a similar argument, note that, if our original tileset τ tiles the plane periodically, there will always be a periodic tiling, and the construction fails dramatically. Hence the need for aperiodic tilesets.
• Our result can be formulated as follows. The two following statements are equivalent: (i) there exists an aperiodic tileset, and (ii) the periodic domino problem is undecidable. (i) → (ii) follows from the proof; (ii) → (i) follows from compactness (see e.g. [20] ). It is important to note that what we have done here is not a proof of (ii) but rather a proof of (i) → (ii), as illustrated by the two previous remarks. We may ask how this result generalizes. Suppose we are trying to tile other objects (such as a hyperbolic plane or a finitely generated group); is the undecidability of the periodic domino problem equivalent to the existence of an aperiodic tileset?
The situation is quite different for the domino problem. Let (ii ′ ): the domino problem is undecidable. Then again, (ii ′ ) → (i) follows directly from compactness. We do not know however of any direct proof of (i) → (ii ′ ): all known proofs of (ii ′ ) start indeed by constructing an ad hoc aperiodic tileset. Formally speaking, this means we do not know a proof of (i) → (ii') without first proving (i). In particular, we do not know how to encode computation in specific tilesets like for example the Ammann tileset [2] .
• We can use our proof together with the undecidability 2 of the domino problem [5] to prove the following result [9] . The main idea is as follows. By co-r.e.-completeness of the domino problem, there is an algorithm that, given a Turing machine N, produces a tileset τ ′ N such that the following hold.
-If N does not halt on the empty input, there is a tiling by τ ′ N .
-If N halts, there is no tiling by τ ′ N .
We can change τ ′ N so that, if N does not halt, τ ′ N is an aperiodic tileset: to do this, add an aperiodic layer to τ ′ N . Now use this tileset τ ′ N as the basis tileset τ of the construction of the previous section. This is only the main idea, and we leave all details to the reader.
• Our result is slightly weaker than the previous ones in the following sense. All other proofs build a tileset τ M such that, if M halts on the empty input, τ M produces only one tiling (up to translation), which is periodic. As stated above, in our case τ M always produces nonperiodic tilings, and hence a weaker result. For all common uses (e.g., the conservative reduction for ∀∃∀ [6] , which relies on the previous theorem) our result is sufficient.
• Our result is stronger in the following sense. The least (horizontal) period of a periodic tiling by τ M is exactly the number of steps n of M before it halts. For other proofs, the period is typically O(n 2 ) or O(2 n ). This tighter bound is not coincidental.
In fact, a refinement of our techniques can be used to give an answer to the following problem [12] : characterize which sets of positive numbers are periods of tilesets.
