This paper introduces a mechanism for testing multivariable models on which model-based controllers are designed. Although external excitation is not necessary, the data collection includes a stage where the controller is switched to open-loop operation (manual mode). The main idea is to measure a certain "distance" between closed-loop and open-loop signals, and then trigger a flag if this "distance" is larger than a threshold level. Moreover, a provision is made for accommodating model uncertainty. Since no hard bounds are assumed with respect to the noise amplitude, the model invalidation mechanism works on a probabilistic framework.
Introduction
This paper focuses on performance monitoring of multivariable controllers in process industries. Such "advanced controllers" typically use model-based predictive control algorithms implemented as proprietary software. Most of the commercially available controllers allow a user to access process data and models, but not the details of the controller design. Hence, a practical performance monitoring method ought not to rely on detailed knowledge of the controller.
Model-based predictive controllers are typically implemented as supervisory control loops. This means the individual process variables are kept at a setpoint using lower-level SISO PID control loops. The supervisory multivariable control optimizes the closed-loop behaviour of the overall plant and is usually installed on processes with the most significant economic implications on the bottom line.
If the plant suffers an upset that causes a suboptimal operation, it is important to know whether the problem is due to a change in the process disturbances or an error in the process model used by the controller. A typical operator reaction to a significant offset is to put some supervisory control loops in manual mode (off the cascade control), wait and see if the process variables settle down. The problems related to a bad model could be fixed by re-identifying the entire multivariable model and re-tuning the controller. However, this is a very expensive procedure and it should not be undertaken unless there is certainty regarding the modelling problem. Our goal is to provide a signal processing mechanism that deals with the scenario described above and reveals if the model embedded in the controller is no longer valid. Moreover, the mechanism shall indicate which part of the multivariable model is wrong, so that only that part of the model needs to be reidentified. The worst-case scenario is assumed: the only signals available from the system are collected after the problem is detected and no measurable external excitation occurs during data collection, that is, the only excitation driving the loop comes from the process disturbance.
It is important to emphasize that no mechanism can ever validate a model, instead we can only attempt to invalidate this model [14] . In this sense, the term "unfalsification" is a better alternative to the term "validation". In control literature "unfalsification" usually describes a technique for building uncertainty models [7] . Therefore this paper uses the term "invalidation" that is more in line with the notion of model validation in system identification [10] .
Perhaps the strongest candidate technique available to approach the above stated problem is to apply statistical process control or a multivariate statistical projection method like Partial Least Squares [11] . Such statistical techniques work directly with the process data instead of building a dynamic multivariable model and have been successfully applied to monitoring and fault diagnosis of industrial processes [18] . However, because a dynamic model provides better description of the plant behaviour than those statistical models, we believe it provides a superior level of loop monitoring.
Nearly all of the known techniques that attempt to (in)validate an existing model of the process work with open loop data, e.g. [17, 14, 9] . One of the few exceptions is the work of Livstone et al. [8] , where it is shown that invalidating closed-loop performance accomplishes model invalidation. The need for external excitation is an issue that renders all these available techniques inappropriate for the problem posed above.
From the perspective of invalidating the closed-loop performance, it is worth mentioning the techniques of performance monitoring, which do not require external excitation. These are mechanisms dedicated to analyzing the loop performance with respect to a specific criterion like minimum variance or linear quadratic control [1] , or to a specific problem like valve stiction [5] or sluggish control [4] . In our problem, the loop performance is not described by a single numerical index.
The mechanism introduced in this paper compares two sets of data (time series) associated with each output of the plant: the model prediction error ( §¨ § ), collected during normal
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operation, and the open-loop output, collected when the controller is put in manual. Section 2 shows that if the process model is correct, then those two time series have the same statistical behaviour. Thus, we need a tool that quantifies the "distance" between the behaviours of two independent time series. Section 3 develops such a tool in a probabilistic framework. Given that in real-life modelling errors are always present, Section 4 extends the mechanism for comparison of time series to accommodate for model uncertainties, or more accurately, uncertainties in the closed-loop response. A simulation example study is presented in Section 5, where the "actual plant" is modified to test the behaviour of the invalidation mechanism.
Model Output Error
The process dynamics are given by , respectively.
The control action is also restricted to minimal excitation, that is, the reference signal is kept at a constant value (taken as zero without loss of generality) at all times. This leads to the following structure for the control action:
where ( £ is an unknown operator designed from a known model of the process:
From (1) and (3) we define the model output error as . This fact is essential to our mechanism, as we compare two time series for each process output: the model output error,
The need for collecting open-loop data implies that the plants are open-loop stable. This is a minor issue since for unstable processes the common industrial practice is to form an inner loop with a stabilizing feedback controller.
It is imperative that the noise dynamics, © £
, be time invariant, at least for the duration of the experiment. The invalidation test thus becomes a trial of the assumption that, for each process output . Therefore negative results can be interpreted in different ways, like assigning a probability of model invalidation or computing an approximate percentage of mismatch between designed and actual loop response.
The most intuitive interpretation of the test results would be to compute, for each output, a probability stating the confidence that this part of the model should be invalidated, under the current experiment's conditions. Our approach, on the other hand, is to interpret negative results as a consequence of expected uncertainties in the model. This comes from our knowledge that models are simplified descriptions of the real plants; we can almost always guarantee that the time series . Therefore the test presented in the next section is increasingly more robust to uncertainties in ¡ £ as these uncertainties are less relevant for control purposes. This is desirable as mismatches between plant and model are only relevant for design purposes. Since we are analyzing the loop characteristics, we are only concerned with the mismatch between 
Comparison of Two Time Series
The problem statement addressed in this section is: Given two independent time series, U B ! and U V !
, test the assumption that they are realizations of the same stationary process. This problem has had several solutions proposed in the literature, in both the time domain [16, 13, 15] and the frequency domain [2, 3] . Another distinction between these solutions is whether they are parametric [16] or nonparametric [13, 3, 15] . Analyses of these methods consistently conclude that the parametric ones are more powerful, in the sense of being able to detect smaller differences in the time series [2, 3] . On the other hand, the nonparametric methods are simpler as they do not require an auxiliary parametric model of the series.
Here we choose a frequency-domain method, proposed by Coates & Diggle [2] , because of its immediate connection with the frequency-domain characterization of loop uncertainty. The method of Coates & Diggle is modified in our work so as to improve its power. Instead of deriving the probability distribution of the periodogram ordinates, we start by smoothing the periodogram and then derive the corresponding distributions.
Smoothed Periodogram
For a time series Prior to smoothing the periodogram it is important to reduce large differences in amplitude at the various frequencies. That is, one of the time series is whitened, then the same whitening filter, £
, is used on the other time series. The whitening is performed by fitting an auto-regressive model of low order to the time series, which is then filtered through the inverse of this model (a moving average filter). The order of the auto-regressive model is increased until the filtered time series passes a whiteness test. 
Notice that the order in which the time series are taken is relevant. The convention adopted in (7) and (8) Loosely speaking, the former situation is associated with reduction of the stability margin, while the latter is associated with reduction of performance. In all cases it is left for the user to decide whether these effects are of relevance, given the frequencies where they occur. 
The Threshold Level
where R e is the Gamma function. This last expression, (13), refers to the probability that , at a particular frequency involves the computation of a large quantity of nested integrals, which is an extremely time-consuming task. In a fraction of that time it is possible to compute a reasonably accurate approximation of via Monte Carlo simulations. Table 1 . This test has a probability ¡ of committing a Type I error (false alarm). Since this type of error should be avoided at all costs, ¡ is typically a small value, e.g.
P §
. Hence any violations of the threshold are attributed to model uncertainty and/or model mismatch.
Model Uncertainty
Consider the function & f shown in Figure 1 . The threshold level (dotted lines) is violated in both directions at frequencies assumed relevant for control purposes. Therefore it is helpful to characterize these violations in terms of closed-loop mismatch between actual and designed behaviour. The measure of threshold violation is computed frequency-by-frequency as 
where "w.p." stands for "with probability". The last step in (17) comes from (15) and the fact that the distribution of 
That is, with a probability of at least
we can conclude that the multiplicative discrepancy between . Similar result is straightforwardly obtained when
w.p. decreases the stability margin at that particular frequency and a move in the opposite direction tends to decrease the closed-loop performance. Hence we conclude, with a probability of at least , therefore at that frequency the actual distance is at least It is left for the user to decide whether the closed-loop mismatch is within expectations given the (always present) uncertainty in the model. If one decides a priori the maximum acceptable mismatch in the closed-loop response, at each frequency, then the model invalidation test has all information needed to diagnose the loop and raise a flag whenever the maximum allowable mismatch is violated.
Simulation Example
As an example we perform a simulation analysis on the following Initially we intend to investigate the probability of having the model invalidated by the testing mechanism, so we perform P experiments applying the test as described in Section 3 with Since we take the current model as acceptable, a region of model uncertainty is specified for this test: the maximum acceptable value for , at all frequencies. Under this condition another P experiments were performed. As expected, the occurrences of model invalidations dropped significantly: six at model output 1 and one at model output 2.
In order to test the efficacy of the model invalidation mechanism, we simulate an abrupt change in . This change has no observable influence on the variance of the plant outputs but increases the variance of the control actions 1 and 2 by approximately . This last quantity might seem surprisingly high but one has to bear in mind that by keeping one of the control actions constant, the other control action becomes more aggressive. Another analysis shows that in all 
Conclusion
This article describes a novel approach to testing multivariable models employed in control systems design. The term "model invalidation" is used here to characterize simple tests, with little excitation, that put the plant model on trial. This is in sharp contrast to "model validation" tests, which apply high excitation in order to "prove" that the model is good. Our testing mechanism is well suited to the type of data readily available from industrial sites, especially when model-based predictive controllers are employed.
The test is based on the comparison of pairs of time series: one collected during normal operation and the other one collected under open-loop operation. This comparison provides means for assessing which model outputs are incorrect, but it remains to be identified which model inputs are problematic. A solution is provided in Section 5, where it is suggested that subsets of the controller outputs be inactive in order to test only parts of the model. Although it does not guarantee closed-loop stability [12] , nearly all commercially available model-predictive controllers are prepared to cope with this procedure.
The simulation results are very encouraging. Several aspects of the mechanism have been improved as the idea matures and industrial tests are being planned. Ultimately, the goal is to have an automated tool for monitoring model-based controllers.
