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Abstract
Recently, reinforcement learning models have achieved great
success, mastering complex tasks such as Go and other games
with higher scores than human players. Many of these mod-
els store considerable data on the tasks and achieve high per-
formance by extracting visual and time-series features using
convolutional neural networks (CNNs) and recurrent neural
networks, respectively. However, these networks have very
high computational costs because they need to be trained
by repeatedly using the stored data. In this study, we pro-
pose a novel practical approach called reinforcement learning
with convolutional reservoir computing (RCRC) model. The
RCRC model uses a fixed random-weight CNN and a reser-
voir computing model to extract visual and time-series fea-
tures. Using these extracted features, it decides actions with
an evolution strategy method. Thereby, the RCRC model has
several desirable features: (1) there is no need to train the fea-
ture extractor, (2) there is no need to store training data, (3) it
can take a wide range of actions, and (4) there is only a single
task-dependent weight parameter to be trained. Furthermore,
we show the RCRC model can solve multiple reinforcement
learning tasks with a completely identical feature extractor.
Introduction
Recently, reinforcement learning (RL) models have
achieved great success, mastering complex tasks such as
Go (Silver et al. 2016) and other games (Mnih et al. 2013;
Horgan et al. 2018; Kapturowski et al. 2019) with higher
scores than human players. Many of these models use con-
volutional neural networks (CNNs) to extract visual features
directly from the environment state images (Arulkumaran
et al. 2017). Some models use recurrent neural networks
(RNNs) to extract time-series features and achieved higher
scores (Hausknecht and Stone 2015).
However, these deep neural networks (DNNs) based mod-
els are often very computationally expensive in that they
train networks weights by repeatedly using a large volume of
past playing data and task-rewards. Certain techniques can
alleviate these costs, such as the distributed approach (Mnih
et al. 2016; Horgan et al. 2018) which efficiently uses multi-
ple agents, and the prioritized experienced replay (Schaul et
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al. 2015) which selects samples that facilitate training. How-
ever, the cost of a series of computations, from data collec-
tion to action determination, remains high.
The world model (Ha and Schmidhuber 2018) can also re-
duce computational costs by completely separating the train-
ing processes between the feature extraction model and the
action decision model. The world model trains the feature
extraction model in a rewards-independent manner by using
variational auto-encoder (VAE) (Kingma and Welling 2013;
Jimenez Rezende, Mohamed, and Wierstra 2014) and mix-
ture density network combined with an RNN (MDN-RNN)
(Graves 2013). After extracting the environment state fea-
tures, it uses an evolution strategy method called the co-
variance matrix adaptation evolution strategy (CMA-ES)
(Hansen and Ostermeier 2001; Hansen 2016) to train the ac-
tion decision model. The world model can achieve outstand-
ing scores in famous RL tasks. The separation of these two
models results in the stabilization of feature extraction and
reduction of parameters to be trained based on task-rewards.
From the success of the world model, it is implied that in
the RL feature extraction process, it is important to extract
the features that express the environment state sufficiently
rather than features trained to get higher rewards. Adopting
this idea, we propose a new method called “reinforcement
learning with convolutional reservoir computing (RCRC)”.
The RCRC model is inspired by the reservoir computing.
Reservoir computing (Lukosˇevicˇius and Jaeger 2009) is
a kind of RNNs, and the model weights are set to random.
One of the reservoir computing models, the echo state net-
work (ESN) (Jaeger 2001; Jaeger and Haas 2004) is used to
solve time-series tasks such as future value prediction. For
this, the ESN extracts features for the input signal based on
the dot product of the input signal and fixed random-weight
matrices generated without training. Surprisingly, features
obtained in this manner are expressive enough to understand
the input, and complex tasks such as chaotic time-series pre-
diction can be solved by using them as the input for a linear
model. In addition, the ESN has solved various tasks in mul-
tiple fields such as time-series classification (Tanisaro and
Heidemann 2016; Ma et al. 2016) and Q-learning-based RL
(Szita, Gyenes, and Lo˝rincz 2006). Similarly, in image clas-
sification, the model that uses features extracted by the CNN
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with fixed random-weights as the ESN input achieves high
accuracy classification with a smaller number of parameters
(Tong and Tanaka 2018).
Based on the success of the fixed random-weight mod-
els, the RCRC model extracts the visual features of the envi-
ronment state using fixed random-weight CNN, and, using
these features as the ESN input, extracts time-series features
of the environment state transitions. After extracting the en-
vironment state features, we use CMA-ES (Hansen and Os-
termeier 2001; Hansen 2016) to train a linear transformation
from the extracted features to the actions, as in the world
model. This model architecture results in the omission of
the training process of feature extractor and reduced com-
putational costs; there is also no need to store past play-
ing data. Furthermore, we show that the RCRC model can
solved multiple RL tasks with the completely identical struc-
ture and weights feature extractor.
Our contributions in this study are as follows:
• We developed a novel and widely applicable approach to
extract visual and time-series features of an RL environ-
ment state using fixed random-weights networks feature
extractor with no training.
• We developed the RCRC model that doesn’t need to store
data and to train feature extractor.
• We showed that the RCRC model can solve different tasks
with training only a single task-dependent weight matrix
and using the completely identical feature extractor.
Related Work
Reservoir Computing
Reservoir computing is one of the RNNs and it extracts fea-
tures of the input without training for the feature extrac-
tion process. In this study, we focus on a reservoir comput-
ing model, ESN (Jaeger 2001; Jaeger and Haas 2004). The
ESN was initially proposed to solve time-series tasks (Jaeger
2001) and is regarded as an RNN model (Lukosˇevicˇius and
Jaeger 2009; Lukosˇevicˇius 2012).
Let the N -length, Du-dimensional input signal be u =
{u(1), u(2), ..., u(t), ..., u(N)} ∈ RN×Du and the signal
that added one bias term to input signal be U = [u; 1] =
{U(1), U(2), ..., U(T ), ..., U(N)} ∈ RN×(Du+1). Let [;]
be a vector concatenation. The ESN gets features called the
reservoir state X = {X(1), ..., X(t), ..., X(N)} ∈ RN×Dx
as follows:
X˜(t+ 1) = f(W inU(t) +WX(t))) (1)
X(t+ 1) = (1− α)X(t) + αX˜(t+ 1) (2)
where the matrices W in ∈ R(Du+1)×Dx and W ∈ RDx×Dx
are sampled from a probability distribution such as a Gaus-
sian distribution, and f is the activation function which is
applied element-wise. As the activation function, linear
and tanh functions are generally used; it is also known
that changing the activation function according to the task
improves accuracy (Inubushi and Yoshimura 2017; Chang,
Nakaoka, and Ando 2019). The leakage rate α ∈ [0, 1] is
a hyperparameter that tunes the weight between the current
Figure 1: Reservoir Computing overview for the time-series
prediction task.
and the previous values, and W has two major hyperparam-
eters called sparsity and spectral radius. The sparsity is the
ratio of 0 elements in matrix W and the spectral radius is a
memory capacity parameter which is calculated by the max-
imal absolute eigenvalue of W .
Finally, the ESN estimates the target signal y =
{y(1), y(2), ..., y(t), ..., y(N)} ∈ RN×Dy as
y(t) =W out[X(t);U(t); 1]. (3)
The weight matrix W out ∈ RDy×(Dx+Du+1) is estimated
by a linear model such as ridge regression. An overview of
reservoir computing is shown in Figure1.
The unique feature of the ESN is that the two matri-
ces W in and W are randomly generated from a probabil-
ity distribution and fixed. Therefore, the training process in
the ESN consists only of a linear model to estimate W out,
hence the ESN has very low computational cost. In addi-
tion, the reservoir state reflects complex dynamics despite
being obtained by random matrix transformation, and it is
possible to use it to predict complex time-series by a simple
linear transformation (Jaeger 2001; Verstraeten et al. 2007;
Goudarzi et al. 2014). Because of the low computational cost
and high expressiveness of the extracted features, the ESN
is also used to solve other tasks such as time-series clas-
sification (Tanisaro and Heidemann 2016; Ma et al. 2016),
Q-learning-based RL (Szita, Gyenes, and Lo˝rincz 2006) and
image classification (Tong and Tanaka 2018).
World Models
The world model (Ha and Schmidhuber 2018) is one of the
RL models that separates the training of the feature extrac-
tion model and the action decision model to train the model
more efficiently. It uses VAE (Kingma and Welling 2013;
Jimenez Rezende, Mohamed, and Wierstra 2014) and MDN-
RNN (Graves 2013) as feature extractors. They are trained in
a reward-independent manner with randomly played 10000
episodes data. As a result, in the feature extraction pro-
cess, the reward-based parameters are omitted, and there
remains a single weight parameter to be trained that de-
cides the action. The weight is trained by CMA-ES (Hansen
and Ostermeier 2001; Hansen 2016). Although the feature
extraction model is trained in a reward-dependent manner,
the world model achieves outstanding scores in an RL task
CarRacing-v0 (Klimov 2016). Furthermore, the world
model can be trained to predict the next environment state,
thus it can generate the environment by itself. By train-
ing the action decision model in this self-play environment,
the world model solved an RL task DoomTakeCover-v0
(Kempka et al. 2016; Paquette 2016).
CMA-ES is one of the evolution strategy methods
used to optimize some parameters using a multi-candidate
search generated from a multivariate normal distribution
N (m,σ2C). The parameters m, σ, and C are updated with
a formula called the evolution path. The evolution paths are
updated according to the previous evolution paths and the
evaluation scores of each candidate. As CMA-ES updates
parameters using only the evaluation scores calculated by
actual playing, it can be used regardless of whether the ac-
tions of the environment are continuous or discrete values
(Hansen and Ostermeier 2001; Hansen 2016). Furthermore,
the training can be faster because it can be parallelized by
the number of solution candidates.
The world model reduces the computational cost and ac-
celerates the training process by separating training pro-
cesses of models and applying CMA-ES. However, in the
world model, it is necessary to independently optimize VAE,
MDN-RNN, and CMA-ES each other. Furthermore, in opti-
mizing the feature extractor models, they need to save con-
siderable data and be trained by repeatedly using those data.
Proposal Model
Basic Concept
The world model (Ha and Schmidhuber 2018) extracts
visual features and time-series features of environment
states by using VAE (Kingma and Welling 2013; Jimenez
Rezende, Mohamed, and Wierstra 2014) and MDN-RNN
(Graves 2013) without using task-rewards. The model
achieves outstanding scores through the linear transforma-
tion of these features. This implies that in RL tasks, it
requires features that sufficiently express the environment
state, rather than features trained to get higher rewards.
We thus focus on extracting features that sufficiently ex-
press environment states by fixed random-weights networks.
Using fixed random-weights networks as feature extractor
has some advantages, such as no need for both training fea-
ture extractor and storing data, while being able to suffi-
ciently extract features. For example, a simple CNN with
fixed random-weights can extract visual features and achieve
high accuracy in image classification (Tong and Tanaka
2018). Although the MDN-RNN weights are fixed in the
world model, it can achieve high performance (Tallec, Blier,
and Kalainathan 2018). In the ESN, the model can predict
complex time-series using features extracted by random ma-
trices transformations (Jaeger 2001; Verstraeten et al. 2007;
Goudarzi et al. 2014). Therefore, it can be considered that
CNNs can extract visual features and ESN can extract time-
series features, even if their weights are random and fixed.
From this hypothesis, we propose the RCRC model, which
includes both fixed random-weight CNN and ESN.
Proposal Model Overview
The RCRC model is composed of three layers: the untrained
CNN layer, the reservoir computing layer and the controller
layer. In the first layer, it extracts visual features by using a
fixed random-weight CNN. In the second layer, it uses tran-
sitions of the visual features extracted in the first layer as
input to the ESN to extract the time-series features. In the
two layers above that collectively called the convolutional
reservoir computing layer, visual and time-series features
are extracted with no training. In the final layer, a single
weight matrix of a linear transformation from the outputs
of the convolutional reservoir computing layer to the actions
is trained. A model overview is shown in Figure 2.
In the previous study, there is a similar world model-based
approach (Risi and Stanley 2019) that uses fixed random-
weights in VAE and a LSTM (Hochreiter and Schmidhu-
ber 1997). However, this approach is ineffective in solving
CarRacing-v0 (Klimov 2016). In the training process,
the best average score over 20 randomly created tracks of
each generation was less than 200. However, as mentioned
further on, we achieved an average score above 900 over
100 randomly created tracks in CarRacing-v0 by taking
the reservoir computing knowledge in the RCRC model. We
also solved DoomTakeCover-v0 (Kempka et al. 2016;
Paquette 2016) by using the convolutional reservoir comput-
ing layer whose structure and weights are completely iden-
tical in CarRacing-v0.
The characteristics of the RCRC model are as follows:
• The computational cost of the RCRC model is very low
because visual and time-series features of environment
states are extracted using a convolutional reservoir com-
puting layer whose weights are fixed and random.
• In the RCRC model, only a single weight matrix in the
controller layer needs to be trained because the feature
extraction model (the convolutional reservoir computing
layer) and the action training model (the controller layer)
are separated.
• The RCRC model can take a wide range of actions regard-
less of continuous or discrete, because the model training
process is based on the scores measured by actual playing.
• Past data storage is not required, as neither the con-
volutional reservoir computing layer nor the controller
layer needs to be trained by the past data as in back-
propagation.
• The convolutional reservoir computing layer can be ap-
plied to other tasks without further training for feature
extractor because the layer’s weights are fixed with task-
independent random weights.
Convolutional Reservoir Computing layer
In the convolutional reservoir computing layer, the visual
and time-series features of the environment state images
are extracted by a fixed random-weight CNN and an ESN-
based method which has fixed random-weights, respectively.
A study using each image’s features that are extracted by
the fixed random-weight CNN as input to the ESN has been
previously conducted, and has shown its ability to classify
MNIST dataset (LeCun 1998) with high accuracy (Tong and
Tanaka 2018). Based on this, we developed a novel and prac-
tical approach to solve various RL tasks. By taking advan-
Figure 2: RCRC overview to decide the action for CarRacing-v0: the feature extraction layer are called the convolutional
reservoir computing layer, and the weights are sampled from Gaussian distributions and then fixed. For DoomTakeCover-v0
we use the completely identical convolutional reservoir computing layer in CarRacing-v0. In both tasks, we train only a
single weight in the controller layer to take task-dependent actions.
tage of the RL characteristic that the current environment
state and the action determine the next environment state,
the RCRC model updates the reservoir state with current and
previous environment state features. This updating process
enables the reservoir state to have time-series features.
More precisely, consider the Dconv-dimensional visual
features extracted by the fixed random-weight CNN for t-
th environment state image Xconv(t) ∈ RDconv and the Desn-
dimensional reservoir state Xesn(t) ∈ RDesn . The reservoir
state Xesn is time-series features and updated as follows:
X˜esn(t+ 1) = f(W
inXconv(t) +WXesn(t))) (4)
Xesn(t+ 1) = (1− α)Xesn(t) + αX˜esn(t+ 1). (5)
This updating process has no training necessity, and is very
fast, becauseW in andW are random matrices sampled from
the probability distribution and fixed.
Controller layer
The controller layer decides actions by using the output of
the convolutional reservoir computing layer,Xconv andXesn.
Let t-th environment state input vector which added one bias
term be S(t) = [Xconv(t);Xesn(t); 1] ∈ RDconv+Desn+1. We
suppose that the feature S(t) has sufficient expressive infor-
mation about the environment states and it can take action
by a linear combination of S(t). Therefore, we obtain action
A(t) ∈ RNact as follows:
A˜(t) = W outS(t) (6)
A(t) = g(A˜(t)) (7)
where W out ∈ R(Dconv+Desn+1)×Nact is the weight matrix and
the scalar Nact is the number of actions in the task; g is the
function which adjusts A˜(t) into feasible action space range.
Because the weights of the convolutional reservoir com-
puting layer are fixed, only the weight parameter W out
requires training. We optimize W out by using CMA-ES,
as in the world model. Therefore, it is possible to paral-
lelize the training process and handle both discrete and con-
tinuous values as actions (Hansen and Ostermeier 2001;
Hansen 2016). The process of optimizing W out by CMA-ES
are followings:
1. Generate each solution candidateW outi (i = 1, ..., n) from
a multivariate normal distribution N (m,σ2C).
2. Create n environments and workers. Each worker workeri
(i = 1, ..., n) implements the RCRC model and W outi is
set to the controller layer.
3. In each environment, each workeri plays m episodes and
in each episode, workeri receives a score Gi,j (j =
1, ...,m) .
4. Update evolution paths with the score of eachW outi which
is calculated by Gi = 1/m
∑m
j=1Gi,j .
5. Update m, σ, C by using evolution paths.
6. Repeat 1 to 5 until the convergence condition is satisfied
or the specified number of repetitions are completed.
In this process, n means the number of solution candidates
W out generated at each step. Each worker extracts features,
takes the action in each independent environment, and ob-
tains scores.
Experiments
Experiments Environments
We evaluate the RCRC model in two famous RL tasks:
CarRacing-v0 (Klimov 2016) in OpenAI Gym (Brock-
(a) CarRacing-v0 (b) DoomTakeCover-v0
Figure 3: Example environment state images and actions in
each environment.
man et al. 2016) and DoomTakeCover-v0 (Kempka et
al. 2016; Paquette 2016) in ViZDoom (Wydmuch, Kempka,
and Jas´kowski 2018). CarRacing-v0 is a continuous ac-
tion task and DoomTakeCover-v0 is a discrete action
task. In both environments, we use the identical structure
and weights convolutional reservoir computing layer as a
feature extractor to evaluate the generalization ability and
train only a single weight in the controller layer.
CarRacing-v0 CarRacing-v0 (Klimov 2016) is a car
racing game environment that is known as a difficult con-
tinuous action task (Ha and Schmidhuber 2018). The goal
of this game is to go around the course without getting out
by operating a car with three continuous actions: steering
wheel, accelerator, and brake. The course is filled with tiles
as shown in Figure 3(a). Each time the car passes a tile on
the course, 1000/N is added to the score. The scalar N is
the total number of tiles on the course. The course is ran-
domly generated every time, and the total number of tiles
in the course varies around 300. If all the tiles are passed,
the total reward will be 1000, but it is subtracted by 0.1 for
each frame. The episode ends when all the tiles are passed
or when 1000 frames are played. If the player can pass all
the tiles without getting out of the course, the reward will be
above 900. The definition of “solve” in this game is to get
an average of 900 over 100 consecutive trials.
DoomTakeCover-v0 DoomTakeCover-v0 (Kempka et
al. 2016; Paquette 2016) is a first-person perspective and 3D
vision game. The goal of this game is to survive a long time
with avoiding fireballs by operating a player with two dis-
crete actions: move left and move right as shown in Fig-
ure 3(b). The fireballs are launched towards the player from
the monsters and the survival time steps × 1 will be the
score. Player has hit points and can withstand 1 or 2 times
of fireballs hit, but if hit points has gone, it will be game
over. The screen moves along with its own action, and the
fireballs are launched from the backward of the screen to-
ward the player, so it is necessary to recognize the depth of
the screen to avoid the fireball. The episode ends when 2100
frames are passed. The definition of “solve” in this game is
to get an average of 750 over 100 consecutive trials.
Procedure
As previously stated, taking advantage of the RCRC model
characteristic that feature extractor’s weights are task-
independent, we use an identical convolutional reservoir
computing layer as a feature extractor in both tasks.
We first resize the environment state image into 64 × 64
with 3 channels pixels and divided by 255 to restrict the each
pixel value into [0, 1] as input to the convolutional reservoir
computing layer. In the convolutional reservoir computing
layer, we set 3 convolution layers and 1 dense layer. The fil-
ter sizes in the convolutional layers are 31, 14, and 6, and we
set the number of the filters to 32, 64, and 128. All strides
are set to 2. We set Dconv and Desn to 512. The weights
in convolution layers are sampled from Gaussian distribu-
tionsN (0, 0.062); the both weights in the reservoir comput-
ing layer W in and W are sampled from Gaussian distribu-
tions N (0, 0.12). In the reservoir computing layer, we set
the leakage rate α to 0.8, the sparsity of W to 0.8, and the
spectral radius of W to 0.95. All activation functions are set
to tanh which is often used in the ESN manner. The task-
dependent parameters are only W out in the controller layer.
The size of W out which is the parameter be trained in a task-
dependent manner is 3075 in CarRacing-v0 and 1025 in
DoomTakeCover-v0. The examples of the visual features
extracted in each convolution layer are shown in Figure 4.
To get actionAcar(t) of CarRacing-v0, as in the world
model (Ha and Schmidhuber 2018), we adjust A˜car(t) which
is calculated by dot product of the extracted features and the
weight in the controller layer, by the function gcar as follows:
Acar(t) = gcar(A˜car(t)) =

tanh
(
A˜(1)car(t)
)
[tanh
(
A˜(2)car(t)
)
+ 1.0]/2.0
clip[tanh
(
A˜(3)car(t)
)
, 0, 1]
(8)
where A˜(i)car is i-th value in A˜ and clip[x, λmin, λmax] is the
function that limits the value of x in range from λmin to λmax
by clipping. Let A(i)car be i-th value in A, the values A
(1)
car ∈
[−1, 1], A(2)car ∈ [0, 1] and A(3)car ∈ [0, 1] are correspond to
steering wheel, brake and accelerator, respectively.
To get action Adoom(t) of DoomTakeCover-v0, we ad-
just A˜doom(t) which is calculated by dot product of the ex-
tracted features and weight in the controller layer, by the
function gdoom as follows:
Adoom(t) = gdoom(A˜doom(t)) =
{
left (A˜(1)doom(t) ≤ 0)
right (A˜(1)doom(t) > 0)
. (9)
In the experiments, we use CMA-ES to optimize W out
until 500-th generations, and set 16 workers (n = 16)
for CarRacing-v0 and 32 workers (n = 32) for
DoomTakeCover-v0. Each worker is set to simulate over
8 randomly generated trials (m = 8), and updates W out
with an average of these scores. In optimizing W out in
DoomTakeCover-v0, we didn’t set the max simulation
step to evaluate the actual playing ability. As in the world
model (Ha and Schmidhuber 2018), we evaluate the gener-
alization ability of the models by the average score over 100
randomly created trials. In generalization ability evaluation,
we set the weight of the best worker which reached the best
average score over 8 trials to the controller layer’s weight.
To investigate the ability of network structures, we eval-
uate three models: the full RCRC model, the RCRC model
that removes the reservoir computing layer (visual model),
the RCRC model that has only one dense layer as feature
extractor (dense model). The dense model uses flatten vec-
tor of 64 × 64 with 3 channels pixels as input and extracts
visual features with no convolution. We set the weights of
all models to random and fixed. The inputs to the controller
layer of the visual model and the dense model are the Dconv-
dimensional outputs from the dense layer shown in Figure 2.
Results
CarRacing-v0 The best scores among 16 workers are
shown in Figure 5(a). Each worker’s score is evaluated as an
average score over 8 randomly generated tracks. Incredibly,
the dense model reached an average score above 880 over
8 randomly generated tracks, and the visual model reached
above 890. The dense model’s score transition has higher
volatility than the visual model’s score transition. Further-
more, the visual model’s score is less stable than the full
RCRC model’s score. These results shows that only one
dense layer can extract visual features despite the fact that
the weights are random and fixed, and the features extracted
by the convolutional layers and the ESN improved scores.
The generalization ability of the visual model and the full
RCRC model which evaluated as an average score over 100
random trials are shown in Table 1. The visual model which
uses 512-dimensional visual features achieved 864 ± 79
which is better than the V model that uses 32-dimensional
features extracted by VAE as input to controller layer in the
world model. In addition, the full RCRC model reached 902
± 21 which is comparable to state of the art approaches such
as the world model approach (Ha and Schmidhuber 2018)
and GA approach (Risi and Stanley 2019). Therefore the
full RCRC model can be regarded as having ability to solve
CarRacing-v0. These results show the time-series fea-
tures extracted by the ESN improves driving skill.
DoomTakeCover-v0 The best scores among 32 workers
are shown in Figure 5(b). Each worker’s score is evaluated
as an average score over 8 randomly generated trials. While
the dense model only improved score little by little, the vi-
sual model and the full RCRC model improved scores fast
and reached above 750 in early steps. Therefore, it seems
that it is difficult to express complex visual features such as
the depth of screens with the dense layer alone, and the con-
volutional layer is effective. Although the full RCRC model
reached a higher score than the visual model in early steps,
the visual model achieved above 1000, which is higher than
the full RCRC model.
The generalization ability of the visual model and the full
RCRC model which is evaluated as an average score over
100 random trials are shown in Table 2. For comparison, the
scores of the OpenAI Gym leaderboard (Paquette 2016) and
the self-playing world model with different temperature pa-
rameter τ are listed. The temperature τ controls the variance
of the next environment state prediction. A large τ means
that the model predicts next environment state with high
variance. On the other hand, if τ sets to 0, the model pre-
Figure 4: Examples of the visual features in each convolu-
tion layer. The features in the same column are extracted by
the same network.
dicts the next environment state deterministically.
The full RCRC model reached 922 ± 450 and the visual
model achieved 832 ± 483. They couldn’t reach the best
score of the self-playing world model 1092 ± 556, but they
greatly exceed above 750 which means “solved” the task.
Although the best score of the visual model exceeds that of
the full RCRC model in the parameter optimization process,
at average score over 100 random trials, the visual model’s
score is lower than the full RCRC model’s one. These re-
sults suggests that using time-series features extracted by the
RCRC model improves the generalization ability.
Furthermore, the RCRC model’s feature extractor which
is completely identical between tasks has generalization
ability to solve both tasks by training only a linear transfor-
mation from the extracted features to the actions, despite the
fact that the network’s weights are set to random and fixed.
Conclusions and Discussions
In this study, we focused on extracting features that suffi-
ciently express the environment state, rather than those that
are trained to get higher rewards. To this end, we developed
a novel approach called RCRC model which using fixed
random-weight CNN and a novel ESN-based method, re-
spectively, extracts visual features from environment state
images and time-series features from transitions of visual
features. This model architecture results in highly practical
features that omit the training process of the feature extrac-
tor and reduce computational costs, and there is no need to
store large volumes of data. Surprisingly, extracted features
are expressive enough to solve multiple RL tasks with train-
ing only a linear transformation of those features, despite the
fact that it used the completely identical feature extractor.
These results bring us to the conclusion that network struc-
tures themselves, such as CNN and ESN, have the capacity
to extract features, and the RCRC model has generalization
ability to express various environments and solve RL tasks.
Although the RCRC model is not suitable for the tasks
(a) CarRacing-v0 (b) DoomTakeCover-v0
Figure 5: (a) The best average score over 8 randomly created trials among 16 workers in CarRacing-v0. (b) The best average
score over 8 randomly created trials among 32 workers in DoomTakeCover-v0.
Table 1: CarRacing-v0 scores of various methods.
Method AVG. Score
DQN (Prieur 2017) 343 ± 18
A3C (Jang, Min, and Lee 2017) 591 ± 45
World model with random MDN-RNN
(Tallec, Blier, and Kalainathan 2018) 870 ± 120
World model (Ha and Schmidhuber 2018)
V model 632 ± 251
World model 906 ± 21
GA (Risi and Stanley 2019) 903 ± 73
RCRC model (Visual model) 864 ± 79
RCRC model 902 ± 21
Table 2: DoomTakeCover-v0 scores of various methods.
Method AVG. Score
Gym Leader (Paquette 2016) 820 ± 58
World model (Ha and Schmidhuber 2018)
τ = 0.10 193 ± 58
τ = 0.50 196 ± 50
τ = 1.00 868 ± 511
τ = 1.15 1092 ± 556
τ = 1.30 753 ± 139
RCRC model (Visual model) 832 ± 483
RCRC model 922 ± 450
that are hard to simulate because it optimizes parameters by
the simulated score with current parameters, it has the poten-
tial to make RL widely available. Recently, many RL models
have achieved high performance in various tasks, but most
of them have high computational costs and often require sig-
nificant time for training. This makes the introduction of RL
inaccessible to many. However, by using the RCRC model
anyone can build high-performance models fast with much
lower computational costs. In addition, the RCRC model can
handle a wide range of actions, and even when the environ-
ment changes, training can be performed without any pre-
training. Therefore, the RCRC model can be used easily by
anyone to apply to various environments.
While in CarRacing-v0, the full RCRC model reached
a comparable score to the best score of the world model, the
full RCRC model couldn’t reach in DoomTakeCover-v0.
The world model uses VAE and MDN-RNN, and can ex-
tract probabilistic features based on the assumption of mul-
tiple future environment states, but the RCRC model can
only extract deterministic features by actual image input. In
DoomTakeCover-v0, the environment state images are
first-person view, and not all states can be observed. There-
fore, it seems that the world model can get a higher score.
As a further improvement, there is a possibility that the
score can be improved by ensembling multiple features that
are extracted by multiple convolutional reservoir computing
layers as in the ESN (Massar and Massar 2013). The convo-
lutional reservoir computing layer uses random weights gen-
erated from Gaussian distributions. Therefore, it can easy to
obtain multiple independent features by using different ran-
dom seeds. In fact, we checked that multiple convolutional
reservoir computing layers based on different random seeds
can solve both tasks with training a single weight in the con-
troller layer. Thus, it seems effective ensembling such fea-
tures. In addition, assigning more workers and using state of
the art CNNs and RNNs with fixed random-weight extractor
have the possibility to improve performance.
In future work, we consider making predictions from pre-
vious extracted features and actions to the next ones to be
an important and promising task. Because the ESN was ini-
tially proposed to predict complex time-series, it can be as-
sumed to have capacity to predict next features. If this task is
achieved, it can self-simulate RL tasks by making iterative
predictions from an initial state. This will help to broaden
the scope of RL applications.
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