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II 
Summary 
J 
Orthogona~ vector functions are develop~d from sphericAl 
harmonios ~nd are used for the representation by series of 
continuous veotor tields. on the sphere. The orthogon~l veotor 
funotions result frorn differentation of the spherical harmonica 
and vice versa, A recursiv algorithrnic of the orthogonal vector 
functions are represented by arrows on the su~face of the sphere. 
The formulas for the multiplication of the orthogonal series between 
two vectors and between vectors and scalars are treated exte~sivly, 
especielly in view of the calculation with an electronio computer. 
An iterat~v procedure for the division of the orthogonal series 
• is specified. The first four rules of arithmetic, differentation, 
t ' . 
and integration are reduced to operations with the coefficients 
of the series only. 
For the r~presentation on a single hemisphere fields are 
used which arereflected at the equator. Finally the equations 
i 
of motion applicable to the large-scale circulatibn are written 
I in such a form that only those arithmetic Operations for the 
series of vector or scalar fields are used which have been : 
f introduced above. 
t 
III 
Zusammenfassung 
Aufbauend auf de~ Darstellung von skal~ren Feldern a~~ 
der Kugeloberfläche 4urch Reihen von Kugelfl&chen-
funktionen werden Orthogonale Vektorfunktionen auf de~ 
Kugelobe~fläche entwickelt und zur ~eihendar$tellung 
von stetigen Vektorfeldern auf der Kugeloberfläche ver-
wendet. Die Orthogonalen Vektorfunktionen entstehen durch 
Differentation der Kugelflächenfunktionen und umgekehrt. 
Es wird eine rekursive Berechnungsmethode der Orthogonalen 
r 
Vektorfunktionen dargestellt. Die ersten 26 Orthogonale~ 
Vektorfuhktionen werden durch Pfeilbilder auf der Kugel-
oberfläche veranschaulicht~ Die Formeln für die Multipli-
kation der Orthogonalreihen sowohl zwischen Vektoren als 
auch zwi~chen Vektoren und Skalaren werden ausfUhrlieh 
behandelt, speziell im Hinblick auf die Berechnung mit 
Hi+fe elektronieeher Rechenmaschinen. Ein iteratives 
Verfahren z~~ Division der Orthogonalreihen wird ebenfalls 
angegeben. Alle Rechenoperationen der vier Grundrechenarten, 
der Diffßrentation und der Integration der Orthogonal-
reihen werden so auf Operationen mit den Koeffizienten der 
b 
Reihenglieder zurückgeführt. 
Zur Darstellung von Feldern auf einer Hemisphäre werden am 
Äquator gespiegelte Felder verwendet. Schließlich werden 
die Bewegungsgleichungen der großräumigen Zirkulation der 
Atmosphäre in einer solchen Form niedergeschrieben, daß 
darin nur ~ie oben eingeführten Rechenoperationen für 
Reihen von Vektorfeldern und skalaren Feldern vo+komrnen und 
angewendet werden können. 
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Tabelle der verwendeten Symbole 
A(X) 
a 
B 
b 
I 
C (cj> 1 A ) 
n 
D 
d 
div 
E 
e 
F(a 1 b;e;x) 
Parameter der Funktionen F(a,b;e;1) und 
W(a,b,c;d,e) 
Boäenreibunqsfaktor 
Parameter d~r Funktionen F(~,b;e;1) und 
W(a,b 1 c;d 1 e) 
Entwicklungskoeffizient von Yk(cf>,'A) 
Entwicklungskoeffizient von~k(cf>,'A) 
Entwicklungskoeffizient von ln (cf>,A) 
Parameter der Funktion W(a,b,c;d,e) 
VAriabl~r Entwicklungskoeffi~ient der 
'9' n (cf> 1 'A ) für l] = 1 , ••• , 6 
ungenauer (fehlerhafter) cn (cj>,A) 
Schr~nke < 1 für die Konvergenz bei der Div~sion 
Parameter der Funktion W(a,b,c;d,e) 
zweidimensionaler Divergenzoperator 
= v,+"2+v3 
Parameter der Funktionen ~(a,b,e;1) und 
W(a,b,c;d,e); auch e = 2,71828 •••• 
. (a) k (b) k xk 
= l ( } k' hypergeometrische Reihe 
k=O e k · 
Coriolisparameter 
beliebige skalare Funktion auf der Kugelober-
fläche der Erde 
= (k-ß}/(-k-1-ß} für b gerade, sonst 1 
J 
i = r!""1' . 
j 
K 
k 
L 
1 
M 
m,m. 
. J 
N 
n,n. 
. J 
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der nur von den nj abhängige Faktor des 
mj ,r. 
Tripelintegrals der Qn J(z) 
j 
skalare Divisorfunktion bei der Division 
zweiäimensionaler Gradi~ntoperator 
Faktor der großturbulenten hori~ontalen Impul~· 
diffusion 
Quotientenfunktion bei der Diviaion 
Glied einer Folge, die gegen h(~,~) konvergiert 
= <~,n+ 1 > (n+m) 1 Normierungsfaktor fUr die Be-n (n+1) (n..,.m) 1 · .· · . ; 
rechnung der ,n (<f>, >.) 
=' t o-:t .• ~ Tripelintegral der reellen Orthogo-
41 j2 "3 
nalfunktionen, bei der Multiplikation von 
Orthogonalreihen 
imaginäre Einheit 
~ Index, der eine der drei Orthogonalfunktionen 
bei der Multiplikation kennzeichnet 
maximaler Index von k oder n in einer Reihen-
entwicklung 
Summationsindex von Reihen, speziell der 
komplexen Kugelflächenfunktionsreihe 
= n1+n2+n3 
= Summationsindex der komplexen Orthogonalen 
Vektorfunktionen 
= maximales m 
zonale Wellenzahl 
maximales n 
Großkreiswellenzahl 
P~(z) 
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auf 1 normierte zugeordnete Legendre'sche 
Funktion 
p<m-r,m+r\z) Jacobi'sches Polynom n-m . 
p(z) 
p~(z) 
0m,r(z) n 
R 
r 
rot 
allgemeine Funktion, die von dem Sinus de~ 
geographischen Breite (z= sin $) abhängt 
zugeordnete Legrendre'sohe Funktion, mit der in 
der Mathematik üblichen Normierung 
verallgemeinerte sph~risohe Funktion ~ Verall~ 
gemeinerung von P~(z) 
spezieller Index, der die Beziehung zwischen 
m1 , m2 und m3 charakterisiert 
Erdradius 
zweiter oberer Index von Q~'r(z), entscheiäet 
da~über, ob man es mit Skalaren eder Vektoren 
zu tun hat 
zweidimensionaler Rotationsoperator, angewandt 
auf die dritte Komponente 
Vorticity-Operator 
= s 1+s 2+s 3 
Index zur Kennzeichnung von rotationsfrei 
(s=O) und divergEmzfrei (s=1 }' 
T(n 1,n2 ,n),m1 ,m2 ,m3) der von den mj' aber nicht vo~ ~en rj 
abhängige Faktor des Tripelintegrals der Qn' {z) 
t 
U~(z) 
~(z) 
u 
V' 
u~Cz) 
die z ei tkomponem·.e 
reelle Komponent:~ des nur von z abhängenden 
Faktors r')m, 8 (z) der Orthogonalen Vektorfunktion tE n . 
imaginäre Kompo1ente des n~r von z abhängiqen 
Faktors :p~,s (z; der Orthogonalen Vektorfunktion 
VektorkomponentE in A-Richtung 
Vektorkomponentn in ~-Richtung 
J U~(z) I ~ 
ß 
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=' vtn(z) I -fb'ID n l'nn 
_ (-d) 1 rnin(-b,-c) (a)k(b)k~c)k W(a,b,c;d,e) - (E \' 
e-1) 1 ~=O (d)k(e)k kl 
wk Entwicklungskoe~fizie.nt derlgk($,A) für die 
Darstellung der~(~,X) 
z 
= 
= 
= [ -rnj für j = q 
rnj für j + q 
= 
= 
Parameter in A(x) und F(a,bJe;x) 
kom~lexe Kugelfläohenfunktion 
reßlle Kugelflächenfunktion 
0 1 + 0 2 + 0 3 
ein $ 
= tvn<z> l n fU u~ (z) r f O~(z) l s=O bzw. • für s=1 -1.V~(z) 
u (z) 
[ 
m l v~(z) 
Vektorfeld auf der Kugeloberfläche 
bis zur Großkreiswellenzahl N gefiltertes 
Vektorfeld 
Vektorfeld auf der Kugeloberfläche 
1-te·kornplexe Orthogonale Vektorfunktion 
n-te reelle Orthogonale Vektorfunktion 
komplexe Orthogonale Vektorfunktion 
für u=1 bzw. komplexe Kugelflächenfunktion 
für u=O 
reelle Orthogonale Vektorfunktion für 
u=1 bzw. reelle Kugelflächenfunktion für u=O 
2-g /g Iterationskonstante bei der Division 
(-b/2] 
y 
A 
n 
\) 
0' 
0 
I 
= 
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c- cb-1, 121 
Laplaceoperator auf der Kugelob~rfläqhe 
g~ad div ~ rot rotR vektoriell•r Laplao~~Operator 
{o für k;fj 
1 für k=j 
{ 1 für m=O 
2 für m>O 
Kroneokers~bol 
Index der reellen Orthogonalen Vektorfun~tion 
Index, der entscheidet, ob das Zeichen o eine 
skalare (bei K=O) oder vektorielle (K=1) Mul-
tiplikation darstellt 
geographische Länge 
Summationsindex der reellen Kugelflächenfunktionen, 
im Einzelfall auch der komplexen Orthogonal• 
funktionen 
Index, der entscheidet, ob~(~,~) bz~. ä<~,~) ein 
Skalar (u=O) oder ein Vektor (u=1) ist. 
Index zur Unterscheidung von verschiedenen reellen 
Orthogonalfunktionen mit gleichem n,m und s. 
o=O entsteht aus dem Realteil und o=1 aus dem 
Imaginärteil der komplexen Funktionen 
Geopotentialfeld 
geographische Breite 
beliebiges skalares Feld auf der Erdoberfläche 
beliebiges skalares Feld auf der Erdoberfläche 
Mittelwert von ~(~ 1 A) über die Kugeloberfläche 
der Frde 
Ubergang zum konjugiert komplexen Wert von Y 
skalare oder vektorielle Multiplikation, je 
nach dem, ob K=O oder 1 ist 
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1. Einleitung 
Sowohl bei diagnostischen Untersuchungen 9lobaler 
oder hemisphärischer ~~mosphärisgh@r Felde~ als a"oh 
bei Modell- oder Vorhersagerechnungen, die die ganze 
oder die halbe Erde umfassen, werden manchmal anstelle 
von Gitterpunktswerten auch Reihen orthogonaler Funktionen 
zur Darstellung der Felder verwandt. Das ist die sogenannte 
! 
spektr~le Darstellung. Beispiele dafür sind die Arbeiten 
von Kubota (1), Eliasen und Machenhauer (2] und Eliasen, 
Machenhauer und Rasmussen [3]. 
Für die spektrale Darstellung von skalaren Daten auf der 
Kugeloberfläche sind die von diesen und anderen Autoren 
verwendeten Kugelflächenfunktionen deshalb besonders 
gut geeignet, weil sie überall auf der Rugel stetig und 
eindeutig sind. Eine gute und knappe Einführung in ihren 
Gebrauch findet man bei Platzman [7] • Entsprechende 
V 
Entwicklungen für die Windkomponenten oder die:Komponenten 
• 
andere~ vektorieller Größen 'lassen sich nicht'oder nur 
mit Einschränkungen durchführen, weil die Windkomponenten 
in A- bzw.~-Richtung - auch bei einem stetigen Windfeld 
über dem Polargebiet-amPol unstetig sind. Aus diesem 
Grunde wurde bisher auf eine globale spektrale Darstellung 
des Windfeldes verzichtet oder es wurde angenommen, daß 
der Wind in Polnähe verschwindet. Eine Diskussion mit der 
von Robert ~1 angewendeten Methode, statt der Komponenten 
ihre mit dem Kosinus der geographischen Breite multipli~ 
ziert~n Werte zu entwickeln, erfolgt im Abschnitt Nr. 6. 
-7-
Alle diese Schwierigkeiten und Vernachlässigungen lassen 
sich vermeiden, falls man das Horizonta1wi~dfeld oder 
andere globale Vektorfelder durch eine Reibe von Qrt.ho-
gonalen Vektorfunktionen darstellt, die aut der Kuqel• 
oberfläohe stetig sind. Wesentliche Uberleiungen in dieser 
Richtung findet man bei Efimov [4], der verallge~eine~te 
sphärische Funktionen verwendet, um die W1n~komponenten 
r 
darzus~ellen. Durch geeignete Kombination dieser Funktionen 
-• 
zu dentKomponenten von Vektoren erhält man die weiter unten 
dargelegten Orthogonalen Vektorfunktionen. 
Mit dieser Arbeit soll das vektorielle Anal~gon ~u den 
Kugelflächenfunktionen und die engen Beziehungen zwischen 
diesen beiden Funktionenfamilien in einer übersicht+ichen 
Art und Weise dargestellt werden. Dabei sollen die Darstellun-
gen in der Vertikalen und in der Zeit hier unberücksichtigt 
bleiben. 
r 
r 
2. Orthogonale Funktionen auf der Kugeloberfläche. 
Ein Punkt auf der Erdoberfläche soll, wie üblich, durch 
seine geographischen Breiten- und Längenkoordinaten ~ und A 
dargestellt werden. Ist f(~ 1 A) ein globales meteorologisches 
Feld, so soll die Mittelung über die Oberfläche der Erde 
durch einen Querstrich unter Weglassung der Koordinaten 
ausgedrückt werden: 
2~ +~/2 
J J f(~ 1 A) R2 cos ~ d~ 
0 -~1~ 
dA, 
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darin ist R der Erdradius, 
Betrachtet man zonale Mittelwerte: 
27T 
p (,sin $) a:; ~ J f ( q, , ") d>.. , 
' o, 
• 
so requziert sich das Mittlungsgebie~ a~f gie P~oj~~~ion 
z = sin <P der geographischen Breite auf die Erdachae 
zwischen den beiden Polen -1 
+1 
p = ~ J p ( z) dz , 
-1 
< < 
- z- + 1, also 
Sei nun ~($,A) ein skalares Feld, z,B, das der Str~mfunktion, 
so stellt 
CO 
~ ( <I> ' >.. ) = l Ck y k ( <I> ' >.. ) 
k=1 
eine ~,ntwicklung vo~ tjJ ( <1>, >..) nach den als bekannt vorausge-
setzten Funktionen Y1~ ( cjJ, >..) dar. Sind die Yk ( cf>, >..) ! ~ 
linear unabhängig oder sogar orthonormal, das heißt, erfüllen 
sie die folgende Bedingung: 
0 für k =f j 0k,j = {1 für k = j ( 1) I 
so wird·das Feld~(<!>,>..) eindeutig durch die Koeffzienten 
c1 , c2 , ••• dargestellt. Vergleiche dazu z.B. Tricorni [1~. 
Der Stern in (1) soll den Ubergang zum konjugiert-komplexen 
Wert andeuten. Nach der Theorie der orthogonalen Funktionen 
·' j• 
erhält man die Koeffizienten ck, falls die Orthonormal-
relation (1) gilt, durch Integration des Produkts aus dem 
gegebenen meteorologischen Feld mit der k-ten Orthogonal-
funktion über die Kugeloberfläche: 
(2) • 
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Sollen adie Wellenzahlen n der ~k(~ 1 Ä) länga eines 
Großkreises mit wachsendem k monoton nicht abnehmen, 
so eina die Yk(~,A.) Rugelflächenfunktionen mit 
k = n2 + n + m + 1 
dabei läuft die zonale Wellenzahl m von ~n bis +n, Man 
e:r:hlUt 
Yk(~ 1 A.) = ~~(sin ~) •eimA. 
nabei sind die P~(z) die zugeordneten Legendre'schen 
Funkti~nen mit der Normierung (;~) 2 ~ 1. 
( 3) , 
( 4) • 
3. Differentialquotienten und Vektoren auf der Rugeloberfläche 
Jetzt sol'len die mathematischen Ablei tunaen von l/1 ( ~, A.) 
untersucht werden. Da es sich um Funktionen von zwei räum~ 
liehen Variablen handelt, gibt es zu jeder Richtung auf der 
Kugeloberflache eine lineare Ableitung. Richtungsunabhängiger 
Differentialoperator ist der Gradient, ein Vektor, der in die 
Richtung des stärksten Anstiegs weist. Alle übrigen Richtungs-
ableitungen kann man durch skalare Multiplikatiqn mit dem 
' Gradienten erhalten. Es gilt 
grad 1jJ(<J>,A.) = 
Cll/J(p,A.)l 
<P a>. 
Cll/J(~,A.) 
Cl<j> 
Dabei stellt die obere Komponente den Faktor eines Eins-
yektors in >.-Richtung (= übliche u-Komponente) und die 
( 5 ). 
~ntere (V-Komponente) den Faktor des Einsvektors in <!>-Richtung 
dar. Der Vektor gleicher Länge, der senkrecht auf dem 
Gradienten steht, soll als Rotation bezeichnet werden, weil 
-1o-
sein Feld in der Nähe eines Maximums von w(~,~) eine 
Zirkulationsströmung oder Rotation entgegen dem Uhrzeiger-
sinn darstellt: 
1 Öl/' (2,~) 
'R a~· · · · 
... , Öl/'(!!>,~) 
R ops cJ> • 'a ~ .... 
Die körrekte Schreibweise fUr Formel (6) wäre: 
1. öljJ(p,A) 
1 [ 0 l R a<fl rot 0 = -1 öljJ(p,A) W (ti>,A) 
-
• R oos <P a" 
J 0 • 
Da die zwei Nullen links und die eine Null rechts in dem 
System fUr die Kugeloberfläche immer auftreten, werden sie 
hier weggelassen. 
( 6) • 
Wendet man die durch (5) und (6) definierten Differentations-
opera~oren auf die Kugelflächenfunktionen Yk($,A) an, so 
erhält man - bis auf eine Normierungskonstante - Orthogonale 
Vektorfunktionen191 <~,A), durch die man- in ~nalogie zu 
der oben geschilderten Darstellung von skalaren Funktionen 
w($ 1 A) -vorgegebene Vektorfunktionen 
lO [U ( <jJ 1 A) l (q,,).) = V (~,).) 
durch eine Reihe darstellen kann: 
(7) 0 
Darin~sind die c1 skalare Zahlen und die ~1 (q,,A) fest vorge-
gebene horizontale Vektorfunktionen, die analog zu (1) die 
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Orthonormalitätsrelation 
(8) 
erfUll~n. Dabei ist zwischen de~ beiden Ve~toren de.~ inneren 
oder skalare Produkt zu bilden, das wie üblich definiert ist. 
Außerdem aollen mit dem x-Zeichen zwei Pseudovektorprodukte 
defini~rt werden: steh~ dies Z~iehen zwisob.en zwei Vektor§n, 
so ist das Ergebnis ein Skalar: 
j 
[:;) X [::] 
In der üblichen Schreibweise wUrde diese Formel so aussehen 
Steht das x-Zeichen zwischen einem Skalar x und einem Vektor, 
so ~st das Ergebnis ein Vektor: 
X X [:) = - [:) X X = [-::) 
Dem entspricht im dreidimensionalen Raum 
[~J X [~J = - [~H~l = n=J 
Doch werden die Nullen, weil sie immer auftreten, hier stets 
weggelassen. Auf unsere zweidimensionalen Vektoren lassen 
sich nun auch genau zwei voneinander unabhängige Differentations-
operatoren erster Ordnung anwenden, die stets ~kalare Funktionen 
als Erßebnis haben. Das ist einmal der zweidim~nsionale 
piverg~nzpperator: 
-12-
"\/\ (u ('f' ).)) 1 · • Ou (-f I~) + 1 divw(.,,l)=div = R ~~ R:cos'1 
: v('f,~) cos'/ 
a(oos'f ·v ('f, l )) 
df (9) 
und die Radialkomponente des Rotationsoperators, im allgemeinen 
als Vorticity bezeichnet, 
rot 10< f ,l) • :rot_ fu (tf' ~) ~ = 1 ~V Ctf, ~ >. ... . 1 
R ~lv ('f, l )} R cos f ') ~ R cos 'f (1o) • 
Durch geei1gnete Hintereinanderausführung von je zwei de,r. vie~ 
Operatore~ (5), (6), (9) und (1o) erh~lt man zwei Laplaceoperatoren: 
~ 
Der übliche Laplace-Operator mit der Definition 
wird auf Skalare angewandt und liefert wieder einen Skalar. In der 
oben angegebenen Formel stehen tatsächlich zwei Gleichheits-
zeichen. Ausgeschrieben erhält man dafür 
• ~l'(cf,~) + 1 
~~ 2 R2cos ., 
Der (vektorielle) Laplace-Operator wird auf Vektoren angewandt und 
~ . 
liefert e~nen Vektor: 
~ 
L110<f,.:\> = grad div J0<'f,;t) - rot rotR10(cf,~) ( 11). 
' Hier steht vor rot rotR im Gegensatz zu der Formel für den skalaren 
Laplace-Operator ein Minuszeichen. 
In ausgeschriebener Form stellt er sich so dar: 
Die Kugelflächenfunktionen sind Eigenfunktionen des skalaren 
Laplace-Ooerators: 
= -
n (n+1) y ( ..D "') 
2 k 7 '" R 
( 1 3) 
mit den Eigenwerten- n(n;1>, wobei die maximale ~roßkreiswellenzahl 
R 
n mit k durch die Beziehung (3) verbunden ist. Analog zu (13) werden 
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die Orthogonalen Vektorfunktionen durch die Eigenwertgleichung 
( 14) 
definiert. 
Jetzt sind ~ und l analog zu Formel (3) durch die Beziehung 
l ~2 n 2 + 2n +2m- s 
mit s = ~,1 u~d m = -n, .• ,o, •.• ,+n ( 1 5) 
gekoppelt, da es im allgemeinen zu jedem n doppelt so viel Vektor~ 
funktionen wie Kugelflächenfunktionen gibt, je eine aus dem Gra-
dienten mit s=O und die zweite aus der Rqtation der Kugelflächen~ 
funktionmit s=1, 
4. Die Orthogonalen Vektorfunktionen und ihre Diffe~entia1~ 
quotien1fen 
. 
Da die zweiten Ableitungen der beiden orthogonalen Funktionen-
familien bis auf das Vorzeichen den Eigenwert n<n;1> liefern, 
R 
ist zu vermuten, daß bei den ersten Ableitungen sowohl der Rugel-
flächenfunktionen als auch der Orthogonalen Vektorfunktionen die 
Wurzel aus diesem Eigenwert als Faktor auftritt. Tatsächlich er-
geben sich folgende Formeln für die ersten Ableitungen: 
und 
•, 
ln (n+1) div 1!)21<.: (f 1 A) = yk ('!,;\) R 
ro\l!J2k (f 1 ~) = 0 
rotR1!}2k_ 1 ('1 ,A) = .Yn (n+1) yk (1,).) R 
div ~ 2k_1 (f,}) = 0 
( 16) , 
( 17) 
( 1 8) ' 
( 1 9) , 
( 2o) , 
( 21) • 
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Die Formeln (19) und (21) erhält man aus den bekannten Be-
.. 
, 
ziehungen~ der Vektoranalysis rot grad 'JI = 0 und div rot 10= o; 
für das Verhältnis zwischen n und k gilt Formel (3). Pie durch 
(8) postulierte Orthogonalität der durch (16) und (17) definierten 
Vektorfunktionen iat nun leicht ~u beweisen. ~unäohst ~ieht man, 
daß diese Funktionen tats~chlich die Eigenwertgleich~ng (14) mit 
dem Laplaoe-operator (11) erfüllen. Eigenvektoren, die zu ver• 
schiadenen Eigenwerten, also zu verschiedenen Werten von n qe-
hör~n, sind nach einem bekannten Satz stets o~thogonal, Eigen-
vektoren mit verschiedenem ß und gleichem n und m haben nach 
Formel (1~) in (16) und (17) das gleiche k, entstehen also durch 
die Operdtionen von grad und rot aus der gleichen skalaren Funktion 
' .. 
Yk(f,l>~ Dann müssen sie aber nach der Definition der Operatorengrad 
und rot durch (5) und (6) orthogonal zueinander sein. Daß auch 
Vektoren mit verschiedenen Werten für m stets orthogonal sind, 
wird sich weiter unten bei der expliziten Darstellung der. ortho-
gon~len Vektorfunktionen ergeben (Formel 22). 
Analog zu der Formel (2) für die Kugelflächenfunktionen lassen sich 
die Entwicklungskoeffizienten c1 nach orthogonalen Vektorfunktionen 
in der Reihe (7) durch das Integral c1 = 10·fr :p~rechnen. Bei der 
ausführl~chen Darstellung der ~1 (~1 A), die jetzt in Angriff ge-
nommen werden soll, wird analog zu (4) zunächst der von der geo-
graphischen Länge A abhängige Teil abgespalten: 
1{) vm,s im~ 
. "(J 1 ( 'f, A) =In ( s in 'I ) · e ( 2 2) • 
Die Komponenten der Vektoren-p:' s (z) lassen sich durch zwei von n,,m 
und z abhängige reelle skalare Funktionen U~(z) und ~(z) wie 
folgt darstellen:(. 
Fm,o ~ (z) = n ~(ZJ tfl(z) n 
, 1 (. ~ (z)) 
und (z) = ·vm -~ n(z) 
( 23) , 
-15-
dabei gilt für die Beziehung zwischen 1, n, rn und s Formel (15); 
für z ist sin <P einzusetzen. Für die Komponenten erhält man 
' 
aus der ~efinition (16) oder (17) in Verbindung mit (5) und (6) 
unter BerUoksichtigung vQn (4): 
U~(z) j, .... zf = • 
-{ ~ (n+1)' 
und 
~(Z) = m p~ (Z) 
fn {n+1) -/1-z2' 
Weitere Formeln zur Berechnung der Orthogonalen Vektorfunktionen 
(24) 
( 2 5) • 
folgen im nächsten Abschnitt, Doch nun zurück zu den Orthogonalen 
Vektorfunktionen selbst und zu ~hren speziellen Eigenschaften. 
~ 
Aus Form~l (19) erkennt man, daß die~k(~,~), also die Funk• 
tionen mit geradem Index rotationsfrei sind und ein divergenteß 
Feld darstellen. Formel (16) zeigt, daß - R YMc~,Ä) die yn (n+1) n . 
zugehörige Potentialfunktion ist. Aus Formel (21) ergibt sich, 
daß die Vektorfunktionen mit ungeradem Index, ·also die Funktionen 
~k-1 (1,~} ein divergenzfreies und rotationalles Feld darstellen. 
Nach Formel (17) stellt R · ym(~1 A) die zugehörige Strom-
Tn(n+1) n 
funktion dar. 
Betracht~t man das durch die Rugelflächenfunktionen und durch 
die Orthb~onalen Vektorfunktionen dargestellte System von 
i 
Skalaren und Vektoren auf der Kugeloberfläche,sowie die von 
mir als allein sinnvoll angegebenen Differentialoperatoren, so 
stellt man fest, daß alle diese Funktionen beliebig oft diffe-
renzierbar sind. Selbstverständlich sind sie dann auch stetig. 
Die-Differentation führt nicht aus dem System heraus, Eine ein-
facheAbleitung bedeutet eine ·Transformation von einem Skalar zu 
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einem Vektor ode~ umgekehrt. Bei der Oifferentat~o.n bleiben 
die Wellenzahlen n und m stets erhalten. Aus der Vollständig-
keit der?:Ruqelflächenfunktionen folgt die Vollständigkeit 
~ 
der Orthoqonalen Vektorf~nktionen. Das bedeutet, jeae etetiqe 
Vektorfunktion \0(1,~) läßt ei~h durch die in (7) rechts stehende 
Reihe der Orthogonalen Vektorfunktionen bereits mit endlich 
vielen Gliedern beliebig genau approximieren, tlbrigen~ hat 
jedes stetige Vektorfeld 10(~,)) stets mindestens zwe~ Nu~lstellen, 
und es existiert keine Vektorfunktion der Wellenzahl n=O, also 
keine konstante Vektorfunktion. Die Vektorfunktionen der Wellen-
zahl n=1 stellen starre Bewegungen im dreidimensionalen Raum dar. 
Es gibt sechs derartige Orthogonale Funktionen. Die entspreche~den 
~ 
reellen ~Unktionen~(~,~), ••• ,~(1,~) sind auf den Abbildungen 
1 bis 6 dargestellt. Der nullte Meridian, also Ä=O, ist dabei 
eine senkrechte durch die Mitte des Bildes. Die drei divergenten 
rotationsfreien Funktionen mit geraden Indices (s=O) stellen 
die Komponenten parallel zur Kugeloberfläche einer starren Be-
wegung im dreidimensionalen Raum in den drei zueinander senkrechten 
Richtungen des Raumes dar. Die drei divergenzfreien, rotationallen 
I 
Funktionen mit ungeraden Indices stellen starre D+ehungen um 
I 
die drei räumlichen Achsen dar. Auf den Abbildungen 7 bis 26 sind 
einige Fe1der mit höheren Wellenzahlen dargestellt. Auf die Be-
~ 
deutung d~s Wertes für ~ , der auf den Abbildungen angegeben ist, 
kann erst im nächsten Abschnitt bei der Behandlung der reellen 
Funktionen ~~ (q,Ä) eingegangen werden; vergleiche dazu die 
Formel (36), die die Beziehung zwischen~ einerseits und n,m,s 
und ~ andererseits herstellt. Die Abbildungsnummer hat den gleichen 
Wert wie~· 
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Wenn man sich überlegen will, welche anschauliche Bedeutung 
die Wellenzahlen n und m haben, so muß man zunächst ihre Be-
deutung bei den Rugelflächenfunktionen unterauchen; Legt man einen 
Großkreis durch den größten und den kl~insten Wert, so ~tellt n 
die Wellenzahl auf diesem ~reis dar, es gibt also 2n Extrem-
werte auf diesem Kreis. An diesen Extremwerten versohw!nden 
aber sowohl der Gradient als auch die Rotation der Kugelflächen-
funktionen, Daher haben die so gebildeten Orthogonalen Vektpr~ 
; 
funktion~n dort Nullstellen, also 2n Stück auf diesem Großk~eis1 
a 
und es gibt keinen Großkreis, auf dem mehr liegen. Beim Durch-
gang durch die Nullstelle, dreht sich der Vektor um 18o0 , 
Ganz entsprechend gibt es Breitenkreise mit 2m Nullstellen, 
aber keine mit einer größeren Anzahl~ Diese Eigenschaften kann 
man an den Abbildungen 1 bis 26 nachprüfe~. 
5. Die Berechnung der Orthogonalen Vektorfunktionen 
Da man im allgemeinen alle aufeinander folgenden Vektorfunktionen 
l 
bis zu einer bestimmten maximalen Wellenzahl n=N benötigt, ist 
" . 
' es zweckmäßig, die Berechnung rekursiv vorzunehmen. Dabei wurde 
der Normierungsfaktor fh~ 1 gesondert berechnet, um in den 
Rekursionsformeln nicht mehrfach Quadratwurzeln ziehen zu müssen. 
Schließlich fand die Rechnung, wie auch die praktischen Anwen-
dungen, im Reellen statt. Die rekursive Berechnung des A-abhän-
gigen Teils im Reellen erfordert die Ermittlung von cos ml 
und sin m~. Sie wurde nach der Fourier-Analysenmethode von 
Ralston und Wilf (61 mit Hilfe der Additionstheoreme durchgeführt: 
l 
cos .(m+1) ~ = cos m~ cos l - sin m A sin~ 
sin t(m+1)l = sin mA cos ::\ + cos m ). · sin A 
Für die Berechnung des 'f- oder z-abhängigen Teils (z= sin tf ) , 
wird ein rational normierter Vektor f~(z) definiert mit den 
Komponenten 
U~(Z) • U~(Z) I~ 
V~ ( z ) == ~ ( z) I V h~., • 
Sind p~(z) die zugeordneten Legendre'sonen Funktionen.mit der in 
der Mathematik üolichen Normierung, wie sie ~.B, bei Magnus und 
Oberhettinger (6] angewendet wird, also 
( 2n+1) (n-m) 1 (n+m) 1 
so erhält man aus (24) 
m Pn(z), 
i """ d pro ( z) umn (z) = (2n+1) (n-m) ! 1_z2 n n (n+1) (n+m) ! dz 
Um die Wurzel loszuwerden, s~tzt man 
hm 
== 
(2n+1) (n+m)! 
n n (n+1) (n-m) ! 
d~nn folgt aus (24) und ( 2 6) bzw. ( 25) und 
., 
• d p~ (z) ~1-z2 um(z) (n-m) ! = (n+m) ! dz n . 
v~ (z) (n-m) ! m m = (n+m) ! 'i 2' P (z) n 1-z 
Unter Verwendung der Formel 
m 
2 d p (z) m m m (1-z) n = z.p (z)+(n+m)p 1 (z)-(n-m+1)pn+1(z) dz n n-
( 27) 
für die Legendre'schen Funktionen p~(z), die man z.B. bei Magnus 
und Oberhettinger [6] auf S. 171 findet, erhält man aus (28) in 
Verbindung mit (29) die Rekursionsformel 
' • 2 m (n+m) (n-~) vn(z) = 
= (2n-1) { n (n-1 )·Z ·~-1 (z) +m u~_1 (z)} -n2 (n-rn-1) v~_2 (z) . 
( 2 6) 
(27) • 
( 28) 1 
( 2 9) • 
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Für u~(z) erhält man eine ganz analoge Formel, die man mit 
der ersteren 
ftlr n= m+1, m+2, ••• ,N 
zusammenfassen k~nn, Zur Rekursion Uber m::;;;ne2,3,.,,,N wurde 
die Formel r:(z) "' ~ 11~=~~ r:=1 (z) 
mit den Anfll.ngsw<:rten 1~ (z) " ({~~·2)und r1 (g) = -! C) 
verwendet, Die Anfanqs"t<Terte des f\Jormit;lrungsfaktors 
m 3· 1 hn sinrl h~=2 und h 1 =3 
1 
und sein~ Rekursionsformeln 
hm = 2m(2m+1) (m-1) hm-1 fU 2 3 m m+1 m-1 r ro=n= , , • • • ,N, 
sowie hm (2n+1) (n~1} (n+m) hm n = (2n-1) (nti) {n-m) n-1 für n=m+1,m+2,, •• ,N. 
Hat man dief~(z) und die h~ rekursiv berechnet, so lassen sich 
dief?~'s(z) nach (26) bzw. (27) mit einer Wurzelziehung ermitteln. 
Di~ Orthogonalen Vektorfunktionen lassen sich auch mit Hilfe von 
hypergeometrischen Reihen F(a,b;c;x) darstellen: 
m-1 ( 1-z ) 
1 
. 1_ 2 - 2 (-1)m-1 F(m-n-1,n+m;m:-r> m, (z) b hm ___ z_ 
f?n :R~4) 2(m-1)! i·F(m-n,n+m+1;m+1; 1;"1 
Eine weitere Darstellung, die später für die Berechnung der 
Produkte von Vektorfunktionen verwendet wird, ist 
~(z) 1 { Q~' 1 (z) - o~·- 1 <zl} = -2 
und 
~(z) 1 { Q~' 1 ( z) + Q~' -1 (z)} = 2 
(3o) 
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Darin sind die Qm'r(z) diejenigen Lösungen der Differential-
, n 
' 
gleichung 
d { 2 d Qnm,r (z~ { 2+2 ) m dz (1-z) dz + n(n+1)-rn. ~rz+r Qn'r(z):::O 
1-z 
die im abgasohlossenen Intervall -1~zE+1 stetig s~nd und auf 1 
normiert wurden; 
[o~'r] 2 ~ 1. 
q 1), 
Die Gleichung (31) erhält man aus der vektoriell~n Laplace~Glei­
chung (14) für die~(~,)) unter Verwendung des ~aplace-Operators 
(12). Be~ der Ableitung der Gleichung (31) hat man außerdem die 
' ~ormeln ,(22), (23) und (la) zu be:rüoks;Lohtigen. Oie Q~':r (z). a:J.nd 
die verallgemeinerten ~~härischen Funktionen bei ~fimov (~] 1 denri 
für r=O gehen sie in die P~(z) über: 
( 3 2) 1 
da für r=O die Differentialgleichung (31) sich auf die Legendresche 
Differentialgleichung reduziert, wie man sie z.B. bei Magnus und 
Oberhettinger[~]auf Seite 151 findet. Die Differentialgleichung 
(31) gehört der Fu~hs'schen Klasse an (Bieberbach [14], s. 182 ff.) 
i 
rni t den singulären Stellen bei z=-1, +1 und oo und den Wurzeln der 
" 
d i · · d 1 · h m+r m+r !!!:.!:. -~· n+1, -n. eterm n~eren en G e1c unqen: -~, --2-; 2 , 2 , 
Daraus erhält man folgende Darstellung durch hypergeometrische 
Funktionen: 
Qm,r (z) = j2n+1 
n 
m-r m+r 
(n-r)! (n+m)! f1-z \-2- f1 +z) - 2-
( n +r ) ! ( n -m) ! \ 2 ) \ 2 
(-1)m 1-z F(-n+m,n+m+1;m-r+1;--2-> (m-r) ! 
( 33) • 
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Für O'm~n stellt die hypergeometrische Reihe auf der rechten 
Seite von (33) ein Polynom der Ordnung n~m in 1;z dar, daa 
mit geeigneter Normierung Jacobisches Polynom p<m~r,m~r) c ) 
n-m z 
genannt wird. Man erhält damit 
m-r m+r 
0m,r(z) = {-1)m ßn~f·.,/Cn-m),!(n+m)! !,-z)-r(1+z) -r n V (n""r) 1 (n+r) 1 \ 2 t 2 • 
.p<m-r,m+r) (z) 
n"':"m 
Die P~~;~,m+r) (z) sind im Intervall -1~z~1 o~thogonal mit den 
• 
Gewichtsfunktionen (1-z)m-r (1+z)m+r 1 den Beweis dafUr findet 
man z.a. bei Tricorni 01] . Daraus folgt die Orthonormalität 
der Qm'r(z) 
n 
Spezielle Werte der Q~'r(z) sind: 
Qm'r(z)= 0 für lml>n oder lrl>n, 
n 
Q~'-r(z);-= (-1}n+m Q~'r(-z); 0~m,-r(z) = (- 1 )m+r Q~'r(z); 
0 0 0 0 ...r::1' 0 0 1 ~r:::'l 2 Q
0 
' ( z ) = 1 ; Q 1 ' ( z) = P z ; Q 2 ' ( z) = 2 v 5 { 3 z -1 ) ; 
( 34) • 
(35) 
Q~' 0 (z) = -~ lGV1-z 21; Q~' 1 (z) =- ~fl (1+z); ö~'- 1 (z)=-~ fi'<1-z). 
Spezielle Werte von U~(z) und ~(z) sind: 
1 1 .J;;' 0 1 -.C'-r-2' 2 1 .,r;;t _,---z u, (z) = 2 r3 z; u, (z) = 2 y6 V1-z-; U2(z)=- 2 rs zr1-z-; 
V~ {z) = - ~ "(3; ~ (z)=O; ~ (z) = ~ rs-F-z2•. 
Bei den praktischen Anwendungen muß man statt der komplexen 
Vektorfu~ktionen~(f,A) reelle Orthogonale Vektorfunktionen 
~~~~>:verwenden. Bei den letzteren gibt es keine negativen 
Werte für die zonale Wellenzahl m, aber dafür bei m ~ 0 zwei 
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divergenzfreie und zwei rotationsfreie Vektorfunktionen. Diese 
maximal vier verschiedenen Funktionen bei gleichem n und m werden 
duroh die Indices s und G unterschieden~ Zwischen dem fortlaufen• 
dem Index ~ und diesen Zah~en sowie den we~len~~hlen n und m 
besteht die Beziehung 
11 = 2 n 2 + 4 m - 2 t5 - s 
mit Of~;n, dnJ s=O, 1 und G- {0 fUr m = 0 
- 0,1 für m> o. 
Man erhält ~ür die vier Fälle folgende D~rstell~ng von ,~(1,)) : 
~(z) cos 
mA) 
m~ 
~(z) cos mA 
~(z) sin mA 
~(z) cos ml) 
if\(z) sin m~ 
n 
und 
( ~(zl sin mA -~(z) cos mA 
mit t _ {1 für m=O 
m - 2 für m>O und z= sin 'I . 
für s==O und t$ == 0 1 
für s=1 und~= 0; 
für s=O und c; :=1 
für s=1 und G =1. 
(36) 
Die ersten beiden Funktionen stellen jeweils den Realteil und die 
letzt~n beiden den positiven Imaginärteil der mitj&~ multiplizierten 
Funkt:J,.on 1gk~( Cf,~) dar. Vergleiche dazu Formel ( 4 9) ! 
-23-
Im eipzelnen gilt für n m· ~-· . s 
~ ('/,~) =(~cosf) 1 0 0 1 
~· =~0cos~) ~2 <;r-,l> 1 0 0 0 
1j}3 ('f ,~) =f :inf •sin~) 1 1 1 1 {f • cos~ {lf cos~ ) 4 (tf,l> 1 1 1 0 
, fl sint · sin~ 
l {~ sinf cosA) ,5 (.,, ) fl 1 1 0 1 
. . . ·· 2 • sin~ 
"~f,-1> {f • sinA ) .., {J; sinf· cos Ä 1 ,. 0 0 
~7 ('1', ~) {{Jf :in 2f) 2 0 : 0 1 
,13 <Cf ,A > =(if sin 2f · sin 2~ 2 
-{f cos'/ · cos 2 ~ 2 1 1 
Vergleiche dazu die Abbildungen 1 bis 26! Der nullte Längenkreis 
liegt dabei stets in Bildmitte, der Nordpol oben. Ip,~Zukunft sollen 
die c"1 Koeffizienten der Reihe 
*' 
(37) 
sein. Diese Koe;ffizienten erhält man - analog zum skala,ren Fall (2). 
und 
(38) 
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Will .man nur eine Hemi.sphäre darstellen, so ist es zweckmäßig, 
eine am Äquator gespiegelte Darstellung zu verwenden. Geht man 
von einer am Äquator gespiegelten ekala~en Funktion aus und 
wendet man darauf ~en Gradienten an, so erhält man 9~sp1egel~e 
Vektorfunktionen. Der antisymmetrische Rotatiqpsopera.t@r tritt 
in der Me~eorologie im Zusammenhang mit dem antisy~etrisohen 
• 
Coriolisparameter auf. Die kombinierte Anwendung dieser beiden 
Operationen auf ein am Äquator gespiegeltes ßk~larfeld liefert 
deshalb ebenfalls ein am Äquator gespiegeltes Vektorfeld. 
Die Komponenten in ~-Richtung sind dabei stets antisymmetrisch, 
die in ~-Richtung dagegen symmetrisch zum Äquator. Es ergibt sich, 
daß in der Reihe (37) bei derart gespiegelten Feldern ~ur diejenigen 
Koeffizienten c~ + 0 sein dürfen, für die n+rn+s eine gerade Zahl 
darstellt·~· Vergleiche dazu die Abbildungen 1 bis 26. 
6. Vergleich der Orthogonalen Vektorfunktionen mit anderen spektralen 
Darstellungen von Vektoren. 
Empirisch gegebene Felder liegen ursprünglich stets an gewissen 
Gitterpunkten vor. um die Entwicklungskoeffizienten c, in (37) zu 
berechnen, muß man das gegebene Vektorfeld 10<1,Ä) über die Kugel-
oder bei Spiegelung am Äquator über eine Halbkugel - integrieren. 
Hier hat man nun eindeutige Vorteile bei der Darstellung von 
Vektorfel~ern durch Vektorfunktionen. Denn es genügt bei Formel 
(38), eine Methode anzugeben, wie die Integration über die Kugel-
v. 
oberfläche exakt oder näherungsweise durchgeführt werden soll. 
Der Integrand 10< I,:\) · ,,('f, A} ist einE:! skalare Größen, dessen Be-
rechnung an jedem Gitterpunkt mit den Koordinaten~~ keine 
· k 1 Gro''ße 4st be4 einem stetigen Schwierigkeiten bereitet. D~ese s a are ~ ~ 
~-Feld auch selbst überall stetig. Wie man diese Eigenschaft zur 
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Zurückführung der Analyse von Vektorfeldern auf die Analyse 
skalarer Felder verwenden kann, wird am Ende dieses Abschnitts 
gezeigt. 
Welche Alternativen gibt es, um Vektorfelder auf der R~gel• 
oberfl§che spektral darzustellen? Man könnte d.ie Komponenten des 
Vektorfeldes spektral berechnen, Doch diese können auch bei stetigen 
~ 
und sogar"bei beliebig oft differenzierbaren Vektorfel~ern an 
: 
den Polentunstetig sein~ Als Beispiele seien die u-Komponenten 
von "93 ('/,~), .,4 ('f,~) und ' 6 (tf,l) angeführt, deren Werte weder am 
Nordpol noch am SUdpol eindeutig definiert sind und dort auch nicht 
stetig und eindeutig definiert werden können. Bei der Entwicklung 
der Vektorkomponenten nach Kuge~flächenfunktionen bliebe nur die 
Möglichkeit, diejenigen Orthogonalen Vektoren aus der Reihe (37), 
deren Komponenten in P olnähe unstetig sind, bei der Darstellung 
fortzulassen. Das läuft darauf hinaus, daß man nur Vektorfelder 
zuläßt, die an den Polen verschwinden. Um dies zu v~~meiden, ent~ 
' 
wickelt R0bert [a] die mit cos~ multiplizierten Vekto~komponenten 
l 
in Kugelflächenfunktionen; das ist in einwandfreier stetiger 
Form möglich: Für cos 'f • U~( sin 'f) erhält man nach Formel (24) 
_/ 2 d Pm {z) 
l1-z2 Um(z) = 1-z n = 
n t n (n+1) dz 
= _ l n (n-m+1) (n+mt1) -. pin (z) + ..J (n+ro) (n+1) (n-m)' ~-l (z) 
-,J (2n+1) (2n+3) (n+1) n+1 y' (2n+1) (2n-1) ·n' 
• .m m m(') und für cos'l • v ( sin 'f) erhält man P z ; 
n y n <n+n n 
und das si~d stetige Funktionen, die außerdem für m>O an den Polen 
verschwind~n und deshalb auch bei Multiplikation mit cos mA oder 
~ 
sin m ~ stetig bleiben. Diese Methode hat jedoch den Nachteil, daß 
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bei der In~egration - durch die Multiplikation des Integranden 
l 
mit cosf - Gewichte eingeführt werden, die alle in Polnähe gege~ 
benen Werte gegenüber den Werten in Äquatornäh~ ben~ohteiligen. 
Eip Wert am Pol ble~bt dadurch sogar vollkommen unbepUQksicht1gt. 
Außerdem muß Robert [a] noch bei den höchsten und niedrigsten 
Gliedern der Reihen bestimmte algebraische Beziehungen zwischen 
den Reihen der u· und v-Komponenten berücksichtigen, Die entsprechende 
Koppelung zwischen den Feldern der beiden Vektorkomponenten erfolgt 
in Formel X38) durch Bildung der Skalarprodukte zwischen dem gege• 
benen VektOr und dem Wert der orthogonalen Vektorfunktion am Ort 
l der Messun~. Deshalb darf man bei der durch (37) gegebenen Dar-
stellung die dortige Reihe nach einem Wert ~=K•2N2+4M•1 gefahrlos 
abbrechen, Ist dabei M=N, so enthMlt das durch di~ ~eilre.ihe 
K 
'l()N('f,~) == ~ C'l ~'7('1',:\) dargestellte Vektorfeld genau 
alle Wellenzahlen n~N, unabhängig von der speziellen Lage des 
Koordinatensystems, mit anderen Worten,lONCf,A) stellt eine exakte 
Filterung von 10<'1',~) dar, aus der alle Wellen der Wellenzahlen n>N 
entfernt worden sind. Die Entwicklung (37) stellt eine exakte 
Spektralze~legung dar. Bei der Differentation der Orthogonalen 
'· 
Vektorfunktionen und der skalaren Kugelflächenfunktionen wird weder 
~ 
die Wellenzahl n noch m geändert. Dies gilt bei der Differentation 
der Vektorkomponenten nach dem Verfahren von Robert [a] nicht. 
Ein weiterer Vorteil der Orthogonalen Vektorfunktionen liegt darin, 
daß man durch Weglassen der Terme mit geraden bzw. ungeraden 
Indices den rotationsfreien pzw. den divergenzfreien Anteil des 
Vektorfeldes erhält. 
Auch das verfahren, statt der gegel:enen Vektorfelder ihre skalaren 
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Strom- und Potentialfunktionen spektral zu zerlegen, hat schwer-
wiegen4e Nachteile: Um diese Felder aus an Gitterpunkten gegebenen 
Vektorfelder aufzubauen, muß man an den Gitterpunkten horizontale 
Differentialquotient~n bilden. O~es ist - vor allem b@i. qrößerem 
Gitterabstand - nicht fehlerfrei möglich und häufig mit großen 
Schwierigkeiten verbunden, denn die Differentialquotienten müssen 
durch Oifferenzenquotienten angenähert werden, fUr de~en S@rechnunq 
mindestens drei räumlich verschiedene Gitterwerte ben~tigt. werden. 
DemgeqenUber, erfordert die Berechnung der Koeffizienten der. Orthogonalen 
l 
Vektorfunktionen keine Differentation. Oie noch·nicht inte~rierten 
Werte in Formel (38), die na,ch der In~egration die Koe~fizienten c 1 
liefern, sind stetige skalare Funktionen, die das Vektorfeld U7(~ 1 ~) 
eindeutig beschreiben:· 
( 39), 
Insbesondere erreicht man eine eindeutige Beschreibung von lOcf,l> , 
falls man zur Darstellung alle c~(f,)) verwendet, deren Vektorfunktio-
nen zu n=1 g~hören, das sind nach Formel (36) die sechs c?(f,)) mit 
1]=1, ••• ,6, ohbei werden alle Gegenden der Kugelobe~fläche völlig 
t 
gleich behandelt. Doch ist das System selbstverständlich überbe-
i 
stimmt; zur Darstellung eines zweidimensionalen Vektorfeldes reichen 
bereits zwei skalare Funktionen. Hat man umgekehrt die sechs evtl. 
I I 
fehlerhaften Funktionen c 1 cY,A> , ••• ,c 6 <'f,~> und will man daraus nach 
der Methode der kleinsten Fehlerquadrate die beste Vektorfunktion 
10<~,)), für die Formel (39) gilt, wiedergewinnen, so hat man ~(~,A) 
so zu bestimmen, daß / . 
6 l ~ ~ 
Z.. [~i-~('1, ~) .. - c; (t1l)] = z_ [ l.O('f1 "A) • -ut1'l('f,l) - c:1 ('I, l)1 
"J• 1 J 1lc1 . <f ~ 
ein r.Unimum ~ird. Man erhält{, 
10(", A) = f ~ C:, ('f1 A) • ~,1 ( 'r', A) ( 4o) • 
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Damit· erhält man die Möglichkai t, Analysen von Vekt:.orfeldern 
auf die Analysen von skalaren Feldern zurüokzuführe.n. 
Dazu berechnet man zunächst an allen Maßpunkten (f,l) aus den 
dort gemessenen Vektoren lOc 'f, l> nach Formel (39) die sechs 
skalaren Werte o 1 (f,~), .. ,,c 6 (f,~). Dieae skala~en Werte an den 
verschiede~en Maßpunkten (~,~) w~~den d~pn für jeden dß.r ~eqhs 
1J- Werte efnzeln für das betrachtete Gebiet ( z, B. die Nordhal!?kugel) 
analysiert. Durch das dabei angewandte Analysenverfahren kann mög-
licherweise die exakte Erfüllung der Beziehung (39) für werte von 
~~~ verlorengehen, Die beste Methode, um aus den sechs derqrt ana~ 
lysierten c~(~,)) -Funktionen das VektorfeldlO(~,Ä) für alle 
werte von 'I und) zu erhalten, ist durch die Formel (4o) gegeben. 
Nach dieser Methode sind von Speth [9] Windfelder und Felder des 
Transports verschiedener meteorologischer Größen, wie Impuls und 
Energie analysiert worden. 
7. Multiplikation der Vektorfunktionen 
Hat man ein horizontales meteorologisches Feld durch orthogonale 
Funktionen dargestellt, so möchte man auch verschiedene Rechen-
operationen ausführen. Das gilt sowohl für qiagnostische Unter-
suchungen als auch in verstärktem Maße für Modellrechnungen und 
Vorhersagerechnungen. Man sieht sofort ein, daß die Addition und 
Subtraktion spektral dargestellter Felder keine Schwierigkeiten 
bereitet, die Koeffizienten der Summenreihe bestehen aus der Summe 
,, 
der entspr~chenden Koeffizienten der Summandenreihen. Die Differen~ 
tation läßt sich bei spektraler Darstellung auf sehr einfache 
Art und Weise nach den Formeln (16) bis (21), sowie (13) und (14) 
durchführen. Schwieriger ist die Multiplikation, die jetzt unter-
sucht werden soll. Es seien zwei FelderM<~',~) und 'l'<f,A} durch 
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endlic~e Reihenentwicklungen nach den orthonormalen 
Funktionsfamilien ~~(f,l) und Yk(f,)) gegeben: 
inO("' A) ~ f.'1 Wfo '19# (~, A) 
J<.t 
"'(~ A) = L CA. Y,\C'I',l) 
hr::.( 
Die Produktfunktion U) ('f, A) ;:; 1f' ( 'f,:\ ) • Wc f,)) 
(41) 
{ 4 2) • 
(43) 
werde ebenfalls formal in eine Reihe mit den zun&chst unbekannten 
Koeffi~ienten c 1 entwickelt: 
()o 
'Wc~~) = 2: e1 ll\ ('1'1 ~) 1·1 (f 
Wie las.sen sich d;l.e c 1 aus den bekannten w-JI und ck berechnen? 
Setzt man in die Formel für den Entwicklungskoeffizienten 
nach Formel (43) das Produkt der Reihen 
(42) und (41) ein, so erhält man 
KJ. 1<., . it 
cl. • z_ L. ck "',4 Jf)?' ~ lnl 
A.WI!-t ;4"'" ~ . 0 
{ 44) • 
( 4 5) • 
M~n erkennt, daß im allgemeinen Fall jeder Entwicklungskoeffizient 
r 
c 1 der Froduktfunktion Ulcf,A) aus einer Doppelsumme über alle 
Produkt~ der Entwicklungskoeffizienten der beiden Faktorenreihen 
multipliziert mit dem Tripelintegral 'U)"f- Yk~~ besteht. Die 
Reihe der Produktfunktionen (44) bricht dann ab, wenn für alle 
~~K1 ,k~K2 und l>K die dreifach indizierten Zahlen des Tripel-
i~tegrals verschwinden. 
Bevor diese Tripelintegralwerte untersucht werden, soll die 
Multiplikation noch verallgemeinert werden. Wei~er oben im 
Abschnitt 3 wurden bereits die in dem System von Vektoren und 
Skalareh auf der Kugeloberfläche auftretenden v~rschieden~n 
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Arten yon Multiplikationen definiert. Man erhielt: 
Skalar mal Skalar = Vektor, 
Vektor skalar mal Vektor = Skalar, 
Vektor vektoriell mp.l Vektor = Skalar, 
Skalar mal Vektor = Vektor, 
Skalar vektoriell mal. Vektor = Vektor. 
In jeder dieser Beziehungen treten jeweils drei Größen auf, die 
man unter Verallgemeinerung der Formeln (41) bis (45) den drei 
Orthog~nalfunktionen ~~(f,~), Yk(f,~) und~1 (f,A) in dem 
~ripeltntegral zuordnen kann, In jeder dieser Beziehungen er• 
schein~n Vektoren entweder gar nicht oder paarweise. Dement-
sprechend können wir bei allen diesen ver~ohiedenen Arten der 
Multiplikation nur entweder ein aus drei skalaren Funktionen 
aufgebautes Tripelintegral oder ein aus zwei Vektoren und 
einer Skalarfunktion aufgebautes erhalten. Dementsprechend 
wollen·wir jetzt ein verallgemeinertes Tripelintegral 
untersuchen. Das Zeichen o stellt für 1< = 0 eine skalare und 
für 1\ ~ 1 eine vektorielle Multiplikation dar. Unter Verwen-
dung von (4) und (32) erhält man für das rein skalare Tripel-
,tntegral 
(46). 
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Dabei gilt für die Beziehung zwischen den kj' mj und nj die 
Formel (3) sinngemäß. Ersetzt man in dem halben Integral 
rechts in (46) z durch -z, wendet die erste Formel von (35} 
an und addiert die andere H~lfte de~ Integ~als, $0 folgt unter 
Berüc~aiohtigung 
I 
von m,+m2+m3 a 2m3 = geraäe: 
n +n +n.. 1+ (Ol't1) 1 2 "~ 2 .• 
Zunächst erkennt man, daß das Tripelintegral (46) nur für 
m1+m2 • m3 nioht verschwindet. Das ist ein Ergebnis, das wegen 
der gleichen ~-Abhängigkeit der ~l (f,)) nach (22) auch für 
das zweite Tripelintegral gelten muß: 
( 4 7) • 
i Hierb~i gilt f~ die Beziehung zwischen den Indices neben Formel 
(3) auch die Formel (15). Ersetzt man in (47):die f?~' 9 (z) nach 
{23), so folgt 
m m2 . m m2 m3,o-
s -s - }C 
(U 1 u - V 1 V ) On 
~ 0~ y* = b i 1 2 n1 n2 
n 1. n 2 3 
m m2 1 m1 m m3 ,o 1 12 k3 m,+m2,m3 (U 1 vn - V u 2) On 
n1 2 I n1 n2 3 
dabei gilt die obere Reihe rechts für reelle Integralwerte und 
die untere für imaginäre. Falls man nun die ~(z) und die ~(z) 
f 
nach Formel (3o) durch 
i 
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Jeweils in dem zweiten Integralterm der Qm( ) · n z Wlrd z durch 
-z ersetzt und Formel (35) angewendet: 
m1,1 m2 ,-1 m3 ,o 
· 
0n °n · Q · 1 2 n3 
Uber das in (48) ganz rechts stehende Tripelintegral sei noch 
vorweggenommen, daß es nach Formel (64) verschwindet, wenn die 
Summe von zwei n•Werten größer als der dritte Wert ist, Daraus 
ergibt sich, daß die Reihe (44) der Produktfunktion höchstens 
maximale Großkreiswellenzahlen n3 enth,ält, die gleiah der summe 
aus den entsprechenden Wellenzahlen der Faktorenreihen (41) 
und (4~) ist. Falls man allgernein Reihen bis zu einer festen 
i 
( 4 8) • 
maximalen Wellenzahl n~N verwendet, so muß man nach einer Multi-
plikation alle Reihenglieder mit Wellenzahlen n zwischen N+1 
und 2N weglassen. Der dabei entstehende Fehler wird mit einem 
Wort aus der angelsächsischen Literatur truncation-Fehler genannt. 
Die Formel (48) läßt jedoch noch weitere Auswahlregeln bei 
der Multiplikation erkenn~n. Das Kronneckersymbol als erster Faktor 
auf der rechten s eite von (48) besagt, daß die zonale Wellen-
zahl m3 der Produktfunktion nur gleich der Summe oder - wegen 
der Mö~lichkeit von negativen rn-Werten - gleich der Differenz 
der beiden Wellenzahlen m1 und m2 sein kann. In einem Produkt 
l 
können also nur zonale Wellenzahlen aus der Summe oder der 
Differenz der ursprUngliehen zonalen Wellenzahlen auftauchen. 
Die Potenz von i= {:1 tritt in (48) auf, weil mit komplexen 
werten gerechnet wird; sie bewirkt Übergänge zwischen sin mA - und 
cos m A -werten. Auf Einzelhel ten kann verzichtet werden, da 
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später zu reellen Werten übergegangen wird7 dann kann man 
den Einfluß dieser Potenz auf die reellen Werte betrachten. 
Der nächste Faktor mit dem Bruchstrich stellt wieder eine 
Auswahlregel dAr, die auch im Reellen gilt. wenn die summe 
aus den drei Großkreiswellenzahlen, den beiden ~enn~ahlen für 
Rotations" oder Divergenzf~eiheit der beiden Vektoren und der 
Kennzahl 0 für 'den Skalarprodukt bzw. 1 fü~ den Ve~torproäukt 
ungerade ist, v~rschwindet das Tripel~ntegral links in (48), 
Das hat als Konsequenz: Multipliziert man einen Vektor mit 
J 
geradep Wellen~ahl n skalar mit Ve~toren einer festen Groß• 
kreiswellenzahl, die in bezug auf Rotations~ bzw. Divergenz-
freiheit mit ihm übereinstimmen, so erhält mari einen Skalar mit 
. . . 
Wellenzahlen, die gerade oder ungerade sind, j~nachdem, ob der 
zweite Vektor eine gerade oder unger~de Großkreiswellenzahl hatte, 
. . . 
Stimmen Rotations- bzw~ Pivergenzfreiheit nicht überein, so sind 
beim Ergebnis ,gerade und ungerade miteinander ·zu vertauschen. 
Durch die Verwendung des Vektorprodukts erfolgt eine abermalige 
Vertauschung. Entsprechende A~swahlregeln gelten auch für die 
Multiplikation eines Vektors mit einem Skalar •. Auf die 
Interp~etation des rein skalaren Tripelintegrals (46) gehe ich 
nicht näher ein, weil es bereits von Silberman [1o] berechnetf 
untersucht und angewendet worden ist. Bevor für das in (48) rechts 
stehende Integral ein zur Berechnung geeigneter formelmäßiger 
Ausdruck abgeleitet wird, soll noch der entsprechende Koppelungs-
~oeffizient, also das Analogon des Tripelintegrals (47) für 
reelle Reihen (37) bzw. für die entsprechende Reihe der skalaren 
Funktionen 
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{1 für G"=O} {Yk ( f, ~) f für G"=1 
{
0 für m=O 
o~m~n; tS' = 
o,1 sonst 
abgeleitet we~den. Um Vektoren und Skalare durch einheitliche 
Formeln darstellen zu können, wird eine reelle Funktion )<~,l) 
wie folgt definiert: 
für v =1 2 mit 17 = 2n +4m -2G' ,..s 
für v=O mit ;U = n 2 + 2m - G' + 1 
( 4 9 ~ 
Ganz entsprechend wi~d~(~,~) du~oh die entspreQhenden komplexen 
Funktiönen dargestellt. Die· drei Funktionen des Tripelintegrals 
werden durch die Indices 1,2,3 unterschieden, die man auch an 
I . 
den Indexzahlen 11 ,~, n,m, G" und v wiederfindet, Die Tripeli~te-
grale (46) und (48) lassen sich damit zu der einen verallgemeiner-
ten Formel 
zusammenfassen; darin ist 
• {1 für I.rtS+ k geradj • 
0 sonst 
S = s1 +s2+s3; L = n1 +n2+n3; E = v1 +v2+ \J3 und v2 = v 1 + v3. 
(So) 
Für das Tripelintegral der reellen Größen erhält man mit (49) 
und der entsprechenden Beziehung für die Orthogonalen Vektor-
funktionen 
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+ H>z ~~ oJ:J:) 
+ (-1)! ~1 oJ;~;) 
+ (-1)! ~~ 0 32 ~;) 
+ H>
1 J7 oj=~J} 
darin gilt Z = G'1 + 0"2+ G'3 1 bei der reellen Funktion ~j ( '1',;\) 
stellt~j=O jeweils den Realteilund. 6j=1 den Imaginärteil der 
komplexen Funktion zrj (f,~) dar. Aus der Definition von 
aj (~,~) nach (4) bzw. (22} in Verbindung mit (23) bis (25), (32) 
und (35) läßt sich ableiten: 
,. 
I ::(* m. ~' 
<Jj(tp,;\) = (-1) J (p(f,A) I 
wobei der Strich rechts am ~j(~,A) andeuten soll, daß statt mj 
die Zahl -mj einzusetzen ist. Berücksichtigt man dies und 
Formel (So), so erhält man für das reelle Tripelintegral 
JE.m E & s + 8-l<+El-Z { 1 
J= 1 4 ~ lT3 ( -1 ) 2 2 0 für S+Z+ I( gerade und L+Z gerade} • 
sonst 
. { c für m1~~=0) m1 ,.,1 ~,-v2 m3,v3 + -~ ~2 ~3 0 sonst 1 
c für m1""'2~) m1 +<3"1 -rn1 ,v1 ~,-112 m3,v3 + + (-1) Qn 0n2 ~3 0 sonst 1 
c für~~~) m2+~ m1 '"1 -=-m2 ·, -'il2 1TI:3 ,v 3 + (-1) ~1 Q ~ + 0 sonst 112 3 
(1 für m3~~) m3+6"3 m1 '"1 m2 ' --"' 2 -m3 '" 3 J + (-1) ~1 ~ Qn 0 sonst 2 3 
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und dies kann man schließlich zu der folgenden Formel zusammen-
fassen: 
mit~= n 
für S+Z+ K und L+Z gerade J , 
für m1 ~m2+m3 } 
für m2~m 1 +m3 und m3*o 
sonst 
sonst 
{ 
-mj für j =q 
und X.= 
J mj für j tq 
(51) 
Jetzt soll f.Hr die in (48), (So) und (51) auftretenden Tripelinte-
grale über z 
(52) 
eine Formel angegeben werden, die zur schnellen und exakten Berech-
nung mit einem Elektronenrechner in Gleitkommadarstellung geeignet 
ist. Für,den Fall, daß alle rj (oder alle mj} verschwinden, erhält 
man aus (52) wegen der Beziehung (32) das Tripelintegral über die 
Legrendre'schen Polynome, für die Silberman [1o] folgende Formel 
abgeleitet hat 
• T (n1 ,n2 ,n3 ,m1 ,~,~) (n1+n2+n3+1)!! (n2+n3-n1)!! {n1+n3-n2)!! 
~------------------~ m2 (n1+m1)! (n2-~) 1 (n3~3) 1 
mit T(n1,n2,n3,m1'~'m3)=(-1) <n,-m,)! (n2+m2)! (n3+m3)! 
(53) 
(54) 
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L ) 1 ( -d) , ( a) (b) ( q) und mit W ( a, b, c ; d , e ) = -, --:;-T-;- ) k k k e-1, 1 (d k (e)k k! ~s:Q (55) • 
Dabei bedeutet (a)k = a•(a+1) •• , (a+k-1) dae Pocnhamm~r-Symbcl 
und k!! = k• (k-2) •••• (2 für k gerade, sonst 1); ~s gilt ( ... 1) 11:;=1. 
Das Tripelintegral (53) versohwindet, falls n1+n2+n 3 ungerade ist. 
Die Formel (55) ist nur für e·~1 sinnvoll; für e <1 nimmt man statt 
dessen 
. = (a-e)!(-b)! (-c)!(-1)e+1 W(a,b,c,d,e). (a-1)!(e-b-1)!(e-c-1)! W(a+1-e,b+1-e,c+1-e;d+1-e,2•e), (56) 
das man in diesem Fall aus (55) 9-urch einen Grenz~bergang erhält, 
Ist in (54) nj>n1+n2 und m1 ~n 1 , so wird in {55) e<1. Dann gilt 
Formel (56); dort erhält man für e-c-1 den \\fert n2+n1-n3 , der <0 
ist. Damit verschwindet W(a,b,c;d,e), weil der Ausdruck (e-b-1)! im 
Nenner von (56) unendlich wird. Also verschwindet T(n1 ,n2 ,n3 ,m1 ,m2 ,m3) 
(57). 
Die Rechnung mit der in (55) rechts stehenden Summenformel für 
die verallgemeinerte hypergeometrische Reihe kann bei einer größeren 
Zahl von Summanden dazu führen, daß Abrundungstehler Überhand 
nehmen, weil man Differenzen von zu großen Zahlen bilden muß. Die 
Reihenglieder in der Summe von (55) nehmen für k~min (-b,-c) dem 
Betrag nach ihren größten Wert an und haben gleichzeitig alter-
nierende Vorzeichen. Durch geeignet Zusammenfassung von je zwei 
Reihengliedern, die etwa spiegelbildlich zum mittleren Glied liegen 
und Ausklammern der stark wach.senden Faktoren, kqnn man diese 
Gefahr der zu großen Abrundungsfehler weitgehend ausschalten: 
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Ist übrigens in der summe a = e oder c = d , so lassen sich diese 
beiden Faktoren herauskürzen, dann erhält man eine echte hypergeo~ 
metrische Reihe, in der die Variable den Wert 1 hat. Dafür existiert 
die folgende Summenformel (vergleiche z,B. Wittaker u,a, [13] , 
s. 282):: 
- (a)k(b)k 
(e) Kl = F(a,b;e;1) 
0 k 
r(e). r (e-a-b) 
= r<e-a)·r<e-b) 
(e-1)! (e-a-b-1)! 
= (e-a-1) ! (e-b-1)! ' 
Im Falle a=e erhält man nach der gleichen Formel 
-.h 
6 (b)k (c)k _ (d-1)! (d-b-c-1)! (d)k k! - (d-b-1)! (d-c-1)! 0
Doch nun zurück zu einem weiteren Spezialfall des Tripelintegrals 
(52). Sind alle mj und alle rj=O, so findet man bei Wittaker u.a. 
(59) 
(60) 
V3] auf s. 331 einen summenfreien Ausdruck für das Integral (52): 
mit A(x) = (2x-1)!! für n·+n +n gerade 
x! 1 2 3 ' 
(61) 
son$t verschwtndet der Wert des Integrals. 
Nun weiß man aus der Theorie des Drehimpulses in der Quantenmecha-
nik, z.B. dem Buch von Edmonds [12] , daß sich daß Tripelintegral 
(52) in zwei Faktoren zerlegen läßt, deren einer nicht von den mj 
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und deren anderer nicht von den rj abhängt. Um die Berechnung 
zu vereinfachen, l'Tird noch ein weiterer Faktor abgespalten, 
der nur von denn. abhängt: 
:J 
Man überlßgt sich nun leicht, daß man für d~e Funktionen ~ in (62) 
genau di~ T-Funktionen aus (53) nehmen kann. Setzt man dann 
. 
mj=rj=O, ·so kann man T(n1 ,n2 ,n3 ,o,o,o) aus (53) u~d (62) eiemi-
nieren und erhält 
Entnimmt man den Wert für P 0 P0 P0 der Formel {61), so erhält 
n1 n2 n3 
man 
• 
(63) 
Man kann ~urch Grenzbetrachtungen zeigen, daß diese Formel auch dann 
richtig bleibt, wenn n 1+n 2+n3 ungerade ist. Dieser Ausdruck ver-
schwindet für n 1 > n 2+n3 und n 2 > n 1 +n3 • Für n 3 > n 1 +n2 strebt 
G (n 1 , n 2 , n 3 ) zwar gegen oc , doch streben gleichzeitig beide T-
Funktionen in {62) gemäß (57) gegen Null, so daß insgesamt auch 
in diesem Fall 
also den Satz 
das Tripelintegral (52) verschwindet. Wir erhalten 
m1,r1 m2,r2 m3,r3 Q Q Q = 0 für n 1~n2+n3 oder n 2>n1+n3 n 1 n 2 n 3 
(64). Schließlich läßtsich nun auch eine summen-
freie Formel für T(n 1 ,n2 ,n3 ,o,o,o) angeben, indem man in (53) 
m.=O setz,;t: J . ' 
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Setzt man für das rechtsstehende Integral den Wert aus Formel (61) 
ein, so erhält man für n1+n2+n3 gerade: 
Daraus läßt sich für W(a,b,c~d,e) folgender Ausdruck ableiten, 
falls a+c=1 und d+e=2b+1 ist: 
W(a,b,c;d,e)=O für a-d gerade sonst 
a - e ( .::9..::.2.) , 
W(a,b,c~d,e)=(-1) 2 ·2-b 2 • (-d-a)!! (-e-c}! 1 (~+e ... 1)1 
oamit hat man alle Formeln zur Hand, die ein~ schnelle aere9hnung 
des Trip~lintegrals (52) ermöglichen: Zunächßt zerlegt man das 
Integ~al nach (62) in die Funktionen G(n1 ,n2 ,n3) und 
T(n1 ,n2,n3,m1 ,m2 ,m3). Der Wert für G wird nach (63) berechnet, 
der von T nach Formel (54); dabei tritt die Funktion w auf. Diese 
( 6 5) • 
wird je nach den Werten ihrer Parameter nach Formel (65), Formel (56} 
oder Formel (55) berechnet. Die dort auftretende verallgemeinerte 
hypergeometrische Reihe wird je nach den Werten ihrer Parameter 
nach Formel (59), (6o) oder (58) berechnet. Damit ist das Problem 
de~ Multiplikation im Wellenzahlenbereich gelöst. 
8. Die Division durch einen Skalar 
Di~ durch Reihen von Kugelflächenfunktionen dargestellten 
skalaren Felder und die entsprechenden Vektorfelder können auch 
du:;:ch ein skalares Feld dividiert werden. Man erhält aber nur 
dapri ein stetiges Ergebnis, wenn der Divisor an keiner Ste~le 
de~ Kugelobe~fläche verschwindet. Den Fall einer behebbaren 
Singularität,also den Fall, daß der Zähler auch an den Stellen 
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min4esten~ von gleicher Ordnung verschwindet, an denen der 
Nenner Null wird, soll nicht betrachtet werden. Oie Division 
ist also nur durch solohe Reihen gestattßt, deren kon1tantes 
Glied so groß ist, daß die Reihe für k~ine St~lle der K~gelop~~~ 
fläche den Wert Null erreichen kann. Oie Div~sion wird dann in einem 
impliziten Iteratationsverfahren auf die Multipli~ation zurUo~ge· 
führt. Soll der Quotient der gegebenen Reihen f(1,~) und g (~,l) 
mit g(~,l) ~ 0 für alle~ und A gebildet werden, so setzt man 
h0 (~,~) = 0 und iteriert nach de+ Formel 
Darin ist die Iterationskonstante ~ durch 
.c.;:; ~I g 
gegeben. Wenn das Iterationsverfahren konverqiert, erhält man das 
gesuchte Ergebnis h(ff~) = f(~1A) I g(f,~) aus 
h(f,)) ~ lim hj(f,~) 
j~ 
( 66) • 
) 67) 
Um die Konvergenz zu beweisen, definiert man zunächst die folgende 
. llhll ::ß. Norm 
h 2 besteht aus der Quadratsumme aller Koeffizienten der Reihe 
h(~,l). Die Konvergenz der Iterationsfor~el (66) ist gesichert, 
falls die Norm der partiellen Ableitung nach hj (f,A) auf der 
rechten Seite von (66) unterhalb einer festen Schranke D bleibt, 
die kleiner als 1 ist: 
111 - g lo{.ll ~ D < 1 
Au$ der Normdefinition folgt 
II 1 - g lc:< u 2 = 1 + g 2 I cl.. 2 - 2 g I o<. , 
verwendet man die Definition von~ durch (67), so ergibt sich 
( 6 8) • 
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welches gewiß kleinerals 1 ist. Damit ist die Ronvargen~ des 
Iterationsverfahrens mit Formel (66) bewiesenft 
Rechnet man mit don :Koeffizienten der Reihen, so k.~nn man die 
Iterationsformel (66) jedoch nicht exakt anwe~den. Denn bei je.d.em 
Iterationsschritt würde die maximale Wellenzahl N3 der Ergebnis-
roihe hj (f,A) zunehmen. Das ergibt sich aus dem in der Iterations-
formel rechts stehenden Produkt g('f,;\ > •hj <4f,A), dessen ma:ximale 
Wellenzahl gleich der Summe der maximalen Wellenzahlen der Faktoren 
ist. Man wird die iterierte Reihe hj(~,A) nach einer Wellenzahl 
N3 abbrechen, die gleich dem Maximum aus den Wellenzahten von f(~,A) 
und g(~,A) ist, Wegen dieses truncation-Fehlers, kann man den 
Quotienten von zwei Reihen nur nMherungsweise berechnen. 
Das Divisionsverfahren läßt sich auch auf die Division von Vektor-
feldern durch ein Skalarfeld ausdehnen. Dann ·sind f(~,A), h(~,J) 
und h.(~1 l} Vektorfelder. Die oben dargelegte Divisionsmethode J 
und der Konvergenzbeweis sehen ganz analog aus und sollen deshalb 
nicht noch einmal dargelegt werden. Lediglich an einigen stellen 
ist statt der gewöhnlichen Multiplikation die Multiplikation eines 
Vektors mit einem Skalar bzw. in der Normdefinition das innere 
Produkt zweier Vektoren einzuführen. 
Die Division nach diesem verfahren ist sehr rechenintensiv, da 
bei jedem Iterationsschritt in (66) ein Produkt aus zwei 
Reihen nach der im vorigen Kapitel angegebenen Methode berechnet 
werqen muß. 
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9. Die Darstellung der Bewegungsgleichungen 
Bei meteorologischen Berechnungen mit den aus Kugelflächen-
funktionen und Orthogonalen Vektorfunktionen aufgebauten 
Reihen sind noch einige Gesichtspunkte zu berücksichtigen, 
die im folgenden angegeben werden. Den Abschluß dieses Kapitels 
bildet eine einfache Methode zur Berechnung des globalen Wind-
feldes aus dem Geopotentialfeld. Zunächst müssen die Bewegungs-
gleichungen in exakter Vektordarstellung geschrieben werden. 
Für die totale Ableitung des Windvektors 10 nach der Zeit t 
erhält man unter Fortlassung der Argumente ..P, A : ., 
In Äquatornähe verschwindet der Coriolisterm; dort läßt sich 
das Horizontalwindfeld linear nur durch einen Bodenreibungs• 
ansatz balancieren. Der darin auftretende Bodenreibungsfaktor B 
kann auch vom Ort, z.B, von der tand-Meerverteilung abhängen. Im 
einfachsten Fall wird man B konstant ansetzen. Für die Horizontal-
reibung führt ein Diffusionsansatz mit der Diffusionskonstanten 
H auf den Ausdruck H • (- 2 2 10 +Ll JO ) • R 
Darin tritt - wie zu erwarten - der vektorielle Laplace-Operator 
auf 1 'äer durch die Formeln (11) und (12) definiert wurde. 
A~ßerdem erhäit man noch einen Anteil von der Form eines linearen 
Boden~eibungsterms; er ist sehr klein, da in seinem Nenner das 
Quadrat des Erdradius R steht. Insgesamt erhält man folgende 
horizontale Bewegungsgleichung (unter Verwendung des aufs. 11 
definierten x-Produkts): w ... ya.d.(f W·W)- 10 X '"tR 10- f X 10- (69 
-reut p -BW + H(-~ 10+/J W) = (J 
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Vernachlässigt man die Beschleunigung und die Horizontal-
reibung, so kann man diese Gleichung nach 10 auflösen: 
Der Nenner verschwindet dabei n~rgends. Somit ist dies die ein-
fachste Formel, um aus einem Geopotentialfeld p ein Windfeld lO 
zu berechnen. Eine iterative Verbesserung dieses Feldes mit 
( 7o) o 
Hilfe der Ubrigen in (69) angegebenen Terme der Bewegungsgleichung 
ist möglich, 
Eine interessante Aufgabe besteht dabei darin, diejenigen Werte 
von B und H ~u finden, durch die das damit berechnete Windfeld 
der Wirklichkeit am nächsten kommt. 
1 • Kubota, s . : 
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