We investigate a holomorphic extendibility of CR-functions on piecewise smooth manifolds. We give a new proof of the Airapetyan-Henkin theorem which says that any CR-function on an "angle" formed by smooth manifolds extends to a small wedge with edge at the intersection. Our technique not only yields a di erent proof of the well-known Airapetyan-Henkin theorem but also provides us with an estimate of the size of the wedge to which CR-functions extend. We also study a related question on holomorphic sections of the normal bundle.
Introduction
In this paper we study a holomorphic extendibility of CR functions on manifolds in C N , i.e. functions which are annihilated by all tangential Cauchy-Riemann di erential operators. The following classical result says roughly that every CR function on an "angle" formed by manifolds extends analytically into a wedge if the manifolds intersect in a certain "generic" way. The latter condition is formulated in terms of de ning functions.
Given a function g 2 C 1 (C N ), we write @g = P @g @z j dz j . Theorem 1.1 (Airapetyan-Henkin) Let 1 ; . . . ; l , l > 1, be real valued functions on C N of class C 2 such that @ 1^. . .^@ l 6 = 0 and 1 (0) = . . . = l (0) = 0. Suppose that l smooth manifolds with boundary M 1 ; . . . ; M l are given by M k = fz 2 C N : j (z) = 0; 1 j l; j 6 = k; k (z) 0g: (1) Department of Mathematics, University of California, San Diego, California., partially supported by the National Science Foundation
Note that the statement of Theorem 1.1 does not provide us with any kind of estimate on the size of the wedge. In general, not much is known about the size of the holomorphic hull of CR manifolds. We can mention BDN], BN], BPP] where some estimates where obtained in the case of one smooth manifold.
In this paper we prove, by a new method, a stronger version of Theorem 1.1. Namely we obtain estimates on the size of the wedge of extendibility. The estimates depend on the size of the second derivatives of (normalized) de ning functions of the manifolds forming the angle. Now we state the main result of this paper. By C 2; , 0 < < 1 we denote the space of twice di erentiable functions whose second derivatives belong to the Holder class C . Let kgk ;S denote the C norm of g over the set S, i.e. kgk ;S = sup x2S jg(x)j + sup x;y2S; jx?yj 1 jg(x) ? g(y)j jx ? yj :
If g is a vector or a matrix, the absolute value in (2) has to be replaced by the vector or the matrix norm. Let T be the unit circle. Let H be the Hilbert transform on T normalized by (Hh)(1) = 0. The C -norm of H will be denoted by = ( ). For a function !( ) on C N we denote by k! 00 ( )k the norm of the 2N 2N matrix formed by the second derivatives of the real and imaginary parts of !. By @ @ we denote the l N matrix of complex derivatives 
k 00 j ( )k ;S 1 C 2 ; S 1 = f 2 C N : j j Rg; j = 1; . . . ; l:
Then if U( ) is a continuous CR-function on (M 1 . . . M l )\f 2 C N : j j Rg (de ned by (1) Note that the right part of inequality (3) simply means that @ 1 (0)^. . .^ l (0) 6 = 0.
Apart from the particular formulas for R 1 ; R 2 ; e C, the presented estimate is sharp. Without control over the second derivatives of the de ning function the convex hull (which contains the holomorphic hull) of the set (M 1 . . . M l ) \ f 2 C N : j j Rg can be arbitrarily small.
Also note that when C 2 tends to zero and R tends to in nity, the wedge tends to ll out the set j 0 which proves then the so-called folding screen lemma. The constant C 1 tell us how far the intersection of M j 's is from being non-generic. If the intersection of M j 's is close to be non-generic then the de ning functions j 's have to be multiplied by a large constant to satisfy normalization condition (3). This makes C 1 large ( as well as C 2 ). Note that R 1 does not depend on C 1 , i.e. the size of the edge of W does not depend on C 1 .
Obtaining an extension to a wedge in Theorem 1.2 requires an estimate of a neighborhood in the approximation theorem by Baouendi-Treves which we discuss now brie y.
We denote by H 2 N the Hardy space of functions valued in C N , analytic in the open unit disc in C and whose boundary values are in L 2 (T). For 0 < < 1 we denote by C l (T; R) the set of l-vector real valued functions on T with each component belonging to the Holder class C . By C l (T) we denote the space of complex valued functions whose real and imaginary part belong to C l (T; R). We say that an analytic disc f 2 H 2 N \ C N (T) is attached to a manifold if its boundary f(T) lies on the manifold.
The paper BRT] suggested a new approach to the problem of constructing families of analytic discs attached to a generic manifold M = fz 2 C N : 1 (z) = . . . = l (z) = 0g. A disc f 2 H 2 N \ C N is attached to M if it lies in the zero set of the map R : f(e i ) 2 H 2 N \ C N (T) ?! ( 1 (f(e i )); . . . ; l (f(e i )) ) 2 C l (T; R):
First, we try to prove that the set A = ff 2 H 2 N \C N : R(f) = 0g forms a Banach manifold near a given small disc f 0 . Then , in many cases, we can deal with a tangent space to the manifold A rather than the manifolds itself. This substantially simpli es the problem.
In this paper we prove 
The space of C sections of this bundle can be de ned as
We can de ne the normal bundle along f(T) as 
Here we identify an analytic function h 2 H 2 N \C N with its equivalence class in C (N f(T) M). If for particular f and M equation (6) For an arbitrary f Problem 2 seems to be quite hard. The Vekua's theory of partial indices can not be applied. We succeeded only in proving a partial result , Theorem 3.1 which says that (7) holds if the functions j 's have a triangular dependence on some of the variables. This paper has the following structure. In section 2 we prove Theorem 1.2. In section 3 we study Problem 2. This section is completely independent of the rest of the paper. In section 4 we prove two technical lemmas used in the proof of Theorem 1.2. The lemmas are very elementary and we include the proofs just to show how particular constants can be computed. Section 6 contains the proof of the approximation theorem with concrete neighborhood estimates.
The author would like to thank M.S.Baouendi for many fruitful discussions.
A New Proof of the Airapetyan-Henkin Theorem
We will need the two elementary lemmas below. 
k 00 ( )k ;S 2 2 ; S 2 = f : j ? p 0 j g: 
The proofs of Lemmas 2.1 and 2.2 are very elementary. We include them in section 4.
Denote by M the intersection of M j 's, i.e. M = f 2 C N : j ( ) = 0; j = 1; . . . ; lg. Divide the unit disc T = 0; 2 ) into l intervals given by T j = (2 j?1 l ; 2 j l ) for 1 j l.
The following theorem is the main step toward proving Theorem 1.2.
Theorem 2.3 Suppose we are given l manifolds with boundary M k = f 2 C N : j ( ) = 0; j 6 = k; k ( ) 0g; 1 k l and suppose that for a given point p 0 2 M inequalities (10) and (11) It follows from Lemma 2.2 that there exists a new set of coordinates 0 = (w 1 ; . . . w l ; z 1 ; . . . ; z N?l ) = (x + iy; u + iv) such that f M j = f(w; z) 2 C N : Imw = h(Rew; z)g for j(w; z)j 2 . We will adopt notation~ j (w; z) = Imw j ? h j (Rew; z) for j = 1; . . . ; l in the sequel. Lemma 2.2 also implies that k~ 00 j k ;S 4 2 ; S 4 = fj 0 j g:
We consider the set of discs attached to the manifolds f M j in the following manner: fj T 1 f M 1 ; . . . ; fj T l f M l . Our next objective is to show that the set of such analytic discs forms a Banach manifold. To do so we introduce the map
Then the set of attached discs A is equal to ff 2 H 2 N \ C N : R(f) = 0g. We are going to apply the submersion theorem to R to show that in a certain neighborhood of zero disc the set of attached discs forms a Banach manifold. In order to do so we need to show that the derivative of R is onto and its kernel splits, i.e. has a closed complement. Consider the derivative map 
Therefore S 0 (f) has a norm not exceeding l 2 for f such that kfk . Now we want to estimate the size of the neighborhood of 0 in fg 2 H 2 l \C l : Reg(1) = 0g in which S(f) is invertible. To do so we write S(f) = S(0
In the view of the fact that kS 0 (f)k < l 2 for kfk the map S(f) is invertible for kfk 1 2 min
and so is R 0 (f). In order to show that the kernel of (18) splits for f such that R 0 (f) is onto, we only need to show that the kernel of the projection
splits. Denote by C 0 ( t 1 ; t 2 ]; R) the set fg 2 C ( t 1 ; t 2 ]) : g(t 1 ) = g(t 2 ) = 0g. where we denote by e j the extension of j 2 C 0 (T j ) to T by zero. Note also that kKk = 1+ Therefore the map F is a local isomorphism.
In order to estimate the size of the neighborhood of 0 on which F is an isomorphism, we need to estimate the norm of the second derivative of F. Since each component of F 00 is given by a formula similar to (19), we have kF 00 k l 2 for f satisfying (20). By Lemma 2.1 we can write ; Im j 2 9 l 11 (1 + ) 4 2 j j 2 (27) there exists (t; a; b) such that = E F ?1 (t 1 1 ; . . . ; t l l ; a; b) = (a 1 + it 1 ; . . . ; a l + it l ; b) + E L(t ; a; b) (28) In other words, the center of analytic disc F ?1 (t ; a; b) is precisely . In order to show that this disc is attached to the angle, we have to prove that t j 0; j = 1; . . . ; l. Equation (28) implies that j ? (a + it; b)j 16l 5 (1 + ) 2 2 j(a + it; b)j 2 :
Lemma 2.1 implies that j(a + it; b)j k(t ; a; b)k 4l 3 (1 + )j j and therefore we have t j Im j ? jIm j ? t j j 2 9 l 11 (1 + ) 4 2 j j 2 ? 16l 5 (1 + ) 2 2 j(a + it; b)j 2 2 9 l 11 (1 + ) 4 2 j j 2 ? 2 8 l 11 (1 + ) 4 2 j j 2 0 and thus any satisfying (27) can be covered by a center of an analytic disc attached to the angle (since t j 0). Inequalities (27) are written in the (w; z) coordinates. We can use (14) and (15) to convert them to the original coordinates and come up with~ and~ de ned in the statement of Theorem 2.3.
To nish the proof we just have to notice that we used only the discs f satisfying (20) when written in (w; z) coordinates. The de nition of together with (14) This allows us to apply Theorem 5.4 to get extension of CR functions into the set V p 0 .
3 Sections of the normal bundle along the boundary of an analytic disc
As we mentioned in the introduction this section is completely independent of the rest of the paper. Let us restate the assumptions associated with Problem 2 stated in the introduction.
Assumptions. Consider C N with coordinates (w; z) = (w 1 ; . . . ; w l ; z 1 ; . . . ; z N?l ). Suppose we are given CR-manifolds f M 1 ; . . . ; f M l and functions 1 ; . . . ; l of class C 2 such that f M k = f(w; z) 2 C N : j (w; z) = 0; 1 j l; j 6 = kg and such that @ w 1^. . .^@ w l 6 = 0 on f M 1 . . . f M l . Here we use notation @ w p = P @p @w j dw j . Now we state the main result of this section which says that (7) is solvable for any right hand side e 2 C l (T; R) and the matrix (a jk ) is invertible.
Then equation (7) holds.
Proof We want to show that derivative map (18) . . .
For each c j there exists r j , a real valued and non-zero everywhere on T function such that r j c j = h j where h j is holomorphic and with the winding number equal to zero. The existence of r j can be shown by considering logc j . Multiply both sides of (34) 
Therefore the derivative map (18) is onto and thus (7) holds. .
Proofs of technical lemmas
In this section we prove Lemmas 2.1 and 2.2. Both proofs are very elementary but we include them for the convenience of the reader since they contain computations of certain constants.
Proof of Lemma 2.1 Some of the estimates of Lemma 2.1 can be found in AMR, prop.
2.5.6].
For x 2 A we write F 0 (x) = F 0 (0) I A + (F 0 (0)) ?1 (F 0 (x) ? F 0 (0))] which, together with inequality k(I + G) ?1 ; 2 2 ) :
For given point y we denote by (F ?1 (y)) 00 g; q] the result of applying of the second derivative 
To see that, we write = (p 0 ) T t, t 2 C l where (p 0 ) T denotes the N l matrix which is the transpose of the complex Jacobian @ (p 0 )
@ . We will also use notation < ; >= P 
In the new basis we can write j as j ( 0 ) = Im 0 j ?h j ( 0 ); 1 j l withh j (0) = 0; rh j (0) = 0; 1 j l. Inequality (11) implies kh 00 j ( 0 )k ;S 5 2 ; S 5 = fj 0 j g:
Now we apply the implicit function theorem to get rid of y inh. Since rh(x; y; u; v) C l C N < 1 for j 0 j = j(x; y; u; v)j < min
we can solve the following system of l equations y 1 =h 1 (x; y; u; v) . . . (45) and (46) imply (12).
Inequality (14) follows from (39) , (10) and the de nition of 0 . In order to prove (13) we note that for S 3 de ned as in (13) The last inequality combined together with (40) 
Suppose there exists a constant C > 0 such that k 00 j ( )k C; for j j R: The right hand side is an integrable function. 
We want to show that the second limit is zero. 
