We have developed Water Vapour Radiometers (WVRs) for the Australia Telescope Compact Array that are capable of determining excess path fluctuations by virtue of measuring small temperature fluctuations in the atmosphere using the 22.3 GHz water vapour line for each of the six antennae. By measuring the line of sight variations of the water vapour, the induced path excess and thus the phase delay can be estimated and corrections can then be applied during data reduction. This reduces decorrelation of the source signal. In this presentation, we discuss the design of the WVRs, an uncooled quadruple filter radiometer capable of detecting water line temperature fluctuations to a sensitivity of 12 mK. The design process of the WVRs is discussed with an emphasis on the modelled sensitivity requirements, filter placement, radio frequency interference mitigation and we conclude by demonstrating how this water vapour radiometry system recovers the telescope's efficiency and image quality as well as how this improves the telescope's ability to use longer baselines at higher frequencies, thereby resulting in higher spatial resolution. We discuss a quadruple filter, uncooled 22.2 GHz Water Vapour Radiometer (WVR) system developed for the six antennae of the Australia Telescope Compact Array. The design process of the WVRs is discussed with an emphasis on the modelled sensitivity requirements, filter placement, radio frequency interference mitigation and we conclude by demonstrating how this system recovers the telescope's efficiency and image quality as well as how this improves the telescope's ability to use longer baselines at higher frequencies, thereby resulting in higher spatial resolution.
INTRODUCTION

Overview
The Australia Telescope Compact Array (ATCA) is a radio interferometer capable of observing in the centimetre and millimetre wavelength regime of the electromagnetic spectrum. It has for over 20 years been the only centimetre wavelength radio interferometer in the southern hemisphere, and for a little over a decade the only millimetre interferometer in the southern hemisphere. Variations in the water vapour content along the lines of sight from the source being observed to each antenna lead to fluctuations in the refractive index, and so to the delays and the phase fluctuations. At millimetre wavelengths, these fluctuations are rapid, requiring frequent measurement of a calibrator source in order to be followed. Frequent calibrator scans means every 5-10 minutes, depending on weather conditions, observations have to be interrupted to observe a calibrator in order to follow the phase variations induced by the atmosphere. This can consume up to 25% of the observing time. The water vapour induced phase variations also increase with the length of the baseline between antennae. With the Australia Telescope Compact Array, the largest useable baseline is found to be˜300m for measurements made in the 3 mm waveband (frequencies around 100 GHz). Yet the maximum baseline separation of the five antennae is 3km, and this is used regularly at centimetre wavebands. If this could be used at millimetre wavelengths it would result in up to a factor of ten improvement in the spatial resolution for millimetre imaging.
At present, observing in the 3mm band is only conducted on baselines of˜350m or less (with the exception of sources like η Carinae, which is bright enough to allow observations up to 3km baselines since it can be self-calibrated in phase). Thus, the angular resolution of 3mm observations in 350m configurations is poorer than 12mm observations on 3km baselines. The correction of raw interferometric phases with WVR data has the potential to allow 3mm, and also 7mm, observations on longer baselines, improving the angular resolution by a factor of up to 10. On shorter baselines the improved phase stability will improve the signal to noise ratio of millimetre-wave observations.
Observing at millimetre wavelengths currently is largely restricted to the winter months, although Water Vapour Radiometers may allow the mm season to start earlier and end later. In 2006, 33% of proposals in the April semester involved observations at 3mm: in 2007 the figure was 25%. In 2008, 37% of Australia Telescope Compact Array proposals requested 3mm observing, and fully 45% requested 3mm and/or 7mm observations. These figures are comparable throughout the years up until the April 2011 semester. The interest in millimetre observing has remained strong with the installation and commissioning of the Compact Array Broadband Backend (CABB) in 2009.
The Atmosphere
The various constituents of the atmosphere all have an effect on the transmission of signals from space. In the millimetre region of the electromagnetic spectrum (between about 16 GHz to 300 GHz), the main contributors to atmospheric attenuation are O 2 and H 2 O, the latter in its gaseous form as water vapour. Below λ ≤ 1.5 cm, the optical depth of the troposphere thus increases and becomes significant, leading to increased system temperatures due to atmospheric emission. 1 The refractivity of water vapour at these frequencies is about 20 times greater than in the near-infrared or optical regimes.
2 Figure 14 provides a good overview of how the sky emission continuum increases with frequency (≈ ν 2 ) and shows the two water vapour line features at 22.2 and 183.3 GHz. When evaluating the atmospheric conditions, several models were used to characterise the temperature differences encountered for the expected degree of phase delays we need to correct for. This is a result of the several different software packages used for the project. The first such model was the Millimeter Propagation Model (MPM) developed by Liebe in 1985 3 and implemented in the Miriad software package. This model, while accurate enough for purposes of filter optimisation has been improved upon by Pardo et al. who developed the Atmospheric Transmission at Microwaves (ATM) model we used to simulate PWV induced excess temperatures. The well characterised VanVleck -Weisskopf (VVW) profiles were also used to determine the model atmosphere parameters for the water vapour calibration factors as well as the weighting coefficients determined in detail in chapter 4.3. The same VVW profiles used for the coefficients were also integrated into the ATM model by Pardo et al.
The ATCA Water Vapour Radiometers
The WVRs developed for ATCA are an uncooled design based on four filters placed between the frequencies of 16 -26 GHz, each with 1 GHz of bandwidth to increase the sensitivity. This allows the WVRs to measure small variations in the spectrum of the 22.2 GHz water vapour emission and derive phase variations based on these measurements. The key elements of the WVRs are their maintenance free operation (there is no cryogenically cooled stage to maintain), they are co-located with the science receivers, hence look through almost the same beam onto the sky, and they operate at frequencies the antennae were designed to perform at. By using a differential water vapour determination method, absolute measurements are not required. Instead, sensitive differential measurements must be executed to determine the minute temperature differences caused by the fluctuations in the water vapour in the lines of sight.
WVR DESIGN
In order to measure the 22 GHz water line with the required degree of sensitivity, a radiometer with a very good temperature stability is required. In order to improve the correlation efficiency to better than 0.5 at 95 GHz, we need to be able to determine temperature fluctuations in the water vapour emission profile of 12mK at 95 GHz, 28 mK at 40 GHz and 50 mK at 22 GHz.
Determining Noise Limits
The theoretical sensitivity of an ideal total-power radiometer with no gain fluctuations is:
where ∆T is the minimum detectable change in the radiometric antenna temperature T a , T e is the noise temperature of the entire signal chain, τ is the integration time and ∆f is the bandwidth of the system. Note the integration time and bandwidth are both in the divisor: this means that increasing integration time (or bandwidth) also increases sensitivity (by decreasing ∆T ). This is illustrated in Figures 1 and 2 where a graphical representation of this formula is shown for a number T a and T e scenarios. We solve both for the sensitivity (1) as well as the minimum time required to reach our target sensitivity of 12 mK (2). T e , the total noise temperature, is calculated as a cascaded system taking each component's noise temperature contribution in the signal chain into account. This can be calculated by the Friis formula:
where T e1 is the noise temperature of the first stage, T e N and G N are the noise temperature and the gain of the N th stage respectively.
To specify the noise limitation the fundamental equation determining a radio receiver noise floor is applicable. The power received in watts is determined by:
where k is the Boltzmann constant, T is the temperature in K and ∆f is the bandwidth of the receiver in Hz. Note that in high frequency engineering, it is useful to express the power and noise ratios as referenced to 1 milliwatt (abbreviated as dBm). We hence convert P to mW for all calculations. Assuming 290 K for the temperature and 1 GHz of bandwidth, the minimum equivalent input noise of the water vapour radiometer is -83 dBm, this is also noted on the receiver diagram in Figure 4 . We can then determine the noise floor:
where NF is the noise figure of the system and -174 dBm corresponds to the input noise of 1 Hz of bandwidth at room temperature (290 K). Referring to the noise figures we measured in Table 1 , we can fill in and determine the noise floor for each of the filters and list them in the same Table. 2
.2 Hardware
The uncooled radiometers are designed to reside inside the vertex room, attached to the millimetre receiver system mounting cage, also referred to as the "millimetre package". The WVR feed horn is situated in such a way that regardless of which mm receiver is on axis, the WVR feed is offset by no more than 12 cm from the axis. This arrangement results in the beams being separated by about 5.8 m at 2 km altitude, below which the majority of PWV induced phase delays originate. For the ATCA antennae with a 22 m diameter, the beams thus overlap by a substantial fraction of >73 %. Refer to Figure 5 in 6 for details on the geometry of the antenna reflector surfaces as well as the size of the focal plane. This means the beams are matched well and sample essentially the same lowest 2 km of the troposphere where most of the water vapour is located.
The required temperature stability was derived from the overall gain stability requirements discussed in the Bremer paper 7 for the original design specifications. The most temperature dependent components in the WVR are the RF amplifiers which have a gain change of about 0.04 dB per 1 K. This gave a temperature control requirement of +/-1 mK at the RF plate control point. This degree of temperature control was verified by calculating the Allan deviation of the RF Plate temperature control point over an arbitrary time period. As can be seen in the Allan deviation sample plot in Figure 3 , this was achieved with values between 0.1 and 0.4 mK. The Allan deviation is a useful quantity to employ for this kind of data because similarly to a power spectrum it highlights behaviour in the time domain such as temperature control flicker caused by timed activation of the RF plate heaters, or externally caused temperature oscillations e.g. by the vertex room air conditioning system. The Allan deviation is calculated as the square root of the Allan variance, which in turn is one half the time average of the squares of the differences between successive data points of the frequency deviation, sampled over the sampling period. Equation 6 shows the Allan variance:
and from this the Allan deviation:
The Allan deviation is useful to plot activation states of switched elements, such as the heaters we employ inside the WVRs to stabilise the temperatures. The temperatures are very stable as long as no thermal elements are switched. As soon as they do switch however, variations in temperature do appear, as evidenced by the sudden changes in figure 3 . While the thermal sensors are extremely sensitive and detect temperature variations to better than 0.5 mK with drift stability of better than 0.08 mK / hour, their absolute temperature points are not calibrated (they don't need to be) and hence each unit has its own characteristic temperatures, it is not sensible to compare absolute values between the units. Table 1 . The receiver temperatures Trec, the noise figure and noise floor for each filter in each of the WVRs. T P is the total power channel, which is 10 GHz wide, from 16 to 26 GHz. Note that Unit 4 (for historical reasons) remained with the manufacturer for extended testing purposes and antenna 4 thus was provided with unit 7 instead.
The other temperature stability requirement stated <0.01 K change at the worst case position on the RF components for an ambient change of 10 K. With the already demonstrated temperature stability this is achieved.
It is important to note here that this relates to a change in temperature for the vertex room, not of the residual temperature gradients across the RF plate. Some effort has gone into designing WVRs to minimise static temperature gradients as well but this proved to be unnecessary, as long as these gradients remain essentially constant. To reduce temperature gradient change with ambient temperature change, it is imperative to have multi layered insulation and one, or more, conductive shells completely surrounding the RF plate. These shells also should be temperature controlled. The ideal material is anisotropic with good insulation 'across' the medium and good conductivity 'along' the medium (i.e. around the RF plate). A useful approximation to this is several alternate layers of thermal insulator and conductor. This presents some difficulties, however, when reasonably easy access to the RF plate is to be maintained. A practical solution that also satisfied the required gradient change in a simulation was to build two insulating layers and three conductive (aluminium) layers with the inner two actively temperature controlled. The minimum gradient change was successfully achieved using this method. Refer to Figure 5 which illustrates in a cross section how this was achieved: The top halves of the conducting layers were rendered as a transparent plastic in this visualisation to illustrate the layering. The hollow spaces in between are foam filled in the real units.
For both gain stability and temperature stability the +10V drive voltage needs to be exceedingly stable, because changes in power dissipation of RF components would change local temperature. Great care was taken to stabilise this using precision voltage references installed on the RF plate PCB. This helped maintain the temperature stabilised environment with all of the control semi-conductors (which all have varying power dissipation) outside of the thermal enclosure directly on the main heat sink.
To thermally isolate the RF plate from the environment, all electrical conductors leading into the RF electronics were fabricated as thin traces on a 200mm long specially manufactured (and flexible) Kapton printed circuit. The input coaxial feed is fabricated from stainless steel for low thermal conductivity, with thin silver layers on the centre conductor and inside of the outer conductor for low electrical loss. This helps reduce thermal leakage but it is still the weakest link in the thermal design because this cable penetrates the shield.
One of the original requirements was to have sharp cut off filters particularly to minimise overlap between the two closest channels. For that reason, a 7th order Chebychev filter design was chosen as they give the sharpest cut off and the theoretical 1 dB ripple in the pass band is dampened out by the insertion loss. 7th order also gives a rather high insertion loss (5 to 7 dB) but this is at high signal level at the end of the signal channel and we have sufficient gain available so it is not really of concern.
The filters were implemented as Micro-Strip filters etched on 0.25 inch backed 'Duroid' (i.e. ceramic loaded PTFE * ) substrate. This gave a small physical size, helping keep the overall WVR package small. Also, by keeping the RF plate as small as possible, the temperature gradients induced by a given thermal leakage remain smaller. Further, this makes for a mechanically very solid, stable, filter.
There was some concern regarding thermal stability of this substrate material but bench tests of a completed filter over a 50 K range indicated that the insertion loss had a temperature coefficient of only 0.01 dB / K, or 0.23 parts in 10 4 / 10 mK, which is well within requirements and very well below the RF amplifier's temperature coefficient.
To illustrate the signal path and the components involved in this water vapour radiometer as well as to visualise the insulation characteristics of the package, we now walk through the signal path while simultaneously looking at the following four plots:
• The radiometer schematics in Figure 4 , starting at the top,
• the photo of Unit 1 before it was retrofitted with the new filter frequencies in Figure 6 We first enter the signal path at the feed horn (only shown on the schematic) where a weak signal of -83 dBm (=dB referenced to milliwatt) at 1 GHz of bandwidth (corresponding to the widest filters we have in the system) is received. The waveguide (numbered 1) then brings this signal into the first two low noise Miteq amplifiers (LNA's, numbered 2) which boost the signal each by +36 dB. The signal continues via an Inmet matching pad through a 26 GHz low pass filter (numbered 3) and another matching pad, introducing a loss of -25 dB. Then the first MCLI splitter is reached (numbered 4) which splits off the total power signal from the other filters. Both kinds have been used in the construction of the WVRs, they are equivalent in their functionality. The total power channel now directly feeds into the Herotek tunnel diode detector and from there into the Analog Devices ultra precision operational amplifiers from where the signal is digitised and fed into the dataset (this last step is not shown). Following the other signal path after the total power splitter, we see another matching pad and by now the signal loss has been too large so another Miteq LNA (numbered 5) amplifies the signal by another +36 dB, then through a Ditom isolator, an MCLI four-way splitter (numbered 6) and into the Astrowave low pass filters (numbered 7), one for each of the filter frequencies of 16.5, 18.9, 22.9 and 25.5 GHz respectively. Then the signal follows the Herotek tunnel diode detectors into the amplifiers and then into the datasets where the data can be queried by the data bus. The datasets are providing digitisation of the analog signal voltages from the tunnel diodes. They also provide the platform to run the temperature control logic as well as the communication and data interface for the observing system, allowing the WVR channel and monitoring data to be queried.
Calibration
Calibration of the water vapour radiometers was achieved by measuring the individual channel voltage on two known set points. The first set point measures the hot load (or paddle), which simply consists of activating the * PTFE = Polytetrafluoroethylene, more commonly known as the brand name Teflon. In the centre is the RF plate with some components visible. The RF plate itself is shielded inside a first aluminium enclosure, which itself is surrounded by foam (not shown in the render). Then a second aluminium shell surrounds this with more foam on the outside and finally the outside shell which is not thermally controlled. The outside is however painted white to minimise thermal energy uptake through solar radiation when pointing the antennas near the Sun. Visualised by the author using Maxwell Render 8 based on an AutoCAD model provided by Astrowave (Jonathan Crofts). paddle mechanism and reading the temperature of a probe inside the absorber foam that is mounted on the paddle. There is also a case temperature probe (called T5) on each water vapour radiometer which can be used to indicate the ambient temperature (and thus hot load temperature). The colder set point is achieved by setting a styrofoam box on top of the feed horn with a microwave absorber inside submerged in a sufficient amount of liquid nitrogen so that the absorber along with the LN 2 becomes optically thick.
For brevity, we're skipping the details on Gain calibration and Y factor determination, this is further discussed in the PhD thesis of the author. 9 Rather we would like to point out some of the results and discuss what they mean.
At the end of the calibration series, a zenith sky spectrum was obtained for each antenna. Figure 9 shows this spectrum for Unit 1. The sky temperatures in the channels follow the model atmosphere as expected and outline the shape of the H 2 O line on top of the ν 2 continuum. The sky temperature in the total power channel (spanning the full 16 -26 GHz) is at a similar level to the highest continuum point at 25.5 GHz, and the shape of the water line is traced in all filter positions. A better representation of this data for all units is shown in Figure  10 . It outlines the same H 2 O line spectrum for all of the units, and also displaying the actual filter bandwidths as measured for each filter. Also shown in 10 are the ATM derived model atmospheres for 5mm, 50mm and the actual value of 23mm precipitable water vapour at the time these measurements were taken.
We also found that the Y factor remains stable to better than 1% as shown in table 2.
Sky dips
During the calibration runs, several sky dips were obtained, one of which is depicted in Figure 11 . These are measurements of the sky flux obtained at a number of elevation angles from 90 degrees to 13 degrees in steps of 10 degrees. Based on the skydip data, each channel for each WVR unit had its τ , zenith T Sys as well as its spillover term T S determined by a least squares fit of equation 7 to the data. which, for small τ becomes:
This temperature intercept derived in equation 7 yields the spillover temperature. In the skydip data presented in Figure 11 we show the measured points at each elevation, connected with a dashed line. The intersect between an imaginary line and the X axis is the spillover temperature. The solid lines depict a linear fit through the skydip points. They do however not always match very well, so we fitted the skydip equation 7 to the same data: the fitted data is shown in dotted lines. This improved the fit somewhat. Looking at Figure 12 and Table  3 we find that all of the spillover temperatures are negative, i.e. the WVRs either underestimate the measured sky temperatures near zenith, or they overestimate the sky temperatures near the horizon. This is greatest for the 22.9 GHz filter in the water vapour line itself, and less for the other filters. These are, however, a small fraction of the ground temperature of˜290 K and amount to between 1% and 7%. It is also possible that the microwave absorber submerged in liquid nitrogen was warmer than the theoretical 77 K, as observed by.
? This would increase the spillover temperatures, albeit not by a large amount. We have however no independent means of measuring the absorber temperature and therefore decided to rely on the proven methods of the RF engineers.
Furthermore, the variation in receiver temperature, which is assumed constant in this analysis, is also of order 1 -3.5% (see Table 2 ). However, this result also indicates limitations in the simple sec(θ) plus constant atmosphere model assumed to apply to the skydips. For a real atmosphere, the temperature will vary as a function of height. The opacity is determined from the curvature in each skydip. The results from the fit, including the errors, are listed in Table 3 . Further examining τ in Figure 13 we see that the derived zenith opacities Table 3 . The spillover temperature TS, spillover error TS,err, zenith opacity τ and opacity error τerr for each antenna and filter. The errors are determined from the fits to derive TS and τ .
are well behaved when compared to the zenith opacities of the model atmosphere. The data is consistent with typical atmospheric conditions but the variations also indicate that WVR data cannot be used for absolute determination of path lengths through the atmosphere, only the differential path lengths obtained by subtracting the DC offsets can be derived. See the discussion in chapter 4.2 for more details on the DC offsets.
ATMOSPHERIC PHASE CORRECTION
The atmospheric emission spectrum from 1 GHz to 200 GHz is depicted in Figure 14 . In this graph, lines are drawn for varying degrees of precipitable water vapour (PWV) while maintaining the other atmospheric parameters at typical values for the site at Narrabri, a pressure of 1000 hPa and a temperature of 290 K. From this variation it is evident that water vapour is responsible for two of the major features visible in this graph: The first one at 22.2 GHz and the second one at 183.3 GHz. The strong emissions from 55 -65 GHz and 116 -120 GHz are caused by O 2 . The higher frequency water vapour emission is saturated at PWV values typically encountered at Narrabri of 5 mm or more and therefore cannot be used to measure PWV content. The line at 22.2 GHz on the other hand does not saturate. However on dry sites, such as on the Atacama Plateau, this line is too weak to be used to measure PWV.
We describe the line strength of the water vapour emission in units of brightness temperature T b (we also use the term "sky temperature" interchangeably) instead of using specific intensity I ν . We define T b as follows:
where ν is the frequency. Since we are in the Rayleigh-Jeans regime (hν kT applies), the brightness temperature of a black body is equal to its physical temperature.
Below 30 GHz, absorption and emission is dominated by the weak 6 16 -5 23 transition of H 2 O, 3 .
13 By following 9 we arrive at the quantity we are interested in, the path difference (or path excess) L V X between two lines of sight:
where ∆P W V is the difference in the water vapour columns between the two beams. We thus obtain a path length excess in mm, and from this the phase angle difference ∆Φ in degrees, with λ in mm:
From equation 10, we can also establish the simple relationship under the assumption of T = 292 K:
Determining a figure of merit
The expected level of decorrelation of the incoming signal can be expressed using the Ruze formula 14 shown in equation 13 . This equation states that for a signal reflected off an antenna surface, the aperture efficiency is A/A 0 .
Applying this to interferometry, the phase shift inducing error term which for single dish application is 4πσ λ is halved to 2πσ λ because the locus of the error is above the antenna and the path error is thus induced only once, whereas in the single dish case, both the incident and exiting angles are contributing to the error. We then substitute to express the required precision as a λ fraction N , and obtain this by setting σ = λ/N . This results in the figure of merit, hereafter referred to as correlation efficiency, shwon in equation 14:
Plotting this function in Figure 15 then gives the limits to which we need to be able to correct in order for the WVRs to provide meaningful levels of improvement: Assuming we want to improve to a correlation efficiency of at least = 0.5, the water vapour phase corrections need to be better than N threshold as expressed in equation 15:
This then enables us to determine the required temperature precision to which we must be able to determine the line shape of the 22.2 GHz water line. We look at the behaviour of the water line when introducing the excess electrical path caused by the water vapour pockets, and determine a temperature to water vapour excess ratio.
EXTRACTING PHASE
Phase extraction is achieved by measuring the small variations in the line temperatures in each of the four filters at 16.5, 18.9, 22.9 and 25.5 GHz. At present, due to firmware limitations in the datasets used to interrogate the WVRs, the tunnel diode voltages are integrated only in blocks of eight measurements over a 5 ms timespan. Each channel in the WVR is sampled by the dataset sequentially. This includes all 16 signal channels, so also e.g. temperature and supply voltage monitoring points, in addition to the tunnel diode voltages for the filters. The sampling process currently is implemented as follows:
15
• Initial delay of 15 ms to let the input and electronic components settle.
• Eight samples are taken and averaged, then stored over a timespan of 5 ms.
One channel thus takes a total of 20 ms to sample in this procedure, all 16 channels consequently take 0.32 s to sample. Referring to the required sensitivity discussed in chapter 2.1, this sampling rate is below the rate needed for the target sensitivity of 12 mK. There is room for improvement even when considering the limitations imposed by the current interrogation hardware, the datasets. The datasets have limited memory and processing power and they need to be updated in order to process all the data that can be taken by the WVRs.
Sensitivity
The sensitivity, according to the radiometer sensitivity equation 1 for a 5 ms readout of one channel assuming a noise temperature of 400 K is˜180 mK. We address this by averaging the samples in the data reduction stage, where at present we calculate a running mean from the average of 35 values to either side of the data point. For a total integration time of 350 ms, this translates into a sensitivity of˜21 mK.
DC Offset
Sensitivity is not the only reason to average data over the time domain. Some of the emission measured includes unwanted signal, such as the spillover and receiver temperatures. This is difficult to estimate and remove, so it is best to work with the differences in signal and assume changes in the quantities are slow compared to the water vapour induced fluctuations so that these terms cancel out in the subtracted quantities. We see in the next section that this indeed allows us to follow the phase variations. After converting the raw voltages into temperatures according to the conversion factors we have derived, we can define the total temperature T T measured in each filter as:
where T D is the dry air component, T V is the H 2 O line temperature and T S is the spillover temperature. T D will be the same for each antenna looking at the same azimuth and elevation, whereas T S , the spillover temperature, varies as a function of elevation and is antenna specific. It may also include a component of the receiver temperature if this has varied since its last calibration measurement. The difference between two antennae a1 and a2 thus becomes:
with T D,a1 ≡ T D,a2 becomes :
The key is that the spillover term only varies substantially as elevation changes, which is a slow change while tracking a source. T V will change rapidly on the other hand. Any drift in receiver temperature since its previous calibration is incorporated into the spillover term. We can remove these drifts and offsets by calculating the differences in a running mean over the time period τ around each measurement with 2N points: Table 4 . The total wet path Lv for each filter and a variety of atmospheric conditions.
where ∆τ is the time step between each sample, so that the variation between antennae a1 and a2 becomes defined solely by T V :
where these terms are averaged between τ − N ∆τ and τ + N ∆τ . From this equation 19 we can derive numerically for each filter and antenna the amount of water vapour excess in the line of sight, and from that the excess electrical path length and therefore the phase delay the signal has experienced on its way through the lower troposphere. We further combine these by applying a set of weighting coefficients whose derivation we now describe in order to provide the best estimate of the phase difference.
Weighting Coefficients
The conversion from temperature differences in each filter and antenna pair to electrical path length L V is achieved by deriving a weighting coefficient C W for each filter. For this we model the temperatures in the filter frequencies and bandwidths for an assumed standard atmosphere. From that atmospheric model data, we determine the ratio of the filter temperature and total wet path for each filter and obtain a water vapour calibration factor K for each filter f :
where L V is the total wet path for the model atmosphere, listed in Table 4 , and T f is the temperature measured over the filter bandwidth, obtained by integrating the Van Vleck -Weisskopf profile over the respective filter frequency and bandwidth. The range of values for the water vapour calibration factor K for a variety of atmospheric conditions are listed in Table 5 . From these values it is then possible to determine the relative weighting coefficients C W for each filter f : Table 6 . The weighting coefficients CW for each filter and a variety of atmospheric conditions. The spread is half the range in path length for the variation in the relevant variable (column 2). The largest spread occurs in the 22.9 GHz filter and amounts to about 3.5%
We have determined the coefficients C W for a range of atmospheric conditions and listed them in Table 6 . Note the lowest weight coefficient is at 16.5 GHz, which also is the filter that is most sensitive to atmospheric changes, varying by up to 27%. However, because it has the least weight, this variation is also weighted less. The highest weight coefficient is in the 22.9 GHz filter band and varies by only up to 8%. This is not surprising because it is the filter nearest to the peak feature of the 22.3 GHz water line. The emission at the line centre is varying greatly with PWV, and hence results in a high weight for this coefficient.
For the extraction algorithm, the coefficients from Table 6 as determined for an atmosphere of P=1013 hPa, PWV=20 mm and T=292 K are used. With the coefficients as well as the emission line's calibration factor K f determined, we can apply them to the temperature differences obtained from equation 19. This will yield the excess path L x,f as determined from each filter:
We then build the weighted sum to obtain L V X with f = filters 1 through 4 using the weighting coefficients derived from the model atmosphere in equation 21:
From this it is trivial to obtain the phase difference ∆Φ incurred by the path excess L V X at observing wavelength λ:
where λ and L V X need to be in the same units of length.
CONCLUSION
The The interpolated phase thereby represents the best phase estimate that can be obtained with normal, pre-WVR observing by taking a calibrator phase measurement at the beginning of the scan, one at the end, and using the resulting slope defined by the two phase measurements to interpolate against, hence its name "interpolated phase". This determination makes the assumption that the phase has changed linearly from the starting point to the end point.
It is immediately evident from comparing the two cases that the WVR derived phases track the calibrator phase on longer time scales (minutes). When looking at smaller timescales however, there is considerable scatter about the true phase values. The WVR derived phase RMS is 13.8 degrees for the short baseline example. When the differences are formed to create the residual phases, the WVR residual is still 11.5 degrees, while the interpolated residual at 9.9 degrees is only slightly worse than the observed data. Refer to Table 7 for a detailed comparison of the residual phase RMSs.
For the long baseline 6 -1 in Figure 18 , there is better long term tracking between the WVR and the calibrator phases and this is a considerable improvement on the interpolated phase. The WVR residual has corrected to an RMS of 14.2 degrees, whereas the interpolated residual remains high at 37.2 degrees. This is a clear improvement of the phase.
Another performance indicator we examine relates to comparing the interpolated residual phase RMS with the WVR corrected residual phase RMS as a function of baseline, as shown in plot 19. This plot shows that on long baselines, the residual phase error was improved by about 21 degrees, however on the short baselines, it was made worse by 3 degrees, a for all practical purposes negligible amount, refer Figure 15 does however hint at a noise floor limitation of about 10 degrees which cannot be improved upon. Table 7 lists the resulting RMS errors and efficiencies for all baselines. It is evident from that Table that while WVR corrections introduce a small amount of noise in short baselines and reduce correlation efficiency on average by 0.02 for those baselines, on the long baselines their corrections are improving the correlation efficiency to above 0.92 on average.
Also note that several sets of test observations were made during the testing of the WVR system. We have limited discussion to one data set only for brevity and clarity. The other data do not exhibit behaviour that is in any way different from the data presented here. Figure 10 . During the calibration run in March 2011, sky data was recorded and the corresponding sky temperatures are plotted. The three lines are for 5mm, 50mm and 23mm of PWV calculated using the ATM code. The latter corresponds to the tropospheric PWV as it was present during the calibration measurements. Each filter location is marked by three boxes, one in the centre of the band, and one each on the upper and lower limit of the bands. Figure 12 . The spillover temperatures for all antennas and frequencies. Refer to Table 3 for the values. Each filter is shown as a box of 1 GHz width and TS,err height. Additionally, the centre point is depicted with a symbol to allow identification of which antenna/WVR the point belongs to. Figure 13 . Zenith opacity τ as determined from the sky dips. Refer to Table 3 for the values. Each filter is shown as a box of 1 GHz width and τerr height. Additionally, the centre point is depicted with a symbol to allow identification of which antenna/WVR the point belongs to. Over-plotted are three opacities derived from the ATM model atmosphere for PWV values of 28mm (lowest opacity), 34mm (middle line) and 39mm (highest opacity). . Over-plotted onto that line are shown the resulting correlation efficiency figures derived from the measured phase noise in the test observations undertaken. Stars show short baselines with interpolated data, where correlation efficiency is generally better than 0.95, plus signs show the short baselines with WVR corrections applied. Even though this results in some noise being added and thus a lowered correlation efficiency, it remains above 0.9. On the long baselines, the WVR improvements are substantial: Without corrections, the interpolated data results in efficiencies of about 0.65 (squares), which, when WVR corrections are applied, corrects to better than 0.9 (diamonds). Figure 16 . This is the first WVR data ever taken: In red, the calibrator phase which is seen to track the water vapour phase fluctuations. In blue, the water vapour phase fluctuations as determined by the WVRs. The calibrator data was taken at 22 GHz. Figure 17 . Phase comparison over a 92 m baseline: Solid: calibrator phase (black), WVR derived phase, dash-dotted (red), Observed phase minus WVR phase Dash-dot-dot (blue), referred to as the "WVR residual phase", and Observed phase minus interpolated phase, dotted (magenta), referred to as the "interpolated residual phase". The quantity we use to assess the merit of the corrections with is the deviation from zero of the residual phases, i.e. their phase RMS. The interpolated phase is simply the linear interpolation between the two bracketing calibrator observations, in this graph between the leftmost and rightmost datapoint, depicted as the black dashed line. The calibrator phase data was taken at 22 GHz. We show the residual phase RMS for a 10 minute observation in dependence of the baseline. Crosses show the interpolated phase, the triangles show the WVR corrected phase. On the short baselines, the interpolated phase RMS is about 9 degrees while the WVR corrected phase RMS is about 12 degrees.
