ABSTRACT Motivation: We consider the problem of multiple alignment of protein sequences with the goal of achieving a large SP (Sum-of-Pairs) score. Results: We introduce a new graph-based method. We name our method QOMA (Quasi-Optimal Multiple Alignment). QOMA starts with an initial alignment. It represents this alignment using a K-partite graph. It then improves the SP score of the initial alignment through local optimizations within a window that moves greedily on the alignment. QOMA uses two parameters to permit flexibility in time/ accuracy trade off: (1) The size of the window for local optimization. (2) The sparsity of the K-partite graph. Unlike traditional progressive methods, QOMA is independent of the order of sequences. The experimental results on BAliBASE benchmarks show that QOMA produces higher SP score than the existing tools including ClustalW, Probcons, Muscle, T-Coffee and DCA. The difference is more significant for distant proteins.
MOTIVATION
Alignment of multiple (i.e. three or more) protein sequences is one of the most fundamental problems in computational biology. Multiple sequence alignment is widely used in many applications, such as protein structure prediction (Jones, 1999) , phylogenetic analysis (Phillips et al., 2000) , identification of conserved motifs and domains (Thompson et al., 1999) and protein classification (Grundy, 1997) .
The quality of a multiple alignment is usually measured in terms of its SP (Sum-of-Pairs) score (Lee et al., 2002; Lipman et al., 1989; Walle et al., 2004; Stoye et al., 1997) . The SP Score of an alignment, A, of sequences P 1 , P 2 , . . . , P K is computed by adding the alignment scores of all of its induced pairwise alignments. It can be expressed as SPðAÞ ¼ P i<j ScoreðP i ‚P j Þ, where K is the number of sequences, P i is the sequence indexed by i and Score(P i , P j ) is the score of the alignment of P i and P j induced by A. For simplicity, we assume fixed penalty for each indel during the computation of Score (P i , P j ). Extension to affine gap is trivial.
Variations of the SP score are often used to reflect the biological relevance of the multiple alignment. Assigning different weights to sequences depending on their degree of similarity (Thompson et al., 1994) or different weights to different positions of the sequences depending on the structural and functional annotations (Zhang and Kahveci, 2006) are two examples to such variations. ClustalW (Thompson et al., 1994) , e.g. optimizes P i<j score ðP i ‚ P j ÞW i W j , where W i and W j are weights assigned to sequences P i and P j , respectively. For simplicity, we use the SP score in this paper. Extension to weighted SP score is trivial.
Finding the multiple sequence alignment that maximizes the SP score is an NP-complete problem (Wang and Jiangs 1994) . A variety of heuristics have been developed. Progressive alignment methods form an important class of the heuristic methods. Such methods progressively align pairs of profiles in a certain order and produce a new profile until a single profile is left. A profile is either a sequence or the alignment of a set of sequences. Progressive methods, however, have an important shortcoming. The order that the profiles are chosen for alignment affects the quality of the alignment significantly. The optimal alignment may be different than all possible alignments obtained by considering all possible orderings of sequences (Zhang and Kahveci, 2006) . A method, which can balance the running time and the alignment accuracy is seriously in demand.
In this paper, we consider the problem of maximizing the SP score of the alignment of multiple protein sequences. We develop a graph-based method named QOMA (Quasi-Optimal Multiple Alignment). QOMA starts by constructing an initial multiple alignment with the help of optimal pairwise alignments. It then builds a graph corresponding to the initial alignment. It iteratively places a window on this graph and improves the SP score of the initial alignment by optimizing the alignment inside the window. The location of the window is selected greedily as the one that has a chance of improving the SP score by the largest amount. QOMA uses two parameters to permit flexibility in time/accuracy trade off: (1) The window size. (2) The sparsity of the K-partite graph. The experimental results show that QOMA finds alignments with better SP score compared to existing tools including ClustalW, Probcons, Muscle, T-Coffee and DCA at similar running time. The improvement is more significant for distant proteins. The running time of QOMA is larger than that of the competing methods for large window sizes and for large number of sequences.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 introduces the basic algorithm in detail. Section 4 discusses the improved algorithm. Section 5 presents experimental results and analysis. Section 6 concludes the paper and points out possible future directions. alignment of two sequences can be determined by dynamic programming (DP). The time and space complexity of this methods is O(N 2 ) (Needleman and Wunsch, 1970; Smith and Waterman, 1981; Gotoh, 1982) , where N is the length of each sequence. This algorithm can be extended to align K sequences, but requires O(2 K N K K 2 ) time (Lipman et al., 1989; Gupta et al., 1995) . MSA (Lipman et al., 1989) is a representative program using this algorithm. However, MSA suffers from computation expenses. Variety of heuristic algorithms have been developed to overcome this difficulty (Thompson et al., 1994) . These heuristic methods can be classified into four groups: progressive, iterative, anchor-based and probabilistic.
Progressive methods find multiple alignment by iteratively picking two sequences from this set and replacing them with their alignment (i.e. consensus sequence) until all sequences are aligned into a single consensus sequence. Thus, progressive methods guarantee that never more than two sequences are simultaneously aligned. This approach is sufficiently fast to allow alignments of virtually any size. ClustalW (Thompson et al., 1994) , T-coffee (Notredame et al., 2000) , Treealign (Hein, 1989) , POA (Lee et al., 2002) and MAFFT (Katoh et al., 2002) can be grouped into this class (Sze et al., 2005) . Iterative methods start with an initial alignment. They then repeatedly refine this alignment through a series of iterations until no more improvements can be made. Muscle (Edgar, 2004) can be grouped into this class as well as the progressive method class since it uses a progressive alignment at each iteration. Anchor-based methods use local motifs (short common subsequences) as anchors. Later, the unaligned regions between consecutive anchors are aligned using other techniques. DIALIGN (Morgenstern et al., 1998) , Align-m (Walle et al., 2004) , L-align (Huang and Miller, 1991) , Mavid (Bray and Pachter, 2004) , and PRRP (Gotoh, 1996) belong to this class. Probabilistic methods pre-compute the substitution probabilities by analyzing known multiple alignments. They use these probabilities to maximize the substitution probabilities for a given set of sequences. Probcons (Do et al., 2004) , and Hmmt (Eddy, 1995) can be grouped into this class. The common shortcomings of the methods above are: (1) The alignments of progressive methods depend on the order of sequences. (2) They do not provide flexible quality/time trade off.
Improving the alignment quality of an initial alignment has been traditionally done manually (e.g. through programs like MaM and WebMaM (Alkan et al., 2005) ). There are a few methods, which aim to optimize the SP score by running DP alignment on all sequences simultaneously. MSA is the representative in this class (Gupta et al., 1996) . DCA extends MSA by utilizing 'divide-and-conquer' strategy (Stoye et al., 1997) . Unlike progressive methods, DCA divides the sequences recursively until they are shorter than a given threshold. It then uses MSA to find the optimal solutions for the smaller problems. The performance of DCA depends on how it divides the sequences. DCA uses a cut strategy that minimizes additional costs (Stoye, 1998) and does not guarantee to find optimal solution. It uses the longest sequence in the input sequences as reference to select the cut positions. This makes it order dependent, as there is no justification why this selection (or any other selection) optimizes the SP score of the alignment. On the contrary, our method is order independent.
ALGORITHM: COMPLETE K-PARTITE GRAPH
In this section, we introduce the basic QOMA algorithm for aligning K protein sequences. QOMA works in two steps: (1) It constructs an initial alignment and a K-partite graph corresponding to this alignment. (2) It iteratively places a window on the sequences and replaces the window with its optimal alignment. We call this the complete K-partite graph algorithm since a letter of a protein can be aligned with any letter of the other proteins within the same window. For simplicity, we use fixed penalty for each indel. Extension of the developed method to affine gap is trivial. Next, we describe these two steps in detail.
Constructing initial alignment
The purpose of constructing an initial alignment is to roughly identify the position of each node in final alignment. It is important to find this initial alignment quickly in order to minimize initialization overhead.
The initial alignment can be constructed in many ways. One possibility is to use an existing tool, such as ClustalW. This strategy, however, has the shortcoming that the initial alignment depends on another tool, which may be order-dependent. This makes QOMA partially order-dependent. We propose to construct the initial alignment from pairwise optimal alignments of sequences. In this strategy, first, sequence pairs are optimally aligned using DP (Gotoh, 1982 ). An edge is added between two nodes if the nodes are matched in this alignment. A weight is assigned to each edge as the substitution score of the two residues that constitute that edge. The substitution score is obtained from the underlying scoring matrix, such as BLOSUM62 (Henikoff and Henikoff, 1992) . The weight of each node is defined as the sum of the weights of the edges that have that node on one end. A node set is then defined by selecting one node from the head of each sequence. The node which has the highest weight is selected from this set. This node is aligned with the nodes adjacent to it. Thus, the letters aligned at the end of this step constitute one column of the initial multiple alignment. The node set is then updated as the nodes immediately after the nodes in current set in each sequence. This process is repeated and columns are found until all the nodes are consumed. The alignment is obtained by concatenating all the columns. Gaps are inserted between nodes if needed. Unlike progressive tools, this strategy is order-independent. An example for initial alignment construction is shown in Supplementary Figure A1 .
The time complexity of both of these strategies are O(K 2 N 2 ) since pairwise comparisons dominate the running time. However, latter approach is faster. This is because it runs dynamic programming only once for each sequence pair. On the other hand, the former one performs two set of pairwise alignments. One to find a guide tree and another to align sequences progressively according to the guide tree.
Improving the SP score via local optimizations
After constructing the initial alignment, the nodes are placed roughly in their correct positions (or in a close by position) in the alignment. Next, the alignment is iteratively improved. At each iteration, a short window is placed on the existing alignment. The subsequences contained in this window are then replaced by their optimal alignments (see Supplementary Figure A2 ). DP algorithm (Gotoh, 1982 ) is used to find the optimal alignment. This is feasible since the cost of aligning a window is much less than that of the entire sequences.
This algorithm requires solving two problems. First, where should the window be placed? Second, when should the iterations stop? One obvious solution is to slide a window from left to right (or right to left) shifting by some predefined amount D at each iteration. In this case, the iterations will end once the window reaches the right end (or the left end) of the alignment (see Supplementary, Figure A2 ). This solution, however, has two problems. First, it is not clear which direction the window should be slid. Second, a window is optimized even if it is already a good alignment, resulting in a waste of computation time. We propose another solution. We compute an upper bound of the improvement of the SP score for every possible window position as follows. Let X i denote the upper bound to the SP score for the window starting at position i in the alignment. This number can be computed as the sum of the scores of all pairwise optimal alignments of the subsequences in this window. Let Y i denote the current SP score of that window. The upper bound is computed as X i À Y i . We propose to greedily select the window that has the largest upper bound at each iteration. In order to ensure that this solution does not optimize more windows than the first one (i.e., sliding windows), we do not select a window position that is within D/2 positions to a previously optimized window. The iterations stop when all the remaining windows have an upper bound of zero or they are within D/2 positions of a previously optimized window. In our experiments, the second solution was slightly better. The second solution converged to the final result much faster than the first one. (data not shown.)
The time complexity of QOMA is O ). This algorithm is much faster than the optimal dynamic programming when W is much smaller than N. The space complexity is O(W K + KN). This is because dynamic programming for a window requires O(W K ) space, and only one window is maintained at a time. Also O(KN) space is needed to store the sequences and the alignment. Note that the edges of the complete K-partite graph are not stored at this step as we already know that the graph is complete.
QOMA and optimality
This section analyzes QOMA. Let P 1 , P 2 , . . . , P K be the protein sequences to be aligned. Let A Ã be an optimal alignment of P 1 , P 2 , . . . , P K . Let S Ã denote the SP score of A Ã . Let A be an alignment of P 1 , P 2 , . . . , P K . Let SP(A) be the SP score of A. We define the error induced by A as error (A) ¼ S Ã À SP(A). This expression, however, is not computable for finding S Ã is NP-complete. Instead, we compute the error of A as eðAÞ ¼ S S À SPðAÞ, where S S is an upper bound to S Ã . Hence, e(A) ! error(A). Here, S S is computed as the sum of the scores of all optimal pairwise alignments of P 1 , P 2 , . . . , P K . Let QOMA (A, W) be the alignment obtained by QOMA starting from initial alignment A using a window of size W. We define the percentage of improvement provided by QOMA over A using a window size of W as improveðA‚WÞ ¼ f1 À eðQOMAðA‚WÞÞ/eðAÞg · 100 ð1Þ
Our first lemma shows that QOMA always results in an alignment at least as good as the initial alignment (The proof is shown in the Supplementary material). 
IMPROVED ALGORITHM: SPARSE GRAPH
QOMA converges to optimal alignment as the window size (W) grows. However, this happens at the expense of exponential time complexity. In Section 3.1 we computed the time complexity of QOMA using complete K-partite graph as O
2 D for proteins P 1 , P 2 , . . . , P K . In this section, we reduce the time complexity of QOMA by sacrificing accuracy through use of sparse K-partite graph. The goal is to run QOMA within a limited time budget while using a larger window size.
The factor 2 K in the complexity is incurred because each cell of the DP matrix is computed by considering 2 K À 1 conditions (i.e. 2 K À 1 neighboring cells). This is because there are 2 K À 1 possible non-empty subsets of K residues. Each subset, here corresponds to a set of residues that align together, and thus to a neighboring cell. We propose to reduce the complexity by reducing the number of residues that can be aligned together. We do this by keeping only the edges between node pairs with high-possibility of matching.
Choosing the promising edges is crucial for the quality of the resulting alignment. We propose to store an edge between two nodes only if their corresponding letters are aligned in the optimal pairwise alignment. Thus we produce at most KÀ1 edges per node since each node is aligned with at most one node from each of the K À 1 sequences. We also introduce a deviation parameter d, where d is a non-negative integer. Let p[i] and q[ j] be the nodes corresponding to protein sequences p and q at positions i and j in the initial graph, respectively. We draw an edge between p DP is modified for sparse K-partite graph as follows: each cell, [x 1 , x 2 , . . . , x K ] in the K-dimensional DP matrix corresponds to 
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stands for the node at position j in sequence i. The set contains one node from each sequence, and can be either a residue or a gap. Thus, each cell defines a subgraph induced by its node set. For example, during the alignment of the sequences that have the K-partite graph as shown in Figure 2 The induced subgraph for each cell yields a set of connected components. The sparse graph algorithm uses connected components to improve the running time of DP as follows. During the computation of the value of a DP matrix cell, we allow two nodes to align only if they belong to the same connected component of the induced subgraph of that cell. For example, for cell [3, 4, 4] Fig. 2b ). A connected component with n nodes produce 2 n À 1 non-empty subsets. Thus, for a given cell, if there are t connected components and the tth component has n t nodes, then the cost of that cell becomes P t i¼1 ð2 ni À 1Þ. This is a significant improvement as the cost of a single cell is 2 n1+n2+. . .+nt À1 using the complete K-partite graph. For example, in Figure 2 , the cost for cell [3, 4, 4] drops from 2 3 À 1 ¼ 7 to (2 1 À1) +(2 2 À 1) ¼ 4. The connected components of an induced subgraph can be found in O(K 2 ) time (i.e. the size of the induced subgraph) by traversing the induced subgraph once. Thus, the total time complexity of the sparse K-partite graph approach is
The space complexity of using the sparse K-partite graph is O(W K + KN + N(KÀ1)K(2d + 1)/2). The first term denotes the space for the dynamic programming alignment within a window. The second term denotes the number of letters. The last term denotes the number of edges. The space complexity for the last two terms can be reduced by storing only the subgraph inside the window.
EXPERIMENTAL EVALUATION
Experimental setup: We used BAliBASE benchmarks (Thompson et al., 1999) reference 1 from version 1 (www-igbmc. u-strasbg.fr/BioInfo/BAliBASE/) and references 1, 2, . . . , 8 from version 3 (www-bio3d-igbmc.u-strasbg. fr/BAliBASE/) for evaluation of our method. We use V1 and V3 to denote BAliBASE versions 1 and 3, respectively. We use R1 to R8 to denote reference 1-8. For example, we use V3-R4 to represent the reference 4 dataset from version 3. We split the V1-R1 dataset into three datasets (V1-R1-low, V1-R1-medium and V1-R1-high) according to the similarity of the sequences in the benchmarks as denoted in BAliBASE (low-and highsimilarities). Similarly, V3-R1 is split into two datasets V3-R1-low and V3-R1-high containing low and high-similarity benchmarks. The number of sequences in the benchmarks in version 3 were usually too large for QOMA and DCA. Therefore, we created 1000 benchmarks from each reference by randomly selecting five sequences from the existing benchmarks. Thus, each of the benchmarks from version 3 contains five sequences.
We evaluated the SP score and the running time in our experiments. We do not report the BAliBASE scores since the purpose of QOMA is to maximize the SP score.
We implemented the complete and the sparse K-partite QOMA algorithms as discussed in the paper, using standard C. We used BLOSUM62 as a measure of similarity between amino acids. We used gap cost ¼ À4 to penalize each indel. We used D ¼ W/2 in our experiments since we achieved best quality per time with this value. We also downloaded ClustalW, Probcons, Muscle, T-coffee and DCA for comparison. We did not compare QOMA with our previous work HSA (Zhang and Kahveci, 2006) since HSA needs secondary structure information of proteins for alignment. To ensure a fair comparison, we ran ClustalW, Muscle, T-coffee, DCA and QOMA using the same parameters (gap cost ¼ À4, similarity matrix ¼ BLOSUM62). This was not possible for Probcons. We also ran all the competing methods using their default parameters.
We ran all our experiments on Intel Pentium 4, with 2.6 G Hz speed, and 512 MB memory. The operating system was Windows 2000.
Quality evaluation: We first evaluate the quality of QOMA. Table 1 shows the average SP score of QOMA using two strategies for constructing initial alignment and four values of W. Strategy 1 obtains the initial alignments from ClustalW. Strategy 2 obtains the initial alignments from the algorithm provided in Section 3.1. The table also shows the upper bound for the SP score and the SP score of ClustalW for comparison. The best results are shown in bold for each test. QOMA achieves higher SP score compared to ClustalW on average for all window sizes and for all datasets. The SP score of QOMA consistently increases as W increases. These results are justified by Lemmas 1 and 1. The SP score of Strategy 2 is usually higher than that of Strategy 1 for almost all cases of low-and medium-similarity. Both strategies are almost identical for highly similar sequences. There is a loose correlation between the initial SP score and the final SP score of QOMA. Higher initial SP scores usually imply higher SP scores of the end result. There are however exceptions especially for highly similar sequences. In the rest of the experiments, we use Strategy 2 to construct the initial alignments by default. Table 2 shows us the SP scores of five existing tools, and QOMA on all the datasets when the competing tools are run using the same parameters as QOMA and using their default parameters. QOMA has higher SP score than all the tools compared for all the datasets. DCA always has second best score since it also targets on maximizing the SP score of alignments. The difference between the SP scores of QOMA and the other tools are more significant for lowand medium-similarity sequences. This is an important achievement because the alignment of such sequences are usually harder than highly similar sequences. Table 3 shows the average percentage of improvement of QOMA over alignments of ClustalW using the improvement formula as QOMA of protein sequences given in Section 3.3, the dataset is V1-R1. As the window size increases, the increase in improvement percentage reduces. This indicates that QOMA converges to the optimal score at reasonably small window sizes. In other words, using window size larger than 16 will not improve the SP score significantly. Table 4 shows the average and the SD of the error incurred for each window due to using the sparse K-partite graph for QOMA. Tabel 1. The average SP scores of QOMA using complete K-partite graph with D ¼ W/2 on BAliBASE benchmarks and upper bound score ( S S) -low  565  À839  À780  À637  À401  À243  À797  À586  À429  À273  À182  V1-R1-medium  2880  1982  2037  2181  2347  2442  2041  2192  2338  2446  2508  V1-R1-high  5324  4883  4933  5008  5071  5092  4867  4965  5057 5110 5122
(Initialization strategy 1: initial alignments are obtained from ClustalW, Initialization strategy 2: initial alignments are obtained from optimal pairwise alignments as discussed in Section 3.1.) The best result is shown in bold face. -medium 2156 (1982) 2128 (2068) 1955 (2007) 424 (2161) 2356 (2289) 2582 (2508) V1-R1-high 4954 (4935) 4924 (4975) 4842 (4920) 3468 (5001) 5007 (5055) 5122 (5172 -high 2048 (1911) 2008 (2008) 1803 (1902) 263 (2101) 2288 (2288) 2507 (2507) V3-R2
5984 (5953) 5862 (5892) 5793 (5847) 4564 (6029) 6126 (6153) 6287 (6313 
6977 (6832) 6555 (6555) N/A (6409) 4663 (6973) 7502 (7502) 8000 (8000) V3-R8
8432 (8321) 8238 (8238) N/A (8190) 6927 (8494) 8831 (8831) 9248 (9248) The numbers outside (inside) parenthesis show the SP scores when the tools are run with the same parameters as QOMA (with their default parameters). Some of the tools, namely T-coffee and ClustalW, did not produce any alignment for some benchmarks for each parameter settings. The results of all the tools are ignored for such benchmarks. 'N/A' indicates that the corresponding tool failed to produce alignment for most of the benchmarks in a dataset for that parameter setting. We ignore such tools (i.e., T-coffee) for those datasets and parameter setting. The best result for each dataset and parameter setting is shown in bold. The dataset is split into three subsets (short, medium and long) according to the length of the sequences. Table 4 . The average (m), SD (s) of the error, S Ã À SP, for a window using sparse version of QOMA on the V1-R1 dataset 
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The average error decreases as d increases. Most of the reduction in error is obtained when d increases from 0 to 1. For example, for W ¼ 16, the error reduction is 1.408 and 0.318 as d increases from 0 to 1 and from 1 to 2, respectively. This implies that the average improvement in the SP score degrades quickly for d > 1. The 95% error interval also significantly shrinks as d increases to 1. These results suggest that the sparse K-partite graph algorithm is effective even for small values of d. Figure 3 shows the average SP scores of the resulting alignments using sparse K-partite graph for different values of d and using complete K-partite graph on the V1-R1 dataset. The complete K-partite graph algorithm produces the best SP scores. However, the SP scores of results from the sparse K-partite graph algorithm are very close to that of the complete K-partite graph algorithm. The quality of the sparse K-partite graph algorithm improves significantly when d increases from 0 to 1. The improvement is less when d increases from 1 to 2. This implies when d becomes larger than 1, it has small impact on the quality of alignment.
Performance evaluation: Our second experiment set evaluates the running time of QOMA. Tables 1, 3 and 4, we conclude that when the window size is small, QOMA runs fast and has high SP score. As the window size increases, its performance drops but the SP score improves further. Thus, it is better to increase the window size and use sparse K-partite graph strategy to obtain high scoring results quickly. In the light of Figure 3 , and Tables 4 and 5 we recommend d ¼ 1 using sparse K-partite graph strategy. This is because most of the improvement in the SP score is obtained when d ¼ 1. For d > 1, the score improves slightly while the running time increases at the same or higher rate.
CONCLUSION AND FUTURE WORK
We considered the problem of multiple alignment with high-SP score for protein sequences. We developed a graph-based algorithm called QOMA. QOMA first constructs an initial alignment of multiple sequences. In order to create this initial alignment, we developed a method based on the optimal alignment between all pairs of sequences. QOMA represents this alignment using a K-partite graph. It then improves the SP score of the initial alignment by iteratively placing a window on it and optimizing the alignment within this window. QOMA provides two parameters to permit flexibility in time and accuracy: (1) The window size. (2) The sparsity of the K-partite graph. Unlike traditional tools, QOMA is independent of the order of sequences.
In our experiments QOMA achieved significantly higher SP scores than existing tools, including ClustalW, Probcons, Muscle, T-Coffee and DCA. The quality improvement increased with the window size. QOMA had slightly better SP score using the complete K-partite graph algorithm than the sparse K-partite graph algorithm. However, the sparse K-partite graph algorithm was much faster when large window size is used. We found a good balance point between quality of result and running time at d ¼ 1 using sparse K-partite graph.
Currently, we are working on extending the QOMA algorithm to align large number of sequences. The dataset is split into three subsets (short, medium and long) according to the length of the sequences in the benchmarks. The running time of the competing methods, in seconds, are as follows. ClustalW: between 0.39 and 2.1, Probcons: between 0.9 and 8.8, T-coffee: between 3.9 and 24.2, Muscle: between 0.4 and 1.6.
