In this paper, we summarize advantages of using agent technology in the design and operation of industrial control systems. To support appropriate responses to dynamically generated events, we divided the agent operation into two main levels: planning and real-time control. A higher-level software agent covers the planning phase and low-level distributed control agent provides the real-time control. The proposed architecture is targeted on applications where real-time response is essential but also more sophisticated higher-level control mechanisms are needed for efficient control. An implementation of such system is briefly described.
Introduction
In the last decades, a lot of theoretical and practical work has been done in the area of multi-agent systems. The research came from an idea of distributed control and migrated into development of intelligent agents that express autonomous and cooperative behavior. The multi-agent systems are very efficiently applied to areas where control is distributed physically and logically. Key features of these systems are flexibility, survivability, real-time behavior, safety, and stability. The Main restrictions are limited memory and computing power of logical controllers. From the intelligent agent point of view not only social and responsive behavior is needed, but also proactive behavior mainly in cases of equipment failure is expected.
In this paper, we describe the architecture of a multi-agent system for automation of complex industrial systems. Our goal is to improve the degree of survivability, readiness, global sustainability, and ability to automatically reconfigure the system. In areas, where logical controllers are used for automation, our approach is to distribute the controllers around the system. Each controller hosts several intelligent agents that deal with planning, communication, diagnostics, and control. This task imposes interesting challenges to the software architecture, since the distribution of control requires a clever decoupling of control supervision among the controlling devices. We explain a methodology how to move the control supervision into the agent level and the control ownership into the device level. In conventional control, these two activities are part of the same execution control object.
In recent work, our primary focus of research has been on the aggregation of autonomous behaviors and coordinated decision making coalition of smart resources. An important result of this work is a general architecture to deploy information agents for resource discovery in a highly distributed system. The architecture is now ready to be merged with agent standards to rationally move from high-level information processing into the time critical operations and vice versa. Moreover, in our previous research and pilot testing of intelligent systems, we have experimented with autonomous cooperative architecture for real-time control systems [9, 6] . In this paper, we make reference to the next step concerning the evolution of intelligent units architecture and its language.
Let us consider, in this paper, a multi-agent system for automation of HVAC (Heating Ventilating and Air Conditioning) system of a large building. This type of distributed system to be controlled is used as a typical example for the explanation of the multi-agent system design.
We identified three basic types of equipment agents (see section 0) in the HVAC example: suppliers, consumers, and transportation agents. Chiller agents represent the suppliers and they can be viewed as a source of a cold water or a source of a pressure in the system. Air-cooled rooms and water-cooled equipment are represented by Load agents and they are consumers of the cold water. Valves and pipe segments are transportation type of agents and they can be used for cold or hot water transportation purposes. Furthermore, the presented multi-agent system platform can be applied also to other types of complex distributed automation systems (sorting stations, steel mills, etc.), because we have developed a generic platform with no hard-wired behavior.
Approach
There are important restrictions in implementing agents inside logical controllers. This implies that for an agent implementation in the control domain we need to consider programming languages that are fast, stable and very close to device hardware. A present choice is to use C++ language due to its execution speed and reliability.Although a C++ implementation of agents in the control domain solves an important aspect of the system, we still have memory restrictions that limit an expanded coding of agent functionality. In our approach, we reduced the size of agents by making agent code generic. Also, we created agent development tools to simplify programming effort during the agent creation.
The multi-agent system platform resides in the controllers' firmware. In this manner, the platform can be used to design and implement different multi-agent systems. The separation of general multi-agent system parts from application specific parts simplifies the customization of application specific behavior as user-level programs, which are embedded in the controller at runtime. In this direction, we emphasize on a greater involvement of application designers to enter application specific information into the system. The application specific information also includes control algorithms and planning strategies. In the high-level information layers, there are development tools to automatically generate agent code for all parts of the multi-agent system. The parts of the system that are application independent are generated automatically without assistance of the application designer.
The Foundation for Intelligent Physical Agents (FIPA) provides well-defined and accepted standards for multi-agent systems development [1] . There are several implementations of the FIPA compliant systems available as JAVA [4] open sourcesfor instance JADE [3], FIPA-OS [2] , and ZEUS [12] . These open implementations can be used to speed-up development of new multi-agent systems. There are predefined components dealing with communication, negotiation, agent creation, white and yellow pages support. FIPA standard provides a good definition of information level functionality that can be combined with the distributed-control to support the discovery of resources and capabilities.
With regards to the FIPA compliance, we met FIPA communication specifications by implementing Directory Facilitator (DF) and Agent Management System (AMS) as described in the subsequent sections. To be fully compliant with the FIPA standards, we need to develop also Agent Communication Channel (ACC).
We are inspecting possibility to use JAVA language to program the controller. This can open a possibility to use already developed JAVA implementation the FIPA compliant systems and also to use JAVA open source implementations of DF, AMS, and ACC agents.
In following sections, we describe the logical and physical structures of the multiagent system platform. We also explain the architecture of an agent, the inter-agent communication, planning and scheduling methods, and plan execution runtime phases.
2.1
Multi-agent System Structure The multi-agent system can be structured in two ways. One of them is represented by a physical structure, where an application designer can decide on a physical location of an agent in the distributed system. Second way how to structure agents in the system is their centralized, decentralized, hierarchical, or mediated logical distribution across the whole system as described in following section.
Logical Structure of Agents
The multi-agent system architecture can be either static or dynamic. The static architecture corresponds to the design time, in which permanent connections and relationships among agents are established. The dynamic architecture is based on agent capabilities, which are used to dynamically discover agent relationships. In both architectural views, the multi-agent system contains multiple hierarchical structures that express structured functionality.
The basic paradigm is that there are no pre-established hierarchies. On the contrary, there are necessary functional hierarchies to be created by the system designers during the mapping of the system. In order to complete the functional structure for run-time, the dynamic approach is used. This concept enables the creation of flexible organizations that can conform to a hierarchical or a heterarchical structure. This evolution of hierarchies depends on the nature of the problem. In the case of a dynamic architecture, the structured functionality is formed on-the-fly. Other considerations that need to be considered when deciding about the functional structure are:
• A flat architecture is very autonomous, but hard to create and maintain, since this needs to maintain several associations among agents.
• An n-hierarchical architecture is modular, but introduces more single points of potential global failure and more communication.
In the multi-agent architecture proposed, we have chosen a 3-tier modified hierarchical structure for the static functionality. The functionality of these layers is shown in Figure 2 .
• System-wide layer: The top most level is an entry point to the multi-agent system. It maintains overall system goals and provides strategic decisions.
• Process-wide layer: The middle level is used to logically split the whole system into smaller groups of agents and usually logically follows a natural system functionality structure.
• Equipment-level layer: The bottom most level has physical connection to the hardware (see Figure 1 for an example of the equipment-level layer). It is responsible for local real-time control, maintains state of the equipment, and provides local planning and constraint evaluation. The separation of the top and the middle levels depends on the application specific information. These two layers should combine their behavior to satisfy application specific goals. There is not a specific guideline to organize these layers. The application designer has to make sure that the agents in these layers are properly backed up, either by software or hardware means, because an agent failure in these layers can impact the whole multi-agent system.
System
For the bottom level, there are clear procedures how to program control intelligence for equipment. The agent portion of the bottom level relates to the following decomposition rules.
The concept of an Agent Element is used to express the smallest possible area of the system that can be controlled by an agent, e.g., the Agent Element can be a valve or a motor. First, the system designer has to identify all the Agent Elements that can be possible candidates for 'agentification'. If it is feasible to have one agent representing only one Agent Element then the decomposition is simple. Usually the Agent Elements are too small units. Thus, there is a need to group the Agent Elements to obtain higher complexity and efficient distribution of reasoning resources. The following rules can be considered as a simple grouping methodology: Rule 1 means that if the first Agent Element is physically connected by its output only to the next Agent Element's input, then we should consider grouping these two Agent Elements together. Rule 2 means that when two Agent Elements are connected to the same equipment, we should consider grouping these two Agent Elements so there would be no conflicts caused by controlling the same equipment from two different points. Rule 3 is to prevent the grouping of parallel Agent Elements. This last rule increases the level of survivability.
The next level of agent organization is to establish dynamic hierarchies. Initially, at the startup the agents are not organized. Using capability discovery behavior via Directory Facilitators, agents establish functional hierarchies. Agents form and dissolve functional hierarchies as they monitor the status of their equipment. The functional hierarchy is a virtual organization of agents that provides plans to execute operations. Each operation is planned according to the equipment constraints and logic behaviors. The logic behaviors are reactive executing programs that operate on behalf of actuators and sensors. In essence, when agents form a virtual organization, they use a federated-based approach to organize the system in aggregated capabilities.
To accomplish capability search services, the agent infrastructure has been built based on mediation agents [8] . The mediation agents correspond to the FIPA standard Directory Facilitator. These are mandatory agents in order to be compliant with the FIPA standardization effort. Another important aspect of the Directory Facilitators is that their behavior can be expanded to handle complicated capability search. Figure 3 shows a capability match pattern. On each capability request, the Directory Facilitator agent provides a list of agents that have the requested capability. It is also possible to design hierarchical structure of the Directory Facilitators, where each of them maintains local knowledge and some of them are designed to maintain global knowledge about the agent capabilities. In an automation system, it is advantageous to use local Directory Facilitators and one global Directory Facilitator for the whole system (see Figure 5) . If the system detects that global Directory Facilitator is not available, then new global Directory Facilitator is chosen from existing ones. When an agent registers capability by the local Directory Facilitator then there are two main approaches how to deal with this new information. First approach is that this information is automatically propagated through hierarchical structure of the Directory Facilitators. In this case, it becomes global knowledge in the system and this information is searched locally. Second approach is not to propagate this information, only remember it locally. To search for this information, agents need to contact the local Directory Facilitator.
In the first approach, capability information is propagated automatically. The advantage of using this approach is that at time of search the information is immediately available. The disadvantage relates to the communication overhead during the agent registration, but in control domain it is usually done once during the system startup.
The social knowledge can be also stored locally within each agent to decrease communication traffic in the system. Using subscribe/advertise approach in the tribase acquaintance model (3bA) [5] the agent is notified about changes in the system. The Directory Facilitator in this case is enhanced with ability to send updates to the subscribed agents. The 3bA model has been successfully used in ProPlanT system [7] and can be potentially explored in our approach as well.
Physical Structure of Agents
In this section we will focus on physical distribution of agents and hardware limitations. In the area of industrial control it is usually not possible to use conventional PC due to environment issues. That is why the logical controllers are used as control hardware and our development focuses on this case. The controllers have to provide multitasking environment, which is essential for the multi-agent systems. If the environment does not provide multitasking, then each controller is limited to contain just one agent.
Usually, it is possible to use classical languages for control as ladder logic, structured text, or block diagrams. In this case, the agent functionality cannot be very sophisticated. It is desirable to use C++ language when more complicated agent behavior is required. With the present hardware architecture (ARM 6 processors with 2 Mbytes RAM), it is possible to host several agents in one controller. This is also simplified by the software architecture, in which we generalized the agent infrastructure.
The multi agent system deals with an environment where any part of the hardware can fail. The system has to ensure not only safety, but reconfiguration to make the whole system survivable. An ideal multi-agent system design uses physical redundancy of the system to reconfigure the equipment when failures occur. Any part of the system that is redundant and physically distributed requires a logical separation in the agent organization. In this way, it is ensured that when a part of the redundant hardware is not operational, the agents still have an excess resources to reconfigure system. This follows rule 2 that specifies segmentation of redundant parallel elements.
Each controller has a local Directory Facilitator and a unique controller is selected to host a global Directory Facilitator. In this manner, the number of Directory Facilitators is optimized while offering an intelligence grid for survivability and reduced communication bandwidth. In cases when a controller fails, not only the local Directory Facilitator fails but also local agents that may provoke a catastrophic event for a small domain. If only the global Directory Facilitator controller fails, a local Directory Facilitator is promoted to act as a Global Directory Facilitator.
2.2
Internal Agent Structure In the previous section we described structure of the whole multi-agent system. In this section we would like to study the architecture of an agent. The agent is composed of four basic modules (see Figure 6 ): Each of these modules has specific functionality (e.g. the Planner can design a plan). Each module has defined interface, so other modules can access it. In following text, we briefly describe the functionality of these modules.
Planner Module
The Planner Module is responsible for: • planning and scheduling activities • allocation of resources, which were attached to a plan • execution of prepared plans
The functionality of this module is described in more detail in section 2.4.
Diagnostic Module
The Diagnostic Module provides: 
Equipment Module
The Equipment Module serves for: 
Execution Control Module
The Execution Control Module is responsible for: • physical execution of plans prepared by the Planner Module • emitting control events back to the Planner Module When a plan is prepared to be executed, the Planner Module calls the Execution Control Module to start the execution of the plan. The Execution Control Module passes the plan parameters to the control code and starts to run this code. The control code physically controls the hardware equipment attached to the agent. It runs in a high priority thread. Its goal is to control hardware using parameters emitted by all executed plans.
2.3
Communication Among Agents In the previous section we described structure of the agent. The agent is not an island in the system and to give it possibility to interact with other agents in the system it is necessary to establish communication among agents.
Communication in the multi-agent system is in most cases based on a message passing technique. In our system, based on the logical controllers, we are able to use the asynchronous message passing that allows pure parallel computation. The message passing is done behind the scenes so that sending message locally within one controller or to another controller is transparent to the agents. The physical message passing among the logical controllers is based on the TCP/IP protocol.
Several types of multi-agent systems can talk to each other on a standardized basis. The FIPA compatibility requires the use the IIOP protocol (which is based on the TCP/IP and the GIOP protocols). To accomplish this level of communication, the following agent services have to be implemented:
• Directory Facilitator (DF) agent that provides white pages services • Agent Management System (AMS) agent that provides yellow pages services • Agent Communication Channel (ACC) agent that provides message routing within or over the borders of an agent platform
We are presently considering to extend the agent services to an external PC on the same Ethernet line to contain DF, AMS, and ACC agents to provide additional compatibility with the FIPA standard. A Job Description Language (JDL) based on the XML format was built as a content language. The XML format has been selected because it is designed to serve for data exchange among heterogeneous components and it is widely used. Moreover, the XML format is supported by FIPA as a content language. The JDL language is still work in progress. The ontology construction is defined according to the Document Type Definition (DTD) format, which is a standard format for the description of the XML structures [11] . Along with the definition of the language, a JDL Parser has been built for two purposes:
1) It can take a JDL string written in the XML format and parse it to create an Object Model. The JDL Object Model then can be used to work efficiently on message data in structured manner using object-oriented approach. Also other XML parsers can be used for JDL parsing for instance Xerces [10] ;
2) It is possible to serialize the JDL Object Model to the JDL message in the XML format.
The JDL language was designed for the inter-agent messaging. It can also be used by the planning module to create plans (see section 0). In JDL, the agents encode sequence of actions and hierarchy of actions that are streamed into JDL scripts. The planning engine uses the JDL scripts to select and process local actions. The parts of the script that can not be done locally are extracted from the main script to build subscripts. The planning engine uses the sub-script to initiate Contract-Net subcontracting. The sub-scripts are then processed according to the capability discovery protocol and emitted to recruited agents.
There are several advantages to use the JDL Parser and its Object Model. First, it is a generic component that can be shared among agents within the same controller and it is fully reusable. Second, the JDL Parser can be used in visualization components that work with textual messages to present them to the user in a structured way. Third, the JDL Parser can be used in development tools, where message creation works with the JDL Object Model to store information from the user.
2.4
Planning and Scheduling As we already described the agent architecture (see section 2.2) and communication among agents, we can now focus more closely to the agent behavior. The most interesting part of agent behavior can be found in planning and scheduling techniques followed by plan execution. Planning and scheduling activities are part of the Planner Module (see section 0). All requests for planning (e.g. "create plan how to move 50 gallons of water from point A to point B") are passed to this module.
When the Planning Module receives a request for planning, it searches for a script associated with the incoming request. The system designer can define a set of scripts, which are associated with a specific request for planning. Each script has defined a firing condition; the script, which satisfies its firing condition in the best way, is selected. For illustration, see Table 1 . If no script has been found, the Planning Module replies with the Fail Message (this message informs the plan requester that the plan creation failed). Otherwise, the found script becomes a plan template. The plan template is a semi-plan, which describes how to solve incoming requests. To clarify, what a plan template is, see the following example: To start air-conditioning in the room number 101, some agent has to cool the water (step 1), some agent has to move this cold water to other agent that can cool the air (step 2), some agent has to use the cold water for the air cooling (step 3), and finally another agent has to return the hot water back (step 4).
The structure of scripts is more complicated than in the example above. The script can contain information about dependencies between steps, it can contain some recommendations (e.g. which agent should solve the step), and other information.
The script contains various steps. Each step of the script can be drawn as a function block (see Figure 7 ) with a collection of inputs and outputs. At that figure, a step with the name "CoolWater" represents a chiller that can cool the water. The step has two inputs: (a) Water-in, which represents a connection point where the chiller water inlet is connected to, and (b) Temp-in, which corresponds to temperature of the incoming water. Two outputs of the step are: (a) Water-out, which corresponds to a connection point where the outlet of the chiller is connected, and (b) Temp-out, which represents temperature of the outgoing water.
Step 1: CoolWater Water-in
Temp-in
Water-out Temp-out Figure 7: Step of script as a function block Also, the script has its own inputs and outputs. The script consists of steps, which can be represented by function blocks. Each function block is processed either locally (by an agent that is processing the script), or remotely by another agent (a request is sent to this agent by the agent, which is processing the script). An example of a script shown in form of interconnected function blocks is shown in Figure 8 . As described above, each agent owns a set of scripts and each script has a firing condition. The firing condition describes when to use this script and this decision is based on an agent status. When the agent has found the script, how to solve a particular request, it processes the script. The algorithm that was used for script processing is described as follows.
For each step do
If the step name corresponds to one of agent's service Find local solution for this step Otherwise Find who is able to solve this step via yellow pages Send request to all of found agents End if End for each After the script is processed, the agent waits for responses to its requests. When a response comes, the agent stores the response to the corresponding step as one solution. If all responses for the step have been received (or time-out for response was reached), the agent selects the best bid from the received responses. We call this selection process 'concentration of the step'. When all steps are concentrated, the agent concentrates the whole script and sends the result back to the requester (to the agent that sent the request).
The mechanism described above allows the agents to use the same format for messages and for storing of scripts. The system designer defines scripts, which contain application specific knowledge and is not required to program the communication and negotiation details (this is done by the Planner Module).
The whole communication is based on the JDL messages (see section 2.3). Different negotiation mechanisms can be implemented -subcontracting and counterbidding are also considered in the implementation. The subcontracting negotiation is used when an agent is not able to solve the whole step alone. In this case, the agent solves only part of the step and subcontracts the rest of the step with other agents (see Figure 10 ). Negotiation based on the counter-bidding is used in situations similar to that of subcontracting. The difference is that if an agent can not solve the whole step by itself, it sends a counter-bid back to the requester. The counter-bid contains information about 'maximal' part of the step, which the agent is capable to solve. The requester needs to relax the parameters in the original request and re-send the new request to the agent to continue the planning process. For illustration, see Figure 11 .
Agent plans are distributed in the system. When the planning phase has been completed, each agent owns information how to solve a portion of the overall plan. Also, each agent knows associations with other agents that should be contacted during the process of commitment and execution. 
Plan Execution
When the planning phase has been completed, the plan requesters initiate a commitment communication. Upon receiving a request for commit, each agent tries to reserve all resources, which are needed for successful plan execution. After allocating all needed resources, each agent replies with success to its requester. If the agent can not reserve all required resources, it replies with a failure message. When all agents have committed to some plan, the plan is prepared for execution. At proper time, the request for plan execution is sent and each agent, who participates in this plan, executes its portion using the Execution Control Module.
In the systems for real-time control we have to face issues connected with speed of execution and execution synchronization. In these systems we cannot purely rely on execution synchronization via agent communication, because of speed restrictions. In the real-time systems, a faster way of synchronization is needed. Also we need different protocol than TCP/IP, because it does not guarantee real-time delivery of the messages.
We can solve this problem by creating a real-time control agent portion called Execution Control Module. This module provides a real-time control of the local equipment and synchronization with distant equipment (controlled by other agents). The software agent controls this module. The Execution Control Module can trigger some events back to the software agent -it can for instance send a message with a description of the event. This way we can separate slower negotiation, planing, and decision-making activities from the faster real-time control of the equipment.
Summary
In our approach we explain how to move the control supervision into the agent level and the real-time control into the equipment level. In conventional control systems, these two activities are part of the same execution control object.
Our system is planned to be the FIPA compliant, even if we cannot use the JAVA open implementations of the FIPA standards for several reasons. We have created guidelines for system partitioning to help multi-agent system designers in the design of highly flexible control systems that encapsulate system survivability, and diagnostics behaviors.
In our approach we used the multi-agent architecture based on 3-levels of the hierarchy. Our goal is to move the system intelligence to the equipment, so that the overall system survivability can be increased.
We described usage of hierarchical structure of Directory Facilitators that are distributed in the system to increase communication efficiency and survivability of the system. We presented the overall agent architecture and functionality of individual agent modules, where we mainly focused on planning and scheduling problems. In the last section we have described the plan execution phase that, for real-time systems, should be located in a separate module offering fast control of the equipment, where the software agent changes parameters of the real-time control.
Our main goal throughout the design of the system was to create generic infrastructure of the multi-agent system for real-time control. To help the system designer in development, we simplified the creation of an agent as much as possible, so only an application specific information needs to be entered to the system. The application engineer can easily use this infrastructure to develop agents along with their behavior, diagnostic, and real-time control to design specific solutions for particular applications.
