This letter studies identification problems of model orders using the Hankel matrix of impulse responses of a system and presents two order identification methods: one is based on the singularities or ratios of the Hankel matrix determinants and the other is based on the singular value decomposition of the Hankel matrix. A numerical example verifies the proposed methods.
where x(t) ∈ R n is the state vector, u(t) ∈ R and y(t) ∈ R are the input and output of the system, A ∈ R n×n , b ∈ R n , c ∈ R 1×n and d ∈ R are constant matrix, vectors or number.
Order identification is determining the minimum dimensions of the controllability matrix and the observability matrix using the input-output data {u(t), y(t)} of the system. Let z where I is an identity matrix of appropriate size. Thus, the transfer relation from the system input to output is given by
G(z) := y(t) u(t)
= c(zI − A)
Using long division, we have
From the above equation, we can obtain the impulse responses:
The controllability matrix Q c and the observability matrix Q o of system (1) are defined by
. . .
where n 0 represents the true order of the system and is unknown, the number l is large enough and satisfies l n 0 . For control, the system order is generally regarded as the dimension n of the state vector x(t). For identification, the system order is defined as the dimension of both controllable and observable subsystem and thus the system order is the minimum rank of the controllability matrix Q c and the observability matrix Q o , i.e., n 0 :
Suppose that A is full rank (otherwise, take t = 1). Assume that the controllability matrix Q c has rank n 1 (n 0 n 1 ). That is, the successive n 1 columns of Q c are linearly independent. From (4), we form the matrix
which has rank n 1 . Thus, there exists a series of numbers α ij (not all zeros) such that the following relation holds,
Pre-multiplying both sides of the above equation by c gives
Using (3) gives
Pre-multiplying both sides of (6) by c, we have
Replacing t with t + i gives
Taking i = 0, 1, . . . , l − 1, we obtain l equations which can be rewritten as the form of a Hankel matrix
According to (7), we can see that the matrix H (l, t) has rank n 1 , so we can determine the dimension of the controllable subsystem from the rank of the Hankel matrix H (l, t). Since the impulse response g(t) of a stable system approaches zero as t increases, t in H (l, t) should not be too large.
Similarly, assume that the observability matrix Q o has rank n 2 (n 0 n 2 ). That is, the successive n 2 rows are linearly independent. From (5), we form the matrix,
which has rank n 2 . Thus, there exists a series of numbers β ij (not all zeros) such that the following relation holds,
Post-multiplying both sides by b gives
Using (3), it follows that
Post-multiplying both sides of (9) by b, we can write the Hankel matrix of (8) as follows:
According to (10), it is clear that H (l, t) has rank n 2 . Therefore, we can determine the dimension of the observable subsystem based on the rank of the Hankel matrix H (l, t).
Since the system order is equal to the minimum rank of the controllability matrix and the observability matrix, i.e., n 0 :
This indicates that the rank of the Hankel matrix equals the true order of the system when l ≥ n 0 . In other words, when l n 0 , the Hankel matrix has full rank and its determinant is not equal to zero. Thus, we can determine the system order according to the singularity of the Hankel matrix.
In practice, the impulse response data contain measurement errors (noises) and the determinant of the Hankel matrix cannot equal zero for l > n 0 . In this case, the system order can be determined by observing the changing rates of the determinants of the Hankel matrices, i.e., the number l is the system order when det[
is maximum for every l = 1, 2, . . ..
The SVD method
The singular value decomposition (SVD) theorem: Suppose that R is an m × n matrix with rank r, there exist an m × m orthogonal matrix U and an n × n orthogonal matrix V such that the following equality holds,
where Table 2 The impulse response sequence (k = 3). 
. . , r) are the singular values of R, and λ i (i = 1, 2, . . . , n) are the eigenvalues of the n × n symmetric
Because U and V are the orthogonal matrices, we
For the Hankel matrix H (l, t) in (8) (take t = 1 for singular A) and given l value (l is large enough and should be greater than the true order n 0 ) and smaller t, we make the SVD decomposition to H (l, t) in (12) and obtain the matrix Σ like (13) .
Observing the structure of Σ, the number r of the nonzero singular values σ 1 , σ 2 , . . . , σ r is the rank of the Hankel matrix H (l, t) and is also the model order.
For the noise-free ideal case, the SVD method is very simple and can determine the model's order. But for the cases with the impulse responses having the measurement errors (noise), none singular values equal zero, we compute and compare
is maximum for some i = l, then l is the system order.
In theory, t in H (l, t) may take any number more than unity, but the impulse response g(t) approaches zero for a stable system as t increases. Thus, t in H (l, t) generally takes a small integer, i.e., t = 1, t = 2 or t = 3.
Numerical example
Consider the following simulation plant:
In a simulation, the input {u(t)} is taken as a unit impulse sequence and the corresponding impulse responses g(t) (i.e., the system output y(t)) are shown in Fig. 1 and Tables 1-2 , for keeping k = 5 decimal places and k = 3 decimal places, respectively. That is, the impulse responses contain different measurement errors (noises). The corresponding step responses y(t) are shown in Fig. 2 . We apply the the ratios of the Hankel matrix method and the SVD method to determine the order of this system.
1. The Hankel matrix determinant method.
.51920, 0.55062, 0.02874, 0.00001, 0.00000, 0.00000, 0.00000] for k = 5, Since D 5 is very close to zero, the system order is 4. 2. The SVD method.
Take t = 1 and l = 8, using (12) and making the SVD composition of H (l, t) give the diagonal matrices: Since σ 4 /σ 5 is maximum, we say that the system order is 4. 
Fig. 2. The step response y(t).

Conclusions
Two order identification methods are developed for linear systems using the impulse response sequences of the systems according to the singularities or ratios of the Hankel matrix determinants and the singular value decomposition of the Hankel matrix. The numerical results indicate that the proposed approaches are effective for determining the system orders.
