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In this thesis we investigate an important singularity invariant, Bernstein-Sato
polynomials, also called b-functions. Together with the classical notion of the
b-function (of one variable) of a single polynomial, we also consider more gen-
eral ones, such as the b-function of several variables (of several polynomials) and
Bernstein-Sato polynomials (of one variable) of arbitrary varieties. We propose
several techniques for their computation in various equivariant settings. The main
applications will belong to the quiver setting, namely (semi-)invariant polynomi-
als (resp. nullcones, orbit closures) of quivers.
We give a formula relating b-functions of semi-invariants corresponding to each
other under castling transforms (or reflection functors). This, in particular, al-
lows the computation of the b-functions for all Dynkin quivers, and also extended
Dynkin quivers with prehomogeneous dimension vectors.
We give another computational technique using slices, that is efficient for semi-
invariants with “small weights”. Among other uses of slices, we give a way of
finding locally semi-simple representations and an easy rule for the determination
of the canonical decomposition for type D quivers.
We compute the Bernstein-Sato polynomial of the ideal generated by maximal
minors (which is a type A2 orbit closure) and sub-maximal Pfaffians. We settle
the Strong Monodromy Conjecture in these cases.
Using our computational results, we give various results on the geometry of or-
bit closures of quivers. In particular, we prove that codimension 1 orbit closures
of Dynkin quivers have rational singularities. We prove the same result for ex-
tended Dynkin quivers for dimension vectors that are not “too small”. We give
results on the reduced property of the nullcone of quivers and establish a connec-
tion between b-functions of several variables and the Bernstein-Sato polynomial
of varieties. With these we give some criteria for rational singularities in higher
codimensions.
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Chapter 1
Introduction
The study of Bernstein-Sato polynomials (or b-functions, see Definition 1.1.1)
originated by the work of Sato and Shintani [59] and Bernstein [5]. The former
used them in the study of zeta functions in equivariant settings, while the latter
proved their existence using holonomic D-modules, and used them in order to
analytically continue powers of functions f s. In general the b-function gives a
measure of the singularities of the scheme defined by f = 0. Recently b-functions
have been extended to more general schemes in [14].
Since their introduction numerous connections of b-functions to different
subjects were discovered. Its zeros are closely related to the eigenvalues of the
monodromy on the cohomology of the Milnor fiber. Others include: zeta functions,
log-canonical resolutions, multiplier ideals, jumping coefficients etc.
Despite much research, the calculation of b-functions remains notoriously
difficult: several algorithms have been implemented to compute b-functions, and
a number of examples have been worked out in the literature, but basic instances
are still not understood well.
A lot of effort has been made to calculate the b-functions in various cases.
An important class is that of semi-invariants of prehomogeneous vector spaces,
that is, representations with a dense orbit (for example, see [35, 58, 68, 36]). In
this setting, there is a natural consideration of the more general b-functions of
several variables (for several semi-invariants).
1
2In this thesis we will focus on various b-functions coming from quivers. The
theory of quivers originate from the study of representation theory of algebras, and
it has lead to a rich area of mathematics with a number of connections with other
fields. Semi-invariants of quivers and the geometry of their zero sets (nullcones)
have received considerable attention in the past decades (for example, [1, 61, 21,
63, 17, 49, 50]).
In [66] the b-functions for quivers of type A are computed. We will generalize
these computations in several ways (Chapters 3, 4) and provide some geometric
consequences (Chapter 5). For the computation of b-functions of semi-invariants
we consider two independent reduction techniques: in Chapter 3 using castling
transforms (or reflection functors) and in Chapter 4 using slices. In the case of
quivers, these techniques give algorithms similar to those in [66]. In Chapter
6, we compute the b-functions of the ideal of maximal minors and sub-maximal
Pfaffians. As this is a b-function of a variety of higher codimension, we use various
tools of different kind.
Most of the results from Chapters 3 and 4 can be found in the preprint [40].
The results from Chapter 5 are from the preprint [41]. The work in Chapter 6 is
joint with C. Raicu, J. Weyman and U. Walther [42].
Take X = (xij) an n × n generic matrix of variables, and ∂X the matrix
formed by the partial derivatives
∂
∂xij
. Its determinant is a differential operator.
The formulas we get for quivers can be understood as generalizations of Cayley’s
classical identity (see [16, (1.1)]):
det(∂X) · det(X)s+1 = (s+ 1)(s+ 2) · · · (s+ n) det(X)s.
This gives the b-function of the determinant bdet(s) = (s+1)(s+2) · · · (s+n).
A simple, yet non-trivial example of interest is the following semi-invariant,
3coming from the quiver D4:
det
X Y 0
0 Y Z
 .
Here X, Y, Z are generic matrices of variables, with X ∈ Mβ4,β1 , Y ∈ Mβ4,β2 , Z ∈
Mβ4,β3 and β1 + β2 + β3 = 2β4. We compute its b-function in Section 4.3, but the
technique from Section 3.2 is also applicable.
In the first chapter we give a general background on b-functions and their
properties. In Section 1.2 we introduce the main equivariant setting of considera-
tion, namely the multiplicity-free property for semi-invariants. The main examples
of this are semi-invariants of prehomogeneous vector spaces. In the last section of
this chapter we give the definition and main properties for b-functions of arbitrary
varieties.
1.1 Bernstein-Sato polynomials or b-functions
First we define and briefly recall some basic properties of b-functions. For more
details we refer the reader to [13, 34].
As usual, N will denote the set of all non-negative integers. Throughout
this chapter we work over the complex field C. Let V be an N -dimensional vector
space, N ∈ N.
Consider a polynomial ring S = C[V ] = C[x1, . . . , xN ] and let DV =
S[∂1, . . . , ∂N ] denote the associated Weyl algebra of differential operators with
polynomial coefficients (∂i =
∂
∂xi
).
Definition 1.1.1. Take a non-constant polynomial f ∈ S. Then the set of poly-
nomials b(s) ∈ C[s] for which there exists a differential operator P ∈ DV [s] :=
DV ⊗ C[s] such that
P · f s+1 = b(s) · f s (1.1)
4forms a non-zero ideal. The monic generator of this ideal is called the Bernstein–
Sato polynomial (or the b-function) of f), and is denoted bf (s).
Our main example is for the determinant, in which case we have the Capelli
identity, as mentioned in the Introduction. Another example:
Example 1.1.2. f = x2 + y3, then applying the operator
P =
1
12
y∂2x∂y +
1
27
∂3y + s
1
4
∂x +
3
8
∂2x
we obtain the equation
P · f s+1 = bf (s) · f s,
where the b-function bf (s) is
bf (s) = (s+ 1)(s+
5
6
)(s+
7
6
).
As its existence, the other fundamental result about b-functions is highly
non-trivial, and uses Hironaka’s resolution of singularities (see [34]):
Theorem 1.1.3. All roots of bf (s) are negative rational numbers.
Note that −1 is always a root of bf (s), as can be seen by taking s = −1 in
the defining equation.
Similarly, for an element v ∈ V , we can define local b-functions bf,v(s)
by allowing differential operators P with coefficients that are rational functions
regular at v. Clearly, bf,v divides bf (s). Also, if f(v) 6= 0, then 1
f
is a regular
differential operator at v, hence bf,v = 1, since
1
f
· f s+1 = f s. One can recover the
(global) b-function by the following result :
Lemma 1.1.4 ([26, Lemma 2.5.2]). The b-function bf (s) is the least common
multiple of {bf,v(s)|v ∈ V }.
5Among the numerous connections of roots of b-functions with other singu-
larity invariants, we will consider applications to rational singularities.
For a variety X, we call a morphism h : Z → X a resolution of singularities,
if Z is a smooth variety and h is a proper birational map.
Definition 1.1.5 ([72]). We say a variety X has rational singularities, if for a
(hence any) resolution of singularities h : Z → X, we have
(a) The natural map OX → h∗OZ is an isomorphism of sheaves,
(b) The higher direct images Rih∗OZ = 0 vanish for i > 0.
It is known that if X has rational singularities, it is normal and Cohen-
Macaulay [72].
Theorem 1.1.6 ([54]). Assume f is a reduced polynomial. Then the zero-set
Z(f) has rational singularities if and only if −1 is the largest root of b(s) and its
multiplicity is 1.
1.2 Multiplicity-free property and prehomogeneous vector spaces
In this section we introduce the basic equivariant settings that we will be working
with.
Let G be a connected reductive algebraic group, acting rationally on V . We
denote the orbit of an element v ∈ V by Ov ⊂ V . We have an action of G on
C[V ] by (g ·f)(v) = f(g−1v), for g ∈ G, f ∈ C[V ]. We call a polynomial f ∈ C[V ]
a semi-invariant, if there is a character σ ∈ Hom(G,C×) such that g · f = σ(g)f ,
that is, f(gv) = σ(g)−1f(v). In this case we say the weight of f is σ. In case σ is
trivial, f is called an invariant.
Now we form the ring of semi-invariants
SI(G, V ) =
⊕
σ
SI(G, V )σ,
6where the sum runs over all characters σ of G and the weight spaces are
SI(G, V )σ = {f ∈ C[V ]|f is a semi-invariant of weight σ}.
Note that by this definition not all elements in SI(G, V ) areG-semi-invariants.
But they are all [G,G]-invariants, moreover, it is well-known that the reductivity
of G implies the equality
SI(G, V ) = C[V ][G,G]. (1.2)
Throughout we deal with representations (G, V ) that have a unique closed
orbit. For a rational representation (G, V ), this means {0} is the unique closed
orbit of the action. This happens iff there are no non-constant polynomial in-
variants. In particular, a prehomogeneous vector space (see below) has a unique
closed orbit. One can always induce the unique closed orbit property by enlarging
the group action to G′ = G × C×, where C× acts via the action induced by the
vector space structure of V .
The connection between orbits and (local) b-functions is made clear by the
following lemma:
Lemma 1.2.1. Let f ∈ C[V ] be a semi-invariant for an action (G, V ). Then
(a) If O is an orbit, and v, w ∈ O, then bf,v = bf,w =: bf,O.
(b) If O1 ⊂ O2, then bf,O2 divides bf,O1.
Proof. Suppose the equation for the local b-function at v is given by
Pv(s) · f s+1(x) = bv(s)f s(x)
where Pv(s) ∈ DV,v[s]. If w = gv, then applying g to the equation, we get the
equation for the local b-function at w, with Pw(s) =
1
σ(g)
(g · P (s)) ∈ DV,w[s].
This finished part (a).
Now let v1 ∈ O1, and suppose we have the equation for the local b-function
bv1 defined in an open neighborhood U , with v1 ∈ U . Then U ∩ O2 6= ∅, so pick
v2 ∈ U ∩O2. Then bv2|bv1 , which, together with part (a), gives the conclusion.
7We have the following corollary (see also [26, Lemma 2.5.2]):
Corollary 1.2.2. If (G, V ) has a unique closed orbit, and f is a semi-invariant,
then bf,0 = bf . In particular, this holds if f is any homogeneous polynomial on V .
Proof. This follows immediately from Lemma 1.1.4 and Lemma 1.2.1.
The multiplicity of σ is dim SI(G, V )σ.
Definition 1.2.3. We say that σ is multiplicity-free, if the multiplicity of σk is
1, for any k ∈ N. We call a non-zero semi-invariant f multiplicity-free if it has a
multiplicity-free weight.
A multiplicity-free semi-invariant must be homogeneous [26]. If f ∈ C[V ] is
a non-zero semi-invariant of multiplicity-free weight σ, there exists (canonical up
to a constant) a non-zero dual semi-invariant f ∗ ∈ C[V ∗] of weight σ−1, which we
view as a constant coefficient differential operator. We can construct such dual
semi-invariants explicitly in the following way [60]:
Take the map of algebraic groups ρ : G → GL(V ) defining the action of G
on V . Since G is reductive, it is known (see [36]) that one can choose a basis in
V ∼= Cn such that ρ(G) = ρ(G)t ⊂ GLn(C), where ρ(G)t is the set consisting of
the transposes of the elements in ρ(G). Using this basis, we can define f ∗ ∈ C[V ∗]
by replacing the variables in f with the dual variables (see Introduction for the
case of the determinant). It is a multiplicity-free semi-invariant with weight σ−1.
In the cases we consider, the dual semi-invariant will always take this simple form.
The following result follows by [26, Corollary 2.5.10]:
Theorem 1.2.4. Let f be multiplicity-free and f ∗ its dual as above. Then we
have the following equation
f ∗(∂x) · f(x)s+1 = b(s)f(x)s, (1.3)
and b(s) coincides with the b-function bf (s) of f up to a non-zero constant factor.
Moreover, deg b(s) = deg f .
8Hence we call the polynomial b(s) = bf (s) above the b-function of f , which
is unambiguous up to a factor.
Definition 1.2.5. We call (G, V ) a prehomogeneous vector space, if V has a
dense G-orbit O, i.e. O = V .
In this case, the dense orbit O is open in V . By a standard result (cf. [36]),
(G, V ) is prehomogeneous iff all weight multiplicities of the ring of semi-invariants
are at most 1. Moreover, we have [60]:
Theorem 1.2.6. Let Si be the hypersurface irreducible components of V \O for
i = 1, . . . ,m. Write Si = {x ∈ V | fi(x) = 0} for some irreducible polynomi-
als fi (called fundamental semi-invariants). Then SI(G, V ) = C[f1, . . . , fm] is a
polynomial ring.
Next we introduce the more general notion of b-functions of several variables
(cf. [57]). For f1, . . . , fl semi-invariants of weights σ1, . . . , σl, we say that the tuple
f = (f1, . . . , fl) is multiplicity-free, if the multiplicity of σ
k1
1 · · ·σkll is 1, for any
(k1, . . . , kl) ∈ Nl. This is equivalent to the product f1 · · · fl being a multiplicity-
free semi-invariant. Take respective duals f ∗1 , . . . , f
∗
l , and put f
∗ = (f ∗1 , . . . , f
∗
l ).
For a multi-variable s = (s1, . . . , sl), we define the powers by f
s =
l∏
i=1
f sii , and
f ∗s =
l∏
i=1
f ∗sii .
Lemma 1.2.7. If f is a multiplicity-free tuple, then for any l-tuple m = (m1, . . . ,ml) ∈
Nl there is a polynomial bm(s) of l variables such that
f ∗m(∂x) · f s+m(x) = bm(s)fm(x). (1.4)
If the tuple f is multiplicity-free, then all weights fi are multiplicity-free
semi-invariants, and one can easily recover the b-function bfi of one variable
from bm. Again, if (G, V ) is prehomogeneous, then any tuple of semi-invariants
multiplicity-free.
9Although we won’t consider it, the b-function of several variables (1.4) has
been generalized to the case of arbitrary (not necessarily semi-invariant) polyno-
mials by [27, 53].
It is known that bm(s) is a product of linear polynomials ([57, 68]) and has
an expression (up to a constant) of the form:
bm(s) =
N∏
j=1
µj∏
k=1
γj ·m−1∏
i=0
(γj · s+ αj,k + i), (1.5)
where N ∈ N, µj ∈ N, γj ∈ Nr and αj,k ∈ Q+.
1.3 Bernstein-Sato polynomials of varieties
In this section we review the results and definitions from [14] that are most relevant
for our considerations. For a collection f = (f1, . . . , fr) of arbitrary non-zero
polynomials in S, we consider a set of independent commuting variables s1, . . . , sr,
one for each fi. We form the DV [s1, . . . , sr]-module
Bsf = Sf1···fr [s1, . . . , sr] · f s, (1.6)
where Sf1···fr denotes the localization of S at the product of the fi’s, and f
s stands
for the formal product f s11 · · · f srr . Bsf is a free rank one Sf1···fr [s1, . . . , sr]-module
with generator f s, which admits a natural action of DV : the partial derivatives ∂i
act on the generator f s via
∂i · f s =
r∑
j=1
sj · (∂i · fj)
fj
· f s.
For a tuple cˆ ∈ Zr, denote
cˆs =
∏
ci<0
si · (si − 1) · · · (si + ci + 1). (1.7)
and write s = s1 + · · ·+ sr. Then the following generalizes Definition 1.1.1:
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Definition 1.3.1. The Bernstein–Sato polynomial or b-function bf (s) (of one
variable) of f is the monic polynomial of the lowest degree in s for which bf (s) ·f s
belongs to the DV [s1, . . . , sr]-submodule of Bsf generated by all expressions
cˆs ·
r∏
i=1
f si+cii ,
where cˆ = (c1, . . . , cr) runs over the r-tuples in Zr with c1 + · · ·+ cr = 1 (for short
|cˆ| = 1).
Equivalently, bf (s) is the monic polynomial of lowest degree for which there
exist a finite set of tuples cˆ ∈ Zr with |cˆ| = 1, and corresponding operators
Pcˆ ∈ DV [s1, . . . , sr] such that∑
cˆ
Pcˆ · cˆs ·
r∏
i=1
f si+cii = bf (s) · f s. (1.8)
Just as in the case r = 1 (of a single hypersurface), bf (s) exists and is
a polynomial whose roots are negative rational numbers. Moreover, bf (s) only
depends on the ideal I generated by f1, . . . , fr, which is why we’ll often write
bI(s) instead of bf (s). Furthermore, let Z ⊂ V denote the subscheme defined by
f1, . . . , fr.
The following generalizes Theorem 1.1.6:
Theorem 1.3.2 ([14, Theorem 4]). Assume Z is a reduced complete intersection
of codimension r. Then Z has rational singularities if and only if −r is the largest
root of bI(s) and its multiplicity is 1.
If we set
bZ(s) = bI(s− codimV (Z)) (1.9)
then bZ(s) only depends on the affine scheme Z and not on its embedding in
an affine space. The polynomial bZ(s) is called the Bernstein–Sato polynomial
11
of Z (or the b-function of Z), and, as in the hypersurface case, is meant as a
measure of the singularities of Z: the higher the degree of bZ(s), the worse are the
singularities of Z. For instance, one has that T is smooth if and only if bT (s) = s.
Moreover, it follows from [14, Theorem 5] that for any Z and any smooth T we
have
bZ×T (s) = bZ(s). (1.10)
Analogous to Lemma 1.1.4 Z is irreducible and Z = Z1∪· · ·∪Zk is an open cover
of Z then
bZ(s) = lcm{bZi(s) : i = 1, . . . , k}. (1.11)
Chapter 2
Quivers
In this chapter we give the necessary background on quivers that will be used in
the following parts. In Section 2.1 we deal with the basic definitions. In Section
2.2 we introduce the important notions of reflection functors and the Auslander-
Reiten transformation. In Section 2.3, we consider the geometric approach to
studying quiver representation spaces and discuss semi-invariants of quivers. For
background material, we refer the reader to [3, 11, 21].
2.1 Representations of quivers
Throughout this chapter we work over an algebraically closed field k.
A quiver Q is an oriented graph, i.e. a pair Q = (Q0, Q1) formed by the set
of vertices Q0 and the set of arrows Q1. An arrow a has a head ha, and tail ta,
that are elements in Q0:
ta a // ha
A representation V of Q is a family of finite dimensional vector spaces
{V (x) |x ∈ Q0} together with linear maps {V (a) : V (ta)→ V (ha) | a ∈ Q1}. The
dimension vector d(V ) ∈ NQ0 of a representation V is the tuple d(V ) := (dx)x∈Q0 ,
with dx = dimV (x). A morphism φ : V → W of two representations is a collection
of linear maps φ = {φ(x) : V (x) → W (x) |x ∈ Q0}, with the property that for
each a ∈ Q1 we have φ(ha)V (a) = W (a)φ(ta). Denote by HomQ(V,W ) the vector
12
13
space of morphisms of representations from V to W .
For two vectors α, β ∈ ZQ0 , we define the Euler form
〈α, β〉 =
∑
x∈Q0
αxβx −
∑
a∈Q1
αtaβha.
For any two representations V and W , we have the following exact sequence:
0→ HomQ(V,W ) i−→
⊕
x∈Q0
Hom(V (x),W (x))
dVW−→
⊕
a∈Q1
Hom(V (ta),W (ha))
p−→ ExtQ(V,W )→ 0
(2.1)
Here, the map i is the inclusion, dVW is given by
{φ(x)}x∈Q0 7→ {φ(ha)V (a)−W (a)φ(ta)}a∈Q1
and the map p builds an extension of V and W by adding the maps V (ta) →
W (ha) to the direct sum V ⊕W .
From the exact sequence (2.1) we have that 〈d(V ), d(W )〉 = dim Hom(V,W )−
dim Ext(V,W ).
Throughout we assume that Q is a quiver without oriented cycles .
We recall (cf. [3]) the notions of a Dynkin quiver (of type An,Dn,E6,E7,E8)
and of an extended Dynkin quiver (of type A˜n, D˜n, E˜6, E˜7, E˜8). Since we are dealing
with quivers without oriented cycles, we will exclude the oriented cycle quiver of
type A˜n.
Simple, projective and injective representations have an easy description [3].
The main goal in the representation theory of quivers is to classify all indecompos-
able representations. A quiver is called of finite type if it has only finitely many
indecomposables. The following result, called Gabriel’s Theorem, is fundamental
([3]:
Theorem 2.1.1. A quiver Q is of finite representation type if and only if it is a
Dynkin quiver.
14
There is a notion of tame type, in which there are infinitely many indecom-
posables, but there is still a classification as they form finitely many one-parameter
families [3]. The tame quivers are precisely the extended Dynkin quivers. The
rest of the quivers are called of wild type.
2.2 Reflection functors and Auslander-Reiten theory
A vertex x ∈ Q0 is called a sink (resp. source) if there is no arrow in Q starting
(resp. ending) in x.
First, we introduce some terminology for reflection functors, that is, castling
transforms in the quiver setting (for details, see [3, Section VII.5.]). Throughout,
let Q be a quiver without oriented cycles. Given any vertex i ∈ Q0, we form
a new quiver ciQ by reversing all arrows that start or end in i. An ordering of
i1, . . . , in of the vertices of Q is called admissible if for each k the vertex ik is a
sink for cik−1 . . . ci1Q. In such case, it is easy to see that cin . . . ci1Q = Q. Since Q
has no oriented cycles, Q has admissible orderings, and we fix one. For x ∈ Q0,
we take the following the linear map of dimension vectors that we denote by the
same letter
cx : Zn → Zn
cx(β)y =

βy if x 6= y,
−βx +
∑
edges x—z
βz if x = y.
Also, let c = cin · · · ci1 be the Coxeter transformation. It is independent on
the choice of the admissible ordering. As a matrix, we have that c = −E−1Et,
where E denotes the Euler matrix of Q corresponding to the Euler product.
We have the reflection functors on the representation level Cx : rep(Q) →
rep(cxQ) such that Cx(Sx) = 0, and for all other indecomposables X, Cx(X) is
non-zero indecomposable representation with dimension vector cx(d(X)) (see [4]).
15
Now denote by C the Coxeter functor defined by C = Cin · · ·Ci1 : rep(Q)→
rep(Q).
Then C(Py) = 0, for the projective module Py corresponding to any vertex
y ∈ Q0, and for all other indecomposables X, C(X) is a non-zero indecompos-
able representation with dimension vector c(d(X)). In fact, in the latter case,
the Coxeter functor coincides with the Auslander-Reiten translation τ , namely,
C(X) ∼= τX. For a quiver Q, we can associate an Auslander-Reiten quiver whose
vertices are all the indecomposable representations of Q and arrows the irreducible
morphisms between them. For more on Auslander-Reiten theory, we direct the
reader to [3, Chapter IV.].
We say an indecomposable X is preprojective, if Ck(X) = 0, for some k ∈ N.
Preprojective representations are generic and we also call their dimension vectors
preprojective. Dually, we can define these notions with x a source, we get the
Coxeter transformation c−1 and preinjective representations. An indecomposable
representation is called regular is it is neither preprojective nor preinjective.
A quiver is of Dynkin type if and only if all the indecomposables are pre-
projective (and preinjective), see [3].
2.3 Geometric considerations and semi-invariants of quivers
We define the vector space of representations with dimension vector α ∈ NQ0 by
Rep(Q,α) :=
⊕
a∈Q1
Hom(kαta , kαha).
The group
GL(α) :=
∏
x∈Q0
GL(αx)
acts on Rep(Q,α) in a natural way. This action corresponds to changing bases and
under this action, two representations lie in the same orbit iff they are isomorphic
representations. It is well known that if Q has no oriented cycles, then 0 ∈
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Rep(Q,α) is the only semi-simple representation, and (GL(α),Rep(Q,α)) satisfies
the unique closed orbit property.
There is a useful geometric interpretation of the sequence (2.1), when V =
W . Then
⊕
x∈Q0 Hom(V (x), V (x))
∼= gl(d(V )), the Lie algebra of GL(d(V )). The
map dVV is the differential at the identity of the orbit map
g 7→ g · V ∈ Rep(Q, d(V )).
Also, HomQ(V, V ) ∼= glV (d(V )), the isotropy subalgebra of gl(d(V )) at V , and we
have a natural AutQ(V )-equivariant identification of the normal space
ExtQ(V, V ) ∼= Rep(Q, d(V ))/TV (OV ),
where OV is the orbit of V . In particular, OV is dense iff ExtQ(V, V ) = 0, in which
case we say that V is a generic representation, and that d(V ) is a prehomogeneous
dimension vector.
For two representations M,N ∈ Rep(Q,α), we say N is a degeneration of
M if N ∈ O(M), where O(M) is the closure of the orbit of M . We say that
N is a minimal degeneration of M if for any representation Q such that N is a
degeneration of Q and Q is a degeneration of M we have either Q ∼= N or Q ∼=
M . By semi-continuity, if N is a degeneration of M , then dim HomQ(M,X) ≤
dim HomQ(N,X) and dim ExtQ(M,X) ≤ dim ExtQ(N,X) for any X ∈ Rep(Q).
It is an easy fact that if we have an exact sequence
0→ A→ B → C → 0
then A⊕C is a degeneration of B. In fact for Dynkin quivers we have the following
converse by [10]:
Lemma 2.3.1. Let Q be a Dynkin quiver and M,N ∈ Rep(Q) such that N be
a minimal degeneration of M . Then there exists indecomposables U, V such that
N = U ⊕ V ⊕X, M = Z ⊕X and we have an exact sequence
0→ U → Z → V → 0.
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Now we turn to semi-invariants of a quiver representation space Rep(Q, β).
We form the ring of semi-invariants SI(Q, β) ⊂ k[Rep(Q, β)] by
SI(Q, β) =
⊕
σ
SI(Q, β)σ = k[Rep(Q,α)]
SL(α)
Here σ runs through all the characters of GL(β). Each character σ of GL(β) is a
product of determinants, that is, of the form∏
x∈Q0
detσ(x)x
where detx is the determinant function on GL(βx). In this way, we will view
a character σ as a function σ : Q0 → Z, or equivalently, as an element σ ∈
HomZ(ZQ0 ,Z). With this convention, we view characters as duals to dimension
vectors, namely:
σ(β) =
∑
x∈Q0
σ(x)βx.
We recall the definition of an important class of determinantal semi-invariants,
first constructed by Schofield [61]. Fix two dimension vectors α, β, such that
〈α, β〉 = 0. The latter condition says that for every V ∈ Rep(Q,α) and W ∈
Rep(Q, β) the matrix of the map dVW in (2.1) will be a square matrix. We define
the semi-invariant c of the action of GL(α)×GL(β) on Rep(Q,α)×Rep(Q, β) by
c(V,W ) := det dVW . Note that we have
c(V,W ) = 0⇔ Hom(V,W ) 6= 0⇔ Ext(V,W ) 6= 0.
Next, for a fixed V , restricting c to {V } × Rep(Q, β) defines a semi-invariant
cV ∈ SI(Q, β). Similarly, for a fixed W , restricting c to Rep(Q,α)× {W}, we get
a semi-invariant cW ∈ SI(Q,α). The weight of cV is 〈α, ·〉 ∈ HomZ(ZQ0 ,Z), and
the weight of cW is −〈·, β〉. The semi-invariants cV and cW are well-defined up to
scalar, that is, if V is isomorphic to V ′, then cV and cV
′
are equal up to a scalar.
Furthermore, taking any projective (resp. injective) resolution (not the canonical
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one that gives (2.1) doesn’t affect the outcome up to a scalar. We will always
ignore such scalars. We note that, out of convenience, throughout we work with
both types of semi-invariants cV ∈ Rep(Q, β) and cW ∈ Rep(Q,α).
Theorem 2.3.2 ([21, 63]). For a fixed vector β, the ring of semi-invariants
SI(Q, β) is spanned by the semi-invariants cV , with 〈d(V ), β〉 = 0. Analogously,
the semi-invariants cW span SI(Q,α).
In fact, the algebra of semi-invariants SI(Q, β) is generated by semi-invariants
cV , with 〈d(V ), ·〉 = 0 and V a Schur representation (that is, EndQ(V ) = k). We
call a dimension vector α a real Schur root , if there is a Schur representation V
with d(V ) = α and the orbit of V dense in Rep(Q,α).
For prehomogeneous dimension vectors, we have the a more precise state-
ment of the theorem above as follows. Let β be prehomogeneous, and T the
generic representation. Denote by ⊥T the left perpendicular category of T , that
is, the full subcategory of Rep(Q) consisting of objects Y that satisfy
Hom(Y, T ) = Ext(Y, T ) = 0.
Let n = |Q0| and let m denote the number of pairwise non-isomorphic
indecomposable summands of T . By [61, Theorem 2.5], ⊥T is equivalent to the
category of representations of a quiver ⊥Q without oriented cycles and with n−m
vertices
⊥T ∼−→ Rep(⊥Q).
We denote the simple objects in ⊥T by Sm+1, . . . , Sn. We have the following
(compare Theorem 1.2.6):
Theorem 2.3.3 ([61, Theorem 4.3]). The semi-invariants cSj , j = m+ 1, . . . , n,
are algebraically independent generators (fundamental semi-invariants) of the ring
SI(Q, β).
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Again, the analogous result holds for using the right perpendicular category
T⊥.
To find multiplicity-free weights for semi-invariants on Rep(Q, β) with β not
necessarily prehomogeneous, the following reciprocity result is useful:
Lemma 2.3.4 ([21, Corollary 1]). Let α and β be two dimension vectors, with
〈α, β〉 = 0. Then
dim SI(Q, β)〈α,·〉 = dim SI(Q,α)−〈·,β〉.
In particular, if f is a non-zero semi-invariant of weight 〈α, ·〉 with α pre-
homogeneous, then any multiple of α is also prehomogeneous, hence we see that
f = cV has multiplicity-free weight with V generic in Rep(Q,α).
Remark 2.3.5. For any V ∈ Rep(Q,α), it is easy to write down the semi-
invariants cV (W ) explicitly, as determinants of suitable block matrices. Namely,
label the rows formed by the blocks with the arrows a ∈ Q1, and label the columns
with the vertices in Q0. Then, for an arrow a, we put two block entries in the row
of a: IdimV (ta) ⊗W (a) in the column ta, and −V (a)t ⊗ IdimW (ha) in the column
ha.
Example 2.3.6. Let Q be the following D4 quiver:
2

1 // 4 3oo
Let V be the indecomposable V =
1
1 1 1
. Then 〈α, β〉 = 0 gives β =
(β1, β2, β3, β4) with β1+β2+β3 = 2β4. Let X, Y, Z be generic matrices of variables,
with X ∈ Mβ4,β1 , Y ∈ Mβ4,β2 , Z ∈ Mβ4,β3 . Then cV is the determinant of the
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following square matrix of variables:
det

X 0 0 Iβ4
0 Y 0 Iβ4
0 0 Z Iβ4
 = det
X Y 0
0 Y Z

Also, cV 6= 0 iff βi ≤ β4, for i = 1, 2, 3.
We give the following easy lemma:
Lemma 2.3.7. Let Q be a quiver without oriented cycles, β a dimension vector
and f a semi-invariant on Rep(Q, β) of weight σ = 〈α, ·〉. Then we can view f
as a semi-invariant on a new quiver with new weight according to the following
simplification rules:
(a) If α1 = 0, then we have (we put the values of α on top of β):
αx1
βx1 . . .
αx2
βx2 . . .
0
β1
99
44
. . .
αy2
βy2 . . .
jj
αy1
βy1 . . .
ee
//
αx1
βx1 . . .
αx2
βx2 . . .
. . .
0
β1
αy2
βy2 . . .oo
0
β1
αy1
βy1 . . .oo
(b) Write σ = −〈·, α∗〉. If 1 is a vertex with 〈α, d(P1)〉 = α∗1 = 0, then the
same simplification rule holds as in part (a) by replacing α with α∗, with the
arrows reversed.
Proof. (a) We can assume f = cV , with d(V ) = α. Then we see explicitly that f
doesn’t depend on the arrows from 1 to xi, hence we can drop them. Finally,
we can split vertex 1 so that the arrows from yi have different heads, not
changing f .
(b) We can assume f = cW , with d(W ) = γ. Then the we see the simplifications
explicitly as in part (a).
Chapter 3
b-functions via reflection functors
In this chapter, we give an efficient method for computing b-functions of semi-
invariants of quivers. In Section 3.1 we give a relation of b-functions of semi-
invariants corresponding to each other under castling transforms (or reflection
functors). In Section 3.2 we show how this allows us to compute all b-functions (of
one- and several variables) for Dynkin quivers, and extended Dynkin quivers with
prehomogeneous dimension vectors. We provide several examples for calculations
of b-functions of one and several variables.
Notation. For a, b, d ∈ N, a ≤ b, we use the following notation in C[s]:
[s]da,b :=
b∏
i=a+1
d−1∏
j=0
(ds+ i+ j).
In the case d = 1, we sometimes write [s]a,b := [s]
1
a,b. Also, if a = 0, we sometimes
write [s]db := [s]
d
0,b. Hence [s]
d
a,b[s]
d
a = [s]
d
b .
Now fix an l-tuple m = (m1, . . . ,ml) ∈ Nl. Then for any l-tuple (d1, . . . , dl),
we use the following notation in C[s1, . . . , sl]:
[s]d1,...,dla,b =
b∏
i=a+1
d−1∏
j=0
(d1s1 + · · ·+ dlsl + i+ j),
where d = m1d1 + · · ·+mldl.
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3.1 b-functions under castling transforms
Let G be a connected reductive algebraic group, let (pi, V ) and (ρ,W ) be two
finite-dimensional rational representations of G and fix dimV = n. Denote by
Λ1 the standard representation of GL. Take two numbers r1, r2 ∈ N such that
r1 + r2 = n. Following [32, Section 2.3], we form two representations:
R1 = (G×GLr1 , (pi∗ ⊗ Λ1)⊕ (ρ⊗ 1), V r1 ⊕W ),
R2 = (G×GLr2 , (pi ⊗ Λ∗1)⊕ (ρ⊗ 1), V r2 ⊕W ).
In [60] such representations R1, R2 are said to be castling transforms of
each other, while in representation theory of quivers the functors relating the
representation spaces are called reflection functors . By [32], there are canonical
isomorphisms of rings of invariants
C[R1]G×SLr1 ∼= C[R2]G×SLr2 , when r1, r2 > 0,
C[R1]G×SLr1 ∼= C[R2]G ⊗ C[detr1 ], when r2 = 0.
(3.1)
The papers [35, 55] give relations between the b-functions of semi-invariants
of prehomogeneous spaces related under castling transform with some extra hy-
pothesis (so-called regularity condition). However, this condition is too restrictive
for our purposes. We give an extended result, for the regularity condition turns
out to be unnecessary. The proof we give is similar to the sketch of proof of [36,
Theorem 7.52.].
Let f ∈ C[R1] and f ′ ∈ C[R2] be two semi-invariants (so [G,G] × SLri-
invariants) corresponding under the isomorphisms above. Let d be the absolute
value of their GLri-weights (they are equal).
Theorem 3.1.1. Assume f ∈ C[R1] and f ′ ∈ C[R2] are G×GLri-semi-invariants
with multiplicity-free weights corresponding under the isomorphisms (3.1). Then
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their b-functions satisfy
bf (s) · [s]dr2 = bf ′(s) · [s]dr1 .
Proof. The case r2 = 0 is easy to check directly, since the second isomorphism
in (3.1) gives a separation of variables. So we can assume r1, r2 > 0. Let xij
(1 ≤ i ≤ n, 1 ≤ j ≤ r1) and yij (1 ≤ i ≤ n, 1 ≤ j ≤ r2) be indeterminates in
C[V r1 ] and C[V r2 ] respectively. Also, put
Λ := {λ = (i1, . . . , ir1) | 0 < i1 < · · · < ir1 ≤ n},
Λ′ := {λ′ = (j1, . . . , jr2) | 0 < j1 < · · · < jr2 ≤ n}.
For λ = (i1, . . . , ir1) ∈ Λ (resp. for λ′ = (j1, . . . , jr2) ∈ Λ′), put |λ| = i1 + · · ·+ ir1
(resp. |λ′| = j1 + · · ·+ jr2) and
xλ = det

xi1,1 . . . xi1,r1
...
. . .
...
xir1 ,1 . . . xir1 ,r1
 , resp. yλ′ = det

yj1,1 . . . yj1,r2
...
. . .
...
yjr2 ,1 . . . yjr2 ,r2
 .
Let A (resp. A′) be the subring of C[R1] (resp. C[R2]) generated by the
polynomials xλ, where λ ∈ Λ (resp. yλ′ , where λ′ ∈ Λ′). Let Ak (resp. A′k) denote
its homogeneous part of degree r1k (resp. r2k). Similarly, we define the ring of
differential operators D and D′ generated by ∂xλ (resp. ∂yλ′), where
∂xλ = det

∂xi1,1 . . . ∂xi1,r1
...
. . .
...
∂xir1 ,1 . . . ∂xir1 ,r1
 , resp. ∂yλ′ = det

∂yj1,1 . . . ∂yj1,r2
...
. . .
...
∂yjr2 ,1 . . . ∂yjr2 ,r2
 .
Let Dk (resp. D
′
k) denote the homogeneous part of degree r1k (resp. r2k).
Now we endow A with the natural action of GLn. In fact, A can be
viewed as the coordinate algebra of the affine Grassmannian G˜r(r1, V ), that is,
the affine cone of the usual Grassmannian variety. Similarly, we equip A′ with
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the dual action of GLn, viewing it as the coordinate algebra of G˜r(r2, V
∗). Due
to the natural isomorphism G˜r(r1, V ) ∼= G˜r(r2, V ∗), we have a GLn-equivariant
isomorphism of graded algebras τ : A → A′. Similarly, we naturally equip
Dk (resp. D
′
k) with the GLn-structure dual to Ak (resp. A
′
k) via the pairing
〈Q(∂xλ), P (xλ)〉 = Q(∂xλ)P (xλ).
More explicitly, for λ ∈ Λ let λ′ ∈ Λ′ be the complementary set to λ,
namely, {λ, λ′} = {1, . . . , n}. Then τ is given by xλ 7→ (−1)|λ′|yλ′ , and τ ′ is given
by ∂xλ 7→ (−1)|λ′|∂yλ′ .
For any k, l ∈ N, k ≤ l, we have a GLn-equivariant map φk,l : Dk⊗Al → Al−k
given by Q(∂xλ)⊗ P (xλ) 7→ Q(∂xλ)P (xλ), and similarly a map φ′k,l : D′k ⊗ A′l →
A′l−k. So φk,l and τ
−1 ◦ φ′k,l ◦ (τ ′ ⊗ τ) are two GLn-module morphisms Dk ⊗Al →
Al−k:
Dk ⊗ Al φk,l //
τ ′⊗τ

Al−k
D′k ⊗ A′l
φ′k,l // A′l−k
τ−1
OO
We claim that the diagram commutes up to a constant ck,l ∈ C. It is well-
known that Ak is an irreducible GLn-representation corresponding to the Young
tableaux of rectangular shape having r1 rows and l columns (see for instance [72,
Proposition 3.1.4]). Using this and the Littlewood-Richardson rule (cf. [72]), one
easily sees that in the decomposition of Dk ⊗ Al into irreducible GLn-modules,
Al−k appears with multiplicity 1. This in turn implies using Schur’s lemma that
there is a constant ck,l such that φ = ck,l · τ−1 ◦ φ′k,l ◦ (τ ′ ⊗ τ).
To determine ck,l, we look on the value of φk,l and τ
−1 ◦ φ′k,l ◦ (τ ′ ⊗ τ) on
∂xk(1,...,r1) ⊗ xl(1,...,r1).
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Using the classical Cayley identity for the determinant, we get
φk,l(∂x
k
(1,...,r1)
⊗ xl(1,...,r1)) =
k−1∏
i=0
r1−1∏
j=0
(l − i+ j)xl−k(1,...,r1),
(
τ−1 ◦ φ′k,l ◦ (τ ′ ⊗ τ)
)
(∂xk(1,...,r1) ⊗ xl(1,...,r1)) =
k−1∏
i=0
r2−1∏
j=0
(l − i+ j)xl−k(1,...,r1).
From this, we get ck,l =
∏k−1
i=0
∏r2−1
j=0 (l − i+ j)∏k−1
i=0
∏r1−1
j=0 (l − i+ j)
.
Now, by the First Fundamental Theorem for SL (cf. [46]), we know that
f ∈ Ad ⊗C[W ] and f ′ ∈ A′d ⊗C[W ], moreover, (τ ⊗ 1)(f) = f ′. From these facts
we obtain that
bf (s) = cd,d(s+1) · bf ′(s),
for any s ∈ N, hence the conclusion.
By the same argument, we give the version for the b-function of several
variables.
Let fi ∈ C[R1] and f ′i ∈ C[R2], where i = 1, . . . , l be semi-invariants
corresponding respectively under the isomorphisms (3.1), such that the l-tuples
f = (f1, . . . , fl) and f
′ = (f ′1, . . . , f
′
l ) have multiplicity-free weights. Denote by di
the GL-weight of fi and f
′
i .
Theorem 3.1.2. Using the notation above, the b-functions of f and f ′ satisfy
bf (s) · [s]d1,...,dlr2 = bf ′(s) · [s]d1,...,dlr1 .
3.2 Calculation of b-functions of quivers using reflections
Suppose x is a sink, βx 6= 0. The isomorphisms from (3.1) translate into the quiver
setting as:
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cx : SI(Q, β) ∼= SI(cxQ, cx(β)), when cx(β)x > 0,
cx : SI(Q, β) ∼= SI(cxQ, cx(β))⊗ C[detβx ], when cx(β)x = 0.
(3.2)
Note that SI(Q, β) ∼= SI(Q, β − βxx), when cx(β)x < 0, where x = d(Sx),
since in this case a semi-invariant doesn’t depend on the arrows ending in x, hence
we can simply drop the vertex.
All these isomorphisms respect weight spaces: when cx(β)x ≥ 0, we have
SI(Q, β)〈α,·〉 ∼= SI(cxQ, cx(β))〈cx(α),·〉.
We have the reflection functors on the representation level Cx : rep(Q) →
rep(cxQ) such that Cx(Sx) = 0, and for all other indecomposables X, Cx(X) is a
non-zero indecomposable representation with dimension vector cx(d(X)) (see [4]).
Theorem 3.2.1. Let Q be a quiver without oriented cycles and fi ∈ SI(Q, β)〈αi,·〉
be semi-invariants, where i = 1, . . . , k. Assume f = (f1, . . . , fk) has multiplicity-
free weight and the coordinates of c(β) are non-negative. Then the b-function
satisfies the formula
bf(s) = bc(f)(s)
∏
x∈Q0
[s]
c(α1)x,...,c(α
k)x
βx
[s]
c(α1)x,...,c(αk)x
c(β)x
.
Proof. Fix a sink x. First, note that the case cx(β)x < 0 implies just that none of
the semi-invariants depend on x (and all of them have weight 0 at x), so we can
drop the vertex.
Since x is a source in cxQ, the absolute value of the GLβx-weight of f and
cx(f) is cx(α
i)x. Now applying Theorem 3.1.2, we get that
bf (s) = bcx(f)(s) ·
[s]
cx(α1)x,...,cx(αk)x
βx
[s]
cx(α1)x,...,cx(αk)x
cx(β)x
.
Applying this to an admissible sequence we get the desired formula.
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We call a semi-invariant f ∈ SI(Q, β) reducible by reflections if, after apply-
ing reflection functors finitely many times, we can reduce it to a constant function
via the isomorphisms in (3.2). In this case, we can compute the b-function of f by
Theorem 3.2.1. Similarly, we say the tuple f = f1, . . . , fk ∈ SI(Q, β) is reducible
by reflections, if we can compute their b-function of several variables using reflec-
tions. Note that we will use simplifications according to Lemma 2.3.7 whenever
possible.
Theorem 3.2.2. Let Q be a quiver without oriented cycles, f ∈ SI(Q, β) a semi-
invariant of weight 〈α, ·〉. Assume one of the following cases holds:
(a) The dimension vector α is preprojective or preinjective, or
(b) The dimension vector β is prehomogeneous and any indecomposable in the
canonical decomposition of β is preprojective or preinjective.
Then f is reducible by reflections.
Proof. (a) We show this for α preprojective. By Lemma 2.3.4, f has multiplicity-
free weight. Applying the Coxeter transformation sufficiently many times,
we arrive at a semi-invariant whose weight corresponds to a projective di-
mension vector, which implies that it is constant. The only thing one has to
deal with is that after applying a reflection transformation cx, one might end
up with a vector β′ with β′x < 0. But in this case the function doesn’t depend
on x, so after replacing β′x with 0, we can carry on with the procedure.
(b) If the canonical decomposition of β doesn’t have the simple Sx as summand,
for x a sink, then applying cx to each indecomposable in the canonical
decomposition gives us the canonical decomposition of cx(β). We apply the
reflection functor in the order given by the admissible sequence repeatedly
until we reach a simple, that is, by applying cxi−1 we reach the simple Sxi
as a summand of the canonical decomposition. Write f = cW . Since f
28
doesn’t vanish on the generic element, we have that Wx = Hom(Sx,W ) = 0.
By Lemma 2.3.7, this implies that f doesn’t depend on the arrows of the
sink xi. So we can drop all Sxi from the canonical decomposition and then
continue by applying cxi . After we get rid of all preprojectives this way, we
start working dually (with sources) to get rid of all preinjectives.
The following result is immediate by either case in Theorem 3.2.2:
Theorem 3.2.3. All (tuples of) semi-invariants of Dynkin quivers are reducible
by reflections.
Remark 3.2.4. The fact that the b-function is truly a polynomial in the end is
not obvious from the formula given in Theorem 3.2.1. Also, in case of Dynkin
quivers, we can apply the procedure in both directions, either with sinks or with
sources. The b-function holds interesting combinatorial information.
Theorem 3.2.5. Let Q be an extended Dynkin quiver, and β a prehomogeneous
dimension vector. Then (tuples of) semi-invariants in SI(Q, β) are reducible by
reflections.
Proof. Using the procedure described in Proposition 3.2.2, we can reduce to the
case when all the indecomposables in the canonical decomposition are regular. By
[50, Lemma 5.1], the left orthogonal category of the generic representation contains
a preprojective representation. Hence applying the Coxeter functor sufficiently
many times, we arrive at a dimension vector β′ such that 0 = 〈d(Px), β′〉 = β′x,
where Px is the projective corresponding to a vertex x. Hence we can drop vertex
x, reducing to the Dynkin case.
Now we consider some examples:
Example 3.2.6. We take the following quiver of type E6, f the semi-invariant of
weight 〈α, ·〉, we write the values α above the values β, and β1+β2+β3+β4+2β5 =
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3β6, together with the necessary inequalities that assure f is non-zero (see below).
The Coxeter transformation is given by
c =

0 0 0 1 1 −1
1 0 0 1 1 −1
0 1 0 0 1 −1
0 1 1 0 1 −1
0 1 0 1 0 −1
0 1 0 1 1 −1

2
β5

1
β1 //
2
β2 //
3
β6
2
β4oo
1
β3oo
Apply c //
1
β2+β4−β6

1
β4+β5−β6
// 2
β1+β4+β5−β6
// 3
β2+β4+β5−β6
2
β2+β3+β5−β6
oo 1
β2+β5−β6
oo
1
β1+β3+β5−β6

0
β2+β3−β6
// 1
β6−β5−β1
// 2
β6−β5
1
β6−β5−β3
oo 0
β1+β4−β6
oo
Here, using the Lemma 2.3.7 (a), we can simplify by dropping vertex 1 and
3, and as the last step we apply only c6:
1
β1+β3+β5−β6
1
β6−β5−β1
1
0
oo //
OO
1
β6−β5−β3
Here the semi-invariant becomes constant, so we stop. Hence the b-function
is
b(s) =
(
[s]β1 · [s]2β2 · [s]β3 · [s]2β4 · [s]β5 · [s]3β6
[s]β4+β5−β6 [s]
2
β1+β4+β5−β6 [s]β2+β5−β6 [s]
2
β2+β3+β5−β6 [s]β2+β4−β6 [s]
3
β2+β4+β5−β6
)
·
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·
(
[s]β1+β4+β5−β6 [s]β2+β3+β5−β6 [s]β2+β4−β6 [s]
2
β2+β4+β5−β6
[s]β6−β5−β1 [s]β6−β5−β3 [s]β1+β3+β5−β6 [s]
2
β6−β5
)
· [s]β6−β5
Note that using the inequalities between βi, we can reduce this expression to a
polynomial. We can read the inequalities looking at the dimension vectors in the
Coxeter transformations:
β6 ≤ β4 + β5, β2 + β5, β2 + β4, β1 + β3 + β5
β6 ≥ β1 + β5, β3 + β5
Using these, one way to write the b-function as a polynomial is:
b(s) = [s]β4+β5−β6,β1+β4+β5−β6 [s]β2+β5−β6,β2+β3+β5−β6 [s]
2
β2+β3+β5−β6,β2 [s]
2
β1+β4+β5−β6,β4 ·
·[s]3β2+β4+β5−β6,β6 [s]β1+β3+β5−β6,β1 [s]β6−β5−β1,β3 [s]β6−β5−β3,β6−β5 [s]2β6−β5,β2+β4+β5−β6 [s]β5
In the next example, we compute the b-function of several variables of 4
semi-invariants:
Example 3.2.7. Take the following D5 quiver
5
1 // 4
OO
3oo 2oo
with dimension vector β = (n, n, 2n, 2n, n), where n ∈ N. There are 4 funda-
mental invariants fi, i = 1, . . . , 4, with weights 〈αi, ·〉, where α1 = (0, 0, 1, 0, 0), α2 =
(1, 0, 0, 1, 0), α3 = (0, 1, 1, 1, 0), α4 = (1, 1, 1, 1, 1). Explicitly, if we label the generic
matrices as
n
n
A // 2n
D
OO
2nCoo nBoo
then the semi-invariants are f1 = detC, f2 = det(DA), f3 = det(DCB), f4 =
det(A,CB). The Coxeter transformation is given by
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c =

0 0 1 0 −1
1 0 0 0 −1
1 1 0 0 −1
1 0 1 0 −1
0 0 0 1 −1

Again, we write the (ordered) values of α on top of β, and apply c:
0,0,0,1
n
0,1,0,1
n //
0,1,1,1
2n
OO
1,0,1,1
2noo
0,0,1,1
noo
Apply c //
0,1,1,0
n
1,0,1,0
n //
1,1,1,1
2n
OO
0,1,1,1
noo
0,1,0,0
0oo
Here we can drop vertex 2, and the second semi-invariant, since it became con-
stant. So we are left with
0,1,0
n
1,1,0
n //
1,1,1
2n
OO
0,1,1
noo
//
1,0,1
n
0,0,1
0 //
1,1,1
n
OO
1,0,0
0oo
Here the first and last semi-invariants became constant, and the middle is the
determinant of size n. So the b-function is:
bf (s) = [s]
0,1,0,0
n · [s]0,1,1,1n,2n · [s]0,0,0,1n · [s]1,0,0,0n · [s]1,0,1,1n,2n · [s]0,0,1,0n .
Example 3.2.8. Let Q be the Kronecker quiver
1 //// 2
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with the prehomogeneous dimension vector β = (n · k, (n + 1)k). We have the
following semi-invariant fn with weight 〈α, ·〉 corresponding to α = (n+ 1, n+ 2):
fn = det

X Y 0 . . . 0 0
0 X Y . . . 0 0
...
. . .
0 0 0 . . . Y 0
0 0 0 . . . X Y

.
Here there are n + 1 block columns and n block rows. Applying c2 we get the
same quiver (after renumbering) with dimension vector c2(β) = ((n−1)k, nk) and
c2(α) = (n, n+ 1). Hence
bfn(s) = bfn−1 · [s]n(n−1)k,(n+1)k =
n∏
i=1
[s]i(i−1)k,(i+1)k.
In the following example (compare with example in [50]), we see that the
method by reflection functors does not give the full b-function of several variables.
We outline a remedy for this:
Example 3.2.9. Let (Q, β) be the following quiver
8n
((
3n
!!
3n

3n
}}
3n
vv
9n
where n ∈ N. Then β is a prehomogeneous dimension vector, and is a multiple
of the regular indecomposable
8 3 3 3 3
9
. We have 5 fundamental semi-invariants
fi = c
Vi ∈ SI(Q, β), i = 1, . . . , 5, where the d(Vi) = αi correspond to the following
simples in the left orthogonal category:
0 0 1 1 1
2
,
0 1 0 1 1
2
,
0 1 1 0 1
2
,
0 1 1 1 0
2
,
3 1 1 1 1
3
.
33
These are also regular representations. So we see that the method of re-
flections won’t work directly if we want to compute their b-function of several
variables. However, if we consider only the first 4 semi-invariants f1, f2, f3, f4,
then we can drop the first source vertex (since the semi-invariants have weight
0), and the resulting quiver being extended Dynkin, the b-function bf1,f2,f3,f4 (of
4 variables) can be computed. The b-function (of one variable) of f5 can be com-
puted by applying the inverse Coxeter transformation c−1 first, when we get
c−1(α5) =
0 2 2 2 2
5
.
Then we can again drop the first source vertex, and we are left with an extended
Dynkin quiver.
Hence, we can compute bf1,f2,f3,f4 and bf5 . In order to obtain information
about the b-function of 5 variables, one should compute the a-function first, and
then employ the structure theorem on b-functions ([57, Theorem 2] or [68, Theo-
rem 1.3.5], see also [66]).
Chapter 4
b-functions and slices
In this chapter, we discuss slices with some applications including another method
of computing b-functions. The technique is similar to the localization methods
used in [68, 71, 56]. In Section 4.1, we describe the slice method and work in a
more general setting of reductive groups. Under some technical assumptions, the
roots of the b-function turn out to be invariants of the root system. Using Theorem
4.1.4 we show how to compute the b-functions of classical semi-invariants like the
determinant, Pfaffian, and symmetric determinant. We also give the analogous
result for b-functions of several variables (Theorem 4.1.11). In Section 4.2, we
apply slices in the quiver setting. This gives useful algebra maps between rings
of semi-invariants of two quivers. In Section 4.3, the slice technique is applied
to arrows of quivers, which gives a practical reduction method for computing
b-functions of many determinantal quiver semi-invariants (in which case we call
them sliceable), including those of quivers of type A,D. The reduction provides
other useful information as well. We work out several examples and theorems on
b-functions of one variable, finishing with a couple of examples of b-functions of
several variables. Using Proposition 4.3.10, we give an example of a semi-invariant
of E6 that is not sliceable. In Section 4.4, we give a method for the determination
of the canonical decomposition for type D quivers.
In the formulas for b-functions, we continue using the Notation 3 from Chap-
ter 3.
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4.1 Reductions using slices
Let G be a connected reductive algebraic group acting rationally and non-trivially
on V , and let f be a non-zero semi-invariant of weight σ. Let g be the Lie algebra
of G. Fix v ∈ V an arbitrary point. Then we can take the tangent space to the
orbit O = Gv of v, Tv(O) = g · v. The stabilizer Gv acts on Tv(O), however, it
might fail to be reductive - Matsushima’s criterion says that Gv is reductive iff Ov
is affine. Nevertheless, we can still write Gv = L
′
vnUv, where Uv is the unipotent
radical of Gv, and L
′
v
∼= Gv/Uv is reductive. Let Lv be the connected component
of L′v. Take the Lv-complement W in V = Tv(O)⊕W , and call (Lv,W ) the slice
representation at v.
Define a new semi-invariant fv on (Lv,W ) by fv(w) := f(v+w), for w ∈ W .
As in [68], we consider the map
µ : G×W → V
µ(g, w) = g(v + w).
Computing the differential at the identity, we see that the map is smooth. In
particular, the algebra map µ∗ is injective. The map separates variables, for
µ∗(f) = σ−1 ⊗ fv. (4.1)
We have the following lemma by [68, p. 57]:
Lemma 4.1.1. Using the notation above, fv 6= 0, and bfv ,0 = bf,O. That is,
the local b-function of fv at 0 coincides with the local b-function of f at v. In
particular, if the slice representation (Lv,W ) has a unique closed orbit, then bfv
divides bf .
Proof. Consider the map
µ : G×W → V
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µ(g, w) = g(v + w).
Computing the differential at the identity (1, 0), we see that the map is smooth.
In particular, the algebra map µ∗ is injective. The map separates variables, for
µ∗(f) = σ−1 ⊗ fv by
µ∗(f)(g, w) = f(g(v + w)) = σ(g)−1fv(w).
Hence fv 6= 0. Using the holomorphic Constant Rank Theorem, together with
[26, Lemma 2.5.4], one gets bfv ,0 = bf,O.
We want the explicit equation giving the local b-function at v, and using
these to construct the equation for the global b-function. We illustrate this in the
case when v is a highest weight vector.
From now on, we assume G is a connected reductive algebraic group. Let
us recall some standard structure theory of reductive groups (for example, see
[65]). Pick T a maximal torus in G, B a Borel subgroup containing T . Let
(X(T ),Φ, X(T )∨,Φ∨) be the root datum with pairing 〈 , 〉 : X(T )×X(T )∨ → Z.
Let g = n− ⊕ t⊕ n+ the root space decomposition for the Lie algebra of G, with
n± =
⊕
α∈Φ±
gα, where Φ
+ (resp. Φ−) is the set of positive (resp. negative) roots,
Φ = Φ− ∪ Φ+. Let ∆ be a fixed set of simple roots αi, and λi ∈ Q ⊗Z X(T ) be
the fundamental dominant weight corresponding to αi, i.e. 〈λi, α∨j 〉 = δij. Also
denote by X(T )0 = {x ∈ X(T )|〈x, α∨〉 = 0, for all α ∈ Φ}. For a dominant
weight λ = a1λ1 + · · · + akλk, where ai ∈ N, we denote by a1Λ1 + · · · + akΛk the
irreducible representation corresponding to λ.
Assume v ∈ V is a highest weight vector of dominant weight λ 6= 0. Put
I = {αi ∈ ∆|〈λ, α∨i 〉 = 0}, and let ΦI be the corresponding root subsystem of Φ
spanned by the simple roots in I. Denote n±I =
⊕
α∈Φ±I
gα. Let pI = n
−
I ⊕ t ⊕ n+
the parabolic subalgebra, PI the corresponding parabolic subgroup. Also, let
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lI = n
−
I ⊕ t ⊕ n+I be the Levi subalgebra, LI the corresponding Levi subgroup,
u± =
⊕
α∈Φ±\Φ±I
gα, U
± the corresponding unipotent subgroups. We have the usual
Levi decomposition PI = LI n U+. It is well known that PI is the stabilizer of
the line Cv. According to our previous notation, Gv ⊂ PI , Lv ⊂ LI are subgroups
of codimension 1. As before, take the LI (or Lv) complement W to gv, that is
V = gv⊕W . Note that gv = Cv⊕u−v. We assume that under the choice V ∼= Cn
we have a weight basis for T , moreover, v and the weight vectors in u−v will be
basis elements.
We will compute recursively under the following main technical assumption:
There exists z ∈ t such that z ·W = 0 and z · v 6= 0. (4.2)
Denote tv := Cz ⊂ t, and let p : C× → T be the corresponding 1-parameter
subgroup (or co-weight). We have lI = tv ⊕ lv.
Let Π(W ) be the Z-span of the T -weights of W . Then the following is
equivalent to condition (4.2) above:
Zλ ∩ Π(W ) = {0}. (4.3)
Example 4.1.2. Condition (4.3) holds for the representation (GLn×GLn,Mn(C))
(see Example 4.1.7). However, it is easy to see that the condition is not satisfied
for (GL6,Λ
3C6).
We derive a result on how restrictive assumption (4.3) is:
Lemma 4.1.3. Let λ be a dominant weight as above. If condition (4.3) is satisfied,
then 〈λ, α∨〉 ≤ 2, for all α ∈ Φ+, and λ is necessarily of the following form:
λ = 1λj1 + 2λj2 + λ0,
where 1, 2 ∈ {0, 1}, λj1 , λj2 are fundamental dominant weights, λ0 ∈ X(T )0. If
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λj1 and λj2 are distinct, then they correspond to different irreducible root systems
(that is, they are nodes in different connected components of the associated graph).
Proof. The irreducible representation V (λ) of highest weight λ is a direct sum-
mand of V . If there is an α ∈ Φ+\Φ+I such that 〈λ, α∨〉 ≥ 3, then λ− 2α ∈ Π(W )
and λ − 3α ∈ Π(W ), hence λ ∈ Π(W ), contradiction. Hence 〈λ, α∨〉 ≤ 2, for all
α ∈ Φ+. In particular, all coefficients of fundamental weights are ≤ 2.
Now assume λ = λj1 + λj2 + λ
′ + λ0, where λj1 and λj2 are distinct fun-
damental weights, and λ′ is a sum of fundamental weights. We want to show
that the corresponding simple roots αj1 , αj2 lie in different irreducible root sys-
tems. Suppose αj1 and αj2 are in the same connected Dynkin diagram, then there
is a root αj1 +
l∑
i=1
αi + αj2 corresponding to a path. Denote β = αj1 +
l∑
i=1
αi.
Since 〈λ, α∨〉 ≤ 2 for all α ∈ Φ+, 2β + αj2 and β + 2αj2 are not roots. Then
λ− 2β − αj2 , λ− β − 2αj2 , λ− 2β − 2αj2 are all weights of W , hence λ ∈ Π(W ),
a contradiction. So αj1 and αj2 lie in different irreducible root systems.
If λ = 2λj1 + λj2 + λ0, then by the previous discussion, αj1 and αj2 are in
particular orthogonal. Hence λ − α1 − α2, λ − 2α1, λ − 2α1 − λ2 ∈ Π(W ), hence
λ ∈ Π(W ), a contradiction.
If λ = λj1 +λj2 +λj3 +λ0, with all λji distinct, for i = 1, 2, 3, then the λji lie
in different irreducible root systems, and we have λ−αj1 −αj2 , λ−αj1 −αj3 , λ−
αj2 − αj3 , λ− αj1 − αj2 − αj3 ∈ Π(W ). This again contradicts (4.3).
As before, let f ∈ C[V ] be a G-semi-invariant of weight σ, and fv ∈ C[W ]
the associated Lv-semi-invariant of weight σ|Lv . Let f ∗ ∈ C[V ∗]σ−1 be a dual
semi-invariant of f , and let v∗ be the dual of v with v∗(v) = 1, a lowest weight
vector in V ∗. Due to condition (4.3), v∗ is canonical.
From the Lv-decomposition V = gv ⊕ W , we have an Lv-decomposition
V ∗ = gv∗⊕W ∗. Let f ∗v ∈ C[W ∗] be f ∗v (w∗) := (f ∗)v∗(w∗) = f ∗(v∗+w∗), for every
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w∗ ∈ W ∗. It is also an Lv-semi-invariant, of weight σ−1|Lv .
For any element a ∈ V , denote by dega f the degree of f at a, namely
dega f = max
{
k ∈ N | ∂
kf
∂ak
6= 0
}
Since f is a semi-invariant, the degree doesn’t depend on the orbit, that is,
dega f = degg·a f , for any g ∈ G.
We will assume that f depends on v, i.e. degv f > 0. The following is the
main result of this section:
Theorem 4.1.4. Using the notations above, assume the weight σ|Lv of fv is
multiplicity-free, and let bv(s) be the b-function of fv. Furthermore, assume that
Zλ ∩ Π(W ) = {0}.
(a) In the neighborhood v∗ 6= 0, we have the following equation for the local
b-function of f at v:[
1
v∗(x)d
f ∗v (∂w)
]
f(x)s+1 = bv(s)f(x)
s.
(b) σ is multiplicity-free, and global b-function of f is
b(s) = bv(s)
d−1∏
i=0
(ds+ r + i)
where d = degv f , and r ∈ Q+ is given by r = 1 +
∑
α∈Φ+\Φ+I
〈λ− α, p〉
〈λ, p〉 , for
any 1-parameter subgroup p as in (4.2).
Proof. (a) Since σ|Lv is multiplicity-free, we have the following equation on W :
f ∗v (∂w)f
s+1
v (w
∗) = bv(s)f sv (w
∗) (4.4)
Here ∂w =
(
∂
∂w1
, . . . ,
∂
∂wk
)
, and w∗ = (w∗1, . . . , w
∗
k) with respect to our
basis elements {w1, . . . , wk} from W .
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By Lemma 4.1.1, bv(s) is also the local b-function of f at v, and σ is
multiplicity-free too.
Consider the e´tale map:
µ : C× × U− ×W → V
(t, u, w) 7→ u(t · v + w)
As before, the differential at identity induces an isomorphism of tangent
spaces. Also, the differential at a point (t, u, w) evaluated at
∂
∂w
is:
d(t,u,w)µ : C⊕ u− ⊕W → V
d(t,u,w)µ(0, 0,
∂
∂w
) = u · ∂
∂w
(4.5)
Since condition (4.2) is satisfied, we have the one-parameter subgroup p :
C× → T , such that 〈λ, p〉 = K, where we can assume K is a positive
integer, and 〈Π(W ), p〉 = 0. Also, let 〈σ, p〉 = −K ′ ∈ Z. Hence for any
t ∈ C×, w ∈ W we have:
f(tKv+w) = f(p(t)v+w) = f(p(t)(v+w)) = σ(p(t))−1f(v+w) = tK
′
fv(w)
Since fv 6= 0, choose w0 ∈ W such that fv(w0) 6= 0, so we have that
f(tKv + w0) = t
K′fv(w0) 6= 0. Since f is a polynomial, we have K|K ′, and
K ′ ≥ 0. Denote d′ = K ′/K. We have f(t · v + w) = td′fv(w). Obviously,
d′ ≤ d = degv f . We want to show that d′ = d.
For each root α, take the 1-dimensional unipotent subgroup Uα with Lie
algebra gα. We have an additive isomorphism uα : C → Uα. By Lemma
4.1.3, we have 〈λ, α∨〉 ≤ 2 for α ∈ Φ+\Φ+I , hence there exist elements
0 6= vα ∈ g−αv and wα ∈ g−αvα ⊂ W , such that u−α(y)·v = v+y ·vα+y2 ·wα.
We fix a weight basis such that the vα are basis elements, for α ∈ Φ+\Φ+I .
In particular, they form a basis for u−v.
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Assume d′ < d. Since f(t · v+w) = td′f(v+w), w ∈ W , and d = degv f , the
polynomial f must have a non-zero term of the form v∗d
∏
v∗aαα ·q∗, where q∗
doesn’t depend on v∗ and v∗α, for α ∈ Φ+\Φ+I , and the numbers aα ∈ N are
not all zero. First, assume there is an element α0 ∈ Φ+\Φ+I with aα0 > 0,
and 〈λ, α0〉 = 1. Hence we have that wα0 = 0. Take a + b maximal with
the property such that f has a non-zero term v∗a · v∗bα0 · q∗, where q∗ doesn’t
depend on v∗, and v∗α0 , with a, b ∈ N, and a+b > d. We look at the following
expression, which is polynomial in y after expanding:(
∂
∂(v + yvα0)
)a+b
· f
The coefficient of yb in is a! · b! · q∗ 6= 0. But v and v + y · vα lie in the
same orbit, hence the degree of f at v+y ·vα is also d, in contradiction with
d < a+ b.
So if aα > 0, then 〈λ, α〉 = 2, by Lemma 4.1.3. In this case, λ − 2α is a
weight of W , we have 〈λ − 2α, p〉 = 0, hence 〈λ − α, p〉 = K/2 > 0. Hence
the weight of
∏
v∗aαα under the action of p is strictly positive. But then the
monomial term v∗d
∏
v∗aαα · q∗ has weight strictly greater than K ′, which is
a contradiction.
Hence d′ = d. With similar reasoning, we get that degv∗ f
∗ = d.
Now we pull back via µ:
µ∗
(
1
v∗d
f
)
(t, u, w) =
1
td
f(u(t · v + w)) = 1
td
f(t · v + w) = fv(w),
where we have used the fact that σ(u) = 1. Hence we can rewrite (4.4) as
f ∗v (∂w)µ
∗ (v∗−df)s+1 = bv(s)µ∗ (v∗−df)s
By change of variables, the following holds in a neighborhood of v:
dµ∗(f ∗v )(v
∗(x)−df(x))s+1 = bv(s)(v∗(x)−df(x))s
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By (4.5) and u·f ∗(v∗+w∗) = f ∗(v∗+w∗), we have that dµ∗(f ∗v )(∂x) = f ∗v (∂w)
(here we view f ∗v as a function on V
∗). After canceling v∗−d·s from both sides,
we get (a).
(b) First, note that viewing fv as a function on V (i.e. it is 0 on gv), we have
fv =
1
d!
(
∂
∂v
)d
f
We rewrite equation (a) in the following form:
∂df ∗
∂v∗d
(∂x)f s+1(x) = c0(s)v
∗(x)df s(x),
where c0(s) = d! · b(s).
For the sake of notation, denote v0 := v and number the elements α ∈
Φ+\Φ+I by 1, 2, . . .m. If vi corresponds to vα, write ri =
〈λ− α, p〉
〈λ, p〉 and let
r0 = 1. Let
r =
m∑
i=0
ri = m−
〈
∑
α, p〉
〈λ, p〉 ,
where the latter sum is over α ∈ Φ+\Φ+I . We will see that r is independent
of the choice of p.
Differentiating the action of p(t) on f , and evaluating at t = 1, we get that
the Euler operator
E =
m∑
i=0
riv
∗
i
∂
∂vi
satisfies E ·f = d ·f , and also E∗ ·f ∗ = d ·f ∗, where E∗ is the dual operator.
Now we build up the global b-function by induction. We want to prove that
there exist functions cl−1(s) with
∂d−l+1f ∗
∂v∗d−l+10
(∂x)f s+1(x) = cl−1(s)v∗1(x)
d−l+1f s(x) (4.6)
for any integer l with 0 < l ≤ d + 1. We proceed by induction on l. For
l = 1, this is equation is satisfied if we take c0(s) = d! · bv(s).
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Assume (4.6) is satisfied for a fixed integer 0 < l ≤ d. Applying the 1-
dimensional unipotent subgroups U−i(y) to both sides of (4.6), we get the
following equations for i = 1, . . . ,m:
∂d−l+1f ∗
∂(v0 + yvi + y2wi)∗d−l+1
(∂x) · f s+1 = cl−1(s)(v∗0 + yv∗i + y2w∗i )d−l+1f s
Selecting the coefficients of y in the equation above, and then applying ri
∂
∂vi
to both sides, we get:[(
∂
∂v∗0
)d−l
ri
∂
∂vi
∂
∂v∗i
f ∗
]
(∂x) · f s+1 = cl−1v∗(d−l)0
(
riv
∗
i
∂
∂vi
+ ri
)
f s (4.7)
Next, using the commutation formulas
x
(
∂
∂x
)d−l
=
(
∂
∂x
)d−l
x− (d− l)
(
∂
∂x
)d−l−1
,
∂
∂x
xd−l+1 = xd−l+1
∂
∂x
+ (d− l + 1)xd−l.
we get after multiplying both sides of (4.6) by
∂
∂v0
:
[(
∂
∂v∗0
)d−l
∂
∂v0
∂
∂v∗0
f ∗ − (d− l)
(
∂
∂v∗0
)d−l
f ∗
]
· f s+1 =
= cl−1v
∗(d−l)
0
(
v∗0
∂
∂v0
+ d− l + 1
)
f s (4.8)
Summing equation (4.8) with all the equations (4.7) for i = 1, . . . ,m, we
get:
∂d−lf ∗
∂v∗d−l1
(∂x)f s+1 =
1
l
(ds+ r + d− l)cl−1(s)v∗(d−l)1 f s
On the LHS we have used the identity E∗ · f ∗ = d · f ∗, and on the RHS
E · f s = d · s · f s.
Hence we get equation (4.6) with l + 1, and
cl(s) = bv(s) · d!
l!
l∏
i=1
(ds+ r + d− i).
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This finishes the induction.
Now putting l = d+ 1 in (4.6), we get the required equation:
f ∗(∂x)f(x)s+1 = bv(s)
d−1∏
i=0
(ds+ r + i) · f(x)s (4.9)
This equation gives the (non-monic) b-function of f , which finishes part (b).
Remark 4.1.5. The only place where we used the multiplicity-free requirement
is that an equation of the form (4.4) exists. Hence, instead of this requirement it
is enough to assume that such an equation exists.
Remark 4.1.6. The slice technique will be applied to compute b-functions recur-
sively. Generally, we can make further improvements in the following ways.
Firstly, we can always make the action to be faithful. We can also work on
a space potentially smaller than V by considering only the support of f , that is,
we take the complement of the vector space consisting of elements a ∈ V such
that dega f = 0. Since f is a semi-invariant, this space is G-stable.
Moreover, after slicing, say, at a highest weight vector v and obtaining the
slice representation (Lv,W ), it can happen that there is a natural candidate for
a reductive group H larger than Lv acting on W , for which fv is still a semi-
invariant. By abuse of terminology, we also call such action (H,W ) the slice
representation.
Now we provide some examples, all of which are irreducible prehomogeneous
spaces. These can be found in [35, Appendix], hence we follow similar notation:
Example 4.1.7. (GLn×GLn,Λ1 ⊗ Λ∗1), the determinant:
We have G = GLn(C)×GLn(C), V = Mn(C) is the space of n×n matrices,
and (g1, g2) ∈ G acts by (g1, g2) ·M = g2Mg−11 . Then f = det is a semi-invariant
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of weight σ = (1,−1), that is, σ(g1, g2) = det g1 · det−1 g2. We show how to find
the b-function bn(s) of f .
For an appropriate choice of Borel subgroups, we can view the element
v =

1 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 as a highest weight vector. Note that the degree of f at v is
d = 1. The Levi subgroup LI ⊂ G is given by
LI =

∗ 0 . . . 0
0 ∗ . . . ∗
...
...
. . .
...
0 ∗ . . . ∗
×

∗ 0 . . . 0
0 ∗ . . . ∗
...
...
. . .
...
0 ∗ . . . ∗

Hence LI ∼= GLn−1(C) × GLn−1(C) × C× × C×. Note that Lv ⊂ LI is
the subgroup of codimension 1 of the elements with equal entries in the top-left
corners. We have V = gv ⊕W , where tangent space gv at the orbit of v and the
LI-complement W are given by
gv =

∗ ∗ . . . ∗
∗ 0 . . . 0
...
...
. . .
...
∗ 0 . . . 0
 , and W =

0 0 . . . 0
0 ∗ . . . ∗
...
...
. . .
...
0 ∗ . . . ∗

Hence W can be identified with Mn−1(C), fv = det on Mn−1(C), and ignor-
ing the trivial action we can take G1 = GLn−1×GLn−1 ⊂ LI . Then fv = det on
Mn−1(C), and (G1,Mn−1(C)) is the slice representation for the next step.
Condition (4.2) is satisfied: we can take our one-parameter subgroup p :
C→ G acting trivially on W to be
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t 7−→
In,

t 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


where In is the identity matrix. Summing the coefficients of the corresponding
Euler operator of f , it is immediate that r = n. Hence, by Theorem 4.1.4, we can
write bn = (s+ n)bn−1 = · · · = (s+ n) · · · (s+ 1).
Example 4.1.8. (GL2k,Λ2), the Pfaffian:
We have V =
∧2C2k, where we can also think of elements A ∈ V as 2k×2k
skew-symmetric matrices, A + At = 0, and the action is given by g · A = gAgt.
The Pfaffian f = Pf is a semi-invariant. We can take v = e1 ∧ e2 as a highest
weight vector, and the degree of f at v is d = 1. Condition (4.2) is satisfied, the
slice will be (GL2k−2, λ2), and fv is the 2k − 2 Pfaffian. The number r will be
r = 2k − 1, hence b2k = (s+ 2k − 1)b2k−2 = · · · = (s+ 1)(s+ 3) · · · (s+ 2k − 1).
Example 4.1.9. (GLn, 2Λ1), the symmetric determinant:
We can think of elements M ∈ V = Sym2Cn as symmetric matrices M =
M t, then the action is given by g ·M = gMgt. The semi-invariant is f = det,
and we can take v = e21 as a highest weight vector, with d = 1. The slice will
give (GLn−1, 2λ1), and condition (4.2) is satisfied. We have r = n+12 . Hence the
b-function is bn(s) = (s+
n+1
2
)bn−1(s) = (s+ 1)(s+ 32) · · · (s+ n+12 ).
Remark 4.1.10. The technique used in Theorem 4.1.4 is also applicable some-
times for elements v that are not highest weight vectors. Indeed, we can get
the explicit equations giving the local b-functions for other elements, as taking
slices at v′k := v1 + v2 + · · · + vk (see also Remark 4.1.6). In the example of the
determinant, picking v′k =
Ik 0
0 0
, it is easy to modify µ in the proof by an
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appropriate e´tale map µk. With the change of variables, we will get the equation
in the neighborhood of v′k:
1
detXJ
det ∂XJc detX
s+1 = (s+ 1)(s+ 2) · · · (s+ k) detXs,
where J = {1, . . . , k}, J c is the complement, and XJ , ∂XJc are the corresponding
principal minors. Due to equivariance, we get such formulas for any minor. This
equation is sometimes called the Capelli identity. We will not pursue further in
writing the equations giving the local b-functions.
Now let (G, V ) be a representation and (Lv,W ) be the slice representa-
tion. Assume f1, . . . , fl are semi-invariants on V of weights σ1, . . . , σl, with duals
f ∗1 , . . . , f
∗
l , and let di = degv fi. As before, define the Lv-semi-invariants fi,v on
W , and put f
v
= (f1,v, f2,v, . . . , fl,v) and f
∗
v
= (f ∗1,v, f
∗
2,v, . . . , f
∗
l,v). We have the
following result for the b-function of several variables, the proof of which goes
along the proof of Theorem 4.1.4, mutatis mutandis:
Theorem 4.1.11. Using the notations above, assume the weight σ|Lv of f is
multiplicity-free and the b-function of f
v
is bv,m(s). Furthermore, assume that
Zλ ∩ Π(W ) = {0}. Then b-function of f is
bm(s) = bv,m(s)
d−1∏
i=0
(d1s1 + · · ·+ dlsl + r + i)
where d =
l∑
i=1
dimi.
4.2 Slices of quivers
The identification of the normal space gives an explicit description of the slice
at any element V ∈ Rep(Q,α). Decompose V as a sum of indecomposables
V =
⊕t
i=1 V
mi
i , where mi ∈ N\{0} are the multiplicities, and Vi  Vj, for i 6= j.
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By [11], the isotropy subgroup of V is
AutQ(V ) ∼= U o
t∏
i=1
GL(mi),
where U is a closed normal unipotent subgroup. Let βV := m and consider the
reductive part GL(βV ) =
∏t
i=1 GL(mi). Then the slice representation is in fact
isomorphic to the quiver representation space
(GL(m),
t⊕
i,j=1
ExtQ(Vi, Vj)⊗ Hom(Cmi ,Cmj)) = (GL(βV ),Rep(QV , βV )), (4.10)
where QV is the quiver with t vertices numbered 1, 2, . . . , t such that the number
of arrows from i to j is dim ExtQ(Vi, Vj). In particular, if the indecomposables
Vi don’t have “cyclic” extensions between them, the quiver doesn’t have oriented
cycles, hence the slice has the unique closed orbit property.
Lemma 4.2.1. Consider a representation V ∈ Rep(Q, β) with V = ⊕ti=1V mii ,
where Vi are indecomposable, and take the slice ExtQ(V, V ) at V as in (4.10). If
f ∈ Rep(Q, β) is a semi-invariant of weight σ, then the induced semi-invariant
on the slice fV ∈ Rep(QV , βV ) has weight σV defined by
σV = σ · T,
where the transformation T ∈ HomZ(Zt,ZQ0) is given by Tij = d(Vj)i. Moreover,
we have a weight-preserving map of C-algebras
φV : SI(Q, β)→ SI(QV , βV )
injective on the level of weight spaces.
Proof. The weight of fV is just the restriction of σ to
∏t
i=1 GL(mi). We put
the matrices V (a), a ∈ Q1 in block diagonal forms, and make the inclusion∏t
i=1 GL(mi) ⊂ GL(Q, β) explicit. It is immediate that σ′(i) = σ(d(Vi)). We
have the algebra map
C[Rep(Q, β)] 3 P 7−→ Pv ∈ C[Rep(QV , βV )]
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and this map restricts to an injective linear map by (4.1)
SI(Q, β)σ 3 f 7−→ fv ∈ SI(QV , βV )σV .
Consider Q′ a full subquiver of Q, and the dimension vector β′ induced
from β. Assume β′ is a sincere prehomogeneous dimension vector, and let V ′ ∈
Rep(Q′, β′) be a generic representation. By [33, 61], we have a decomposition
V ′ = ⊕ti=1V ′nii , ni > 0,
where ExtQ(V
′
i , V
′
j ) = 0, EndQ(V
′
i ) = C and we can number the indecomposables
V ′i such that i > j implies HomQ′(V
′
i , V
′
j ) = 0. It is easy to see that the dimension
vectors d(V ′i ), are linearly independent, hence t ≤ #Q′0, where #Q′0 is the number
of vertices of Q′0. (see also [23, Section 2.7.]). Moreover, the matrix T has a left
inverse over Z, where Tij = d(V ′j )i.
Extending V ′ by zero matrices, we view it as an element V ∈ Rep(Q, β), so
that
V =
t⊕
i=1
V nii ⊕
⊕
x∈Q0\Q′0
Sβxx .
We say that such an element V is dense in its support Q′.
Slicing at such an element (which can be thought of slicing at a full sub-
quiver) gives the following:
Proposition 4.2.2. Assume V ∈ Rep(Q, β) is dense in its support Q′ as above.
Consider the decomposition AutQ(V ) = UoL, with unipotent U = ⊕i<j HomQ(Vi, Vj)⊗
HomC(Cni ,Cnj) and Levi factor L =
∏
i GL(ni) ×
∏
x GL(βx) =: GL(βV ). Con-
sidering the natural action of U on the slice ExtQ(V, V ), we have the surjective
weight-preserving map of C-algebras
φV : SI(Q, β) C[Rep(QV , βV )]UoSL(βV ) ⊂ SI(QV , βV ).
Moreover, φV is an isomorphism if and only if t = #Q
′
0.
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Proof. We have the G := GL(β)-equivariant decomposition
Rep(Q, β) = Rep(Q′, β′)⊕W , W =
⊕
a∈Q1\Q′1
HomC(βta, βha).
So the slice W = ExtQ(V, V ) here is in fact G-stable, in particular it is GV =
AutQ(V )-stable. But fV is thenGV -semi-invariant. The ring ofGV -semi-invariants
on Rep(QV , βV ) is equal to C[Rep(QV , βV )]UoSL(βV ). Hence we have a map
φV : SI(Q, β) −→ C[Rep(QV , βV )]UoSL(βV ) = (C[Rep(QV , βV )]U)SL(βV ).
Pick a semi-invariant f ′ ∈ C[Rep(QV , βV )]UoSL(βV ) of weight σ′. Since T has a
left inverse, we can lift the weight σ′ to a weight σ ∈ HomZ(ZQ0 ,Z). Consider
the function F defined on the open set OV × W ⊂ Rep(Q, β) by F (gV, w) :=
σ(g)f ′(g−1w). Then F is a well-defined rational semi-invariant of weight σ and
we can write F =
f
h
, with f, h ∈ SI(Q, β) relatively prime.
By [33], we have fundamental invariants f1, . . . , fm ∈ SI(Q′, β′) ⊂ SI(Q, β),
where m = #Q′0 − t. If OV is the dense orbit of V , we have [60]:
Rep(Q, β)\(OV ×W ) = S ∪
m⋃
i=1
Z(fi),
where S has codimension ≥ 2 and Z(fi) is the zero-set of fi.
Now take h′ an irreducible factor of h. Then Z(h′) ⊂ Rep(Q, β)\(OV ×W ),
hence h′ = fi (up to constant), for some i. Since φV (fi) = (fi)V is constant, hV
is constant as well. From FV = f
′ we get fV = f ′ (up to constant), hence φV is
surjective.
If #Q′0 > t, then there is a non-constant semi-invariant f1. But φV (f1) is
constant, so φV is not injective.
If #Q′0 = t, then there are only constant G
′ = [G,G]-invariants, hence V
has a dense G′-orbit. Hence applying the slice with G′ now, we see that φV is
injective, since (in general) it is injective on weight spaces. Also, in this case T is
an invertible matrix over Z.
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Remark 4.2.3. The proof uses little about quivers. Surjectivity needs only a con-
dition on lifting weights. Also, the case of isomorphism appears in [46, Proposition
3.15.].
Following [64], for a semi-invariant f ∈ SI(Q, β), we say that a representa-
tion A ∈ Rep(Q, β) is locally semi-simple (corresponding to f), if the orbit OA of
A is closed in the principal open set defined by f 6= 0. Such an orbit is unique
if and only if the weight of f is multiplicity-free. Taking the slice as in (4.10) at
such a representation gives:
Lemma 4.2.4. Let f ∈ SI(Q, β) be a non-zero semi-invariant of weight 〈α, ·〉,
with α prehomogeneous. Consider the locally semi-simple representation A ∈
Rep(Q, β) corresponding to f . Then the induced function fA on the slice ExtQ(A,A)
is a non-zero constant function.
Proof. Since α is a prehomogeneous dimension vector, f = cV , with V generic and
the weight 〈α, ·〉 is multiplicity-free. Hence, we have a unique locally semi-simple
representation up to isomorphism. By [64, Theorem 11], A can be written as a
finite direct sum A = ⊕Smii , mi ∈ N\{0}, where Si are simple objects from the
right perpendicular category V ⊥, that is, the full subcategory of representations B
with HomQ(V,B) = 0 = ExtQ(V,B). This subcategory is closed under extensions
and direct sums. By Schofield [61, Theorem 2.5], since the orbit of V is dense,
this subcategory is actually equivalent to a category of representations of a quiver
Q′ without oriented cycles.
By (4.10), the slice at A corresponds to the quiver representation space
(GL(m),
⊕
ExtQ(Si, Sj)⊗ Hom(Cmi ,Cmj)).
Clearly, this quiver QA is in fact a subquiver of Q
′, hence it doesn’t have oriented
cycles either.
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The induced polynomial fA on the slice is GL(m)-semi-invariant. However,
since fA(0) 6= 0, fA has to be invariant. Since QA has no oriented cycles, the only
invariants are the constant functions.
The lemma above is stated more generally in [66, Lemma 7.6]. However, we
believe the condition on the weight is necessary, as the following example shows:
Example 4.2.5. Take Q to be the Kronecker quiver 1
//
// 2 . Take the dimen-
sion vectors β = (n, n), n ∈ N, α = (1, 1). Take V = (I1,−I1) ∈ Rep(Q,α) and
f = cV ∈ SI(Q, β), which is just the semi-invariant f(X, Y ) = det(X + Y ), for
(X, Y ) ∈ Rep(Q, β). Take A = (In, 0) = V n1 ∈ Rep(Q, β), where V1 = (I1, 0) is in-
decomposable. Clearly, A is a locally semi-simple representation corresponding to
f . The slice representation is isomorphic to (GL(n),Hom(Cn,Cn)) with the con-
jugation action (this is the 1-loop quiver). We see that the induced semi-invariant
is fA(Y ) = det(In + Y ) which is an invariant function, but not constant.
4.3 b-functions via slices
In this section we apply the results from the previous sections to compute roots
of the b-functions of quiver semi-invariants.
At first, Q will be an arbitrary quiver. We start with the following lemma,
which is just a restatement of Lemma 4.1.1 in the quiver setting:
Lemma 4.3.1. Let A ∈ Rep(Q, β) be any representation, and f ∈ SI(Q, β) a non-
zero semi-invariant. If fA is the semi-invariant induced on the slice ExtQ(A,A)
of A, then bfA,0 = bf,A. If QA has no oriented cycles, then bfA divides bf . If fA
has multiplicity-free weight, the same is true for f .
For a vertex x ∈ Q0, denote by x the function on Q0 defined by x(x) =
1, and x(y) = 0, for x 6= y. Denote by Sx the simple representation of Q
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corresponding to a vertex x ∈ Q0, that is, the representation with all linear maps
0 and Sx(y) = Cx(y).
For an arrow a ∈ Q1, denote by Sa the representation of Q obtained from
the non-split exact sequence
0→ Sha → Sa → Sta → 0,
with the matrix Sa(a) of rank 1.
Fix a dimension vector β. Then the element 0 ∈ Rep(Q, β) corresponds to
the semi-simple representation SS =
⊕
x∈Q0
Sβxx . For an integer k with 0 ≤ k ≤
min{βta, βha} we introduce the following representation of Q:
SSka := S
k
a ⊕
⊕
x∈Q0
Sβx−k(ta(x)+ha(x))x .
In other words, the matrix SSka(a
′) will be zero, if a′ ∈ Q1\{a}, and the
matrix SSka(a) will be of rank k. We will always choose the latter to be in el-
ementary form, with the values of the first k diagonal entries 1, and the other
entries 0. Note that SS0a = SS. Also, let SSa := SS
1
a. The representations SSa
are “almost semi-simple” representations of Q. Indeed, the decomposition of the
representation space
Rep(Q, β) :=
⊕
a∈Q1
Hom(Cβta ,Cβha).
under the action of G = GL(β) is in fact an irreducible decomposition (if Q has
no loops), and the corresponding highest weight vectors are SSa, for a suitable
choice of the Borel subgroup. This will put us in the setting of the Theorem 4.1.4.
We say that an that arrow a is a 1-source (resp. 1-sink) if ta (resp. ha) is
not a vertex of any arrow other than a.
We will focus on slicing at single arrows a (i.e. we assume a is the only
arrow between ta and ha):
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Proposition 4.3.2. Let Q be a quiver without oriented cycles, β be a dimension
vector. Take ~a ∈ Q1 an arrow, and number its vertices by 1, 2, such that β1 ≤ β2.
So we have the following general picture (where the orientation of ~a is arbitrary):
Q :
. . . βp1 βx1 . . .
. . . βp2 βx2 . . .
. . . β1
ff
jj
a
β2
88
44
. . .
. . . βr2
44
βy2 . . .
jj
. . . βr1
88
βy1 . . .
ff
(a) The slice at the arrow ~a (that is, at the element SSβ1a ) is a representation
space (Qa, βa) corresponding to the following quiver:
Qa :
βp1 βx1 . . .
βp2 βx2 . . .
. . . β1
^^
ff
55
22
β2 − β1
;;
55
. . .
βr2
88
βy2 . . .
ii
ll
βr1
@@
βy1 . . .
ccii
Let f be a semi-invariant of weight σ = 〈αa, ·〉 and fa be the induced semi-
invariant on Qa with induced weight σa = 〈αa, ·〉. Under the obvious corre-
spondence of vertices between Q and Qa, σa differs from σ only at vertex 1,
with σa(1) = σ(1) + σ(2).
Assume 0 < β1 < β2. If 1
a−→ 2, take U = Hom(Cβ2−β1 ,Cβ1) (resp.
if 1
a←− 2, take U = Hom(Cβ1 ,Cβ2−β1)). Then U acts on Rep(Qa, βa)
naturally, and fa is also U-invariant. Moreover, we have an isomorphism
φa : SI(Q, β) ∼= C[Rep(Qa, βa)]UoSL(βa).
If β1 = β2 (we can drop vertex 2 from QA) and ~a is a 1-source or 1-sink, we
have an isomorphism
φa : SI(Q, β)/(detXa − 1) ∼= SI(Qa, βa).
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(b) Let ~a be a 1-source or 1-sink (so there are no vertices pi and ri). Then Qa
has no oriented cycles. Moreover, if σa is a multiplicity-free weight, then
bf (s) = bfa(s) · [s]|σ1|β2−β1,β2 ,
and if Z ′ ∈ Rep(Qa, βa) ⊂ Rep(Q, β) is the locally semi-simple represen-
tation corresponding to fa, then (assuming σ1 6= 0) the locally semi-simple
representation corresponding to f is Z = Z ′ + SSβ1a .
Proof. (a) This part follows immediately from Proposition 4.2.2 and Lemma
4.3.1. The case β1 = β2 follows from the fact that if a semi-invariant depends
on the arrow a, then we can factor out the semi-invariant detXa.
(b) We fix the standard basis in Rep(Q, β) consisting of elements Ebij, where
Ebij is the element with all matrices 0 except for Eij(b), for which the (i, j)
entry is 1 and is the only non-zero entry. Under this choice, it is clear
that the action of GL(β) is self-adjoint, and to construct the dual f ∗ of a
determinantal semi-invariant, we can just replace the variables by partial
derivatives.
We discuss only the case when a is a 1-source. One sees that for k =
0, . . . , β1 the slice at the element vk = SS
k
a is given by the following quiver
representation space (Qk, β
k).
Qk :
k //
,,
βx1 . . .
βx2 . . .
β1 − k // β2 − k
;;
55
. . .
βy2 . . .
ii
ee
βy1 . . .
cc
bb
(4.11)
Note that Q0 = Q and Qβ1 = Qa (disregarding the vertices with 0). Let fk
be the induced semi-invariant. We claim that if we slice Qk at the element
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SSa ∈ Rep(Qk, βk), we get Rep(Qk+1, βk+1). This is straightforward, taking
into account Remark 4.1.6: instead of taking the Levi factor of the stabilizer
of SSa ∈ Rep(Qk, βk) acting on the slice, we can take the bigger Levi factor
of the stabilizer of SSk+1a ∈ Rep(Q, β). Note that it might happen that the
weight of fk is not multiplicity-free.
Slicing at SSa, Condition (4.2) is satisfied, hence we can apply Theorem
4.1.4. Clearly, d := degSSa f = |σ1|, and as always, we consider d > 0.
Applying Theorem 4.1.4 repeatedly (keeping in mind Remark 4.1.5) we get
that the b-function of fk is:
bfk(s) = bfk−1(s) ·
d−1∏
j=0
(ds+ j + k) = bfa(s) ·
k∏
i=β2−β1+1
d−1∏
j=0
(ds+ i+ j)
Putting k = 0, we get the desired formula.
Now take any representation B ∈ Rep(Q, β) such that f(B) 6= 0. If σ1 6= 0,
we can assume B is of the form B = SSβ1a + B
′, with B′ a representation
in the slice Rep(Qa, βa). Since fa(B
′) 6= 0, we have that the closure of
GL(βa) ·B′ contains Z ′. Since GL(βa) is contained in the stabilizer of SSβ1a ,
the element Z = SSβ1a + Z
′ is in the closure of the orbit of B. Since B was
arbitrary, Z is the unique closed orbit in the principal open f 6= 0.
Remark 4.3.3. We see from part b) that we also get formulas for the b-functions
of the induced semi-invariants fk of the quivers Qk (4.11).
Remark 4.3.4. Since we know the weight σa = 〈αa, ·〉 on the slice, we implicitly
also know αa. In examples, we prefer working with α rather than σ. Let Pi be the
indecomposable projective module of Qa at vertex i and Si the simple module of
Qa at vertex i. The formulas are:
(a) If a is a 1-source, then αa = α + (α2 − α1)d(P1)− α1 · d(S2),
57
(b) If a is a 1-sink, then αa = α + α1 · d(P1)− α1 · d(S1).
Moreover, in these cases we can see by direct computation that if f = cV , then
fa = c
V ′ , where V ′ ∈ Rep(Qa, αa) can be written down explicitly. Since we will be
working with Schur representations V , we will write only the corresponding real
Schur roots.
For a quiver Q and a semi-invariant f , we say the pair (Q, f) is sliceable if,
after slicing repeatedly at 1-sinks and 1-arrows as described in Proposition 4.3.2
and simplifying as in Lemma 2.3.7, we can reach the empty quiver (equivalently,
a non-zero constant function). In this case we can compute the entire b-function
of f using the slice technique. Due to Remark 4.1.5, if (Q, f) is sliceable, then for
the calculation of the b-function we can argue by reverse induction and ignore the
multiplicity-free requirement completely.
Remark 4.3.5. The isomorphism SI(Q, β) ∼= C[Rep(Qa, βa)]UoSL(βa) also gives
inductively the homogeneous inequalities between the values βi of the dimension
vector that are needed for the semi-invariant to be non-zero. These will be encoded
in the positivity of the roots of the b-function. Unless otherwise specified, we will
work with “general” dimension vectors β, which means that these inequalities are
strict.
We now show how to use Proposition 4.3.2 in examples. We will put the
values of α on top of the values of the dimension vector β, and use a dashed line
at the arrow at which we are slicing. We will indicate (below the curly arrow) the
simplification law used from Lemma 2.3.7 and retain the part of the b-function
given by the recursion in Proposition 4.3.2 part b).
Example 4.3.6. We compute the b-function of the semi-invariant from Example
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2.3.6. Recall β1 + β2 + β3 = 2β4.
1
β2

1
β1 //
1
β4
1
β3oo
[s]β4−β1,β4//
1
β2

//
0
β4 − β1
1
β1
1
β3oo
OO
//
a)
1
β2

//
0
β4 − β1
1
β1
1
β3oo //
0
β4 − β1
[s]β1+β2−β4,β2//
a)
1
β4 − β3

1
β1
1
β3oo //
0
β4 − β1
[s]β1+β3−β4,β1//
b)
0
β4 − β2
1
β3oo //
0
β4 − β1
[s]β2+β3−β4,β3//
a)
1
β4 − β1 //
0
β4 − β1
[s]β4−β1// ∅
Hence the b-function is
b(s) = [s]β4−β1,β4 · [s]β1+β2−β4,β2 · [s]β1+β3−β4,β1 · [s]β2+β3−β4,β3 · [s]β4−β1 =
= [s]β4 · [s]β1+β2−β4,β2 · [s]β2+β3−β4,β3 · [s]β1+β3−β4,β1 .
We get that the locally semi-simple representation is
A = V β4−β11 ⊕ V β4−β22 ⊕ V β4−β33 ,
where the indecomposables are V1 =
1
0 1 1
, V2 =
0
1 1 1
, V3 =
1
1 1 0
. Note
that this is also the generic element.
We also get the b-functions of the semi-invariants of the quivers that are
used in the steps, including the extra ones as in Remark 4.3.3. For example, here
we also get the b-function of fk = c
V ′k , where d(V ′k) = α
′ all maps of V ′k are 1, and
the quiver Qk is the following:
1
β2

//
1
k
1
β1 − k //
1
β4
1
β3oo
OO
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Note that Qk is not a tree, and the weight of fk is not multiplicity-free. The
b-function is
bfk = [s]β4−k · [s]β1+β2−β4,β2 · [s]β2+β3−β4,β3 · [s]β1+β3−β4,β1 .
In fact, we have the following more general result for any tree quiver, that
is, for a quiver whose underlying graph has no cycles. This generalizes the An
case:
Theorem 4.3.7. Let Q be a tree quiver, and f a non-zero semi-invariant of weight
〈α, ·〉 = −〈·, α∗〉. If αx ≤ 1 for any x ∈ Q0 (or α∗ ≤ 1 for any x ∈ Q0), then
(Q, f) is sliceable.
Proof. By duality, it is enough to consider the case αx ≤ 1 for all x ∈ Q0. It is
immediate that α is a prehomogeneous dimension vector, hence the weight 〈α, ·〉
is multiplicity-free. As usual, we work with the support of f , that is, we can drop
the arrows which f doesn’t depend on. Since Q is a tree, we can take an arrow
~a ∈ Q1 that is a 1-source or 1-sink. We use the notation as in Proposition 4.3.2.
Assume ~a is 1-source. If f depends on ~a, we must have α1 = 1. Let A be
the generic matrix of variables corresponding to ~a. If α2 = 0, then by Lemma
2.3.7 part a) we can disconnect the quiver, A has to be a square matrix, and we
can separate variables f = f ′ · detA, where f ′ is a semi-invariant on the smaller
quiver without the arrow ~a. Hence we can assume α2 = 1.
Similarly, if ~a is a 1-sink, we can assume α1 = 0 and α2 = 1.
In any case, slicing at ~a simplifies due to Lemma 2.3.7, so we get a quiver
Qa which is still a tree quiver, and the weight αa of the induced semi-invariant fa
on Qa still satisfies (αa)x ≤ 1, for any x ∈ (Qa)0. In particular, the weight of fa
is multiplicity-free, and by Proposition 4.3.2 we get
bf (s) = bfa(s) · [s]β2−β1,β2 .
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Since the dimension of the representation space strictly decreases by slicing, this
procedure is finite and stops when we arrive at the empty quiver (or a constant
function).
We consider the next family of Dynkin quivers:
Theorem 4.3.8. All fundamental semi-invariants for quivers of type D are slice-
able.
Proof. First, we prove this with the orientation of Dn chosen so that all arrows
point to the joint vertex. Also, using Lemma 2.3.7, we can reduce the proof to
the case when α is the longest root.
1
βn−1

1
β1 //
2
β2 //
2
β3 // . . . //
2
βn−2
1
βnoo
[s]β2−β1,β2//
2
β1

1
βn−1

1
β2 − β1 //
3
β3 //
3
β4 // . . . //
3
βn−2
1
βnoo
[s]2β3−β1,β3//
b′)
2
β1

1
βn−1

1
β2 − β1 //
1
β3 − β1 //
3
β4 // . . . //
3
βn−2
1
βnoo
[s]2β4−β1,β4//
b′)
· · ·
[s]2βn−3−β1,βn−3//
b′)
2
β1
!!
1
βn−1

1
β2 − β1 //
1
β3 − β1 // . . . //
1
βn−3 − β1 //
3
βn−2
1
βnoo
[s]2βn−2−β1,βn−2//
b)
1
βn−1

1
β2 − β1 //
1
β3 − β1 // . . . //
1
βn−2 − β1
1
βnoo
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At this stage we know that the quiver above is sliceable, by Theorem 4.3.7. Con-
tinuing
[s]β3−β2,β3−β1//
a)
1
βn−1

1
β2 − β1 //
1
β4 − β1 // . . . //
1
βn−2 − β1
1
βnoo
[s]β4−β2,β4−β1//
a)
. . .
· · · [s]βn−3−β2,βn−3−β1//
a)
1
βn−1

1
β2 − β1 //
1
βn−2 − β1
1
βnoo
//
Example 4.3.6
∅
Hence the b-function is:
b(s) = [s]β2−β1,β2
n−2∏
i=3
(
[s]2βi−β1,βi [s]βi−β2,βi−β1
) ·
·[s]βn−2−βn−1−β1,βn−2−β1 [s]βn−2−βn−β1,βn−2−β1 [s]βn−2−β1 .
Accordingly, the homogeneous inequalities that are necessary and sufficient for
the semi-invariant to be non-zero are:
β1 ≤ β2 ≤ βi, i = 3, . . . , n− 2,
βn−1, βn ≤ βn−2 − β1
Also, we can write down the corresponding locally semi-simple representation
explicitly.
We now consider the other cases. Note that by duality, if every semi-
invariant of a quiver is sliceable, the same is true for the opposite quiver. Hence,
we can assume that the arrow between n− 3 and n− 2 goes from n− 3 to n− 2.
One can always reduce the long arm of the quiver. In the end, we arrive at a D˜4
quiver
3
2 // 5 4
1
OO
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Excluding the semi-invariants covered by Theorem 4.3.7, we have three main
cases according to the orientation of the arrows 3 − 5 and 4 − 5. The case with
all arrows pointing towards the joint vertex has already been discussed, where we
used simplification (b).
We only write the values of α at vertices. The next case is
1

2 // 3 // 2
1
OO
//
b′)
1

1 // 1 1oo
1
OO
We stop since we know that the RHS quiver is sliceable.
The last main case is
2
2 // 3
OO
// 2
1
OO
//
b′)
2 2oo

1
OO
// 2
1
OO
//
a)
2 2oo

1
OO
// 2
split source with value 2//
b′)
1 1oo
1
OO
// 1 1oo
We stop since we know that the last quiver is sliceable.
We give an example of extended Dynkin type:
Example 4.3.9. We take D˜4 with the dimension vector β, with 2β1 + β2 + β3 +
β4 = 3β5, semi-invariant (unique up to constant) f = c
V , where d(V ) = α =
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(2, 1, 1, 1, 2) is a real Schur root:
1
β2

2
β1 //
2
β5
1
β3oo
1
β4
OO
[s]2β5−β1,β5 //
a)
1
β2

//
0
β5 − β1
2
β1
1
β3oo //
0
β5 − β1
1
β4
OO
//
0
β5 − β1
//
[s]β1+β2−β5,β2 ·[s]β1+β3−β5,β3 ·[s]β1+β4−β5,β4//
a)
1
β1 + β3 − β5

1
β1 + β2 − β5 //
2
β1
1
β1 + β4 − β5oo
[s]β1 // ∅
At the last step we noticed the shortcut that the semi-invariant is just the square
determinant of size β1.
So the b-function of f is
bf (s) = [s]
2
β5−β1,β5 · [s]β1+β2−β5,β2 · [s]β1+β3−β5,β3 · [s]β1+β4−β5,β4 · [s]β1 .
The following proposition gives a clearer picture of sliceable semi-invariants:
Proposition 4.3.10. Let f = cV ∈ SI(Q, β) be an irreducible semi-invariant of
weight 〈α, ·〉 = −〈·, α∗〉 and assume f depends on all arrows of Q. If α (and α∗)
is not a real Schur root, then f is not sliceable.
Furthermore, take an arrow ~a that is a 1-source or 1-sink between 1 and 2
such that β1 ≤ β2, and assume α is a real Schur root. Let 〈αa, ·〉 be the weight of
the induced semi-invariant fa on the slice (Qa, βa), and let 〈α′a, ·〉 be the weight on
(Q′a, β
′
a) after possible simplifications as in Lemma 2.3.7. Then the following are
equivalent:
(a) αa is a real Schur root;
(b) α′a is a real Schur root;
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(c) ~a is a 1-source with α1 = α2 or α
∗
1 = 0, or ~a is a 1-sink with α1 = 0 or
α∗1 = α
∗
2.
Proof. We will assume a is a 1-source (the case with 1-sink is similar). Since
f depends on all arrows of Q and is irreducible, we have by Proposition 4.3.2
part a) that β and βa are sincere dimension vectors. Due to the isomorphism
SI(Q, β) ∼= C[Rep(Qa, βa)]UoSL(βa), we also have that fa = cV ′ is irreducible. Since
β and βa are sincere, V and V
′ are Schur representations by [21, Lemma 1].
Note that 〈α, α〉 = −〈α, α∗〉 = 〈α∗, α∗〉. The following formula is straight-
forward
〈αa, αa〉a = 〈α, α〉 − (α2 − α1)α∗1,
where 〈·, ·〉a is the Euler form on Qa. This implies that this value decreases by
slicing (at least before simplifications), and it remains the same iff α2 = α1 or
α∗1 = 0. However, we can simplify according to Lemma 2.3.7 precisely under these
conditions, when we get a reduced quiver Q′a with α
′
a. But an easy computation
yields that the value 〈α′a, α′a〉′a = 〈αa, αa〉a still remains the same. Since V (resp.
V ′) are Schur representations, α (resp. αa) is a real Schur root if and only if
〈α, α〉 = 1 (resp. 〈αa, αa〉 = 1). This proves the second part.
Now assume f is sliceable. Since V is a Schur representation, we have
〈α, α〉 ≤ 1. Since this value can only decrease by slicing, and the last value is
trivially 1, we must have that all values are 1, and all the encountered dimension
vectors are real Schur roots.
Using the proposition above, we find a Dynkin quiver with a semi-invariant
that is not sliceable:
Example 4.3.11. Take the following quiver of type E6 with semi-invariant of
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weight 〈α, ·〉 = −〈·, α∗〉, with α being the highest root:
2

1 // 2 // 3 2oo 1oo
Rewrite with α∗ //
1

1 // 2 // 3 2oo 1oo
There are no 1-sinks and there is no 1-source a with αta = αha nor with α
∗
ta = 0.
By Theorem 4.3.10 the semi-invariant is not sliceable.
We show in the next example how to apply Proposition 4.3.2 together with
Theorem 4.1.11 to compute b-functions of several variables. The main difference
in the process is that we can make only simultaneous simplifications for the semi-
invariants. For the A type this process is always applicable (however, it is not
always applicable directly for type D), and it can be also understood as superim-
posing the separate slice quivers, similar to [66].
Example 4.3.12. (b-function of several variables) Take the following D5 quiver
with non-zero semi-invariants fi = c
Vi , for i = 1, 2, α1 = d(V1) = (0, 1, 1, 0, 1),
α2 = d(V2) = (1, 1, 0, 0, 0) and β1 +β4 = β3, β2 = β5. We put the values of α
1 and
α2 on top of β:
1,0
β3

0,1
β1
1,1
β2oo //
1,0
β5 //
0,0
β4
[s]1,0β2−β1,β2//
1,0
β3

1,1
β2 − β1 //
1,1
β5 //
0,1
β4
0,1
β1
OO
[s]1,1β1,β5//
a)
1,0
β3

//
0,0
β1
1,1
β2 − β1 //
0,1
β4
0,1
β1 //
OO
0,0
β1
[s]0,1β1 //
1,0
β3

//
0,0
β1
1,0
β2 − β1 //
0,0
β4
[s]1,0β4,β3//
a)
1,0
β4

1,0
β2 − β1 //
0,0
β4
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[s]1,0β2−β3,β2−β1// 1,0
β4 //
1,0
β4
[s]1,0β4 // ∅
Hence we have
bm(s1, s2) = [s]
1,1
β1,β2
[s]0,1β1 [s]
1,0
β3
[s]1,0β2−β3,β2 .
In the following example, we will combine the slice technique with the
method of a-functions from [57] to compute the b-function of several variables:
Example 4.3.13. Take again the D4 quiver
2

1 // 4 3oo
with the choice of β = (n, n, n, 2n), n ∈ N. There are 3 fundamental semi-
invariants f1, f2, f3 with α1 = (0, 1, 1, 1), α2 = (1, 0, 1, 1), α3 = (1, 1, 0, 1). Explic-
itly, if we label the matrices as
n
Y

n
X // 2n nZoo
then f1 = det(Y Z), f2 = det(ZX), f3 = det(XY ). We see that the slice method
cannot be applied simultaneously for all 3 semi-invariants, but it can be applied
to any 2 of them. For example, we pick f1 and f2:
1,0
n

0,1
n //
1,1
2n
1,1
noo
[s]1,1n,2n //
a) b)
1,0
n //
0,0
n
0,1
n //
0,0
n
[s]1,0n [s]
0,1
n // ∅
Hence the b-function of two variables of f1 and f2 is
b′m1,m2(s1, s2) =
m1+m2−1∏
i=0
2n∏
j=n+1
(s1 +s2 +i+j)
m1−1∏
i=0
n∏
j=1
(s1 +i+j)
m2−1∏
i=0
n∏
j=1
(s2 +i+j).
By symmetry, we have the b-function of two variables for any pair.
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To compute the b-function of three variables of f1, f2 and f3, we employ the
structure theorem on b-functions [57, Theorem 2] or [68, Theorem 1.3.5]. This
method is also used for the An case in [66]. We refer the reader to these papers
for details on the method.
First, we take an explicit generic element: A0 =
[In
0
 ,
 0
In
 ,
In
In
].
Next, we compute
grad log fk(A0) =
1
fk(A0)
[(∂fk
xi,j
(A0)
)
i,j
,
(∂fk
yi,j
(A0)
)
i,j
,
(∂fk
zi,j
(A0)
)
i,j
]
.
We get
grad log f1(A0) =
[0
0
 ,
−In
In
 ,
In
0
],
grad log f2(A0) =
[ In
−In
 ,
0
0
 ,
 0
In
],
grad log f3(A0) =
[In
0
 ,
 0
In
 ,
0
0
].
The next step is computing
ak(s) = fk(A0) · fk
( 3∑
i=1
si grad log fi(A0)
)
= snk · (s1 + s2 + s3)n.
Hence the a-function is
am(s) = a1(s)
m1a2(s)
m2a3(s)
m3 = snm11 s
nm2
2 s
nm3
3 (s1 + s2 + s3)
n(m1+m2+m3).
By the structure theorem, the b-function is of the form bm(s) =
n∏
j=1
[m1−1∏
i=0
(s1+α1,j+i)
m2−1∏
i=0
(s2+α2,j+i)
m3−1∏
i=0
(s3+α3,j+i)
m1+m2+m3−1∏
i=0
(s1+s2+s3+α4,j+i)
]
Since bm1,m2,0(s1, s2, 0) = b
′
m1,m2
(s1, s2), we get that α1,j = α2,j = α3,j = j
and α4,j = n+ j.
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4.4 Canonical decomposition for quivers of type D
In this sections we give a rule to determine the canonical decomposition for type
D quivers.
Let Q be a quiver, and α a prehomogeneous dimension vector. Following
[33], we call a decomposition
α = α1 ⊕ α2 ⊕ · · · ⊕ αt
the canonical decomposition if the generic representation of dimension α decom-
poses into indecomposable representations of dimensions α1, α2, . . . αt. As already
discussed in Chapter 2, in this case αi are real Schur roots, with ExtQ(αi, αj) = 0
(that is, the corresponding generic representations have no self-extensions). More-
over, rewriting
α = α⊕r11 ⊕ α⊕r22 ⊕ · · · ⊕ α⊕rtt .
with αi distinct, we may assume, after a suitable rearrangement, that HomQ(αi, αj) =
0, for i < j (again, this means that there are no morphisms between the corre-
sponding generic representations). For more details , see [23, 33].
Though there exist algorithms to determine the canonical decomposition
for a dimension vector (see [22]), it is of interest to give clear-cut procedures for
simpler cases. There is such a rule for quivers of type A, and this is described in
[1, Proposition 3.1]. We illustrate this construction by the following example:
3 // 5 6oo // 3 // 5
The canonical decomposition is given by the following diagram (the connected
horizontal components are the indecomposables):
• •oo
• •oo •
• //• •oo •
• //• •oo //• //•
• //• •oo //• //•
• //• //•
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Based on the A case, we extend the rule for quivers of type D. Take a quiver
with underlying graph Dn and the following labeling:
n
1 2
OO
3 . . . n− 1
Since the canonical decomposition of a quiver and its opposite quiver coincide, we
will fix without loss of generality the orientation of the arrow 2→ n. We illustrate
the procedure by examples first. Take the following Dn quiver with n = 6 and
α = (3, 5, 6, 3, 5, 4):
4
3 // 5
OO
6oo // 3 // 5
First, take the canonical decomposition of the An−1 quiver by dropping the
n-th vertex. This was done in the example above. Then, the indecomposables
that have 0 dimension at vertex 2 will also appear in the canonical decomposition
for Dn. Hence we drop them, and we are left with the following diagram:
• •oo
• •oo
• //• •oo
• //• •oo //• //•
• //• •oo //• //•
We separated by a horizontal line the two classes of indecomposables with
dimension at vertex 1 equal to 0 or equal to 1. We call the indecomposables under
this line of the first class and over the line of the second class. Now we place αn
symbols ◦ on the left of the diagram starting from the horizontal line and moving
downwards (◦ represents the simple representation Sn). When we stop, we put
another horizontal line to the bottom. Then we move the indecomposables of the
second class starting from the top of the diagram and add their dimension vectors
starting from the bottom horizontal line and stop if either:
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(a) We reach the top horizontal line or
(b) We run out of indecomposables of the second class or
(c) There exists a non-zero morphism from the indecomposable of the second
class that we want to move to corresponding indecomposable of the first
class.
In this example we stop due to part (b) and the diagram we get is:
◦ • //• •oo
◦ • //• •oo //• //•
◦ • //•• ••oo //• //•
◦ • •oo
Now we are ready to read off the canonical decomposition. The indecom-
posables outside the horizontal lines will stay the same (there are none in this
example). Finally, for each row between the two horizontal lines the dimension
vector will have dimension 1 at vertex n. Hence we get in this case
(3, 5, 6, 3, 5, 4) = (1, 1, 1, 0, 0, 1)⊕(1, 1, 1, 1, 1, 1)⊕(1, 2, 2, 1, 1, 1)⊕(0, 1, 0, 0, 0, 1)⊕
⊕ (0, 0, 0, 0, 1, 0)⊕2 ⊕ (0, 0, 1, 1, 1, 0).
We give another example:
4
3 6oo
OO
5oo // 3
The canonical decomposition for the A4 part is
• •oo •oo
• •oo •oo
• •oo •oo //•
• •oo //•
• •oo //•
•
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Note that all indecomposables have dimension 1 at vertex 2. The diagram joining
the two classes of indecomposables is:
• •oo •oo //•
◦ • •oo //•
◦ • •oo //•
◦ • ••oo •oo
◦ • •oo •oo
Here we stopped due to condition (c) since there is a non-zero map from the
indecomposable 1 ← 1 ← 1 → 1 to the corresponding indecomposable 0 ← 1 ←
1→ 1. Hence the canonical decomposition is
(3, 6, 5, 3, 4) = (1, 1, 1, 1, 0)⊕ (0, 1, 1, 1, 1)⊕2 ⊕ (1, 2, 1, 0, 1)⊕ (1, 1, 1, 0, 1).
Theorem 4.4.1. The algorithm described above gives the canonical decomposition
for Dn quivers.
Proof. We give a proof using slices. First, write the canonical decomposition for
a generic representation R of the An−1 quiver in the form
R =
m⊕
i=1
V pii ⊕
n⊕
i=1
W qii ⊕
⊕
i
Zi
Here Vi and Wi are representations of the first and second class, respectively
(separated by the horizontal line as in the examples) and Zi are the representations
with dimension 0 at vertex 2. We assume that the order is chosen such that:
(a) There is a map from Vi to Vj iff j ≤ i;
(b) There is a map from Wi to Vj iff j ≤ i;
(c) There are no maps from Vi to Wj for all i, j.
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We note that this can be achieved immediately from the canonical decomposition
algorithm (after dropping the representations Zi): Vi are the representations below
the horizontal line, ordered from top to bottom, and Wi are the representations
above the horizontal line, ordered from top to bottom. With this in mind, we
take the slice as in Proposition 4.2.2 (see also Remark 4.2.3). The generic element
element V of Dn will be of the form V = Z +R, with Z ∈ Hom(Cα2 ,Cαn) and Z
having a dense orbit under the action of GL(αn)×GL(p)×GL(q)×U×U ′, where
U =
∏
j<i Hom(Cpi ,Cpj)
∏
j<i Hom(Cqi ,Cqj) and U ′ =
∏
i,j Hom(Wi, Vj)
pjqi . It
can be easily seen that forgetting about the action of U ′, the following element is
already generic:
Z =

V1 V1 ... Vm W1 W1 ... Wn
1 0 . . . 0
0 1 . . . 0
. . . . .
.
0 1 . . . 0
1 0 . . . 0

Here there are pi (resp. qi) columns corresponding to Vi (resp. Wi), and we put
the ones diagonally in the first (resp. second) block starting from the top left
(resp. bottom left) until we reach the bottom or right (resp. top or right) edge of
the block. The arrangement of ones corresponds to stopping under condition (a)
or (b). Now using the action of U ′, if two ones are in the same row corresponding
to the columns of Vi and Wj, and HomQ(Wj, Vi) 6= 0, then we can cancel the 1 in
the column of Wj. This corresponds to stopping under condition (c).
Chapter 5
Singularities of zero sets of semi-invariants
The study of zero sets of semi-invariants for quivers has been initiated in [17],
and has been intensively investigated later in several articles. In particular [49]
shows that the nullcone for prehomogeneous dimension vectors is an irreducible
complete intersection if the dimension vector is not “too small”. Bounds have
been given for tame quivers in [50]. In Section 5.1 we state analogous results
concerning whether the nullcone is reduced (Theorem 5.1.7 and Theorem 5.1.10).
Clearly, results about the nullcone are valid for the zero set of an arbitrary set of
fundamental semi-invariants. We note that such questions have been investigated
also outside the quiver setting (for example, see [38]).
In Section 5.2 we use b-functions and give some results on whether zero
sets have rational singularities. This is based on the calculation of b-functions
(of several variables) from our previous sections. We note that zero sets often
turn out to be orbit closures (see [44, 45]) and the hypersurface case corresponds
to codimension 1 orbits if the dimension vector is not “too small” (see [48]).
In the latter case the results are sharper and we prove that for Dynkin quivers
codimension 1 orbits have rational singularities (Theorems 5.2.4 for Dynkin and
see 5.2.6 for extended Dynkin quivers). Such questions about the geometry of
orbit closures have been thoroughly investigated before, for instance, it is known
that for quivers of type A,D all orbit closures have rational singularities by [7, 8].
For zero sets of more semi-invariants, we establish an elementary link be-
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tween the b-function of several variables and the Bernstein-Sato polynomial of an
ideal (Proposition 5.2.1). Then we state Lemma 5.2.10 and exhibit how it can be
used in Example 5.2.11. Lastly, we state Theorem 5.2.12 involving some special
semi-invariants for tree quivers.
5.1 On the reduced property of the nullcone
Let k be an algebraically closed field, Q a quiver without oriented cycles with
n = |Q0| vertices, and α a dimension vector.
We investigate the geometry of the nullcone for the action of SL(α), that is,
the the set of common zeros of all semi-invariants of positive degree:
Z(Q,α) = {X ∈ Rep(Q,α) : f(X) = 0, for all non-constant f ∈ SI(Q,α)}.
Throughout we assume that α is a prehomogeneous dimension vector .
Without loss of generality, we assume α is a sincere dimension vector, that is,
αx > 0 for all x ∈ Q0. Denote by T the generic representation, and write
T = T⊕λ11 ⊕· · ·⊕T⊕λmm , where the Ti are pairwise non-isomorphic direct summands.
Take the simple objects Sm+1, . . . , Sn in the right perpendicular category
T⊥. By Theorem 2.3.3 the nullcone can be described as follows:
Z(Q,α) = {X ∈ Rep(Q,α) | Hom(X,Sj) 6= 0, for all j = m+ 1, . . . , n}.
It is shown in [49] that there is a large enough number N = N(Q), such that
if c ≥ N(Q) then Z(Q, c·α) is irreducible and a set-theoretic complete intersection.
By [50], for tame quivers we have more precise control over N . Namely, the
nullcone is a complete intersection for N(Q) and irreducible for N(Q) + 1 where
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N(Q) =

1 if Q = An or A˜n,
2 if Q = Dn,E6,E7 or E8,
3 if Q = D˜n, E˜6, E˜7 or E˜8.
(5.1)
To discuss geometric properties of the nullcone we need to first introduce
some tools. We follow much of the notation introduced in [48, 44].
Let Y be a representation satisfying
Ext(T, Y ) = 0.
We denote by trY the trace of T in Y , that is, the sum of all the images of
all maps from T to Y , and let Y = Y/ trY . Then it is easy to see that Y ∈ T⊥.
Next, we recall a construction of Bongartz [9]. Let kQ be the path algebra
of Q, viewed as a projective representation of Q. Let µi = dim Ext(Ti, kQ),
i = 1, . . . ,m. Then there is an exact sequence
0→ kQ→ T˜ → T → 0
such that the induced map
Hom(Tl,⊕mi=1T µi)→ Ext(Tl, kQ)
is surjective for all l = 1, . . .m. This defines T˜ up to isomorphism, and T ⊕ T˜
is a tilting module, so it has n pairwise distinct indecomposable summands and
Ext(T ⊕ T˜ , T ⊕ T˜ ) = 0. There are n − m non-isomorphic summands of T˜ and
denote them by Tm+1, . . . , Tn. We have the following
Proposition 5.1.1 ([48, 61]). The representations Tm+1, . . . , T n are representa-
tives for the indecomposable projective objects in T⊥.
We order Tm+1, . . . , T n so that they are the projective covers of Sm+1, . . . , Sn,
respectively.
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For a representation A = Bb11 ⊕ · · · ⊕ Bbtt , where Bi are pairwise non-
isomorphic indecomposables, and the bi are positive integers, we denote by add(A)
the full subcategory of Rep(Q) whose objects are representations Y such that
Y ∼= Bc11 ⊕ · · · ⊕Bctt , where the ci are non-negative integers.
Now we recall a construction from [48]. For every j = m+ 1, . . . , n we have
an exact sequence
0→ Tj → T++j → Zj → 0, (5.2)
where the first map is a source map, and T++j is a representation in add(T ).
Denote Z = T1 ⊕ · · · ⊕ Tm ⊕ Zm+1 · · · ⊕ Zn. We have the following lemma (see
[44, 48]):
Lemma 5.1.2. The following hold:
(a) Z is a tilting module, that is, Ext(Z,Z) = 0.
(b) dim Ext(Zj, Sk) = dim Hom(T j, Sk) = dim Hom(Tj, Sk) = δjk, where j, k ∈
{m+ 1, . . . , n}.
(c) Hom(Z, Sk) = 0, where k ∈ {m+ 1, . . . , n}.
Definition 5.1.3. We say X ∈ Z(Q,α) satisfies the independent gradient condi-
tions if we have:
(a) dim Hom(X,Sj) = 1, for any j = m+ 1, . . . n,
(b) For any k = m+ 1, . . . , n there exists an exact sequence
0→ X → Yk → X → 0
such that dim Hom(Yk, Sj) = 2 − δjk for j = m + 1, . . . , n , where δ is the
Kronecker delta.
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Using [51, Corollary 7.4] together with the Serre’s Criterion (see for example
[25, Theorem 18.15]) we have the following (see also [6, Proposition 4.6]):
Proposition 5.1.4. Assume the nullcone Z(Q,α) is a set-theoretic complete in-
tersection. Then Z(Q,α) is reduced iff each of its irreducible components contains
a representation satisfying the independent gradient conditions (5.1.3).
We define the following open subsets of Z(Q,α):
Z ′(Q,α) = {X ∈ Z(Q,α) : Ext(T,X) = Ext(X,T ) = 0},
H(Q,α) = {X ∈ Rep(Q,α) : dim Hom(X,Sj) = 1, for all j = m+ 1, . . . n}.
By the independent gradient conditions (5.1.3), if H(Q,α) = ∅, then Z(Q,α) is
not reduced. Now we are ready to prove our first result about reduced property
of the nullcone:
Theorem 5.1.5. Assume that Z ′(Q,α) is not empty. Then the nullcone Z(Q,α)
is reduced, irreducible and a complete intersection.
Proof. By [49, Proposition 3.7], we know already that Z(Q,α) is irreducible and
a complete intersection. The set H(Q,α) ∩ ET is open in Z(Q,α) and non-
empty. We prove that any element in H(Q,α)∩ET also satisfies the independence
condition (5.1.3 b). So take an arbitrary X ∈ H(Q,α) ∩ ET and write
X ∼= X˜ ⊕
n⊕
j=m+1
Z
aj
j ,
where X˜ and Z have no common indecomposable summands. By [44, Proposition
3.14], we have a minimal projective resolution of X in T⊥ of the form
0→
⊕
j∈J
T j →
n⊕
j=m+1
T j → X → 0,
where J ⊂ {m + 1, . . . , n}. Moreover, aj = 0 if j ∈ J , and aj = 1, if j ∈ J c,
where J c denotes the complement of J in {m+ 1, . . . , n}. We construct the exact
sequences as in (5.1.3 b) by considering two cases, whether k ∈ J or k ∈ J c.
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First, let k ∈ J c. Consider the composite map φ : Tk → T k → X where
the first map is the projection Tk → Tk/ trTk and the second is from the minimal
resolution of X. Applying Hom(−, Sk) to the minimal resolution, together with
Lemma 5.1.2 we have the induced isomorphisms of 1-dimensional spaces
Hom(X,Sk) ∼= Hom(T k, Sk) ∼= Hom(Tk, Sk) ∼= Ext(Zk, Sk). (5.3)
Consider the following diagram
0 // Tk //
φ

T++k
//

Zk // 0
0 // X // Uk // Zk // 0
where the second row is the push-out of the first via φ. Take j ∈ {m+1, . . . , n}, j 6=
k. Applying Hom(−, Sj) to the second exact sequence, the induced long exact
sequence together with Lemma 5.1.2 gives
dim Hom(Uk, Sj) = dim Hom(X,Sj) = 1.
On the other hand, applying Hom(−, Sk) we get the exact sequence
0→ Hom(Uk, Sk)→ Hom(X,Sk)→ Ext(Zk, Sk),
where, by construction, the last map is the composition of isomorphisms in (5.3).
Hence Hom(Uk, Sk) = 0, so we have dim Hom(Uk, Sj) = δjk, where j ∈ {m +
1, . . . , n}.
Now applying Hom(Zk,−) to the exact sequence
0→ trX → X → X → 0
we get Ext(Zk, X) ∼= Ext(Zk, X), since trX ∈ add(Z) by [44, Proposition 3.9].
Hence can we lift (uniquely) the exact sequence with middle term Uk and get the
following exact diagram:
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0

0

trX

trX

0 // X //

Vk //

Zk // 0
0 // X

// Uk

// Zk // 0
0 0
Applying Hom(−, Sj) for j = m+1, . . . , n to the middle column we get that
dim Hom(Vk, Sj) = dim Hom(Uk, Sj) = δjk. By Lemma 5.1.2 Hom(Z, Sj) = 0, so
dim Hom(X,Sj) = dim Hom(X˜, Sj) = 1. Hence if we put
Yk = Vk ⊕ X˜ ⊕
⊕
j∈Jc\{k}
Zj
we have an exact sequence
0→ X → Yk → X → 0
satisfying the independence condition (5.1.3 b).
Now we consider the second case, when k ∈ J . Denote
Qk =
⊕
j∈J\{k}
T j and Rk =
n⊕
j=m+1
j 6=k
T j.
Let ψ denote the injective map of the minimal projective resolution of X in
T⊥, so ψ : Qk ⊕ T k → Rk ⊕ T k. Consider the following commutative diagram
0 // Qk ⊕ T k
(I0) //
ψ

Qk ⊕ T k ⊕Qk ⊕ T k (0 I) //
ψk

Qk ⊕ T k //
ψ

0
0 // Rk ⊕ T k
(I0) // Rk ⊕ T k ⊕Rk ⊕ T k (0 I) // Rk ⊕ T k // 0
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where the map ψk : Q
2
k ⊕ T
2
k → R2k ⊕ T
2
k is obtained from ψ ⊕ ψ by adding
the identity map from the second copy of T k to the first copy of T k. Denote
Wk = cokerψk. By the snake lemma, ψk is injective and we have an exact sequence
0→ X → Wk → X → 0.
Moreover, applying Hom(−, Sj) to the (non-minimal) projective resolution ψk :
Q2k⊕T
2
k → R2k⊕T
2
k, we have that dim Hom(Wk, Sj) = 2−δjk, for j = m+1, . . . , n.
Now we pull-back the sequence above via the map X  X to get the following
diagram
0

0

trX

trX

0 // X //W ′k //

X //

0
0 // X //Wk //

X //

0
0 0
Applying Hom(−, Sj) to the middle column, we see that dim Hom(W ′k, Sj) =
dim Hom(Wk, Sj) = 2− δjk, where j = m+ 1, . . . , n.
Now the surjection X  X gives a surjective map Ext(X,X) Ext(X,X),
hence we can lift the sequence 0 → X → W ′k → X → 0 to a sequence 0 → X →
Yk → X → 0. As before, from the sequence 0 → trX → Yk → W ′k → 0 we
see that dim Hom(Yk, Sj) = dim Hom(W
′
k, Sj) = 2− δjk, where j = m + 1, . . . , n,
giving the desired property.
We can conclude a fortiori that for a reduced nullcone we have:
Corollary 5.1.6. The set H(Q,α)∩Z ′(Q,α) is contained in the smooth locus of
Z(Q,α), which in turn is contained in H(Q,α).
We also deduce the following result:
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Theorem 5.1.7. Let T1, . . . , Tm be pairwise non-isomorphic indecomposables in
Rep(Q) such that Ext(Ti, Tj) = 0, for any i, j ≤ m. Then there is a positive integer
N such the nullcone Z(Q,α) is reduced, irreducible and a complete intersection
for any dimension vector α = λ1 · d(T1) + · · · + λm · d(Tm) with λi ≥ N for
i = 1, . . . ,m.
Proof. If we pick N to be large enough, the set Z ′(Q,α) is not empty by [49,
Corollary 3.4] or by [44, Proposition 4.7].
Remark 5.1.8. One can give the following short proof of the theorem above. If
we allow N to be large enough so that α− d(T++m+1)− · · · − d(T++n ) is a dimension
vector, then there is an element of the form Zm+1⊕Tm+1⊕· · ·⊕Zn⊕Tn⊕T ′ that
lies inH(Q,α)∩Z ′(Q,α), where T ′ ∈ addT . Moreover, one can easily see that the
independence condition (5.1.3 b) is also satisfied by using the just the sequences
(5.2). However, this condition is cruder than the condition Z ′(Q,α) 6= ∅.
Remark 5.1.9. Hence we can conclude that if α is not “too small”, then the semi-
invariants cSm+1 , . . . , cSn form a regular sequence and generate a prime ideal in
k[Rep(Q,α)]. In fact, these properties hold for an arbitrary field k (being geomet-
rically reduced and irreducible). This is because the semi-invariants cSm+1 , . . . , cSn
are defined over any field k (not necessarily algebraically closed) by construc-
tion, since the representations Si themselves are (dimSk are real Schur roots), cf.
[32, 62].
For finite/tame quivers, one can give more precise information onN . Bounds
for a condition similar to Z ′(Q,α) 6= ∅ have been investigated previously in [44].
So for Dynkin quivers N can be taken to be N(Q) + 1 as in (5.1). Also, for
extended Dynkin quivers similar bounds have been announced in [45, Remark
6.7].
However, for Dynkin quivers we show by a different reasoning that for the
nullcone to be reduced we only need N = N(Q). We keep the usual notation.
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Theorem 5.1.10. Let Q we a Dynkin quiver and set N(Q) = 1, if Q is of type
A, and N(Q) = 2 otherwise. If λi ≥ N(Q) for all i = 1, . . . ,m , then the nullcone
Z(Q,α) is reduced and a complete intersection.
Proof. The bounds from (5.1) imply that the nullcone is a set-theoretic complete
intersection. Hence it is enough to verify the independent gradient conditions
(5.1.3). We are going to prove the result for arbitrary zero sets of semi-invariants
Z(cSi1 , . . . , cSik ), ij ∈ {m+1, . . . , n}, for j = 1, . . . , k , by induction on the number
of semi-invariants k ≤ n −m. If k = 0 there is nothing to prove. For simplicity,
we can assume ij = j and denote fj = cSj , j = 1, . . . , k. Now take any irreducible
component of Z := Z(f1, . . . , fk), which, since Q is of finite type, is the closure
of the orbit of a representation, say X. Take l = 1, . . . , k arbitrary and look
at the zero-set Zl = Z(f1, . . . , fl−1, fl+1, . . . fk). Since the zero-sets are complete
intersections, dimZl = dimZ + 1. Hence there is an irreducible component of Zl
which is the closure of an orbit, say Xl, so that X is a minimal degeneration of
Xl. By Lemma 2.3.1 we can write
X ∼= Al ⊕Bl ⊕ Yl and Xl ∼= Cl ⊕ Yl
such that Al, Bl are indecomposables and there is an exact sequence 0 → Al →
Cl → Bl → 0. By the induction hypothesis, Xl satisfies the independent gra-
dient condition (5.1.3 a), hence dim Hom(Xl, Sj) = Ext(Xl, Sj) = 1 − δjl, for
j = 1, . . . , k. This implies that Hom(Yl, Sl) = Hom(Cl, Sl) = Hom(Bl, Sl) =
Ext(Yl, Sl) = Ext(Cl, Sl) = Ext(Al, Sl) = 0, dim Hom(X,Sl) = dim Hom(Al, Sl) =
dim Ext(Bl, Sl) > 0.
Now assume that X does not satisfy the first independent gradient con-
dition (5.1.3 a), hence we assume WLOG that dim Hom(X,S1) > 1. Then
dim Hom(A1, S1) = Ext(B1, S1) > 1, hence A1 and B1 are not direct summands
of Xl or Yl, for any l = 1, . . . , k. Suppose A1 ∼= Bl, for some l > 1. Then the
sequence 0→ Al → Cl → Bl → 0 gives dim Hom(Cl, S1) = dim Hom(A1, S1) > 1,
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which again is a contradiction. Hence Al ∼= A1, Bl ∼= B1, hence also Yl ∼= Y1 for
all l = 1, . . . , k. So put A := A1, B := B1, Y = Y1. Summarizing, X must be of
the form
X ∼= A⊕B ⊕ Y,
with A,B indecomposables together with exact sequences 0→ A→ Cl → B → 0,
for l = 1, . . . , k.
Now we also see that Ext(A, Y ) = Ext(Y,A) = Ext(B, Y ) = Ext(Y,B) =
Ext(Y, Y ) = Ext(A,B) = 0. Indeed, suppose, for example, that we have a non-
trivial exact sequence 0→ A→ U → Y → 0. Then X is a degeneration of U⊕B,
hence U⊕B is not an element in Z. But dim Ext(U⊕B, Sj) = dim Ext(B, Sj) > 0,
for any j = 1, . . . , k, which implies U ⊕ B ∈ Z, a contradiction. This proves
Ext(Y,A) = 0, and the other claims are analogous. Summarizing, we have k =
dim Ext(X,X) = dim Ext(B,A) > 0.
Next, we claim that Y ∈ add(T ). Since Q is Dynkin, using that an indecom-
posable has no self-extensions, we see from Lemma 2.3.1 that we can reach T from
X by a sequence of minimal degenerations given by short exact sequences. How-
ever, since Ext(A, Y ) = Ext(Y,A) = Ext(B, Y ) = Ext(Y,B) = Ext(Y, Y ) = 0,
Y is going to remain fixed in this sequence of short exact sequences. Hence
when we reach T , we get that Y is a direct summand of T , so we can write
Y = T β11 ⊕ · · · ⊕ T βmm , with 0 ≤ βi ≤ λi, for i = 1, . . . ,m. Also d(A) + d(B) =
(λ1 − β1)d(T1) + · · ·+ (λm − βm)d(Tm).
If Q is of type A, the dimension of the space of maps between any two
indecomposables is at most 1, contradicting dim Hom(A, S1) > 1. Hence we may
assume N(Q) = 2. Then we claim that βi ≥ 1, for all i = 1, . . . ,m. Assume the
contrary, say β1 = 0. Then 〈d(A)+d(B), d(A)+d(B)〉 ≥ λ21 dim Hom(T1, T1) ≥ 4.
On the other hand, we also have 〈d(A) + d(B), d(A) + d(B)〉 = 2 + 〈d(A), d(B)〉+
〈d(B), d(A)〉, hence the inequality 〈d(A), d(B)〉 + 〈d(B), d(A)〉 ≥ 2. We claim
that this is impossible for Dynkin quivers. Indeed, we can use reflection functors
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(see [3]) to reduce to the case when A ∼= Sx is a simple corresponding to a
vertex x. Then B is not isomorphic to the simple Sx, and the value becomes
〈d(Sx), d(B)〉+ 〈d(B), d(Sx)〉 = 2 dimB(x)− dimB(y1)− · · · − dimB(yi), where
yi are all the neighbors of x. But for Dynkin quivers this value is known to be
smaller than 2 (see [52, (4) on Page 4]). Hence βi ≥ 1, for all i = 1, . . . ,m.
Since Ext(A, Y ) = Ext(Y,A) = Ext(B, Y ) = Ext(Y,B) = 0, this implies that
X ∈ Z ′(Q,α), which is a contradiction, by Proposition 5.1.4. Hence X satisfies
the first independent gradient condition (5.1.3 a), that is, dim(X,Sj) = 1, for
j = 1, . . . , k.
Now we show that X satisfies the independence condition (5.1.3 b). Take
the exact sequences 0→ Al → Cl → Bl → 0 as before. These induce sequences
0→ X → X ⊕Xl → X → 0
that satisfy the second indenpendent gradient condition, since dim Hom(X ⊕
Xl, Sj) = 2 − δjl, where j = 1, . . . , k. Hence each irreducible component of Z
is reduced, finishing the inductive step.
Remark 5.1.11. We note that for type A quivers the above result also follows
from [37], as the fact that (in characteristic 0) the nullcone has rational singular-
ities (see Section 5.2).
The following example shows that the nullcone of a Dynkin quiver is not
always reduced.
Example 5.1.12. Let Q be E8 with the following orientation and dimension
vector:
3

2 // 4 // 7 4oo 3oo 2oo 1oo
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The decomposition of the generic representation is as follows:
3
2 4 7 4 3 2 1
=
1
0 1 2 1 1 1 1
⊕ 1
1 2 3 2 1 1 0
⊕ 1
1 1 2 1 1 0 0
.
The simples in the right orthogonal category are the following:
0
0 0 1 1 1 1 1
,
1
0 1 2 1 1 1 0
,
0
1 1 1 0 0 0 0
,
1
0 0 1 1 0 0 0
,
0
0 1 1 1 1 0 0
.
A routine computation shows that the nullcone consists of 9 irreducible
components, each the closure of one of the following representations:
N1 =
0
0 0 1 0 0 0 0
⊕ 3
2 4 6 4 3 2 1
N2 =
1
0 0 1 1 0 0 0
⊕ 0
0 0 1 1 1 0 0
⊕ 1
0 1 1 0 0 0 0
⊕ 0
1 1 1 0 0 0 0
⊕ 1
1 2 3 2 2 2 1
N3 =
0
1 1 1 0 0 0 0
⊕ 0
0 0 1 1 1 1 1
⊕ 1
0 1 2 1 0 0 0
⊕ 2
1 2 3 2 2 1 0
N4 =
1
0 0 1 1 0 0 0
⊕ 0
0 0 1 1 1 1 1
⊕ 0
0 1 1 0 0 0 0
⊕ 1
1 1 2 1 1 1 0
⊕ 1
1 2 2 1 1 0 0
N5 =
1
0 0 1 0 0 0 0
⊕ 0
0 0 1 1 1 1 1
⊕ 0
0 1 1 1 1 0 0
⊕ 0
1 1 1 0 0 0 0
⊕ 2
1 2 3 2 1 1 0
N6 =
1
0 0 1 1 0 0 0
⊕ 0
0 0 1 0 0 0 0
⊕ 0
0 0 1 1 1 1 0
⊕ 1
0 1 1 0 0 0 0
⊕ 0
1 1 1 0 0 0 0
⊕
1
1 1 2 1 1 1 1
N7 =
1
0 0 1 1 0 0 0
⊕ 0
0 0 1 1 1 1 1
⊕ 0
0 1 1 1 1 0 0
⊕ 1
0 1 2 1 1 1 0
⊕ 0
1 1 1 0 0 0 0
⊕
1
1 1 1 0 0 0 0
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N8 =
0
1 1 1 0 0 0 0
⊕ 0
0 0 1 1 0 0 0
⊕ 2
1 2 4 3 3 2 1
⊕ 1
0 1 1 0 0 0 0
N9 =
1
0 0 1 1 0 0 0
⊕ 0
0 0 1 1 1 1 1
⊕ 1
0 1 2 1 1 0 0
⊕ 0
1 1 1 0 0 0 0
⊕ 1
1 2 2 1 1 1 0
If we look at the first component N1, we see that indeed the nullcone is not
reduced, since
dim Hom
 0
0 0 1 0 0 0 0
,
1
0 1 2 1 1 1 0
 = 2,
contradicting the independent gradient condition (5.1.3 a). We also note that the
nullcone is a set-theoretic complete intersection, since the codimension of each
component is dim Ext(Ni, Ni) = 5, for all i = 1, . . . , 9.
5.2 Bernstein-Sato polynomials and rational singularities of zero sets
In this section, we will work over the complex field k = C. Let G be a connected
reductive group acting rationally on a prehomogeneous vector space V , k[V ] the
polynomial ring and DV the ring of differential operators on V .
Consider a tuple of semi-invariants f = f1, . . . , fr in k[V ]. Denote by
e1, . . . , er the standard basis for Zr, and put e = e1 + · · · + er. Let s1, . . . , sr
be independent variables, and put s = s1 + · · ·+ sr.
The first result of this section is a link between b-function of several variables
bm(s) (see (1.4)) and bf (s) (Definition 1.3.1), beyond the case r = 1 when the two
notions coincide. For cˆ ∈ Zr with |cˆ| = 1, define cˆ+ ∈ Nr by cˆ+i := max{ci, 0} and
cˆ− := cˆ− cˆ+, and denote by bcˆ ∈ k[s1, . . . , sr] the polynomial
bcˆ := bcˆ+(s+ cˆ
−) · cˆs.
Let B˜ be the ideal generated by polynomials bcˆ, where cˆ runs over the
elements in Zr with |cˆ| = e · cˆ = 1.
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Proposition 5.2.1. There exists a polynomial in B˜ depending only in s = s1 +
· · ·+ sr; let b˜(s) be such of lowest degree. We have bf (s) | b˜(s).
Proof. The second part of the proposition follows from
r∏
i,ci<0)−
f−cii
r∏
i,ci>0)+
f ∗cii · cˆs
r∏
i=1
f si+cii = bcˆ ·
r∏
i=1
f sii .
Put L = {γ1, . . . , γN} ∪ {e1, . . . , er}. Choose arbitrary elements l1, . . . , lk ∈
L and u1, . . . , uk ∈ Q and take the ideal I = (l1 ·s+u1, . . . , lk ·s+uk), and assume
I is a proper ideal. Since B˜ is finitely generated, in order to prove the first part
of the proposition, it is enough to show that if B˜ ⊂ I, then e ∈ spanQ{l1, . . . , lk}.
WLOG, we can assume that for any l ∈ L with l ∈ spanQ{l1, . . . , lk} we have
l ∈ {l1, . . . , lk}. Arguing by induction on r, we can further assume WLOG that
there are no basis elements ei among the vectors l1, . . . , lk. Then, we show that
in fact e ∈ spanQ≥0{l1, . . . , lk}. Assuming the contrary, there exists by Farkas’
lemma a vector cˆ ∈ Zr such that e · cˆ > 0, and li · cˆ < 0, for all i = 1, . . . , k. Since
li ∈ Nr, we can, by possibly scaling and decreasing the entries of cˆ, find a vector
cˆ ∈ Zr with e · cˆ = 1 and maxi{li · cˆ} arbitrary small. Hence, looking at largest
constant terms of the factors in (1.5) we can find cˆ such that none of the forms
l1 · s+ u1, . . . , lk · s+ uk is a factor of bcˆ, which gives bcˆ /∈ I, a contradiction.
Remark 5.2.2. As we mentioned in Chapter 1, the b-function of several variables
has been generalized to the case of arbitrary (not necessarily semi-invariant) poly-
nomials. Proposition 5.2.1 can be adapted to this setting as well. In particular,
this gives another proof for the existence of bf (s) and rationality of its roots (see
[14]). However, in general b˜(s) 6= bf (s), moreover b˜(s) may have positive roots
(see Example 5.2.13).
As before, let Q be a quiver with n vertices, α a prehomogeneous dimension
vector with generic representation T = T⊕λ11 ⊕ · · · ⊕ T⊕λmm . Let r = n −m, and
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Sm+1, . . . , Sn the simple objects in T
⊥ with dimension vectors β1, . . . , βr, respec-
tively. For a fixed tuple m ∈ Nr, denote by bα the b-function of several variables
bm(s) of the semi-invariants cSm+1 , . . . , cSn . Let c be the Coxeter transformation.
We assume throughout that c(α) ∈ Nn. In this setting Theorem 3.2.1 gives
bα = bc(α)
∏
x∈Q0
[s]β
1
x,...,β
r
x
αx
[s]
β1x,...,β
r
x
c(α)x
. (5.4)
Put S := Si for some i ∈ {m+1, . . . , n} and β its dimension vector. Follow-
ing [48], we call α an S-stable dimension vector if T++i is a direct summand of T
(see (5.2)). By [48], in such case the zero set Z(cS) is the closure of a codimension
1 orbit. Let τ be the Auslander-Reiten translation (see Section 2.2).
Proposition 5.2.3. Assume α is S-stable and c(α) is τS-stable (assume S is not
projective). Then Z(cS) has rational singularities iff Z(cτS) has rational singular-
ities.
Proof. By (5.4) and Theorem 1.3.2, we see that it is enough to show that α ≥ β
and c(α) ≥ β. Since α is S-stable, we have the composite of injective maps
Ti ↪→ T++i ↪→ T and surjective maps Ti  T i  Si, we get α ≥ β. Since
S ∈⊥(τT ) and c(α) is τS-stable we get dually that c(α) ≥ β.
Note that if S is projective, we reduce as in Theorem 3.2.2 part (b) using
reflection functors to the case when S is simple, and we obtain the root −1 of the
b-function. Hence
Theorem 5.2.4. If Q is a Dynkin quiver, then all codimension 1 orbits in Rep(Q,α)
have rational singularities.
Proof. By [48], for Dynkin quivers all dimension vectors are stable.
Remark 5.2.5. As mentioned before, it is known that all orbit closures of Dynkin
quiver of type A and D have rational singularities. For type A quivers, the roots
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of the b-functions corresponding to codimension 1 orbit closures are all integers
(see the computations in [66] or Chapters 3, 4), while for type D they can be
half-integers (Chapters 3, 4). We know that the global b-function is the same as
the local b-function at 0, by Corollary 1.2.2. By [43, Theorem 1.4] orbit closures in
these cases are hypersurfaces if and only if they are local hypersurfaces at 0, and
this is a property preserved by smooth morphisms. We conclude that the types
of singularities of orbit closures of type A and those of type D are not equivalent.
Theorem 5.2.6. Let Q be an extended Dynkin quiver, T1, . . . , Tm be pairwise non-
isomorphic indecomposables in Rep(Q) such that Ext(Ti, Tj) = 0, for any i, j ≤ m.
Then there is a positive integer N such that all codimension 1 orbits in Rep(Q,α)
have rational singularities, for any dimension vector α = λ1·d(T1)+· · ·+λm·d(Tm)
with λi ≥ N for i = 1, . . . ,m.
Proof. By Theorem 3.2.5 we can compute the b-function using (5.4) in a finite
number of steps, and for large enough N the dimension vectors are stable.
Based on this, we make the following
Conjecture 1. Corollary 5.2.6 is true for any quiver Q.
Now we illustrate how Proposition 5.2.1 can be used to determine the prop-
erty of having rational singularities for nullcones. Assume the b-function of several
variables b(s) (we suppress the index m) is of the form
b(s) =
r∏
i=1
[s]e
i
di
N∏
j=1
[s]γ
j
aj ,bj
, (5.5)
where di ∈ N and for all j = 1, . . . , N we have aj, bj ∈ N, γj ∈ Nr with e · γj ≤ aj.
Remark 5.2.7. For example, if Q is Dynkin and the multiplicities λi ≥ N(Q)+1
for i = 1, . . . ,m, then the b-function of several variables always looks as above
(5.5). The only thing left to see is that e · γj ≤ aj, for every j = 1, . . . , N . This
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follows from the formula (5.4), since the multiplicity condition implies Z ′(Q,α)) 6=
∅ by [44], while this in turn implies that dimα ≥ β1 + · · ·+βr by [49, Lemma 3.6].
Generalizing the case of 1 semi-invariant, we conjecture that the condition
e · γj ≤ aj on b-functions of several variables of semi-invariants of more general
prehomogeneous vector spaces implies rational singularities of their zero sets.
Definition 5.2.8. We say an element z ∈ Z(B˜) is good, if either z = −e or
e · z < −r.
Proposition 5.2.9. Suppose Z = Z(f1, . . . , fr) is a reduced complete intersection
and all elements in Z(B˜) are good. Then Z has rational singularities.
Proof. Localizing B˜ at z = −e and looking at the elements bei for i = 1, . . . , r, we
see that the conditions e ·γj ≤ aj imply that −r is a root of b˜(s) with multiplicity
1. Hence the largest root of the polynomial b˜(s)/(s+ r) is smaller than −r, so we
conclude by combining Theorem 1.3.2 and Proposition 5.2.1.
Put L := {γ1, . . . , γN} ∪ {e1, . . . , er}. Set Γ = L\{e1, . . . , er}, and for each
i ∈ {1, . . . , r}, let Γi := {j ∈ {1, . . . , N} : γji > 0, γj ∈ Γ}.
Lemma 5.2.10. Using the notation above, we have the following reduction tech-
niques:
(a) Assume there exists I = {i1, . . . , ik} ⊂ {1, . . . , r} with the property that for
any (j1, . . . , jk) ∈ Γi1 × · · · × Γik there exists (u1, . . . , uk) ∈ Qk+ such that∑
i∈{j1,...,jk}
uiγ
ji = e and
∑
i∈{j1,...,jk}
ui(ai + 1) > r. Assume further that for any
i ∈ I, all z ∈ Z(B˜) with zi ≤ −1 are good. Then all the elements in Z(B˜)
are good.
(b) Assume there exists J = {j1, . . . , jk} ⊂ {1, . . . , r} such that e /∈ EJ :=
spanQ+ Γ+spanQ{ej1 , . . . , ejk}, and suppose J is maximal with this property.
Write J c = J+ ∪ J− with J+ = {i ∈ J c : e ∈ EJ + Q+ · ei} and J− = {i ∈
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J c : e ∈ EJ + Q− · ei}. Then for any z ∈ Z(B˜), there is an element i ∈ J c
such that if i ∈ J+ then zi ∈ Z<0, and if i ∈ J− then zi ∈ N.
Proof. (a) Take an element z ∈ Z(B˜) such that zi > −1, for all i ∈ I. We see
that for j = 1, . . . , k the linear factors of beij (s) involve the vectors from
{eij} ∪ Γij . Hence z is a root of a linear factor of beij (s) involving a vector
from Γij , for each j = 1, . . . , k. But then the condition
∑
i∈{j1,...,jk}
ui(ai+1) > r
implies that e · z < −r, so z is good.
(b) Take an element z ∈ Z(B˜). As in the proof of Proposition 5.2.1, there exists
c ∈ Zr such that e · c = 1, cji = 0, for i = 1, . . . , k, and maxγ∈Γ{γ · c} is
arbitrary small. It is immediate that if i ∈ J+, then ci > 0, and if i ∈ J−,
then ci < 0. Since z is a root of bc, it follows that there is an element i ∈ J c
such that z is the root of a form involving a term ei, hence the conclusion.
Example 5.2.11. Take the following E6 quiver and dimension vector:
n+m

n // 2n+m // 2n+m 2n+moo noo
The generic representation is T = T⊕m1 ⊕ T⊕n2 , where T1 =
1
0 1 1 1 0
, T2 =
1
1 2 2 2 1
. The simples in the right perpendicular category T⊥ are the indecom-
posables with dimension vectors:
1
1 1 1 0 0
,
1
0 0 1 1 1
,
0
0 1 1 1 1
,
0
1 1 1 1 0
.
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By Theorem 5.1.10, if n,m ≥ 2 the nullcone is reduced and a complete
intersection. Using (5.4) repeatedly we obtain the b-function of several variables:
b(s) = [s]1000n+m · [s]0100n+m · [s]0010n · [s]0001n · [s]0011n,2n+m · [s]0110n+m,2n+m · [s]1001n+m,2n+m.
We want to show that for n,m ≥ 2, each element in z ∈ Z(B˜) is good. We see that
Lemma 5.2.10 (a) applies with I = {1, 2} and we have (n+m+1)+(n+m+1) > 4.
Hence we can assume one of the 2 possibilities: z1 ≤ −1 or z2 ≤ −1. We consider
the first case (the latter is analogous), put z1 = −k1, with k1 ≥ 1, (moreover, we
can assume k1 ≤ d1 = n+m). Then put z′ = (z2, z3, z4) and evaluating s1 = −k1
we consider the b-function of several variables
b1 = [s]
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n+m · [s]010n · [s]001n · [s]011n,2n+m · [s]110n+m,2n+m · [s]001n+m−k1,2n+m−k1 .
If B˜1 is the ideal associated to b1, then z
′ ∈ Z(B˜1). Now we can apply Lemma
5.2.10 (b) with J = ∅. Then J+ = {1, 3} and J− = {2}. Hence we have another
3 possibilities. Assume first that z′3 = −k2, with k2 ≥ 1 (the case of 1 ∈ J+ is
analogous). This leads to
b2 = [s]
10
n+m · [s]01n · [s]01n−k2,2n+m−k2 · [s]11n+m,2n+m.
Let z′′ = (z′1, z
′
2). Again, Lemma 5.2.10 (a) can be applied with I = {1}, since we
have n + m + 1 > 2. Hence we can assume z′′1 = −k3, 1 ≤ k3 ≤ n + m. Then we
are left with b3 = [s]
1
n · [s]1n−k2,2n+m−k2 · [s]1n+m−k3,2n+m−k3 . Hence for the last choice
k4 ≥ min{1, n − k2 + 1}. Hence e · z = −k1 − k2 − k3 − k4 ≤ −4, with equality
only for z = −e, hence z is good.
Now we return to b1 and we are left with the case 2 ∈ J−, so put z′2 = k2,
with k2 ≥ 0. Due to the previous discussion we can assume that z′1 > −1 and
z′3 > −1. Hence we consider
b′2 = [s]
10
n+m · [s]01n · [s]01n+k2,2n+m+k2 · [s]10n+m+k2,2n+m+k2 · [s]01n+m−k1,2n+m−k1 .
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Put z′′ = (z′1, z
′
3). Since z
′′
1 > −1, we conclude that z′′ is not a root of (b′2)e1 ,
finishing this last case.
In conclusion, if n,m ≥ 2 the nullcone is a reduced complete intersection
with rational singularities. Note that if n,m ≥ 3, then it is the closure of an orbit.
Next, we state a result for tree quivers:
Theorem 5.2.12. Let Q be a tree quiver, α a dimension vector, and cW1 , cW2
two irreducible semi-invariants on Rep(Q,α) with d(Wi)x ≤ 1, for all x ∈ Q0.
Then the hypersurface Z(cWi) has rational singularities. Moreover, if either α or
d(W1)+d(W2) is prehomogeneous,, then for large enough N the zero-set Z(cW1 , cW2) ⊂
Rep(Q,N · α) has rational singularities.
Proof. The first part follows from computation of the b-function by Theorem 4.3.7
and the fact that cWi are irreducible.
For the second part, For the second part, the assumptions imply multiplicity-
freeness hence we can consider the b-function of 2 variables bm(s). Specializing
b(1,0)(s1, 0) and b(0,1)(0, s2), we see again by Theorem 4.3.7 that the set L of all
linear forms appearing in bm(s) are from L ⊂ {(1, 0), (0, 1), (1, 1)} and that the
constants ai, bi from (5.5) increase linearly in N . Hence we can apply Lemma
5.2.10 (a) with I = {1}, say, and for large enough N we obtain that all elements
in Z(B˜) are good.
Example 5.2.13. Here we give an example where Theorem 5.2.12 is not applica-
ble and show that b˜(s) can have positive roots already for 2 semi-invariants. We
continue Example 5.1.12 with the dimension vector
3n

2n // 4n // 7n 4noo 3noo 2noo noo
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Let S1 and S2 be the indecomposables
0
0 0 1 1 1 1 1
,
1
0 1 2 1 1 1 0
, respec-
tively. The b-function of 2 variables of cS1 , cS2 is
b(s) = [s]014n · ([s]01n,3n)2 · [s]012n,4n · [s]10n · [s]11n,4n · [s]124n,7n
It is easy to see that for any c ∈ Z2 with c1 + c2 = 1, we have that either
s1 +2s2 +4n+1 or s1 +s2−2n is a factor of bc(s). Hence (8n+1,−6n−1) ∈ Z(B˜)
and 2n is a root of b˜(s).
Remark 5.2.14. We point out that most of the results in this section are valid
over an arbitrary field k of characteristic 0. Consider the zero set Z = Z(f1, . . . , fr)
of some fundamental semi-invariants of a quiver Q with a prehomogeneous dimen-
sion vector α. Assume for simplicity that Z is reduced, irreducible with rational
singularities over C (hence by Remark 5.1.9 Z is irreducible, reduced over k).
We claim that Z has rational singularities also over k. One way we can see this
as follows. Since fundamental semi-invariants have linearly independent weights,
there exists a reductive group G, with SL(α) ⊂ G ⊂ GL(α), such that Z is the
nullcone for the action of G on Rep(Q,α). By [28], there exists a desingularization
Z ′ → Z, where Z ′ is the total space of a vector bundle on a flag variety. We note
that Z ′ → Z is defined already over Q. Moreover, in this situation the property
of rational singularities is equivalent to the vanishing of the cohomology of certain
vector bundles on this flag variety (see [72]). This is independent of the field, as
long as it is of characteristic 0.
Chapter 6
Bernstein-Sato polynomials for maximal minors and
sub-maximal Pfaffians
In [12] and [13], N. Budur posed as a challenge and reviewed the progress on the
problem of computing the b-function of the ideal of p × p minors of the generic
m×n matrix. We solve the challenge for the case of maximal minors, and we also
find the b-function for the ideal of 2n×2n Pfaffians of the generic skew-symmetric
matrix of size (2n+ 1)× (2n+ 1).
When m = n, I is generated by a single equation – the determinant of the
generic n× n matrix – and the formula for bI(s) is well-known.
The statement of the Strong Monodromy Conjecture of Denef and Loeser
[19] extends naturally from the case of one hypersurface to arbitrary ideals, and
it asserts that the poles of the topological zeta function of I are roots of bI(s).
When I = In is the ideal of maximal minors of (xij), the methods of [24] can be
used to show that the poles of the topological zeta function of I are −m,−m +
1, . . . ,−m+n−1, so our theorem implies that the Strong Monodromy Conjecture
holds in this case. If we replace I by the ideal Ip of p×p minors of (xij), 1 < p < n,
then it is no longer true that the roots of bIp(s) coincide with the poles of the zeta
function of Ip: as explained in [13, Example 2.12], a computer calculation of T.
Oaku shows that for m = n = 3 one has bI2(s) = (s + 9/2)(s + 4)(s + 5), while
[24, Thm. 6.5] shows that the only poles of the zeta function of I2 are −9/2 and
−4. Besides the Strong Monodromy Conjecture which predicts some of the roots
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of bIp(s), we are not aware of any general conjectural formulas for bIp(s) when
1 < p < n.
In Section 6.1 we review some generalities on representation theory and
D-modules. In Section 6.2 we recall the necessary results on invariant differen-
tial operators and their eigenvalues. In Section 6.3 we illustrate some methods
for bounding the b-function of an ideal: for upper bounds we use invariant dif-
ferential operators, while for lower bounds we show how non-vanishing of local
cohomology can be used to exhibit roots of the b-functions. These methods allow
us to compute the b-function for sub-maximal Pfaffians, and to bound from above
the b-function for maximal minors. In Section 6.5 we employ the SLn-symmetry
in the definition of the b-function of maximal minors in order to show that the
upper bound obtained in Section 6.3 is in fact sharp.
Notation. We write [N ] for the set {1, . . . , N}, and for k ≤ N we let ([N ]
k
)
denote
the collection of k-element subsets of [N ]. Throughout the chapter, X = AN is an
affine space, and S = C[x1, . . . , xN ] denotes the coordinate ring of X. We write
DX or simply D for the Weyl algebra of differential operators on X.
6.1 Representation theory of the general linear group
We consider the group GLN = GLN(C) of invertible N × N complex matrices,
and denote by TN the maximal torus of diagonal matrices. We will refer to N–
tuples λ = (λ1, . . . , λN) ∈ ZN as weights of TN and write |λ| for the total size
λ1 + · · · + λN of λ. We say that λ is a dominant weight if λ1 ≥ λ2 ≥ · · · ≥ λN
and denote the collection of dominant weights by ZNdom. A dominant weight with
λN ≥ 0 is a partition, and we write PN for the set of partitions in ZNdom. We will
implicitly identify PN−1 with a subset of PN by setting λN = 0 for any λ ∈ PN−1.
For 0 ≤ k ≤ N and a ≥ 0 we write (ak) for the partition λ ∈ Pk ⊂ PN with
λ1 = · · · = λk = a. Irreducible rational representations of GLN(C) are in one-to-
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one correspondence with dominant weights λ. We denote by SλCN the irreducible
representation associated to λ, often referred to as a Schur functor, and note that
S(1k)CN =
∧k CN is the k-th exterior power of CN for every 0 ≤ k ≤ N . When
m ≥ n, we have Cauchy’s formula [72, Cor. 2.3.3]:
Sym(Cm ⊗ Cn) =
⊕
λ∈Pn
SλCm ⊗ SλCn. (6.1)
If we identify Cm ⊗ Cn with the linear forms on the space X = Xm×n of m ×
n complex matrices, then (6.1) is precisely the decomposition into irreducible
GLm×GLn representations of the coordinate ring S of X.
We consider the tuple of maximal minors d = (dK)K∈([m]n )
of the generic
matrix of indeterminates (xij), where
dK = det(xij)i∈K,j∈[n], (6.2)
The elements dK form a basis for the irreducible representation V =
∧nCm⊗∧nCn in (6.1), indexed by the partition λ = (1n). If we consider SLn ⊂ GLn ⊂
GLm×GLn, the special linear group of n× n matrices, then
SSLn = C
[
dK : K ∈
(
[m]
n
)]
is the C-subalgebra of S generated by the maximal minors dK . Moreover, SSLn can
be identified with the homogeneous coordinate ring of the Grassmannian G(n,m)
of n-planes in Cm. We let
p0 = d[n], and pij = d[n]\{i}∪{j}, for i ∈ [n], j ∈ [m] \ [n], (6.3)
and note that pij/p0 give the coordinates on the open Schubert cell defined by p0 6=
0 inside G(n,m). It follows that if we take any K ∈ ([m]
n
)
, set |[n] \K| = k, and
enumerate the elements of the sets [n]\K = {i1, . . . , ik} and K\[n] = {j1, . . . , jk}
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in increasing order, then:
dK = p
1−k
0 · det

pi1j1 · · · pi1jk
...
. . .
...
pikj1 · · · pikjk
 . (6.4)
It will be important in Section 6.5 to note moreover that p0, pij are algebraically
independent and thatpc00 · ∏
i∈[n],j∈[m]\[n]
p
cij
ij : c0, cij ∈ Z
 forms a C-basis of (Sp0·∏i,j pij)SLn . (6.5)
For a partition λ we write λ(2) = (λ1, λ1, λ2, λ2, . . . ) for the partition ob-
tained by repeating each part of λ twice. The skew-symmetric version of Cauchy’s
formula [72, Prop. 2.3.8(b)] yields
Sym
(
2∧
C2n+1
)
=
⊕
λ∈Pn
Sλ(2)C2n+1. (6.6)
If we identify
∧2C2n+1 with the linear forms on the space X = Xn of (2n+ 1)×
(2n + 1) skew-symmetric matrices, then (6.6) describes the decomposition into
irreducible GL2n+1-representations of the coordinate ring of X.
Throughout this chapter, we will be studying various (left) DX-modules
when X is a finite dimensional representation of some connected reductive linear
algebraic group G. Differentiating the G-action on X yields a map from the Lie
algebra g into the vector fields on X, which in turn induces a map
τ : U(g) −→ DX , (6.7)
where U(g) denotes the universal enveloping algebra of g. In particular, any DX-
moduleM inherits via τ the structure of a g-representation: if g ∈ g and m ∈M
then g ·m = τ(g) ·m. In order to make the action of DX on M compatible with
the g-action we need to consider the action of g on DX given by
g · p = τ(g) · p− p · τ(g) for g ∈ g and p ∈ DX . (6.8)
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The induced Lie algebra action of g on the tensor product DX ⊗M makes the
multiplication DX ⊗M→M into a g-equivariant map: g · (p ·m) = (g · p) ·m+
p · (g ·m) for g ∈ g, p ∈ DX , m ∈M.
6.2 Invariant operators and the Fourier transform
For a Lie subalgebra a ⊂ g, and a DX-module M, we consider the collection Ma
of a-invariant sections in M:
Ma = {m ∈M : τ(a) ·m = 0 for all a ∈ a}.
The main examples that we study arise from a tuple f = (f1, . . . , fr) ∈ Sr of
polynomial functions on X, where each fi is a-invariant, and M = Sf1···fr is the
localization of S at the product f1 · · · fr. In this case we have thatMa = (Sf1···fr)a
coincides with (Sa)f1···fr , the localization of S
a at f1 · · · fr.
The ring of a-invariant differential operators on X, denoted by DaX (not to
be confused with Ma for M = DX as defined above), are defined via
DaX = {p ∈ DX : a · p = 0 for all a ∈ a}, (6.9)
andMa is a DaX-module wheneverM is a DX-module. If we write ZU(a) for the
center of U(a) then it follows from (6.8) and (6.9) that
τ (ZU(a)) ⊆ DaX . (6.10)
An alternative way of producing a-invariant differential operators is as follows.
Let P = C[∂1, . . . , ∂N ] and write Sk (resp. Pk) for the subspace of S (resp. P )
of homogeneous elements of degree k. The action of P on S by differentiation
induces a-equivariant perfect pairings 〈 , 〉 : Pk × Sk → C for each k ≥ 0, namely
〈w, v〉 = w · v. If V ⊂ Sk, W ⊂ Pk are dual a-subrepresentations, with (almost
dual) bases v = (v1, . . . , vt) and w = (w1, . . . , wt), such that for some non-zero
constant c
〈wi, vj〉 = 0 for i 6= j, 〈wi, vi〉 = c for all i, (6.11)
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then we can define elements of DaX via
Dv,w =
t∑
i=1
vi · wi, Dw,v =
t∑
i=1
wi · vi. (6.12)
In the examples that we consider, the basis w will have a very simple description
in terms of v. For p = p(x1, . . . , xN) ∈ S, we define p∗ = p(∂1, . . . , ∂N) ∈ P . For
the tuples of maximal minors and sub-maximal Pfaffians, it will suffice to take
wi = v
∗
i in order for (6.11) to be satisfied, in which case we’ll simply write Dv
instead of Dw,v and Dv∗ or Dw instead of Dv,w.
We specialize our discussion to the case when X = Xm,n is the vector space
of m × n matrices, m ≥ n, and G = GLm×GLn, g = glm ⊕ gln. The coordinate
ring of X is S = C[xij] with i ∈ [m], j ∈ [n]. Recall the tuple of maximal minors
d = (dK)K∈([m]n )
of the generic matrix of indeterminates (xij), and take the tuple
∂ = (∂K)K∈([m]n )
of maximal minors in the dual variables
∂K = d
∗
K = det(∂ij)i∈K,j∈[n], (6.13)
The elements dK form a basis for the irreducible representation V =
∧nCm ⊗∧nCn, while ∂K form a basis for the dual representation W . If we let c = n! then
it follows from Cayley’s identity (see Introduction) that (6.11) holds for the tuples
d and ∂, so we get g-invariant operators
D∂ =
∑
K∈([m]n )
dK · ∂K , Dd =
∑
K∈([m]n )
∂K · dK . (6.14)
Throughout, by the determinant of a matrix A = (aij)i,j∈[r] with non-
commuting entries we mean the column-determinant : if Sr is the symmetric group
of permutations of [r], and sgn denotes the signature of a permutation, then
col-det(aij) =
∑
σ∈Sr
sgn(σ) · aσ(1)1 · aσ(2)2 · · · aσ(n)n. (6.15)
We consider the Lie algebra glr and choose a basis {Eij : i, j ∈ [r]} for it,
where Eij is the matrix whose only non-zero entry is in row i, column j, and it
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is equal to one. We think of Eij as the entries of an r × r matrix E with entries
in U(glr). We consider an auxiliary variable z, consider the diagonal matrix ∆ =
diag(r−1− z, r−2− z, · · · , 1− z,−z) and define the polynomial C(z) ∈ U(glr)[z]
using notation (6.15):
C(z) = col-det(E + ∆). (6.16)
For a ≥ 0 we write
[z]a = z(z − 1) · · · (z − a+ 1) (6.17)
and define elements Ca ∈ U(glr), a = 0, . . . , r, by expanding the polynomial C(z)
into a linear combination
C(z) =
r∑
a=0
(−1)r−aCa · [z]r−a. (6.18)
In the case when r = 2 we obtain
C(z) = col-det
E11 + 1− z E12
E21 E22 − z
 = [z]2−(E11+E22)·[z]+((E11+1)·E22−E21·E12),
thus
C0 = 1, C1 = E11 + E22, C2 = (E11 + 1) · E22 − E21 · E12.
The elements Ca, a = 1, . . . , r are called the Capelli elements of U(glr), and
ZU(glr) is a polynomial algebra with generators C1, . . . , Cr. For λ ∈ Zrdom, let Vλ
denote an irreducible glr-representation of highest weight λ, and pick vλ ∈ Vλ to
be a highest weight vector in Vλ, so that
Eii · vλ = λi · vλ, Eij · vλ = 0 for i < j. (6.19)
Since Ca are central, their action on Vλ is by scalar multiplication, and the scalar
(called the eigenvalue of Ca on Vλ) can be determined by just acting on vλ. To
record this action more compactly, we will consider how C(z) acts on vλ. Ex-
panding C(z) via (6.15), it follows from (6.19) that the only term that doesn’t
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annihilate vλ is the product of diagonal entries in the matrix E + ∆, hence
C(z) acts on Vλ[z] by multiplication by
r∏
i=1
(λi + r − i− z). (6.20)
We can think of U(glr) in terms of generators and relations as follows: it is
generated as a C-algebra by Eij, i, j ∈ [r], subject to the relations
[Eij, Ekl] = δjk · Eil − δil · Ekj, (6.21)
where [a, b] = ab− ba denotes the usual commutator, and δ is the Kronecker delta
function. For every complex number u ∈ C, the substitutions
Eij −→ −Eji for i 6= j, Eii −→ −Eii − u
preserve (6.21), so they define an involution Fu : U(glr) −→ U(glr) which we call
the Fourier transform with parameter u. We can apply Fu to C(z) and obtain
FuC(z) = col-det(−E t − u · Idr +∆), (6.22)
where E t is the transpose of E , and Idr denotes the r × r identity matrix. The
Fourier transforms FuC1, . . . ,FuCr of the Capelli elements form another set of
polynomial generators for ZU(glr), hence they act by scalar multiplication on any
irreducible glr-representation Vλ. To determine the scalars, we will consider the
action on a lowest weight vector wλ ∈ Vλ, so that
Eii · wλ = λr+1−i · wλ, Eji · wλ = 0 for i < j. (6.23)
Expanding (6.22) via (6.15), it follows from (6.23) that the action of FuCa on Vλ
is encoded by the fact that
FuC(z) acts on Vλ[z] by multiplication by
r∏
i=1
(−λr+1−i − u+ r − i− z). (6.24)
Lemma 6.2.1. For s ∈ Z, let λ = (sr) denote the dominant weight with all
λi = s, and for a = 1, . . . , r let Pa(s) (resp. FuPa(s)) denote the eigenvalue of Ca
(resp. FuCa) on Vλ. We have that Pa(s) and FuPa(s) are polynomial functions in
s and as such FuPa(s) = Pa(−s− u).
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Proof. If we let P (s, z) =
∑r
a=0(−1)r−aPa(s) · [z]r−a then it follows from (6.18)
and (6.20) that
P (s, z) =
r∏
i=1
(s+ r − i− z).
Expanding the right hand side as a linear combination of [z]0, [z]1, . . . , [z]r shows
that Pa(s) is a polynomial in s. We define FuP (s, z) by replacing Pa(s) with
FuPa(s) and obtain using (6.24) that
FuP (s, z) =
r∏
i=1
(−s− u+ r − i− z).
Since FuP (s, z) = P (−s− u, z), the conclusion follows.
Lemma 6.2.2. For s ∈ N, let λ = (sr−1) denote the partition with λ1 = · · · =
λr−1 = s, λr = 0, and for a = 1, . . . , r let Qa(s) (resp. Fr−1Qa(s)) denote the
eigenvalue of Ca (resp. Fr−1Ca) on Vλ. We have that Qa(s) and Fr−1Qa(s) are
polynomial functions in s and as such Fr−1Qa(s) = Qa(−s− r).
Proof. We define Q(s, z) and Fr−1Q(s, z) as in the proof of Lemma 6.2.1 and
obtain using (6.20), (6.24) that
Q(s, z) =
(
r−1∏
i=1
(s+ r − i− z)
)
·(0−z) = (s+r−1−z)·(s+r−2−z) · · · (s+1−z)·(−z),
Fr−1Q(s, z) = (−0− (r − 1) + r − 1− z) ·
(
r∏
i=2
(−s− (r − 1) + r − i− z)
)
= (−z) · (−s− 1− z) · (−s− 2− z) · · · (−s− r + 1− z).
It is immediate to check that Fr−1Q(s, z) = Q(−s− r, z), from which the conclu-
sion follows.
We will need two easy lemmas for localization. Let Xm,n, m ≥ n, denote the
vector space of m × n matrices, write Zm,n for the subvariety of Xm,n consisting
of matrices of rank at most n− 1, and let U ⊂ Xm,n denote the open affine subset
consisting of matrices u = (uij) with u11 6= 0.
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Lemma 6.2.3. There exists an isomorphism of algebraic varieties
pi : U ∩ Zm,n −→ C∗ × Cm−1 × Cn−1 × Zm−1,n−1.
Proof. We define pi : U → C∗ × Cm−1 × Cn−1 × Xm−1,n−1 via pi(u) = (t,~c, ~r,M)
where if u = (uij) then
t = u11, ~c = (u21, u31, . . . , um1), ~r = (u12, u13, . . . , u1n),
Mij = det{1,i+1},{1,j+1} for i ∈ [m− 1], j ∈ [n− 1],
where det{1,i+1},{1,j+1} = u11 · ui+1,j+1 − u1,j+1 · ui+1,1 is the determinant of the
2× 2 submatrix of u obtained by selecting rows 1, i + 1 and columns 1, j + 1. It
follows for instance from [30, Section 3.4] that the map pi is an isomorphism, and
that it sends U ∩Zm,n onto C∗×Cm−1×Cn−1×Zm−1,n−1, which yields the desired
conclusion.
We let Xn denote the vector space of (2n + 1) × (2n + 1) skew-symmetric
matrices, and define Zn ⊂ Xn to be the subvariety of matrices of rank at most
(2n− 2). We let U ⊂ Xn denote the open affine subset defined by matrices (uij)
with u12 6= 0.
Lemma 6.2.4. There exists an isomorphism of algebraic varieties
pi : U ∩ Zn −→ C∗ × C2n−1 × C2n−1 × Zn−1.
Proof. We define pi : U → C∗×C2n−1×C2n−1×Xn−1 via pi(u) = (t,~c, ~r,M) where
if u = (uij) then
t = u12, ~c = (u13, u14, . . . , u1,2n+1), ~r = (u23, u24, . . . , u2,2n+1),
Mij =
Pf{1,2,i+2,j+2}
u12
for 1 ≤ i, j ≤ 2n− 1,
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where Pf{1,2,i+2,j+2} is the Pfaffian of the 4×4 principal skew-symmetric submatrix
of u obtained by selecting the rows and columns of u indexed by 1, 2, i + 2 and
j + 2. Since
Mij = ui+2,j+2 − (u1,i+2 · u2,j+2 − u1,j+2 · u2,i+2)/u12
one can solve for ui+2,j+2 in terms of the entries of M,~r,~c and u12 in order to
define the inverse of pi, which is therefore an isomorphism. We consider the (2n+
1)× (2n+ 1) matrix
C =

0 1 u23/u12 u24/u12 · · · u2,2n+1/u12
1/u12 0 −u13/u12 −u14/u12 · · · −u1,2n+1/u12
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1

Writing ~0 for zero row/column vectors of size (2n − 1), we have (see also [31,
Lemma 1.1])
Ct · u · C =

0 −1 ~0
1 0 ~0
~0 ~0 M

Since rank(u) = rank(Ct · u · C) = rank(M) + 2, it follows that pi sends U ∩ Zn
onto C∗ × C2n−1 × C2n−1 × Zn−1, so it restricts to the desired isomorphism.
6.3 Bounding the b-function
In this section we discuss some methods for bounding the b-function from above
and below. As a consequence we obtain formulas for the b-function of the ideal of
maximal minors of the generic (n + 1) × n matrix, and for the b-function of the
ideal of sub-maximal Pfaffians of a generic skew-symmetric matrix of odd size.
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In order to obtain lower bounds for a b-function, it is important to be able
to identify certain factors of the b-function which are easier to compute. One
instance of this is given in equation (1.11): the b-function of Z is divisible by the
b-function of any affine open subscheme. Combining (1.10) and (1.11) with the
results from the previous section, we conclude that
bZm−1,n−1(s) divides bZm,n(s), and bZn−1(s) divides bZn(s). (6.25)
Sometimes it is possible to identify roots of the b-function (i.e. linear factors)
by showing an appropriate inclusion of D-modules. As before f = (f1, . . . , fr) ∈
Sr, and I ⊂ S is the ideal generated by the fi’s.
For α ∈ Z we define Fα to be the DX-submodule of Sf1···fr generated by
fα =
r∏
i=1
fαii , where α = (α1, . . . , αr) ∈ Zr, α1 + · · ·+ αr = α.
It is clear that Fα+1 ⊆ Fα for every α ∈ Z. We have moreover:
Proposition 6.3.1. If α ∈ Z and if there is a strict inclusion Fα+1 ( Fα then α
is a root of bf (s).
Proof. By the definition of bf (s), there exist tuples cˆ and operators Pcˆ ∈ DX [s1, . . . , sr]
such that (1.8) holds. Assume now that Fα+1 ( Fα for some α ∈ Z, and consider
any integers α1, . . . , αr with α1 + · · · + αr = α. There is a natural DX-module
homomorphism
pi : Sf1···fr [s1, . . . , sr] · f s −→ Sf1···fr , defined by pi(si) = αi. (6.26)
Applying pi to (1.8) we find that bf (α) ·fα ∈ Fα+1. If bf (α) 6= 0 then we can divide
by bf (α) and obtain that f
α ∈ Fα+1 for all α with |α| = α. Since the elements fα
generate Fα it follows that Fα ⊆ Fα+1 which is a contradiction. We conclude that
bf (α) = 0, i.e. that α is a root of bf (s).
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We write H•I (S) for the local cohomology groups of S with support in the
ideal I. Proposition 6.3.1 combined with non-vanishing results for local cohomol-
ogy can sometimes be used to determine roots of the b-function as follows:
Corollary 6.3.2. If bI(s) has no integral root α with α < −r, and if HrI (S) 6= 0
then bI(−r) = 0.
Proof. For every α ∈ Z, α < −r, and every α = (α1, . . . , αr) with α = α1+· · ·+αr,
we can apply the specialization map (6.26) to the equation (1.8) to conclude that
bI(α) · fα ∈ Fα+1. Since bI(α) 6= 0 by assumption, we conclude that fα ∈ Fα+1
for all such α, and therefore Fα = Fα+1. It follows that
F−r = F−r−1 = F−r−2 = · · · = Sf1···fr ,
since the localization Sf1···fr is the union of all Fα, α ≤ −r.
By Proposition 6.3.1, in order to show that bI(−r) = 0, it is enough to show
that F−r+1 ( F−r, which by the above is equivalent to proving that F−r+1 does
not coincide with the localization Sf1···fr . Consider any generator f
α of F−r+1,
corresponding to a tuple α ∈ Zr with α1 + · · ·+ αr = −r + 1. At least one of the
αi’s has to be nonnegative, so that f
α belongs to Sf1···fˆi···fr , the localization of S
at a product of all but one of the generators fi. This shows that
F−r+1 ⊆
r∑
i=1
Sf1···fˆi···fr . (6.27)
Using the Cˇech complex description of local cohomology, and the assumption that
HrI (S) 6= 0, we conclude that there is a strict inclusion
r∑
i=1
Sf1···fˆi···fr ( Sf1···fr .
Combining this with (6.27) we conclude that F−r+1 ( F−r = Sf1···fr , as desired.
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Obtaining upper bounds for b-functions is in general a difficult problem,
since most of the time it involves determining the operators Pcˆ in (1.8). In the
presence of a large group of symmetries, invariant differential operators are nat-
ural candidates for such operators, and the problem becomes more tractable. As
before, G is a connected reductive linear algebraic group, and g is its Lie algebra.
Definition 6.3.3. A representation V = Vλ ⊂ S of highest weight λ is said to be
multiplicity-free representation if
(a) for every α ∈ N, the multiplicity of the representation Vα := Vα·λ of highest
weight α · λ inside S is equal to one,
(b) the algebra generated by the elements of Vλ in S decomposes as
C[Vλ] =
⊕
α∈N
Vα·λ.
A basis f = (f1, . . . , fr) of a multiplicity-free representation Vλ has the
property that for every α ∈ N, the polynomials
fα = fα11 · · · fαrr , for α = (α1, . . . , αr) ∈ Nr satisfying α1 + · · ·+ αr = α,
span the irreducible G-subrepresentation Vα·λ ⊂ S.
A typical example of a multiplicity-free representation arises in the case
r = 1 when V = Cf and f is a multiplicity-free semi-invariant (in the sense
of Definition 1.2.3). Our definition gives a natural generalization to tuples with
r > 1 entries. We have the following:
Proposition 6.3.4. Consider a basis f = (f1, . . . , fr) of a multiplicity-free rep-
resentation V , and a G-invariant differential operator Df =
∑r
i=1 gi · fi, where
gi ∈ DX . If we let s = s1 + · · · + sr then there exists a polynomial bV (s) ∈ C[s]
such that
Df · f s = bV (s) · f s,
and moreover we have that bf (s) divides bV (s).
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Proof. Since the action ofDf preservesB
s
f , there exists an elementQ ∈ Sf1···fr [s1, . . . , sr]
with the property
Df · f s = Q · f s.
The goal is to show that, as a polynomial in s1, . . . , sr, Q = Q(s1, . . . , sr) has
coefficients in C, and moreover that it can be expressed as a polynomial only in
s = s1 + · · ·+ sr. For this, it suffices to check that:
(a) Q(α1, . . . , αr) ∈ C for every α1, . . . , αr ∈ N.
(b) For αi as in (a), Q(α1, . . . , αr) only depends on α = α1 + · · ·+ αr.
Let α1, . . . , αr be arbitrary non-negative integers, and write α = α1+· · ·+αr.
Since Vα·λ is irreducible, the multiplicity of Vα·λ in S is 1, and Df is G-invariant,
it follows from Schur’s Lemma that Df acts on Vα·λ by multiplication by a scalar,
i.e. Q(α1, . . . , αr) ∈ C is a scalar that only depends on α, so conditions (a) and
(b) are satisfied.
To see that bf (s) divides bV (s), it suffices to note that Df ·f s = bV (s)·f s can
be rewritten in the form (1.8), where the sum is over tuples cˆ = (0, . . . , 0, 1, 0, . . . , 0)
with ci = 1, cj = 0 for j 6= i, with corresponding operator Pcˆ = gi. Since bf (s)
is the lowest degree polynomial for which (1.8) holds, it follows that bf (s) divides
bV (s).
Now let X = Xm,n be the vector space of m×n matrices, m ≥ n. The group
G = GLm×GLn acts on X via row and column operations. The coordinate ring
of X is S = C[xij], and we consider the representation V =
∧nCm ⊗∧nCn with
basis the tuple d = (dK)K∈([m]n )
of maximal minors defined in (6.2). Then V is
multiplicity-free for the G-action, where for α ∈ N, the corresponding representa-
tion Vα in Definition 6.3.3 is S(αn)Cm ⊗ S(αn)Cn from (6.1) (see for instance [18,
Thm. 6.1]). We associate to d the invariant differential operator Dd in (6.14) and
by Proposition 6.3.4 there exists a polynomial Pd(s) with
Dd · ds = bV (s) · ds. (6.28)
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Theorem 6.3.5. With the notation above, we have that for maximal minors
bV (s) =
m∏
i=m−n+1
(s+ i). (6.29)
Proof. In order to compute bV (s), it suffices to understand the action of Dd on d
s
L
for some fixed L ∈ ([m]
n
)
(this corresponds to letting sK = 0 for K 6= L in (6.28)).
We consider instead the action of the operator D∂ in (6.14), and note that by
Cayley’s identity [16, (1.1)] one has
∂K · dsL = 0 for K 6= L, ∂L · dsL =
(
n−1∏
i=0
(s+ i)
)
· ds−1L ,
which implies
D∂ · dsL =
(
n−1∏
i=0
(s+ i)
)
· dsL. (6.30)
Let F : DX −→ DX denote the (usual) Fourier transform, defined by F(xij) = ∂ij,
F (∂ij) = −xij, and note that Dd = (−1)n · F(D∂). We will obtain bV (s) by
applying the Fourier transform to (6.30).
For i, j ∈ [n], we consider the polarization operators
Eij =
m∑
k=1
xki · ∂kj.
The action of the Lie algebra gln ⊂ glm⊕gln on X induces a map τ : U(gln)→ DX
as in (6.7), sending τ(Eij) = Eij for all i, j. The Fourier transform sends
F(Eij) = −Eji for i 6= j, F(Eii) = −Eii −m,
so using the notation in Section 6.1 we obtain a commutative diagram
U(gln) Fm //
τ

U(gln)
τ

DX F // DX
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Since D∂ is in τ(ZU(gln)) (it is in fact equal to τ(Cn) by [29, (11.1.9)]), it follows
from (6.30), from the commutativity of the above diagram and from Lemma 6.2.1
with r = n and u = m that
Dd · dsK =
(
(−1)n
n−1∏
i=0
(−s−m+ i)
)
· dsK =
(
m∏
i=m−n+1
(s+ i)
)
· dsK ,
which concludes the proof of our theorem.
Remark 6.3.6. A more direct way to prove (6.29) is to use for instance [15,
Prop. 1.2] in order to obtain a determinantal representation for the operator Dd,
namely
Dd = col-det

E11 +m E12 · · · E1n
E21 E22 +m− 1 · · · E2n
...
...
. . .
...
En1 En2 · · · Enn +m− n+ 1
 ,
from which the conclusion follows easily. The advantage of our proof of Theo-
rem 6.3.5 is that it applies equally to the case of sub-maximal Pfaffians in Sec-
tion 6.3, where we are not aware of a more direct approach.
6.4 Almost square matrices and sub-maximal Pfaffians
In the case of (n+ 1)× n matrices and sub-maximal Pfaffians, we can show that
the lower and upper bounds obtained by the techniques described above agree,
and we obtain the following special instance of the Theorem on Maximal Minors
described in the Introduction:
Theorem 6.4.1. If d is the tuple of maximal minors of the generic (n + 1) × n
matrix then its b-function is
bd(s) =
n+1∏
i=2
(s+ i).
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Proof. We have by Proposition 6.3.4 and Theorem 6.3.5 that bd(s) divides the
product (s + 2) · · · (s + n + 1). If we write Zn+1,n for the variety of (n + 1) × n
matrices of rank smaller than n as before, then the defining ideal of Zn+1,n is
generated by the entries of d. Since Zn+1,n has codimension two inside Xn+1,n,
bZn+1,n(s) = bd(s− 2) by (1.9), and thus it suffices to show that
bZn+1,n(s) is divisible by
n−1∏
i=0
(s+ i). (6.31)
By induction on n, we may assume that bZn,n−1 =
∏n−2
i=0 (s + i). Taking into
account (6.25) we are left with proving that (−n + 1) is a root of bZn+1,n(s), or
equivalently that (−n− 1) is a root of bd(s). To do this we apply Corollary 6.3.2
with r = n+ 1, and I the defining ideal of Zn+1,n. It follows from [73, Thm. 5.10]
or [47, Thm. 4.5] that Hn+1I (S) 6= 0, so the Corollary applies and concludes our
proof.
Remark 6.4.2. An alternative approach to proving Theorem 6.4.1 goes by first
computing the b-function of several variables (1.4) associated to d1, . . . , dn+1. The
space Xn+1,n is prehomogeneous under the action of the smaller group (C∗)n+1 ×
GLn(C). The maximal minors d1, . . . , dn+1 can be viewed as semi-invariants for
the following quiver with n+ 2 vertices and dimension vector
1 1 · · · 1 1
n
gg `` >> 77
The dimension vector is preinjective, hence by Theorem 3.2.2 we can com-
pute the b-function of several variables using reflection functors to get:
bd(s) = [s]
1,1,...,1
n−1,n · [s]1,0,...,01 · [s]0,1,...,01 · · · [s]0,0,...,11 .
This means that we have formulas
d∗i · di · ds = (si + 1)(s+ 2)(s+ 3) · · · (s+ n) · ds,
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which, together with Lemma 6.5.3 below gives readily the Bernstein-Sato polyno-
mial of the ideal.
Now let X = Xn be the vector space of (2n+ 1)× (2n+ 1) skew-symmetric
matrices, with the natural action of G = GL2n+1. The coordinate ring of X is
S = C[xij] with 1 ≤ i < j ≤ 2n+ 1. We consider the tuple d = (d1, d2, . . . , d2n+1),
where di is the Pfaffian of the skew-symmetric matrix obtained by removing the
i-th row and column of the generic skew-symmetric matrix (xij)i,j∈[2n+1] (with the
convention xji = −xij and xii = 0). The tuple d is a basis for a multiplicity-
free representation V , where for α ∈ N, the corresponding representation Vα in
Definition 6.3.3 is S(α2n)C2n+1 from (6.6) (see for instance [2, Thm. 4.1]). We
associate to d the invariant differential operator
Dd =
2n+1∑
i=1
d∗i · di,
and by Proposition 6.3.4 there exists a polynomial bV (s) with
Dd · ds = bV (s) · ds. (6.32)
Theorem 6.4.3. If d is the tuple of sub-maximal Pfaffians of the generic (2n +
1)× (2n+ 1) skew-symmetric matrix, then
bd(s) = bV (s) =
n−1∏
i=0
(s+ 2i+ 3). (6.33)
Proof. We begin by showing, using the strategy from the proof of Theorem 6.3.5,
that bV (s) =
∏n−1
i=0 (s+ 2i+ 3). We have a commutative diagram
U(gl2n+1) F2n //
τ

U(gl2n+1)
τ

DX F // DX
If we let Dd∗ =
∑2n+1
i=1 di · d∗i then Dd = (−1)n · F(Dd∗). It follows from [16,
Thm. 2.3] that
d∗i · ds0 = 0 for i 6= 0, d∗0 · ds0 =
(
n−1∏
i=0
(s+ 2i)
)
· ds−10 ,
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from which we obtain
Dd∗ · ds0 =
(
n−1∏
i=0
(s+ 2i)
)
· ds0.
Since Dd∗ is in τ(ZU(gl2n+1)) by [29, Cor. 11.3.19], it follows from Lemma 6.2.2
with r = 2n+ 1 that
Dd · ds0 =
(
(−1)n ·
n−1∏
i=0
(−s− 2n− 1 + 2i)
)
· ds0,
from which we obtain
bV (s) =
n−1∏
i=0
(s+ 2i+ 3). (6.34)
We have that bd(s) = bZn(s + 3) since Zn has codimension three in Xn, so
(6.33) is equivalent to bZn(s) =
∏n−1
i=0 (s+2i). By induction on n we have bZn−1(s) =∏n−2
i=0 (s+2i), which divides bZn(s) by (6.25). This shows that −3,−5, . . . ,−2n+1
are roots of bd(s), and since bd(s) divides bV (s), it follows from (6.34) that the
only other possible root is −2n−1. Using [47, Thm. 5.5] and Corollary 6.3.2 with
r = 2n+ 1 and I being the ideal generated by the di’s, it follows that −2n− 1 is
indeed a root of bd(s), hence (6.33) holds.
If we write Zn for the zero locus of I, i.e. the variety of (2n+ 1)× (2n+ 1)
skew-symmetric matrices of rank at most (2n− 2), then by (1.9) we get bZn(s) =∏n−1
i=0 (s+ 2i). By [36, Appendix], this is the same as the b-function of the hyper-
surface of singular 2n× 2n skew-symmetric matrices.
Remark 6.4.4. The method described in Remark 6.4.2 can be used in this case
as well. Using the decomposition (6.6) and the Littlewood-Richardson rule, we
see that d∗i · S((α+1)2n)C2n+1 ⊂ S(α2n)C2n+1 for α ∈ N. Moreover, under the action
of diagonal matrices the weights of d1, . . . , d2n+1 are linearly independent. Hence
the tuple d = (d1, d2, . . . , d2n+1) has a b-function of several variables, and similarly
in the proof of Theorem 3.1.1 we obtain the formulas
d∗i · di · ds = (si + 1)(s+ 3)(s+ 5) · · · (s+ 2n− 1) · ds.
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Together with the analogue of Lemma 6.5.3 below, this gives the Bernstein-Sato
polynomial of the ideal.
6.5 Bernstein–Sato polynomials for maximal minors
In this section we generalize Theorem 6.4.1 to arbitrary m × n matrices. Recall
that d = (dK)K∈([m]n )
is the tuple of maximal minors as in (6.2).
Theorem 6.5.1. The Bernstein–Sato polynomial of the tuple of maximal minors
of the generic m× n matrix is
bd(s) =
m∏
i=m−n+1
(s+ i).
For general m ≥ n, if we let Zm,n denote the zero locus of I, i.e. the variety
of m×n matrices of rank at most n− 1, then using the renormalization (1.9) our
theorem states that the b-function of Zm,n is
∏n−1
i=0 (s+ i). It is interesting to note
that this only depends on the value of n and not on m.
We know by Proposition 6.3.4 and Theorem 6.3.5 that bd(s) divides∏m
i=m−n+1(s + i). By induction, we also know from (6.25) that bd(s) is divisible
by
∏m−1
i=m−n+1(s + i), so we would be done if we can show that −m is a root of
bd(s). This would follow from Proposition 6.3.1 if we could prove the following:
Conjecture 2. If we associate as in Section 6.3 the D-modules Fα, α ∈ Z, to the
tuple d of maximal minors of the generic m× n matrix, then there exists a strict
inclusion F−m+1 ( F−m.
We weren’t able to verify this conjecture when m > n + 1, so we take a
different approach. We consider the (1 + n · (m− n))-tuple
p = (p0, pij) ∈ S1+n·(m−n),
as in (6.3) and associate to p0 a variable s0, and to each pij a variable sij. We
write s = (s0, sij) and consider B
s
p as defined in (1.6). Inside B
s
p, we consider the
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C[s]-submodule
Asp = C[s] ·
ps+cˆ = ps0+c00 · ∏
i∈[n],j∈[m]\[n]
p
sij+cij
ij : cˆ = (c0, cij) ∈ Z1+n·(m−n)
 .
(6.35)
A more invariant way of describing Asp follows from the discussion in Section 6.2:
Asp consists precisely of the sln-invariants inside the DX-module Bsp. (6.36)
It follows that Asp is in fact a DslnX -module. Since ∂K ∈ DslnX for every K ∈
(
[m]
n
)
,
we can make the following:
Definition 6.5.2. We let s = s0 +
∑
i,j sij and define ap(s) to be the monic
polynomial of the lowest degree in s for which ap(s) · ps belongs to
C[s] ·
{
∂K · ps+cˆ : K ∈
(
[m]
n
)
, |cˆ| = 1
}
.
With bV (s) as computed in Theorem 6.3.5 we will prove that
ap(s) divides bd(s), and (6.37)
bV (s) divides ap(s). (6.38)
Combining (6.37) with (6.38), and with the fact that bd(s) divides bV (s), concludes
the proof of Theorem 6.5.1.
It follows from (6.5) that the elements ps+cˆ in (6.35) in fact give a basis of
Asp as a C[s]-module. We have
Asp =
⊕
α∈Z
Asp(α)
which we can think of as a weight space decomposition, where
Asp(α) = C[s] ·
{
ps+cˆ : |cˆ| = α} (6.39)
is the set of elements in Asp on which g ∈ gln acts by multiplication by tr(g)·(s+α),
and in particular each Asp(α) is preserved by DglnX . Using (6.4) we obtain that
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multiplication by dK sends A
s
p(α) into A
s
p(α + 1). Since dK · ∂K ∈ DglnX , it then
follows that multiplication by ∂K sends A
s
p(α + 1) into A
s
p(α). We obtain:
Lemma 6.5.3. The polynomial ap(s) is the monic polynomial of lowest degree
for which there exist a finite collection of tuples cˆ ∈ Z1+n·(m−n) with |cˆ| > 0 and
corresponding operators Qcˆ ∈ DX [s] such that∑
cˆ
Qcˆ · ps+cˆ = ap(s) · ps. (6.40)
Proof. Using the fact that ps+cˆ and ap(s)·ps are sln-invariants, we may assume that
Qcˆ ∈ DslnX [s]. Since every element in DslnX can be expressed as a linear combination
of products Q1 · Q2 · Q3, where Q1 is a product of ∂K ’s, Q2 is a product of dK ’s,
and Q3 ∈ DglnX , the conclusion follows from the observation that DglnX preserves
each weight space, dK increases the weight by one, while ∂K decreases the weight
by one.
We are now ready to prove that ap(s) divides bd(s):
Proof of (6.37). Using (1.8) with s = (sK)K∈([m]n )
we can find a finite collection of
tuples cˆ ∈ Z([m]n ) with |cˆ| = 1, and corresponding operators Pcˆ ∈ DX [s] such that
we have an equality inside Bsd:∑
cˆ
cˆs · Pcˆ · ds+cˆ = bd(s) · ds. (6.41)
Note that by (1.7), setting sK = 0 makes cˆs = 0 whenever cˆ is such that cK < 0.
We apply to (6.41) the specialization
sK = 0 whenever |K ∩ [n]| ≤ n− 2, and
s[n] = s0, s[n]\{i}∪{j} = sij for i ∈ [n], j ∈ [m] \ [n].
(6.42)
We then use the equalities p0 = d[n], pij = d[n]\{i}∪{j} and (6.4), and regroup
the terms to obtain (with an abuse of notation) a finite collection of tuples cˆ =
(c0, cij) ∈ Z1+n·(m−n) with |cˆ| = 1, and corresponding operators Qcˆ ∈ DX [s], where
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s denotes now the tuple of variables (s0, sij), such that the following equality holds
in Bsp: ∑
cˆ
Qcˆ · ps+cˆ = bd(s) · ps.
Using Lemma 6.5.3 it follows that ap(s) divides bd(s) as desired.
We conclude by proving (6.38), but before we establish a preliminary result.
For |cˆ| = 1 we observe that ps+cˆ ∈ Asp(1), thus ∂K · ps+cˆ can be expressed as a
C[s]-linear combination of the basis elements of Asp(0). We define QK,cˆ ∈ C[s] to
be the coefficient of ps in this expression, and write eˆ = (1, 0n·(m−n)).
Lemma 6.5.4. Write Q0K,cˆ ∈ C[s0] for the result of the specialization sij = −1
for all i ∈ [n], j ∈ [m]\ [n], applied to QK,cˆ. We have that Q0K,cˆ = 0 unless K = [n]
and cˆ = eˆ.
Proof. Since the specialization map commutes with the action of DX , we have
that
Q0K,cˆ is the coefficient of
ps00∏
i,j pij
inside ∂K ·
(
ps0+c00 ·
∏
i,j
p
cij−1
ij
)
.
Suppose first that cˆ is a tuple with some entry ci0j0 ≥ 1: we show that
for any K, Q0K,cˆ = 0. To see this, note that applying any sequence of partial
derivatives to ps0+c00 ·
∏
i,j p
cij−1
ij won’t turn the exponent of pi0j0 negative. Since
∂K ∈ DslnX , we may then assume that
∂K ·
(
ps0+c00 ·
∏
i,j
p
cij−1
ij
)
= ps0+d00 ·
∏
i,j
p
dij
ij · F, (6.43)
where d0, dij ∈ Z, di0j0 = 0, and F ∈ Ssln [s0] is a polynomial in s0 whose coeffi-
cients are sln-invariant. Since S
sln is generated by the maximal minors dK , we can
apply (6.4) to rewrite the right hand side of (6.43) as a C[s0]-linear combination
of ps0+e00 ·
∏
i,j p
eij
ij where e0, eij ∈ Z and ei0j0 ≥ 0. We conclude that Q0K,cˆ = 0.
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From now on we assume that cˆ is has all cij ≤ 0. Since |cˆ| = 1, we must
have c0 ≥ 1. We look at weights under the action of the subalgebraTt =
t · In 0
0 0
 : t ∈ C
 ⊂ glm,
and note that
Tt·
(
ps0+c00 ·
∏
i,j
p
cij−1
ij
)
= t·
(
(s0 + c0) · n+ (n− 1)
∑
i,j
(cij − 1)
)
·
(
ps0+c00 ·
∏
i,j
p
cij−1
ij
)
,
Tt · ∂K = −t · |K ∩ [n]| · ∂K , by(6.8), and
Tt ·
(
ps00∏
i,j pij
)
= t ·
(
s0 · n+ (n− 1)
∑
i,j
(−1)
)
·
(
ps00∏
i,j pij
)
.
It follows that Q0K,cˆ can be non-zero only when
(s0 + c0) · n+ (n− 1)
∑
i,j
(cij − 1)− |K ∩ [n]| = s0 · n+ (n− 1)
∑
i,j
(−1),
which using the fact that c0 +
∑
i,j cij = 1 is equivalent to c0 + (n− 1) = |K ∩ [n]|.
Since c0 ≥ 1 this equality can only hold when c0 = 1 (which then forces all cij = 0),
and K = [n].
Proof of (6.38). Using Definition 6.5.2, we can find finitely many tuples cˆ ∈
Z1+n·(m−n) with |cˆ| = 1, and polynomials PK,cˆ ∈ C[s] for K ∈
(
[m]
n
)
such that∑
K,cˆ
PK,cˆ · ∂K · ps+cˆ = ap(s) · ps. (6.44)
Using the definition of QK,cˆ, we obtain∑
K,cˆ
PK,cˆ ·QK,cˆ = ap(s).
Applying the specialization sij = −1 for all i ∈ [n], j ∈ [m]\[n], it follows from
Lemma 6.5.4 that
P 0[n],eˆ ·Q0[n],eˆ =
∑
K,cˆ
P 0K,cˆ ·Q0K,cˆ = ap(s0 − n · (m− n)),
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where P 0K,cˆ ∈ C[s0] is (just as Q0K,cˆ) the specialization of PK,cˆ. We will show that
Q0[n],eˆ = bV (s0−n · (m−n)), from which it follows that bV (s0−n · (m−n)) divides
ap(s0 − n · (m − n)). Making the change of variable s = s0 − n · (m − n) proves
that bV (s) divides ap(s), as desired.
To see that Q0[n],eˆ = bV (s0−n · (m−n)), we consider the action of Dd on ps:
using (6.29), Theorem 6.3.5, and applying the specialization (6.42) as before, we
obtain ∑
K∈([m]n )
∂K · dK · ps = Dd · ps = bV (s) · ps.
Using (6.4), we can rewrite the above equality as
∂[n] · ps+eˆ +
∑
K 6=[n]
cˆ with |cˆ|=1
RK,cˆ · ∂K · ps+cˆ = Pd(s) · ps,
for some RK,cˆ ∈ C[s]. We now apply the same argument as we did to (6.44):
we consider the further specialization sij = 0 and use Lemma 6.5.4 to obtain
Q0[n],eˆ = Pd(s0 − n · (m− n)), which concludes our proof.
6.6 On the Strong Monodromy Conjecture
Let X = CN and Y ⊂ X a closed subscheme with defining ideal I. Consider a log
resolution f : X ′ → X of the ideal I (or of the pair (X, Y ); see for instance [39,
Sec. 9.1.B]), i.e. a proper birational morphism f : X ′ → X such that IOX′ defines
an effective Cartier divisor E, f induces an isomorphism f : X ′ \E → X \Y , and
the divisor KX′/X +E has simple normal crossings support. Write Ej, j ∈ J , for
the irreducible components of the support of E, and express
E =
∑
j∈J
ajEj, KX′/X =
∑
j∈J
kj · Ej.
The topological zeta function of I (or of the pair (X, Y )) is defined as [19, 20, 70]
ZI(s) =
∑
I⊆J
χ(E◦I) ·
∏
i∈I
1
ai · s+ ki + 1 , (6.45)
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where χ denotes the Euler characteristic and E◦I = (
⋂
i∈I Ei) \ (
⋃
i/∈I Ei). The
topological zeta function is independent of the log resolution, and the Strong
Monodromy Conjecture asserts that the poles of ZI(s) are roots of bI(s), and in
an even stronger form that
bI(s) · ZI(s) is a polynomial. (6.46)
We verify (6.46) for maximal minors and sub-maximal Pfaffians as a consequence
of Theorems 6.4.3 and 6.5.1, by taking advantage of the well-studied resolutions
given by complete collineations in the case of determinantal varieties, and complete
skew forms in the case of Pfaffian varieties [69, 67, 30].
Let m ≥ n and X = Xm,n denote the vector space of m × n matrices as
before. Denote by Y the subvariety of matrices of rank at most n−1, and let I be
the ideal of maximal minors defining Y . It follows from [30, Cor. 4.5 and Cor. 4.6]
that I has a log resolution with J = {0, . . . , n− 1} and
E =
n−1∑
i=0
(n− i) · Ei, KX′/X =
n−1∑
i=0
((m− i)(n− i)− 1) · Ei.
It follows that ki + 1 = (m − i)(n − i), and ai = n − i for i = 0, . . . , n − 1, and
therefore by our Theorem 6.5.1 the denominator of every term in (6.45) divides
bI(s). This is enough to conclude (6.46).
Let X = Xn be the vector space of (2n + 1) × (2n + 1) skew-symmetric
matrices. Denote by Y the subvariety of matrices of rank at most 2(n−1) and let
I denote the ideal of sub-maximal Pfaffians defining Y . As shown below, there is
a log resolution of I with J = {0, . . . , n− 1} and
E =
n−1∑
i=0
(n− i) · Ei, KX′/X =
n−1∑
i=0
(2(n− i)2 + (n− i)− 1) · Ei. (6.47)
It follows that (ki + 1)/ai = 2(n − i) + 1 for i = 0, . . . , n − 1, and thus our
Theorem 6.4.3 implies (6.46).
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We sketch the construction of the log resolution, based on the strategy in
[30, Chapter 4]: this is perhaps well-known, but we weren’t able to locate (6.47)
explicitly in the literature. We write Yi ⊂ X for the subvariety of (2n + 1) ×
(2n + 1) skew-symmetric matrices of rank at most 2i. We define the sequence
of transformations pii : X
i+1 → X i, fi = pi0 ◦ pi1 ◦ · · · ◦ pii : X i+1 → X0, where
X0 = X, X1 is the blow-up of X0 at Y0, and in general X
i+1 is the blow-up of X i
at the strict transform Y i of Yi along fi−1. The desired log resolution is obtained
by letting X ′ = Xn and f = fn−1 : X ′ → X. Each Y i is smooth (as we’ll see
shortly), so the same is true about the exceptional divisor Ei of the blow-up pii.
We abuse notation and write Ei also for each of its transforms along the blow-ups
pii+1, . . . , pin−1. It follows from the construction below that the Ei’s are defined
locally by the vanishing of distinct coordinate functions, so f : X ′ → X is indeed
a log resolution.
We show by induction on i = n, n− 1, . . . that Xn−i admits an affine open
cover where each open set V in the cover has a filtration V = Vi ⊃ Vi−1 ⊃ · · · ⊃ V0,
isomorphic to
(Y ii ⊃ Y ii−1 ⊃ · · · ⊃ Y i0 )× C4i+3 × · · · × C4(n−1)−1 × C4n−1, (6.48)
where Y ni = Yi and more generally
Y ij is the variety of (2i+ 1)× (2i+ 1) matrices of rank at most 2j.
The key property of the filtration (6.48) is that for each j = 0, . . . , i, Vj is obtained
by intersecting V with the strict transform of Yn−i+j along fn−i−1. In particular
V0 = V ∩ Y n−i is (on the affine patch V ) the center of blow-up for pii. Since Y 00 is
just a point, V0 is an affine space and hence smooth.
When i = n, Xn−i = X, so we can take V = X and (6.48) to be the
filtration X = Yn ⊃ Yn−1 ⊃ · · · ⊃ Y0. We discuss the first blow-up (i = n − 1)
and the associated filtration, while for i < n − 1 the conclusion follows from an
123
easy iteration of our argument. We write xij (resp. yij), 1 ≤ i < j ≤ 2n + 1 for
the coordinate functions on X (resp. on PX, the projectivization of X). X1 is
defined inside X ×PX by the equations xijykl = xklyij, and we choose V ⊂ X1 to
be the affine patch where y12 6= 0 (similar reasoning applies on each of the affine
patches yij 6= 0). The coordinate functions on V are t0 = x12 and uij = yij/y12
for (i, j) 6= (1, 2). Setting u12 = 1, we get that the map pi0 : V → X0 corresponds
to a ring homomorphism
pi∗0 : C[xij] −→ C[t0, uij] given by xij 7→ t0 · uij,
and E0 ∩ V is defined by the equation t0 = 0. With the usual conventions uji =
−uij, uii = 0, we write Mij = Pf{1,2,i+2,j+2} for the Pfaffian of the 4× 4 principal
skew-symmetric submatrix of (uij) obtained by selecting the rows and columns of
u indexed by 1, 2, i+ 2 and j + 2, 1 ≤ i, j ≤ 2n− 1. Using the calculation in the
proof of Lemma 6.2.4, we obtain that {Mij : 1 ≤ i < j ≤ 2n − 1} ∪ {t0} ∪ {u1i,
u2i : i = 3, . . . , 2n+ 1} is a system of coordinate functions on V , and moreover
pi∗0(Ip+1(xij)) = t
p+1
0 · Ip(Mij), for p = 1, . . . , n, (6.49)
where Ip(aij) denotes the ideal generated by the 2p × 2p Pfaffians of the skew-
symmetric matrix (aij). Thinking of {t0} ∪ {u1i, u2i : i = 3, . . . , 2n + 1}, as
the coordinate functions on C4n−1, and of {Mij} as the coordinate functions on
Xn−1 = Y n−1n−1 , we identify Y
n−1
p−1 with the zero locus of Ip(Mij) for p = 1, . . . , n,
and note that by (6.49) it is the strict transform of Yp which is the variety defined
by Ip+1(xij). This yields the filtration (6.48) for i = n − 1. By letting p = n − 1
in (6.49) and noting that I = In(xij), we obtain that the inverse image pi
−1
0 (I) =
IOX1 vanishes with multiplicity n along E0. Iterating this, we obtain the formula
(6.47) for the exceptional divisor E. Pulling back the standard volume form
dx = dx12 ∧ · · · ∧ dxn−1,n on X along pi0, we obtain (on the affine patch V )
pi∗0(dx) = t
2n2+n−1
0 · dt0 ∧ du13 ∧ · · · ∧ dun−1,n,
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which vanishes with multiplicity 2n2 + n − 1 along E0. Iterating this, we obtain
formula (6.47) for KX′/X .
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