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A simple variant of the problem of a particle in a box is shown to have an essen-
tial singularity in the classical limit h  0.  1999 Academic Press
A particle in a box is in its ground state. The walls of the box are sud-
denly removed. After a time T has elapsed they are restored. What is the
probability that the particle is again in the box and in its ground state?
Classically, of course, the least energy state is one of rest and the probabil-
ity is one. Quantum mechanically the probability should be rather less.
To specify the problem uniquely we specify that the box is one-dimen-
sional and of length L, that the particle is of mass m and evolves according
to the (non-relativistic) Schro dinger equation, and that the boundary con-
ditions are the Neumann conditions. Dimensional analysis shows that the
probability depends only on the dimensionless quantity
==
hT
mL2
. (1)
We are interested primarily in the classical limit where h, and hence =, is
small.
One might hope for a power series expansion in =, at least of an
asymptotic nature. The true situation is much weirder. For = small the
probability is
1+212?&1=12+?12=&212?&2=32 cos \?= &
?
4++O(=2).
Actually we derive the full asymptotic expansion, but the terms above
already show that the probability exhibits an essential singularity at ==0.
The limit is still one, as expected, but the behavior is, in all other respects,
quite strange.
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One could consider transitions between other states, in a higher number
of dimensions, with Dirichlet boundary conditions in place of Neumann,
and with spherical or cylindrical1 boxes. All these exhibit similar behavior.
The main technique used is the method of Barnes [1]. All the facts
about such integrals needed here may be found in Section 2.9 of [2].
We wish to compute the amplitude for a particle in the state
(x)={L
&12 if &
L
2
<x<
L
2 (2)
0 otherwise
at time t=0 to be in the same state at time t=T. Let .(x, t) be the wave
function of the particle. Then . solves the initial value problem
_\ h2?i++
1
2m \
h
2?i

x+
2
+V(x)& .(x, t)=0 (3a)
.(x, 0)=(x) (3b)
for the Schro dinger equation with V(x)=0. We want the transition
amplitude
I=|
+
&
.(x, T )  (x) dx. (4)
By Plancherel’s theorem
I=h&1 |
+
&
.^( p, T)  ( p) dp, (5)
where .^ and  are the Fourier transforms
.^( p, t)=|
+
&
.(x, t) e&2?ipxh dx, (6a)
 ( p)=|
+
&
(x) e&2?ipxh dx. (6b)
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1 The case of a cylindrical box in three dimensions with Neumann boundary conditions is
particularly entertaining. In this case the identity (19) below must be replaced by the discon-
tinuous integrals of Weber and Schaffheitlin.
The Fourier inversion formula gives
.(x, t)=h&1 |
+
&
.^( p, t) e2?ipxh dp, (7a)
(x)=h&1 |
+
&
 ( p) e2?ipxh dp, (7b)
from which we see that .^ solves the initial value problem
_\ h2?i

t++
p2
2m& .^( p, t)=0, (8a)
.^( p, 0)= ( p). (8b)
The only solution is
.^( p, t)=exp \&?i p
2t
mh+  ( p), (9)
from which we see that
I=h&1 |
+
&
| ( p)|2 exp \&?i p
2t
mh+ dp. (10)
The integral defining  is easily evaluated,
 ( p)=L&12
sin(?Lph)
?ph
, (11)
so we find
I=
1
Lh |
+
& \
sin(?Lph)
?ph + exp \&?i
p2t
mh+ dp. (12)
Making the substitution
s=?Lph, (13)
and defining
w=i
hT
?mL2
=
i=
?
, (14)
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we obtain the integral representation
I=
1
? |
+
&
s&2 sin2 se&ws2 ds. (15)
This integral converges for |arg w|?2, locally uniformly for |arg w|<
?2. It thus defines an analytic function for |arg w|<?2. We will see that
this function can be analytically continued to the larger region |arg w|<?.
We are interested principally in the ‘‘classical limit’’ of small positive h.
We begin by writing e&ws2 as an integral of Barnes’ type,
e&ws2=
1
2?i |C 1(&z)(ws
2)z dz (16)
for |arg w|<?2, the integral being taken over the contour z=&14+it as
t runs from minus infinity to plus infinity. To see that both sides of this
equation are equal one pushes the contour of integration to the right.
Inserting this into the integral representation for I, we find
I=
1
2?i |
+
&
|
C
?&11(&z) wz |s|2z&2 sin2 s dz ds. (17)
The absolute value of the integrand on the domain of integration is the
product of
|w|&14 | 1(&z) |exp(&arg w Im z)|
and
?&1 |s| &52 sin2 s,
both of which are absolutely integrable. Reversing the order of integration
is therefore permissible,
I=&
1
2?i |C |
+
&
?&11(&z) wz |s|2z&2 sin2 s ds dz
=
1
2?i |C 2
&1?&121(&z) 1 \z&12+ 1(1&z)&1 wz dz, (18)
where we have used the equation
|
+
&
|s| x&1 sin2 s ds=&2?121 \x2+<1 \
1&x
2 + , (19)
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valid for &2<Re x<0. This equation is proved as follows. If 0<Re x and
0<r then
|

0
sx&1e&rs sin2 s ds
=&2&2 |

0
sx&1(e&(2i+r) s&2e&rs+e&(&2i+r) s) ds
=1(x)[(2i+r)&x&2r&x+(&2i+r)&x]. (20)
Both sides of this equation are analytic functions of x when &2<Re x and
x  [&1, 0], so the equation remains valid in this larger region. We now
restrict our attention to the region &2<Re x<0, x{ &1 and let r tend
to zero from the right. In this way we find
|

0
sx&1 sin2 s ds=&2&x&11(x) cos
?x
2
(21)
and hence
|
+
&
|s| x&1 sin2 s ds=&2&x1(x) cos
?x
2
. (22)
Then we write
cos
?x
2
=?1 \1+x2 +
&1
1 \1&x2 +
&1
(23)
and
1(x)=2x&1?&121 \1+x2 + 1 \
x
2+ . (24)
Inserting these into (22) we get Eq. (19). This equation holds also for
x=&1 by continuity.
We have now established the representation (18) for I as an integral of
Barnes’ type. Shifting the contour to the left, we find
I=\w?+
12
:

n=1
(&1)n
wn
n ! (2n&1)
. (25)
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The series converges for |arg w|<? and provides the promised analytic
continuation of I. Term by term differentiation yields
dI
dw
=&
1
2
(?w)&12 (e&1w&1). (26)
Integrating from plus infinity, we find
I=&
1
2 - ? |

w
x&12(e&1x&1) dx (27)
or, making the change of variable y=1x,
I=&
1
2 - ? |
1w
0
y&32(e&y&1) dy. (28)
We integrate by parts, obtaining
I=&\w?+
12
+\w?+
12
e&1w+
1
- ? |
1w
0
y&12e&y dy, (29)
or
I=1&\w?+
12
+\w?+
12
e&1w&
1
- ? |

1w
y&12e&y dy, (30)
since
1
- ? |

0
y&12e&y dy=1. (31)
Making the substitution t=wy&1 we get
I=1&\w?+
12
+\w?+
12
e&1w&(?w)&12 e&1w |

0
(1+t)&12 e&tw dt.
(32)
The integral on the right is a Whittaker integral. Its asymptotics are found
as follows. We write (1+t)&12 as an integral of Barnes’ type
(1+t)&12=
1
2?i |C ?
&121(&z) 1 \z+12+ tz dz, (33)
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with the same contour of integration as before. The validity of this equa-
tion may be established by pushing the contour either to the right or left.
Thus we find that
|

0
(1+t)&12 e&tw dt=
1
2?i |

0
|
C
?&121(&z) 1 \z+12+ tze&tw dz dt.
(34)
The absolute value of the integrand is the product of
?&12 |1(&z) 1(z+ 12)|
and
t&14e&Re(w&1) t,
both of which are absolutely integrable for |arg w|<?2. We may therefore
reverse the order of integration, replacing the integral above with
|

0
(1+t)&12 e&tw dt=
1
2?i |C |

0
?&121(&z) 1 \z+12+ tze&tw dz dt
or, evaluating the inner integral,
1
2?i |C ?
&121(&z) 1 \z+12+ 1(z+1) wz+1 dz.
This is another integral of Barnes’ type. It converges locally uniformly for
|arg w|<? and thus provides an analytic continuation of the integral to
this larger region. Shifting the contour of integration to the right we find
the asymptotic series
|

0
(1+t)&12 e&tw dtr :

n=0
(&1)n ( 12)n w
n+1, (35)
where ( 12)n is the Pochhammer symbol
( 12)n= ‘
n&1
j=0
( j+ 12). (36)
This expansion holds for the analytically continued function as well and for
all |arg w|<?. Thus we see that
Ir1&\w?+
12
+\w?+
12
e&1w&\w?+
12
:

n=0
(&1)n \12+n wne&1w (37)
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or
Ir1&\w?+
12
&\w?+
12
:

n=1
(&1)n \12+n wne&1w. (38)
The probability sought is just |I |2.
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