were able to realize the transformation from 1-dH to tetragonal for the 3 weight % Brij-56 specimen. 34. P. Coudray, J. Chisham, M. P. Andrews, S. I. Najafi, Opt. Eng. 36, 1234 (1997 By using laser methods to prepare specific quantum states of gas-phase nitric oxide molecules, we examined the role of vibrational motion in electron transfer to a molecule from a metal surface free from the complicating influence of solvation effects. The signature of the electron transfer process is a highly efficient multiquantum vibrational relaxation event, where the nitrogen oxide loses hundreds of kilojoules per mole of energy on a subpicosecond time scale. These results cannot be explained simply on the basis of Franck-Condon factors.
1
By using laser methods to prepare specific quantum states of gas-phase nitric oxide molecules, we examined the role of vibrational motion in electron transfer to a molecule from a metal surface free from the complicating influence of solvation effects. The signature of the electron transfer process is a highly efficient multiquantum vibrational relaxation event, where the nitrogen oxide loses hundreds of kilojoules per mole of energy on a subpicosecond time scale. These results cannot be explained simply on the basis of Franck-Condon factors. The large-amplitude vibrational motion associated with molecules in high vibrational states strongly modulates the energetic driving force of the electron transfer reaction. These results show the importance of molecular vibration in promoting electron transfer reactions, a class of chemistry important to molecular electronics devices, solar energy conversion, and many biological processes.
The prototypical process of electron transfer is one of the most fundamental elementary chemical reactions found in nature. The pioneering work of Marcus (1) has exploded into a vigorous field of chemical and biochemical research, which has been recently reviewed (2) . Electron transfer rates are controlled by two central dynamics: "solvent polarization" and "intramolecular vibrational motion." Under certain circumstances, it is the reorganization of the polarizable solvent about the moving charge that controls the rate of reaction (1) . Under other circumstances, the electron transfer rate can only be understood by including effects of intramolecular vibration either classically (3) or quantum mechanically (4) (5) (6) . Although hybrid models that incorporate both effects have recently been developed (7) (8) (9) (10) (11) , our understanding of the dynamics of this important process is still far from complete. Furthermore, although studies of solvent influences on electron transfer have been quite successful (12, 13) , the difficulties of performing state-resolved experiments in condensed phases have limited experiments on vibrational influences (14) .
We found a way to at once remove the complicating effects of the solvent and to control the vibrational state of the reacting molecule by studying electron transfer dynamics between an incident gas molecule and a metal surface. This model system is in many ways dynamically equivalent to condensed phase electron transfer, but solvent effects appear in a much simpler way. Specifically, the interaction of the ion with the solvent is replaced by an interaction with its image charge in the metal, which is much more easily modeled (15, 16) . Furthermore, this approach allows the application of gas-phase optical pumping to prepare single quantum states in very high vibrational states in order to amplify the possible effects of vibration on electron transfer. We show that high levels of vibrational excitation can promote electron transfer from a metal surface to a gas-phase molecule. This work builds on previous condensed phase studies that have revealed substantial enhancements of electron transfer rates with vibrational excitation (14) and provides a model system for the development of sophisticated charge transfer theories.
Electron transfer rates depend on molecular vibration because the shape of the molecule changes upon charge transfer. Classically, trajectories of vibrationally excited states can more easily traverse regions of configuration space similar to the stable anion. For the case of NO, we quantitatively calculated the form of the relevant molecular potentials (17) (Fig. 1A) .
The difference between the two potential functions (Fig. 1B) is the vertical electron binding energy versus N-O separation. Near their potential minima, there is little energy difference between the neutral and anion curves, consistent with the low electron affinity associated with NO. For vibrationally excited states, however, near the outer turning point of the vibration state v ϭ 15 (bond length R NO ϳ 1.6 Å), the vertical attachment energy to form NO Ϫ is Ͼ200 kJ/mol. At the inner turning point, electron attachment is endoergic by about the same amount. This simple analysis shows that the energetic constraints controlling the ability of NO to accept (or, concomitantly, the ability of NO Ϫ to donate) electrons depend strongly on internuclear separation.
Previously, Newns derived potential parameters for neutral and anionic curves that describe the interaction of NO with Ag(111) (16) . These are shown in Fig. 2 , adapted to the case of Au(111). The anionic curve is calculated by using a Coulombic interaction between the anion and the image charge of the metal. The neutral curve reflects the weak physical interactions of NO with the noble metals. The asymptotic separation between the neutral and anionic potentials is given by the difference between the surface work function and the NO electron binding energy. Figure 2A shows the expected potentials when NO is held at its equilibrium bond length. A barrier to the curve crossing arises, which has been used to quantitatively explain the strong incidence energy dependence for vibrational excitation (16) observed in experiment (18). When NO is held at a bond length of 1.6 Å (near the outer turning point of v ϭ 15), the enhanced electron binding energy represented in Fig. 1 shifts the two potentials with respect to one another. Thus, for conditions where large-amplitude vibrational motion allows access to NO bond lengths on the order of 1.5 Å, the barrier to charge transfer is eliminated (19). In light of this, we expect that the excitation of NO to such highly vibrationally excited states should massively enhance the electron transfer probability at low incidence energies. We now present experiments capable of observing this behavior (20).
Detection of the electron transfer product is complicated by the inability of NO Ϫ to escape the surface (Fig. 2 ). Despite this, the electron transfer process provides a striking signature in this experiment, in the form of a uniquely efficient mechanism for vibrational relaxation. NO scattered back from the surface in various spinrotation-vibration states is state-specifically and resonantly ionized by a third pulsed dye laser operating at 270 to 350 nm. An in-line microchannel plate-based detector detects these ions.
The measured vibrational distribution derived from our experiments when NO (v ϭ 15) is scattered from the Au(111) surface at an incidence energy of only 5 kJ/mol (21) is shown in Fig. 3A . Only a few percent or less of the observed scattering flux emerged in the initial vibrational state (22). Equally striking is the fact that the most probable scattered vibrational state results from a loss of seven to eight vibrational quanta representing ϳ150 kJ/mol of energy.
Electron transfer has been a subject of much discussion concerning the interactions of vibrationally excited molecules with metal surfaces (16, 18, (23) (24) (25) (26) (27) . Vibrational excitation of polyatomic molecules colliding with metal surfaces is thought to involve relaxation of thermally excited electron-hole pairs by a mechanism involving electron transfer (16, 18, 26) . Experiments (27) consistent with theoretical predictions (28) of the incidence energy dependence of survival probability of vibrationally excited molecules in collisions with metals provide additional evidence that electron transfer is important in the scattering of polyatomics from metals.
To see how electron transfer can cause this high degree of relaxation observed in this work, we need to appreciate two points. First, the product NO Ϫ species has a substantially different diatomic potential and will be formed in a range of different vibrational states. Second, by the time the electron jumps back to the surface, the molecular anion will be at a different vibrational phase, which will favor different vibrational states for the neutral NO. These ideas were discussed in detail by Gadzuk and Holloway (24, 29, 30) in the context of the reverse process of excitation. The key point is that the transitions from the neutral to ionic surfaces and back can lead to very large changes in the NO vibrational state, resulting in a highly efficient mode of vibrational relaxation. Furthermore, the experiments show that this can happen at a very low incidence energy.
These observations stand in contrast to purely mechanical gas-surface vibrational relaxation, which is known to be very inefficient for the large vibrational spacings found in small molecules (31, 32) . Studies of the vibrational relaxation of small molecules on insulating surfaces have found that relaxation occurs on a millisecond time scale, indicating that vibration couples very weakly to phonons of the solid (33) (34) (35) . To pursue this point further, we examined the vibrational relaxation of NO (v ϭ 12) at an insulating LiF surface. The vibrational distribution of the scattered molecules is shown in Fig. 3B and appears in stark contrast to the results from Au(111) (36) . We find that, for NO (v ϭ 12), there is almost no vibrational relaxation at any incidence energies we studied.
In the electron-jump model of multiquantum vibrational relaxation, we would expect the vibrational energy to be transferred to the electronic energy of the substrate rather than to other motions of the NO. Our measurements of the rotational and translational distributions of the scattered NO are consistent with this picture. Rotational distributions of the scattered NO made with state-resolved resonance enhanced multiphoton ionization (REMPI) reveal that the rotational excitation for molecules undergoing the efficient multiquantum vibrational relaxation is about the same as that for vibrationally elastic scattered NO (v ϭ 0) and that the rota- tional excitation does not depend strongly on the change in vibration state ⌬v. Clearly, little of the energy available from the vibrational relaxation is appearing as rotational excitation of the scattered products. We also carried out time-offlight (TOF) measurements of the scattered molecules (37) and found no evidence that the vibrational relaxation energy is appearing as a translation of the scattered NO.
We estimate that the multiquantum vibrational energy transfer occurs on the subpicosecond time scale, based on measurements of the differential scattering cross section (Fig. 4) (38). The solid line passing through the data points represents cos 14 ⌰ (⌰ is the exit angle from the surface normal). The scattering angular distributions provide powerful evidence that the various vibrational channels result from a specular (direct scattering) mechanism. Should the molecules spend any appreciable time adsorbed on the surface, we would expect the angular distribution to broaden to a cos ⌰ distribution, as shown by the dashed line. With the through-space electron transfer distance consistent with the potential surfaces of Fig. 2 , classical trajectory calculations on realistic potentials give the best estimate of the time scale of a direct scattering mechanism (39). Using the velocity of NO at an incidence energy E i ϭ 0.05 eV, we find a scattering time of 0.1 ps. The fact that such large amounts of vibrational energy can be transferred from the NO molecule to the metal surface on such a short time scale is again strong evidence for an electron-mediated process.
Another point of contrast between metal and insulator scattering experiments is in the vibrational dependence of the survival probability. Direct measurements of the survival probability of NO (v ϭ 12) scattering from LiF vary between 70 and 90% (Ϯ10%), increasing modestly with incidence energy, and are similar to values derived from NO in v ϭ 1 (32) . In contrast, for NO (v) on Au(111), the survival probability (at E i ϭ 5 kJ/mol) drops from Ͼ95% for v ϭ 2 (27) to less than a few percent for v ϭ 12 and 15.
A key aspect of the present work is the fact that the electron transfer probability (and concomitant vibrational relaxation) is enhanced by large-amplitude vibration and that the influence of vibration is much more subtle than simply enhancing Franck-Condon factors between reactant and product. As has been discussed in theoretical treatments of electron transfer, vibrational excursions can modulate the energetic barriers to electron transfer. To clarify this point, we compare our results to recent measurements of the incidence energy dependence of vibrational excitation and de-excitation of NO (v ϭ 2) under conditions otherwise identical to our present study. For NO (v ϭ 2), the FranckCondon factor with NO Ϫ (v ϭ 0) is 0.5, twice that for NO (v ϭ 0). Despite this, experiments show that, for NO (v ϭ 2) on Au(111), electron transfer is unimportant at the low incidence energies reported here (27) . In other words, it is not the change in FranckCondon factors that turns on the electron transfer for NO (v ϭ 15), but rather the large change in electron transfer energetics accompanying large-amplitude vibrational motion. We think that this behavior may be of general importance to electron transfer rates. Figure 1 shows an optimized analytic function that fits the ab initio points to better than 6 kJ/mol. A small constant energy offset to the negative ion potential (Ͻ10 kJ/mol) was introduced in Fig. 1 to accurately Briefly, a nanosecond-pulsed dye laser was used together with nonlinear optics to generate light at 204.7 nm. With this light, we excite NO (v ϭ 0, J ϭ 0.5), where J is the rotational state, in its ground electronic state up to the A 2 ⌺ (v ϭ 2, J ϭ 0.5) state. Another pulsed dye laser (overlapped in space and time) operates at 422.8 nm and stimulates emission from A 2 ⌺ (v ϭ 2, J ϭ 0.5) back down to the ground electronic state, populating, for example, NO (v ϭ 15, J ϭ 0.5). In this experiment, we are able to control the initial quantum state (including vibrational, rotational, spin, and parity quantum numbers) and the kinetic energy of incidence. 21. Great care was taken to derive the vibrational population distribution from the measured REMPI spectra. Fortunately, many properties of the scattered molecules do not depend on ⌬v, including: angular and TOF distributions, and even rotational distributions are only weakly varying with ⌬v. Relative REMPI signals originating from neighboring vibronic bands in the A-X system of NO were saturated by the probe laser, so that no correction for varying Franck-Condon factors in the detection step were needed. Relative vibrational-statespecific detection efficiencies were measured by preparing controlled vibrational population distributions of highly vibrationally excited NO. These distributions were prepared by spontaneous emission from laserprepared vibrational levels of the A state of NO. The relative populations of different vibrational states can then be calculated precisely. 22. Because we were unable to observe a scattering signal emerging in vibrational states below v ϭ 5 and because we cannot rule out the possibility that a fraction of the unseen NO adsorbed to the surface, this is an upper limit to the actual vibrationally elastic scattering probability. Marcus theory has explained how thermal nuclear motions modulate the energy gap between donor and acceptor sites in protein electron transfer reactions. Thermal motions, however, may also modulate electron tunneling between these reactions. Here we identify a new mechanism of nuclear dynamics amplification that plays a central role when interference among the dominant tunneling pathway tubes is destructive. In these cases, tunneling takes place in protein conformations far from equilibrium that minimize destructive interference. As an example, we demonstrate how this dynamical amplification mechanism affects certain reaction rates in the photosynthetic reaction center and therefore may be critical for biological function.
Electron transfer (ET) reactions play a key role in living systems, particularly in bioenergetic pathways. Most of these reactions in biological systems involve large separations (5 to 20 Å) and therefore have a very weak tunneling coupling between the donor (D) and the acceptor (A) sites. This coupling is called the electronic matrix element (T DA ). In this weak coupling regime, the ET rates are the product of the square of T DA , as expected from perturbation theory and the probability of the donor and acceptor forming a resonant activated complex (Marcus theory) (1) (2) (3) (4) (5) . About a decade ago, Beratan and Onuchic developed the Pathways method to estimate these T DA 's and to understand the tunneling mechanism in proteins. The Pathways method assumes that tunneling occurs via a dominant pathway tube (a family of similar pathways, and that the decay through this tube can be quantified as a product of contributions from covalent bonds, hydrogen bonds, and through-space jumps (6, 7 ) . This approach has been widely used by the experimental community (2, 3, 8) . However, the Pathways method has two major limitations: It does not include the possibility of interference among multiple paths, and the paths are determined with the "frozen" (crystallographic) protein structure, without accounting for protein motions.
In this report, we go beyond the Pathways method. Our results show that for ET reactions dominated by a single pathway tube (or a few tubes that interfere constructively), corrections due to protein dynamics are minor. The situation reverses when the assumption of a single pathway tube breaks down, and ET involves multiple tubes with destructive interference. T DA 's are now sensitive to conformational details and nuclear dynamics. Calculations with a single frozen conformation provide an incorrect answer: Tunneling is controlled by farfrom-equilibrium protein conformations, where one or few tubes dominate, thereby minimizing destructive interference.
To demonstrate this concept, the dynamical effects on T DA in a bacterial photosynthetic reaction center (BPRC) are explored. The BPRC is a large transmembrane protein-cofactor complex that mediates electron and proton transfer reactions that convert light into chemical energy (9 -16) . We investigate the ET reactions from the pheophytin (B ph ) to the primary quinone (Q A ) and from the latter to the secondary quinone (Q B ), with a focus on the effects of local nuclear dynamics. Although dynamical effects on T DA have been observed in previous calculations (17) (18) (19) , no consistent theoretical approach has been developed yet. We provide a quantitative description of this new mechanism of dynamic control, which we name dynamical amplification. We also discuss another dynamical control mechanism, conformational gating, which was recently suggested from a high-resolution x-ray analysis of BPRC (9) . That analysis revealed that the transition from the dark structure (Q B in its neutral form) to the light structure (negatively charged Q B ) consists mostly of flipping and moving of the Q B ring in its binding pocket (10) . We show that both dynamical amplification and conformational gating are critical in providing efficient electron transfer between the quinones.
For both the dark and the light BPRC structure, T DA calculations were performed with the Green's function technique (to quantify the electron tunneling propagation through the protein) with a standard extended
