in (8). The optimum value for ξ can be found by differentiating (S3).
With minimum difference between samples of nodes i and j as in (6), the minimum variance is found as
Proof of (14) From (11) and (13), correlation coefficient is found as
σ . Considering the clustering conditions (12), the maximum time difference between the samples of the master and slave nodes in one cluster is written as
For sufficiently large d th , (S6) can be simplified as
Assuming that all sensors encode data with the same number of bits in (10), cost function in (13) is rewritten as
M j is the total number of sensor nodes in the event area and K is the number of clusters. The maximum distance between master node and slave nodes in one cluster is r max = d max v s , where v s is the propagation speed of the source. Since we assume that sensor nodes are uniformly randomly deployed on the area of size [r e , r e ], the number of sensor nodes on the area of size [r max , r max ] can be approximated as,
Therefore, the number of clusters is found to be
Substituting (S10) into (S8) yields the cost function in (14) . Since the number of clusters is limited with the total number of sensors, M , it restricts the selection of ρ th as follows 
