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ABSTRACT
Previous empirical models of propped fracture conductivity are based either on data sourced from 
single investigations or on data not in the public domain. In this work, statistically rigorous models 
of propped fracture conductivity are developed using a database of fracture conductivity 
experiments reported in technical literature over the last 40 years. The database contains the results 
from about 2700 experimental runs. Propped fracture conductivity is the dependent variable and 
proppant types, mesh size, proppant concentration, formation hardness, closure stress, formation 
temperature, and polymer concentration are the independent variables. The mother database is 
partitioned into subsets; that is different databases with each daughter database having complete 
information in relation to the dependent and independent variables. As a result, the number of 
independent variables included in the daughter databases varied from three to six. Seventy percent 
o f the data was used to develop the models while 30% of the data was used to validate them. First, 
fixed effect models were developed using regression analysis. Afterwards, three, four and five 
factor models were compared for two types of proppant: sand and ceramic proppant. The five 
factor model appeared to be the most prominent one.
The analysis was further carried out using five factors o f these two types o f proppant. M ixed effect 
modeling was employed because o f the disparate sources o f the data and also the temporal diversity 
of the dataset. The mixed effect model appeared to be the better than the fixed effect model while 
compared the error terms. Also, because the mother database contained some missing values, two 
statistical imputation approaches were employed to predict the missing values which are 
categorical imputation and multiple imputation using chained equations. Imputations are 
employed because it is speculated that a model developed using a large number of data points 
should provide better predictions. Generally, the mean squared error (MSE) is less in the mixed 
effect model for sand and in the categorical imputation model for ceramic proppant. But, to be 
more precise on the performance o f the models, model predictions were compared with an existing 
propped fracture conductivity model and different case histories published in literature. 
Subsequently, the models o f this research can be arranged in order o f predictive performance: 
multiple imputation model, mixed effect model, fixed effect/categorical imputation model. The 
results also indicate that mesh size, closure stress, formation hardness, and proppant concentration 
significantly affect fracture conductivity from a statistical point o f view. Formation temperature 
and polymer concentration affect conductivity negatively but they were not statistically significant.
iii
Engineers will have access to a propped fracture conductivity database based on experiments 
reported over the past 40 years in technical literature. Engineers can use the models developed 
based on this database to generate statistical distributions of propped fracture conductivity for a 
variety of proppant characteristics and formation conditions. The models presented here are based 
on data from experimental investigations in different laboratories thereby reducing the bias that 
may be present in single laboratory investigations.
iv
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Chapter 1 INTRODUCTION
1.1 Background
Hydraulic fracturing (fracking) is a stimulation technique in reservoirs and is used to enhance well 
productivity as well as ultimate hydrocarbon recovery. The process includes pumping highly 
viscous fluids which contains mainly water, proppants, and other chemical additives at high 
pressure into the reservoir. The fluid is pumped at pressures exceeding the formation fracturing 
pressure to break down rock in order to create artificial fractures. W hen the hydraulic pressure is 
released, the proppants keep the fractures open and new flow channels are created for reservoir 
fluid to flow easier. Fracture conductivity is the capacity of the fracture to transmit fluid from the 
reservoir to the wellbore. It is defined as the formation permeability multiplied by width of the 
fracture. There are several important factors that can affect fracture conductivity. These factors 
include the types of proppant used in the slurry, proppant particle size, closure stress, proppant 
concentration, reservoir temperature, polymer loading, gas rate, the presence of breaker, time, 
formation hardness, and proppant embedment.
Hydraulic fracturing was initially attempted in the 1940s as field experiments. Commercial 
application o f this technique by several service companies started in the 1950’s. In recent years, a 
large number of hydraulic fracturing treatments have been carried out all over the world most 
expansively in the USA. The U.S. Energy Information Administration conducted a study in 2016 
on oil and gas production in the United States from 2000-2015. They concluded that in 2015, 
approximately 51% of oil and 67% of natural gas production came from hydraulically fractured 
wells. Figure 1-1 and Figure 1-2 clearly show the rapid increase in oil and gas production caused 
by the use o f hydraulic fracturing techniques in the USA. This large number o f hydraulic fracturing 
treatments in the USA has increased the competition among the both operator companies and 
service providers. Due to this large number of hydraulic fracturing treatment, it is a priority to 
reduce the cost. Therefore, it is needed to accurately predict hydraulic fracture conductivity using 
correlations that are applicable for wide ranges o f affecting factors. The primary objective has 
therefore become to optimize the treatment by developing empirical models that can be used to 
determine the effect o f various factors on fracture conductivity. Several fracture conductivity 
models have been developed by different researchers. M ost of them were developed either using 
a limited number o f experiments (Awoleke et al., 2012) or considering only a limited number of 
factors (Barree et al., 2016). Therefore, it has become important to develop models o f fracture
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conductivity considering wide ranges of data and also a good number of dominant affecting 
factors. The major objective o f this research is to provide more general fracture conductivity 
models based on large amounts of experimental data that are collected from disparate sources. This 
research will provide different rigorous fracture conductivity models using advanced statistical 
tools. This study also includes statistical methods for the engineers to develop empirical models, 
deal with missing data and asses uncertainty.
Figure 1-1: Oil Production in the USA for 2000-2015 (Source: US Energy Information
Administration, 2016)
Figure 1-2: Natural Gas Production in the USA for 2000-2015 (Source: US Energy
Information Administration, 2016)
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1.2 Problem Description
Over the last 45 years, researchers have developed several fracture conductivity models which are 
used in reservoir models to predict well performance. Although the documented effects of the 
controlling factors are found to be similar in most research, the magnitudes describing the effect 
of each factor controlling fracture conductivity varies depending on the source of data. 
Additionally, most of the research was performed concentrating on a small number of factors 
affecting fracture conductivity (Barree et al., 2016). Therefore, more general conductivity models 
are required for future prediction. It is also important to identify the most dominant affecting 
factors on conductivity and include them in the models.
This study represents different empirical models of hydraulic fracture conductivity from a wide 
range of experimental data. However, gathering a wide range of data by conducting experiments 
in laboratory is both time consuming and expensive. Therefore, these experimental data are 
collated from fifteen research publications and one dissertation on hydraulic fracturing. So in this 
study, a large amount o f data is being used to develop conductivity models. M ost o f the dominant 
factors, which have been the concerns for researchers (Anderson et al., 1989), are included in this 
study as well. This study represents a methodology o f the application o f statistical analysis in the 
field o f petroleum engineering. Statistically robust models are developed here by checking model 
adequacy and estimating uncertainty. The method takes into account the fact that the data are 
collated from disparate sources. This study also presents statistical methods for engineers to deal 
with missing data and use them to develop empirical correlations. This study emphasizes detailed 
fracture conductivity modeling o f two types o f proppant that are sand and ceramic proppants. But 
the correlations are applicable for a wide range of sand or ceramic materials that have been used 
so far for laboratory measurements of fracture conductivity and there is no need to specify a 
particular sand or ceramic proppant to use the correlations for prediction.
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1.3 Research Objectives
The empirical models developed in this study are based on advanced statistical tools. This research 
has the following objectives:
• Build a mother database o f the dependent and independent variables. From the literature, 
we are considering proppant mesh size, closure stress, proppant concentration, reservoir 
temperature, polymer loading, formation hardness, and types of proppant as independent 
variables and fracture conductivity as the dependent variable.
• Divide the mother database into subsets that are different daughter databases with each 
daughter database having complete information in relation to the dependent and 
independent variables because the mother database will necessarily contain missing 
information.
• Develop fracture conductivity models based on each daughter database by employing 
regression analysis.
• Employ a mixed effects model to develop other models of fracture conductivity in order to 
consider the disparate source of these experimental data.
• Employ different forms o f statistical imputation to develop models to predict fracture 
conductivity.
• Compare all the different models with previously established models and also compare 
with case histories.
• Provide recommendation for future work.
4
Chapter 2 LITERATURE REVIEW
2.1 Fracture Conductivity Calculation and M easurement
Fracture conductivity is defined as the fracture permeability multiplied by the width o f the fracture. 
Usually, it is measured in millidarcy-feet (md-ft). Engineers use it as a measure of the capacity of 
the fracture to transmit fluid. Laboratory measurement o f proppant pack conductivity/fracture 
conductivity is based on D arcy’s law and the basic fracture conductivity equation (Anderson et al., 
1989) is given below:
, qpLk w f = —J hAP (2.1)
In the literature, there are some other modified equations that are used to calculate fracture 
conductivity. Hill et al. (2007) modified Forchheim er’s equation for fluid flow through a porous 
medium and derived the following:
(P!2-P22)Mb _  1 Ppq ^2 2)
2ZRTLppq kfW w2ph ( .
Duenckel et al. (2016) provided a brief history o f the development o f proppant conductivity 
measurement in the laboratory. The very first conductivity cell was the Cooke conductivity cell 
(1973). The Cooke conductivity cell is shown in Figure 2-1 . Fracture conductivity experiments 
up to a closure stress limit o f 5000 psi and a temperature limit o f 300 degF were carried out using 
the Cooke’s cell. To avoid non-Darcy effect, permeability was measured at low flow rates. Brine 
was injected into the cell at elevated temperatures in order to simulate reservoir conditions. Later 
G ulf and Mobil developed a linear flow cell known as the linear flow conductivity test unit (Gidley 
et al., 1989), as shown in Figure 2-2 . This conductivity test unit could successfully measure the 
fracture width for any linear configuration.
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Figure 2-1: Cooke Conductivity Cell (Cooke, 1973)
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Figure 2-2: Linear flow conductivity test unit (Gidley et al., 1989)
API issued the first industry standard conductivity cell to measure proppant pack conductivity in 
October o f 1989. It was known as the API fracture conductivity unit (API, 1989) shown in Figure 
2-3 . It is used mainly to measure short-term conductivity. It consists o f a metal platen, lower and 
upper piston, and a porous metal filter. Experiments are conducted at following conditions:
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• A 10-inch square flow path (1.5 inch width and 7.0 inch length cell).
• Deionized or distilled water.
• Experiments conducted at ambient temperature: 750F +/- 50F.
• Proppant confined between steel platens with a concentration o f 2 lbm/ft2.
• Proppant stressed for 15 minute periods at each stress.
• Recommended stresses for varying size and type o f proppant.
• Stresses ranged from 1 to 14K psi.
Figure 2-3: API conductivity unit (API, 1989)
In this conductivity cell, proppant is confined between steel platens. As a result, there is no chance 
of proppant embedment on the surface of the platen. This does not adequately mimic reservoir 
conditions. In reality, we know proppant embedment occurs. So, conductivity can be over­
estimated by the experiment. A comparison was made with steel platen and Ohio sandstone at 
different stresses which showed 46% reduction in conductivity at 10000 psi stress level (Penny, 
1987) as shown in Figure 2-4 . To provide an accurate estimation o f conductivity considering 
proppant embedment, steel platen was replaced by sandstone. The following changes are also made 
in the API conductivity cell:
• Replacement of deionized water by 2% KCL.
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• Long-term conductivity measurement.
• Test temperatures from 1500F to 2500F.
Figure 2-4: Conductivity of proppant confined in between steel platens and sandstone
(Penny, 1987)
More modifications were made to the standard API conductivity cell. These modifications are 
stated briefly below:
• The use o f advanced transducers in order to be able to accurately measure pressure 
difference.
• The use o f a pluviator replaced human cell loading, delivered better crush results, and 
uniform distribution across conductivity cell.
• Deeper Groove reduced uncertainties in width measurements, stress uniformly applied to 
the proppant pack.
• Still shim reduced sandstone core failure.
• M odified cell length (9.5 inches) saved the cell from deformation.
In recent days, M arpaung et al. (2008) conducted experiments using two side pistons with Vilton 
polypack seals to keep the rock sample in place. They cut the rock samples in a rectangular shape 
with dimensions o f 7 inch long, 1.65 inch wide and 3 inch thick. The 3 inch thickness provided
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more controlled leakoff and allowed more filtration around in the rock around the fracture. Kakkar 
(2016) used a Hassler type core holder to perform fracture conductivity experiments and applied 
the confining pressure radially on the core holder. Stainless steel accumulators were used to 
contain the test fluid.
2.2 Factors Affecting Fracture Conductivity
In this section, we will discuss the various factors that can affect fracture conductivity 
development.
2.2.1 Proppant Particle Size
Using an optimal proppant particle size is very important in designing a fracturing treatment. The 
proppant particle size must be small enough to enter the fracture. A minimum fracture width should 
be in the range o f two to three times the largest diameter o f a proppant particle (Anderson et al., 
1989). It was also mentioned that to use 8/16, 20-40 and 40-70 mesh proppants, a minimum 
fracture width o f 0.187, 0.066 and 0.033 in is required respectively. Fracture conductivity increases 
with increase in proppant particle size, although it has been established that smaller proppants can 
be transported to the depths o f a fracture more easily than larger proppants. On the other hand, 
larger proppants can form a partial monolayer which provides significant conductivity at lower 
stress levels (Kamenov, 2013). At a higher stress, however, proppant particles are crushed and 
proppant strength decreases as the size increases. Fracture conductivity also depends on proppant 
size distribution, proppant shape, and surface areas.
2.2.2 Closure Stress
The effect o f closure stress is well defined by the researchers from different laboratory 
experiments. Usually, closure stress is determined by subtracting flowing bottomhole pressure 
from minimum horizontal stress. This closure stress on proppants causes crushing o f the proppants, 
which results in reducing the particle size and increases the surface area. Both o f these effectively 
reduce the permeability o f a propped fracture. The compressive strength o f a proppant must be 
higher than the closure stress in order to resist the crushing. Closure stress also causes compaction 
o f particle bed which reduces the porosity. It is also a cause o f proppant embedment into the 
formation which in turn causes a reduction in fracture width and subsequently fracture 
permeability.
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2.2.3 Proppant Concentration
Proppant concentration is a measure o f the amount o f proppant per unit area o f one side o f a 
fracture wall. It is usually expressed in pounds o f proppant per square foot o f a fracture wall. 
However, proppant concentration can also be considered at the pump which is expressed by pounds 
per gallon. Hydraulic fracture conductivity generally increases with increasing proppant 
concentration if  we do not consider the partial mono-layer concept. The increase in proppant 
concentration increases fracture flow capacity, minimizes crushing o f the sand, and increases 
proppant system tolerances to fines (Coulter and Wells, 1972).
2.2.4 Reservoir Temperature
Reservoir temperature is another important factor that should be considered for a hydraulic 
fracturing treatment design. McDaniel (1987) evidently stated that a hydraulic fracture 
conductivity design requires conductivity data that are a function o f reservoir temperature. At high 
temperature, the proppant itself can be altered as a result o f thermal degradation. The less durable 
proppants face significant loss in strength at high temperature and afterwards, the fracture 
conductivity decreases. Temperature also affects the break time o f fracturing fluid and the amount 
o f residue left in the fracture. John et al. (2017) found that the H PG polymer degradation rate 
increases with increase in temperature.
2.2.5 Polymer Loading
The primary reason for using polymer in fracturing fluid is to increase the viscosity o f the fluid. 
Many researchers have conducted studies to evaluate effects o f polymer loading on fracture 
conductivity over the last three decades. Cooke (1975) indicated that the residue from the polymer 
used in the experiments causes a reduction in fracture conductivity.
2.2.6 Formation Hardness
Formation hardness is another important factor which has adverse effects on fracture conductivity. 
Vlis et al. (1975) unsuccessfully attempted to establish theoretical relationships between fracture 
conductivity and proppant type, size, and concentration as well as closure stress and formation 
hardness. Later, an extensive experimental program resulted in a set o f graphs using Brinell 
hardness number (BHN) as a simple parameter o f rock-strength classification. These graphs were 
thereafter used to establish empirical relationships for fracture conductivity. The use o f these 
empirical correlations is limited to sand, walnut hulls and glass beads o f few specific mesh sizes.
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Therefore, more general correlations are needed for extensive use. BHN is a parameter of 
formation hardness quality expressed in kilograms per square o f a millimeter.
2.2.7 Types of Proppant
Usually, there are three main types o f proppant available for use in the industry: sand, resin-coated 
sand, and ceramic proppant. The hierarchy o f conductivity according to the proppant types is 
shown in Figure 2-5 . From Figure 2-5 it is clear that using ceramic proppant should provide the 
maximum conductivity whereas sand will provide the minimum conductivity.
Figure 2-5: Hierarchy o f Conductivity (Source: GY Ceramic Proppant Co. Ltd., 2012)
In early days, hydraulic fracturing treatments were done using sand such as Jordan Ottawa Sand, 
Alteveer Sand, Hickory Sand, and Brown Sand, all o f which are known as the lowest strength 
proppant. Several attempts were made to improve the quality o f sand as most o f these failed to 
achieve necessary conductivity at higher stress levels. Later on, resin-coated sand and ceramic 
proppants were used in order to get high performance from hydraulically fractured wells. Resin- 
coated sand can be found in two forms: curable and procured and it is usually employed for 
intermediate closure stress applications. Based on density, three types o f ceramic proppants are 
available for use: namely, lightweight ceramics, intermediate-density ceramics, and high-density 
ceramics. Ceramic proppants are known as high strength proppants. This type o f proppant is 
manufactured to withstand the greatest closure stress. Sintered Bauxite, Zirconia, M ullite are 
example ceramic proppants. To optimize the cost, selection o f a proppant type for a hydraulic
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fracturing treatment is very important. Using high strength proppants might not be feasible all the 
time depending on the formation closure stress. At lower closure stress, using sand as a proppant 
type can be both productive and economical.
2.2.8 Other Factors
There are certain other factors which can affect fracture conductivity both positively and 
negatively. Researchers are still conducting laboratory experiments to find the full effect o f these 
factors, which means there is still a lack o f experimental data available in the literature to evaluate 
these factors.
2.2.8.1 Proppant Embedment
After the proppants are pumped into the fractures, proppants might penetrate the walls o f the 
fracture which leads to a reduction o f fracture width. As a result fracture conductivity is decreased. 
Li et al. (2015) developed mathematical models to calculate proppant embedment and fracture 
conductivity. They concluded that proppant embedment increases with increases in closure stress, 
the diameter o f proppants, and elastic modulus o f proppant. On the other hand, it decreases with 
increasing elastic modulus o f coalbed.
2.2.8.2 Fracturing Fluid Residue
Sometimes deposition o f fracturing fluid residue in the fractures causes reduction o f pore spaces. 
It can cause a reduction in fracture conductivity. Using high polymer concentration in the 
fracturing fluid increases the amount o f the residues. Cooke (1975) stated that the amount of 
residue in the fluid and fraction o f residue retained in the fracture as fluid leaks off are the factors 
determining the severity o f the reduction in fracture conductivity.
2.2.8.3 Gas Rate and Presence of Breaker
Awoleke et al. (2016) found that an increase in gas rate can decrease fracture conductivity. On the 
other hand, adding a breaker leads to an increase in conductivity. In addition, they mentioned that 
the physical mechanism behind the effect o f gas rate is still unclear and the effect o f the breaker is 
less noticeable at high temperatures because o f polymer dehydration.
2.3 Previous Fracture Conductivity Experiments and Models
A large number o f laboratory conductivity tests have been conducted over the last 45 years to 
understand the effects o f these factors. Cooke (1973) conducted laboratory tests to understand the 
effect o f temperature and closure stress. The apparatus was used to measure the permeability of
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vertical fractures packed with several layers o f brittle proppants at different stress levels. Two 
types o f fracturing fluid were used in his experiments: water based and oil based. He stated that 
permeability o f some fractures is negatively affected by stress in the presence o f high-temperature 
brine. At 2500F there was a significant difference in permeability and stress behavior in the 
presence o f w ater and oil.
Cooke (1975) developed theoretical models to evaluate the effect o f fracturing fluid on 
conductivity. The major finding was the adverse effect o f gel residue on conductivity. Polymer 
concentration, breaker type, and concentration are the important factors controlling the amount of 
residue. Vlis et al. (1975) conducted experiments using sands, glass beads, and walnut hulls as 
proppants at different concentration and stress levels and developed a set o f empirical relations 
determining fracture conductivity by using BHN as a rock strength parameter. Volk et al. (1981) 
developed empirical equations to assess proppant embedment on sand and shale by using sintered 
bauxite as proppant. Cutler et al. (1985) measured fracture conductivity at different stress levels 
by using wide varieties o f resin-coated and ceramic proppants. At higher stress levels, Bauxite and 
Zirconia A provided the highest conductivity out o f all the proppants used in the experiments. 
Cutler et al. (1985) recommended these two proppants for deep wells and resin-coated proppant 
for higher proppant flow back. It has been demonstrated by Parker and McDaniel (1987) that filter 
cakes formed by the fracturing fluid on fractures can have harmful effects on conductivity while 
20/40 Ottawa sand was used as proppant. They reported that using an intermediate strength 
proppant is required even at low closure stress. And that regardless o f proppant types, it is 
necessary to pump proppants at high concentration to get the desired conductivity in the fractures.
McDaniel (1986) studied proppant conductivity using five proppants o f different composition. The 
main variables o f the study were: comparison between short-term and long-term conductivity 
under different test conditions, the effects o f the change from ambient to elevated temperatures on 
fracture conductivity, and effects o f brine flow at high temperature and stress on fracture 
conductivity. He found a significant reduction in long-term conductivity at elevated temperature 
and stress. Penny (1987) demonstrated effects o f closure stress, temperature, proppant embedment, 
fracturing fluid interactions, and fluid loss additives on short-term as well as long-term 
conductivity. The importance o f considering time as a factor to evaluate effects o f stress on 
conductivity was reported by Much and Penny (1987).
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Fredd et al. (2001) conducted a series o f laboratory experiments using cores obtained from Texas 
Cotton Valley formation to investigate effects o f certain properties on conductivity. Experiments 
were conducted for both smooth and rough fracture surfaces. They stated that displacement of 
rough fracture walls can provide increased conductivity in the absence o f proppant. W hile applying 
water fracturing treatments, the success will depend significantly on formation properties such as 
the degree o f fracture displacement, the size and distribution o f asperities, and rock mechanical 
properties. They also recommended using high strength proppants or proppant concentrations of 
at least 1 lbm/ft2 to overcome any uncertainties associated with these formation properties. To 
simulate field conditions M arpaung et al. (2008) developed a dynamic fracture conductivity 
apparatus. They concluded that both increasing gas flux and using a breaker enhance cleanup 
efficiency. On the other hand, high polymer concentration in the fracturing fluid has a deteriorating 
effect on cleanup.
Awoleke et al. (2012) conducted experimental investigations on tight gas reservoir using factorial 
design. The factors considered for the experiments were arranged in order o f decreasing influence: 
closure stress, temperature, nitrogen rate, polymer loading, proppant concentration, and the 
presence o f a breaker. The work is also an application o f advanced statistical analysis in the field 
o f petroleum engineering. Rivers et al. (2012) studied coated and uncoated proppant pack 
conductivity using consolidated sandstone cores. Resin from coated proppants reduces the pore 
throat diameter as a result o f proppant pack consolidation, so uncoated proppants demonstrated 
higher conductivity performance than coated proppant. To consider geochemical reactions of 
formation and proppant diagenesis, a new dynamic system was set up by Aven et al. (2013). The 
dynamic flow setup was run for six months to simulate real field diagenesis. The results 
emphasized the importance o f considering proppant compatibility with geochemical reactions 
before designing fracturing treatments.
Barree et al. (2016) developed a generic conductivity model for white sand data to Stim-Lab in 
2012. Later the extension was proposed to Stim-Lab in 2013 including resin-coated and ceramic 
proppants. The model is effectively applicable for almost all types o f proppants including sand, 
resin-coated, and ceramic proppants. The main objective o f this work was to compare the 
performance o f different proppants, and also predict the performance o f unknown or non-standard 
proppant materials. The factors considered for the model are closure stress, proppant 
concentration, proppant properties, and rock properties. It is also possible to determine the impact
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of particle size and size distribution on proppant conductivity with appropriate application o f the 
models. Although the models provide generic baseline conductivity for the known samples but the 
uncertainty associated with the models are not quantified. Therefore, the accepted ranges of 
prediction for a standard material is yet to be defined. Thus, the accuracy o f the characterization 
o f a non-standard material also becomes questionable.
Very few statistical approaches to model fracture conductivity are found in the literature so far. 
However, Awoleke et al. (2016) developed one empirical and one semi-empirical model o f fracture 
conductivity using statistical tools. They used fractional factorial design to define the number of 
experiments and later employed regression analysis to model fracture conductivity. For the semi- 
empirical model, they performed dimensional analysis to derive two dimensionless groups. They 
developed the relationship between the two dimensionless groups by using Buckingham Pi 
Theorem (1914). Later non-linear regression analysis was employed to model fracture 
conductivity. They considered flow back rate, reservoir temperature, polymer loading, the 
presence o f a breaker, closure stress, and proppant concentration as the affecting factors on fracture 
conductivity. Kainer et al. (2017) collected four shale samples from Barnett, Fayetteville, 
Marcellus, and Eagle Ford to analyze their fracture conductivity behaviors. Studied parameters for 
the different shale formation are: closure stress, Y oung’s modulus, Poisson's ratio, brinnel 
hardness number, mineralogy, proppant size, proppant concentration, and fracture surface. They 
employed multiple linear regression analysis to develop models o f fracture conductivity for each 
test sample. Influential parameters for each sample were ranked by their corresponding p-values 
which provide an order o f significance among them. A more general conductivity model was 
proposed which considers all four types o f shale samples. They concluded that closure stress and 
proppant concentration hold greater significance on fracture conductivity than rock mechanical 
properties and fracture surface characteristics. Y oung’s M odulus is also found to be one o f the 
most important parameters that has a positive correlation to fracture conductivity at each stress 
level.
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2.4 Source of the Experimental Data of This Study
This study includes around 2700 experimental data from fifteen research papers and one thesis 
dissertation on hydraulic fracturing. The list and the main objectives o f these studies are given 
below:
• Cooke (1975) -  To evaluate the effect o f fracturing fluid on fracture conductivity.
• Vlis et al. (1975) -  To determine criteria for proppant admittance and placement and to 
develop empirical correlations to estimate fracture conductivity.
• Cutler et al. (1985) -  To study the performance o f different proppant materials at 
intermediate and high closure stress.
• McDaniel (1986) -  To investigate the effects o f time, closure stress and temperature on 
fracture conductivity for various proppants.
• McDaniel (1987) -  To evaluate realistic fracture conductivity o f different proppants by 
varying temperature.
• M uch and Penny (1987) -  To study long term fracture conductivity using realistic test 
conditions.
• Parker and McDaniel (1987) -  To study and minimize the effects o f gel filter cakes on 
fracture conductivity by achieving high proppant concentration.
• Penny (1987) -  To investigate the effects o f environment and fracturing fluids on long term 
fracture conductivity.
• Fredd et al. (2001) -  To study the effects o f different fracture properties on fracture 
conductivity for water fracturing and conventional fracturing treatments.
• M arpaung et al. (2008) -  To investigate dynamic fracture conductivity and measure 
cleanup efficiency.
• Awoleke et al. (2012) -T o  investigate the effects o f different factors affecting propped 
fracture conductivity using factorial design.
• Rivers et al. (2012) -  To investigate fracture width and fracture conductivity with high 
proppant loading at high pressure and temperature.
• Aven et al. (2013) -  To evaluate proppant damage with long term dynamic flow testing 
apparatus.
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• Zhang (2014) -  To determine unpropped and propped fracture conductivity, fracture 
conductivity impairment by water.
• Li et al. (2015) -  To develop mathematical models to calculate proppant embedment, 
proppant deformation, the change in fracture aperture, and fracture conductivity.
• M cGinley et al. (2015) -  To evaluate fracture conductivity with samples fractured in both 
horizontal and vertical orientation.
The main goal o f all the research mentioned above was to investigate fracture conductivity and the 
factors that affect it. This research also aims to collate all the experimental data from these different 
sources and develop a mother dataset. The objective is to use the mother dataset as the basis for 
the development o f empirical models o f hydraulic fracture conductivity. This study determines the 
significant affecting factors, provides assessment o f uncertainty in predictions and a methodology 
to minimize the effect o f the fact that these datasets are from disparate sources. It also represents 
a methodology to deal with missing data in the field o f petroleum engineering.
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Chapter 3 M ETHODOLOGY
3.1 Introduction
This chapter includes the data processing and methodology o f this research. More precisely, it will 
highlight the key statistical tools used to develop fracture conductivity models. It will also 
represent how the data is pre-processed before employing the statistical tools. Figure 3-1 shows 
the workflow o f the methodology.
Figure 3-1: W orkflow of methodology
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3.2 Research Overview
To determine the behavior o f fracture conductivity for different proppant types, the mother dataset 
initially is divided into daughter subsets according to the proppant types. Different proppant types 
are designated by following:
• Proppant Type-1 which is sand;
• Proppant Type-2 which is resin-coated sand;
• Proppant Type-3 which is ceramic proppants;
• All Proppant Type which is a hybrid mixture o f Proppant Type-1 and Proppant Type-3.
The first step o f the methodology is to employ regression analysis. To employ regression analysis, 
complete information o f independent variables is required for each subset. In the next step, all the 
daughter subsets o f proppant types are also divided into subsets according to the factors available 
from the literature. This study is limited by the availability o f data collated from literature, so all 
the proppant types will not have an even number o f fracture conductivity models. Therefore, for 
Proppant Type-1 and Proppant Type-3, three types o f model are developed using regression 
analysis that are three, four and five factor models. On other hand, for Proppant Type-2, only three 
factor model is developed. Table 3-1 shows the models developed by employing regression 
analysis along with the independent variables used to develop the models.
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Table 3-1: Regression models developed in this study with the independent variables used
in each model
Type o f Proppant
Developed M odels in this 
Study
Independent Variables
Proppant Type-1
Three Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, and Temperature
Four Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Proppant Concentration, 
and Temperature
Closure Stress, Proppant Concentration, 
Temperature and Formation Hardness 
(BHN)
Five Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Proppant Concentration, 
Temperature, and Polymer Loading
Proppant Type-2 Three Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Temperature
Proppant Type-3
Three Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Temperature
Four Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Proppant Concentration, 
and Temperature
Five Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Proppant Concentration, 
Temperature, and Polymer Loading
All Proppant Type Six Factor Model
Mesh Size (Proppant Particle Size), 
Closure Stress, Proppant Concentration, 
Temperature, Polymer Loading, and 
Type o f Proppant
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In order to standardize coefficients and improve each estimate’s numerical stability, a Z-score 
transformation is applied to all the independent variables which have quantitative magnitudes. This 
is also called the standard score. It indicates the number o f standard deviations from the mean a 
data point is. Z-score transformations are applied by using the following equation:
Z  = (3.1)
In Equation 3.1 , X, ^ , and a  are the sample score, sample mean and sample standard deviation 
respectively. Fracture conductivity is transformed using a natural log. Qualitative independent 
variables are treated as categorical variables. Categorical variables take on values which are 
usually names, labels, groups, or types. However, this is only applicable for the regression model 
o f All Proppant Type because only the type o f proppant falls into this category.
In this study, fracture conductivity, mesh size, closure stress, proppant concentration, temperature, 
polymer concentration, types o f proppant, and formation hardness are denoted by Fc, Pms, ac, Cp, 
T, Cpi, tP, and BH N  respectively.
Before employing regression analysis each dataset is randomly divided into training and validation 
datasets by seventy percent and thirty percent respectively. Training datasets are used to develop 
models and validation datasets are used to validate the models. Data points for training and 
validation datasets are chosen randomly so that the partition is made without any bias. Therefore, 
all the subsets will represent randomly chosen data points having complete information in relation 
to the dependent and independent variables. To compare the predictive performance o f the 
regression models o f each proppant type, it is important to validate them using a consistent dataset. 
Therefore, for Proppant Type-1 and Proppant Type-3, validation datasets for the five factor model 
are used to validate all other models o f that corresponding proppant type.
Based on the results o f the fixed effects models (Table 3-1), more complicated models are 
developed using mixed effects modeling and statistical imputation. The mixed effects paradigm is 
used to correct for the random errors associated with the disparate sources o f our data. M ixed effect 
modeling is carried out for Proppant Type-1 and Proppant Type-3. It is less useful to perform
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further analysis on Proppant Type-2 because o f an inadequate number o f independent variables. 
The best model is chosen from three, four, and five factor models o f each proppant type (which is 
the case for Proppant Type-1 and Proppant Type-3 in this study) to employ mixed effect modeling. 
This is done based on the model predictive performance o f each model for a particular proppant 
type. For Proppant Type-1, four factor model where formation hardness is present as an 
independent variable is not carried out for further analysis because o f an inadequate number of 
data points. However, this comparison is not necessary for All Proppant Type as only one model 
is available for further analysis o f this proppant type. After the comparison based on the model 
predictive performance, the five factor model becomes the optimal model for each proppant type, 
and this will be further discussed later in section 4.1.6.
Statistical imputation is used to account for missing values in some o f the datasets. The primary 
aim o f employing statistical imputation is to predict missing data and develop an expanded dataset 
for modeling fracture conductivity. Therefore, statistical imputation is employed for Proppant 
Type-1 and Proppant Type-3. Two types o f statistical imputation tools are used to impute the 
missing values: categorical imputation and multiple imputation using chained equations.
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Both mixed effect modeling and statistical imputation are performed using coefficient estimates 
from the best fixed effects model for each proppant type. Table 3-2 shows the models developed 
from mixed effect modeling and statistical imputation.
Table 3-2: Models developed in this study using mixed effect modeling and statistical
imputation
Method Types o f Proppant Developed M odels in this study
Mixed Effect 
Modeling
Proppant Type-1 Five Factor Model
Proppant Type-3 Five Factor Model
Categorical
Imputation
Proppant Type-1 Five Factor Model
Proppant Type-3 Five Factor Model
Multiple Imputation 
using Chained 
Equations
Proppant Type-1 Five Factor Model
Proppant Type-3 Five Factor Model
3.2 Regression Analysis
Regression analysis is a statistical approach to determine the relationship between a response 
variable and predictors. It shows how a response variable changes in association to the predictors. 
It also provides future predictions o f the response variable on predictors and measures the 
importance o f the predictors on the response variable. M ultiple regression analysis is an extension 
o f simple regression analysis. Simple regression analysis finds the relationship between one 
response variable and one predictor. On the other hand, multiple regression analysis estimates the 
relationship when there are two or more predictors involved. The response variable is also known 
as the dependent variable and predictors are known as independent or regressor variables. In this 
study, natural log o f fracture conductivity is the response variable or dependent variable and other 
factors affecting conductivity are the predictors or independent variables. In this study, multiple 
regression analysis is performed using the lm() function in R  (R Core Team, 2017). Linear 
regression will be described in general followed by a special case o f linear regression called 
polynomial regression.
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3.2.1 Linear Regression
Linear regression is the approach to developing the relationship between the dependent variables 
and the independent variables by fitting a linear equation. Linear regression can be used to estimate 
the following two types o f effects:
• Main Effects
• Interaction Effects
3.2.1.1 Main Effects
A main effect is the effect o f one independent variable on the dependent variable if  all other 
independent variables in the model are held at a fixed value. The number o f main effects will be 
the same as the number o f independent variables. The basic equation o f a linear regression using 
main effects is given below:
Y = Po + Pi%i + +   +  PpXp+E (3.2)
In Equation 3.2, Y  is the dependent variable, X 1,X 2,  ,X p are the independent variables, and
Po, P1,P 2,  ,Pp are the regression coefficients w herep  is the number o f independent variables.
Here, E represents the random error term.
3.2.1.2 Interaction Effects
Interaction effects are used when the main effect o f one independent variable on the dependent 
variable changes depending on the level o f another independent variable. It is very important to 
consider the interaction effects between the independent variables in engineering. For example, in 
hydraulic fracturing treatment, the effect o f mesh size on fracture conductivity can also depend on 
the level o f proppant concentration. It also makes engineering sense if  closure stress and mesh 
size have interactions between them because the earth transmits stress on the proppant during 
fracture closure which can result in crushing proppants as well as a reduction in mesh size. 
Awoleke et al. (2012) found that at a low level o f closure stress, the effect o f polymer loading on 
fracture conductivity is larger than at the high level o f closure stress. For this research, all the main 
and all possible two-way interaction effects are considered while developing the linear regression
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model. Similar to Equation 3.2 , the basic equation representing a regression model considering 
both main and two-way interaction effects is provided in Equation 3.3 .
Y = Po + P i ^ i  + P2X 2 + P i .2^ 1^ 2 + ...............  + Pp -l.p^p- iX p + E (3.3)
3.2.2 Polynomial Regression
W hen the relationship between the dependent variable and one o f the independent variables is not 
likely to be linear, terms containing an integer power(s) o f the predictor can be added to the base 
model in Equation 3.2. This is called polynomial regression. The relationship is developed as an 
rth order polynomial where r is a natural number representing the degree o f a polynomial. In some 
cases, polynomial regression improves predictions over linear regression. Typically, linear 
regression is first employed to develop a model. If  the estimated effects o f the predictors do not 
agree with prior knowledge, then polynomial regression may provide a better model. For this 
particular study, r=2 is used to develop polynomial regression. Polynomial regression is modeled 
using all the main effects and their polynomial terms. The basic equation for a polynomial 
regression is given below in the Equation 3.4 . All the parameters in Equation 3.3 and Equation
3.4 are the same as denoted in Equation 3.2.
Y = Po + Pi%i + P i . i^ i  + +PpXp + Pp.pXp +E (3.4)
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Regression analysis is an advanced tool o f statistics used to develop empirical models. Figure 3­
2 shows the major workflow o f this research to perform a regression analysis. The workflow is 
discussed in the next few sections.
Figure 3-2: W orkflow of regression analysis
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3.2.3 Optimal Model
Developing a regression model with multiple independent variables, their interactions and 
polynomial terms can result in a potentially large number o f predictors. It is normally not necessary 
to use all these predictors in a model. It is reasonable to choose those predictors that contribute 
significantly to improve the m odel’s predictive performance. The idea is to select the best model 
from all possible models. To choose the best model from all possible regression models, all 
possible models (consisting o f the models formed from every subset o f the set o f all possible 
predictors) are fit in this study. This method is called all subsets regression. It is done with the 
regsubsets() function o f the package leaps in R  (Lumley, 2017). It compares all possible models 
using different subsets o f predictors. The analysis shows q number o f best fitting models according 
to the criterion such as R-square, adjusted R-square, and the M allows Cp criterion. For this study, 
q is 2 and either o f these two models is chosen for further analysis. The criterion for selecting the 
optimal model is either the R-square or the adjusted R-square values. At first the criterion used is 
the R-square value, but if  the optimal model using the R-square criterion does not include all the 
main effects, then adjusted R-square is used instead. If  an interaction effect term or a polynomial 
term becomes a significant predictor after performing all subsets regression, then both the main 
effects o f that particular term are forced into the best model regardless o f their significance as main 
effects.
3.2.4 Regression Diagnostic
Regression diagnostics are checks performed to validate the assumptions made in the developed 
models. After using the lm() function in R  to fit a regression model, R  provides a statistical 
summary containing at a minimum the regression coefficients, R-square, adjusted R-square, and 
residual standard error. But the fitted models might not be useful for future prediction because 
characteristics o f the data might not be consistent with assumptions made by the model. Therefore, 
results might be misleading, resulting in incorrect inferences about the relationship between the 
dependent variable and the independent variables. So it is very important to perform regression 
diagnostics before drawing conclusions from regression models. Regression diagnostics are 
designed based on the statistical assumptions in the underlying model. They can be performed with 
both graphical representations and statistical tests. To validate a model as an appropriate one, the 
data must satisfy the following major statistical assumptions:
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• Linearity between the predictors and the response
• Normality in the model errors
• Homoscedasticity in the model errors
• Independence o f the model errors
3.2.4.1 Linearity
This assumption states that the dependent variable has a linear relationship with the independent 
variables. If  the dependent variable is linearly related to the independent variables then there 
should not be any evident relationship between the residuals and the fitted values. This assumption 
is validated from a graph o f residuals vs. predicted natural log o f fracture conductivity values. The 
points on the graph should be randomly and uniformly distributed around a horizontal line.
3.2.4.2 Normality
This assumption states that the dependent variable is normally distributed. If  the dependent 
variable is normally distributed then the residuals will approximately be normally distributed with 
a mean o f zero. This assumption is checked with a normal probability plot o f standardized 
residuals. It is also called Normal Q-Q plot. The points on the graph should fall roughly on a 
straight line.
3.2.4.3 Homoscedasticity
This assumption states that the dependent variable has a constant variance among the levels o f the 
independent variables. It can be evaluated from a graph o f the square root o f the absolute value of 
the standardized residuals vs. the predicted natural log o f fracture conductivity values. This is also 
called scale location plot in statistics. If the constant variance assumption is met then the points on 
the graphs should fall randomly in a band centered on a horizontal line.
3.2.4.4 Independence
This assumption says that the dependent variable values should be independent o f each other. 
There is no general graphical check to validate this assumption, since dependence structure 
depends more on the nature o f data or how the data is collected. All the actual fracture conductivity 
values in this study have come from experiments done by varying the independent variables. The 
independent variables were the only changing factors controlling fracture conductivity, since all 
other factors were presumably controlled or randomized. Therefore, it can be assumed that fracture
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conductivity values are reasonably independent o f one another so that the assumption of 
independence is met.
3.2.5 Identifying Influential Observations
To perform regression analysis, it is frequently assumed that the response variables are normally 
distributed. If  necessary, mathematical operations can be applied to remove non-normality like the 
log-transformation, Z-score transformation. In spite o f such transformations, there could be some 
influential observations that impact the model predictive performance. Removing such 
observations when justified by non-statistical considerations, can result in improvement in the 
model performance. Cook (1977) introduced a method to find out the influential observations on 
data, which is known as Cook’s distance. M ontgomery et al. (2011) used the following equation 
to determine Cook’s distance:
Di =
hj]
v ( i -h u) (3.5)
r
W here Cook’s distance is denoted by Dt . Studentized residuals and leverage scores for i-th data 
unit are denoted by rt and h u respectively. Studentized residuals and leverage scores are defined 
by Equation 3.6 and Equation 3.7 respectively.
^ a 2(i - h ii) (3.6)
e
r
h a = X i(X TX ) - i X i1 (3.7)
One proposed threshold to determine an influential observation is defined by Dt > 4 / ( n  — k  — V) 
where n  is the sample size and k  is the number o f predictor variables (Kabacoff, 2015). It is 
important to mention that deleting an outlier or influential observation should necessarily improve 
a m odel’s prediction. So this method is applied step by step until the R-square or adjusted R-
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square shows deterioration or comparatively less improvement than the previous step. But it is not 
justified to throw out data points ju st because doing so results in a better model fit. Accordingly, 
the deletion o f outliers in this work can be justified because o f the following reasons:
• The data points are the results o f experiments that have been conducted since 1975. A lot
of advancement has been made so far to measure fracture conductivity as accurately as 
possible by simulating actual reservoir conditions. So the accuracy o f the fracture 
conductivity measurements in the earlier research is questionable. For an example, Penny 
(1987) introduced the use o f sandstone instead o f steel platens to simulate the scenario of 
proppant embedment. So there is a good chance that the fracture conductivity was 
overestimated in the experiments done before 1987.
• The primary researchers of the data sources are also not available to verify whether they 
had encountered any issues during any particular measurement or not.
• The data points are manually collected from the graphs and the tables o f existing published 
literature. So there could be uncertainty in accuracy o f the collected data points.
Therefore, it seems reasonable to assume that the outliers or influential observations are results of 
inaccurate values o f the variables.
3.2.6 ff-Fold Validation
K-fold validation is employed for model evaluation. It provides an indication o f how well the 
model will predict given new dataset(s). To employ K  -fold validation the entire sample o f a data 
set is divided into K  number o f folds or sub-samples. (K -1) sub-samples are treated as training 
data and the rest as validation data. The model is fit on the training data and later the prediction is 
validated using the validation data. Each of the K  subsamples serves as a validation or test data 
and the combined observations from remaining K-1 subsamples serve as the training data. 
K abacoff (2015) presented a code using the bootstrap package in R. K abacoffs function is used 
to employ K-fold validation in this study. K  is set to be 10. The choice o f K  is arbitrary. The 
function provides an average summary o f original R-square and 10-fold cross validated R-square. 
The original R-square is based on the sample and the cross validated R-square represents how well 
the model will fit with new data. The change in R-square represents the quality o f a model.
3 0
3.2.7 Relative Weights of the Predictors
Johnson (2000) proposed a method to estimate the relative weight o f the predictors o f a regression 
model. This method takes into account the correlation o f the variables in data. This method is 
distinct from testing which predictors are significant and it conditions on which predictors are 
included in the model. Hence it is an assistance to provide a ranking o f the significant variables 
that are determined from the variable selection methods to belong in the optimal model. This 
method is employed on the best regression models o f Proppant Type-1 and Proppant Type-3 to 
develop a ranking of the predictors. The results allow us to decide relative importance of the 
predictors. The R  code used for this method is presented by K abacoff (2015), which is a 
modification from Johnson (2000).
3.3 Mixed Effect Model
M ixed effect model is a statistical tool for modeling the relationship between the dependent 
variable and independent variables when both fixed and random effects are important. These two 
types o f effect will be discussed briefly later in this section. W hen there are repetitive 
measurements/observations of the same units, or disparate sources of data, or clustered data, an 
unwanted correlation in the response might arise because of not being independent within a data 
source. In mixed effect modeling, along with the fixed predictors one or more categorical variables 
are used representing the levels o f each random effect. The basic equation for a mixed effect model 
is given below in Equation 3.8.
Y = X ( i + Z u + E  (3.8)
Fixed effects use categorical predictors for which inferences are to be confined to the specific 
levels included in the study. In Equation 3.8 , Xfi term denotes the fixed effects. On the other hand, 
random effects are used to refer to the effects o f different levels o f a categorical predictor including 
levels not included in the study. The random effects assumption states that the data collected for 
analysis are from a finite number o f different populations. The term Z u  in Equation 3.8 is called 
the random effect o f a mixed model.
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This research is based on multiple sources o f hydraulic fracture conductivity data. The data are 
obtained from repetitive measurements o f factors affecting fracture conductivity. Therefore, mixed 
effect modeling is employed as an extension of the previous work. Disparate sources are labeled 
as different levels o f a categorical variable. The most significant predictors included in the optimal 
models from regression analysis are used in this method for each proppant type. M ixed models are 
fit using the linear mixed effect modeling function lmer() from the package lme4 in R  (Bates et 
al., 2015).
3.4 Statistical Imputation
Statistical imputation refers to the methods o f imputing the missing values o f a sample. Instead of 
ignoring the values that cannot be acquired or recovered, imputation predicts those values. The 
imputed values contribute to a larger set o f data to develop the relationship between the dependent 
variable and independent variables. There are several methods to impute missing values. But 
before choosing a method, it is important to understand the nature of the missing data. Little and 
Rubin (2002) proposed the classification missing data with the following:
• Missing Completely at Random (MCAR): Probability o f a value being missing is not 
related to any other variables of an observation or the value itself.
• Missing at Random (MAR): Probability o f a value being missing depends on the other 
observed variables but not on the value itself.
• Missing N ot at Random (MNAR): Probability o f a value being missing depends on the 
variables which are missing.
All the variables in this study were observed by the researchers and then reported in the literature. 
Since the reporting o f a variable probably has very little to do with that or values o f other variables, 
so M CAR or M AR can be assumed. For this study only the missing values o f polymer loading are 
predicted using statistical imputation. There are two major reasons for choosing polymer loading 
to be imputed:
• In most o f the previous hydraulic fracture conductivity experiments, polymer loading was 
either kept at a certain level or varied in a small range, so there are fewer chances to impute 
the missing values inaccurately.
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• Other independent variables were not missing in large amounts, so those few data points 
can be ignored for further analysis.
3.4.1 Categorical Imputation
If the missing mechanism is MCAR, then there is no way to impute those from the other 
observations. Thus, it entirely depends on the independent researchers. The incomplete mother 
dataset provides a reason to believe that polymer loading for each source was maintained at a 
certain level for the experiments. For an example, McDaniel (1987) is one o f the sources for this 
study. He conducted more than one hundred hydraulic fracture conductivity tests with no value of 
polymer loading presented in that literature. But it has been a common practice from the past to 
maintain at least a low level of polymer loading while conducting fracture conductivity 
experiments. Therefore, missing values of polymer loading can be assumed to be categorical or 
qualitative variable where each source o f data represents a constant level o f polymer loading. Then 
regression analysis is employed with this categorical polymer loading variable. However, the 
interpretation of a coefficient associated with a categorical variable is different from the regular 
interpretation o f a regression coefficient associated with a continuous variable. It depends on how 
the reference level is set up for the categorical variables. For simple linear regression in R, the 
intercept is equal to the mean response for one o f the levels o f categorical variables. That level is 
defined as the reference level. The coefficient for one of the other levels of categorical variables 
represents the difference in mean response o f that level and the reference level.
3.4.2 M ultivariate Imputation Using Chained Equations (MICE)
M ultiple imputation is a statistical technique to investigate a dataset with missing values. Rubin 
(1987) proposed the theory o f multiple imputation in the context o f nonresponse in surveys. It 
replaces each missing values with two or more plausible values. Plausible values are a random 
selection from an observed distribution that are similar to their parent distribution. Multiple 
imputation using chained equations is an approach to impute values using the algorithm of Gibbs 
sampling. Gibbs sampling is an MCMC (Markov Chain Monte Carlo) technique that was proposed 
by Geman, S. and Geman, D. (1984). It predicts the missing values from all other available 
variables in the dataset by generating posterior samples o f each variable or block o f variables. The 
technique involves estimating by simulation the expectation of a statistic in a complex model and 
does successive random selections which form a Markov Chain (Gilks, 2005). A M arkov chain
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refers to a set of states in which the process starts in one of those states and moves successively 
from one state to another (Grinstead and Snell, 1997). The probability o f the next move does not 
depend on the current state. The process continues until the plausible values are achieved.
In this study, multivariate imputation using chained equations is done using mice package in R 
(Buuren and Oudshroon, 2011). The approach includes three steps which are listed in Kabacoff 
(2015): imputation, analysis o f results, and pooling. Figure 3-3 represents the steps in applying 
multiple imputation. Missing values are imputed using the mice() function in R  which returns m 
number o f completed datasets. (By default, m=5 in R.) By default, R  imputes the missing values 
predictive mean matching (PMM). PM M  replaces the missing values that are similar to the real 
values (Allison, 2015). In other words, the distribution o f the imputed values are similar to the 
distribution o f the real values. The next step is to analyze the m  completed datasets using the with() 
function in R. The interest o f this study is to develop models using linear regression. Therefore, m 
number of linear regression models are fit for m number of imputed datasets using the with() 
function. Linear regression is employed using the lm() function. And finally, the results are pooled 
using the pool() function. By default, the pool() function provides a summary with the means o f 
all the coefficients.
Figure 3-3: Steps to employ multiple imputation using chained equations using mice in R
(Kabacoff, 2015)
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This method is employed assuming the missing mechanism to be MAR. However, the fracture 
conductivity models are developed by altering the pooling step of mice package in R  because the 
primary interest of this study is not to find the missing values, but deriving models of fracture 
conductivity. This study iterates for m  =2000, so two thousand sample runs are conducted, which 
return two thousand imputed datasets. Each dataset provides one regression model of fracture 
conductivity. Instead o f using all the sample runs, only the last thousand sample runs are analyzed 
and the median of each coefficient is reported as the final results. This is done in order to avoid 
any kind of convergence issue of the initial sample runs.
Finally, the predictive performances of all the models developed using different statistical 
approaches are compared using validation data and new data from case histories. In order to use 
the models developed in this research, the new dataset of independent variables must be 
standardized using the mean and standard deviation provided in Appendix B . For each model, a 
range is provided for each independent variable in Appendix B . If a new predictor data does fall 
outside the range, then the m odel’s prediction is doubtful because linearity tends to break down at 
some point outside the range. Therefore, it is recommended to use a model if the new predictor 
data falls in between its corresponding range o f independent variables.
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Chapter 4 RESULTS AND DISCUSSIONS
4.1 Fixed Effect Model
The main purpose of this study is to develop models to predict fracture conductivity and also to 
report the significant predictors. Statistically significant predictors are identified by their p-values. 
A p-value below 0.05 indicates a predictor to be statistically significant. However, regardless o f 
the significance, all the predictors reported from all subsets regression are chosen for further 
analysis.
4.1.1 Proppant Type-1
4.1.1.1 Three Factor Model
Around 750 data points are used to develop this model. The first linear regression model has an 
R-square o f 0.4732 and an adjusted R-square o f 0.4689. Figure 4-1 represents the optimal model 
where all the possible main effect and interaction effect terms are in the X-axis. The colored blocks 
in each row represent the variables o f a model at its corresponding adjusted R-square. Starting 
from the bottom, the first row represents a model with intercept and the interaction term of mesh 
size and closure stress that has a very low adjusted R-square o f 0.24. In the top two rows, the black 
blocks represent the predictors o f the best two models at highest adjusted R-square o f 0.47. Starting 
from the top, the first row does not include the interaction of mesh size and temperature. 
Afterwards, in the second row, the main effect of temperature is not included in the best model as 
a predictor. The predictors from the first row (starting from the top) are chosen to be the optimal 
model or best model because this study is more interested in developing models that contain all 
the main effects at the minimum. Therefore, the interaction o f mesh size and temperature is not 
included as a predictor in the optimal model.
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Optimal Model:  Sand 
3 Factors
Figure 4-1: Optimal model from all subsets regression for three factor model of Proppant
Type-1
To improve the model, Cook’s distance is employed to determine the influential observations. 
Figure 4-2 shows the Cook’s distance plot before deletion (left) and after deletion (right) o f these 
influential observations. The blue line represents the threshold discussed in section 3.2.5. Any data 
points above the threshold are believed to have significant influence on the regression model. The 
left plot o f Figure 4-2 shows that the 646th observation has a higher Cook’s distance and it might 
have a notable impact on the intercept and slopes o f the regression model. The 646th observation 
is deleted from the dataset and then another regression model is developed using the new dataset. 
The changes in R-square and adjusted R-square are observed. Both R-square and adjusted R- 
square show improvement after the first attempt o f deletion. The process o f deleting influential 
observations and developing a regression model on the new dataset is continued until the current 
regression model shows improvements from the past model. In the right plot o f Figure 4-2 , there 
are certain data points that are above the threshold. But deleting the 693th observation reported in 
the plot does not provide a significant improvement in the model. Finally, 23 influential data points 
are deleted. The R-square and the adjusted R-square o f this final model are 0.5205 and 0.5171
3 7
respectively. After deleting these influential observations the mean squared error (MSE) is reduced 
from 2.28 to 1.83.
Figure 4-2: Cook’s distance plot for three factor model of Proppant Type-1 (Left-before
deletion, Right-after deletion)
Figure 4-3 is the regression diagnostic before deleting the influential observations and it consists 
o f three plots for the validation o f assumptions o f linearity, normality and homoscedasticity. In the 
residual vs. fitted plot (upper left), there is some evidence o f a curved shape formed by the residuals 
cloud around the horizontal blue line. However, there is strong evidence of straight vertical lines 
around the blue line which suggests that the predictors do not have many distinct levels. 
Standardized residuals are used to generate the normal Q-Q plot and scale-location plot. In the 
normal Q-Q plot (upper right), there are certain points at the top and bottom which do not fall on 
the line (blue line) and the distribution is left skewed. In the scale-location plot (bottom), there is 
a downward bend developed by the points. Therefore, the constant variance assumption is perhaps 
not met. Overall, regression diagnostics from Figure 4-3 suggests violation o f the model 
assumptions.
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Figure 4-3: Regression diagnostic before deleting influential observations as the validation  
of the model assumptions for three factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
Figure 4-4 is the regression diagnostics after deleting the influential observations. It shows little 
improvement from the very first model. In the residual vs. fitted plot (upper left), the residuals got 
more scattered around the horizontal line. In the normal Q-Q plot (upper right), only few data 
points at the top don’t fall on the line and skewness is slightly reduced. In the scale-location plot
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(bottom), the residuals are more uniform than the first model but there is still a downward bend by 
the data points. Overall, the model does not meet all the assumptions adequately even after deleting 
the influential observations.
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Figure 4-4: Regression diagnostic after deleting influential observations as the validation of 
model assumptions for three factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
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Normality and homoscedasticity assumptions are further assessed by the studentized residuals 
(Equation 3.6). Studentized residual is one scaled residual that is more effective in determining 
the outliers in multiple regression analysis. To assess the normality assumption more accurately, 
the studentized residuals are plotted against a t distribution with n-k-1 degrees o f freedom where 
n is the sample size and k  is the number o f regression parameters. This plot is generated by the 
qqPlot() function in R. Figure 4-5 shows the Q-Q plot for studentized residuals which is similar 
to the normal Q-Q plot o f Figure 4-4 . The red envelope indicates a 95% confidence interval. There 
are certain data points that are outside the confidence interval envelope.
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Figure 4-5: Q-Q plot of studentized residuals for three factor model of Proppant Type-1
Figure 4-6 is the histogram of studentized residuals showing the distribution o f residuals, which 
is nearly bell shaped. It shows that the kernel density curve and normal curve are close to each 
other, so the normality assumption is slightly satisfactory for this model. Figure 4-7 shows a 
spread level plot with the absolute studentized residuals where the red line represents the slope of 
the variance and the green dotted line represents the locally weighted smoothing line (LOESS
4 1
Line). The plot is generated by using the spreadLevelPlot() function in R  which also provides a 
suggestion for the power transformation o f the variables. If  the value o f suggested power 
transformation is close to 1, then it indicates that the constant variance assumption is met. In this 
case, the value is 1.895 and there is a non-horizontal trend indicated by the red line. Thus, it 
suggests a slight violation from constant variance assumption. Both the qqPlot() and the 
spreadLevelPlot() functions are from the package car (Fox and Weisberg, 2011).
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Figure 4-6: Distribution of errors for three factor of Proppant Type-1
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Figure 4-7: Spread level plot for three factor model of Proppant Type-1
From 10-fold cross validation, the cross validated R-square and the original R-square are reported 
as 0.3219 and 0.5206 respectively. Additionally, the original adjusted R-square is 0.5165 and cross 
validated adjusted R-square is 0.3163. The final model is proposed by Equation 4.1 . In this 
equation, temperature has a p-value greater than 0.05. It should be noted that when the data was 
collected, all the variables (dependent and independent) were kept in consistent set o f unit and 
later used them as input in R  to develop the models. Therefore, regardless o f whatever the units 
are for the independent variables, as long as they are consistent, their effects on fracture 
conductivity will be described in md-ft.
Fc = exp[7.21611 +  (0 .75318  * Pms) — (0 .35250 * oc) — (0 .02203 * T) — (1 .04327 * Pms * 
°c) — (0 .64078  * ac * T)] (4.1)
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4.1.1.2 Four Factor Model
Two models are developed in this research using four factors for Proppant Type-1. The first four 
factor model includes mesh size, closure stress, proppant concentration, and temperature. Around 
600 data points are used to develop this model. The first linear regression model has an R-square 
o f 0.694 and an adjusted R-square o f 0.6889. The optimal model from all subsets regression is 
shown in Figure 4-8 . The optimal model does not include the interactions between mesh size and 
temperature or between closure stress and concentration. R-square is used as the criterion to choose 
the best fitting model.
Optimal Model: Sand 
4  Factors
Figure 4-8: Optimal model from all subsets regression for four factor model of Proppant
Type-1
Figure 4-9 shows the Cook’s distance plot before deletion (left) and after deletion (right) o f these 
influential observations. The left plot o f Figure 4-9 shows that the 24th data point is well above 
the blue line which indicates a clear influence o f that data point on the regression model. Overall 
25 influential observations are deleted to reach the final best fitting model. The right plot o f Figure
4 4
4-9 shows that a good number o f data points are above the threshold but deleting the 501th 
observation does not improve the regression model. The R-square and adjusted R-square o f the 
final model are 0.7442 and 0.7407 respectively. After deleting these influential observations the 
mean squared error (MSE) is reduced from 1.55 to 1.18.
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Figure 4-9: Cook’s distance plot for four factor model of Proppant Type-1 (Left-before
deletion, Right-after deletion)
The regression diagnostic for this model is shown in Figure 4-10 . In the residual vs. fitted plot 
(upper left), there is a conical shape developed by the data points. In the normal Q-Q plot (upper 
right), the data points are nearly light tailed but an immense number o f data points do not fall on 
the line. In the scale-location plot (bottom), a downward bend formed by the data points is 
observed. The model therefore fails to satisfy the model assumptions.
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Figure 4-10: Regression diagnostic as the validation of the model assumptions for four 
factor model of Proppant Type-1, (Upper left-Linearity, Upper right-Normality, Bottom-
Homoscedasticity)
The regression diagnostic plot after deletion in Figure 4-11 shows that there have been no 
significant improvements in any o f the model assumptions. Only the normal Q-Q plot (upper right) 
shows slight improvement from the previous normal Q-Q plot o f Figure 4-10 , but there are still a 
large number o f data points that do not fall on the line.
4 6
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Figure 4-11: Regression diagnostic after deleting influential observations as the validation 
of model assumptions for four factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
In Figure 4-12 , the Q-Q plot o f studentized residuals shows that a good number o f data points are 
outside the 95% confidence envelope. The distribution o f error plot in Figure 4-13 shows that the 
normal curve and the kernel density curves are deviated from each other even though the histogram 
is closely bell shaped. The spread level plot in Figure 4-14 shows a downward non-horizontal
4 7
bend indicated by the red line. The suggested power transformation for the regression model is 
2.09. The regression diagnostic ascertains clear violations o f the model assumptions.
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Figure 4-12: Q-Q plot of studentized residuals for four factor model of Proppant Type-1
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Figure 4-13: Distribution of errors for four factor model of Proppant Type-1
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Figure 4-14: Spread level plot for four factor model of Proppant Type-1
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The cross validated R-square and the original R-square are reported as 0.5106 and 0.7442 
respectively. The cross validated adjusted R-square is 0.5030 and the original adjusted R-square 
is 0.7402. However, the model is presented in Equation 4.2 . All the parameters have p-values 
lower than 0.05.
Fc =  exp[7 .20960 +  (0 .59221 * Fms) — (0 .59399 * a c) +  (1 .63724  * Cp) — (0 .38014  * F) — 
(0 .78710 * Fms * ffc) — (0 .60512 * Fms * Cp) — (0 .69822 * a c * F) +  (0 .81040 * Cp * F] (4.2)
The other four factor model o f Proppant Type-1 includes formation hardness (BHN) as a factor 
instead o f mesh size. It will be referred as the 2nd four factor model o f Proppant Type-1 throughout 
this study. Around 300 data points are used to develop the model. The very first linear model 
developed in R  provided “NA ” as the regression coefficients for the interactions both between 
proppant concentration and temperature and between temperature and formation hardness. It 
necessarily suggests that the regression coefficients for these two parameters are not estimable. 
Collinearity might be a reason behind this, which indicates that the predictors might be linearly 
related. Therefore, both the predictors are excluded from the regression model. The graphical 
representations o f the regression analysis for this model are provided in Appendix A . The optimal 
model for this model is provided in Figure A -1 . Adjusted R-square is chosen as the criterion to 
select the best fitting model. The interactions between both closure stress and proppant 
concentration and between closure stress and temperature are left out in the optimal model. Cook’s 
distance plots are provided in Figure A -2 . Overall 22 data points are removed from the original 
dataset. After deleting these influential observations, the mean squared error (MSE) is reduced 
from 1.17 to 0.89. The R-square has increased from 0.5839 to 0.6433 and the adjusted R-square 
has increased from 0.5724 to 0.6353.
The regression diagnostic plots before and after deletion are provided in Figure A-3 and Figure 
A-4 respectively. In both regression diagnostic plots, residual vs. fitted (upper left) plot shows 
clear evidence o f curved and funnel shape developed by the data points. The scale-location plot 
(bottom) has a downward bend in both o f them. In the normal Q-Q plot (upper right) o f Figure A­
3 , a good number o f data points do fall on the line, which has even improved after deleting the
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influential observations shown in Figure A -4 . The distribution o f the data points also appears to 
be normal in both Figure A-3 and Figure A -4 . In addition, both the Q-Q plot and distribution of 
errors plot by studentized residuals suggest to satisfy the normality assumption that are provided 
in Figure A-5 and Figure A-6 respectively. On the other hand, the spread level plot given in 
Figure A-7 proves violation o f the homoscedasticity assumption. The suggested power 
transformation is 3.86 for this case.
However, from 10-fold cross validation, the cross validated R-square and the original R-square are 
reported as 0.6105 and 0. 6433 respectively. The original adjusted R-square is 0.6004 and the cross 
validated adjusted R-square is 0.6339. Therefore, even though the regression diagnostic does not 
suggest the model to be adequate, it still might provide good predictions. The model is proposed 
by the following Equation 4.3 where all the parameters have p-values lower than 0.05.
Fc = exp[8.15643 -  (0 .82407 * ac) + (86302  * Cp) -  (0 .23893 * T) -  (0 .20613 * BH N) + 
(0 .24599 * a c * S tfN ) +  (0 .36996  * Cp * StfW )] (4.3)
4.1.1.3 Five Factor Model
More than 130 data points are used to develop the model. The very first linear model developed 
with the dataset has an R-square o f 0.9126 and an adjusted R-square o f 0.903. However, the main 
effects o f mesh size and temperature are reported as negative, which goes against the documented 
literature. Instead o f linear regression, employing polynomial regression o f 2nd order solves the 
problems with the flipped signs. The polynomial model has an R-square and an adjusted R-square 
o f 0.8713 and 0.8608 respectively. Figure 4-15 shows the optimal model where the main effect of 
temperature and polynomial effect o f mesh size are excluded. As the polynomial effect of 
temperature is in the optimal model, however, so is the main effect o f temperature added in the 
final optimal model as a predictor.
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Optimal Model: Sand 
5 Factors
P
Figure 4-15: Optimal model from all subsets regression for five factor model of Proppant
Type-1
Figure 4-16 shows the Cook’s distance plot before deletion (left) and after deletion (right). The 
Cook’s distance plot before deletion (left) indicates that very few data points are above the blue 
line which might have significant influence on the regression model. Only 3 data points have to be 
removed to reach the peak point where removing a data point does not influence the regression 
model. The final R-square and adjusted R-square for this model are 0.9056 and 0.8985 
respectively. Deleting only 3 data points decreased the mean squared error (MSE) from 0.44 to 
0.33.
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Figure 4-16: Cook’s distance plot for five factor model of Proppant Type-1 (Left-before
deletion, Right-after deletion)
The regression diagnostic plot before deletion is displayed in Figure 4-17. In the residuals vs. 
fitted plot (upper left), 11th, 14th, and 34th number observations are certainly outliers, but overall 
there is no distinctive pattern created by the data points. All the data points are almost equally 
spread around a horizontal line, which indicates that there is no non-linear relationship between 
the dependent and the independent variables. In the normal Q-Q plot (upper right), most o f the 
data points fall on the line, although there are still a few data points at the top and the bottom 
including the outliers, which certainly do not fall on that line. The distribution in the normal Q-Q 
plot (upper right) appears to be normal. In the scale location plot (bottom), there is a random band 
around the horizontal line, which suggests that the homoscedasticity assumption is met.
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Figure 4-17: Regression diagnostic before deleting influential observations as the validation  
of model assumptions for five factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
The regression diagnostic plot after deletion is displayed in Figure 4-18 . There is no major change 
in the Figure 4-18 from Figure 4-17 indicating that the model plausibly meets all the model 
assumptions.
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Figure 4-18: Regression diagnostic after deleting influential observations as the validation 
of model assumptions for five factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
For further analysis, Q-Q plot and distribution o f errors plot by studentized residuals are generated 
to verify whether the assumption o f normality is valid or not. Q-Q plot o f studentized residuals 
shown in Figure 4-19 indicates that most o f the data points are inside the 95% confidence 
envelope. In Figure 4-20, the distribution o f error plot shows that the normal curve and the kernel
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density curve almost overlap each other, so the normality assumption is well satisfactory. In the 
spread level plot o f Figure 4-21 , the red line is nearly horizontal. The suggested power 
transformation is 1.07 for this model. Thus, the regression diagnostic suggests that the model 
assumptions are well satisfied.
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Figure 4-19: Q-Q plot of studentized residuals for five factor model of Proppant Type-1
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Studentized Residual 
—  Kernel Density Curve —  Normal Curve
Figure 4-20: Distribution of errors for five factor model of Proppant Type-1
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Figure 4-21: Spread level plot for five factor model of Proppant Type-1
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After performing 10-fold cross validation, the original R-square and the cross validated R-square 
are reported as 0.9056 and 0.8826 respectively. The change in R-square is only 0.023, which 
indicates the model might be capable o f providing good predictions on newer datasets. 
Additionally, the original adjusted R-square and the cross validated adjusted R-square are reported 
as 0.8977 and 0.8727 respectively. The final model is given below in the Equation 4.4 where 
temperature, polymer concentration, and the polynomial term o f temperature have p-values higher 
than 0.05.
Fc = exp[6.93165 +  (1 .26923 * Pms) -  (0 .90890 * oc) + (3 .44982 * Cp) -  (0 .10642 * T ) -  
(0 .08941 * Cp0  +  (0 .16575 * a c2) -  (1 .90421  * Cp2) +  (0 .05304  * T 2) -  (0 .40768  * CpJ2)]
(4.4)
Finally, it is reasonable to state that between all the models developed for Proppant Type-1, the 
five factor model is the most adequate in terms o f model assumptions, model quality, and future 
predictions. However, the detailed comparison will be discussed in section 4.1.5.
4.1.2 Proppant Type-2
4.1.2.1 Three Factor Model
The graphical representations o f the analysis for rest o f the fixed models are provided in Appendix  
A . For Proppant type-2, data o f mesh size, closure stress, and temperature were available, so only 
one model is developed using around 140 data points. The initial model has an R-square and an 
adjusted R-square o f 0.7117 and 0.6984 respectively. The optimal model is displayed in Figure 
A -8 . All the parameters are included in the best fitting model where R-square is the criterion. 
Figure A-9 shows the Cook’s distance plot before deletion. Here, deleting the 132th observation 
does not improve the model, so no observation was removed from the primary dataset.
The basic regression diagnostic is only performed once with the optimal model, which is shown 
in Figure A -10 . In the residuals vs. fitted plot (upper right), different curves are formed, indicating 
a strong violation o f linearity assumption. The normal Q-Q plot (upper right) suggests that the 
distribution is left skewed and it evidently shows that few data points at the bottom do not fall on
5 8
the line. The scale-location plot (bottom) shows a nearly parabolic shape, indicating a clear 
violation o f the homoscedasticity assumption. Figure A-11 and Figure A-12 display the Q-Q plot 
and distribution o f errors by studentized residuals respectively. The first one demonstrates that a 
good number o f data points are outside the 95% confidence envelope and the latter one suggests a 
left skewed histogram or negatively skewed histogram. The spread level plot in Figure A-13 
validates the conclusion made from the scale-location plot. The suggested power transformation 
for this model is 8.02, which is exceedingly high.
From 10-fold cross validation, the original R-square and the cross validated R-square are reported 
as 0.7117 and 0.5355 respectively. Additionally, the original adjusted R-square and the cross 
validated R-square are 0.6961 and 0.5103 respectively. The model is proposed by the following 
Equation 4.5 where all the parameters are significant.
Fc = exp[8.09765 -  (0 .19166  * Pms) -  (0 .34484  * oc) -  (0 .37392 * T )  — (0 .31527 * Pms * 
ac) +  (0 .10521 * M  * T) -  (0 .47903 * a c * T)] (4.5)
The effect o f mesh size in Equation 4.5 is reported as negative. Therefore, in addition to all the 
violations o f model assumptions and failing to provide better prediction, the model also shows 
discrepancy from the established literature.
4.1.3 Proppant Type-3
4.1.3.1 Three Factor Model
There are 675 data points used to develop the three factor model o f Proppant Type-3. The first 
linear regression reports a negative main effect o f mesh size. So, polynomial regression o f 2nd 
order is employed to develop the model which has an R-square o f 0.3436 and an adjusted R-square 
o f 0.3377. The results o f all subsets regression are displayed in Figure A-14 where R-square is the 
selection criterion. To reduce the number o f parameters in the optimal model, 2nd best fitting model 
is chosen from the plot o f Figure A-14 where polynomial term o f closure stress is left out. The 
Cook’s distance plot is shown in Figure A -15 . Similar to the three factor model o f Proppant Type- 
2, no observation is deleted. The final model has an R-square and an adjusted R-square o f 0.3436 
and 0.3387 respectively.
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Figure A-16 contains initial regression diagnostics. In the residuals vs. fitted plot (upper left), the 
residual cloud forms a funnel shape with shorter end toward larger fitted values. In the normal Q- 
Q plot (upper right), an inverted S-curve is formed around the line, which suggests a distribution 
with light tails. The square root o f standardized residuals create a nearly funnel shape with a 
downward bend in the scale-location plot (bottom). Furthermore, normality is assessed by Figure 
A-17 and Figure A -18 . Figure A-17 shows the Q-Q plot by studentized residuals where a large 
portion o f the data points is outside o f the 95% confidence envelope. Distribution o f the studentized 
residuals in Figure A-18 shows a left-skewed histogram suggesting deviation from the normal 
curve. The spread level plot in Figure A-19 displays a sharp downward non-horizontal red line 
implying violation from constant variance assumption. The suggested power transformation is 
4.86 for this case. Thus, the model shows strong violation from all the model assumptions.
The original R-square and the cross validated R-square are 0.3436 and 0.3271 respectively. And 
the original adjusted R-square and the cross validated adjusted R-square are 0.3377 and 0.3211 
respectively. The final model is proposed by the following Equation 4.6 where all the parameters 
are significant.
Fc =  e x p [8.64340 +  (0 .41235 * Fms) -  (0 .28032 * a c) -  (0 .31361 * F) -  (0 .21124  * 
fms2) -  (0 .07990 * F 2)] (4.6)
4.1.3.2 Four Factor Model
The model is developed using around 300 data points. Polynomial regression o f 2nd order is 
employed. The initial model has an R-square o f 0.6954 and an adjusted R-square o f 0.687. The 
optimal model is selected using adjusted R-square as the criterion. The optimal model is shown in 
Figure A-20 where the polynomial terms o f closure stress and temperature are excluded. Figure 
A-21 shows the Cook’s distance plot before deletion (left) and after deletion (right). Altogether 8 
observations are removed to reach the final model. This model has an R-square and an adjusted R- 
square o f 0.8033 and 0.7991 respectively. Deleting 8 observations has decreased the mean squared 
error (MSE) from 0.33 to 0.18. The regression diagnostics before deletion and after deletion are 
displayed in Figure A-22 and Figure A-23 respectively. The residual cloud in the residuals vs.
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fitted plot (upper left) is more scattered in Figure A-23 than it is in Figure A-22 , but in both plots, 
the residual cloud has a front nearly ellipsoidal shape toward larger fitted values. The normal Q-Q 
plots (upper right) o f both o f these figures have an inverted S-curve formed around the line with 
heavy tails. A downward residual cloud is formed in both the scale location plots (bottom) but the 
cloud is more scattered for the 2nd case. Normality and homoscedasticity are further assessed by 
Q-Q plot, a distribution o f error plot and a spread level plot using studentized residuals, which are 
displayed in Figure A-24 , Figure A-25, and Figure A-26 respectively. However, all o f these 
imply strong violation from normality and homoscedasticity assumptions. The suggested power 
transformation is reported as 5.52.
Despite the strong violation from the model assumptions, this model has a cross validated R-square 
o f 0.7850 where the original R-square is 0.8032. The cross validated adjusted R-square and the 
original adjusted R-square are 0.7805 and 0.7984 respectively. However, satisfactory results from 
cross validation cannot evidently prove the predictive performance o f a regression model until the 
model satisfies all the model assumptions. Equation 4.7 displays the model where the main effect 
o f mesh size has p-value higher than 0.05.
Fc =  exp[8.57212 +  (0 .06329 * Pms) -  (0 .53543 * a c) +  (1 .53781  * Cp) -  (0 .09027 * F) -  
(0 .37050  * Pms2) -  (0 .44576  * Cp2)] (4.7)
4.1.3.3 Five Factor Model
Around 90 data points are used to develop the initial linear regression model. Polynomial 
regression o f 2nd order is employed to flip the incorrect sign o f the main effect o f mesh size. This 
polynomial model has an R-square o f 0.6406 and an adjusted R-square o f 0.5946. All subsets 
regression is conducted using R-square as the selection criterion. The optimal model is shown in 
Figure A-27 where the best fitting model does not include the main effect o f temperature. 
However, temperature is included because the polynomial term o f temperature is present in the 
best fitting model. Only the polynomial term o f closure stress is left out from the optimal model. 
Cook’s distance plot is displayed in Figure A -28 . No influential observation was needed to remove
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from the original dataset. The final optimal model has an R-square and an adjusted R-square of 
0.6395 and 0.5984 respectively. The mean squared error (MSE) o f the model is 0.79.
The initial regression diagnostic is provided in Figure A -29 . In the residuals vs. fitted plot (upper 
left), all the residuals are distributed well around the horizontal line. It is a clear indication of 
meeting the linearity assumption. The normal Q-Q plot (upper right) shows that most o f the data 
points do fall on the line and the rest fall near that line. Therefore, the data points are normally 
distributed. The scale location plot (bottom) shows a well scattered residual cloud. Figure A-30 
and Figure A-31 show the Q-Q plot and distribution o f errors by studentized residuals. From 
Figure A-30 , it is apparent that almost all the data points are inside the 95% confidence envelope. 
Figure A-31 shows nearly overlapping normal and kernel density curve. Therefore, this model 
satisfies the normality assumption as well. The red non-horizontal line o f the spread level plot in 
Figure A-32 suggests a slight violation o f constant variance assumption. The suggested power 
transformation is 1.81 for this model.
The results o f 10-fold cross validation show an original R-square o f 0.6395 and cross validated R- 
square o f 0.5096. The original adjusted R-square and the cross validated adjusted R-square are 
0.5932 and 0.4467 respectively. The model is proposed by the Equation 4.8 where the main effects 
o f temperature and polymer concentration as well as o f polynomial term o f polymer concentration 
have p-values higher than 0.05.
Fc =  exp[8 .22287 +  (0 .78182 * Pms) -  (0 .86664  * a c) +  (1 .70340 * Cp) -  (0 .05282 * F) -  
(0 .03940 * Cpl -  (0 .87666  * Pms2) -  (0 .61180  * Cp2) +  (0 .33036  * F 2) +  (0 .07949  * CpJ2)]
(4.8)
From all the above discussions, it can be deduced precisely that the five factor model has met 
almost all the model assumptions compared to the other two models. It should also be noted that 
though the four factor model has higher R-square and adjusted R-square than the five factor model, 
but still the five factor model is more adequate than the four factor model.
62
4.1.4 All Proppant Type
4.1.4.1 Six Factor Model
This model is developed including types o f proppant as a categorical variable along with the other 
five continuous variables o f Proppant Type-1 and Proppant Type-3. Proppant Type-1 is 
categorized as “ 1” and Proppant Type-3 as “2” . Around 240 data points were available for the 
initial linear model. However, polynomial regression o f 2nd order is employed to flip the incorrect 
sign o f the main effect o f mesh size. The very first polynomial model has an R-square and an 
adjusted R-square o f 0.8394 and 0.8316 respectively. The regression coefficient o f polynomial 
term o f types o f proppant is reported as “N A.” Therefore, this parameter is excluded from the 
model. The optimal model is displayed in Figure A-33 where R-square is the selection criterion. 
The optimal model does not include the main effect o f types o f proppant and polynomial terms of 
mesh size and polymer concentration. However, the main effect o f types o f proppant is not 
excluded from the final optimal model. Figure A-34 shows the Cook’s distance plot before (left) 
and after (right) deletion. Nine influential observations are deleted starting from 204th number 
observation. After deleting these influential observations the mean squared error (MSE) is reduced 
from 0.69 to 0.52. The R-square and adjusted R-square o f this final model are 0.8679 and 0.8625 
respectively.
The regression diagnostic plots are shown in Figure A-35 and Figure A-36 for cases o f before 
deletion and after deletion respectively. The residual cloud has a very mild parabolic shape formed 
in the residual vs. fitted plot (upper left) o f Figure A -35 . On the other hand, the same plot of 
Figure A-36 shows that the residual cloud becomes more scattered and the parabolic shape has 
nearly disappeared. The normality assumption is met more appropriately in the Q-Q plot (upper 
right) o f Figure A-36 than o f Figure A -35 . In both o f the scale location plots (bottom) o f Figure 
A-35 and Figure A-36 , the homoscedasticity assumption seems to be satisfied. The Q-Q plot 
(Figure A-37) and distribution o f errors plot (Figure A-38) by studentized residuals validate the 
claim o f normality assumption being met. A nearly horizontal red line in the spread level plot 
(Figure A-39) validates the early statement o f satisfying homoscedasticity assumption. The 
suggested power transformation for this model is 0.88.
The cross validated R-square and the original R-square are reported as 0.8596 and 0.8679 
respectively. The change in R-square is only 0.008, so the model might perform well with new
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datasets. Additionally, the cross validated adjusted R-square and the original adjusted R-square 
are reported as 0.8531 and 0.8619 respectively. The final model is proposed by Equation 4.9 . In 
this equation, only types o f proppant has a p-value greater than 0.05.
Fc =  exp[5.29372 +  (1 .50163 * Pms) -  (0 .92900 * a c) +  (1 .47756  * Cp) -  (0 .49934  * F) -  
(0 .57253 * Cpl +  (0 .26464  * tP) +  (0 .22944  * a c2) -  (0 .69801  * Cp2) +  (0 .67987 * F 2)]
(4.9)
4.1.5 Model Validation
4.1.5.1 Proppant Type-1
All the models developed for Proppant Type-1 are validated by the 30% validation data which was 
separated at the beginning o f this research. M ore than 100 data points are used to validate the 2nd 
four factor model. On the other hand, 43 data points are used to validate the rest o f the models 
developed for Proppant Type-1. Figure 4-22 is the graphical representation o f predictions on 
validation data with 95% prediction interval for these three models. Equation 4.1 is used to 
estimate the prediction interval (P /) where fj is the predicted natural log o f fracture conductivity, 
t crjtis the critical value o f t distribution, M SE is the mean squared error o f residuals, X  is the 
(p +  1) x  1 column vector o f variables, and A0 is the (p +  1) x  1 column vector o f new values 
o f variables. Here, p is the number o f variables.
W  ±  t cwt .jM S F (1 + X o r ( ^ X ) - :% )  (410 )
For all the models, most o f the actual conductivity data fall inside the prediction interval. 
Compared to the others, however, the bottom plot (predictions from five factor model) shows more 
accurate predictions. In the bottom plot o f Figure 4-22 , the actual conductivities are closer to the 
prediction base line and only one or two o f data points are outside the prediction interval. On the
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other hand, the actual conductivity is more scattered from prediction baseline for the other two 
plots at the top. The prediction interval envelope is also tapered for the five factor model than the 
other two. The mean squared prediction errors (MSPE) for three, four, and five factor models are 
3.42, 2.91, and 0.48 respectively. Precisely, the five factor model provides more accurate 
predictions than the other two models.
Figure 4-22: Graphical representation of predictions for the models of Proppant Type-1 on 
30% validation data with 95% prediction interval (Upper left-three Factors, Upper right-
1st four factors, Bottom-five factors)
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The graphical representation o f prediction for the other four factor model is shown in Figure 4­
23 . Actual conductivities are reasonably inside the confidence envelope. The mean squared 
prediction error (MSPE) for this model is 1.44.
I  10n3ts< 1
1 10 100 1000 10000 1000001000000 
Predicted fracture conductivities (md-ft)
Figure 4-23: : Graphical representation of predictions for the 2nd four factor model of 
Proppant Type-1 on 30% validation data with 95% prediction interval
4.1.5.2 Proppant Type-2
The graphical representation o f predictions for the three factor model o f Proppant Type-2 is 
displayed in Figure 4-24 where the axis scales are different from Figure 4-23 . A different axis 
scale is used to have a clearer view as actual and predicted conductivities are between the ranges 
o f 1000-10000 md-ft. Around 55 data points are used to validate the model. From Figure 4-24, it 
seems reasonable to state that the model predicts showing minimal errors with the validation data. 
The mean squared prediction error (MSPE) o f predictions is only 0.08. From the results o f model 
validation, the model seems very precise on predictions. However, the regression diagnostics 
performed for this model suggest that it is inadequate in terms o f model assumptions. In addition, 
the model is developed using only three factors as no data was accessible with any additional 
factors. Altogether, the model is unfit for use. Therefore, the model is not considered for any 
further analysis.
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Figure 4-24: Graphical representation of predictions for the three factor model of 
Proppant Type-2 on 30% validation data with 95% prediction interval
4.1.5.3 Proppant Type-3
There are 43 data points used to validate the rest o f the models developed for Proppant Type-3. 
Figure 4-25 is the graphical representation o f predictions on validation data with a 95% prediction 
interval for these three models. The upper left and upper right plots o f Figure 4-25 show 
predictions for three and four factor model respectively. Three or more data points are outside the 
prediction interval in these two plots. In the upper left plot, actual conductivities are widely 
scattered around the prediction baseline. The upper right plot has a more tapered prediction interval 
compared to the others. On the other hand, the plot at the bottom of Figure 4-25 shows more 
accuracy in predictions. Only a single data point is outside the prediction envelope in this plot. 
Actual conductivities are well around the prediction baseline. The mean squared prediction errors 
(MSPE) for three, four, and five factor models are 1.61, 0.65, and 0.80 respectively. Evidently, the 
four and five factor model provide better predictions than the three factors model.
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Figure 4-25: Graphical representation of predictions for the models of Proppant Type-3 on 
30% validation data with 95% prediction interval (Upper left-three Factors, Upper right-
1st four factors, Bottom-five factors)
4.1.5.4 All Proppant Type
All Proppant Type is the mixed proppant types including both sand and ceramic proppants. Figure 
4-26 represents the prediction on validation data for this model. Around 115 data points are used 
to validate the model. More than 90% of actual conductivities are inside the 95% prediction 
envelope and they are scattered closely around the prediction baseline. The mean squared 
prediction error (MSPE) is 1.10 for this case.
6 8
Figure 4-26: Graphical representation of predictions for the six factor model of All 
Proppant Type on 30% validation data with 95% prediction interval
4.1.6 Model Comparison-Three vs. Four vs. Five Factor Model
4.1.6.1 Proppant Type-1
The performance o f all three models o f Proppant Type-1 is summarized in Table 4-1 . The percent 
decreases in cross validated R-square from original R-square are listed as 38%, 31%, and 2.5% for 
three, four, and five factor model respectively. Apparently, the five factor model shows better 
predictions with newer data than the other two models. Moreover, the mean squared error (MSE) 
and mean squared prediction error (MSPE) are the lowest for the five factor model. Additionally, 
the model has the value o f suggested power transformation closer to 1. In addition, the model 
validation shown in Figure 4-22 also suggests that the five factor model is more efficient. The 
model also satisfies all the model assumptions more appropriately. Hence, these three models can 
be arranged in order o f satisfying model adequacy from low to high: four, three, and five factor 
model. Precisely, the five factor model is the best amongst these three.
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Table 4-1: Comparison of model performances between three, four and five factor models
of Proppant Type-1
Performance Assessing Measure Three Factor 
Model
Four Factor 
Model
Five Factor 
Model
A-fold cross 
validation
Original R-square 0.5206 0.7442 0.9056
Cross validated R- 
square
0.3219 0.5106 0.8826
Decrease in R- 
square (%)
38% 31% 2.5%
M SE 1.83 1.18 0.33
M SPE 3.42 2.91 0.48
Suggested Power Transformation 1.895 2.09 1.07
Satisfaction 
levels of 
Model 
Assumptions
Linearity Moderate Low High
Normality High Moderate High
Homoscedasticity Moderate Low High
Overall Model Adequacy Fair Poor Good
4.1.6.2 Proppant Type-3
The comparison o f model performances between all the models o f Proppant Type-3 is summarized 
in Table 4-2 . The percent decrease from original R-square to cross validated R-square is the 
highest for the five factor model and the lowest for the four factor model. The mean squared error 
(MSE) and mean squared prediction error (MSPE) are also lowest for the four factor model and 
highest for the three factor model. Thus, the five factor model shows intermediate performance. 
Both the three and four factor model, however, rigorously fail to satisfy all the model assumptions. 
Both these models have poor model adequacy. The suggested power transformation for these 
models is extremely high from 1 indicating strong violation o f constant variance assumption. On
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other hand, the value o f power transformation for five factor model is listed as 1.81 which is the 
closest to 1. Therefore, even though the five factor model is intermediary o f all the models in terms 
o f R-square and mean squared error, the model is still the most satisfactory one as it greatly 
satisfies the model assumptions. Therefore, the five factor model is the best amongst these three.
Table 4-2: Comparison of model performances between three, four and five factor models
of Proppant Type-3
Performance Assessing Measure
Three Factor 
Model
Four Factor 
Model
Five Factor 
Model
^ -fo ld  cross 
validation
Original R-square 0.3436 0.8032 0.6395
Cross validated R- 
square
0.3271 0.7850 0.5096
Decrease in R- 
square (%)
4.8% 2.3% 20%
M SE 0.64 0.18 0.79
M SPE 1.6 0.65 0.80
Suggested Power Transformation 4.86 5.52 1.81
Satisfaction 
levels of 
Model 
Assumptions
Linearity Low Low High
Normality Low Low High
Homoscedasticity Low Low High
Overall Model Adequacy Poor Poor Good
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4.1.7 Relative Weights of the Predictors
Relative weights o f the main variables (excluding other polynomial terms) for Proppant Type 1 
and Proppant Type-3 are shown by bar charts in Figure 4-27 and Figure 4-28 respectively. The 
results for both proppants suggest that these two variables consistently contribute the most to the 
R-square. Figure 4-27 demonstrates that for Proppant Type-1, mesh size and proppant 
concentration contribute around 22% and 17% to the R-square respectively, which are the top two 
contributors. On other hand, for Proppant Type-3, mesh size and proppant concentration are also 
ranked as the highest contributors with contribution around 28% and 18% respectively. Therefore, 
it is sensible to claim that mesh size and proppant concentration could be relatively more important 
than the other variables. For both the models, p-values o f temperature and polymer concentration 
are above 0.05, which also suggests that these two are the less significant variables.
Polymer Cone.
Temperature
Proppant Cone.
Closure Stress
Mesh Size
() !> 10 15 20 25
Percent of R-square
Figure 4-27: Relative weights of the main predictors of the five factor model of Proppant
Type-1
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Figure 4-28: Relative weights of the main predictors of the five factor model of Proppant
Type-3
4.2 Mixed Effect Model
The aim o f using this statistical approach is to improve the five factors fixed effect models 
developed for Proppant Type-1 and Proppant Type-3. In a mixed effect model, along with all the 
fixed effects, the results will also display random effects for each group or level o f a categorical 
variable. It is assumed that the random effects are normally distributed. M ixed effect modeling 
will be carried out with the same predictors that are finally chosen for fixed effect models. 
However, the main intention o f using a mixed effect model is to develop a model which can be 
used for further prediction and has a lower mean squared error (MSE) than the fixed effect models.
4.2.1 Proppant Type-1
For Proppant Type-1, the entire dataset has five different sources. Each source is labeled by a 
categorical variable as a level or group. Therefore, there are five groups and it is expected that five 
random effects will be estimated by the mixed effect model. Figure 4-29 displays the estimation 
o f random effects for each group. In the x-axis, BLUP is defined as the best linear unbiased 
prediction, which is the estimation o f random effects. From the magnitude o f the random effects, 
it is very obvious that the random effects have very little effect on the intercept. Therefore, a very
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little change is expected in the mixed model compared to the fixed model. And for both the cases 
o f Proppant Type-1, there is minimal difference in the relationship between fracture conductivity 
and its affecting factors among the different source.
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Figure 4-29: Estimations of random effects for mixed model of Proppant Type-1
Figure 4-30 displays the distribution o f random effects. The red envelope indicates the 95% 
confidence interval. Figure 4-31 shows the marginal effects o f the model predictors. The figure 
suggests that temperature has very minimal effects on hydraulic fracture conductivity. On other 
hand, the other effects are consistent with the documented literature. The marginal effect of 
proppant concentration might look a little strange as conductivity does not increase with increasing 
proppant concentration after a certain point. Overall, however, the marginal effect o f proppant 
concentration indicates that the conductivity should increase with increasing proppant 
concentration. The mixed effect model equation developed here will evidently support this claim.
7 4
Figure 4-30: Distribution of random effects for mixed model of Proppant Type-1
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Figure 4-31: Marginal effects of the mixed model predictors of Proppant Type-1
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The random effects for the mixed model are presented in Table 4-3 and the coefficients estimate 
o f intercepts are presented in Table 4-4 . Table 4-4 suggests that for each group or level the 
intercept is different. This is because the intercept includes the random effect.
Table 4-3: Random effects for each level or group of Proppant Type-1
Level or Group Random Effects
1 0.00027
2 0.0316
3 -0.0139
4 -0.0158
5 -0.0021
Table 4-4: Coefficients estimate of intercepts for each level of Proppant Type-1
Coefficient Estimates
Level or Group
1 2 3 4 5
Intercept 6.914524 6.945894 6.900334 6.898403 6.912103
Thus, a grand mean o f all the intercepts (Table 4-4) is reported. Equation 4.11 displays the mixed 
model for Proppant type-1.
Fc = exp[6.91425 +  (1 .27017 * Pms) — (0 .90784  * oc) + (3 .45732 * Cp) -  (0 .13163 * T )  — 
(0 .08775 * Cp0  +  (0 .16459 * a c2) — (1 .90147  * Cp2) +  (0 .05597 * T 2) — (0 .39348  * CpJ2)]
(4.11)
The model has a marginal R-square o f 0.8971 and a conditional R-square o f 0.8992. The marginal 
R-square is associated with the fixed effect and the conditional R-square is associated with fixed 
plus the random effects. The mean squared error (MSE) o f the model is 0.32.
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4.2.2 Proppant Type-3
There are six different sources for the complete dataset o f Proppant Type-3, so six random effects 
are estimated for this mixed model. Figure 4-32 shows the estimation o f random effects and Figure 
4-33 shows their distribution. The magnitudes o f the random effects are comparatively higher than 
the previous mixed effect model. Therefore, relatively larger changes are anticipated in this mixed 
effect model from the fixed effect model o f Proppant Type-3. Figure 4-34 shows the marginal 
effects o f the predictors. The marginal plot indicates that conductivity decreases with increasing 
closure stress, temperature, and polymer concentration. The magnitudes o f changes are 
comparatively low, however, for temperature and polymer concentration. On other hand, in 
general mesh size and proppant concentration increase fracture conductivity.
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Figure 4-32: Estimations of random effects for mixed model of Proppant Type-3
7 8
( I n t e r c e p t )
1.0 -0.5 0.0 0.5 1.0
Standard normal quantiles
Figure 4-33: Distribution of random effects for mixed model of Proppant Type-3
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Figure 4-34: Marginal effects of the mixed model predictors of Proppant Type-3
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The random effects for the mixed model are presented in Table 4-5 and the coefficients estimate 
o f intercepts are presented in Table 4-6 .
Table 4-5: Random effects for each level or group of Proppant Type-3
Level or Group Random Effects
1 7.294e-01
2 -1.367e+00
3 6.375e-01
4 1.539e-01
5 -1.539e-01
6 2.412538e-13
Table 4-6: Coefficients estimate of intercepts for each level of Proppant Type-3
Coefficient
Estimates
Level or Group
1 2 3 4 5 6
Intercept 9.289033 7.192617 9.197147 8.713547 8.405651 8.559599
The mixed model with grand mean o f all the intercepts (Table 4-6) is provided in Equation 4.12 .
Fc = exp[8.55960 +  (1 .20848  * Pms) -  (0 .73940 * oc) + (1 .51310 * Cp) -  (0 .66332 * T ) -  
(0 .22407 * Cpl -  (1 .10205  * Pms2) -  (0 .55294  * Cp2) +  (0 .23563 * P 2) +  (0 .11727  * CpJ2)
(4.12)
The model has a marginal R-square and a conditional R-square o f 0.4552 and 0.7830. Precisely, it 
suggests that adding random effects has significant impact on the model. The mean squared error 
(MSE) for the model is reported as 0.6342.
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4.2.3 Model Validation
4.2.3.1 Proppant Type-1
The mixed model is validated with the same validation data that were used to validate the fixed 
effect model o f Proppant Type-1. Figure 4-35 is the graphical representation o f predictions on 
validation data with 95% prediction interval. Figure 4-35 seems pretty similar to the bottom plot 
o f Figure 4-22, which is the validation plot for five factors fixed effect model o f Proppant Type- 
1. The mean squared prediction error (MSPE) o f the mixed model is 0.48.
Figure 4-35: Graphical representation of predictions for the five factors mixed model of 
Proppant Type-1 on 30% validation data with 95% prediction interval
4.2.3.2 Proppant Type-3
The mixed model validation with 30% validation data for Proppant Type-3 is shown in Figure 4­
36 . If  Figure 4-36 is compared with the bottom plot o f Figure 4-25 (model validation o f five 
factors fixed model o f Proppant Type-3), then certainly it can be observed that for the mixed model 
all the actual conductivities are inside the prediction interval. For the fixed model, there is one data 
point that is outside the prediction interval. However, there has been no significant change from 
the model validation o f fixed effect model. The mean squared prediction error (MSPE) o f the 
mixed model is 0.81.
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Figure 4-36: Graphical representation of predictions for the five factors mixed model of 
Proppant Type-3 on 30% validation data with 95% prediction interval
4.2.4 Fixed vs. Mixed Effect Model
Both o f the mixed effect models provide almost identical regression diagnostic plots. Thus, mixed 
effect models for both proppant types could be assumed to satisfy model adequacy. Table 4-7 
presents the comparison between the fixed and the mixed effect models o f both Proppant types. 
The table is mainly based on the mean squared error (MSE) o f model and mean squared prediction 
error (MSPE). For Proppant Type-1, mean squared error (MSE) o f the mixed model has decreased 
by around 3% from the fixed effect model. However, the mean squared prediction errors (MSPE) 
are same if  they are rounded off to two decimal places. On other hand, for Proppant Type-3, mean 
squared error (MSE) in the mixed model has significantly decreased by around 20% from the fixed 
effect model. The mean squared prediction error (MSPE), however, is slightly lower in the fixed 
effect model. All the models are found adequate according to the regression diagnostic plots. 
Therefore, it can be concluded that the mixed effect models are likely better than the fixed effect 
models.
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Table 4-7: Comparison between fixed and mixed effect models of both proppant types
Performance 
Assessing Measure
Proppant Type-1 Proppant Type-3
Fixed Effect 
Model
M ixed Effect 
Model
Fixed Effect 
Model
M ixed Effect 
Model
MSE 0.33 0.32 0.79 0.63
M SPE 0.48 0.48 0.80 0.81
Model Adequacy Good Good Good Good
4.3 Imputation Model
Similar to fixed and mixed effect models, the imputation models will be developed using the same 
parameters. Imputation will be employed on Proppant Type-1 and Proppant Type-3. At first, the 
missing data will be imputed by employing two statistical approaches. Then regression analysis 
will be employed to develop hydraulic fracture conductivity models. For this case, missing values 
o f polymer concentration are imputed using categorical imputation and multiple imputation.
4.3.1 Categorical Imputation
In categorical imputation, the missing data are imputed with categorical variables. Similar to the 
case o f the mixed model, each data source is treated as each group and each group is assigned with 
a categorical variable that represents a categorical level. A missing predictor value is assigned this 
new categorical level, distinct from the levels from other sources. It assumes that the value o f a 
categorical variable is consistent throughout a source and its value really is different from the other 
sources. After imputation, regression analysis is conducted on the imputed dataset. Appendix A 
contains the graphical representations o f the regression analysis for the categorical imputation 
models.
4.3.1.1 Proppant Type-1
After categorical imputation, the method o f developing the fracture conductivity model is the same 
as the fixed effect modeling. The very first regression model developed here has an R-square and 
an adjusted R-square o f 0.5754 and 5688 respectively. Similar to the process o f fixed effect
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modeling, Cook’s distance is employed to find out the influential observations. Only 3 influential 
observations are deleted from the original dataset by using Cook’s distance. After employing 
Cook’s distance, the mean squared error (MSE) has decreased from 2.06 to 2.01. Figure A-40 
shows the Cook’s distance plot before and after deletion. The final model has an R-square of 
0.5859 and an adjusted R-square o f 0.5794.
The regression diagnostic plots before deletion and after deletion are displayed in Figure A-41 
and Figure A-42 respectively. These plots are quite similar to the regression diagnostic plots of 
four factor model o f Proppant type-1. However, no significant changes occurred after deleting 
those influential observations. The residual vs. fitted plots (upper left) in both regression diagnostic 
plots suggest clear violation o f linearity assumption. A funnel shape is formed by the residual 
cloud in the both plots. In the normal Q-Q plot (upper right), a large number o f data points do not 
fall on the line for both cases. The distribution o f the data points is ambiguous. And in the both the 
scale location plots (bottom), the residual cloud is bent downward. Figure A-43 and Figure A-44 
show further assessments o f the normality assumption. Figure A-43 shows that a large number of 
the studentized residuals are outside the 95% confidence envelope. And the distribution o f errors 
plot in Figure A-44 shows a slightly left skewed histogram. The kernel density curve is observed 
to be deviated from the normal curve, so the model fails to meet the normality assumption. Figure 
A-45 shows the spread level plot where a non-horizontal red line is formed by the residual cloud. 
The power transformation is suggested to be 2.41 indicating deviation from constant variance 
assumption.
However, from 10-fold cross validation, the cross validated R-square and the original R-square are 
reported as 0.5674 and 0. 5858 respectively. The cross validated adjusted R-square is 0.5599 and 
the original adjusted R-square is 0.5786. The model is proposed by Equation 4.13 where p-values 
o f temperature, polynomial terms o f proppant concentration and temperature are above 0.05.
Fc = exp[7.36743 +  (0 .83192 * Pms) -  (0 .82860 * oc) + (0 .74121 * Cp) -  (0 .01412 * T )  + 
(0 .61678  * Cp0  +  (0 .26926  * a c2) -  (0 .05886  * Cp2) -  (0 .15247 * T 2) -  (0 .56102 * CpJ2)]
(4.13)
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In Equation 4.13, the sign before the main effect o f polymer concentration is positive. Because 
the polymer concentration was treated as a category, the interpretation is different for the main 
effect o f polymer concentration. The coefficient o f polymer concentration represents the average 
difference in fracture conductivity between that level o f the variable and the reference level.
4.3.1.2 Proppant Type-3
The initial model has an R-square and an adjusted R-square o f 0.6644 and 0.6539 respectively. 
Seven influential observations are removed from the primary dataset by using Cook’s distance. 
The Cook’s distance plot is displayed in Figure A -46 . The mean squared error (MSE) has 
decreased from 0.36 to 0.17 after employing Cook’s distance. The final mode has an R-square of 
0.7878 and an adjusted R-square o f 0.781.
The regression diagnostic plots before deletion and after deletion are displayed in Figure A-47 
and Figure A-48 respectively. Figure A-47 clearly indicates violations o f the model assumptions. 
A nearly funnel shape is formed with ellipsoidal front towards larger fitted values in the residuals 
vs. fitted plot (upper left). A nearly inverted S-shape is formed around the line in the normal Q-Q 
plot (upper right). It suggests that the distribution is heavy tailed. The scale location plot (bottom) 
suggests a downward horizontal bend. There have been no significant changes in Figure A-48 
from Figure A -47 . Only the residuals became more scattered in the residuals vs. fitted and scale 
location plots in Figure A -48 . The Q-Q plot o f studentized residuals in Figure A-49 is same as 
the normal Q-Q plot (upper right) o f Figure A -48 . The histogram of studentized residuals in 
Figure A-50 is left skewed. A sharp downward non-horizontal red line is observed in the spread 
level plot in Figure A -51 . The suggested power transformation is 4.34 for this case. Precisely, the 
model does not meet the model assumptions.
Furthermore, the cross validated R-square and the original R-square are 0.7687 and 0.7877 
respectively. Additionally, the cross validated adjusted R-square and the original adjusted R- 
square are 0.7605 and 0.7802 respectively. The model is proposed by the following Equation 4.14 
where the polynomial term o f temperature has a p-value greater than 0.05
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Fc =  e x p [8.54424 +  (0 .30032 * Fms) -  (0 .53578  * a c) +  (0 .81348  * Cp) -  (0 .06157 * P) -  
(0 .07549 * Cp0  -  (0 .30278  * Fms2) -  (0 .28091  * Cp2) -  (0 .03320 * P 2) -  (0 .11691  *
Cp,2)] (4.14)
4.3.2 M ultip le Im pu ta tion
According to the section 3.4.2, multiple imputation using chained equation (MICE) is employed 
for two thousand sample runs. The ultimate interest o f the approach is to find out the relationship 
between hydraulic fracture conductivity and its affecting factors. Therefore, the intent o f this 
analysis is not to obtain the imputed dataset but on estimating the regression coefficients.
4.3.2.1 P ro p p a n t Type-1
F igure 4-37 displays the proportion o f missing values o f polymer concentration. Around 81% of 
values o f polymer concentration are missing from the entire dataset.
F igure 4-37: P ropo rtion  of missingness of polym er concentration  in the da tase t of P ro p p an t
Type-1
After two thousand sample runs, the first thousand sample runs are discarded for further analysis. 
The second thousand sample runs provide one thousand draws o f regression model coefficients
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Figure 4-38 shows the trace plot o f all the model coefficients o f second thousand sample runs. It 
shows the values that each parameter reached during the runtime. The plot clearly indicates that 
all the coefficients did not travel in any lengthy excursion away from the mean. There have been 
no discrepancies in the magnitudes o f the coefficients and the chain has converged appropriately.
Figure 4-38: Trace plot of the model coefficients for second thousand sample runs for
Proppant Type-1
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Figure 4-39 shows the histograms o f these model coefficients, which provide a clearer view to the 
actual magnitudes o f all the coefficients. The plot also provides information about if  any o f the 
model coefficients have significantly resulted in zero or close to zero. If that happened then that 
particular model coefficient could be discarded. However, in Figure 4-39, the reddish color 
indicates the significant counts for the model coefficients. The figure suggests that no coefficients 
significantly occur at the magnitude o f zero or close to zero.
Figure 4-39: Histograms of model coefficients of all the predictors of Proppant Type-1 for
second thousand sample runs
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Finally, the median o f all the model coefficients are selected as the ultimate conductivity model. 
The model is represented in Equation 4.15 .
Fc =  exp[7 .30169 +  (1 .29819 * Pms) -  (0 .61103 * a c) +  (0 .84021 * Cp) -  (0 .01733 * P) -  
(0 .17320 * Cp0  +  (0 .26691 * a c2) -  (0 .15161  * Cp2) -  (0 .08523 * P 2) -  (0 .13015  * CpJ2)]
(4.15)
4.3.2.2 Proppant Type-3
Figure 4-40 shows the proportion o f missingness o f polymer concentration. Around 24% of the 
data are available and the remaining 76% are to be imputed using multiple imputation.
Figure 4-40: Proportion of missingness of polymer concentration in the dataset of Proppant
Type-3
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Figure 4-41 shows the trace plot o f all the model coefficients o f second thousand sample runs. 
This plot also suggests no inconsistencies in the values during the runtime. Precisely, the chain has 
converged well.
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Figure 4-41: Trace plot of the model coefficients for second thousand sample runs for
Proppant Type-3
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Figure 4-42 shows the histograms o f all the model coefficients for second thousand sample runs. 
No values o f any o f the coefficients were zero and therefore did not need to be discarded from the 
ultimate model.
Figure 4-42: Histograms of model coefficients of all the predictors of Proppant Type-3 for
second thousand sample runs
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The final model using all medians o f all the coefficients is given in the following Equation 4.16 .
Fc =  exp[8 .43251 +  (0 .26211 * Fms) -  (0 .51737 * a c) +  (1 .21181 * Cp) -  (0 .07340 * F) -  
(0 .20376  * Cp0  -  (0 .34369  * Fms2) -  (0 .33233  * Cp2) +  (0 .01651 * F 2) +  (0 .14597  *
Cpi2)] (4.16)
4.3.3 Model Validation
4.3.3.1 Proppant Type-1
Both o f the models are validated with 30% validation dataset o f Proppant Type-1. Figure 4-43 
shows the validation o f both the categorical imputation model (left plot) and the multiple 
imputation model (right plot) o f Proppant Type-1. The prediction interval for the multiple 
imputation model (right plot) seems to be much wider than the categorical imputation model (left 
plot), but the actual conductivities are much closer to the prediction baseline for multiple 
imputation model. The mean squared prediction errors (MSPE) o f are reported as 3.13 and 2.89 
for the categorical imputation model and the multiple imputation model respectively. Therefore, 
the multiple imputation model for Proppant Type-1 seems to provide better predictions with new 
data than the categorical imputation model.
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Figure 4-43: Graphical representation of predictions for both models of categorical 
imputation (left plot) and multiple imputation for Proppant Type-1 on 30% validation data
with 95% prediction interval
4.3.3.2 Proppant Type-3
Figure 4-44 shows the model validation for both the imputation models o f Proppant Type-3. The 
prediction interval for the categorical imputation model (left plot) is more tapered than the multiple 
imputation model (right plot), but similar to Proppant type-1, as more actual conductivities are 
inside the prediction interval envelope. The mean squared prediction errors (MSPE) for categorical 
imputation and multiple imputation are 0.64 and 0.61 respectively. Therefore, the multiple 
imputation seems to be more efficient than the categorical imputation model in terms o f predictions 
with new data.
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Figure 4-44: Graphical representation of predictions for both models of categorical 
imputation (left plot) and multiple imputation for Proppant Type-1 on 30% validation data
with 95% prediction interval
95
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4.4 Model Summary
Table 4-8 summarizes the correlations o f all the five factor models o f Proppant Type-1 and Proppant Type-3.
Table 4-8: Summary of the five models of Proppant Type-1 and Proppant Type-3
Proppant Type-1
Fixed Effect 
Model
Fc =  e x p [6.93165 +  (1 .26923 * Pms) -  (0 .90890 * a c) +  (3 .44982 * Cp) -  (0 .10642 * F) -  (0 .08941 
* CpJ) +  (0 .16575 * a c2) -  (1 .90421  * Cp2) +  (0 .05304  * F 2) -  (0 .40768  * CpJ2)]
Mixed Effect 
Model
Fc =  exp[6 .91425 +  (1 .27017 * Pms) -  (0 .90784  * a c) +  (3 .45732 * Cp) -  (0 .13163 * F) -  (0 .08775 
* CpJ) +  (0 .16459 * a c2) -  (1 .90147  * Cp2) +  (0 .05597 * F 2) -  (0 .39348  * CpJ2)]
Categorical Imp. 
Model
Fc =  exp[7 .36743 +  (0 .83192 * Pms) -  (0 .82860 * a c) +  (0 .74121 * Cp) -  (0 .01412 * F) +  (0 .61678 
* CpJ) +  (0 .26926  * a c2) -  (0 .05886  * Cp2) -  (0 .15247 * F 2) -  (0 .56102  * CpJ2)]
M ultiple Imp. 
Model
Fc =  exp[7 .30169 +  (1 .29819 * Pms) -  (0 .61103 * a c) +  (0 .84021 * Cp) -  (0 .01733 * F) -  (0 .17320 
* CpJ) +  (0 .26691 * a c2) -  (0 .15161  * Cp2) -  (0 .08523 * F 2) -  (0 .13015  * CpJ2)]
Proppant Type-3
Fixed Effect 
Model
Fc =  e x p [8.22287 +  (0 .78182 * Pms) -  (0 .86664  * a c) +  (1 .70340 * Cp) -  (0 .05282 * F) -  (0 .03940 * Cpl 
-  (0 .87666  * Pms2) -  (0 .61180  * Cp2) +  (0 .33036  * F 2) +  (0 .07949  * CpJ2)]
Mixed Effect 
Model
Fc =  e x p [8.55960 +  (1 .20848  * Pms) -  (0 .73940 * a c) +  (1 .51310 * Cp) -  (0 .66332 * F) -  (0 .22407 * Cpl 
-  (1 .10205  * Pms2) -  (0 .55294  * Cp2) +  (0 .23563 * F 2) +  (0 .11727  * CpJ2)]
Categorical Imp. 
Model
Fc =  e x p [8.54424 +  (0 .30032 * Pms) -  (0 .53578  * a c) +  (0 .81348  * Cp) -  (0 .06157 * F) -  (0 .07549 
* CpJ) -  (0 .30278  * Pms2) -  (0 .28091  * Cp2) -  (0 .03320 * F 2) -  (0 .11691  * CpJ2)]
M ultiple Imp. 
Model
Fc =  exp[8 .43251 +  (0 .26211 * Pms) -  (0 .51737 * a c) +  (1 .21181 * Cp) -  (0 .07340 * F) -  (0 .20376 
* CpJ) -  (0 .34369  * Pms2) -  (0 .33233 * Cp2) +  (0 .01651 * F 2) +  (0 .14597  * CpJ2)]
4.5 Comparison: Fixed vs. Mixed vs. Imputation Model
This section has three subsections. Each section includes a model comparison between all the 
models o f five factors developed in this research for Proppant Type-1 and Proppant Type-3. In 
the first sub section, a summary o f the model comparison is provided in terms o f mean squared 
error (MSE) o f model and o f predictions. The next sub section is comprised o f graphical 
representations illustrating the model comparison along with a previous conductivity model. The 
final subsection includes model comparisons with available case histories.
4.5.1 Comparison: Mean Squared Error (MSE)
Table 4-9 and Table 4-10 represent the model comparison using mean squared error (MSE) as a 
performance assessing measure for Proppant Type-1 and Proppant Type-3 respectively. Table 4­
9 shows that both M SE and M SPE are the least for the mixed effect model. However, it should be 
noted that the mean squared error (MSE) o f the model can be higher if  large amount o f data points 
are used to develop the model. If  only imputation models are considered with each other, it seems 
unreasonable to conclude that one o f them is the better one, because the categorical imputation 
model has a lower mean squared error (MSE) but the mean squared prediction error (MSPE) is 
lower for the multiple imputation model. Nevertheless, the mixed effect model could be chosen as 
the better one in terms o f mean squared error (MSE). Imputation models could provide better 
predictions with newer data because they are developed using a larger datasets than the fixed and 
mixed effect model. But then they also suffer from the fact that part o f their “larger dataset” was 
invented by the rest o f the dataset.
Table 4-9: Model comparison by mean squared error (MSE) for Proppant Type-1
Performance
Assessing
Measure
Fixed Effect 
Model
M ixed Effect 
Model
Categorical
Imputation
Model
Multiple
Imputation
Model
MSE 0.33 0.32 2.01 2.16
MSPE 0.48 0.48 3.13 2.89
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Table 4-10 indicates that both o f the imputation models are better than the fixed and mixed effect 
models because they have lower mean squared error (MSE) and mean squared prediction error 
(MSPE). Again, it is unreasonable to choose the better one between the imputation models because 
one o f them has a lower mean squared error (MSE) o f model and the other has a mean squared 
prediction error (MSPE).
Table 4-10: Model comparison by mean squared error (MSE) for Proppant Type-3
Performance
Assessing
Measure
Fixed Effect 
Model
M ixed Effect 
Model
Categorical
Imputation
Model
Multiple
Imputation
Model
MSE 0.79 0.63 0.17 0.34
MSPE 0.80 0.81 0.64 0.61
4.5.2 Comparison: Previous Conductivity Model
Barree et al. (2016) have published a paper providing a general correlation o f fracture conductivity 
which is facilitated by the Stim-Lab Proppant Conductivity Consortium. The model developed in 
this study used datasets containing a wide range o f proppant types and sizes. The main aim was to 
provide correlations o f baseline conductivity to assess newer proppant types or sizes. However, 
the model was developed as a function o f closure stress and proppant properties and concentration. 
Thus, the 30% validation data used to validate all the models o f this research is used to predict 
fracture conductivity by using the correlation provided by Barree et al. (2016). The model has 
specified different regression coefficients for different proppants o f each proppant type. To use the 
correlation with the validation data, these regression coefficients are averaged for one proppant 
type. For example, if  different coefficients are provided for brown sand, white sand, then different 
sands are grouped as one and one averaged value is used for that particular proppant type. Mesh 
size is transformed from US sieve to micron according to the API specifications and later averaged 
for one proppant type. Comparisons for both Proppant Type-1 and Proppant type-3 with the 
developed models o f this research and Barree et al. (2016) model are consecutively shown in 
Figure 4-45 and Figure 4-46 . The aim is to observe the predictive performance o f each model on 
the same validation data.
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Figure 4-45 shows that fixed and mixed effect models are the best predictive models among all of 
them, and they display almost similar predictions. All the actual conductivities are very close and 
well around the prediction base line for these two cases. On the other hand, both the imputation 
models appear to provide more scattered predictions. Additionally, the figure also indicates that 
the Barree et al. (2016) model has a tendency to provide underestimated predictions. Precisely, the 
fixed and mixed effect models appear to be the better ones for Proppant Type-1.
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Figure 4-45: Graphical measures of model predictive performance for models of Proppant 
Type-1 used in this research, as well that of Barre et al. model Fracture Conductivity Model 
(Top left-fixed effect model, top middle-mixed effect model, top right-categorical imputation 
model, bottom left-multiple imputation model, bottom right-Barree et al. (2016) model)
Furthermore, Figure 4-46 shows the comparison between the models o f this research and Barree 
et al. (2016) model for Proppant Type-3. The figure clearly suggests that the multiple imputation 
model is the best one as the actual conductivities are very close to the prediction base line 
compared to the others. The categorical imputation model also seems to provide very good 
predictions. The predictions from fixed and mixed effect models look acceptable and identical to
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each other. On the other hand, the Barree et al. (2016) model shows that the actual conductivities 
are more scattered from the prediction base line. Consequently, the models of Proppant Type-3 
can be arranged in order of their predictive performance: multiple imputation model, categorical 
imputation model, fixed and mixed effect model, Barree et al. (2016) model.
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Figure 4-46: Graphical measures of model predictive performance for models of Proppant 
Type-3 used in this research, as well that of Barre et al. model Fracture Conductivity Model 
(Top left-fixed effect model, top middle-mixed effect model, top right-categorical imputation 
model, bottom left-multiple imputation model, bottom right-Barree et al. (2016) model)
In conclusion, it is not possible to suggest only one of the statistical approaches as more accurate 
for both types of proppant, although in general, fixed and mixed effect models appear to provide 
more decent predictions for both proppant types. However, these models are recommended for use 
in between a range of small magnitudes of independent variables while the ranges for using 
imputation models are wider. Clearer assumptions can be made from the results of case histories 
in the next section.
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4.5.3 Comparison: Case Histories
The main aim o f this section is to collect realistic data o f the independent variables o f this research 
and to use it in the models developed here. Subsequently, the predictions are then compared with 
the real conductivity of that particular case. All the case histories discussed in this section did not 
report any values of polymer concentration. However, an approximate value can be chosen based 
on the previous experimental investigations on proppant pack conductivity. Awoeleke et al. (2012) 
used polymer concentration o f 10 lb/1000 gal and 30 lb/1000 gal for their experiments. Marpaung 
et al. (2008) varied the polymer concentration in between the range o f 30-50 lb/1000 gal for their 
dynamic conductivity tests. Penny (1987) evaluated the dynamic leakoff characteristics o f titanate 
crosslinked HP guar system using 40, 50, and 60 lb/1000 gal o f polymer loadings. Therefore, 
polymer concentration o f 40 lb/ 1000 gal is assumed for all the cases. More recent data that 
explicitly provides values o f all the independent variables o f this research is scarce. Therefore, the 
most recent data are from 2007 (Handren and Palisch, 2007) for this case study.
4.5.2.1 Case History I
Lindley (1983) investigated proppant placement in a hydraulic fracturing treatment “tail-in” 
technique at M cAllen Ranch Field, Texas. The reservoir of M cAllen Ranch Field has high 
temperatures but the amount is not reported in that research, so a temperature o f 3000F is assumed 
for this case. Data from two wells are used here for comparison: M cAllen 16 and M cAllen 17. 
Hydraulic fracture conductivity is referred to as the fracture flow capacity data in this research. 
This data is calculated using pressure build up test. For well 16, pressure build up tests were done 
on 02/10/1978 and on 04/26/1983. Pressure build up tests were also carried out twice for well 17 
on 02/19/1980 and on 05/17/1982. For the hydraulic fracturing, treatment 20/40 bauxite is used as 
proppant. The models developed for ceramic proppants are used to predict the conductivity of 
these two wells. Figure 4-47 and Figure 4-48 show the predictions o f the models for the case o f 
pressure build up tests results of well 16 dated on 02/10/1978 and 04/26/1983 respectively. 
Similarly, Figure 4-49 and Figure 4-50 show results for the case o f well 17 dated on 02/19/1980 
and 05/17/1982 respectively. Red dots indicate the predictions and the blue error bands indicate 
the prediction intervals. In both Figure 4-47 and Figure 4-48, the predictions from multiple 
imputation are closer to the red dotted horizontal line indicating the actual conductivity data. 
Undoubtedly, for well 16, the multiple imputation model provides the best predictions. For well 
17, both the mixed effect model and the multiple imputation model seem to provide decent
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predictions closer to actual conductivity line. Thus, the predictive performance of the multiple 
imputation model can be claimed as the best. Actual conductivities o f both wells do fall inside the 
prediction interval for almost all the models without the predictions from categorical imputation 
for well 17.
Figure 4-47: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with well 16 (dated on 02/10/1978) of McAllen Field,
Texas
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Figure 4-48: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with well 16 (dated on 04/26/1983) of McAllen Field,
Texas
Figure 4-49: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with well 17 (dated on 02/19/1980) of McAllen Field,
Texas
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Figure 4-50: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with well 17 (dated on 05/17/1982) of McAllen Field,
Texas
4.5.2.1 Case History II
Palisch et al. (2007) reported realistic hydraulic fracture conductivity using PredictK (Stim Lab 
Proppant and Fluid Consortia, 1997-2006) for W amsutter Gas Field, Wyoming. The PredictK 
software allowed them to identify the realistic effects o f the individual factors on proppant pack 
conductivity. The gas field includes around 1300 wells, and over 150 wells were fractured from 
2002-2004. PredictK assumed a proppant concentration o f 0.5 lb/ft2. Bottomhole temperature and 
closures stress are reported as 2250F and 6000 psi respectively. PredictK reports baseline 
conductivity for white sand, RCS, ELWC, and ISP. No mesh size is reported in the paper. So, a 
range o f mesh sizes is used for each proppant type and then the predicted conductivity is averaged. 
The average predicted conductivities from all models o f Proppant Type-1 are compared with the 
reported conductivity o f white sand. Similarly, the averaged predicted conductivities o f Proppant 
Type-3 are compared with the averaged conductivity o f ELWC and ISP. Figure 4-51 and Figure
4-52 show the results o f the model comparison. Undeniably, the multiple imputation models for 
both proppant types are the best in terms o f predictive performance. The mixed effects models also 
provide decent predictions for both types o f proppant and can be referred as the second best. All 
actual conductivities are inside the prediction intervals.
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Figure 4-51: Comparison of the predictive performances of all the models developed for 
Proppant Type-1 in this research with realistic conductivity of W amsutter Field, W yoming
from PredictK
Figure 4-52: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with realistic conductivity of W amsutter Field, W yoming
from PredictK
4.5.2.3 Case History III
Handren and Palisch (2007) illustrated a case history o f hybrid slickwater-fracture designs of 
Cotton Valley Taylor completions o f east Texas. The authors simulated the actual well conditions
1 0 5
and determined proppant performance at temperature and stress conditions. The actual conditions 
were maintained for 45 days to analyze the loss in fracture conductivities. The authors conducted 
tests using different proppants. Results from 40/70 sand, 20/40 ELWC, and 30/50 ELWC 
proppants are used here to carry out the model comparison. Temperature, closure stress, and 
proppant concentration are reported as 2500F, 6000 psi, and 2 lb/ft2. The predictions for 40/70 
sand, 20/40 ELWC, and 30/50 ELWC are displayed in Figure 4-53, Figure 4-54, and Figure 4­
55 respectively. The greenish dotted horizontal line represents the conductivity after 1.5 months. 
Figure 4-53 suggests that predictions from fixed, mixed, and multiple imputations are close to 
each other, although the multiple imputation model predicts a little better than the other two. All 
the predictions are not close enough to the actual conductivity presented by red dotted line. The 
reduced conductivity after 1.5 months, however, is much closer to the predictions. In Figure 4-54, 
the predicted conductivity from multiple imputation appears to be the closest to the actual 
conductivity.
1r___________ __ ___________
■T T* * i
____________
-.............■
I I ■
Fixed Effect Model Mixed Effect 
Model
Categorical Multiple
Imputation Model Imputation Model
- A c t u a l  C o n d u c t iv i ty - A c t u a l  C o n d u c t iv i t y  a f t e r  1 .5  m o n th s
Figure 4-53: Comparison of the predictive performances of all the models developed for 
Proppant Type-1 in this research with 40/70 sand used in Cotton Valley Taylor, Texas
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Figure 4-54: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with 20/40 ELW C used in Cotton Valley Taylor, Texas
Last but not least, Figure 4-55 shows that the predictions using the fixed and the mixed models 
for 30/50 ELWC seem to be well deviated from the actual conductivity. The categorical imputation 
and the multiple imputation models provide better predictions.
Figure 4-55: Comparison of the predictive performances of all the models developed for 
Proppant Type-3 in this research with 30/50 ELW C used in Cotton Valley Taylor, Texas
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Results from all the case histories suggest that the multiple imputation models for both proppant 
types showed better predictions at real conditions because the ranges o f the data that were used to 
develop the model are broader than the other models. The mixed model is also recommended to 
use for predictions. However, the engineers who have access to wide range o f recent fracturing 
data can perform further validation o f the models.
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Chapter 5 CONCLUSIONS AND RECOM M ENDATIONS
5.1 Conclusions
This study presented several empirical models o f hydraulic fracture conductivity using different 
statistical tools. The study was mainly focused on five factors (proppant particle size, closure 
stress, proppant concentration, temperature, and polymer concentration) affecting conductivity. 
Advanced statistical tools were employed on datasets o f two proppant types: sand and ceramic 
proppants. However, the other models developed here might be useful but yet to be investigated 
extensively. The following conclusions are made based on the entire study:
1. Reservoir temperature and polymer concentration are statistically least significant amongst 
all. However, it is important to consider these two factors for future predictions. Proppant 
particle size, closure stress, and proppant concentration are the most significant factors.
2. Increase in proppant particle size and proppant concentration has positive effects on 
hydraulic fracture conductivity. Increase in closure stress, temperature, and polymer 
concentration affects the hydraulic fracture conductivity adversely. However, the changes 
are observed within the limits o f the studied data.
3. The mixed effect models for both proppant types (Proppant Type-1 and Proppant Type-3) 
provide the least mean squared error (MSE).
4. Based on the comparison with the previous hydraulic fracture conductivity model (Barree 
et al., 2016) and realistic data, multiple imputation models for both proppant types are more 
dependable for predictions than the other models.
5. Therefore, the mixed and the multiple imputations models presented here can be used by 
the engineers for future predictions.
6. M ultiple imputation models are recommended because the ranges o f the input data into the 
model are wide.
7. Engineers can use the correlations as input in a simulator that can be used to predict fracture 
conductivity. However, it is important to keep in mind that the models are recommended 
to use while the new predictors data are inside the ranges provided in Appendix B .
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The limitations o f this study are stated in the following:
1. M ultiple imputation and mixed models are only valid for sand and ceramic proppants. No 
effective correlation is provided which is valid with resin coated sand.
2. This study has provided several models to predict fracture conductivity but many o f them 
were neither compared with any previous hydraulic conductivity model nor with realistic 
data. The fixed model o f six factors was statistically adequate and could provide good 
predictions.
5.2 Recommendations
The fixed model o f six factors can be further investigated by employing mixed effect modeling 
and statistical imputation. The study only includes two statistical imputation approaches. 
Therefore, other imputation methods can also be employed in future to determine the best 
approach. The datasets used in this study include both short-term and long-term conductivity data. 
Thus, adding time as an independent variable may provide more precise correlations o f hydraulic 
fracture conductivity.
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APPENDIX A
Optimal Model: Sand 
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Figure A-1: Optimal model from all subsets regression for 2nd four factor model of
Proppant Type-1
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Figure A-2: Cook’s distance plot for 2nd four factor model of Proppant Type-1 (Left-before
deletion, Right-after deletion)
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Figure A-3: Regression diagnostic before deleting influential observations as the validation  
of model assumptions for 2nd four factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-4: Regression diagnostic after deleting influential observations as the validation  
of model assumptions for 2nd four factor model of Proppant Type-1, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-5: Q-Q plot of studentized residuals for 2nd four factor model of Proppant Type-1
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Figure A-6: Distribution of errors for 2nd four factor model of Proppant Type-1
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Figure A-7: Spread level plot for 2nd four factor model of Proppant Type-1
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Optimal Model: Resin Coated Sand 
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Figure A-8: Optimal model from all subsets regression for three factor model of Proppant
Type-2
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Figure A-9: Cook’s distance plot for three factor model of Proppant Type-2
1 2 5
R
es
id
u
al
s
Residuals vs Fitted Norma! Q-Q
Fitted values Theoretical Quantiles
Scale-Location
Fitted values
Figure A-10: Regression diagnostic as the validation of model assumptions for three factor 
model of Proppant Type-2, (Upper left-Linearity, Upper right-Normality, Bottom-
Homoscedasticity)
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Figure A-11: Q-Q plot of studentized residuals for three factor model of Proppant Type-2
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Figure A-12: Distribution of errors for three factor model of Proppant Type-2
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Figure A-13: Spread level plot for three factor model of Proppant Type-2
1 2 8
Figure A-14: Optimal model from all subsets regression for three factor model of Proppant
Type-3
Figure A-15: Cook’s distance plot for three factor model of Proppant Type-3
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Figure A-16: Regression diagnostic as the validation of model assumptions for three factor 
model of Proppant Type-3, (Upper left-Linearity, Upper right-Normality, Bottom-
Homoscedasticity)
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Figure A-17: Q-Q plot of studentized residuals for three factor model of Proppant Type-3
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Figure A-19: Spread level plot for three factor model of Proppant Type-3
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Figure A-20: Optimal model from all subsets regression for four factor model of Proppant
Type-3
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Figure A-21: Cook’s distance plot for four factor model of Proppant Type-3 (Left-before
deletion, Right-after deletion)
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Figure A-22: Regression diagnostic before deleting influential observations as the 
validation of model assumptions for four factor model of Proppant Type-3, (Upper left- 
Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-23: Regression diagnostic after deleting influential observations as the validation  
of model assumptions for four factor model of Proppant Type-3, (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-24: Q-Q plot of studentized residuals for four factor model o f Proppant Type-3
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Figure A-25: Distribution of errors for four factor model of Proppant Type-3
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Figure A-26: Spread level plot for four factor model of Proppant Type-3
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Figure A-27: Optimal model from all subsets regression for five factor model of Proppant
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Figure A-28: Cook’s distance plot for five factor model of Proppant Type-3
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Figure A-29: Regression diagnostic as the validation of model assumptions for five factor 
model of Proppant Type-3, (Upper left-Linearity, Upper right-Normality, Bottom-
Homoscedasticity)
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Figure A-30: Q-Q plot of studentized residuals for five factor model of Proppant Type-3
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Figure A-32: Spread level plot for five factor model of Proppant Type-3
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Figure A-34: Cook’s distance plot for six factor model of All Proppant Type (Left-before
deletion, Right-after deletion)
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Figure A-35: Regression diagnostic before deleting influential observations as the 
validation of model assumptions for six factor model of All Proppant Type (Upper left- 
Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-36: Regression diagnostic after deleting influential observations as the validation  
of model assumptions for six factor model of All Proppant Type (Upper left-Linearity, 
Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-37: Q-Q plot of studentized residuals for six factor model of All Proppant Type
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Figure A-39: Spread level plot for six factor model of All Proppant Type
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Figure A-40: Cook’s distance plot for categorical imputation model of Proppant Type-1
(Left-before deletion, Right-after deletion)
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Figure A-41: Regression diagnostic before deleting influential observations as the 
validation of model assumptions for categorical imputation model of Proppant Type-1, 
(Upper left-Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-42: Regression diagnostic after deleting influential observations as the validation 
of model assumptions for categorical imputation model of Proppant Type-1, (Upper left- 
Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-43: Q-Q plot of studentized residuals for categorical imputation model of
Proppant Type-1
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Figure A-44: Distribution of errors for categorical imputation model of Proppant Type-1
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Figure A-46: Cook’s distance plot for categorical imputation model of Proppant Type-3
(Left-before deletion, Right-after deletion)
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Figure A-47: Regression diagnostic before deleting influential observations as the 
validation of model assumptions for categorical imputation model of Proppant Type-3, 
(Upper left-Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-48: Regression diagnostic after deleting influential observations as the validation  
of model assumptions for categorical imputation model of Proppant Type-3, (Upper left- 
Linearity, Upper right-Normality, Bottom-Homoscedasticity)
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Figure A-49: Q-Q plot of studentized residuals for categorical imputation model of
Proppant Type-3
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Figure A-50: Distribution of errors for categorical imputation model of Proppant Type-3
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F i g u r e  A - 5 1 :  S p r e a d  l e v e l  p l o t  f o r  c a t e g o r i c a l  i m p u t a t i o n  m o d e l  o f  P r o p p a n t  T y p e - 3
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APPENDIX B
Table B-1: Mean, Standard Deviation and Range of independent variables for three factor
of Proppant Type-1
Mesh Size (inch) Closure Stress (psi) Temperature (0F)
Mean 0.032 4574 114
Standard Deviation 0.016 2985 70
Range 0.0059-0.0559 200-1400 70-325
Table B-2: Mean, Standard Deviation and Range of independent variables for four factor
model of Proppant Type-1
Mesh Size 
(inch)
Closure Stress 
(psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Mean 0.0329 4222 1.47 116
Standard Deviation 0.0171 2553 1.98 78
Range 0.0059-0.0559 200-10000 0.013-10 70-325
Table B-3: Mean, Standard Deviation and Range of independent variables for 2nd four
factor model of Proppant Type-1
Formation 
BHN (kg/mm2)
Closure Stress 
(psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Mean 40.19 4607 1.84 74
Standard Deviation 27.48 2720 2.47 23
Range 20-100 200-8000 0.02-10.33 70-275
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T a b l e  B - 4 :  M e a n ,  S t a n d a r d  D e v i a t i o n  a n d  R a n g e  o f  i n d e p e n d e n t  v a r i a b l e s  f o r  f i x e d  a n d
m i x e d  m o d e l s  o f  P r o p p a n t  T y p e - 1
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
M ean 0.0149 2988 0.54 126 0.026
Standard Deviation 0.0081 1870 0.78 77 0.017
Range 0.0059­0.0248 500-8000 0.03-2 70-275 0-0.09
Table B-5: Mean, Standard Deviation and Range of independent variables for categorical
imputation model of Proppant Type-1
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
M ean 0.0314 4307 1.39 118 1.77
Standard Deviation 0.0165 2596 1.80 78 1.80
Range 0.0059­0.0559 200-13000 0.01-10.23 70-325 -
Table B-6: Mean, Standard Deviation and Range of independent variables for multiple
imputation model of Proppant Type-1
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
M ean 0.0322 4047 1.55 126 0.026
Standard Deviation 0.0163 2554 2 82 0.017
Range 0.0059­0.0559 200-10000 0.01-10.23 70-325 0-0.09
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T a b l e  B - 7 :  M e a n ,  S t a n d a r d  D e v i a t i o n  a n d  R a n g e  o f  i n d e p e n d e n t  v a r i a b l e s  f o r  t h r e e  f a c t o r
m o d e l  o f  P r o p p a n t  T y p e - 2
M esh Size (inch) Closure Stress (psi) Temperature (0F)
Mean 0.0251 7110 132
Standard Deviation 0.0009 3770 46.5
Range 0.0248-0.02815 1000-14000 70-325
Table B-8: Mean, Standard Deviation and Range of independent variables for three factor
model of Proppant Type-3
Mesh Size (inch) Closure Stress (psi) Temperature (0F)
Mean 0.0257 7078 168
Standard Deviation 0.00306 3807 70
Range 0.01745-0.03505 900-15000 70-325
Table B-9: Mean, Standard Deviation and Range of independent variables for four factor
model of Proppant Type-3
Mesh Size 
(inch)
Closure Stress 
(psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Mean 0.0266 6787 2.15 217
Standard Deviation 0.0042 3669 1.71 74
Range 0.01745­0.03505 900-15000 0.10-8.00
70-325
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T a b l e  B - 1 0 :  M e a n ,  S t a n d a r d  D e v i a t i o n  a n d  R a n g e  o f  i n d e p e n d e n t  v a r i a b l e s  f o r  f i x e d  a n d
m i x e d  m o d e l s  o f  P r o p p a n t  T y p e - 3
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
M ean 0.0252 5268 2.44 200 0.040
Standard Deviation 0.0064 3006 2.34 70 0.009
Range 0.01745­0.03505 900-12000 0.25-8.00 70-300 0.01-0.06
Table B-11: Mean, Standard Deviation and Range of independent variables for categorical
imputation model of Proppant Type-3
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
Mean 0.0267 6564 2.13 218 1.48
Standard Deviation 0.0040 3622 1.55 75 1.21
Range 0.01745­0.03505 900-15000 0.10-8.00 70-325 -
Table B-12: Mean, Standard Deviation and Range of independent variables for multiple
imputation model of Proppant Type-3
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
Mean 0.0267 6564 2.13 218 0.040
Standard Deviation 0.0040 3622 1.55 75 0.008
Range 0.01745­0.03505 900-15000 0.10-8.00 70-325 0.01-0.06
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T a b l e  B - 1 3 :  M e a n ,  S t a n d a r d  D e v i a t i o n  a n d  R a n g e  o f  i n d e p e n d e n t  v a r i a b l e s  f o r  S ix  F a c t o r
M o d e l  o f  P r o p p a n t  T y p e - 4
Mesh Size 
(inch)
Closure 
Stress (psi)
Proppant
Concentration
(lb/ft2)
Temperature
(0F)
Polymer
Concentration
(lb/gal)
M ean 0.0196 3980 1.52 155 0.081
Standard Deviation 0.0092 2766 2.16 83 0.050
Range
0.0059­
0.03505 500-12000 0.03-8.00 70-300
0.01-0.144
1 6 0
