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SUMMARY
This thesis is composed of two parts. The first parts deals with a technique for pricing
American-style contingent options. The second part details a statistical arbitrage model using sta-
tistical process control approaches.
We propose a novel simulation approach for pricing American-style contingent claims. We de-
velop an adaptive policy search algorithm for obtaining the optimal policy in exercising an American-
style option. The option price is first obtained by estimating the optimal option exercising policy
and then evaluating the option with the estimated policy through simulation. Both high-biased and
low-biased estimators of the option price are obtained. We show that the proposed algorithm leads
to convergence to the true optimal policy with probability one. This policy search algorithm re-
quires little knowledge about the structure of the optimal policy and can be implemented naturally
using parallel computing methods. As illustrative examples, computational results on pricing regu-
lar American options and American-Asian options are reported and they indicate that our algorithm
is faster than certain alternative American option pricing algorithms reported in the literature.
Secondly, we investigate arbitrage opportunities arising from continuous monitoring of the price
difference of highly correlated assets. By differentiating between two assets, we can separate com-
mon macroeconomic factors that influence the asset price movements from an idiosyncratic condi-
tion that can be monitored very closely by itself. Since price movements are in line with macroeco-
nomic conditions such as interest rates and economic cycles, we can easily see abnormal behavior
on the price changes. We apply a statistical process control approach for monitoring time series with





One of the most important problems in option pricing theory is the valuation and optimal exercise of
derivatives with American-style exercise features. There have been an increasing number of impor-
tant security pricing models where analytical solutions are not available. These types of derivatives
are traded in all major financial markets (equity, commodity, foreign exchange, insurance, energy,
mortgage, swap, municipal, and real estate).
Up to now, the primary methods for pricing American-style options are trees and finite-difference
methods to solve partial differential equations (PDEs) with associated boundary values. Broadie and
Detemple [7] provide a recent comparison of various existing methods for pricing standard Amer-
ican call and put options written on a single underlying dividend paying asset. In general, the
computational speed of these methods is significantly better than that of simulation methods for
simple models and contracts. However, due to its flexibility, Monte Carlo simulation has been a
strong alternative to price more-complex options.
Trees and finite-difference methods can be used to generate numerical solutions to pricing prob-
lems with one or two sources of uncertainty [40]. However, even though finite-difference methods
are used exclusively in practice, the major drawback of these methods is that they can often handle
only one or two sources of uncertainty. People try to reduce the dimensionality of uncertainty to
fit into a lattice model and sometimes the finite-difference approach works well. However, higher
dimension or stochastic parameter problems must use Monte Carlo simulation ([9], [66]).
Given the importance of valuing early-exercise features in problems with multiple state vari-
ables, the dearth of studies that address these problems must be explained by a need for effective
valuation procedures. This paper presents a general method for the valuation of assets with early-
exercise features. Our algorithm employs random sampling rather than the enumeration implicit in
lattice techniques such as Binomial methods; therefore, it can be applied to models with multiple
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state variables and possible path dependencies. The major difficulty in valuing early-exercise fea-
tures is the need to estimate optimal exercise policies. Standard simulation procedures are forward
algorithms, i.e., state variable paths that are simulated forward in time. Given a state trajectory and
a pre-specified exercise policy, a path price is determined. An average over independent samples
of path prices gives an unbiased estimate of the security price. By contrast, pricing procedures for
assets with early-exercise features are generally backward algorithms. That is, the optimal exercise
strategy at maturity stems from the difficulty of applying an inherently forward-based procedure to
a problem that requires a backward procedure to solve.
With those difficulties, Monte Carlo simulation was first introduced to finance by Boyle [6].
In the past decade, a number of Monte Carlo simulation-based approaches have been proposed to
address the problem of pricing American-style options with a finite number of exercise opportuni-
ties. In general, these approaches try to approximate the value function or early exercise frontiers
with combinations of dynamic programming and Monte Carlo simulation. Reducing the dimen-
sionality of the value function methods was suggested by Tilley [64], Barraquand and Martineau
[4], Carr and Yang [13], and others. Approximation of the value function was proposed by Carriere
[14], Longstaff and Schwartz [45], Haugh and Kogan [38], and others. The algorithms proposed by
Broadie and Glasserman [8, 10] are based on simulated paths and lead to biased high and low estima-
tors that converge to the true values in the appropriate limit. Recently, Longstaff and Schwartz [45]
and Tsitsiklis and Van Roy [65] applied least squares methods (LSM) to the pricing of American-
options by approximating the holding value function at each time step using a linear combination
of basis functions fitted to the simulated data. In particular, Longstaff and Schwartz demonstrate
the efficiency of their least squares approach through several numerical examples, and Tsitsiklis and
Van Roy rigorously establish the general convergence properties of the method. Methods based on
the parametrization of the early exercise frontier have been proposed by Grant, Vora, and Weeks
[35], Andersen [2], Garcia [28], and Ibáñez and Zapatero [41].
Grant et al. [35] address specifically the pricing of American-Asian options. Their procedure
mimics the backward induction solution method of stochastic dynamic programming. At every
exercisable date, the optimal threshold parameters are estimated by testing all possible values from
a preselected finite parameter grid. Wu and Fu [66] set the threshold of the optimal early exercise
2
boundary to maximize the expected payoff. First, they set the threshold and estimate each parameter
using perturbation analysis to maximize its value. They derived the structural properties for the
optimal exercise policy. More thorough overviews of the simulation approach can be found in
Broadie and Glasserman [9] or Fu et al. [24].
Duality-based approaches were recently developed by Rogers [53], Andersen and Broadie [3],
and Haugh and Kogan [38]. They introduced a dual method to price American options based on
simulating the path of the option payoff and a judiciously chosen Lagrangian martingale. The main
practical contribution of their paper is a general algorithm for constructing upper and lower bounds
on the true price of the option using any approximation to the option price. The computation of the
lower bound is straightforward and relies on simulating the suboptimal exercise strategy implied
by the approximate option price. A method for finding a tight upper bound was introduced in each
paper; however, the problem of obtaining the right one seems to be more art than science. This “art”
was the drawback of their algorithm.
In this thesis, we propose a new algorithm usingcross entropyto set up the early exercise
frontiers based on Monte Carlo simulation to estimate security prices. This algorithm can be applied
to models with multiple state variables and with possible path dependencies in the state variables
and nonstandard dynamics such as jumps.
The adaptive simulation algorithm studied in this paper is a variant of the cross-entropy algo-
rithm developed for combinatorial and multi-extremal optimization and rare event simulation ([55],
[68]). The essence of the algorithm lies in adaptive policy learning which leads to convergence to
the optimal policy. The advantage of the proposed simulation approach is that it is a very generic
algorithm which requires little knowledge on the structure of the optimal policy. It can be shown
to converge to an optimal policy in the finite-horizon option pricing problem. Also, this algorithm
does not require the approximation of the conditional value of the continuation function as in [45]
and [65]. Therefore, we do not have to deal with these sources of errors. In addition, we do not need
to worry about the choice of basis functions.
The rest of Part I is organized as follows. Chapter 2 contains well-known numerical methods for
option pricing, which are extensively used in practice. In Chapter 3, we propose new algorithms to
price path-dependent derivative securities and we show how to apply variance reduction techniques.
3
Statistical arbitrage modeling is introduced in Part II. Part II is organized as follows. Chapter
4 explains the reasoning of our approach. In Chapter 5, we explain how to set up the model and









In the mathematical treatment of financial derivatives and especially that of options, the defining
stochastic differential equation coupled with the arbitrage-free pricing condition leads to a deter-
ministic partial differential equation. The solution of this equation under appropriate boundary
conditions is interpreted as the price of the asset.
There are three main alternative approaches to finding the function that describes the price of
the contingent claim. First, we have classical methods involving the solution of partial differential
equations. These methods are widely used in physics, but they have yet to take root in the economic
arena. Their importance, however, cannot be overlooked and we note in passing that even in the
simplest cases, the solution of a partial differential equation is everything but trivial. A second
approach can be found in the methods of mathematical statistics, where the stochastic differential
equation describing the asset price is solved via the equivalence between the financial no-arbitrage
condition and that of a martingale. Both of these approaches often lead to closed-form solutions
that are easy to use and convenient for the valuation of assets in real time. Finally, when a solution
in closed form is not available or possible, numerical methods may provide an alternative solution.
Nevertheless, the application of these methods in finance still presents great practical difficulties,
due mainly to the time involved in obtaining a solution.
This chapter deals with the first of the approaches mentioned above. We first describe the Black-
Scholes equation for the valuation of European options. Later, we provide a fairly detailed and
simple description of a few useful, well-known numerical methods to solve this type of equation.
2.1 Black-Scholes Equation
Standard Brownian motion with drift is described by the stochastic differential equation [52]











whereW (s) is Brownian motion on a given probability space(Ω,F , P ), x0 is the initial condition,
µ is a drift, andσ is a volatility.
Since ∫ t
t0




[W (sj+1)−W (sj)] = W (t)−W (t0)
for time increment∆s = (t−t0)/N , whereN is the size of discretization, we see that the Brownian
motion with drift process is given explicitly by
x(t) = x0 + µ(t− t0) + σ[W (t)−W (t0)].
The model for an equity asset is not the simple Brownian motion with drift but
dS = µS dt + σS dW.
This is equivalent to
du = µdt + σ dW
for u = ln S, so that the problem is reduced to simple Brownian motion. However,S is a stochastic





Instead we need a new tool, called Itô’s Lemma, to determine how a function of a stochastic variable
varies with changes of the independent variable.
We need the following approximations from the theory of Brownian motion for the increment
dW over the infinitesimal time intervaldt:
E(dt dW ) = 0
Var(dt dW ) = o(dt)
E((dW )2) = dt
Var((dW )2) = o(dt),
7






i.e.,f(t) goes to zero faster thang(t) ast → 0. Note that these approximations say that(dW )2 → dt
anddt dW → 0 asdt → 0 so that in the limit these quantities are no longer stochastic.
Now, Itô’s Lemma can be stated.
Lemma 1 LetX(t) be an It̂o process satisfying
dX(t) = a(X, t) dt + b(X, t) dW
X(0) = x0.
Assume thatu(t, x) is a smooth function of the independent variablest and x (i.e., u is twice




























































dt(a dt + b dW )
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This completes the proof.
If we apply Itô’s Lemma tou = ln S, where
dS = µS dt + σS dW, (1)
then (withX = S, a(S, t) = µS, b(S, t) = σS) we find
du(t) = (µ− σ2/2) dt + σ dW
8
so that






(t− t0) + σ(W (t)−W (t0))
}
. (2)
Such a process is calledgeometric Brownian Motion.
While we shall need this representation ofS(t) later on in connection with the binomial method,
we are interested in deriving the Black–Scholes equation for the value of an equity option in which
the underlying asset satisfies the above equations.
Let V be the value of a put or call written on a underlying asset with valueS(t) at timet. We
assume thatV depends differentially on the two independent variablesS(t) andt. Then by It̂o’s



















Consider a portfolio consisting of one option of valueV and∆ shares of the underlying, where∆
is yet undetermined, with∆ > 0 for shares held long and∆ < 0 for shares held short. The value of
the portfolio at any timet is
π = V (S, t) + ∆S. (3)
Over the time intervaldt, the gain in the value of the portfolio is



















dW + ∆(µS dt + σS dW ). (4)
We now observe that if∆ = −∂V∂S , then the stochastic terms (i.e., the Brownian motion part) cancel
so that the gain is deterministic. Of course, if the gain in the value ofπ is deterministic, then it
cannot be more than or less than the gain in the value of the portfolio were it to have been invested
at the risk-free interest rater — else an arbitrage opportunity would occur. Thus, it also follows
from Equation (3) and∆ = −∂V∂S that




















This is theBlack–Scholes equationfor the value of an option.
There are a few assumptions necessary to derive the Black-Scholes equation:
1. The value of the asset can be described by the equation for geometric Brownian motion.
2. Options and shares can be bought and sold at any time since∆ changes smoothly with time.
3. ∂V/∂S is a continuous smooth function ofS. Therefore, the number of shares inπ is allowed
to vary continuously withS, which means that fractional shares can be traded.
4. The change in value of the portfolio is due solely to the changes ofV andS and does not
include transaction costs or the spread between selling and buying prices for options and
assets.
5. There are no transaction costs when options and assets are bought and sold.
2.2 Lattice methods
There are many products (options) which do not have closed-form solutions. Therefore, we need
to implement numerical approximation procedures to price them. We introduce two well-known
methods in this section.
First, the binomial model has proved over time to be the most flexible, intuitive and popular
approach to option pricing. It is based on the simplification that over a single period (of possibly
very short duration), the underlying asset can only move from its current price to two possible levels.
Binomial trees can also be used to determine the sensitivity of option values to the underlying asset
price (delta and gamma), to the time-to-expiration (theta), to volatility (vega), to the riskless return
(rho), and to the payout return (lambda). Of these, gamma is particularly important because it
measures the times in the life of the option when replication is likely to prove difficult in practice.
The trinomial method is an extension of the binomial method containing not only all binomial
properties but also more flexibility and faster convergence properties ([40]). We first define the
binomial method and then go on to the trinomial method later.
10
2.2.1 Binomial Tree
As we mentioned earlier, the underlying process is the geometric Brownian motion described by
Equation (1). The analytical differential expression forS(t) allows us to find the probability density
function (PDF) forS(t). To do so, we observe from Equation (2) that
P (ln (S(t)/S(0)) ≤ y) = P ((µ− σ2/2)t + σW (t) ≤ y)
= Φ
(















whereΦ is the standard normal cumulative distribution function.
Hence, the PDF ofx can be written

















for x ∈ (0,∞). With this PDF, we can compute the expected value of stock price given the current
stock price:
E[S(t)|S(0)] = S(0)eµt.
Thus, the driftµ reflects our view on how the mean of the asset will evolve with time. Of course,µ
is not observable and will differ from one asset to the next. An analogous manipulation applied to
E[S2(t)|S(0)] = S2(0)e2µt+σ2t
yields
Var(S(t)|S(0)) = S2(0)e2µt(eσ2t − 1).
Let us now simulate this random motion ofS(t) with a discrete-time motion where the asset value
Sn at timet = tn can rise at timetn + ∆t to uSn with probabilityp or fall to dSn with probability
(1 − p). We impose on the rise and fall ofS the requirement that over the time interval∆t, the
expected values ofuS anddS and their variances are identical to those of the continuous motion
starting withSn at t = tn. This will be the case if
up + d(1− p) = eµ∆t (6)
u2p + d2(1− p) = e(2µ+σ2)∆t. (7)
11
There are two equations, (6) and (7), in the three parametersu, d, andp. They become uniquely
defined with the additional assumption that a downward move will cancel a preceding upward move,
i.e.,
ud = 1.
A little algebra will yield values foru andd. Starting with Equations (6) and (7), we have
p =
eµ∆t − d




(u + d)(u− d) .
This gives
u = A +
√








We note that in this modelp is supposed to represent the probability of an upward jump. Hence, we
require0 < p < 1. This will be the case for all∆t because
p(∆t) ≡ e
µt −A +√A2 − 1
2
√















Moreover,p(∆t) = 0 for some positive∆t would imply that











which is impossible sinceA > 1 for ∆t > 0. Similarly, if p(∆t) = 1, then
eµ∆t = u = Ã +
√
Ã2 − 1.












Figure 1: One-step binomial tree.
SinceÃ < A(∆t) for any∆t > 0, it follows that the equationp(∆t) = 1 has no solution for any
∆t > 0. Hence,p may be interpreted as a probability for all∆t.
With u andd determined we can now generate a binomial tree. Let0 = t0 < t1 < · · · < tN = T
with tn+1 − tn = ∆t be a partition of the interval[0, T ]. Then starting withS00 we can generate all








which is shown in Figure 1. The only nodes at the time of expiryT are
SNk , k = 0, . . . , N.
The value of the optionV Nk at expiry is known at every node and provides the initial condition for
recursively pricing the option at the nodes of the preceding time interval. An arbitrage argument as
in the Black-Scholes model is used to findV nk from the option value at timetk+1. Thus, suppose
we have a portfolio at timetn of the form
π = V − ∆̃S,
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where∆ is the number of shares of the underlying with valueS. Let V + andV − be the option
values at timetn+1 corresponding toSu andSd. Then the value of the portfolio will be the same at
tn+1 if
V + − ∆̃Su = V − − ∆̃Sd,
in which case
∆̃ =
V + − V −
(u− d)S .
For a European option, this value of the portfolio must be the same as the value of the riskless
investment, i.e.,
V + − ∆̃Su = (V − S)er∆t.
A little algebra allows us to findV in terms ofV + andV − as





Note thatp̂ depends onr and, throughu andd, on the drift parameterµ. If p̂ ∈ (0, 1), thenp̂ may
be thought of as a probability and the value of the optionV nk at S
n
k is the discounted value of the
expected value of the option at the nearest nodes at the next time level. The price is given by
V nk = e
−r∆t[p̂V n+1k+1 + (1− p̂)V n+1k ]
Hence, we first generate all possible binary random walks by building the binomial tree and then
price the option at the nodes of the walk by moving backwards through the tree fromt = T to t = 0.
We note that the binomial tree reflects the stochastic movement of the underlying asset and
is independent of the option. The pricing, however, depends on the option under consideration.
The above formula holds for any European option. For an American option, the pricing must be
augmented by the requirement that an American-style option’s value cannot fall below its intrinsic
value,(K − S)+ for a put or(S −K)+ for a call. Therefore, the pricing formula is modified as in




K − S, e−r∆t[p̂Pn+1k+1 + (1− p̂)Pn+1k ]
}
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for a put, and
Cnk = max
{
K − S, e−r∆t[p̂Cn+1k+1 + (1− p̂)Cn+1k ]
}
for a call.
The pricing formula is a difference equation for the functionV (S, t) at the three points(S, t −
∆t), (uS, t), and(dS, t). It is a common practice in numerical analysis to determine whether such
a difference formula represents a consistent approximation to an underlying differential equation.
The procedure for finding such a differential equation is standard. Letφ(S, t) be an arbitrary smooth












for some constantK and all(S, t) in the domain where the differential formula is assumed to hold.
By the Taylor expansion about the point(S, t), we have











































whereS̃, S̆ andt̂ are various intermediate points. Collecting coefficients, we can rewrite the above
equation as
[






p̂(u− 1)2 + (1− p̂)(d− 1)2] ∂
2φ
∂S2
= O((∆t)2 + (u− 1)3 + (d− 1)3),
where the right-hand side simply indicates that the remainder terms depend on the given rates. Now
we observe that
er∆t = 1 + r∆t + O((∆t)2),
p̂(u− 1) + (1− p̂)(d− 1) = er∆t − 1 = r∆t + O((∆t)2),
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and
p̂(u− 1)2 + (1− p̂)(d− 1)2 = p̂(u− d)(u + d)− 2p̂(u− d) + d2 − 2d + 1
= (er∆t − d)(u + d− 2) + d2 − 2d + 1
= er∆t(u + d− 2)− ud + 1.
At this stage, we bring in the properties ofu andd which up to now have not been used. We see
from the Taylor expansion that
u + d− 2 = e−µ∆t + e(µ+σ2)∆t − 2 = σ2∆t + O(∆t2)
so that
er∆t(u + d− 2) = σ2∆t + O(∆t2)
with ud = 1. It follows that
p̂(u− 1)2 + (1− p̂)(d− 1)2 = σ2∆t + O(∆t2).














− rφ + ∂φ
∂t
)
= O(∆t + (u− 1)3/∆t + (d− 1)3/∆t).
















A + 1) = O(
√
∆t),
so that the remainder term on the right goes to zero like
√
∆t. Therefore, the binomial formula is a
consistent approximationto the Black-Scholes equation. We see that the drift parameterµ does not
appear in the Black-Scholes equation so that its solution only depends on the riskless interest rate
r. Since in the limit as∆t → 0, the value ofµ drops out, it is reasonable to generate the binomial
tree withµ = r, which is an observable quantity. In this case,p̂ = p ∈ (0, 1) is known as the risk
neutral probability. We give the details in Chapter 3.
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Definition 1 The initial-value problem
dy
dt
= f(t, y), a ≤ t ≤ b, y(a) = α,
is said to be a well-posed problem if:
• A unique solution, y(t), to the problem exists;
• For anyε > 0, there exists a positive constantk(ε) with the property that, whenever|ε0| < ε
andδ(t) is continuous with|δ(t)| < ε on [a, b], a unique solution,z(t), to the problem
dz
dt
= f(t, z) + δ(t), a ≤ t ≤ b, z(a) = α + ε0,
exists with
|z(t)− y(t)| < k(ε)ε, for all a ≤ t ≤ b.
Definition 2 Stability: Given an algorithmf(x) with x the input data andε the error in the input
data, we say the algorithm is numerically stable for the relative error if
x− (x + ε) ' f(x)− f(x + ε)
and numerically stable for the absolute error if
x− (x + ε)
x
' f(x)− f(x + ε)
f(x)
.
Consistency of the approximation is no guarantee that the solution computed with the binomial
method will converge to the solution of the Black-Scholes equation as∆t → 0. However, con-
vergence is simple to show for a European option by observing that forp ∈ (0, 1) the binomial
algorithm is necessarily stable so that the lax equivalence theorem below applies. A direct argument
can be made as follows.
Theorem 1 Lax Equivalence Theorem: Given a well-posed (linear) initial value problem and a
consistent finite-difference approximation to it, stability is necessary and sufficient for convergence.
Proof See Myer [51].
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A direct argument can be made as follows. LetV (S, t) be an analytic solution of the Black-
Scholes equation with bounded higher derivatives, and letV nk be the value obtained from the bino-








k . Then the above analysis shows
that the magnitude of the error




(p)errnk+1 + (1− p)errnk
}
+ C(∆t)3/2,
whereC depends on∂2V/∂t2 and∂3V/∂S3 but not on∆t. Sincep ∈ (0, 1), we see that
max
k




FromerrNk = 0, it follows now that
max
k
errnk ≤ (N − n)C(∆t)3/2 < CT
√
∆t.
Therefore, the errorerrnk goes to zero like
√
∆t, i.e., the values obtained with the binomial method




The reasoning behind a trinomial tree method is very similar to that of the binomial method. The
obvious difference is that a binomial method has only two possible movements from the current
state, while the trinomial method has three possible movements from the current state.
Let us simulate this random motion ofS(t) with a discrete-time motion where the asset value
Sn at timet = tn can rise at timetn + ∆t to uSn with probabilitypu, stay atSn with probability
pm, or fall todSn with probabilitypd. At this time, we need to consider the first, second, and fourth
moments which are identical to those of the continuous motion starting withSn at timet = tn. This
will be the case if
upu + pm + dpd = eµ∆t
u2pu + pm + d2pd = e(2µ+σ
2)∆t
u4pu + pm + d4pd = e4µ∆t+3σ
4∆t2
pu + pm + pd = 1.
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Figure 2: Trinomial tree with one time step fromt to t + ∆t.
We will use a transformation of the underlying process to simplify the computation. LetX ≡
ln S. Then
dXt = α dt + σ dWt
and for simplicity, supposeα = 0, so that
E[X(t + ∆t)−X(t)] = 0
E[(X(t + ∆t)−X(t))2] = σ2∆t
E[(X(t + ∆t)−X(t))4] = 3σ4∆t.
With this information, letX∗t = ln(S(t)), Xt = X∗t − µt, h be the step size in spaceX, and∆t be
the step size in time. For anN -step trinomial tree,∆t = T/N , whereT is the time horizon. Since
we know the distribution of(Xt+∆t − Xt), the criterion for constructing a trinomial treẽXt is to
choose(pu, pm, pd) andh so that the distribution of(X̃t+∆t − X̃t|X̃t) converges to the distribution
of (Xt+∆t −Xt|Xt) at all timest as∆t → 0. We match the first, second, and fourth moments of
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(X̃t+∆t − X̃t) with those of(Xt+∆t −Xt) by
hpu − hpd = 0
h2pu + h2pd = σ2∆t
h4pu + h4pd = 3σ4(∆t)2
pu + pm + pd = 1.
By solving the above equations, we have
[

















To price the option on the trinomial tree, one follows the risk-neutral valuation principle. Let
C(Xt, t) denote the option price at nodeXt and timet,
C(Xt, t) = e−r∆t
(
puC(Xt + h, t + ∆t) + pmC(Xt, t + ∆t) + pdC(Xt − h, t + ∆t)
)
,
where the terminal condition is
C(XT , T ) = g(ST , T ) = g(eXT +µT ),
and whereg is the payoff function, i.e.,g(eXT +µT ) = max(eXT +µT −K, 0) for a call option. The
details are given in Subsection 2.3.1. Also, there are numerous variants derived from binomial and
trinomial tree methods ([19], [63]).
2.3 Finite-Difference Method
The Black-Scholes equation for European and some related options can be solved by explicit for-
mulas but for many other options, notably American puts and calls, the boundary conditions cannot
be satisfied by the Black-Scholes formula. Hence, an analytic solution is not available and one has
to resort to numerical methods. While such methods will always be applied to the Black-Scholes
equation in its original form, except perhaps for scaling out the strike priceK, their analysis is
usually carried out for simple model problems. If the methods fail to solve the model problem then
they usually will fail in a more-complex setting.
The model problem associated with the Black-Scholes equation is the pure initial value problem
Lu ≡ ρu− ut = 0, (8)
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u(x, 0) = eikx, −∞ < x < ∞,
whereut = ∂u/∂t, ρ > 0, and wherek is an arbitrary but fixed integer. By inspection, we see that
u(x, t) = eikx−k
2ρt
solves this problem. It follows that for allk, the solutionu(x, t) is bounded for allx andt.




Lnψ − Lψ = 0,
whereh is mesh size of the grid on which the differential equation is approximated.
A numerical method for this problem typically involves a finite-dimensional algebraic approxi-
mation to the problem. The approximation in general depends on a discretization parameter which
we shall callh. In this exposition, we should consider only finite-difference methods for (8), where
h will be identified with the mesh size of the grid on which the differential equation is approximated.
There are many different finite-difference methods for this and related problems but all must satisfy
the same requirements ([51]).
1. The numerical approximation must be consistent so that one correctly approximates the given
problem ash → 0.
2. The numerical method must be convergent ash → 0 so that the value of the numerical
solution at a given point approaches that of the analytic solution ash → 0.
3. The numerical method must be stable. This means that the value at an arbitrary fixed point in
the domain of computation must remain bounded ash → 0.
We shall make these notions more precise when we talk about specific numerical methods for (8).
There are three different methods to solve this problem, and we will describe them one by one.
2.3.1 Explicit Method
Convergence and stability are very closely related. This is indeed the case for the so-called “well-
posed” problem.
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Definition 4 (Hadamard [36]) A problem is well posed if it has a unique solution which depends
continuously on the data of the problem.
The connections among consistency, convergence, and stability are given by the famousl x
equivalence theorem(Theorem 1). The practical importance of the theorem is due to the fact that
consistency and stability are often easy to establish while convergence of a method may require
more work.
It can be shown that the initial value problem for (8) is indeed well posed so that we need only
be concerned with consistency and stability of the numerical method.
For the numerical integration of (8) over a time interval[0, T ], we shall use a three-point finite-
difference method. Let
tn = n∆t, n = 0, 1, . . . , N
xj = −X + j∆x, j = 0, 1, . . . , M,
where∆t = T/N , ∆x = 2X/M and{X, M, N} are chosen so that the mesh points{xj , tn} cover
the region over which we need a numerical solution.











This formula indeed yields an explicit method since given values atj − 1, j, andj + 1 at time level








j−1 − 2unj ]. (10)
Note that for a pure initial value problem, the solution is computed on a narrowing mesh since at
each new time level, the right and left endpoints of thex-mesh have to be moved inward one∆x
step from the endpoints at the preceding time level. In particular, if the solution att = T is desired
at only one pointxj , one can restrict the computation to a triangular domain with its apex atxj .
This is like the trinomial method at nodexj .
In our finite-difference approximation, there are two mesh parameters∆t and∆x. We shall
make the assumption that
∆x = g(∆t),
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whereg(r) → 0 asr → 0. Thus, the mesh parameterh can be identified with∆t. The finite
difference approximation (9) is a consistent approximation to (8) if
lim
h→0
[Lφ(xj , tn)− Lhφ(xj , tn)] = 0
for an arbitrary infinitely differentiable functionφ(x, t). This property is easy to verify since Tay-
lor’s theorem yields
φ(xj , tn+1)− φ(xj , tn)
∆t
= φt(xj , tn) + O(∆t)
and
φ(xj+1, tn) + φ(xj−1, tn)− 2φ(xj , tn)
(∆x)2
= φxx(x, t) + O(∆x),
whereφxx = ∂2φ/∂x2 andφt = ∂φ/∂t. We see thatLh correctly approximatesL provided only
that∆t → 0 and∆x → 0. Let us now turn to stability and the behavior ofunj at a given fixed point
(xj , tn) wheren is the number of time steps it took to reach the fixed valuetn as∆t = T/N → 0.
Note thatn →∞ asN →∞ butn∆t ≤ T .
We take as an initial conditionu0j = e
−ikxj , j = 0, 1, . . . , M , wherei =
√−1. Substitution
into (10) shows that forn = 1, we have








u1j = A(k, ∆t)e
ikxj , for all j,
where




eik∆x + e−ik∆x − 2
)
.
If we proceed from time level to time level, we find that
unj = A
n(k, ∆t)eikxj .
It follows thatunj will remain bounded if
|A(k, ∆t)| ≤ 1.
SinceA(k, ∆t) = 1 + ρ 2∆t
(∆x)2
(cos(k∆x)− 1), we see that
1− ρ 4∆t
(∆x)2
≤ A(k, ∆t) ≤ 1,
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so that|A(k, ∆t)| ≤ 1 wheneverρ 4∆t
(∆x)2
≤ 2 or ρ ∆t
(∆x)2
≤ 0.5. This inequality is sufficient for
stability. One might argue that for certain values ofk, the condition can be relaxed because our
estimates are based on the worst-case scenario of
cos(k∆x)− 1 = −2.
However, in applications the initial condition will be a general functionu0(x). Many such functions






The numerical solution now will be a superposition of the solutions for eachk. Hence, one must







for a fixedε > 0 and for all∆t as∆t → 0.
Let us examine the implication of this stability restriction for the numerical solution of the
Black-Scholes equation. As we have seen, the equation is formally equivalent to
1
2
σ2uyy − ut = 0.
The numerical integration of this equation with the explicit Euler method on a uniform grid is subject





Note that a uniform grid on they-axis corresponds to a non-uniform grid on thex-axis for the
original scaled Black-Scholes equation, with
∆xi = xi(e∆y − 1) ≈ xi∆y.






While in principle the Black-Scholes equation can be transformed into a constant coefficient equa-
tion, it is in general safer to avoid such transformations and discretize the equation in its original















For an equation with variable coefficients, it is in general not easy to give a stability analysis.
However, theory and experience suggest that
1. The first derivative termrxux and the linear termru may be ignored in a stability analysis.
2. The stability condition known for the constant coefficient equation should hold locally at all
x.






which is consistent with the stability condition derived from the transformed Black-Scholes equa-
tion. Failure to heed this constraint on∆x and∆t will lead to non-sensical numerical results.
2.3.2 Implicit Method
The explicit Euler method is of interest because of its relationship to the binomial method for option
pricing as discussed in Subsection 2.2.1. However, much more effective and more generally appli-
cable is the implicit Euler method on a fixed uniform grid placed on the bounded setx0 ≤ x ≤ X,


















for j = 1, . . . , M − 1. Hereun0 andunM are assumed known. For example, for a European put
un0 = e
−r(T−tn), for x0 = 0
unM = 0, for xM sufficiently large.
Boundary conditions for a call can be read off the put-call parity relationship.
25
Definition 5 Put-Call parity: c + Ke−rT = p + S(0), wherec is a European call price,p is a
European put price, andK is a strike price.
The essential difference with the explicit method is that at each time leveltn, a linear system of
equations needs to be solved. To be specific, letUn be the vector
Un = (un1 , . . . , u
n
M−1).
Then the system to be solved is
AUn = bn,



























− 1∆tun+11 −A10un0 , j = 1
− 1∆tun+11 , 1 < j < M − 1
− 1∆tun+1M−1 −AM−1,MunM , j = M − 1.
It is straightforward to verify thatLhφ(xj , tn) is a consistent approximation toLφ(xn, tn) for any
smooth functionφ. It remains to establish stability of the method. We make the assumption that
Aj,j−1 ≥ 0, for all j ≥ 1. (11)
Then it follows by inspection that
|Ajj | > Aj,j−1 + Aj,j+1, for all j.
This inequality implies thatA is strictly diagonally dominant, which can be shown to imply that
A is invertible. Hence if (11) holds then the value{unj } can be computed. Suppose that at some
interior mesh point(xk, tp) with 0 < k < M , 0 ≤ p < N , the valueupk is larger than all the other
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values, i.e.,upk ≥ unj for all j and alln. Since the initial and boundary data are non-negative, we












and Equation (12) is less than− 1∆tup+1k , which is inconsistent with thekth equation of
AUp = bp.
Hence, there cannot be a value ofunk which exceeds the maximum value ofu at x0, at xM = X
or tN = T . Sinceu at x = 0, x = X andt = T is bounded and independent of∆x and∆t, it
follows thatupk is uniformly bounded above all∆x and∆t. An analogous argument shows that the
minimum of{unj } is bounded below by the minimum of the data functions. Therefore, if condition
(11) holds, then the numbers{|unj |} are uniformly bounded so that the implicit Euler method is
stable for all∆x and∆t.
The unconditional stability of the implicit Euler method is bought at the expense of having to
solve the linear system
Aun = bn
at each time level. Fortunately, the tridiagonal structure ofA makes this solution extremely simple
and rapid if a special Gaussian elimination procedure known as the Thomas algorithm ([51]) is
employed. A tridiagonal matrix is factored into lower and upper triangular matricesL̃ andŨ so that
A = L̃Ũ
This can be achieved by setting̃Lij = Ũij = 0 for |i− j| > 2, Ũi,i−1 = L̃i,i+1 = 0, Ũii = 1, and
L̃i,i−1 = Ai,i−1. The remaining elements̃Lii andŨi,i+1 are found fori = 1 from L̃11 = A11 and
L̃11Ũ12 = A12 and fori = 2, . . . , M − 1 from
L̃i,i−1Ũi−1,i + L̃ii = Aii, L̃iiŨi,i+1 = Ai,i+1.




L̃ikŨkj = L̃i,i−1Ũi−1,j + L̃iiŨij
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thatA = L̃Ũ , i.e., thatA has been factored into lower and upper triangular matrices. The linear
system
Aun = bn
can now be solve by simple substitution. First we find the solutionyn of
L̃yn = bn
and then obtainun from
Ũun = yn.




In this chapter, we describe a method of pricing options using the Monte Carlo simulation method.
Given the increasing complexity of options that contain early exercise characteristics, a number of
methods based on Monte Carlo simulation have been studied and implemented recently. Monte
Carlo simulation is a flexible method whose applicability does not depend on the dimension of the
problem and does not suffer from the curse of dimensionality. However, the computational cost
incurred by Monte Carlo simulation might get very expensive in some cases. Therefore, various
variance reduction techniques are often implemented in many applications.
We first start with the following elementary definition.
Definition 6 An option gives its holder the right to trade an underlying asset at a specified price
(the exercise or strike price) on (and sometimes before) a specified date (the exercise or maturity
date).
There are two basic types of options. Acall optiongives its holder the right to buy an underlying
asset. Aput optiongives its holder the right to sell an underlying asset.
An European optioncan only be exercised at maturity. Therefore, its value at expiration is
known in many cases. In particular, an investor would choose to exercise a put only ifS < K,
whereS is the stock price at maturity andK is the strike price. Otherwise, the option expires
worthless. Similarly, a holder of a call will exercise his option only ifS > K at expiration. The
payoffs from European options for put and call options are
p0(ST , T ) ≡ (K − ST )+ and c0(ST , T ) ≡ (ST −K)+,
respectively, whereST is the stock price at maturity. The owner of an American option has the
right to exercise early. An American option, therefore, is worth at least the price of its equivalent
European option. The details of American-style option values will be discussed as we progress. The
following theorem gives a general idea of what the American-style option price could be.
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Theorem 2 It is never optimal to exercise an American call before the maturity if the stock does
not pay any dividend. It is sometimes optimal to exercise an American put early on a stock paying
no dividends.
Proof See Merton [48].
This theorem says that the call price of an American option with no dividend payment is the
same as the European call option price. However, American put prices are no less than that of a
European put.
With this basic knowledge on option pricing, we propose new algorithms for pricing options.
We start by discussing the standard call option on a single underlying asset. The price process in
the Black–Sholes model can be expressed as an Itô process. Let{W (t), 0 ≤ t ≤ T} be a one-





whereS0 > 0, µ andσ > 0 are constants. The above equation can be written as
dS
S
= µdt + σ dW. (13)
Equation (13) can be interpreted heuristically as expressing the relative or percentage increment
dS/S in S during an instant of timedt. Assuming that the stock does not pay any dividends, all the
return to an investment in the stock comes in the form of stock price appreciation (or depreciation);
and so the relative incrementdS/S can be interpreted as the instantaneous rate of return on the stock.
The expected instantaneous rate of return isµ, and the standard deviation of the instantaneous rate
of return isσ, called the volatility ofS.
In the calculation above, the−12σ2 term in the Black–Sholes stock price processes gets “eaten
up” by the second-order term from Itô’s Lemma.
By a similar method, we can calculate characteristics of a money market account having a price






= r dt. (14)
By using Equations (13) and (14), we can calculate the discounted stock price. The stock price, mea-
sured in units of the money market account or discounted at the rolled-over instantaneous interest











[(µ− r) dt + σ dW ] . (15)





The difference,µ−r, of the stock’s appreciation rate and the money market rate from Equation (15)
is called therisk premiumand measures the additional rate per unit time present for investing in the
risky stock rather than in the riskless money market. The quantityθ defined by
θ ≡ µ− r
σ
(17)
is called themarket price of risk. The market price of riskθ relates the risk premium,µ − r, and
the volatility,σ. The probability measureQ(·) is called therisk-neutral probability measureor the
equivalent martingale measureassociated with the market price of riskθ of Equation (17).
Theorem 3 (Girsanov) Let W (t), 0 ≤ t ≤ T , be a Brownian motion on a probability space
(Ω,F , P). LetFt, 0 ≤ t ≤ T , be the accompanying filtration, and letθ(t), 0 ≤ t ≤ T , be a





















Z(T )dP, ∀A ∈ F .
UnderQ, the processW(t), 0 ≤ t ≤ T , is a Brownian motion.
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Now we define a new process{W(t), 0 ≤ t ≤ T} as
W(t) = W (t) + θt,
whereW is a standard Brownian motion under the risk-neutral measureQ by Girsanov’s Theorem.





whereS0 > 0, r andσ > 0 are constants.
With this background, this chapter is composed of three parts. First, we propose a new heuristic
algorithm for pricing path-dependent derivative securities by applying an early exercise boundary
obtained by regression and then optimizing its coefficients. Next, we develop an adaptive policy
search algorithm for searching for the optimal policy in exercising an American-style option. The
option price is obtained by first estimating the optimal option exercising policy and then evaluating
the option with the estimated policy via simulation. Both high-biased and low-biased estimators
of the option price are computed, and we show that this algorithm leads to the convergence to the
true optimal policy with probability one. We end this chapter by showing how the variance of the
relevant estimators is reduced.
3.1 Boundary with Regression
This section describes a heuristic algorithm for pricing American-style path-dependent derivative
securities. The typical Monte Carlo simulation method used in European call option pricing is to
use simulation to estimate the expectation. That is,
c0(S) = EQ[e−rT (ST −K)+].
Therefore, pricing a European-style option is very simple and straightforward. The American option




over all stopping times. Throughout this section, we use a discrete-time approximation to the prob-
lem, where we restrict the exercise opportunities to lie in the finite set of times0 = t0 < t1 <
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· · · < td = T and let∆t ≡ T/d. To estimate the value of an American option, we would simulate
a path of asset prices,S0, S1, S2, . . . , Sd, at corresponding times0 = t0 < t1 < . . . < td = T , then
calculate a discounted option value corresponding to this path, and average the results over many
simulated paths.
We first obtain the exercise boundary (policy), and then we use this boundary to exercise the
right since it enables us to use simulation directly. To have an initial boundary, we first obtain the
highest price in the single path through the time horizon. We repeat this process a few times to obtain
enough data to regress against time. We initially incorporate into the regression function linear (L),
quadratic (Q) and cubic (C) terms and set them as an exercise boundary which we optimize later.
Findings indicate that a higher adjustedR2 in regression functions tends to yield better option














and wheren is the number of observations andp is the number of parameters.
This suggests that if we optimize the coefficients of the highest adjustedR2 regression, then we
will have a better estimator for options. It is now necessary to optimize the boundary. A key assump-
tion here is that there exists an optimal policy for the American-style option under consideration
which maximizes the option value. Suppose thatf∗(x) = α + βx is the optimal exercise boundary
and letf (1)(x) be our first approximation of the exercise boundary using the least squares method.
First, we find better coefficients forf (1)(x) to improve the boundary. Letf (1·)(x) = a(1) + bx,
let b remain the same, and let its corresponding option price beP (1). Now, seta(2) = a(1) + ε,
whereε > 0, and letf (2·)(x) = a(2) + bx, with resulting option priceP (2). Then compare the
estimates usingf (1·)(x) andf (2·)(x). If the latter is larger (P (1) < P (2)), we keep moving in the
same direction. Otherwise, we move in the reverse direction until the estimate stops increasing. Af-
ter that, we change coefficientb. With the last coefficienta(i), we setb(2) = b(1) + δ, whereδ > 0
andf (i2)(x) = a(i) + b(2)x. Denote price estimates withf (i1)(x) andf (i2)(x) by ψ(1) andψ(2),
respectively. Then compare the price estimates,ψ(1) andψ(2). If ψ(1) < ψ(2), then we keep moving
in the same direction. Otherwise, we change the direction; that is,δ < 0. By the same token, we can






Figure 3: Searching for optimal boundary.
such that||f∗ − f̂ ||2 < ε̃, whereε̃ > 0. Figure 3 demonstrates this algorithm.
3.1.1 Implementation and Numerical Results
We provide some numerical results to illustrate our algorithm. We first start with the standard call
option on a single asset which pays a continuous dividend and for which the price process is a





for some random variableZn independent of the parameters and the initial stock priceS0, riskless
rater, volatility σ, dividend rateδ, and time increment∆t.





whereDi is theith dividend. With this in mind, we first price American call options.
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Table 1: Price estimate with IEB and OEB. The optimized coefficients are only for a linear function.
Option parameters:K = 100, r = 0.05, δ = 0.10, T = 1.0, andσ = 0.2 with ∆t = 0.25yr and
1M replications. Error unit is %.
S L-O L Q C Rel err(L-O) Rel err(L)
70 0.122 0.116 0.125 0.111 0.826 4.132
80 0.668 0.613 0.613 0.616 0.299 8.507
90 2.258 2.054 1.993 2.003 1.954 10.812
100 5.700 4.841 4.484 4.343 0.541 15.530
110 11.418 11.417 11.242 11.158 0.679 0.670
120 19.975 19.001 19.296 19.303 0.125 4.995
130 29.987 27.801 29.986 29.421 0.043 7.330
3.1.1.1 Example 1: An American call with a single asset with dividend payments
For this example, we apply our algorithm to price a standard American call option with a single
underlying with continuous dividend payments following Equation (19). The value of an American
put option is equal to the value of an American call with the following change of parameters:St →
K, K → St, r → δ, andδ → r.
We obtained two different price estimates with Initial early Exercise Boundary (IEB) and Op-
timized early Exercise Boundary (OEB) and compared them to Glasserman and Broadie’s outputs.
For the first stage of sampling for data collection, we used320 as the number of time steps and3200
replications (320 × 10). For this case, we used the linear, quadratic, and cubic regressions for IEB
and we optimized the coefficients of the linear regression function.
Table 1 shows that OEB performs better than all other IEBs except for the caseS0 = 70. This
finding suggests that by optimizing the quadratic or cubic function, a better estimate will be achieved




Also, Table 2 compares our estimates to Broadie and Glasserman’s estimates as well as the
true values ([8]). It also shows that our estimates are better for all cases, including out-of-money,
at-the-money, or in-the-money.
The option price is not affected much by∆t, i.e., the number of exercise opportunities for
the optimized coefficients for linear and quadratic boundaries. As can be seen in Table 3, option
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Table 2: Price estimate comparison with OEB and the stochastic tree method of Glasserman and
Broadie. The optimized coefficients are only for a linear function. Option parameters:K = 100,
r = 0.05, δ = 0.10, T = 1.0yr, andσ = 0.2. TRUE(E) represents the true value of European
options.
S OEB TRUE TRUE(E) High Low
70 0.122 0.121 0.120 0.117 0.115
80 0.668 0.670 0.654 0.662 0.649
90 2.258 2.303 2.197 2.316 2.251
100 5.700 5.731 5.302 5.824 5.628
110 11.418 11.341 10.154 11.603 10.988
120 19.975 20.000 16.154 20.329 19.743
130 29.987 30.000 24.060 30.154 29.763
Table 3: Price estimates with IEB and OEB. The optimized coefficients are only for a linear function
(L-O) and quadratic function (Q-O). Option parameters:S0 = 70, K = 100, r = 0.05, δ = 0.10,
T = 1.0yr, andσ = 0.2.
Time step Reps L-O Q C L Q-O C
4 2M 0.121 0.120 0.120 0.120 0.121 0.120
8 2M 0.122 0.120 0.120 0.121 0.122 0.118
16 1M 0.122 0.120 0.120 0.118 0.121 0.118
32 1M 0.121 0.117 0.117 0.117 0.122 0.117
64 1M 0.123 0.116 0.116 0.116 0.124 0.117
128 1M 0.121 0.114 0.114 0.113 0.122 0.114
256 1M 0.122 0.114 0.114 0.113 0.124 0.113
prices do not vary depending on the step size for optimized boundaries. However, the option prices
decrease if we make∆t smaller for non-optimized boundaries. That means that the boundary is not
the optimal boundary.
It may seem logical that the more chances to exercise, i.e., smaller∆t, the higher the option
price. For example, if Option A has4 exercise opportunities and Option B has8, Option B should
be more expensive than Option A. This is true as long as we know the true early exercise boundary.
However, we approximate the true boundary; and as long as our approximation is close enough to
the true boundary, it does not really matter how many exercise opportunities one has since we can
make a best decision every time. This finding provides us the opportunity to check if our OEB is
really close to the true boundary. This argument is supported by our simulation results in Table 3’s
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3rd and 7th columns.
Also, we determined that if the options are deep out-of-the-money, we may not have enough
data to regress. Therefore, we must run more replications to obtain data. On the other hand, if the
options are deep in-the-money, we have a good quantity of data. In such cases, we do not need to
run many replications.
3.1.1.2 Example 2: American min put options with two assets
This example is an American put on two independent assets following geometric Brownian motion,























We again optimize the early exercise boundary from the initial boundary. First, a one-piece
linear boundary is optimized. With the optimized boundary, we compute option values and a slightly
lower estimate is obtained. We next separate the time maturity as multiple pieces of boundaries.
Since multiple pieces give more flexibility for fitting the optimal boundary, the estimate based on
multiple pieces is recommended in this example.
For simplicity, two piecewise linear boundary functions are used. LetT1 = [0, T/2) andT2 =
[T/2, T ], whereT is the time to maturity. From these two time frames, we find initial early exercise
boundaries, sayf1(t1) andf2(t2), where0 ≤ t1 < T/2 andT/2 ≤ t2 ≤ T . From these boundaries,
we again optimize the coefficients of each function depending on time regions. First, we optimize
the boundary functionf(t), 0 ≤ t < T/2. After the coefficients are optimized, we optimize
the second boundary using the first optimized boundary function. Let us describe the boundary
functions based on this searching process:
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1. Let f(t), 0 ≤ t ≤ T , be the initial boundary function andf1(t), 0 ≤ t < T/2, andf2(t),
T/2 ≤ t ≤ T , be the initial boundaries for each time region. Therefore,f(t) can be described
as the union of two boundary functions,f(t) = f1(t)
⋃
f2(t).
2. Optimize the first boundary function and let the optimized boundary for this region bef̂1(t).
The overall boundary function after optimization is thenf(t) = f̂1(t)
⋃
f2(t).
3. Optimize the second half boundary functionf2(t), T/2 ≤ t ≤ T , by usingf̂1(t), 0 ≤ t <
T/2. The overall boundary function after optimization isf(t) = f̂1(t)
⋃
f̂2(t).
Once we obtain the optimized boundary functions, we can apply the forward algorithm to price the
options. In this example, we useK = 100, T = 0.5, r = 0.06, andσ1 = σ2 = 0.6.
We used20000 replications to perform the optimization and this process takes less than 10
seconds with a1.8Mhz P4 processor. Then we ran200000 replications for each case, and this takes
less than 20 seconds. In each case, we set∆t = T/50.
Table 4: Price estimation with optimized two-piecewise linear early exercise boundary. The opti-
mized coefficients are only for a linear function. Parameters areK = 100, T = 0.5, r = 0.06, and
σ1 = σ2 = 0.6
S1 S2 OEB FD Rogers European
80 80 37.14 37.30 37.63 36.859
80 100 31.96 32.08 32.30 31.639
80 120 29.06 29.14 29.38 28.652
100 100 24.94 25.06 25.17 24.728
100 120 20.87 20.91 21.10 20.610
120 120 15.91 15.92 16.02 15.704
In Table 4, we compare our optimized early exercise method (OEB) to the finite-difference (FD)
method, Rogers’ upper bound estimate, and the European price computed by numerical integration.
Our estimates are always lower than the other methods. The difference, however, is very small (less
than 0.5%).
We can assume that if we have ann-piecewise linear boundary function, we can provide a better
estimate than with our two-piecewise linear boundary functions. However, we then need to optimize
the coefficients ofn functions and the computational cost grows tremendously. At this stage, we do
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not attempt to have more than two-piecewise functions. Since the two-piecewise functions give us
a better estimate, they drive us to develop the adaptive algorithm discussed in Section 3.2.
3.2 An Adaptive Simulation Algorithm
In this section, we focus on the presentation of an adaptive simulation algorithm for pricing an
American option. Let the price processes ofn assets{~St = (S(1)t , . . . , S(n)t ), 0 ≤ t ≤ T} be
generaln-dimensional stochastic processes adapted to a filtrationF ≡ {Ft : 0 ≤ t ≤ T}. For quite
general stochastic processes, the American-style option’s initial value is given by the solution to an




whereα is a discount factor,J (·) is a function of the underlyingn-dimensional processes, andτs
is a stopping time.
For the discretized stochastic processes version of the continuous-time problem, let{~Stn , 0 ≤
tn ≤ T} be the stock price at time steptn, wheretn = n∆t, ∆t = T/N , andN is the total number
of exercisable times. Thesen-dimensional stochastic processes are right-continuous and adapted to
the filtration{Ft : 0 ≤ t ≤ T}. Hence, it is progressively measurable with respect to{Ft} ([26]).
The optimal stopping time is the earlier of the maturity and the first passage time to the exercise
boundary. Consequently, the American-style put options could be valued as
P0 = sup
{B(tn):tn∈[0,T ]}
EQ[αJ (~Smin(τB ,T ))], (21)
whereτB is the first passage time from~S0 to an exercise boundaryB(t), t ∈ [0, T ], andf(·) is a
payoff function.
Under regularity considerations, the solution to the optimal stopping problem exists and it is
unique. Namely, there exists an optimal option exercising policy of the American-style option
under consideration which maximizes the option value. In this section, we show that finding an
optimal exercise boundary provides an optimal exercise rule, and it enables us to estimate the price
of securities using Monte Carlo simulation. Now, we consider how to approximate the early exercise
boundary,{B(t) : t ∈ [0, T ]}. Searching for an optimal boundary in our algorithm is equivalent to
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finding an optimal boundary of the parameter vector based on the Kullback-Leiblercross entropy
(CE) measure, which defines a distance between the two distributionsf(y) andh(y) (see [25]).







CE has been widely used in rare-event simulations and especially for finding importance sampling
density functions (see [39]).
Our objective is to design an algorithm that starts from some initial distributionf a d iteratively
converges to the degenerate probability density function (PDF) with unit mass on the true optimal
policy. The idea is then to compute the parameter of PDFf that minimizes the cross entropy be-
tweenf andh, wheref is a probability distribution from which an early exercise policy is sampled
andh is the optimal exercise policy distribution.
Remark 1 Variance minimization (VM) with importance sampling and the CE method are used to
approximate the optimal importance sampling density in rare-event simulation. In our algorithm,
we identify the optimal sampling density for obtaining an option exercising policy which best ap-
proximates the optimal option exercising policy.
The basic idea of our algorithm is to design an adaptive procedure for identifying the optimal
option exercising policy over a policy spaceΠ, which contains the optimal policy for exercising an
American-style option. We define the performance measure for a policy which measures the quality
of the policy. This measure is usually the value of the option corresponding to the to-be-evaluated
policy. These policies can be sampled from a family of probability distributions overΠ. With both
the performance measure and a probability distribution for sampling the option exercising policy,
we design an iterative algorithm to obtain an optimal probability distribution such that the estimated
optimal distribution samples the optimal exercising policy with the highest likelihood.




D(u, ν) := Eν1 [1{H(Λ,G)≥γ}W (Λ, u, ν1) ln f(Λ, ν)]
}
, (23)
whereH(Λ,G) is an option payoff value with policy vectorΛ andW (·) is a weight. More details
will be given later. Next, takeν1 = u in the above formula; we keep solving (23) to find aν∗
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Algorithm 1 General Adaptive Simulation Algorithm
Initialization:
• Specify
· NE : number of exercise opportunities,
· NS : number of sample stock price paths,
· NG: number of exercise policies,
· γG: ρ quantile of performance measure, whereρ ∈ (0, 1).
• Specify an initial policy sampling distributionf(·, ν0).
• Sample a set of policiesΛ{0} ≡ {G(0)1 , . . . , G(0)p } from the population policy space
Π(G1, . . . ,Gp), whereΛ{0} ∼ f(·, ν0).
Repeat until a specified stopping rule is applied:
Define a performance measureH(Λ,G) which measures the quality of a policyΛ over a given
sample path setG for updating the policy sampling distribution.
• Simulate a set of sample paths forn stock prices, G(S(1), . . . , S(n)) ≡
{(S(1)t (ω), . . . , S(n)t (ω)) : 0 ≤ t ≤ T, ω ∈ Ω}.
• For eachΛ{k}i (i = 1, 2, · · · , NG), evaluateH(Λ{k}i ,G).





D(u, ν) := Eνk [1{H(Λ{k},G)≥γG}W (Λ
{k}, u, νk) ln f(Λ{k}, ν)]
}
and set its solution to beνk+1.
• Sample the next set of policies asΛ{k+1} = {G(k+1)1 , . . . , G(k+1)p } with f(·, νk+1).
• k ←− k + 1
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so that CE of (·, ν∗) andh(·, ν) is minimized. The CE algorithm works well if the distribution
of the basic random variables in the model has finite support or if the random variables belong to
the so-called natural exponential family (NEF) (see [39] for a definition). Analytical solutions for
ν∗ exist in the NEF. However, if there is no analytical solution, we need to implement numerical
optimization procedures to solve Equation (23).
First, a high-level description of our adaptive simulation algorithm is summarized in Algorithm
1. We now provide a detailed discussion as follows.
I NITIALIZATION :
1. Pick positive simulation parameters:{ ~K, M, NE}, NS , NG, andρ ∈ (0, 1), where ~K =
{K1,K2, . . . , Kp} ∈ Rp.
2. GenerateNS stock price sample paths of the process{~St = (S(1)t , . . . , S(n)t ) ∈ Rn} over
time horizon[0, T ].
3. Policy classes are defined over a bounded subset ofΘ× [0, T ], whereΘ , {(θ1, θ2, . . . , θp) :





2)1/2, i = 1, . . . , p}.
· Make a coarse grid on a region[0, T ] × [θ1, θ1] × · · · × [θp, θp], whereθi andθi are
lower and upper values of theith policy space, respectively.
4. Let k = 0. Initialize ~P {0} to be a joint probability mass function ofNE independent discrete
uniform random variables with masses onm∆s (m = 0, 1, . . . ,M).
5. An exercise boundary of the American option is given by anNE-tuple (~y1, ~y2, . . . , ~yNE ) ∈
Rp on the grid generated in step 3.
I TERATIVE POLICY I MPROVEMENT :
6. Use ~P {k} to generateNG exercise boundaries.
7. Apply each exercise boundary to the set ofNS sample paths and obtain an approximated
valueVnb (nb = 1, 2, . . . , NG) of the option value. Find a “good” set of exercise boundaries
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based onVdρNGe
∗, whereVdρNGe denotes the upperρ quantile of all the approximated option
values. Let~B(k)i denote theith highest option value achieving the exercise policy wherek is
the policy search iteration time.
8. Let k ← k + 1. Compute a new joint probability mass function (PMF)~P {k} depending on
each time step from good sets,~B(k)i (t), wheret = 1, . . . , NE , i = 1, . . . , dρNGe, andρ is a




EP {1} [1{H(Λ,G)≥x}W (Λ
{k}, P {k}j , P
{1}
j )|Xt = xtj ]P (Xt = xtj)
EP {1} [1{H(Λ,G)≥x}W (Λ{k}, P, P {1})]
,
wherej = 1, . . . ,M .
9. Exit the loop if the option price converges; else, go to step 6.
10. Obtain the optimal exercise boundary based on~P {k}.
11. Generate a set ofN1 (N1 > NS) stock price sample paths and evaluate the American option
over these sample paths based on the optimal boundary obtained at step 10.
Remark 2 At step 8, we can directly find an optimal parameterν by equating the gradient∇νD(u, ν)
to zero if there exists an optimal solution of Equation (23). Moreover, if the expectation and differ-
entiation operators can be interchanged, the stationary point of Equation (23) can be obtained from
the solution of the following nonlinear equations:
∇νD(u, ν) = Eν1
[
1{H(Λ,G)≥γ}W (Λ, u, ν1)∇ ln f(Λ, ν)
]
= 0
and for sample estimation




1{H(Λi,G)≥γ}W (Λi, u, ν1)∇ ln f(Λi, ν)
]
= 0,
whereΛ1, . . . ,ΛNG are random samples from the PDFf(·, ν1).
If the components of random vectorY are independent and each has a distribution in thenatural






Eν1 [Λj1{H(Λ)≥γ}H(Λ)W (Λ, u, ν1)]
Eν1 [1{H(Λ)≥γ}H(Λ)W (Λ, u, ν1)]
,
































Figure 4: Distribution of the boundary for each time step. As we have more iterations, the shape of
the distribution becomes narrower, and it converges to the optimal boundary.




i=1 Λji1{H(Λi)≥γ}W (Λi, u, ν1)∑NG
i=1 1{H(Λi)≥γ}W (Λi, u, ν1)
,
whereΛ = (Λ1, . . . ,ΛNE ) andΛ1, . . . ,ΛNG are independent random variables such thatΛj has
an NEF distribution. Note thatΛj is anNE-dimensional vector of jth sample.
Remark 3 At step 8,γ can be replaced witĥγ. The details for obtaining this approximation are
discussed in Section 3.2.2.
Figure 4 shows the general shape of the distributions for the boundary of each time step. As
the algorithm iterates more, it puts more weight around the optimal points, and it will eventually
converge to the optimal boundaries.
Now we provide the computational complexity of the adaptive simulation algorithm. We first
discuss the complexity of finding an optimal policy and then that of the low and high estimates. We
ignore the generation of the lattice points, stock paths, and policy. Computing the optimal boundary
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can be split into two parts. One is computing the value of policies and the other is updating the
new PMF from the good sets. We compute a option value based on each policy with sample paths.
Therefore, the maximum number of computations is
NG ×NS ×NE ,
whereNG is number of policies,NS is the number of stock paths, andNE is the number of exercise
opportunities. Once the policies are evaluated, updating the new PMF is performed only with good
sets. That is, the number of computations is
dρNGe ×NE .
Therefore, the total running time for finding an optimal boundary takesO(NGNSNE).
Finally, after we have computed the optimal boundary, we price the options withN1 sample
paths, whereN1 À NS . That is,NE ×N1 operations take place.
3.2.1 High and Low Biased Estimators
We obtained two estimators, high biased and low biased estimators. LetΩ b he stock price space







For the fixedS(n), we generatem policies, denotedB
(j)
n (t), wheret ∈ [0, T ] andj = 1 . . . , m. Us-
ing an adaptive algorithm, we can find an early exercise boundary under the stock price set{S(n)}.
Let the optimal policy underS(n) beB
∗
n(t). The exercise strategy is that if the sample stock price
path hits the optimal boundary for the first time, then exercise. If it never hits the boundary, then we
exercise the option at maturity if it is in-the-money.
Low biased estimator,φ
Let the low biased estimator beφ. This can be obtained in the following way. For fixed time
t, a sample stock priceSt hits theB∗(t) obtained by the adaptive algorithm and its payoff value
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ft(St) = (K − St)+ for a put option on a single asset. Therefore, the low biased estimator
is a discounted price of intrinsic value when the underlying hits the boundary for the first time,
φ = e−rtft(St). We replicate it many times and its expected value is our low biased estimate,
denoted byE[φ0(N1)], whereN1 is the number of replications.
High biased estimator,Φ
For the high biased estimatorΦ, we adopt an anticipative policy when the sample path hits the
boundary for the first time at timet. The option is exercised and the payoff is given by the higher of
St andSt+∆t. Namely, the payoff value att is Ft(St) = max(ft(St), e−r∆tft+∆t(St+∆t)). Then
we discount back to current value,Φ = e−rtFt(St). By the same method, we have the high biased
estimate, denoted byE[Φ0(N1)].
We compare two estimators. The high biased estimator is always higher than the low biased
estimator, and the difference between the two estimators converges to zero if∆t approaches zero.
Proposition 1 The high biased estimateE[Φ0(N1)] is no less than the low biased estimateE[φ0(N1)].
Proof The proof is straightforward to show. At timets, where a sample stock price path hits the
exercise boundary for the first time, we have
Fts(Sts) = max(fts(Sts), e
−r∆tfts+∆t(Sts+∆t)) ≥ fts(Sts).
SinceFb ≥ fb for 0 ≤ b ≤ ts, wherets is the stopping time, we can conclude thatE[Φ0] ≥ E[φ0].
Proposition 2 The difference between the two estimates converges to zero if the adaptedσ-fiel
filtration is right-continuous.
Proof
We only need to show that the price difference between the stopping time (s) and one-step
ahead (ts + ∆t) converges to zero as the one-step interval length converges to zero. Since the
stochastic processS is right continuous and adapted to the filtration{Ft} as well as measurable
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with respect to{Ft}, it is straightforward to see that
lim
∆t→0
‖ Sts − Sts+∆t ‖ = 0.
That shows that the differences between the two estimates converges to zero.
We also know that if we have a big enough policy set under the given policy space, we can
obtain a good approximation to the true price with a large enough sample path set. The following
proposition states this:
Proposition 3 If the sizes of the sample stock price set and the policy set approach infinity and the
policy space contains the optimal policy, the policy obtained from the policy iteration converges to
the true early exercise boundary, and the corresponding price converges to the true option value
under the given policy spaceΠ(G).
Proof
Let |Qn| = n be the size of the policy set and let|Sk| = k be the size of the sample path
set. First, fix|S| and letS = Ω. Also let qi be the probability of finding a true boundary out ofi
boundaries (polices) withS. Then there existn andm, wherem < n, such that
P (qn > qm) → 1.
Since we have a finite number of sample paths, the above statement might not be accomplished
with a small number for the sample path set. However, since the size of the sample path set con-
verges to infinity, the above statement is always true. By Equation (21), its corresponding price is
the true price.
Corollary 1 For an American put on a single asset, the estimate by a policy obtained with the
adaptive algorithm converges to the true option value if the numbers of sample price paths and
policies approach infinity.
At this point, we can enumerate the advantages of our algorithm. First, the adaptive algorithm re-
quires little knowledge on the structure of the option policies. By iterating, we can find the structure
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of the optimal policy automatically. Second, it does not require an approximation of the conditional
value functions as in LSM ([45], [65]). Hence, we do not have to deal with this source of errors.
In addition, we need not be concerned with choosing basis functions in our algorithm. Our CPU
time is significantly improved compared to Rogers [53]. We could not directly make comparisons
to other competitors since our computation is run in Matlab for all cases. However, we compared
our CPU time to LSM CPU time for a jump-diffusion process case.
3.2.2 Convergence of the Optimal Exercising Policy
In this section, we discuss some issues related to the convergence of our adaptive simulation pre-
sented in Section 3.2. All proofs are provided in the appendix. Let us introduce additional notation.
• νn−1 : (n− 1)th accumulated data set,
• H(Λ,G) : the highest value obtained by choosing the best option exercising policy among a
given set of policiesΛ = {Λ1, . . . ,ΛNG} with a fixed stock price setG. That is,H(Λ,G) ≡
supΛ(tk):tk∈[0,T ] EQ[α(K − Smin(τΛ,T )(G))+].
First, we show how to compute an optimal vector for one iteration. For the(n − 1)th iteration,
adaptive updating of the exercising policy at thenth iteration can be obtained. First, for a fixed
νn−1, let γn be the(1− ρ) quantile ofH(Λ,G) underνn−1. That is,
Pνn−1 {H(Λ,G) ≥ γn} ≥ ρ,
whereΛ ∼ f(·, νn−1). Therefore, a simple estimator̂γn of γn can be obtained by drawing a
random sampleΛ1,Λ2, . . . ,ΛNG from f(·, νn−1), calculatingH(Λi,G) for all i, ordering them
from smallest to biggest,H(1) ≤ H(2) ≤ · · · ≤ H(NG), and finally evaluating the(1 − ρ) quantile
as
γ̂n = H(n,d(1−ρ)NGe).
Then the adaptive estimation ofνn is carried out as follows. For a fixedγn−1, deriveνn from








The stochastic counterpart of Equation (24) is obtained by replacingγn−1 with γ̂n−1 and the ex-
pected value with the corresponding sample average, where the sample is the same as that used to
computeγn−1.




D(u, ν) := Eν1 [1{H(Λ,G)≥γ}W (Λ, u, ν1) ln f(Λ, ν)]
}
. (25)
Since there is typically no analytical solution for Equation (25), numerical optimization procedures
must be implemented in such a case. Given a sampleΛ1,Λ2, . . . ,ΛNG from f(·, ν), we can esti-
mate the optimal solutionν∗ of Equation (25) using our proposed algorithm from Section 3.2.
We discuss convergence of the adaptive algorithm presented in Section 3.2. The parameterρ
plays a crucial role when we expect the adaptive algorithm to converge to the correct value. The
priori determination of whichρ is acceptable can be a difficult task†. To overcome this problem, we
suggest thatρ can be changed adaptively. The modified new step will be introduced later. We now
state a series of assumptions that will be necessary in the sequel.
Assumption A:
Pν (H(Λ,G) ≥ x) > 0 for all ν ∈ V ,
whereH(Λ,G) is the sample performance and the set of random policiesΛ ∼ f(·, ν).
Assumption A simply ensures that the probability being estimated does not vanish. This as-
sumption is satisfied when the distribution ofH(Λ,G) has an infinite tail. For zero-tail distributions
such as truncated exponential, the assumption holds as long as eitherx s l ss than the maximum
value of the functionH(Λ,G), or if there is a positive probability thatx is attained.
Lemma 2 Suppose that Assumption A holds and letν ∈ V . Then there existsρ∗x > 0 such that
γ(ν, ρ) ≥ x for anyρ ∈ (0, ρ∗x).
Lemma 2 shows that by decreasingρ sufficiently, we can force the quantileγ to increase. In
particular, we can forceγ to increase at least by some pre-specified amountδ > 0. Thus, we can
†Based on our experiments,ρ ∈ (0, 0.10) would be a reasonable choice depending on the structure of the products
under consideration.
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modify our algorithm by replacingρ with ρt−1 and adding the following step after Step 6 in Section
3.2 as follows:
Letρn be such thatρ(νn, ρn) ≥ min{x, γ(νn−1, ρn−1)}+ δ, whereδ is a positive constant.




{Eνn−1 [1{H(Λ,G)≥min{x,γ(νn−1,ρn−1)}}W (Λ, u, νn−1) ln f(Λ, ν)]}. (26)
Proposition 4 Suppose that Assumption A holds. Then the modified version of the adaptive algo-
rithm converges to an optimal solution after a finite number of iterations.
A few comments are in order about the modified version of our algorithm. First, the algorithm
aims to reachν∗ by a sequence of calculations controlled by the parametersρn, which should be
kept as large as possible. In fact, in many cases theρn are initialized with a “moderate” value such
as0.2 and are never reduced. This follows from the fact that by construction of the algorithm, the
distribution ofH(Λ,G) whenΛ ∼ f(·, νn+1) tends to have larger tails than whenΛ ∼ f(·, νn),
and thusγ(νn+1, ρ) > γ(νn, ρ) for all ρ in these cases.
In that sense, the modified algorithm makes sure that our algorithm works even though the latter
property fails. As discussed above, there always existρn+1 satisfying the property in the step we
added. In practice, we can putδ = 0 in the algorithm.
Now, we turn to the issue of replacing the expected values with their respective sample means







1{H(Λi,G)≥γ̂(Λ,ρn−1)}W (Λi, u, ν) ln f(Λi, ν)
}
,
whereΛ1,Λ2, . . . ,ΛNG is a sample fromf(·, ν̂n−1) (for a given realization of̂νn−1), W (Λi, u, ν̂n−1)
is a weight function, and̂γNG(Λ, ρn−1) is defined as the sample(1−ρn−1) quantile ofH(Λ1,G), . . . ,
H(ΛNG ,G). The fact thatγ(ν, ρn−1) is replaced bŷγNG(Λ, ρn−1) means that the new step added
in our algorithm may not be carried out. For example, it could happen that the samplesH(Λi,G)
produced at two consecutive iterations are identical. The proposition below shows that whenNG is
large enough, the new step can be executed.
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Proposition 5 Suppose Assumption A holds and leta ∈ (0, x]. Letν ∈ V andΛ1,Λ2, . . . be i.i.d.
with densityf(λ, ν). Then there existsρa > 0 and a randomNa > 0 (size of the sampled exercising
policies), such that with probability one,̂γNG(Λ, ρ) ≥ a for all ρ ∈ (0, ρa) and all NG ≥ Na.
Moreover, the probability that̂γNG(Λ, ρ) ≥ a for a givenNG goes to one exponentially fast with
NG.
The above proposition shows not only thatγ̂NG(Λ, ρ) — which corresponds to the(1 − ρ)-
quantile of the highest option value obtained in the samples — reaches any thresholda for suffi-
ciently smallρ and sufficiently largeNG (which ensures that the algorithm terminates), but also that
one expectsNG not to be too large due to the exponential convergence, at least for moderate values
of ρ. In any case, to ensure that the sample size grows as needed, we can check after the added step
in our algorithm if such aρn+1 can be found. If not, the sample size should be increased and the
process is repeated.
Now we can compare the approximated solutionν̃ and the trueν∗ using the asymptotic analysis
for optimal solutions of the stochastic optimization problem discussed in [56]. Let us consider a
real-valued functionh(λ, ν) of two vector variablesλ andν, and letΛ be a random vector policy
with probability measureF (λ, ν). Suppose that
l(ν) = E[h(Λ, ν)] =
∫
h(λ, ν)dF (λ, ν)
exists for allν in a regionV ⊂ Rn and consider the problem
max { l(ν), ν ∈ V } .
Let Λ1, . . . ,ΛNG be an i.i.d. random sample of exercising policy random vectors with common
distributionF (λ, ν). Then the stochastic counterpart of the program is





h(Λi, ν), ν ∈ V,
where
h(Λi, ν) = 1{H(Λi,G)≥γ}W (Λi, u, ν) ln f(Λi, ν).















with exercising policyΛ ∼ f(·, ν), and let̃νNG be the optimal solution of the program. We consider
P̃ and ν̃NG to be statistical estimators of the optimal valueP
∗ and an optimal solutionν∗ of the
program.
For any fixedν ∈ V , we have by the Strong Law of Large Numbers thatlNG(ν) converges to
l(ν) with probability 1. It is possible to show that the above convergence is uniform if the setV is
compact and the following two conditions hold ([56]).
Assumption B: For almost everyλ with respect to the probability measureF (λ, ·), the function
h(λ, ·) is continuous onV .
Assumption C: The family{|h(λ, ν)|, ν ∈ V } is dominated by an integrable function with respect
to h(λ, ·).
Lemma 3 Suppose that Assumptions B and C hold. Then the expected value functionl(ν) is con-
tinuous onV . If, in addition, the setV is compact, then w.p.1̄lNG(ν) converges tol(ν) uniformly
onV .
Theorem 4 Suppose Assumptions B and C hold and the setV is compact. Ifν∗ is a unique maxi-
mizer ofl(ν) overV , thenν̃NG converges toν
∗ w.p.1. Moreover,̃P — which is the estimated option
value with the sampled early exercise policy byf(·, ν̃NG) — converges toP ∗ (the true price) w.p.1.
From this, we obtain a consistency result: under appropriate assumptions asNG → ∞, the
distance betweeñνNG and the solution set of Equation (25) goes to zero w.p.1.
Since our algorithm has a discreteM -point distribution, we have to verify that the above argu-
ments can be applied into our case. We shall classify distributions into two categories: ones with
unbounded support like exponential, Possion, and normal distributions, and ones with bounded sup-
port such as uniform(a,b), truncated exponential, and discreten-point distributions. More formally,
we say thatH(Λ,G) has bounded support ifP (|H(Λ,G)| > a) = 0 for somea large enough.
Note that bounded support distributions can be viewed as zero-tail distributions as compared to
their counterparts with infinite tails.
Finite-support distributions possess the following important general property ([55] and [56]).
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Proposition 6 Letx∗ be the maximum value ofH(·) over the discrete set
Y = {y11, · · · , y1M} × · · · × {yNE1, . . . , yNEM},
and suppose that the maximizer ofH(·) overY (call it y∗) is unique. Suppose that the random
vectorY has independent components with discrete distributionY. Then the solution obtained is
the atomic measure with mass aty∗.
Figure 5 shows a standard put option price convergence depending on different initial stock
prices. In most cases, prices have converged after about20 iterations. Interestingly, if the option is
deep out-of-the-money, then the exercising policy distribution converges more quickly than that of
deep in-the-money.
3.2.3 Implementation and Numerical Examples
In this section, we implement our algorithm to price several options with various initial stock prices.
We compare our estimates to other algorithms proposed in other papers.
To enhance the computation, we sort the early exercise boundaries for each iteration when we
use the policy iteration. Also, we use a coarse mesh for the time horizon for obtaining the early
exercise boundary. However, we use a cubic spline method for computation of the early exercise
boundary so that we can apply a small time interval for the low and high biased estimates.
Remark 4 If the asset price model is multiplicative, i.e., a geometric Browinan motion model, then
the early exercise boundary is convex (see [66]).
3.2.3.1 Example 1: American put options on a single asset
Our first example is an American put on a single asset following the geometric Brownian motion
(GBM) model, whose process is given by









wherer is the riskless rate of interest assumed to be constant,σ is the constant volatility, andWt
is a standard Brownian motion process. No closed-form solution for the price is known. However,
there are a few numerical methods giving good approximations.
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Figure 5: Standard put price convergence by updating the free boundary with different initial stock
prices. TheX-axis represents the iteration number and theY -axis represents option prices. Param-
eters are:K = 100, r = 0.05, T = 0.5, andσ = 0.4
To find an optimal boundary, we generate a uniform(50,K) random variable for the initial
boundary and update the distribution10 times with a set of sample paths having∆t = T/20. The
set of sample stock prices is of size2000 and the number of policies is100. From this, we obtain one
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boundary. After that, we repeat the procedure10 times, pick the 3 best policies, and then average
them out for early exercise boundaries.
With the early excise boundary, we used500000 sample paths with200 exercise opportunities
for the low and high biased estimators. The calculations were performed throughout in Matlab and
can be expected to improve further by coding with a compiled language. CPU time is recorded only
for obtaining the early exercise boundary at this time.
The results of our simulation are presented in Table 5. Parameter values arer = 0.06, σ = 0.4,
K = 100, andT = 0.5, with varying initial stock prices as shown in the table. The column of true
American prices is quoted from Ait-Sahalia and Carr [1]. Then we give the low biased estimate and
high biased estimate from our method. Point estimates are obtained by averaging the low and high
estimates. Error was calculated with point estimates and true values; a minus sign in the Error(%)
column denotes the undervaluation of prices compared to the true price. CPU time is the average of
10 runs. Based on our algorithm, the point estimates are very close to the true prices for all cases.
All errors are less than0.25%.
Table 5: Simulation prices of high biased and low biased standard American puts. Option parame-
ters:K = 100, r = 0.06, T = 0.5, andσ = 0.4.
S0 Lower Upper Point TRUE Error(%) CPU (s)
80 21.56 21.76 21.66 21.61 0.24 3.97
90 14.81 15.00 14.91 14.92 -0.09 4.55
100 9.87 10.02 9.94 9.95 -0.03 4.66
110 6.38 6.48 6.43 6.44 -0.11 4.32
120 4.02 4.10 4.06 4.06 -0.02 4.57
3.2.3.2 Example 2: American min put options on2 assets
This example concerns American put options on two independent assets following GBM, so that we
can compare our results with a similar example from Rogers (2001) given by













e−rt (K − Si(t))+ .
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and we can find the early exercise boundary for the two assets by treating the problem as a single
asset pricing problem,
S(t) = min {S1(t), S2(t)} . (27)
With this change, we calculate the high biased and low biased estimates even though the stopping
rule should ideally depend on the values of each of the underlying stocks. Hartley [37] shows that
numerical results obtained by using Equation (27) are within1% of the finite-difference values in
the case of two assets. If we compute3-dimensional (3D) boundaries(S1, S2, t), then we can have
better estimates. However, it takes more effort to find boundaries. Hence, we simply attempt to
transfer from the3D to 2D setting as shown in Equation (27); numerical results are given in Tables
6 and 7.
Table 6: Simulation prices on min-puts on two assets with the same volatility by changing from3D
to 2D. Option parameters:K = 100, r = 0.06, T = 0.5, andσ1 = σ2 = 0.6.
S1 S2 Euro FD Lower Upper Point Error(%) CPU(s)
80 80 36.86 37.30 36.95 37.51 37.23 -0.19 6.84
80 100 31.64 32.08 31.75 32.39 32.07 -0.03 6.52
80 120 28.65 29.14 28.87 29.38 29.12 -0.06 6.29
100 100 24.73 25.06 24.82 25.93 25.37 -0.01 6.65
100 120 20.61 20.91 20.67 21.19 20.93 0.09 6.56
120 120 15.70 15.92 15.81 16.09 15.95 0.19 6.49
We test two different settings: symmetric and asymmetric. In Table 6, we have symmetric
initial stock prices and compare our algorithm to finite-difference methods quoted from Hartley
[37]. We ran our simulation with100 policies and2000 sample paths for15 iterations to find the
free boundaries. After obtaining the boundaries, we ran500000 additional paths with100 exercise
opportunities. The results are very good compared to those of the finite-difference methods. Our
error is less than0.2% for all cases when compared to the finite-difference methods.
Table 7 presents the results obtained for asymmetric settings, with two different volatilities. We
again compare our estimates to a those of finite-difference methods. We find interesting trends from
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our results. Estimates with lower initial stock prices and a low volatility are always underestimated
compared to those from a finite-difference method. On the other hand, estimates with higher initial
stock prices and a low volatility are overestimated. Our estimation errors are less than0.65% for all
cases.
Again, the stopping rule should ideally depend on the two underlying processes. However, we
also attempt to solve this problem by looking at the minimum of the two underlying prices and
the difference of the two underlyings. With an appropriate exercise rule, we have higher estimates
compared to the finite-difference method quoted from Hartley. Hartley shows in the case of two
assets that his approximate method delivers numerical results within1% of the finite-difference
method; our estimates are always higher than the finite-difference method from Hartley, and not
more than1.1% for all cases. We could not directly compare our results to the finite-difference
method for the3D case since it was not provided by Rogers. We did not attempt to duplicate his
algorithm at this time. Tables 18 and 19 in the appendix show the numerical results.
Table 7: Simulation prices on min-put options on two assets with different volatilities by reducing
from 3D to 2D. Option parameters:K = 100, r = 0.06, T = 0.5, andσ1 = 0.4, σ2 = 0.8.
S1 S2 Euro FD Lower Upper Point Error(%) CPU(s)
80 80 37.55 38.01 37.71 38.35 38.03 0.05 6.51
80 100 31.81 32.23 31.92 32.42 32.17 -0.18 6.38
80 120 28.09 28.54 28.16 28.56 28.36 -0.64 6.22
100 80 32.86 33.34 33.13 33.67 33.40 0.19 6.58
100 100 25.47 25.81 25.63 26.17 25.90 0.34 6.45
100 120 20.48 20.75 20.58 20.93 20.76 0.03 6.19
120 80 30.69 31.21 31.13 31.66 31.39 0.58 6.10
120 100 22.44 22.77 22.63 23.42 23.02 0.51 6.59
120 120 16.76 16.98 16.80 17.23 17.02 0.21 6.70
3.2.3.3 Example 3: Bermudan max calls withn assets
The Bermudan -max-call had been studied in Broadie and Glasserman (BG) [8], Rogers [53], and
Haugh and Kogan [38]. The Bermudan option has similar properties as American options but with










As usual, the assetsSi(t) are GBM’s which are independent and identically distributed for this
example. There is a continuous dividend payout at rateδ. The stock price processes for only two




= (r − δ1) dt + σ1 dW 1t
dS2(t)
S2(t)
= (r − δ2) dt + ρσ2 dW 1t +
√
1− ρ2σ2 dW 2t .
We compute an early exercise boundary with100 policies and2000 sample paths and repeat
this process10 times. We pick the three best boundaries and average them out for the early exercise
boundary. CPU time is recorded Table 8. Once we obtain the early exercise boundary, we can
compute the low and high biased estimators. To estimate the high biased estimator, we need a little
more effort. First, we generate the sample paths withN = 3, 6, 9 and apply the exercise rules
for low biased estimators. However, we need to generate forward stock prices for each exercise
opportunity. For example, lett1, t2, t3 be possible exercise points and∆t = T/N = t2 − t1.
Then we haveSt0 , St1 , St2 , St3 . But we generate prices from each possible exercise point. That is,
St0+δt, St1+δt, St2+δt. Therefore, ift2 were the optimal stopping time, then the low biased value is
f(St2) and the high biased value would beF (St2+δt).
We ran200000 sample paths to estimate the prices. For the high biased estimator, we used
δt = T/1000. Since they do not have a closed-form solution, we just compare our estimates to
those of the other algorithms. Our upper estimate is always higher than the BG method and lower
than Rogers’ method; the point estimates are very close to those of the BG method.
3.2.3.4 Example 4: American-Bermudan-Asian option
This example concerning an American-Bermudan-Asian option has been studied by Longstaff and






, t ≥ 0. (28)
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Table 8: Simulation prices of a max call option on5 assets:K = 100, r = 0.05, δ = 0.1 months,
T = 3 yrs, andσi = 0.2. The option can be exercised at any of timest = iT/d, i = 0, 1, . . . , d,
whered = 3, 6, 9. CPU-I is for computing the early exercise boundary, CPU-II is for the low
and high biased estimator, and CPU-III is quoted from Rogers. CPU-I and CPU-II are computed
by Matlab with a P4-2.4Ghz machine and CPU-III is by Scilab with a 600Mhz PC. For Rogers’
computation,1000 sample paths were used for the optimization step and8000 paths to refine the
estimate. All CPU units are seconds. Rogers’ CPU times are included reference purposes only.
d S0 BG Rogers Lower Upper Point CPU-I CPU-II CPU-III
90 16.01 16.24 15.97 16.09 16.03 4.94 4.25 337.73
3 100 25.28 25.70 25.24 25.47 25.35 4.80 4.25 227.47
110 35.70 36.19 35.58 35.87 35.72 4.83 4.14 208.07
90 16.47 16.91 16.45 16.68 16.56 6.43 6.59 299.63
6 100 25.92 26.40 25.77 26.07 25.92 6.42 6.62 329.52
110 36.50 37.18 36.35 36.74 36.55 6.41 6.69 345.98
90 16.66 16.98 16.51 16.75 16.63 8.13 9.04 710.71
9 100 26.16 26.75 25.98 26.34 26.16 8.06 8.97 419.56
110 36.78 37.61 36.63 37.05 36.84 7.98 8.99 431.86
The positive value ofδ prevents fluctuations neart = 0. Also, there is a lockout periodt∗ during
which the option cannot be exercised. But the option can be exercised at any time betweent∗ and




Rogers points out that Longstaff and Schwartz use100 discretization points per year to approx-
imate the continuous exercise feature of the option. Therefore, it may be more accurate to say that
Longstaff and Schwartz are pricing a Bermudan-Asian option.
We shall estimate the values for the American-Bermudan-Asian option where there is no re-
stricted exercise betweent∗ andT . We compare our estimates to the Longstaff-Schwartz figures
quoted from [53] for the finite-difference value of the options (based on a discretization using10000
time steps per year, and200 space steps in each of two dimensions) and Rogers’ upper boundary of
estimation.
For this option, we need to pay attention to two things. First, there would never be an exercise









sinceG is the derivative of the payoff at a fixed time point with respect tot; and it is clear that if the
exercise value is increasing, then the optimal exercise requires the holder to wait to exercise since








Figure 6: Approximated early exercise boundary for American-Bermudan-Asian option at time.
We cannot directly apply the policy iteration at this frame since at each time we need to consider
the stock price,St, and average price of the stock,At. Figure 6 shows the shape of the boundary at
fixed timet, where0 < t < T . In this figure, there are three parameters,Kt, Qt, andLt which we
need to find to maximize the value of the option. Therefore, it is a much more-complicated problem
as compared to our previous problems. However, we can simplify this matter using the boundary
property of an American-Asian option.
First, we know that the early exercise boundary at maturity is at the strike price,KT = K. Since
Kt is a monotonic decreasing function toK, we can use a linear function to approximateKt. That
is,





t, t ∈ (0, T ).
Here, we try to findK0.
In addition, the “tilt point” at the maturity time,QT , is infinite or the slope is zero. However,
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we set the approximate initial and end tilt points,Q0 andQT , and approximateQt for each timet
since it is a monotonic increasing function,





t, t ∈ (0, T ).
For this, we need to find two values,Q0 andQT , using policy iteration. First we attempt to fixQT
to find the optimalQ0, and then later we relax this assumption.
Lastly, the slope after the tilt point is zero at maturity. Again, we assume that the slope is a






, t ∈ (0, T ),





Kt for St < Qt
Kt + Lt(St −Qt) for St > Qt .
(30)
Hence, we need to find three valuesK0, Q0, andL0 using our algorithm. This simple structure
enhances our search algorithm very efficiently. Figure 7 shows the overall shape of the boundary.
We modify slightly the algorithm given in Section 3.2 to adjust to the structure of this product.
That is,
1. GenerateM initial triples, K0, Q0, L0 from a uniform distribution. Let these values be
Q(1)i (0) = (K0, Q0, L0)i, wherei = 1, . . . ,M .
2. From the initial triple, calculateKt, Qt, Lt from the above equations.
3. Generate one set of stock prices,Sn(t) following GBM, and calculateAn(t) from Sn(t).
4. Apply Steps7 through11 from Section 3.2.
Table 9 compares estimates to the finite-difference method (FD), Rogers’ duality approach, and
the least squares method (LSM). Both finite-difference and least squares methods use200 time
steps for stock prices and average prices, and Rogers uses40 time steps. We use200 time steps to

































Figure 7: Approximated boundary for American-Bermudan-Asian option.
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Table 9: Simulation prices of American-Bermudan-Asian option:K = 100, r = 0.06, t∗ = δ = 3
months,T = 2 years, andσ = 0.2. There are200 exercise opportunities.
A0 S0 Lower FD Rogers LSM Error(%)
90 80 0.955 0.949 0.952 0.961 0.632
90 90 3.311 3.267 3.297 3.309 0.060
90 100 7.898 7.889 7.892 7.886 0.114
90 110 14.471 14.538 14.575 14.518 -0.461
90 120 22.273 22.423 22.513 22.378 -0.669
100 80 1.107 1.108 1.094 1.101 -0.090
100 90 3.710 3.710 3.697 3.700 0.000
100 100 8.638 8.658 8.752 8.669 -0.231
100 110 15.581 15.717 15.913 15.703 -0.865
100 120 23.735 23.811 23.924 23.775 -0.319
110 80 1.295 1.288 1.265 1.265 0.543
110 90 4.163 4.136 4.409 4.186 0.652
110 100 9.751 9.821 10.359 9.830 -0.713
110 110 17.231 17.399 17.684 17.362 -0.966
110 120 25.256 25.453 25.661 25.406 -0.774
To find the optimal boundary, we use100 sample policies and1000 stock prices. After obtaining
the boundary, we run another200000 simulations. At this time, we simply compute the low biased
estimate sinceGt already contains the future price information, and it does not provide further
information as long as the time increment for the high biased estimator is larger than the time
increment for price generation (δt > ∆t). Hence, we did not attempt to compute the high estimator.
Our estimation errors are calculated with a finite-difference method. In most cases, our errors
are less than1% compared to the finite-difference method and LSM. In addition, our estimates
compared to LSM are higher in some cases and lower in some cases.
3.2.3.5 Example 5: American put options on a single asset with jump-diffusion processes
In this section, we describe how our algorithm can be applied to pricing American put options
with a jump-diffusion underlying process. We compare our estimates to the LSM method to check
the robustness of our algorithm. First, we assume the underlying security consists of two parts: a
continuous part and a discontinuous part. The continuous part is a geometric Brownian motion with
constant instantaneous driftµ and volatilityσ. The discontinuous part represents the change in the
security value upon arrival of some rare event. Rare events include a major disaster or political
63
changes, or the release of unexpected firm or economic news. The process is
dSt
St−
= µdt + σ dWt + Vt dqt, (31)
where first two terms on the right-hand side represent the continuous part, the third term represents
the discontinuous part, andq = (qt)t≥0 is a homogeneous Poisson process with intensity parameter
λ ≥ 0 per year.
Let T1, T2, . . . , denote the arrival times of the jumps. Moreover, letVTi = (ST+i /ST−i ) − 1,
whereVT1 , VT2 . . . are i.i.d. random variables representing the successive percentage changes in the
security value at the jump events. We assume thatW, q, andVTi are jointly independent.
Let Ai be the logarithm of the ratio of the security value after and before the jump. We assume
it is normally distributed and state independent. That is,
Ai = ln ST+i − lnST−i = ln(VTi + 1),
wheref(Ai) ∼ N(µA, σ2A).
Let L =
∑m
i=1 Ai be the sum of the log jump-sizes in the interval[0, T ]. Under this assumption,
L is also normally distributed,
L ∼ N(µAλT, (µ2A + σ2A)λT )
by Wald’s equation ([54]).
Applying the Doĺeans-Dade stochastic exponential formula for semimartingales, we get a unique
solution to the stochastic differential equation,










whereQ is the equivalent martingale measure that makes the security process a local martingale.
To simplify the illustration, we use the jump-to-ruin model presented in Merton [48]. In this
model, the stock price follows a geometric Brownian motion until a Poisson event occurs at which
point the stock price becomes zero. The dynamics for this jump-diffusion process are given by
dS = (r + λ)S dt + σS dWt − S dqt.
When a Poisson event occurs, the value ofq jumps from zero to one and the stock price jumps
downward fromS to zero.
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whereζ is the magnitude of jumps andζ = 1 for the jump-to-ruin model.
To make a comparison to LSM, we simply followed the setting of the Longstaff and Schwartz
paper. That is, we compare the price for the American put option for the cases where there is (i) no
possibility of a jumpλ = 0.0 and (ii) when a jump can occur with intensityλ = 0.05. If λ > 0, then
the distribution of stock price is no longer conditionally lognormal. Furthermore, the conditional
variance of the stock price increases asλ increases.
To make an even more meaningful comparison, we match the first and second moments for two
different underlying processes. For example, to equalize the variance between the with-jump and
without-jump cases, we adjust the parametersλ andσ such thatλ + σ2 is the same for all different







whereS is the initial stock price.
To find an optimal boundary, we generate a uniform(0,K) random variate for the initial bound-
ary and iterate15 times with a set of sample paths having∆t = T/20. We generate a set of2000
sample stock prices and100 policies. From this, we obtain one boundary.
With an early excise boundary, we used the20000 sample paths with50 exercise opportunities
for low and high biased estimators to compare our algorithm to LSM. CPU-I is only for obtaining
the early exercise boundary, CPU-II is for calculating the low and high biased estimators, and CPU-
III is for the LSM algorithm. The computational cost is more expensive than without jump processes
to obtain the early exercise boundary; however, the difference in computing time for estimating the
low biased price is insignificant.
Table 10 shows the prices of an American put with jumps and without jumps. We compare di-
rectly our algorithm to LSM for the at-the-money option case since LSM estimation is only directly
available for that case. But we compute other cases such as in-the-money and out-of-the-money op-
tions even though LSM estimates are not available in [45]. Therefore, we ran the simulation using
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Table 10: Simulation prices of high biased and low biased standard American puts with jump-
diffusion process. All computations are done on a P4 2.4Ghz PC with Matlab. CPU time units are
in seconds. Option parameters:K = 100, r = 0.06, andT = 1.
S1 λ, σ LSM Lower Upper Point CPU-I CPU-II CPU-III
44 0, 0.3 2.53 2.45 2.55 2.50 6.34 1.89 26.64
0.05, 0.2 2.60 2.60 2.63 2.61 6.41 1.78 18.13
42 0, 0.3 3.11 3.02 3.16 3.09 6.25 1.86 35.14
0.05, 0.2 2.91 2.88 2.92 2.90 6.32 1.85 24.89
40 0, 0.3 3.84 3.78 3.94 3.86 6.20 1.84 53.72
0.05, 0.2 3.40 3.39 3.46 3.43 6.34 1.81 38.95
38 0, 0.3 4.73 4.64 4.82 4.73 6.20 1.92 91.91
0.05, 0.2 4.09 4.04 4.13 4.08 6.27 1.84 85.44
36 0, 0.3 5.69 5.64 5.84 5.74 5.96 1.84 143.97
0.05, 0.2 4.90 4.96 5.10 5.03 6.01 1.83 165.61
the LSM algorithm to compare the least squares method to our estimates. We use50 exercise points
per year in the LSM algorithm with20000 replications.
The values of the options are lower when there is a possibility of a jump, holding fixed the
variance across the example but in the deep out-of-the-money case (S = 44). This makes intuitive
sense because for the diffusion coefficient in theλ = 0.05 case, there is a very low possibility of
jumps. That is why jumps do not affect the gain of the option holders for at-the-money and in-the-
money options. However, if the option is deep out-of-the-money, gains for the option holder are
higher even thoughλ is small because only one jump can dramatically change its payoff.
3.2.4 Conclusion
This chapter presents a generic algorithm for pricing American-style financial options by an adaptive
simulation. This method first estimates the early exercise frontiers and then evaluates the options
with the estimated policies through Monte Carlo simulation. High biased and low biased estimators
are computed and a point estimator is obtained yielding the two biased estimates. Also, the adaptive
algorithm leads to the convergence to the true early exercise frontier with probability one. Therefore,
we provide an efficient simulation-based algorithm for pricing American-style options.
We presented several examples: a put option, min puts with two assets, Bermudan max calls
with five assets, American-Bermudan-Asian options, and American put options with jump diffusion
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processes. Compared with other simulation estimators, our algorithm is very competitive in terms
of computing time as well as performance properties of its estimates.
We have already shown that the difference between the estimated optimal value and the true
value goes to zero (w.p.1) under the appropriate assumptions. Hence, we can further investigate
confidence intervals based on the estimators. The error bounds for the high biased estimator need
to be investigated more since they used future information in the paths and such information deter-
mines the distance between the high biased estimator and the true value.
3.3 Variance Reduction
The computational burden can be reduced significantly using variance reduction techniques (VRTs).
This section develops methods for increasing the efficiency of Monte Carlo simulation by reducing
the variance of simulation estimates. The greatest gains in efficiency from variance reduction tech-
niques result from exploiting specific features of a problem rather than from a generic application
of a generic method. Therefore, we need to investigate each case and choose a specific VRT for the
purpose at hand. In this section, we go over a few well-known techniques such as antithetic variates,
control variates, importance sampling, and stratified sampling and its applications.
Figure 8 shows a sample run with three different estimates, without the use of a variance re-
duction technique, with Antithetic Variates (AV), and with Control Variates (CV). The detailed de-
scriptions of these techniques are given in the next section. This figure shows the variance reduction
visually.
As we expected, the variances of our estimators are reduced significantly when we use AV
and CV. This shows that these two different techniques can be well implemented in our adaptive
algorithm and as a consequence, we can reduce the computational cost. Note that AV has better
performance than CV in our example here.
3.3.1 Antithetic Variates (AV)
This method is very simple and easy to implement compared to other variance reduction techniques.
The central idea is to make pairs of runs of the model such that a small observation on one of the
runs in a pair tends to be offset by a large observation on the other one; i.e., the two observations
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Figure 8: Price estimation with three different methods. The dotted line is the true price obtained
by the finite-difference method, the dashed asterisk is without any variance reduction technique, the
dashed plus sign is with AV, and the dashed point is with CV.
are negatively correlated.
In its simplest form, AV tries to induce negative correlation by using complementary random
numbers to derive the two runs in a pair. That is, ifUk is a particular uniform (0,1) random number
used for a particular purpose in the first run, we use1−Uk for this same purpose in the second run.
It is perfectly valid to use1 − Uk instead of simply an independent direct draw from the random
number generator sinceU ∼ U(0, 1) implies that1− U ∼ U(0, 1) as well.
An important point is that the use ofUk in one replication and its complement1 − Uk in the
paired replication must be synchronized, i.e., used for the same purpose; the benefit of Antithetic
Variates could be otherwise lost or even perhaps could even backfire in the form of a variance
increase.
There is a mathematical basis for AV. Suppose that we maken pairs of runs of the simulation,












j is from the first run





stock prices of the simulation model so thatE[S(1)j ] = E[S
(2)
j ] = µ = true mean. Also, each pair
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is independent of every other pair; i.e., forj1 6= j2, S(l1)j1 andS
(l2)
j2
are independent regardless of




j )/2, and let the average of the
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If the two runs within a pair were made independently, then Cov(S(1)j , S
(2)
j ) = 0. On the other hand,
if we could indeed induce negative correlation betweenS(1)j andS
(2)










In many examples, AV has been shown analytically to lead to variance reductions although the
magnitude of the reduction is not necessarily known. Also note that the total number of replica-
tions is2n and thus, we need to run2n replications without AV to make a fair comparison of the
magnitude of variance reduction.
Tables 11 and 12 compare the variance of each estimation technique. In Table 11, none of the
variance reduction techniques are used when searching for the early exercising policy. However, we
used AV in Table 12 to find the early exercising policy. The parameter values arer = 0.06, σ =
0.4,K = 100, andT = 0.5 with varying initial prices as shown in the table. Standard deviation
is only computed from low biased estimators. We ran5000 sample paths for AV and10000 for the
non-variance reduction technique and repeated the entire exercise20 times. For all cases, we have
a smaller variances as we expected.
3.3.2 Control Variates (CV)
This method is among the most effective and broadly applicable techniques for improving the effi-
ciency of Monte Carlo simulation. In principle, at least, there is an appealing intuition to CV. Let
X be an output random variable, such as the average of the100 sample stock prices for a standard
American call option, and assume that we want to estimateC = E[X]. Suppose thatY is another
random variable involved in the simulation that is thought to be correlated withX (either positively
or negatively), and that we know the value ofc = E[Y ]. For instance,c could be an European call
option price. It is reasonable to expect that a bigger than average European call price tends to lead
to a bigger than average American call price and vice versa. Thus, if we run a simulation and notice
thatY > c, we might suspect thatX is above its expectationC as well and accordingly adjustX
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Table 11: Simulation prices of low biased standard American puts with Antithetic Variates under
GBM. Option parameters:K = 100, r = 0.06, σ = 0.4, andT = 0.5. None of the variance
reduction techniques are used in obtaining the optimal early exercising policy.
Regular AV CV
S0 Low High Point Low High Point Low High Point TRUE
80 21.56 22.01 21.78 21.55 21.79 21.67 21.57 22.02 21.80 21.61
(0.13) (0.07) (0.11)
90 14.80 15.13 14.96 14.82 15.01 14.91 14.80 15.14 14.97 14.92
(0.14) (0.05) (0.06)
100 9.95 10.22 10.08 9.95 10.07 10.01 9.94 10.21 10.08 9.95
(0.12) (0.06) (0.05)
110 6.45 6.66 6.56 6.42 6.52 6.47 6.44 6.65 6.55 6.44
(0.08) (0.06) (0.05)
120 4.05 4.17 4.11 4.05 4.11 4.08 4.06 4.18 4.12 4.06
(0.08) (0.05) (0.04)
Table 12: Simulation prices of low biased standard American puts with Control Variates under
GBM. Option parameters:K = 100, r = 0.06, σ = 0.4, andT = 0.5. AV is used to find the
optimal early exercising policy.
Regular AV CV
S0 Low High Point Low High Point Low High Point TRUE
80 21.49 21.91 21.70 21.54 21.80 21.67 21.56 21.99 21.77 21.61
(0.12) (0.08) (0.12)
90 14.79 15.13 14.96 14.81 15.04 14.93 14.80 15.14 14.97 14.92
(0.14) (0.05) (0.06)
100 9.94 10.18 10.06 9.90 10.00 9.95 9.89 10.13 10.01 9.95
(0.11) (0.06) (0.05)
110 6.42 6.57 6.50 6.41 6.49 6.45 6.43 6.59 6.51 6.44
(0.08) (0.06) (0.04)
120 4.03 4.14 4.09 4.05 4.10 4.07 4.04 4.15 4.10 4.06
(0.09) (0.08) (0.04)
downward by some amount since we are interested in estimatingC. We callY a control variate for
X since it is used to adjustX, or partially control it.
To carry out the above idea, we must quantify the amount of the upward or downward adjust-
ment toX. It is convenient to express this amount in terms of the deviationY − c, of Y from its
expectation. Letα be a constant that has the same sign as the correlation betweenX andY . We
useα to scale to the deviationY − c to arrive at an adjustment toX and thus define the controlled
estimator
Xc = X − α(Y − c).
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Note that ifY andX are positively correlated, so thatα > 0, we adjustX downward whenever
Y > c, and upward ifY < c.
SinceE[X] = C andE[Y ] = c, it is clear that for any real numberα, E[Xc] = C; that is,Xc













X(i) − α(Y (i) − c)
)
= E [X − α(Y − c)]
= E[X].
Also it might have a lower variance thanX. Specifically,
Var(Xc) = Var(X) + α2 Var(Y )− 2α Cov(X, Y ), (34)
so thatXc is less variable thanX if and only if
2α Cov(X,Y ) > α2 Var(Y ),
which may or may not be true, depending on the choice ofY andα.
To find a “best” value ofα for a givenY , we can view the right-hand side of Equation (34) as a
functionf(α) of α and set its derivative to zero; i.e.,
df
dα
= 2α Var(Y )− 2 Cov(X, Y ) = 0,





Note that the second derivatived2f/dα2 = 2Var(Y ) is positive, a sufficient condition forα∗ to be
a minimizer off(α).
Pluggingα∗ from Equation (35) into the right-hand side of Equation (34), we get that the mini-
mum variance adjusted estimatorX∗C over all choices ofα has variance
Var(X∗c ) = Var(X)−
Cov(X,Y )2
Var(Y )
= (1− ρ2XY )Var(X),
whereρXY is the correlation betweenX and Y . Thus, using the optimal valueα∗ for α, the
optimally controlled estimatorX∗c can never be more variable than the uncontrolledX and will in
71
fact have lower variance ifY is at all correlated withX. Moreover, the stronger the correlation
betweenX andY , the greater the variance reduction; in the extreme, asρXY → ±1, we see in
fact that Var(X∗c ) → 0. Intuitively, this says that if the correlation betweenX andY were nearly
perfect, we can controlX almost exactly toC every time, thereby eliminating practically all of its
variance.
In practice, CV is not easy to implement directly. Depending on the source and nature of the
control variateY , we may or may not know the value of Var(Y ), and we will certainly not know
Cov(X, Y ) exactly, making it impossible to find the exact value ofα∗ from simulation runs; there-
fore, we need to estimate them. One of the simplest methods is to replace Cov(X, Y ) and Var(Y )
in Equation (35) by their sample estimators. Suppose that we maken independent replications to
obtainn i.i.d. observationsX1, X2, . . . , Xn on X andn i.i.d. observationsY1, Y2, . . . , Yn on Y .
Let X̄(n) andȲ (n) be the sample means of theXj ’s andYj ’s, respectively, and letS2Y (n) be the
unbiased sample variance of theYj ’s. The covariance betweenX andY is estimated by
ĈXY (n) =
∑n
j=1(Xj − X̄(n))(Yj − Ȳ (n))
n− 1





Putting everything together, we arrive at the final point estimator forC,
X̄∗C(n) = X̄(n)− α̂∗(n)
(
Ȳ (n)− c) .
We should note that since the constantα∗ has been replaced by the random variableα̂∗(n),
which is generally dependent on̄Y (n), we cannot take expectations across the factors in the second
term ofX̄∗c (n). Unfortunately, then̄X∗c (n) — unlikeXc andX∗c — will in general be biased forC.
Tables 11 and 12 compare the variance of each estimator with the CV technique. The parameter
values arer = 0.06, σ = 0.4,K = 100, andT = 0.5 with varying initial prices as shown in the
tables. We simply compared the lower estimates at this time. We ran10000 sample paths for the
non-variance reduction technique and CV, and we repeated the entire exercise20 times. For all
cases, we have smaller variances than those of without variance reduction techniques.
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3.3.3 Importance Sampling (IS)
Importance sampling attempts to reduce the variance by changing the probability measure from
which paths are generated. In importance sampling, we change the measures to try to give more
weight to important outcomes. To make this idea tangible, consider
I = E[h(X)] =
∫
h(x)f(x)dx,
whereX is a random variable with probability densityf andh is a function fromR toR. Then the
Monte Carlo estimator is






whereX1, . . . , Xn are independent draws fromf . Let us define a new probability density function
g onR satisfying
f(x) > 0 =⇒ g(x) > 0,















whereEG is the expectation taken withX distributed according tog. Then the Monte Carlo estima-
tor with g is









The weightf(Xi)/g(Xi) is thelikelihood ratioor Radon-Nikodymderivative evaluated atXi.
It follows from Equation (36) thatEG [Îg] = I and thus that̂Ig is an unbiased estimator ofI.















This could be larger or smaller than the second momentE[h(X)2] without IS; indeed, depending
on the choice ofg it might even be infinitely larger or smaller. Successful importance sampling lies
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in the art of selecting an effective importance sampling densityg. For instance, if
g(x) ∝ h(x)f(x), (37)
thenh(Xi)f(Xi)/g(Xi) equals the constant of proportionality in Equation (37) regardless of the
value ofXi; thus, the importance sampling estimator in Equation (36) provides a zero variance es-
timator in this case. Of course, one cannot achieve this great variance reduction every time because
one cannot usually use such a niceg(x).
3.3.4 Stratified Sampling
Stratified sampling refers broadly to any sampling mechanism that constrains the fraction of ob-
servations drawn from specific subsets (strata) of the sample space. Suppose our goal is to esti-
mateE[X] with X real-valued, and letA1, . . . , AN be disjoint subsets of the real line for which








wherepi = P (X ∈ Ai). We first decide what fraction of samples should be drawn from each stra-
tumAi; and each observation drawn fromAi is constrained to have the distribution ofX conditional
onX ∈ Ai.
The simplest case is proportional sampling, in which we ensure that the fraction of observations
drawn from stratumAi matches the theoretical probabilitypi = P (X ∈ Ai). If the total sample
size isn, this entails generatingni = npi samples fromAi. Let Xij , j = 1, . . . , ni for each
i = 1, . . . , N , be independent draws from the conditional distribution ofX given X ∈ Ai. An
unbiased estimator ofE[X|X ∈ Ai] is provided by the sample mean of observations from theit

















This estimator should be contrasted with the usual sample meanX̄ =
∑n
i=1 Xi/n of X1, . . . , Xn.
Compared withX̄, the stratified estimator̂X eliminates sampling variability across strata without




























Figure 9: Simulated tree forb = 3.
We apply this technique to the simulated trees of Broadie and Glasserman [8]. The simulated
trees are parameterized by, the number of branches per node. State variables are simulated at a
finite number of possible decision points, i.e., exercise times. Figure 9 withb = 3 shows how to









2 are generated fromS
1
1 . The prices at each node
do not appear according to their node values as we see in the typical binomial lattice method. From
the stochastic tree, Broadie and Glasserman obtained their high and low estimates.
We elaborate on the price generation process using the stratification idea. The reason we are
usingstratificationis that we can reduce the variance of the option price while maintaining reality
of the market process. As we know, the stock price process has themartingaleproperty under the
risk-neutral measure. That is,
EQ[St|Ft] = St−1.
Under regular price generation, i.e., without strata, we simply generate theb branches. Ifb goes to
infinity, then the price processes possess the martingale property. However, ifb is large, then we
have a computational problem since the tree grows exponentially. Therefore, we setb to b between














































Figure 10: Stock tree with strata,NStr = 5, n = 2, T = 2.
With the idea of stratifying, we can generate an almost infinite number of stock prices as long
as we have a reasonable number of strata. That is, if we have20 < n (= number of strata) < 50,
then it will take almost the same amount of time to run the simulation as compared to Broadie
and Glasserman’s tree method. However, as we mentioned above, ifN stra (= total sample size) is
large, then the stock price processes have the martingale property by the law of the large numbers.
Therefore, we apply the optimal exercise policy to the new stock prices tree.
Suppose that we haven = b strata and generateN stra = m sample stock prices. Denote these
processes asΩtk = {S1tk , S2tk , . . . , Smtk} at each time steptk, where0 < k ≤ T . Also, we use
equiprobable strata, for instance. LetAi for i = 1, . . . , b be subsets ofΩtk andPr(A
i) = 1/b. We
stratify the sample prices to their own strata. That is,Ai ∩Aj = ∅ if i 6= j.
{Si ∈ A1 ⊂ Ωtk for somei}
{Si ∈ A2 ⊂ Ωtk for somei}
...
{Si ∈ Ab ⊂ Ωtk for somei}.
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|Aj | for j = 1, . . . , b.




(r−σ2/2)∆t+σW∆t for j = 1, . . . , b.
Therefore, the simulated price structure looks exactly the same as that without the strata. With this
framework, we can not only derive similar price estimates but also reduce the variance. At this time,




A trading systemis a method of trading that uses objective entry and exit criteria based on parame-
ters that have been validated by historical testing on quantifiable data. Trading the futures and equity
markets using a trading system does many things that may help improve performance of earnings. A
trading system provides the discipline to overcome the fear and greed that in many cases paralyzes
a trader, which prevents him from making proper decisions. Each order is determined by a set of
rules that does not deviate based on anything other than market action.
There are many securities that are highly correlated with each other, for example, correlations
|ρ| > 0.9. The high correlation between two securities gives a good idea how one security’s price
movements ought to move along with its counter-security’s price movements. Therefore, we can
observe the process of the set of correlated securities and catch any extreme behavior from the
constituents of the ensemble. Below we motivate this approach.
Making a profit consistently by trading individual stocks is difficult. The main component of the
price signal is memoryless and overwhelmingly large. One could argue that it may in fact be easier
to make profits by trading in accordance with the oscillating rhythmic component or the fluctuating
elastic signal in the price differential of two or more stocks. To overcome the distorting influence of
the large random market signal for a single security, we structure a combination of trading positions
in a pair or group of similar stocks so that the random market signal components of all the stocks in
the overall trading position are at least partially cancelled out. This leads to an oscillating and mean
reverting price signal which people often try to model.
One of the early trading systems is based on the assumption that the spread itself is lognor-
mally distributed ([67]). This assumption has the downside of excluding the possibility of negative
spreads; its primary motivation is computational efficiency because it lets us use all the standard
Black-Scholes formulas.
Making the lognormality assumption is not very realistic but the idea of modeling the spread
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directly is tempting in itself. It lets us avoid the thorny problem of explicitly understanding the
dependence structure (correlation).
In assuming that the spread follows a given process while the component prices follow another,
one concern might be the potential for inherent inconsistency. For example, when individual prices
follow geometric Brownian motions (GBM), it is impossible for the spread to follow a GBM. On
the other hand, if we assume that the individual prices follow arithmetic Brownian motion, there is
no consistency in assuming arithmetic Brownian motion for the spread. Furthermore, in general,
even if there is some inconsistency in the assumptions about the underlying process, we are usually
able to choose the parameters of the spread process that ensure an approximate matching of the
distributions.
Karguine [42] tried to model spread process as an Ornstein-Uhlenbeck process, and he derived
the optimal differentiable and threshold policies. However, even if we succeed in choosing a process
for the spread (whether one factor or multifactor), using it for pricing and hedging the spread option
is not usually feasible ([27]). The fundamental problem is that the hedging instruments are the
individual underlying components. Correlation and leg volatilities can have a dramatic impact on
hedges. Eydeland [27] showed that the difference between the components’ “deltas” can widen
and narrow significantly with changes in volatility or correlation. The alternative delta hedge with
a constant ratio between the individual underlying contracts generated by the method that models
spreads directly, will usually result in significant losses.
In addition, the statistical properties of the spread might be more stable than those of the in-
dividual underlies. In such a situation, the estimation of the model can be much easier and the
hedging issues may assume lesser importance. We look at the stock prices from a statistical point of
view (nonparametric). It is easy to see that stock price processes are correlated and do not have the
martingale property when we see the price spreads themselves in the long run. However, percent-
age spreads seem to have a martingale property based on our empirical testing. For the rest of the
thesis, we investigate this process from a statistical point of view, try to set a reasonable strategy,
and explore arbitrage opportunities.
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PART II




Sometimes stock prices appear to remain in a range for extended period of time. A good way
to describe this situation is to define a moving range around the stock prices. Some people use
an upper boundary and a lower boundary to define the range; the upper bound is calculated as a
moving average of a chosen period plus5% of the price, and the lower boundary is the moving
average minus5%. These boundaries have the drawback of being too narrow to accommodate price
levels when volatility is high and too wide when volatility is low.
Bollinger [11] defines the upper boundary as a chosen moving average plus twice the corre-
sponding standard deviation, with the lower boundary as the moving average minus twice the stan-
dard deviation. Our approach for setting up the arbitrage trading model is very similar to Bollinger’s
approach. The main difference, however, is that we use two different highly correlated securities
and we apply statistical process control methods.
5.1 Modeling
We can claim that the equity values are dependent on two factors. One corresponds to common
macroeconomic conditions and the other is firm-specific conditions. If the macroeconomic con-
ditions are changed, then the equity prices move in the same direction if they are under the same
economic conditions. However, firm-specific condition changes influence an equity’s own price
movement and do not affect other companies’ values. By continuously monitoring the macroeco-
nomic conditions influencing the equity values, we can catch any odd behavior, i.e., the prices of
two related assets do not react the same way even though they may eventually converge to the same
direction later. Then we may find an arbitrage opportunity for those cases by selling high and buying
low or buying low and selling high.
Let V be an equity value. Then we can describe its behavior as
dV = ξ dE + ζ dF
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whereE is due to common macroeconomic conditions,F is due to firm-specific conditions, and
ξ andζ are magnitudes of changes. Once we can decompose the cause of value changes, we can
utilize the following equations,
dV (1) = ξ1 dE + ζ1 dF (1)
dV (2) = ξ2 dE + ζ2 dF (2),
whereV (1) andV (2) are the values of assets1 and2 respectively, andF (1) andF (2) are firm-specific
conditions for assets1 and2. Then the difference of two assets,V = V (1) − V (2), can be rewritten
as
dV = (ξ1 − ξ2) dE + ζ1 dF (1) − ζ2 dF (2). (38)
Since(ξ1− ξ2) is a deterministic value as well as a major indicator of changing equity values in the
long run, we can easily monitor whether two stock prices are converging or diverging. In addition,
if ξ1 andξ2 are very close each other, then the first term in the right-hand side of Equation (38) is
negligible and we can identify arbitrage opportunities. Note thatCorr(F (i), F (j)) = 0 if i andj are
different assets.
To concretize our main idea, we analyze two highly correlated securities and catch their devia-
tion from normal behavior (against macroeconomic condition changes). If we utilize this deviation,
we may be able to get a good idea how to trade those securities. First, we use a 10-daymoving aver-
age(MA(10)) of two highly correlated stocks’ closing prices. LetXn andYn be thenth day closing
prices of stocksX andY , respectively, and letDn be the difference between the two underlying
stocks’ closing prices, i.e.,Dn = Xn − Yn. Then we set up a threshold to establish appropriate
trading criteria.
The main calculation follows. For simplicity, we assume that the price processes{Xn} and
{Yn} are stationary even though an empirical test may fail to show that. Section 5.2 discusses how
to avoid the stationarity assumption by usingpercentage spreads.
Before we use the moving average, we need to specify lower moments of the price difference
process. That is, the expected value of the difference processD i
E[D] = E[X − Y ] = E[X]− E[Y ], (39)
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and the variance ofD is
Var(D) = Var(X) + Var(Y )− 2ρσXσY , (40)
whereρ is a correlation coefficient between two stocks. The variances ofX andY are obtained by
the following method under the GBM assumption for the underlying process. LetUi = ln(Xi) −
ln(Xi−1),








whereŪ is the sample mean of stockX and∆t is a time increment for stock price observation. We
use∆t = 1/252 in this paper since we observe the daily closing price and there are 252 trading
days for one year. In practice, the implied volatility can be used instead of Equation (41). Even
though we can use the implied volatilities, there may still exist an estimation error on the correlation
coefficient,ρ. In addition, the assumptions on the underlying process are not always correct, e.g.,
the GBM process may not be appropriate although estimation errors are negligible. Therefore, we
directly calculate the variance of the{Di} process from the data.






Di+j for 0 ≤ i ≤ N − q. (42)
Then we calculate the mean and variance of the{Zi} process. Since theDi’s are serially correlated,
we need to be careful when computing the variance. We again assume that the{Zi} process is
stationary. The mean is estimated by
Ê[Z] = Z̄ =
1




and the variance ofZ is estimated via the following set of equations.
• Empirical Estimation
σ̂2N−q+1 = (N − q + 1)Var(Z̄)
= RZ(0) +
2
N − q + 1
N−q∑
k=1








Figure 11: A sample path of a price difference process. Days 3 and 7 are out of bounds. We need


















(Dj − D̄)(Dj+k − D̄). (45)
Using the usual market convention, we assume that Cov(Di, Di+k) = 0 if k ≥ q.
Since we know the mean and variance of the{Zi} process, we can use control charting ideas to
detect extreme events. In practice, market technicians typically use±1.5σ limits; we will also use
that threshold for the initial stage of our investing strategy. To maximize the total profit, however,
we need to commit additional study on the relationship between the severity of correlations and the
gains and losses.
Figure 11 is a sample path of theD process. Since days 3 and 7 are out of the threshold, we
may need to take an action depending upon the pattern of the underlying securities. For example, at
day 3, we could short securityY and long securityX since we assume that securities are going to
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regress toward their mean points. On the other hand, at day 7, we could short securityX and long
securityY .
We now analyze further the frequency of these events and the magnitude of each event. We
assume that the events that affect gains and losses form a renewal process and the gains and losses
are independent of the times of arrival of the events. The total profit is the summation of the each
gain or loss on each arrival. LetN(t) be the total number of events that are out of bounds,N1(t)
be the number of events that are out of the upper bound, andN2(t) be the number of events that
are out of the lower bound. ThenN(t) = N1(t) + N2(t). Let φ
(1)
n be the gain or loss on thenth
out-of-upper-bound event andφ(2)n be the gain or loss on thenth out-of-lower-bound event. Also,








We also assume that{Ni(t), i = 1, 2} are renewal processes with inter arrival ratesλi, and the cor-
responding gains/losses follow normal distributions with meansµi and standard deviationsσi. Then
we can calculate the mean and standard deviation of total gains/losses ([54]) under the independence























































In order to conduct a preliminary study, we applied this methodology to real market data. As in
Figure 11, we first set the upper and lower thresholds withµ ± 1.5σ. However, the best threshold
may be different depending on pairs and we may need to further analyze the situation to maximize
the profit.
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Figure 12: KO and PBG’s difference moving average, MA(10), and upper and lower thresholds.
Date 1 is August 2, 2002 and and Date 260 is July 5, 2001. The solid square boxes are the points
out of the bounds where we may need to take a proper action. Table 13 shows overall gains and
losses by trading corresponding to this graph.
5.1.1 Numerical Example
We select two highly correlated common stocks traded in the market actively, for example, the
Coca-Cola Company and the Pepsi Bottling Group; or the Home Depot Inc. and Lowe’s Companies
Inc., and so on. For this example, we use the Coca-Cola Company (NYSE:KO) and the Pepsi
Bottling Group (NYSE:PBG). We collect the daily closing prices of the two stocks from July 5,
2001 to August 2, 2002. Based on these data, we estimate the mean and variance of the 10-day
moving average difference process using Equations (43) and (44). The sample mean is 23.88 and
the sample standard deviation is 0.4261. Figure 12 shows the overall 10-day moving average of the
differences process. Based on the figure, we notice that several data points are out of the boundary.
We set a simple trading strategy. That is, if anyZi, 1 ≤ i ≤ 260, are out of the upper bound,
we short PBG and long KO. If theZi are out of the lower bound, we short KO and long PBG. The
solid boxes represent these transaction points. We first long 2295 (= $100000 / closing price of
KO) shares of KO and short 4613 (= $100000 / closing price of PBG) shares of PBG on August
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Table 13: Trading summary based on Figure 12. D and U correspond to the square boxes on the
graph. D is the first day of out of the lower threshold and U is the first day of out of the upper
threshold, prices are daily closing prices, and the numbers of shares are rounded up to be integer.
The numbers of shares are calculated by assuming that we have$100,000.
Date KO($) PBG($) # KO # PBG Gain/Loss
D 25-Jul-02 47.56 25.27 -2103 3957 0
U 5-Jul-02 56.47 31.43 1837 -3087 6693
D 28-May-02 54.44 32.39 -1837 3087 0
U 27-Mar-02 52.10 26.03 2180 -4327 952
D 13-Dec-01 45.87 23.11 -2180 4327 0
U 5-Nov-01 48.73 23.77 2224 -4243 7513
D 5-Oct-01 44.97 23.57 -2224 4243 0
U 17-Aug-01 46.99 21.37 2295 -4613 9279
D 1-Aug-01 43.57 21.68 -2295 4613 0
1, 2001; then we short 2295 shares of KO and long the 4613 shares of PBG on August 17, 2001.
These two transactions produced a profit of$9280. In the same manner with all other possible
trading cases, we made a total of$24,437 during the period under study. We can also increase the














Figure 13: KO and PBG’s difference moving average, MA(10), and upper and lower thresholds.
Date 1 is August 2, 2002 and Date 260 is July 5, 2001. In Figure 12, we just had the solid boxes;
the current graph includes solid circles to indicate the new trading dates.
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Table 14: Trading summary based on Figure 13. D* and U* correspond to square boxes on the
graph. D* is the first day out of the lower threshold and U* is the first day out of the upper threshold,
D and U correspond to solid circles on the graph. D is the first day out of the lower bound and U
is the first day returning from the upper bound. Prices are daily closing prices, and the numbers of
shares are rounded up to an integer. The numbers of shares are calculated by assuming that we have
$100,000 for each trading method.
Date KO($) PBG($) # KO # PBG Gain/Loss
D 1-Aug-02 49.93 24.87 2179 -4219 3867
D* 25-Jul-02 47.56 25.27 -2103 3957 0
U 22-Jul-02 45.89 23.7 -2179 4219 0
U* 5-Jul-02 56.47 31.43 1837 -3087 6693
D 27-Jun-02 56.09 30.75 1786 -2910 10711
D* 28-May-02 54.44 32.39 -1837 3087 0
U 20-May-02 55.99 34.37 -1786 2910 0
U* 27-Mar-02 52.1 26.03 2180 -4327 952
D 24-Dec-01 47.99 23.63 2139 -4261 1971
D* 13-Dec-01 45.87 23.11 -2180 4327 0
U 5-Dec-01 46.75 23.47 -2139 4261 0
U* 5-Nov-01 48.73 23.77 2224 -4243 7513
D 26-Oct-01 48.57 23.91 2195 -4330 3083
D* 5-Oct-01 44.97 23.57 -2224 4243 0
U 1-Oct-01 45.56 22.99 -2195 4350 0
U* 17-Aug-01 46.99 21.37 2295 -4613 9279
D* 1-Aug-01 43.57 21.68 -2295 4613 0
number of transactions by trading when the moving average returns between the upper and lower
thresholds. In fact, we use the same strategies for trading. That is, the last day of out of the upper
threshold, we long KO and the last day out of the lower threshold, we short PBG. Figure 13 shows
the dates of trading. The solid boxes are the same as those of Figure 12, and the solid circles have
been added to indicate the new trading dates.
Table 13 shows the overall transaction process based on our first trading strategy corresponding
to Figure 12. Table 15 shows the gain and loss (G&L) from the trading. The second trading strategy
is used at this time. With this trading strategy, we made$44069.
This works very well given the specific period. But do the mean and thresholds remain the
same for a long time? The reasonable answer would be no. The next question is when and how to
change the mean and thresholds. There are two approaches for detecting a small shift of mean —
the cumulative sum (CUSUM) charts and exponentially weighted moving average (EWMA) charts.
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Table 15: Trading summary based on Figure 12. D* and U* correspond to square boxes on the
graph. D* is the first day out of the lower threshold and U* is the first day out of the upper threshold,
D and U correspond to solid circles on the graph. D is the first day out of the lower bound and U
is the first day returning from the upper bound. Prices are daily closing prices, and the numbers of
shares are rounded up to an integer. The numbers of shares are calculated by assuming that we have
$100,000 for each trading method.
Date Intc($) AMD($) # INTC # AMD G/L
D* 29-Aug-01 27.98 14.2 -3573.98 7042.254 0
U* 19-Nov-01 30.88 13.65 3573.981 -7042.25 14237.82
U 31-Dec-01 31.34 15.86 -3190.81 6305.17 0
D 14-Jun-02 21.23 9.6 3190.81 -6305.17 7211.264
Also, the threshold depends on the variance of the process. That means that we need to monitor the
variability of the process as well.
As stated above, a mean shift can be detected by either CUSUM or EWMA charts. We attempt
to use EWMA because it is regarded as a nonparametric (distribution-free) procedure ([50]). The
exponentially weighted moving averagezi is defined as
zi = λxi + (1− λ)zi−1,
where0 ≤ λ ≤ 1 is a constant and the starting value is the process target, so thatz0 = µ0. We
use the average of preliminary data as the starting value of the EWMA, so thatz0 = x̄. If the








Therefore, the EWMA control chart would be constructed by plottingzi versus the sample number
i. The center line and control limits for the EWMA control chart are as follows.
UCL = µ0 + Lσ
√
λ
(2− λ) [1− (1− λ)
2i] (46)
Center line = µ0
LCL = µ0 − Lσ
√
λ
(2− λ) [1− (1− λ)
2i], (47)
whereL is the width of the control limits (see [16]). Note that the term[1− (1− λ)2i] in the above
equation approaches unity asi gets larger. That means that after the EWMA control chart has been
89
running for several time periods, the control limits will approach the steady-state values given by




LCL = µ0 − Lσ
√
λ
(2− λ) . (49)
There have been numerous extensions and variations of EWMA control charts. We can also use
EWMA to monitor the process standard deviation. However, we did not attempt to implement this
method since we used short trading periods and it unlikely to detect such changes of mean. If we
use a long period of data, we recommend that a check be performed on whether the mean and/or
standard deviation change.
5.2 SPC with Autocorrelated Data
So far, we have dealt with the price spread itself. By using a price spread, we face several problems.
First, the spread is not a stationary process for many cases. Therefore, we need to change the mean
and thresholds depending on changes of mean and standard deviation. That is a cumbersome prob-
lem with this approach, and it is not straightforward to detect such changes of mean and standard
deviation. Now, we use the ratio changes of price between two securities rather than price spreads
themselves. Using the same notation, letX̃n = Xn/Xn−1 andỸn = Yn/Yn−1. Also, letDn be the
difference of two ratio changes, i.e.,Dn = X̃n− Ỹn. With these changes from the previous section,
we now implement the statistical process control approach.
The standard assumptions that are usually cited in justifying the use of control charts are that
the data generated by the process when it is in control are normally and independently distributed
with meanµ and standard deviationσ. Both µ andσ are considered fixed and unknown. An out-
of-control condition is a change or shift inµ or σ (or both) to some different value. Therefore, we
could say that when the process is in control the quality characteristic at time, xt, is represented
by the model
xt = µ + εt, t = 1, 2, . . . , (50)
whereεt are i.i.d. normal with mean zero and standard deviationσ. This is often called the Shewhart
model of the process. When these assumptions are satisfied, one may apply conventional control
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charts and draw conclusions about the state of statistical control of the process. Furthermore, the
statistical properties of the control chart, such as the false-alarm rate with3σ control limits, or the
average run length, can be easily determined and used to provide guidance for chart interpretation.
Even if the normality assumption is violated to a slight or moderate degree, these control charts will
still work reasonably well.
Montgomery [50] argues that the most important assumption made concerning control charts
is that of independence of the observations, for conventional control charts do not work well if the
quality characteristic exhibits even low levels of correlation over time. Specifically, these control
charts will give misleading results in the form of too many false alarms if the data are correlated.
We have already mentioned that the stock prices are serially correlated over the time (see Figure
14). An approach that has proved useful in dealing with autocorrelated data is to directly model the
correlation structure with an appropriate time series model, use that model to remove the autocorre-
lation from the data, and apply control charts to the residuals.
We collected the1-minute tick data for KO and PBG for 21 trading days from04/28/2004 to
05/26/2004. We first look at the autocorrelation function (ACF) of the differences from the raw
data and check the normality of this price difference data. Figure 14 shows the ACF of KO-PBG
and Figure 15 deals with the normality of the difference process. Figure 14 tells us that the differ-
ence process is highly autocorrelated and Figure 15 shows that the data is not normally distributed.
Therefore, we can conclude from these two figures that we cannot directly apply classical SPC these
data sets.
One way to cure this problem is to use thebatch meansapproach proposed by Runger and Wille-
main [57]. The batch means approach has been used extensively in the analysis of the output from
computer simulation models, another area where highly correlated data often occurs. This approach
works because as the batch size becomes large, batch means become approximately i.i.d. normal.
The unweighted batch means (UBM) chart breaks successive groups of sequential observations into







x(j−1)m+i, j = 1, 2, . . . , b, (51)
wherem is the batch size andb is the number of batches. The important implication of Equation (51)
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Sample Autocorrelation Function (ACF)
Figure 14: Autocorrelation plot for the KO-PBG difference process. Moving average length is5
minutes.


























Figure 15: Normality plot of KO-PBG difference process. Moving average length is5 minutes.
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is that although one has to determine an appropriate batch sizem, it is not necessary to construct an
ARMA model of the data.
Runger and Willemain showed that the batch means can be plotted and analyzed on a standard
individual chart. With UBM, the control chart averaging is used to dilute the autocorrelation of the
data.
Procedures for determining an appropriate batch size have been developed in the simulation
area. These procedures are empirical and do not depend on identifying and estimating a time se-
ries model. Of course, a time series model can guide the process of selecting the batch size and
also provide analytical insights. Also, note that if batch size gets big, the batch means become
approximately i.i.d. normal.
We apply the UBM approach with different batch sizesm to deal with autocorrelated data. We
have also checked for normality. Again, there are no specific rules to choose the right batch size.
We picked a batch size of60 since it gives1-hour segmentation of data. Further, it provides data
that are approximately normally distributed. As we expected, the batched data exhibit much less
autocorrelation than without batching. Figure 17 tells us that the data are approximately normally
distributed except for a few outliers. Outliers can be explained by observation of the market. For
example, some individual investors or financial institutions might make occasional errors when they
trade and we can see this phenomenon easily in the US market.
With this change, we apply the standard SPC method. LetAt andBt, wheret = 1, 2, . . . ,
be stock prices. From there, we calculate the moving average processes of minute data,MA(q).
Let them bemovingA andmovingB respectively. Then, we calculate the percentage change on
each stock price. Let them bep rcentA andpercentB. From these two, we obtain theD process,
D = percentA− percentB. We setq = 5 andm = 60. We obtain the sample mean and standard
deviation ofD. With that, we have a control chart using batch means. We set two thresholds. One is
±3σ and the other is±1.645σ. Figure 18 shows the batch means of percent change of the difference
process with the two different thresholds.
We have set two thresholds for the following reason. With±1.645σ, we simply take an action,
but with±3σ, we can imagine that the underlying process’s mean has actually changed. Therefore,
for ±3σ, we need to recalculate the mean and standard deviation of underlying process. As can
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Sample Autocorrelation Function (ACF)
Figure 16: Autocorrelation plot for batch mean difference process for KO and PBG. Moving aver-
age length is5 minutes and batch size is60 minutes.
























Figure 17: Normality plot for batch mean difference process for KO and PBG. Moving average
length is5 minutes and batch size is60 minutes.
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Figure 18: Percent change of difference process. Mean and standard deviation is calculated with
the first50 data points and trading strategy is applied after that. Overall profit was$1330.
be seen in Figure 18, there are a few points out of the thresholds. In particular, batches21 and52
are out of the upper inside threshold (+1.645σ) and batch14 is out of the lower outside threshold
(−3σ). Note that we may have to re-estimate the mean and standard deviation since batch14 is out
of the lower outside threshold.
Setting up the right strategy is another arduous task in this area. Even though we identify odd
behaviors using SPC, bad strategies can render our information useless. For now, we simply use the
following strategy. We take actions at the points where the process goes out of the threshold and
returns. For example, batch77 is out of the upper threshold for the KO and PBG pair and batch78
bounces back in the threshold from the outside. Therefore, we short KO and long PBG at the batch
77 point and long KO and short PBG at batch78. On the other hand, batch59 is out of the lower
threshold and batch60 bounces back to the threshold. Therefore, we long KO and short PBG at
batch59 and we short KO and long PBG at batch60.
With this simple strategy described above, we have tested five different pairs from4/28/2004 to
05/26/2004. We first compute unweighted batch means data with a batch size of20 f r each batch
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Table 16: Trading summary on the five different pairs. The first50 unweighted batch means
of data are used to compute the mean and thresholds. Numbers of shares are computed via
$100000/share price. One-minute tick data was collected from4/28/2004 to 05/26/2004. A batch
size of20 is used for each batch.
Pairs Number of Transactions G/L
KO, PBG 3 1330
NT, LU 5 3222
LOW, HD 1 -301
INTC, AMD 6 1776
FDX, UPS 0 0
and moving average length of5. With these settings, we check the normality and independence
assumptions and the two tests do not fail. We use50 unweighted batch means worth of data to
compute the mean and thresholds. With these settings, we apply the trading strategy. For each pair,
the numbers of shares are computed using a$100000/share price. Table 16 shows the overall gain
and loss from the21 trading days. The number of transactions varies depending on the pairs. Note
that there are only5 examples and we need to investigate further with more pairs.
5.3 Variance Estimation
As we have seen previously, standard deviation plays a crucial role in our trading model. Therefore,
we investigate different variance estimators in this section.
When i.i.d. samples are used to calculate a sample average, the variance of that average is
related to the variance of the individual samples by1/n (i.e., Var[Ȳn] = Var[Yi]/n or Var[Yi] =










is often used and is generally adequate. When the independence assumption is not satisfied, the
relationship Var[Yi] = nVar[Ȳn] no longer holds, complicating the estimation of the variance of the
sample average Var[Ȳn] (or function of Var[Ȳn], such asσ2n). When the sample is correlated, the





























resulting in a biased estimate of Var[Ȳn] (the magnitude of the bias can be found in Marshall [46]).
It is easy to see that one-minute tick data for stock prices are highly correlated. Therefore,
using the right variance estimator is very crucial for setting up the threshold of our trading scheme.
We look at three different variance estimators: batch means, standardized time series area, and
standardized time series Cramér-von Mises.
5.3.1 Batch-Means Estimator
Variance estimation using the batch means approach is popular among experimenters. This ap-
proach has been explored by Conway [18], Fishman [21], Schmeiser [58], and many other authors.
In the batch-means approach, a sample set of sizen is divided into sub-groups of samples and
each sub-group is reduced to a single average value. These averages are then used to compute the
batch-means estimator of the variance of the grand sample average, Var[Ȳn].
Suppose the stationary processY1, Y2, . . . , Yn with finite meanµ is divided intob non-overlapping
batches, each of sizem (assuming thatn = mb).
Batch 1: Y1, Y2, . . . , Ym
Batch 2: Ym+1, Ym+2, . . . , Y2m
...
Batchb: Y(b−1)m+1, Y(b−1)m+2, . . . , Yn
















Y(i−1)m+k, i = 1, 2, . . . , b.
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If we choose the batch sizem large enough, it is reasonable to treat theȲi,m’s as if there are i.i.d.
normal random variables with meanµ. Then for sufficiently largem, the variance of the batch















Ȳ 2i,m − bȲ 2n
)
.
Therefore, the non-overlapping batch means (NBM) estimator ofσ2n is given by
σ̂2n = mV̂ar[Ȳm],
where we note thatmVar[Ȳm]
.= nVar[Ȳn]
.= σ2(≡ limn→∞ σ2n) for sufficiently largem. That is,
for large batch sizem, one assumes that the batch means are approximately i.i.d. normal random
variables with meanµ and unknown varianceσ2m/m
.= Var(Ȳi,m). Hence, we estimateσ2
.= σ2m
by m times the sample variance of the batch means. Thus, the NBM estimator forσ2 is













Ȳ 2i,m − bȲ 2n
)
.
The main problem with the application of the batch means method in practice is the choice of
the batch sizem. If m is too small, the bach means̄Yi,m can be highly correlated. Alternatively, a
large batch size can result in the very few batches and potential problems with high variability of
resulting confidence interval half length ([15]).
Several variants of the batch-means estimation approach have been investigated by various au-
thors. Meketon and Schmiser [49] introduced the overlapping batch means method which has been
explored further by Sargent, Kang, Goldsman [61] and Song and Schmieser [62]. The overlap-
ping batch means estimator is generally offered as a variance reduction modification to the NBM
estimator.
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5.3.2 Standardized Time Series Weighted Area Estimator (STS)
The STS methodology defined by Schruben [59] uses a continuous-time random process to represent
the original sequence of samples (i.e.,Yi, i = 1, . . . , n) in a particularly useful form. Let
Ti,n = Ȳi − Ȳn i = 1, 2, . . . , n T0,n ≡ 0,
whereȲi is the average of the firsti samples in the sequence i.e.,Ȳi ≡
∑i
j=1 Yj/i. Thus, E[Ti,n] = 0
for i = 0, 1, . . . , n. Then scale the sequence by dividing by
√
nσ/i and scale the time index of the







, 0 ≤ t ≤ 1,
whereb·c is the greatest integer function. Schruben points out that the original time series can be
reconstructed fromTn(t) and Ȳn. Therefore, no information is lost by the transformation. The
following Assumption 1 is called the Functional Central Limit Theorem (FCLT), and is sufficient to
guarantee that the standardized time series converges to a process that we can exploit.
Assumption 1 (FCLT) (Billingsley [5]) There exist constantsµ and positiveσ such that
Xn ⇒ σW asn →∞,




for 0 ≤ t ≤ 1.
The sample paths ofXn lie in D[0, 1], the space of functions on[0, 1] that are right continuous and
have left-hand limits, while the sample paths ofW lie in C[0, 1], the space of continuous functions
on [0, 1].
Assumption FCLT leads to a result involving a standard Brownian bridge process. LetB(t)
denote a standard Brownian bridge process defined byB(t) = W(t) − tW(1). ThenB(t) ∼
N(0, t(1− t)) andCov[B(s),B(t)] = min(s, t)− st, 0 ≤ s, t ≤ 1. Notice thatW(1) andB(·) are
independent.
Theorem 5 Under Assumption FCLT,
(√
n(Ȳn − µ), σTn
) ⇒ (σW(1), σB).
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Proof See Foley and Goldsman [23].
Remark 5 We have three useful properties from above theorem:
•
√
n(Ȳn − µ) is asymptoticallyσN(0, 1),
• σTn is asymptoticallyσ times a Brownian bridge, and
•
√
n(Ȳn − µ) and σTn are asymptotically independent; thus, all information gleaned from
σTn will be asymptotically independent of
√
n(Ȳn − µ).
The (weighted) area estimator forσ2 is based on the statistic















wherew(t) is a certain weighting function.





where the weighting functionw(t) is continuous on[0, 1] and chosen to satisfy Var[S(w)] = σ2,
so thatS(w) ∼ N(0, σ2). In addition, letA(w; n) ≡ S2(w; n) andA(w) ≡ S2(w). Then under
mild conditions, the continuous mapping theorem (CMT) (Billingsley [5], Theorem 5.1) implies
thatA(w;n) D→ A(w) ∼ σ2χ21, and we callA(w; n) theweighted area estimatorfor σ2.
We illustrate a few examples of weighting functions from Goldsman and Schruben [32]:
1. w0(t) ≡
√
12 for all t ∈ [0, 1].
2. w1(t) ≡
√
45 t or w1(t) ≡
√
45(1− t) gives greater weight for large (small) values oft.
3. We can also use the “antisymmetric” weighting scheme,w2(t) ≡
√
840(3t2 − 3t + 0.5),
which has good bias properties (See Theorem 6 below).
We have defined the STS of a sampled stochastic process for a single long run data samples.
Thus, variance parameter estimators utilizing the STS do not need to be based on batched data.
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Nevertheless, let us now consider the batched STS area estimator. This is the sample mean of
the corresponding estimators from the individual batches, i.e.,





whereAi denotes an estimator from theith batch of sizem (n = bm). Since the batched estima-
tors are simply linear combinations of estimators from each batch of sizem, we can produce the
following results concerning E[A(w;n)] and Var[A(w; n)].




2 |Rk| < ∞, and
∑∞
k=−∞Rk = σ
2 > 0. Then
E[Ā(w; b,m)] = E[Ai(w; m)] = σ2 +











whereF (t) ≡ ∫ t0 w(s)ds, F ≡ F (1), F̄ (t) ≡
∫ t
0 F (s)ds, F̄ ≡ F̄ (1), andγ ≡ −2
∑∞
i=1 kRk.
Remark 6 It is possible to choose weightsw(t) so that the first-order bias term in front ofγ disap-
pears. The antisymmetric functionw2(t) ≡
√
840(3t2 − 3t + 1/2) (see Goldsman et al. [31]) has
this property.
Therefore, we see that batching typically helps to decrease estimator variance (by a factor ofb),
though this is achieved at a cost of a modest increase in estimator bias (sincem now appears instead
of n in the expected value expressions). Recall thatAi(w; m)
D→ Ai(w) ∼ σ2χ21, whereD→ denotes
convergence in distribution asm →∞. Further, under suitable moment and mixing conditions, the
Ai(w; m)’s are asymptotically independent, and thus




We have discussed variance parameter estimators using the batch means and STS weighted area
methods. Now, we review another variance parameter estimator combining both.
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Theorem 7 (Goldsman et al. [33]) As the batch sizem →∞,





E[V̂C ] → σ2
and
Var[V̂C ] → 2σ
4
2b− 1 .
Notice thatV̂C is asymptotically unbiased and has lower variance thanV̂A or V̂B.
5.3.3 Cramér-von Mises Variance Estimator
The weighted Craḿer-von Mises (CvM) estimator of the variance parameterσ2 has a number of
desirable properties. For certain weighting functions, it is a first-order unbiased estimator ofσ2,
and its variance is lower than that of many other estimators. Unfortunately, the CvM estimator has
the unattractive property of occasionally assuming negative values [47]. We propose various ways
to get around the negativity problem. The best trick involves batching, in which case the negativity
problem essentially disappears.
We define theweighted Craḿer-von Misesestimator forσ2 and its limiting functional as




















respectively, whereg(t) is a weighting function normalized so that E[C(g)] = σ2
∫ 1
0 g(t)t(1 −
t)dt = σ2 andg′′(t) is continuous and bounded on[0, 1]. Under Assumption FCLT, it can be shown
thatC(g; n) D→ C(g) asn →∞.
The next theorem gives the expected value and variance of the weighted CvM estimator.




2|Rk| < ∞. Then
E[C(g;n)] = σ2 +
γ
n
(G− 1) + o(1/n), (55)
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whereG ≡ ∫ 10 g(t)dt. If we also assume uniform integrability ofC2(g;n), then asn →∞,






g(s)s2 ds dt. (56)
If a weighting functiong(t) can take on negative values, it may be possible for the CvM estima-
tor (53) or its limiting functional (54) to become negative as well. This is a disconcerting property
since a negative variance is intuitively displeasing ([47]). There exists a strategy for coping with
the problem — applying a batched version of the CvM estimators. We have so far assumed that
the CvM estimators forσ2 have been based on one long batch of sizen. The use of batching usu-
ally results in estimators with lower variance and only modestly higher bias than their one-batch
benchmark. We desire that this lower variance will render as negligible the probability of a negative
realization of the batched version of CvM estimator. We briefly describe the batching rules.
• Divide the run intob contiguous, nonoverlapping batches, each of sizem (assumingn = mb).
Batchi consists of observationsY(i−1)m+1, Y(i−1)m+2, . . . , Yim, 1 ≤ i ≤ b.
• Calculate an estimator from each batch (instead of from the entire run). Using the obvious
notation, we denote CvM estimator from batchi asCi(g; m).
• Thebatched CvMestimator forσ2 is the sample mean of the corresponding estimators from
the individual batches, i.e.,





Under mild moment and mixing conditions (see e.g., [31]), we can show that asm →∞, with fixed
b,
C̄(g; b,m) D→ C̄(g; b), (57)
whereC̄(g; b) is the average ofb i.i.d. realizations ofCi(g; m).
Since the batched estimators are simple linear combinations of estimators from each batch size
m, Equations (55) and (56) immediately show that
E[C̄(g; b,m)] = E[Ci(g; m)] = σ2 +
γ
m









Hence, we see that batching typically helps decrease estimator variance (by a factor ofb), th ugh
this is achieved at the cost of a modest increase in bias (sincem now appears instead ofn in the
expected value expressions).
If the probability is small that the estimator for one batch has a low probability of going negative,
then it stands to reason that the average of approximately independent estimators from multiple
batches will have an even-lower probability of going negative ([47]). Thus, we see from Table 17
that
• The probability of negative realizations is reduced by an order of magnitude simply by aver-
aging estimators fromb = 2 batches, at least for all of the weighting functions under study.
• For all intents and purposes, negativity disappears when usingb > 2.
Table 17: CvM variance estimators with different numbers of batches. Underlying stochastic pro-
cess is AR(1) (autoregressive process) withφ = 0.9 and batch size1024 is used. Frequencies are
obtained with1000000 replications. We use weighting functions from ([47]).
Frequency Probability
# of Batch Wg0 Wg∗2 Wg∗4 P(Wg0 < 0) P(Wg∗2 < 0) P(Wg∗4 < 0)
1 0 84403 17732 0 0.084 0.018
2 0 9325 245 0 0.031 0.001
3 0 559 1 0 0.002 0.000
4 0 19 0 0 0.000 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
9 0 0 0 0 0 0
10 0 0 0 0 0 0
We can put things on a more sound theoretical footing. Since theCi(g;m)’s, 1 ≤ i ≤ b, are
asymptotically independent asm →∞, we can argue that Equation (56)–(59) and the central limit
theorem imply




whereν(g) ≡ ∫ 10 g(t)(1−t)2
∫ t
0 g(s)s
2 ds dt, and the notation≈ is taken to mean “is approximately
distributed as”. Hence, for largem, we have the approximation










whereΦ(·) is the standard normal cumulative distribution function. Note that the probability in
Equation (60) clearly goes to zero asb becomes large, proving our point.
5.4 Conclusion
Modern portfolio theory says that we can eliminate idiosyncratic risks by including many assets in
the portfolio. This process reflects the maxim “Do not put all your eggs on one basket.” However,
it admits that we have to live with the systematic risks. Within this portfolio, we can somehow take
advantage of arbitrage opportunities using the reactions of asset price movement against macroeco-
nomic condition changes. In our examples, we have shown the potential to find arbitrage opportu-
nities; and we can further study how our approach can combine with modern portfolio theory. With
elimination of non-systematic risks by portfolio theory and utilization of systematic risks with our
methodology, we might be able to further maximize the profit.
Since data are highly correlated and firm-specific conditions (risk) are unpredictable, we filter
the data so that we can significantly reduce the above effects. Thus, we could apply traditional
statistical process control concepts here. One of major tasks in setting up the right strategy is to
estimate the variance of difference process. Therefore, various variance estimators are studied. In
particular, the Craḿer-von Mises variance estimator is an excellent choice (in terms of low vari-
ance); but it sometimes yields negative values. We investigate how to eliminate this problem. The
use of batching results in estimators with lower variance and only moderately higher bias than their
one-batch benchmark.
We need to further study in several parts of the thesis. First, more examples should be studied
for the trading model. We have used five pairs to test our new approach due to the difficulty of
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getting tick data. Once data is available, we need to investigate the trading criteria and profitability.
With good trading strategies, we can maximize the profit. This approach can be further implemented
with options and indices. We just used this trading systems in the equity market only; however, this
approach can be used in other financial markets such as fixed income, utilities, or commodities. In
addition, we have ignored transaction costs so far. But, these costs should be considered together.
Second, we briefly mentioned a few variance estimators. The threshold play a important role in
determining the gains and losses and estimating the variance of the serially correlated data is one of
the most challenging tasks. With a good variance estimator, we can maximize the profit by setting
up the good threshold which detect the odd behaviors with high probability. We also need to study
which variance estimator does the better performance in terms of profitability. Lastly but not least,
choosing the batch size in batch means is another big task in our problem. More extensive works




Proof [Lemma 2.] Letρ∗x := Pν (H(Λ,G) ≥ x) . By Assumption A,ρ∗x > 0. Let ρ ∈ (0, ρ∗x) be
arbitrary. By the definition ofγ, we have that
Pν (H(Λ,G) ≥ γ(ν, ρ)) ≥ ρ
and
Pν (H(Λ,G) ≤ γ(ν, ρ)) ≥ 1− ρ > 1− ρ∗x.
Suppose thatγ(ν, ρ) < x. Then
Pν (H(Λ,G) ≤ γ(ν, ρ)) ≤ Pν (H(G) ≤ x) = 1− ρ∗x,
which is a contradiction. Thus,γ(ν, ρ) ≥ x.
Proof [Proposition 4.] See [39].
Proof [Proposition 5.] Notice that a(1 − ρ) quantile of a random variableY can be expressed as





(1− ρ)(Y − η) if η ≤ Y
ρ(η − Y ) if η ≥ Y .
To see this, notice that the subdifferential∂ηEφ(Y, η) can be expressed as
∂ηEφ(Y, η) = [ρ− P (Y ≥ η),−(1− ρ) + P (Y ≤ η)].
Therefore,η satisfies the optimality condition0 ∈ ∂ηEφ(Y, η) if and only if
ρ− P (Y ≥ η) ≤ 0
and
−(1− ρ) + P (Y ≤ η) ≥ 0,
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i.e., if and only ifη is a(1 − ρ) quantile ofY . A similar argument shows that the sample(1 − ρ)
quantile of a sampleY1, . . . , YN (call it η̂) is the solution to the sample average approximation
problemminη N−1
∑N
i=1 φ(Yi, η). Since the objective functionEφ(Y, η) is convex inη, it follows
that the distance between̂ηρ and the set of(1− ρ) quantiles ofY goes to zero asN goes to infinity
with probability one. There are numerous examples in [39].
Let Λ1, . . . ,ΛNG be i.i.d. samples fromf(·, ν). We look at two different cases to prove.
• Case 1:Pν(H(Λ,G) > a) > 0.
By Lemma 2, we have thatγ(ν, ρ∗) > a for anyρ∗ ∈ (0, ρ+a ), whereρ+a = Pν(H(Λ,G) >
a) > 0. As discussed earlier, the distance between the sample(1 − ρ∗) quantileγ̂NG(Λ, ρ∗)
of H(Λ1), . . . ,H(ΛNG) and the set of(1 − ρ∗) quantile ofΛ goes to zero asNG goes to
infinity with probability one. Sincêγ(ν, ρ∗) > a, it follows that γ̂NG(Λ, ρ
∗) > a w.p.1 for
NG large enough. Moreover, the probability thatγ̂NG(Λ, ρ
∗) > a for a givenNG goes to one
exponentially fast.
• Case 2:Pν(H(Λ,G) > a) = 0.
This case is thata is the maximum value achieved byH(Λ,G). By Assumption A, this
implies thatρ0a := Pν(H(Λ,G) = a) > 0 and thus, for anyρ∗ ∈ (0, ρ0a) we must have
γ(ν, ρ∗) = a. It follows thatγ(ν, ρ∗) = a is also the unique(1− ρ∗) quantile of the random
variableJ := a1{H(Λ,G)=a}. It is clear that̂γaNG := a1{γ̂NG (Λ,ρ∗)=a} is a sample(1 − ρ
∗)
quantile ofJ1, . . . ,JNG , whereJi := a1{H(Λi)=a}. Since the distribution ofJ has finite
support, it follows from the result in [60] that̂γaNG = γ(ν, ρ
∗) = a w.p.1 for NG large
enough, and, moreover, the probability thatγ̂aNG = γ(ν, ρ
∗) = a for a givenNG goes to one
exponentially fast sincêγaNG = a if and only if γ̂NG(Λ, ρ
∗) = a.
The proof is completed.
Proof [Lemma 3.] Consider a pointν ∈ V and a sequence of pointsνk ∈ V convergingν. By the
Lebesgue dominated convergence theorem and Assumption C,
lim
k→∞




and by Assumption B,
lim
k→∞
h(Λ, νk) = h(Λ, ν) w.p.1.
Hence,l(νk) tends tol(ν).
Now consider a new sequenceXk of neighborhoods ofν in V shrinking to{ν} and the function
dk(λ) = sup{|h(λ, x)− h(λ, ν)| : x ∈ Xk}.
It follows from Assumption B that for almost everyλ, dk(λ) tends to zero ask →∞. Furthermore,




E[dk(Λ)] = E[ lim
k→∞
dk(Λ)] = 0.
Now we have that
|l̄NG(x)− l̄NG(ν)| ≤ N−1G
NG∑
i=1








This implies that for any givenε > 0, there exists a neighborhoodX of ν such that w.p.1 for
sufficiently largeN ,
sup{|l̄NG(x)− l̄NG(ν)| : x ∈ X} < ε.
SinceV is compact, there exist a finite number of pointsν1, . . . , νm ∈ V , and corresponding
neighborhoodsX1, . . . , Xm coveringV such that w.p.1 for sufficiently largeNG,
sup{|l̄NG(x)− l̄NG(νj)| : x ∈ Xj , j = 1, . . . , m} < ε .
Furthermore, these neighborhoods can be chosen in such a way that
sup{|l(x)− l(νj)| : x ∈ Xj , j = 1, . . . , m} < ε
sincel(ν) is continuous onV . Due to the strong law of large numbers,
|l̄NG(νj)− l(νj)| < ε, j = 1, . . . , m.
Therefore, we can conclude that
|l̄NG(ν)− l(ν)| < 3ε
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for all ν ∈ V .
Proof [Theorem 4.] From Lemma 3, we know that for anyε > 0 and all sufficiently largeNG and
all ν ∈ V ,
|l̄NG(ν)− l(ν)| < ε w.p.1.
Now supposeν∗ is a unique and consider a neighborhoodX of ν∗ ∈ V . Sincel(ν) is continuous
andV is compact, there existsε > 0 such that
l(ν∗)− l(ν) > 2ε
for all ν in V andν not inX. Then two above equations tell us that
l(ν∗) > l̄(ν) + ε
for all ν in V andν not inX. On the other hand, we have
l̄NG(ν̄NG) = η̃NG > l(ν
∗)− ε.
This then says that̃νNG ∈ X, and since the neighborhoodX was arbitrary, we obtain that̃νNG
converges toν∗ w.p.1.
Since we now know that̃νNG is the optimal parameter vector, option priceP̃ with policy set
sampled fromf(·, ν̃NG) is the true value of optionP ∗ by the SLLN and the definition in Equation
(21).
Proof [Proposition 6.] See [39].
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Table 18: Simulation prices on min-put options on two assets with the same volatility by
min(S1, S2) and the difference ofS1 andS2. Option parameters:K = 100, r = 0.06, T = 0.5,
andσ1 = σ2 = 0.6.
S1 S2 Euro FD Lower Upper Point Error (%) CPU (s)
80 80 36.86 37.30 37.12 37.83 37.47 0.47 7.30
80 100 31.64 32.08 32.00 32.68 32.34 0.80 7.48
80 120 28.65 29.14 28.94 29.62 29.28 0.48 7.29
100 100 24.73 25.06 24.90 25.53 25.22 0.62 7.28
100 120 20.61 20.91 20.87 21.44 21.15 1.17 7.35
120 120 15.70 15.92 15.87 16.28 16.08 0.99 7.24
Table 19: Simulation prices on min-put options on two assets with different volatilities by
min(S1, S2) and the difference ofS1 andS2. Option parameters:K = 100, r = 0.06, T = 0.5,
andσ1 = 0.4, σ2 = 0.8.
S1 S2 Euro FD Lower Upper Point Error(%) CPU(s)
80 80 37.55 38.01 37.84 38.55 38.19 0.48 7.43
80 100 31.81 32.23 32.01 32.60 32.31 0.23 7.27
80 120 28.09 28.54 28.34 28.97 28.66 0.41 7.17
100 80 32.86 33.34 33.22 33.98 33.60 0.78 7.64
100 100 25.47 25.81 25.64 26.30 25.97 0.63 7.36
100 120 20.48 20.75 20.56 21.11 20.84 0.41 7.11
120 80 30.69 31.21 31.10 31.88 31.49 0.89 7.03
120 100 22.44 22.77 22.63 23.29 22.96 0.84 7.42
120 120 16.76 16.98 16.94 17.37 17.15 1.01 7.52
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