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1. INTRODUCTION 
During recent years, scattering theory [ 1, 21, has played a significant role 
in fields such as radioactive transfer [3,4], transmission lines [S], and 
linear least-square estimation and control [6, 71. Actually the 
mathematical models of such fields all can be considered under the prin- 
ciple of invariance of Chandrasekan [4], invariant imbedding of Bellman, 
Kalaba, and collaborators [S, 9, lo]. Many derivations and applications 
were presented in Wing’s book [ 111. Redheffer [2, 51, introduced the star- 
products and generalized the model to bounded linear operators L(H, H) 
on a Hilbert space H. Many interesting properties were developed. 
Kailath and his collaborators, during their early studies identified the 
Riccati equation for the mean-square-error of the Kalman-Bucy filter with 
that for reflection operators in Redheffer’s work. In more recent work [ 121 
they discovered that a more fundamental approach to the linear state-space 
estimation poblem is the Hamiltonian equation, see Section 2, Eqs. (2.9) and 
(2.10). The essential analysis lies in establishing the connection between 
scattering theory and the associate Hamiltonian equation. This is the point 
of view observed by Kaliath and his asociates. In view of this Kaliath, 
using Redheffer’s 2x 2 scattering matrix 
s= s(x, f) = 
i 
m t) R(s, t) 
Qb, t) Ws, t) > ' (1.1) 
obtained many new and more comprehensive results. 
The Redheffer’s 2x 2 scattering matrix S recently has been extended by 
Mistiri [ 131 and Kaliath [ 123 to a 3 x 3 matrix, 
, (1.2) 
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where G = G(s, t) and J = J(s, t) are forward and backward source functions, 
respectively. As in Redheffer’s work the entries of S are bounded linear 
operators on a Hilbert Space H, and E is the identity. The extended scat- 
tering matrix P maps input to output as, 
P(s, t): 
(::r:)-(:::;)=( 
T(s, t) u(s) + R(s, t) o(t) + G(s, t) 
Qb, 1) 4s) + Ws, f) o(t) + Jb, 2)  
input output (1.3) 
as in Fig. 1, where u and o are elements of H. 
The extended scattering matrix will allow us to have wide applications. 
The application to linear least-square estimation in control is the focal 
point of this paper. In the process we obtain many new results. 
Before we state some known results, the following remarks will be useful1 
for those readers who are not familiar with the scattering theory. 
It was shown by Mistiri that if 
, i= 1,2 
with 
P, = P(s, z) and p, = P(7, t), 
then the extended star-product @ of P, and P, is represented by 
plop* 
i 
Tz PTI R, + TzRlqWz T,PG, +T,R,clJz +G, 
= QI + WIQZPT, w1qw2 WIQ,PG, + W,QzJ, +J, 3 
0 0 E 
where 
P=(E-R,Qz)-’ and q=(E-Q,R,)-’ 
U(S) 
a 
--- u(t) P(S.t) V(S) c-- v(t) 5 t 
FIG. 1. An input-and-out system in free space. 
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I 
q+(u) 
%J(‘,S) P(slt)--.-- 
I t 
-- x*(t(t) 
-QlJ(‘,S) 
+ 
I I 
PO(b) 
ol$ts, 
h(s,t) -- @ --* -- ActIt) 
q-(u) 
I I 
s t 
FIG. 2. A microscopic scattering section. 
are assumed to exist; i.e., inverses exist and they are bounded operators on 
a Hilbert space. P, @ P, denotes assembly of two slobs extending from s 
to t and carrying inputs U(S) and u(t) to outputs u(t) and u(s). 
In case P, = P(s, t) and P, = P(t, r + A) then the limit of (l/d) P(s, t) @ 
P(t, t + A) determines the forward operator equation. Likewise the limit of 
(l/d) P(s, -A, A) @ P(s, t) leads to the backward operator equation. Since 
P consists of operators on a Hilbert Space the limit means P converges in a 
uniform operator topology introduced by the Hilbert Space H. 
Kaliath considered H as finite dimensional and if S and (z) are replaced 
by 
( _“d:& ;;:I $2 (; + I:: $9 
respectively, then the scattering model is given as in Fig. 2. 
The input-and-out system, as in Fig. 1, has the physical meaning of P 
relates particles or waves through a slab extending from s to t. The 
microscopic scattering section, as in Fig. 2, has the physical meaning of a 
circuit diagram of a four ports system. 
2. SOME KNOWN RESULTS 
We consider the standard H-valued stochastic [14, 15, 163 differential 
system 
dX(t) = A(t) X(t) dr + B(t) dW(t), (2.1) 
dY(t) = C(r) X(t) df + D(t) dZ(t), (2.2) 
with expectation E II X(U) II2 < co, Y(a) = 0 and c1< t < j?. Equations (2.1) 
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and (2.2) are known in estimation theory to generate a signal process 
X(t) = X(t, o), respectively with X(t) and Y(t) Z-Z-values tochastic 
processes on [a, /?I and o and element of a probability space Q where D(t) 
is such that D(t) D*(t) is positive definite and A(t), B(t), C(t), D(t), and 
(D(t) D*(t))-’ are deterministic bounded operators on H for t in [a, /?I. 
W(t) and Z(t) are H-valued Gaussian Wiener processes which are indepen- 
dent and orthogonal. This is also true for X(t) and W(t). Without loss of 
generality we assume that Wiener processes are normalized. 
The problem is to find a linear estimate of X(s) from the given obser- 
vation Y(s), ~16 sd t 6 /?, 
where K(s, U) E L(H, H) and such that it minimizes E(h, (z(s) - X(s) t)))* 
for all h E H with &I(S) = dY(s) - C(s) 2((s) ds the inovation process [ 171. 
It is customary to call X(s / t) with a <s < t the smoothed estimate of X(s) 
and 2((s) = J?((sIs) with o! 6s = t the filtered estimate of X(s). Likewise 
,I(s 1 t) and A(s 1 s) are smoothed and filtered estimates of W(s), respectively. 
Sometimes A(sl t) is called the adjoint state of &It). 
Following are some known results. 
(I) The filtered estimates J!?(s) satisfies the Kalman-Bucy equation 
C14, 18, 191, 
d/?(s) = A(s) J?(s) ds + R(s) F(s) dq(s), (2.4) 
where 
F(s) = c*(s)[D(s) D*(s)] -’ (2.5 1 
and R(s) satisfies the Riccati equation 
~R(s)=B(s)B*(s)+A(s)R(s)+R(s)A*(s)-~(s)F(s)C(s)R(s) (2.6) 
with initial value R(M). Furthermore, the kernel of the transfer function in 
(2.3) is related to the cross-covariance matrix 
R(s, u) = EC(X(s)) -X(s)) o (X(s) - X(u))1 
= R(s) dJ(s, u) for sdu (2.7) 
K(s, u) = Ns, u) F(u), (2.8) 
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and R(s, s) = R(s) while &s, U) is the fundamental solution associated with 
CA(s) - R(s) %) Cb)l. 
(II) The smoothed estimate f(.sl t) and the adjoint state Il(sl t) 
satisfying the Hamiltonian equations 
d&s 1 t) = A(s) z?(s 1 t) ds + B(s) B*(s) A(s I t) ds, (2.9) 
d~(sIt)=F(s)C(s)~(l(s(t)ds-A*(s)Il(s(t)ds-F(s)dy(s), (2.10) 
where supper denotes adjoint operator. These equations were derived by 
Bryson and Frazier [20] and by Jazwinski [21] and others by using 
variational methods. 
(III) Kailath and his colleagues [6, 7, 221 obtained the following 
equation by use of Redheffer’s theory based on the macrospic scattering 
model, see Fig. 3, 
~(aIs)=(E-R(a)Oo(a,s))~‘(~(a)+R(a)i,(aIs), (2.11) 
R(s) = R,(s) + q&da, $1 Wa)[E-Oo(a, s) R(a)1 p140*(a, s), (2.12) 
where R,(s) is the solution of (2.6) with R(a) = 0, and 0, and A0 are given, 
respectively, by 
$ &(a, 3) = CA(s) - R,(s) H(s) Cb)l 4du, $1, dota, Co = 6 (2.13) 
f&da, s) = &?(a, s) H(s) C(s) &(a, s), %(a, Co = 0, (2.14) 
&(als)= j’S$C u, a) H(u) 40(u), a 
with 
dr/*(u) = dY(u) - C(u) &(u) du. 
Boundary layer 
FIG. 3. Input and output model in reflective space. 
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3. STATE SYSTEM-IN A REFLECTIVE SPACE 
A fundamental approach here is to start with the Hamiltonian equations 
(2.9) and (2.10). And we let J(s) t) have the representation 
4s I 1) = j’ 4% u) h(u), (3.1) s 
where K(s, .) E L(H, H). In view of (2.3), we set 
It)=qsIt)-f(s), 
t) = j’zq s, u) 4(u). (3.2) 
s 
By doing so ,?(s 1 t) and f((s 1 t) have the same type integral representations 
but with different kernels. Since n(s ( t) and z((s 1 t) are related to estimates 
of control W(s) and observation Y(s), we cast them in the following input 
and output model with boundary layer R(a), see Fig. 3. That is, 
R(s) n(s I t) = qs I t) for a<sdt. (3.3) 
We view l(s I t) as input, and it is related to the output x(s I t) by a reflection 
operator R(s) E L(H, H). The system has arbitrary boundary reflection con- 
dition R(a) at (a). Then it is necessary for us to obtain properties of k(s, t), 
K(s, t), R(t) and to identify the system from a scattering matrix point of 
view under the assumption that the Hamiltonian equation holds. 
Upon differentiation of (3.1) and in comparing with Eq. (2.9), we obtain 
= [F(s) C(s) R(s) -A*(s)] A(s( t) ds - j’[dk(s, t)] dq(s). 
s 
The left-hand side of above equation is independent of t. It follows that 
both sides are identical to zero as t + s. That is k(s I t) satisfies the following 
Cauchy equation 
; k(s, t) = [F(s) C(s) R(s) - A*(s)] k(s, t) (3.4) 
with 
as the initial condition. 
k(s, s) = F(s) (3.5) 
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Let #(., U) be the fundamental solution (or the backward state-transition 
matrix) of (3.4) then 
M-, u) = aif. u) F(u). (3.6) 
Therefore, 
(3.7) 
and 
f(s) t) = R(s) l"(S It) = j' K(s, u) &j(u). (3.8) 
s 
We identify 
K(s, u) = R(s) &, ~1. (3.9) 
We observe that f((sj t), by (2.3) is the integral from a to t while 2(s) is 
the integral from a to s, with a Q s < t d j?. If $(s 1 t) takes minimum at 
K((s, .), then f(.s) also takes minimum at some K(s, .). Also it follows from 
the principle of invariance [8, 231 that associate with J?((sI t) the matrix 
P(a, t) Fig. 3, while associate with 2((s) is P(a, s). The closure property of 
scattering matrices requires, 
S(a, t) = S(a, s) * S(s, t), adsdtdfi, (3.10) 
where * is the restriction of @ on S. Let 
M(s)= lim 
S(a, 5 + A) - S(a, s) 
A+0 A 
(3.11) 
be the generator for S(a, s). Then M(s) for $(s] t) must agree with that for 
f((sj t). However since f((sj t) and 2((s) are defined on different intervals, 
nothing can be said about forward and backward cource functions for P in 
Eq. (1.2). The same is true as to their generators, say g and j. To determine 
such functions, we set 
M(s) = 
! 
4s) B(s) B*(s) g(s) 
m)(s) A*(s) i(s) . (3.12) 
0 0 0 ! 
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Upon differentiate the equation X(s 1 t) = R(s) A(s 1 t) the following equation 
is obtained 
[A(s) R(s) + B(s) B*(s) + R(s) A*(s) - R(s) H(s) C(s) R(s) - R’(s)] rqs I t) 
= CR(s) g(s) - j(J)1 
for all c1 <s Q t < /?. Set s = t; because ,I(s 1 s) = 0, it follows that 
for all tl< s d /? 
and the Riccati’s equation 
; R(s) = B(s) B(s)* + A(s) R(s) + R(s) A*(s) -R(s) F(s) C(s) R(s) (3.13) 
with initial value R(E). Since j(s) can be identified by (2.10), i.e., j(s) = 
-F(s) dn(s) because 
F(s) C(s) as I f) - F(s) dY(S) 
= F(s) C(s) 8(s I t) - F(s)[dy(s) - C(s) Y(s) ds] 
= F(s) C(s) J?(s It) - F(s) d?/(s). 
Hence 
g(s) = -&I F(s) h(s). 
To summarize the above result, we state the following theorem. 
(3.14) 
THEOREM 4.1. Zf the Hamiltonian equations (2.9) and (2.10) are given, 
then the input l(s 1 t) and the output X(s I t) satisfy the state system 
Rs I t) 
$ 4slt) 
i i E 
-A*(s) (3.15) 
0 
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Furthermore, A(sl t) and X(s) t) are represented by integral forms (3.1) and 
(3.2) with kernels or transfer functions 
k(s, t) = d(t, s) J’(s) and K(s, t) = R(s) d(& u), 
respectively, where rj(s, t) is the fundamental solution of Eq. (3.4) and R(s) is 
the reflection operator. R(s) is a solution of the Riccati equation (3.13) with 
initial value R(u). 
In the next section, we shall show that a decomposition Theorem 3.1 
contains the results of Kalman-Bucy in (II) of Section 2. On the other 
hand we shall show here that if the starting point is the Kalman-Bucy’s 
result, then we shall also obtain the state system (3.15). Considering 
Eqs. (2.3) and (2.7) and our definition for z(sI t), 
f(s 1 t) = j-’ K(s, u) dn(u) = R(s) If d(s, u) F(u) dn(u). 
s s 
(3.16) 
To cast the problem as a scattering process, it is natural to set f(‘(sI t) as 
output, R(s) as a reflection operator and 
A(sl t) & f’q3(s, u) F(u) dn(u) as input. (3.17) 
s 
Hence 
dA(s It) = -F(s) dn(s) - [,4*(s) - C(s) F(s) R(s)] A(s I t) ds 
= C(s) F(s) %(s 1 t) ds - A*(s) A(s I t) ds - F(s) dn(s). 
On the other hand using (2.6) we obtain 
dg(s I t) = [dR(s)] A(s) t) + R(s) dll(s I t) 
= [B(s) B*(s) + A(s) R(s) + R(s) A*(s) 
-R(s) F(s) C(s) R(s)] A(s I t) ds 
+ R(s){ -F(s) 4(s) - CA*(s)- C(s) F(s)1 R(s) 4~1 t,) 
= A(s) f(s I t) ds + B(s) B*(s) jl(s I t) ds - R(s) H(s) dn(s). 
THEOREM 4.2. It follows from the Kalman-Bucy’s result on linear filter 
estimation that the state or output &s I t) is related to the co-state or input 
A(sl t), given by (3.17) by the state system (3.15). 
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For convenience, the state system is expressed in a compact form 
d(sI t) = m(s) T(s I t) ds for fixed t, (3.18) 
where T(sj t) is usually called the state and N(s) is the generator for the 
system. P(s, t) is the scattering matrix associated with N(s), by 
d&s, t) = n(s) P(s, t) ds. (3.19) 
4. DECOMPOSITION 
To show that the state system (3.15) or (3.19) contains the 
Kalman-Bucy equation (2.4), the Hamiltonian equations (2.11) and (2.12) 
and its physical interpretation in scattering theory, we construct the follow- 
ing decomposition. Later we also show some related results. 
Let 
3s I t) 
i(s 1 t) = 
i i 
l(s 1 t) = internal state, a<s<td/i 
E 
and 
Z(s) = i(s 1 s) = external state, Cr<S6/3. 
From the scattering theory point of view, the following interpretation is 
given. The internal state can occur only in the interior of a slab extending 
from CI to t, while the external state can occur only at the (right) boundary 
of a slab extended from c1 to s, see Fig. 4. Let 
i 
A(s) B(s) B*(s) 0 
A(s) = F(s) C(s) -A*(s) -F(s) $ Y(s) 
i 
= internal generator, 
(4.1) 
0 0 0 
i 
4s) B(s) B*(s) - R(s) F(s) f v(s) 
N(s) = F(s) C(s) - A*(s) - F(s) $ Y(s) = external generator. 
(4.2) 
0 0 0 
Then we can state the following decomposition. 
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FIG. 4. Dedomposed state systems. 
THEOREM 5.1. The decomposition of the state system (3.15) into 
d&s I t) = A(s) i(s 1 t) Internal State System 
and 
dZ(s) = N(s) Z(s) ds External State System 
is necessary and sufficient. 
(4.3) 
(4.4) 
Proof: The proof of sufficiently is trivial. To prove the necessarity we 
note that 
$ n(s I t) = F(s) C(s)[J?(s I t) - J?(s)] 
-A*(s)i(sIt)-~(s)~~(s) 
= F(s) C(s) 8(s( t) - A*(s) ;l(s I t) 
-F(s) f Y(s) 
and hence we get the differential equation of I(.s t) in (4.3). The equation 
of A(s) in (4.4) is trivial. The equation of -?(s I t) in (3.15) can be expressed 
as 
$2(s, t) - A(s) f(s I t) + B(s) B*(s) rqs I t) 
= $ B(s) - A(s) T?(s) - R(s) F(s) f v](s) 
by separating terms involving (s, t) and s only. Since the right-hand side of 
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the above equation is a function of s only, we assume it is equal to some 
function k(s). As F(s) = 0, the system is without internal sources. It is well 
known in this case that 2((s) satisfies a linear homogeneous equation; hence 
we conclude that k(s) = 0 and the 8(s 1 t) equation for (4.3) is obtained. The 
equation of R(s) in (4.4) again is trivial.. 
The importance of this theorem is that the internal state system (4.3) 
governs the smoothed estimate, while the exterior state f((s 1 t) (4.4) controls 
the filtered estimate g(s). Equation (4.3) is identical to the Hamiltonian 
equations (2.11) and (2.12), while the external state system of 2((s) is iden- 
tical to the KalmanBucy equation (2.4). The decomposed states also gives 
more physical meaning from the point of view of extended scattering 
theory, to establish the relations between internal and external states. 
5. SCATTERING MATRIX P 
In the previous sections, the focal point is the state systems and their 
associated generators. With the generator identified, the next step is to dis- 
cuss their associated scattering matrices, P, in view of (3.19). The impor- 
tance in determining the scattering matrix is that it relates inputs to out- 
puts in a reflective space and in a free space. 
Let 
T’i? G 
&,s)= 
i i 
Q w 7 (5.1) 
00 E 
be the operator associated with N(s), i.e., it satisfies the linear system (3.19) 
with initial valve P(M, a) = Pa. A special case of this is that 
p, = E = identity 3 x 3 matrix. The P with this particular initial value is 
denoted by PO(c(, s) and all entries with subscripts 0. Subjected the ,X 
operation [ 131, 
s.?Y: P(,, s) + [P(cq s)]‘= P(a, s) 
if $%’ has bounded inverse. 
(5.2) 
It is known, see [13] for details, that P(a, s) satisfies a Riccati’s 
equation. In fact 
[P, * P,]” = [F,]“. [P,]=, (5.3) 
where . is the usual matrix operation and * is the extended *-product as 
given in Section 1. In particular P(a, s) = P, *P,(cc, s), where are P, and 
P,(a, s) are images of B, and i3,(a, s) under Z. Furthermore both P(a, s) 
SCATTERING THEORY 409 
and P,(cr, s) satisfy the same nonlinear forward operator equation, but of 
course with different initial values, namely P, and E respectively. To write 
out these equations in full detail, six equations are presented here. Four of 
them are related to S only. They are 
$ zla, s) = CA(s) - N’% s) F(s) C(s)1 q% s), 
$ R(a, s) = B(s) B*(s) + A(s) R(a, s) + &(a, s) A*(s), 
- R(a, ~1 F(s) C(s) R(a, ~1 
$ Q(a, s)= Way s) F(s) C(J) T(a, ~1, 
(5.5) 
(5.6) 
and 
i W(a, s) = W(a, s)[A* - C(s) F(s) R(a, s)]. 
If R(a, a) is self-adjoint then R(a, s) in (5.5) is self-adjoint by the facts 
FC= [FC]*, and that W(a, s)= T*(a, s) by (5.4) and (5.7). It is also 
observed that Eq. (5.5) is indentical to the Kalman-Bucy equation (2.6) by 
considering a fixed. In view of Eq. (2.8), R(a, s) with fixed a has the mean- 
ing of a covariance matrix, therefore it is quite reasonable to assume that 
R(a, a) is self-adjoint. With T(a, s) and Q(a, s) replaced by T,(a, s) and 
QO(a, s) and with initial values T,(a, a) = E and QJa, a) = 0, Eqs. (5.4) and 
(5.6) are identical to (2.13) and (2.14) given by Lainoitis and Kailath. 
The two remaining equations are concerned with forward and backward 
source functions, namely, 
dG(a, s) = [A(s) - R(a, s) F(s) C(s)] G(a, s) + R(a, s) F(s) L&(S) (5.8) 
and 
&(a, s) = T*(s) F(s)[dY(s) - C(s) G(a, s) ds]. (5.9) 
Let us review Fig. 3 again in Section 3. The state system consists of a 
scattering matrix P(a, t) = P(a, s) * P(s, t) and with a boundary layer at the 
left signified by a reflector R(a). If we identify R(s) with R(a, s) in P(a, s) 
or with Eq. (5.5), then &(a, s) is associated with R(s) = 0. Recall in general 
that P(a, s) = P, * P,(a, s). If 
p = T(a) R(a) 
a Q(a) w(a) > 
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and we carry out the * operation, it is immediate that 
R(s) = R(a) + Tda, s)CE- Qda, $1 Ns)l-’ wda, $1. (5.10) 
Since WO(a, s)= T*(a, s) and using R,(a) for R(a), it is observed that 
(5.10) is the same as Eq. (2.12). Actually, there are three more equations 
following from the * multiplication. Using the similar analysis, more com- 
plicated if not more difficult, one can process the pertubation at a to obtain 
a differential equation with respect to a. These equations are called 
backward equations. 
It should be clear to the reader that in the foregoing we have assumed 
that W(a, s) and E- Q,,(a, s) R(s) have inverses. Even for very simple cases 
we may have trouble to guarantee the existence of inverses. For example, 
S = (“, ,“) has S itself as an inverse, but W= 0 is singular. As for 
E - Qda, s) R(s), 1 we assume 11 QO(a, s) R(s) /I < 1, the inverse can be ‘f 
expressed as a Neumann’s series, then convergence and inverses are 
guaranteed. To work on QO(a, s) R(s) in general it is required to solve 
Eqs. (5.5) and (5.6). It is very desirable to establish some conditions on the 
generator. These two problems were solved recently by Wang and his 
associates. The rather involved analysis will be presented in a separate 
paper. 
6. DECOMPOSED P 
In a previous section, the forward (or backward) equations for P were 
obtained from the generator M, where P= [PI”. In a similar manner, r’ 
(a, s) be the decomposed scattering matrix associated with the generator 
i?(s), i.e., 
d&, t) = m(s) P(s, t) ds, (6.1) 
(6.2) 
with initial value p(s, s) = E, hence we are also able to write down a set of 
forward (or backward) equations for i;. This is merely repeating the 
analysis in the previous section. In this section we are interested in 
establishing relations between the smoothed estimate and the filtered 
estimate. Our results are given in the following two lemmas. 
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FIG. 5. An internal state system P with boundary condition y. 
Let us consider the internal state system as in Fig. 5 with an arbitrary 
boundary condition y. Recall 
(6.1) 
In case $(a 1 t) = A(s 1 t) = 0, the internal state system p(a, S) is said with 
zero input. In this case, f(.rI t) = Z%(sl t) and A(sl t) = h(sl t). It follows 
immediately from (6.1) that 
X(s 1 t) = G(a, s) and l(a Is) = &a, s). (6.2) 
These equations are used to establish 
LEMMA 5.1. The internal state system gives 
J?(a) = f(a, s) *(a 1 s) + g(s), 
1 
4a I s) = &(a, s) %a 1s) + Vu Is), 
(6.3) 
(6.4) 
and 
P(sI t)= [E-R(a) &(a, s)]-l[J?(a)+R(a) I.(als)], 
provided [E- R(a) Q(a, s)] has an inverse. 
Proof: The mapping &a, s) in (6.1) can be written as 
2(s 1 t) = f(a, s) 2(a ( t) + &(a, s) A(s I t) + (?(a, s) 
and 
(6.5) 
A(a ( t) = &(a, s) 2(a I t) + F*(a, s) A(s I t) + ](a, s) 
409/120/2-2 
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since I@(&, S) = f*(a, s) as in the case for P discussed in the previous sec- 
tion. By taking the limit as t + S, ,I(s 1 t) + 0 and -$(a, t) + $(a, S) and mak- 
ing usage of (6.2), Eqs. (6.3) and (6.4) follow immediately. 
To establish (6.5) we use @a 1 S) = f(u) + R(s) J(cc 1 S) and Eq. (6.3), 
[E- R(s) $(a, s)] B(s 1 t) = A?(a) + R(s) A(a 1 s). 
Then (6.5) follows if E-R(s) &(a, s) has an inverse. This established the 
relation between ?(a) and X(s 1 t). Equation (6.5) is the same as (2.11). 
LEMMA 5.2. The smoothed estimate J?(s 1 t) and the filtered estimate 2(s) 
are related by the following equation 
f(s 1 t) = X(s) + R(a, s) + T(a, s)[E- Q(a, s)y] ~’ T*(a, s), 
if [E- Q(a, s)?] has a bounded inverse. 
Proof: Recall the internal state and co-state at s are related by 
y(s 1 t) - T(s) = R(s) A(s 1 t). (6.6) 
As s + a, R(s) = y. 
To relate the operator &a, s) in &a, s) to the reflection operator R(s) 
used in (6.6) we shall use the following *-product 
(1 L)*p(.,s)=(z :I), 
where ~ denotes entries that do not concern us. That is, 
R(s) = &(a, s) + f(a, s) YqF&‘(a, s) 
with 
q = [E- Q(a, s)YI~‘. 
Upon substitution in Eq. (6.7) the desired result follows. 
7. REMARKS ON COMPUTATION 
(6.7) 
In this section we shall outline some ideas on the computation of the 
smoothed and filtered estimates as well as their adjoint states. The method 
focuses on the estimation of the scattering matrix and the method of star- 
product *, developed in [ 131. Without loss of generality we consider only 
the internal state system and the operator P,(a, s). 
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Consider the following partition on the finite interval [a, s]; with CI = 
s,, < s1 < sa < . . . < s, = s. Then from the associative property of the @ 
products, we have by repeating (1.3) 
where all @ operations are well defined if P,(a, s) exists and is bounded by 
extending results of [23, 241. Since for each i, we have the approximation 
P,(s,, si+ 1)~ E+ I?(s~)(s,+, - si)< exp fi. As, (7.2) 
where 
fi = Ui;$, N(t) and As = maxi (si+ 1 - si). 
. . I 
This establishes the uniform bound for each P,(s;, si+ ]). Then it leads to 
lim = i [E+ N(si)(si+, - si)l = pO(a3 s, (7.3) "-CC i=l 
in expectation. 
In theory, a computer program can be written for star-product and (7.3), 
may be used as an approximate solution. It is noted that Eq. (7.2) is merely 
a Taylor expansion for the linear operator P(s,, si+ 1) involving the first 
two terms only. The convergence may be speeded up if we take more terms 
in this expansion. Then it is necessary to express derivatives of P,(s,, s,, 1) 
in terms of fi(si), see [25]. 
8. CONCLUSION 
This paper shows that the estimation theory can be cast in the 3 x 3 scat- 
tering theory, subject to arbitrary boundary condition. Therefore one can 
take advantage of many results in scattering theory that have already been 
established. 
By using Kailath’s innovations process definition, the state system (3.15) 
has been uniquely decomposed into internal state and external state 
systems. The internal state system (4.3) governs the smoothed estimate 
while the external state system (4.4) controls the filtered estimate. Special 
cases are the Kalman-Bucy equation and the results of Lainiotis and 
Kailath when the system is subjected to some special conditions, such as a 
414 ALAN P. WANG 
nonreflective boundary condition and zero inputs. It is also shown that 
estimation theory is associated with scattering theory with right and left 
transmission operators are self-adjoint to each other. 
An approximate solution for such a problem is suggested by use of the 
algebraic star-products. A complete numerical analysis will be presented in 
our next paper in which we will take full advantage of some properties 
developer here. For a closely related paper on approximation by WKB the 
method and Brumman’s series, see [26]. 
REFERENCES 
1. A. P. WANG, Invariant Imbedding and Scattering Processes, J. Math. Anal. Appl. 17 
(1967), 48-60. 
2. R. REDHEFFER, On the relation of transmission line theory to scattering and transfer, 
J. Math. Phys. 41 (1962), l-41. 
3. S. CHANDRASEKHAR, “Radiative Transfer,” Oxford Univ. Press, New York, 1950. 
4. A. P. WANG, Linear operators and transfer of radiation with spherical symmetry, J. Math. 
Phys. 14 (1973), 855-862. 
5. R. REDHEFFER, “Difference Equations and Functional Equations in Transmission-Line 
Theory,” Chap. 12, Modern Mathematics for the Engineer (E. F. Beckenbach, Ed.) 2nd 
series, McGraw-Hill, New York, 1961. 
6. T. KAILATH AND L. LHUNG, “A Scattering Theory Framework for Fast Least-Squares 
Algorithms,” Multivariant Analysis-vi, pp. 387406, North-Holland, Amsterdam, 1977. 
7. T. KAILATH, Redhaffer scattering theory and linear state space estimation problems, 
Ricerche Automat. (1980). 
8. R. BELLMAN AND R. KALABA, On the principle of invariant imbedding and propagation 
through inhomogeneous media, Proc. Nat. Aacad. Sci. U.S.A. 42 (1956), 629-632. 
9. R. BELLMAN, R. KALABA AND J. WING, Invariant imbedding and mathematical physics. I. 
Particle processes, J. Math. Phys. 1 (1960), 28&308. 
10. R. BELLMAN AND VASUDEVAN, Wave equation with sources, invariant imbedding and 
Bremmer series solutions, J. Math. Anal. Appl. 48 (1974), 17-30. 
11. G. WING, “An Introduction to Transport Theory,” Wiley, New York, 1962. 
12. T. KAILATH, Redheffers scattering theory and linear-space estimate and control problem, 
in press. 
13. F. S. MISTIRI, “Star-produce and Linear Dynamical Systems,” Ph. D. thesis, Arizona State 
Univ., Tempe, May 1983. 
14. P. L. FALB, Infinite dimensional filtering: The Kalman-Bucy Filter in Hilbert space, 
Inform. and Control 11 (1967), 102-137. 
15. R. F. CURTAIN, Infinite-dimensional filtering, SIAM J. Control 13 (1975), 89-103. 
16. R. F. CURTAIN AND P. L. FALB, Stochastic differential equations in Hilbert space, J. Dif- 
ferenfial Equafions 10 (1971), 412430. 
17. T. KAILATH, An innovations approach to least-square estimation. Part I. Linear filtering 
in additive white noise. Part II. Smoothing in additive white noise (with P. Frost), IEEE 
Trans. Automat. Control 13 (1968), 646660. 
18. R. F. CURTAIN, Estimation theory for abstract evolution equations excited by general 
which noise processes, SIAM J. Control Optim. 14 (1976), 1124-l 150. 
19. M. H. A. DAVIS, “Linear Estimation and Stochastic Control,” Wiley, New York, 1977. 
SCATTERING THEORY 415 
20. A. E. BRYS~N AND M. FRZAIER, “Smoothing for Linear and Nonlinear Dynamic Systems,” 
TDR 63-119, pp. 353-364, Aero. Sys. Div., Wright-Patterson Air Force Base, Ohio, 1963. 
21. A. H. JAZWINSKI, “Stochastic Processes and Filtering Theory,” Academic Press, New 
York, 1970. 
22. D. G. LAINIOTIS, Partitioned estimation algorithms, II, Linear Estim. Inform. Sci. 7 (1974) 
317-340. 
23. A. P. WANG, Dissipative properties of a nonlinear differential operators equation, J. Math. 
Anal. Appl. 72 (1979), 75-88. 
24. A. P. WANG, Solutions of a dissipative diffusion equation in a Hilbert space, J. Math. 
Anal. Appl. 72 (1979) 75-88. 
25. R. ADAMS AND E. DENMAN, “Wave Propagation and Turbulent Media,” American 
Elsevier, New York, 1966. 
26. D. DUDLEY AND A. P. WANG, Operator theory on WKB method and Bremmer Series, 
J. Math. Phys. 24 (1983) 147C1476. 
