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Introduc¸a˜o
1. Motivac¸a˜o
O estudo da teoria geral dos polino´mios ortogonais comec¸ou quando frequentei,
na parte lectiva do curso de mestrado, a disciplina de Teoria Construtiva da Apro-
ximac¸a˜o leccionada pelo professor Amı´lcar Branquinho. Fui adquirindo bases mais
so´lidas dos conceitos principais desta teoria com o estudo dos cap´ıtulos 1 e 2 do livro
de T.S. Chihara [13] que foi um ponto de partida para o primeiro cap´ıtulo.
No segundo cap´ıtulo avanc¸o com a ana´lise e a compreensa˜o de uma parte do
trabalho de Pollaczek [26], onde se mostra como, a partir de uma qualquer relac¸a˜o
de recorreˆncia a treˆs termos com coeficientes polinomiais de ordem n, se obte´m
a correspondente equac¸a˜o diferencial e como, ao resolveˆ-la, obtemos a expressa˜o
da func¸a˜o geradora respectiva. Depois farei uma breve descric¸a˜o de como obter a
respectiva medida de ortogonalidade.
Verifiquei tambe´m que os polino´mios ortogonais cla´ssicos esta˜o inseridos nesta
categoria, ou seja, sa˜o polino´mios do tipo Pollaczek. O estudo deste artigo levou-me
a aprofundar os conhecimentos da teoria das equac¸o˜es diferenciais, nomeadamente
das equac¸o˜es do tipo Fuchs, das equac¸o˜es de Gauss e do me´todo de Laplace.
Juntamente com o professor Branquinho mostrei, nos cap´ıtulos III e IV, como a
teoria dos polino´mios ortogonais evoluiu em torno dos cla´ssicos Hermite, Laguerre,
Jacobi e Bessel. A partir dos resultados apresentados por Lancaster em [18] relativos
aos polino´mios ortogonais discretos, realiza´mos um estudo ana´logo, tendo como
motivac¸a˜o o me´todo desenvolvido por Vicente Gonc¸alves em [30] e em [31].
A partir deste estudo fez-se uma extensa˜o dos resultados para o caso cont´ınuo
onde, de modo natural, surgem as sucesso˜es de polino´mios ortogonais cla´ssicos e as
suas famı´lias co-recursivas.
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2. Descric¸a˜o do trabalho
Este trabalho esta´ dividido em treˆs partes. A primeira parte consiste numa breve
incursa˜o pela teoria geral dos polino´mios ortogonais. Desta forma comec¸aremos por
definir funcional linear e sucessa˜o de momentos que lhe esta´ associada. A partir
dela chegaremos a`s sucesso˜es de polino´mios ortogonais mo´nicos e a`s propriedades
relativas a estes, definindo tambe´m a medida de ortogonalidade.
Depois, mostraremos que estas sucesso˜es verificam uma relac¸a˜o de recorreˆncia a
treˆs termos e, a partir desta relac¸a˜o chegaremos ao teorema de Favard. Seguiremos
a demonstrac¸a˜o de Pollaczek em [26].
O processo apresentado por Pollaczek para a obtenc¸a˜o da medida de ortogonali-
dade e´ va´lido na regia˜o de convergeˆncia uniforme da se´rie
∞∑
n=0
un
zn+1
que representa a func¸a˜o geradora de momentos (un).
A func¸a˜o geradora da famı´lia de polino´mios {Pn}, dadas por
(2.1)
∞∑
n=0
Pn(x)
n!
zn,
desempenhara´ tambe´m um papel principal no estudo apresentado por Pollaczek.
De seguida apresentaremos um resumo da convergeˆncia pontual e uniforme de
se´ries de func¸o˜es. Este estudo e´ relevante na determinac¸a˜o da regia˜o de convergeˆncia,
uma vez que se torna necessa´rio, neste caso, analisar o comportamento assimpto´tico
das sucesso˜es de polino´mios ortogonais. Para a questa˜o da convergeˆncia sera´ demons-
trado o teorema de Poincare´. No final deste cap´ıtulo estudaremos as propriedades
relativas aos zeros dos polino´mios ortogonais.
Nesta primeira parte incluiremos, tambe´m, o cap´ıtulo II onde iremos apresentar
as ideias contidas no trabalho de Pollaczek para a obtenc¸a˜o da func¸a˜o geradora
partindo da relac¸a˜o de recorreˆncia a treˆs termos e da equac¸a˜o diferencial que a
verifica.
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Como no trabalho de Pollaczek sa˜o utilizados os polino´mios associados comec¸aremos
o cap´ıtulo com uma breve introduc¸a˜o relativa a estes e faremos tambe´m refereˆncia
ao teorema de Markov seguindo a demonstrac¸a˜o apresentada em [26].
Para apresentar o trabalho de Pollaczek consideramos a relac¸a˜o
Pn(x) = (Anx+Bn)Pn−1(x)− CnPn−2(x), n = 1, 2, ...
com condic¸o˜es iniciais P0(x) = 1 e P−1 = 0, onde {Pn} e´ uma sucessa˜o de polino´mios
ortogonais na˜o mo´nicos, na˜o ortonormados e An, Bn e Cn sa˜o polino´mios em n de
grau fixo tais que
Cn
An−1An
> 0. Quando obtemos uma relac¸a˜o de recorreˆncia a treˆs
termos onde os coeficientes sa˜o func¸o˜es racionais temos sucesso˜es de polino´mios do
tipo Pollaczek. Descreveremos o me´todo que Pollaczek apresentou para a deter-
minac¸a˜o da equac¸a˜o diferencial correspondente a esta relac¸a˜o de recorreˆncia. Tal
equac¸a˜o diferencial tem a forma[
p0
(
x
d
dx
)
−
(
zp1
(
x
d
dx
)
+ p2
(
x
d
dx
))
x+ x2p3
(
x
d
dx
)]
g (x, z) = p0 (0) .
No final veremos como se obte´m a expressa˜o da func¸a˜o geradora (2.1) correspon-
dente. As equac¸o˜es diferenciais obtidas durante este processo sa˜o equac¸o˜es de Gauss,
caso particular das equac¸o˜es tipo Fuchs. O estudo deste tipo de equac¸o˜es diferenciais
sera´ realizado no in´ıcio do cap´ıtulo e tera´ como refereˆncia o livro de Favard [15]. De-
pois faremos uma breve descric¸a˜o do me´todo de Pollaczek para obter-se da medida
de ortogonalidade.
No cap´ıtulo III, tendo como ponto de partida o trabalho [18] de Lancaster,
faremos um estudo exaustivo da famı´lia de polino´mios ortogonais {∆Pn}, onde o
operador discreto ∆ esta´ definido como em [21]:
(2.2) ∆hp(x) =
p(x+ h)− p(x)
h
.
Nesse estudo determinaremos a fo´rmula de Rodrigues, os coeficientes da relac¸a˜o de
recorreˆncia a treˆs termos, βn e γn e a expressa˜o da medida de ortogonalidade usando
o me´todo descrito por Vicente Gonc¸alves em [30] e em [31]. E´ importante salientar
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que este processo e´ va´lido para qualquer operador discreto que se considere e que
conseguimos chegar a estes resultados sem utilizar a ortogonalidade dos polino´mios.
Obteremos seguidamente uma caracterizac¸a˜o geral destas famı´lias de polino´mios
ortogonais discretos Caracterizac¸a˜o de Hahan como em [13] e adaptando a caracte-
rizac¸a˜o de McCarthy em [22].
A partir destes resultados, tomando o limite, quando h tende para zero, em (2.2)
obtemos as sucesso˜es de polino´mios ortogonais cont´ınuos correspondentes. Proce-
dendo de forma ana´loga para os coeficientes βn e γn da relac¸a˜o de recorreˆncia a treˆs
termos, obtemos os coeficientes relativos aos polino´mios ortogonais cla´ssicos.
Todos os resultados relativos a` fo´rmula de Rodrigues, relac¸a˜o de recorreˆncia
e respectivos coeficientes podem ser obtidos para o caso cont´ınuo atrave´s de um
processo ana´logo ao utilizado no caso discreto. Como as propriedades dos zeros dos
polino´mios ortogonais sa˜o uma pec¸a fundamental nesta teoria apresentaremos, no
final deste cap´ıtulo, o Teorema de Sturm, que nos permite obter a localizac¸a˜o dos
zeros dos polino´mios cla´ssicos.
No cap´ıtulo IV, caracterizaremos as sucesso˜es de polino´mios co-recursivos da
famı´lia cla´ssica.
Comec¸aremos com uma breve introduc¸a˜o aos conceitos de mudanc¸a afim na
varia´vel e polino´mios co-recursivos.
Comec¸aremos por mostrar que existe uma relac¸a˜o entre os polino´mios associados
de primeira ordem e a derivada de primeira ordem de {Pn} dada pela seguinte
equac¸a˜o:
[
φD2 + (2φ′ − ψ)D + (λn − φ′′ + ψ′)I
]
P
(1)
n−1 = 2(a0 − b0)P ′n.
Partindo desta equac¸a˜o determinaremos os coeficientes δn e νn da relac¸a˜o a treˆs
termos de uma nova famı´lia de polino´mios ortogonais que designaremos por {Pn}.
Apresentaremos na tabela 2 os coeficientes βn e γn da relac¸a˜o de recorreˆncia
correspondente aos polino´mios ortogonais cla´ssicos e na tabela 3 os coeficientes δn e
νn relativos aos novos polino´mios Pn.
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Pretendemos relacionar estas duas famı´lias de polino´mios usando uma expressa˜o
da forma:
Pn(x) = P (c)n (ax+ b; d)
com paraˆmetros livres α, β, δ0 e ν1.
Para isso iremos obter uma relac¸a˜o entre os coeficientes das relac¸o˜es de re-
correˆncia destas duas famı´lias de polino´mios. Com esse propo´sito comec¸aremos
por fazer a seguinte mudanc¸a afim na varia´vel nas expresso˜es de βn e γn da tabela
2 e relacionando-as com as expresso˜es dos coeficientes δn e νn dadas pela tabela 3 e
que teˆm a seguinte forma
δn+1 =
βn+c − b
a
νn+1 =
γn+1+c
a2
δ0 = β0 − d.
Atrave´s destas expresso˜es encontraremos os paraˆmetros a, b, c, d em func¸a˜o dos
paraˆmetros livres α, β, δ0 e ν1. A sucessa˜o de polino´mios co-recursivos dos cla´ssicos
que se obte´m tambe´m sa˜o do tipo Pollaczek.
No final do trabalho apresentaremos as expresso˜es da medida de ortogonalidade
dos polino´mios cla´ssicos que foram desenvolvidas por Askey e Wimp em [3], Bustoz
e Ismail em [9] e Wimp em [33]. E` importante referir que o me´todo desenvolvido
nestes trabalhos foi baseado no de Pollaczek descrito em [26].
3. Notac¸a˜o e Nomenclatura
Neste trabalho utilizamos o sistema de numerac¸a˜o indo-a´rabe para os cap´ıtulos
e para as secc¸o˜es. Relativamente a`s Definic¸o˜es, Teoremas, Corola´rios e Lemas, a sua
corresponde a` ordem com que surgem no texto, isto e´, se nos referirmos ao teorema
2.3 isto significa que nos encontramos na secc¸a˜o 2, teorema 3.
Representaremos por (un) a sucessa˜o de momentos, por w a medida de orto-
gonalidade e por S a transformada de Stieltjes. Observe-se que designaremos as
sucesso˜es nume´ricas por (.) e as sucesso˜es de func¸o˜es por {.}. designaremos as su-
cesso˜es de polino´mios ortogonais mo´nicos por {Pn}, reservando a notac¸a˜o {pn} para
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as sucessa˜o de polino´mios ortonormais. Os coeficientes da relac¸a˜o de recorreˆncia a
treˆs termos sera˜o representados por βn, γn e a func¸a˜o geradora por g(x, z).
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CAP´ıTULO I
Teoria Geral dos Polino´mios Ortogonais
Como referimos, abordaremos neste cap´ıtulo a teoria geral dos polino´mios orto-
gonais indicando alguns resultados que se mostraram relevantes para os pro´ximos
cap´ıtulos.
As provas de alguns destes resultados encontram-se em Chihara [13] que foi aqui
usado como base. Tambe´m sera˜o utilizados alguns resultados obtidos por Pollaczek
em [26].
Iniciaremos o cap´ıtulo definindo funcional de momentos associada a uma su-
cessa˜o de momentos (un). Veremos que condic¸o˜es se devem impor para garantirmos
a existeˆncia de uma sucessa˜o de polino´mios ortogonais e quando esta existe apre-
sentaremos condic¸o˜es que nos garantem a sua unicidade.
De seguida, estabeleceremos o teorema de Favard, que sera´ demonstrado como
fez Pollaczek em [26]. Passaremos enta˜o para a func¸a˜o geradora de uma sucessa˜o de
polino´mios ortogonais e determinaremos a sua regia˜o de convergeˆncia. Para garantir
a existeˆncia desta regia˜o utilizaremos o Teorema de Poincare´ aplicando-o ao caso
dos polino´mios ortogonais cla´ssicos.
No final, faremos uma breve abordagem a`s propriedades dos zeros dos polino´mios
ortogonais.
1. Relac¸a˜o de Recorreˆncia a Treˆs Termos
Seja P o espac¸o linear dos polino´mios definidos em R com coeficientes complexos
e considere-se a funcional linear u sobre P definida da seguinte forma
u : P→ C, 〈u, Pn(x)〉 = un.
1
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Seja (un) uma sucessa˜o de nu´meros complexos com u definida como anteriormente e
tal que 〈u, xn〉 = un em que {xn} e´ uma base de P. Diz-se que (un) e´ uma sucessa˜o
de momentos.
Consideremos a seguinte definic¸a˜o
Definic¸a˜o I.1. Dizemos que a sucessa˜o de polino´mios {pn} e´ uma sucessa˜o de
polino´mios ortogonais associada a` funcional de momentos u se
(1) para cada n ∈ N, Pn(x) e´ um polino´mio de grau n,
(2) 〈u, Pm(x)Pn(x)〉 = knδmn, onde kn = 〈u, P 2n〉 6= 0 para todos os m,n inteiros
na˜o negativos e δmn e´ o nu´mero de Kronecker.
Exemplo 1.1 (Polino´mios de Tchebychev). Consideremos os polino´mios de Tcheby-
chev de primeira espe´cie que esta˜o definidos da seguinte forma
Tn(x) = cos(nθ) com n = 0, 1, ... e θ = arccos(x).
Usando a igualdade trigonome´trica
cos [(n+m)θ] + cos [(m− n)θ] = 2 cos(mθ) cos(nθ)
obtemos a seguinte relac¸a˜o∫ pi
0
cos(mθ) cos(nθ)dθ =
{
0 se m 6= n
pi
2
se m = n
Ou seja, cos(mθ), cos(nθ) sa˜o ortogonais no intervalo ]0, pi[. Fazendo a mudanc¸a de
varia´vel x = cos θ no integral anterior obtemos∫ 1
−1
Tn(x)Tm(x)(1− x2)− 12dx = 0 para m 6= n.
com Tn(x) = cos(n arccos(x)) para x ∈ [−1, 1]. Portanto a sucessa˜o {Tn(x)} e´
ortogonal relativamente a` func¸a˜o peso ω(x) = (1 − x2)− 12 , ou seja, relativamente a`
funcional u : P→ R definida por u(x) = ∫ 1−1 p(x)(1− x2)− 12dx.
A sucessa˜o {pn} fica univocamente determinada quando fixamos o coeficiente
do termo de maior grau de cada pn ou quando fixamos a constante kn, mesmo que
tenhamos sucesso˜es diferentes para cada valor de kn.
1. RELAC¸A˜O DE RECORREˆNCIA A TREˆS TERMOS 3
Se pn for mo´nico, isto e´, pn = x
n + ..., o termo de maior grau tem coeficiente 1,
conclui-se portanto que {pn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos que
passaremos a designar por {Pn}. Se ale´m disso, ||pn|| = 1 obtemos uma sucessa˜o de
polino´mios ortonormais.
Mas nem todas as sucesso˜es de momentos da˜o origem a sucesso˜es de polino´mios
ortogonais como veremos no exemplo seguinte
Exemplo 1.2. Consideremos a sucessa˜o de momentos un = 〈u, xn〉 = an e n ≥ 0.
Temos, P0(x) = α para alguma constante α e 〈u, α〉 = α 6= 0.
Se P1(x) = αx+β e 〈u, P0(x)P1(x)〉 = α(βa+γ) = 0 obte´m-se γ = −βa. Assim,
conclui-se que
〈u, P 21 (x)〉 = β2a2 + 2βγa+ γ2 = 0
pelo que na˜o pode existir uma sucessa˜o de polino´mios ortogonais para u.
Seja agora Hn o determinante de Hankel de ordem (n + 1), n ∈ N, associado a`
sucessa˜o dos (n+ 1) primeiros momentos definido da seguinte forma:
Hn =
∣∣∣∣∣∣∣∣∣∣
u0 · · · un
u1 · · · un+1
...
. . .
...
un · · · u2n
∣∣∣∣∣∣∣∣∣∣
Definindo
(1.1) Pn (x) =
∣∣∣∣∣∣∣∣∣∣
u0 u1 · · · un
...
...
. . .
...
un−1 un−2 · · · u2n−1
1 x · · · xn
∣∣∣∣∣∣∣∣∣∣
H−1n com n ≥ 1, P0 (x) = 1,
obtemos uma sucessa˜o de polino´mios {Pn} ortogonais em relac¸a˜o a u. Ale´m disso
obte´m-se
〈u, Pm(x)Pn(x)〉 = Hn+1(x)
Hn(x)
δmn, m, n ∈ N,
equac¸a˜o que nos fornece uma condic¸a˜o necessa´ria e suficiente para a existeˆncia de
uma sucessa˜o de polino´mios ortogonais. Tem-se designadamente:
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Teorema 1.1. Seja u uma funcional de momentos com sucessa˜o de momentos
(un). Existe uma sucessa˜o de polino´mios ortogonais associada u se, e somente se,
Hn 6= 0 com n = 0, 1, ... e vem dada, a menos de uma constante, por (1.1).
Daqui resulta que
Teorema 1.2. A funcional u diz-se regular ou quase-definida quando estiver
associada a uma sucessa˜o de polino´mios ortogonais mo´nicos, ou quando Hn 6= 0.
A funcional un e´ definida positiva se e somente se os momentos sa˜o todos reais e
Hn > 0. Neste caso {Pn} e´ uma sucessa˜o de polino´mios ortogonais reais.
Outro resultado importante relativo a`s sucesso˜es de polino´mios ortogonais e´ o
seguinte:
Teorema 1.3. Seja u uma funcional de momentos e {pn} uma sucessa˜o de
polino´mios. As seguintes afirmac¸o˜es sa˜o equivalentes:
(1) {pn} e´ uma sucessa˜o de polino´mios ortogonais em relac¸a˜o a u,
(2) 〈u, xnpn〉 = knδm,n com kn 6= 0 e 0 ≤ m ≤ n− 1,
(3) se pi e´ um polino´mio de grau menor que n e pi na˜o e´ identicamente nulo,
enta˜o 〈u, pipn〉 = 0 e 〈u, pi(x)pn〉 6= 0 se m = n.
As famı´lias de polino´mios ortogonais {Pn} podem representar-se de variadas
formas entre elas atrave´s da relac¸a˜o de recorreˆncia a treˆs termos como veremos a
seguir.
Seja {Pn} uma sucessa˜o de polino´mios ortogonais relativamente a u, sendo u uma
funcional quase-definida. Quaisquer treˆs elementos consecutivos de {Pn}, sucessa˜o
de polino´mios de grau n, satisfazem uma relac¸a˜o da forma
(1.2) Pn(x) = (Anx+Bn)Pn−1(x)− CnPn−2(x), n ∈ N
onde An 6= 0, Bn e Cn designam constantes reais ou complexas. Ale´m disso, caso
{Pn} seja uma sucessa˜o de polino´mios ortogonais mo´nica em relac¸a˜o a` funcional
quase-definida u enta˜o {Pn} tambe´m satisfaz uma relac¸a˜o de recorreˆncia do tipo
(1.3) Pn(x) = (x− βn)Pn−1(x)− γnPn−2(x),
1. RELAC¸A˜O DE RECORREˆNCIA A TREˆS TERMOS 5
para n ∈ N, e P−1(x) = 0, onde βn, γn sa˜o constantes e γn 6= 0. Mais, se u for
definida-positiva enta˜o βn e´ real e γn+1 > 0 para n ≥ 1, sendo γ1 arbitra´rio.
Um dos resultados mais importantes, neste contexto, deve-se a Favard, em 1935, e
afirma que qualquer sucessa˜o de polino´mios que satisfac¸a uma relac¸a˜o de recorreˆncia
da forma (1.3) e´ uma sucessa˜o de polino´mios ortogonais. Concretamente tem-se
Teorema 1.4 (Favard, 1935). Sejam (βn), (λn) sucesso˜es de nu´meros complexos
e (Pn) uma sucessa˜o de polino´mios definida pela relac¸a˜o de recorreˆncia
Pn(x) = (x− βn)Pn−1 − λnPn−2, P−1 = 0, P0 = 1.
Enta˜o existe uma funcional de momentos relativamente a` qual {Pn} e´ uma sucessa˜o
de polino´mios ortogonais mo´nicos, ou seja, uma sucessa˜o de polino´mios que verifi-
cam 〈u, 1〉 = λ1, e 〈u, PmPn〉 = λ1...λn+1δm,n. Ale´m disso, a funcional linear verifica
• u e´ quase-definida se e somente se λn 6= 0,
• u e´ definida-positiva se e somente se (βn) ⊆ R e (λn) ⊆ R+ com n ∈ N.
A demonstrac¸a˜o que apresentaremos deve-se a Pollaczek em [26].
Demonstrac¸a˜o: Sejam P0, P1, ... uma sucessa˜o de polino´mios em x, definidos pela
relac¸a˜o de recorreˆncia (1.2). Vamos provar que {Pn} e´ ortogonal. Consideremos as
poteˆncias 1, x, x2, ..., xn, ... que se exprimem como combinac¸a˜o linear dos coeficientes
aµ, bµν , cµν , que dependem dos Ai, Bi, Ci, e pelos produtos
(1.4) Pν (x)Pν+1 (x) com ν = 0, 1, ...,
[
n− 1
2
]
(1.5) Pν (x)Pν+2 (x) com ν = 0, 1, ...,
[n
2
]
− 1
ou seja, tem-se a famı´lia de relac¸o˜es
(1.6) xn = an +
[n−12 ]∑
ν=0
bnνPνPν+1 +
[n2 ]−1∑
ν=0
cnνPνPν+2, n = 0, 1, ....
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Os produtos PmPn onde m 6= n exprimem-se linearmente recorrendo apenas aos
produtos (1.4) e (1.5), logo
(1.7) Pm (x)Pn (x) =
[m+n−12 ]∑
ν=0
b′m+n,νPνPν+1 +
[n2 ]−1∑
ν=0
c′m+n,νPνPν+2,
com m 6= n e m,n = 0, 1, ....
Defina-se uma funcional linear u de modo que
(1.8) 〈u, 1〉 = 1,
(1.9) 〈u, PνPν+1〉 = 0 e 〈u, PνPν+2〉 = 0 para ν = 0, 1, . . . .
Vamos mostrar que {Pn} e´ ortogonal relativamente a esta funcional. Aplicando u
em (1.6) e usando os resultados (1.8) e (1.9) temos 〈u, xn〉 = un ou seja, u e´ a
funcional de momentos, de modo que para qualquer polino´mio Pn, 〈u, P (x)〉 esta´
bem determinada. De modo ana´logo, aplicando u a` igualdade (1.8) e usando (1.9)
resulta que
(1.10) 〈u, PmPn〉 ≡ 0, m 6= n, m, n = 0, 1, ....
Assim conclu´ımos que {Pn} e´ uma sucessa˜o de polino´mios ortogonais relativa-
mente a u.
Reciprocamente, temos que a sucessa˜o de polino´mios ortogonais {Pn} verifica
uma relac¸a˜o de recorreˆncia a treˆs termos da forma (1.2), desde que o operador u
definido por (1.8) e (1.9) seja tal que, segundo a definic¸a˜o (1.1), possa estar definida
a relac¸a˜o 〈u, P 2n〉 6= 0, com n = 1, 2, .... 
2. Func¸a˜o Geradora
A expressa˜o da func¸a˜o geradora e´ muito importante no estudo dos polino´mios
ortogonais uma vez dada uma sucessa˜o qualquer podemos usa´-la para conhecer todos
os polino´mios que lhe correspondem.
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Definic¸a˜o I.2. Seja {Pn} uma sucessa˜o de polino´mios. A func¸a˜o geradora da
sucessa˜o {Pn} e´ designada por g(x, z) e tem a seguinte expressa˜o
g(x, z) =
∞∑
n=0
Pn(x)z
n.
Todos os elementos desta sucessa˜o podem ser obtidos aplicando o integral de
Cauchy a` expressa˜o anterior, ou seja, resolvendo
Pn(x)
n!
=
1
2pii
∫
γ
g(x, z)
zn+1
dz
para n = 0, 1, .... e tendo sempre em conta a regia˜o de convergeˆncia onde a func¸a˜o
geradora esta´ definida.
A regia˜o de convergeˆncia pode ser determinada, na maioria dos casos, aplicando
os crite´rios da raza˜o ou da raiz a {Pn}, ou seja, calculando lim n
√|un| = r < ∞.
Quando |x| > r temos
S(x) =
∞∑
n=0
un
zn+1
convergente em C, c´ırculo de centro na origem e raio r, e daqui resulta que
1
2pii
∫
C
xnS(x)dx = 〈u, xn〉, n = 0, 1, ....
Para um polino´mio P (x) temos
1
2pii
∫
C
P (x)S(x)dx = 〈u, P (x)〉
e pela definic¸a˜o de ortogonalidade temos
1
2pii
∫
C
Pn(x)Pm(x)S(x)dx = δm,n〈u, P 2n(x)〉, m, n = 0, 1, ....
ou seja os polino´mios Pn(x) teˆm medida ortogonal S(x) em C.
De seguida faremos um resumo relativamente a` convergeˆncia pontual e uniforme
de sucesso˜es de func¸o˜es.
Consideremos fn uma sucessa˜o de func¸o˜es definidas num conjunto E ⊂ Rn e
suponhamos que para cada x ∈ E a sucessa˜o de nu´meros fn converge, ou seja,
definimos uma func¸a˜o como f(x) = lim
n→∞
fn(x). Dizemos enta˜o que fn converge
pontualmente para f em E.
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Um crite´rio de convergeˆncia mais exigente e´ o conceito de convergeˆncia uniforme.
Dizemos que a sucessa˜o de func¸o˜es fn, n = 1, 2, ... converge uniformemente em E
para uma func¸a˜o f se para todo ε > 0 existe um inteiro N tal que para todo n ≥ N
se tem | fn(x) − f(x) |≤ ε para todo o x ∈ E. E´ portanto imediato que toda a
sucessa˜o que e´ uniformemente convergente tambe´m e´ pontualmente convergente.
Relativamente a` regia˜o de convergeˆncia uniforme, esta podera´ ser encontrada
atrave´s dos seguintes resultados:
Teorema 2.1 (Crite´rio de Cauchy). A sucessa˜o de func¸o˜es {fn}, definida em
E, converge uniformemente em E se e somente se para todo ε > 0 existe um inteiro
N tal que, para todo o m,n ≥ N , e para todo x ∈ E temos | fn(x)− fm(x) |< ε.
Ou utilizando um crite´rio mais geral:
Teorema 2.2. Suponhamos que lim
n→∞
fn(x) = f(x). Se
Mn = sup
x∈E
| fn(x)− f(x) |
enta˜o lim
x→∞
fn = f uniformemente em E se e somente se Mn tende para 0 quando
n→∞.
No que diz respeito a` integrac¸a˜o e diferenciac¸a˜o de sucesso˜es e se´ries de func¸o˜es
que convergem uniformemente, a questa˜o principal consiste em saber se e´ poss´ıvel
efectuar estas operac¸o˜es termo a termo.
Quanto a` diferenciac¸a˜o a convergeˆncia uniforme de fn na˜o nos garante a con-
vergeˆncia uniforme da sucessa˜o f ′n. Sa˜o necessa´rias hipo´teses mais fortes para que
f ′n → f ′ quando fn → f , como veremos no resultado seguinte:
Teorema 2.3. Suponhamos que fn e´ uma sucessa˜o de func¸o˜es diferencia´veis
em [a, b] e tal que {fn(x0)} converge para algum ponto x0em [a, b]. Se f ′n converge
uniformemente em [a, b], enta˜o {fn} converge uniformemente em [a, b], para uma
func¸a˜o f , e tem-se f ′(x) = lim
n→∞
f ′n(x) (a ≤ x ≤ b).
Relativamente a` integrac¸a˜o temos o seguinte resultado
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Teorema 2.4. Suponhamos que fn : [a, b] → R, n = 1, 2, ... sa˜o func¸o˜es
cont´ınuas, tais que, lim
x→∞
fn = f uniformemente em [a, b]. Enta˜o,∫ b
a
f(x)dx = lim
n→∞
∫ b
a
fn(x)dx.
Podemos imediatamente estabelecer um resultado u´til no caso em que temos
func¸o˜es dadas por uma se´rie.
Corola´rio 2.1. Supondo que gn ∈ C ([a, b]) sa˜o cont´ınuas e a se´rie
g(x) =
∞∑
n=1
gn(x) (a ≤ x ≤ b)
converge uniformemente em [a, b], enta˜o∫ b
a
∞∑
n=1
gn(x)dx
∞∑
n=1
∫ b
a
gn(x)dx.
Por outras palavras, a se´rie pode ser integrada termo a termo.
Como exemplo vamos ver o que se passa com os polino´mios de Hermite:
Exemplo 2.1. Utilizaremos o crite´rio da raza˜o para encontrar a regia˜o de con-
vergeˆncia dos polino´mios de Hermite. Sejam x, z tais que
lim
n→∞
∣∣∣∣∣Hn+1 (x)
zn+1
(n+1)!
Hn (x)
zn
n!
∣∣∣∣∣ < 1⇔ limn→∞
∣∣∣∣Hn+1 (x)Hn (x)
∣∣∣∣ | z |n+ 1 < 1.
Temos que lim
n→∞
| z |
n+1
= 0. Vamos estudar
lim
n→∞
∣∣∣∣Hn+1 (x)Hn (x)
∣∣∣∣ .
Os polino´mios de Hermite esta˜o definidos pela seguinte relac¸a˜o de recorreˆncia:
xHn = Hn+1 − n
2
Hn−1 ⇔ x = Hn+1
Hn
− n
2
Hn−1
Hn
⇔ x
n
− 1
n
Hn+1
Hn
= −1
2
Hn−1
Hn
Tomando o limite quando n→∞ temos lim
n→∞
(
−x
n
+ 1
n
Hn+1
Hn
)
= 1
2
lim
n→∞
1
Hn
Hn−1
.
Como lim
n→∞
Hn
Hn−1
=∞ temos
lim
n→∞
− x
n︸ ︷︷ ︸
0
+ lim
n→∞
1
n
Hn+1
Hn
= 0 pelo que lim
n→∞
1
n
Hn+1
Hn
= 0
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Portanto
lim
n→∞
∣∣∣∣Hn+1 (x)Hn (x)
∣∣∣∣ | z |n+ 1 < 1⇔ 0 < 1,
e´ uma condic¸a˜o verdadeira. Conclu´ımos assim que a func¸a˜o geradora e´ convergente
para todo o R.
3. Teorema de Poincare´
Para garantir a existeˆncia de regia˜o de convergeˆncia temos o seguinte resultado
que se deve a Poincare´ [25].
Consideremos uma relac¸a˜o de recorreˆncia definida da seguinte forma:
(3.1) p0 (n, x) un+k (x) + p1 (n, x) un+k−1 (x) + ...+ pk−1 (n, x) un+1 (x)+
pk (n, x) un (x) = 0
onde os pk sa˜o polino´mios, na˜o obrigatoriamente todos do mesmo grau, e os un (x)
sa˜o func¸o˜es quaisquer, podendo mesmo ser func¸o˜es vectoriais de n varia´veis reais ou
complexas.
Estas expresso˜es podem ser relacionadas com os polino´mios ortogonais atrave´s
da func¸a˜o geradora correspondente, tendo sempre em conta a regia˜o de convergeˆncia.
Para garantir a convergeˆncia da func¸a˜o geradora temos o seguinte resultado devido
a Poincare´ [25]:
Teorema 3.1 (Poincare´). Seja {un} uma soluc¸a˜o de uma relac¸a˜o de recorreˆncia
de ordem m, dada por
m∑
k=0
ck(n)un−k = 0
onde ci(n), i = 0, ...m sa˜o tais que lim
n→∞
ci(n) = ci,. Sejam ξ os zeros do polino´mio
caracter´ıstico associado a (3.1) e suponhamos que |ξi| 6= |ξj| para i 6= j enta˜o existe
ξk tal que
lim
n→∞
un+1
un
= ξk
Este valor ξk e´ o zero de maior valor absoluto da equac¸a˜o caracter´ıstica correspon-
dente a` recorreˆncia.
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Demonstrac¸a˜o: Para determinar a equac¸a˜o caracter´ıstica comec¸amos por conside-
rar a recorreˆncia (3.1) com p0 (n, x) 6= 0. Divida-se esta expressa˜o por p0 (n, x) de
forma a obter
un+k (x) +
p1 (n, x)
p0 (n, x)
un+k−1 (x) + ...+
pk−1 (n, x)
p0 (n, x)
un+1 (x) +
pk (n, x)
p0 (n, x)
un (x) = 0.
Fazendo
Qi =
pi (n, x)
p0 (n, x)
, i = 0, 1, ..., k − 1
temos que
(3.2) un+k +Q1 un+k−1 + ...+Qk−1 un+1 +Qk un = 0
pelo que os coeficientes Bi da equac¸a˜o caracter´ıstica obteˆm-se calculando lim
n→∞
Qi e
a equac¸a˜o caracter´ıstica toma a forma seguinte
ϕ (z) = zk +B1 z
k−1 + ...+Bk−1 z +Bk = 0.
Assim α e´ o zero de maior valor absoluto desta equac¸a˜o sendo, em geral, todos
estes zeros distintos. Concentrar-nos-emos nas equac¸o˜es de ordem 3, para as quais
a equac¸a˜o (3.1) assume a forma:
p0 (n, x) un+3 (x) + p1 (n, x) un+2 (x) + p2 (n, x) un+1 (x) + p3 (n, x) un (x) = 0,
onde p0 (n, x) 6= 0 e pj (n, x) , j = 0, 1, 2, 3, sa˜o polino´mios de grau p em n. Dividindo
tudo por p0 (n, x) obtemos
un+3 (x) +Q1 (n, x) un+2 (x) +Q2 (n, x) un+1 (x) +Q3 (n, x) un (x) = 0.
Fazendo lim
n→∞
Qi = Bi obtemos a seguinte equac¸a˜o caracter´ıstica
(3.3) ϕ (z) = z3 +B1 z
2 +B2 z +B3 = 0.
Queremos mostrar que a relac¸a˜o
un+1
un
tende, quando n cresce indefinidamente, para
um dos zeros da equac¸a˜o caracter´ıstica, que e´ aquele que tem maior valor absoluto.
Sejam α, β, γ os zeros da equac¸a˜o caracter´ıstica (3.3). Consideremos dois casos
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Primeiro caso: vamos supor que os zeros α, β, γ sa˜o todos distintos e que
|α| > |β| > |γ|. Mostraremos que
lim
n→∞
un+1
un
= α.
Comec¸amos por considerar as relac¸o˜es
(3.4) un = Xn + Yn + Zn,
(3.5) un+1 = α Xn + β Yn + γ Zn,
(3.6) un+2 = α
2 Xn + β
2 Yn + γ
2 Zn.
Vamos resolver estas equac¸o˜es em ordem a Xn, Yn e Zn usando a Regra de Cramer:
δ = (α− β) (β − γ) (α− γ) 6= 0, visto que α, β, γ sa˜o distintos. Podemos considerar
tambe´m as relac¸o˜es
un+1 = Xn+1 + Yn+1 + Zn+1,
un+2 = α Xn+2 + β Yn+2 + γ Zn+2,
un+3 = α
2 Xn+3 + β
2 Yn+3 + γ
2 Zn+3.
Do mesmo modo podemos calcular o valor de Xn+1 pois o determinante da matriz
dos coeficientes deste sistema de equac¸o˜es e´ δ 6= 0. Logo, novamente pela Regra de
Cramer temos
δXn+1 =
∣∣∣∣∣∣∣
un+1 1 1
un+2 β γ
un+3 β
2 γ2
∣∣∣∣∣∣∣ .
por (3.5) e por (3.6) e atendendo a` multilinearidade do determinante resulta que
(3.7) δXn+1 = α Xnδ + (γ − β)
(
un+3 − α3 Xn − β3 Yn − γ3 Zn
)
.
Do mesmo modo obtemos
δYn+1 = β Ynδ + (α− γ)
(
un+3 − α3 Xn − β3 Yn − γ3 Zn
)
δZn+1 = γ Znδ + (β − α)
(
un+3 − α3 Xn − β3 Yn − γ3 Zn
)
.
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Como
un+3 (x) = −Q1 (n, x) un+2 (x)−Q2 (n, x) un+1 (x)−Q3 (n, x) un (x)
e atendendo a (3.4), (3.5) e (3.6) temos
(3.8) un+3 − α3 Xn − β3 Yn − γ3 Zn = − (ϕn (α) Xn + ϕn (β) Yn + ϕn (γ)Zn) .
e substituindo (3.8) em (3.7) obtemos
Xn+1 = α Xn − (γ − β)
δ
(ϕn (α) Xn + ϕn (β) Yn + ϕn (γ)Zn)
e procedendo de modo ana´logo estabelecemos tambe´m
Yn+1 = β Yn − (α− γ)
δ
(ϕn (α) Xn + ϕn (β) Yn + ϕn (γ)Zn)
Zn+1 = γ Zn − (β − α)
δ
(ϕn (α) Xn + ϕn (β) Yn + ϕn (γ)Zn) .
Definindo agora
λ =
γ − β
δ
, µ =
α− γ
δ
e ν =
β − α
δ
temos que
Yn+1
Xn+1
=
β Yn
Xn
− µ
(
ϕn (α) + ϕn (β)
Yn
Xn
+ ϕn (γ)
Zn
Xn
)
α − λ
(
ϕn (α) + ϕn (β)
Yn
Xn
+ ϕn (γ)
Zn
Xn
)
Zn+1
Xn+1
=
γ Zn
Xn
− ν
(
ϕn (α) + ϕn (β)
Yn
Xn
+ ϕn (γ)
Zn
Xn
)
α − λ
(
ϕn (α) + ϕn (β)
Yn
Xn
+ ϕn (γ)
Zn
Xn
) .
Portanto∣∣∣∣ Yn+1Xn+1
∣∣∣∣ < |β|
∣∣∣ YnXn ∣∣∣− |µ|(|ϕn (α)| + |ϕn (β)| ∣∣∣ YnXn ∣∣∣+ |ϕn (γ)| ∣∣∣ ZnXn ∣∣∣)
|α | − |λ|
(
|ϕn (α)| + |ϕn (β)|
∣∣∣ YnXn ∣∣∣+ |ϕn (γ)| ∣∣∣ ZnXn ∣∣∣)
e ∣∣∣∣Zn+1Xn+1
∣∣∣∣ < |γ|
∣∣∣ ZnXn ∣∣∣− |ν|(|ϕn (α)| + |ϕn (β)| ∣∣∣ YnXn ∣∣∣+ |ϕn (γ)| ∣∣∣ ZnXn ∣∣∣)
|α | − |λ|
(
|ϕn (α)| + |ϕn (β)|
∣∣∣ YnXn ∣∣∣+ |ϕn (γ)| ∣∣∣ ZnXn ∣∣∣) .
Designemos por Fn o maior dos mo´dulos
∣∣∣ YnXn ∣∣∣ e ∣∣∣ ZnXn ∣∣∣ . Podem suceder dois casos:
1) lim
n→∞
Fn = nu´mero finito
2) lim
n→∞
Fn = ∞.
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No primeiro caso supomos que Fn na˜o aumenta indefinidamente, enta˜o Fn tera´ limite
ω finito. Consideremos um nu´mero ω′ satisfazendo a desigualdade
(3.9) ω < ω′ <
ω
k
onde k e´ tal que
∣∣∣∣βα
∣∣∣∣ < k < 1.
Vamos considerar uma subsucessa˜o {np} tal que Fnp → ω. Logo para um p sufici-
entemente grande temos Hnp < ω
′ e como consequeˆncia∣∣∣∣ Yn+1Xn+1
∣∣∣∣ < |β|ω′ − |µ| (|ϕn (α)| + |ϕn (β)| ω′ + |ϕn (γ)|ω′)|α | − |λ| (|ϕn (α)| + |ϕn (β)| ω′ + |ϕn (γ)|ω′) .
Atendendo que
lim
n→∞
ϕn (α) = ϕ (α) = 0, lim
n→∞
ϕn (β) = ϕ (β) = 0 e lim
n→∞
ϕn (γ) = ϕ (γ) = 0
verifica-se que
lim
n→∞
(|ϕn (α)| + |ϕn (β)| + |ϕn (γ)|) = 0.
Da desigualdade (3.9) vem
∣∣β
α
∣∣ω′ < k ω′ quando n→∞. E assim np > N donde re-
sulta que
∣∣∣ Yn+1Xn+1 ∣∣∣ < k ω′ < ω . Do mesmo modo obtemos que ∣∣ γα ∣∣ω′ < k ω′ quando n→
∞ e
∣∣∣ Zn+1Xn+1 ∣∣∣ < k ω′ < ω com np > N, ou seja, Fnp+1 < k ω′ < ω.
Repetindo o racioc´ınio ate´ obtermos n > N teremos Fn < k ω
′ < ω o que e´
uma contradic¸a˜o uma vez que por hipo´tese ω e´ um ponto limite. Estabelece-se uma
impossibilidade de escolher ω
′
de tal modo que ω < ω′ < ω
k
, ou seja, Hn tem como
u´nico limite ω = 0. Portanto
lim
n→∞
Fn = lim
n→∞
∣∣∣∣ YnXn
∣∣∣∣ = limn→∞
∣∣∣∣ZnXn
∣∣∣∣ = 0.
Nestas condic¸o˜es obte´m-se
lim
n→∞
un+1
un
= lim
n→∞
α + β Yn
Xn
+ γ Zn
Xn
1 + Yn
Xn
+ Zn
Xn
= α.
Supondo agora que lim
n→∞
Fn =∞. Isto significa que α na˜o e´ a raiz de maior mo´dulo
pela inequac¸a˜o
Zn+1
Yn+1
<
γ Zn
Yn
− ν
(
ϕn (α)
Xn
Yn
+ ϕn (β) + ϕn (γ)
Zn
Yn
)
β − µ
(
ϕn (α)
Xn
Yn
+ ϕn (β) + ϕn (γ)
Zn
Yn
) .
consideremos F ′n =
∣∣∣ ZnYn ∣∣∣ obtemos novamente duas possibilidades:
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(1) limn→∞ F ′n = 0
(2) limn→∞ F ′n =∞
Para a primeira possibilidade o racioc´ınio e´ ana´logo ao que usa´mos anteriormente
e resulta que lim
n→∞
F ′n lim
n→∞
∣∣∣ ZnYn ∣∣∣ = 0 pelo que
un+1
un
=
αXn
Zn
+ β + γ Zn
Yn
Xn
Yn
+ 1 + Zn
Yn
→
n→∞
β
onde β e´ o zero de maior mo´dulo. Para a segunda possibilidade temos que lim
n→∞
F ′n =
∞ e enta˜o
un+1
un
=
αXn
Zn
+ β Yn
Zn
+ γ
Xn
Yn
+ Yn
Zn
+ 1
→
n→∞
γ
onde γ e´ o zero de maior mo´dulo.
Segundo caso: - A equac¸a˜o caracter´ıstica (3.3) tem dois zeros iguais α e β
verificando α = β 6= γ e |α| = |β| > |γ| .
Neste caso fazemos uma transformac¸a˜o um pouco diferente da considerada para
o caso geral:
un = Xn + Yn + Zn
un+1 = α
(
1 +
1
n
)
Xn + α Yn + γ Zn
un+2 = α
2
(
1 +
2
n
)
Xn + α
2 Yn + γ
2 Zn
O determinante da matriz do sistema e´ δ = −α
n
(α− γ)2 6= 0. De modo ana´logo ao
utilizado para o caso geral obtemos que se
lim
n→∞
Fn = lim
n→∞
Yn
Xn
= lim
n→∞
Zn
Yn
= 0
enta˜o lim
n→∞
un+1
un
= α = β. Por outro lado se lim
n→∞
Fn = ∞ enta˜o lim
n→∞
un+1
un
= γ pois
nesta situac¸a˜o γ e´ o zero de maior mo´dulo da equac¸a˜o caracter´ıstica. 
Vamos agora considerar o caso em que os coeficientes da relac¸a˜o de recorreˆncia (3.1)
sa˜o polino´mios que na˜o teˆm todos o mesmo grau.
Para que as fracc¸o˜es Qi, i = 0, ..., k − 1 tendam para limites finitos temos de
efectuara a seguinte transformac¸a˜o un(x) = (n!)
µvn(x) onde µ e´ uma constante real.
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A recorreˆncia (3.2) tomara´ a seguinte forma
(3.10) vn+k +
Qk−1
(n+ k)µ
vn+k−1 + ...+
Q0
(n+ k)µ(n+ k − 1)µ...nµ = 0.
Escolhemos a constante µ de tal modo que os novos coeficientes
(3.11)
((n+ i)!)µ
((n+ k)!)µ
Qi
na˜o aumentem indefinidamente e pelo menos um entre eles na˜o convirja para zero.
Se, na relac¸a˜o de recorreˆncia (3.1) suposermos que cada um dos coeficientes Pi
tem grau pi, i = 0, ..., k − 1 enta˜o Qi = Pi(n)
Pk(n)
tem grau (pi − pk).
Como
(n+ i)!
(n+ k)!
e´ um polino´mio em n de ordem (i− k) enta˜o a expressa˜o (3.11)
tem grau
(3.12) pi − pk + (i− k)µ, i = 0, ..., k − 1.
Escolhe-se o nu´mero µ de modo que (3.12) seja negativo ou nulo, portanto obte´m-
se
pi − pk
i− k ≥ −µ e a igualdade verifica-se pelo menos para um i.
A equac¸a˜o (3.10) tem a equac¸a˜o caracter´ıstica ψ(z) ≡ zk+ ck−1zk−1+ ...+ c1z+
c0 = 0 onde os coeficientes sa˜o finitos e na˜o todos nulos. Em geral, esta equac¸a˜o
tera´ zeros com mo´dulos todos distintos pelo que aplicando o Teorema de Poincare´
temos que
lim
n→∞
vn+1
vn
= α,
e α e´ o zero de maior valor absoluto. Nestas condic¸o˜es
un+1
un
= nµ
vn+1
vn
e conclu´ımos
que
(1) Se µ > 0 enta˜o limn→∞
un+1
un
=∞,
(2) Se µ > 0 enta˜o limn→∞
un+1
un
= 0.
Este resultado manteˆm-se mesmo quando os coeficientes da relac¸a˜o de recorreˆncia
sa˜o polino´mios que dependem de um paraˆmetro x, isto e´, quando a relac¸a˜o de
recorreˆncia e´ da forma
P3(n, x)Rn+3(x) + P2(n, x)Rn+2(x) + P1(n, x)Rn+1(x) + P0(n, x)Rn(x) = 0,
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onde Rn(x) = un.
Quanto a` regia˜o de convergeˆncia da se´rie
∑∞
n=0 αnRn(x), onde α0, ..., αn, ... sa˜o dados
e pelo Teorema de Poincare´, temos que
lim
n→∞
Rn+1
Rn
= α(x),
onde α(x) e´ o zero de maior valor absoluto da equac¸a˜o caracter´ıstica
φ(z) ≡ A3(x)z3 + A2(x)z2 + A1(x)z + A0(x) = 0
em que Ai(x) = lim
n→∞
Pi(n, x)
Pk(n, x)
e Pk(n, x) e´ o coeficiente do termo de maior grau.
Fazendo
1
ρ
= lim n
√|αn| verificamos que a se´rie converge quando |α(x)| < ρ e
diverge quando |α(x) > ρ|.
Vamos aplicar o que acaba´mos de apresentar aos polino´mios de Hermite:
Exemplo 3.1. Estes polino´mios teˆm a seguinte relac¸a˜o de recorreˆncia a treˆs
termos
(3.13) Hn+1(x) = 2xHn(x)− 2nHn−1(x).
Efectuando a mudanc¸a de varia´vel Hn = (n!)
µPn na equac¸a˜o anterior obtemos
(n+ 1)µnµPn+1 = 2xn
µPn − 2nPn−1.
Para determinar µ utilizamos a expressa˜o (3.12). Temos concretamente
0− 1
0 + 1
≥ −µ,
de onde resulta µ ≥ 1. Logo o menor valor que µ pode tomar e´ 1 e a relac¸a˜o (3.13)
toma a forma
(3.14) (n+ 1)nPn+1 = 2xnPn − 2nPn−1.
A equac¸a˜o caracter´ıstica de (3.14) e´ φ(r) = r2 − 2xr + 2 e os seus zeros sa˜o r =
x±√x2 − 2.
Pelo teorema de Poincare´ temos
lim
n→∞
Hn+1(x)
Hn(x)
= |x+
√
x2 − 2|
raiz, de maior valor absoluto, da equac¸a˜o caracter´ıstica.
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Para determinar a regia˜o de convergeˆncia resolvemos
1
ρ
= lim n
√
αnn! de forma a
obter o raio de convergeˆncia.Conclui-se que a regia˜o de convergeˆncia e´ limitada pela
curva r = x+
√
x2 − 2.
Obte´m-se pois que a equac¸a˜o x =
r
2
+
1
r
para a curva referida pode ser reescrita
fazendo z = ρeiθ. Tem-se enta˜o
x =
(
ρ
2
+
1
ρ
)
cos θ + i
(
ρ
2
− 1
ρ
)
sin θ.
Escrevendo x = X+Y i conclui-se queX =
(
ρ
2
+
1
ρ
)
cos θ, e que Y =
(ρ
2
− 1
ρ
)
sin θ,
o que nos permite concluir que a regia˜o de convergeˆncia e´ uma elipse.
4. Zeros de polino´mios ortogonais
Uma propriedade importante dos polino´mios ortogonais e´ o comportamento dos
seus zeros. Consideremos uma sucessa˜o de polino´mios ortogonais reais mo´nicos Pn e
uma funcional definida-positiva u. Suponhamos que sucessa˜o {Pn} e´ tal que verifica
a seguinte relac¸a˜o de recorreˆncia
Pn(x) = (x− βn)Pn−1 − γnPn−2 P−1 = 0, P0 = 1 n = 1, 2, ....
em que (βn) ⊆ R e (γn) ⊆ R+. Temos a seguinte caracterizac¸a˜o para os zeros de
{pn} :
Teorema 4.1. Seja {pn} a sucessa˜o de polino´mios ortonormais associada a`
medida de Borel positiva ω. Enta˜o
(1) os zeros de pn sa˜o reais e simples,
(2) Se o suporte da medida ω esta´ contido no intervalo [a, b] enta˜o os zeros de
pn encontram-se nesse intervalo.
O resultado seguinte afirma que os zeros de dois polino´mios consecutivos de uma
dada sucessa˜o de polino´mios ortogonais mo´nicos esta˜o entrelac¸ados.
Teorema 4.2. Os zeros de quaisquer dois polino´mios consecutivos Pn e Pn+1
esta˜o entrelac¸ados, isto e´,
xn+1,j < xn,j < xn+1,j+1 j = 1, 2, ....
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As sucesso˜es de polino´mios ortogonais podem ser caracterizadas completamente
atrave´s do seguinte resultado
Teorema 4.3 (Wendroff). Dados os nu´meros reais x1 < x2 < ... < xn, para
cada conjunto da forma y1, y2, . . . , yn−1 onde xk−1 < yk−1 < xk, 2 ≤ k ≤ n, existe
uma sucessa˜o de polino´mios ortogonais em [a, b], {Pn} talque
Pk−1(x) = (x− y1)...(x− yk−1) e Pk = (x− x1)...(x− xk).
Para o caso geral em que as sucesso˜es de polino´mios ortogonais na˜o necessaria-
mente reais temos ainda o seguinte resultado
Teorema 4.4 (Saff). Se Pn e´ uma sucessa˜o de polino´mios ortogonais associada
a` medida de Borel positiva µ com suporte em C, os zeros de Pn esta˜o no invo´lucro
convexo de µ, Co(suppµ).
5. O que foi feito por Hahn
Nesta secc¸a˜o iremos abordar o processo elaborado por Hahn em [17].
Neste trabalho Hahn diz que a ordem mı´nima das equac¸o˜es diferenciais para os
polino´mios ortogonais apenas tomam valores quatro ou dois. Para o caso da ordem
ser quatro as soluc¸o˜es podem ser construidas por meio das soluc¸o˜es das equac¸o˜es dife-
renciais de ordem dois. Tambe´m sa˜o dadas condic¸o˜es necessa´rias para os paraˆmetros
que surgem no caso de ordem dois.
Comec¸a por considerar a relac¸a˜o de recorreˆncia a treˆs termos
(5.1) yn(x) = (x− an)yn−1(x)− bnyn−2(x)
e a equac¸a˜o diferencial de ordem dois com coeficientes polinomiais
(5.2) pn0(x)y
′′
n(x) + Pn1(x)y
′
n(x) + pn2(x)yn(x) = 0.
Pelo teorema de Favard temos que se an real e bn positivo, a sucessa˜o {yn} esta´
definida pela relac¸a˜o de recorreˆncia 5.1 se e somente se {yn} e´ uma sucessa˜o de
polino´mios ortogonais.
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Seja α = α0, α0+1, α0+2, ... uma sucessa˜o de nu´meros reais ou complexos. Para
cada valor de α ≥ α0 existe a equac¸a˜o diferencial de ordem k
(5.3) Lα := pα0y
(k) + pα1y
(k−1) + ...+ pαky = 0.
Os polino´mios pnj , j = 0, ..., k teˆm graus uniformemente limitados com respeito
a α e o coeficiente de maior grau de pα0 = 1 .
Os polino´mios yα(x) na˜o satisfaz uma equac¸a˜o diferencial linear com coeficientes
polinomiais onde a ordem seja menor que k e as equac¸o˜es Lα(y) = 0, Lα − 2(y) = 0
na˜o teˆm soluc¸o˜es em comum. Enta˜o temos o seguinte resultado
Teorema 5.1. Verificam-se as seguintes afirmac¸o˜es:
(1) as singularidades de Lα(y) na˜o dependem de α;
(2) se a varia´vel x move-se ao longo de uma curva fechada em torno da singula-
ridade, a substituic¸a˜o que transforma o sistema fundamental e´ independente
de α;
(3) e` poss´ıvel, para cada valor de α escolher o sistema fundamental de 5.3 com
func¸o˜es convenientes que satisfac¸am a relac¸a˜o de recorreˆncia 5.1.
CAP´ıTULO II
Polino´mios Ortogonais Tipo Pollaczek
Iniciaremos este cap´ıtulo com um resumo da teoria geral das equac¸o˜es diferen-
ciais, nomeadamente, equac¸a˜o de Gauss, Teorema de Fuchs e me´todo de Laplace.
Esta teoria ira´ permitir-nos encontrar a expressa˜o da func¸a˜o geradora das sucesso˜es
de polino´mios ortogonais, quando esta e´ dada por uma equac¸a˜o diferencial que a
relac¸a˜o de recorreˆncia a treˆs termos verifica e respectiva medida de ortogonalidade.
De seguida, descreveremos o me´todo que Pollaczek desenvolveu, em [26], para
encontrar a expressa˜o da func¸a˜o geradora obtida atrave´s da resoluc¸a˜o da equac¸a˜o
diferencial referida anteriormente.
Como exemplos teremos os polino´mios cla´ssicos onde mostraremos que sa˜o do
tipo Pollaczek e a partir da sua correspondente equac¸a˜o diferencial encontraremos
a expressa˜o da func¸a˜o geradora.
Previamente introduziremos os polino´mios ortogonais associados e naturalmente
iremos referir o teorema de Markov tendo ja´ sido definida a transformada de Stieltjes
e apresentando a demonstrac¸a˜o deste teorema como fez Pollaczek em [26], ou seja,
estabelecemos uma relac¸a˜o entre medidas de ortogonalidade complexas e sucesso˜es
de polino´mios ortogonais.
1. Teoria Geral das Equac¸o˜es Diferenciais
Consideremos o seguinte sistema escalar linear
∂yj
∂x
=
n∑
k=0
ajk(x)y
k, j = 1, ..., n com ajk func¸o˜es cont´ınuas.
Daqui resulta que uma condic¸a˜o necessa´ria e suficiente para que o sistema anterior
seja singular regular na origem e´ que, se sobre um disco fechado centrado na origem e
de raio r, onde os ajk(x) sa˜o holomorfos, excepto na origem, este c´ırculo esta´ cortado
21
1. TEORIA GERAL DAS EQUAC¸O˜ES DIFERENCIAIS 22
segundo o segmento [0, r], tomando um ramo de qualquer uma das soluc¸o˜es µ, enta˜o
existem dois nu´meros N e L tais que
|µ(x)| < N |x|−L
para |x| ≤ R. Isto significa que, para que um sistema seja singular regular na origem
e´ necessa´rio que ajk(x) tenham um polo na origem ou que a
j
k(x) sejam holomorfas.
Daqui resulta um caso particular importante:
Teorema 1.1 (Fuchs). A condic¸a˜o necessa´ria e suficiente para que a equac¸a˜o
escalar
(1.1)
dny
dxn
+ a1(x)
dn−1y
dxn−1
+ ...+ an−1(x)
dy
dx
+ an(x)y = 0
tenha um ponto singular-regular em x0 6=∞ e´ que as func¸o˜es ah(x) com h = 1, ..., n
admitam nesse ponto um polo de multiplicidade h.
Para simplificar a notac¸a˜o iremos considerar que x0 = 0 e que ah sa˜o uniformes
numa vizinhanc¸a da origem.
O sistema fundamental de soluc¸o˜es de (1.1) tem a forma
yλ,µ(x) = (x
r)′
[
ηλ,µ(x) + ...+ Pk−1
(
log x
2pii
)
ηλ,1(x)
]
com µ = 1, ..., nλ, λ = 1, ..., α e n1+ ...+nα = n e onde ηλ,µ(x) sa˜o holomorfas sobre
um disco fechado de raio r centrado na origem.
Podemos reescrever a equac¸a˜o (1.1) da seguinte forma
(1.2) y(n)xn + y(n−1)xn−1A1(x) + ...+ y′xAn−1(x) + yAn(x) = 0
que e´ uma equac¸a˜o regular singular na origem e Ah = ch + c
′
hx+ ....
No subsistema de soluc¸o˜es, y tem a seguinte forma
y = xrη(x) = d0x
r + d1x
r+1 + ....
Vamos encontrar os nu´meros r e os coeficientes d0, d1, ... de modo a satisfazerem (1.2).
No primeiro membro temos um produto de xr por uma se´rie inteira e considerando
o termo de xr nulo encontramos a condic¸a˜o
(1.3) D(r) = r(r − 1)...(r − n+ 1) + c1r(r − 1)...(r − n+ 2) + ...+ cn−1r + cn = 0
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que e´ uma equac¸a˜o de grau n em r e que se designa por equac¸a˜o determinantal
de (1.2) na origem e as soluc¸o˜es sera˜o os valores de r correspondentes aos diversos
subsistemas das soluc¸o˜es.
Teremos uma equac¸a˜o de Fuchs do primeiro tipo na origem quando existe alguma
soluc¸a˜o que na˜o contenha o termo em log x, caso contra´rio teremos uma equac¸a˜o
de Fuchs do segundo tipo. Neste caso ela tera´ um sistema fundamental de soluc¸o˜es
da forma yλ = x
rληλ(x) com λ = 1, ..., n e ηλ(x) holomorfas na origem. Por outras
palavras, temos uma equac¸a˜o de Fuchs do primeiro tipo na origem quando a equac¸a˜o
determinantal (1.3) tem apenas zeros simples e a diferenc¸a entre dois quaisquer deles
na˜o e´ um nu´mero inteiro.
Para o caso n = 2 temos que a equac¸a˜o e´ do primeiro tipo quando a equac¸a˜o
determinantal tem dois zeros distintos em que a diferenc¸a entre eles na˜o e´ um nu´mero
inteiro, se a equac¸a˜o determinantal tem dois zeros distintos r e (r+m) cuja diferenc¸a
e´ um inteiro m > 0 surgem-nos dois casos: quando substitu´ımos y = xr+d1x
r+1+ ...
e o ca´lculo dos coeficientes dk conduz a uma indeterminac¸a˜o temos uma equac¸a˜o do
primeiro tipo, se temos uma impossibilidade resulta uma equac¸a˜o do segundo tipo.
Se a equac¸a˜o determinantal tem um zero de multiplicidade 2 a equac¸a˜o e´ do segundo
tipo.
Para que o integral geral de (1.2) seja meromorfo numa vizinhanc¸a da origem e´
necessa´rio que seja uma equac¸a˜o de Fuchs do primeiro tipo e que (1.3) tenha zeros
inteiros.
As equac¸o˜es de Fuchs de segunda ordem podem escrever-se da seguinte forma:
(1.4) y′′ +R(x)y′ + S(x)y = 0
onde R(x) e S(x) sa˜o func¸o˜es racionais e sa˜o holomorfas em todo o plano anal´ıtico
excepto para um nu´mero finito de pontos que devem ser os polos e onde a equac¸a˜o
e´ regular singular.
Quando temos dois pontos singulares regulares e fazendo uma mudanc¸a ho-
mogra´fica na varia´vel temos o caso particular das equac¸o˜es de Euler. Se temos
treˆs pontos singulares regulares resulta numa Equac¸a˜o de Gauss. Ou seja,
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Teorema 1.2. Para mudanc¸a de varia´vel e de func¸a˜o, toda a equac¸a˜o de Fuchs
tem treˆs pontos regulares escreve-se da forma
(1.5) x(1− x)y′′ + [γ − (α+ β + 1)x] y′ + αβy = 0.
Esta equac¸a˜o foi estudada por Gauss; a introduc¸a˜o dos paraˆmetros α, β e γ
e´ justificada pelas simplificac¸o˜es resultantes dos ca´lculos. Fazendo o estudo por-
menorizado destes paraˆmetros encontramos entre outras as func¸o˜es do tipo hiper-
geome´trico.
2. Me´todo de Laplace
O me´todo de Laplace permite-nos encontrar a regia˜o de convergeˆncia quando o
Teorema de Poincare´ e´ insuficiente.
Uma soluc¸a˜o de uma equac¸a˜o diferencial tem a seguinte representac¸a˜o em trans-
formada de Laplace generalizada
(2.1) Y (x) =
∫
L
e−xzu(z) dz
onde L designa um determinado caminho no plano dos z, ou seja, temos de encontrar
o caminho L e a func¸a˜o u de modo que possamos aplicar a fo´rmula de derivac¸a˜o da
soma tantas vezes quantas as necessa´rias de modo a obter
(2.2) y(k)(x) = (−1)k
∫
L
e−zxu(z) dz.
A equac¸a˜o de Laplace
(2.3) (a0x+ b0)y
(n) + (a1x+ b1)y
(n−1) + ...+ (anx+ bn)y = 0
onde aj, bj sa˜o constantes e a0 6= 0, tem as u´nicas singularidades em infinito e em
x = − b0
a0
onde a equac¸a˜o e´ do tipo Fuchs. Fazendo uma translac¸a˜o poderemos ter o
caso onde b0 = 0 e a equac¸a˜o determinantal ira´ ter por ra´ızes os pontos 0, 1, ..., (n−2)
e (n− 1− b1), se este u´ltimo nu´mero na˜o e´ um inteiro, enta˜o existem n− 1 soluc¸o˜es
linearmente independentes, holomorfas em todo o plano complexo.
Voltando a`s equac¸o˜es (2.1) e (2.2) encontramos u e L de modo que∫
L
e−xz [xP (z) +Q(z)]u(z) dz = 0
3. POLINO´MIOS ASSOCIADOS E TEOREMA DE MARKOV 25
onde P (z) = (−1)na0zn + ... + an e Q(z) = (−1)nb0zn + ... + bn. Integrando por
partes temos [−e−xzP (z)u(z)]
L
−
∫
L
e−xz
(
d
dz
(Pu) +Qu
)
dz = 0.
Temos enta˜o [−e−xzP (z)u(z)]
L
= 0
∫
L
e−xz
(
d
dz
(Pu) +Qu
)
dz = 0.
E´ suficiente que
d
dz
(Pu) +Qu = 0 e
[−e−xzP (z)u(z)]
L
= 0
a equac¸a˜o diferencial anterior integra-se facilmente e escrevemos
d
dz
(Pu) +Qu
Q
P
= 0
e encontramos u(z) = 1
P
e−
∫ Q
P
dz.
Para reduzir o desenvolvimento, vamos considerar o caso onde P tem n ra´ızes
distintas. Teremos uma soluc¸a˜o de (2.3) da seguinte forma:∫
L
e−(x−a)z
∏
k
= 1n(z − α−A
−1
k
k )dz =
∫
L
F (x, z)dz
onde Ak e´ uma constante e com a condic¸a˜o que L seja escolhido de modo que
este integral na˜o seja identicamente nulo e que as fo´rmulas (2.3) sejam va´lidas que
sera´ certamente o caso em que podemos tomar para L uma linha contida no plano
complexo.
3. Polino´mios Associados e Teorema de Markov
Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos associada a` funcional u.
A sucessa˜o de polino´mios ortogonais mo´nicos {P (1)n } de termo geral
P (1)n (x) =
1
u0
〈
ut,
P
(1)
n+1 (x)− P (1)n+1 (t)
x− t
〉
onde ut representa a acc¸a˜o de u na varia´vel t, diz-se sucessa˜o de polino´mios ortogo-
nais associados de primeira ordem.
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Esta sucessa˜o e´ uma sucessa˜o de polino´mios ortogonais mo´nicos que satisfaz a
mesma relac¸a˜o de recorreˆncia a treˆs termos que {Pn}
xP (1)n (x) = P
(1)
n+1(x) + βn+1P
(1)
n (x) + γn+1P
(1)
n−1(x)
com condic¸o˜es iniciais P
(1)
0 (x) = 1 e P
(1)
1 (x) = x− β1.
Generalizando este conceito temos que {P (k)n } e´ a sucessa˜o de polino´mios asso-
ciados de ordem superior que satisfazem uma relac¸a˜o de recorreˆncia do tipo
xP (k)n (x) = P
(k)
n+1(x) + βn+kP
(k)
n (x) + γn+kP
(k)
n−1(x)
com condic¸o˜es iniciais P
(k)
0 = 1 e P
(k)
1 = x− βk e k ∈ R.
Consideremos uma sucessa˜o de polino´mios ortogonais definida pela relac¸a˜o de
recorreˆncia a treˆs termos
Pn(x) = (x− βn)Pn−1 − λnPn−2 P−1 = 0, P0 = 1
e βn, λn sa˜o constantes reais ou complexas. Pelo teorema de Favard temos a garantia
da existeˆncia de uma funcional linear u tal que para kn 6= 0, kn = λ1...λn+1 temos
〈u, PmPn〉 = knδm,n.
Quando 〈u, xn〉 = un e lim
n→∞
n
√|un| = r <∞ a func¸a˜o de Stieltjes
S(x) =
+∞∑
n=0
un
xn+1
converge na regia˜o {z ∈ C : |z| > r}.
No resultado seguinte iremos ver a importaˆncia destas func¸o˜es.
Teorema 3.1 (Markov). Seja {Pn} uma sucessa˜o de polino´mios ortogonais
mo´nicos associados a uma medida de Borel positiva ψ. Enta˜o
lim
n→+∞
P
(1)
n−1 (x)
Pn (x)
S (z, ω)
uniformemente sobre compactos de C\suppψ.
A demonstrac¸a˜o seguinte deve-se a Pollaczek e encontra-se em [26].
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Demonstrac¸a˜o: As sucesso˜es de polino´mios {Pn} e {P (1)n } satisfazem a mesma
relac¸a˜o de recorreˆncia
Pn(x) = (Anx+Bn)Pn−1(x)− CnPn−2(x)
com P−1(x) = 0, e P0(x) = 1 para n = 1, 2, ... e
P (1)n (x) = (Anx+Bn)P
(1)
n−1(x)− CnP (1)n−2(x)
com P
(1)
−1 (x) = −
A1
C1
, e P
(1)
0 (x) = 0 para n = 1, 2, ... .
Suponhamos que para |x| ≥ r a fracc¸a˜o cont´ınua
X(x) =
A1|
|A1x−B1 −
C2|
|A2x−B2 −
C3|
|A3x−B3 − ...
e´ uniformemente convergente. Logo para todo o inteiro n ≥ 0 a se´rie
X (x) =
P
(1)
n (x)
Pn (x)
+
(
P
(1)
n+1 (x)
Pn+1 (x)
− P
(1)
n (x)
Pn (x)
)
+ ...⇔
(3.1) X(x) =
P
(1)
n (x)
Pn (x)
+
∞∑
k=n
A1C2...Ck+1
Pk (x)Pk+1 (x)
.
converge uniformemente, de modo que X(x) e´ holomorfa em infinito, e pela nossa
hipo´tese temos que os mo´dulos das ra´ızes de todos os {Pn} sa˜o menores que r. O
integral
1
2pii
∫
C
Pm(x)Pn(x)X(x)dx, 0 ≤ m ≤ n,
onde C e´ o c´ırculo de centro na origem e raio r, anula-se excepto para m = n e isto
resulta quando substitu´ımos por S o primeiro membro de (3.1). Logo temos∫
C
Pm(x)P
(1)
n dx = 0
temos assim ∫
C
PmPn
PkPk + 1
dx = 0onde 0 ≤ m ≤ ne k = n, n+ 1, ....
Visto que a func¸a˜o integranda, holomorfa no exterior de C, anula-se em infinito com
zm+n−2k−1, ou seja, pelo menos em z−2. Mas para m = n, o primeiro termo da se´rie
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do primeiro membro de (3.1) da´ o integral
A1C2...Cn+1
1
2pii
∫
C
Pn (x)
Pn+1 (x)
dx = A1C2...Cn+1A
−1
n+1 6= 0.
Utilizando
〈u, P 2n〉 =
A1
An+1
n+1∏
Ck
k=2
, n = 1, ...
obtemos a relac¸a˜o de ortogonalidade
〈u, P 2n(x)〉δm,n =
1
2pii
∫
C
Pn(x)Pm(x)X(x)dx, m, n = 0, 1, ...
e daqui resulta que
1
2pii
∫
C
xnX(x)dx =
un
2pii
∫
C
X(x)dx = un = 〈u, xn〉.
Logo un sa˜o os coeficientes do desenvolvimento de Taylor de X(x) no infinito.
A convergeˆncia uniforme, para |x| ≥ r, de X(x) implica a convergeˆncia da se´rie
S(x) =
∞∑
n=0
un
xn+1
para |x| > r
e assim obtemos a igualdade
X(x) = S(x) = lim
n→∞
P
(1)
n (x)
P(x)
.

4. Me´todo de Pollaczek
Iniciaremos esta secc¸a˜o com a definic¸a˜o de polino´mios ortogonais dada por Pol-
laczek. Seja P0, P1, ... um conjunto de polino´mios em x definidos pela recorreˆncia:
Pn (z) = (Anz +Bn)Pn−1 (z)− CnPn−2 (z)
com n = 1, 2, ..., P0 (z) = 1, P−1 (z) = 0, An 6= 0 e Bn, Cn constantes reais ou
complexas. Fazendo
An =
p1 (n)
p0 (n) ,
Bn =
p2 (n)
p0 (n) ,
Cn =
p3 (n)
p0 (n)
onde
(4.1) pj (ξ) = α0j ξ
m + α1j ξ
m−1 + ...+ αmj
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com j = 0, 1, 2, 3, m ≥ 1, α00 = 1, α01 6= 0, α03 6= 0. Enta˜o a relac¸a˜o de
recorreˆncia toma a forma seguinte:
Pn (z) =
(
p1 (n)
p0 (n)
z +
p2 (n)
p0 (n)
)
Pn−1 (z)− p3 (n)
p0 (n)
Pn−2 (z)⇔
(4.2) p0 (n) Pn (z) = (p1 (n) z + p2 (n))Pn−1 (z)− p3 (n) Pn−2 (z)
com P0 (z) = 1, P−1 (z) = 0, p1 (n) 6= 0 e p0 (n) 6= 0.
O me´todo utilizado por Pollaczek permite determinar a func¸a˜o geradora de
qualquer relac¸a˜o de recorreˆncia a treˆs termos da forma (4.2). Os polino´mios
P˜n (z˜) = α
−n
2
03 Pn (z) onde z˜ =
α01 z+α02
2
√
α03
satisfazem uma fo´rmula de recorreˆncia da
forma (4.1) pois os pj (ξ) teˆm os coeficientes do termo de maior grau
(4.3) α00 = 1, α01 = 2, α02 = 0 e α03 = 1.
A func¸a˜o geradora de qualquer relac¸a˜o de recorreˆncia a treˆs termos, com coeficientes
polinomiais g (x, z) =
∞∑
n→0
Pn (z)x
n verifica uma equac¸a˜o diferencial linear de grau
p0, com coeficientes polinomiais.
Vamos mostrar, atrave´s do Teorema de Poincare´, que podemos garantir a con-
vergeˆncia desta func¸a˜o geradora. Com os coeficientes dados em (4.3) obtemos a
seguinte equac¸a˜o caracter´ıstica
r2 + 2zr + 1 = 0⇔ r = z ±
√
z2 − 1.
Pelo Teorema de Poincare´ temos que lim
n→∞
Pn+1
Pn
=
∣∣z +√z2 − 1∣∣ raiz de maior
valor absoluto da equac¸a˜o caracter´ıstica. Enta˜o
lim
n→∞
∣∣∣∣xn+1Pn+1xnPn
∣∣∣∣ < 1⇔ |x| < 1∣∣z +√z2 − 1∣∣ .
Como 1
2|z|+1 <
1
|z+√z2−1| portanto |z| <
1
2|z|+1 .
Depois de verificada a convergeˆncia, vamos encontrar a equac¸a˜o diferencial que
verifica g (x, z) . Consideremos a equac¸a˜o (4.2) e o seguinte operador
nxn = x
d
dx
xn, n2xn =
(
x
d
dx
)2
xn, ...
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sendo pi(n)x
n = pi(x
d
dx
)xn, i = 0, 1, 2, 3. Mas
p0(n)x
n = (α00n
3 + α01n
2 + α02n+ α03)x
n =
= α00(x
d
dx
)(3)xn + α01(x
d
dx
)(2)xn + α02(x
d
dx
)xn + α03x
n
por (4.3) resulta
(4.4) p0 (n)x
n =
(
x
d
dx
)(3)
xn + 2
(
x
d
dx
)(2)
xn + xn = p0 (n)
(
x
d
dx
)
xn
juntando todas as equac¸o˜es pi, i = 0, 1, 2, 3, multiplicando por x
n e utilizando as
fo´rmulas anteriores obtemos
∞∑
n=1
p0 (n)Pn (z)x
n =
∞∑
n=1
(p1 (n) z + p2 (n))x
n−1Pn−1 (z)−
∞∑
n=1
p3 (n)Pn−2 (z)xn−2
por (4.4)
p0
(
x
d
dx
) ∞∑
n=1
Pn (z)x
n = p1
(
x
d
dx
)
z
∞∑
n=1
xn−1Pn−1 (z)+p2
(
x
d
dx
) ∞∑
n=1
xn−1Pn−1 (z)
− p3
(
x
d
dx
) ∞∑
n=1
Pn−2 (z)xn−2
Vamos tentar escrever em cada uma destas parcelas a expressa˜o da func¸a˜o gera-
dora g (x, z) =
∞∑
n=1
Pn (z)x
n:
p0
(
x
d
dx
) ∞∑
n=1
Pn (z)x
n = zxp1
(
x
d
dx
) ∞∑
n=0
xnPn (z) + xp2
(
x
d
dx
) ∞∑
n=0
xnPn (z)
−x2p3
(
x
d
dx
) ∞∑
n=0
Pn (z)x
n
juntando-se a identidade p0
(
x d
dx
)
P0 = p0 (0) e sabendo que p0 (0) =
(
x d
dx
)0
c = c,
onde c e´ uma constante.
Obtemos a seguinte equac¸a˜o diferencial linear de ordem m + 1 para a func¸a˜o
geradora g (x, z):
(4.5)
[
p0
(
x
d
dx
)
−
(
zp1
(
x
d
dx
)
+ p2
(
x
d
dx
))
x+ x2p3
(
x
d
dx
)]
g (x, z) =
= p0 (0) .
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Como exemplo, iremos aplicar este me´todo aos polino´mios de Chebychev, Hermite
e Laguerre:
Exemplo 4.1. Polino´mios de Chebychev
Temos a seguinte relac¸a˜o de recorreˆncia a treˆs termos
Tn (x) = 2xTn−1 (x)− Tn−2 (x)
enta˜o p0 (n) = 1 p1 (n) = 2x, p2 (n) = 0 p3 (n) = 1, p0 (0) = 1 aplicando a
equac¸a˜o diferencial (4.5) resulta(
1− 2x2z + x2) g (x, z) = 1 ⇔ g (x, z) = 1
1− 2x2z + x2 .
Exemplo 4.2. Polino´mios de Hermite
Consideremos a seguinte relac¸a˜o de recorreˆncia a treˆs termos
Hn (z) = 2zHn−1 (z)− 2 (n− 1)Hn−2 (z)
onde Hn (z) representa os polino´mios de Hermite.
Temos
g (x, z) =
∞∑
n=1
Hn (z)
n!
xn
fazendo P (z) = Hn(z)
n!
e dividindo tudo por n! vem
Hn (x)
n!
= 2z
Hn−1 (z)
n!
− 2 (n− 1) Hn−2 (z)
n!
nPn (x) = 2xPn−1 (x)− 2Pn−2 (x)
Logo p0 (n) = n, p1 (n) = 2, p2 (n) = 0, p3 (n) = 2, p0 (0) = 0.
Aplicando a equac¸a˜o diferencial (4.5) resulta
z
dg
dx
(x, z) +
(−2zx+ 2z2) g (x, z) = 0.
Obtemos uma equac¸a˜o diferencial de varia´veis separa´veis que para se resolver
basta integrar cada um dos membros
g (x, z) = e−z
2+2xz h (z)
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pelas condic¸o˜es iniciais vamos encontrar h (z)
H0 (z) = 1 logo g (x, 0) = e
0h (z)⇔ h (z) = 1.
Portanto g (x, z) = e−z
2+2xz .
Exemplo 4.3. Polino´mios de Laguerre:
Consideremos a relac¸a˜o de recorreˆncia definida da seguinte forma
zLn (z) = Ln+1 (z) + (2n+ α+ 1)Ln (z) + n (n+ α)Ln−1 (z)
Dividindo tudo por n! na relac¸a˜o de recorreˆncia a treˆs termos vem
z
Ln (z)
n!
=
Ln+1 (z)
n!
+ (2n+ α+ 1)
Ln (z)
n!
+ n (α− 1) Ln−1
n!
(z)
sabemos que g (x, z) =
∞∑
n=1
Ln(z)
n!
xn fazendo Pn (z) =
Ln(z)
n!
enta˜o
zPn (z) = (n+ 1)Pn+1 (z) + (2n+ α+ 1)Pn (z) + (α− 1)Pn−1 (z)
Temos p0 (n+ 1) = n + 1, p1 (n+ 1) = 1, p2 (n) = − (2n+ α+ 1) , p3 (n) =
α− 1, p0 (0) = 0. Aplicando a equac¸a˜o diferencial (4.5) obtemos a equac¸a˜o diferen-
cial que g (x, z) verifica:[
z
d
dz
+ z
(
−xI + 2z d
dz
+ (α− 1) I
)
+ z2
(
z
d
dz
+ (α− 1) I
)]
g (x, z) = 0
primitivando vem
g (x, z) = (1 + z)1−α e
x
1+z h (x)
pelas condic¸o˜es iniciais vamos encontrar h (z). Como L0 (z) = 1 vem
g (x, 0) = ezh (z)⇔ h (z) = e−z.
Portanto g (x, z) = (1 + z)1−α e
−xz
1+z .
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5. Expressa˜o da func¸a˜o geradora
Comecemos por escrever a equac¸a˜o diferencial linear para a func¸a˜o geradora (4.5),
obtida anteriormente, da seguinte forma Lx,zg(x, z) = p0(0) onde
L0x = p0(x
d
dx
)− p2(x d
dx
)x+ p3(x
d
dx
)x2 L1x = p1(x
d
dx
)x(5.1)
e L3,x = L
0
x − L1xz. Com a ajuda das identidades(
x
d
dx
)n
xc = xc
(
x
d
dx
+ c
)n
efectuamos as diferenciac¸o˜es indicadas pelos operadores que se encontram em (4.5)
e em (5.1) obtemos as expresso˜es seguintes
(5.2) p0
(
x
d
dx
)
=
m∑
ν=0
aν0x
m−ν d
m−ν
dxm−ν
p1
(
x
d
dx
)
x =
m∑
ν=0
aν1x
m+1−ν d
m−ν
dxm−ν
,
p2
(
x
d
dx
)
x =
m∑
ν=0
aν2x
m+1−ν d
m−ν
dxm−ν
, p3
(
x
d
dx
)
x2 =
m∑
ν=0
aν3x
m+2−ν d
m−ν
dxm−ν
cujos coeficientes aνi deduzem-se a partir dos ανi dados pelas equac¸o˜es (4.1) por
meio das identidades
p0(ξ) =
m∑
ν=0
αν0ξ
m−ν =
∑
a−ν0
ξ(ξ − 1)...(ξ −m+ ν + 1)...
p(ξ) =
∑
a−ν3
(ξ − 2)...(ξ −m+ ν − 1)
e em particular temos
a00 = α00 = 1, a01 = α01 = 2 a02 = α02 = 0 a03 = α03 = 1
e os restantes teˆm as expresso˜es
(5.3) a10 = α10 +
m2 −m
2
a11 = α11 +m
2 +m
(5.4) a12 = α12 a13 = α13 +
m2 + 3m
2
5. EXPRESSA˜O DA FUNC¸A˜O GERADORA 34
e substituindo em (4.5) as expresso˜es (5.2) com os valores obtidos anteriormente
para os aνi e temos
(5.5) xm(x2− 2zx+1)d
mg
dxm
+
m∑
ν=1
xm−ν(aν0 − (aν1z+ aν2)x+ aν3x2)
dm−νg
dxm−ν
= p0(0).
Fazendo
q0(x, z) = x
m(x2 − 2zx+ 1) qν(x, z) = ((aν1z + aν2)x+ aν3x2)(5.6)
a equac¸a˜o (5.5) toma a seguinte forma
(5.7) q0(x, z)g
(m) + q1(x, z)g
(m−1) + ...+ qm(x, z)g = p0(0)
que e´ uma equac¸a˜o do tipo Fuchs.
Toda a equac¸a˜o desta forma sa˜o tais que
p0(0) =
m∑
ν=0
aν0n(n− 1)...(n−m+ ν + 1) 6= 0
com n = 1, ...possui uma u´nica soluc¸a˜o da forma
g(x, z) =
∞∑
n=0
znPn(x)
e os coeficientes de Pn(x) satisfazem as relac¸o˜es
Para construir a soluc¸a˜o particular g(x, z) desta equac¸a˜o que e´ holomorfa para
x = 0, necessitamos de certas soluc¸o˜es da equac¸a˜o homoge´nea correspondente
m∑
ν=0
qν(x, z)y
(m−ν) = 0
que pode ser escrita da seguinte forma
(5.8) Lx,zy(x, z) = 0
e outras vezes utilizaremos certas soluc¸o˜es da correspondente equac¸a˜o diferencial
adjunta.
As singularidades de (5.8) sa˜o x = ∞, x = 0 e os zeros de x2 − 2zx + 1 = 0
que designaremos por α = z − √z2 − 1 e β = z + √z2 − 1. Estas soluc¸o˜es sera˜o
consideradas no plano dos z fechado no infinito e cortado ao longo do segmento
−1 ≤ z ≤ 1. Designaremos este corte por D, incluindo os dois lados do corte,
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excepto os pontos z = ±1 e definimos o sinal de √z2 − 1 de modo que √z2 − 1 ≈ z
para z →∞. Temos enta˜o |α(z)| ≤ 1 e |β(z)| ≥ 1 para z ∈ D e o sinal de igualdade
so´ e´ va´lido para −1 < z < 1. Ou seja, para todo o z finito, excepto para z = ±1 os
quatro pontos singulares 0, α(z), β(z),∞ sa˜o todos distintos e regulares.
Resumindo, segundo as nossas hipo´teses, a func¸a˜o g(x, z) satisfaz uma equac¸a˜o
linear de ordem m, L(g(x, z)) = c onde c designa uma constante. Logo o primeiro
membro e´ do tipo Fuchs excepto para dois valores do paraˆmetro z que fazemos
coincidir com ±1.
Podemos prolongar g(x, z) analiticamente ale´m do circulo de convergeˆncia da
sua se´rie de definic¸a˜o, e conhecendo a natureza e a posic¸a˜o das singularidades dessa
func¸a˜o podemos definir o comportamento assimpto´tico dos Pn(z) quando n→∞.
Numa grande parte do trabalho de Pollaczek aparecem os integrais de Hadamard.
Estes sa˜o utilizados porque simplificam a demonstrac¸a˜o e a escrita das fo´rmulas.
Este integral tem a seguinte forma
rn(z) =
∫ αq
x0
ξnη(ξ, z)dξ
com α(z) = z − √z2 − 1 e n = 0, 1, . . . e onde η(x, z) designa a soluc¸a˜o, u´nica, da
equac¸a˜o diferencial do tipo Fuchs L(η) = 0, adjunta a L(y) = 0, que e´ cano´nica
para o ponto regular x = α sem que seja holomorfa.
Os rn(z) sa˜o holomorfos excepto para os pontos z = −1, 1 e em infinito onde
em geral estes esta˜o ramificados logaritmicamente. Quando multiplicadas por cons-
tantes apropriadas cn+1, as func¸o˜es rn+1(z) satisfazem a relac¸a˜o de recorreˆncia dos
Pn(z) e por outro lado Pn(z) pode ser representado linearmente pelos valores do
ramo principal de rn+1(z), que e´ holomorfo em z = ∞ sobre os limites do corte
em −1, 1. Quando z contorna um dos pontos −1, 1 e em infinito, rn(z) e´ uma
transformac¸a˜o linear e os seus coeficientes exprimem-se por meio dos coeficientes
das transformac¸o˜es de passagem entre os diferentes sistemas de soluc¸o˜es cano´nicas
da equac¸a˜o L(η) = 0.
5. EXPRESSA˜O DA FUNC¸A˜O GERADORA 36
Os momentos dos polino´mios P (z) resultantes da sucessa˜o dos Pn(z), esta˜o de-
finidos como os restos nume´ricos de P (z) em relac¸a˜o ao mo´dulo que teˆm como
elementos da base os produtos Pn(z)Pn+1(z) e Pn(z)Pn+2(z).
No nosso caso onde χ(z) e´ holomorfa em infinito, os Pn(z) formam sobre os cir-
culos |z| = r, de raio ta˜o grande quanto se queira, um sistema de func¸o˜es ortogonais
com densidade χ(z), e temos a relac¸a˜o
〈u, P (z)〉 = 1
2pii
∮
|z|=r
P (z)χ(z)dz.
.
Exemplo 5.1. Polino´mios de Legendre generalizados
Estes polino´mios esta˜o definidos pela seguinte relac¸a˜o de recorreˆncia
nPn − ((2n− 1 + a)z + b)Pn−1 + (n− 1)Pn−2
com condic¸o˜es iniciais P0 = 1, P−1 = 0 e n = 1, 2, ... onde a, b sa˜o constantes. Neste
caso
m = 1, p0(n) = n, p1(n) = 2n+ a+ 1, p2(n) = b e p3(n) = n− 1
e aplicando o me´todo descrito, isto e´, usando a equac¸a˜o (4.5) obtemos
(5.9) x(x2 − 2xz + 1)g′x(x, z) + x(x− (a+ 1)z − b)g(x, z) = 0
e por (5.3) e por (5.4) temos
a10 = 0, a11 = a+ 1, a12 = b e a13 = 1
temos
A(z) =
1
2
+
az + b
2
√
z2 − 1 e B(z) =
1
2
+
az + b
2
√
z2 − 1 = 1− A(z)
e a soluc¸a˜o de (5.9) e´
g(x, z) =
(
1− x
α
)−A(z)(
1− x
β
)−B(z)
.
A expressa˜o da medida de ortogonalidade vem dada por
χ(z) = (1 + a)
∞∑
ν=0
α2ν+1
A+ ν
.
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CAP´ıTULO III
Polino´mios Ortogonais Discretos
O objectivo principal deste cap´ıtulo consiste no estudo da famı´lia cla´ssica de
uma forma unificada. Comec¸aremos por estudar os polino´mios ortogonais discretos
tendo como ponto de partida o trabalho de Lancaster [18].
Comec¸amos por considerar um operador discreto
∆hp =
p(x+ h)− p(x)
h
a partir dele faremos todo o estudo relativo a` fo´rmula de Rodrigues, medida de
ortogonalidade, relac¸a˜o de recorreˆncia a treˆs termos e respectivos coeficientes βn e
γn.
Primeiro explicitaremos a medida de ortogonalidade ω a partir de uma equac¸a˜o
do tipo Pearson ∆(φω) = ψω e utilizando o operador S, operador inverso de ∆.
Deduziremos a fo´rmula de Rodrigues do mesmo modo que fez Vicente Gonc¸alves.
Partiremos da equac¸a˜o do tipo de Sturm-Liouville
φω∆2Pn + ψω∆Pn − λnωPn = 0
e fazendo mudanc¸as de varia´vel adequadas chegaremos a` formula pretendida ωPn(x) =
∆nv. E´ de salientar que em todo este processo na˜o sera´ usada a ortogonalidade tor-
nando mais simples todo este estudo.
Depois encontraremos os coeficientes βn e γn da relac¸a˜o de recorreˆncia a treˆs
termos que a sucessa˜o {∆Pn} verifica. Obteremos estes coeficientes em func¸a˜o de
φ, ψ e de h. Fazendo a passagem ao limite nas expresso˜es de βn e de γn obteremos
uma expressa˜o que nos permite obter os coeficientes das relac¸o˜es de recorreˆncia a
treˆs termos dos polino´mios cla´ssicos. Veremos tambe´m que o caso cont´ınuo se obte´m
a partir dos polino´mios discretos, resultando nos polino´mios ortogonais cla´ssicos,
Hermite, Laguerre, Jacobi e Bessel.
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E´ importante referir que o me´todo usado por Vicente Gonc¸alves pode ser usado
para qualquer outro operador discreto desde que seja simetriza´vel ao operador de
segunda ordem que lhe e´ ana´logo.
No final, o Teorema de Sturm fornece-nos a regia˜o onde esta˜o localizados os zeros
das famı´lias de polino´mios ortogonais consideradas anteriormente.
1. Caso Discreto
Consideremos uma sucessa˜o de polino´mios mo´nicos, {Pn} que verifica a seguinte
equac¸a˜o a`s diferenc¸as
(1.1) φ(x)∆2hPn(x) + ψ(x)∆hPn(x)− λnPn = 0
onde φ(x) = a0x
2+ a1x+ a2 e ψ = b0x+ b1 e onde o operador discreto esta´ definido
da seguinte forma:
∆h : P → P
p 7→ p(x+ h)− p(x)
h
.
Para facilitar a linguagem a partir daqui ∆ significa ∆h.
Se esta sucessa˜o de polino´mios for ortogonal enta˜o ela sera´ ortogonal relativa-
mente a uma funcional que e´ soluc¸a˜o de uma equac¸a˜o de Pearson. Essas sucesso˜es
de polino´mios mo´nicos teˆm uma representac¸a˜o em Fo´rmula de Rodrigues e verificam
uma relac¸a˜o de recorreˆncia a treˆs termos onde os coeficientes sera˜o determinados em
termos de φ e ψ.
De seguida iremos estabelecer alguns resultados que nos sera˜o u´teis nas secc¸o˜es
seguintes.
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Se {Pn} verifica a equac¸a˜o (1.1) enta˜o {∆Pn} verifica uma equac¸a˜o do mesmo
tipo, pois
∆(f(x)g(x)) =
f(x+ h)g(x+ h)− f(x)g(x)
h
=
f(x+ h)g(x+ h)− f(x+ h)g(x) + f(x+ h)g(x)− f(x)g(x)
h
= f(x+ h)
g(x+ h)− g(x)
h
+
f(x+ h)− f(x)
h
g(x)
= (∆f(x))g(x) + f(x+ h)∆g(x)
= (f(x)(∆g(x)) + (∆f(x))g(x+ h).
Assim
∆(φ(x)∆2Pn(x)) + ∆(ψ(x)∆Pn(x))− λn∆Pn(x) = 0
∆φ(x+h)∆2(∆Pn(x))+(ψ(x+h)+∆φ(x))∆(∆Pn(x))− (λn−∆ψ(x))∆Pn(x) = 0.
Consideremos uma fo´rmula tipo Leibniz para a iterac¸a˜o do operador ∆:
∆2(f(x)g(x)) = ∆(f(x+ h)∆g(x)) + ∆(∆f(x)g(x))
= f(x+ 2h)∆2g(x) + ∆f(x+ h)∆g(x) + ∆f(x+ h)∆g(x)
+ (∆2f(x))g(x)
= f(x+ 2h)∆2g(x) + 2∆f(x+ h)∆g(x) + ∆f(x)g(x).
Generalizando temos
∆n(f(x)g(x)) =
n∑
k=0
(
n
k
)
∆n−kf(x+ kh)∆kg(x)
Demonstrac¸a˜o: Vamos provar esta igualdade por induc¸a˜o matema´tica:
para n = 1 temos
∆(f(x)g(x)) = (∆f(x))g(x) + f(x+ h)∆g(x)
como ja´ t´ınhamos verificado.
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Suponhamos que a igualdade e´ va´lida para n = 1, ..., s, vamos mostrar que se
verifica para n = s+ 1:
∆s+1(f(x)g(x)) = ∆ (∆s(f(x)g(x)))
= ∆
(
s∑
k=0
(
s
k
)
∆s−kf(x+ kh)∆kg(x)
)
=
s∑
k=0
(
s
k
)
∆
(
∆s−kf(x+ kh)∆kg(x)
)
=
s∑
k=0
(
s
k
)[
∆s−k(f(x+ (k + 1)h))∆k+1g(x)
]
+
s∑
k=0
(
s
k
)[
∆s−(k−1)f(x+ kh)∆kg(x)
]
= f(x+ (s+ 1)h)∆s+1g(x) + (∆s+1f(x))g(x)
+
s∑
k=1
((
s
k − 1
)
+
(
s
k
))
∆s−(k−1)(f(x+ (k + 1)h))∆kg(x)
=
s+1∑
k=1
(
s+ 1
k
)
∆s+1−k(f(x+ (k)h))∆kg(x),
o que mostra o pretendido. 
2. Fo´rmula de Rodrigues
Nesta secc¸a˜o iremos deduzir uma fo´rmula do tipo Rodrigues utilizando o me´todo
e resultados apresentados por Vicente Gonc¸alves em [30] e [31].
Comecemos por considerar que a funcional u tem a seguinte representac¸a˜o:
u : P→ P
p 7→ Spω(x)∆x.
onde S e´ o operador inverso de ∆ e ω e´ tal que ∆(φω) = ψω e portanto
φ(x+ h)∆ω + (∆φ)ω = ψω
∆ω =
ψ(x)−∆φ(x)
φ(x+ h)
.
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Para obtermos a expressa˜o de ω comec¸amos por multiplicar (1.1) por ω. Temos
(2.1) φω∆2Pn + ψω∆Pn − λnωPn = 0.
Pelo que, fazendo
φω∆2Pn + ψω∆Pn = ∆(t(x∆y(x)) = t(x+ h)∆
2y(x) + ∆t(x)∆y(x)
obte´m-se φω = t(x+ h) e ψω = ∆t(x) e a equac¸a˜o anterior toma a forma seguinte
ω(x+ h)φ(x+ h)− ω(x)φ(x) = hω(x+ h)ψ(x+ h).
Deste modo
ω(x) = exp
(
S 1
h
log
(
φ(x)
φ(x+ h)− hψ(x+ h)
)
∆x
)
com φ(x+ h)− hψ(x+ h) 6= 0.
Consideremos agora
∆2(φ1ωPn) = φ1ω(x+ 2h)∆
2Pn + 2∆(φ1ω)(x+ h)∆Pn +∆
2(φ1ω)Pn∆(ψ1ωPn)
= ψ1ω(x+ h)∆Pn +∆(ψ1ω)Pn,
ou seja, ∆(φ1ω) = ψ1ω e consequentemente a equac¸a˜o (2.1) toma a forma
∆2(φ1ωPn) + ∆(ψ1ωPn)− λnωPn = 0.
Fazendo zn = ωPn obte´m-se
φ1(x+2h)∆
2zn+2∆φ1(x+h)∆zn+∆
2φ1(x)zn−ψ1(x+h)∆zn−∆ψ1zn−λnzn = 0
φ1(x+ 2h)∆
2zn + (2∆φ1(x+ h)− ψ1(x+ h))∆zn − (λn −∆2φ1 +∆ψ1)zn = 0.
Fazendo, agora, uma segunda mudanc¸a de varia´vel zn = ∆
nv obtemos
φ1(x+ 2h)∆
n+2v + (2∆φ1(x+ h)− ψ1(x+ h))∆n+1v− (λn −∆2φ1 +∆ψ1)∆nv = 0.
Determinemos a equac¸a˜o em diferenc¸as de ordem n que coincide com esta u´ltima
equac¸a˜o por aplicac¸a˜o da regra de Leibniz
φ1(x+ (2− n)h)∆2v + ((2− n)∆φ1(x+ (1− n)h)− ψ1(x+ h))∆v − [λn−
∆2φ1(x− nh) + ∆ψ1(x− nh)− n(2− n)∆2φ1(x+ nh) + n(n− 1)
2
∆2φ1(x+ nh)−
n∆ψ1(x+ nh)] v = ∆N,
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com grau N ≤ n. Simplificando temos,
{φ1(x+ h)∆2v +∆φ1(x)∆v} − {[(1− n)∆φ1(x)− ψ1(x)]∆v+
∆ [λn −∆2φ1(x− nh) + ∆ψ1(x− nh)− n(2− n)∆2φ1(x+ nh)+
n(n− 1)
2
∆2φ1(x+ nh)− n∆ψ1(x+ nh)
]
v
}
= ∆N
ou ainda,
∆ [φ1(x+ h)∆v + ((1− n)∆φ1(x)− ψ1(x)) v] = ∆N.
Assim v e´ tal que
φ1(x+ h)∆v = (ψ1 + (n− 1)∆φ1)v +N.
Procuramos a soluc¸a˜o geral da forma vhc onde vh e´ o valor correspondente a`
equac¸a˜o homoge´nea
(2.2) φ1(x+ h)∆v = (ψ1 + (n− 1)∆φ1)v.
Fazendo N ≡ 0 resulta c = cn e temos ωPn = cn∆nvh.
Vamos determinar o valor de vh.
Se {Pn} e´ ortogonal relativamente a ω enta˜o ∆(φω) = ψω e portanto
{∆Pn} ≡ φ(x+ h)∆2(∆Pn) + (ψ(x+ h)−∆φ)∆(∆Pn) = (λn −∆ψ)∆Pn
As propriedades determinadas para {Pn} continuam va´lidas para {∆
jPn
n+ j
} ou seja,
se {∆Pn
n
} e´ ortogonal relativamente a ω1 enta˜o ω1 e´ tal que
(2.3) ∆(φ1ω1) = ψ1ω1 ≡ φ1(x+ h)∆ω1 = (ψ1 −∆φ1).
Generalizando para um j qualquer temos que {∆
n+jPn+j
n+ j
} e´ ortogonal relativamente
a ωj onde φj = φ(x+ (j − 1)h) e ωj = φjωj−1.
Seja {Pn} a sucessa˜o de polino´mios ortogonais mo´nicos associada a ω tal que
∆2(φ1ωPn) = (φ1ω)(x+ 2h)∆
2Pn + 2∆(φ1ω)(x+ h)∆Pn +∆
2(φ1ω)Pn
e
∆(ψ1ωPn) = (ψ1ω)(x+ h)∆Pn +∆(ψ1ω)Pn − λnωPn.
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Substituindo estes valores em (1.1) conclui-se que
(2.4) ∆2(φ1ωPn)− (∆(ψ1ωPn)− λnωPn) = (φ1ω)(x+ 2h)∆2Pn+
2∆(φ1ω)(x+ h)∆Pn +∆
2(φ1ω)Pn − (ψ1ω)(x+ h)∆Pn −∆(ψ1ω)Pn.
Uma vez que
(φ1ω)(x+ 2h) = φω − (ψ1ω)(x+ h) + 2∆(φ1ω)(x+ h) = 2ψω = (ψ1ω)(x+ h)
e
∆2(φ1ω)−∆(ψω) = λnω
Conclui-se, atendendo a` equac¸a˜o (2.4)
∆2(φ1ωPn)− (∆(ψ1ωPn)− λnωPn) = φω∆2Pn + ψω∆Pn − λnωPn.
Se ωj for o factor de simetrizac¸a˜o da equac¸a˜o que resulta de (2.4) por aplicac¸a˜o
de ∆ j-vezes tem-se que
φ(x+ h)∆2(∆Pn) + (ψ(x+ h) + ∆φ)∆(∆Pn)− (λn −∆ψ)∆Pn = 0.
Fac¸amos φ(x+ h) = φ1 e ψ(x+ h) + ∆φ = ψ1. Assim, por (2.3) temos
ω1 = φ1ω = φ(x+ h)ω,
ω2 = φ2ω = φ1(x+ h)ω1 = φ(x+ 2h)φ(x+ h)ω
e procedendo por induc¸a˜o em n conclui-se que
ωn = φ(x+ nh)φ(x+ (n− 1)h)...φ(x+ h)ω =
(
n−1∏
j=0
φ(x+ jh)ω
)
.
Deste modo ωn e´ soluc¸a˜o da equac¸a˜o homoge´nea (2.2). Denotando
Gn(x) =
n−1∏
j=0
φ(x+ jh)ω
obtemos a equac¸a˜o Gn(x)ω = vh, ou seja,
Pnω = cn∆
n(Gn(x)ω).
Isto e´, obtemos a fo´rmula de Rodrigues para as soluc¸o˜es polinomiais de (1.1):
ωPn(x) = ∆
nv.
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3. Relac¸a˜o de Recorreˆncia a Treˆs Termos
Mostremos agora que {Pn} verifica uma relac¸a˜o de recorreˆncia a treˆs termos
para as soluc¸o˜es polinomiais de (1.1) e determinaremos uma condic¸a˜o necessa´ria e
suficiente para que {Pn} seja uma sucessa˜o de polino´mios ortogonais mo´nica.
Suponhamos que o operador Ln = φ∆
2+ψ∆−λnI tem, para cada n, uma u´nica
soluc¸a˜o polinomial de grau n (mo´nica). Comecemos por definir
un = Ln+1 ((x− βn)Pn) ,
ou seja,
un = φ∆
2((x− βn)Pn) + ψ∆((x− βn)Pn)− λn+1(x− βn)Pn
= φ(x+ 2h− βn)∆2Pn + 2φ∆(x+ h− βn)∆Pn + ψ(x+ h− βn)∆Pn
+ψ∆(x− βn)Pn − λn+1(x− βn)Pn
= (x+ 2h− βn)[φ∆2Pn + ψ∆Pn − λnPn] + 2φ∆Pn − hψ∆Pn
−(λn+1 − λn)(x− βn)Pn + ψPn + λnhPn
concluindo-se portanto que
(3.1) un = (2φ− hψ)∆Pn + ψPn − [(λn+1 − λn)(x− βn)− 2hλn]Pn
com λn = n(n− 1)a0 + nb0.
Como Pn e´ um polino´mio mo´nico tem a seguinte representac¸a˜o
Pn = x
n + p1,nx
n−1 + p2,nxn−2 + ...+ pn,n
determinaremos uma expressa˜o para un tendo em atenc¸a˜o que
∆xn =
(x+ h)n − xn
h
=
n∑
k=1
(
n
k
)
xn−khk−1.
e que
(3.2) ∆Pn = nx
n−1 +
(
(n− 1)n
2
h+ (n− 1)p1,n
)
xn−2
+
(
n(n− 1)(n− 2)
3× 2 h
2 +
(n− 1)(n− 2)
2
p1,nh+ (n− 2)p2,n
)
xn−3 + ... .
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Como o grau de un tem de ser exactamente (n − 1) resulta que os coeficientes dos
termos em xn e xn+1 tem de ser zero. Assim substituindo as expresso˜es de ∆Pn e
Pn em (3.1) e atendendo a (3.2) resulta que o coeficiente do termo em x
n+1 e´:
2a0n+ b0 + (λn − λn+1) = 0
e o coeficiente do termo de xn e´ o seguinte:
2a0(
n(n− 1)
2
h+ (n− 1)p1,n)− hb0n+ b1 + b0p1,n − (λn+1 − λn)p1,n
+ βn(λn+1 − λn) + 2λnh+ 2a1n = 0.
Desta equac¸a˜o determinamos βn :
(3.3) βn = −a0n(n− 1)h− hb0n+ 2a1n+ b1 + 2hλn−2a0n− b0 +
2a0p1,n
2a0n+ b0
Como un tem grau exactamente (n − 1), conclui-se que o coeficiente da poteˆncia
xn−1 e´ na˜o nulo. O coeficiente desta poteˆncia e´
(3.4) (a0(n− 1)(n− 2)h+ (2a1 − b0h)(n− 1) + βn(−2a0n− b0) + 2hλn + b1) p1,n
+(4a0) p2,n+
a0n(n− 1)(n− 2)h2
3
+a1n(n−1)h+2a2n+b0n(n− 1)h
2
2
+b1nh 6= 0.
Mostraremos seguidamente que Ln−1(Un) = 0. Observe-se que o operador Ln−1 tem,
a menos de um factor, Pn−1 como u´nica soluc¸a˜o, para isso calculando
φ∆2Un + ψ∆Un + λn−1Un = knPn
onde
∆2Un = (2φ− hψ)(x+ 2h)∆3Pn + 2∆(2φ− hψ)(x+ h)∆2Pn +∆2(2φ− hψ)∆Pn
+ ψ(x+ 2h)∆2Pn + 2∆ψ(x+ h)∆Pn − [(λn+1 − λn)(x+ 2h− βn)− 2hλn]∆2Pn
+ 2(λn+1 − λn)∆Pn
e
∆Un = (2φ− hψ)(x+ h)∆2Pn +∆(2φ− hψ)∆Pn + ψ(x+ h)∆Pn+
∆ψPn − [(λn+1 − λn)(x+ h− βn)− 2hλn]∆Pn − (λn+1 − λn)Pn.
3. RELAC¸A˜O DE RECORREˆNCIA A TREˆS TERMOS 47
mas uma vez que Un tem grau menor ou igual a n resulta que kn = 0, para n = 1, 2, ...
logo Ln−1Un = 0. Portanto Un = snPn−1 onde sn e´ o coeficiente da poteˆncia xn−1
de Un e e´ dado por (3.4).
A sucessa˜o de polino´mios ortogonais {Pn} verifica uma relac¸a˜o de recorreˆncia a
treˆs termos, e existem (βn), (γn) tais que
Pn+1 − (x− βn)Pn − γnPn−1 = 0,
onde P0 = 1 e P1 = x− β0. Determinemos γn tal que
Ln+1[Pn+1 − (x− βn)Pn − γnPn−1] = 0
para n = 0, 1, .... Da linearidade do operador Ln+1 obtemos
Ln+1[Pn+1]− Ln+1[(x− βn)Pn]− γnLn+1[Pn−1]
= −[kn − γn(λn−1 − λn+1)]Pn−1.
Deste modo γn =
sn
λn−1 − λn+1 para n = 1, 2, ....
Com o objectivo de determinar pj,n necessitamos de calcular
∆x2Pn =n
n−1∑
k=1
(
n− 1
k
)
xn−1−khk−1 + (n− 1)(n
2
h+ p1,n)
n−2∑
k=1
(
n− 2
k
)
xn−2−khk−1
+ (n− 2)
(
n(n− 1)
3!
h2 +
n− 1
2
p1,nh+ p2,n
n−3∑
k=1
(
n− 3
k
)
xn−3−khk−1 + ...
)
As expresso˜es de p1,n e de p2,n obteˆm-se igualando os coeficientes dos termos em x
n
e xn−1 a zero. O coeficiente do termo em [xn] e´ o seguinte:
a0n(n− 1) + b0n− λn = 0
e o coeficiente do termo em [xn−1] tem a expressa˜o
a0
(
n(n− 1)(n− 2)
2
h+ (n− 1)(n− 2)(nh
2
+ p1,n)
)
+ a1n(n− 1)
− b0(n− 1)(nh
2
+ p1,n)− nb1 + λnp1,n = 0
ou seja,
(3.5) p1,n =
(2a0n(n− 1)(n− 2) + n2 (n− 1)b0))h+ a1n(n− 1) + nb1
a0(2n− 2) + b0
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O coeficiente dos termos em xn−2:
a2n(n− 1) + a1
(
h
2
n(n− 1)(n− 2) + (n− 1)(n− 2)
(
nh
2
+ p1,n
))
+
a0
(
1
3
n(n− 1)(n− 2)(n− 3)h2 + h
2
(n− 1)(n− 2)(n− 3)
(
nh
2
+ p1,n
))
+
a0
(
(n− 2)(n− 3)
(
(n− 1)h
2
p1,n + p2,n
))
+ b0(n− 1)(n− 2)
(
nh2
6
+ p1,n
h
2
)
+
+ b0((n− 2)p2,n) + b1
(
(n− 1)
(
n
h
2
+ p1,n
))
− λnp2,n = 0
torna-se assim poss´ıvel determinar recursivamente o coeficiente de p2,n a partir de
p1,n designadamente
(3.6) p2,n =
n(n− 1)(n− 2)h(a1 + a0(n− 3) 512 + b0 h6 ) + b1n(n− 1)h2
2(3a0 − 2a0 − b0) +
+p1,n
b1(n− 1) + a0(n− 1)(n− 2)(n− 3)h+ a1(n− 1)(n− 2) + b0(n− 1)(n− 2)h2 )
2(3a0 − 2a0 − b0
onde p1,n esta´ definido em (3.5).
Substituindo na equac¸a˜o (3.3) a expressa˜o de p1,n dada por (3.5) obtemos βn em
termos de a0, a1, a2, b0, b1 e h:
(3.7) βn = −a0n(n− 1)h− hb0n+ 2a1n+ b1 + 2hλn−2a0n− b0 +
2a0
2a0n+ b0
(2a0n(n− 1)(n− 2) + n2 (n− 1)b0))h+ a1n(n− 1) + nb1
a0(2n− 2) + b0
Substituindo, na expressa˜o de sn o valor de pn,1 dado por (3.5) e o de pn,2 dado
por (3.6) obtemos a expressa˜o de γn em termos de a0, a1, a2, b0, b1 e h:
(3.8)
γn =
(a0(n− 1)(n− 2)h+ (2a1 − b0h)(n− 1) + βn(−2a0n− b0) + 2hλn + b1) p1,n
−2(2a0n+ b0)
+
(4a0) p2,n +
a0n(n− 1)(n− 2)h2
3
+ a1n(n− 1)h+ 2a2n+ b0n(n− 1)h
2
2
+ b1nh
−2(2a0n+ b0) .
Depois de encontrados βn e γn, coeficientes da relac¸a˜o de recorreˆncia a treˆs termos,
estamos em condic¸o˜es de enunciar um resultado fundamental:
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Teorema 3.1. Seja {Pn} uma sucessa˜o de polino´mios mo´nicos que sa˜o soluc¸o˜es
de (1.1) e que sa˜o ortogonais quando e so´ quando kn 6= 0 e a sua funcional de
ortogonalidade u verifica a equac¸a˜o de Pearson ∆(φu) = ψu. Ale´m disso, {Pn} tem
uma representac¸a˜o em fo´rmula de Rodrigues.
Resulta assim que {Pn} tem a seguinte caracterizac¸a˜o :
Teorema 3.2. Seja {Pn} uma sucessa˜o de polino´mios ortogonais que veri-
fica (1.1). Enta˜o
(1) {Pn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos satisfaz um opera-
dor da forma
φ∆2Pn + ψ∆Pn = λnPn;
(2) {Pn} e {∆Pn
n
} sa˜o sucesso˜es de polino´mios ortogonais mo´nicos;
(3) {Pn} e´ tal que existem an, bn ∈ R tais que
Pn =
∆Pn+1
n+ 1
+ an
∆Pn
n
+ bn
∆Pn−1
n− 1 ;
(4) {Pn} e´ tal que existem cn, dn ∈ R tais que
φ∆2Pn + ψ∆Pn = na0Pn+1 + cnPn + dnPn−1.
Demonstrac¸a˜o: A equivaleˆncia (1)⇔ (2) ja´ foi provada.
Vamos mostrar que (2) ⇔ (3). Consideremos a relac¸a˜o de recorreˆncia a treˆs
termos de Pn
Pn+1 − (x− βn)Pn + γnPn−1 = 0
e temos que
Pn = ∆Pn+1 − (x+ h− βn)∆Pn + γnPn−1.
Por outro lado
(3.9) Pn =
∆Pn+1
n+ 1
+
n∑
k=1
an,k
∆Pk
k
.
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Substituindo as duas equac¸o˜es anteriores em (3.9), obtemos a relac¸a˜o
∆Pn+1
n+ 1
−∆Pn+1 +
[an,n
n
+ (x+ h− βn)
]
∆Pn +(
an,n−1
n− 1 − γn
)
∆Pn−1 +
n−2∑
j=1
an,j
∆Pj
j
= 0.
Verifica-se portanto
∆Pn+1
n+ 1
−
[
(x−
(
−h− βn − an,n
n
)
)
] ∆Pn
n
+(
γn(n− 1)
n
− an,n−1
n
)
∆Pn−1
n− 1 = 0,
onde
(
γn(n− 1)
n
− an,n−1
n
)
∆Pn−1
n− 1 6= 0 quando e so´ quando
Pn =
∆Pn+1
n+ 1
+ an,n
∆Pn
n
+ an,n−1
∆Pn−1
n− 1 .
A caracterizac¸a˜o (4) obte´m-se como caso particular de un = knPn−1 fazendo
un = (2φ− hψ)∆Pn + ψPn − [(2a0n+ b0)(x− βn)− 2hλn]Pn.

Para as sucesso˜es de polino´mios mo´nicos que verificam a condic¸a˜o LnPn = 0
temos a seguinte representac¸a˜o :
Teorema 3.3. Seja {Pn} uma sucessa˜o de polino´mios mo´nicos que sa˜o soluc¸a˜o
de LnPn = 0. Enta˜o{Pn} verifica a relac¸a˜o
(3.10) 2φ∆Pn + ψPn − (2a0n+ b0)(x− βn)Pn = knPn−1
com n ∈ Z+. Ale´m disso, se {Pn} verifica a equac¸a˜o anterior e uma relac¸a˜o de
recorreˆncia a treˆs termos enta˜o tambe´m verifica LnPn = 0.
Uma consequeˆncia deste resultado consiste na caracterizac¸a˜o de McCarthy como
mostraremos a seguir:
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Corola´rio 3.1. Se {Pn} e´ uma sucessa˜o de polino´mios mo´nicos que verificam
a condic¸a˜o LnPn = 0 enta˜o
2φ(∆Pn+1Pn − Pn+1∆Pn) = (λn − λn+2γn+1)P 2n + (λn−1 − λn+1)P 2n+1+
((x− βn)(2λn+1 − λn − λn−1)− (x− βn+1)(λn+2 − λn+1))PnPn+1.
Demonstrac¸a˜o: Sabemos que {Pn} verifica LnPn = 0. Assim, escrevendo (3.10)
para n+ 1, temos
(3.11) 2φ∆Pn+1 + ψPn+1 = −(λn+2 − λn+1)(x− βn+1)Pn+1 + (λn − λn+2)γn+1Pn
pelo que, aplicando a relac¸a˜o de recorreˆncia a treˆs termos a` igualdade anterior
verifica-se que
(3.12) 2φ∆Pn + ψPn = −(2λn+1 − λn − λn−1)(x− βn)Pn + (λn+1 − λn−1)Pn+1.
Multiplicando (3.11) por Pn e (3.12) por Pn+1 e subtraindo a segunda equac¸a˜o obtida
pela primeira obtemos a expressa˜o pretendida. 
Se nas fo´rmulas obtidas para os coeficientes βn (3.7) e γn (3.8) tomarmos o limite
quando h a tender para zero e obtemos as seguintes expresso˜es:
(3.13) βn = −(2na1 + b1)
2a0n+ b0
+
a1n(n− 1) + nb1
a0(2n− 2) + b0
2a0
2a0n+ b0
e
(3.14) γn = −(2a1(n− 1) + βn(−2a0n− b0) + b1p1,n + 4a0p2,n + 2a2n−2(2a0n+ b0)
e verificamos que obtemos os coeficientes das relac¸a˜o de recorreˆncia a treˆs termos
dos polino´mios ortogonais cla´ssicos Hermite, Laguerre, Jacobi e Bessel.
4. Caso Cont´ınuo
Nesta secc¸a˜o iremos considerar os polino´mios ortogonais cla´ssicos, {Pn}, ou seja,
os polino´mios de Hermite, Laguerre, Jacobi e Bessel. Estes polino´mios esta˜o carac-
terizados por uma func¸a˜o peso ω = ω(x) que e´ positiva num intervalo ]a, b[ e que
sa˜o soluc¸a˜o da equac¸a˜o diferencial de primeira ordem do tipo Pearson
(φω)′ = ψω
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φ ψ ω I
Hn 1 −2x e−x2 R
Lαn x α + 1− x xαe−x [0,∞[
Pα,βn 1−x2 −(α+ β+2)x+α+ β (1− x)α(1 + x)β [−1, 1]
Bαn x
2 (α+ 2)x+ 2 xαe
−2
x T
Tabela 1
onde φ = a0x
2 + a1x + a2 e´ um polino´mio de grau, no ma´ximo, 2, ψ = b0x + b1 de
grau 1, λn e´ uma constante que depende de n e a0, a1, a2, b0, b1 sa˜o constantes. Ou
seja, a equac¸a˜o de Pearson toma a forma
ω′
ω
=
b0 + b1x
a0x2 + a1x+ a2
.
e as soluc¸o˜es da equac¸a˜o de Pearson satisfazem a seguinte condic¸a˜o∫
xkdω(x) <∞, k = 0, 1, ....
Consoante o estudo das constantes a0, a1, a2, b0, b1, obteremos as soluc¸o˜es da equac¸a˜o
de Pearson, sendo estas as medidas de ortogonalidade dos polino´mios ortogonais
cla´ssicos como se pode observar na tabela 1:
Estes polino´mios tambe´m sa˜o soluc¸a˜o de uma equac¸a˜o diferencial de segunda
ordem do tipo Sturm-Liouville
φP ′′n + ψP
′
n − λnPn = 0(4.1)
onde λn se obte´m por comparac¸a˜o do termo de maior grau desta equac¸a˜o e e´ dado
por λn = −n(n− 1)a0 − nb0.
Considerando uma qualquer relac¸a˜o de recorreˆncia a treˆs termos, correspondente
a` sucessa˜o de polino´mios ortogonais {Pn}, podemos encontrar os respectivos coefi-
cientes βn e γn atrave´s do resultado seguinte:
Teorema 4.1 (Vicente Gonc¸alves). Consideremos a equac¸a˜o diferencial de 2a
ordem LnPn = 0 onde
Ln = φD
2 + ψD + λnI
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onde φ e ψ esta˜o definidos como anteriormente e Dk e´ a derivada de ordem k. Para
cada n,
φ(x)P ′′n (x) + ψ(x)P
′
n(x) + λnPn(x) = 0
tem uma u´nica soluc¸a˜o polinomial de grau exactamente n se e somente se:
(1) En0,ξ = 0 tem ξ = n como u´nica soluc¸a˜o em N
(2) En0,k 6= 0 para k = 0, 1, ..., n− 1.
Ale´m disso, as soluc¸o˜es polinomiais mo´nicas
Pn = x
n + p1,nx
n−1 + p2,nxn−2 + ...
de (1.1) verificando 1 e 2 satisfazem a relac¸a˜o de recorreˆncia a treˆs termos
xPn = Pn+1 + βnPn + γnPn−1, n ∈ Z+
com condic¸o˜es iniciais P0 = 1, P1 = x− β0 onde
βn =
(2a0 − b0)b1 − n ((n− 1)a0 + b0)
(2na0 + b0)(2(n− 1)a0 + b0)
γn+1 =
n+ 4a0
En+11,n E
n+1
1,n+1+E
n+1
2,n+1E
n+1
0,n
En−10,n E
n+1
0,n
+ 2φ
(
En+11,n+1
En+10,n
)
λ0,n − λ0,n+2
e por definic¸a˜o
Eni,ξ = aiξ(ξ − 1) + biξ − λi, n
onde ai e bi sa˜o os coeficientes de φ(x) e ψ(x) e respectivamente, λi,n = λnδi,0 onde
δi,0 e´ o s´ımbolo de Kronecker.
Considerando ainda os trabalhos de Vicente Gonc¸alves, a fo´rmula de Rodrigues
pode ser obtida da seguinte forma:
Teorema 4.2. Seja yn(x) uma soluc¸a˜o polinomial de
φ(x)P ′′n (x) + ψ(x)P
′
n(x) + λnPn(x) = 0
enta˜o
yn = ω
−1(x)
(
ω(x)φn(x)
(
c1 +
∫ x
x0
N(t)
ω(t)φ−1(t)
dt
))(n)
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onde ω e´ uma soluc¸a˜o da equac¸a˜o de Pearson, φ(x) e ψ(x) definidos como anteri-
ormente, c1 e´ uma constante real e N e´ um polino´mio de grau quando muito n.
Para N ≡ 0 e c1 = 1 obtemos
y =
Dn (ω(x)φn(x))
ω(x)
.
que e´ a fo´rmula de Rodrigues e para os polino´mios ortogonais cla´ssicos temos:
(1) Polino´mios de Hermite : Hn(x) = (−1)nex2 d
n
dxn
e−x
2
(2) Polino´mios de Laguerre: Lαn(x) = (n!)
−1x−αex
dn
dxn
[xn+αe−x]
(3) Polino´mios de Jacobi: para α > −1, e β > −1
Pα,βn = (−2)−n(n!)−1(1− x)−α(1 + x)−β
dn
dxn
[
(1− x)n+α(1 + x)n+β].
5. Teorema de Sturm
No estudo dos polino´mios ortogonais as propriedades dos seus zeros sa˜o funda-
mentais para melhor os percebermos. No cap´ıtulo 1 ja´ analisa´mos algumas destas
propriedades mas para o caso dos polino´mios ortogonais que sa˜o soluc¸a˜o de uma
equac¸a˜o do tipo Sturm-Liouville a localizac¸a˜o e´-nos dada atrave´s do teorema de
comparac¸a˜o de Sturm.
Nesta secc¸a˜o iremos demonstrar este teorema e veremos a sua aplicac¸a˜o ao caso
dos polino´mios ortogonais cla´ssicos.
Consideremos a seguinte equac¸a˜o escalar linear e homoge´nea de 2a ordem:
y′′ + a1(x)y′ + a2(x)y = 0
onde a1(x) e a2(x) sa˜o func¸o˜es reais de x, cont´ınuas e esta˜o definidas num intervalo
[α, β]. Sejam
A(x) = e
∫ x
x0
a1(t)dt
B(x) = a2(x)e
∫ x
x0
a1(t)dt.
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Com estas condic¸o˜es vamos introduzir um teorema relativo aos zeros das soluc¸o˜es
y1 e y2:
Teorema 5.1 (Comparac¸a˜o de Sturm). Sejam A1 ≥ A2 e B1 ≤ B2 em (α, β),
enta˜o entre dois zeros de uma soluc¸a˜o na˜o nula y1(x) de
(5.1)
d
dx
[
A1
dy1
dx
]
+B1(x)y1 = 0
existe pelo menos um zero de uma soluc¸a˜o na˜o nula y2 de
(5.2)
d
dx
[
A2
dy2
dx
]
+B2(x)y2 = 0
excepto se, entre dois zeros, A1 = A2 e B1 = B2 e se y1 e y2 na˜o diferem a menos
de um factor constante.
Demonstrac¸a˜o: Consideremos o seguinte desenvolvimento da equac¸a˜o
y′′ + a1(x)y′ + a2(x)y = 0,
onde a1(x), a2(x) sa˜o func¸o˜es reais cont´ınuas em ]α, β[. Multiplicando esta equac¸a˜o
pelo factor integrante e
∫
a1(x)dx obtemos
d
dx
[
e
∫
a1(x)dxy′
]
+ e
∫
a1(x)dx (a2(x)y) = 0
ou seja, temos a equac¸a˜o auto-adjunta
d
dx
[
A(x)
dy
dx
]
+B(x)y = 0
onde
A(x) = e
∫
a1(x)dx e B(x) = a2(x)e
∫
a1(x)dx.
Como o factor integrante nunca se anula estas equac¸o˜es teˆm o mesmo conjunto
de soluc¸o˜es. Seja A(x) positiva em ]α, β[, utilizando o Teorema Fundamental do
Ca´lculo Integral temos
A′ (x) =
(
e
∫ x
x0
a1(t)dt
)′
= e
∫ x
x0
a1(t)dt
a1 (x)
Logo A(x) tem derivada cont´ınua.
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Consideremos duas equac¸o˜es da seguinte forma
(5.3)
d
dx
[
A1(x)
dy1
dx
]
+B1(x)y1 = 0
(5.4)
d
dx
[
A2(x)
dy2
dx
]
+B2(x)y2 = 0
com A1(x), A2(x) > 0 e A
′
1(x) e A
′
2(x) sa˜o cont´ınuas.
Multiplicando a equac¸a˜o (5.4) por
y21
y2
e a equac¸a˜o (5.3) por y1 e manipulando
estas equac¸o˜es obtemos
(5.5)
d
dx
[
y1
y2
(−A2y′2y1 + A1y′1y2)
]
= (B2 −B1) y21 + A2
(
y′1 −
y1
y2
y′2
)2
+
(A1 − A2) y21.
Suponhamos que existe um segmento [α1, β2] ⊂]α, β[ onde se verificam as seguin-
tes condic¸o˜es:
(1) y2 na˜o se anula,
(2) y1(α1) = y1(β1) = 0.
Calculando o integral sobre o conjunto [α1, β2] da equac¸a˜o (5.5) obtemos
(5.6)
∫ β1
α1
((B2 −B1) y21)dx+
∫ β1
α1
(A1 − A2) y21 + A2
(
y′1 −
y1
y2
y′2
)2
dx.
Como B2 ≥ B1 e A1 ≥ A2 sobre [α1, β1] temos que (5.6) seria positivo o que na˜o
pode acontecer. Com A1 = A2 e B1 = B2 teriamos y1 = y2 e y2 anular-se-ia nos
extremos do segmento o que e´ uma contradic¸a˜o, pois por hipo´tese y2 na˜o se anula.
Conclui-se enta˜o que se tem y2(ξ) = 0 para algum ξ ∈ [α1, β2]. 
Este resultado pode ser aplicado aos polino´mios ortogonais cla´ssicos como iremos
ver nos seguintes exemplos:
Exemplo 5.1. Os polino´mios de Jacobi Pα,βn satisfazem a seguinte equac¸a˜o di-
ferencial de segunda ordem do tipo Sturm-Liouville:
(5.7) (1− x2)(P λn )′′ − (2λ+ 1)x(P λn )′ + n(n+ 2λ)P λn = 0
onde α = β = λ+ 1
2
e < 0λ < 1.
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Esta equac¸a˜o tem os seus zeros compreendidos entre −1 e 1. Fazendo uma
mudanc¸a de varia´vel x = cos θ resulta que z = (sin θ)λP λn (cos θ). Sabemos que a
medida de ortogonalidade destes polino´mios e´ ω(x) = (1− x2)λ2 e substituindo
(1− x2)λ2 = (sin θ)λ
verificamos que P λn e´ ortogonal relativamente a (sin θ)
λ.
Voltando a` equac¸a˜o diferencial (5.7) fazemos a mudanc¸a de varia´vel indicada
temos a respectiva equac¸a˜o auto adjunta
z′′ +
[
(n+ λ)2 +
λ(1− λ)
sin θ
2
]
z = 0
e aplicando o Teorema de Sturm temos
z′′ + (n+ λ2)z = 0
ou seja, P λn (cos θ) tem um zero no intervalo
(
(k − 1)pi
n+ λ
,
kpi
n+ λ
)
para k = 2, 3, ..., n.
Vemos directamente que existe um zero no intervalo
(
0,
pi
n+ λ
)
e como
P λn (−x) = (−1)nP − nλ(x)
temos que os zeros θk = pi − θn−1−k logo(
k − (1− λ)pi
kpi
n+ λ
)
.
Consideremos o caso dos polino´mios de Hermite
Exemplo 5.2. Consideremos a seguinte equac¸a˜o escalar
y′′ − 2xy′ + 2µy = 0 ou d
dx
(
e−x
2 dy
dx
)
+ 2µe−x
2y = 0
enta˜o existe uma soluc¸a˜o na˜o nula
y′(x) = y′(0) + 2xy(x)− 2(µ+ 1)
∫ x
0
y(t) dt.
Deduzimos que se y satisfaz esta condic¸a˜o, temos tambe´m temos tambe´m |y| < Kekx2
com k1 < k <
1
2
donde resulta que y′ e´ integra´vel e de quadrado integra´vel para a
medida e−x
2
.
5. TEOREMA DE STURM 58
Os polino´mios de Hermite, de grau n sa˜o soluc¸a˜o da equac¸a˜o
d
dx
(
e−x
2
H ′n
)
+ 2ne−x
2
Hn = 0
e por comparac¸a˜o temos
(µ− n)
∫ +∞
−∞
e−x
2
y(x)Hn(x) dx = 0.
Portanto, se µ na˜o e´ um inteiro, os coeficientes do desenvolvimento de y em se´rie de
polino´mios sa˜o todos nulos e y seria nulo. Logo temos que ter µ = n e as soluc¸o˜es
pretendidas sa˜o o produto de Hn por uma constante.
Para os polino´mios de Laguerre temos:
Exemplo 5.3. Estes polino´mios verificam a seguinte equac¸a˜o:
xy′′ + (1− x)y′ + µy = 0
quando µ = n e n = 0, 1, ... existem soluc¸o˜es na˜o nulas tais que
lim
x→0
xy′(x) = 0
onde |y(x)| ≤ Kekx para x > 1 com 0 > k > 1
2
. Logo y e´ integra´vel e de quadrado
integra´vel.
)
CAP´ıTULO IV
Polino´mios Ortogonais Cla´ssicos Co-Recursivos
O objectivo principal deste cap´ıtulo consiste em encontrar a famı´lia generalizada
de polino´mios ortogonais cla´ssicos co-recursivos.
Comec¸aremos com uma breve introduc¸a˜o aos conceitos de polino´mios co-recursivos
e de mudanc¸a afim na varia´vel. Depois encontraremos uma relac¸a˜o entre as deriva-
das de primeira ordem e os polino´mios associados de Pn. Partindo das func¸o˜es de
segunda espe´cie qn e da equac¸a˜o diferencial de segunda ordem de Sturm-Liouville,
Ln = φD
2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I
chegaremos enta˜o a` seguinte relac¸a˜o
L∗nP
(1)
n−1(x) = 2(a0 − b0)P ′n(x).
Esta relac¸a˜o e´ mais geral do que a de Sturm -Liouville anteriormente considerada
e ira´ permitir-nos encontrar uma famı´lia de polino´mios mais geral que designaremos
por {Pn}. Esta nova famı´lia de polino´mios ortogonais verifica uma relac¸a˜o de re-
correˆncia a treˆs termos e os respectivos coeficientes sera˜o designados por δn e νn.
Estes coeficientes teˆm grande importaˆncia pois atrave´s deles conseguimos esten-
der os resultados conhecidos sobre os cla´ssicos para famı´lias de polino´mios ortogonais
mais gerais, como e´ o caso dos polino´mios ortogonais co-recursivos.
Conseguimos relacionar estes polino´mios com os cla´ssicos da seguinte forma
Pn(x) = P (c)n (ax+ b; d)
e as expresso˜es de a, b, c, d sera˜o encontradas em func¸a˜o dos paraˆmetros livres α, β,
δ0 e ν1. Para isso usaremos a transformac¸a˜o afim para relacionar as expresso˜es de
βn e γn dadas pela tabela 2 e as expresso˜es de νn e δn dadas pela tabela 3 fazendo
δn+1 =
βn+c − b
a
, νn+1 =
γn+1+c
a2
, δ0 = β0 − d.
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No final apresentaremos as medidas de ortogonalidade dos polino´mios ortogonais
cla´ssicos obtidas por Askey e Wimp em [3], Bustoz e Ismail em [9] onde utilizaram
nos seus trabalhos o me´todo usado por Pollaczek que descrevemos no Cap´ıtulo II.
Introduziremos, tambe´m, a transformada de Stieltjes associada aos polino´mios co-
recursivos como foi feito em [21] por Dehesa, Marcella´n e Ronveaux.
1. Polino´mios Ortogonais Co-Recursivos
Comec¸aremos por introduzir o conceito de mudanc¸a afim na varia´vel e encon-
traremos a relac¸a˜o de recorreˆncia a treˆs termos correspondente. Seja {Pn} uma
sucessa˜o de polino´mios ortogonais mo´nicos. Diz-se que Rn e´ uma transformac¸a˜o
afim de Pn se existirem paraˆmetros reais a, b com a 6= 0 tais que
Rn(x) = a
−nPn(ax+ b).
Fazendo a mudanc¸a de varia´vel x = ax + b na relac¸a˜o de recorreˆncia a treˆs termos
de {Pn}
xPn = Pn+1 + βnPn + γnPn−1
e tendo em conta que
1
an+1
Pn+1(ax+ b) = Rn+1(x),
resulta
1
an+1
Pn+1(ax+ b) =
(ax+ b)− βn
an+1
Pn(ax+ b)− γn
an+1
Pn−1(ax+ b)
ou seja, obtemos a relac¸a˜o de recorreˆncia a treˆs termos para Rn:
xRn(x) = Rn+1(x) +
βn − b
a
Rn(x) +
γn
a2
Rn−1(x).
Em relac¸a˜o a` co-recursividade temos que {Pn(x; d)} e´ uma sucessa˜o de polino´mios
ortogonais mo´nicos co-recursivos quando se expressam como combinac¸a˜o linear da
sucessa˜o {Pn} e dos seus associados de ordem um da seguinte forma
Pn(x; d) = Pn(x)− dP (1)n−1.
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A partir desta equac¸a˜o encontramos a relac¸a˜o de recorreˆncia a treˆs termos que
{Pn(x; d)} satisfaz e que tem a seguinte forma:
xpn(x; d) = Pn+1(x; d) + βn+1Pn(x; d) + γn+1Pn−1(x; d)
com condic¸o˜es iniciais P0(x; d) = 0 e P1(x; d) = P1(x)− d.
Para obtermos uma relac¸a˜o entre os polino´mios associados de primeira ordem
P
(1)
n e P ′n comec¸amos por considerar as func¸o˜es de segunda espe´cie qn que esta˜o
associadas a`s soluc¸o˜es polinomiais da equac¸a˜o (4.1), que sa˜o definidas por:
qn(x) =
1∫
I
ω(t)dt
∫ b
a
Pn(t)ω(t)
x− t dt(1.1)
e que satisfazem a equac¸a˜o
(1.2)
[
φD2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I
]
qn = 0.
Estas func¸o˜es satisfazem a mesma relac¸a˜o de recorreˆncia que Pn como mostraremos
a seguir. Consideremos a relac¸a˜o de recorreˆncia
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x).
Multiplicando ambos os membros da relac¸a˜o anterior por
ω
t− x vem
xpnω
t− x =
pn+1ω
t− x +
βnPnω
t− x +
γnPn−1ω
t− x
integrando cada membro no intervalo [a, b] e tendo em conta que
x
t− x =
t
t− x − 1
temos
−
∫
Pn(x)ω(x)
t− x dx+
∫
t
t− xPn(x)ω(x)dx =
∫
pn+1(x)ω(x)
t− x dx+βn
∫
Pn(x)ω(x)
t− x dx
+ γn
∫
Pn−1(x)ω
t− x dx.
Aplicando a definic¸a˜o de qn (1.1) temos a relac¸a˜o de recorreˆncia pretendida
tqn(t) = qn+1(t) + βnqn(t) + γnqn−1(t).
Pela equac¸a˜o (1.2) e pela definic¸a˜o das func¸o˜es de segunda espe´cie qn obtemos
uma relac¸a˜o entre as derivadas de Pn e os seus polino´mios associados de primeira
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ordem P
(1)
n , para isso comec¸aremos por calcular a primeira e a segunda derivadas
de qn, que sa˜o definidas por:
q′n(x) = −
∫
Pn(t)ω(t)
(x− t)2 dt e q
′′
n(x) = 2
∫
Pn(t)ω(t)
(x− t)3 dt.
Existe uma relac¸a˜o entre as derivadas de q0(x) e q0(x) e a partir dela chegare-
mos aos resultados pretendidos. A partir da equac¸a˜o de Pearson φ(x)ω′(x) =
(ψ(x)− φ′(x))ω(x) e dividindo-a por x − t e depois primitivando-a em ordem a
t temos ∫
φ(t)
ω′(t)
x− tdt =
∫
ψ(t)− φ′(t)
x− t dt
φ′(x)q0(t) = (ψ(x)− φ′(x))q0(x) + (a0 − b0).
Resulta assim que q0 verifica uma equac¸a˜o diferencial linear de 1
a ordem com coefi-
cientes polinomiais
(1.3) φq′0(x) = (ψ − φ′)q0(x) + (a0 − b0)
Derivando a equac¸a˜o anterior obtemos
(1.4) φ(x)q′′0(x) = (ψ
′(x)− φ′′(x))q0(x) + (ψ(x)− 2φ′(x))q′0(x).
Na definic¸a˜o de qn, (1.1), temos que somando e subtraindo por Pn(x) vem
qn(x) = −
∫
Pn(t)− Pn(x)
x− t ω(t)dt+
∫
Pn(x)
x− t ω(t)dt
qn(x) = −P (1)n−1(x) + Pn(x)q0(x)
onde P0(x) = 1.
Aplicando o operador
Ln = φD
2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I
na equac¸a˜o anterior obtemos Lnqn(x) = 0
q0(x) [(φP
′′
n (x) + ψP
′
n(x) + λPn(x))− 2ψP ′n(x) + 2φ′P ′n(x) + φ′′Pn(x)− ψ′Pn(x)]
+q′0(x) (2φP
′
n(x) + (2φ
′ − ψ)Pn(x)) + q′′0(x)Pn(x)φ+−LnP (1)n−1 = 0
Pela equac¸a˜o de Sturm-Liouville e por (1.4) obtemos
−LnP (1)n−1(x) + 2(φ′ − ψ)q0(x)P ′n(x) + 2φq′0(x)P ′n(x) = 0
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e atrave´s de (1.3) resulta que
LnP
(1)
n−1(x) = 2(a0 − b0)P ′n(x).
Podemos assim estabelecer o seguinte resultado:
Teorema 1.1. Se {Pn} e´ uma sucessa˜o de polino´mios ortogonais mo´nicos cla´ssica
enta˜o
L∗nP
(1)
n−1(x) = 2(a0 − b0)P ′n(x)
onde
L∗n = φD
2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I
e φ = a0x
2 + a1x+ a2 e´ um polino´mio de grau no ma´ximo dois, ψ = b0x+ b1 e λn e´
uma constante que depende de n, como foi definido no cap´ıtulo 1.
2. Problema Principal
Na secc¸a˜o anterior conclu´ımos que a sucessa˜o de polino´mios ortogonais mo´nicos,
{Pn}, verifica uma relac¸a˜o do tipo
(2.1) L∗nP
(1)
n−1(x) = 2(a0 − b0)P ′n(x)
onde L∗n = φD
2 + (2φ′ − ψ)D + (λn + φ′′ − ψ′)I.
O estudo desta sucessa˜o de polino´mios foi realizado por Branquinho e Foulquie´
Moreno, em [5]. Neste trabalho foi provado que as sucesso˜es de polino´mios orto-
gonais mo´nicos cla´ssicos verificam uma relac¸a˜o do tipo (2.1) e conclui-se que esta
equac¸a˜o e´ mais geral do que a equac¸a˜o de Sturm-Liouville considerada anterior-
mente e atrave´s dela obtemos uma sucessa˜o de polino´mios ortogonais mais geral
que designaremos por {Pn} e que correspondera´ a` famı´lia de polino´mios ortogonais
co-recursivos e tambe´m determinaremos os coeficientes, δn e νn, da relac¸a˜o de re-
correˆncia a treˆs termos que estes verificam. Iremos classifica´-los em quatro classes e
que por analogia ao caso cla´ssico iremos designa-las por Hn, Lα1n , Pα1,β1n e Bα1n .
Obteremos uma relac¸a˜o entre os polino´mios cla´ssicos e esta nova famı´lia de po-
lino´mios ortogonais da seguinte forma:
Pn(x) = P (c)n (ax+ b; d).
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Os polino´mios cla´ssicos verificam uma relac¸a˜o de recorreˆncia a treˆs termos com
coeficientes βn, γn e com paraˆmetros α e β. Os novos polino´mios tambe´m satisfazem
uma relac¸a˜o de recorreˆncia mas com coeficientes δn e νn mas com paraˆmetros α1,
β1. As expresso˜es de a, b, c e d obteˆm-se atrave´s das seguintes relac¸o˜es
δn+1 =
βn+c − b
a
, νn+1 =
γn+1+c
a2
, δ0 = β0 − d.
com paraˆmetros livres α, β, δ0 e ν1.
3. Polino´mios Ortogonais Co-Recursivos dos Cla´ssicos
O resultado seguinte permite determinar a expressa˜o geral dos coeficientes da
relac¸a˜o de recorreˆncia a treˆs termos da sucessa˜o de polino´mios ortogonais {Pn} que
verificam a equac¸a˜o (2.1).
Teorema 3.1. Se {Pn} e´ uma uma sucessa˜o de polino´mios ortogonais mo´nicos
que satisfaz uma equac¸a˜o de Sturm-Liouville, enta˜o os coeficientes da relac¸a˜o de re-
correˆncia a treˆs termos correspondente a sucessa˜o de polinomios ortogonais mo´nicos
{Pn} que verificam (2.1) sa˜o dados por
βn+1 =
−2a1(n+ 1)(na0 + b0) + (b1 − 2(a0 − b0)β0)b0
(2(n+ 1)a0 + b0)(2na0 + b0)
(3.1)
(3.2) γn+2 = −((n+ 1)a0 + b0)(n+ 1)a2 + (a
2
0 − b20)γ1
((2n+ 3)a0 + b0)((2n+ 1)a0 + b0)
+ vn
(n+ 1)(−(n+ 2)a1 + b1 − 2(a0 − b0)β0)
((2n+ 3)a0 + b0)((2n+ 2)a0 + b0)2((2n+ 1)a0 + b0)
onde
vn = −((2n+ 1)a0 + b0)a1b0
+ (((n+ 1)a0 + b0)(2(a0 − b0)β0 + b1)− n(n+ 1)a0a1)a0
Demonstrac¸a˜o: Em Chihara [13] temos que
P
(1)
n−1(x) = x
n−1 − Anxn−2 +Bnxn−3 + . . .
Pn(x) = x
n − (An + β0)xn−1 + (Bn + β0An − γ1)xn−2 + . . .
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onde An =
n−1∑
k=1
βk e Bn =
∑
1≤i<j≤n−1
βiβj −
n−1∑
k=2
γk. Para encontrarmos as expresso˜es
de An e de Bn vamos comparar os coeficientes de x
n−2, xn−3 de
(3.3) L∗n(x
n−1 − Anxn−2 +Bnxn−3 + ...) = 2(a0 − b0)P ′n(x)
onde L∗n = φD
2 + (2φ′−ψ)D+ (λn + φ′′−ψ′)I. O coeficiente do termo em [xn−2] e´
o seguinte:
a0(−An(n− 2)(n− 3)) + a1(n− 2)(n− 1) + (4a0 − b0)(−An)(n− 2)+
+2(2a1−b1)(n−1)+(−n(n−1)a0−nb0+2a0−b0)(−An) = −2(a0−b0)(A0−β0)(n−1)
e daqui resulta que
(3.4) An =
(n− 1) ((b1 − a1n) + 2β0(a0 − b0))
2 ((n− 1)a0 + b0) .
relativamente ao coeficiente do termo em [xn−3] temos
(−a1n2 + 3na1 − 2a1 + b1n− 2b1 − 2(a0 − b0)(n− 2)β0)An
+ (−4a0n+ 6a0 − 2b0)Bn = −a2(n− 2)(n− 1)− 2(a0 − b0)(n− 2)γ1
e vem Bn e´ dado por
(3.5) Bn =
a2(n− 2)(n− 1) + 2(a0 − b0)(n− 2)γ1
2((2n− 3)a0 + b0)
+
a1(n
2 + 3n− 2) + b1(n− 2)− 2(a0 − b0)(n− 2)β0)
2((2n− 3)a0 + b0) An
para n ∈ N.
Derivando a relac¸a˜o de recorreˆncia a treˆs termos
(3.6) xPn = Pn+1(x) + βnPn(x) + γnPn−1(x)
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temos Pn = P
′
n+1− (x− βn)P ′n + γnP ′n−1. Multiplicando esta equac¸a˜o por 2(a0− b0)
e aplicando a equac¸a˜o (2.1) conclui-se
2(a0 − b0)Pn = L∗n+1P (1)n − (x− βn)L∗nP (1)n−1 + γnL∗n−1P (1)n−2
= L∗n
(
P (1)n − (x− βn)P (1)n−1 + γnP (1)n−2
)
+ 2φ
(
P
(1)
n−1
)′
+(2φ′ − ψ)P (1)n−1 − (2na0 + b0)P (1)n + (2(n− 1)a0 + b0)γnP (1)n−2.
Logo, tendo em conta que {Pn} satisfaz uma relac¸a˜o de recorreˆncia a treˆs termos
como em (3.6) temos
(3.7) 2(a0 − b0)Pn = 2φ
(
P
(1)
n−1
)′
+ (2φ′ − ψ)P (1)n−1
− (2na0 + b0)P (1)n + (2(n− 1)a0 + b0)γnP (1)n−2
Comparando os coeficientes dos termos em xn−1 e xn−2 de (3.7) resulta que
βn+1 = −−2a0An+1 + 2(n+ 1)a1 − b1 + 2(a0 − b0)β0
2(n+ 1)a0 + b0
(3.8)
(3.9) γn+2 =
4a0Bn+2 − 2(a0 − b0)γ1 − 2(n+ 1)a2
2((2n+ 3)a0 + b0)
+
2(a0 − b0)β0 + 2(n+ 1)a1 − b1 + (2(n+ 2)a0 + b0)βn+2
2((2n+ 3)a0 + b0)
An+2
Apenas nos resta substituir nas equac¸o˜es (3.8) e (3.9) as expresso˜es de An e Bn que
sa˜o dados por (3.4) e por (3.5),respectivamente chegando deste modo ao resultado
pretendido. 
Consideremos as expresso˜es cano´nicas de φ e de ψ, dadas pela tabela 1 do cap´ıtulo
1, e consideremos os correspondentes valores de β0 e de γ1, para o caso cla´ssico que
sa˜o dados pela tabela 2.
Se substituirmos estes valores nas expresso˜es de (3.1) e (3.2) obtemos os valores
para βn e γn+1 apresentados na tabela 1 que ira˜o coincidir com os coeficientes da
relac¸a˜o de recorreˆncia a treˆs termos das sucesso˜es de polino´mios ortogonais mo´nicos
cla´ssicos, ou seja, os resultados obtidos a partir do Teorema 3.1 sa˜o consistentes com
os resultados conhecidos para as sucesso˜es de polino´mios ortogonais cla´ssicos. Na
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βn γn+1
Hn 0
n+1
2
Lαn 2n+ α+ 1 (n+ 1)(n+ α+ 1)
Pα,βn
β2−α2
(2n+α+β)(2n+α+β+2)
4(n+1)(n+α+1)(n+β+1)(n+α+β+1)
(2n+α+β+1)(2n+α+β+2)2(2n+α+β+3)
Bαn
−2α
(2n+α)(2n+α+2)
−4(n+1)(n+α+1)
(2n+α+1)(2n+α+2)2(2n+α+3)
Tabela 1
δn+1 νn+1
Hn 2β0 n2 + γ1
Lαn 2n− α− 1 + 2β0 n(n− α+ 2β0) + γ1
Pα,βn (β+α+2)(α−β+2(1+α+β)β0)(2n+α+β)(2n+α+β+2) 4n(2+α+β+n)(1+β+n−(1+α+β)β0)(1+α+n+((1+α+β)β0))(2n+α+β+1)(2n+α+β+3)(α+β+2+2n)2) +
(α+β+1)(α+β+3)γ1
(2n+α+β+1)(2n+α+β+3)
Bαn 2(2+α)(1+(1+α)β0)(2n+α)(2n+α+2)
−4n(n+α+2)(1+(α+1)β0)2
(2n+α+1)(2n+α+2)2(2n+α+3)
+
(3+α)(α+1)γ1
(2n+α+1)(2n+α+3)
Tabela 2
tabela 2 esta˜o apresentados os resultados obtidos quando substitu´ımos as expresso˜es
cano´nicas de φ e de ψ em (3.1)e em (3.2).
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4. Estudo das soluc¸o˜es do problema inicial
Como vimos anteriormente as sucesso˜es de polino´mios ortogonais cla´ssicos sa˜o
soluc¸a˜o de uma equac¸a˜o de Sturm-Liouville. Existe nova uma sucessa˜o de polino´mios
{Pn} que satisfazem a equac¸a˜o
φ(P(1)n−1)′′ + (2φ′ − ψ)(P(1)n−1)′ − (λn − φ′′ + ψ′)P(1)n−1 = 2(a0 − b0)(Pn)′.
Como sabemos os polino´mios ortogonais cla´ssicos verificam uma relac¸a˜o de re-
correˆncia a treˆs termos com coeficientes βn we γn e com paraˆmetros α e β. Os
novos polino´mios tambe´m satisfazem uma relac¸a˜o de recorreˆncia mas com coeficien-
tes δn e νn:
xPn = Pn+1 + δnPn + νnPn−1
mas com paraˆmetros α′ e β′.
Consideremos a tabela 2 onde apresentamos os coeficientes βn e γn da relac¸a˜o de
recorreˆncia correspondente aos polino´mios ortogonais cla´ssicos e na tabela 3 temos
os coeficientes δn e νn relativos aos novos polino´mios Pn. Por analogia ao caso
cla´ssico designa´mo-las por Hn, Lα1n , Pα1,β1n e Bα1n .
Podemos obter uma relac¸a˜o entre estas duas famı´lias de polino´mios da seguinte
forma:
Pn = P (c)n (ax+ b; d)
onde α, β, δ0 e ν1 sa˜o paraˆmetros livres.
4.1. Caso Hn. Vamos encontrar a relac¸a˜o existente entre os polino´mios de Her-
mite e os novos polino´mios {Hn}. Atrave´s da transformac¸a˜o afim na varia´vel da
relac¸a˜o de recorreˆncia a treˆs termos dos polino´mios de Hermite, comparando as
expresso˜es de βn e de γn dos polino´mios Hn com as expresso˜es de νn e de δn dos
polino´mios Hn obtemos a, b, c e d em termos de δ0, ν1 como mostraremos a seguir.
Igualando as expresso˜es de βn e δn+1 dadas pelas tabelas 2 e 3, respectivamente,
temos:
(4.1) δn+1 =
βn+c − b
a
⇔ 2δ0 = −b
a
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e fazendo o mesmo para as expresso˜es de γn+1 e νn+1 temos: νn+1 =
γn+1+c
a2
, ou seja,
n
2
+ ν1 =
n+c+1
2
a2
(4.2)
obtemos
ν1 =
n
2
(
1
a
− 1
)
+
c+ 1
2a2
.
Como
(
1
a
− 1
)
tem de ser 0 resulta que a = ±1. Substituindo este valor em (4.1)
obtemos b = ±2δ0.
Voltando a` equac¸a˜o (4.2) e substituindo o valor de a obtido anteriormente temos
c em func¸a˜o de ν1: c = 2ν1 − 1. Falta-nos apenas o valor do paraˆmetro d e que se
obteˆm da seguinte forma:
2δ0 − d = δ0 ⇔ d = δ0.
Deste modo obtemos uma relac¸a˜o entre esta nova sucessa˜o de polino´mios {Hn} e os
polino´mios de Hermite:
Hn = H(c) (±(x− 2δ0); δ0)
onde H(c)(x; d) e´ a sucessa˜o de polino´mios ortogonais mo´nicos co-recursiva de Her-
mite.
4.2. Caso Lα1n . Para os polino´mios de Laguerre o processo sera´ ideˆntico ao
utilizado nos polino´mios de Hermite.
Encontraremos a relac¸a˜o
Lα1n = (Lαn)(c) (ax+ b; d)
de modo a determinar a, b, c, d, α em func¸a˜o de δ0 e ν1 que sa˜o paraˆmetros livres e
α1 que e´ um valor inicial.
Comparando as expresso˜es de δn+1 com a expressa˜o de βn relativa a L
α
n obtemos
a seguinte igualdade
δn+1 =
βn+c − b
a
⇔ 2n− (α1 + 1) + 2δ0 = 2(n+ c) + α+ 1− b
a
resultando directamente a = 1 e b = 0.
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Desta expressa˜o resulta que
(4.3) α = 2δ0 − 2c− α1 − 2 ⇔ −α1 + 2δ0 + α = 2(c+ α+ 1)
Comparando as expresso˜es de γn+1, com a expressa˜o de νn+1 temos
νn+1 =
γn+1+c
a2
⇔ n(n− α1 + 2δ0) + ν1 = (n+ c+ 1)(n+ c+ α+ 1)
a2
como a = 1 vem n(n− α1 + 2δ0) + ν1 = (n+ c+ 1)(n+ c+ α+ 1)
por (4.3)) obtemos a expressa˜o de c
(4.4) c =
2ν1
−α1 + 2δ0 + α − 1.
Substituindo esta expressa˜o em (4.3) obtemos dois valores para α
α = ±
√
(α1 − 2δ0)2 − 4ν1.
Quando substitu´ımos estes valores em (4.4) obtemos os expresso˜es para c em termos
de α1, δ0 e de ν1:
c = −1 + 2ν1±√(α1 − 2δ0)2 − 4ν1 − α1 + 2δ0 .
Falta apenas determinar o valor de d: temos
δ0 = δ0 − (1 + α1)− d ⇔ d = δ0 − (1 + α1)
obtendo deste modo os polino´mios co-recursivos dos polino´mios de Laguerre.
4.3. Caso Pα1,β1n . De modo ana´logo ao que fizemos para os polino´mios de Her-
mite e Laguerre vamos encontrar as expresso˜es de a, b, c, d, α1 e β1 em termos de
α, β, δ0 e ν1.
Comec¸ando por considerar as expresso˜es dos βn e dos γn+1 das tabelas 2 e as
expresso˜es de νn+1 e δn+1 dadas pela tabela 3 e fazendo a mudanc¸a afim na varia´vel
da expressa˜o de βn temos a seguinte relac¸a˜o:
(2 + α1 + β1)(α1 − β1 + 2(1 + α1 + β1)δ0)
(2n+ α1 + β1)(2 + α1 + β1 + 2n)
β2 − α2
(2n+ 2c+ α+ β)(2 + 2c+ 2n+ α+ β)
− b
a
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e de imediato temos que a = 1 e b = 0. A expressa˜o fica da seguinte forma
(2 + α1 + β1)(α1 − β1 + 2(1 + α1 + β1)δ0)
(2n+ α1 + β1)(2 + α1 + β1 + 2n)
β2 − α2
(2n+ 2c+ α+ β)(2 + 2c+ 2n+ α+ β)
.
Reduzindo ao mesmo denominador obtemos
(2 + α1 + β1)(α1 − β1 + 2(1 + α1 + β1)δ0)(4n2 + n(8c+ 4α+ 4β + 4))+
+4c2 + 4cβ + 4c+ 4cα + α2 + 2αβ + 2α+ β2 + 2β =
= (β2 − α2)(4n2 + n(4 + 4β1 + 4α1) + (α21 + 2α1β1 + 2α1 + β21 + 2β1))
e comparando os coeficientes dos termos em n obteremos o valor de c.
Comec¸aremos por comparar o coeficiente do termo em [n2]:
(4.5) (2 + α1 − β1 + 2(1 + α1 + β1)δ0) = β2 − α2.
Relativamente ao coeficiente do termo em [n]:
(2 + α1 − β1 + 2(1 + α1 + β1)δ0)(8c+ 4α+ 4β + 4) = (β2 − α2)(4 + 4α1 + 4β1)
e utilizando (4.5) temos
2c+ α+ β = α1 + β1 ⇔ c = α1 − α− β + β1
2
Comparando os termos independentes obtemos a expressa˜o (4.3). Substituindo esta
expressa˜o em (4.5) obtemos
(4.6) β1 − α1 = β
2 − α2
2 + 2c+ α+ β
− 2δ0(1 + α+ β + 2c).
Do mesmo modo vamos comparar os coeficientes dos termos em [n] da relac¸a˜o exis-
tente entre as expresso˜es de γn+1 e de νn+1, considerando a = 1:
4n(2 + α1 + β1 + n)(1 + β1 + n− (1 + α1 + β1)δ0)(1 + α1 + n+ (1 + α1 + β1)δ0)
(1 + α1 + β1 + 2n)(2 + α1 + β1 + 2n)2(3 + α1 + β1 + 2n)
+
(1 + α1 + β1)(3 + α1 + β1)γ1
(1 + α1 + β1 + 2n)(3 + α1 + β1 + 2n)
=
4(1 + n+ c)(1 + n+ c+ β)(1 + n+ c+ α)(1 + n+ c+ α+ β)
(2n+ 2c+ 1 + α+ β)2(3 + 2n+ 2c+ α+ β)
reduzindo ao mesmo denominador e por (4.3) resulta
4n(n+ 2c+ 2 + α+ β)(1 + β1 + n− (1 + α+ β + 2c)δ0)(1 + α1 + n+ (1 + α1+
β1)δ0) + +(1 + α+ β + 2c)(3 + α+ β + 2c)(2n+ 2c+ 2 + α+ β)
2 =
= 4(n+ 1 + c)(1 + n+ c+ α)(1 + n+ c+ β)(1 + n+ c+ β + α)
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Comparando os coeficientes dos termos em [n2], temos
1 + 2c+ α+ β + α1β1 + (2 + 2c+ α+ β)
2 + δ0(β1 − α1)(1 + 2c+ α+ β)
− 2δ20(1+ 2c+α+ β)2+ ν1(1+ 2c+α+ β)(3+ 2c+α+ β) = (2+ c+ c2+α(1+ c))
(2 + 2c+ α)(1 + 2c+ α+ 2β) + (1 + 2c+ c2 + α(c+ 1) + β(2 + 2c+ α+ β))
e em relac¸a˜o aos coeficientes dos termos em [n]
(2+2c+α+β)(1+2c+α+β+α1β1+δ0((1+2c+α+β)(β1−α1)−δ20((1+2c+α+β)2)))
+ ν1(1 + 2c+ α+ β)(3 + 2c+ α+ β)(2 + 2c+ α+ β) =
(2+2c+α)(1+2c+c2+α(1+c+β)+β(2+2c+β))+(c(1+c+α)+α+2)(2+2c+α+2β)).
Utiliza´mos as igualdades (4.3) e (4.6) para concluir que estes dois coeficientes sa˜o
iguais. Quanto ao termo independente a sua expressa˜o e´ a seguinte:
ν1(1+2c+α+β)(3+2c+α+β)(4+c(4c+4α+4β+8)+α(α+2β+4)+β(β+4))
4(2 + c(c+ α+ 1) + α)(c(c+ α+ 2β + 2) + β(2 + α+ β) + α+ 1)
e obtemos γ
(c)
1 = γ1.
A expressa˜o relativa a d e´ dada por:
d =
β2 − α2
(α+ β)(α+ β + 2)
− δ0.
Temos assim os polino´mios de Jacobi co-recursivos
Pα1,β1n = (Pα,βn )(c)
(
x;
β2 − α2
(α+ β)(α+ β + 2)
− δ0
)
.
4.4. Caso Bαn . Considerando as expresso˜es dos βn e dos γn+1 das tabelas 2 e
as expresso˜es de δn+1 e νn+1 da tabela 3 e os coeficientes da transformac¸a˜o afim na
varia´vel, vamos comparar estes coeficientes de modo a obtermos as expresso˜es de
a, b, c, d e de α em termos de α1, δ0 e ν1.
Considerando as expresso˜es
δn+1 =
βn+1+c − b
a
⇔ 2(α1 + 2)((1 + α1)δ0 + 1)
(2n+ α1 + 2)(2n+ α1 + 4)
−2α
(2n+2c+α+2)(2n+2c+4+α)
− b
a
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reduzindo ao mesmo denominador resulta que a = 1 e b = 0. Logo, a equac¸a˜o
anterior toma a forma
(α1+2)((1+α1)δ0+1)(2n+2c+α+2)(2n+2c+α+4) = −α(2n+α1+4)(2n+α1+2)
Comparando os coeficientes das poteˆncias em n temos que o coeficiente do termo
em [n2] e´ o seguinte:
(4.7) a(α1 + 2)((1 + α1)δ0 + 1) = −α.
O coeficiente do termo em [n] e´ dado por
a(α1 + 2)((1 + α1)δ0 + 1)2(2c+ 4 + α+ 2c+ 2 + α) = −α2(2α1 + 6)
substituindo nesta equac¸a˜o a expressa˜o (4.7) e determinamos a expressa˜o de c em
func¸a˜o de α e de α1
c =
α1 − α
2
.
Para determinar a expressa˜o relativa a d fazemos o seguinte:
δ0 = β0 − d⇔ δ0 = −2
α+ 2
− d ⇔ d = −2
2 + α
− δ0.
Deste modo encontra´mos os polino´mios co-recursivos dos polino´mios de Bessel que
sa˜o dados pela seguinte relac¸a˜o:
Bα1n = (Lαn)(c)
(
x;
−2
2 + α
− δ0
)
.
De seguida vamos ver o que se passa com as medidas de ortogonalidade dos po-
lino´mios de Hermite, Laguerre e Jacobi e como poderemos a partir destas determinar
as medidas de ortogonalidades destas novas famı´lias de polino´mios ortogonais.
E´ de salientar esta nova famı´lia de polino´mios co-recursivos dos cla´ssicos tambe´m
sa˜o polino´mios do tipo Pollaczek.
Os resultados de Pollaczek em [26] permitem explicitar a medida de ortogonali-
dade dos sistemas de polino´mios ortogonais cla´ssicos como foi foi feito por Bustoz e
Ismail em [9] ou por Askey e Wimp em [3] ou por Wimp em [33].
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Para a sucessa˜o de polino´mios de Hermite, {Hn} onde os pesos sa˜o dados por
ω(2ν1−1)(x), a medida de ortogonalidade tem a seguinte expressa˜o:
ω(c)(x) =
(Γ(c+ 1))22−ce−x
2∫∞
0
|ce(−t2−2ixt)tc−1|2dt
onde c = 2ν1 e Γ e´ a func¸a˜o Gamma.
A medida de ortogonalidade para os polino´mios de Laguerre e´ a seguinte:
ω(c) =
xαe−x
|Ψ(c, 1− α;xe−pii)|2
onde Ψ e´ a func¸a˜o de Tricomi e para os polino´mios de Jacobi, Pα,βn , que va˜o ser
ortogonais em [0, 1] a medida de ortogonalidade e´ dada por
ω(δ) =
(1− x)αxβ
|F (δ, 2− γ − δ, 1− β;x) +K(δ)(−xβ)F (β + δ, β + 2− γ − δ, 1 + β;x)|2
onde K(δ) =
Γ(−β)Γ(β + δ)Γ(δ + γ − 1)
Γ(β)Γ(δ + γ − 1− β)Γ(δ) e δ = α+ β + 1.
O resultado seguinte permite-nos determinar a medida associada a uma sucessa˜o
de polino´mios ortogonais mo´nicos co-recursiva quando e´ conhecida a medida inicial,
sendo esta medida definida como anteriormente.
Teorema 4.1 ((Dehesa, Marcella´n e Ronveaux em [21]). Seja {Pn} uma su-
cessa˜o de polino´mios ortogonais mo´nicos associados com medida de Borel positiva
ω. Enta˜o, a transformada de Stieltjes, S(z, ωd), da medida correspondente a Pn(x; d)
e´ dada por
S(z, ωd)
S(z, ω)
d S(z, ω) + 1
z ∈ C \ supp ω.(4.8)
Demonstrac¸a˜o: Por definic¸a˜o de transformada de Stieltjes da medida co-recursiva
temos
S(z;ωd) =
1
z − (β0 − d)− γ1
z − β1 − γ2...
Calculando o inverso desta expressa˜o obtemos
1
S(z, ωd)
= z − (β0 − d)− γ1
z − β1 − γ2...
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ou seja,
S(z, ωd) =
S(z, ω)
d S(z, ω) + 1
que e´ a medida pretendida. 
Aplicando o Teorema 4.1 encontramos a medida de ortogonalidade associada a estas
novas famı´lias de polino´mios ortogonais mo´nicos. )
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