In this paper, we have presented a comparative study of four different Rayleigh fading channel simulation methods with respect to computational complexity and accuracy. Fidelity of the various simulators is examined in terms of confidence interval also. The sum-of-sinusoids (SOS)-based simulation method can accurately generate a very long sequence without any impact on computer memory usage. The inverse discrete Fourier transform (IDFT)-based simulator is relatively fast and able to generate a sequence corresponding to a given autocorrelation function (ACF). However, its applicability is limited due to large memory space requirement.
Introduction
Modelling of a physical fading radio channel plays a significant role in the simulation studies of wireless mobile communication systems. Amplitude of the received envelope of a fading signal is Rayleigh distributed in most of the cases. The second order statistics of the fading process, i.e., correlation function, generally depends on the propagation geometry, the velocity of the mobile, and the antenna characteristics.
The sum-of-sinusoids (SOS)-based model [1] is commonly used when correlation statistics of the fading pro-cess is required to be generated in accordance with the Clarke's wide-sense stationary (WSS) isotropic scattering model [2] . Smith [3] introduced an easy way to simulate Clarke's model using inverse discrete Fourier transform (IDFT) operations. In contrast to SOS method, this simulation technique can be extended to the fading process with any arbitrary autocorrelation function (ACF). A new improved method was proposed by Young and Beaulieu [4] using the concept of Smith. This method considerably reduces the simulation time, but it was found that the ACF of the generated sequence does not completely match with the desired one. In this paper, we apply the IDFT algorithm in a different manner, which is simpler and performs better with respect to the accuracy of ACF. A different simulation approach which is known as covariance matrix method is proposed in [5] . In this method, fading sequence is generated by decomposing a covariance matrix which is constructed according to the desired ACF.
The implementation of channel estimation using Kaman filtering motivated the development of the channel simulator based on autoregressive (AR) modelling [6] . In this approach, a white Gaussian random process is passed through the AR process generator [7] , which is designed according to the desired ACF.
This paper presents the comparative study of various simulators with respect to computational complexity and accuracy of the generated sequence ACF. The correlation properties of a simulator converge to the desired ones when a large number of random observations are used for ensemble average. It has been found that for a given number of independent observations, the ACF of the SOSbased and covariance matrix-based methods lie well within the desired confidence limits for all possible values of lag. Impact of simulators' correlation statistics in application simulation systems is demonstrated by undertaking the problem of channel estimation in orthogonal frequency division multiplexing (OFDM) system. The paper is organized as follows: Section 2 briefly reviews the various simulation models. Simulation details and the performance comparison are presented in Sections 3 and 4, respectively. Section 5 describes the task of channel estimation in OFDM. Conclusions are drawn in Section 6.
2. Modelling of Rayleigh Fading Simulators

Sum-of-Sinusoids (SOS) Model
The normalized low-pass fading process based on the SOS model [1] is defined as:
(1)
where L is the number of propagation paths. X i (t) and X q (t) are in phase (I) and quadrature phase (Q) components, respectively. "α l " is the angle of arrival (AOA) of the lth propagation path and is equal to (2πl − π + θ)/4L. It may be noted that "f d " is the maximum Doppler frequency occurring when α l = 0. The angles {ϕ l }, {ψ l }, and θ are statistically independent and uniformly distributed over [−π, π) . For large L, the probability density function (PDF) of the envelope |X(t)| approaches Rayleigh distribution. The X i (t) and X q (t) show identical ACF, which is defined as:
where τ is defined as lag in time, E is the statistical expectation operator, and J 0 (·) is the zeroth order Bessel function of the first kind. The cross-correlation between I and Q components is zero. This model is very accurate as their statistical properties exactly match to that of the Clarke's reference model [2] . However, 2L + 1 random variables are required for its implementation. In view of reducing the number of random variables, Zheng and Xiaos proposed a second SOS model [8] which requires only L + 2 random variables. We observed that the correlation properties of the second model are exactly identical to that of the simulation model in [1] but the PDF of the fading envelope does not match with the Clarke's model [2] at low values of the normalized Doppler frequency f d T , where T is the sampling interval. So in the comparative analysis with the other simulators, we consider the simulation model as proposed in [1] .
Inverse Discrete Fourier Transform (IDFT) Method
Basic Concept
The concept of IDFT-based simulator was first introduced by Smith in [3] . Here, frequency domain equivalent of desired complex Gaussian fading process is first obtained which is then converted into time domain using IDFT operation. A Gaussian distributed random sequence with given ACF, or equivalently a given power spectral density (PSD) which is the Fourier transform of ACF can be obtained by passing a sequence of uncorrelated samples through a filter whose squared frequency response is proportional to the targeted PSD. In our study, the IDFT algorithm is designed for the generation of the fading signal whose I or Q component has the Bessel ACF or band-limited U-shaped PSD defined as:
The correlation statistics of the fading sequence generated using Smith's program, gets highly distorted due to aliasing of the time samples. A new improved method was proposed by Young and Beaulieu [4] to reduce the computational complexity of the simulator. However, to the best of authors' knowledge, Young's method does not provide precise ACF matching with the desired one. In case of small length sequences, where memory space constraint is not very stringent, the IDFT algorithm can be applied in slightly different manner to provide better accuracy as well as simple calculation of filter coefficients as described in Section 2.2.2.
Method Employed in the Simulation
In the case of the band-limited PSD, careful selection of filter coefficients is needed to eliminate aliasing of the time samples. A sequence of 2N correlated Gaussian distributed samples can be generated by using a 2N -point filter. It may be noted that ACF of these samples has symmetry about N as shown in Fig. 1 (2N = 512) .
Due to the periodicity property of discrete Fourier transform, the autocorrelation sequence for negative sam- Figure 1 . IDFT of U-shaped PSD in (6).ple lags is shifted by 2N , i.e., the upper half of the sequence represents the autocorrelation for negative sample lags.
To eliminate the aliasing error, some of the middle coefficients of the filter are made equal to zero. The rest of the K coefficients are calculated as per the desired PSD. Assuming M = 2N , the frequency separation Δf between two consecutive filter points is given as 1/M T . If the power spectrum is symmetrical and band-limited to f d , the value of K is chosen as:
where x denotes the nearest integer that is smaller than or equal to x. Next, various filter coefficients are determined using a simpler approach as compared to the method of [4] . Filter coefficients are calculated as:
The direct evaluation of end points corresponding to m = (K − 1)/2 and m = M − (K − 1)/2 using (8) and (9) produces infinite values. Therefore, these points are evaluated as follows:
where Δ is the difference between (m − 1)th and (m − 2)th samples. Similarly: Figure 2 . Block diagram of the IDFT-based simulator.
and Δ is the difference between (m + 1)th and (m + 2)th samples.
To generate a sequence of correlated Gaussian samples of unit variance, all the filter coefficients are divided by the
After that, a zero mean complex Gaussian sequence of uncorrelated samples is multiplied by the filter coefficients and passed through the IDFT operation. The real part of resultant sequence constitutes a sequence of correlated Gaussian samples. Similarly, one more sequence is generated independently as shown in Fig. 2 . Finally, both the sequences are added in quadrature.
Young's method [4] needs only 2M memory location, whereas our method uses 3M memory locations but it provides more accurate results as compared to the Young's method as shown in simulation results.
Covariance Matrix Method
This simple approach is based on the construction of N × N size covariance matrix [5] for the generation of a sequence of length N . For the zero mean process X(t), autocorrelation matrix R 
where,
A new matrix G is defined as G = V D. A correlated sequence can now be obtained by multiplying an uncorrelated sequence by matrix G.
Autoregressive Model
A complex Gaussian discrete time fading process based on the AR modelling is generated using time domain recursion [7] :
where W [n] is a complex white Gaussian noise process and "p" is the order of AR process. The AR filter coefficients {a 1 , a 2 , . . . , a p } are determined by solving the set of p Yule-Walker (Y-W) equations. These equations may be expressed in the matrix form as:
where R p XX is p × p autocorrelation matrix with entries:
In the case of Clarke's model [2] , elements of R p XX are given by:
It may be noted that in (20), n represents the lag in terms of the samples. The vector a is determined by applying Levinson-Durbin (L-D) recursion method which also returns a quantity known as the prediction error of order p. With reference to (15) the prediction error σ 
Simulation Results
To carry out the performance evaluation, all simulators are designed to yield a correlated sequence whose I and Q components exhibit ACF according to zeroth order Bessel function. As the analytical determination of the envelope amplitude autocorrelation is complicated and requires the use of hyper-geometric function [9] , the performance comparison is made with respect to the ACF of the simulated I (or Q) component. "N " is preferably chosen as a power of two because it helps in increasing the simulation speed of IDFT method. Longer sequence is not considered because IDFT and covariance matrix-based simulators require memory space in proportion to the sequence length. The simulation run time of covariance matrix method becomes excessive high in case of long sequences (as explained in Section 4). The ACF plots of different simulators are determined using 300 observations for the ensemble average. Fig. 3 shows the ACFs of the SOS and the covariance matrix-based simulators. The SOS-based simulator is implemented with 20 sinusoids. In covariance matrix-based simulation, autocorrelation matrix is decomposed using EVD. It is evident from the figure that the ACFs of both the simulators are very close to the desired one. In the IDFT method, a sequence of 512 samples was generated. 225
The ACF for first 256 samples is shown in Fig. 4 . It may be noted that the ACF plot generated as per the Young's model [4] is not as accurate as obtained with our IDFT method. The ACFs for the AR model-based simulator are shown in Fig. 5 for the model order p = 50 and 100. A bias of ε = 10 −8 is used to condition the Y-W equations [7] . The property of the AR is model that the sampled ACF perfectly matches the desired sampled ACF up to lag p may be verified from the figure. 
Performance Comparisons
Autocorrelation Property
Sometimes it is required to generate the fading sequence as per the given ACF. The SOS method lacks in this regard because the desired ACF, or equivalently its indirect form i.e., PSD, is not included in the designing. In this simulator, the autocorrelation of fading sequence is mainly determined by the AOA statistics. In the IDFT method, autocorrelation statistics is included in the form of PSD, whereas the covariance matrix method directly uses the autocorrelation matrix in the calculations. The AR method can generate the sequence corresponding to rational PSD.
Computational Complexity
Memory Space
A very long fading sequence can be generated by using the SOS and the AR methods without imposing any burden on the computer memory. In these methods, every sample is generated one by one. The IDFT method requires large memory space because all samples are generated simultaneously using inverse fast Fourier transform (IFFT) operations. To perform an M -point complex IFFT, 2M memory locations are needed. Thus, for very long sequence length, large computer memory is required. Memory space problem also occurs in the covariance matrix method. The computation of the correlation matrix requires a memory space in proportion to N×N dimension corresponding to the N point sequence.
Simulation Time
The IDFT method performs best in this regard. However, for very small length sequences like 256 samples, the covariance matrix method requires minimum run time while this method becomes very slow as N increases because EVD needs O(N 3 ) operations. Though, the complexity of the Cholesky decomposition is O(N 2 ) but it can be applied only in case of positive definite covariance matrix. The simulation run time for AR model of small order is almost similar to that of the IDFT method. But with the increase in model order p, the run time of AR-based simulator increases significantly because the dimension of R p XX is same as the p and L-D recursion is performed with O(p 2 ) operations. Furthermore, the first p correlated samples are generated using some start up process. The computation of kth sample's (p ≥ k) statistics involves L-D recursion of complexity O(k 2 ). The SOS method requires longest simulation time even when the number of sinusoids (L) is small because O(L) cosine function calls are needed for the generation of one sample.
Accuracy and Confidence Interval
The temporal properties of the simulation models like the autocorrelation and the cross-correlation differ for each observation (or trial) but converge in a statistical sense to the desired ones over a large number of random trials.
We express the quality of a channel simulator in terms of the 90% confidence interval considering the simulator as a random variable of the form X i (t 1 )X i (t 1 + τ ). The simulated ACFR XiXi (τ ) for lag τ is determined as:
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where N O is the number of independent observations. If σ 2 R is the variance of the product X i (t 1 )X i (t 1 + τ ), the simulator's variance becomes equal to σ 2 R /N O . In the case of Bessel ACF, σ 2 R can be obtained as [10] :
For 90% confidence interval the upper and lower confidence limits forR X i X i (τ ) are given by:
The upper and lower confidence limits are plotted in Figs. 6-8 based on this formula for specific values of N O and τ (nT ). 
Application Scenario: Channel Estimation in OFDM
We undertake the problem of channel estimation in OFDM systems to compare the different simulators with respect to the accuracy. Our main aim is to demonstrate that how accurately a channel simulator can generate the fading sequence as per the desired ACF. In fast fading channels, the pilot symbol assisted channel estimation based on minimum mean square-error (MMSE) criterion is applied to determine the channel frequency responses at different OFDM symbol indices [11] . A brief description of channel estimation problem is as follows.
The OFDM symbols are organized in blocks, with each block consisting of L symbols. For the channel estimation, P pilot symbols are inserted periodically in data symbols at symbol indices n 1 , n 2 , . . . , n P as shown in Fig. 9 . The channel is assumed to be time invariant over one symbol duration. Assuming that the OFDM symbol duration is equal to T , the pilot spacing L t should satisfy the relationship 1/L t > 2f d T . We define a vector corresponding to the kth pilot subcarrier as:
whereH(n p , k) is the least square estimate of the true channel frequency response H(n p , k) at kth subcarrier in pth OFDM pilot symbol [11] . UsingH P (:, k), the MMSE estimate of the channel for a block length, i.e., L × 1 vector
T is obtained as:
where
n is the variance of additive white Gaussian noise.
We apply different fading channel simulators to generate the channels corresponding to different subcarriers according to the Bessel ACF. The matrices R H,HP and R HP,HP are determined using the relation:
To compare the performance of various simulators, we have determined the mean square error (MSE) on channel estimates as:
N c is the number of subcarriers. The simulation results for channel estimation problem are obtained with f d T = 0.18, N c = 128, and N = 256. Higher value of f d T is not chosen because at high values, inter-channel interference cannot be ignored [12] . Pilot symbols are inserted uniformly with spacing of 24 symbols. In Fig. 10 , MSE in OFDM channel estimation corresponding to different channel simulators are shown as a function of signal-to-noise ratio (SNR). The SOS method offers minimum MSE because it generates the fading sequence whose correlation statistics is very close to the desired one. Figure 10 . MSE in channel estimation.
Conclusion
A comparative study of different channel simulators has been carried out in this paper. The SOS-based simulator yields most accurate results, but at the cost of longer simulation time. The accuracy of AR method depends on the AR model order. It can compete with the SOS method if the model order is kept to very high value. The IDFT algorithm performs fast simulation and can be extended to all cases where PSD has the close form expression. Convergence behaviour of the simulators' autocorrelation statistics is analysed in terms of 90% confidence interval. The performance of the SOS and the covariance matrix methods lies well within the confidence limits with SOS method outperforms the covariance matrix method.
