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SOME PROPERTIES OF ANALYTIC IN A BALL
FUNCTIONS OF BOUNDED L-INDEX IN JOINT
VARIABLES
A. I. BANDURA, O. B. SKASKIV
Abstract
A. I. Bandura, O. B. Skaskiv, Some properties of analytic in a ball functions of bounded
L-index in joint variables
A concept of boundedness of the L-index in joint variables (see in Bandura A. I., Bor-
dulyak M. T., Skaskiv O. B. Sufficient conditions of boundedness of L-index in joint variables,
Mat. Stud. 45 (2016), 12–26. dx.doi.org/10.15330/ms.45.1.12-26) is generalized for analytic
in a ball function. There are proved criteria of boundedness of the L-index in joint variables
which describe local behavior of partial derivatives and maximum modudus on a skeleton
of a polydisc, properties of power series expansion. Also we obtained analog of Hayman’s
Theorem.
As a result, they are applied to study linear higher-order systems of partial differential
equations and to deduce sufficient conditions of boundedness of the L-index in joint variables
for their analytic solutions and to estimate it growth.
We used an exhaustion of ball in Cn by polydiscs. Also growth estimates of analytic in ball functions
of bounded L-index in joint variables are obtained. Note that this paper and paper ”Analytic functions
in a bidisc of bounded L-index in joint variables” (arXiv:1609.04190) do not overlap because analytic in
a ball and analytic in a bidisc functions are different classes of holomorphic functions. Some results have
similar formulations but a bidisc and a ball are particular geometric objects.
2010 AMSMathematics Subject Classification: 32A10, 32A22, 35G35, 32A40, 32A05, 32W50
Keywords: analytic function, ball, bounded L-index in joint variables, maximum modu-
lus, partial derivative, Cauchy’s integral formula, geometric exhaustion, growth estimates, linear
higher-order systems of PDE
1 Introduction
A concept of entire function of bounded index appeared in a paper of B. Lepson [39]. An
entire function f is said to be of bounded index if there exists an integer N > 0 that
(∀z ∈ C)(∀n ∈ {0, 1, 2, . . .}) : |f
(n)(z)|
n!
≤ max
{ |f (j)(z)|
j!
: 0 ≤ j ≤ N
}
. (1)
2The least such integer N is called the index of f.
Note that the functions from this class have interesting properties. The concept is convenient
to study the properties of entire solutions of differential equations. In particular, if an entire
solution has bounded index then it immediately yields its growth estimates, an uniform in a some
sense distribution of its zeros, a certain regular behavior of the solution, etc.
Afterwards, S. Shah [45] andW. Hayman [35] independently proved that every entire function
of bounded index is a function of exponential type. Namely, its growth is at most the first order
and normal type.
To study more general entire functions, A. D. Kuzyk and M. M. Sheremeta [37] introduced a
boundedness of the l-index, replacing |f
(p)(z)|
p!
on |f
(p)(z)|
p!lp(|z|) in (1), where l : R+ → R+ is a continuous
function. It allows to consider an arbitrary entire function f with bounded multiplicity of zeros.
Because for the function f there exists a positive continuous function l(z) such that f is of bounded
l-index [27]. Besides, there are papers where the definition of bounded l-index is generalizing for
analytic function of one variable [47, 38].
In a multidimensional case a situation is more difficult and interesting. Recently we with
N. V. Petrechnko [23]-[25] proposed approach to consider bounded L-index in joint variables for
analytic in a polydisc functions, where L(z) = (l1(z), . . . , ln(z)), lj : C
n → R+ is a positive
continuous functions, j ∈ {1, . . . , n}. Although J. Gopala Krishna and S.M. Shah [36] introduced
an analytic in a domain (a nonempty connected open set) Ω ⊂ Cn (n ∈ N) function of bounded
index for α = (α1, . . . , αn) ∈ Rn+. But analytic in a domain function of bounded index by Krishna
and Shah is an entire function. It follows from necessary condition of the l-index boundedness for
analytic in the unit disc function ([46, Th.3.3,p.71]):
∫ r
0
l(t)dt→∞ as r → 1 (we take l(t) ≡ α1).
Thus, there arises necessity to introduce and to investigate bounded L-index in joint variables
for analytic in polydisc domain functions. Above-mentioned paper [23] is devoted analytic in a
polydisc functions. Besides a polydisc, other example of polydisc domain in Cn is a ball. There
are two known monographs [49, 43] about spaces of holomorphic functions in the unit ball of Cn :
Bergman spaces, Hardy spaces, Besov spaces, Lipschitz spaces, the Bloch space, etc. It shows the
relevance of research of properties of holomorphic function in the unit ball. In this paper we will
introduce and study analytic in a ball functions of bounded L-index in joint variables. Of course,
there are wide bibliography about entire functions of bounded L-index in joint variables [19]-[22],
[29]-[33], [40]-[41].
Note that there exists other approach to consider bounded index in Cn — so-called functions
of bounded L-index in direction (see [1]-[17]), where L : Cn → R+ is a positive continuous function.
32 Main definitions and notations
We need some standard notations. Denote R+ = [0,+∞), 0 = (0, . . . , 0) ∈ Rn+, 1 =
(1, . . . , 1) ∈ Rn+, 1j = (0, . . . , 0, 1︸︷︷︸
j−th place
, 0, . . . , 0) ∈ Rn+, R = (r1, . . . , rn) ∈ Rn+, z = (z1, . . . , zn) ∈
Cn, |z| =
√∑n
j=1 |zj|2. For A = (a1, . . . , an) ∈ Rn, B = (b1, . . . , bn) ∈ Rn we will use for-
mal notations without violation of the existence of these expressions AB = (a1b1, · · · , anbn),
A/B = (a1/b1, . . . , an/bn), A
B = ab11 a
b2
2 ·. . .·abnn , ‖A‖ = a1+· · ·+an, and the notation A < B means
that aj < bj , j ∈ {1, . . . , n}; the relation A ≤ B is defined similarly. For K = (k1, . . . , kn) ∈ Zn+
denote K! = k1! · . . . · kn!. Addition, scalar multiplication, and conjugation are defined on Cn
componentwise. For z ∈ Cn and w ∈ Cn we define
〈z, w〉 = z1w1 + · · ·+ znwn,
where wk is the complex conjugate of wk. The polydisc {z ∈ Cn : |zj − z0j | < rj, j = 1, . . . , n}
is denoted by Dn(z0, R), its skeleton {z ∈ Cn : |zj − z0j | = rj , j = 1, . . . , n} is denoted by
T
n(z0, R), and the closed polydisc {z ∈ Cn : |zj − z0j | ≤ rj, j = 1, . . . , n} is denoted by Dn[z0, R],
Dn = Dn(0, 1), D = {z ∈ C : |z| < 1}. The open ball {z ∈ Cn : |z − z0| < r} is denoted
by Bn(z0, r), its boundary is a sphere Sn(z0, r) = {z ∈ Cn : |z − z0| = r}, the closed ball
{z ∈ Cn : |z − z0| ≤ r} is denoted by Bn[z0, r], Bn = Bn(0, 1), D = B1 = {z ∈ C : |z| < 1}.
For K = (k1, . . . , kn) ∈ Zn+ and the partial derivatives of an analytic in Bn function F (z) =
F (z1, . . . , zn) we use the notation
F (K)(z) =
∂‖K‖F
∂zK
=
∂k1+···+knf
∂zk11 . . . ∂z
kn
n
.
Let L(z) = (l1(z), . . . , ln(z)), where lj(z) : B
n → R+ is a continuous function such that
(∀z ∈ Bn) : lj(z) > β/(1− |z|), j ∈ {1, . . . , n}, (2)
where β >
√
n is a some constant.
S.N. Strochyk, M.M. Sheremeta, V.O. Kushnir [47]–[46] imposed a similar condition for a
function l : D→ R+ and l : G→ R+, where G is arbitrary domain in C.
Remark 1. Note that if R ∈ Rn+, |R| ≤ β, z0 ∈ Bn and z ∈ Dn[z0, R/L(z0)] then z ∈ Bn.
Indeed, we have |z| ≤ |z − z0| + |z0| ≤
√∑n
j=1
r2j
l2
j
(z0)
+ |z0| <
√∑n
j=1
r2j
β2
(1− |z0|)2 + |z0| =
(1−|z0|)
β
√∑n
j=1 r
2
j + |z0| ≤ (1−|z
0|)
β
β + |z0| = 1.
An analytic function F : Bn → C is said to be of bounded L-index (in joint variables), if
there exists n0 ∈ Z+ such that for all z ∈ Bn and for all J ∈ Zn+
|F (J)(z)|
J !LJ(z)
≤ max
{ |F (K)(z)|
K!LK(z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
. (3)
4The least such integer n0 is called the L-index in joint variables of the function F and is denoted
by N(F,L,Bn) (see [19]–[30]).
By Q(Bn) we denote the class of functions L, which satisfy (2) and the following condition
(∀R ∈ Rn+, |R| ≤ β, j ∈ {1, . . . , n}) : 0 < λ1,j(R) ≤ λ2,j(R) <∞, (4)
where
λ1,j(R) = inf
z0∈Bn
inf
{
lj(z)
lj(z0)
: z ∈ Dn [z0, R/L(z0)]} , (5)
λ2,j(R) = sup
z0∈Bn
sup
{
lj(z)
lj(z0)
: z ∈ Dn [z0, R/L(z0)]} . (6)
Λ1(R) = (λ1,1(R), . . . , λ1,n(R)), Λ2(R) = (λ2,1(R), . . . , λ2,n(R)). (7)
It is not difficult to verify that the class Q(Bn) can be defined as following:
for every j∈{1, . . . , n} sup
z,w∈Bn
{
lj(z)
lj(w)
: |zk − wk| ≤ rk
min{lk(z), lk(w)} , k ∈ {1, . . . , n}
}
<∞, (8)
i. e. conditions (4) and (8) are equivalent.
Example 1. The function F (z) = exp{ 1
(1−z1)(1−z2)} has bounded L-index in joint variables with
L(z) =
(
1
(1−|z1|)2(1−|z|) ,
1
(1−|z|)(1−|z2|)2
)
and N(F,L,Bn) = 0.
3 Local behavior of derivatives of function of bounded L-
index in joint variables
The following theorem is basic in theory of functions of bounded index. It was necessary to
prove more efficient criteria of index boundedness which describe a behavior of maximum modulus
on a disc or a behavior of logarithmic derivative (see [38, 46, 1, 11]).
Theorem 1. Let L ∈ Q(Bn). An analytic in Bn function F has bounded L-index in joint variables
if and only if for each R ∈ Rn+, |R| ≤ β, there exist n0 ∈ Z+, p0 > 0 such that for every z0 ∈ Bn
there exists K0 ∈ Zn+, ‖K0‖ ≤ n0, and
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n0, z ∈ Dn
[
z0, R/L(z0)
]} ≤ p0 |F (K0)(z0)|
K0!LK0(z0)
. (9)
Proof. Let F be of bounded L-index in joint variables with N = N(F,L,Bn) < ∞. For every
R ∈ Rn+, |R| ≤ β, we put
q = q(R) = [2(N + 1)‖R‖
n∏
j=1
(λ1,j(R))
−N(λ2,j(R))N+1] + 1
5where [x] is the entire part of the real number x, i.e. it is a floor function. For p ∈ {0, . . . , q} and
z0 ∈ Bn we denote
Sp(z
0, R) = max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N, z ∈ Dn
[
z0,
pR
qL(z0)
]}
,
S∗p(z
0, R) = max
{ |F (K)(z)|
K!LK(z0)
: ‖K‖ ≤ N, z ∈ Dn
[
z0,
pR
qL(z0)
]}
.
Using (5) and Dn
[
z0, pR
qL(z0)
]
⊂ Dn
[
z0, R
L(z0)
]
, we have
Sp(z
0, R) =max
{ |F (K)(z)|
K!LK(z)
LK(z0)
LK(z0)
: ‖K‖ ≤N, z ∈Dn
[
z0,
pR
qL(z0)
]}
≤
≤ S∗p(z0, R)max
{
n∏
j=1
lNj (z
0)
lNj (z)
: z ∈ Dn
[
z0,
pR
qL(z0)
]}
≤ S∗p(z0, R)
n∏
j=1
(λ1,j(R))
−N .
and, using (6), we obtain
S∗p(z
0, R) = max
{ |F (K)(z)|
K!LK(z)
LK(z)
LK(z0)
: ‖K‖ ≤ N, z ∈ Dn
[
z0,
pR
qL(z0)
]}
≤
≤max
{ |F (K)(z)|
K!LK(z)
(Λ2(R))
K : ‖K‖ ≤N, z ∈ Dn
[
z0,
pR
qL(z0)
]}
≤Sp(z0, R)
n∏
j=1
(λ2,j(R))
N . (10)
Let K(p) with ‖K(p)‖ ≤ N and z(p) ∈ Dn
[
z0, pR
qL(z0)
]
be such that
S∗p(z
0, R) =
|F (K(p))(z(p))|
K(p)!LK(p)(z0)
(11)
Since by the maximum principle z(p) ∈ Tn(z0, pR
qL(z0)
), we have z(p) 6= z0. We choose
z˜
(p)
j = z
0
j +
p−1
p
(z
(p)
j − z0j ). Then for every j ∈ {1, . . . , n} we have
|z˜(p)j − z0j | =
p− 1
p
|z(p)j − z0j | =
p− 1
p
prj
qlj(z0)
, (12)
|z˜(p)j − z(p)j | = |z0j +
p− 1
p
(z
(p)
j − z0j )− z(p)j | =
1
p
|z0j − z(p)j | =
1
p
prj
qlj(z0)
=
rj
qlj(z0)
. (13)
From (12) we obtain z˜(p) ∈ Dn
[
z0, (p−1)R
q(R)L(z0)
]
and
S∗p−1(z
0, R) ≥ |F
(K(p))(z˜(p))|
K(p)!LK(p)(z0)
.
From (11) it follows that
0 ≤ S∗p(z0, R)− S∗p−1(z0, R) ≤
|F (K(p))(z(p))| − |F (K(p))(z˜(p))|
K(p)!LK(p)(z0)
=
=
1
K(p)!LK(p)(z0)
∫ 1
0
d
dt
|F (K(p))(z˜(p) + t(z(p) − z˜(p)))|dt ≤
6≤ 1
K(p)!LK(p)(z0)
∫ 1
0
n∑
j=1
|z(p)j − z(p)∗j |
∣∣∣∣∣∣ ∂
‖K(p)‖+1F
∂z
k
(p)
1
1 . . . ∂z
k
(p)
j +1
j . . . ∂z
k
(p)
n
n
(z˜(p) + t(z(p) − z˜(p)))
∣∣∣∣∣∣ dt =
=
1
K(p)!LK(p)(z0)
n∑
j=1
|z(p)j − z(p)∗j |
∣∣∣∣∣∣ ∂
‖K(p)‖+1F
∂z
k
(p)
1
1 . . . ∂z
k
(m)
j +1
j . . . ∂z
k
(p)
n
n
(z˜(p) + t∗(z(p) − z˜(p)))
∣∣∣∣∣∣ , (14)
where 0 ≤ t∗ ≤ 1, z˜(p) + t∗(z(p) − z˜(p)) ∈ Dn(z0, pR
qL(z0)
). For z ∈ Dn(z0, pR
qL(z0)
) and J ∈ Zn+,
‖J‖ ≤ N + 1 we have
|F (J)(z)|LJ(z)
J !LJ (z0)LJ(z)
≤ (Λ2(R))J max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N
}
≤
n∏
j=1
(λ2,j(R))
N+1(λ1,j(R))
−N×
×max
{ |F (K)(z)|
K!LK(z0)
: ‖K‖ ≤ N
}
≤
n∏
j=1
(λ2,j(R))
N+1(λ1,j(R))
−NS∗p(z
0, R).
From (14) and (13) we obtain
0 ≤ S∗p(z0, R)− S∗p−1(z0, R) ≤
≤
n∏
j=1
(λ2,j(R))
N+1(λ1,j(R))
−NS∗p(z
0, R)
n∑
j=1
(k
(p)
j + 1)lj(z
0)|z(p)j − z˜(p)j | =
=
n∏
j=1
(λ2,j(R))
N+1(λ1,j(R))
−N S
∗
p(z
0, R)
q(R)
n∑
j=1
(k
(p)
j + 1)rj ≤
≤
n∏
j=1
(λ2,j(R))
N+1(λ1,j(R))
−N S
∗
p(z
0, R)
q(R)
(N + 1)‖R‖ ≤ 1
2
S∗p(z
0, R).
This inequality implies S∗p(z
0, R) ≤ 2S∗p−1(z0, R), and in view of inequalities (70) and (11) we have
Sp(z
0, R) ≤ 2
n∏
j=1
(λ1,j(R))
−NS∗p−1(z
0, R) ≤ 2
n∏
j=1
(λ1,j(R))
−N(λ2,j(R))
NSp−1(z
0, R)
Therefore,
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N, z ∈ Dn
[
z0,
pR
qL(z0)
]}
= Sq(z
0, R) ≤
≤ 2
n∏
j=1
(λ1,j(R))
−N(λ2,j(R))
NSq−1(z
0, R) ≤ . . . ≤ (2
n∏
j=1
(λ1,j(R))
−N(λ2,j(R))
N)qS0(z
0, R) =
= (2
n∏
j=1
(λ1,j(R))
−N(λ2,j(R))N)q max
{ |F (K)(z0)|
K!LK(z0)
: ‖K‖ ≤ N
}
. (15)
From (15) we obtain inequality (9) with p0 = (2
∏n
j=1(λ1,j(R))
−N(λ2,j(R))N)q and some K0
with ‖K0‖ ≤ N . The necessity of condition (9) is proved.
7Now we prove the sufficiency. Suppose that for every R ∈ Rn+, |R| ≤ β, there exist n0 ∈ Z+,
p0 > 1 such that for all z0 ∈ Bn and some K0 ∈ Zn+, ‖K0‖ ≤ n0, the inequality (9) holds.
We write Cauchy’s formula as following ∀z0 ∈ Bn ∀k ∈ Zn+ ∀s ∈ Zn+
F (K+S)(z0)
S!
=
1
(2πi)n
∫
Tn
(
z0, R
L(z0)
)
F (K)(z)
(z − z0)S+1dz.
Therefore, applying (9), we have
|F (K+S)(z0)|
S!
≤ 1
(2π)n
∫
Tn
(
z0, R
L(z0)
)
|F (K)(z)|
|z − z0|S+1 |dz| ≤
∫
Tn
(
z0, R
L(z0)
) |F (K)(z)| L
S+1(z0)
(2π)nRS+1
|dz| ≤
≤
∫
Tn
(
z0, R
L(z0)
) |F (K0)(z0)|
K!p0
∏n
j=1 λ
n0
2,j(R)L
S+K+1(z0)
(2π)nK0!RS+1LK0(z0)
|dz| =
= |F (K0)(z0)|K!p0
∏n
j=1 λ
n0
2,j(R)L
S+K(z0)
K0!RSLK0(z0)
.
This implies
|F (K+S)(z0)|
(K + S)!LS+K(z0)
≤
∏n
j=1 λ
n0
2,j(R)p0K!S!
(K + S)!RS
|F (K0)(z0)|
K0!LK0(z0)
. (16)
Obviously, that
K!S!
(K + S)!
=
s1!
(k1 + 1) · . . . · (k1 + s1) · · ·
sn!
(kn + 1) · . . . · (kn + sn) ≤ 1.
We choose rj ∈ (1, β/
√
n], j ∈ {1, . . . , n}. Then |R| =
√∑n
j=1 r
2
j ≤ β. Hence,
p0
∏n
j=1 λ
n0
2,j(R)
RS
→
0 as ‖S‖ → +∞. Thus, there exists s0 such that for all S ∈ Zn+ with ‖S‖ ≥ s0 the inequality
holds
p0K!S!
∏n
j=1 λ
n0
2,j(R)
(K + S)!RS
≤ 1.
Inequality (16) yields |F
(K+S)(z0)|
(K+S)!LK+S(z0)
≤ |F (K
0)(z0)|
K0!LK0 (z0)
. This means that for every j ∈ Zn+
|F (J)(z0)|
J !LJ(z0)
≤ max
{ |F (K)(z0)|
K!LK(z0)
: ‖K‖ ≤ s0 + n0
}
where s0 and n0 are independent of z0. Therefore, the analytic in B
n function F has bounded
L-index in joint variables with N(F,L,Bn) ≤ s0 + n0.
Theorem 2. Let L ∈ Q(Bn). In order that an analytic in Bn function F be of bounded L-index
in joint variables it is necessary that for every R ∈ Rn+, |R| ≤ β, ∃n0 ∈ Z+ ∃p ≥ 1 ∀z0 ∈ Bn
∃K0 ∈ Zn+, ‖K0‖ ≤ n0, and
max
{
|F (K0)(z)| : z ∈ Dn [z0, R/L(z0)]} ≤ p|F (K0)(z0)| (17)
8and it is sufficient that for every R ∈ Rn+, |R| ≤ β, ∃n0 ∈ Z+ ∃p ≥ 1 ∀z0 ∈ Bn ∀j ∈ {1, . . . , n}
∃K0j = (0, . . . , 0, k0j︸︷︷︸
j-th place
, 0, . . . , 0) such that k0j ≤ n0 and
max
{
|F (K0j )(z)| : z ∈ Dn [z0, R/L(z0)]} ≤ p|F (K0j )(z0)|. (18)
Proof. Proof of Theorem 1 implies that the inequality (9) is true for some K0. Therefore, we have
p0
K0!
|F (K0)(z0)|
LK
0(z0)
≥ max
{
|F (K0)(z)|
K0!LK0(z)
: z ∈ Dn [z0, R/L(z0)]} =
= max
{
|F (K0)(z)|
K0!
LK
0
(z0)
LK
0(z0)LK0(z)
: z ∈ Dn [z0, R/L(z0)]} ≥
≥ max
{
|F (K0)(z)|
K0!
∏n
j=1 (λ2,j(R))
−n0
LK
0(z0)
: z ∈ Dn [z0, R/L(z0)]} .
This inequality implies
p0
∏n
j=1(λ2,j(R))
n0
K0!
|F (K0)(z0)|
LK
0(z0)
≥ max
{
|F (K0)(z)|
K0!LK0(z0)
: z ∈ Dn [z0, R/L(z0)]} . (19)
From (19) we obtain inequality (17) with p = p0
∏n
j=1 (λ2,j(R))
n0. The necessity of condition (17)
is proved.
Now we prove the sufficiency of (18). Suppose that for every R ∈ Rn+, |R| ≤ β, ∃n0 ∈
Z+, p > 1 such that ∀z0 ∈ Bn and some K0J ∈ Zn+ with k0j ≤ n0 the inequality (18) holds.
We write Cauchy’s formula as following ∀z0 ∈ Bn ∀s ∈ Zn+
F (K
0
J+S)(z0)
S!
=
1
(2πi)n
∫
Tn(z0,R/L(z0))
F (K
0
J)(z)
(z − z0)S+1dz.
This yields
|F (K0j+S)(z0)|
S!
≤ 1
(2π)n
∫
Tn(z0,R/L(z0))
|F (K0j )(z)|
|z − z0|S+1 |dz| ≤
≤ 1
(2π)n
∫
Tn(z0,R/L(z0))
max{|F (K0j )(z)| : z ∈ Dn [z0, R/L(z0)]}LS+1(z0)
RS+1
|dz| =
= max{|F (K0j )(z)| : z ∈ Dn [z0, R/L(z0)]}LS(z0)
RS
.
Now we put R = ( β√
n
, . . . , β√
n
) and use (18)
|F (K0j+S)(z0)|
S!
≤ L
S(z0)
(β/
√
n)
‖S‖ max{|F (K
0
j )(z)| : z ∈ Dn [z0, R/L(z0)]}≤ pLS(z0)
(β/
√
n)‖S‖
|F (K0j )(z0)|.
(20)
9We choose S ∈ Zn+ such that ‖S‖ ≥ s0, where p(β/√n)s0 ≤ 1. Therefore, (20) implies that for all
j ∈ {1, . . . , n} and k0j ≤ n0
|F (K0j+S)(z0)|
LK
0
j
+S(z0)(K0j + S)!
≤ p
(β/
√
n)
‖S‖
S!K0j !
(S +K0j )!
|F (K0j )(z0)|
LK
0
j (z0)K0j !
≤ |F
(K0j )(z0)|
LK
0
j (z0)K0j !
.
Consequently, N(F,L,Bn) ≤ n0 + s0.
Remark 2. Inequality (17) is necessary and sufficient condition of boundedness of l-index for
functions of one variable [46, 38, 48]. But it is unknown whether this condition is sufficient
condition of boundedness of L-index in joint variables. Our restrictions (18) are corresponding
multidimensional sufficient conditions.
Lemma 1. Let L1, L2 ∈ Q(Bn) and for every z ∈ Bn L1(z) ≤ L2(z). If analytic in Bn function
F has bounded L1-index in joint variables then F is of bounded L2-index in joint variables and
N(F,L2,B
n) ≤ nN(F,L1,Bn).
Proof. Let N(F,L1,B
n) = n0. Using (3) we deduce
|F (J)(z)|
J !LJ2 (z)
=
LJ1 (z)
LJ2 (z)
|F (J)(z)|
J !LJ1 (z)
≤ L
J
1 (z)
LJ2 (z)
max
{ |F (K)(z)|
K!LK1 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
≤
≤ L
J
1 (z)
LJ2 (z)
max
{
LK2 (z)
LK1 (z)
|F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
≤
≤ max
‖K‖≤n0
(
L1(z)
L2(z)
)J−K
max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
.
Since L1(z) ≤ L2(z) it means that for all ‖J‖ ≥ nn0
|F (J)(z)|
J !LJ2 (z)
≤ max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
.
Thus, F has bounded L2-index in joint variables and N(F,L2,B
n) ≤ nN(F,L1,Bn).
Denote L˜(z) = (l˜1(z), . . . , l˜n(z)). The notation L ≍ L˜ means that there exist Θ1 =
(θ1,j , . . . , θ1,n) ∈ Rn+, Θ2 = (θ2,j, . . . , θ2,n) ∈ Rn+ such that ∀z ∈ Bn θ1,j l˜j(z) ≤ lj(z) ≤ θ2,j l˜j(z)
for each j ∈ {1, . . . , n}.
Theorem 3. Let L ∈ Q(Bn), L ≍ L˜, β|Θ1| >
√
n. An analytic in Bn function F has bounded
L˜-index in joint variables if and only if it has bounded L-index.
Proof. It is easy to prove that if L ∈ Q(Bn) and L ≍ L˜ then L˜ ∈ Q(Bn).
Let N(F, L˜,Bn) = n˜0 < +∞. Then by Theorem 1 for every R˜ = (r˜1, . . . , r˜n) ∈ Rn+, |R| ≤ β,
there exists p˜ ≥ 1 such that for each z0 ∈ Bn and some K0 with ‖K0‖ ≤ n˜0, the inequality (9)
holds with L˜ and R˜ instead of L and R. Hence
p˜
K0!
|F (K0)(z0)|
LK
0(z0)
=
p˜
K0!
ΘK
0
2 |F (K0)(z0)|
ΘK
0
2 L
K0(z0)
≥ p˜
K0!
|F (K0)(z0)|
ΘK
0
2 L˜
K0(z0)
≥
10
≥ 1
ΘK
0
2
max
{
|F (K)(z)|
K!L˜K(z)
: ‖K‖ ≤ n˜0, z ∈ Dn
[
z0, R˜/L˜(z)
]}
≥
≥ 1
ΘK
0
2
max
{
ΘK1 |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n˜0, z ∈ Dn
[
z0,Θ1R˜/L(z)
]}
≥
≥
min
0≤‖K‖≤n0
{ΘK1 }
ΘK
0
2
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n˜0, z∈Dn
[
z0,Θ1R˜/L˜(z)
]}
.
In view of Theorem 1 we obtain that function F has bounded L-index in joint variables.
Theorem 4. Let L ∈ Q(Bn). An analytic in Bn function F has bounded L-index in joint variables
if and only if there exist R ∈ Rn+, with |R| ≤ β, n0 ∈ Z+, p0 > 1 such that for each z0 ∈ Bn and
for some K0 ∈ Zn+ with ‖K0‖ ≤ n0 the inequality (9) holds.
Proof. The necessity of this theorem follows from the necessity of Theorem 1. We prove the
sufficiency. The proof of Theorem 1 with R = ( β√
n
, . . . , β√
n
) implies that N(F,L,Bn) < +∞.
Let L∗(z) = R0L(z)
R
, R0 = ( β√
n
, . . . , β√
n
). In general case from validity of (9) for F, L and
R = (r1, . . . , rn) with rj <
β√
n
, j ∈ {1, . . . , n} we obtain
max
{ |F (K)(z)|
K!(L∗(z0))K
: ‖K‖ ≤ n0, z ∈ Dn
[
z0, R0/L
∗(z0)
]}
=
= max
{ |F (K)(z)|
K!(R0L(z)/R)K
: ‖K‖ ≤ n0, z ∈ Dn
[
z0, R0/(R0L(z)/R)
]} ≤
≤ max
{
n‖K‖/2|F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n0, z∈Dn
[
z0, R/L(z0)
]} ≤
≤ p0
K0!
nn0/2|F (K0)(z0)|
LK
0(z0)
=
nn0/2(β/
√
n)‖K
0‖p0
RK0K0!
|F (K0)(z)|
(R0L(z)/R)K
0 <
p0β
n0∏n
j=1 r
n0
j
|F (K0)(z)|
K0!(L∗(z))K0
.
i. e. (9) holds for F, L∗ and R0 = (
β√
n
, . . . , β√
n
). As above we apply Theorem 1 to the function F (z)
and L∗(z) = R0L(z)/R. This implies that F is of bounded L∗-index in joint variables. Therefore,
by Theorem 3 the function F has bounded L-index in joint variables.
4 Local behaviour of maximum modulus of analytic in ball
function
For an analytic in Bn function F we put
M(r, z0, F ) = max{|F (z)| : z ∈ Tn(z0, r)},
where z0 ∈ Bn, r ∈ Rn+. Then M(R, z0, F ) = max{|F (z)| : z ∈ Dn[z0, R]}, because the maximum
modulus for an analytic function in a closed polydisc is attained on its skeleton.
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Theorem 5. Let L ∈ Q(Bn). If an analytic in Bn function F has bounded L-index in joint
variables then for any R′, R′′ ∈ Rn+ 0 < |R′| < |R′′| < β, there exists a number p1 = p1(R′, R′′) ≥ 1
such that for every z0 ∈ Bn
M
(
R′′
L(z0)
, z0, F
)
≤ p1M
(
R′
L(z0)
, z0, F
)
. (21)
Proof. Let N(F,L) = N < +∞. Suppose that inequality (21) does not hold i.e. there exist R′,
R′′, 0 < |R′| < |R′′| < β, such that for each p∗ ≥ 1 and for some z0 = z0(p∗)
M
(
R′′
L(z0)
, z0, F
)
> p∗M
(
R′
L(z0)
, z0, F
)
. (22)
By Theorem 4, there exists a number p0 = p0(r
′′) ≥ 1 such that for every z0 ∈ Bn and some
K0 ∈ Zn+, ‖K0‖ ≤ N, one has
M
(
R′′
L(z0)
, z0, F (K
0)
)
≤ p0|F (K0)(z0)|. (23)
We put
b1 = p0
(
n∏
j=2
λN2,j(R
′′)
)
(N !)n−1
(
N∑
j=1
(N − j)!
(r′′1)j
)(
r′′1r
′′
2 . . . r
′′
n
r′1r
′
2 . . . r
′
n
)N
,
b2 = p0
(
n∏
j=3
λN2,j(R
′′)
)
(N !)n−2
(
N∑
j=1
(N − j)!
(r′′2)j
)(
r′′2 . . . r
′′
n
r′2 . . . r′n
)N
max
{
1,
1
(r′1)N
}
,
. . .
bn−1 = p0λN2,n(R
′)N !
(
N∑
j=1
(N − j)!
(r′′n−1)j
)(
r′′n−1r
′′
n
r′n−1r′n
)N
max
{
1,
1
(r′1 . . . r
′
n−2)N
}
,
bn = p0
(
N∑
j=1
(N − j)!
(r′′n)j
)(
r′′n
r′n
)N
max
{
1,
1
(r′1 . . . r
′
n−1)N
}
and
p∗ = (N !)np0
(
r′′1r
′′
2 . . . r
′′
n
r′1r
′
2 . . . r
′
n
)N
+
n∑
k=1
bk + 1.
Let z0 = z0(p∗) be a point for which inequality (22) holds and K0 be such that (23) holds
and
M
(
R′
L(z0)
, z0, F
)
= |F (z∗)|, M
(
r′′
L(z0)
, z0, F (J)
)
= |F (J)(z∗J)|
for every J ∈ Zn+, ‖J‖ ≤ N. We apply Cauchy’s inequality
|F (J)(z0)| ≤ J !
(
L(z0)
R′
)J
|F (z∗)| (24)
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for estimate the difference
|F (J)(z∗J,1, z∗J,2, . . . , z∗J,n)− F (J)(z01 , z∗J,2, . . . , z∗J,n)| =
=
∣∣∣∣∣
∫ z∗
J,1
z01
∂‖J‖+1F
∂zj1+11 ∂z
j2
2 . . . ∂z
jn
n
(ξ, z∗J,2, . . . , z
∗
J,n)dξ
∣∣∣∣∣ ≤
≤
∣∣∣∣ ∂‖J‖+1F∂zj1+11 ∂zj22 . . . ∂zjnn (z∗(j1+1,j2,...,jn))
∣∣∣∣ r′′1l1(z0) . (25)
Taking into account (z01 , z
∗
J,2, . . . , z
∗
J,n) ∈ Dn[z0, R
′′
L(z0)
], for all k ∈ {1, . . . , n} |z∗J,k − z0k| = r
′′
k
lk(z0)
,
lk(z
0
1 , z
∗
J,2, . . . , z
∗
J,n) ≤ λ2,k(R′′)lk(z0) and (24) with J = K0, by Theorem 1 we have
|F (J)(z01 , z∗J,2, . . . , z∗J,n)| ≤
J !lj11 (z
0
1 , z
∗
J,2, . . . , z
∗
J,n)
∏n
k=2 l
jk
k (z
0
1 , z
∗
J,2, . . . , z
∗
J,n)
K0!LK0(z0)
p0|F (K0)(z0)| ≤
≤ J !L
J(z0)
∏n
k=2 λ
jk
2,k(R
′′)
K0!LK0(z0)
p0K
0!
(
L(z0)
R′
)K0
|F (z∗)| = p0J !L
J (z0)
∏n
k=2 λ
jk
2,k(R
′′)
(R′)K0
|F (z∗)|. (26)
From inequalities (25) and (26) it follows that∣∣∣∣ ∂‖J‖+1F∂zj1+11 ∂zj22 . . . ∂zjnn (z∗(j1+1,j2,...,jn))
∣∣∣∣ ≥ l1(z0)r′′1 {|F (J)(z∗j )| − |F (J)(z01 , z∗J,2, . . . , z∗J,n)|} ≥
≥ l1(z
0
1)
r′′1
|F (J)(z∗j )| −
p0J !L
(j1+1,j2,...,jn)(z0)
∏n
k=2 λ
jk
2,k(R
′′)
r′′1(R′)K
0 |F (z∗)|.
Then
|F (K0)(z∗K0)| ≥
l1(z
0)
r′′1
∣∣∣∣∣ ∂‖K
0‖−1f
∂z
k01−1
1 ∂z
k02
2 . . . ∂z
k0n
n
(z∗(k01−1,k02,...,k0n))
∣∣∣∣∣−
−p0(k
0
1 − 1)!k02! . . . k0n!LK0(z0)
∏n
i=2 λ
k0i
2,i(R
′′)
r′′1(R′)K
0 |F (z∗)| ≥
≥ l
2
1(z
0)
(r′′1)2
∣∣∣∣∣ ∂‖K
0‖−2f
∂z
k01−2
1 ∂z
k02
2 . . . ∂z
k0n
n
(z∗(k01−2,k02,...,k0n))
∣∣∣∣∣−
−p0(k
0
1 − 2)!k02! . . . k0n!LK0(z0)
∏n
i=2 λ
k0i
2,i(R
′′)
(r′′1)2(R′)K
0 |F (z∗)|−
−p0(k
0
1 − 1)!k02! . . . k0n!LK0(z0)
∏n
i=2 λ
k0i
2,i(r
′′
i )
r′′1(R′)K
0 |F (z∗)| ≥
. . .
≥ l
k01
1 (z
0)
(r′′1)k
0
1
∣∣∣∣∣ ∂‖K
0‖−k01f
∂z
k02
2 . . . ∂z
k0n
n
(z∗(0,k02,...,k0n))
∣∣∣∣∣−
− p0
(R′)K0
LK
0
(z0)
(
n∏
i=2
λ
k0i
2,i(R
′′)
)
k02! . . . k
0
n!
k01∑
j1=1
(k01 − j1)!
(r′′1)j1
|F (z∗)| ≥
. . .
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≥ l
k01
1 (z
0)
(r′′1)k
0
1
l
k02
2 (z
0)
(r′′2)k
0
2
∣∣∣∣∣∂‖K
0‖−k01−k02f
∂z
k03
3 . . . ∂z
k0n
n
(z∗(0,0,k03,...,k0n))
∣∣∣∣∣−
− l
k01
1 (z
0)p0L
(0,k02 ,...,k
0
n)(z0)
(r′′1)
k01(R′)K0
(
n∏
i=3
λ
k0i
2,i(R
′′)
)
k03! . . . k
0
n!
k02∑
i2=1
(k02 − j2)!
(r′′2)j2
|F (z∗)|−
− p0
(R′)K0
LK
0
(z0)
(
n∏
i=2
λ
k0i
2,i(R
′′)
)
k02! . . . k
0
n!
k01∑
j1=1
(k01 − j1)!
(r′′1)j1
|F (z∗)| ≥
. . .
≥
(
L(z0)
R′′
)
|F (z∗
0
)| − |F (z∗)|
b∑
i=1
b˜i, (27)
where in view of the inequalities λ2,i(R
′′) ≥ 1 and R′′ ≥ R′ we have
b˜1 =
p0
(R′)K0
LK
0
(z0)
(
n∏
i=2
λ
k0i
2,i(R
′′)
)
k02! . . . k
0
n!
k01∑
j1=1
(k01 − j1)!
(r′′1)j1
=
=
(
L(z0)
R′′
)K0 (
R′′
R′
)K0
p0
(
n∏
i=2
λ
k0i
2,i(R
′′)
)
k02! . . . k
0
n!
k01∑
j1=1
(k01 − j1)!
(r′′1)j1
≤
(
L(z0)
R′′
)K0
b1,
b˜2 =
p0
(R′)K0
LK
0
(z0)
(
n∏
i=3
λ
k0i
2,i(R
′′)
)
k03! . . . k
0
n!
(r′′1)k
0
1
k02∑
j2=1
(k02 − j2)!
(r′′2)j2
≤
(
L(z0)
R′′
)K0
b2,
. . .
b˜n−1 =
p0
(R′)K0
LK
0
(z0)λ
k0n
2,n(R
′′)
k0n!
(r′′1)k
0
1 . . . (r′′n−2)
k0n−2
×
×
k0n−1∑
jn−1=1
(k0n−1 − jn−1)!
(r′′n−1)jn−1
≤
(
L(z0)
R′′
)K0
bn−1,
b˜n =
p0
(R′)K0
LK
0
(z0)
1
(r′′1)
k01 . . . (r′′n−1)
k0n−1
k0n∑
jn=1
(k0n − jn)!
(r′′n)jn
≤
(
L(z0)
R′′
)K0
bn.
Thus, (27) implies that
|F (K0)(z∗K0)| ≥
(
L(z0)
R′′
)K0
|F (z∗)|
{
|F (z∗
0
)|
|F (z∗)| −
n∑
j=1
bj
}
.
But in view of (22) and a choice of p∗ we have
|F (z∗
0
)|
|F (z∗)| ≥ p∗ >
∑n
j=1 bj . Thus, in view of (23) and
(24) we obtain
|F (K0)(z∗K0)| ≥
(
L(z0)
R′′
)K0
|F (z∗)|
{
p∗ −
n∑
j=1
bj
}
≥
14
≥
(
L(z0)
R′′
)K0 {
p∗ −
n∑
j=1
bj
}
|F (K0)(z0)|(R′)K0
K0!LK0(z0)
≥
(
r′1 . . . r
′
n
r′′1 . . . r′′n
)N{
p∗ −
n∑
j=1
bj
}
|F (K0)(z∗K0)|
p0(n!)n
.
Hence, we have p∗ ≤ p0
( r′1...r′n
r′′1 ...r
′′
n
)N
(N !)n +
∑n
j=1 bj , but this contradicts the choice of p∗.
Theorem 6. Let L ∈ Qn, F : Bn → C be analytic function. If there exist R′, R′′ ∈ Rn+,
0 < R′ < 1 < R′′, and p1 = p1(R′, R′′) ≥ 1 such that for every z0 ∈ Cn inequality (21) holds then
F is of bounded L-index in joint variables.
Proof. Let z0 ∈ Bn be an arbitrary point. We expand a function F in power series
F (z) =
∑
K≥0
bK(z − z0)K =
∑
k1,...,kn≥0
bk1,...,kn(z1 − z01)k1 . . . (zn − z0n)kn, (28)
where bK = bk1,...,kn =
F (K)(z0)
K!
.
Let µ(R, z0, F ) = max{|bK |RK : K ≥ 0} be the maximal term of series (28) and ν(R) =
ν(R, z0, F ) = (ν01(R), . . . , ν
0
n(R)) be a set of indices such that
µ(R, z0, F ) = |bν(R)|Rν(R), ‖ν(R)‖ =
n∑
j=1
νj(R) = max{‖K‖ : K ≥ 0, |bK |RK = µ(R, z0, F )}.
In view of inequality (24) we obtain for any |R| < 1 − |z0| µ(R, z0, F ) ≤ M(R, z0, F ). Then for
given R′ and R′′ with 0 < |R′| < 1 < |R′′| < β we conclude
M(R′R, z0, F ) ≤
∑
k≥0
|bk|(R′R)k ≤
∑
k≥0
µ(R, z0, F )(R′)k = µ(R, z0, F )
∑
k≥0
(R′)k =
=
n∏
j=1
1
1− r′j
µ(R, z0, F ).
Besides,
lnµ(R, z0, F ) = ln{|bν(R)|Rν(R)} = ln
{
|bν(R)|(RR′′)ν(R) 1
(R′′)ν(R)
}
=
= ln{|bν(R)|(RR′′)ν(R)}+ ln
{
1
(R′′)ν(R)
}
≤ lnµ(R′′R, z0, F )− ‖ν(R)‖ ln min
1≤j≤n
r′′j .
This implies that
‖ν(R)‖ ≤ 1
lnmin1≤j≤n r′′j
(lnµ(R′′R, z0, F )− lnµ(R, z0, F )) ≤
≤ 1
lnmin1≤j≤n r′′j
(
lnM(R′′R, z0, F )− ln(
n∏
j=1
(1− r′j)M(R′R, z0, F ))
)
≤
≤ 1
lnmin1≤j≤n r′′j
(
lnM(R′′R, z0, F )− lnM(R′R, z0, F ))− ∑nj=1 ln(1− r′j)
min1≤j≤n r′′j
=
15
=
1
min1≤j≤n r′′j
ln
M(R′′R, z0, F )
M(R′R, z0, F )
−
∑n
j=1 ln(1− rj)
min1≤j≤n r′′j
. (29)
Put R = 1
L(z0)
. Now let N(F, z0,L) be a L-index of the function F in joint variables at point
z0 i. e. it is the least integer for which inequality (3) holds at point z0. Clearly that
N(F, z0,L) ≤ ν
(
1
L(z0)
, z0, F
)
= ν(R, z0, F ). (30)
But
M
(
R′′/L(z0), z0, F
) ≤ p1(R′, R′′)M (R′/L(z0), z0, F ) . (31)
Therefore, from (29), (30), (31) we obtain that ∀z0 ∈ Bn
N(F, z0,L) ≤ −
∑2
j=1 ln(1− r′j)
lnmin{r′′1 , r′′2}
+
ln p1(R
′, R′′)
lnmin{r′′1 , r′′2}
.
This means that F has bounded L-index in joint variables.
5 Boundedness of L-index in every direction 1j
The boundedness of lj-index of a function F (z) in every variable zj , generally speaking,
does not imply the boundedness of L-index in joint variables (see example in [29]). But, if F has
bounded lj-index in every direction 1j , j ∈ {1, . . . , n}, then F is a function of bounded L-index
in joint variables.
For η ∈ [0, β], z ∈ Bn,we define λb1 (z, η, L) = inf
{
L(z+tb)
L(z)
: |t| ≤ η
L(z)
}
, λb1 (η, L) = inf{λb1 (z, η, L) :
z ∈ Bn}, λb2 (z, η, L) = sup
{
L(z+tb)
L(z)
: |t| ≤ η
L(z)
}
, λb2 (η, L)= sup{λb2 (z, η, L) : z ∈ Bn}.
By Qb,β(B
n) we denote the class of all functions L for which the following condition holds
for any η ∈ [0, β] 0 < λb1 (η, L) ≤ λb2 (η, L) < +∞.
We need the following theorem.
Theorem 7 ([18]). Let β > 1, L ∈ Qb,β(Bn). Analytic in Bn function F (z) is of bounded L-index
in the direction b ∈ Cn if and only if for any r1 and any r2 with 0 < r1 < r2 ≤ β, there exists
number P1 = P1(r1, r2) ≥ 1 such that for each z0 ∈ Bn
max
{
|F (z0 + tb)| : |t| = r2
L(z0)
}
≤ P1max
{
|F (z0 + tb)| : |t| = r1
L(z0)
}
. (32)
Theorem 8. Let L(z) = (l1(z), . . . , ln(z)), where lj ∈ Q1j ,β/√n(Bn) (j ∈ {1, . . . , n}). If an analytic
in Bn function F has bounded lj-index in the direction 1j for every j ∈ {1, . . . , n}, then F is of
bounded L-index in joint variables.
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Proof. Let F be an analytic in Bn function of bounded lj-index in every direction 1j. Then by
Theorem 7 for every j ∈ {1, . . . , n} and arbitrary 0 < r′j < 1 < r′′j ≤ β√n there exists a number
pj = pj(r
′, r′′) such that for every (z1, . . . , zj−1, z0j , zj+1, . . . , zn) ∈ Bn inequality
max
{
|F (z)| : |zj − z0j | =
r′′j
lj(z1, . . . , zj−1, z0j , zj+1, . . . , zn)
}
≤ pj(r′j, r′′j )×
×max
{
|F (z)| : |zj − z0j | =
r′j
lj(z1, . . . , zj−1, z0j , zj+1, . . . , zn)
}
(33)
holds.
Obviously, if for every j ∈ {1, . . . , n} lj ∈ Q1j ,β/√n(Bn) then L ∈ Q(Bn). Let z0 be an
arbitrary point in Bn, and a point z∗ ∈ Tn(z0, R′′
L(z0)
) is such that M( R
′′
L(z0)
, z0, F ) = |F (z∗)|. We
choose R′′ and R′ such that 1 < R′′ < ( β√
n
, . . . , β√
n
) and R′ < Λ1(R′′). Then inequality (33) implies
that
M
(
R′′
L(z0)
, z0, F
)
≤ max
{
|F (z1, z∗2 , z∗3 , . . . , z∗n)| : |z1 − z01 | =
r′′1
l1(z0)
}
=
= max
{
|F (z1, z∗2 , . . . , z∗n)| : |z1 − z01 | =
r′′1
l1(z
0
1 , z
∗
2 , . . . , z
∗
n)
l1(z
0
1 , z
∗
2 , . . . , z
∗
n)
l1(z0)
}
≤
≤ max
{
|F (z1, z∗2 , . . . , z∗n)| : |z1 − z01 | =
r′′1λ2,1(R
′′)
l1(z01 , z
∗
2 , . . . , z
∗
n)
}
≤
≤ p1(r′1, r′′1λ2,1(R′′))max
{
|F (z1, z∗2 , . . . , z∗n)| : |z1 − z01 | =
r′1
l1(z01 , z
∗
2 , . . . , z
∗
n)
}
=
= p1(r
′
1, r
′′
1λ2,1(R
′′))max
{
|F (z1, z∗2 , . . . , z∗n)| : |z1 − z01 | =
r′1
l1(z0)
l1(z
0)
l1(z01 , z
∗
2 , . . . , z
∗
n)
}
≤
≤ p1(r′1, r′′1λ2,1(R′′))max
{
|F (z1, z∗2 , . . . , z∗n)| : |z1 − z01 | =
r′1
λ1,1(R′′)l1(z0)
}
=
= p1(r
′
1, r
′′
1λ2,1(R
′′))|F (z∗∗1 , z∗2 , . . . , z∗n)| ≤ p1(r′1, r′′1λ2,1(R′′))×
×max
{
|F (z∗∗1 , z2, z∗3 , . . . , z∗n)| : |z2 − z02 | =
r′′2
l2(z0)
}
= p1(r
′
1, r
′′
1λ2,1(R
′′))×
×max
{
|F (z∗∗1 , z2, . . . , z∗n)| : |z2 − z02 | =
r′′2
l2(z
∗∗
1 , z
0
2 , . . . , z
∗
n)
l2(z
∗∗
1 , z
0
2 , . . . , z
∗
n)
l2(z0)
}
≤
≤ p1(r′1, r′′1λ2,1(R′′))max
{
|F (z∗∗1 , z2, . . . , z∗n)| : |z2 − z02 | =
r′′2λ2,2(R
′′)
l2(z∗∗1 , z
0
2 , . . . , z
∗
n)
}
≤
≤
2∏
j=1
pj(r
′
j , r
′′
jλ2,j(R
′′))max
{
|F (z∗∗1 , z2, . . . , z∗n)| : |z2 − z02 | =
r′2
l2(z∗∗1 , z
0
2 , . . . , z
∗
n)
}
≤
≤
2∏
j=1
pj(r
′
j , r
′′
jλ2,j(R
′′))max
{
|F (z∗∗1 , z2, . . . , z∗n)| : |z2 − z02 | =
r′2
λ1,2(R′′)l2(z0)
}
=
=
2∏
j=1
pj(r
′
j, r
′′
jλ2,j(R
′′))|F (z∗∗1 , z∗∗2 , z∗3 , . . . , z∗n)| ≤ . . . ≤
n∏
j=1
pj(r
′
j, r
′′
jλ2,j(R
′′))×
×max
{
|F (z1, z2, . . . , zn)| : |zj − z0j | =
r′j
λ1,j(R′′)lj(z0)
, j ∈ {1, . . . , n}
}
=
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=
n∏
j=1
pj(r
′
j, r
′′
jλ2,j(R
′′))M
(
R′
Λ1(R′′)L(z0)
, z0, F
)
.
Hence, by Theorem 6 F is of bounded L-index in joint variables.
6 Analogue of Theorem of Hayman for analytic in a ball
function of bounded L-index in joint variables
Denote β = ( β√
n
, . . . , β√
n
).
Theorem 9. Let L ∈ Q(Bn). An analytic function F in Bn has bounded L-index in joint variables
if and only if there exist p ∈ Z+ and c ∈ R+ such that for each z ∈ Bn
max
{ |F (J)(z)|
LJ(z)
: ‖J‖ = p+ 1
}
≤ c ·max
{ |F (K)(z)|
LK(z)
: ‖K‖ ≤ p
}
. (34)
Proof. Let N = N(F,L,Bn) < +∞. The definition of the boundedness of L-index in joint variables
yields the necessity with p = N and c = ((N + 1)!)n.
We prove the sufficiency. For F ≡ 0 theorem is obvious. Thus, we suppose that F 6≡ 0.
Assume that (34) holds, z0 ∈ Bn, z ∈ Dn[z0, β
L(z0)
]. For all J ∈ Zn+, ‖J‖ ≤ p+ 1, one has
|F (J)(z)|
LJ(z0)
≤ ΛJ2 (β)
|F (J)(z)|
LJ (z)
≤ c · ΛJ2 (β)max
{ |F (K)(z)|
LK(z)
: ‖K‖ ≤ p
}
≤
≤ c · ΛJ2 (β)max
{
Λ−K1 (2)
|F (K)(z)|
LK(z0)
: ‖K‖ ≤ p
}
≤ BG(z), (35)
where B = c ·max{ΛK2 (β) : ‖K‖ = p+1}max{Λ−K1 (β) : ‖K‖ ≤ p}, and G(z) = max
{
|F (K)(z)|
LK(z0)
:
‖K‖ ≤ p
}
.
We choose z(1) = (z
(1)
1 , . . . , z
(1)
n ) ∈ Tn(z0, 12β√nL(z0)) and z(2) = (z(2)1 , . . . , z(2)n ) ∈ Tn(z0, βL(z0))
such that F (z(1)) 6= 0 and
|F (z(2))| =M
(
β
L(z0)
, z0, F
)
6= 0. (36)
These points exist, otherwise if F (z) ≡ 0 on skeleton Tn(z0, 1
2β
√
nL(z0)
) or Tn(z0, β
L(z0)
) then
by the uniqueness theorem F ≡ 0 in Bn. We connect the points z(1) and z(2) with plane
α =

z2 = k2z1 + c2,
z3 = k3z1 + c3,
. . .
zn = knz1 + cn,
where ki =
z
(2)
i −z
(1)
i
z
(2)
1 −z(1)1
, ci =
z
(1)
i z
(2)
1 −z(2)i z
(1)
1
z
(2)
1 −z(1)1
, i = 2, . . . , n. It is easy to check that z(1) ∈ α and z(2) ∈ α.
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Let G˜(z1) = G(z)|α be a restriction of the function G onto α.
Fo every K ∈ Zn+ the function F (K)(z)
∣∣
α
is analytic function of variable z1 and G˜(z
(1)
1 ) =
G(z(1))
∣∣
α
6= 0 because F (z(1)) 6= 0. Hence, all zeros of the function F (K)(z)∣∣
α
are isolated as zeros
of a function of one variable. Thus, zeros of the function G˜(z1) are isolated too. Therefore, we
can choose piecewise analytic curve γ onto α as following
z = z(t) = (z1(t), k2z1(t) + c2, . . . , knz1(t) + cn), t ∈ [0, 1],
which connect the points z(1), z(2) and such that G(z(t)) 6= 0 and ∫ 1
0
|z′1(t)|dt ≤ 2β√nl1(z01) . For a
construction of the curve we connect z
(1)
1 and z
(2)
1 by a line z
∗
1(t) = (z
(2)
1 − z(1)1 )t + z(1)1 , t ∈ [0, 1].
The curve γ can cross points z1 at which the function G˜(z1) = 0. The number of such points
m = m(z(1), z(2)) is finite. Let (z∗1,k) be a sequence of these points in ascending order of the
value |z(1)1 − z∗1,k|, k ∈ {1, 2, ..., m}. We choose r < min
1≤k≤m−1
{|z∗1,k − z∗1,k+1|, |z∗1,1 − z(1)1 |, |z∗1,m −
z
(2)
1 |, 2β
2−1
2π
√
nβl1(z0)
}. Now we construct circles with centers at the points z∗1,k and corresponding radii
r
′
k <
r
2k
such that G˜(z1) 6= 0 for all z1 on the circles. It is possible, because F 6≡ 0.
Every such circle is divided onto two semicircles by the line z∗1(t). The required piecewise-
analytic curve consists with arcs of the constructed semicircles and segments of line z∗1(t), which
connect the arcs in series between themselves or with the points z
(1)
1 , z
(2)
1 . The length of z1(t) in
C (but not z(t) in Cn!) is lesser than β/
√
n
l1(z0)
+ 1
2
√
nβl1(z0)
+ πr ≤ 2β√
nl1(z0)
. Then∫ 1
0
|z′s(t)|dt = |ks|
∫ 1
0
|z′1(t)|dt ≤
|z(2)s − z(1)s |
|z(2)1 − z(1)1 |
2β√
nl1(z0)
≤
≤ 2β
2 + 1
2
√
nβls(z0)
2
√
nβl1(z
0)
2β2 − 1
2β√
nl1(z0)
≤ 2β(2β
2 + 1)
(2β2 − 1)√nls(z0) , s ∈ {2, . . . , n}.
Hence, ∫ 1
0
n∑
s=1
ls(z
0)|z′s(t)|dt ≤
2β(2β2 + 1)
√
n
2β2 − 1 = S. (37)
Since the function z = z(t) is piece-wise analytic on [0, 1], then for arbitrary K ∈ Zn+, J ∈ Zn+,
‖K‖ ≤ p, either
|F (K)(z(t))|
LK(z0)
≡ |F (J)(z(t))|
LJ(z0)
, (38)
or the equality
|F (K)(z(t))|
LK(z0)
=
|F (J)(z(t))|
LJ(z0)
(39)
holds only for a finite set of points tk ∈ [0; 1].
Then for function G(z(t)) as maximum of such expressions |F
(J)(z(t))|
LJ(z0)
by all ‖J‖ ≤ p two
cases are possible:
1. In some interval of analyticity of the curve γ the function G(z(t)) identically equals simulta-
neously to some derivatives, that is (38) holds. It means that G(z(t)) ≡ |F (J)(z(t))|
LJ(z0)
for some
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J, ‖J‖ ≤ p. Clearly, the function F (J)(z(t)) is analytic. Then |F (J)(z(t))| is continuously
differentiable function on the interval of analyticity except points where this partial deriva-
tive equals zero |F (j1,j2)(z1(t), z2(t))| = 0. However, there are not the points, because in the
opposite case G(z(t)) = 0. But it contradicts the construction of the curve γ.
2. In some interval of analyticity of the curve γ the function G(z(t)) equals simultaneously
to some derivatives at a finite number of points tk, that is (39) holds. Then the points tk
divide interval of analyticity onto a finite number of segments, in which of them G(z(t))
equals to one from the partial derivatives, i. e. G(z(t)) ≡ |F (J)(z(t))|
LJ(z0)
for some J, ‖J‖ ≤ p. As
above, in each from these segments the functions |F (J)(z(t))|, and G(z(t)) are continuously
differentiable except the points tk.
The inequality d
dt
|f(t)| ≤ |df(t)
dt
| holds for complex-valued functions of real argument outside
a countable set of points. In view of this fact and (35) we have
d
dt
G(z(t)) ≤ max
{ 1
LJ (z0)
∣∣∣ d
dt
F (J)(z(t))
∣∣∣ : ‖J‖ ≤ p} ≤
≤ max
{ n∑
s=1
∣∣∣ ∂‖J‖+1F
∂zj11 . . . ∂z
js+1
s . . . ∂z
jn
n
(z(t))
∣∣∣ |z′s(t)|
Lj(z0)
: ‖J‖ ≤ p
}
≤
≤ max
{ n∑
s=1
∣∣∣ ∂‖J‖+1F
∂zj11 . . . ∂z
js+1
s . . . ∂z
jn
n
(z(t))
∣∣∣ ls(z0)|z′s(t)|
lj11 (z
0) . . . lj1+1s (z0) . . . l
jn
n (z0)
:
‖J‖ ≤ p
}
≤
( n∑
s=1
ls(z
0)|z′s(t)|
)
max
{ |F (j)(z(t))|
LJ(z0)
: ‖J‖ ≤ p+ 1
}
≤
≤
( n∑
s=1
ls(z
0)|z′s(t)|
)
BG(z(t)).
Therefore, (37) yields∣∣∣ ln G(z(2))
G(z(1))
∣∣∣ = ∣∣∣ ∫ 1
0
1
G(z(t))
d
dt
G(z(t))dt
∣∣∣ ≤ B ∫ 1
0
n∑
s=1
ls(z
0)|z′s(t)|dt ≤ S ·B.
Using (36), we deduce M( β
L(z0)
, z0, F ) ≤ G(z(2)) ≤ G(z(1))eSB. Since z(1) ∈ Tn(z0, 1
2β
√
nL(z0)
), the
Cauchy inequality holds
|F (J)(z(1))|
LJ(z0)
≤ J !(2β√n)‖J‖M
(
1
2β
√
nL(z0)
, z0, F
)
.
for all J ∈ Zn+. Therefore, for ‖J‖ ≤ p we obtain G(z(1)) ≤ (p!)n(2β
√
n)pM
(
1
2β
√
nL(z0)
, z0, F
)
,
M
(
β
L(z0)
, z0, F
)
≤ eSB(p!)n(2β√n)pM
(
1
2β
√
nL(z0)
, z0, F
)
.
Hence, by Theorem 6 the function F has bounded L-index in joint variables.
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Theorem 10. Let L ∈ Q(Bn). An analytic function F in Bn has bounded L-index in joint
variables if and only if there exist c ∈ (0; +∞) and N ∈ N such that for each z ∈ Bn the inequality
N∑
‖K‖=0
|F (K)(z)|
K!LK(z)
≥ c
∞∑
‖K‖=N+1
|F (K)(z)|
K!LK(z)
. (40)
Proof. Let 1
β
< θj < 1, j ∈ {1, . . . , n}, Θ = (θ1, . . . , θn). If the function F has bounded L-
index in joint variables then by Theorem 3 F has bounded L˜-index in joint variables, where
L˜ = (l˜1(z), . . . , l˜n(z)), l˜j(z) = θjlj(z), j ∈ {1, . . . , n}. Let N˜ = N(F, L˜,Bn). Therefore,
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N˜
}
= max
{
ΘK |F (K)(z)|
K!L˜K(z)
: ‖K‖ ≤ N˜
}
≥
≥
n∏
s=1
θN˜s max
{
|F (K)(z)|
K!L˜K(z)
: ‖K‖ ≤ N˜
}
≥
n∏
s=1
θN˜s
|F (J)(z)|
J !L˜J(z)
=
n∏
s=1
θN˜−jss
|F (J)(z)|
J !LJ(z)
for all J ≥ 0 and
∞∑
‖J‖=N˜+1
|F (J)(z)|
J !Lj(z)
≤ max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N˜
} ∞∑
‖J‖=N˜+1
θjs−N˜s =
=
n∏
i=1
θs
1− θs max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N˜
}
≤
n∏
i=1
θs
1− θs
N˜∑
‖K‖=0
|F (K)(z)|
K!LK(z)
.
Hence, we obtain (40) with N = N˜ and c =
∏n
i=1
θs
1−θs . On the contrary, inequality (40) implies
max
{ |F (J)(z)|
J !LJ (z)
: ‖J‖ = N + 1
}
≤
∞∑
‖K‖=N+1
|F (K)(z)|
K!LK(z)
≤ 1
c
N∑
‖K‖=0
|F (K)(z)|
K!LK(z)
≤
≤ 1
c
N∑
i=0
C in+i−1max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N
}
and by Theorem 9 F is of bounded L-index in joint variables.
7 Properties of power series of analytic in a ball functions
of bounded L-index in joint variables
Let z0 ∈ Bn. We develop an analytic in Bn function F in the power series written in a
diagonal form
F (z) =
∞∑
k=0
pk((z − z0)) =
∞∑
k=0
∑
‖J‖=k
bJ(z − z0)J , (41)
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where pk are homogeneous polynomials of k-th degree, bJ =
F (J)(z0)
J !
. The polynomial pk0 , k0 ∈ Z+,
is called a dominating polynomial in the power series expansion (41) on Tn(z0, R) if for every
z ∈ Tn(z0, R) the next inequality holds:
|
∑
k 6=k0
pk(z − z0)| ≤ 1
2
max{|bJ |RJ : ‖J‖ = k0}.
Theorem 11. Let L ∈ Q(Bn). If an analytic function F in Bn has bounded L-index in joint
variables then there exists p ∈ Z+ that for all d ∈ (0; β√n ] there exists η(d) ∈ (0; d) such that for
each z0 ∈ Bn and some r = r(d, z0) ∈ (η(d), d), k0 = k0(d, z0) ≤ p the polynomial pk0 is the
dominating polynomial in the series (41) on Tn(z0, r1
L(z0)
).
Proof. Let F be an analytic function of bounded L-index in joint variables withN = N(F,L,Bn) <
+∞ and n0 be the L-index in joint variables at a point z0 ∈ D2, i.e. n0 is the least number, for
which inequality (3) holds at the point z0. Then for each z0 ∈ Bn n0 ≤ N .
We put a∗J =
|bJ |
LJ(z0)
= |F
(J)(z0)|
J !LJ(z0)
, ak = max{a∗J : ‖J‖ = k}, c = 2{(N + n + 1)!(n +
1)! + (N + 1)CNn+N−1}. Let d ∈ (0; β√n ] be an arbitrary number. We also denote rm = d(d+1)cm ,
µm = max{akrkm : k ∈ Z+}, sm = min{k : akrkm = µm} for m ∈ Z+.
Since z0 ∈ Bn is a fixed point the inequality a∗K ≤ max{a∗J : ‖J‖ ≤ n0} is valid for all
K ∈ Zn+. Then ak ≤ an0 for all k ∈ Z+. Hence, for all k > n0, in view of r0 < 1, we have
akr
k
0 < an0r
n0
0 . This implies s0 ≤ n0. Since crm = rm−1, we obtain that for each k > sm−1 (
rm−1 < 1)
asm−1r
sm−1
m = asm−1r
sm−1
m−1 c
−sm−1 ≥ akrkm−1c−sm−1 = akrkmck−sm−1 ≥ cakrkm. (42)
It yields that sm ≤ sm−1 for all m ∈ N. Thus, we can rewrite
µ0 = max{akrk0 : k ≤ n0}, µm = max{akrkm : k ≤ sm−1}, m ∈ N
Let us to introduce additional notations for m ∈ N
µ∗0 = max
{
akr
k
0 : s0 6= k ≤ n0
}
, s∗0 = min{k : k 6= s0, akrk0 = µ∗0},
µ∗m = max{akrkm : sm 6= k ≤ sm−1}, s∗m = min{k : k 6= sm, akrkm = µ∗m}.
We will show that there exists m0 ∈ Z+ such that
µ∗m0
µm0
≤ 1
c
. (43)
Suppose that for all m ∈ Z+ the next inequality holds
µ∗m
µm
>
1
c
. (44)
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If s∗m < sm (s
∗
m 6= sm in view of definition) then we have
as∗mr
s∗m
m+1 =
as∗mr
s∗m
m
cs∗m
=
µ∗m
cs∗m
>
µm
cs∗m+1
=
asmr
sm
m
cs∗m+1
=
asmr
sm
m+1
cs∗m+1−sm
≥ asmrsmm+1.
Besides, for every k > s∗m, k 6= sm, (i. e., k − 1 ≥ s∗m) it can be deduced similarly that
as∗mr
s∗m
m+1 =
as∗mr
s∗m
m
cs∗m
≥ akr
k
m
cs∗m
≥ akr
k
m
ck−1
= cakr
k
m+1.
Hence, as∗mr
s∗m
m+1 > akr
k
m+1 for all k > s
∗
m. Then
sm+1 ≤ s∗m ≤ sm − 1. (45)
On the contrary, if sm < s
∗
m ≤ sm−1, then the equality sm+1 = sm may holds. Indeed, by definition
sm+1 ≤ sm. It means that the specified equality is possible. But if sm+1 < sm then sm+1 ≤ sm− 1
(they are natural numbers!). Hence, we obtain (45).
Thus, the inequalities s∗m+1 ≤ sm and s∗m 6= sm+1 imply that s∗m+1 < sm+1. As above instead
(45) we have
sm+2 ≤ s∗m+1 ≤ sm+1 − 1 = sm − 1.
Therefore, if for all m ∈ Z+ (44) holds, then for every m ∈ Z+ either sm+2 ≤ sm+1 ≤ sm−1
or sm+2 ≤ sm − 1 holds, that is sm+2 ≤ sm − 1, because sm+2 ≤ sm+1. It follows that
sm≤sm−2 − 1 ≤ . . . ≤ sm−2[m/2] − [m/2] ≤ s0 − [m/2] ≤ n0 − [m/2] ≤ N − [m/2].
In other words, sm < 0 for m > 2N +1, which is impossible. Therefore, there exists m0 ≤ 2N +1
such that (43) holds. We put r = rm0 , η(d) =
d
(d+1)c2(N+1)
, p = N and k0 = sm0 . Then for all
‖J‖ 6= k0 = sm0 in Tn(z0, r1L(z0)), in view (42) and (43) we obtain
|bJ ||z − z0|J = a∗Jr‖J‖ ≤ a‖J‖r‖J‖ ≤
1
c
asm0r
sm0
m0 =
1
c
ak0r
k0.
Thus, for z ∈ Tn(z0, r1
L(z0)
)∣∣∣∣∣∣
∑
‖J‖6=k0
bJ(z − z0)J
∣∣∣∣∣∣ ≤
∑
‖J‖6=k0
a∗jr
‖J‖ ≤
∞∑
k=0,
k 6=k0
akC
k
n+k−1r
k =
=
sm0−1∑
k=0,
k 6=sm0
akC
k
n+k−1r
k +
∞∑
k=sm0−1+1
akC
k
n+k−1r
k. (46)
We will estimate two sums in (46). Taking into account (45), it can established that
sm0−1∑
k=0,
k 6=sm0
akC
k
n+k−1r
k ≤ ak0r
k0
c
N∑
k=0
Ckn+k−1 ≤
ak0r
k0
c
(N + 1)CNn+N−1. (47)
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For all k ≥ sm0−1 + 1 akrkm0−1 ≤ µm0−1 holds. Then akrkm0 =
akr
k
m0−1
ck
≤ µm0−1
ck
. In view of (43) we
deduce
∞∑
k=sm0−1+1
akC
k
n+k−1r
k ≤ µm0−1
∞∑
k=sm0−1+1
Ckn+k−1
1
ck
≤
≤ asm0−1r
sm0−1
m0 c
sm0−1
∑
k=sm0−1+1
(k + 1)(k + 2) . . . (k + n)
1
ck
≤
≤ asm0r
sm0
c
csm0−1
( ∞∑
k=sm0−1+1
xk+n
)(n)∣∣∣∣∣
x=1
c
=
ak0r
k0
c
csm0−1
{
xsm0−1+n+1
1−x
}(n)∣∣∣∣∣
x=1
c
=
=
ak0r
k0
c
csm0−1
n∑
j=0
Cjn(n− j)!(sm0−1 + n + 1) . . . (sm0−1 + n− j + 2)×
× x
sm0−1+1+n−j
(1− x)n−j+1
∣∣∣∣
x= 1
c
≤ ak0r
k0
c
csm0−1n!(N + n+ 1)!
n∑
j=0
(1/c)sm0−1+1+n−j
(1− 1/c)n−j+1 =
= n!(N + n + 1)!
ak0r
k0
c
n∑
j=0
1
(c− 1)n−j+1 ≤ (n+ 1)!(N + n+ 1)!
ak0r
k0
c
, (48)
because c ≥ 2. Hence, from (46)-(48) it follows that∣∣∣∣∣∣
∑
‖J‖6=k0
bJ(z − z0)J
∣∣∣∣∣∣ ≤ ((N + 1)C
N
n+N−1 + (n+ 1)!(N + n+ 1)!)ak0r
k0
c
≤ 1
2
ak0r
k0.
It means that the polynomial Pk0 is the dominating polynomial in the series (41) on skeleton
Tn(z0, r1
L(z0)
).
Theorem 12. Let L ∈ Q(Bn). If there exist p ∈ Z+, d ∈ (0; 1], η ∈ (0; d) such that for each
z0 ∈ Bn and some R = (r1, . . . , rn) with rj = rj(d, z0) ∈ (η, d), j ∈ {1, . . . , n}, and certain k0 =
k0(d, z0) ≤ p the polynomial pk0 is the dominating polynomial in the series (41) on T2(z0, R/L(z0))
then the analytic in Bn function F has bounded L-index in joint variables.
Proof. Suppose that there exist p ∈ Z+, d ≤ 1 and η ∈ (0; d) such that for each z0 ∈ Bn and
some R = (r1, . . . , rn) with rj = rj(d, z
0) ∈ (η, d), j ∈ {1, . . . , n}, and k0 = k0(1, z0) ≤ p the
polynomial Pk0 is the dominating polynomial in the series (41) on T
n(z0, R
L(z0)
). Let us to denote
r0 = max1≤j≤nrj. Then∣∣∣∣∣∣
∑
‖J‖6=k0
bJ(z − z0)J
∣∣∣∣∣∣ =
∣∣∣∣∣∣f(z)−
∑
‖J‖=k0
bJ(z − z0)J
∣∣∣∣∣∣ ≤ ak0r
k0
0
2
.
Using Cauchy’s inequality we have |bJ(z − z0)J | = a∗jRJ ≤ ak0r
k0
0
2
for all J ∈ Zn+, ‖J‖ 6= k0, that
is for all ‖J‖ = k 6= k0
akR
J ≤ ak0r
k0
0
2
. (49)
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Suppose that F is not a function of bounded L-index in joint variables. Then in view of Theorem
9 for all p1 ∈ Z+ and c ≥ 1 there exists z0 ∈ Bn such that the next inequality holds:
max
{ |F (J)(z0)|
LJ(z0)
: ‖J‖ = p1 + 1
}
> cmax
{ |F (K)(z0)|
LK(z0)
: ‖K‖ ≤ p1
}
.
We put p1 = p and c =
(
(p+1)!
ηp+1
)n
. Then for this z0(p1, c)
max
{ |F (J)(z0)|
J !LJ (|z0|) : ‖J‖ = p+ 1
}
>
1
ηp+1
max{ |F
(K)(z0)|
K!LK(|z0|) : ‖K‖ ≤ p},
that is ap+1 >
ak0
ηp+1
. Hence, ap+1r
p+1
0 >
ak0r
p+1
0
ηp+1
≥ ak0rk0. The last inequality contradicts (49).
Therefore, F is of bounded L-index in joint variables.
8 Properties of Q(Bn).
Theorem 13. Let L(z) = (l1(z), . . . , ln(z)), lj : B
n → C and ∂lj
∂zm
be continuous functions in Bn,
for all j, m ∈ {1, 2, . . . , n}. If for every j ∈ {1, 2, . . . , n} |lj(z)| satisfies (2) and there exist P > 0
and c > 0 such that for all z ∈ Bn and every j,m ∈ {1, 2, . . . , n}
1
c + |lj(z)|
∣∣∣∣∂lj(z)∂zm
∣∣∣∣ ≤ P (50)
then L∗ ∈ Q(Bn), where L∗(z) = (c+ |l1(z)|, . . . , c+ |ln(z)|).
Proof. Clearly, the function L∗(z) is positive and continuous. For given z ∈ Bn, z0 ∈ Bn we define
an analytic curve ϕ : [0, 1]→ Bn
ϕj(τ) = z
0
j + τ(zj − z0j ), j ∈ {1, 2, . . . , n},
where τ ∈ [0, 1]. It is known that for every continuously differentiable function g of real variable τ
the inequality d
dt
|g(τ)| ≤ |g′(τ)| holds except the points where g(τ) = 0. Using restrictions of this
lemma, we establish the upper estimate of λ2,j(z0, R) :
λ2,j(z0, R) = sup
{
c+ |lj(z)|
c+ |lj(z0)| : z ∈ D
n
[
z0,
R
L∗(z0)
]}
=
= sup
z∈Dn
[
z0, R
L∗(z0)
]
{
exp
{
ln(c+ |lj(z)|)− ln(c+ |lj(z0)|)
}}
=
=sup
{
exp
{∫ 1
0
d(c+ |lj(ϕ(τ))|)
c+ |lj(ϕ(τ))|
}
: z ∈ Dn
[
z0,
R
L∗(z0)
]}
≤
≤ sup
z∈Dn
[
z0, R
L∗(z0)
]
{
exp
{∫ 1
0
n∑
m=1
|ϕ′m(τ)|
c+ |lj(ϕ(τ))|
∣∣∣∣∂lj(ϕ(τ))∂zm
∣∣∣∣ dτ
}}
≤
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≤ sup
z∈Dn
[
z0, R
L∗(z0)
]
{
exp
{∫ 1
0
n∑
m=1
P |zm − z0m|dτ
}}
≤
≤ sup
z∈Dn
[
z0, R
L∗(z0)
]
{
exp
{
n∑
m=1
Prj
c+ |lm(z0)|
}}
≤ exp
(
P
c
n∑
m=1
rj
)
.
Hence, for all R ≥ 0 λ2,j(R) = sup
z0∈Bn
λ2,j(z
0, η) ≤ exp
(
P
c
n∑
m=1
rj
)
<∞. Using d
dt
|g(t)| ≥ −|g′(t)| it
can be proved that for every η ≥ 0 λ1,j(R) ≥ exp
(
−P
c
n∑
m=1
rj
)
> 0. Therefore, L∗ ∈ Q(Bn).
At first we prove the following lemma.
Lemma 2. If L ∈ Q(Bn) then for every j ∈ {1, . . . , n} and for every fixed z∗ ∈ Bn |zj|lj(z∗ +
zj1j)→∞ as |z∗ + zj1j | → 1− 0.
Proof. In view of (2) we have lj(z
∗ + zj1j) ≥ β1−|z∗+zj1j | → +∞ as |z∗ + zj1j| → 1− 0.
9 Estimates of growth of analytic in ball functions
Results in this section are similar to results obtained for entire functions in [?]. Denote
[0, 2π]n = [0, 2π]× · · · × [0, 2π]︸ ︷︷ ︸
n−th times
. For R = (r1, . . . , rn) ∈ Rn+, Θ = (θ1, . . . , θn) ∈ [0, 2π]n, A =
(a1, . . . , an) ∈ Cn let us to write ReiΘ = (r1eiθ1 , . . . , rneiθn), arg A = (arg a1, . . . , arg an).
By K(Bn) we denote a class of positive continuous functions L(z) = (l1(z), . . . , ln(z)), where
lj : B
n → R+ satisfy (2) and there exists c ≥ 1 such that for every R ∈ Rn+ with |R| < 1 and
j ∈ {1, . . . , n}
max
Θ1,Θ2∈[0,2π]n
lj(Re
iΘ2)
lj(ReiΘ1)
≤ c.
If L(z) = (l1(|z1|, . . . , |zn|), . . . , ln(|z1|, . . . , |zn|)) then L ∈ K(Bn). It is easy to prove that |e
z|+1
1−|z| ∈
Q(D) \ K(D), but ee|z|
1−|z| ∈ K(D) \ Q(D). Besides, if L1,L2 ∈ K(Bn) then L1 + L2 ∈ K(Bn) and
L1L2 ∈ K(Bn). For simplicity, let us to write M(F,R) = max{|F (z)| : z ∈ Tn(0, R)}, where
|R| < 1. Denote β = ( β
c
√
n
, . . . , β
c
√
n
).
Theorem 14. Let L ∈ Q(Bn) ∩K(Bn), β > c√n. If an analytic in Bn function F has bounded
L-index in joint variables, then
lnM(F,R)=O
(
min
σn∈Sn
min
Θ∈[0,2π]n
n∑
j=1
∫ rj
0
lj(R(j, σn, t)e
iΘ)dt
)
as ‖R‖ → 1− 0, (51)
where σn is a permutation of {1, . . . , n}, Sn is a set of all permutations of {1, . . . , n}, R(j, σn, t)=
(r′1, . . . , r
′
n), r
′
k=

r0k, if σn(k) < j,
t, if k = j,
rk, if σn(k) > j,
k ∈ {1, . . . , n}, R0 = (r01, . . . , r0n) is fixed radius.
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Proof. Let R > 0, |R| < 1, Θ ∈ [0, 2π]n and the point z∗ ∈ Tn(0, R + β
L(ReiΘ)
) be a such that
|F (z∗)| = max
{
|F (z)| : z ∈ Tn
(
0, R +
β
L(ReiΘ)
)}
.
Denote z0 = z
∗R
R+β/L(ReiΘ)
. Then
|z0j − z∗j | =
∣∣∣∣∣ z∗j rjrj + βc√nlj(ReiΘ) − z∗j
∣∣∣∣∣ =
∣∣∣∣∣z∗jβ/(c
√
nlj(Re
iΘ))
rj +
β
c
√
nlj(ReiΘ)
∣∣∣∣∣ = βc√nlj(ReiΘ) and
L(z0)=L
(
z∗R
R + β/L(ReiΘ)
)
=L
(
(R + β/L(ReiΘ))ei arg z
∗
R
R + β/L(ReiΘ)
)
=L(Rei arg z
∗
).
Since L ∈ K(Bn) we have that cL(z0) = cL(Rei arg z∗) ≥ L(ReiΘ) ≥ 1
c
L(z0). We consider two
skeletons Tn(z0, 1
L(z0)
) and Tn(z0, β
L(z0)
). By Theorem 6 there exists p1 = p1(
1
c
, cβ) ≥ 1 such that
(21) holds with R′ = 1
c
, R′′ = cβ, i.e.
max
{
|F (z)| : z∈Tn
(
0, R +
β
L(ReiΘ)
)}
= |F (z∗)| ≤
≤ max
{
|F (z)| : z∈Tn
(
z0,
β
L(ReiΘ)
)}
≤
≤ max
{
|F (z)| : z ∈ Tn
(
z0,
cβ
L(z0)
)}
≤
≤ p1max
{
|F (z)| : z ∈ Tn
(
z0,
1
cL(z0)
)}
≤
≤ p1max
{
|F (z)| : z ∈ Tn
(
0, R +
1
L(ReiΘ)
)}
(52)
The function ln+max{|F (z)| : z ∈ Tn(0, R)} is a convex function of the variables ln r1, . . . , ln rn
(see [42], p. 138 in Russian edition or p. 84 in English translation). Hence, the function admits a
representation
ln+max{|F (z)| : z ∈ Tn(0, R)}−
− ln+max{|F (z)| : z ∈ Tn(0, R + (r0j − rj)1j)} =
=
∫ rj
r0j
Aj(r1, . . . , rj−1, t, rj+1, . . . , rn)
t
dt (53)
for arbitrary 0 < r0j ≤ rj , where the functions Aj(r1, . . . , rj−1, t, rj+1, . . . , rn) are positive non-
decreasing in variable t, j ∈ {1, . . . , n}.
Using (52) we deduce
ln p1 ≥ lnmax
{
|F (z)| : z ∈ Tn
(
0, R +
β
L(ReiΘ)
)}
−
− lnmax
{
|F (z)| : z ∈ Tn
(
0, R +
1
L(ReiΘ)
)}
=
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=
n∑
j=1
lnmax
{
|F (z)| : z ∈ Tn
(
0, R+
1 +
∑n
k=j(
β
c
√
n
− 1)1k
L(ReiΘ)
)}
−
− lnmax
{
|F (z)| : z ∈ Tn
(
0, R +
1+
∑n
k=j+1(
β
c
√
n
− 1)1k
L(ReiΘ)
)}
=
=
n∑
j=1
∫ rj+β/(c√nlj(ReiΘ))
rj+1/lj(ReiΘ)
1
t
Aj
(
r1 +
1
l1(ReiΘ)
, . . . , rj−1 +
1
lj−1(ReiΘ)
, t,
rj+1 +
β
c
√
nlj+1(ReiΘ)
, . . . , rn +
β
c
√
nln(ReiΘ)
)
dt≥
n∑
j=1
ln
(
1 +
β
c
√
n
− 1
rjlj(ReiΘ)+1
)
×
×Aj
(
r1+
1
l1(ReiΘ)
, . . . , rj−1+
1
lj−1(ReiΘ)
, rj, rj+1 +
β
c
√
nlj+1(ReiΘ)
, . . . , rn +
β
c
√
nln(ReiΘ)
)
(54)
By Lemma 2 the function rjlj(Re
iΘ)→ +∞ as |R| → 1− 0. Hence, for j ∈ {1, . . . , n} and ri ≥ r0i
ln
(
1 +
β
c
√
n
− 1
rjlj(ReiΘ) + 1
)
∼
β
c
√
n
− 1
rjlj(ReiΘ) + 1
≥
β
c
√
n
− 1
2rjlj(ReiΘ)
.
Thus, for every j ∈ {1, . . . , n} inequality (54) implies that
Aj
(
r1 +
1
l1(ReiΘ)
, . . . , rj−1 +
1
lj−1(ReiΘ)
, rj, rj+1 +
β
c
√
nli+1(ReiΘ)
, . . . ,
rn +
β
c
√
nln(ReiΘ)
)
≤ 2 ln p1
β
c
√
n
− 1 rjlj(Re
iΘ).
Let R0 = (r01, . . . , r
0
n), where every r
0
j is above chosen. Applying (53) n-th times consequently we
obtain
lnmax{|F (z)| : z ∈ Tn(0, R)} =
= lnmax{|F (z)| : z ∈ Tn(0, R + (r01 − r1)11)}+
∫ r1
r01
A1(t, r2, . . . , rn)
t
dt =
= lnmax{|F (z)| : z ∈ Tn(0, R + (r01 − r1)11 + (r02 − r2)12)}+
+
∫ r1
r01
A1(t, r2, . . . , rn)
t
dt+
∫ r2
r02
A2(r
0
1, t, r3 . . . , rn)
t
dt =
= lnmax{|F (z)| : z ∈ Tn(0, R0)}+
n∑
j=1
∫ rj
r0j
Aj(r
0
1, . . . , r
0
j−1, t, rj+1, . . . , rn)
t
dt ≤
≤ lnmax{|F (z)| : z ∈ Tn(0, R0)}+
+
2 ln p1
β
c
√
n
− 1
n∑
j=1
∫ rj
r0j
lj(r
0
1e
iθ1 , . . . , r0j−1e
iθj−1 , teiθj , rj+1e
iθj+1 , . . . , rne
iθn)dt ≤
≤ lnmax{|F (z)| : z ∈ Tn(0, R0)}+
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+
2 ln p1
β
c
√
n
− 1
n∑
j=1
∫ rj
0
lj(r
0
1e
iθ1 , . . . , r0j−1e
iθj−1 , teiθj , rj+1e
iθj+1 , . . . , rne
iθn)dt ≤
≤ (1 + o(1)) 2 ln p1
β
c
√
n
− 1
n∑
j=1
∫ rj
0
lj(r
0
1e
iθ1 , . . . , r0j−1e
iθj−1 , teiθj , rj+1e
iθj+1 , . . . , rne
iθn)dt.
The function lnmax{|F (z)| : z ∈ Tn(0, R)} is independent of Θ. Thus, the following estimate
holds
lnmax{|F (z)| : z ∈ Tn(0, R)} =
=O
(
min
Θ∈[0,2π]n
n∑
j=1
∫ rj
0
lj(r
0
1e
iθ1 , . . . , r0j−1e
iθj−1 , teiθj , rj+1e
iθj+1 , . . . , rne
iθn)dt
)
,
as |R| → 1 − 0. It is obviously that similar equality can be proved for arbitrary permutation σn
of the set {1, 2, . . . , n}. Thus, estimate (51) holds. Theorem 14 is proved.
Corollary 1. If L ∈ Q(Bn) ∩ K(Bn), min
Θ∈[0,2π]n
lj(Re
iΘ) is non-decreasing in each variable rk,
k ∈ {1, . . . , n}, analytic in Bn function F has bounded L-index in joint variables then
lnmax{|F (z)| : z ∈ Tn(0, R)} = O
(
min
Θ∈[0,2π]n
n∑
j=1
∫ rj
0
lj(R
(j)eiΘ)dt
)
as |R| → 1− 0, where R(j) = (r1, . . . , rj−1, t, rj+1, . . . , rn).
Note that Theorem 14 is new even for n = 1 (see Theorem 3.3 in [46]) because we replace
the condition l = l(|z|) by the condition l ∈ K(D), i.e. there exists c > 0 such that for every
r ∈ (0, 1) max
θ1,θ2∈[0,2π]
l(reiθ2 )
l(reiθ1 )
≤ c. Particularly, the following proposition is valid.
Corollary 2. If l ∈ Q ∩K and an analytic in D function f has bounded l-index then
lnmax{|f(z)| : |z| = r} = O
(
min
θ∈[0,2π]
∫ r
0
l(teiΘ)dt
)
as r → 1− 0.
W. K. Hayman, A. D. Kuzyk, M M. Sheremeta, V. O. Kushnir and T. O. Banakh [35, 37, 26]
improved an estimate (51) by other conditions on the function l for a case n = 1. M. T. Bordulyak
and M. M. Sheremeta [29] deduced similar results for entire functions of bounded L-index in joint
variables, if lj = lj(|zj|), j ∈ {1, . . . , n}. Using their method we will generalize the estimate for
lj : B
n → R+.
Let us to denote a+ = max{a, 0}, uj(t) = uj(t, R,Θ) = lj( tRr∗ eiΘ), where a ∈ R, t ∈ R+,
j ∈ {1, . . . , n}, r∗ = max1≤j≤n rj 6= 0 and tr∗ |R| < 1.
Theorem 15. Let L(ReiΘ) be a positive continuously differentiable function in each variable rk,
k ∈ {1, . . . , n}, |R| < 1, Θ ∈ [0, 2π]n. If the function L satisfies (2) and an analytic in Bn function
29
F has bounded L-index N = N(F,L) in joint variables then for every Θ ∈ [0, 2π]n and for every
R ∈ Rn+, |R| < 1, and S ∈ Zn+
lnmax
{ |F (S)(ReiΘ)|
S!LS(ReiΘ)
: ‖S‖ ≤ N
}
≤ lnmax
{ |F (S)(0)|
S!LS(0)
: ‖S‖ ≤ N
}
+
+
∫ r∗
0
(
max
‖S‖≤N
{
n∑
j=1
rj
r∗
(kj + 1)lj
( τ
r∗
ReiΘ
)}
+ max
‖S‖≤N
{
n∑
j=1
kj(−u′j(τ))+
lj
(
τ
r∗
ReiΘ
) }) dτ. (55)
If, in addition, there exists C > 0 such that the function L satisfies inequalities
sup
|R|<1
max
t∈[0,r∗]
max
Θ∈[0,2π]n
max
1≤j≤n
(−(uj(t, R,Θ))′t)+
rj
r∗
l2j (
t
r∗
ReiΘ)
≤ C, (56)
then
lim
|R|→1−0
lnmax{|F (z) : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ (C + 1)N + 1. (57)
And if r∗(−(uj(t, R,Θ))′t)+/(rjl2j ( tr∗ReiΘ))→ 0 uniformly for all Θ ∈ [0, 2π]n, j ∈ {1, . . . , n},
t ∈ [0, r∗] as |R| → 1− 0 then
lim
|R|→1−0
lnmax{|F (z) : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ N + 1. (58)
Proof. Let R ∈ R \ {}, Θ ∈ [0, 2π]n. Denote αj = rjr∗ , j ∈ {1, . . . , n} and A = (α1, . . . , αn). We
consider a function
g(t) = max
{ |F (S)(AteiΘ)|
S!LS(AteiΘ)
: ‖S‖ ≤ N
}
, (59)
where At = (α1t, . . . , αnt), Ate
iΘ = (α1te
iθ1 , . . . , αnte
iθn).
Since the function |F
(S)(AteiΘ)|
K!LK(AteiΘ)
is continuously differentiable by real t ∈ [0,+∞), outside the
zero set of function |F (S)(AteiΘ)|, the function g(t) is a continuously differentiable function on
[0, r
∗
|R|), except, perhaps, for a countable set of points.
Therefore, using the inequality d
dr
|g(r)| ≤ |g′(r)| which holds except for the points r = t such
that g(t) = 0, we deduce
d
dt
( |F (S)(AteiΘ)|
S!LS(AteiΘ)
)
=
1
S!LS(AteiΘ)
d
dt
|F (S)(AteiΘ)|+
+|F (S)(AteiΘ)| d
dt
1
S!LS(AteiΘ)
≤ 1
S!LS(AteiΘ)
∣∣∣∣∣
n∑
j=1
F (S+1j)(AteiΘ)αje
iθj
∣∣∣∣∣−
−|F
(S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
kju
′
j(t)
lj(AteiΘ)
≤
n∑
j=1
|F (S+1j)(AteiΘ)|
(S+1j)!LS+1j (AteiΘ)
αj(kj+1)lj(Ate
iΘ)+
+
|F (S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
kj(−u′j(t))+
lj(AteiΘ)
(60)
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For absolutely continuous functions h1, h2, . . . , hk and h(x) := max{hj(z) : 1 ≤ j ≤ k}, h′(x) ≤
max{h′j(x) : 1 ≤ j ≤ k}, x ∈ [a, b] (see [46, Lemma 4.1, p. 81]). The function g is absolutely
continuous, therefore, from (60) it follows that
g′(t) ≤ max
{
d
dt
( |F (S)(AteiΘ)|
S!LS(AteiΘ)
)
: ‖S‖ ≤ N
}
≤
≤ max
‖S‖≤N
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)|F (S+1j)(AteiΘ)|
(K + 1j)!LK+1j(AteiΘ)
+
+
|F (S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
≤
≤ g(t)
(
max
‖S‖≤N
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)
}
+ max
‖S‖≤N
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
})
=
= g(t)(β(t) + γ(t)),
where
β(t) = max
‖S‖≤N
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)
}
, γ(t) = max
‖S‖≤N
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
.
Thus, d
dt
ln g(t) ≤ β(t) + γ(t) and
g(t) ≤ g(0) exp
∫ t
0
(β(τ) + γ(τ))dτ, (61)
because g(0) 6= 0. But r∗A = R. Substituting t = r∗ in (61) and taking into account (59), we
deduce
lnmax
{ |F (S)(ReiΘ)|
S!LS(ReiΘ)
: ‖S‖ ≤ N
}
≤ lnmax
{ |F (S)(0)|
S!LS(0)
: ‖S‖ ≤ N
}
+
+
∫ r∗
0
(
max
‖S‖≤N
{
n∑
j=1
αj(sj + 1)lj(Aτe
iΘ)
}
+ max
‖S‖≤N
{
n∑
j=1
sj(−u′j(τ))+
lj(AτeiΘ)
})
dτ,
i.e. (55) is proved. It is easy to see that if L satisfies (2) then
max
Θ∈[0,2π]n
∫ r∗
0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
dτ → +∞ as |R| → 1− 0. (62)
Denote β˜(t) =
∑n
j=1 αjlj(Ate
iΘ). If, in addition, (56) holds then for some S∗, ‖S∗‖ ≤ N and
S˜, ‖S˜‖ ≤ N,
γ(t)
β˜(t)
=
∑n
j=1
s∗j (−u′j(t))+
lj(AteiΘ)∑n
j=1 αjlj(Ate
iΘ)
≤
n∑
j=1
s∗j
(−u′j(t))+
αjl2j (Ate
iΘ)
≤
n∑
j=1
s∗j · C ≤ NC and
β(t)
β˜(t)
=
∑n
j=1 αj(s˜j + 1)lj(Ate
iΘ)∑n
j=1 αjlj(Ate
iΘ)
= 1 +
∑n
j=1 αj s˜jlj(Ate
iΘ)∑n
j=1 αjlj(Ate
iΘ)
≤
31
≤ 1 +
n∑
j=1
s˜j ≤ 1 +N.
But |F (AteiΘ)| ≤ g(t) ≤ g(0) exp ∫ t
0
(β(τ)+γ(τ))dτ and r∗A = R. Putting t = r∗ and taking
into account (62) we obtain
lnmax{|F (z) : z ∈ Tn(0, R)} = ln max
Θ∈[0,2π]n
|F (ReiΘ)| ≤ ln max
Θ∈[0,2π]n
g(r∗) ≤
≤ ln g(0) + max
Θ∈[0,2π]n
∫ r∗
0
(β(τ) + γ(τ))dτ ≤
≤ ln g(0) + (NC +N + 1) max
Θ∈[0,2π]n
∫ r∗
0
β˜(τ)dτ =
= ln g(0) + (NC +N + 1) max
Θ∈[0,2π]n
∫ r∗
0
n∑
j=1
αjlj(Aτe
iΘ)dτ =
= ln g(0) + (NC +N + 1) max
Θ∈[0,2π]n
∫ r∗
0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
dτ.
Thus, we conclude that (57) holds. Estimate (58) can be deduced by analogy. Theorem 15 is
proved.
We will write u(r, θ) = l(reiθ). Theorem 15 implies the following proposition for n = 1.
Corollary 3. Let l(reiθ) be a positive continuously differentiable function in variable r ∈ [0, 1)
for every θ ∈ [0, 2π]. If an analytic in D function f has bounded l-index N = N(f, l) and there
exists C > 0 such that lim
r→1−0
max
θ∈[0,2π]
(−u′r(r,θ))+
l2(reiΘ)
= C then
lim
r→1−0
lnmax{|f(z) : |z| = r}
max
θ∈[0,2π]
∫ r
0
l (τeiθ) dτ
≤ (C + 1)N + 1.
Remark 3. Our result is sharper than known result of Sheremeta which is obtained in a case
n = 1, C 6= 0 and l = l(|z|). Indeed, corresponding theorem [46, p. 83] claims that
lim
r→1−0
lnmax{|f(z) : |z| = r}∫ r
0
l(τ)dτ
≤ (C + 1)(N + 1).
Obviously, that NC +N + 1 < (C + 1)(N + 1) for C 6= 0 and N 6= 0.
Estimate (58) is sharp. It is easy to check for these functions F (z1, z2) = exp(z1z2),
l1(z1, z2) = |z2| + 1, l2(z1, z2) = |z1| + 1. Then N(F,L) = 0 and lnmax{|F (z)| : z ∈ T 2(0, R)} =
r1r2.
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10 Bounded L-index in joint variables in a bounded do-
main
By G we denote the closure of a domain G.
Theorem 16. Let F (z) be an analytic in Bn function, G be a bounded domain in Bn, d =
infz∈G(1 − |z|) > 0 and β >
√
n. If for every j ∈ {1, . . . , n} lj : Bn → R+ is a continuous
function satisfying lj(z) ≥ βd for all z ∈ Bn then there exists m ∈ Z+ such that for all z ∈ G and
J = (j1, j2, . . . , jn) ∈ Zn+
|F (J)(z)|
J !LJ(z)
≤ max
{ |F (K)(z)|
K!LK(z)
: K ∈ Zn+, ‖K‖ ≤ m
}
, (63)
where L(z) = (l1(z), . . . , ln(z)).
Proof. If F (z) ≡ 0 then (63) is obvious. Let F (z) 6≡ 0. For every fixed z0 ∈ G |F (J)(z0)|
J !LJ(z0)
is
the modulus of a coefficient of power series expansion of function F (z), z ∈ Tn(z0, R0
L(z0)
), where
|R0| =
√
n. Since F (z) is analytic, for every z0 ∈ G |F (J)(z0)|
J !LJ(z0)
→ 0 as ‖J‖ → ∞, i. e. there exists
m0 = m(z
0), for which inequality (63) holds.
Assume on the contrary, that the set of m0 is not uniformly bounded in z
0 : sup
z0∈G
m0 = +∞.
Hence, for every m ∈ Z+ there exist zm ∈ G and Jm ∈ Zn+
|F (Jm)(zm)|
Jm!LJm(zm)
> max
{ |F (K)(zm)|
K!LK(zm)
: K ∈ Zn+, ‖K‖ ≤ m
}
. (64)
Since zm ∈ G, there exists subsequence z′m → z′ ∈ G as m→ +∞. By Cauchy’s integral formula
for any J ∈ Zn+
F (J)(z0)
J !
=
1
(2πi)n
∫
z∈Tn(z0,R)
F (z)
(z − z0)J+1dz.
We rewrite (64) in the form
max
{ |F (K)(zm)|
K!LK(zm)
: K ∈ Zn+, ‖K‖ ≤ m
}
≤
≤ 1
(2π)nLJm(zm)
∫
z∈Tn(z0, R
L(zm)
)
|F (z)|
|z − zm|Jm+1 |dz| ≤
1
RJm
max{|F (z)| : z ∈ GR}, (65)
where GR =
⋃
z∗∈GD
n[z∗, R
L(z∗)
], |R| ≤ β. We choose R such that rj > 1 i. e. |R| >
√
n. Taking
the limit in (65) as m→∞ we deduce
∀K ∈ Zn+
|F (K)(z′)|
K!LK(z′)
≤ lim
m→∞
1
RJm
max{|F (z)| : z ∈ GR} = 0.
as m → +∞. Thus, all partial derivatives of the function F at point z′ equals 0. By uniqueness
theorem F (z) ≡ 0. It is impossible.
Remark 4. A similar proposition for analytic in Bn functions of bounded L-index in a direction
b ∈ Cn \ 0 is valid by additional assumption ∀z ∈ G F (z + tb) 6≡ 0, where t ∈ C (see [10, 11]).
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11 Exhaustion of Bn by balls
Addition, scalar multiplication, and conjugation are defined on Cn componentwise. For
z ∈ Cn and w ∈ Cn we define
〈z, w〉 = z1w1 + · · ·+ znwn,
where wk is the complex conjugate of wk.
Denote
ℓ(z) = min
1≤j≤n
lj(z), L(z) = max
1≤j≤n
lj(z).
Obviously, that ℓ(z) ≤ L(z).
The open ball {z ∈ Cn : |z − z0| < r} is denoted by Bn(z0, r), its boundary is a sphere
Sn(z0, r) = {z ∈ Cn : |z− z0| = r}, the closed ball {z ∈ Cn : |z− z0| ≤ r} is denoted by Bn[z0, r],
Bn = Bn(0, 1), D = B1 = {z ∈ C : |z| < 1}.
By Q′(Bn) we denote the class of functions L, which satisfy the condition
(∀r ∈ [0, β], j ∈ {1, . . . , n}) : 0 < λ1,j(r) ≤ λ2,j(r) <∞, (66)
where
λ1,j(r) = inf
z0∈Bn
inf
{
lj(z)
lj(z0)
: z ∈ Bn [z0, r/ℓ(z0)]} , (67)
λ2,j(r) = sup
z0∈Bn
sup
{
lj(z)
lj(z0)
: z ∈ Bn [z0, r/ℓ(z0)]} . (68)
Λ1(r) = (λ1,1(r), . . . , λ1,n(r)), Λ2(r) = (λ2,1(r), . . . , λ2,n(r)). (69)
These denotations of λ1,j(r), λ2,j(r), Λ1(r), Λ2(r) are only valid in this section. In other sections
their meanings are defined in (5)-(6).
The following theorem is basic in theory of functions of bounded index. It was necessary to
prove more efficient criteria of index boundedness which describe a behavior of maximum modulus
on a disc or a behavior of logarithmic derivative (see [38, 46, 1, 11]).
Theorem 17. Let L ∈ Q′(Bn). In order that an analytic in Bn function F be of bounded L-index
in joint variables it is necessary that for each r ∈ (0, β] there exist n0 ∈ Z+, p0 > 0 such that for
every z0 ∈ Bn there exists K0 ∈ Zn+, ‖K0‖ ≤ n0, such that
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n0, z ∈ Bn
[
z0, r/L(z0)]} ≤ p0 |F (K0)(z0)|
K0!LK0(z0)
(70)
and it is sufficient for each r ∈ (0, β] there exist n0 ∈ Z+, p0 > 0 such that for every z0 ∈ Bn there
exists K0 ∈ Zn+, ‖K0‖ ≤ n0, such that
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n0, z ∈ Bn
[
z0, r/ℓ(z0)|]} ≤ p0 |F (K0)(z0)|
K0!LK0(z0)
. (71)
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Proof. Let F be of bounded L-index in joint variables with N = N(F,L,Bn) < ∞. For every
r ∈ (0, β] we put
q = q(r) = [2(N + 1)r
√
n
n∏
j=1
(λ1,j(r))
−N(λ2,j(r))N+1] + 1
where [x] is the analytic in Bn part of the real number x, i.e. it is a floor function. For p ∈ {0, . . . , q}
and z0 ∈ Bn we denote
Sp(z
0, r) = max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N, z ∈ Bn
[
z0,
pr
qL(z0)
]}
,
S∗p(z
0, r) = max
{ |F (K)(z)|
K!LK(z0)
: ‖K‖ ≤ N, z ∈ Bn
[
z0,
pr
qL(z0)
]}
.
Using (5) and Bn
[
z0, pr
qℓ(z0)
]
⊂ Bn
[
z0, rL(z0)
]
, we have
Sp(z
0, r) =max
{ |F (K)(z)|
K!LK(z)
LK(z0)
LK(z0)
: ‖K‖ ≤N, z ∈Bn
[
z0,
pr
qL(z0)
]}
≤
≤ S∗p(z0, r)max
{
n∏
j=1
lNj (z
0)
lNj (z)
: z ∈ Bn
[
z0,
pr
qL(z0)
]}
≤ S∗p(z0, r)
n∏
j=1
(λ1,j(r))
−N .
and, using (6), we obtain
S∗p(z
0, r) = max
{ |F (K)(z)|
K!LK(z)
LK(z)
LK(z0)
: ‖K‖ ≤ N, z ∈ Bn
[
z0,
pr
qL(z0)
]}
≤
≤max
{ |F (K)(z)|
K!LK(z)
(Λ2(r))
K : ‖K‖ ≤N, z ∈ Bn
[
z0,
pr
qL(z0)
]}
≤Sp(z0, r)
n∏
j=1
(λ2,j(r))
N . (72)
Let K(p) with ‖K(p)‖ ≤ N and z(p) ∈ Bn
[
z0, pr
qL(z0)
]
be such that
S∗p(z
0, r) =
|F (K(p))(z(p))|
K(p)!LK(p)(z0)
(73)
Since by the maximum principle z(p) ∈ Sn(z0, prqL(z0)), we have z(p) 6= z0. We choose z˜(p)j = z0j +
p−1
p
(z
(p)
j − z0j ), j ∈ {1, . . . , n} Then we have
|z˜(p) − z0| = p− 1
p
|z(p) − z0| = p− 1
p
pr
qL(z0) , (74)
|z˜(p) − z(p)| = |z0 + p− 1
p
(z(p) − z0)− z(p)| = 1
p
|z0 − z(p)| = 1
p
pr
qℓ(z0)
=
r
qL(z0) . (75)
From (74) we obtain z˜(p) ∈ Bn
[
z0, (p−1)r
qL(z0)
]
and
S∗p−1(z
0, r) ≥ |F
(K(p))(z˜(p))|
K(p)!LK(p)(z0)
.
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From (73) it follows that
0 ≤ S∗p(z0, r)− S∗p−1(z0, r) ≤
|F (K(p))(z(p))| − |F (K(p))(z˜(p))|
K(p)!LK(p)(z0)
=
=
1
K(p)!LK(p)(z0)
∫ 1
0
d
dt
|F (K(p))(z˜(p) + t(z(p) − z˜(p)))|dt ≤
≤ 1
K(p)!LK(p)(z0)
∫ 1
0
n∑
j=1
|z(p)j − z˜(p)j |
∣∣∣∣∣∣ ∂
‖K(p)‖+1F
∂z
k
(p)
1
1 . . . ∂z
k
(p)
j +1
j . . . ∂z
k
(p)
n
n
(z˜(p) + t(z(p) − z˜(p)))
∣∣∣∣∣∣ dt =
=
1
K(p)!LK(p)(z0)
n∑
j=1
|z(p)j − z˜(p)j |
∣∣∣∣∣∣ ∂
‖K(p)‖+1F
∂z
k
(p)
1
1 . . . ∂z
k
(p)
j
+1
j . . . ∂z
k
(p)
n
n
(z˜(p) + t∗(z(p) − z˜(p)))
∣∣∣∣∣∣ , (76)
where 0 ≤ t∗ ≤ 1, z˜(p) + t∗(z(p) − z˜(p)) ∈ Bn(z0, pr
qL(z0)). For z ∈ Bn(z0, prqL(z0)) and J ∈ Zn+,
‖J‖ ≤ N + 1 we have
|F (J)(z)|LJ (z)
J !LJ(z0)LJ(z)
≤ (Λ2(r))J max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N
}
≤
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−N×
×max
{ |F (K)(z)|
K!LK(z0)
: ‖K‖ ≤ N
}
≤
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−NS∗p(z
0, r).
From (76) and (75) we obtain
0 ≤ S∗p(z0, r)− S∗p−1(z0, r) ≤
≤
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−NS∗p(z
0, r)
n∑
j=1
(k
(p)
j + 1)lj(z
0)|z(p)j − z˜(p)j | =
=
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−NS∗p(z
0, r)(N + 1)
n∑
j=1
lj(z
0)|z(p)j − z˜(p)j | ≤
≤
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−N(N + 1)S∗p(z
0, R)
√
nL(z0)|z(p) − z˜(p)| =
=
n∏
j=1
(λ2,j(r))
N+1(λ1,j(r))
−N√n(N + 1)r
q(r)
S∗p(z
0, R) ≤ 1
2
S∗p(z
0, R).
This inequality implies S∗p(z
0, r) ≤ 2S∗p−1(z0, r), and in view of inequalities (72) and (73) we have
Sp(z
0, r) ≤ 2
n∏
j=1
(λ1,j(r))
−NS∗p−1(z
0, r) ≤ 2
n∏
j=1
(λ1,j(r))
−N(λ2,j(r))NSp−1(z0, r)
Therefore,
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ N, z ∈ Bn
[
z0,
pr
qL(z0)
]}
= Sq(z
0, r) ≤
36
≤ 2
n∏
j=1
(λ1,j(r))
−N(λ2,j(r))NSq−1(z0, r) ≤ . . . ≤ (2
n∏
j=1
(λ1,j(r))
−N(λ2,j(r))N)qS0(z0, r) =
= (2
n∏
j=1
(λ1,j(r))
−N(λ2,j(r))N)qmax
{ |F (K)(z0)|
K!LK(z0)
: ‖K‖ ≤ N
}
. (77)
From (77) we obtain inequality (70) with p0 = (2
∏n
j=1(λ1,j(r))
−N(λ2,j(r))N)q and some K0
with ‖K0‖ ≤ N . The necessity of condition (70) is proved.
Now we prove the sufficiency. Suppose that for every r ∈ (0, β] there exist n0 ∈ Z+, p0 > 1
such that for all z0 ∈ Bn and some K0 ∈ Zn+, ‖K0‖ ≤ n0, the inequality (71) holds.
We write Cauchy’s formula for a ball (see [49, p. 109] or [43, p. 349]) as following ∀z0 ∈ Bn
∀K ∈ Zn+ ∀S ∈ Zn+ ∀z ∈ Bn(z0, r/ℓ(z0))
F (K+S)(z) =
(n + ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
|ξ − z0|(ξ − z0)SF (K)(ξ)
(|ξ − z0|2 − 〈z − z0, ξ − z0〉)n+‖S‖dσ(ξ),
where dσ(ξ) is the normalized surface measure on Sn, so that σ(Sn(0, 1)) = 1. Put z = z
0 :
F (K+S)(z0) =
(n + ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
(ξ − z0)SF (K)(ξ)
|ξ − z0|2(n+‖S‖)−1dσ(ξ) (78)
Therefore, applying (71), we have
|F (K+S)(z0)| ≤ (n+ ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S||F (K)(ξ)|
|ξ − z0|2(n+‖S‖)−1 dσ(ξ) ≤
≤
(
ℓ(z0)
r
)2(n+‖S‖)−1
(n+ ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S||F (K)(ξ)|K!LK(ξ)
K!LK(ξ)
dσ(ξ) ≤
≤ p0
(
ℓ(z0)
r
)2(n+‖S‖)−1
(n+ ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S||F (K0)(z0)|K!LK(z)
K0!LK0(z0)
dσ(ξ) ≤
≤ p0
(
ℓ(z0)
r
)2(n+‖S‖)−1
(n+ ‖S‖ − 1)!
(n− 1)!
|F (K0)(z0)|K!∏nj=1 λn02,j(r)LK(z0)
K0!LK0(z0)
×
×
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S|dσ(ξ) ≤
≤ p0
(
ℓ(z0)
r
)‖S‖
(n+ ‖S‖ − 1)!
(n− 1)!
|F (K0)(z0)|K!∏nj=1 λn02,j(r)LK(z0)
K0!LK0(z0)
×
×
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S|
(r/ℓ(z0))‖S‖
dσ
(
ξ − z0
r/ℓ(z0)
)
≤
≤ p0
(
ℓ(z0)
r
)‖S‖
(n + ‖S‖ − 1)!
(n− 1)!
|F (K0)(z0)|K!∏nj=1 λn02,j(r)LK(z0)
K0!LK0(z0)
∫
Sn(0,1)
|ξS|dσ(ξ) =
= p0
(
ℓ(z0)
r
)‖S‖
(n+ ‖S‖ − 1)!
(n− 1)!
|F (K0)(z0)|K!∏nj=1 λn02,j(r)LK(z0)
K0!LK0(z0)
Γ(n)
∏n
j=1 Γ(sj/2 + 1)
Γ(n+ ‖S‖/2) (79)
This implies
|F (K+S)(z0)|
(K + S)!LK+S(z0)
≤
37
≤ |F
(K0)(z0)|
K0!LK0(z0)
p0
(
ℓ(z0)
r
)‖S‖ K!∏nj=1 λn02,j(r)(n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
(K + S)!Γ(n+ ‖S‖/2)LS(z0) ≤
≤ |F
(K0)(z0)|
K0!LK0(z0)
p0
K!
∏n
j=1 λ
n0
2,j(r)(n+ ‖S‖ − 1)!
∏n
j=1 Γ(sj/2 + 1)
(K + S)!Γ(n+ ‖S‖/2)r‖S‖ (80)
We choose r > 1. Since ‖K‖ ≤ n0 the quantity p0K!
∏n
j=1 λ
n0
2,j(R) does not depend of S. Then
there exists n1 such that
p0K!
∏n
j=1 λ
n0
2,j(r)
r‖S‖
≤ 1 for all ‖S‖ ≥ n1. (81)
The asymptotic behavior of
(n+‖S‖−1)!∏nj=1 Γ(sj/2+1)
(K+S)!Γ(n+‖S‖/2)r‖S‖ is more difficult as ‖S‖ → +∞. Using the
Stirling formula Γ(m+ 1) =
√
2πm
(
m
e
)m
(1 + θ
12m
), where θ = θ(m) ∈ [0, 1], we obtain
(n + ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
(K + S)!Γ(n+ ‖S‖/2)r‖S‖ ≤
(n + ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
S!Γ(n+ ‖S‖/2)r‖S‖
=
√
2π(n+ ‖S‖ − 1)(n+‖S‖−1
e
)n+‖S‖−1
∏n
j=1
√
2πsj/2(
sj
2e
)sj/2∏n
j=1
√
2πsj(
sj
e
)sj
√
2π(n+ ‖S‖/2− 1)(n+‖S‖/2−1
e
)n+‖S‖/2−1r‖S‖
×
×
(1 + θ(n+‖S‖−1)
12(n+‖S‖−1))
∏n
j=1(1 +
θ(sj/2)
12sj/2
)
(1 + θ(n+‖S‖/2)
12(n+‖S‖/2))
∏n
j=1(1 +
θ(sj)
12sj
)
.
Denoting
Θ(S) =
(1 + θ(n+‖S‖−1)
12(n+‖S‖−1))
∏n
j=1(1 +
θ(sj/2)
12sj/2
)
(1 + θ(n+‖S‖/2)
12(n+‖S‖/2) )
∏n
j=1(1 +
θ(sj)
12sj
)
and simplifying the previous inequality we deduce
(n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
(K + S)!Γ(n+ ‖S‖/2)r‖S‖ ≤
≤ Θ(S)2
(1−n)/2e−‖S‖/2
r‖S‖
(
n− 1 + ‖S‖
n− 1 + ‖S‖/2
)n−1+‖S‖/2
· (n− 1 + ‖S‖)‖S‖/2
n∏
j=1
(
e
2sj
)sj/2 ≤
≤ Θ(S)2
(n−1+‖S‖)/2e−‖S‖/2
r‖S‖
(n− 1 + ‖S‖)‖S‖/2
n∏
j=1
(
e
2sj
)sj/2 =
= Θ(S)
2(n−1)/2
r‖S‖
(
1 +
n− 1
‖S‖
) ‖S‖
n−1
·n−1
2
· ‖S‖‖S‖/2
n∏
j=1
1
s
sj/2
j
≤
≤ Θ(S)(2e)(n−1)/2
(
1
r
n∏
j=1
(‖S‖
sj
) sj
2‖S‖
)‖S‖
as sj →∞. (82)
Denote xj =
‖S‖
sj
∈ (1,+∞), x = (x1, . . . , xn). Obviously, Θ(S) → 1 as sj → ∞, j ∈
{1, . . . , n}. Then (82) implies a constrained optimization problem
H(x) :=
n∏
j=1
x
1/(2xj )
j → max
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subject to
n∑
j=1
1
xj
= 1, xj ∈ (1,+∞). (83)
If this problem has a solution, then H(x) is not greater than some H∗ and we choose r > H∗ in
(82).
Let us to introduce a Lagrange multiplier λ and to study the Lagrange function L(x, λ)
defined by
L(x, λ) =
n∏
j=1
x
1/(2xj )
j + λ(
n∑
j=1
1
xj
− 1).
A necessary condition for optimality in constrained problems yield that
∂L
∂xj
=
1− ln xj
2x2j
n∏
k=1
x
1/(2xk)
k + λ(−
1
x2j
) = 0
or
1− ln xj
2
= λ/
n∏
k=1
x
1/(2xk)
k
Hence, xj = exp
(
1− 2λ/∏n
k=1
x
1/(2xk)
k
)
, i.e. x1 = x2 = . . . = xn. Constraint (83) implies that
n∑
j=1
1
xj
=
n
x1
= 1
or xj = n for every j ∈ {1, . . . , n}. Then H(x) ≤
∏n
j=1 n
1/(2n) =
√
n.
We choose r ≥ √n. For this r we have 1
r
∏n
j=1
(
‖S‖
sj
) sj
2‖S‖ ≤ 1. In view of (82) it means that
there exist n2 such that
(n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
(K + S)!Γ(n+ ‖S‖/2)r‖S‖ ≤ 1 (84)
for all ‖S‖ ≥ n2.
The asymptotic behavior of right part (80) in other cases S can be investigated similarly.
Taking into account (80), (81) and (84) we have that for all ‖S‖ ≥ n1 + n2
|F (K+S)(z0)|
(K + S)!LS+K(z0)
≤ |F
(K0)(z0)|
K0!LK0(z0)
.
This means that for every J ∈ Zn+
|F (J)(z0)|
J !LJ(z0)
≤ max
{ |F (K)(z0)|
K!LK(z0)
: ‖K‖ ≤ n0 + n1 + n2
}
where n0, n1, n2 are independent of z0. Therefore, the function F has bounded L-index in joint
variables with N(F,L,Bn) ≤ n0 + n1 + n2.
If we impose additional constraint by the function L then Theorem 17 implies the following
criterion
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Theorem 18. Let L ∈ Q′(Bn) be such that supz∈Bn L(z)ℓ(z) = C <∞. An analytic in Bn function F
has bounded L-index in joint variables if and only if for each r ∈ (0, β] there exist n0 ∈ Z+, p0 > 0
such that for every z0 ∈ Bn there exists K0 ∈ Zn+, ‖K0‖ ≤ n0, such that inequality (71) holds.
Proof. Sufficiency is proved in Theorem 17. As for necessity we choose q = q(R) = [2(N +
1)Cr
∏n
j=1(λ1,j(r))
−N(λ2,j(r))N+1] + 1 and replace L(z0) by ℓ(z0) in the proof of Theorem 17. No
other changes.
Theorem 19. Let L ∈ Q′(Bn). In order that an analytic in Bn function F be of bounded L-index
in joint variables it is necessary that for every r ∈ (0, β] ∃n0 ∈ Z+ ∃p ≥ 1 ∀z0 ∈ Bn ∃K0 ∈ Zn+,
‖K0‖ ≤ n0, and
max
{
|F (K0)(z)| : z ∈ Bn [z0, r/L(z0)]} ≤ p|F (K0)(z0)| (85)
and it is sufficient that for every r ∈ (0, β] ∃n0 ∈ Z+ ∃p ≥ 1 ∀z0 ∈ Bn ∀j ∈ {1, . . . , n} ∃K0j =
(0, . . . , 0, k0j︸︷︷︸
j-th place
, 0, . . . , 0) such that k0j ≤ n0 and
max
{
|F (K0j )(z)| : z ∈ Bn [z0, r/ℓ(z0)]} ≤ p|F (K0j )(z0)| ∀j ∈ {1, . . . , n}, (86)
Proof. Proof of Theorem 17 implies that the inequality (70) is true for some K0. Therefore, we
have
p0
K0!
|F (K0)(z0)|
LK
0(z0)
≥ max
{
|F (K0)(z)|
K0!LK0(z)
: z ∈ Bn [z0, r/L(z0)]} =
= max
{
|F (K0)(z)|
K0!
LK
0
(z0)
LK
0(z0)LK0(z)
: z ∈ Bn [z0, r/L(z0)]} ≥
≥ max
{
|F (K0)(z)|
K0!
∏n
j=1 (λ2,j(r))
−n0
LK
0(z0)
: z ∈ Bn [z0, r/L(z0)]} .
This inequality implies
p0
∏n
j=1(λ2,j(r))
n0
K0!
|F (K0)(z0)|
LK
0(z0)
≥ max
{
|F (K0)(z)|
K0!LK0(z0)
: z ∈ Bn [z0, r/L(z0)]} . (87)
From (87) we obtain inequality (85) with p = p0
∏n
j=1 (λ2,j(r))
n0. The necessity of condition (85)
is proved.
Now we prove the sufficiency of (86). Suppose that for every r ∈ (0, β] ∃n0 ∈ Z+, p > 1
such that ∀z0 ∈ Bn and some K0j ∈ Zn+ with k0j ≤ n0 the inequality (86) holds.
F (K
0
J
+S)(z0)
S!
=
1
(2πi)2
∫
Tn(z0,R/L(z0))
F (K
0
J
)(z)
(z − z0)S+edz.
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In view of (78) we write Cauchy’s formula as following ∀z0 ∈ Bn ∀S ∈ Zn+
F (K
0
j+S)(z0) =
(n+ ‖S‖ − 1)!
(n− 1)!
∫
Sn(z0,r/ℓ(z0))
(ξ − z0)SF (K0j )(ξ)
|ξ − z0|2(n+‖S‖)−1 dσ(ξ)
As in (79), this yields
|F (K0j+S)(z0)| ≤ (n+ ‖S‖ − 1)!
(n− 1)!
(
ℓ(z0)
r
)2(n+‖S‖)−1
max{|F (K0j )(z)| : z ∈ Bn [z0, r/ℓ(z0)]}×
×
∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S|dσ(ξ) ≤ (n+ ‖S‖ − 1)!
(n− 1)!
(
ℓ(z0)
r
)‖S‖
×
×max{|F (K0j )(z)| : z ∈ Bn [z0, r/ℓ(z0)]} ∫
Sn(z0,r/ℓ(z0))
|(ξ − z0)S|
(r/ℓ(z0))‖S‖
dσ
(
ξ − z0
r/ℓ(z0)
)
≤
≤ (n + ‖S‖ − 1)!
(n− 1)!
(
ℓ(z0)
r
)‖S‖
max{|F (K0j )(z)| : z ∈ Bn [z0, r/ℓ(z0)]} ∫
Sn(0,1)
|ξS|dσ(ξ) =
=
(n+ ‖S‖ − 1)!
(n− 1)!
(
ℓ(z0)
r
)‖S‖
max{|F (K0j )(z)| : z ∈ Bn [z0, r/ℓ(z0)]}Γ(n)∏nj=1 Γ(sj/2 + 1)
Γ(n + ‖S‖/2)
Now we put r = β and use (86)
|F (K0j+S)(z0)| ≤
(
ℓ(z0)
β
)‖S‖ (n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
Γ(n+ ‖S‖/2) ×
×max{|F (K0j )(z)| : z ∈ Bn [z0, β/ℓ(z0)]} ≤
≤ p
(
ℓ(z0)
β
)‖S‖ (n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
Γ(n + ‖S‖/2) |F
(K0j )(z0)|. (88)
Therefore (88) implies for all j ∈ {1, . . . , n} and k0j ≤ n0
|F (K0j+S)(z0)|
LK
0
j+S(z0)(K0j + S)!
≤ pK
0
j !(n+ ‖S‖ − 1)!
∏n
j=1 Γ(sj/2 + 1)
β‖S‖(K0j + S)!Γ(n+ ‖S‖/2)
|F (K0j )(z0)|
LK
0
j (z0)K0j !
≤
≤ pn0!
(n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
β‖S‖S!Γ(n+ ‖S‖/2)
|F (K0j )(z0)|
LK
0
j (z0)K0j !
In view of (84) there exists n1 such that for all ‖S‖ ≥ n1
(n+ ‖S‖ − 1)!∏nj=1 Γ(sj/2 + 1)
β‖S‖S!Γ(n+ ‖S‖/2) ≤ 1.
Obviously that there exists n2 such that for all ‖S‖ ≥ n2 pn0!β‖S‖ ≤ 1. Consequently, we have
|F (K0j+S)(z0)|
LK
0
j+S(z0)(K0j + S)!
≤ |F
(K0j )(z0)|
LK
0
j (z0)K0j !
for all ‖S‖ ≥ n1 + n2
i. e. N(F,L,Bn) ≤ n0 + n1 + n2.
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Remark 5. Inequality (85) is a necessary and sufficient condition of boundedness of l-index for
functions of one variable [46, 38, 48]. But it is unknown whether this condition is sufficient
condition of boundedness of L-index in joint variables. Our restrictions (86) are corresponding
multidimensional sufficient conditions.
Lemma 3. Let L1, L2 be positive continuous functions in B
n and for every z ∈ Bn L1(z) ≤ L2(z).
If an analytic in Bn function F has bounded L1-index in joint variables then F is of bounded
L2-index in joint variables. If, in addition, for every z ∈ Bn L1(z) ≤ ℓ2(z) then N(F,L2,Bn) ≤
N(F,L1,B
n).
Proof. Let N(F,L1,B
n) = n0. Using (3) we deduce
|F (J)(z)|
J !LJ2 (z)
=
LJ1 (z)
LJ2 (z)
|F (J)(z)|
J !LJ1 (z)
≤ L
J
1 (z)
LJ2 (z)
max
{ |F (K)(z)|
K!LK1 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
≤
≤ L
J
1 (z)
LJ2 (z)
max
{
LK2 (z)
LK1 (z)
|F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
≤
≤ max
‖K‖≤n0
(
L1(z)
L2(z)
)J−K
max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
. (89)
Since L1(z) ≤ L2(z) it means that for all ‖J‖ ≥ nn0
|F (J)(z)|
J !LJ2 (z)
≤ max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
.
Thus, F has bounded L2-index in joint variables.
If, in addition, for every z ∈ Bn L1(z) ≤ ℓ2(z) then for all ‖J‖ ≥ n0 (89) yields
|F (J)(z)|
J !LJ2 (z)
≤ max
‖K‖≤n0
(L1(z)
ℓ2(z)
)‖J−K‖
max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
≤
≤ max
{ |F (K)(z)|
K!LK2 (z)
: K ∈ Zn+, ‖K‖ ≤ n0
}
and N(F,L2,B
n) ≤ N(F,L1,Bn).
Denote L˜(z) = (l˜1(z), . . . , l˜n(z)). The notation L ≍ L˜ means that there exist Θ1 =
(θ1,j , . . . , θ1,n) ∈ Rn+, Θ2 = (θ2,j, . . . , θ2,n) ∈ Rn+ such that ∀z ∈ Bn θ1,j l˜j(z) ≤ lj(z) ≤ θ2,j l˜j(z)
for each j ∈ {1, . . . , n}.
Theorem 20. Let L ∈ Q′(Bn), L ≍ L˜, supz∈Bn L(z)ℓ(z) = C < ∞ and min1≤j≤n θ1,j >
√
n
β
. An
analytic in Bn function F has bounded L˜-index in joint variables if and only if it has bounded
L-index.
Proof. It is easy to prove that if L ∈ Q′(Bn) and L ≍ L˜ then L˜ ∈ Q′(Bn) with β ′ = βmin1≤j≤n θ1,j >√
n instead of β in (2).
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Let N(F, L˜,Bn) = n˜0 < +∞. Then by Theorem 17 for every r˜ ∈ (0, β) there exists p˜ ≥ 1
such that for each z0 ∈ Bn and some K0 with ‖K0‖ ≤ n˜0, the inequality (70) holds with L˜ and r˜
instead of L and r. Hence,
p˜
K0!
|F (K0)(z0)|
LK
0(z0)
=
p˜
K0!
ΘK
0
2 |F (K0)(z0)|
ΘK
0
2 L
K0(z0)
≥ p˜
K0!
|F (K0)(z0)|
ΘK
0
2 L˜
K0(z0)
≥
≥ 1
ΘK
0
2
max
{
|F (K)(z)|
K!L˜K(z)
: ‖K‖ ≤ n˜0, z ∈ Bn
[
z0, r˜/L˜(z)
]}
≥
≥ 1
ΘK
0
2
max
{
ΘK1 |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n˜0, z ∈ Bn
[
z0, min
1≤j≤n
Θ1,j r˜/L(z)
]}
≥
≥
min
0≤‖K‖≤n0
{ΘK1 }
ΘK
0
2
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n˜0, z∈Bn
[
z0, min
1≤j≤n
Θ1,j r˜/L(z)
]}
≥
≥
min
0≤‖K‖≤n0
{ΘK1 }
ΘK
0
2
max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n˜0, z∈Bn
[
z0,
r˜min1≤j≤nΘ1,j
Cℓ(z)
]}
.
In view of Theorem 17 we obtain that function F has bounded L-index.
Theorem 21. Let L ∈ Q′(Bn), a function F be analytic in Bn. If there exist r ∈ (0, β], n0 ∈ Z+,
p0 > 1 such that for each z
0 ∈ Bn and for some K0 ∈ Zn+ with ‖K0‖ ≤ n0 the inequality (71)
holds then F has bounded L-index in joint variables.
Proof. The proof of sufficiency in Theorem 17 with r = β implies that N(F,L,Bn) < +∞.
Let L∗(z) = r0L(z)
r
, ℓ∗(z) = r0ℓ(z)
r
, r0 = β and r is radius for which (71) is true. In a general
case from validity of (71) for F and L with r < β we obtain
max
{ |F (K)(z)|
K!(L∗(z))K
: ‖K‖ ≤ n0, z ∈ Bn
[
z0, r0/ℓ
∗(z0)
]} ≤
≤ max
{ |F (K)(z)|
K!(r0L(z)/r)K
: ‖K‖ ≤ n0, z ∈ Bn
[
z0, r0/(r0ℓ(z
0)/r)
]} ≤
≤ max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ n0, z∈Bn
[
z0, r/ℓ(z0)
]} ≤
≤ p0
K0!
|F (K0)(z0)|
LK
0(z0)
=
β‖K
0‖p0
r‖K0‖K0!
|F (K0)(z)|
(r0L(z)/r)K
0 =
p0β
n0
rn0
|F (K0)(z)|
K0!(L∗(z))K0
.
i. e. (70) holds for F, L∗ and r0 = β. As above now we apply Theorem 17 to the function F (z)
and L∗(z) = r0L(z)/r. This implies that F is of bounded L∗-index in joint variables. Therefore,
by Lemma 3 the function F has bounded L-index in joint variables.
12 Boundedness of L-index in joint variables of analytic
solutions of systems of partial differential equations
Using Theorems 16 and 9 we obtain this corollary.
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Corollary 4 ([3]). Let L ∈ Qn, F (z) be an analytic in Bn function, G be a bounded domain in
Bn such that d = infz∈G(1 − |z|) > 0. The function F (z) is of bounded L-index in joint variables
and only if there exist p ∈ Z+ and C > 0 such that for all z ∈ Bn \G the inequality (34) holds.
Let us to denote a+ = max{a, 0}, uj(t) = uj(t, R,Θ) = lj( tRr∗ eiΘ), where a ∈ R, t ∈ [0, r∗],
j ∈ {1, . . . , n}, r∗ = max1≤j≤n rj 6= 0 that is tr∗ |R| < 1.
Let L(ReiΘ) be a positive continuously differentiable function in each variable rk, k ∈
{1, . . . , n}, |R| < 1, Θ ∈ [0, 2π]n. By W (Bn) we denote the class of the functions L such that
r∗(−(uj(t, R,Θ))′t)+/(rjl2j ( tr∗ReiΘ)) → 0 uniformly for all Θ ∈ [0, 2π]n, j ∈ {1, . . . , n}, t ∈ [0, r∗]
as |R| → 1− 0
Lemma 4. If L(z) = (l1(z), . . . , ln(z)), where every lj(z) : B
n → R+ is a continuous function
satisfying (2) then
max
Θ∈[0,2π]n
∫ r∗
0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
dτ → +∞ as |R| → 1− 0.
Proof. Using (2) we obtain
max
Θ∈[0,2π]n
∫ r∗
0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
dτ ≥
∫ r∗
0
n∑
j=1
rj
r∗
β
1− τ
r∗
|R|dτ =
= −
n∑
j=1
rjβ
R
ln(1− |R|)→ +∞ as |R| → 1− 0.
Lemma 5. Let L ∈ W (Bn), F be an analytic in Bn function. If there exists R′ ∈ Rn+, |R′| < 1,
and p ∈ Z+, c > 0 such that for all z ∈ Bn \ Dn(0, R′) inequality (34) holds then
lim
|R|→1−0
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c. (90)
Proof. Let R ∈ Rn+ be such that 1 > |R| > |R′|, Θ ∈ [0, 2π]n. Denote αj = rjr∗ , j ∈ {1, . . . , n} and
A = (α1, . . . , αn). We consider a function
g(t) = max
{ |F (S)(AteiΘ)|
LS(AteiΘ)
: ‖S‖ ≤ p
}
,
where AteiΘ = (α1te
iθ1 , . . . , αnte
iθn) and |At| > |R′|.
Since the function |F
(S)(AteiΘ)|
LS(AteiΘ)
is continuously differentiable by real t ∈ [0, r∗], outside the
zero set of function |F (S)(AteiΘ)|, the function g(t) is a continuously differentiable function on
[0, r∗], except, perhaps, for a countable set of points.
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Therefore, using the inequality d
dr
|g(r)| ≤ |g′(r)| which holds except for the points r = t such
that g(t) = 0, we deduce
d
dt
( |F (S)(AteiΘ)|
LS(AteiΘ)
)
=
1
LS(AteiΘ)
d
dt
|F (S)(AteiΘ)|+
+|F (S)(AteiΘ)| d
dt
1
LS(AteiΘ)
≤ 1
LS(AteiΘ)
∣∣∣∣∣
n∑
j=1
F (S+ej)(AteiΘ)αje
iθj
∣∣∣∣∣−
−|F
(S)(AteiΘ)|
LS(AteiΘ)
n∑
j=1
sju
′
j(t)
lj(AteiΘ)
≤
n∑
j=1
|F (S+ej)(AteiΘ)|
LS+ej (AteiΘ)
αjlj(Ate
iΘ)+
+
|F (S)(AteiΘ)|
LS(AteiΘ)
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
(91)
For absolutely continuous functions h1, h2, . . . , hk and h(x) := max{hj(z) : 1 ≤ j ≤ k}, h′(x) ≤
max{h′j(x) : 1 ≤ j ≤ k}, x ∈ [a, b] (see [46, Lemma 4.1, p. 81]). The function g is absolutely
continuous, therefore, from (34) and (91) it follows that
g′(t) ≤ max
{
d
dt
( |F (S)(AteiΘ)|
LS(AteiΘ)
)
: ‖S‖ ≤ p
}
≤
≤ max
‖S‖≤p
{
n∑
j=1
αjlj(Ate
iΘ)|F (S+ej)(AteiΘ)|
LS+ej (AteiΘ)
+
|F (S)(AteiΘ)|
LS(AteiΘ)
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
≤
≤ g(t)
(
c
n∑
j=1
αjlj(Ate
iΘ) + max
‖S‖≤p
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
})
=
= g(t)(β(t) + γ(t)),
where
β(t) = c
n∑
j=1
αjlj(Ate
iΘ), γ(t) = max
‖S‖≤p
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
.
Thus, d
dt
ln g(t) ≤ β(t) + γ(t) and
g(t) ≤ g(t0) exp
∫ t
t0
(β(τ) + γ(τ))dτ,
where t0 is chosen such that g(t0) 6= 0. The condition L ∈ W (Bn) gives
γ(t)
β(t)
=
∑n
j=1
sj(−u′j(t))+
lj(AteiΘ)
c
∑n
j=1 αjlj(Ate
iΘ)
≤ p
n∑
j=1
(−u′j(t))+
αjl2j (Ate
iΘ)
≤ pε,
where ε = ε(R)→ 0 uniformly for all Θ ∈ [0, 2π]n, t ∈ [r0, r∗] as |R| → 1− 0
But |F (AteiΘ)| ≤ g(t) ≤ g(t0) exp
∫ t
t0
(β(τ) + γ(τ))dτ and r∗A = R. Then we put t = r∗ and
obtain
lnmax{|F (z) : z ∈ Tn(0, R)} = ln max
Θ∈[0,2π]n
|F (ReiΘ)| ≤ ln max
Θ∈[0,2π]n
g(r∗) ≤
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≤ ln g(t0) + max
Θ∈[0,2π]n
∫ r∗
t0
(β(τ) + γ(τ))dτ ≤
≤ ln g(t0) + max
Θ∈[0,2π]n
∫ r∗
t0
c
n∑
j=1
αjlj(Aτe
iΘ) (1 + pε) dτ =
= ln g(t0) + c max
Θ∈[0,2π]n
∫ r∗
t0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
(1 + pε) dτ.
This implies (90).
Lemma 6. Let L ∈ W (Bn), F be an analytic in Bn function. If there exists R′ ∈ Rn+, |R′| < 1
and p ∈ Z+, c > 0 such that for all z ∈ Bn \ Dn(0, R′) inequality
max
{ |F (J)(z)|
J !LJ(z)
: ‖J‖ = p+ 1
}
≤ c ·max
{ |F (K)(z)|
K!LK(z)
: ‖K‖ ≤ p
}
. (92)
holds then
lim
|R|→∞
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c(p+ 1) (93)
Proof. The proof of Lemma 6 is similar to the proof of Lemma 5.
Let R ∈ Rn+ be such that 1 > |R| > |R′|, Θ ∈ [0, 2π]n. Denote αj = rjr∗ , j ∈ {1, . . . , n} and
A = (α1, . . . , αn). We consider a function
g(t) = max
{ |F (S)(AteiΘ)|
S!LS(AteiΘ)
: ‖S‖ ≤ p
}
,
where At = (α1t, . . . , αnt), Ate
iΘ = (α1te
iθ1 , . . . , αnte
iθn) and |At| > |R′|.
As above the function |F
(S)(AteiΘ)|
S!LS(AteiΘ)
is continuously differentiable by real t ∈ [0, r∗], outside
the zero set of function |F (S)(AteiΘ)|, the function g(t) is a continuously differentiable function on
[0, r∗], except, perhaps, for a countable set of points.
Therefore, using the inequality d
dr
|g(r)| ≤ |g′(r)| which holds except for the points r = t such
that g(t) = 0, we deduce
d
dt
( |F (S)(AteiΘ)|
S!LS(AteiΘ)
)
=
1
S!LS(AteiΘ)
d
dt
|F (S)(AteiΘ)|+
+|F (S)(AteiΘ)| d
dt
1
S!LS(AteiΘ)
≤ 1
S!LS(AteiΘ)
∣∣∣∣∣
n∑
j=1
F (S+ej)(AteiΘ)αje
iθj
∣∣∣∣∣−
−|F
(S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
sju
′
j(t)
lj(AteiΘ)
≤
n∑
j=1
|F (S+ej)(AteiΘ)|
(S+ej)!LS+ej (AteiΘ)
αj(sj+1)lj(Ate
iΘ)+
+
|F (S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
(94)
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For absolutely continuous functions h1, h2, . . . , hk and h(x) := max{hj(z) : 1 ≤ j ≤ k}, h′(x) ≤
max{h′j(x) : 1 ≤ j ≤ k}, x ∈ [a, b] (see [46, Lemma 4.1, p. 81]). The function g is absolutely
continuous. Therefore, (34) and (94) yield
g′(t) ≤ max
{
d
dt
( |F (S)(AteiΘ)|
S!LS(AteiΘ)
)
: ‖S‖ ≤ N
}
≤
≤ max
‖S‖≤p
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)|F (S+ej)(AteiΘ)|
(S + ej)!LS+ej (AteiΘ)
+
+
|F (S)(AteiΘ)|
S!LS(AteiΘ)
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
≤
≤ g(t)
(
c max
‖S‖≤p
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)
}
+ max
‖S‖≤p
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
})
=
= g(t)(β(t) + γ(t)),
where
β(t) = c max
‖S‖≤p
{
n∑
j=1
αj(sj + 1)lj(Ate
iΘ)
}
, γ(t) = max
‖S‖≤p
{
n∑
j=1
sj(−u′j(t))+
lj(AteiΘ)
}
.
Thus, d
dt
ln g(t) ≤ β(t) + γ(t) and
g(t) ≤ g(t0) exp
∫ t
t0
(β(τ) + γ(τ))dτ,
where t0 is chosen such that g(t0) 6= 0. Denote β˜(t) =
∑n
j=1 αjlj(Ate
iΘ). Since L ∈ W (Bn), for
some S∗, ‖S∗‖ ≤ p and S˜, ‖S˜‖ ≤ p, we obtain
γ(t)
β˜(t)
=
∑n
j=1
s∗j (−u′j(t))+
lj(AteiΘ)∑n
j=1 αjlj(Ate
iΘ)
≤
n∑
j=1
s∗j
(−u′j(t))+
αjl2j (Ate
iΘ)
≤ p
n∑
j=1
(−u′j(t))+
αjl2j (Ate
iΘ)
≤ pε and
β(t)
β˜(t)
=
c
∑n
j=1 αj(s˜j + 1)lj(Ate
iΘ)∑n
j=1 αjlj(Ate
iΘ)
= c+ c
∑n
j=1 αj s˜jlj(Ate
iΘ)∑n
j=1 αjlj(Ate
iΘ)
≤
≤ c+ c
n∑
j=1
s˜j ≤ c(1 + p),
where ε = ε(R)→ 0 uniformly for all Θ ∈ [0, 2π]n, t ∈ [r0, r∗] as |R| → 1− 0
But |F (AteiΘ)| ≤ g(t) ≤ g(t0) exp
∫ t
t0
(β(τ) + γ(τ))dτ and r∗A = R. Then we put t = r∗ and
obtain
lnmax{|F (z) : z ∈ Tn(0, R)} = ln max
Θ∈[0,2π]n
|F (ReiΘ)| ≤ ln max
Θ∈[0,2π]n
g(r∗) ≤
≤ ln g(t0) + max
Θ∈[0,2π]n
∫ r∗
t0
(β(τ) + γ(τ))dτ ≤
≤ ln g(t0) + max
Θ∈[0,2π]n
∫ r∗
t0
n∑
j=1
αjlj(Aτe
iΘ) (c(1 + p) + pε) dτ =
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= ln g(t0) + max
Θ∈[0,2π]n
∫ r∗
t0
n∑
j=1
rj
r∗
lj
( τ
r∗
ReiΘ
)
(c(1 + p) + pε) dτ.
This implies (93).
Using proved lemmas we will formulate and prove propositions that provide growth estimates
of analytic solutions of the following system of partial differential equations:
Gpjej (z)F
(pjej)(z) +
∑
‖Sj‖≤pj−1
GSj(z)F
(Sj)(z) = Hj(z), j ∈ {1, . . . , n} (95)
pj ∈ N, Sj ∈ Zn+, Hj and GSj are analytic in Bn functions.
Theorem 22. Let L ∈ W (Bn)∩Q(Bn) and for all z ∈ Bn \Dn(0, R′) analytic in Bn functions Hj
and GSj satisfy the following conditions:
1)
∣∣∣G(M)Sj (z)∣∣∣ ≤ BSj ,MLpjej−Sj+M(z)|Gpjej (z)| and ∣∣∣G(M)pjej (z)∣∣∣ < Bpjej ,MLM (z)|Gpjej (z)| for every
j ∈ {1, . . . , n}, ‖Sj‖ ≤ pj − 1, 0 ≤M ≤ I and ‖I‖ = 1− pj +
∑n
k=1 pk = 1 +
∑n
k=1
k 6=j
pk
2)
∣∣∣H(I)j (z)∣∣∣ ≤ DI,jLI(z)|Hj(z)| for every j ∈ {1, . . . , n} and for all ‖I‖ = 1 − pj +∑nk=1 pk =
1 +
∑n
k=1
k 6=j
pk.
where BSj ,M and DI,j are nonnegative constants, and Bpjej ,M are positive constants. If an analytic
in Bn function F (z) satisfies (95) then F has bounded L-index in joint variables and
lim
|R|→1−0
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c, (96)
where
c= max
‖I‖=1−pj+
∑n
k=1
pk,
j∈{1,...,n}
DI,j(1 + ∑
‖Sj‖≤pj−1
BSj ,0)+
∑
0≤M≤I
M 6=0
CMI Bpjej ,M+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
 .
Proof. First, we note that the first condition of the theorem yields Gpjej (z) 6= 0 for z ∈ Bn \
Dn(0, R′). Taking into account that the function F (z) satisfies system (95), we calculate the
partial derivative I ∈ Zn+ in each equation of the system∑
0≤M≤I
CMI G
(M)
pjej
(z)F (pjej+I−M)(z) +
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
G
(M)
Sj
(z)F (Sj+I−M)(z) = H(I)j (z), (97)
where CMI =
i1!...in!
m1!(i1−m1)!...mn!(in−mn)! and ‖I‖ = 1− pj +
∑n
k=1 pk = 1 +
∑n
k=1
k 6=j
pk. Using the second
condition of the theorem, we obtain
|H(I)j (z)|≤DI,jLI(z)|Hj(z)| ≤
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≤ DI,jLI(z)
|Gpjej(z)||F (pjej)(z)|+ ∑
‖Sj‖≤pj−1
|GSj(z)||F (Sj)(z)|
 . (98)
Equation (97) yields
F (pjej+I)(z) =
1
Gpjej (z)
H(I)j (z)− ∑
0≤M≤I
M 6=0
CMI G
(M)
pjej
(z)F (pjej+I−M)(z)−
−
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
G
(M)
Sj
(z)F (Sj+I−M)(z)
 . (99)
From (99) and the first condition it follows
∣∣F (pjej+I)(z)∣∣= 1|Gpjej (z)|
DI,jLI(z)
|Gpjej (z)||F (pjej)(z)|+ ∑
‖Sj‖≤pj−1
|GSj(z)||F (Sj)(z)|
+
+
∑
0≤M≤I
M 6=0
CMI |G(M)pjej (z)||F (pjej+I−M)(z)|+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
|G(M)Sj (z)||F (Sj+I−M)(z)|
 ≤
≤ DI,jLI(z)
|F (pjej)(z)| + ∑
‖Sj‖≤pj−1
BSj ,0L
pjej−Sj(z)|F (Sj)(z)|
+
+
∑
0≤M≤I
M 6=0
CMI Bpjej ,ML
M(z)|F (pjej+I−M)(z)|+
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,ML
pjej−Sj+M(z)|F (Sj+I−M)(z)| (100)
Dividing this inequality by Lpjej+I(z), we obtain that for every ‖I‖ = 1 +∑nk=1
k 6=j
pk and
j ∈ {1, . . . , n} ∣∣F (pjej+I)(z)∣∣
Lpjej+I(z)
≤ DI,j
 |F (pjej)(z)|
Lpjej (z)
+
∑
‖Sj‖≤pj−1
BSj ,0
|F (Sj)(z)|
LSj (z)
+
+
∑
0≤M≤I
M 6=0
CMI Bpjej ,M
|F (pjej+I−M)(z)|
Lpjej+I−M(z)
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
|F (Sj+I−M)(z)|
LSj+I−M(z)
≤
≤
DI,j(1 + ∑
‖Sj‖≤pj−1
BSj ,0) +
∑
0≤M≤I
M 6=0
CMI Bpjej ,M +
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
×
×max
{
|F (S)(z)|
LS(z)
: ‖S‖ ≤
n∑
j=1
pj
}
.
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Obviously, ‖pjej + I‖ = 1 +
∑n
j=1 pj. This implies
max
{∣∣F (K)(z)∣∣
LK(z)
: ‖K‖ = 1 +
n∑
j=1
pj
}
≤ c ·max
{
|F (S)(z)|
LS(z)
: ‖S‖ ≤
n∑
j=1
pj
}
,
where
c= max
‖I‖=1−pj+
∑n
k=1
pk,
j∈{1,...,n}
DI,j(1+ ∑
‖Sj‖≤pj−1
BSj ,0) +
∑
0≤M≤I
M 6=0
CMI Bpjej ,M +
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M

for all z ∈ Cn \ Dn(0, R′).
Thus, by Lemma 5 estimate (96) holds, and by Corollary 4 the analytic in Bn function F
has bounded L-index in joint variables.
If system (95) is homogeneous (Hj(z) ≡ 0), the previous theorem can be simplified.
Theorem 23. Let L ∈ W (Bn)∩Q(Bn) and for all z ∈ Cn \Dn(0, R′) analytic in Bn functions GSj
satisfy the conditions
∣∣∣G(M)Sj (z)∣∣∣≤BSj ,MLpjej−Sj+M(z)|Gpjej (z)| and ∣∣∣G(M)pjej (z)∣∣∣<Bpjej ,MLM(z)|Gpjej (z)|
for every j ∈ {1, . . . , n}, ‖Sj‖ ≤ pj − 1, 0 ≤ M ≤ I and ‖I‖ = −pj +
∑n
k=1 pk =
∑n
k=1
k 6=j
pk, where
BSj ,M are some nonnegative constants, Bpjej ,M are positive constants. If an analytic in B
n func-
tion F is a solution of system (95) with Hj(z) ≡ 0 for every j ∈ {1, . . . , n} then F has bounded
L-index in joint variables and
lim
|R|→∞
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c, (101)
where
c = max
‖I‖=−pj+
∑n
k=1
pk,
j∈{1,...,n}
 ∑
0≤M≤I
M 6=0
CMI Bpjej ,M +
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
 .
Proof. If Hj(z) ≡ 0 then (99) implies
F (pjej+I)(z) =
1
Gpjej (z)
− ∑
0≤M≤I
M 6=0
CMI G
(M)
pjej
(z)F (pjej+I−M)(z)−
−
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
G
(M)
Sj
(z)F (Sj+I−M)(z)
 . (102)
Hence, we obtain
|F (pjej+I)(z)| ≤ 1|Gpjej (z)|
 ∑
0≤M≤I
M 6=0
CMI |G(M)pjej (z)||F (pjej+I−M)(z)|+
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+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
|G(M)Sj (z)||F (Sj+I−M)(z)|
 .
Dividing the obtained inequality by Lpjej+I(z) and using assumptions of the theorem on the
functions GSj , we deduce
|F (pjej+I)(z)|
Lpjej+I(z)
≤ 1|Gpjej (z)|Lpjej+I(z)
 ∑
0≤M≤I
M 6=0
CMI Bpjej ,ML
M (z)|Gpjej (z)||F (pjej+I−M)(z)|+
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,ML
pjej−Sj+M(z)|Gpjej (z)||F (Sj+I−M)(z)|
 =
=
∑
0≤M≤I
M 6=0
CMI Bpjej ,M
|F (pjej+I−M)(z)|
Lpjej+I−M(z)
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
|F (Sj+I−M)(z)|
LSj+I−M(z)
≤
≤
 ∑
0≤M≤I
M 6=0
CMI Bpjej ,M+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
×max{ |F (S)(z)|
LS(z)
: ‖S‖ ≤ −1 +
n∑
j=1
pj
}
.
Obviously, ‖pjej + I‖ =
∑n
j=1 pj. Therefore,
max
{∣∣F (K)(z)∣∣
LK(z)
: ‖K‖ =
n∑
j=1
pj
}
≤ c ·max
{
|F (S)(z)|
LS(z)
: ‖S‖ ≤ −1 +
n∑
j=1
pj
}
,
where
c= max
‖I‖=−pj+
∑n
k=1
pk,
j∈{1,...,n}
 ∑
0≤M≤I
M 6=0
CMI Bpjej ,M +
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M

for all z ∈ Bn \ Dn(0, R′).
Thus, all conditions of Corollary 4 are satisfying. Hence, the function F has bounded L-index
in joint variables and by Lemma 5 estimate (101) holds.
Note that estimate (96) and (101) cannot be improved (see examples for n = 1 in [28]).
Moreover, using Corollary 4 and Lemma 6 we can supplement two previous Theorems 22 and
23 with propositions, that contain estimates max{|F (z)| : z ∈ Tn(0, R)}, which can sometimes be
better than (101) and (96). Two following theorems have similar proofs to Theorems 22 and 23.
Theorem 24. Let L ∈ W (Bn) ∩ Q(Bn) and for all z ∈ Cn \ Dn(0, R′) analytic in Bn functions
Hj and GSj satisfy the following conditions:
1)
∣∣∣G(M)Sj (z)∣∣∣ ≤ BSj ,MLpjej−Sj+M(z)|Gpjej (z)| and ∣∣∣G(M)pjej (z)∣∣∣ < Bpjej ,MLM (z)|Gpjej (z)| for every
j ∈ {1, . . . , n}, ‖Sj‖ ≤ pj − 1, 0 ≤M ≤ I and ‖I‖ = 1− pj +
∑n
k=1 pk = 1 +
∑n
k=1
k 6=j
pk
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2)
∣∣∣H(I)j (z)∣∣∣ ≤ DI,jLI(z)|Hj(z)| for every j ∈ {1, . . . , n} and for all ‖I‖ = 1 − pj +∑nk=1 pk =
1 +
∑n
k=1
k 6=j
pk.
where BSj ,M and DI,j are nonnegative constants, and Bpjej ,M are positive constants. If an analytic
in Bn function F (z) satisfies (95) then F has bounded L-index in joint variables and
lim
|R|→1−0
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c, (103)
where
B = max{BSj ,M , Bpjej ,M : j ∈ {1, . . . , n}, 0 ≤M ≤ I, ‖I‖ = 1 +
n∑
k=1
k 6=j
pk},
c = max
‖I‖=1−pj+
∑n
k=1
pk,
j∈{1,...,n}
DI,j
 pj !
(pjej + I)!
+B
∑
‖Sj‖≤pj−1
(pjej − Sj)!
(pjej + I)!
+
+B
∑
0≤M≤I
M 6=0
CMI
(pjej + I −M)!|
(pjej + I)!
+B
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
(Sj + I −M)!
(pjej + I)!
 (104)
Proof. As in proof of Theorem 22, dividing (100) by (pjej+I)!L
pjej+I(z), we obtain that for every
‖I‖ = 1 +∑nk=1
k 6=j
pk and j ∈ {1, . . . , n}
|F (pjej+I)(z)|
(pjej + I)!Lpjej+I(z)
≤
≤ DI,j
 |F (pjej)(z)|
(pjej + I)!Lpjej (z)
+
∑
‖Sj‖≤pj−1
BSj ,0
|F (Sj)(z)|
(pjej + I)!Lpjej−Sj (z)
+
+
∑
0≤M≤I
M 6=0
CMI Bpjej ,M
|F (pjej+I−M)(z)|
(pjej + I)!Lpjej+I−M(z)
+
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
BSj ,M
|F (Sj+I−M)(z)|
(pjej + I)!LSj+I−M(z)
≤
≤ DI,j
 |F (pjej)(z)|
(pjej + I)!Lpjej(z)
+B
∑
‖Sj‖≤pj−1
|F (Sj)(z)|
(pjej + I)!Lpjej−Sj(z)
+
+B
∑
0≤M≤I
M 6=0
CMI
|F (pjej+I−M)(z)|
(pjej + I)!Lpjej+I−M(z)
+B
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
|F (Sj+I−M)(z)|
(pjej + I)!LSj+I−M(z)
≤
≤
DI,j
 pj !
(pjej + I)!
+B
∑
‖Sj‖≤pj−1
(pjej − Sj)!
(pjej + I)!
+B ∑
0≤M≤I
M 6=0
CMI
(pjej + I −M)!|
(pjej + I)!
+
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+B
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
(Sj + I −M)!
(pjej + I)!
max{ |F (S)(z)|
LS(z)
: ‖S‖ ≤
n∑
j=1
pj
}
.
where B = max{BSj ,M , Bpjej ,M : j ∈ {1, . . . , n}, 0 ≤M ≤ I, ‖I‖ = 1 +
∑n
k=1
k 6=j
pk.}
Obviously, ‖pjej + I‖ = 1 +
∑n
j=1 pj . For all z ∈ Cn \ Dn(0, R′) it implies
max
{∣∣F (K)(z)∣∣
K!LK(z)
: ‖K‖ = 1 +
n∑
j=1
pj
}
≤ c ·max
{
|F (S)(z)|
S!LS(z)
: ‖S‖ ≤
n∑
j=1
pj
}
,
where c is defined in (104).
In view of Corollary 4 the analytic in Bn function F has bounded L-index in joint variables.
And by Lemma 6 estimate (103) holds.
By analogy to the proofs of Theorems 23 and 24 it can be proved the following assertion.
Theorem 25. Let L ∈ W (Bn)∩Q(Bn) and for all z ∈ Cn \Dn(0, R′) analytic in Bn functions GSj
satisfy the conditions
∣∣∣G(M)Sj (z)∣∣∣≤BSj ,MLpjej−Sj+M(z)|Gpjej (z)| and ∣∣∣G(M)pjej (z)∣∣∣<Bpjej ,MLM(z)|Gpjej (z)|
for every j ∈ {1, . . . , n}, ‖Sj‖ ≤ pj − 1, 0 ≤ M ≤ I and ‖I‖ = −pj +
∑n
k=1 pk =
∑n
k=1
k 6=j
pk, where
BSj ,M are some nonnegative constants, Bpjej ,M are positive constants. If an analytic in B
n func-
tion F is a solution of system (95) with Hj(z) ≡ 0 for every j ∈ {1, . . . , n} then F has bounded
L-index in joint variables and
lim
|R|→∞
lnmax{|F (z)| : z ∈ Tn(0, R)}
max
Θ∈[0,2π]n
∫ r∗
0
∑n
j=1
rj
r∗
lj
(
τ
r∗
ReiΘ
)
dτ
≤ c,
where
B = max{BSj ,M , Bpjej ,M : j ∈ {1, . . . , n}, 0 ≤M ≤ I, ‖I‖ =
n∑
k=1
k 6=j
pk},
c = B max
‖I‖=−pj+
∑n
k=1
pk,
j∈{1,...,n}
 ∑
0≤M≤I
M 6=0
CMI
(pjej + I −M)!|
(pjej + I)!
+
∑
0≤M≤I
CMI
∑
‖Sj‖≤pj−1
(Sj + I −M)!
(pjej + I)!
 .
Remark 6. We should like to note that the obtained propositions are new even for analytic in a
disc functions.
For example, if n = 1 then system (95) reduces to the following differential equation
gp(z)f
(p)(z) +
p−1∑
j−0
gj(z)f
(j)(z) = h(z), (105)
where h and gj are analytic in D functions. Then Theorem 22 implies the corollary for n = 1.
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Corollary 5. Let l ∈ W (D) ∩ Q(D) and for all z ∈ C such that |z| > r′ analytic in D functions
h and gj satisfy the following conditions
1)
∣∣∣g(m)j (z)∣∣∣ ≤ Bj,mlp−j+m(z)|gp(z)| and ∣∣g′p(z)∣∣ < Bp,1lm(z)|gp(z)| for every j ∈ {1, . . . , p − 1},
m ∈ {0, 1},
2) |h′(z)| ≤ Dl(z)|h(z)|,
where Bj,m and D are nonnegative constants, and Bp,1 is positive constant. If an analytic in D
function f satisfies (105) then f has bounded l-index and
lim
r→∞
lnmax{|f(z)| : |z| = r}
max
θ∈[0,2π]
∫ r
0
l (τeiθ) dτ
≤ c,
where c= D(1 +
∑p−1
j=0 Bj,0) +Bp,1+
∑1
m=0
∑p−1
j=0 Bj,m.
References
[1] A.I. Bandura, O.B. Skaskiv, Entire functions of bounded L-index in direction, Mat. Stud., 27 (2007), no. 1,
30–52. (in Ukrainian)
[2] A.I. Bandura, O.B. Skaskiv, Entire functions of bounded and unbounded index in direction, Mat. Stud., 27
(2007), no. 2, 211–215. (in Ukrainian)
[3] A.I. Bandura, O.B. Skaskiv, Sufficient sets for boundedness L-index in direction for entire functions, Mat.
Stud., 30 (2008), no. 2, 177–182.
[4] A.I. Bandura, On boundedness of the L-index in the direction for entire functions with plane zeros, Mat. Visn.
Nauk. Tov. Im. Shevchenka, 6 (2009), 44–49. (in Ukrainian)
[5] A. I. Bandura, The properties of entire functions of bounded value L-distribution in direction, Prykarpatskyi
Visn. Nauk. Tov. Im. Shevchenka. Chyslo, 2011, no. 1(13), 50-55.
[6] A.I. Bandura, A modified criterion of boundedness of L-index in direction, Mat. Stud. 39 (2013), no. 1, 99–102.
[7] A. I. Bandura, O. B. Skaskiv, Boundedness of L-index in direction of functions of the form f(〈z,m〉) and
existence theorems, Mat. Stud., 2014, V. 41, no. 1, 45–52.
[8] A.I. Bandura, O.B. Skaskiv, Open problems for entire functions of bounded index in direction, Mat. Stud., 43
(2015), no. 1, 103–109. dx.doi.org/10.15330/ms.43.1.103–109.
[9] A. I. Bandura, A class of entire functions of unbounded index in each direction, Mat. Stud., 44 (2015), no. 1,
107–112. dx.doi.org/10.15330/ms.44.1.107-112
[10] A. I. Bandura, Sum of entire functions of bounded L-index in direction, Mat. Stud., 45 (2016), no. 2, 149–158.
dx.doi.org/10.15330/ms.45.2.149-158
[11] A. Bandura, O. Skaskiv, Entire functions of several variables of bounded index, Lviv: Publisher I. E.
Chyzhykov, 2016, 128 p. http://chyslo.com.ua
[12] A.I. Bandura, Product of two entire functions of bounded L-index in direction is a function with the same
class, Bukovyn. Mat. Zh., 4 (2016), no. 1-2, 8-12 (in Ukrainian)
[13] A. I. Bandura, O. B. Skaskiv, Directional logarithmic derivative and distribution of zeros of entire function of
bounded L-index in direction, Ukrain. Mat. Zh., 69 (2017), no. 3, 426–432. (in Ukrainian)
[14] A. I. Bandura, O. B. Skaskiv, Growth of entire functions of bounded L-index in direction, / Mathematical
Methods and Physicomechanical Fields (accepted for publication)
54
[15] A. Bandura, O. Skaskiv, Boundedness of L-index in direction of entire solutions of second order PDE, sub-
mitted to Acta et Commentationes Universitatis Tartuensis de Mathematica
[16] A. Bandura, O. Skaskiv, P. Filevych, Properties of entire solutions of some linear PDE’s, submitted to Journal
of Applied Mathematics and Computational Mechanics)
[17] A. Bandura, O. Skaskiv, Entire bivariate functions of unbounded index in each direction, (submitted to Non-
linear Oscillations)
[18] A. Bandura, O. Skaskiv, Analytic in the unit ball functions of bounded L-index in direciton, (submitted in
Rocky Mountain Journal of Mathematics) https://arxiv.org/abs/1501.04166
[19] A. I. Bandura, M. T. Bordulyak, O. B. Skaskiv, Sufficient conditions of boundedness of L-index in joint
variables, Mat. Stud., 45 (2016), no. 1, 12–26. dx.doi.org/10.15330/ms.45.1.12-26
[20] A. Bandura: New criteria of boundedness of L-index in joint variables for entire functions. Math. Bull.
Shevchenko Sci. Soc., 13 (2016), 58-67. (in Ukrainian)
[21] A. Bandura, N. Petrechko, Properties of power series expansion of entire function of bounded L-index in joint
variables. Visn. Lviv Un-ty, Ser. Mech. Math., 2016, Issue 82, 27-33. (in Ukrainian)
[22] A. Bandura, O. Skaskiv, Exhaustion by balls and entire funcitons of bounded L-index in joint variables
(submitted to Analysis Mathematica)
[23] A. I. Bandura, N. V. Petrechko, O. B. Skaskiv, Analytic functions in a polydisc of bounded L-index in joint
variables, Mat. Stud., 46 (2016), no. 1, 72-80.
[24] A. I. Bandura, N. V. Petrechko, O. B. Skaskiv, Maximum modulus of analytic in a bidisc functions of
bounded L-index and analogue of Theorem of Hayman. Bohemica Mathematica (accepted for publication)
https://arxiv.org/abs/1609.04190
[25] A. I. Bandura, N. V. Petrechko, Properties of power series of analytic in a bidisc functions of bounded L-index
in joint variables, Carpathian mathematical publications (accepted for publication)
[26] T. O. Banakh, V. O. Kushnir, On growth and distribution of zeros of analytic functions of bounded l-index in
arbitrary domains, Mat. Stud., 14 (2000), no. 2, 165–170.
[27] M. T. Bordulyak, A proof of Sheremeta conjecture concerning entire function of bounded l-index, Mat. Stud.,
11 (1999), no. 2, 108-110.
[28] M. T. Bordulyak, On the growth of entire solutions of linear differential equations, Mat. Stud., 13 (2000), no.
2, 219–223.
[29] M.T. Bordulyak, M.M. Sheremeta, Boundedness of the L-index of an entire function of several variables,
Dopov. Akad. Nauk Ukr., (1993), no. 9, 10–13. (in Ukrainian)
[30] M.T. Bordulyak, The space of entire in Cn functions of bounded L-index, Mat. Stud., 4 (1995), 53–58. (in
Ukrainian)
[31] B. C. Chakraborty, R. Chanda, A class of entire functions of bounded index in several variables, J. Pure
Math., 12 (1995), 16–21.
[32] B. C. Chakraborty, T. K. Samanta, On entire functions of bounded index in several variables, J. Pure Math.,
17 (2000), 53–71.
[33] B. C. Chakraborty, T. K. Samanta, On entire functions of L-bounded index, J. Pure Math., 18 (2001), 53–64.
[34] G. H. Fricke, Entire functions of locally slow growth, J. Anal. Math., 28 (1975), no. 1, 101–122.
[35] W. K. Hayman, Differential inequalities and local valency, Pacific J. Math., 44 (1973), no. 1, 117–137.
[36] G. J. Krishna, S.M. Shah Functions of bounded indices in one and several complex variables, In: Mathematical
essays dedicated to A.J. Macintyre, Ohio Univ. Press, Athens, Ohio, 1970, 223–235.
[37] A. D. Kuzyk, M. M. Sheremeta, Entire functions of bounded l-distribution of values, Math. Notes. 39 (1986),
no. 1, 3–8. dx.doi.org/10.1007/BF01647624
55
[38] V. O. Kushnir, M. M. Sheremeta, Analytic functions of bounded l-index, Mat. Stud., 12 (1999), no. 1, 59–66.
[39] B. Lepson, Differential equations of infinite order, hyperdirichlet series and analytic in Bn functions of bounded
index, Proc. Sympos. Pure Math., Amer. Math. Soc.: Providence, Rhode Island, 2 (1968), 298–307.
[40] F. Nuray, R.F. Patterson, Entire bivariate functions of exponential type, Bull. Math. Sci., 5 (2015), no. 2,
171–177. dx.doi.org/10.1007/s13373-015-0066-x
[41] F. Nuray, R.F. Patterson, Multivalence of bivariate functions of bounded index, Le Matematiche, 70 (2015),
no. 2, 225–233. dx.doi.org/10.4418/2015.70.2.14
[42] L. I. Ronkin, Introduction to theory of entire functions of several variables, Nauka, Moscow, (1971) (in Rus-
sian). Engl. transl.: Ronkin, L. I.: Introduction to theory of entire functions of several variables. AMS,
Translations of mathematical monographs, V. 44, (1974)
[43] W. Rudin, Function Theory in the unit ball on Cn, Reprint of the 1980 Edition. Springer, 2008.
[44] M. Salmassi, Functions of bounded indices in several variables, Indian J. Math., 31 (1989), no. 3, 249–257.
[45] S. M. Shah, Entire function of bounded index, Lect. Notes in Math., 599 (1977), 117–145.
[46] M. Sheremeta, Analytic functions of bounded index, Lviv: VNTL Publishers, 1999, 141 p.
[47] S. N. Strochyk, M. M. Sheremeta, Analytic in the unit disc functions of bounded index, Dopov. Akad. Nauk
Ukr., (1993), no. 1, 19–22. (Ukrainian)
[48] M. N. Sheremeta, A. D. Kuzyk, Logarithmic derivative and zeros of an entire function of bounded l-index, Sib.
Math. J., 33 (1992), no. 2, 304–312.
[49] K. Zhu, Spaces of holomorphic functions in the unit ball, Graduate Texts in Mathematics, Springer, New York,
2005.
Department of Advanced Mathematics
Ivano-Frankivs’k National Technical University of Oil and Gas
andriykopanytsia@gmail.com
Department of Function Theory and Theory of Probability
Ivan Franko National University of Lviv
olskask@gmail.com
