Abstract. In this paper we study some properties of the Helton class of an operator. In particular, we show that the Helton class preserves the quasinilpotent property and Dunford's boundedness condition (B). As corollaries, we get that the Helton class of some quadratically hyponormal operators or decomposable subnormal operators satisfies Dunford's boundedness condition (B).
Introduction

Let H be a complex (separable) Hilbert space and let L(H) denote the algebra of all bounded linear operators on H. If T ∈ L(H), we write σ(T ) for the spectrum of T . An operator T ∈ L(H) is said to be normal if T and T * commute, where T * is the adjoint of T . An operator T ∈ L(H) is said to be subnormal if there is a Hilbert space K containing H and a normal operator N on K such that N leaves H invariant and T = N | H . An operator T ∈ L(H) is said to be hyponormal if T * T ≥ T T * . An operator T is quadratically hyponormal if and only if aT
2 +bT +cI is hyponormal for all a, b, c ∈ C. Indeed, every subnormal operator is quadratically hyponormal. But the converse is not true from [10] . An operator T is said to be normaloid if T = r(T ), where r(T ) is the spectral radius of T . An operator T is said to be spectraloid if w(T ) = r(T ), where w(T ) denotes the numerical radius of T . For an operator T ∈ L(H) having the single valued extension property and for x ∈ H we can consider the set ρ T (x) of elements λ 0 ∈ C such that there exists an analytic function f (λ) defined in a neighborhood of λ 0 , with values in H, which verifies (λ − T )f (λ) ≡ x. Throughout this paper, we denote σ T (x) = C\ρ T (x).
An operator T ∈ L(H)
Assume that T has the single valued extension property. If there exists a constant k such that for every x, y ∈ H with σ T (x) ∩ σ T (y) = ∅ we have
where k is independent of x and y, we say that an operator T satisfies Dunford's boundedness condition (B).
Let R and S be in L(H) and let
Let R ∈ L(H).
If there is an integer k ≥ 1 such that an operator S satisfies C(R, S) k (I) = 0, we say that S belongs to Helton class of R with order k. We denote this by S ∈ Helton k (R).
In this paper we study some properties of the Helton class of an operator. In particular, we show that the Helton class preserves the quasinilpotent property and Dunford's boundedness condition (B). As corollaries, we get that the Helton class of some quadratically hyponormal operators or decomposable subnormal operators satisfies Dunford's boundedness condition (B).
Some properties
In this section, we study some properties of the Helton class of operators. First, we start with the following proposition.
Proposition 2.1. Let R and S be in L(H) and S ∈ Helton k (R) for some integer k ≥ 1. Then the following statements hold:
(
of all invariant subspaces (including (0) and H) for R, and
Next we consider some relations of invertible operators through the Helton class.
Proposition 2.2. Let S and R be invertible in L(H).
, then the following equation holds:
So by the similar method we can show that S ∈ Helton k (R). The converse implication is similar.
Next we study the Helton class of upper triangular operator matrices. Proof. Since S ii ∈ Helton 2 (R ii ) by Lemma 2.3, the proof follows from [7] .
Next we study the Helton class of operators on 2-dimensional Hilbert space.
Lemma 2.5. Let A be a 2×2 matrix on C 2 , B ∈ Helton 2 (A), and A be similar to R = ( a b 0 c ). Then we get the following cases: 
Hence we get the following equations:
From (4), we get γ = 0 or α + δ = 2c. If γ = 0, then we get the following equations:
From (6) and (8), we obtain α = a and δ = c. Hence from (7) we have β = b since a = c by hypothesis. Therefore
Assume that α + δ = 2c. We consider two cases: β = 0 and β = 0. If β = 0, then from (5) So we have
since a = c. From (2) and (9) we obtain that
Hence from (9) and (10) we get
and finally from (11) we have a = c, which contradicts the hypothesis.
(ii) If a = c and A is similar to R = ( a 0 0 a ), then A = R. Since any 2 × 2 matrix B is similar to an upper triangular matrix or a lower triangular matrix, first we assume that B is similar to S = Proof. The first statement is clear from Lemma 2.5. Since the matrix A has two distinct eigenvalues we have the case of (i) in Lemma 2.5. So A and B are similar to R, which means that B is similar to A. 
Recall that an operator S ∈ L(H) is quasinilpotent if σ(S)
. Thus R * is quasinilpotent by the same argument as above. So R is quasinilpotent.
A bounded linear operator S on H is called a generalized scalar operator if there is a continuous unital morphism of topological algebras
such that Φ(z) = S, where as usual z stands for the identity function on C and C ∞ 0 (C) stands for the space of compactly supported functions on C that are continuously infinitely differentiable.
Corollary 2.8. Let R ∈ L(H) be quasinilpotent and S ∈ Helton k (R). Then (1) if S is a generalized scalar operator, then S is nilpotent, and (2) if S is hyponormal, then S is a zero operator.
Proof. The first statement follows from Theorem 2.7 and [8] . (2) Since S is hyponormal and quasinilpotent by Theorem 2.7, S is a zero operator.
Next we show that the Helton class preserves Dunford's boundedness condition (B). First, we give some direct proof for the following lemma which is known in [8] .
Lemma 2.9 ([8]). If R has the single valued extension property and S ∈
Proof. If S ∈ Helton k (R) and R has the single valued extension property, then S has the single valued extension property from [7] . Next, let f (λ) be an analytic function which verifies (λ − S)f (λ) = x. Since (λ − S)f (n) (λ) = −nf (n−1) (λ) for every positive integer n, it is an easy calculation to show that
Then g(λ) is analytic and
then w(R) ≤ w(S), where w(R) and w(S) are the numerical radii of R and S, respectively, and (4) if R satisfies the single valued extension property and Dunford's boundedness condition (B), then so does S.
Proof. (1) Since r(S) = sup{|λ| : λ ∈ σ(S)} and σ(S) is compact, there exists λ 0 ∈ σ(S) such that r(S) = |λ 0 |. In fact, the maximum is attained on the boundary of σ(S), i.e., λ 0 ∈ ∂σ(S). Since S ∈ Helton k (R), σ ap (S) ⊂ σ ap (R) by [9] . So λ 0 ∈ ∂σ(S) ⊂ σ ap (S) ⊂ σ ap (R) and hence |λ 0 | ≤ r(R). Thus we have r(S) ≤ r(R). On the other hand, we obtain r(R * ) ≤ r(S * ), because R * ∈ Helton k (S * ). Since r(R * ) = r(R) and r(S * ) = r
(S), we have r(R) ≤ r(S). So r(R) = r(S).
then w(R) = r(R). Since r(S) ≤ w(S) by [5], we get that w(R) ≤ w(S).
(4) By [7] , S has the single valued extension property. Assume that x and y are any vectors in H such that σ S (x) ∩ σ S (y) = ∅. Since σ R (x) ⊂ σ S (x) and σ R (y) ⊂ σ S (y) from Lemma 2.9, σ R (x)∩σ R (y) = ∅. Since R satisfies Dunford's boundedness condition (B), there exists a constant k such that ||x|| ≤ k||x+y||, where k is independent of x and y. Hence S satisfies Dunford's boundedness condition (B).
Let S 1 (S) := {δ ⊂ C : the vectors of the form x + y with σ S (x) ⊂ δ and σ S (y) ⊂ C \ δ are dense in H}. 
Proof. Since S has the single valued extension property from [7] and satisfies Dunford's boundedness condition (B) from Theorem 2.10, the proof follows from [4, p. 242] .
Recall that the residual spectrum of R, σ r (R), is the set of λ ∈ σ(R) for which R − λ is one to one and ran(R − λ) is not dense in H. Proof. If R is a quadratically hyponormal operator, it is well-known that R has the single valued extension property. So S has the single valued extension property from [7] . Assume that
To obtain x, y = 0 we need to show that σ r (R) ⊂ σ r (S). If λ ∈ σ r (R), then R − λ is one to one and ran(R − λ) is not dense in H. So λ / ∈ σ p (R). Since σ p (S) ⊂ σ p (R) by [9] , λ / ∈ σ p (S) and hence S − λ is one to one. We also have ran(S − λ) = H, since Γ(R) ⊂ Γ(S), where Γ(R) = {λ ∈ C : ran(R − λ) = H} by [9] . Thus σ r (R) ⊂ σ r (S) and hence σ r (R) = ∅. So x, y = 0 follows from [10] . Moreover, since x, y = 0, x ≤ x + y holds. Hence S satisfies Dunford's boundedness condition (B). Proof. Since R has the single valued extension property, S has the single valued extension property from [7] . If σ S (x) ∩ σ S (y) = ∅, then σ R (x) ∩ σ R (y) = ∅ from Lemma 2.9. Hence x, y = 0 from [11] . Moreover, since x, y = 0, x ≤ x + y holds. Hence S satisfies Dunford's boundedness condition (B).
Corollary 2.14. Let S ∈ Helton k (R). Suppose that R is a quadratically hyponormal operator and σ r (S) = ∅ or R is a decomposable subnormal operator. If there exist nonzero vectors x and y such that σ S (x) ∩ σ S (y) = ∅, then S has a nontrivial invariant subspace.
Proof. Let λ 0 ∈ ρ S (x). Then there exists an analytic function f (λ) defined in a neighborhood of λ 0 , with values in H, which verifies (λ − S)f (λ) ≡ x. Since (λ − S)S n f (λ) ≡ S n x for any nonnegative integer n, λ 0 ∈ ρ S (S n x). Thus σ S (S n x) ⊂ σ S (x). Hence σ S (S n x) ∩ σ S (y) = ∅. By Corollaries 2.12 and 2.13, we get that S n x, y = 0 for any nonnegative integer n. Hence ∨ n≥0 {S n x} is a nontrivial invariant subspace for S.
