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Abstract
This thesis develops optimization based techniques for the control of building heating,
ventilation, and air-conditioning (HVAC) systems for the provision of demand response and
ancillary services to the electric grid.
The ﬁrst part of the thesis focuses on the development of the open source MATLAB
toolbox OpenBuild, developed for modeling of buildings for control applications. The
toolbox constructs a ﬁrst-principles based model of the building thermodynamics using
EnergyPlus model data. It also generates the disturbance data aﬀecting the models and
allows one to simulate various usage scenarios and building types. It enables co-simulation
between MATLAB and EnergyPlus, facilitating model validation and controller testing.
OpenBuild streamlines the design and deployment of predictive controllers for control
applications.
The second part of the thesis introduces the concept of buildings acting as virtual storages
in the electric grid and providing ancillary services. The control problem (for the bidding
phase) to characterize the ﬂexibility of a building, while also participating in the intraday
energy market, is formulated as a multi-stage uncertain optimization problem. An approxi-
mate solution method based on a novel intraday control policy and two-stage stochastic
programming is developed to solve the bidding problem. A closed loop control algorithm
based on a stochastic MPC controller is developed for the online operation phase. The
proposed control method is used to carry out an extensive simulation study using real
data to investigate the ﬁnancial beneﬁts of oﬃce buildings providing secondary frequency
control services to the grid in Switzerland. The technical feasibility of buildings providing a
secondary frequency control service to the grid is also demonstrated in experiments using
the experimental platform (LADR) developed in the Automatic Control Laboratory of EPFL.
The experimental results validate the eﬀectiveness of the proposed control method.
The third part of the thesis develops a hierarchical method for the control of building HVAC
systems for providing ancillary services to the grid. Three control layers are proposed:
The local building controllers at the lowest level track the temperature set points received
from the thermal ﬂexibility controller that maximizes the ﬂexibility of a building’s thermal
consumption. At the highest level, the electrical ﬂexibility controller controls the HVAC
system while maximizing the ﬂexibility provided to the grid. The two ﬂexibility control layers
are based on robust optimization methods. A control-oriented model of a typical air-based
HVAC system with a thermal storage tank is developed and the eﬃcacy of the proposed
control scheme is demonstrated in simulations.
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Résumé
Cette thèse développe des méthodes basées sur l’optimisation pour la commande du
chauﬀage, de l’air conditionné des bâtiments (HVAC) pour la provision de services de
réponse et services auxiliaires pour le réseau électrique.
La première partie de la thèse se concentre sur le développement de la toolbox open
source Openbuild, développée pour la modélisation des bâtiments pour des applications de
commandes. La toolbox construit un modèle du bâtiment basé sur la thermodynamique
en utilisant les données d’un modèle EnergyPlus. Elle génère également les données de
perturbations aﬀectant le modèle et permet de simuler le bâtiments dans divers scénarios.
Elle permet la co-simulation entre Matlab et EnergyPlus, facilitant la validation des modèles
créés et le test de contrôleurs. Openbuild améliore la conception et le déploiement de
contrôleurs prédictifspour les applications de commande.
La deuxième partie de la thèse introduit le concept de bâtiments agissant comme des unités
de stockage virtuelles sur le réseau électrique et oﬀrant des services auxiliaires. Le problème
(pour la phase d’oﬀre) de formuler le problème de ﬂexibilité, tout en participant au marché
d’énergie intra-jour, est formulé comme un problème d’optimisation incertain multi-périodes.
Une méthode de solution approchée basée sur une nouvelle loi de commande intra-jour et
l’optimisation stochastique deux-périodes a été développée pour résoudre le problème d’oﬀre.
Un algorithme de commande en boucle fermée basé sur un algorithme MPC stochastique
a été développé pour la phase opérationnelle en temps réel. La méthode proposée est
utilisée pour une études extensive en simulation utilisant des données réelles pour explorer
le potentiel ﬁnancier de bâtiments participant à la provision de services auxiliaires en Suisse.
La faisabilité technique de la provision de contrôle de fréquence secondaire au réseau
est également démontré dans des expériences avec la plateforme LADR développée au
laboratoire d’automatique de l’EPFL. Les résultats expérimentaux valident l’eﬃcacité de la
méthode de commande proposée.
La troisième partie de la thèse développe une méthode hiérarchique pour la commande
des systèmes de chauﬀage et air conditionné des bâtiments pour la provision de services
auxiliaires au réseau. Trois niveaux de commandes sont proposés : le contrôleur local du
batiment au niveau le plus bas poursuit la consigne de température reçue du contrôleur de
ﬂexibilité thermique qui maximise la ﬂexibilité dans la consommation thermique du batiment.
Au plus haut niveau, le contrôleur de ﬂexibilité électrique contrôle le systeme HVAC tout
en maximisant la ﬂexibilité oﬀerte au réseau. Les deux contrôleurs de ﬂexibilité sont basés
sur des méthodes d’optimisation robuste. Un modèle adapté à la commande d’un système
v
Résumé
HVAC aveccirculation d’air typique avec un stockage thermique est développé et l’eﬃcacité
du schéma de commande proposé est démontrée en simulations.
Mots clés : Demande Réponse, services auxiliaires, commande des bâtiments, modélisation
de la thermodynamique des bâtiments, modélisation et commande des systèmes HVAC, op-
timisation stochastique, optimisation robuste, smart grids, contrôle de fréquence secondaire,
MPC.
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1 Introduction
The generation of electricity from clean renewable sources (wind and solar) is increasing
around the world, and this trend is expected to continue. The European Union 2030
Energy Strategy has set a target of at least 27% share of renewables in the total energy
consumption by the year 2030 [1]. Although renewable energy has many beneﬁts, including
a reduction in greenhouse gas emissions, the intermittent nature of renewable sources (wind
and solar) create new challenges for grid operators [2]. Critically, an increasing amount
of balancing reserves are required by the grid to maintain smooth operation [3]. This
has compelled grid operators to look beyond traditional providers (power generators) of
balancing reserves to demand-side resources [4], i.e., loads providing ancillary services (AS).
Loads have the potential to facilitate the integration of renewable energy by providing AS
at reduced ﬁnancial and carbon costs.
While providing AS, the loads are required to achieve their primary objectives, therefore only
ﬂexible loads have the potential of providing AS. Various diﬀerent types of loads have been
identiﬁed in literature for providing AS [5], [6], [7], and commercial buildings are considered
to be particularly suitable for various reasons.
In the European Union, 37% of the total energy consumption is by buildings, of which approx-
imately one third is consumed by commercial buildings. It is estimated that approximately
50% of the energy in buildings is consumed by heating ventilation and air-conditioning
(HVAC) systems. The primary objective of a building HVAC system is to maintain occupant
comfort, while minimizing the operational costs. The comfort requirements are usually
deﬁned by a temperature range, and since the building thermodynamics are slow, this allows
the buildings to have a ﬂexible consumption. Moreover, most commercial buildings are
also equipped with the sensors and building management systems needed to run advanced
control. All these factors make buildings an excellent target for providing ﬂexibility to the
grid.
The model predictive control (MPC) framework has been identiﬁed to be ideally suited for
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building control because of its ability to handle constraints and to incorporate predictions
of future weather, electricity prices, and disturbances impacting building operation. This
optimization based control framework is perfectly suited to design novel controllers that
enable buildings to act as virtual storages, providing ﬂexibility in the modern electric grid.
This has the potential to not only help the grid, but to also result in a ﬁnancial beneﬁt for
the buildings.
Several research questions must be examined to enable buildings to provide ﬂexibility to the
grid:
• How to model the building thermodynamics eﬃciently for optimization based control?
• How to characterize the ﬂexibility in electricity consumption of a building?
• What is the ﬁnancial value of buildings providing ancillary services?
• Can a demand response / ancillary services provision solution be practically deployed
in buildings?
• How to control the diﬀerent components of a complex HVAC system (in commercial
buildings) to interact with the diﬀerent markets involved in the provision of ﬂexibility
(ancillary service) to the grid?
This thesis is based on an MPC framework and addresses all the above research questions.
The thesis is structured in three parts, and the main contributions of all the following
chapters are summarized below.
Part I - OpenBuild
Chapter 2 - Literature review
This chapter reviews the existing literature relevant for this part, and presents the necessary
background material. The objectives of a traditional building controller are presented, and
the components and control of a typical HVAC system are discussed. The advantages
and challenges of using model predictive control for the control of buildings are discussed.
The existing building energy simulation tools (particularly EnergyPlus) are introduced
followed by a discussion on the existing methods for building modeling and their drawbacks.
The components of a typical MPC problem for building control are introduced, and it is
highlighted that obtaining a control-oriented model of the building is one of the major
challenges in using MPC for buildings.
Chapter 3 - The OpenBuild Toolbox
Many high performance building energy modeling and simulation tools exist, but they are
too complicated to use as prediction models in optimization based control design. Eﬃcient
control-oriented modeling of building thermodynamics remains one of the major diﬃculties
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in deploying MPC controllers in practice. This chapter presents the MATLAB toolbox
OpenBuild, developed together with another PhD student Tomasz T. Gorecki, to facilitate
modeling, controller design, and simulations for buildings. The toolbox works in combination
with the simulation software EnergyPlus, and enables automatic generation of linear state-
space building thermodynamic models using EnergyPlus building models. The modeling
procedure in OpenBuild is based on a ﬁrst principles RC modeling approach. The physical
phenomena modeled include heat transfer through conduction, convection, long-wave, and
short-wave radiation. The impact of external weather conditions (outside temperature,
solar gains, etc.), and internal gains (heat transfer due to occupants, electrical equipment,
and lights) is added to the model as a disturbance input. The disturbance data aﬀecting
the model is also extracted from EnergyPlus simulation data. The quality of the generated
models is validated against the original EnergyPlus models and an example illustrating the
use of the toolbox is presented.
The main contributions of the OpenBuild toolbox are:
• The toolbox enables control-oriented modeling of building thermodynamics, and
streamlines the design and deployment of predictive controllers.
• The toolbox gives access to a large number of validated realistic building models
and disturbance data (from EnergyPlus model databases) to simulate various usage
scenarios and building types.
• The toolbox facilitates co-simulation between MATLAB and EnergyPlus which allows
one to do realistic simulations with a controller implemented in MATLAB, and
simulation model in EnergyPlus for model validation and controller testing.
Chapter 3 is based on the following paper, and most of the text and content in Sections 3.2,
3.3, and 3.5 has appeared in this paper.
• T. Gorecki, F. Qureshi, and C. Jones, “Openbuild : an integrated simulation environ-
ment for building control”, in Control Applications (CCA), 2015 IEEE Conference on,
2015, pp. 1522–1527. DOI: 10.1109/CCA.2015.7320826
Chapter 4 - Use of the OpenBuild toolbox
OpenBuild is developed on open-source principles and is freely available for use. Chapter 4
lists the teaching and research projects conducted in our lab, and in other institutes that
use OpenBuild.
Part II - Ancillary Services
Chapter 5 - Ancillary Services Provision: Theory
This chapter introduces the concept of buildings acting as virtual storages in the electric
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grid and providing ancillary services. The objective is to characterize the ﬂexibility in the
electric consumption of a building, and to use this ﬂexibility for grid support. It is shown
that participating in the intraday energy market may increase the virtual storage capacity of
a building. The two phases - online and oﬄine of secondary frequency control provision
are introduced. The control problem of a building providing a secondary frequency control
service to the grid, while also participating in the intraday energy market is formulated, and
solved using a novel approximation method. The eﬃcacy of the proposed control solution
is demonstrated in simulations.
The key novelties of this chapter are:
• To formulate the problem of characterizing the ﬂexibility of a building, while also
participating in the intraday energy market, as a multi-stage uncertain optimization
problem.
• To develop an approximate solution method for the ﬂexibility characterization problem
using a novel intraday control policy and two-stage stochastic programming.
• To develop a closed loop control algorithm based on a stochastic MPC controller for
the online phase of operation.
This chapter is based on the following paper, and most of the text and content in Sections 5.3,
5.4, and 5.5 has appeared in this paper.
• F. A. Qureshi, I. Lymperopoulos, A. A. Khatir, and C. N. Jones, “Economic
advantages of oﬃce buildings providing ancillary services with intraday participation”,
IEEE Transactions on Smart Grid, vol. PP, no. 99, pp. 1–1, 2016, ISSN: 1949-3053.
DOI: 10.1109/TSG.2016.2632239
Chapter 6 - Ancillary Services Provision: Economics
Suﬃcient ﬁnancial beneﬁts are required for large commercial buildings to invest in deploying
advanced control methods for providing ﬂexibility to the grid. This chapter investigates the
economic beneﬁt for a typical oﬃce building providing a secondary frequency control service
to Swissgrid, the Swiss Transmission System Operator (TSO). The control methodology
presented in Chapter 5 is adapted for the particular building, HVAC, and the Swiss market
remuneration structure and is used to carry out a detailed simulation study. The operation
of the Swiss ancillary services, electricity spot, and intraday markets is summarized, and all
the costs and rewards associated with the provision of ancillary services in Switzerland are
considered. Extensive simulations are carried out with real data for energy prices, ancillary
service bids, meteorological records and the frequency control signals for the year 2014.
The key outcomes of the study are:
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• Signiﬁcant savings are achieved, on average, for the building providing secondary
frequency control service to the grid, and these savings are further increased by
participating in the intraday energy market.
• The occupant comfort is increased as a by-product of providing ﬂexibility to the grid
which is counter-intuitive.
• The economic beneﬁt is sensitive to the price of electricity. Since, electricity prices
are slightly diﬀerent (due to diﬀerent distribution charges) at diﬀerent locations in
Switzerland, the ﬁnancial beneﬁt varies with the physical location of the building
within Switzerland.
This chapter is based on the following paper, and most of the text and content in Chapter 6
has appeared in this paper.
• F. A. Qureshi, I. Lymperopoulos, A. A. Khatir, and C. N. Jones, “Economic
advantages of oﬃce buildings providing ancillary services with intraday participation”,
IEEE Transactions on Smart Grid, vol. PP, no. 99, pp. 1–1, 2016, ISSN: 1949-3053.
DOI: 10.1109/TSG.2016.2632239
Chapter 7 - Ancillary Services Provision: Experiments
This chapter demonstrates the technical feasibility of oﬃce buildings providing regulation
services using a laboratory-scale experimental setup. Speciﬁcally, the case of a building
providing secondary frequency control service in Switzerland is considered. The experimental
platform LADR (Laboratoire d’Automatique Demand Response), developed with three other
PhD students (Tomasz Gorecki, Luca Fabietti, and Altug Bitlislioglu), for the validation
of control algorithms is introduced. The control method described in Chapter 5 for the
provision of ancillary services is used to characterize the ﬂexibility of the building and closed
loop experiments are carried out, over an extended period of time (10 to 24 hours), to
control the heating in occupied oﬃces in the lab, for the provision of ancillary services,
while maintaining occupant comfort and operational constraints.
The main novelties of this chapter are:
• To demonstrate the technical feasibility of buildings providing a secondary frequency
control service.
• To experimentally validate the ﬂexibility characterization method and the closed loop
control algorithm presented in Chapter 5. The success of the experiments despite
uncertainties in weather prediction and occupancy demonstrate the robustness of the
proposed control approach.
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• To compare (in simulations and experiments) the control methodology proposed in
Chapter 5 to an alternative robust optimization based control method developed in
the lab. The results showed that the proposed control method is less conservative
compared to the alternative approach.
Most of the text and content in Section 7.3, and 7.4 has appeared in the following paper.
• L. Fabietti, T. Gorecki, F. Qureshi, A. Bitlislioglu, I. Lymperopoulos, and C. Jones,
“Experimental implementation of frequency regulation services using commercial
buildings”, IEEE Transactions on Smart Grid, vol. PP, no. 99, pp. 1–1, 2016, ISSN:
1949-3053. DOI: 10.1109/TSG.2016.2597002
Part III - Hierarchical Control
Chapter 8 - Hierarchical Control of Building HVAC System for Ancillary Services
Provision
Most large commercial buildings have complicated HVAC systems, while the existing methods
to characterize a building’s ﬂexibility assume simplistic HVAC systems, restricting their
applicability to controlled (laboratory) environments. This chapter presents a hierarchical
scheme for the control of a typical building HVAC system for providing secondary frequency
control service to the grid. The proposed scheme separates the control of the building zones
and the HVAC system. The problem is decoupled into three layers - local zone controllers,
thermal ﬂexibility controller, and electrical ﬂexibility controller. The local building controllers
are at the lowest level and track the temperature setpoints received from the thermal
ﬂexibility controller. The thermal ﬂexibility controller maximizes the ﬂexibility in the thermal
consumption of the building zones, and abstracts out all the information required at the
higher control layer. At the highest level, the electrical ﬂexibility controller uses the thermal
ﬂexibility and controls the HVAC system to provide ﬂexibility to the grid. The two ﬂexibility
control layers are based on robust optimization methods. The thermal ﬂexibility problem
is formulated as a convex robust optimization problem and is approximated using linear
decision rule policy, while the electrical ﬂexibility problem is formulated as a non-convex
robust optimization problem and is approximated using two-stage robust programming. A
control-oriented model of a typical HVAC system is developed, and simulations are carried
out to demonstrate the eﬃcacy of the proposed approach. The results show that exploiting
the variable COP of the HVAC system might add extra ﬂexibility on top of the ﬂexibility
from the building thermodynamics and thermal storage.
The key contributions of this chapter are:
• To develop a control-oriented model of a typical air-based HVAC system and thermal
storage.
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• To develop a hierarchical method for the control of a typical HVAC system for ancillary
services provision. The developed method separates the thermal and electrical ﬂexibility
of the building and scales better for large buildings due to its hierarchical structure.
This chapter is based on the following technical report and most of the text and content in
this chapter has appeared in this report.
• Faran A. Qureshi, and Colin N. Jones. “Hierarchical Control of Building HVAC System
for Ancillary Services Provision”. Technical Report, 2017.
Additional Publications
The following papers were published during the Ph.D. study, and are not included in this
thesis.
• F. Qureshi, T. Gorecki, and C. N. Jones, “Model Predictive Control for Market-Based
Demand Response Participation”, in Proceedings of the 19th IFAC World congress,
vol. 47, Cape Town, South Africa, 2014, pp. 11 153–11 158
• I. Lymperopoulos, F. A. Qureshi, T. Nghiem, A. A. Khatir, and C. N. Jones,
“Providing Ancillary Service with Commercial Buildings: The Swiss Perspective”, in
9th IFAC International Symposium on Advanced Control of Chemical Processes
(ADCHEM), Whistler, BC, Canada, 2015
• X. T. Nghiem, A. Bitlislioglu, T. T. Gorecki, F. A. Qureshi, and C. Jones, “Open-
BuildNet Framework for Distributed Co-Simulation of Smart Energy Systems”, in
Proceedings of the 14th International Conference on Control, Automation, Robotics
and Vision, 2016
• T. T. Gorecki, L. Fabietti, F. A. Qureshi, and C. N. Jones, “Experimental Demon-
stration of Buildings Providing Frequency Regulation Services in the Swiss Market”,
Energy and Buildings, pp. –, 2017, ISSN: 0378-7788. DOI: http://dx.doi.org/10.
1016/j.enbuild.2017.02.050
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Part IOpenBuild
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This part of the thesis focuses on the development of the toolbox OpenBuild for modeling
of buildings for control applications. We start by introducing the problem of building control
in Chapter 2 and we examine the shortcomings of the current practice of optimal control
of buildings. In Chapter 3, we introduce the OpenBuild toolbox and demonstrate how it
helps alleviating some of these shortcomings and give examples of its use. Finally, we review
where the OpenBuild toolbox was used in Chapter 4 before providing a detailed description
of the modeling procedure in Appendix A.
The OpenBuild toolbox has been developed as a joint work between Faran A. Qureshi, and
Tomasz T. Gorecki within the Green Energy Management of Structure (GEMS) project.
As a consequence, this part of the thesis is co-authored and appears for the most part
identically in both theses.
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2 Literature review
2.1 Building Control
2.1.1 The main objectives of building control
The objectives of building control and the most important aspects of room automation
are discussed here. Building control aims to fulﬁll the following objectives, by order of
importance:
• Maintain occupant comfort in the building, for example keeping the temperature in
occupied spaces at an appropriate level.
• Maintain the equipment in a safe operating mode, for example avoiding excessive
cycling of compressors in heat pumps.
• Optimize the cost of operation of the building, for example by minimizing the energy
consumption, using storage systems eﬃciently, and operating the equipment at its
optimal coeﬃcient of performance.
For the temperature management of the building, regulation and stability are not the
primary control issues. The main issue is rather related to the economically eﬃcient use of
the heating, ventilation, and air-conditioning (HVAC) system to maintain optimal comfort
conditions.
Comfort in buildings
Americans spend 87% of their time indoors [15], and since comfort conditions directly
inﬂuence the productivity and well-being of building occupants [16], comfort is a crucial
objective in the design and operation of building spaces and equipment. Comfort in indoor
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spaces depends on multiple factors, including temperature, humidity, air quality and lighting.
It is important to note that comfort depends both on the design of the indoor space, for
example the materials used for construction and on the proper operation and active control
of the HVAC system and other elements such as blinds. Thermal comfort has been studied
extensively and multiple models have been devised to measure it quantitatively, such as the
predicted mean vote (PMV) and the predicted percentage of dissatisﬁed (PPD) [17], [18],
relating temperature, humidity but also season to comfort. Some of these are discussed in
more detail in Appendix B.
Energy cost
Buildings are responsible for 37% of the total energy consumed in the European Union [19],
one third of which concerns commercial buildings and the rest residential buildings. It is
estimated that about 50% of the energy in buildings is consumed by the HVAC system.
That represents a very large share of the total energy consumed worldwide and a great
target for potential savings [20]. Policies have recently focused on setting new standards
for building energy eﬃciency, such as the recent European Energy Performance of Buildings
Directive [21], reﬂecting a global concern for improving energy eﬃciency of buildings.
Accordingly, academic research has also focused more and more on energy eﬃciency of
buildings, including the control sytems of buildings [22], [23].
2.1.2 A traditional HVAC system and its control
There exists a very large range of HVAC systems, but structural similarities exist, in particular
in their overall organization. Large HVAC systems include a supply loop and a distribution
loop. The heat or cold is generated in the supply loop in a boiler/chiller/heat pump. It
is then transported to heating/cooling coils through a ﬂuid loop (generally water). The
heating/cooling coils transfer the heat/cold to the ﬂuid (air or water) circulating in the
distribution loop. The ﬂuid of the distribution loop is in turn circulated to the zones and the
heat/cold is delivered to the room through air exchangers or a radiant system. Figures 2.1
and 2.2 illustrate standard heating and cooling system architectures.
The control systems also have typical conﬁgurations as reported in [24]:
HVAC systems are typically controlled using a two-level control structure. Lower-level
local-loop control of a single set point is provided by an actuator. For example, the supply
air temperature from a cooling coil is controlled by adjusting the opening of a valve that
provides chilled water to the coil. The upper control level, also called supervisory control,
speciﬁes set points and other time-dependent modes of operation.
Control of a variable air volume (VAV) cooling system (Figure 2.1) responds to changes
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Figure 2.1 – Prototypical cooling system. From [24]
Figure 2.2 – Prototypical heating system. From [24]
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in building cooling requirements. As the cooling demand increases, the zone temperature
rises as energy gains to the zone air increase. The zone controller responds to higher
temperatures by increasing local ﬂow of cool air by opening a damper. Opening a damper
reduces static pressure in the primary supply duct, which causes the fan controller to create
additional airﬂow. With greater airﬂow, the supply air temperature of the cooling coils
increases, which causes the air handler feedback controller to increase the water ﬂow by
opening the cooling coil valves. This increases the chilled-water ﬂow and heat transfer to
the chilled water (i.e., the cooling demand).
The control of a hot-water heating system (Figure 2.2) is similar. As the heating demand
increases, the zone temperature falls as energy gains to the zone air decrease. The zone
controller responds to lower temperatures by opening a control valve and increasing the
ﬂow of hot water through the local reheat coil. Increasing water ﬂow through the reheat
coils reduces the temperature of the water returned to the boiler. With lower return water
temperature, the supply water temperature drops, which causes the feedback controller to
increase the boiler ﬁring rate to maintain the desired supply water temperature.
In Europe, it is fairly common to have water-based distribution loops with radiant heaters.
Water is circulated to the rooms and heat exchange happens through radiation and convection
between the radiators and the room air rather than direct air exchange. The control
architecture in this type of system is similar to the one used in air-based systems.
Set points and operating modes for HVAC equipment can be adjusted by the supervisory
layer to maximize overall operating eﬃciency. In modern buildings, the control is performed
in a computerized energy management systems (EMS) that aims at reducing utility costs.
Standard supervisory control uses a collection of rules to determine the best operating
points for the system. This is referred to as rule based control (RBC). The design of the
rules is based on knowledge of the system, experience and tuning. As (i) the complexity of
the system increases with the addition of extra equipment such as thermal storage, on site
generation and shading control; and (ii) the objectives of the control system are becoming
increasingly complex, for example with peak shaving or optimal response to dynamic pricing,
the complexity of rule-based controllers also increases [25]. Tuning may be impractical and
RBC altogether inadequate for these complex objectives.
Numerous researchers focus on optimization-based strategies for energy-optimal control of
buildings. Early works such as [26] have used oﬄine optimization to improve the operation
of the system, in this case the night setback strategy. [24] provides an extensive list of
such optimized strategies that can then be used in the rule-based controller to improve
operation. Recent years have shown a surge of interest in dynamic optimization and in
particular model predictive control (MPC) for energy-optimal control of buildings. The
framework of MPC is particularly suitable for building control due to its capability to handle
constraints and to account for future weather, occupancy, and electricity price predictions
in the control formulation.
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2.1.3 MPC for Building Control
Building control has been identiﬁed as a natural ﬁeld for the application of MPC, due to
various reasons, including its ability to handle constraints and complex objectives easily, the
slow dynamics of buildings, and the fact that stability is not the primary concern of building
control. The use of model predictive control has been explored extensively in the context of
building control. Diﬀerent objectives have been studied in the literature, such as total cost
minimization [27], [28], [29], peak power reduction [30], [31], energy-optimal use of the
building, and diﬀerent types of demand response objectives [32], [33]. A variety of systems
has been considered, including mixed-mode buildings [34], [35], storage systems [36], [37],
[32], combined heat and power units [38], or passive solar systems [39].
It has been outlined that forecasts also play an important role, and have received special
attention, in particular models for occupancy [40], [41] and the impact of weather on the
building [42].
Speciﬁc eﬀorts have been initiated in MPC theory to tackle building control problems, such
as handling of periodic constraints [43] or stochastic MPC [42], [44].
It has been identiﬁed that MPC can help in understanding how to improve existing rule-based
controllers. In [45], simpliﬁed operating rules are extracted from the results of the MPC
simulations using data-mining procedures. Various factors inﬂuencing the energy saving
potential of a building (utility rates, building mass, internal heat gains, eﬃciency of the
HVAC system, and outside weather conditions) are studied in [46]. This study concludes
that the factors aﬀecting the energy use of a building do not necessarily inﬂuence its energy
saving potential.
Summarizing the ﬁndings appearing throughout the literature, a few key advantages of
predictive control for buildings are:
• The ability to utilize more information than classic techniques about the current and
the future environment of the building when making control decisions. MPC oﬀers a
very natural way to feed forward information about weather, occupancy, and price
forecasts into the control scheme, and use it to optimize the control objective.
• The possibility to specify complex control objectives and constraints in an intuitive
manner.
Experimental at-scale implementations have also been conducted. Of particular interest
are the works [37], [47] where a hierarchical MPC controller is designed to improve the
operation of the cooling system of the University of California, Merced campus buildings.
The high-level MPC controller manages the energy conversion systems, including chillers, a
cooling tower, pumps and takes the building as a load. A lower-level MPC layer takes care
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of the air handling units (AHU) and the variable air volume (VAV) boxes. An improvement
of 19% of the average system COP is reported, resulting in signiﬁcant savings. It lead to an
improvement of the rule-based controller by ‘imitation’ of the optimal strategy deployed by
the MPC controller. In other works, signiﬁcant energy savings compared to the traditional
rule-based controllers are reported in [48] and [49] for campus buildings in Europe, operated
by reference tracking MPC controllers.
However, the key limiting factor to the deployment of MPC in buildings is usually the
availability of a prediction model. An interesting contribution in this regard is [50] which
reports that the identiﬁcation, commissioning and installation costs for an MPC controller
may in many cases outgrow its potential economic beneﬁts. Therefore, eﬀorts to facilitate
the design of MPC controllers for building are still needed.
2.2 Building Simulation Tools
Various tools have been developed for building modeling, simulation and control design.
Their strengths and weaknesses vary depending on the application. The most mature ones
include Modelica, TRANSYS, ESPr, eQuest, and EnergyPlus [51]. Modelica is an equation-
based modeling language that has a free open source building library which covers HVAC
systems, multi-zone heat transfer and heat ﬂow. It also enables real-time data exchange
with building automation systems. TRANSYS provides a transient simulation environment
and is well suited for the detailed analysis of solar systems, HVAC systems, renewable
generation, and co-generation systems. ESPr is based on a ﬁnite volume, conservation
approach and is powerful for simulating scenarios in diﬀerent operating and environmental
conditions. eQuest is a comprehensive building energy simulation tool and supports complex
geometries, and many HVAC conﬁgurations. EnergyPlus is a very detailed complete building
energy simulation software and includes many simulation capabilities.
The main diﬀerences between these tools lie in their simulation capabilities, modeling
approach, the way they handle interior and exterior surface convection, solar gain, data
exchange and the additional software they support. See [52] and Table 2.1 in [51] for a
detailed comparison of these tools.
2.2.1 EnergyPlus
EnergyPlus [53] is a detailed building energy simulation software developed by the U.S
Department of Energy (DOE) for the simulation of building, HVAC, lighting, occupancy,
ventilation, and other energy ﬂows in a building. It is typically used by architects, engineers,
and researchers and helps to optimize the building design for energy and water usage.
EnergyPlus is a combination of many modules working together to determine the heating or
18
2.2. Building Simulation Tools
cooling energy requirement of a building. It include modules for shading computation, day
lighting, window heat transfer, sky model, air loops simulation, zone equipment simulation,
airﬂow network, and conduction transfer function. Each module simulates and determines its
energy impact on the building and the HVAC system. The integrated simulation approach
used in EnergyPlus means that all modules are simulated concurrently and a constant
feedback between the modules ensures that a physically realistic solution is obtained.
Some of the key features of EnergyPlus include the integrated, simultaneous solution
of the thermal zone conditions and HVAC system response, heat-balance based solution
of radiant and convective eﬀects, sub-hourly user deﬁnable time steps for interaction
between the thermal zone and the environment, combined heat and mass transfer models,
illuminance and glare calculations, component-based HVAC supporting both standard and
novel conﬁgurations, a large number of built-in HVAC and lighting control strategies, import
and export of data with other engines for co-simulation, and generation of detailed output
reports with user deﬁned time-resolutions1.
EnergyPlus takes as inputs building description data and weather data as structured ASCII
text ﬁles. The core of the software is script based and does not have any oﬃcial GUI or
user interface. Third-party software has been developed, e.g., OpenStudio [54] to interface
with EnergyPlus. Generally, EnergyPlus, like most of the other detailed building simulation
software, is not considered an easy-to-use tool and requires experience.
One of the strengths of EnergyPlus is that it allows the simulation of diﬀerent types
of environments, building types, HVAC types and conﬁgurations, and external weather
conditions. It also enables the simulation of renewable, e.g., PV’s and co-generation units.
Another advantage is the free availability of a validated database of standard building
models of diﬀerent types and locations provided by the Reference Buildings database of
the U.S. DOE [55]. It includes models for oﬃces, warehouse, retail stores, malls, schools,
supermarkets, restaurants, hospitals, hotels, and apartment buildings. This database is
representative of approximately 70% of all the commercial buildings in the U.S. and is a
good resource to carry out simulations with a wide variety of buildings.
EnergyPlus building models are generally of good quality, and are considered to be a
reasonable representation of buildings. Various works have experimentally tested and
validated EnergyPlus models [56], [57], [58], [59]. However, EnergyPlus models, because of
their complexity, are not suitable as prediction models in optimization based control design.
Therefore, there is a need to develop a systematic modeling procedure to obtain simple, yet
representative models which can be used for control design.
1https://energyplus.net/
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2.2.2 MLE+
MLE+ [60] is a MATLAB / SIMULINK toolbox for co-simulation with EnergyPlus. The
toolbox provides an interface between EnergyPlus and MATLAB. It relies on BCVTB [61]
to handle the communication of data between the two pieces of software. It is useful to
carry out co-simulations where the building energy simulation is performed in EnergyPlus
and the controller design and implementation is done in MATLAB. It also helps collecting
data from EnergyPlus simulations for system identiﬁcation or analysis purposes.
Using MLE+ requires the knowledge of EnergyPlus and involves manual processing for
setting up the co-simulation which can be cumbersome when a large number of simulations
are required.
2.3 Building Modeling
Building thermodynamic modeling can broadly be divided into three main categories - ﬁrst
principles physics-based (white-box), data-driven (black-box), and a combination of physics-
based and data-driven (gray-box) modeling approaches [22], [62]. All these approaches
have been studied in the literature and have their associated beneﬁts and drawbacks.
First principles physics-based modeling methods [22], [62] involve constructing a detailed
model of the building thermodynamics based on the principles of heat transfer through
conduction, convection, and radiation. A Resistance-Capacitance (RC) network of nodes is
constructed where each node represents the temperature in a speciﬁc zone, wall, surface,
ceiling, or ﬂoor. The interconnection of nodes is deﬁned by the physical geometry of
the building. The model parameters (conduction, and convection coeﬃcients, etc.,) are
usually obtained from the knowledge of the construction material and architectural details.
Constructing these types of models is time consuming (especially for large buildings) and
requires expert knowledge of the building thermodynamics. The dimension of the model
can be quite large depending on the size of the building, whereas the quality of the model is
generally good.
Data driven modeling [63] approaches use experimental input-output data to learn a
dynamical model of the building thermodynamics. The advantage of this method is that
it does not require any knowledge of building construction or geometry, but the models
obtained by this method lack any physical interpretation. The procedure can be applied
to either the whole building or to a subsection of the building. Usually, a large data set is
required to obtain models of reasonable accuracy which is diﬃcult to obtain for an occupied
building. Moreover, the identiﬁcation data is also required to have a rich frequency content,
which is diﬃcult to obtain in a real building. Some authors have proposed to use the data
from the energy simulation software, e.g., EnergyPlus. OpenStudio was used in [64] to
perturb the EnergyPlus model and generate the experimental data which is then used to
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ﬁt a reduced-order linear model. The results demonstrated a model which was accurate
enough for control and was used in simulation to design an MPC controller. Generally,
there is no systematic method to select the structure and order of the model and it might
take several trial-and-error rounds to obtain a reasonable model.
Grey-box modeling or hybrid modeling [65] approaches ﬁrst choose a model structure based
on the physical knowledge of the building and use parameter estimation techniques to
identify the model parameters. Using a physical model structure reduces the requirement of
a large training data set, and can provide a better quality model compared to black-box
methods. [66] proposes a transfer function based model with parameters constrained to
satisfy a physical representation for energy ﬂows in the building. The model parameters were
identiﬁed using simulation data from TRANSYS and ﬁeld data from a test site, resulting in
a satisfactory model quality. [67] presented a Monte-Carlo simulations based method to
estimate the model parameters. [48] used subspace identiﬁcation with data generated from
EnergyPlus and divided the building into smaller parts to make sure that the estimation
algorithm could be applied with the available computational power, and combined the
identiﬁed parts together to obtain the complete model. The resulting model was validated
successfully. [51] proposed using a parameter adaptive building model with time-varying
parameters in a RC model to capture the time varying impact of the internal and external
disturbances on zone temperatures. The parameters were then estimated online using an
extended Kalman ﬁlter.
Experimental results have also been reported in the literature. [68] identiﬁed a low-complexity
data-based model and an RC model of an entire ﬂoor of Sutardja Dai Hall, an oﬃce building
on the University of California, Berkeley campus. Experiments were conducted and semi-
parametric regression was used for data based modeling. The comparison results showed
that the RC model was more accurate, but both models performed well for closed-loop
control. [69] obtained two models of a single zone test oﬃce using system identiﬁcation
and physical modeling approaches and both the models showed a reasonable performance in
predicting the room temperatures with the RC model being slightly more accurate at high
frequencies. [70] used grey-box system identiﬁcation methods to obtain a thermodynamic
model for a building in Belgium for MPC operation.
All these methods are time consuming and often are diﬃcult to generalize. The modeling and
validation procedure needs to be repeated for every new building. Therefore, a systematic
modeling approach is required which can be used with minimal eﬀort to construct a good
quality control-oriented model.
Remark 1. Concurrently and independently to the development of OpenBuild, a similar
eﬀort was undertaken in the development of the BRCM toolbox [71]. This toolbox also
helps to create discrete-time state-space (bi-)linear models for buildings using a physical
modeling approach. The Toolbox is based on [72] and constructs a RC model of the building
zones while the model parameters are provided by the user or can partly be obtained from
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EnergyPlus. The model validation with EnergyPlus shows a reasonable performance for the
considered case. However, it does not provide input data compatible with the model for
weather and usage description, and does not oﬀer co-simulation capabilities.
2.4 MPC for Building Control
This section provides an overview of the ingredients used in MPC for buildings. It serves as
reference for the rest of the thesis.
2.4.1 Optimization Problem
We start from a standard MPC problem formulation:
minimize
x,u
J(u) (2.1)
subject to xi+1 = f (xi , ui , di) (2.2)
yi = g(xi) (2.3)
ui ∈ U (2.4)
yi ∈ Y (2.5)
i = 0, . . . , N − 1
The choice of the cost function (2.1) is discussed in section 2.4.4. Equations (2.2) and
(2.3) embed the dynamics of the system and the eﬀect of the disturbance and are discussed
in section 2.4.2. Equation (2.4) gathers the input constraints and (2.5) represents the zone
temperature constraints as discussed in section 2.4.3.
2.4.2 Model of the system
As we already mentioned, an MPC controller requires a model of the system. We usually
consider discrete-time state-space models of the form
x+ = f (x, u, d)
y = g(x)
(2.6)
where x denotes the state of the system, u the controlled input to the system, d the vector
of disturbances aﬀecting the system and y represents the output of the system. In the
case of buildings the output is usually the temperature in diﬀerent zones of the buildings.
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The inputs are the control variables of the HVAC system: depending on the type of HVAC,
these inputs can be ﬂow rates, supply temperatures, temperature setpoints, blind positions,
or thermal power inputs, for example.
Buildings are aﬀected by large disturbances coming from weather and internal gains, and it
is crucial to model the eﬀect of these disturbance in our model to have a good prediction
quality. d typically regroups the eﬀect of the outside temperature, sun irradiance, occupancy,
and internal gains from equipment, lighting, etc.
We will see in Chapter 3 that the model in our approach is decoupled in two parts: the
model for the thermodynamics of the building, which takes as inputs thermal power inputs
to the zones and as outputs the temperatures inside the building, and the model of the
HVAC system which is system dependent and takes as inputs the actual controlled inputs
and outputs the resulting thermal ﬂows to the rooms.
2.4.3 Constraints
One of the most advertised advantages of MPC is its natural ability to handle constraints
on inputs and states of the problem. In the case of buildings, the constraint will typically
include constraints on the inputs captured in (2.4) which model the operational limitations
of the system, for example limits on power inputs, ﬂow-rates, supply temperature, etc. In
addition, it is frequent to impose comfort constraints, captured in (2.5). We usually deﬁne
a comfort range for the zone temperatures as [Tref − β, Tref + β] where Tref is the optimal
temperature and β is a parameter deﬁning the size of the comfort range.
Notice that for commercial buildings, it is customary to relax the temperature during
unoccupied hours in order to reduce the total energy consumption, a strategy referred to
as night-time setbacks. In that case, the comfort range is extended during the night so
that the constraint reads yt ∈ [Tref − βi , Tref + βi ] with βi a time-varying quantity.
2.4.4 Objective Function
Another advantage of MPC is the possibility to specify various types of objectives. Contrary
to classical MPC setups, tracking is rarely the objective of MPC for buildings and quadratic
costs are not common. Instead, economic performance is commonly speciﬁed as the
objective of the problem. Assuming a relationship is known between the control inputs of
the problem and the amount of energy used (electricity or other): e, a minimum energy
objective reads
J(u) =
N∑
i=0
ei
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A minimum cost of energy objective is formulated as
J(u) =
N∑
i=0
ciei
with ci the time-varying cost of energy. Buildings are often subject to diﬀerentiated tariﬀs
so that ci changes according to a schedule, with alternating periods of peak demand with
high cost of energy and periods of low demand with lower cost of energy. In other cases,
the price is dynamic, and changes continuously. In this case, the cost of energy might need
to be forecast.
A typical objective is also to reduce peak demand over predeﬁned periods of time, as
speciﬁed by a lot of utility tariﬀ plans. The cost can then include a term of the form
J(u) = cpeak max
i∈[T0,Tf ]
pi
with cpeak the cost of peak electricity consumption and p the power demand.
Beyond these classical costs, a multitude of Demand Response objectives can be computed.
Event-driven Demand Response sometimes requires pre-speciﬁed power decrease upon
request. For example, [11] studies such a problem and uses the following cost function
J =
NOC−1∑
i=0
V ei − δiV dri
with V ei = ciei the cost of electricity consumption, V
dr
i = c
d
i (Bd,h − pd,h), the payment
from DR participation, where Bd,h is the baseline consumption at time step i (day d , hour
h) and cdi the payment for power reduction. The baseline consumption for an hour h is the
average energy consumption during hour h over a set of previous days Sd,h, and is given by
Bd,h = βd,h
1
|Sd,h|
∑
j∈Sd,h
pd−j,h,
where Sd,h is the set of days used to compute the baseline, βd,h is a weather correction
factor. δi is the binary variable indicating the status of DR participation at time step i .
An objective mixing diﬀerent costs can be chosen and it is possible to penalize deviations
from optimal comfort using one of the metrics introduced in Appendix B. Even when not
directly using comfort metrics in the cost, a soft-constrained formulation is often used. In
that case, extra decision variables si referred to as slacks are introduced and the temperature
constraints are transformed into y ∈ [Tref − βi − si , Tref + βi + si ] while the slacks are
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penalized in the cost so that
J(u) = . . .+ ρ(s)
with ρ a loss function.
2.5 Summary
Looking back at the MPC problem formulation (2.1)-(2.5), we see that when considering a
particular building for control, the challenge is to gather and compile all the information
necessary to build up the elements of the MPC problem, namely, the system model, the
disturbance inputs to the model and the constraints description. In particular, we have
outlined in the literature review a lack of systematic approaches to construct building models
that are appropriate for control and optimization.
We introduce the OpenBuild toolbox in the next chapter: one of the main functionality
of the toolbox is to construct automatically the model of the building thermodynamics
together with the disturbance inputs corresponding to the simulated usage and weather.
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3 The OpenBuild Toolbox
3.1 Introduction
3.1.1 Contributions of this Chapter
The primary objective of the OpenBuild toolbox is to facilitate the implementation, testing
and validation of MPC controllers for buildings. It features the following novel elements:
• The OpenBuild toolbox enables the extraction of building models that are suitable for
control and optimization purposes, based on available and standard building description
data.
• The disturbance data aﬀecting the building including weather, internal gains, and
occupancy is also extracted with the toolbox.
• Through OpenBuild, users can access a large amount of data of existing buildings and
realistic disturbance data to simulate various occupancy, weather and usage scenarios.
This is possible because OpenBuild works in combination with the popular simulation
environment EnergyPlus.
• It facilitates the design of controllers and observers, in particular predictive control
algorithms, and their validation through co-simulation with EnergyPlus, by integrating
the co-simulation interface MLE+. The user only requires input data ﬁles in Ener-
gyPlus input format to create building models, without knowledge of modeling or
EnergyPlus, and can co-simulate controllers from MATLAB. Therefore, the toolbox
is particularly suited for control engineers and researchers interested in prototyping
building controllers.
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3.1.2 Structure of this Chapter
The rest of this chapter is organized as follows: Section 3.2 gives a very brief overview of
the modeling principles used to derive the building thermodynamic models. Section 3.3
gives an overview of the components of the toolbox. Section 3.4 discusses the quality of
the model extracted through OpenBuild. Section 3.5 gives a simple example that illustrates
what a user needs to do to use the OpenBuild toolbox.
3.2 Building Thermodynamics Model
The goal of the modeling procedure is to obtain a model which is simple enough to be
suitable for control (especially MPC), yet satisfactorily captures the dynamics of the building.
A physical modeling approach is adopted. The following physical phenomena are modeled:
• Heat transfer through conduction
• Heat transfer through convection
• Long-wave radiation on all internal and external surfaces
• Internal gains (lighting, occupancy, equipment) on all internal surfaces
• Solar radiation on internal and external surfaces
We give in this section a brief overview of the modeling procedure, and refer the reader to
Appendix A for a detailed description.
3.2.1 Modeling Fundamentals
The well-established RC modeling framework [72], [73] is used to model the thermodynamics
of the building. It consists of representing the building as a set of thermal nodes in a graph
where the temperature dynamics of each node is described by a linear diﬀerential equation.
A parallel with electrical circuits illustrates best the concepts: temperatures of the zone air
and of the building elements are represented by the voltages at each node of the RC network.
The heat ﬂuxes between the nodes are equivalent to the currents between the nodes of the
RC network. Coeﬃcients of heat conduction between the nodes and convection between
the zone air and the building surfaces are modeled by resistances in the RC network. The
thermal capacity of the zone air and of the layers in the building surfaces are modeled by
the capacitors. Long wave radiation from outside and between surfaces are also linearized
and represented by resistances.
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3.2.2 Model Parameters
The computation of the parameters in the RC model is carried out using both the input data
ﬁle and the post processed EnergyPlus data (surface view factors, convection coeﬃcients,
etc.). The thermal capacities and the conduction coeﬃcients in the RC model depend
on the physical properties of the materials used in the building construction, as described
in the building data ﬁle. The convection coeﬃcients in the RC model depend on the
material properties, but also on other external factors including weather conditions. In
EnergyPlus, the computation of convection coeﬃcients can be carried out using diﬀerent
algorithms (see [74], pp. 64-74, 78-94), and yields time-varying convection coeﬃcients. A
constant time averaged coeﬃcient is considered in the model extraction and is collected
from the post-processed EnergyPlus data. The long-wave radiation from the external
sources and between the internal surfaces of the building is characterized by a nonlinear
function (see [74], pp. 76-77). This function is linearized, viewing factors are obtained
from the post-processed EnergyPlus data and the physical properties of the construction
material are obtained from the building data ﬁle. The solar radiation and the internal gains
acting on the building surfaces are obtained from the post-processed EnergyPlus data and
are applied to the corresponding nodes of the RC network. Lastly, EnergyPlus computes
equivalent U-values capturing the overall heat transfer through windows, which are used by
OpenBuild for window modeling.
3.2.3 Model Structure
Figure 3.1 gives an example of the RC structure created for a three zone building. The
following energy ﬂux balance equation is applied at each node of the RC model
Cn
dTn
dt
= Qc +Qg +Qr +QHVAC, (3.1)
where Cn is the thermal capacity and Tn is the temperature of node n, respectively. Qc
combines the heat ﬂux acting on the node due to conduction and convection, Qg is the ﬂux
from solar and internal gains, Qr is the ﬂux due to radiation, and QHVAC is the ﬂux from
HVAC acting on the node. This results in a set of linear diﬀerential equations. The windows
are a special case in the model, since they are assumed to have no thermal capacity: they
are modeled by a set of algebraic equations (see [74], pp. 225-231). We use a linearized
version of these equations to obtain explicit expressions of the window surface temperatures
and substitute it in the diﬀerential equations of the rest of the temperature nodes.
This procedure provides a linear state-space model of the building which is discretized to
obtain a model of the form
xi+1 = Axi + Buui + Bddi (3.2)
yi = Cxi
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provides ways to run co-simulations from MATLAB. However, two main diﬃculties arise:
ﬁrst the external interface lacks ﬂexibility and requires knowledge of EnergyPlus and in
some cases manual modiﬁcations of the ﬁles. Second, only speciﬁc variables are available
for external control, mostly setpoints for thermostats. For most systems, no direct control
of the low-level actuators and variables is possible (valve and damper positions, massﬂows,
etc.). This issue is common to numerous building simulation software, which are generally
not well suited for controller design. Note however, that setpoint control can prove suﬃcient
for supervisory control purposes (and in many cases is actually more realistic than low-level
control of components).
Therefore, to enable ﬂexible HVAC simulation, OpenBuild typically uses EnergyPlus only
for the thermodynamics of the building. From MATLAB’s point of view, the inputs to the
zones are heat ﬂuxes to the rooms or surfaces of the building. This allows the decoupling
of the simulation of the building and the HVAC. This is a reasonable setup since the
thermodynamics of the building is mostly independent from the HVAC type.
Remark 3. The models generated by OpenBuild can also be used to simulate the building
in MATLAB without co-simulation.
3.3.3 HVAC simulator (C)
Modeling the HVAC is a complex task, which is very diﬃcult to perform automatically. The
complexity of the HVAC descriptions in EnergyPlus are high, at a level of detail which is
not required for controller design. Most works from the literature report targeted case-by-
case modeling eﬀorts for the HVAC, which is very time-consuming. In the perspective of
large-scale simulations of building controllers, this motivates the use of HVAC models in
MATLAB. These models map the actual input (such as electric power input, valve and
damper positions or ﬂuid ﬂows) to the heat ﬂuxes into the diﬀerent rooms and surfaces.
A framework is proposed to specify new HVAC system models easily. Some simple HVAC
models have been developed and include simple forced-air systems, thermally activated
building systems, electric boilers, heat pumps, and blind controls. In addition to simulating
the HVAC, the HVAC simulator also computes appropriate inputs to the external interface of
EnergyPlus. Additional modules such as batteries or storage tanks can easily be added and
simulated together with the building. Notice that HVAC components can still be simulated
in EnergyPlus in co-simulation but that requires manual processing of the ﬁles and good
knowledge of EnergyPlus inner workings.
3.3.4 Controller (D)
Good controllers are imperative for the eﬃcient operation of a building. OpenBuild focuses
on MPC controllers. The controllers use a model of the dynamics of the system and solve a
constrained optimization problem to compute an optimal input sequence. The performance
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of MPC controller relies greatly on the quality of the model. OpenBuild can directly extract
models for the thermodynamics of the building (cf Section 3.3.7) to facilitate the MPC
setup. Section 2.4 details a typical MPC formulation for buildings.
3.3.5 Observer (E)
Full state information of the linear model is required for control with MPC, however it is
not available from EnergyPlus (or in a real building). Observers are required to estimate the
state of the building, HVAC system, and auxiliary systems attached to it. Observer design
can be challenging because of model mismatch and disturbance issues. By combining an
oﬀset-free formulation [76] and Kalman ﬁltering, good performance was generally achieved
in our simulations. The Kalman ﬁlter is also designed using the model of the building.
Examples of ﬁlters and controllers are available in the toolbox examples but tuning of the
observers has been observed to have a signiﬁcant impact on the quality of the estimation,
therefore requiring a minimum eﬀort from the user.
3.3.6 Data Processor (F)
Implementation of MPC controllers requires the prediction of the weather, including solar
gains, occupancy, and internal gains. Occupancy and equipment use are usually speciﬁed in
the form of schedules directly in the EnergyPlus ﬁle. Weather data comes in separate ﬁles
which list temperatures, humidity ratios, weather conditions, solar irradiance, etc. This data
needs to be interpreted to evaluate the impact of the weather on the building, e.g. through
geometric computations to calculate the eﬀect of the sun on each surface. EnergyPlus
performs these computations, which we can directly exploit in OpenBuild. OpenBuild uses
EnergyPlus as a pre-processing engine for the model. From only the building and weather
description, it automatically runs the appropriate components of EnergyPlus to extract the
corresponding weather and internal gain data compatible with the models. This is a key
feature of OpenBuild which facilitates simulation greatly by requiring minimum user input.
3.3.7 Modeler (G)
When running simulations, EnergyPlus uses standard input ﬁles, describing the geometry
and construction of the building, the heating system and simulation parameters. Based
on the information in these ﬁles, it computes other quantities for the simulation, such as
equivalent U-values of windows, viewing factors of internal surfaces, etc. This processed
data is given out as an output of the simulations with EnergyPlus. OpenBuild automatically
generates a linear state-space model of the building thermodynamics based on the input
data ﬁles and the processed data from EnergyPlus. This automatic model generator is the
backbone of the OpenBuild toolbox.
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Small Oﬃce Warehouse
RMSE (oC) 1.02 0.638
Max. Error (oC) 4.75 5.528
Mean Error (oC) 0.569 -0.132
Table 3.2 – Statistics of the open-loop output (zone temperatures) comparison
Small Oﬃce Warehouse
RMSE (kW ) 1.30 13.93
Normalized RMSE 0.0588 0.0273
Max. Error (kW ) 9.04 45.68
Mean Error (kW ) 0.675 6.477
Table 3.3 – Statistics of the open-loop input (total thermal power) comparison
compared for the two models. The EnergyPlus model is simulated with its default controller
to track a reference temperature of Tref = 23oC. Next, an open-loop optimization problem
is solved for each month with the linear model to compute the trajectory of control input
to achieve the same Tref as output. The total thermal power input trajectories from the
two simulations are compared. The two power trajectories for the small oﬃce model are
shown in Figure 3.7 for a period of one week. The monthly normalized RMSE for each
building model is shown in Figure 3.8. The power requirements of diﬀerent buildings vary
due to the diﬀerence in their sizes, therefore the RMSE of each building is normalized
with respect to its peak thermal power consumption for comparison. The peak power
consumption of the small oﬃce and the warehouse is 22kW and 510kW , respectively. The
yearly maximum error, mean error, RMSE, and the normalized RMSE for each building is
reported in Table 3.3. The results show that the normalized RMSE values for the buildings
are small. It can be seen in Figure 3.8 that the normalized RMSE has a similar trend as for
the output comparison due to the eﬀect of solar radiations. Overall, the models predict the
thermal demand of the zones satisfactorily.
The two comparison results show that although the linear models have small errors compared
to the EnergyPlus models, they still capture the thermodynamics of the buildings reasonably
well, and are able to predict the thermal power requirements of the buildings in open loop.
3.4.3 MPC versus PID
Our intended use for the models is in optimal control applications. We have seen that
the model captures the dynamics of the building quite satisfactorily but errors remain, in
particular some steady-state drifts. We perform closed-loop simulations here to show how
using the model generated with OpenBuild improves control. On one hand, a PI controller is
designed for each zone in each building to provide good tracking performance. On the other
hand, MPC controllers are also designed to track a reference temperature of Tref = 23oC.
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Figure 3.5 – Open loop output comparison - Small Oﬃce (zone 1 (top), zone 2 (bottom):
EnergyPlus - Blue, OpenBuild model - Red)
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Figure 3.6 – Monthly open-loop zone temperature RMSE
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Figure 3.7 – Open loop input comparison - Small Oﬃce: EnergyPlus - Blue, OpenBuild
model - Red)
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Figure 3.8 – Monthly open-loop total thermal power RMSE
This second controller does not introduce integral action to compensate for errors (coming
from model mismatch for example). This can be mitigated by using a modiﬁed MPC
controller where the model is augmented with a disturbance term aﬀecting the system,
and where the disturbance is estimated as part of the state estimation step. This third
controller is referred to as the oﬀset-free MPC (OFMPC). The output is augmented with
a disturbance term so that y = Cx + d and the disturbance vector d is estimated together
with the state x . A Kalman ﬁlter has been tuned to estimate the state of the system for
both MPC controllers. The global tracking quality is measured by means of the yearly root
mean square error and maximum tracking error and reported in Table 3.4. We can observe
that MPC outperforms a well-tuned PI controller and in particular the oﬀset-free MPC
improves the tracking signiﬁcantly in all cases. We see that a large part of the prediction
error of the model can be oﬀset by proper disturbance estimation, which validates our
objective to use the model for MPC applications.
To evaluate the impact of the weather on the quality of the model, we also reported monthly
RMSE for each building in Figures 3.9, and 3.10. We can observe a seasonal pattern. For
the oﬃce building, the quality of tracking is slightly worse in summer. This is probably
due to the fact that the eﬀect of higher solar irradiance causes larger prediction errors
of the models. The warehouse does not have windows so the eﬀect of sun is less crucial.
Notice that the OFMPC manages in the case of the warehouse to mitigate the error more
consistently all year round, which suggests a more persistent type of disturbance that the
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Figure 3.9 – Monthly tracking RMSE for the small Oﬃce
estimation counteracts more easily.
It would be possible to adapt the parameters of the model to diﬀerent periods of the year
but this was deemed unnecessary.
Remark 4. As OpenBuild relies on a physical modeling approach, the quality of the model
obtained is dependent on the particular building considered. EnergyPlus includes a very
large quantity of objects that model diﬀerent aspects of the building. The presence or
absence of certain types of object may aﬀect the building model prediction quality as we
have observed in our investigations. We have continuously updated the toolbox to be able
to generate accurate models for more buildings, but this is still an ongoing eﬀort as we
have observed that some models may perform signiﬁcantly worse at times, usually due to
Table 3.4 – Yearly statistics of the comparison
RMSE(oC) Max Error(oC)
Small Oﬃce
PID 0.231 1.44
MPC 0.128 1.04
OFMPC 0.0671 0.55
Warehouse
PID 0.23 1.11
MPC 0.18 0.67
OFMPC 0.052 0.34
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Figure 3.10 – Monthly tracking RMSE for the Warehouse
some part of the model not being processed or modeled as intended in EnergyPlus. An
important aspect in this regard in that through the cosimulation interface, it is possible to
validate the quality of the model automatically by comparing simulations of the EnergyPlus
model and the extracted model, as described earlier in this section.
3.5 Example use of the OpenBuild toolbox
This section gives a step-by-step procedure to carry out a simulation study using OpenBuild,
outlining how the toolbox helps the user performing the tasks easily. The study is purposefully
simple and aims at illustrating how the OpenBuild toolbox can be used.
We consider a large twelve storey oﬃce building located in New York taken from the DOE
Commercial Building Reference set [55]. The building has 19 zones served by a forced air
heating and cooling system. We focus in this example on the use of a thermal storage for
load shifting and minimization of the total cost of operation. We assume the building has a
cold water tank which is supplied by an electrical heat pump. A step-by-step procedure to
carry out this simulation using OpenBuild is given below
Step 1: A building object is initialized using as input the building data ﬁle and the weather
data ﬁle. All required data is imported to MATLAB. During this process, EnergyPlus is
ﬁrst run once through OpenBuild and the processed data from the simulation is collected.
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Figure 3.11 – Typical Internal and Solar Gains
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Step 2: The building data is used to automatically generate a linear state-space model
of the form of equation (3.2). At this point the inputs to the model are heat ﬂuxes to
each zone. For simplicity, it is considered here that each zone is served by an individual
air handling unit which controls the heat ﬂux to the room. The total cooling load of the
building is given by qload =
∑nu
k=1 uk where uk is the heat power input to zone k .
Step 3: A simulation engine object is initialized. This object handles the communication
between the diﬀerent objects simulated, either in MATLAB or in EnergyPlus. EnergyPlus is
added as a simulator for the thermodynamics.
Step 4: A cold water tank is modeled in MATLAB and added to the simulation engine
object. The tank is assumed to be perfectly stirred and the heat pump has a ﬁxed coeﬃcient
of performance. Therefore, the tank dynamics model takes a very simple form:
CpV T˙tk = α(Tr − Ttk)− ηcPe + qload (3.3)
where Ttk is the temperature of the cold water tank which stands in a room with constant
temperature Tr . Cp is the heat capacity of water, V is the volume of the tank, and α is a
coeﬃcient representing heat leakage out of the tank. ηc is the coeﬃcient of performance
of the heat pump and Pe is the electrical power consumption of the heat pump. This model
is created manually, and it is then added to the simulation engine automatically.
Step 5: This is the main step where user input is normally necessary. The user needs
to implement a controller in MATLAB, possibly using the building model constructed by
OpenBuild. In our case, the building model is discretized with a time-step of 30 minutes
and is reduced using the Hankel-Norm based balanced truncation method. The resulting
model is used as the prediction model along with the storage tank model in an MPC
controller. The MPC controller is designed to minimize the total cost of operation in the
presence of day-night electricity tariﬀs. An oﬀset-free formulation [76] with soft comfort
constraints is implemented. Night and weekend setbacks (time varying constraints) on the
zone temperature are used (see Section 2.4). A prediction horizon of one day is considered.
The following constraints are applied:
0 ≤ Pe ≤ Pmax (3.4)
uk,min ≤ uk ≤ uk,max (3.5)
Tmin ≤ Ttk ≤ Tmax (3.6)
where Pmax , uk,minand uk,max are the maximum electrical power for the heat pump, and
the minimum and maximal inputs, respectively. Tmin and Tmax represent minimum and
maximal allowed temperatures in the storage tank.
Step 6: The models of the building and the storage are used to design the observer.
Step 7: Finally, the simulation engine runs the closed-loop simulation and the simulation
data is saved. The simulation is run for a period of one week during the summer of 2012,
using the real weather data of New York.
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4 Use of the OpenBuild toolbox
OpenBuild has been developed to support our research and the research of our laboratory
(Automatic Control Lab, EPFL) in general. OpenBuild is developed on open-source principles
and is freely available for use of other labs and demonstrators, or for any entity or person
interested in the operation and optimal control of buildings. OpenBuild has been proven in
several contexts, and we present here all the contexts, to our knowledge, that OpenBuild
has been utilized.
4.1 Research
OpenBuild research has been repeatedly used for diﬀerent projects in our group to generate
building models. The following papers have made use of data generated using OpenBuild:
• [11]: This paper studies the participation of buildings in the New-York system operator
demand response program. Realistic data for an oﬃce building located in New York
was generated using OpenBuild.
• [12]: An analysis of the participation of loads in the Swiss ancillary services market
from the economic point of view.
• [9]: An extensive simulation of frequency regulation participation in Switzerland in
the current market conditions.
• Theoretical papers [78], [79], and [80] include examples based on data from OpenBuild.
• OpenBuild has been used in combination with the OpenBuildNet software to perform
grid scale simulation as reported in [13].
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4.2 External Research
OpenBuild has also been used by other research laboratories for generating realistic building
models. The following groups / projects have reported using OpenBuild:
• Energy Center, EPFL.
• Simulation examples based on the data generated from OpenBuild have been used in
the Ph.D. thesis [81].
• The toolbox has been reviewed in [82], [83], and the book [84].
• OpenBuild have also been reported to be used by other research laboratories for
master projects, e.g., the Institute for Dynamics System and Control, ETH, Zurich,
and by the Ruhr University Bochum.
4.3 Teaching
OpenBuild has been used for a number of teaching projects in EPFL.
• The Eurotech winter/summer school, ‘Energy Systems: From Physics to Systems’
is a multidisciplinary two week course for PhD students covering a range of topics
related to energy systems, including control. A mini-project on model predictive
control for buildings was proposed and conducted by students participating to the
school. The building description data was obtained using OpenBuild.
• One of the course projects for the master level class Model Predictive Control features
energy-eﬃcient control of buildings. The data for this project was extracted using
OpenBuild.
• A number of semester and master projects have aimed at extending capabilities of
OpenBuild, or have used OpenBuild to generate data:
– Demand Response parametric study by Hervé Tommasi, aimed at generating
multiple building models using OpenBuild in order to study the most important
building features that inﬂuence its ability to provide demand response to the
grid.
– Modeling and control of a building with a battery storage system by Victor
Saadé. This project explored the control strategy for the PV + battery system
that will be installed in the EPFL solar decathlon building. The thermal model
of the building was obtained through OpenBuild using an EnergyPlus description
ﬁle for the planned building.
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– Semester project: Parameter Estimation of the thermal model of a building using
OpenBuild and EnergyPlus by Bertrand Buisson. This project was exploring the
possibility to perform parameter identiﬁcation for building modeling compared to
standard system identiﬁcation techniques. The basic idea of the project was to
extract input data and a model structure from EnergyPlus through OpenBuild
and perform system identiﬁcation and parameter identiﬁcation.
– Data-based weather prediction models for control by Marlène Dollfus. This
project aimed at mitigating the eﬀect of weather prediction error by using a
ﬁltering/prediction strategy for the forecast error for the upcoming time slots
fusing forecast/local measurement and knowledge from past data. The eﬀect
of the strategy proposed was evaluated in a building control problem with data
generated from OpenBuild.
– Data-driven optimization for the Energy Bidding problem by Tiago Morim. This
project’s goal is to explore diﬀerent strategies to model the uncertainty in the
uncertain energy regulation problem, in order to ﬁnd the most eﬀective way
to use available samples of the uncertainty from historical data. The strategy
was tested on an energy regulation problem for a building modeled through
OpenBuild.
4.4 Other
The toolbox is available publicly online1. To date, it has been dowloaded more than 200
times.
1https://sourceforge.net/projects/openbuild/
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A Detailed modeling
In this section, a fully detailed description of the modeling procedure is given. The modeling
procedure was largely inspired by the EnergyPlus modeling framework, but signiﬁcant
diﬀerences are detailed when necessary. The RC modeling framework is employed. The
RC modeling framework simpliﬁes the partial diﬀerential equations describing heat transfer
using a lumped parameter equivalent circuit. A number of thermal nodes are placed and an
equivalent thermal capacitance Ci is associated to each node. The thermal capacitance
represents the thermal mass present at that node and depends on the mass and material
describing that node. Nodes in the network are connected with thermal resistors that have
an equivalent thermal resistance Ri j . This resistance models the potential for heat transfer
between this nodes. Finally, a forcing term Qi at each node represents extra contribution
of heat transfer at that node and includes heat transfer through internal gains, from solar
radiation, from the heating system, etc. For each node a diﬀerential equation describes the
heat transfer and takes the from
Ci T˙i =
∑
j∈Ni
1
Ri j
(Tj − Ti) +Qi (A.1)
where Ti is the temperature at node i in degree Celsius, Ci the thermal capacitance of
node i in J/oC, Ri j the thermal resistance between node i and j in oC/W , Ni the set
of nodes neighbouring i and Qi the thermal forcing term in W . Note that despite being
primarily designed to represent thermal conduction, thermal resistances simply induce a
linear diﬀerential equation structure and can therefore be used to model any exchange
phenomena that has a linear dependence on temperature diﬀerence (that might be the case
after linearization). We used thermal equivalent resistances to model thermal conduction,
convection and longwave radiations, as detailed in the subsequent subsections.
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A.1 Thermal node placement
Following recommendations and assumptions of EnergyPlus, one core assumption is that
the building is divided in thermal zones. A thermal zone usually designates a part of the
building served by a single terminal HVAC unit. The basic assumption concerning thermal
zones is that the temperature is uniform in that zone (in other words the air in that zone
is “well-stirred”). Each thermal zone can therefore be represented by a single node on the
thermal graph. The capacitance associated to that zone directly corresponds to the thermal
capacitance of the air in the zone. Following [74], pp.7, the expression of the thermal
capacitance is:
C = CpρairV ∗ cz (A.2)
with V the volume of air in the zone and Cp the zone air speciﬁc heat. The density of air is
taken as in standard conditions with ρair = 1.204kg/m3. At typical value of humidity ratio
of 50% and temperature of 25oC, an average value of the air speciﬁc heat of 1.02kJ/kgoC
is taken. The computation of the volume is performed by EnergyPlus and collected from
output data ﬁles. Finally, cz is a zone multiplier and may be added in EnergyPlus for
technical reason.
Next, nodes are placed in surfaces. To evaluate heat conduction inside surfaces, a state-
space model approach is also used in EnergyPlus. As detailed in [74], pp.37, a number of
nodes are placed across the surface, and conduction is modeled using lumped parameter
values. Although the precision of the method grows with the number of nodes a good
compromise was found positioning nodes at each interface between two materials inside the
surface.
Each layer of the surface has a total thermal capacitance which is computed as C = ρCp lA
with A the surface area in m2, Cp the speciﬁc heat capacity of the material in J/kgoC, l
the width of the layer in m, and ρ the density of the material in kg/m3. The conductive
resistance between adjacent nodes is computed as R = lkA with k the thermal conductivity
of the material in W/oCm. By assumption the thermal capacitance of a node at the
interface of layers i and j takes half of the total capacitance of layers i and j , so that
C =
Ci+Cj
2 .
A.1.1 Special case of no mass materials
In EnergyPlus, some materials are speciﬁed as having no mass. They are treated slightly
diﬀerently as per [74], pp.40-41. Two cases may occur:
• If the no-mass layer is stuck between two “massive” layers, then the previously proposed
approach still works: the interface nodes will simply receive a zero mass contribution
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from both. If several no-mass layers are together, they are transformed into one
equivalent no-mass layer ﬁrst
• If the surface starts or ends with a no-mass layer, then the no-mass layer will be given
the same properties as air.
A.1.2 Remarks on EnergyPlus conduction modeling
Two notable diﬀerences can be noted between our approach and EnergyPlus. The ﬁrst
is that EnergyPlus establishes a state-space model ﬁrst with a number of nodes varying
between 6 and 18 per layer of material, which is much larger than in our cases. Using a large
number of nodes is also possible in our case but would inﬂate the state-space size drastically,
which was not deemed necessary considering the small beneﬁt in terms of prediction quality.
Secondly, EnergyPlus transforms the state-space model into a model that does not make
explicit use of internal nodes temperatures. It is converted instead into a model that takes
as inputs previously observed temperatures at the surfaces on the outside and inside faces
of the surfaces. While this has the advantage of eliminating the need for an observer later
on, the procedure to produce the CTF coeﬃcient is reported to become unstable when
the time step shrinks too much (see discussion in [74], pp.38). On the other hand, using
state-space models is standard in control and well understood, which led us to keep that
representation.
A.1.3 Particular cases of surfaces: Adiabatic surfaces
Some surfaces are modeled using the adiabatic boundary condition. As detailed in [74],
pp.93, adiabatic boundary conditions are applied to two surface types in EnergyPlus: 1)
Surfaces with adiabatic outside boundary conditions 2) Internal Mass objects. For both
surface types, EnergyPlus will apply the same boundary conditions to each side of the
construction so that there is no temperature diﬀerence across the surface. In this case, all
heat transfer into the surface is a result of the dynamic response of the construction to
varying inside boundary conditions. The surface will store and release heat only at the inside
face of the surface (it is assumed that the outside face is not within the zone). Adiabatic
boundary conditions are dealt with by short circuiting the inside face and outside face node
of the surface considered. The heat balance at each point should not be applied directly. It
should appear from the point of view of the outside face that energy comes from the inside
face, but not the other way around.
A.1.4 Particular cases of surfaces: Ground connection
Some surfaces have a ground boundary condition. This appears in simulations where heat
exchange with the ground can be quite signiﬁcant especially for single story buildings. A
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temperature for the ground is computed as detailed in [85] on pp. 81. To achieve that,
the outside face temperature node is forced to the ground temperature which becomes a
new input to the building. Usually the ground temperature is quite consistent across the
year and it can be recovered from the EnergyPlus run. Forcing the node to the ground
temperature is like having a voltage source in the equivalent RC electrical network.
A.2 Convection
EnergyPlus proposes a number of models to take into account thermal convection from the
surfaces to the air, one of which can be explicitly speciﬁed in the input ﬁle. Convection
takes a form similar to conduction.
Qconv = hc(Ta − Ts) (A.3)
where Ta is the temperature of the air, Ts the temperature of the surface, and hc a time-
varying convection coeﬃcient which is computed based on various factors (temperature in
the room, humidity, etc), depending on the calculation method selected. Note that methods
to compute inside and outside convection are diﬀerent. See [74], pp.76-92 to learn more on
the convection coeﬃcient computation for inside convection and [74], pp.62-72 for outside
surface convection. In our case, a time invariant average of the convection coeﬃcient is
extracted from simulation. Note that convection coeﬃcients display typically a periodic
pattern so diﬀerent models could be learnt for daytime and nighttime for example, but a
time invariant model was deemed more convenient and suﬃciently accurate.
A.3 Internal longwave radiation
Internal longwave radiation describes the thermal exchange of ﬂuxes in the building between
internal surfaces. It has been observed that this represents a signiﬁcant part of the heat
exchange in EnergyPlus and has therefore been modeled separately. As per [74], pp.74-75,
the thermal longwave radiation exchange is governed by equation:
qi ,j = AiFi ,j(T
4
i − T 4j ) (A.4)
with Ai the area of surface i , T temperatures in K and Fi ,j the ‘scriptF’ factor from surface
i to j . ScriptF factors are exchange coeﬃcient between pairs of surfaces and take into
account all possible paths between these surfaces. For implementation in the model a
linearization is taken around typical conditions.
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A.4 External longwave radiation
The outside surface of the building also exchanges thermal radiation with the surrounding
environment, namely the air, the sky and the ground. The total long wave radiation
exchange hence takes the form, per [74], pp.57-59:
QLWR = σFgnd(T
4
gnd − T 4s ) + σFsky (T 4sky − T 4s ) + σFair (T 4air − T 4s ) (A.5)
where  is the long-wave emittance of the surface and is collected from input data, σ is
the Stefan-Boltzmann constant and the F ’s are the view factor to air temperature, sky
temperature and ground surface temperature respectively. As in EnergyPlus, air and ground
surface temperature are taken to be the same. The expressions of the view factor are taken
to be:
Fgnd = 0.5(1− cosφ)
Fair = 0.5(1− β)(1 + cosφ)
Fsky = 0.5β(1 + cosφ)
β =
√
0.5(1 + cosφ)
where φ is the tilt angle of the surface.
A similar linearization procedure is taken around average temperatures, as for internal
convection. Note that the sky temperature then becomes an input to the model whereas it
is not something directly measurable. EnergyPlus computes what the sky temperature is
as a function of outdoor temperature, cloud coverage and humidity ratio. Value for the
sky temperature is usually close but lower than outdoor temperature, especially in clear sky
conditions. Note that some cooling systems exploit the fact that sky temperature is low by
using a roof pool to cool down the water at night.
A.5 Solar heat gain rate
A large part of the gains aﬀecting the system come from the sun. Detailed geometric
computations are performed in EnergyPlus to compute the global horizontal and normal
irradiance (GHI and NHI), as well as the resulting irradiance on each surface, outside and
inside the building. Total solar radiation heat gain rate are available for every surface in
the building and are collected and used as inputs to the model. While this has the beneﬁt
of leveraging the whole computational power of EnergyPlus, it adds a new input for every
surface exposed to the sun in the building. Several improvements or alternatives could
be brought to the model. The diﬃculty of modeling solar radiation is that their eﬀect is
time-varying (actually periodic with a period of one day and slow drift over the year), but
linear if the input is taken as the normal horizontal irradiance. It has been observed that
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clustering all solar inputs in one yields a model which is too rough. The question is then if
linear time-invariant model with a large number of inputs is more convenient than a linear
time-varying model with a single input. A reasonable compromise can be to reduce the
number of inputs to a few signiﬁcant ones (mostly depending on the main directions of
incidence. This would cause some inaccuracies, especially for indoor surfaces but would
probably yield a good approximating model. A data driven approach was adopted to cluster
disturbances that are very similar.
A.6 Internal gains
Diﬀerent types of objects in EnergyPlus input ﬁles allow one to describe diﬀerent types
of internal gains in the rooms, including gains from electric equipment, lights, and people.
Each piece of equipment produces a heat ﬂux aﬀecting the building, with a convective
part (which directly aﬀects the room air), a latent part (through evaporation, this part is
un-modeled in our building) and a radiative part. This split is described in the EnergyPlus
object, and a schedule describes the total heating rate for that object. This processed
data is used as inputs to our models. As described in [74], pp.1020, radiative gains are
distributed on surfaces in proportion to the value of their surface absorptance.
Remark 6. Gains from people are speciﬁc in the sense that they depend on indoor conditions.
It is a reasonable assumption that they are constant provided the zones are air conditioned.
In addition, internal gains from people usually represent a relatively small share of internal
gains. See [74], pp.1016-1020 for more details on internal gains computations.
A.7 Windows
Windows are modeled in great detail in EnergyPlus as explained in [74], pp.217-233. Two
modeling methods are employed. The ﬁrst one models windows layer by layer, and is the one
implemented in EnergyPlus. The second, simpler, reuses the layer-by-layer approach but
converts ﬁrst an arbitrary window performance into an equivalent single layer. OpenBuild
uses the second method for its computation. The ﬁrst step is to recover the equivalent
U-value for that window. Following [74], pp.221-226, we have
1
U
= Ri ,w + Rl ,w + Ro,w
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where Ri ,w is the inner ﬁlm resistance, Ro,w the outer ﬁlm resistance and Rl ,w the layer
resistance, all in m2K/W . From U all values can be computed using equations:
Ri ,w =
{
1
0.395073 ln(U)+6.949915 for U < 5.85
1
1.788041U−2.886625 for U ≥ 5.85
Ro,w =
1
0.025342U − 29.163853
A two layer model of the window is used, in the same fashion as other surfaces. The layer
resistance is used to specify the conduction between the two layers. Inside and outside
convection coeﬃcients are recovered from the EnergyPlus run average value. A diﬀerent
type of solar heat gain is aﬀecting the window. It is computed in EnergyPlus under the name
‘Surface Window Total Glazing Layers Absorbed Solar Radiation Rate’ which is assumed
to be spread between the two layers equally. The window layers obey the same type of
diﬀerential equation that describe their temperature evolution, but the main diﬀerence
with other walls is that they are assumed to have no thermal inertia. This transforms
equation (A.1) in an algebraic equation by setting the left hand side part to zero. This
algebraic equation allows to express the temperature of the window layers as a function of
the temperature at the other nodes and the disturbance and substitute in the rest of the
diﬀerential equations.
Cwall T˙wall = A11Twall + A12Twindows + B1u
0 = A21Twall + A22Twindows + B2u
which gives Twindows = −A−122 A21Twall − A−122 B2u and after substitution:
Cwall T˙wall = (A11 − A12A−122 A21)Twall + (B1 − A12A−122 B2)u
A.8 Inﬁltration
Inﬁltration is described by some speciﬁc objects in the EnergyPlus input ﬁles. As detailed in
[74], pp.360-361, inﬁltration describes any outdoor air that unintentionally enters the zones
by way of inﬁltration (that is, not through mechanical ventilation). It is assumed to be
instantaneously mixed with the zone air. The amount of energy that is exchanged between
the zone and the outside air is described by the equation
Qinf = m˙Cairρair (To − Tz) (A.6)
where m˙ is the mass ﬂow rate exchange in m3/s, Cair the thermal capacitance of air in
J/K/kg, ρair the density of air in kg/m3, To the outside temperature and Tz the zone
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temperature. According to the documentation, the mass ﬂow rate is computed as
m˙ = Iinf Fsch(A+ B|To − Tz |+ Cv +Dv2) (A.7)
where Iinf is the design maximum ﬂow rate, Fsch a scheduled value that controls the ﬂow
rate as a function of time, v the wind speed and A, B, C, and D user-chosen coeﬃcients.
Default value in EnergyPlus is (1,0,0,0) so that the mass ﬂow rate does not depend on
outside conditions. Even in that case, the ﬂow rate is usually time-varying. For convenience,
we chose not to use a time-varying inﬁltration. Two options are available. The ﬁrst
introduces a new input to the model which is the energy exchange through inﬁltration.
Values from the simulation can be used and should be relatively consistent if the indoor
temperature is not too far from the simulation temperature. It also allows to cascade the
system with a more detailed model for inﬁltration if desired. Otherwise, a constant mass
ﬂow rate needs to be ﬁxed: the average ﬂow rate in simulation can be used.
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One of the most important objectives of building control is to maintain or improve occupant
comfort. Comfort is a human’s perception of his environment, and therefore is diﬃcult to
measure. This perception of comfort is diﬀerent for diﬀerent people and might also vary for
the same person at diﬀerent times. Various measures of comfort have been reported in the
literature, e.g., the Predicted Mean Vote (PMV), the Predicted Percentage of Dissatisﬁed
(PPD), etc. PMV is based on the model developed by Fanger [17] and is the predicted
mean point rated by a large group of people. It is based on heat balance equations and
empirical data that rates how a person would feel about a thermal condition. PPD is a
function of PMV and analytical equations have been developed for this relationship [86].
The analytical equations deﬁning PMV and PPD are complicated and are a function of
many parameters, e.g., operative temperature, relative humidity, air velocity, metabolic
activity, and clothing resistance, etc. Therefore, it makes them diﬃcult to use for control
design.
Another similar, but slightly simpler measure developed by ASHRAE via a logistic regression
analysis performed on the data collected in the ASHRAE RP-884 database is called ASHRAE
Likelihood of Dissatisﬁed (ALD) [86] and is deﬁned in literature as
ALD(T ) =
e0.008T
2+0.406T−3.050
1 + e0.008T
2+0.406T−3.050 ∈ [0.05, 1.00) (B.1)
where T = |Tzone − Tcomf ort |, Tzone is the zone temperature, and Tcomf ort is the optimal
comfort temperature. Unlike, PMV and PPD, ALD is only a function of the absolute
diﬀerence between the zone temperature and the optimal comfort temperature.
All these measures are for a speciﬁc building zone and for a speciﬁc point in time. A measure
called Long-term Percentage of Dissatisﬁed (LPD) has been proposed for an average value
of comfort throughout the building [86]. It accounts for the hourly-predicted ALD calculated
for each zone and is weighted by the number of people inside the zone, and over time and
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is given as
LPD(ALD) =
∑T
t=1
∑Z
z=1(pt,zALDt,z)∑T
t=1
∑Z
z=1(pt,z)
(B.2)
where ALDt,z and pt,z are the ALD and normalized occupancy of the zone z at time t.
Although ALD is only a function of zone temperatures and is simpler than PMV and PPD,
it is still diﬃcult to use for control design because it is non-linear. In most of the MPC
based control design found in the literature, the comfort is usually deﬁned by a bound of
temperatures around the optimal comfort temperature resulting in convex constraints for
the MPC optimization problem. However, ALD together with LPD can easily be used in
the post-processing to evaluate the occupant comfort.
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5 Ancillary Services Provision: Theory
5.1 Introduction
5.1.1 Ancillary Services
Power grid operators are required to balance electricity production and consumption to
guarantee the stability of the power system and the quality of the power output. However, the
actual consumption is uncertain and the load demand is diﬃcult to predict in advance causing
imbalance of production and consumption. To cover these imbalances, the transmission
system operator (TSO) procures reserve generation capabilities called Ancillary Services
(AS). The purpose of this reserve capacity is to act as a backup to meet the real-time
mismatch between production and consumption, when required. AS allow for eﬃcient system
operation, provide resilience to uncertainties and establish safeguards against unprecedented
events. The TSO procure such standby capacity from Ancillary Services Providers (ASP).
Traditionally, those have been generating units, while today ﬂexible loads or storage systems
can also act as ASPs [87].
The heart of AS is the frequency control service that responds to power grid contingencies
at various time scales [88], and is designed to regulate the system frequency at 50Hz. The
deviation of frequency from this value is an indication of surplus or shortage of energy in the
network, i.e., a value of frequency above 50Hz is a result of surplus energy in the network
and vice versa. Frequency control services are divided into three main categories - primary,
secondary, and tertiary depending on the timescales.
Primary Frequency Control
Primary frequency control is the fastest responding layer and is required to be fully active
within 30 seconds of a contingency according to European regulations. Primary control is
usually provided by the generating units and is decentralized. It is essentially a proportional
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controller which reacts to the changes in the system frequency by increasing or decreasing
the power generation within certain limits.
Secondary Frequency Control
Secondary frequency control is slower than primary control and is activated to relieve the
primary control resources. Its eﬀect is evident after about 30 seconds of the disturbance
and ends within 15 minutes. Secondary control is a centralized controller which computes
a regulation signal indicating the desired increase or decrease in power generation. This
regulation signal is transmitted to the secondary frequency control reserves which are
required to react accordingly.
Tertiary Frequency Control
Tertiary frequency control is the slowest of the three categories, and is activated to relieve
the secondary frequency control reserves. It reacts after about 15 minutes, and consists of
semi-automatic or manual changes in the power production setpoints of large generating
units to account for any serious contingency.
5.1.2 Motivation
Recently there has been an aggressive shift in policy around the world towards electricity
generation from clean renewable sources. Increasing the share of intermittent power sources
(wind, solar, etc.) in the grid create new challenges in maintaining safe grid operation [2],
[89]. Traditionally, only loads were stochastic, while now the production is also becoming
more and more uncertain. Therefore, an increasing amount of reserve power is required for
grid stability [3]. Since this trend is expected to continue, eﬃcient and economic dispatch
of AS will be a crucial part of modern power systems.
This has compelled grid operators to look beyond traditional (generators) ancillary service
providers (ASP) to demand-side resources [4], i.e., loads providing AS. The potential of
demand-side resources have been identiﬁed in literature, and many operators have started
encouraging the participation of loads by adapting their rules [90]. Loads are expected to
provide AS at reduced ﬁnancial and carbon costs.
5.1.3 Why buildings?
The loads, while providing AS, have to maintain an appropriate quality of service and
achieve their primary objectives [4]. Therefore, only loads with ﬂexible demands can
provide AS. Diﬀerent types of loads have been identiﬁed as suitable for providing AS, e.g.,
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thermostatically controlled loads (TCL’s) [5], [91], plug-in hybrid electric vehicles (PHEV’s)
[2], [6], and interruptible industrial and domestic loads [7] etc. Electric batteries are also
suitable for providing ﬂexibility to the grid, but have some drawbacks, e.g, they are expensive,
not environmentally friendly and have a limited functional life.
Building heating ventilation and air-conditioning (HVAC) systems are particularly suited
for providing demand-side services because they consume signiﬁcant amounts of electricity,
and have ﬂexible demand. Moreover, most commercial buildings are also equipped with
a building management system which makes it easy to run advanced control strategies
needed to provide ancillary services.
The primary objective of building control is to maintain occupant comfort, while minimizing
the operational costs. The thermal capacity of a building makes it possible for its electricity
demand to be ﬂexible. This ﬂexibility can be used to either shift the consumption of
the building from peak to oﬀ-peak hours or to directly provide ﬂexibility (e.g., secondary
frequency control service) to the grid.
5.1.4 Main Idea
The key idea is for the buildings to act as virtual storages in the electricity grid. Controlling
the buildings appropriately can allow the buildings to be ASP’s. This will not only help the
grid, but will also result in a ﬁnancial beneﬁt for the buildings.
This idea of buildings acting as virtual storage has also been validated in experiments [10]
and the result is shown in Figure 5.1. In this ﬁgure, the top plot shows the measured
temperature trajectories in four oﬃces, while the second plot shows the total power input
in each oﬃce (in diﬀerent colors) and the nominal consumption of the building (dotted
blue line). The energy content (integral) of the extra power (above or below the nominal
consumption) applied to the building is shown in the bottom plot in Figure 5.1. It can be
seen that there is a correlation between the zone temperatures and the energy content
of the extra power applied to the building. In other words, the extra power is stored in
the building thermodynamics and is retrieved by consuming less than the nominal power.
It validates the concept of a building acting as a virtual storage which can be charged or
discharged to provide secondary frequency control service to the grid.
The basic idea of secondary frequency control for loads is to modify the electric power
consumption according to the requirements of the grid. In real-time operation the grid
sends the regulation signal which indicates the desired change in consumption. The loads
are required to increase or decrease their consumption proportional to the power capacity
which the loads agree in advance. The reward of this service is a payment proportional to
this capacity. The change in consumption is with respect to a pre-speciﬁed baseline power
over the regulation period.
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participating in electricity markets, usually by adapting to the variations of electrical price
to achieve a less costly operation by shifting load.
Direct load control schemes are usually more complicated and often require the loads to
declare a baseline power consumption before hand. The loads are incentivized to reduce their
consumptions at certain times of the day and the remunerations are usually proportional to
the amount of reduction they can oﬀer. [11] investigated participation of an oﬃce building
in New York’s DR program using model predictive control. [33] studied DR for residential
buildings coupled with extra storage. These approaches mostly optimize the operation of
the building without a-priori promises to the grid operator. Other approaches require the
buildings to declare the oﬀered capacity in advance, e.g., secondary frequency control.
5.2.2 Ancillary services
Ancillary service provision requires more sophisticated control because of the need to declare
the capacity and baseline power consumption over the whole regulation period in advance
and strict online tracking requirements. Recently, diﬀerent solutions have been proposed
for this problem. This section presents a review of the works proposing using building
HVAC systems for providing ancillary services to the grid. The existing literature can be
divided into two main categories - theoretical, and experimental (or realistic simulations).
The theoretical works focus on developing methods to characterize ﬂexibility, and to allow
buildings to provide ﬂexibility to the grid. The experimental and simulation based works
focus on demonstrating the feasibility of buildings providing ancillary services.
Theory
This section summarizes the recent developments in the control of buildings for the provision
of ancillary services.
Some of the recent works have proposed using model-based approaches and robust opti-
mization to characterize building ﬂexibility. In [92], the authors propose an approach to
determine the ﬂexibility of buildings using min-max robust MPC. Upward and downward
ﬂexibility and a nominal consumption are computed for a single zone building (SISO system).
A robust optimization based hierarchical control scheme was presented in [93] enabling an
aggregation of commercial buildings providing ancillary services to the grid. The approach
was generalized with stochastic comfort constraints and a linear approximation of the
heat pump providing thermal power to the building in [94]. [95] discussed a contract
design problem for aggregators providing AS. A method based on robust optimization to
characterize a building’s consumption ﬂexibility as a virtual battery, enabling it to oﬀer it to
the grid was presented in [78] and was generalized in [79]. The key idea of the approach is
to certify the ability of a building to track any reference drawn from a polytopic set on a
69
Chapter 5. Ancillary Services Provision: Theory
ﬁnite time horizon using methods from robust model predictive control. A parameterization
of the set of reference signals is optimized to compute the largest set of trackable signals
of a certain class. The approach is demonstrated in simulations to compute a nominal
consumption and ﬂexibility over a ﬁnite time horizon. [96], and [97] also proposed methods
based on robust programming concepts to compute ﬂexibility.
Some works have proposed using analytical and heuristic based methods to estimate building
ﬂexibility. [98] proposed a feed-forward control architecture to inject a ﬁltered regulation
signal as input to a fan. Simulations were conducted and it was estimated that about
15% of fan power capacity can be deployed for regulation purposes with minimal eﬀect
on occupant comfort. A drawback of the method is the lack of systematic approach for
computing the ﬂexibility and the nominal power consumption. Design of a multirate MPC
controller to manage the provision of both regulation and demand-response services to
compensate for demand-supply imbalances was discussed in [99]. However, the reference
signal was considered to be know in advance and simplistic models were used in simulations.
Two methods were proposed by [90] to control the consumption of a HVAC system by
varying the speeds of the main fans indirectly either by varying the fan duct pressure or the
zone temperatures and tested the approach in simulations.
Some recent works have also proposed to aggregate the ﬂexibility of a group of ﬂexible
loads to act as a virtual battery, [91], [100]. [101] investigated the ability of a homogeneous
collection of deferrable energy loads to behave as a battery by absorbing and releasing
energy in a controllable fashion.
Participation in the intraday energy market, while providing AS, gives the capacity to the
building to change its contracted power consumption during the course of the day. By
doing so, the building may eﬀectively charge / discharge its stored energy. [87] proposed a
method to charge / discharge the storage system (acting as an ASP) at a frequency slower
than the tracking signal using intraday market, bilateral agreements, or pooling with a power
plant such that a smaller storage size is required to provide frequency tracking services.
Experiments
This section gives an overview of the recent experimental works demonstrating the ability
of buildings to provide ancillary services.
Most of the experimental works are based on using heuristic methods to determine the
ﬂexibility. The power ﬂexibility of a university building is empirically estimated in [102], and
[92]. The ﬂexibility in the power consumption of the main supply fan is estimated by indirectly
varying its consumption by modulating the supply duct pressure. At-scale experiments are
performed to show that the occupant comfort is not aﬀected by the intermittent ﬂuctuations
in the air mass ﬂow. [103] also proposed to provide the power tracking by modulating the
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fan power consumption. Experiments were conducted on a 40,000 sq. ft. oﬃce space for
a duration of 40 minutes, and a ﬁltered regulation signal was tracked with respect to a
baseline determined by a pre-existing controller. [104] experimentally demonstrated using
simple control of a chiller (by manipulating the cooling water setpoint) to provide secondary
frequency control for the Pennsylvania-Maryland interconnection (PJM) test regulation
signals.
Our work [10] was the ﬁrst experimental demonstration of using formal model-based methods
to determine the baseline and capacity of a building at the beginning of the regulation period
and to track the received regulation signal in real-time. The methods developed in [9] and
[79] were used for ﬂexibility computation, and laboratory-scale experiments were performed
using electric heaters. Some of these experiments are also a part of this thesis and are
discussed in more detail in Chapter 7. The initial work was extended by incorporating
the participation in the intraday market and a thorough analysis of the aﬀect of providing
ancillary services on occupant comfort was performed in [14].
Another experimental work using model-based methods to compute ﬂexibility was presented
by [105]. Experiments were performed in a single zone unoccupied test facility equipped
with a standard HVAC system in Lawrence Berkley National Laboratory.
5.2.3 Contributions of this Chapter
This chapter presents the control problem of a building providing secondary frequency
control service to the grid, while also participating in the intraday energy market. The
two phases - online and oﬄine of secondary frequency control provision are introduced and
the control problem for both of them is formulated. The oﬄine phase bidding problem
is formulated as a multi-stage uncertain optimization problem. An approximate solution
method based on a novel intraday control policy and two-stage stochastic programming
is proposed. A closed loop control algorithm based on a stochastic MPC controller is
proposed for the online phase of operation. The eﬃcacy of the proposed control solution is
demonstrated in simulations.
5.2.4 Structure of this Chapter
The rest of the Chapter is structured as follows. The preliminaries of loads providing ancillary
service and the two phases of the secondary frequency control provision are introduced
in Section 5.3. The formulation of the bidding problem is presented in Section 5.4,
followed by the proposed approximate solution method in Section 5.5. The controller and
algorithm for the closed loop operation is presented in Section 5.6, and the simulation
results demonstrating the eﬀectiveness of the control approach are discussed in Section 5.7.
Finally, the conclusions are drawn in Section 5.8.
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Notation: Bold letters denote sequence of vectors over time, the length of which is clear
from context, e.g., e = [eT0 , e
T
1 , ..., e
T
N−1]
T .
5.3 Concept of ancillary service provision
Ancillary services are required by the grid to maintain safe operation and are procured from
ancillary service providers (ASP’s) which can either be energy producers or consumers. For
example, for surplus energy in the grid, a generator ASP can help the grid by decreasing
production or equivalently a load ASP can help by increasing consumption. The ASP’s are
paid in exchange for providing this service.
Ancillary services can be divided into various categories [88], [106] and frequency control
is one of them. Frequency control is further divided into primary, secondary, and tertiary
services based on the time scales.
This chapter focuses on the control of building thermodynamics for the provision of
secondary frequency control service to the grid. The regulations for secondary frequency
control provision diﬀer slightly in diﬀerent countries, but the fundamentals are similar. The
presentation here is based on Swiss regulations, but can easily be modiﬁed for other markets.
5.3.1 Secondary Frequency Control
The grid operator procures secondary control reserve capacity in an auction from a set
of pre-qualiﬁed ASPs before the beginning of the regulation period. The acquired reserve
capacity is activated by sending a real-time regulation signal to all the ASPs. The regulation
signal for each ASP is proportional to its accepted capacity and is a scaled version of the
normalized regulation signal which is called the automatic generation control (AGC) signal
in Switzerland. By convention, a positive AGC signal refers to loads consuming more and
vice versa.
There are two phases - oﬄine and online for an ASP providing secondary frequency control
service to the grid.
5.3.2 Oﬄine Phase
The oﬄine (bidding) phase is at the beginning of the regulation period. During the oﬄine
phase, the building is required to specify a baseline power e¯ and a ﬂexibility γ around the
baseline that the building agrees to provide to the grid over the regulation period. These
two quantities are ﬁxed in advance over the whole regulation period. The baseline is the
nominal power consumption of the building which it consumes when it is not providing any
regulation services, while the oﬀered capacity γ represents the maximum deviation in power
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consumption around the baseline that the building is willing to track.
5.3.3 Online Phase
During the online phase, the grid operator sends a normalized AGC signal a to the building.
The magnitude of the receievd AGC signal indicates the desired increase or decrease in
consumption of the building compared to its baseline. The building needs to track the
received AGC signal in proportion to the oﬀered capacity γ, i.e., the building needs to make
sure that its total consumption is close enough to the sum of the baseline and the scaled
AGC signal γa.
Moreover, the building can also modify its pre-declared baseline power by participating in
the intraday market. The building can buy or sell energy m for any 15 minutes interval of
the day, at least one hour before the time of interest. The delay in the intraday market
means that the building cannot modify its baseline instantaneously. For example at 3 p.m.,
the building can buy or sell energy in the intaday market for any 15 minute time-slot after 4
p.m., till the end of the day. Participation in the intraday market is optional and its impact
on the provision of ancillary services will be discussed in detail in the next chapters.
The tracking error during online operation is deﬁned as the diﬀerence between the total
power consumption of the building ei and the sum of the total baseline (e¯i +mi) and the
scaled AGC signal γai , and is given by
i = ei − e¯i −mi − γai (5.1)
where i is the tracking error, e¯i is the day-ahead baseline, and mi is the modiﬁcation in
the day-ahead baseline by participating in the intraday market. During online operation,
the building is required to modify its total power consumption such that the tracking error
stays within an allowed range me as deﬁned in the regulations.
|i | ≤ me (5.2)
5.4 The Bidding Problem
The bidding problem is the optimization problem that the building needs to solve at the
beginning of the regulation period to declare the baseline and the oﬀered capacity over the
regulation period. This section presents the formulation of the bidding problem.
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5.4.1 Building Thermodynamics
A state space model of the building thermodynamics is extracted from an EnergyPlus
model using the MATLAB toolbox OpenBuild as explained in Chapter 3. The OpenBuild
toolbox extracts all relevant data and constructs a linear continuous-time state space model
of the thermodynamics. The continuous-time linear model obtained from OpenBuild is
approximated using the standard Hankel-Norm model reduction method and is discretized
to obtain a model of the following form
xi+1 = Axi + Buui + Bddi
yi = Cxi
(5.3)
where xi ∈ Rn is the state, ui ∈ Rm is the thermal power input to each zone of the building,
di ∈ Rp is the disturbance input (outside temperature, solar gain, internal gains, etc.), and
yi ∈ Rq is the temperature in each zone at time step i .
The temperature in each zone inﬂuences occupant comfort, and therefore it is controlled
to stay within certain acceptable bounds. This is incorporated as a linear constraint on
the output of the system. The comfort constraint of level θi , at time step i , is deﬁned by
|yi − Tref| ≤ θi , where Tref is the optimal zone temperature, and θi is the deviation from
the optimal temperature. The thermal input to each zone of the building is constrained by
the physical limits of the HVAC system which translates into an input constraint.
The set of admissible thermal power trajectories is deﬁned as the set of all the possible
thermal power inputs that the building can consume, over a horizon N, while meeting the
comfort requirements and actuator limitations, and is given as
U(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u
xi+1 = Axi + Buui + Bddi
|Cxi − Tref| ≤ θi
ui ∈ U
x0 = x, ∀i = 0, . . . , N − 1.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.4)
where x is the initial state of the building and U is the set deﬁning the actuator limits.
5.4.2 HVAC System
The electrical power consumption of the building ei is a function of the thermal power
supplied to the building zones ui . This relationship depends on the type of the energy
conversion (or the HVAC) system. In many cases it is reasonable to approximate this
function by a linear (constant or time-varying) coeﬃcient-of-performance (COP) of the
HVAC system. Therefore, the relationship between ei and ui is assumed to be linear and is
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given by
ei = h(ui) (5.5)
5.4.3 Bidding Problem
The objective of the bidding problem is to select the capacity bid γ and the baseline
power consumption e¯ over the regulation period which minimizes the expected operational
cost, while satisfying operational constraints, AGC tracking requirement, and maintaining
occupant comfort with a high probability. The operational constraints are expressed by
(5.2), (5.4), and (5.5). The bidding problem is formulated as the following optimization
problem
minimize
γ,e¯,πu,πm
EaJ(γ, e¯, e,m, a)
s.t. u ∈ U
e = h(u)
‖e− e¯−m− γa‖∞ ≤ me
γ ≥ 0
u = πu(a), m = πm(a)
(5.6)
where the AGC signal a is uncertain, and the decision variables are the baseline power
consumption e¯, the capacity bid γ, the total electrical power consumption e, the intraday
transaction m, and the the thermal power consumption of the building u. The cost
function J captures the total cost of operation and depends on the realization of the
AGC signal, therefore, its expectation is taken over a. Whereas, the constraints can be
formulated as robust or stochastic depending on the assumptions on uncertainty. Typically,
the comfort constraints are formulated as chance constraints while the operational and
tracking constraints are handled in a robust fashion.
At the time of the decision, the AGC signal is unknown and is revealed progressively, therefore
(5.6) is a multi-stage uncertain optimization problem [107]. Note that the problem has
N + 1 stages according to how often the uncertainty is revealed and the control decision
readjusted. The total duration of the regulation period N is ﬁxed and is known in advance.
The problem uncertainty is revealed at diﬀerent stages, and it is possible to re-adjust the
control actions u, and m accordingly. The capacity γ and the baseline over the regulation
period e¯ are the ﬁrst stage variables, while u and m are the subsequent stage variables.
Therefore, for subsequent stage variables, the goal is to optimize over the control policies
u = πu(a), m = πm(a), rather than a ﬁxed trajectory over the whole horizon. Furthermore,
the policies must be causal, i.e., the decision at time step i depends only on the realization
of uncertainty until time i .
Multi-stage uncertain optimization problems are known to be intractable [107], thus obtaining
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an exact solution of the bidding problem (5.6) can become challenging especially for long
time horizons.
5.4.4 Cost Function
The cost function J of the bidding problem typically has two parts - deterministic J1 and
uncertain J2. The building needs to pay for the baseline purchased in the day-ahead market,
while it gets rewarded for the capacity oﬀered to the grid. These two cost components are a
function of the ﬁrst stage variables and therefore are deterministic. On the other hand, the
cost of intraday transactions and the penalty of not being able to track the received AGC
signal in accordance to grid’s requirements are functions of the subsequent stage variables
and the uncertainty, and therefore, are uncertain. More details on the cost function are
given in Section 6.3.2.
5.5 Approximate Solution Method
An approximate solution method for the bidding problem (5.6) is presented in this section.
The key idea is to separate the intraday control policy from the bidding problem and to
optimize it independently. Then, the pre-deﬁned intraday control policy is ﬁxed and the
rest of the problem is approximated by a two-stage stochastic optimization problem. It is
important to note that the intraday actions cannot be ﬁxed at the time of the bid and are
required to be taken during the course of the day. A multi-stage control policy is required
for the intraday trades, and therefore, standard two-stage stochastic optimization cannot
be used directly to approximate the bidding problem (5.6).
First, the proposed causal intraday control policy which is a function of previously received
AGC is presented followed by the approximation of the bidding problem.
5.5.1 Intraday Control
This subsection describes the proposed intraday control policy and explains how it can be
used to reduce to size of the virtual storage needed to track a given AGC.
The energy content of the received AGC signal is deﬁned by the integral (or cumulative
sum) of the AGC. If the energy content of the AGC reaches a large positive or negative
value, it means that the AGC is biased positively or negatively over extended periods of time.
It is quite common for the AGC mean to exhibit a considerable bias in either direction for
short time horizons. Tracking such AGC signals is challenging since they require the loads
to store or release signiﬁcant amounts of energy. In other words, a larger virtual storage
(building capacity) will be required to track an AGC signal with higher energy content,
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since extra energy will be consumed or removed from the building compared to its baseline
(nominal) consumption.
The building may decide to participate in the intraday market to counteract such temporal
deviations of AGC from zero mean. Through the use of intraday trades, it is possible
to reset the energy content of the eﬀective regulation signal close to zero by applying
an appropriate control policy. This implies that the building may re-adjust its baseline
(declared) power consumption, depending on its current state and the energy content of the
AGC. For example, if the cumulative sum (energy content) of the AGC signal on a certain
day is positive, i.e., the building consumed extra energy to track the AGC, then, it may
compensate for that by reducing its future baseline consumption. Thus, by participating in
the intraday market, the building may eﬀectively oﬀer a higher tracking capacity to the grid
for the same virtual storage size.
Residual Tracking Signal
The residual tracking signal is deﬁned as the sum of the received AGC and the intraday
transaction, i.e., the signal required to be tracked by the building after making the intraday
adjustments to the baseline power consumption. The residual tracking signal is the eﬀective
regulation signal with respect to the original day-ahead baseline power consumption. The
normalized residual tracking signal is given as
r = a+ m¯ (5.7)
where m¯ is the normalized intraday transaction. m¯ denotes the intraday transaction
corresponding to the received normalized AGC signal a. Total intraday transaction m = γm¯
is a scaled version of m¯.
Control Policy
The objective of the intraday control policy is to minimize the expected value of the
cumulative sum (energy content) of the residual tracking signal. The key idea of using such
a control policy is to reduce the size of the building (virtual) storage required to track a
given AGC. The main steps involved in the proposed intraday control policy are to measure
the energy content (cumulative sum) of the residual tracking signal, and then to choose a
future intraday control action, such that the expected cumulative sum of the future residual
tracking signal is minimized. This strategy attempts to reset the energy content of the
residual tracking signal to zero at every time step, but is aﬀected by the intraday market
delay of one hour.
The proposed causal control policy of intraday transaction m¯ = πm(a) is formulated, such
that the residual tracking signal has a smaller bias (cumulative sum) over the horizon, and
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a mean closer to zero. The cumulative sum of a signal a, from time step j to k is deﬁned
as aˆkj =
∑k
i=j ai . The intraday control policy is given by
πm¯(a) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
m¯
∣∣∣∣∣∣∣∣∣∣∣∣∣
m¯i+1 =
argmin
m¯i+1
|rˆ i0 + m¯i+1 + Ea[aˆi+1i ]|
s.t. rˆ i0 = rˆ
i−1
0 + m¯i + aˆ
i
i−1
rˆ−10 = 0, m¯0 = 0, aˆ
0
−1 = 0
∀i = 0, ..., N − 1.
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(5.8)
where m¯i is the normalized intraday action at time step i , rˆ i0 is the cumulative sum of
the residual tracking signal from time step 0 to i , and aˆi+1i is the cumulative sum of the
AGC signal received between time step i and i + 1. Note that (5.8) is a causal multi-stage
control policy. At time step i , the control policy (5.8) measures the cumulative sum of the
received AGC signal in the interval i −1 to i and updates the cumulative sum of the residual
tracking signal rˆ i0 using the previously optimized intraday action m¯i . Then, the intraday
action for the next time step m¯i+1 is optimized by minimizing the expected value of the
cumulative sum of the residual tracking signal at the next time step. The AGC signal at the
next time step is not yet realized and is uncertain. This procedure is repeated recursively,
as the uncertainty is revealed. The expected value in the cost function can be estimated at
each step using scenarios of the AGC signal.
Remark 7. The actual tracking signal is a scaled version of a. Similarly, the actual intraday
transaction is m = γm¯, and the resulting residual tracking signal required to be tracked by
the building after making intraday adjustments is a scaled version of r.
Remark 8. The intraday transaction will incur a cost. Note that this part of the total cost
in the bidding problem is now a function of γ only, since m¯ is already ﬁxed with the intraday
policy (5.8).
Remark 9. Note that given the scenarios of the normalized AGC signal over the horizon
aj , the control policy (5.8) can be used to obtain the resulting scenarios of the intraday
action m¯j , and the residual tracking signal rj .
5.5.2 Two-stage Stochastic Approximation
Once the intraday control policy is ﬁxed, the bidding problem is approximated by a two-stage
stochastic optimization problem.
The multi-stage structure of the optimization problem (5.6) is reduced to two stages. The
causality requirements are relaxed, and it is assumed that after the ﬁrst stage variables
are selected, the uncertainty is revealed over the whole horizon in the second stage, and it
is possible to re-adjust the second stage control actions after the uncertainty is realized.
The ﬁrst stage variables are γ and e¯ over the regulation period, while u is the second
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stage variable. Instead of the multi-stage policy u = πu(a), a two-stage control policy is
used. The intraday control policy m = πm(a) is already ﬁxed (5.8) as a function of the
uncertainty, and is not an optimization variable anymore. Moreover, the received AGC
signal is transformed to the residual tracking signal r using (5.8).
If the ﬁrst stage variables (γ and e¯) are ﬁxed, the best strategy is to minimize the
second stage (uncertain) cost J2, subject to the comfort requirements and the operational
constraints. The optimal value of the second stage cost is deﬁned as J∗2 , given that the
ﬁrst stage variables are ﬁxed and the operational constraints are satisﬁed and is given as
J∗2(γ, e¯, a) := minimizee,u J2(γ, e¯, e,m
∗(a), a)
s.t. u ∈ U
e = h(u)
‖e− e¯−m∗(a)− γa‖∞ ≤ me
(5.9)
where the intraday control action is already ﬁxed using (5.8) and is a function of the oﬀered
capacity and the uncertain AGC, i.e., m∗ = γπm¯(a).
The approximate bidding problem is given as
minimize
e¯,γ
J1(γ, e¯) + Ea[J
∗
2(γ, e¯, a)]
s.t. γ ≥ 0
(5.10)
The optimizer of (5.10) is the AGC tracking capacity γ∗ and the baseline power consumption
e¯∗ over the regulation period.
Solution Method
The two-stage stochastic optimization problem (5.10) can be solved using the well-known
sample averaged approximation method [107] where the expectation in the cost function
is approximated using historic samples of the uncertain AGC. An implicit policy of the
second stage decision variables is deﬁned by having separate trajectories of the second-stage
decision variables corresponding to each sample of the uncertain variable a, resulting in the
following optimization problem
minimize
e¯,γ
J1(γ, e¯) +
1
Ns
Ns∑
j=1
[J2(γ, e¯, e
j ,m∗(aj), aj)]
s.t. uj ∈ U
ej = h(uj)
‖ej − e¯− γrj‖∞ ≤ me
γ ≥ 0, ∀j = 1, ..., Ns
(5.11)
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where Ns is the number of samples of the normalized AGC signal a and the corresponding
samples of the normalized residual tracking signal r. Note that the normalized residual
tracking signal is a function of the uncertain AGC only, thus a sample of r can be obtained
corresponding to each sample of a using (5.8). Moreover, as already described m+γa = γr.
The superscript j deﬁnes the second-stage decision variable corresponding to the j th scenario
of the uncertain parameter. Note, that for each sample of the uncertain parameter aj there
are separate trajectories of the second stage optimization variables ej and uj , also implicitly
deﬁning separate trajectories for the state variables.
The original bidding problem (5.6) is a multi-stage uncertain optimization problem and is
known to be intractable [107]. Problem (5.10) is the two-stage stochastic optimization
problem deﬁning the approximate solution of the bidding problem using the intraday
control policy (5.8). Problem (5.11) is the scenario based tractable solution of the two-
stage stochastic optimization problem (5.10), and can easily be transformed into a linear
programming problem, and thus large scale problems can be solved eﬃciently using standard
software tools.
5.6 Real-time Operation
During the real-time operation phase, the building is required to track the AGC signal
received from the grid. The baseline power consumption e¯∗ and the oﬀered capacity γ∗
are already ﬁxed during the bidding phase. The intraday trades are also a function of the
received AGC as deﬁned by (5.8). The only decision left during the online operation phase
is to choose the thermal power input to each zone of the building ui at each time step,
such that the operational constraints and the AGC tracking requirements are satisﬁed. A
two-stage stochastic optimization based MPC controller is proposed to achieve the goals of
the real-time operation phase.
5.6.1 Stochastic MPC controller
This section describes the proposed MPC controller to track the received regulation signal
from the grid, while maintaining occupant comfort and operational constraints.
Set of admissible thermal power trajectories
The building controller is required to maintain occupant comfort, which is deﬁned as a
band of deviation of the zone temperatures from an ideal value Tref (5.4). In practice,
small deviation of zone temperatures outside the comfort bounds is usually allowed for a
short time and may even be unnoticed by the occupants. Therefore, the MPC problem is
formulated using soft comfort constraints, i.e., maintaining high comfort levels whenever
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possible while allowing small temperature deviations outside the comfort bounds if it is
necessary to meet the grid requirements. Soft comfort constraints also helps to maintain
the recursive feasibility of the resulting MPC controller, i.e., the MPC optimization problem
is feasible at every time step.
The set of admissible thermal power trajectories over the horizon N (5.4) is modiﬁed with
the addition of slack variables in the comfort constraints, and is given as
UδN(x, δ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u
xi+1 = Axi + Buui + Bddi
|Cxi − Tref| ≤ θi + δi
ui ∈ U
x0 = x, ∀i = 0, . . . , N − 1.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.12)
where x is the initial state of the building and δi is the slack variable at time step i .
Stochastic Controller
The objective of the online phase controller is to track the received AGC signal while
maintaining occupant comfort and operational constraints. The control input at each time
step is the thermal power input to each zone ui . The AGC over the complete horizon
(regulation period) is not realized at the time of the decision and is uncertain. The MPC
control problem is formulated as a two-stage stochastic optimization problem where the
control input for the ﬁrst time step is the ﬁrst stage variable, while the control inputs from
the second step onwards until the end of the horizon are the second stage decision variables.
If the ﬁrst stage variable at time step t (ut) is ﬁxed, the best strategy is to minimize the
violation of comfort bounds from time step t + 1 onwards until the end of the horizon,
subject to the operational and AGC tracking constraints. The optimal comfort violation
from time step t + 1 to N is deﬁned as V ∗, given that the ﬁrst stage variables are ﬁxed
and the operational constraints are satisﬁed and is given as
V ∗(xt+1, r) := minimize
u
Vδ(δ)
s.t. u ∈ UδN−t−1(xt+1, δ)
e = h(u)
‖e− e¯∗ − γ∗r‖∞ ≤ me
(5.13)
where Vδ is a penalty on the slack variables, and r is the residual tracking signal from time
step t +1 to N and is uncertain. The horizon of the problem (5.13) is from time step t +1
to N.
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With V ∗ deﬁned, the proposed MPC control problem for time step t is formulated as
V (xt , rt) := minimize
ut
Vδ(δt) + Er[V
∗(xt+1, r)]
s.t. ut ∈ Uδ1(xt , δt)
et = h(ut)
‖et − e¯∗t − γ∗rt‖∞ ≤ me
(5.14)
where xt is the initial state of the building, and rt is the residual tracking signal corresponding
to the measured AGC at at time step t. The AGC from time step t + 1 to the end of the
horizon N is uncertain, and thus an expectation is taken over r in the cost function. e¯∗t ,
and γ∗ are the baseline and the capacity ﬁxed during the bidding phase. The horizon of the
MPC problem (5.14) is from time step t to N.
The MPC control problem (5.14) is a two-stage stochastic optimization problem and its
exact solution is known to be intractable [107]. A scenario based approximate solution
method is presented next.
5.6.2 Approximate Solution Method
An approximate solution of the proposed MPC control problem (5.14) can be obtained
using the standard sample averaged approximation method [107] where the expectation
in the cost function is approximated using the conditional scenarios of the AGC and the
resulting residual tracking signal. An implicit policy of the second stage decision variables is
deﬁned by having separate trajectories of the second-stage decision variables corresponding
to each sample of the uncertain variable from time step t+1 to N, resulting in the following
optimization problem
V˜ (xt , rt , r˜
j) := minimize
ut
1
Ns
Ns∑
j=1
[Vδ(δ
j)]
s.t. ut ∈ Uδ1(xt , δt)
uj ∈ UδN−t−1(x jt+1, δj)
x jt+1 = xt+1
et = h(ut)
ej = h(uj)
‖et − e¯∗t − γ∗rt‖∞ ≤ me
‖ej − e¯∗ − γ∗r˜j‖∞ ≤ me ∀j = 1, ..., Ns
(5.15)
where xt is the initial state of the building and rt is the residual tracking signal at time step
t. r˜ denote the scenarios of the residual tracking signal corresponding to the conditional
scenarios of the AGC from time step t + 1 to N, and Ns is the number of scenarios. The
superscript j deﬁnes the second-stage decision variable corresponding to the j th scenario
of the uncertain parameter. Note, that from time step t + 1 to N there are separate
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trajectories of the second stage optimization variables ej and uj corresponding to each
sample of the uncertain parameter r˜j . ut is the ﬁrst stage variable and is the control input
applied to the building at time step t.
5.6.3 Closed-Loop Control
The proposed MPC controller (5.15) is applied with a shrinking horizon at each time step,
and the intaday trades are computed using the intraday control policy (5.8). The steps of
the closed-loop control of the building during the online phase are given below:
1. Measure the state of the system xt and the received AGC signal at at time step t.
2. Compute the intraday control action mt+Δ and the corresponding residual tracking
signal rt+Δ for Δ time steps ahead using the control policy (5.8), where Δ is the
intraday market delay.
3. Generate scenarios of the AGC a˜ from time step t+1 to N. It has been shown in [12]
that the AGC is a time-correlated signal, at least up to few hours ahead. A stochastic
predictor1 for the AGC over the prediction horizon can be obtained exploiting the
time-correlation properties of the AGC over short timescales.
4. Use the intraday control policy (5.8) to compute the corresponding scenarios of the
residual tracking signal r˜ from time step t + 1 to N.
5. Compute the control input ut by solving the optimization problem (5.15) using xt , rt ,
and the scenarios of r˜.
6. Apply the computed control input to the building and go back to step 1) at next time
step.
Remark 10. The participation in the intraday market is optional, and a building may decide
not to modify its day-ahead declared baseline by trading in the intraday market. In this case,
the presented oﬄine and online control methodology can be used with small modiﬁcations.
The intraday control policy is not required and the intraday trade m is zero. As a result,
the residual tracking signal r is equal to the received AGC a. The bidding problem (5.11)
and the online phase MPC control problem (5.15) can be solved using the scenarios of the
AGC signal without the need of computing the residual tracking signal. The closed-loop
control algorithm is modiﬁed by skipping steps 2 and 4, while the AGC scenarios are used
instead of the residual tracking signal in step 5.
1An AGC predictor was developed in the lab for generating scenarios of future AGC using methods similar
to [108].
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5.7 Simulations
This section presents the simulation results demonstrating the eﬃcacy of the proposed
control scheme.
The building model for simulations is taken from [10] and the weather data of Lausanne is
used. The building has four zones, and a peak power consumption of 8kW. The AGC signal
is obtained from Swiss Grid, the transmission system operator (TSO) of Switzerland. The
closed loop control is implemented with a sampling time of 15 minutes, and 15 minutes
averaged AGC is used in simulations. The length of the regulation period is assumed to be
one day, resulting in N = 96.
The bidding problem (5.11) is solved using 100 historic scenarios of the AGC and the
corresponding residual tracking signal at the beginning of the regulation period. Since, the
purpose of the simulation is to demonstrate the eﬀectiveness of the control method, a
simpliﬁed objective function of maximizing ﬂexibility, i.e., J = −γ is used. The solution of
the problem results in a capacity bid of ±2.49kW and a baseline consumption for a period
of one day.
5.7.1 Closed-Loop Simulation
During the online phase, the building is controlled using the stochastic MPC controller
(5.15) and the closed loop algorithm described in Section 5.6.3.
The result of the closed loop simulation for a particular day is depicted in Figure 5.2.
This ﬁgure shows that the received AGC signal is tracked by the building, while the zone
temperatures stay within the comfort bounds. The distribution of the total power in each
zone is also shown with diﬀerent colors in the second plot. The received AGC on this
particular day is almost zero mean, and therefore the intraday trades are also in both
directions, buying and selling energy over the course of the day.
The closed loop simulation result for a diﬀerent day is shown in Figure 5.3. It can be seen
in this ﬁgure that on this day the received AGC is biased in the positive direction, i.e., the
building is consistently required to consume extra energy to track the AGC. In this case,
the intraday control policy acts by selling energy in the intraday market over the course of
the day, thus reducing the eﬀective baseline and making it easier for the building to track
the AGC.
5.7.2 Closed-Loop Yearly Simulation
The closed loop simulation is repeated 365 times, each time to track the AGC signal of
a diﬀerent day of the year 2014. The yearly results are depicted in Figure. 5.4. The
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resulting closed loop zone temperature trajectories for tracking all the daily AGC signals
are within the comfort bounds most of the time with small violations for short amounts of
time. The original day-ahead baseline, total power consumption, the received AGC, and the
corresponding intraday transactions for all the days of 2014 are also shown. The results
show that the controller is robust enough to track various diﬀerent regulation signals.
5.8 Conclusion
This chapter presented the control problem of a building providing secondary frequency
control service to the grid. The two phases (oﬄine and online) of ancillary services provision
were introduced. The bidding problem for the oﬄine phase is formulated as a multi-stage
uncertain optimization problem. An approximate solution method for the bidding problem
based on a novel intraday control policy and two-stage stochastic programming is proposed.
A closed loop algorithm based on a stochastic MPC controller is proposed for the on-line
phase.
Simulation results showed that it is indeed possible for a building to act as a virtual storage
and provide ﬂexibility to the grid. The proposed controller showed satisfactory performance
in simulations, and the building was able to track the received AGC, while satisfying the
comfort requirements.
The control scheme presented in this chapter is used in Chapter 6 to carry out a com-
prehensive ﬁnancial analysis of buildings providing secondary frequency control services in
Switzerland. The eﬃcacy of the proposed control algorithm is also tested in experiments
and the results are discussed in Chapter 7.
87

6 Ancillary Services Provision: Eco-
nomics
6.1 Introduction
As discussed in Section 5.2, most of the works in literature focus on the technical capability
of buildings providing AS, without assessing the economic feasibility or taking into account
a realistic market structure, while the solution of the bidding problem does not consider
participation on the intraday energy market. Finally, no analysis on how to optimize ﬁnancial
performance by incorporating all mechanisms (weekly bids, day-ahead auctions, intraday
market) of the energy and AS market has been performed.
6.1.1 Contributions of this Chapter
This chapter presents a simulation based ﬁnancial analysis for a typical oﬃce building
providing secondary frequency control service to Swissgrid, the Swiss Transmission System
Operator (TSO). The operation of the Swiss ancillary services, electricity spot, and intraday
markets is summarized, and all the costs and rewards associated with the provision of
ancillary services in Switzerland are considered. The control methodology presented in
Chapter 5 is adapted for the particular building, HVAC models, and the Swiss market
remuneration structure and is used in this study.
Extensive simulations are carried out with real data for energy prices, ancillary service bids,
meteorological records and the frequency control signals for the year 2014 (as transmitted
by Swissgrid) to answer the following research questions:
• Economic beneﬁt for a building providing AS: What is the economic beneﬁt for
an oﬃce building participating in the Swiss secondary frequency control market, and
the additional ﬁnancial value of participating in the intraday energy market?
• Impact of AGC tracking on occupant comfort: How is occupant comfort aﬀected
when the building is providing ancillary services to the grid?
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• Sensitivity of the beneﬁts to the price of electricity: How sensitive is the economic
beneﬁt (of providing ancillary service) to the price of electricity?
All the above research questions are answered for a typical Swiss oﬃce building, both with
and without a thermal storage in its HVAC system.
6.1.2 Structure of this Chapter
The structure of the markets and the diﬀerent costs and rewards involved in the provision of
ancillary services in Switzerland is discussed in Section 6.2. The formulation of the particular
problem considered in the study is presented in Section 6.3. The statistical properties
of the regulation signal in Switzerland are presented in Section 6.4, and the beneﬁts of
participating in the intrady energy market are illustrated in Section 6.5. The simulation
study, and the analysis is presented in Section 6.6. Finally, the conclusions are drawn in
Section 6.7.
Notation: Bold letters denote sequence of vectors over time, the length of which is clear
from context, e.g., e = [eT0 , e
T
1 , ..., e
T
N−1]
T .
6.2 Swiss Ancillary Services and Spot Market
This section introduces the diﬀerent markets involved in the provision of ancillary services
in Switzerland. The interaction of ASPs with diﬀerent markets and the associated costs
and rewards are also discussed.
As described in Section 5.3, the ASPs participate in the provision of the secondary frequency
control service in two phases (oﬄine and online). During the oﬄine phase in Switzerland,
an auction is conducted every week, where all ASPs declare their available ﬂexibility γ, for
the upcoming week, in reference to their nominal (baseline) power consumption e¯. The
ﬂexibility is oﬀered as the maximum scaling of AGC signal a, the ASP will be able to track,
at a speciﬁc price. The baseline consumption is declared either in the day-ahead or intraday
energy market. During the online phase, an AGC signal is propagated from Swissgrid, which
all ASPs are required to track according to the requirements published by Swissgrid.
The details of the costs, beneﬁts and structure of the two phases and the energy markets
are discussed below.
6.2.1 Oﬄine / Bidding Phase
During the bidding phase, the ASP interacts with the secondary frequency control market
and the electricity spot market, the details of which are given below.
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Weekly AS Capacity Auction
Every week, the ASP bids a certain capacity γ MW in the secondary frequency control
market. This is the ﬂexibility in terms of maximum deviation from the baseline power
consumption that the ASP can oﬀer to the grid, and in turn, receives a reward
Rcapacity (γ) := ccapacityγ (6.1)
where ccapacity is the bid price of the ASP.
Day Ahead Auction
Each day, the ASP participates in the day-ahead spot market to buy the baseline power
proﬁle e¯ MWh for each 15 min increment of the next day. Its cost is deﬁned as
Cbasel ine(e¯) := c
T
electr icity e¯ (6.2)
where celectr icity is the electricity price which is the sum of the day-ahead spot market
price, distribution charges, and taxes. Note, that the distribution charges and taxes may
diﬀer depending on the physical location of the ASP within Switzerland and the level of the
distribution network at which it is connected to the grid.
6.2.2 Online Phase
During online operation, the ASP interacts with the intraday market, and tracks the AGC
signal received from Swissgrid, the details of which are given below.
Intraday Transaction Cost
As the day progresses, the ASP can re-adjust its baseline power consumption in the intraday
market. The ASP can buy or sell energy m MWh for any hour of the day, at least 75
minutes1 before the hour-of-interest, from other market participants. This means that the
ASP can still modify its predeﬁned baseline power schedule. Participation in the intraday
market is optional and the ASP may decide not to alter its baseline. The cost of intraday
transactions is deﬁned as
Cintraday (m) := c
T
intradaym (6.3)
where m is the intraday power and cintraday is the intraday transaction price. Note that the
intraday transaction price may vary with the time of purchase of the intraday power, however,
1Minimum lead time of 75 minutes was applicable in 2014. Since 16 July 2015 this has been reduced to
60 minutes.
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all intraday transactions are considered to be exactly 75 minutes before the time-of-interest.
cintraday can be higher or lower compared to the electricity price celectr icity . The intraday
cost Cintraday may be either positive or negative, depending on net buying or selling of
energy.
AGC Tracking
Swissgrid remunerates the ASP by measuring its total power consumption ei every 15
minutes. Financial adjustments are made based on the 15 minutes measurements, and have
two parts, (i): The AGC Tracking Reward - Incentivizing the price of energy consumed /
produced by AGC tracking, and (ii): Tracking Error Penalty - penalizing the tracking errors.
AGC Tracking Reward
If the received AGC signal is positive, the ASP increases its consumption. This extra energy
is charged at a reduced price cAGC as a bonus. Similarly, for tracking a negative AGC
signal, the ASP decreases its consumption, and in turn, receives a rebate at a price bAGC
on unused energy. The total reward received by the ASP for tracking the AGC signal γa is
therefore given as
RAGC(γ, a) := −cTAGC max{γa, 0}+ bTAGC max{−γa, 0} (6.4)
where cAGC ≤ celectr icity ≤ bAGC .
Tracking Error Penalty
The tracking service provided by the ASP, during the online tracking phase, is the diﬀerence
between the total power consumption e, and the net baseline schedule e¯ +m, and the
tracking error  as deﬁned in (5.1) is given as
 = e− e¯−m− γa (6.5)
Swissgrid imposes penalties Cpenalty on  to maintain tracking quality. Diﬀerent penalties
are paid for positive and negative tracking error and the total penalty is given as
Cpenalty () := c
T
penalty max{, 0} − bTpenalty max{−, 0} (6.6)
where cpenalty is the cost, and bpenalty is the rebate paid for tracking errors.
The Swissgrid regulations require the tracking errors to be smaller than a predeﬁned ratio q
of the oﬀered capacity γ, i.e., me = qγ in the tracking constraint (5.2).
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Readers are referred to [109] for more details of the Swiss AS market.
6.3 Problem Formulation
This section describes the oﬄine (bidding phase) and the online (closed-loop AGC tracking)
control for the economically optimal operation of a building participating in the Swiss
ancillary services market. The building considered in this study is assumed to have a thermal
storage in its HVAC system.
6.3.1 HVAC System and Thermal Storage
This sub-section describes the HVAC system and the thermal storage of the building
considered in this study.
Thermal storage constitutes an integral part of modern HVAC systems in large commercial
buildings. Storage systems are installed for two main reasons. Firstly, to reduce the
operational cost by shifting electrical power consumption from expensive peak hours to
cheaper oﬀ-peak hours. Secondly, to reduce the size of the heating / cooling system required
to meet the peak thermal load. A generic thermal storage model takes the following form
si+1 = αsi + βinei − βoutpi (6.7)
where si ∈ R is the state of the storage, ei ∈ R is the electrical power consumed, and
pi ∈ R is the thermal power out of the storage at time step i . Moreover, α is the dissipation
rate of the storage, βin is the coeﬃcient of performance (COP) of the HVAC system, and
βout is thermal power loss in discharging the storage. The COP of the heating / cooling
system is deﬁned as the net eﬃciency of converting electrical power to thermal power.
The storage state is constrained by the physical size of the storage (si ∈ S), and the
electrical power input is constrained by the power rating of the installed (heating / cooling)
equipment (ei ∈ E). We deﬁne the set of all the possible electrical and thermal power
consumption trajectories, over a horizon N, as the set of admissible electrical and thermal
power which is given as
S(s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(e,p)
si+1 = αsi + βinei − βoutpi
si ∈ S
ei ∈ E
s0 = s, ∀i = 0, . . . , N − 1.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(6.8)
where s is the initial state of the storage.
Thermal storage is assumed to be in parallel operation with the building and at the output
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of the HVAC. Thus, the electrical heating / cooling system can either provide the thermal
power to the building directly, or charge the thermal storage. On the other hand, the
building can use both the storage and the heating / cooling system to meet its thermal
load. This implies that the total thermal power consumed by the building is equal to the
thermal power output of the storage and is expressed as the following linear constraint
p = Γu (6.9)
where u is the thermal power input to the building as deﬁned in (5.4), Γ := IN ⊗ 1T , with
IN an identity matrix of size N, and ⊗ is the Kronecker product.
6.3.2 The Bidding Problem
The bidding problem for the oﬄine phase is formulated as in (5.6) with the general HVAC
constraint (e = h(u)) replaced by the following two operational constraints of the particular
HVAC system (with storage) considered in this study
(e,p) ∈ S (6.10)
p = Γu (6.11)
Cost Function
The total cost of operation J in (5.6) is the sum of all the costs and rewards introduced in
Section 6.2 and is given by
J = Cbasel ine(e¯)−Rcapacity (γ)+Ea[Cpenalty ()−RAGC(γ, a)+Cintraday (m)] (6.12)
The cost of buying baseline and the reward of providing capacity are the deterministic part
of the cost, while the AGC tracking penalty, reward, and the intraday costs are a function
of the uncertain AGC and are uncertain. Therefore, expectation is taken over a for the
uncertain part of the cost.
6.3.3 Approximate Solution
The bidding problem is solved using the approximation method described in Section 5.5
using the intraday control policy and two-stage stochastic programming. The intraday policy
(5.8) described in Section 5.5.1 is used, while the particular formulation of the two-stage
stochastic programming ((5.9), (5.10), and (5.11)) is slightly diﬀerent due to the particular
cost function and the HVAC considered in this study and is presented next.
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Two-stage Stochastic Approximation
Once the ﬁrst stage variables (capacity γ and the baseline power consumption e¯) are ﬁxed
in the ﬁrst stage (the intaday transaction m is also deﬁned using (5.8)), the best strategy
is to minimize the tracking error penalty Cpenalty , subject to the comfort requirements and
the operational constraints. The optimal value of the tracking penalty is deﬁned as C∗penalty ,
given that the ﬁrst stage variables are ﬁxed and the operational constraints are satisﬁed
C∗penalty (ψ, φ) := minimizee,u Cpenalty (e− ψ)
s.t. u ∈ U
(e,p) ∈ S
p = Γu
‖e− ψ‖∞ ≤ qφ
(6.13)
The approximate bidding problem is given as
minimize
e¯,γ
Cbasel ine(e¯)− Rcapacity (γ)
+Ea[C
∗
penalty (e¯+ γr, γ)− RAGC(γ, a) + Cintraday (γm¯)]
s.t. γ ≥ 0
(6.14)
where r is the normalized residual tracking signal deﬁned by (5.7) and m¯ is the normalized
intraday transaction deﬁned by (5.8). The optimizer of (6.14) is the AGC tracking capacity
γ∗ and the baseline power consumption e¯∗ for the whole week.
The two-stage stochastic optimization problem (6.14) can be solved using the sample
averaged approximation method [107], as described in Section 5.5.2, resulting in the
following scenario based optimization problem
minimize
e¯,γ
Cbasel ine(e¯)− Rcapacity (γ)
+ 1Ns
Ns∑
j=1
[Cpenalty (e
j − e¯− γrj)− RAGC(γ, aj) + Cintraday (γm¯j)]
s.t. uj ∈ U
(ej ,pj) ∈ S
pj = Γuj
‖ej − e¯− γrj‖∞ ≤ qγ
γ ≥ 0, ∀j = 1, ..., Ns
(6.15)
where Ns is the number of samples of the normalized AGC signal a and the corresponding
samples of the normalized residual tracking signal r. The superscript j deﬁnes the second-
stage decision variable corresponding to the j th scenario of the uncertain parameter.
The oﬄine phase bidding problem is approximated by (6.15) which can be solved using the
historic scenarios of the AGC signal and the corresponding residual tracking signal. Readers
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Figure 6.2 – Daily mean of the normalized AGC signal
times of the day.
The scenario based solution to the bidding problem proposed in Section 5.5 uses the historic
samples of the AGC. Therefore, it can exploit the distribution and the daily pattern of the
historic AGC to optimize the economic performance of the building.
6.5 Beneﬁts of Intraday Participation
This section demonstrates the beneﬁt of participating in the Intraday market, and gives an
insight into the operation of the Intraday control policy described in Section 5.5.1.
The power and energy content of an AGC signal and the corresponding residual tracking
signal obtained using the control policy (5.8) is shown in Figure 6.3. In this ﬁgure, the
AGC signal for a particular week is shown in blue in the top plot, and the intraday trades
computed using (5.8) is shown in green. The sum of these two signals is the residual
tracking signal which is shown in the middle plot in this Figure. The bottom plot shows
the energy content (cumulative sum) of the AGC (purple), and the residual tracking signal
(blue) over a period of one week. It can be seen that the maximum power level of the
original AGC and the residual tracking signal is almost the same, while the energy content
of the residual tracking signal is reduced by participating in the intraday market using the
presented control policy.
A similar result can be seen in Figure 6.4 which shows the empirical probability distribution
of the AGC and the corresponding residual tracking signal obtained using the control policy
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Building
Floor Area (m2) 511
No. of Zones 5
Peak Occupancy (people/100m2) 5.4
Maximum thermal power input (per zone) 3.6 kW
Thermal Storage
Dissipation rate α 1
Average COP βin 2.4
Maximum electrical power consumption of the heating /
cooling system
7.5 kW
Maximum thermal energy capacity 150 kWh
Full charge / discharge time 8.3 h
Comfort
Optimum ALD comfort temperature Tref 23 ◦C
Temperature variation (oﬃce hours) 2 ◦C
Temperature variation (excl. oﬃce hours) 4 ◦C
Table 6.1 – Building and Simulation Parameters
6.6.1 Simulation Cases
Following simulation cases are deﬁned to carry out the analysis:
• Minimum Cost - No AGC tracking: The building minimizes its total energy cost of
operation without participating in the AS market. A minimum cost MPC controller is
used for this case which has been widely studied in previous literature.
• AGC Tracking - No Intraday: The building minimizes its total cost of operation
while providing the AGC tracking service, without participation in the Swiss intraday
market.
• AGC Tracking - Intraday: The building minimizes the total cost of operation while
providing the AGC tracking services to the grid and participating in the intraday
energy market.
For comparison, all the above cases are repeated with and without a thermal storage tank
in the HVAC system. The base cases are taken to be the minimum cost operation with and
without thermal storage tank, respectively.
6.6.2 Simulation Setup
The building employed in all simulations is the ASHRAE standard EnergyPlus model of a
ﬁve zone oﬃce from the reference database of the U.S. department of Energy [55]. The
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building model is provided with typical usage patterns of electrical equipment, lights and
occupancy schedule. The heating / cooling system and the thermal storage tank is sized
using EnergyPlus. An ideal thermal storage is considered. For winter, this represents a hot
water storage tank, while for summer an ice storage system. Main simulation parameters
are given in Table 6.1. The assumptions of our simulations are listed below:
• Simulations are carried out for winter (weeks 2 to 10, and 45 to 52) and summer
(weeks 24 to 35) 2014.
• Recorded weather data of Lausanne for 2014 are used.
• Real energy prices for Lausanne for 2014 are used. The spot (celectr icity ) and intraday
index price (cintraday ) of electricity is obtained from the European Power Exchange
(EPEX) [110].
• The average weekly capacity price (ccapacity ), AGC tracking bonus (cAGC , bAGC) and
deviation penalty (cpenalty , bpenalty ) for the year 2014 are obtained from Swissgrid.
• The intraday market is assumed to be liquid at all times.
• The historic normalized AGC signal (obtained from Swissgrid) is split into weekly
signals which are used as scenarios. Ns = 45 random scenarios of the weekly
AGC signal are drawn to solve the two stage program (6.15). Ns is limited by the
computational complexity of the resulting optimization problem, however, sensitivity
studies suggest that the number is still representative of the underlying probability
distribution.
• The AGC signal of the year 2014 is obtained from Swissgrid and is used in our
simulations.
Simulation Run
The bidding problem (6.15) is solved with a horizon (regulation period N) of one week
(as required by Swissgrid), yielding the weekly capacity bid γ and the baseline power
consumption e¯. As the AGC signal arrives for the concerned week, in the real time phase,
it deﬁnes the total power consumption of the building, i.e., the sum of the baseline power
consumption and the scaled version of the received AGC signal. An open loop optimization
problem determines the optimal distribution of thermal power in each zone of the building,
while respecting the operational constraints. This gives the resulting state trajectories. For
the case where the building participates in the intraday market, the control policy (5.8) is
used to obtain the intraday actions as described in Section 5.5.
The simulation result for week 46 is shown in Figure 6.5 to demonstrate the eﬀect of the
proposed methodology. The received AGC signal is tracked while the zone temperatures
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stay within comfort bounds. The received AGC signal, the residual tracking signal, the
intraday transaction and their respective cumulative sum are also shown in Figure 6.5. It can
be seen that the causal intraday control policy (5.8) is eﬀective in limiting the cumulative
sum of the residual tracking signal.
Comprehensive simulation results are presented in Section 6.6.3 to study the ﬁnancial aspect
and beneﬁt of participating in the Swiss AS program.
Remark 11. Building thermodynamics are slow, and are modeled with a sampling time of
15 minutes. From a comfort point-of-view applying a fast thermal input signal is equivalent
to applying a 15 minutes average of the fast signal. Moreover, most commercial HVAC
systems (except electric heaters, and fans) cannot be controlled at rates faster than 15
minutes. Furthermore, all ﬁnancial remuneration is cleared by Swissgrid using the 15 minutes
average signals. Therefore, we use 15 minutes average data (including AGC signal) in our
simulations. A device with fast dynamics (e.g. electric battery) will be required in practice
to alter the consumption with high frequency. The size of the electric battery required to
support AGC tracking at high frequency is determined by the worst-case energy content and
power of the diﬀerence between the AGC signal received every second and the 15 minutes
average AGC. This worst-case is estimated using historic AGC scenarios and the analysis
suggests that only a small supporting electric battery with power limit of ±1kW, and a
capacity of 0.04kWh is required when following the remaining of the AGC building tracked
signal of ±1kW at a frequency of 1s.
Quality of Stochastic Programming Solution
This section describes the solution quality of the bidding problem (6.15).
The quality of the approximate stochastic programming solution is evaluated by numerically
estimating the dispersion of the optimal cost of (6.15). Approximate two-stage stochastic
program (6.15) is solved 20 times (for each case) for week-3 using diﬀerent sets of randomly
drawn historic AGC scenarios. The estimated coeﬃcient of variation (ratio of standard
deviation to expected value) of the optimal cost is 0.028, and 0.0122 for AGC Tracking
with, and without intraday participation and without additional storage, while it is 0.0019,
and 0.0208 for the case of additional storage. The coeﬃcient of variation close to zero
indicates that the dispersion of the optimal cost is small.
Next, the two-stage stochastic program (6.15) is also solved (for each case) with a larger
number of AGC scenarios (Ns = 100). The optimal cost with additional scenarios, in
all cases, is within 2.6% of the average optimal cost from the ﬁrst study. Re-solving the
optimization problem with extra AGC scenarios do not improve the optimal cost signiﬁcantly.
Both these results show that the solution of (6.15) is a reasonable estimate of the stochastic
programming problem.
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Computations
The simulations are performed in MATLAB. The two-stage stochastic optimization problem
(18) is formulated as a linear program using the YALMIP [111] toolbox for mathematical
modeling and is solved using the Gurobi solver. It takes 40 minutes on average to solve the
weekly bidding problem.
Comfort Measure
The ASHRAE Likelihood of dissatisﬁed (ALD) is used as a measure of occupant comfort.
ALD is a function of the deviation of zone temperature from the ideal temperature as
described in Appendix B. ALD calculation is as a post-processing step and not a part of the
optimization problem. Long-term percentage of dissatisﬁed (LPD) which is a function of
ALD and the occupancy rate is used to evaluate the average comfort per week (for more
details see [86]).
6.6.3 Analysis of results
Economic Beneﬁt
The building participating in the Swiss AS, can reduce on average 13% its operational
costs, while participating in the intraday energy market reduced them by 29.5%. A building
without extra storage saves on average 8.3% without, and 11.1% with intraday market
participation. The percentage reduction in operational cost for all cases is depicted in
Figure 6.6. The percentage savings vary every week depending on the outside weather
condition, electricity price, etc.
On average, participating in the intraday market is advantageous for the building (solid line
is above dotted line for most of the weeks). However, it is important to note that on any
speciﬁc week, e.g., week 45, the saving may be reduced by participating in the intraday
market. This is because the intraday transaction cost for any speciﬁc week might be larger
than the beneﬁt of having a residual tracking signal with low energy.
Comparing the total cost of operation when providing the ancillary service to the grid, with
and without thermal storage, suggests that having thermal storage reduces the operating
cost of the building on average 27.5% with, and 12.4% without intraday market participation.
Figure 6.7 illustrates the various components of the operational cost. The two most
important parts are the baseline cost and the capacity bonus, both of which are the
deterministic part of the cost function. Both, the tracking bonus and the intraday transaction
cost may be positive or negative depending on the received AGC signal. The tracking error
penalty is negligible, and not shown in this ﬁgure.
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Sensitivity to price of electricity
The economic beneﬁts are sensitive to the electricity price. For a high electricity price, it
might not be worth consuming extra energy to increase the baseline for providing the AGC
tracking capacity. As outlined in Section 6.2, the electricity price is the sum of the spot
electricity price, the distribution charges, and taxes. The distribution charges vary within
Switzerland depending on the physical location of the load. The analysis presented so far is
for Lausanne with a distribution price of approximately 100 CHF/MWh.
The impact of varying the distribution price between (40 CHF/MWh and 160 CHF/MWh)
the range seen across Switzerland is studied. Results are depicted in Figure 6.9. The
percentage reduction in operating cost increases with a decrease in the distribution charge.
Furthermore, for the case of AGC tracking - No intraday and without additional storage,
it is not worth providing the tracking service to the grid for a distribution price above
140 CHF/MWh. However, participation in the intraday market still makes AGC tracking
worthwhile for this case.
Oﬃce buildings in locations with lower distribution prices can beneﬁt more from providing
AS to the grid.
6.7 Conclusion
This chapter presented the ﬁnancial analysis of a typical oﬃce building providing ancillary
service in Switzerland. The diﬀerent markets, costs, and rewards involved in the provision
of ancillary services were presented. The control methodology presented in Chapter 5 was
adapted to account for all the costs, rewards, and the particular building HVAC considered
in this study. The ﬁnancial analysis was carried out using all the real data for the year 2014
with the following main outcomes:
• On average, providing secondary frequency control service to the grid results in savings
for the building which are further increased by participating in the intraday market.
The building without extra storage in its HVAC system saves on average 8.3% without
and 11.1% with intraday market participation.
• Availability of thermal storage in the building HVAC system increases this ﬁnancial
beneﬁt. For the building with thermal storage, the average savings in operational
costs increase to 13%, while participating in the intraday energy market increase it to
29.5%.
• The provision of ancillary services to the grid increased the occupant comfort at a
reduced price which is counter-intuitive. This is because the extra energy consumed
to provide ﬂexibility also improved occupant comfort.
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• The economic beneﬁt is sensitive to the electricity price. Since, electricity prices
are slightly diﬀerent (due to diﬀerent distribution charges) at diﬀerent locations in
Switzerland, the ﬁnancial beneﬁt varies with the physical location of the building
within Switzerland.
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7.1 Introduction
As discussed in Section 5.2, most experimental works focus on the technical feasibility of
simple strategies to implement power tracking in commercial HVAC systems. This work
represents the ﬁrst report of experimental results for frequency regulation, based on real
recorded AGC signals, using a commercial building over a realistic time range, and the ﬁrst
work that applies a formal method to compute an optimal bid for AGC provision on a real
system.
The experimental results in this Chapter are based on the experimental platform LADR
(Laboratoire d’Automatique Demand Response), developed in collaboration with three other
PhD students (Tomasz Gorecki, Luca Fabietti, and Altug Bitlislioglu) in the lab. The
purpose of the platform is to validate the control methods and techniques developed in the
lab, and to experimentally demonstrate the demand response capabilities of oﬃce buildings.
Various diﬀerent types of experiments were performed using LADR, and their results have
been reported in [10], [14], and [112]. This Chapter focuses on the parts where I contributed
the most, and speciﬁcally on the experimental validation of buildings providing secondary
frequency control service using the stochastic control methods described in Chapter 5.
7.1.1 Contributions of this chapter
This chapter answers the question of the technical feasibility of oﬃce buildings providing
frequency regulation services.
The design of a controller based on the control method described in Chapter 5 is presented
for provision of the secondary frequency control service to the grid. An additional layer
of fast controller is added to the closed loop AGC tracking control algorithm described in
Section 5.6.3. The fast controller makes it possible to track the AGC signal at a faster
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rate than the frequency of the closed loop MPC controller. The experimental platform
developed in the lab for the validation of control algorithms is discussed.
Experiments are performed following the rules imposed by the current regulation of the
electricity market in Switzerland. The eﬀectiveness of the proposed controller is tested
in experiments, for the provision of ancillary services, both with and without the building
participating in the intraday market.
The performance of the presented control methodology is also compared to an alternative
approximate solution method developed in the lab.
7.1.2 Structure of this Chapter
The particular control problem considered in the experiments is presented in Section 7.2.
The experimental setup developed in the lab for the demonstration of the developed control
algorithms is presented in Section 7.3. The simulation and experimental results of the
proposed control scheme, without participating in the intrady market, and their comparison
with an alternate solution method is presented in Section 7.4. The experimental results
with intraday market participation are presented in Section 7.5, followed by a discussion
on the additional elements required to support the real-time fast tracking of the AGC in
Section 7.6. Finally, the conclusions are drawn in Section 7.7.
Notation: Bold letters denote sequence of vectors over time, the length of which is clear
from context, e.g., e = [eT0 , e
T
1 , ..., e
T
N−1]
T .
7.2 Control Problem
This section presents the particular control problem considered in the experiments. The
formulation is based on the control scheme presented in Chapter 5. As discussed in
Chapter 5, there are two phases (oﬄine, and online) for a building providing secondary
frequency control service to the grid. During the oﬄine phase, at the beginning of the
regulation period, the building needs to bid the ﬂexibility γ, and the baseline consumption e¯
over the regulation period. During the online phase, the building is required to track the
received AGC, while satisfying the operational and comfort constraints.
7.2.1 Bidding Problem
The bidding problem for the oﬄine phase is formulated as in (5.6). As detailed in Section 7.3,
electrical heaters are used in the experiments, therefore the total electrical consumption of
the building is equal to the sum of the thermal power input in each zone. As a result, the
generic HVAC constraint in (5.6) (e = h(u)) is replaced by e = Γu, where u is the thermal
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power input to the building as deﬁned in (5.4), Γ := IN ⊗ 1T , with IN an identity matrix of
size N, and ⊗ is the Kronecker product.
Cost Function
The building receives a payment proportional to the capacity bid, while it pays for buying
the baseline. The balance between the two depends on the diﬀerence between the cost of
power and the unit reward price for capacity as explained in Chapter 6.
In this work, the goal is to experimentally demonstrate the technical feasibility of buildings
providing AGC tracking service to the grid, therefore the cost function is simpliﬁed, maxi-
mizing the oﬀered ﬂexibility, i.e. J = −γ. As shown in Chapter 6, most of the economic
beneﬁt in participating in ancillary services provision comes from the capacity bid, therefore
this is a reasonable simpliﬁcation.
Approximate Solution Method
The bidding problem is approximated using the method described in Section 5.5. The
intraday trades are optimized using the control policy (5.8) as described in Section 5.5.1.
With the intraday policy ﬁxed, the bidding problem is approximated by a two-stage robust
(instead of stochastic) optimization problem.
Remark 12. The resulting two-stage robust problem is the same as the scenario based
problem (5.11), with the diﬀerence that the cost function (J = −γ) is deterministic and
the generic HVAC constraint (ej = h(uj)) is replaced by ej = Γuj . Note that with a
deterministic cost function, problem (5.11) is no more an approximate solution of the
stochastic programming problem (5.10), but instead a two-stage robust approximation of
the bidding problem (5.6), with the assumption that the uncertainty a lies in the set Ξts,
where Ξts is assumed to be deﬁned by the convex hull of a ﬁnite number, Ns of historic
AGC signals.
The optimizer of the scenario based problem is the capacity γ∗ and the baseline e¯∗ over
the regulation period.
7.2.2 Closed Loop control
The purpose of the closed loop control is to compute the thermal power input ut applied
to the building at each time step, such that the AGC tracking and comfort requirements
are satisﬁed. During the online phase, the building is controlled using the stochastic MPC
controller (5.15) and the closed loop algorithm described in Section 5.6.3 which computes
an optimal power input u∗t at time step t.
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Fast Controller
The AGC is received from the grid at a frequency higher than the frequency of the closed
loop controller. Therefore, the power consumption of the building is required to be modiﬁed
at a faster rate to track the AGC. For this, a fast controller is used to choose the control
input to the electric heaters at a rate faster than the closed loop controller. The fast
controller receives the control input u∗t from the closed loop controller at time step t, and
it computes the power input share going to zone j , ν jt =
u∗t
|u∗t | where ν
j
t denote the share of
total input to zone j between time step t and t +1. The control input between time step t
and t + 1 is computed using the current value of the AGC and the corresponding value of
the residual tracking signal, i.e., uj = ν jt(e¯ + γr).
Note that the thermal system is a low-pass ﬁlter and as a result fast variation of the
regulation signal does not aﬀect the output of the system. Therefore, it is reasonable to
have a closed loop MPC at a lower frequency without any consequences.
7.3 Experimental Setup
This section describes the experimental platform LADR (Laboratoire d’Automatique Demand
Response), developed with three other PhD students (Tomasz Gorecki, Luca Fabietti, and
Altug Bitlislioglu) in the lab. The purpose of the platform is to validate the control methods
and techniques developed in the lab, and to experimentally demonstrate the demand response
capabilities of oﬃce buildings.
The work on the experimental platform was started in Summer 2014 and ﬁrst set of
experiments were conducted in the Winter 2014-15. The experimental platform has been
improved over the years, and various diﬀerent types of demand response experiments have
been conducted by diﬀerent lab members in the Winter 2015-16, and 2016-17. I was
actively involved in the experiments performed in the ﬁrst two seasons (Winter 2014-15 and
2015-16). The research outcomes of the experiments performed using LADR have been
reported in the publications [10], [14], and [112].
7.3.1 LADR
Oﬃces in the lab have been equipped with wireless temperature sensors and ﬁve rooms
have been equipped with custom-tunned electric radiators for fast actuation, as shown in
Figure 7.1. Room SE in Figure 7.1 is occupied by six PhD students while all the other rooms
have single occupancy. A communication platform is developed which handles the ﬂow of
data and allows to control the electric heaters in closed loop and to carry out experiments.
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7.3.2 Heaters
Electric heaters were chosen as the actuators because they can be operated at very fast
rates, are relatively easy to control, and have simple models. The maximum power rating
of the heaters is 1900 Watts at 230 Volts, adding up to a total maximum installed
power consumption capacity of 9500 Watts. The heaters were originally equipped with a
thermostat and a manual switch to adjust the heating between three distinct levels. To
carry out experiments and to be able to modulate the power consumption at a fast rate,
the heaters were modiﬁed with additional hardware. A solid-state relay was installed to
switch on or oﬀ the heaters at a high frequency. A microcomputer (BeagleBone Black)
was installed on board to control the switching of the relay and to communicate with
the AGC tracking controller. The power consumption was modulated using pulse-width
modulation (PWM) at 4Hz. The on-board microcomputer receives the control input from
the tracking controller and generates the appropriate PWM signal to achieve the desired
power consumption level. Note, that since the heaters are resistive elements, the power
consumption directly translates into a thermal power input to the room.
7.3.3 Setup
The schematic of the experimental setup is shown in Figure 7.2. The temperature mea-
surement is obtained from the Aeotec Z-Wave Multisensor installed in each oﬃce. The
sensors send the measurements to a server using the Z-wave wireless protocol. Weather
data (outside temperature, solar radiation, etc.) is collected from a nearby weather station
via Internet on the server. The server is also connected to a weather forecast service and
receives the predictions. All the data from the server is uploaded to a data server (designed
with the Python framework Django) over the local network.
The control algorithm (oﬄine and online) runs in MATLAB on the server computer using
the temperature measurements, weather forecast, and the received AGC. The computed
control input is communicated to the on-board microcomputers of the electric heaters
over the local Ethernet network. The on-board heater microcomputers runs python code
to control the PWM switching frequency. All the heaters are centrally controlled by the
controller running on the server.
The data communication between the controller, data server, and the heaters is handled using
YARP [113] which is an open-source software supporting cross-platform data interchange.
The advantage of using YARP is that it allows easy communication of data between diﬀerent
devices running diﬀerent programming languages (the controller runs on MATLAB, while
the heaters are controlled using Python).
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7.3.4 Experiments 2014-15
During the ﬁrst season of the LADR experiments (2014-15), the experiments were conducted
in four oﬃces accounting for a total area of 90 sq. meters. The rooms are characterized
by a concrete heavyweight structure. The experiments were carried out overnight, when
the oﬃces were unoccupied and the impact of the outside weather was minimal (as the
rooms were not impacted by solar radiation). The duration of each experiment was about
10 hours.
7.3.5 Experiments 2015-16
During the second season of the LADR experiments (2015-16), the experiments were
conducted in ﬁve oﬃces accounting for a total area of 115 sq. meters. The duration
of each experiment was about 20 hours including the oﬃce hours when the oﬃces were
occupied. As shown in Figure 7.1 each oﬃce has a window and has varying exposures to
the sun. As opposed to the ﬁrst season, the disturbances (weather and occupancy) were
also taken into account during the experiments.
7.3.6 Model Identiﬁcation
The thermodynamic model of the oﬃces is identiﬁed using standard black-box linear system
identiﬁcation. Each oﬃce was identiﬁed separately, since the thermal coupling between
them is very week. The model of each room has one control input (thermal power input)
and one output (room temperature), while it is also impacted by disturbances (outside
temperature, and solar radiation).
Identiﬁcation experiments were conducted and the data was collected. Each oﬃce was
modeled with a second order Auto Regressive model with exogenous inputs (ARX) [114] with
model parameters ﬁtted using the experimental identiﬁcation data. The disturbance inputs
impacting the model were also considered as inputs during the identiﬁcation procedure. The
identiﬁed model has three inputs, thermal power input (control input), outside temperature
(disturbance), and solar radiation (disturbance). The solar disturbance input for each oﬃce
was diﬀerent depending on its orientation.
The full model of the building is obtained by combining the individual models of the rooms
and has ﬁve control inputs (heat input in each room), ﬁve outputs (temperatures), and
two disturbance inputs (outside temperature, and solar radiation). The identiﬁed model is
transformed into the standard state-space form as required in (5.4).
The identiﬁed models were validated and results showed that they capture the dynamics of
the system adequately. For more details on the model identiﬁcation and validation results,
the readers are refereed to [10], and [14] for the results of ﬁrst, and second experimental
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season, respectively.
7.4 LADR AGC tracking without Intraday market participation
This section presents the simulation and experimental results of the LADR oﬃce building
providing secondary frequency control service without participating in the intrday market,
i.e. the residual tracking signal is equal to the AGC, and the intraday trades are zero. The
eﬃcacy of the control scheme described in Section 7.2 is demonstrated and its performance
is compared with an alternative (multi-stage approximate) control method developed in the
lab.
7.4.1 Multi-stage robust solution method
An alternate control method has been developed in the lab, approximating the solution of
the bidding problem (5.6) using robust optimization methods. The key idea of the method
is to retain the multi-stage structure of the bidding problem and to parameterize the two
control policies in (5.6) using aﬃne decision rules, i.e., the control decisions are an aﬃne
function of past disturbances (received AGC). The uncertainty a is assumed to be in a set
Ξms which is constructed using historic scenarios of the AGC signal. The resulting robust
optimization problem can be transformed into a convex problem under certain technical
assumptions (mostly convexity of the set Ξms). The optimal solution of the problem results
in a capacity bid and a baseline over the regulation period. The optimized control policies
(aﬃne decision rules) are used to compute the control input for closed loop operation. For
more details on the multi-stage approximate control method, refer to [78], [10], and [79].
7.4.2 Simulation results
This section presents the simulation results demonstrating the eﬀectiveness of the control
scheme discussed in Section 7.2, and compares it to the multi-stage approximation described
in Section 7.4.1.
Simulation setup
The identiﬁed model of the LADR oﬃces is used for simulations. The sampling period is
chosen equal to 15 minutes which provides a nice compromise between temporal resolution
of the control and computational complexity of the problem formulation. The comfort
range for temperature is chosen as 21 ◦C to 25 ◦C. The regulation period is assumed to be
10 hours. Perfect tracking of the unknown AGC signal is required, i.e., me = 0.
Both the approximate solution methods (two-stage robust described in Section 7.2, and
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multi-stage robust described in Section 7.4.1) are used to solve to the bidding problem and
compute the maximum power capacity that the building can support over the regulation
period. The scenarios used to solve the bidding problem and to construct the uncertainty
set for the multi-stage approximation method are obtained by breaking the yearly normalized
AGC signal of 2013 into 876 ten hour samples. Solving the two bidding problems results in
diﬀerent values for the optimal bid γ and baseline e¯.
To test the robustness, and quality of the solution, historical realizations of the AGC signal
of 2014 are considered for validation. The AGC for 2014 is also broken into 876 ten hours
test instances. Each ten-hours test AGC sample is multiplied by the optimal power capacity
γ and added to the baseline e¯ to obtain the total power signal to be tracked by the system.
For the two-stage approximation, an open loop optimization problem is solved for each ten
hour test sample to optimally distribute the power across the four zones while respecting
the comfort constraints. Similarly, for the multi-stage approximation, the optimal aﬃne
control law is used to compute the open loop trajectories of the zones temperature. The
result is depicted in Figure 7.3.
Analysis of results
As seen in Figure 7.3, there are a few diﬀerences between the two approaches both in terms
of bid capacity and of thermal response of the system while providing AGC tracking.
The multi-stage approach is more conservative and results in a capacity bid of ±1.85kW
while the presented two-stage approach results in a capacity bid of ±3.2kW . This is visible
in the bottom plots of Figure 7.3 where the AGC signals and their maximum amplitude are
shown. The computed capacity represents 25% and 43% of the maximum available power,
respectively.
The resulting temperature trajectories in the four zones of the building for all the considered
AGC test samples are shown in the top plots of Figure 7.3. For the multi-stage approach,
the zone temperatures stay more closely around 23 ◦C which represents the most robust
state to be in to absorb both positive and negative realizations of the AGC. For the two
stage approach, temperatures are closer to the constraints and violate the constraint slightly
for a few AGC test samples.
7.4.3 Experimental Results
This section presents the experimental results testing the eﬀectiveness of the control scheme
discussed in Section 7.2, and compares it to the multi-stage approximation described in
Section 7.4.1. The results are based on the overnight experiments performed during the
ﬁrst LADR experimental season (winter 2014-15). Experiments have been conducted over
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periods of 10 hours from 8 pm to 6 am on diﬀerent days in February and March 2015.
During the experiments, the outside conditions were relatively consistent with outdoor
temperature ranging from 4 to 10oC.
For the computation of the bid, it was assumed that the zones temperature at the beginning
of the experiment is 23oC to allow a meaningful comparison between diﬀerent days, and
with the simulation results. Therefore, the temperature was regulated to this value before
each experiment. Since the same model and initial condition was used in simulation and in
the experiment, the result of the bidding problem were the same, as detailed in Section 7.4.2,
with optimal bids that correspond to 25 and 43 % of the installed capacity, respectively.
Diﬀerent realizations of the AGC signal were used for testing in the experiments. After the
commitment of the bid and baseline, the closed loop controller computes the control inputs,
which determines how energy is split across the rooms, with a time step of 15 minutes. In
practice, the frequency of update of the AGC signal is faster than 15 minutes, and the fast
controller described in Section 7.2.2 is used to apply the control actions at a faster rate. A
rate of one minute was used in the experiments. A Kalman ﬁlter is used to estimate the
state of the system.
After computing optimal bids solving respectively the bidding problem described in Sec-
tion 7.2.1 and the multi-stage robust problem described in Section 7.4.1, four closed loop
experiments were run, applying two diﬀerent AGC signals. Results are reported in Figures 7.4,
and 7.5, for the ﬁrst and the second AGC signal, respectively. For each experiment, four
subplots are shown. The ﬁrst one shows the evolution of the temperature in the four rooms,
the second depicts the baseline and the total power consumption in the four rooms and
how it is split between the rooms. It can also be observed there how the energy dispatch in
the four rooms is re-adjusted in closed loop every 15 minutes. The third plot shows the
scaled AGC signal that needs to be tracked and the fourth plot shows the integral of the
AGC signal over time, which represents the energy stored in the system as a result of the
tracking.
In the case of the two-stage method, the computed bid is higher and, therefore, results in
larger tracking requirements which drive the temperature closer to the comfort limits. This
conﬁrms the results obtained in simulations. Small constraint violations are observed in
the case of the two-stage method. This is expected since already in the case of perfect
predictions and no model mismatch in simulations, the two-stage method displays an
“agressive” behaviour and runs very close to the constraints. The magnitude of those
violations is however below 0.5oC.
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Figure 7.4 – Two experiments of AGC tracking. 1st selected AGC signal extracted from real
data of 2013, and is used to test and compare the two controllers. Upper: Temperature
variation for diﬀerent zones. Each color corresponds to the measured temperature in each
zone. Middle Up: Baseline and power distribution among zones. Middle Down: AGC signal
variation and capacity bid. Lower: Integral of the AGC.
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Figure 7.5 – Two experiments of AGC tracking. 2nd selected AGC signal extracted from
real data of 2013, and is used to test and compare the two controllers. Upper: Temperature
variation for diﬀerent zones. Each color corresponds to the measured temperature in each
zone. Middle Up: Baseline and power distribution among zones. Middle Down: AGC signal
variation and capacity bid. Lower: Integral of the AGC.
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7.5 LADR AGC tracking with Intraday market participation
This section presents the experimental results of the LADR oﬃce building providing secondary
frequency control service while also participating in the intrday market. The performance of
the control scheme described in Section 7.2 is validated in experiments and the technical
feasibility of a building providing secondary frequency control service, while also participating
in the intraday market is tested.
7.5.1 Experimental Results
The results are based on the experiments performed during the second LADR experimental
season (winter 2015-16). Experiments have been conducted over periods of 20 to 24 hours
on diﬀerent days in January and February 2016.
At the beginning of the regulation period, the bidding problem described in Section 7.2.1 is
solved to compute the optimal baseline and capacity over the horizon. The scenarios of
the residual tracking signal required to solve the bidding problem are generated using the
intraday control policy described in Section 5.5.1, and the procedure explained in Section 5.6.
A forecast of outside temperature and solar radiation over the regulation period is obtained
from the weather server, and is used to solve the bidding problem.
During the online phase, diﬀerent realizations of the AGC signal were used. The closed loop
algorithm together with the fast controller described in Section 7.2.2 was used to compute
the control inputs for each zone of the building. The intraday transactions were optimized
using the control policy (5.8) using the procedure outlined in Section 5.6.3.
The experimental results for two of the days are shown in Figure 7.6, and 7.7. The oﬀered
capacity with four controlled zones on the ﬁrst day was 3.4kW (45% of the installed
capacity), and with three controlled zones on the second day was 2.85kW (50% of the
installed capacity). There are four sub-plots in Figure 7.6, and 7.7. The top plot shows
the day-ahead baseline obtained by solving the bidding problem in red, and the eﬀective
baseline in black. The eﬀective baseline is the the sum of the day-ahead baseline and the
modiﬁcations made by trading in the intraday market. The total power consumption is
shown in blue, and the diﬀerent colors show the distribution of total power in diﬀerent zones.
The diﬀerence between the total power (blue line) and the eﬀective baseline (black line) is
the received AGC (since tracking error is zero) and is shown in middle-down plot in these
ﬁgures. The temperatures in diﬀerent zones during the day are shown in the middle-up plot
in these ﬁgures and it can be seen that it is between the comfort bounds (between 21 and
25oC). The intraday trades are shown in the bottom plot in these ﬁgures.
As discussed in Section 6.5, the intraday trades help by reducing the energy content of
the eﬀective regulation signal that the building ends up tracking. As a result, it can be
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seen in Figure 7.6, and 7.7 that the zone temperatures stay close to the maximum comfort
temperature (23oC) most of the time, improving the overall occupant comfort. This
observation is consistent with the analysis in Section 6.6.3, and the conclusions of the
experimental study [14].
Remark 13. As expected, the oﬀered capacities are higher when participating in the intrday
market which is consistent with the results of the experimental study [14]. However, note
that the experimental results (in terms of oﬀered capacity) with and without intrday market
participation (described in Section 7.4 and 7.5) are not very comparable because they were
performed in two diﬀerent years, with diﬀerent controlled rooms, and for diﬀerent horizons.
The experiments with intrday participation considered a longer regulation period and the
building zones were also subjected to un-modeled disturbances (due to occupancy and
weather forecast errors).
The experimental results demonstrate the eﬃcacy of the control scheme proposed in
Chapter 5. The results show that the proposed controller allows to successfully track the
AGC signal and to provide ﬂexibility to the grid, while achieving the primary objective of
maintaining occupant comfort. The success of the experiments despite uncertainties in
weather prediction and occupancy demonstrate the robustness of the proposed control
approach.
7.6 Supporting element for real-time tracking
The AGC signal is transmitted with a sampling frequency of 1Hz, therefore the building
providing secondary frequency control service to the grid is required to modify its consumption
at a rate of 1Hz to track the AGC. One of the reasons of choosing electric heaters for the
LADR setup was that they can be controlled at a fast rate. However, most commercial
HVAC systems cannot be controlled at such a fast rate, therefore, the building needs a
supporting element / resource that can track the fast part of the AGC signal.
It is proposed to couple the building with a fast storage element, e.g., an electric battery.
The capacity required to track the AGC signal will still be provided by the virtual storage
of the building using the proposed control method. The electric battery plays the role of
capturing the small fast frequency variations of the signal (since the building operates at 15
minutes time step) which carry little energy themselves. Thus, the battery is used just to
cover the diﬀerence between the 15 minutes average AGC signal (tracked by the building)
and the fast AGC signal received every second.
The fast (1 Hz) AGC signal and the 15 minutes (average) AGC signal for a speciﬁc day are
shown in Figure 7.8. The building tracks the 15 minutes average signal, while the battery
tracks the diﬀerence between the 1Hz fast signal and the 15 minutes average signal as
shown in Figure 7.8. This residual signal is zero-mean every 15 minutes by construction.
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The energy required to track such a power signal is its cumulative sum (shown in Figure 7.8
bottom).
The size of the required associated battery is estimated using historical AGC signal data.
The worst-case scenario (in terms of cumulative sum and power peak) of the residual fast
signal gives an estimate for the size of the required battery. The result suggest that only a
small supporting electric battery with power limit of ±1kW, and a capacity of 0.04kWh is
required for every ±1kW of capacity provided by the building. This is a very small number,
compared to the capacity oﬀered, due to the fact that the building serves the bulk of the
energy-carrying part of the signal.
7.7 Conclusion
This chapter experimentally demonstrated the provision of regulation services using an
occupied oﬃce building. The control scheme including a fast controller was presented, for
the provision of regulation services, following the existing rules of the Swiss Market. The
LADR experimental setup developed in the lab was described.
Experiments were performed over extended periods of time (10 to 24 hours) in occupied
oﬃces. The control method presented in Chapter 5 was experimentally validated. The
building was able to provide ﬂexibility to the grid by optimizing and ﬁxing its baseline and
capacity at the beginning of the regulation period, and tracking successfully the received
AGC signal, while maintaining occupant comfort and operational constraints. The eﬃcacy
of the intraday control policy presented in Section 5.5.1 was also validated. The success of
the experiments despite uncertainties in weather prediction and occupancy demonstrate the
robustness of the proposed control approach.
The proposed control approach was also compared, both in simulations and experiments,
to an alternative control method based on robust optimization methods, developed in the
lab. The results showed that the proposed control method works well in practice and is less
conservative compared to the alternative approach.
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8 Hierarchical Control of Building
HVAC System for Ancillary Services
Provision
8.1 Introduction
As discussed in Section 5.2, recent developments in the control of buildings for the provision
of ancillary services neglect the complex dynamics of realistic HVAC systems which are
common in most large oﬃces and commercial buildings.
The existing model-based methods developed to characterize a building’s ﬂexibility [92], [93],
[78], assume simplifying HVAC systems with a constant overall coeﬃcient of performance
(COP) of the heating / cooling equipment. These simplifying assumptions are often
reasonable if the HVAC system is operated within certain region of operation. However,
with these simplifying assumptions the HVAC system may not be operated at its optimum
performance for providing ﬂexibility to the grid. Moreover, the actual control of the complex
HVAC equipment is often neglected in the existing literature, and only thermal and electrical
power is directly considered in the ﬂexibility controllers. This restricts the applicability of
the control methods to simplistic HVAC systems, e.g., electric heaters etc.
Some of the analytic and heuristic based methods to estimate a building’s ﬂexibility consider
realistic HVAC systems both in simulations [98], [99], [90] and experiments [102], [92], [103].
However, these control methods lack systematic approach and are diﬃcult to generalize.
The proposed methods do not consider the control of the full HVAC system, but are based
on indirectly varying the speed of the main fan of the air-based HVAC systems for providing
ﬂexibility. It is shown that under certain conditions, small variations in fan speeds has
minimal aﬀect on occupant comfort.
Full control of complex realistic HVAC systems using optimization based methods has been
studied in the past. MPC has been successfully applied for the control of building HVAC
systems, both in simulations and experiments [37], [47], with the objective of minimizing
energy use, but not for providing secondary frequency control services.
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8.1.1 Contributions of this chapter
This chapter presents a hierarchical control scheme for the control of a typical building
HVAC system for providing secondary frequency control service to the grid.
The proposed scheme separates the control of the building zones and the HVAC system. The
problem is decoupled into three layers - local zone controllers, thermal ﬂexibility controller,
and electrical ﬂexibility controller. The local building controllers are at the lowest level and
track the temperature setpoints received from the thermal ﬂexibility controller. The thermal
ﬂexibility controller maximizes the ﬂexibility in the thermal consumption of the building
zones, and abstracts out all the information required at the higher control layer. At the
highest level, the electrical ﬂexibility controller uses the thermal ﬂexibility and controls the
HVAC system to provide ﬂexibility to the grid.
The two ﬂexibility control layers are based on robust optimization methods. The thermal
ﬂexibility problem is formulated as a convex robust optimization problem and is approximated
using linear decision rule policy, while the electrical ﬂexibility problem is formulated as
a non-convex robust optimization problem and is approximated using two-stage robust
programming.
A control-oriented model of a typical HVAC system is developed, and simulations are carried
out to demonstrate the eﬃcacy of the proposed approach.
8.1.2 Structure of this chapter
The rest of the chapter is structured as follows. The problem of ancillary service provision is
recalled brieﬂy in Section 8.2. The concept of the proposed hierarchical control is introduced
in Section 8.3. Section 8.4 presents the considered building thermodynamics model, and
the developed control-oriented model of a typical HVAC system. The three levels of the
hierarchical control scheme are detailed in Section 8.5. Simulation results are presented in
Section 8.6, and conclusions are drawn in Section 8.7.
Notation: Bold letters denote sequence of vectors over time, the length of which is clear
from context, e.g., e = [eT0 , e
T
1 , ..., e
T
N−1]
T .
8.2 Ancillary Services
This section recalls the preliminaries of ancillary service provision by loads.
As discussed in Section 5.1.1, ancillary services are required by the grid to maintain safe
operation and are procured from ancillary service providers (ASP’s) - which can either be
energy producers or consumers. The ASP’s are paid in exchange for providing this service.
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Ancillary services can be divided into various categories [88], [106], and frequency control
is one of them. Frequency control is further divided into primary, secondary, and tertiary
services based on the time scales, as described in Section 5.1.1. This chapter focuses on the
control of building HVAC systems for the provision of secondary frequency control service,
and is based on Swiss regulations.
As discussed in Chapter 5, the basic idea of secondary frequency control for loads is to
modify the electric power consumption according to the requirements of the grid. In
real-time operation the grid sends the regulation signal which indicates the desired change in
consumption. The loads are required to increase or decrease their consumption proportional
to the power capacity which the loads agree in advance. The reward of this service is a
payment proportional to this capacity. The change in consumption is with respect to a
pre-speciﬁed baseline power over the regulation period.
The control challenge is divided into two phases - bidding and online operation. The bidding
phase is at the beginning of the regulation period and at this point the building needs to
specify a baseline power and an oﬀered capacity over the regulation period. During online
operation the building is required to track the received regulation signal (in proportion to
the declared capacity) with the diﬀerence of its consumption compared to the declared
baseline.
8.3 Hierarchical Control Architecture
This section introduces the proposed hierarchical control architecture for providing secondary
frequency control service to the grid. The objective of the control scheme is to maximize
the ﬂexibility of the building which can be provided as secondary frequency control service
to the grid, while maintaining occupant comfort.
Remark 14. Note that it is trivial to extend the proposed control method to optimize the
exact economic objective using the cost function explained in Chapter 6, but since the
focus is to demonstrate the control method, a relatively simple objective of maximizing the
ﬂexibility is considered in this Chapter.
The proposed scheme separates the control of the building zones and the HVAC system.
Similar separation also exist in the standard supervisory control architecture for building
control [115], [116], where local controllers control the lower level equipment while the
higher level supervisory controllers optimize the system eﬃciency and generates setpoints
for the local controllers. The proposed control scheme has two phases - bidding/oﬄine,
and online. The oﬄine, and online phase is illustrated in Figure 8.1, and 8.2, respectively,
and the associated symbols are deﬁned in Table 8.1. The proposed control has three levels
- local building controllers, thermal ﬂexibility controller, and electrical ﬂexibility controller.
The individual control layers are brieﬂy explained next.
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8.3.1 Local Controllers
The local building zone controllers are single-input-single-output (SISO) PI controllers for
each controlled zone of the building, as show in Figure 8.2. The input of the controller
is the temperature setpoint y¯ , and the output is the thermal power u which is required
by the zone to achieve the setpoint. The total thermal power q required by all the zones
come from the HVAC system, and is the sum of u’s, as shown in Figure 8.2. A closed-loop
dynamic model is obtained for the building zones with the local controllers in the loop. The
input of this model is the temperature setpoint y¯ in each zone, while the output is the total
thermal power consumed q.
8.3.2 Thermal Flexibility Controller
The thermal ﬂexibility controller uses the closed-loop dynamic model and characterize the
available ﬂexibility in the thermal consumption q of the building zones. This controller
serves as an intermediate layer between the building thermodynamics and the HVAC system.
It abstracts out all the information of the building zones required at the higher control level.
The thermal ﬂexibility controller has a bidding phase at the beginning of the regulation
period and an online phase. During the bidding phase, it computes the baseline trajectory of
thermal power over the regulation period q¯, and the thermal capacity α, which are ﬁxed for
the entire regulation period. The α and q¯ deﬁne the thermal ﬂexibility of the building zones
and are passed on to the electrical ﬂexibility controller during the oﬄine phase, as shown in
Figure 8.1. The capacity α is a scaling of a reference thermal power trajectory qr (deﬁned
formally in Section 8.5.2). The total thermal power consumed by the zones is given by
q = q¯+ αqr (8.1)
Once q¯ and α are ﬁxed, varying qr during the on-line phase determines q. The thermal
ﬂexibility controller also optimizes to compute a control policy of temperature setpoints as a
function of reference thermal power, y¯ = πy¯ (qr), such that the total thermal consumption is
as deﬁned by (8.1). This control policy is then used during the online phase to generate the
temperature setpoints for the local zone controllers. As shown in Figure 8.2, the thermal
ﬂexibility controller receives a value of qr from the higher control layer, and it generates y¯
for the local zone controllers.
8.3.3 Electrical Flexibility Controller
The electrical ﬂexibility controller uses the ﬂexibility of the zones (deﬁned by the thermal
ﬂexibility controller) and controls the HVAC system to maximize the electrical ﬂexibility
provided to the grid. It also has a bidding phase and an online operation mode. During the
bidding phase, it receives the thermal ﬂexibility characterization from the thermal ﬂexibility
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controller and computes an electrical baseline e¯, and capacity γ, as shown in Figure 8.1.
The capacity γ is a scaling of the normalized AGC signal a received from the grid. During
online operation, the controller tracks the scaled regulation signal with the diﬀerence of the
chiller consumption and the baseline
‖ech − e¯− γa‖∞ ≤ me (8.2)
where ech is the electrical consumption of the chiller, and me is the allowed tracking error.
It does so by utilizing the ﬂexibility of the thermal zones and the HVAC system by choosing
a suitable reference thermal power qr and a corresponding feasible HVAC input κ.
Details of the control methodology are given in Section 8.5.
Remark 15. Note that one of the advantages of the proposed scheme is the separation
between the control of the building zones and the HVAC system. The building thermody-
namics are usually linear, and therefore, the thermal ﬂexibility problem can be formulated as
a convex optimization problem. On the other hand, the HVAC system dynamics are often
non-linear resulting in a non-convex optimization problem to characterize electrical ﬂexibility.
The advantage of the proposed scheme is that the number of the building zones aﬀect only
the size of the convex problem. The size of the resulting non-convex optimization problem
stays the same. Therefore, the method scales better with the increase in the number of the
building zones than if the problem was formulated as a single non-convex problem.
8.4 Modeling
This section presents the building thermodynamics and the HVAC system models.
8.4.1 Building Thermodynamics
The building thermodynamics model is constructed from a high ﬁdelity EnergyPlus model
using the MATLAB toolbox OpenBuild [8], described in Chapter 3. The toolbox extracts
all the relevant data from the EnergyPlus model and constructs a linear continuous-time
state-space model of building thermodynamics. The continuous-time model is reduced
using a standard Hankel-Norm based model reduction method and is discretized to obtain a
model of the following form
x¯i+1 = A¯x¯i + B¯uui + B¯ddi
yi = C¯x¯i
(8.3)
where x¯i ∈ Rn is the state, ui ∈ Rm is the thermal power input to each zone of the
building, di ∈ Rp is the disturbance input (weather, and internal gains), and yi ∈ Rq is the
temperature in each zone at time step i .
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The goal is to develop a model that can be used as a prediction model in optimization based
control schemes. The following simplifying assumptions are made:
Assumption 1. Lower level HVAC controllers operate the chiller, pumps and fans to achieve
the desired supply temperatures and mass-ﬂow rates in the water, and air loops. The
lower-level controllers are assumed to be fast enough and no tracking errors are considered.
Therefore, steady-state dynamics are considered and all transients are neglected.
Assumption 2. The water supply pipes in the water loop and the air ducts in the air loop
are loss-less and their dynamics are neglected.
Assumption 3. The water in the storage tank is subject to minor mixing and is modeled
as a stratiﬁed system with layers of warm water at the top and cold water at the bottom.
The water layers are lumped together into warm and cold water at temperatures Th and
Tc , respectively.
Remark 16. The Assumption 1 is reasonable because the sampling time of the lower level
HVAC controllers is usually faster than the optimal control layer. The losses in the water
pipes and air ducts are usually very small and therefore Assumption 2 is reasonable to reduce
the modelling complexity. Note that similar simplifying modelling assumptions have been
used in literature [47], [117], [118] and Assumption 3 has also been experimentally tested
to be reasonable [37], [47].
A simpliﬁed yet descriptive mathematical model of the HVAC system components is presented
next.
Chiller
The chiller consumes electricity and produces the thermal energy required to cool the
building. The thermal power produced by the chiller is given by
qch = cwater m˙
T
ch(Tchr − Tchs) (8.4)
where m˙ch is the mass ﬂow rate of the water passing through the chiller, cwater is the
speciﬁc heat capacity of water, Tchr is the temperature of warm water returning to the
chiller from the thermal storage, and Tchs is the temperature of the cold water supplied by
the chiller. The electrical consumption of the chiller at time step i is given by
ech,i =
qch,i
COPi
(8.5)
where COPi is the coeﬃcient of performance of the chiller at time step i , and is deﬁned as
the ratio of the thermal power produced to the electrical power consumed. The COP is
also a function of the outside temperature Tout , and the chiller supply temperature Tchs ,
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and is given as
COP i = η
Tchs,i
Tout,i − Tchs,i (8.6)
where η is the eﬃciency of the chiller.
Heat Exchanger
Thermal energy is transferred from the water loop to air loop in the heat exchanger. The
thermal energy in warm air coming into the heat exchanger is transferred to chilled water,
producing cold air, and warm water at the exit of the heat exchanger. Thermal power
gained by the water is given as
qw = cwater m˙
T
w(Twr − Tws) (8.7)
where m˙w is the mass ﬂow rate of the water passing through the heat exchanger, Tws is the
temperature of the chilled water supplied to heat exchanger, and Twr is the temperature of
the warm water returning from the heat exchanger to storage. Thermal power lost by air in
the heat exchanger is given as
qa = cair m˙
T
a (Tar − Tas) (8.8)
where m˙a is the mass ﬂow rate of the air passing through the heat exchanger, cair is the
speciﬁc heat capacity of the air, Tar is the temperature of the air returning (coming from
air mixer) to the heat exchanger, and Tas is the temperature of the chilled air supplied to
the zones.
By the law of conservation of energy, the thermal power gained by the water is equal to
the power lost by air. Power exchanged in the heat exchanger is also a function of the
temperature diﬀerence between the water and the air, and is approximated by
qHE = μ
T (Tas − Twr) (8.9)
where μ is the average heat exchange coeﬃcient of the heat exchanger.
Fan
The mass ﬂow rate of the air m˙a passing through the heat exchanger is regulated by the
electric fan in the air loop. The electricity consumption of the fan is smaller than the chiller
and is neglected.
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Air Mixer
To maintain indoor air quality and carbon dioxide levels, the return air from the building
zones is mixed with outside fresh air before being used for cooling the zones. Air mixer
mixes a ﬁxed ratio β of fresh air in the volume of air passing through it. The same amount
of air is also sent out as exhaust as the mass ﬂow rate at the inlet and outlet of the mixer
is the same. As a result, the temperature of the return air coming in to the heat exchanger
Tar is a convex combination of the temperature of the building zone and the outside air,
and is given as
Tar = βTout + (1− β)Tz (8.10)
where Tz is the average temperature of all the building zones.
Building Zones
The local zone controllers distribute the total mass ﬂow rate of chilled air m˙a to meet the
thermal requirement of each zone. The total thermal power required by the building zones
to meet the temperature setpoints is approximated by
q = cair m˙a(Tz − Tas) (8.11)
Storage
According to Assumption 3, two layers of water are assumed in the storage - cold water
at temperature Tc , and warm water at temperature Th. The storage is a part of a closed
hydraulic loop which means that the total mass ﬂow rate of water entering and exiting is
equal. Therefore, the total height h of the water in the storage is constant, and is equal to
the sum of the heights of the cold (hc) and warm (hh) layer
h = hc + hh (8.12)
Storage dynamics are deﬁned by three states, the height hc and temperature Tc of the
cold water, and the temperature Th of the warm water and are governed by the laws of
conservation of mass and energy.
The increase in height of the cold water is a function of the mass ﬂow rate of the chilled
water entering the storage and is given by
Δhc,i = λm˙ch,i (8.13)
where λ is a constant of storage parameters which convert the mass ﬂow rate to the storage
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height and is deﬁned as
λ =
δt
ρπr2
(8.14)
where δt is the discretization time step in seconds, ρ is the density of water, and r is the
radius of the storage tank. Similarly, the increase in height of the warm water is given by
Δhh,i = λm˙w,i (8.15)
The height of the cold water is updated at each time step by the net diﬀerence in the mass
ﬂow rate of the chilled water entering (m˙ch) and exiting (m˙w ) the storage and is given by
hc,i+1 = hc,i + Δhc,i − Δhh,i (8.16)
It is assumed that the cold, and the warm water exiting the storage is at the temperature
of the cold and the warm water layers, Tc , and Th, respectively. It is also assumed that the
cold water entering the storage is at a temperature Tchs , and it mixes uniformly with the
rest of the cold water at a temperature Tc . With these assumptions, the temperature Tc is
updated at each time step according to the law of conservation of energy, and is given by
Tc,i+1 =
(hc,i − Δhh,i)Tc,i + Δhc,iTchs,i
hc,i+1
(8.17)
and similarly, the warm water temperature is updated as
Th,i+1 =
(hh,i − Δhc,i)Th,i + Δhh,iTwr,i
hh,i+1
(8.18)
8.4.3 Feasible Set of HVAC control inputs
The states of the HVAC system are deﬁned by
θ := [hc
T ,Tc
T ,Th
T ]T
and the control inputs by
κ := [m˙Tch, m˙
T
w , m˙
T
a ,Tchs
T ]T
The set of feasible control inputs and the total thermal power consumed by the building
zones is deﬁned as the set of all the trajectories of the HVAC control inputs and building
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power over the horizon, such that the operational constraints are respected, and is given as
H(θ,Tz) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
κ,q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(8.4), (8.5), (8.6), (8.7), (8.8), (8.9),
(8.10), (8.11), (8.12), (8.16), (8.17), (8.18)
qHE = qw = qa
Tws = Tc, Tchr = Th
Tchs ∈ Tchs ,Tas ∈ Tas
m˙w ∈Mw , m˙a ∈Ma, m˙ch ∈Mch
ech ≥ 0
θ0 = θ, ∀i = 0, ..., N − 1.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(8.19)
where N is the horizon length, Tchs , Tas are the sets deﬁning the operational constraints on
supply temperatures, andMw ,Ma,Mch are the sets deﬁning the physical constraints on
the mass ﬂow rates. Note that the set H is a function of the HVAC initial state θ0 and the
average temperature of the building zones Tz over the horizon.
8.5 Control Scheme
This section presents the proposed control scheme.
8.5.1 Local Controllers
The objective of the local building controller is to track the temperature setpoint y¯ in each
zone, given by the user, or in this case by a higher level controller. The local controller
considered here is a single-input-single-output (SISO) PI controller for each zone, and can
be written as
ui = Kp(yi − y¯i) +Ki(yi − y¯i) + xP I,i
xP I,i+1 = Ki(yi − y¯i) + xP I,i
(8.20)
where Kp ∈ Rm×Rq is the diagonal matrix representing the proportional gain, Ki ∈ Rm×Rq
is the diagonal matrix representing the integral gain, and xP I ∈ Rm is the additional state
for the integral controller.
Closed-loop Dynamics
Using the thermodynamic model (8.3), and the feedback from the local controller (8.20),
it is straight forward to write the closed-loop dynamics
xi+1 = Axi + Bu y¯i + Bddi
qi = Cxi +Dy¯i
(8.21)
145
Chapter 8. Hierarchical Control of Building HVAC System for Ancillary Services
Provision
using the augmented state xi =
[
x¯Ti , x
T
P I,i
]T
, where the input y¯i ∈ Rq is the temperature
setpoint in each zone, and the output qi ∈ R is the total thermal power consumed by the
building at time step i . Note that x¯i is the state of the thermodynamic model (8.3), and
xP I,i is the additional state for the integral action.
Remark 17. Note that the local controllers used in practice are usually SISO PI controllers
designed individually for each zone as explained in [37]. One of the reasons it is reasonable
to decouple the zone controllers is because usually the coupling between building zones is
very weak. Note also that the presented hierarchical control scheme works also for diﬀerent
types of local controllers. The thermal and electrical ﬂexibility controllers explained in
Section 8.5.2, and 8.5.3 use only the description of the closed-loop model (8.21) where
the inputs are the zone temperature setpoints and the output is the total thermal power
required by the building zones. This model can also be obtained using system identiﬁcation
techniques [64], [68], [63] with any type of local controllers in the loop.
Feasible Set of Local Control Inputs
The set of feasible setpoints and thermal power is deﬁned as the set of all the trajectories
of the setpoints to the local building controller and the corresponding total thermal power
consumed by the building while the operational constraints are satisﬁed, and is given as
Q(x,d) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y¯,q
∣∣∣∣∣∣∣∣∣
xi+1 = Axi + Bu y¯i + Bddi
qi = Cxi +Dy¯i
y¯i ∈ Y
x0 = x, ∀i = 0, ..., N − 1.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(8.22)
where the set Y deﬁnes the range of temperature setpoints according to comfort require-
ments. Note that the set Q is a function of the initial state x0 of the closed loop system,
and the weather disturbance d over the horizon.
8.5.2 Thermal Flexibility Controller
The goal of the thermal ﬂexibility controller is to characterize the largest possible set of
thermal power trajectories that can be tracked by the output of the closed loop system
(8.21). The set Ξt deﬁnes the shape of the the thermal ﬂexibility of the building. We
are interested in the baseline thermal consumption q¯ over the horizon, and a scaling α
of the set Ξt around the baseline, such that for any given reference thermal trajectory qr
in Ξt , a feasible setpoint input y¯ exists for the local controller that enables the thermal
power consumption of the building q to track the sum of the baseline and the scaled
reference thermal trajectory. This controller has two phases - bidding and on-line operation.
During the bidding phase, the baseline thermal power q¯ and the scaling α of the set Ξt are
optimized at the beginning of the regulation period, and its solution is passed on to the
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electrical ﬂexibility controller. During on-line phase, the electrical ﬂexibility controller sends
a reference thermal power qr , which the thermal ﬂexibility controller is required to track by
generating an appropriate temperature setpoint for the local controllers.
Bidding Phase
The problem of thermal ﬂexibility characterization is formulated as follows
maximize
α,q¯,πy¯
α
s.t. (y¯,q) ∈ Q(x,d)
y¯ = πy¯ (qr )
q = q¯+ αqr , ∀qr ∈ Ξt
(8.23)
where the decision variables are the thermal ﬂexibility α, the baseline thermal power
trajectory q¯, and the control policy πy¯ , while the initial state of the system x , and the
weather disturbance prediction over the horizon d are the problem data. The objective is to
maximize the scaling α of the set Ξt .
During real-time operation, the reference signal qr is revealed progressively and it is possible
to adjust the control action y¯ accordingly, therefore the optimization is not over the control
inputs but over the control policy y¯ = πy¯ (qr). The constraints are required to be satisﬁed
for all qr in the set Ξt , therefore (8.23) is a multistage robust optimization problem. α and
q¯ are the ﬁrst stage variables while the rest are the subsequent stage variables.
Next, the uncertain set Ξt (deﬁning the shape of the thermal ﬂexibility), and a parameteri-
zation of the control policy πy¯ are deﬁned which are needed to solve the robust optimization
problem (8.23).
Thermal Uncertainty Set
The thermal uncertainty set Ξt deﬁnes the shape of the building’s thermal ﬂexibility and
is deﬁned as a N-dimensional box over the horizon, i.e., Ξt :=
{
qr −1 ≤ qr ≤ 1
}
. The
choice of the set Ξt deﬁnes the complexity of the resulting optimization problem. The box
set is a good choice to allow the reference thermal trajectory to take any shape around the
baseline. Furthermore, this relatively simple set also has computational advantages. See
[79] for a discussion on handling similar optimization problems with more complicated sets.
The thermal ﬂexibility α is the scaling of the set Ξt .
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Control Policy
The robust optimization problem (8.23) is an inﬁnite dimensional problem because of
the control policy πy¯ , and thus is intractable in its exact form. Therefore, a tractable
parameterization of the control policy is required to restrict the problem to the ﬁnite
dimensional space. The following linear decision rule policy [119] is used, which has widely
been used in literature and has nice computational properties
y¯i =
i∑
j=0
Mi ,jqr,j + vi (8.24)
and can be written in vectorized form as y¯ =Mqr + v, where Mi ,j and vi deﬁne the control
policy, and are additional decision variables. The policy is required to be causal, i.e., the
control action y¯i can depend on the reference thermal power qr,i only up to time step i .
This is achieved by imposing causality constraints on M, i.e., Mi ,j = 0 for j > i .
Robust Solution
With the set Ξt and the control policy deﬁned, the robust optimization problem (8.23) can
be formulated as a linear program using duality techniques discussed in [120], [121], [79]
and summarized in Appendix C. The result of problem (8.23) is an optimal thermal ﬂexibility
α∗, baseline thermal power q¯∗, and the policy of temperature setpoints (y¯ =M∗qr + v∗)
for the local building controllers to track a scaled version of any reference thermal power
trajectory qr in the set Ξt .
On-line Operation
During the on-line operation phase, the thermal ﬂexibility controller generates the tempera-
ture setpoints for the local controllers, such that the total thermal power consumption of
the building q is equal to the sum of the baseline q¯∗ and the scaled version of the reference
thermal trajectory qr received from the electrical ﬂexibility controller. This can be achieved
either by using the control policy (M∗ and v∗) optimized during the bidding phase, or by
re-optimizing the control policy by re-solving, at each time step, problem (8.23) with ﬁxed
γ∗, q¯∗, and Ξt .
8.5.3 Electrical Flexibility Controller
The goal of the electrical ﬂexibility controller is to operate the building HVAC system
to maximize the electrical ﬂexibility that can be provided to the grid, while maintaining
occupant comfort and operational constraints. It uses the thermal ﬂexibility of the storage,
and the building (deﬁned in Section 8.5.2). This controller has two phases - bidding,
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and on-line operation. During the bidding phase, a problem is solved every day at the
beginning of the regulation period. The controller bids a capacity γ and the electrical
baseline consumption e¯ over the regulation period. During on-line operation, the controller
tracks, within some error bounds, the regulation signal received from the grid.
Bidding Phase
The electrical ﬂexibility bidding problem is formulated as
maximize
γ,e¯,πκ,πqr
γ
s.t. (πκ(a),q) ∈ H(θ,Tz)
q = q¯∗ + α∗πqr (a)
πqr (a) ∈ Ξt
‖ech − e¯− γa‖∞ ≤ me , ∀a ∈ Ξe
(8.25)
where the decision variables are the electrical ﬂexibility γ, the baseline e¯, the control policy
πqr deﬁning the reference thermal power, and the control policy πκ deﬁning the HVAC
control input. me is the maximum allowed error for tracking the regulation signal and is a
constant, while a is the normalized AGC signal received progressively from the grid and is
unknown at the time of decision. The objective is to maximize the electrical ﬂexibility γ.
The constraints include the HVAC operational constraints, thermal ﬂexibility constraint,
feasibility of reference thermal power constraint, and the regulation signal tracking constraint.
The thermal ﬂexibility is deﬁned by α∗, q¯∗, and Ξt and is ﬁxed for this problem (as provided
by the thermal ﬂexibility controller).
During on-line operation, the regulation signal is revealed progressively and it is possible to
adjust the control action κ, and qr accordingly, therefore the optimization is not over the
control inputs but over the control policy κ = πκ(a), and qr = πqr (a), respectively. The
regulation signal is assumed to lie in the set Ξe therefore, (8.25) is a multi-stage robust
non-convex optimization problem. The ﬁrst stage variables are the electrical ﬂexibility γ,
and the baseline e¯, while the rest are the subsequent stage decision variables.
Next, an approximation of the average building zones temperature Tz is deﬁned which is
needed to solve the electrical ﬂexibility bidding problem.
Average building zones temperature
Building zones temperature is used by the local building controllers for temperature regulation,
and is not available at the level of the electrical ﬂexibility controller. Therefore, it is assumed
that the zone temperatures are equal to the temperature setpoints given as input to the
local controllers. With this assumption the average building zone temperature, at time step
i , is given by Tz,i = 1p1
Ty¯i , where 1 is a vector of ones of appropriate size and p is the total
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number of zones. Using the linear decision rule policy deﬁned in (8.24), the average zones
temperature can be expressed in terms of qr as
Tz,i =
1
p
1T[
i∑
j=0
Mi ,jqr,j + vi ] (8.26)
and can be written in the vectorized form as Tz = Γ(Mqr + v), where Γ := 1p IN ⊗ 1T , with
IN an identity matrix of size N, and ⊗ is the Kronecker product.
Robust Solution
The electrical ﬂexibility problem (8.25) is intractable in its exact form because of its non-
convex multi-stage structure. To approximate (8.25), the multi-stage structure of the
problem is reduced to two stages, and the causality requirements are relaxed. The ﬁrst stage
variables are the capacity γ, and the baseline e¯ which are decided before the realization of
the uncertain parameter a, while the rest are the second stage variables and can be adjusted
after the realization of the uncertain parameter. The uncertainty set characterization
required to solve the resulting two-stage robust optimization problem is presented next.
Uncertainty Set
The uncertainty set of the regulation signal is constructed as the convex hull of a ﬁnite
number Ns of past observed regulation signals and is given as
Ξe =
⎧⎨
⎩
Ns∑
j=1
λjaj |
∑
j
λj = 1, λj ≥ 0
⎫⎬
⎭ (8.27)
where aj are the previously observed AGC signal scenarios. The idea behind this data based
uncertainty set is that if the controller is robust to past observed regulation signals, it should
also perform well for an unknown, but similar, future regulation signal due to consistency of
regulation signals over time.
Approximate Solution Method
The resulting two-stage robust optimization problem can be re-formulated into a tractable
non-convex optimization problem using the deﬁnition of the average zone temperature
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(8.26) and the set Ξe (8.27), and is given by
maximize
γ,e¯
γ
s.t. (κj ,qj) ∈ H(θ,Tzj)
Tz
j = Γ(M∗qrj + v∗)
qj = q¯∗ + α∗qjr
−1 ≤ qjr ≤ 1
‖ejch − e¯− γaj‖∞ ≤ me , ∀j = 1, ..., Ns
(8.28)
where the superscript j deﬁnes the second stage decision variables corresponding to the j th
scenario of the regulation signal, and Ns is the total number of scenarios. The solution of
(8.28) gives the optimal electrical ﬂexibility γ∗ and baseline e¯∗ over the regulation period.
On-Line Operation
The electrical ﬂexibility bidding problem (8.28) is solved once at the start of the regulation
period. This results in γ∗, and e¯∗ which are ﬁxed for the complete regulation period. During
on-line operation phase, the building receives the regulation signal at each time step from
the grid and is required to track it within ﬁxed error bounds. During on-line operation a
slightly modiﬁed version of (8.28) is solved at each time step, where the ﬂexibility γ∗ and
baseline e¯∗ are already ﬁxed and the problem horizon is shrunk at each time step. The ﬁrst
time step of the input and the state trajectories are ﬁrst stage variables, while variables for
the rest of the horizon are still second stage decision variables. The objective is to ﬁnd
a feasible control input for the HVAC system κ and the reference thermal power qr , at
each time step, while tracking the received regulation signal. The reference thermal power
is transmitted to the thermal ﬂexibility controller at each time step, which generates the
appropriate setpoints for the local controllers.
8.6 Simulations and Results
This section presents the simulation results to demonstrate the eﬀectiveness of the proposed
control strategy.
8.6.1 Simulation Setup
The simulations are performed with an ASHRAE standard ﬁve zone oﬃce building model
taken from the reference database of the U.S. department of Energy [55]. The weather
data and typical usage pattern of occupancy, electrical equipment, and lighting etc. are
provided with the model and are assumed to be perfectly forecast in simulations. The AGC
signal is considered unknown at the time of solving the bidding problem. The length of
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Building
Floor Area (m2) 511
No. of Zones 5
Peak Occupancy (people/100m2) 5.4
HVAC
Chiller supply temperature Tchs 5 - 8 ◦C
Air supply temperature Tas 14 - 18 ◦C
Storage height 4 m
Chiller eﬃciency η 0.2
Fresh air mixing ratio β 0.2
Average heat exchanger coeﬃcient μ 4 kW/ ◦C
Comfort
Comfort temperature limits 20 - 24 ◦C
Optimum comfort temperature Tideal 22 ◦C
Table 8.2 – Simulation Parameters
the regulation period is considered to be one day. The historic AGC signal of Switzerland
generated by Swissgrid (Swiss grid operator) is used to construct the daily regulation signal
scenarios needed to build set Ξe in (8.27). The number of scenarios Ns used are 60, and
are limited by the computational complexity of the resulting optimization problem. However,
the validation results suggest that the number is representative of the underlying probability
distribution. The simulation parameters are given in Table 8.2.
8.6.2 Computations
The simulations are performed in MATLAB. The thermal ﬂexibility control problem (8.23)
is reformulated as a linear program (as described in Section 8.5.2) and is formulated using
the parsing tool YALMIP [111] and solved using the GUROBI solver [122]. The electrical
ﬂexibility problem (8.28) is a non-convex optimization problem and is formulated using the
optimization tool Casadi [123], and solved using the IPOPT solver [124]. The problem
horizon is 24 hours with sampling time of 15 minutes.
8.6.3 Optimal Chiller and fan operation
Traditionally, the objective of the HVAC system control has been to operate the chiller
at the maximum possible COP. This is the right thing to do when the objective is to
minimize the total energy use or cost of operation. A closer look at the COP dynamics
(8.6) reveal that the maximum COP can be achieved by maintaining a constant chiller
supply temperature Tchs at the highest allowed level. This implies that the COP will be a
function of the outside temperature only. Moreover, the electrical consumption of the fan
in the air-loop is proportional to the mass ﬂow rate of the air m˙a. It is easy to see from
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(8.11) that if the air supply temperature Tas is ﬁxed at its minimum possible limit, then
minimum amount of m˙a is required to supply a certain thermal power to the building zones,
minimizing the electrical consumption of the fan. Intuitively, it is clear that ﬁxing the supply
temperatures (chiller Tchs and air Tas) is the economically optimal way of operating the
HVAC system. It is also veriﬁed by solving the minimum energy optimization problem at
the level of the electrical ﬂexibility controller.
Therefore, in the following the problem is solved with ﬁxed as well and varying supply (chiller
and air) temperatures to investigate the results when the objective is to maximize the
ﬂexibility that can be oﬀered to the grid.
8.6.4 Electrical Flexibility
Fixed supply temperatures
The thermal and electrical ﬂexibility problems are solved with ﬁxed supply temperatures
(Tchs = 8 ◦C, Tas = 14 ◦C), and the results are depicted in Figure 8.4. The building has
a ﬂexibility of ±2.5kW in its thermal power requirement. The thermal power supplied by
the water loop to the air loop is higher than the zones requirement because of the extra
thermal energy needed to maintain minimum fresh air requirements. The actual thermal
ﬂexibility in the water loop gets scaled up (non-linearly - depending on outside temperature),
and is further augmented with the ﬂexibility of the thermal storage. The resulting electrical
ﬂexibility provided by the building is ±6.1kW.
The thermal and electrical baselines and the power trajectories corresponding to each
regulation signal scenario are shown in Figure 8.4. The variation in the height of the cold
water layer in the storage, and the temperature of the cold and warm layers are also shown.
The temperature of cold water layer in the storage is constant at 8 ◦C because of the
constant chiller supply temperature. It can be seen in Figure 8.4 that the chiller COP
stays at its maximum allowed limit, while it varies with time because of the variation in the
outside temperature.
Varying supply temperatures
The thermal and electrical ﬂexibility problems are re-solved for the same day with supply
temperatures allowed to vary in a range (Tchs = 5 − 8 ◦C, Tas = 14 − 18 ◦C), and the
results are depicted in Figure8.5. The possibility of varying the chiller supply temperature
Tchs means that the controller can choose the chiller COP within a certain range. This
implies that the controller can spend more or less electrical power to produce a certain
thermal power. This provides extra ﬂexibility on top of the ﬂexibility from the building
thermodynamics and the storage. In this case the building provides the same thermal
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ﬂexibility, while the electrical ﬂexibility provided to the grid is increased to ±14.8kW. It can
be seen in Figure 8.5 that there is a diﬀerent trajectory of COP corresponding to each
scenario of the regulation signal. Similarly, the height and temperature of the cold and
warm storage layers have a diﬀerent trajectory for each scenario.
The validation results for a speciﬁc day are shown in Figure 8.6. It can be seen in this
ﬁgure that the zone temperatures for all the ﬁve zones are within the comfort limits,
while the regulation signal is tracked. The received regulation signal, total electrical power
consumption and the baseline power are also shown in Figure 8.6.
It should be noted that the extra ﬂexibility achieved by exploiting the chiller COP depends
on various factors including the range of outside temperature, required cooling capacity, etc.
Therefore, the amount of extra ﬂexibility might diﬀer based on external factors. However,
the result of the control scheme shows that when the objective is to maximize the ﬂexibility,
maintaining constant supply temperatures and operating the chiller at its maximum COP
might not be the optimum behavior.
8.6.5 Occupant Comfort
The impact of providing ﬂexibility on the occupant comfort is investigated and discussed in
this section.
Comfort Measure
The ASHRAE ‘Likelihood of Dissatisﬁed’ (ALD) is used as a comfort measure [86]. ALD is a
function of the absolute diﬀerence between the zone temperature and an ideal temperature.
It is a standard measure, and is based on statistical data collected by ASHRAE. Comfort
analysis is performed as a post-processing step, and an ALD value is computed for each time
step in each zone. Average comfort per day is computed using the ‘Long-term percentage
of dissatisﬁed’ (LPD), which is a function of ALD [86].
Flexibility vs Comfort
The simulation is repeated with diﬀerent levels of comfort constraints around the ideal
comfort temperature (Tideal = 22 ◦C), and each simulation gives a point on the ﬂexibility vs
comfort axis as shown in Figure 8.7. This ﬁgure can be interpreted as a Pareto curve where
the desired direction is top-left (more ﬂexibility with high comfort). The simulations are
also repeated for the case of no thermal storage tank in the HVAC system for comparison.
Results show that allowing the supply temperatures to vary provides more ﬂexibility compared
to when they are ﬁxed (round markers above cross markers in Figure 8.7), and having the
storage in HVAC system also allows to provide more ﬂexibility compared to not having it
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Figure 8.6 – Electrical Flexibility Validation - Varying supply temperatures. Top left: Zone
temperatures. Top right: Electrical power ech (red), and baseline eb (blue). Bottom left:
COP. Bottom right: Regulation Signal r (dashed green lines denote operational constraints).
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ﬂexibility controller used robust optimization methods to maximize the ﬂexibility in the
thermal consumption of building zones, and provided it to the electrical ﬂexibility controller.
The electrical ﬂexibility controller used the thermal ﬂexibility and controlled the HVAC
system using robust optimization methods to provided ﬂexibility to the grid.
A control-oriented model of a typical HVAC system was developed and simulations were
carried out to demonstrate the eﬃcacy of the proposed control scheme. Simulation results
showed that the full HVAC system can be controlled using the proposed scheme to provide
ﬂexibility to the grid. Results showed that exploiting the variable COP of the chiller might
add extra ﬂexibility on top of the ﬂexibility from the building thermodynamics and storage.
The occupant comfort was shown to increase compared to minimum energy operation, as a
by-product of providing ﬂexibility.
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C Robust Solution
C.1 Dualizing a robust constraint
This section gives an overview of a standard tool in the literature [120], [121] to reformulate
a robust constraint using duality. Let’s consider the following robust constraint
(FP+ U)r ≤ c, r ∈ R
where F and U are the problem data, P is the optimization variable, and r ∈ R is the
uncertain parameter, while R is the polytopic uncertainty set deﬁned as
R = {r ∈ RN | Rr ≤ hr}
It is well-known that this robust constraint can be formulated using a row-wise maximization,
as follows
max
r∈R
(FP+ U)r ≤ c
In the case where the uncertain set R is a polytope, the maximization problem is equal to
the following dual problem
min
Z
ZT hr
s.t. RTZ = (FP+ U)T , Z ≥ 0
where Z are the dual variables for each row of (FP+U)r. As a result the robust constraint
can be replaced by the following constraints
ZT hr ≤ c, FP+ U = ZTR, Z ≥ 0
where Z is the additional decision variable.
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Similar tricks for more complicated constraints and uncertainty sets are discussed in [79].
This method is used to replace the robust constraints in the thermal ﬂexibility problem (8.23)
to formulate a tractable convex optimization problem, and the procedure is summarized
next.
C.2 Reformulating the thermal ﬂexibility problem
Using the the aﬃne decision rule policy (8.24), the thermal ﬂexibility problem (8.23) can
be written as the following robust optimization problem
maximize
α,q¯,M,v
α
s.t. (y¯,q) ∈ Q(x,d)
y¯ =Mqr + v
q = q¯+ αqr , ∀qr ∈ Ξt
(C.1)
where the matrix M is constrained to be lower-triangular for causality, and the uncertainty
set Ξt is polytopic and can be written as
Ξt = {qr ∈ RN | Sqr ≤ h}
where S ∈ Rns×N , and h ∈ Rns×1.
The state, input, weather disturbance, and output vectors in the deﬁnition of set Q
(8.22) are stacked over the horizon as x = [xT1 , x
T
2 , ..., x
T
N ]
T , y¯ = [y¯T0 , y¯
T
1 , ..., y¯
T
N−1]
T ,
d = [dT0 , d
T
1 , ..., d
T
N−1]
T , and q = [qT0 , q
T
1 , ..., q
T
N−1]
T . Using appropriate stacked matrices
A ∈ RnxN×nx , Bu ∈ RnxN×nuN , Bd ∈ RnxN×ndN , C ∈ RnyN×nxN , D ∈ RnyN×nuN , and
E ∈ RnyN×nx , the dynamics of the closed loop system in set Q (8.22) can be written in the
dense form, as a function of the initial state x0, as follows
x = Ax0 + Buy¯ + Bdd
q = Cx+Dy¯ + Ex0
(C.2)
where the stacked matrices are deﬁned as
A :=
⎡
⎢⎢⎢⎢⎣
A
A2
...
AN
⎤
⎥⎥⎥⎥⎦ , Bu :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Bu 0 · · · · · · 0
ABu Bu 0 · · ·
...
A2Bu ABu
. . . . . .
...
...
...
. . . . . . 0
AN−1Bu AN−2Bu · · · ABu Bu
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
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Bd :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Bd 0 · · · · · · 0
ABd Bd 0 · · ·
...
A2Bd ABd
. . . . . .
...
...
...
. . . . . . 0
AN−1Bd AN−2Bd · · · ABd Bd
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, C :=
⎡
⎢⎢⎢⎢⎣
0 · · · · · · 0
C 0 · · · ...
0
. . . . . .
...
0 · · · C 0
⎤
⎥⎥⎥⎥⎦
D := IN ⊗D, E :=
⎡
⎢⎢⎢⎢⎣
C
0
...
0
⎤
⎥⎥⎥⎥⎦
Using (C.2), the constraints of the robust optimization problem (C.1), after appropriate
substitutions, can be re-written as
θ + Gv − q¯+ (GM− Λ)qr = 0
ymin ≤Mqr + v ≤ ymax , ∀qr ∈ Ξt
(C.3)
where θ = (CA+ E)x0 + CBdd, G = CBu +D, and Λ = IN ⊗ α.
Dualizing the robust constraints (C.3) following the procedure explained in Section C.1,
the robust optimization problem (C.1) can be formulated as the following linear program
maximize
α,q¯,M,v
α
s.t. θ + Gv − q¯+ ZT1 h ≤ 0
GM− Λ = ZT1 S
Z1 ≥ 0
−θ − Gv + q¯+ ZT2 h ≤ 0
−GM+ Λ = ZT2 S
Z2 ≥ 0
ZT3 h + v ≤ ymax
M = ZT3 S
Z3 ≥ 0
ZT4 h − v ≤ −ymin
−M = ZT4 S
Z4 ≥ 0
(C.4)
where Z1 ∈ Rns×N , Z2 ∈ Rns×N , Z3 ∈ RnuN×N , Z4 ∈ RnuN×N are the dual variables
(additional optimization variables), and ymin and ymax deﬁne the comfort set Y.
The solution of the robust optimization problem gives the optimal baseline q¯∗, the scaling
of the uncertainty set α∗, and the control law deﬁned by M∗ and v∗.
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9 Conclusion
This chapter summarizes the main conclusions of the thesis. This thesis addressed all the
research questions raised in Chapter 1. The main conclusions are given below.
Part I - OpenBuild
This part answered the question of eﬃcient modeling of building thermodynamics for
optimization based control.
The open source MATLAB toolbox OpenBuild was developed to facilitate modeling, testing,
and validation of building controllers. The toolbox enabled automatic extraction of linear
state-space building thermodynamic models from EnergyPlus building models. The associ-
ated disturbance data (weather, internal gains, and occupancy) for the linear models was
also extracted from EnergyPlus. The extracted models were validated using the original En-
ergyPlus models and the results showed that the linear models were reasonable in capturing
the thermodynamics and predicting the thermal power requirement of the buildings. The
toolbox also facilitates co-simulation between MATLAB and EnergyPlus. The toolbox gives
access to a large number of validated standard building models of diﬀerent types and the
associated data to carry out realistic simulation studies.
Part II - Ancillary Services
This part answered the questions of characterizing buildings’ ﬂexibility, control of buildings
to interact with diﬀerent markets involved in the provision of ancillary services, and the
economic and practical (technical) feasibility of buildings providing ancillary services.
The control problem of a building providing secondary frequency control service to the
grid was presented in Chapter 5. The two phases (oﬄine and online) of ancillary services
provision were introduced. The bidding problem for the oﬄine phase was formulated as a
multi-stage uncertain optimization problem. An approximate solution method for the bidding
problem based on a novel intraday control policy and two-stage stochastic programming
was proposed. A closed loop algorithm based on a stochastic MPC controller was proposed
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for the on-line phase. Simulation results showed that it is indeed possible for a building to
act as a virtual storage and provide ﬂexibility to the grid. The proposed controller showed
satisfactory performance in simulations, and the building was able to track the received
AGC, while satisfying the comfort requirements.
The ﬁnancial analysis of a typical oﬃce building providing ancillary service in Switzerland was
presented in Chapter 6. The diﬀerent markets, costs, and rewards involved in the provision
of ancillary services were presented. The control methodology presented in Chapter 5 was
adapted to account for all the costs, rewards, and the particular building HVAC considered
in the study. The ﬁnancial analysis was carried out using all the real data for the year 2014
with the following main outcomes:
• On average, providing secondary frequency control service to the grid results in savings
for the building which are further increased by participating in the intraday market.
The building without extra storage in its HVAC system saves on average 8.3% without
and 11.1% with intraday market participation.
• Availability of thermal storage in the building HVAC system increases this ﬁnancial
beneﬁt. For the building with thermal storage, the average savings in operational
costs increase to 13%, while participating in the intraday energy market increase it to
29.5%.
• The provision of ancillary services to the grid increased the occupant comfort at a
reduced price which is counter-intuitive. This is because the extra energy consumed
to provide ﬂexibility also improved occupant comfort.
• The economic beneﬁt is sensitive to the electricity price. Since, electricity prices
are slightly diﬀerent (due to diﬀerent distribution charges) at diﬀerent locations in
Switzerland, the ﬁnancial beneﬁt varies with the physical location of the building
within Switzerland.
The provision of regulation services using an occupied oﬃce building was experimentally
demonstrated in Chapter 7. The control scheme presented in Chapter 5 was tested using
the LADR experimental setup. The building was able to provide ﬂexibility to the grid by
optimizing and ﬁxing its baseline and capacity at the beginning of the regulation period,
and tracking successfully the received AGC signal, while maintaining occupant comfort and
operational constraints. The success of the experiments despite uncertainties in weather
prediction and occupancy demonstrated the robustness of the proposed control approach.
The proposed control approach was also compared, both in simulations and experiments,
to an alternative control method based on robust optimization methods, developed in the
lab. The results showed that the proposed control method works well in practice and is less
conservative compared to the alternative approach.
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Part III - Hierarchical Control
This part answered the question of controlling the diﬀerent components of a complex HVAC
system for providing ﬂexibility (ancillary service) to the grid.
A hierarchical control scheme for building HVAC systems to provide secondary frequency
control service to the grid was presented in Chapter 8. A separation in the control of the
building zones and the HVAC system was proposed using a three-layer control architecture.
The local building controllers tracked the temperature setpoints at the lowest level. The
thermal ﬂexibility controller used robust optimization methods to maximize the ﬂexibility
in the thermal consumption of building zones, and provided it to the electrical ﬂexibility
controller. The electrical ﬂexibility controller used the thermal ﬂexibility and controlled
the HVAC system using robust optimization methods to provide ﬂexibility to the grid. A
control-oriented model of a typical HVAC system was developed and simulations were
carried out to demonstrate the eﬃcacy of the proposed control scheme. Simulation results
showed that the full HVAC system can be controlled using the proposed scheme to provide
ﬂexibility to the grid. Results showed that exploiting the variable COP of the chiller might
add extra ﬂexibility on top of the ﬂexibility from the building thermodynamics and storage.
The occupant comfort was shown to increase compared to minimum energy operation, as a
by-product of providing ﬂexibility.
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