Abstract-In this work, we consider the problem of robust principal component analysis (RPCA) for streaming noisy data that has been highly compressed. This problem is prominent when one deals with high-dimensional and large-scale data and data compression is necessary. To solve this problem, we propose an online compressed RPCA algorithm to efficiently recover the low-rank components of raw data. Though data compression incurs severe information loss, we provide deep analysis on the proposed algorithm and prove that the low-rank component can be asymptotically recovered under mild conditions. Compared with other recent works on compressed RPCA, our algorithm reduces the memory cost significantly by processing data in an online fashion and reduces the communication cost by accepting sequential compressed data as input.
I. INTRODUCTION
In recent years, many algorithms have been proposed to robustify standard principal component analysis (PCA) [4] , [14] to deal with gross noise or outliers in realistic data [2] , [6] , [3] , [22] , [17] , [27] . Among them, a popular robust PCA (RPCA) algorithm for recovering a low-dimensional subspace underlying the noisy data is to factorize the data matrix into a low-rank component plus a sparse component -through solving the following principal component pursuit (PCP) problem [3] :
Here each column in the matrix X represents one sample of the observations. The matrices L and E are respectively encouraged to be low-rank (accounting for the low-dimensional subspace structure) and sparse (explaining the gross noise on the observations) by the imposed matrix nuclear norm · * and the 1 norm · 1 . Studies on the RPCA problems have achieved great success in theories as well as practices on simple datasets [28] , [18] . However, most of existing algorithms require to access the whole set of raw data directly to solve the RPCA problems. Thus they are usually computationally expensive when dealing with large-scale and high-dimensional data such as video sequence and high-resolution images.
To address the challenge of high memory cost for RPCA, one possible solution is to compress the large-scale data first and then analyze size-reduced data in a compressed domain (e.g., randomly project the raw data into a low-dimensional space) instead of in the original domain. This is motivated by the practical observations that realistic high-dimensional data is often intrinsically redundant, and thus analyzing properly compressed data directly can be much more efficient.
In fact, several methods have been developed to solve the problems of RPCA in the compressed domain. [25] gives a proof that when the number of observations exceeds the number of intrinsic degree of freedom of the component signals by a polylogarithmic factor, the low-rank and sparse terms can be exactly recovered by convex optimization. SpaRCS [23] is a loop-based greedy algorithm which combines CoSaMP [16] and Admira [11] . In each iteration, SpaRCS adopts CoSaMP to recover the sparse term and Admira to recover the low-rank term.
With the spirit of RPCA, they try to solve the following optimization problem to recover the row rank and sparse components from the compressed data directly:
s.t. Y = A(L + E).
Here A is a known data compression operator (e.g., random projection, random sampling) and Y is the observed compressed data. Although compressing data before RPCA analysis indeed reduces memory cost, those methods still fail to handle large-scale data sets as they need to load all the compressed data into memory for computation.
In this work, we propose an online compressed RPCA algorithm -termed as OCRPCA -to more efficiently solve compressed PCA problems, with provable performance guarantee. OCRPCA specifically considers linear compression operators A for compressing streaming data, such as noiselet [5] , random sampling and random projection [20] , [12] , [7] . Given a sequence of compressed data Y = A(X) = [y 1 , y 2 , . . . , y T ], OCRPCA directly recovers the low rank component of raw data X from compressed data Y in an online manner.
is a sequence of the raw highdimensional data and y t = A(x t ), t = 1, . . . , T .
The proposed OCRPCA offers several appealing advantages in both practice and theory. First of all, compared with existing online RPCA algorithms such as ORPCA [8] , [9] , [13] , OCR-PCA only needs to access the compressed data, whose size has been reduced significantly. Therefore, the data communication cost that is prominent in modern data processing systems can be reduced dramatically. Secondly, compared with batch compressed RPCA method, OCRPCA does not need to revisit all the former samples when a new sample is revealed. Thus, OCRPCA can efficiently deal with sequential and dynamic inputs, such as video sequences. Thirdly, rather than loading all the samples into memory, OCRPCA only needs to load one sample at each time instance. This property of OCRPCA offers greater efficiency benefits for dealing with big data. We also provide sharp analysis on the statistical performance of OCRPCA and demonstrate that the estimation offered by OCRPCA converges to the global optimum asymptotically.
II. PROBLEM FORMULATION

A. Notations
Throughout the paper, we use capital letters to denote matrices. In particular, let X ∈ R d×T denote the collection of T noisy raw data in R d without compression and x i denote the ith column of the matrix X. The problem of RPCA is to find an underlying low rank component L and a sparse noise component E of X. We use A to denote the linear compression operator and A to denote its adjoint. Y ∈ R p×T is the observed compressed data, for which we have Y = A(X) = [y 1 , y 2 , ..., y T ], and specifically y i = A(x i ). Given a = A(a), we define the compression ratio of the operator A as s dim(a ) dim(a) , where dim(a) denotes the dimension of a data point a and the smaller compression ratio means more significant compression. In analysis on the recovery performance, the incoherence of the low rank component L is involved, which is defined as follows.
Here r is the rank of L and e i is the ith canonical basis vector in Euclidean space (the vector with all the entries equal to 0 but the ith equal to 1).
B. Online Compressed Robust PCA
We focus on solving the problem of RPCA in the compressed domain. The compression operator A is known and only the compressed data is observed. Formally, the optimization problem we are going to solve is:
with λ 1 and λ 2 be two pre-defined trade-off parameters. We will explain how to choose the values of λ 1 and λ 2 in the experiments. Most of existing works, such as SpaRCS [23] , solve the above compressed RPCA problem through explicit recovering the raw high-dimensional data and then performing SVDs on it, which restricts their scalability to big data. In this work, we develop an online learning algorithm to solve the above problem. Performing the online learning is not trivial for the above optimization problem, as the involved nuclear norm tightly couples the sampels together, so they cannot be processed individually. Inspired by the recent work of online RPCA [8] , we propose a new algorithm that avoids this problem by reformulating the above optimization problem in a bilinear form, based on the property of nuclear norm: [19] . Here U ∈ R d×r and V ∈ R T ×r , and r is the rank of L. Then it is clear that the optimization problem is equivalent to:
In order to simplify the optimization, we here introduce an auxiliary variable X = UV + E that serves as a surrogate of the raw data. Then the above optimization problem can be written as:
Here the extra regularization term
F is used to prevent the magnitude of raw data from being arbitrarily large. Note that the re-formulated optimization problem is actually nonconvex as there is a bilinear term of UV . Fortunately, we can provide a performance guarantee that our algorithm can successfully solve the above non-convex problem and asymptotically recover the low-rank and sparse components from the compressed data. Details of the proof are provided in Section III of Proof.
We now proceed to explain the details of our proposed OCRPCA algorithm. The algorithm actually solves an equivalent optimization problem with penalty as follows:
Compared with the objective function in (2) , it has an additional penalty term: 
Then, v i can be updated by solving the following quadratic programming problem:
and e i can be updated by solving the following Lasso type problem:
Since A is a linear operator, x i can be updated by solving a quadratic programming problem:
(6) The update of U is quite different from that of v i , e i , x i . U is the basis matrix which needs to be updated according to the sequential data and we need to minimize the following empirical cost function.
where the loss function for each sample is:
In the stochastic optimization, one is usually interested in the minimization of the expected loss of the overall samples [15] .
where the first equation is based on the fact that y is deterministically dependent on x via y = A(x). We develop our OCRPCA method based on the above analysis. The basic idea is to develop a stochastic optimization algorithm to minimize the empirical cost function (7) for streaming data. The coefficients v i , e i , x i are alternatively optimized according to Equations (4), (5) and (6) respectively. At the t-th time instance, we use the previously estimated
to establish a surrogate cost function and then minimize it to calculate the basis U t . The surrogate loss function we are going to work with is defined as:
It is easy to verify that this function renders an upper bound for f t (U ):
Combining the above optimization steps gives our proposed OCRPCA algorithm, with details provided in Algorithm 1. Here we consider the linear compression operator A, and thus x i is updated via a simple quadratic programming. To improve the convergence, we update U by adopting the blockcoordinate descent with warm restarts [1] . It is described in Algorithm 2.
(the compression operator and its inverse operator), λ1, λ2, μ ∈ R (regularization parameters) Initialize: U0 is a random matrix ;
Compute Ui with Ui−1 as warm restart using Algorithm 2 ; end Output: U, V, E Algorithm 2: The Basis Update
C. Performance Guarantees
In this work, we propose deep analysis on the solution presented in Algorithm 1, and provide a guarantee in the following theorem that the final solution will converge to the optimum of the batch problem. (9) is r, and the solution U t ∈ R p×r provided by Algorithm 1 is full rank, then U t converges to the optimal solution of (9) asymptotically as t → ∞.
Theorem 1 (convergence guarantee). Assume the magnitudes of observations are always upper bounded and the compression operator A is a linear operator. Suppose the rank of the optimal solution U of the problem in
Applying the above convergence result, along with the recovery condition for batch algorithm in [25] , guarantees that OCRPCA can recover the low-rank components from compressed data with a high probability. 
III. PROOF
In this section, we provide the proof of our main result in Theorem 2.
The compression operator A used in our algorithm is linear operator, so we write A(X) as AX in this section for notational convenience. Here A is the corresponding projection matrix of the compression operator A.
The proof of Theorem 1 proceeds in the following four steps: (I) we first prove the surrogate function g t (U ) converges almost surely; (II) we then prove the solution difference behaves as
→ 0 almost surely, and the gradient of f becomes zero at solution U t when t → ∞; (IV) finally we prove that U t asymptotically converges to the optimum solution of (9), which recovers the ground truth with high probability under mild conditions. 
, and C Λ denotes the elements of matrix C indexed by Λ × Λ, Λ = {j|e * [j] = 0}. Moreover, the optimal solution is unique.
The proof of Lemma 1 is quite straightforward. We first calculate the partial derivative of the objective function (8) and then the first order optimal condition on the objective function is applied. In addition the uniqueness of the optimal solution, as guaranteed in Lemma 1, offers the following theorems and lemmas. 
Then, we have 1) the function defined in (8) is continuously differentiable and
Proof. The function h(y, U, v, x, e) is continues, and for all
, the function h(., ., v, x, e) is differentiable, and the derivative ∇ U h(., ., v, x, e) is continuous. According to Lemma 1, h(., ., v, x, e) has unique minimizer (v * , e * , x * ). We directly apply Lemma 2 and obtain that l(y, U ) is differentiable in U and
Proof of the second claim
According to the first claim, function l(y, U ) is continuously differentiable, thus
Proof of the third claim
To prove ∇f (U ) is Lipschitz, we will show that for all bounded observations y, v * (y, .), x * (y, .) and e * (y, .) are Lipschitz with constants independent of y. The loss function l(y, U ) is continues in y, U, v, e, x and according to Lemma 1 , for fixed y and U , it has a unique minimum, so the optimal solutions v * , e * , x * are continuous in U and y.
Consider a matrix U and a sample y, the corresponding optimal solutions are v * , x * , e * . Assume C and b are defined as those of Lemma 1, and Λ is the set of the indices such that 
We then show the function h (y, U, . 
, ., .) − h(y , U , ., ., .) is Lipschitz continuous. Define a matrix H = [I, −U, −I], a vector d = [x; v ; e]. Assume matrix A is the projection matrix of compression operator A. The difference of these two functions is (h(y, U, v, x, e) − h(y , U , v, x, e)) − (h(y, U, v , x , e ) − h(y , U , v , x , e
It is easy to show that the function Hd 
(h(y, U, v, x, e) − h(y , U , v, x, e))
Then according to the (11) of this section, and considering (v * , e * , x * ) minimizes h(y , U , ., ., .), we have
Combining the second claim, we can conclude the third claim. The proof of the convergence of f can be derived from Lemma 2.
Theorem 3 (convergence of the surrogate function g t ). Let g t denote the surrogate function defined in (10). Then, g t (U t ) converges almost surely when the solution U t is given by Algorithm 1.
The convergence of the surrogate function g t provides a guarantee for the convergence of the function f .
Theorem 4 (difference of the solution U t ). For the two successive solutions obtained from the Algorithm 1, we have
Theorem 4 actually provides a guarantee of the convergence of U t . Since the purpose of our algorithm is to recover the basis matrix U from the compressed data. According to Theorem 6, the U ∞ obtained form Algorithm 1 satisfies the first order optimality condition for minimizing the expected cost f (U ). Our OCRPCA algorithm can calculate a solution that converges to a stationary point of the expected loss (9) . Until now we finish the convergence analysis of our algorithm.
Details of the proofs for Theorem 3, Theorem 4, Theorem 5 and Theorem 6 can be found in [8] . (9) , the obtained solution U is the optimal solution of the problem (9) if U is full rank.
Theorem 7. When solution U satisfies the first order condition for minimizing the objective function in
Proof. The minimizer of the objective function in (9) is
which is equivalent to
We can calculate the following equations
Here Z = X − E. Note that for any invertible matrix Q, the pair (UQ, V Q −1 ) provides a factorization equivalent to (U, V ). According to [21] any solution (U, V ) can be orthogonalized to an equivalent orthogonal solutionŪ = UQ,V = V Q −1 such thatŪ Ū = Λ U andV V = Λ V are diagonal matrices. When we replace U, V byŪ,V in (14) and (15), it is easy to find that Λ U = Λ V = Λ.
Since orthogonalization operation is always performed on our algorithm, we focus on the orthogonal solution, where U U = Λ ∈ R r×r and V V = Λ ∈ R r×r . Since U and R are full rank, the elements in the diagonal of matrix Λ are non-zero.
From (15) we can obtain
Substituting back into (14), we have
Define
Namely, the matrix V is an orthogonal matrix. From the above equation, we conclude that
Therefore, the columns of the matrix V are the eigenvectors of the matrix Z Z. Thus the columns of the matrix V are the eigenvectors of the matrix Z Z scaled by the square root of the matrix Λ. And the eigenvalues of the matrix Z Z are the elements in the diagonal of matrix (Λ + λ 1 I) 2 . From (17) we have
Thus similar to V , the columns of matrix U correspond to the eigenvector of the matrix ZZ scaled by the square root of the matrix Λ.
Performing SVD on the matrix Z provides Z = P ΣD =
Thus, we have
Since matrix U is full rank, U U = Λ is positive definite.
where
Thus it is easy to verify that
(19) The problem in (12) is equivalent to the following convex optimization problem
The first order optimal condition is satisfied by the obtained solution shown in (13), (16) and (19) . Since the problem is convex, we can conclude that the solution is also global optimal.
The results of Theorem 2 are directly implied from applying Theorem 2.1 of [25] with the convergence guarantee in Theorem 7.
IV. SIMULATIONS
We devote this section to simulation evaluation of the proposed OCRPCA algorithm on the synthetic data.
For benchmarking the performance of OCRPCA, we develop a batch counterpart of online compressed robust PCA by applying the ADM technique [26] to solve the problem (2). Here, instead of directly solving the complex optimization problem: min U,V,E,X L(U, V, E, X, β), ADM separates the problem into four subproblems and solves them alternatively. Details of the batch compressed robust PCA algorithm are given in Algorithm 3. 
We follow the data generation scheme of PCP as in [3] to generate our synthetic dataset. We first generate a low-rank matrix L as a product of U and V , which is L = UV . Here the sizes of U and V are d × r and T × r respectively. r is the intrinsic rank of the low-rank data matrix L, d is the dimension of each sample and T is the number of samples. U is the basis of the subspace spanned by the columns of L. The elements of both U and V are i.i.d. sampled from a normal distribution N (0, 1/T ). The raw data before compression is then generated by X = L + E, where E is a sparse noise matrix with a ρ s fraction of non-zero element. The non-zero elements in E is uniformly distributed over the interval of [−10, 10] . The observed compressed data is Y = A(X), where the compression operator A is the permuted noiselets proposed in [5] . A nice property of this compression operator is that we do not need to store any projection matrix explicitly. The compression operation is implemented by C++ to reduce both time and memory cost. The performance is evaluated by the principal subspace angle θ [24] between the subspace recovered by Algorithm 1 and the groundtruth. More concretely, let U T be the output basis by OCRPCA, and U be the basis of the groundtruth subspace. Then the subspace angle θ is calculated as
Smaller subspace angle indicates better recovery of the subspace. If the matrices U T and U are not orthogonal ones, we first calculate the orthonormal basis of their range space through SVD, and then use the corresponding basis to calculate the subspace angle.
In the experiments, we empirically found that the convergence rate of Algorithm 1 was slow when it was only allowed to access one sample at each time instance. This is because a single sample carries very limited information when the compression ratio s is small. Thus, we improve Algorithm 1 by allowing it to process a mini-batch of samples at each time instance. The size of mini-batch n is controlled to be small and thus the extra memory cost is also light. The results in Figure 1a demonstrate the relationship between the size of mini-batch and the convergence rate of Algorithm 1. In the experiments, we use grid search to tune the parameters λ 1 , λ 2 and λ 3 . The results are obtained in the following settings: d = 2048, r = 2, ρ s = 0.01, s = 0.3. The parameter λ 3 is fixed to be a small value 1 × 10 −3 . The same experiments are performed for five times and the average is taken. We report corresponding subspace angles produced by OCRPCA with different mini-batch sizes when they see the same number of samples. The results demonstrate that slightly increasing the batch size from 1 to 4 significantly improves the convergence rate. For example, there is a large performance difference (around 0.8) after the algorithms see 5000 samples. Note that these empirical results on dependence of convergence rate on batch size do not conflict with our theoretical results in Theorem 2, as the theoretical guarantees hold for asymptotic cases. Figure 1b illustrates how the performance of OCRPCA converges to the one of its batch counterpart when OCRPCA visits increasing number of mini-batches of very high-dimensional samples under the following setting: n = 32, d = 2048, T = 1024, s = 0.3, r = 2, ρ s = 0.01. Here, we set the trade-off parameter of OCRPCA as: λ 1 = 10, λ 2 = 0.01, μ = 1. We allow OCRPCA to revisit mini-batches to avoid introducing new samples. We run the batch algorithm on the same dataset as baseline with following parameter setting: λ 1 = 0.1, λ 2 = 0.01, μ = 1. The result of the batch algorithm is plotted as the blue curve in Figure 1b . As another baseline, we also apply SpaRCS proposed in [23] on the same dataset. The final result is plotted as the red curve in the Figure 1b . We observe that along with OCRPCA visiting more minibatches, the subspace angle smoothly decreases. This verifies the convergence of OCRPCA. On this dataset, both batch compressed RPCA and SpaRCS can correctly recover the subspace (the subspace angle is less than 0.1), while the subspace angle of the proposed OCRPCA gets really close to 0.1 after dealing with 1000 batches.
We also plot the averaged subspace angle of batch compressed RPCA and OCRPCA under different settings in a matrix form in Figure 1c and Figure 1d . All the results in Figure 1c and Figure 1d are produced under the following setting: d = 256, T = 1024, n = 32(n is set as a trade-off between the performance and overall convergence). Since there are only 1024 samples that are not sufficient for OCRPCA to converge, OCRPCA goes over all the mini-batches for 10 times without requiring new samples. This is also a common practice for implementing online learning algorithms. The fraction of non-zero elements in E is set as ρ s = 0.01; the intrinsic rank r of the low-rank component varies from 3 to 60; the compression ratio s varies from very small 0.015 (a quite difficult case) to relatively large 0.3 (easier case). All the results in Figure 1c and Figure 1d are generated by averaging the results from implementing the algorithms for 5 times.
The results demonstrate that under relatively low intrinsic rank (e.g., r ≤ 12) and large compression ratio (e.g., s ≥ 0.1), OCRPCA can almost correctly recover the subspace (the subspace angle less than 0.1). From the plots, we can also observe that the performance of OCRPCA is very close to its batch counterpart. This verifies the guarantee in Theorem 2 that the performance of OCRPCA can converge to the one of the batch method, and both OCRPCA and batch method can provide estimates close to groundtruth under mild conditions. In some difficult settings for signal recovery (the very bottom of Figure 1c and Figure 1d , which means the compression ratio is very small), both the online algorithm and batch algorithm cannot correctly recover the subspace. The reason is that when the compression ratio is small, the observed compressed data cannot provide sufficient information due to the huge information loss.
We compare the efficiency of SpaRCS, batch compressed RPCA and OCRPCA in Table I . SpaRCS, PCP and batch compressed RPCA all have an O(dT ) factor in space cost. The dependency on T prevents them from dealing with big data. In contrast, OCRPCA only has a space complexity of O(dr + dn + r 2 ) where r T, n T . Thus OCRPCA has the desired small space complexity to deal with big data. 
V. CONCLUSION
In this work, we developed an online compressed robust principal component analysis method that processed compressed big data directly. Different from former batch algorithms that need to record all the data, the proposed OCRPCA algorithm only needs to record a small batch (or even a single one) of the input sequential samples. Thus OCRPCA reduces the computation cost significantly and is very promising for dealing with big or dynamic data. Though we need to solve a non-convex optimization problem in OCRPCA, we provides an asymptotic guarantee -with a large probability, OCRPCA can successfully find the global optimum under mild conditions.
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