Cox proportional hazards modelling is a widely used technique for determining relationships between observed data and the risk of asset failure when model performance is satisfactory. Cox proportional hazards models possess good explanatory power and are used by asset managers to gain insight into factors influencing asset life. However, validation of Cox proportional hazards models is not straightforward and is seldom considered in the maintenance literature. A comprehensive validation process is a necessary foundation to build trust in the failure models that underpin remaining useful life prediction. This article describes data splitting, model discrimination, misspecification and fit methods necessary to build trust in the ability of a Cox proportional hazards model to predict failures on out-of-sample assets. Specifically, we consider (1) Prognostic Index comparison for training and test sets, (2) Kaplan-Meier curves for different risk bands, (3) hazard ratios across different risk bands and (4) calibration of predictions using cross-validation. A Cox proportional hazards model on an industry data set of water pipe assets is used for illustrative purposes. Furthermore, because we are dealing with a non-statistical managerial audience, we demonstrate how graphical techniques, such as forest plots and nomograms, can be used to present prediction results in an easy to interpret way.
Introduction
The publication in 2014 by the International Standards Organisation (ISO) of the ISO 55001 Asset Management Standard (the Standard) and subsequent interest by regulators and boards on certification to the Standard has intensified focus on how to predict asset life. Managers responsible for the development and the delivery of asset management plans need to document 'the processes and methods to be employed in managing the assets over their life cycles' and determine 'how the results will be evaluated' and 'establish processes for assessment of risks'. 1 To deliver on these requirements, an explicit demonstration of how predictions are made is required. Our focus is on demonstrating a process for validating predictions of an asset's survival probability made during the in-service phase of an infrastructure asset's life cycle. This will support asset managers seeking to meet prediction-related requirements of ISO 55001.
Infrastructure assets (e.g. pipes, transmission lines, rail lines, roads) have a large population of similar asset types and long installation periods, and hence, produce good data sets to support statistical analysis. There is a rich history of using regression models, particularly Cox proportional hazards models (Cox PHMs) , to support maintenance decisions for these types of assets. 2, 3 Previous Cox PHM work in maintenance can be broadly considered as explanatory or descriptive modelling. Descriptive models aim to summarise relationships within the observed data. Examples of descriptive Cox PHMs for maintenance applications include those 1 that explore the effect of specific covariates on hazard rates [4] [5] [6] [7] [8] [9] and the effect of maintenance actions on model performance. 10, 11 Descriptive Cox PHMs are also used to determine condition-based maintenance and inspection interventions. [12] [13] [14] [15] [16] While descriptive models aim to capture associations between dependent and independent variables, it is not always well understood that 'models with a high explanatory power are not inherently of high predictive power' and the 'two are often conflated'. 17 For example, in the simplest case without covariates, an 'ideal' failure model with large variance has very small predictive power in estimating time to failure.
Predictive modelling is forward-looking, the model estimated using observed data with the aim of predicting as yet unobserved or out-of-sample data. Given that there is now considerable interest in models that can predict asset life, we conducted a search in topranked journals for reliability, maintenance and operations research from 1986 to 2014. When we searched for models of in-service asset life prediction using Cox PHM that included rigorous model cross-validation, the only example we found was for predicting mean residual life on rail wagon bearings in which only a small hold-out test set was used for validation. 18 Review papers on prognostics and models for maintenance [19] [20] [21] have noted this omission of work on validated Cox proportional hazard prediction models before. Lack of validation for models presents a trust issue for asset managers who are being asked to make decisions with cost, safety and/or reputation consequences based on the outputs of Cox PHMs.
Model validation is often presented as goodness-offit tests on observed data. We found that many papers on descriptive Cox PHMs include sections testing the assumptions of the PHM. 6, 7, 22, 23 Once ensuring a model's assumptions are met, hypothesis testing for potential relationships (using p-values and significance tests) is important but does not guarantee predictive accuracy. Mindful of the increasing importance of predictive analytics in industry, this article provides additional prediction validation approaches to those available in standard software with the aim of improving practice in the maintenance modelling community.
The outputs of Cox PHMs are often presented to managers using tables. The data in these tables include the exponential of coefficient values, standard errors and p-values. These tables require careful reading of the accompanying text to understand the significance of the values presented and how these values relate to the prediction being made. We suggest that there is opportunity to leverage graphical methods used in other fields, such as medicine, to improve how results are presented. Graphical methods, such as forest plots and nomograms, aid managers in understanding, for example, the effect of individual covariates on the prediction. This ease of interpretation of model results and visibility of what influences a model's prediction is important in building trust and acceptance for the model. 24 The article is organised as follows. First, we describe a data set for blockages in waste water pipes over a 7½-year period. It is typical of the data sets available to asset managers in water utilities and forms the basis of pipe renewal planning decisions. The following section describes the use of this data set to illustrate data splitting, discrimination and model fit. The value of graphical methods for validation is then examined using Kaplan-Meier and calibration plots. Finally, the data are used to illustrate how forest plots and nomograms improve the ease of interpretation of the model compared to more commonly used tables.
Motivation and data set
The data set is provided by a Water Utility responsible for waste water services in metropolitan and country regions. They are responsible for 14,218 km of pipe of which 26% is victaulic clay (VC) material. The data set contains blockage records from VC pipes for the metropolitan region for the period 1 January 2006 to 30 June 2013, and for the purpose of demonstration, we restrict discussion to first blockages only. The oldest pipes were installed in 1913 with the majority installed in the period . Data on the following variables were collected: pipe identification, size of the band, length, gradient, depth, installation year, joint type, groundwater level, pipe submergence depth, pipe location, soil type and land code, if there is a railway within 5 or 10 m or a road within 5 or 15 m, and if there is a water source within 50 m. The data are more fully described in Xie et al.'s study 25 and the code used in the paper is available by contacting the corresponding author. A total of 39,226 (89.2%) pipes had no blockages during the study period. A total of 4750 (10.8%) pipes had at least one blockage during the study period, with a mean time to first blockage of 3.2 years (1179 days).
Of concern to the Water Utility is that these VC pipes have been responsible for more than 60% of the blockages in the last decade. Their asset managers work in a cost constrained environment so seek to predict specific VC pipes with the highest risk of failure due to blockage. This type of analysis supports the development of a targeted maintenance programme and is used to justify cost estimates in their 5-year budget.
The Cox PHM examines relationships between the hazard and potential influential factors on sewer blockages. A pipe blockage is regarded as the 'death' of the pipe due to temporary loss of function. The hazard function represents the 'instantaneous' probability of an event at time T = t (alternatively, T 2 ½t, t + dt)) for a pipe which has already survived up to time t. The hazard function h(t; x) (or h(t) in short) at time t under conditions x is defined as h t; x ð Þ= lim
The assumption, imposed by the PHM, is that the hazard function of a system is the product of a baseline hazard function h 0 (t), dependent on time only, and a positive functional term C(x; b), independent of time and incorporating the effects of covariates. Thus, h(t; x) = C(x; b)h 0 (t), where x = (x 1 , x 2 , :::, x q ) is a vector of time-independent covariates associated with the system, for example, pipe size ranges and b is a vector of unknown regression parameters (b = b 1 , b 2 , :::, b q ) describing the influence of the covariates. The baseline hazard function is assumed to be equal to the total hazard function when the covariates are set on some fixed values, for example, baselines; alternatively on zero values even if they may not appear as actual values. 23 The model is called the PHM because the ratio of the hazards observed at time t associated with covariate values x i and x j does not depend on t, or that the hazards are proportional to each other. The hazard ratio (HR) of these hazards is equal to
where i and j denote the ith and jth item, respectively, in a group of pipes that has the same baseline hazard function.
In its semi-parametric form, the PHM is known as the Cox PHM model. The Cox PHM modelling approach assumes that h 0 (t) captures any time dependence, the covariates are time-independent and an exp (:) term is used for the C(:), 26 that is
The Cox PHM allows for convenient form of HR and for semi-parametric estimation of the model. That is, it allows for parametric estimates of parameter b, irrespective of h 0 (t), and for non-parametric estimation of h 0 (t), when needed. From equations (2) and (3), HR is obtained as
The effects of covariates, such as pipe joint type (i.e. rubber vs mortar joint), on pipe failure can be easily interpreted using the HR. If the HR for joint type is calculated as '1', then the failure rate of the pipe is not influenced by whether the joint type is rubber or mortar. It is worth noting that although the HR is widely used in the medical literature for interpreting Cox PHM results, we found few references to its use in the maintenance literature. Most maintenance Cox PHM papers present tables for the estimate of the regression parameters b and p-values, but do not provide HRs.
Another useful function is the calculation of the survival probability S(t) at time t from the baseline cumulative hazard function
where H 0 (t) = R t 0 h 0 (s)ds, and the Prognostic Index PI = P q k = 1 b k x k can be estimated non-parametrically directly or as the integral of estimated h 0 (t). 27 The index predicts survival probability using the estimates of the b values for weighting. The greater the index, the worse the prognosis. All the pipes can be ranked by PI and the pipes with the greatest probabilities of failure are identified.
We demonstrate here the application of a standard semi-parametric Cox PHM model with time-invariant covariates and a single observation per case as this method is relatively simple to analyse and is used extensively across many fields of research. However, this modelling approach represents a small portion of the survival analysis literature. Extensions of the Cox PHM in instances where the proportionality assumption is violated might include stratification by the offending predictor, time-varying variables and/or time-varying coefficients. 28 Furthermore, in cases where the distribution of the survival time can be assumed, parametric modelling techniques such as the Weibull PHM can be applied and are often used in the field of maintenance research. 29, 30 While such approaches were not necessary in the analysis of data used here, the reader should be aware of these methods and how to test for the appropriateness of their application when analysing survival data.
The Cox PHM is fitted using the time to first blockage (during the study period) as the 'number of days from date of data collection (1 January 2006)' to 'date of first blockage'. Those pipes which did not experience a blockage within the study period are censored at 30 June 2013. One of the most commonly used techniques for model selection, widely used by engineers, is a hypothesis test/p-value stepwise approach, using either forward, backward or stepwise selection. Statisticians suggest that these approaches have particular issues, such as multiple testing and localisation of solutions, and advocate the use of an information theoretic approach and the use of the log-likelihood to compare models. Our analysis includes all the variables and uses backward Akaike information criterion (AIC) model selection. The resulting Cox PHM identifies several variables associated with time to first blockage and is described in Xie et al.'s study. 25 Analyses were conducted in R 31 using the survival package 32 for estimation of the Cox PHM, as well as caret, 33 MASS, 34 rms 35 and metafor 36 packages for the various validation tests and graphical tools described here.
The analysis in Xie et al. 25 could have stopped here, but the asset managers have since ventured the question 'how do we know your prediction is good?' We had presented them with the model that best fit their data, but will the model predict correctly? Can they trust the model? To build this trust, we need to test the model on unobserved data. The creation of an out-ofsample (test) set and assessing the appropriateness of the training and test sets are described in the following section.
Validating a Cox PHM

Data splitting
Predictive modelling serves the purpose of being able to predict an outcome or result for specific assets. It is important to validate a predictive model in order to evaluate its performance and generalisability. As is common in asset management, we do not have a completely independent data set to validate the original model. However, the original data set is large, containing 43,796 pipes. Using data splitting, we produce a training and test set from the original data and then fit a new model on the training set. The test set contains data that are not included in the original model estimating process. The important point is that the test set mimics out-of-sample predictive performance.
Separation of the test set involves deciding on the proportion of data to extract and a method of extraction. Regardless of the details of the approach, it is important to examine the resulting training and test sets to see if the test set is appropriate. When making inference on out-ofsample data (test), we have to be confident that the test set comes from the same population as the training set.
For the purpose of validation in this article, the data were separated such that two-thirds of the data are contained in the training data set (N = 29,025) and the remaining one-third in the test data set (N = 14,951). This method mimics an approach commonly used in industry but which relies heavily on the data set being large enough, both in terms of the number of cases and responses, to facilitate the divide into two independent data sets. Problems can arise in the model fitting stage when using smaller data sets or where the response is a rare event.
Using only the cases in the training data set, a multivariate Cox PHM was developed to identify variables associated with a pipe experiencing a blockage. As with the earlier model reported in Xie et al., 25 variables were selected by backward stepwise AIC. Results of the final model are presented in Table 1 and include depth, length, gradient, whether the pipe is submerged, size of the band, joint type, land code, road proximity, purpose, installation decade and soil types.
Assessing whether the test set can be described by the same probabilistic data generating mechanism as the training set can be done graphically using histograms and Kaplan-Meier plots. For example, Figure 1 displays histograms of the PI for both the training and test data sets. These histograms demonstrate the approximately zero-centred spread of the log relative hazard and can assist in the identification of outliers. In this case, there are no obvious outliers and the training and test sets show similar distributions.
The PI for all pipes in both training and test data sets was calculated and used to create four prognostic bands. Cut-points of the PI at the 16th, 50th and 84th centiles in the training data set were selected in order to create two bands of extreme low (Band 1) and extreme high risk (Band 4), as well as two intermediary bands of low (Band 2) and high risk (Band 3). The test data set PIs were also divided based on these PI cutpoint values. The percentage of pipes in these four bands is 16.3%, 33.6%, 34.4% and 15.7%. These bands are shown as red vertical lines in Figure 1 and provide a visual comparison of the proportions in each band in the training and test sets. In addition to the statistical insights provided by comparing these bands, the approach mimics the behaviour of engineers who may wish to divide the asset data set into different risk bands (high risk to low risk) for budget and risk treatment measures.
Numerical assessments of discrimination
In this data set, 89.2% of the pipes had no blockages during the study period. In statistical terms, this is described as right censoring and needs to be dealt with explicitly in estimating the probability of failure. Measurements of predictive accuracy such as mean squared error are inappropriate for failure data in the presence of censoring, so alternative approaches are required. 37 Two approaches for describing predictive accuracy include calibration and discrimination. Calibration refers to the extent of bias in the prediction. Discrimination measures the model's ability to separate assets with different predicted responses. An engineer who predicts 0.2 chance of failures every day of the year has a well-calibrated model if the actual proportion of assets failing is 0.2. This may be informative for budget predictions but uninformative for decisions which seek to identify which assets might fail. For example, asset managers concerned with system availability will value models with the ability to predict a higher risk for assets that actually fail compared to assets that do not fail. If a model has poor discrimination, adjustment or calibration cannot correct the model. 38 Here, we illustrate the application of two commonly used measures for discrimination: Harrell's C-index and Gonen and Keller's concordance statistic K.
38,39 The Cindex takes into account right censoring in the data set. 40 In predicting the time to failure, we first form all possible pairs of observations, at least one of which has failed. All pairs where the shorter event time is censored or where both pipes fail at the same time are omitted. 38 For each of the remaining pairs, if the predicted survival time is larger for the case that survived longer, then the pair is described as being concordant and scores one; otherwise, the pair scores zero. The C-index is the sum of these scores over all usable pairs divided by the number of usable pairs. 40 A C-index value of 0.5 indicates no predictive discrimination and a value of 1.0 indicates perfect separation of pipes with different outcomes. 38 Gonen and Keller proposed the K statistic for Cox PHMs. This estimator is a function of the regression parameters and the covariate distribution, ignoring the observed event and censoring times, making it asymptotically unbiased. For derivation of the K statistic, see Gonen and Heller. 39 A value of K of 0:5 means the model is no better than predicting an outcome by random chance. Values greater than 0.7 indicate a good model and 0.8 a strong model. Table 2 displays the C-index and K statistic for both training and test data sets. We observe that the values agree well between the training and test sets for both indexes. This is an important check to make in assessing the appropriateness of the test set. In our case, there is also close agreement between the C-index and K-statistic for the test set. However, a value of both indexes of 0.66-0.67 for the test set is not particularly high and is a prompt for additional examination of the model.
Check model misspecification and fit
A useful process of checking whether the regression coefficients for one or more covariates differ between the training and test sets is to offset the PI. This is formally tested by fitting a Cox regression in the validation data set with all the same covariates, x, as in the training data set, with addition of an artificial covariate PI, with its corresponding regression coefficient fixed to one. 37 The PI is considered as a single covariate, calculated for the covariate vector x in the validation data set, and its regression coefficients evaluated in the training data set, or
By including the PI as an offset variable, any remaining variability associated with the predictors in the model is captured by the b Ã values. In this way, testing equality of two sets of parameters is reduced to testing that b Ã = 0 in the validation data set. When the coefficients are not equal to zero, they represent the differences between the b estimates in the model fitted to the training set and those in the test set. A joint test of all predictors for our test data set (x 2 27 = 69:3, p \ 0:001) indicates there is some lack of fit of the PI.
An alternative assessment of discrimination and overall model fit for Cox PHMs is determining if the assumption of proportional hazards of the PI on the validation data set is met. Schoenfeld residuals can be used to assess this with a pattern in the residuals suggesting non-proportional hazard functions. Figure 2 shows the scaled residuals plotted against time and with (a) no obvious pattern of residuals over time and (b) non-significant correlation (r = -0.03, p = 0.274), the evidence would suggest the proportional hazards assumption has been met in this instance. Overall, the test of offsetting the PI indicates a lack of fit, though validity of the proportional hazards assumptions demonstrates the model assumptions have been met.
It is important to note that even in the best data set, not all validation tests may be satisfied. Failure to satisfy a model misspecification fit or validation test does not mean the model is a failure. Rather, the results of these tests should be considered in combination with other validation assessments. Careful consideration should be given to the implications a test violation has on the predictive ability of a model.
Graphical assessments for validation
Kaplan-Meier curves for risk groups. In failure models, we traditionally plot the predicted probability of surviving until time t j versus the actual fraction of assets surviving past time t j . Kaplan-Meier plots are most commonly used for visually representing the proportion of cases surviving, or having not experienced the event, over the range of t considered. With a large enough sample size, Kaplan-Meier curves approach the true survival curve for the population and as such, these plots can be useful in comparing survival curves between groups within the model, for example, by joint type or pipe purpose. In the context of model validation, Kaplan-Meier plots can be used for visually assessing discrimination and calibration of the predicted survival curves of the PI risk bands. Discrimination of the PI can be informally investigated by inspection of the separation of the PI risk band survival curves where better discrimination is demonstrated by wider separation between the curves. For a wellcalibrated model, we would expect that, for any given PI, the risk over time, and correspondingly, the survival curves of the training and test data sets, should be similar. Figure 3 displays the Kaplan-Meier curves for blockagefree survival for the four risk bands (described in section 'Data splitting') from both training and test data sets. We observe that the four curves are quite well separated indicating some discrimination in both data sets. In addition, the PI risk band survival curves from both the training and test data sets are in quite good agreement indicating overall there is minimal miscalibration.
It can be beneficial to provide further supporting evidence for the visual assessment of discrimination between the Kaplan-Meier survival curves. While some authors present a significant p-value from a log-rank test between the risk bands as evidence of discrimination, a more appropriate evaluation can be provided through the provision of the HRs and confidence intervals (CIs) for the risk bands. Figure 4 displays bar plots of the HRs and 95% CIs for the comparison of each risk band against Band 1 for each respective data set. We find, the HRs within each risk band are reasonably close for the training and test data sets -further supporting the conclusions made previously from Figure 3 .
Calibration plots. Calibration describes how accurately a model's estimation or prediction of an outcome reflects the actual observed data. If a model's calibration is not assessed, all predictions may unknowingly be subject to miscalibration bias. A common approach in assessing calibration is to obtain unbiased estimates of the difference between the Cox PHM predicted and KaplanMeier survival estimates at a fixed time t. In doing so, we investigate the regression on the PI, also known as the calibration slope. 37 First, we subset the predicted survival estimates at time t into intervals such that each interval has the same number of cases. Here, there is no refitting of the model for the test data set -the PI should be evaluated exactly as reported from the training data set. Then, evaluate at time t within each interval both the mean predicted survival probability from the model,Ŝ(tjX), and the observed Kaplan-Meier survival estimate, with the differences between these values denoted d. We can use either bootstrapping or cross-validation to estimate the over-optimism in d, so as to obtain bias-corrected calibration estimates. Figure 5 shows the calibration plot for the blockage data, where the apparent calibration is shown by the solid circles and the bias-corrected calibration by the blue crosses. The light grey x = y line shows that the confidence limits for all intervals contain this line. Overall, there is very little difference between the apparent and bias-corrected survival estimates. Furthermore, the slope of the PI from the test data set is 1.04 (95% CI = 0.95, 1.13); and as the slope is close, and not significantly different to 1, it appears the model is well calibrated. 
Graphical tools for displaying Cox PHM results
After the process of determining and validating the model, the issue becomes how to present the results in a way that is interpretable, particularly for a mostly nonmathematical audience. The context in which the results of the model need to be applied will provide some idea as to which graphical assessment is most appropriate. Here, we present two methods for graphically displaying the results of a Cox PHM -forest plots and nomograms.
Forest plots
Forest plots were originally developed for the presentation of point estimates and CIs for studies in metaanalyses. They are most commonly displayed showing at least two columns, one containing the name of the respective study or variable of interest and the second containing a figure of measure of effect and associated confidence bands. They can display a range of numeric values, such as mean values, odds ratios and proportion of successes. Forest plots can be extremely useful in the graphical presentation and interpretation of HRs from Cox PHMs to asset managers. Figure 6 displays the HR and CIs for all variables contained in the final multivariate model described through a forest plot. We can easily determine which variables have the largest impact on risk of experiencing a blockage. The forest plot has two sections, the upper section containing continuous variables for depth, length and gradient. For these variables, the HRs represent a one standard deviation increase in that particular variable (as per Table 1 ). The remaining items on the forest plot are for categorical variables such as size. The HR value for this is relative to the reference categorical variable. For size, this category is for pipe diameters 100 to \ 200 mm. An interpretation of the value associated with the 400 mm pipes in the forest plot is 0.13 as many 400 mm pipes are likely to fail compared to 100 to \ 200 mm diameter pipes, all other covariates being equal. For the other categorical variables, the reference set is 'no' for submergence, mortar for joint type, residential for land code, no road for road proximity, local for purpose, 1910s for install decade and high for soil type. Note those variables that have median points furthest away from the vertical line at which the HR equals 1. We can see that gradient and pipe size have the largest influence on the HR for this data set.
From Figure 6 , one can see that the forest plot supports easy visual evaluation of relationships within variables, such as the declining hazard in experiencing a blockage for newer pipes (from install decade). A distracting quality, however, is that the eye is often drawn towards variables with the largest uncertainty, displayed by large CIs around the median point.
Nomograms
Nomograms are graphical representations of predictive models. They allow evaluation of individual predictions without the need to refit the model to new data. Figure 6 . Forest plot of hazard ratios from the Cox PHM as reported in Table 1 .
Assessments are evaluated via a points-based system where cases accumulate points based on the coefficients for various risk factors, as identified by the statistical model. 41 The cumulative score is associated with a probability or prediction of a particular event. 27 Accounting for those risk factors identified to be significantly associated with the outcome allows for more accurate assessment of risk when considering treatment or asset replacement planning.
The nomogram in Figure 7 allows the Water Utility to predict the probability of a blockage for any new pipe, assuming information relating to the variables presented in the nomogram is available. Here, there are the continuous predictors of depth, length and gradient, along with the categorical predictors of submergence, size of band, joint type, land code, proximity to road, purpose, decade installed and soil group. In order to determine the survival probability for a pipe, first identify the number of points associated with each predictor.
Using a ruler, one can trace the sum of points from all predictors along the total points line and read off the associated probability of 1-, 3-, 5-and 7½-year survival for that pipe. For example, a pipe at ground level, that is, zero depth (0 points), 20 m in length (13 points) with no gradient (59 points), submerged in water (0 points), consisting of a band between 100 and 200 mm in diameter (100 points) and constructed with mortar joints (26 points), situated in a residential area (29 points) with no roads in close proximity (12 points), classed as a local pipe (0 points) installed during the 1970s (31 points) in an area of moderate soil type (0 points) is evaluated to have a total score of 270 points or, correspondingly, a linear predictor value of -0.10. Aligning these values with the survival probability scales, one can determine that, based on the fitted model, a pipe with such features has predicted survival probabilities at one, three, five and seven and a half years of 98.6%, 96.1%, 94.0% and 91.9%, respectively. While the task of assigning points along a line for each variable appears somewhat rudimentary, the nomogram proves effective through its ability to provide predicted survival probabilities for new cases via simple summation. For further simplification, this chart can be coded into software allowing for automation of the estimated probabilities. Indust. With the ability to estimate probabilities for continuous variables, there is no necessary loss of information due to categorisation and nomograms can account for more complex predictor relationships, such as interactions and transformed variables. In addition, nomograms allow for easy identification of characteristics of high-risk cases, in that those with long lines indicate large points, and correspondingly, large changes in survival probability. In the blockage data example ( Figure  7) , it is immediately identifiable by the long lines corresponding to size of band and gradient that both these pipe features have a major impact on the probability of experiencing a blockage such that a change from 200 to \ 300 mm to 100 to \ 200 mm in band size or reduction in pipe gradient of 0.5-0 increases the risk of a blockage on the scale by 47 and 60 points, respectively. We suggest that nomograms are a user-friendly instrument in the estimation of predictor effect size and individual predicted probabilities of a blockage event for this data set.
Conclusion
This article provides asset managers with a deeper understanding of the issues surrounding prediction of asset failure using Cox PHMs. We present methods to assist Cox PHM users to assess model discrimination, misspecification and fit. Moreover, we recognise that the presentation of Cox PHM outputs in tabular form can be difficult to interpret and demonstrate the use of graphical methods including forest plots and nomograms to overcome this. We encourage model builders to make wider use of these methods to help build trust among asset managers who seek to use the outputs from these models to guide asset inspection and renewal decisions.
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