Introduction
In recent work [1] we looked at what happens to Yangian (Y (g)-)invariant field theories on the half line. From the exact S-matrix point of view, we found that the classes of solutions of the reflection equation, and thereby the admissible boundary S-matrices, were in correspondence with the h for which (g, h) is a symmetric pair -that is, for which G/H is a symmetric space. Each class was then naturally parametrized by (possibly a finite cover of) G/H. From the field theory point of view, looking in particular at the principal (G-valued) chiral field, we found that the classically integrable boundary conditions were of two classes. In the one most naturally related to the above, the field was constrained to take values at the boundary in H ⊂ G such that G/H was a symmetric space, or a translation of H. In [2] we found that the surviving remnant of the Y (g) symmetry predicts precisely the reflection matrix structure calculated directly in our earlier paper.
In this paper we extend the results of [2] on the construction of boundary S-matrices using this boundary symmetry, the 'twisted' Yangian Y (g, h). In particular, we investigate all the (g, h), case-by-case, and apply our techniques wherever possible to obtain the intertwiners of representations of Y (g, h) or 'K-matrices' -that is, the boundary S-matrices, up to an overall scalar factor. This enables us to list certain of the representations of Y (g, h) which contain, as h-irreducible components, the fundamental representations of h as their highest components.
Our method is the analogue for the boundary/twisted case of the 'tensor product graph' (TPG) for the bulk case. This is a rather primitive technique, in the sense that it uses basic conditions on the Y (g, h) representations deduced from Wigner-Eckart theorem considerations to give the spectral decomposition of the K-matrix. It does not give explicit constructions of the Y (g, h) action, and breaks down in complex cases. This is precisely what happens in the bulk -where, indeed, the only explicit representations of Y (g) constructed in the general realization below are those of Drinfeld's original paper [3] , on certain g-irreducible representations, and on g ⊕ C.
Yangians Y (g)
Suppose the Lie algebra g to be generated by Q a 0 with structure constants f a bc and (trivial) coproduct ∆,
is the enveloping algebra generated by these and Q a 1 , where
The requirement that ∆ be a homomorphism fixes 2
where ( ) denotes symmetrization and [ ] anti-symmetrization on the enclosed indices, and indices have been raised and lowered freely with the invariant metric γ.
The Yangian may be considered as a deformation of the polynomial algebra g[z]: with Q a 1 = zQ a 0 , the undeformed algebra would satisfy (2.3) with the right-hand side zerothat is, z 2 times the Jacobi identity. In Y (g), (2.3) acts as a rigidity condition on the construction of higher Q a n from the Q a 1 . There is an ('evaluation') automorphism
is the value of the quadratic Casimir C g 2 ≡ γ ab Q a 0 Q b 0 in the adjoint representation. (We have chosen this normalization so that, in integrable quantum field theories with Y (g) symmetry, θ is the particle rapidity.)
Thus any representation v of Y (g) may be considered as carrying a parameter θ: the action of Y (g) on v θ is that of L θ (Y (g)) on v 0 . The ith fundamental representation v θ i of Y (g) is in general reducible as a g-representation, with one of its irreducible components (that with the greatest highest weight, where these are partially ordered using the simple roots) being the ith fundamental representation V i of g. In the simplest cases (which include all i for g = a n and c n ), v θ i = V i as a g-representation, and Q a 1 = θ c A 4iπ Q a 0 upon it.
One way to deduce the g-irreducible components of the other v i is to use the fusion procedure: one constructs v θ i ⊗ v θ ′ j using the g-irreducible v i , v j of the last paragraph, and then notes that
This can be seen using the tensor product graph (TPG) [4, 5] . One constructs a graph whose nodes are the g-irreducible components of v θ i ⊗ v θ ′ j , with edges between nodes U and V when Q a 1 has non-trivial action from U to V . The edge labels (whose calculation is detailed in [4] ) are then the special values at which reducibility occurs. For example, let v θ
where we have labeled the representations by their highest weights, so that (λ i ) ≡ V i . At θ = −θ ′ = iπ/N, this becomes reducible: the action of Q a 1 on V 2 no longer yields states in (2λ 1 ), and we have constructed v 0 2 , which decomposes as a so(N)-representation into (λ 2 ) ⊕ (0).
These decompositions for general g and i appeared incrementally in the literature [8, 9] ; for a full enumeration for simply-laced g see [10] . Many further results can be deduced using the TPG for non-fundamental representations: if we remove from any TPG all the edges with a particular label, the remaining subgraphs each provide representations of Y (g). Thus in the above example Y (g)-representations can be constructed whose gdecomposition is (λ 2 ) ⊕ (0), (2λ 1 ), (2λ 1 ) ⊕ (λ 2 ) and (0).
Twisted Yangians Y (g, h)
Let h ⊂ g be the subalgebra of g invariant under an involutive automorphism σ. We shall write g = h ⊕ k, so that h and k are the subspaces of g with σ-eigenvalues +1 and −1 respectively. We shall use a, b, c, ... for general g-indices, i, j, k, ... for h-indices and p, q, r, ... for k-indices.
We define the twisted Yangian [2] Y (g, h) to be the subalgebra of Y (g) generated by
We can again consider Y (g, h) to be a deformation, this time of the subalgebra of ('twisted') polynomials in g[z] invariant under the combined action of σ and z → −z. Its defining feature is that
is the symmetry of a model with boundary, this allows the boundary states to form representations of Y (g, h) while the bulk states form representations of Y (g).) It specializes to the cases studied in [11] , though the relationship between the two approaches remains to be fully explored.
The TPG may be generalized to deal with Y (g, h). In the same way that Y (g)representations were generally g-reducible, so Y (g, h)-representations naturally form representations of the subalgebra h ⊂ Y (g, h), and these are generally reducible. The key idea is the branching graph [2] : one considers v i as a g-representation and determines how this reduces further as an h-representation. In the simplest cases, where v i = V i is g-irreducible, the h-irreducible components of V i are the nodes of the graph, and the edges connect those h-irreducible representations (hereafter 'irreps') between which Q p 0 has non-trivial action, while the labels are constructed from the differences in C between these components -for details and many examples see [2] .
The more subtle cases are those where v i is g-reducible, and we rederive the branching graph here for this more general case. First recall that the Y (g, h)-representations are intertwined by the K-or 'reflection' matrix
(In certain cases, in which non-self-conjugate g-representations branch to self-conjugate hrepresentations, v θ may be conjugated by K [1] .) Intertwining the Q i 0 (that is, from the physics point-of-view, their conservation in boundary scattering processes) requires that
(in which by Q i 0 we mean here its representation on v) and thus that K v (θ) act as the identity on h-irreducible components of v. So we have
To deduce relations among the τ W we intertwine the Q p
To find the W, W ′ for which W ||Q p 0 ||W ′ = 0 we recall that k forms an irreducible representation K of h (reducing into two conjugate representations of h, with opposite u(1) numbers, where h =h × u(1)). A necessary condition for (3.3) to apply is then that W ⊂ K ⊗ W ′ . Although not automatically sufficient, this is (as in the bulk case [5] ) sufficiently constraining in simple cases to enable us to deduce K.
There are also links between W, W ′ which descend from different g-irreps. When W ⊂ K ⊗ W ′ , there will generally be some (unknown) action of Q p 1 between them, but since W ||Q p 0 ||W ′ = 0, we will have τ W = τ W ′ .
We then describe K v (θ) by using a graph, in which the nodes are the equivalence classes of h-irreps quotiented by the relation W ∼ W ′ ⇔ W ⊂ K ⊗ W ′ and W ⊂ V = V ′ ⊃ W ′ . These classes, the (generally h-reducible) representations W i , are linked by an edge, directed from W i to W j and labelled by ∆ ij , whenever W ⊂ K ⊗ W ′ for any W ⊂ W i , W ′ ⊂ W j . (Note that the ∆ ij calculated from all such pairs W, W ′ are equal.)
To calculate the labels, we first write
where h = i h i is a sum of simple factors h i (and C h i 2 is the quadratic Casimir of h i ). We now compute the c i , with γ the identity both on g and on each h i , by taking the trace of the adjoint action 3 of C on g, yielding
.
The relative values of the c i are of course crucial in the cases where h is non-simple, but there is also a highly non-trivial implication of their absolute values: for the edge of the physical strip for the boundary S-matrices to be at θ = iπ/2,
must hold. That it does so, and does so only for symmetric spaces, is a result of [6] , also known as the 'symmetric space theorem' [7] .
As an example of a graph, let v θ be the g-reducible example we encountered earlier, v 0 2 = (λ 2 ) ⊕ (0) of so(N), and let h = so(M) × so(N−M). We denote irreps of h by (µ, ν), where µ is an so(M) weight and ν an so(N −M) weight. Then the graph is
Thus we see that, at certain special values of θ, the graph truncates, and the action of Y (g, h) may be consistently restricted: v 2 to (λ 2 , 0) or (0, λ 2 ), v 3 to (λ 3 , 0) or (0, λ 3 ).
There are various limitations to this method which cause it to break down in cases more complex than those we shall treat. First, as commented upon in the introduction, when W, W ′ branch from the same U, the condition W ⊂ K ⊗ W ′ is necessary but not automatically sufficient for (3.3) to apply. Second, the method breaks down -just as does the TPG for the bulk case -when any W appears with multiplicity greater than one. Third, when W, W ′ branch from different U, the action of Q p 1 is generally unknown, and so we do not know precisely for which W, W ′ we have W ||Q p 1 ||W ′ = 0.
The rational K-matrices
First, a general result. Recall [3] that g ⊕ C always extends to a representation of Y (g). This branches to h ⊕ k ⊕ C of (simple) h. As a representation of Y (g, h) the branching graph is h −→ k ⊕ C (with label iπ c A (C(h)−C(k))), and we see that k⊕C extends to a representation of Y (g, h). In the cases where h is not simple, the graph consists of a central node k ⊕ C and edges between this and each component of h. We can only construct k ⊕ C as a representation of Y (g, h) in this way when all the factors of h are isomorphic.
We now proceed to a case-by-case analysis, detailing all the (g, h) and v i for which our method yields results. In each case we give the representation K of h formed by k. When h contains a u(1) factor, we write h =h × u(1); we then give the decomposition of K into irreps ofh (we do not specify the values of the u(1) generator). For classical g it is simplest to deal with the b-and d-series together as so(N), and so we treat the other classical groups in the same way, as su(N) and sp(2n). When we move on to the exceptional cases, we write a n = su(n + 1), b n = so(2n + 1), c n = sp(2n) and d n = so(2n) in the usual way.
We first give the decomposition of the fundamental Y (g)-representations v i into fundamental g-representations V i (though, for e 7 and e 8 , only for those i of which we will be able to make use). Next we give the graphs for K v i (θ), where these can be computed. For the cases in which h has only one non-trivial simple factor, we then list the Y (g, h)representations which follow, in terms of h-(orh-) representations (λ) given in terms of their highest weights λ, where the fundamental weights are λ i , following the Dynkin diagram conventions in the appendix. Where the weight of the top component is λ i , we label these w i . Throughout, ⌊x⌋ denotes the integer part of x.
Most of the su(N) cases are contained in [1] , but we include them for completeness.
The graphs for v r , r = 1, . . . , = ⌊N/2⌋ (the others follow by conjugation), are Many other (non-fundamental) representations can be constructed [12] , and may involve graphs which are p-dimensional (in the sense that they contain nodes linked by 2p edges).
Here there are no non-trivial graphs; we simply have the g → h branching rules for V r :
w r = V r for r = 1, 2, . . . , ⌊(N − 3)/2⌋, then N even :
The graph for v r is
This is the only classical case for which the v i are generally reducible as so(N)-representations: For v s and v s ′ we have
We deal first with the spinor representations, distinguishing the cases n = 2m+ 1 (in which V * s = V s ′ , where * denotes complex conjugation) from n = 2m (in which V * s (′) = V s (′ ) ). The graphs for V s and V s ′ are respectively (noting λ n = 0 and (λ n−r ) = (λ r ) * )
Thus we have, for n = 2m + 1,
and their conjugates (for p = 0, 1, 2, . . . , m); while, for n = 2m,
which are all self-conjugate.
Turning to the antisymmetric tensor representations, v 1 = V 1 branches trivially to (λ 1 ) ⊕ (λ n−1 ); then for v 2 = V 2 ⊕ 1 the graph is
Thereafter, for i = 3, 4, . . . , n − 2, the graph becomes intractable for the reasons mentioned at the end of the last section.
The graphs are as in section 4.1.1, and the w r are therefore w r = (λ r , 1), r = 1, 2, . . . , m w ′ r = (1, λ r ), r = 1, 2, . . . , n − m .
The sp(2n) → su(n) branching rule is
from which the graph is We thus have w r = (λ r ) ⊕ (λ n−r ) , r = 1, 2, . . . , [n/2] ,
and v 6 as v * 1 ; the others are intractable.
Here we abbreviate the (spin-s/2) su(2) irrep (sλ 1 ) to (s). 
are the only cases we can treat.
and w 2 = (λ 2 ).
and w 4 = (λ 4 ) ⊕ (0) (= k + C). 
K-matrices and the magic square
The Freudenthal-Tits magic square (see [13] and references therein) provides a remarkable construction, based on division algebras, of the exceptional Lie algebras. We recall here only that it may be written 
m /(g (2) m ×u(1)) and g (2) m /g (1) m are all symmetric spaces -this is fundamental in the construction of the square. The parameter m is the order of an underlying division algebra (real or complex numbers, quaternions or octonions, here as a derivation algebra; the rows are labelled in the same way by triality algebras). For each of i = 1, 2, 3 the dimension of the corresponding representation K is a linear function of m, respectively 3m + 2, 2(3m + 3) and 2(6m + 8).
It has already been noted [14] that the R-matrices (the solutions of the bulk Yang-Baxter equation) in these distinguished representations have a uniform graph structure for each i, with the graph labels having a simple linear dependence on m. We note here that the same is true of the K-matrices we have constructed: for g At this level, of course, the above is merely a nice observation, but it does suggest that it might be interesting to study Yangians and twisted Yangians -indeed, Yang-Baxter and reflection equation algebras more generally -from a division algebra point of view.
