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02 RATIONALITE´ DES SE´RIES DE POINCARE´
ET DES
FONCTIONS ZEˆTA MOTIVIQUES
par
Julien Sebag
Re´sume´. — Soient k un corps de caracte´ristique 0 etX une k[[t]]-varie´te´ (e´ventuellement
singulie`re) plate, purement de dimension relative d. Nous prouvons la rationalite´
des se´ries de Poincare´ motiviques et de fonctions Zeˆta d’Igusa motiviques a` l’aide
de l’inte´gration motivique, du the´ore`me de de´singularisation plonge´e d’Hironaka, de
la the´orie des mode`les de Ne´ron faibles pour les sche´mas formels et d’un the´ore`me
d’e´limination des quantificateurs en the´orie des mode`les.
1. Introduction
1.1. — Dans [5], et par analogie avec le cas p-adique, Denef et Loeser ont de´fini
la notion de se´ries de Poincare´ motiviques et de fonctions Zeˆta motiviques pour une
varie´te´ alge´brique lisse sur un corps de caracte´ristique 0. La ge´ne´ralisation de la
the´orie de l’inte´gration motivique au cadre des sche´mas formels sur un trait formel,
e´tablie dans [26], permet d’e´tendre ces de´finitions au cas d’une varie´te´ X (non
suppose´e lisse) sur un anneau de se´ries formelles a` coefficients dans un corps k. Si k
est de caracte´ristique 0 (cette hypothe`se se justifie par l’utilisation du the´ore`me de
de´singularisation d’Hironaka et de the´ore`mes d’e´limination des quantificateurs), ces
se´ries motiviques sont rationnelles, en un sens que l’on pre´cisera.
1.2. — L’originalite´ de cet article re´side essentiellement dans les the´ore`mes 4.3.3
et 4.3.8 qui apportent une re´ponse explicite a` la conjecture propose´e par Du Sautoy
et Loeser (cf. remarque 3.11 de [12]). En ce qui concerne les fonctions Zeˆta mo-
tiviques, des re´sultats analogues (cf. remarque 5.5.2) a` ceux que nous prouvons ont
e´te´ de´montre´s dans [19] (cf. proposition 4.2 de loc. cit.) par Looijenga, qui utilise
une the´orie de l’inte´gration motivique pour les varie´te´s alge´briques sur k[[t]], avec k
de caracte´ristique 0. Il est important de noter que cette the´orie est compatible avec
celle de [26], en remarquant que le sche´ma des arcs d’une k[[t]]-varie´te´ alge´brique
est canoniquement isomorphe au sche´ma de Greenberg de son comple´te´ t-adique.
Le cadre des sche´mas formels apparaˆıt donc comme le “ bon ” cadre pour parler
d’inte´grales motiviques.
2 JULIEN SEBAG
1.3. — L’obstacle principal a` la ge´ne´ralisation des diffe´rents re´sultats au cadre des
sche´mas formels sur un trait formel est l’abscence (a` notre connaissance) d’e´nonce´s
(ge´ne´raux) sur les de´singularisations plonge´es dans cette cate´gorie. Remarquons que
meˆme si l’on conside`re des varie´te´s alge´briques sur k[[t]], avec k de caracte´ristique 0,
le the´ore`me d’Hironaka fournit une re´solution “ re´gulie`re ”, i.e. un k[[t]]-morphisme
de sche´mas h : Y → X , avec Y re´gulier, et non une re´solution “ lisse ”, comme dans
le cas traite´ par Denef et Loeser. Pour palier cette carence, nous introduisons une
classe de morphismes, que nous appelons re´solutions de Ne´ron (faibles) plonge´es,
sugge´re´e par la the´orie des mode`les de Ne´ron (cf. [18]). De tels morphismes h :
Y → X existent dans la cate´gorie des k[[t]]-varie´te´s alge´briques (cf. proposition
2.6.2) et re´tablissent la condition de lissite´ sur Y . En particulier, l’existence de tels
morphismes permet d’affirmer qu’une k[[t]]-varie´te´ lisse ve´rifie les hypothe`ses de
la proposition 4.2 de [19] (cf. remarque 5.5.2). Nous nous contentons donc d’ex-
primer les re´sultats dans cette cate´gorie, mais il apparaˆıtra e´vident au lecteur que
les de´monstrations s’e´tendent au cas formel, toutes les fois que de tels morphismes
existent.
1.4. — Le the´ore`me de changement de variables pour l’inte´grale motivique et l’ex-
istence de tels morphismes vont permettre de ramener l’e´tude de la rationalite´ des
diffe´rentes fonctions a` l’e´valuation dans le cas lisse de se´ries associe´es a` un diviseur
a` croisements normaux. Nous e´tudions donc au paragraphe 3 de telles se´ries. Nous
y montrons e´galement comment de´duire de ces calculs la rationalite´ de fonctions
Zeˆta d’Igusa motiviques. Ces calculs interviendront e´galement dans la dernie`re par-
tie consacre´e aux se´ries de Poincare´ motiviques. Les the´ore`mes ge´ne´raux 4.3.3 et
4.3.8 ne´cessitent l’introduction de notions et l’utilisation de re´sultats de the´orie des
mode`les, comme, par exemple, des thormes d’e´limination des quantificateurs (cf.
[21]) que nous utiliserons essentiellement sous la forme du the´ore`me 2.1 de [5]. En
outre, certains re´sultats de base de cette the´orie applique´e en ge´ome´trie ont e´te´
de´montre´s dans [5] et nous contenterons de renvoyer le lecteur aux preuves qui y
sont faites. Par contre, nous allons montrer comment les ensembles de´finis a` partir de
conditions semi-alge´briques s’inse`rent naturellement dans le langage de l’inte´gration
motivique, et sont, comme on l’esprait, des ensembles mesurables au sens de [26].
La rationalite´ des se´ries de Poincare´ motiviques sera alors une simple conse´quence
du the´ore`me 4.3.3.
Nous tenons a` remercier Franc¸ois Loeser pour les discussions que nous avons eues
ensemble, qui ont vu naˆıtre ce sujet sous cette forme ge´ne´rale et qui nous ont apporte´
une aide sensible. Nous souhaitons e´galement remercier Antoine Chambert-Loir pour
son aide et sa clairvoyance, qui, au travers de ses commentaires, nous ont permis
d’ame´liorer grandement une premie`re version de ce texte.
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2. Inte´gration motivique
Soit R un anneau de valuation discre`te complet, de corps re´siduel k parfait et de
corps des fractions K. On note Rn := R/(π)
n+1, pour une uniformisante π de R. Si
F est un corps parfait contenant k, on note RF := R⊗ˆL(k)L(F ), ou` L est le foncteur
de la cate´gorie des k-alge`bres dans celle des anneaux topologiques qui a` A associe :
A dans le cas ou` R est d’e´gale caracte´ristique ; W (A) dans le cas ou` R est d’ine´gale
caracte´ristique.
2.1. Les sche´mas formels. —
2.1.1. — Dans ce texte, nous ne conside`rerons que des sche´mas formels π-adiques
et nous renvoyons a` cites ou a` [8] §10 pour de plus amples de´tails. Un sche´ma
formel X est ainsi la donne´e d’un syste`me inductif de Rn-sche´mas (Xn)n∈N dont
les morphismes de transition sont des immersions nilpotentes, induisant des isomor-
phismes Xn ≃ Xn+1⊗Rn+1 Rn. En tant qu’espaces topologiques X = X0 et l’on a un
isomorphisme de faisceaux OX ≃ lim←−OXn . Concre`tement, la donne´e d’un sche´ma
formel affine X = Spf A est e´quivalente a` celle d’une R-alge`bre A, munie de la
topologie π-adique et comple`te pour celle-ci. Dans ce cas, Xn est simplement le Rn-
sche´ma affine Spec(A⊗R Rn). On de´signe par D et B
N
R les sche´mas formels Spf R et
Spf R{x1, . . . , xN} respectivement. Un morphisme de sche´mas formels f : Y → X
est, dans notre contexte, la donne´e d’un syste`me inductif de morphismes de sche´mas
(fn)n∈N, ou` fn : Yn → Xn. On notera Form/D cette cate´gorie. La sous-cate´gorie des
D-sche´mas formels sttf est la sous-cate´gorie pleine de Form/D dont les objets X sont
se´pare´s (i.e. tels que le sche´ma X0 soit se´pare´) et topologiquement de type fini (i.e.
tels que X admette un recouvrement fini par des sche´mas formels affines de la forme
Spf A, ou` A est une R-alge`bre topologique isomorphe a` un quotient de la R-alge`bre
topologique R{x1, . . . , xN}).
2.1.2. — Dans cet article, nous conside´rons essentiellement les comple´te´s π-adiques
de R-varie´te´s alge´briques, i.e. les D-sche´mas formels sttf alge´brisables (cf. [8] §10.8
pour la the´orie ge´ne´rale). Si X est une R-sche´ma (usuel), on note X̂ son comple´te´ π-
adique. Remarquons que, si X est plat, son comple´te´ X̂ l’est aussi. Conforme´ment a`
[26], on appelle dimension relative du D-sche´ma formel X̂ la dimension deX0 (qui est
aussi celle de X̂K) ; et l’on dit que X̂ est e´quimensionnel si X̂K est e´quidimensionnel
(ce qui implique que X0 l’est aussi).
2.1.3. — Nous adoptons de´sormais les conventions d’e´criture suivantes :
(i) une varie´te´ (usuelle) sur SpecR, i.e. un R-sche´ma de type fini, re´duit et se´pare´
(non suppose´ irre´ductible), sera de´signe´e par l’usage des caracte`res romains
italiques : X . La fibre spe´ciale d’une R-varie´te´ X , i.e. le k-sche´ma X×R k, sera
de´signe´e par l’usage des caracte`res line´aux : X.
(i) un sche´ma formel sttf sur D sera de´signe´ par l’usage des caracte`res calligraphiques :
X . La fibre spe´ciale d’un D-sche´ma formel, i.e. le k-sche´ma X0, sera note´e X.
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2.2. Le foncteur de Greenberg. — Nous renvoyons le lecteur a` cites ou [18]
pour les de´tails (cf. e´galement les pages 276-277 de [3]). Pour tout n ∈ N, on
de´finit le foncteur de Greenberg de la cate´gorie des D-sche´mas formels sttf dans
la cate´gorie des k-sche´mas se´pare´s, de type fini, qui a` X ∈ Form/D associe le k-
sche´ma re´duit Grn(X ), dont les F -points, pour tout corps F parfait contenant k, sont
les
(
RF/(π)
n+1
)
-points de Xn. Les k-varie´te´s Grn(X ) forment un syste`me projectif
admettant une limite (non localement de type fini en ge´ne´ral) dans la cate´gorie des
k-sche´mas, que l’on note Gr(X ) et qui est se´pare´e et re´duite. Les F -points de Gr(X )
sont les sections du
(
Spf RF
)
-sche´ma formel XF := X×ˆD Spf RF .
Concre`tement, si X est affine de´fini par les e´quations fi ∈ R{X1, . . . , XN} pour
1 ≤ i ≤ m, la donne´e d’un point rationnel de x ∈ Gr(X )(k) est e´quivalente a` celle
d’un N -uplet ϕx ∈ R
N , ve´rifiant fi(ϕx) = 0 pour tout 1 ≤ i ≤ m. En particulier, on
en de´duit, pour tout n ∈ N, des isomorphismes :
Grn(B
N
R ) ≃ A
N(n+1)
k .
2.2.1. Notations. — 1. Pour tout n ∈ N, les morphismes canoniques seront
toujours nots de la manire suivante :
Gr(X )
πn,X
//
πn−1,X
&&L
L
L
L
L
L
L
L
L
L
Grn(X )
θnn−1

Grn−1(X ).
Les morphismes πn,X (ou πn) sont les morphismes de troncation. Les mor-
phismes θn−1n sont les morphismes de transition.
2. Soit Y un D-schma formel sttf. Soit h : Y → X un D-morphisme de schmas
formels. On notera encore h le k-morphisme de schmas Gr(h), et hn le k-
morphisme Grn(h), pour tout n ∈ N. Ces morphismes h et hn rendent com-
mutatif le diagramme suivant :
Gr(Y)
h
//
πn,Y

Gr(X )
πn,X

Grn(Y)
hn
// Grn(X )
3. Si X est une R-varie´te´, on note Gr(X) au lieu de Gr(X̂) et πn,X (resp. θ
m
n,X) a`
la place de πn,X̂ (resp. θ
m
n,X̂
).
Soit X un D-sche´ma formel sttf, re´duit, plat, purement de dimension relative d.
Soient Z →֒ X un sous-D-sche´ma formel ferme´ de X et IZ ⊂ OX son faisceau
d’ide´aux. Rappelons comment associer a` tout point x ∈ Gr(X ) sa multiplicite´ le
long de Z, qui est un entier positif, ou +∞ si x ∈ Gr(Z). On de´finit l’application
multZ : Gr(X ) → N ∪ {∞} de la manie`re suivante : soient x ∈ Gr(X ) et ϕ :
Spf RF → X le D-morphisme de sche´mas formels correspondant a` x par adjonction,
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avec F ⊃ κ(x) ⊃ k un corps parfait et x ∈ Gr(X )(F ) de localite´ x. Si le faisceau
d’ide´aux de´fini comme l’image du morphisme canonique de ORF -modules ϕ
∗IZ →
ORF est nul, on pose multZ(x) = ∞ ; sinon, il existe un entier n ∈ N tel que
ϕ∗IZ .ORF = π
nORF et on pose multZ(x) = n. Cet entier n est e´galement e´gal a` la
valuation du ge´ne´rateur de l’ide´al IZ,π0(x).RF et ne de´pend pas du corps parfait F .
Si Z = Ẑ et si X = Xˆ , on note simplement multZ au lieu de multẐ .
2.2.2. Exemples. — 1. Soit h : Y → X un D-morphisme de sche´mas formels,
tous deux purement de dimension relative d. Si Zh est le lieu singulier du mor-
phisme h, i.e. de´fini par le faisceau d’ide´aux Fittd(Ω
1
Y/X ), l’application multZh
est note´e ordπ(Jac)h et appele´e ordre du jacobien de h. Comme on va le voir,
cette application joue un roˆle crucial dans le the´ore`me de changement de vari-
ables.
2. Si Z est dtermin par un D-morphisme de schmas formels f : X → B1R, i.e.
Z = f−1(0), on notera ordπf l’application multZ .
Les assertions 1,2,3 du lemme suivant sont de´montre´es dans [26] (cf. lemme 5.1.2)
et les points 4 et 5 de´coulent directement de la de´finition :
2.2.3. Lemme. — L’application multZ : Gr(X )→ N ∪ {∞} ve´rifie :
1. si U →֒ X est un ouvert de X , multZ(x) = multZ∩U(x) pour tout x ∈ Gr(U).
2. Pour la fibre en l’infini, on a l’e´galite´
(multZ)
−1(∞) = Gr(Z) = Gr(Zred) = (multZred)
−1(∞).
3. π0,X
(
mult−1Z (n)
)
⊂ Z pour tout n ≥ 1. En outre, si Z est lisse, l’inclusion
prcdente est une galit.
4. Si Z ′ →֒ X est un sous-D-sche´ma formel ferme´ de X contenu dans Z, alors,
si x ∈ Gr(X ), multZ′(x) ≤ multZ(x).
5. Supposons Z ⊂ X. On a mult−1Z (0) = Gr(X\Z), mult
−1
Z (1) = Gr(X )\Gr(X\Z)
et pour n ≥ 2, mult−1Z (n) 6= ∅ si et seulement si n = 1 ou n = 0.
2.2.4. Lemme. — Soit f : Y → X un D-morphisme de sche´mas formels sttf. Soit
Z →֒ X un sous-D-sche´ma formel de X . Soit n ∈ N. Alors :
f
(
mult−1f−1(Z)(n)
)
⊂ mult−1Z (n).
En outre, si Gr(f) est bijectif, cette inclusion est une e´galite´.
De´monstration. — Soit x ∈ mult−1f−1(Z)(n). L’assertion 1 du lemme 2.2.3 permet de
supposer que X et Y sont des D-sche´mas formels ttf affines. On note X := Spf A,
Y := Spf B et I de´signe de´sormais un ide´al de A. Pour alle´ger les notations, et quitte
tendre les scalaires, on peut supposer que x est un point rationnel de Gr(Y). Soit
ϕ : D → Y le D-morphisme de sche´mas formels lui correspondant par adjonction.
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Le sche´ma formel f−1(Z) est de´fini dans Y par l’ide´al de B, image de f ∗I dans B
par le morphisme canonique
f ∗I → f ∗OX = B,
induit par le morphisme d’inclusion I ⊂ A. La valeur de la fonction multf−1(Z) en
x est alors de´termine´e par l’image de ϕ∗f ∗I dans ϕ∗OY = B = ϕ
∗f ∗OX . Or cette
image de´termine e´galement la valeur de la fonction mult−1Z en f(x).
2.3. Les anneaux de Grothendieck. — Soit k un corps. On note K0(V ar/k) le
groupe ablien engendr par les symboles [S], pour S une varit sur k (i.e. un k-schma
de type fini rduit et spar), avec les relations [S] = [S ′] si S et S ′ sont isomorphes
et [S] = [S ′] + [S\S ′] si S ′ est une sous-varit ferme de S. Ce groupe possde une
structure naturelle d’anneau, dont le produit est induit par le produit fibr. La classe
de Spec k est l’lment neutre de cet anneau ; on la note 1. En rfrence au motif de
Lefschetz, on note galement L la classe de la droite affine dans M.
Soit S une k-varit. Tout sous-ensemble constructible C de S peut s’crire comme
runion finie disjointe de sous-k-varits de S, i.e. il existe des sous-k-varits (Si)1≤i≤n
de S telles que
C = ⊔1≤i≤nSi.
tout ensemble constructible C de S, on peut donc associer naturellement une unique
classe [C] dansK0(V ar/k) de sorte que, si C et C
′ sont deux ensembles constructibles
d’une varit S, on a la relation [C ∪ C ′] = [C] + [C ′]− [C ∩ C ′].
On dsigne par :
M := K0(V ar/k)[L
−1]
le localis de K0(V ar/k) par rapport au systme multiplicatif {1,L,L
2, . . .}. Soient
FmM le sous-groupe deM engendr par les [S]L−i tels que dimS− i ≤ −m, et M̂ le
spar complt deM suivant cette filtration. On note F • cette filtration et M l’image
de M dans M̂.
La filtration F • dfinit une topologie mtrisable sur M̂. L’application :
‖ ‖: M̂ // R≥0
dfinie par :
‖a‖ =
{
2−n si a ∈ F nM̂ et a 6∈ F n+1M̂,
0 a = 0.
est la norme induite par cette filtration. Elle munit M̂ d’une structure d’anneau
norm non archimdien.
2.4. La mesure motivique. — Soit X un D-sche´ma formel sttf, re´duit, plat et
purement de dimension relative d. Supposons en outre que la fibre ge´ne´rique de Xsing
est de codimension au moins 1 dans XK . Dans ce paragraphe on note M au lieu
de Mk. La mesure µX , que nous allons utiliser, est de´finie (cf. [26]) comme une
application σ-additive sur les ensembles mesurables de Gr(X ) et a` valeurs dans M.
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Ces derniers sont construits comme des approximations de parties constructibles de
Gr(X ), appele´es cylindres.
2.4.1. — On dit qu’une partie C de Gr(X ) est un ensemble cylindrique de rang n
de Gr(X ) (ou plus simplement un n-cylindre de Gr(X )), si C = π−1n,X (En), ou` En
de´signe une partie constructible de Grn(X ). On dit que C est un cylindre si C est un
cylindre d’un certain rang n. On note CX l’anneau boole´en des cylindres de Gr(X ).
Dans cet anneau boole´en, on peut distinguer l’ide´al C0X des cylindres B stables, qui
sont des cylindres de rang un certain entier naturel n ve´rifiant que la restriction des
morphismes de transition θm : πm+1,X (B) → πm,X (B) est une fibration localement
triviale par morceaux de fibre A
(m−n)d
k pour tout m ≥ n (cf. de´finition 4.2.1). En
particulier, ceci entraˆıne que :
[πm,X (B)]L
−(m+1)d = [πn,X (B)]L
−(n+1)d ∈M
pour tout m ≥ n.
2.4.2. Exemple. — Soit e ∈ N. Un exemple important de cylindre est le sous-
ensemble Gr(e)(X ) de Gr(X ) dfini par :
Gr(e)(X ) := Gr(X )\(π−1e,X (Gre(Xsing))).
On en dduit que :
Gr(X ) = (
⋃
e∈N
Gr(e)(X )) ⊔Gr(Xsing).
En outre, le lemme 4.5.3 de [26] assure que ce cylindre est stable.
2.4.3. — L’ensemble des cylindres e´tant trop petit pour de´crire les phe´nome`nes
ge´ne´raux, on est naturellement amene´ a` tendre cette notion par celle des parties
mesurables. On dit que A est mesurable dans Gr(X ) si, pour tout ε > 0, il existe un
ensemble I au plus dnombrable et une famille de cylindres (Ai)i∈I∪{0} tels que :
(i) A△A0 ⊂
⋃
i∈I
Ai, o △ dsigne la diffrence symtrique.
(ii) ‖µX (Ai)‖ < ε, pour tout i ∈ I.
Dans ce cas, on dit qu’une telle famille de cylindres (Ai)i∈I∪{0}, que l’on note
(A0; (Ai)i∈I), est une ε-approximation cylindrique de A. Le cylindre A0 est appel
la partie principale de l’approximation cylindrique. On dit que A est fortement
mesurable si de plus on peut choisir A0 ⊂ A, pour tout ε > 0. Les parties mesurables
forment un anneau boole´en, qui contient celui des parties cylindriques. On le note
DX .
2.4.4. The´ore`me. — Soit X un D-sche´ma formel sttf, plat, re´duit et purement de
dimension relative d. Il existe une unique mesure σ-additive sur DX a` valeurs dans
M̂ telle que :
1. pour tout n-cylindre stable B0 ∈ C0,X ,
µX (B0) = [πn,X (B0)]L
−(n+1)d ∈M.
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2. Pour A et B dans DX , ‖µX (A ∪ B)‖ ≤ max(‖µX (A)‖, ‖µX (B)‖). Si A ⊂ B,
‖µX (A)‖ ≤ ‖µX (B)‖.
De plus, cette mesure ve´rifie les proprie´te´s suivantes :
3. Pour tout n-cylindre B ∈ CX ,
µX (B) = lim
e→+∞
µX (B ∩Gr
(e)(X )) ∈ M̂.
4. Pour tout ensemble mesurable A ∈ DX et ε > 0, soit (A0(ε), (Ai)i∈I) une
ε-approximation cylindrique de A. Alors la limite :
µX (A) = lim
ε→0
µX (A0(ε)) ∈ M̂,
existe dans M̂. En outre, cette limite est inde´pendante du choix des approxi-
mations cylindriques de A.
2.5. L’inte´grale motivique. — Soit A un ensemble mesurable de Gr(X ). On dit
qu’une application α : A → Z ∪ {∞} est mesurable si, pour tout n ∈ N, l’ensem-
ble α−1(n) ⊂ A est mesurable dans Gr(X ). On dit que α est exponentiellement
inte´grable si cette application est mesurable et si la se´rie∑
n∈Z
µX (α
−1(n))L−n
converge dans M̂. On peut alors de´finir l’inte´grale motivique d’une application α :
A→ Z ∪ {∞} exponentiellement inte´grable par :∫
A
L−αdµ :=
∑
n∈Z
µX (α
−1(n))L−n.
En guise d’exemple, rappelons cet e´nonce´ (cf. [26]) :
2.5.1. Lemme. — Soient X un D-sche´ma formel sttf et Z →֒ X un sous-D-sche´ma
formel ferme´ de X . Alors :
1. pour tout n ∈ N, la fibre (multZ)
−1(n) est un n-cylindre de Gr(X ).
2. Si Gr(Z) est un ensemble de mesure nulle dans Gr(X ), l’application multZ est
exponentiellement inte´grable sur Gr(X ).
Soit h : Y → X un D-morphisme de sche´mas formels. On appelle lieu sauvage de h
l’ensemble
Σh = h
−1(Gr(Xsing)) ∪ {y ∈ Gr(Y) | ordπ(Jac)h(y) =∞},
et on dit que h est tempe´re´ sur B si l’intersection de B et du lieu sauvage de h est
de mesure nulle dans Gr(Y).
Le the´ore`me essentiel de cette the´orie de l’inte´gration est le the´ore`me de changement
de variables suivant.
RATIONALITE´ DES SE´RIES DE POINCARE´ ET DES FONCTIONS ZEˆTA MOTIVIQUES 9
2.5.2. The´ore`me. — Soient X et Y deux D-schmas formels sttf, rduits, plats et
purement de dimension relative d. Supposons que Y → D est lisse. Soient A et B des
ensembles fortement mesurables de Gr(X ) et Gr(Y) respectivement. Soit h : Y →
X un D-morphisme, tempe´re´ sur B, de sche´mas formels qui induit une bijection
entre B et A. Alors, pour toute application exponentiellement inte´grable α : A →
Z ∪ {∞}, l’application B → Z ∪ {∞} qui a` y associe α(h(y)) + ordπ(Jac)(y) est
exponentiellement inte´grable et on a la formule :∫
A
L−αdµ =
∫
B
L−α◦h−ordπ(Jac)hdµ.
2.6. Les re´solutions de Ne´ron. — Soit X un D-sche´ma formel sttf, purement
de dimension relative d. On appelle re´solution de Ne´ron de X tout D-morphisme de
sche´mas formels h : Y → X ve´rifiant que :
(i) Y → D est un D-sche´ma formel sttf, lisse, purement de dimension relative d ;
(ii) le D-morphisme de sche´mas formels h est tempe´re´ ;
(iii) le k-morphisme de sche´mas induit h : Gr(Y)→ Gr(X ) est bijectif.
2.6.1. Remarque. — La the´orie des mode`les de Ne´ron formelle (cf. [4] the´ore`me
3.1) montre (cf. galement [18] the´ore`me 1.7.2) que si la fibre ge´ne´rique de X est
lisse en tant que K-espace analytique rigide, de tels morphismes existent. En outre,
la the´orie de´veloppe´e dans loc. cit. de´pend essentiellement de l’existence de ces
re´solutions. Par ailleurs, la preuve du point (v) de la proposition 2.6.2 ci-dessous
montre que, si X est une k[[t]]-varie´te´ alge´brique re´gulie`re, alors X posse`de une
re´solution de Ne´ron, qui est donne´e par l’inclusion j : Xlisse → X du lieu lisse dans
X .
Soit Z →֒ X un sous-D-sche´ma formel ferme´. On appelle re´solution de Ne´ron plonge´e
de (X ,Z) tout D-morphisme de sche´mas formels h : Y → X ve´rifiant que :
(i) Y → D est un D-sche´ma formel sttf, lisse, purement de dimension relative d ;
(ii) le D-morphisme de sche´mas formels h est tempe´re´ ;
(iii) le D-morphisme de sche´mas formels induit h : Y\h−1(Z) → X\Z est injectif
et e´tale ;
(iv) le sous-D-sche´ma formel ferme´ h−1
(
Gr(Z)
)
est un ensemble de mesure nulle
dans Gr(Y) ;
(v) le k-morphisme de sche´mas induit h : Gr(Y)\h−1
(
Gr(Z)
)
→ Gr(X )\Gr(Z)
est bijectif ;
(vi) il existe un recouvrement de Y par des sous-D-sche´mas formels ouverts et affines
V et, sur chaque V, un D-morphisme de sche´mas formels V → BdR e´tale, induit
par d sections z1, . . . , zd au-dessus de V telles que h
−1(Z) est de´fini, sur V, par
l’annulation de l’une des zn11 . . . z
nd
d , avec ni ≥ 0 pour tout 1 ≤ i ≤ d.
Si X = X̂ et Z = Ẑ sont des comple´te´s π-adiques de R-varie´te´s alge´briques, on dira
simplement que (X,Z) admet une re´solution de Ne´ron plonge´e.
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2.6.2. Proposition. — Soit k un corps de caracte´ristique 0. Soient X une R-
varie´te´ alge´brique plate, purement de dimension relative d et Z →֒ X un sous-R-
sche´ma ferme´ de X contenant l’ensemble des points singuliers de X, i.e. l’ensemble
des points ou` le morphisme X → SpecR n’est pas lisse. Si R = k[[t]], alors (X,Z)
admet une re´solution de Ne´ron plonge´e.
De´monstration. — Soit h′ : X ′ → X une re´solution plonge´e de (X,Z), i.e. un
morphisme propre, birationnel, de source X ′ re´gulie`re et tel que (h−1(Z))red soit un
diviseur a` croisements normaux, qui existe par un the´ore`me d’Hironaka (cf. [14]).
Notons j : U →֒ X ′ le lieu des points de X ′ ou` le morphisme de sche´mas X ′ →
SpecR est lisse. Montrons alors que le morphisme induit par h′ ◦ j : U → X par
passage aux comple´te´s est une re´solution de Ne´ron plonge´e de (X,Z).
Les conditions (i) et (iii) de´coulent directement de la de´finition et des proprie´te´s du
morphisme h′. La condition (ii) de´coule de (iv), puisque Σh ⊂ h
−1(Z)∩U . L’assertion
(iv) se de´duit du fait que, par de´finition de h′, (h′)−1(Z) est un diviseur de X ′ et du
lemme 4.4.2 de [26].
Pour prouver (v), il nous suffit de prouver que, pour tout corps parfait F ⊃ k,
l’application canonique :(
Gr(X ′)\(h′)−1
(
Gr(Z)
))
(F )→
(
Gr(X)\Gr(Z)
)
(F )
est une bijection. Remarquons en outre que, si Y est une k[[t]]-varie´te´, l’application
naturelle
Ŷ
(
Spf(RF )
)
→ Y (RF )
est bijective, pour toute extension RF = F [[t]]. On est donc ramene´ au cadre
alge´brique. Comme h′ est un isomorphisme au-dessus du complmentaire de Z, le
critre valuatif de propret assure que l’application induite par h′ ci-dessus est bi-
jective. Il nous suffit alors de prouver que, pour de telles extensions RF ⊃ R ,
l’application naturelle :
U(RF ) ≃ X
′(RF )
est bijective. Ceci revient a` montrer que tout R-morphisme SpecRF → X
′ se fac-
torise par le lieu lisse de X ′. Si une telle proprie´te´ est vraie pour le RF -morphisme
induit SpecRF → X
′×RRF , elle l’est pour le R-morphisme SpecRF → X
′ (cf. [11]
proposition 17.7.1). Comme le morphisme SpecRF → SpecR est re´gulier (cf. [10]
de´finition 6.8.1), il de´coule du diagramme carte´sien de R-morphismes de sche´mas
suivant :
X ′ ×R RF //

RF

X ′ // R
et des propositions 6.8.2 et 6.5.2/(ii) de [10] que le sche´ma X ′ ×R RF est encore
re´gulier. On peut donc supposer que k = F . Dans ce cas l’affirmation est de´montre´e
dans la proposition 3.1/2 de [3].
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Pour (vi), soit x ∈ U0. Il de´coule du lemme 2.6.3 qu’on peut trouver un syste`me
re´gulier de parame`tres de l’anneau local OU,x de la forme (π, z1, . . . , zd). Par ailleurs,
les images de ces sections locales dans le module des diffrentielles ΩdOU0,x/k
forment un
systme de gnrateurs. La proprit de changement de base du faisceau des diffe´rentielles
relatives donne l’isomorphisme ΩdOU0,x/k
≃ ΩdOU,x/R⊗R k. Il dcoule donc du lemme de
Nakayama que les images des d sections z1, . . . , zd engendrent Ω
d
OU,x/R
. En particulier,
ces sections locales induisent un morphisme tale d’un ouvert affine V dans AdR. Les
comple´te´s t-adiques des ouverts V ve´rifient les proprie´te´s souhaite´es.
2.6.3. Lemme. — Soient R un anneau de valuation discre`te et Y une R-varie´te´
lisse purement de dimension relative d. Soit x ∈ Y0. Il existe un syste`me re´gulier de
parame`tres de OY,x contenant π.
De´monstration. — Comme Y est lisse, les anneaux locaux OY,x et OY0,x ≃ OY,x⊗Rk
sont re´guliers. Soit y1, . . . , yd un syste`me re´gulier de parame`tres de l’anneau local
OY0,x. La suite (π, y1, . . . , yd) est alors un syste`me de parame`tres qui engendrent
l’ide´al maximal x de OY,x, puisque :
OY,x/(π, y1, . . . , yd) ≃ OY0,x/(y1, . . . , yd).
L’assertion de´coule alors de la proposition 17.1.1 de [9].
2.6.4. Remarque. — Soit h : Y → X une rsolution de Nron plonge de (X,Z).
Comme, pour tout n ∈ N, mult−1Z (n) ⊂ Gr(X)\Gr(Z), il dcoule du lemme 2.2.4
que :
h
(
mult−1h−1(Z)(n)
)
= mult−1Z (n).
Cette remarque est essentielle pour les calculs que nous effectuerons dans les diffrentes
parties.
3. Familles et ensembles semi-alge´briques
Dans ce paragraphe, nous allons de´finir une classe particulie`re d’ensembles mesurables
que l’on appelle ensembles semi-alge´briques et qui vont intervenir dans la de´monstration
des diffe´rents re´sultats.
3.1. Les conditions semi-alge´briques. — Fixons de´sormais une cloˆture alge´brique
kalg ⊃ k de k. Si F est un corps alge´briquement clos, et si x ∈ F ((t)), on appelle
composante angulaire de x, que l’on note ac(x) le coefficient du terme de plus petit
degre´, si x 6= 0, et 0 sinon. La valuation de x, note´e ordt(x) est l’entier e´gal au plus
petit degre´ de x, si x 6= 0, et +∞ sinon. On e´tend alors la relation d’ordre usuelle
sur Z a` Z ∪ {+∞} de la manie`re habituelle et on adopte les conventions :
(i) (+∞) + ℓ = +∞, ∀ℓ ∈ Z ;
(ii) +∞ ≡ ℓ modulo d, ∀ℓ ∈ Z.
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Soient x1, . . . , xm des variables sur k
alg((t)) et ℓ1, . . . , ℓr des variables sur Z. On
appelle condition semi-alge´brique une combinaison boole´enne de conditions de la
forme :
(SAL1) ordtf1(x1, . . . , xm) ≥ ordtf2(x1, . . . , xm) + L(ℓ1, . . . , ℓr),
(SAL2) ordtf1(x1, . . . , xm) ≡ L(ℓ1, . . . , ℓr) mod d,
(SAL3) g(ac(f1(x1, . . . , xm)), . . . , ac(fs(x1, . . . , xm))) = 0,
ou` les fi sont des polynoˆmes a` coefficients dans k[[t]], g est un polynoˆme sur k
et L ∈ Z[X1, . . . , Xr]. Les conditions semi-alge´briques de la forme ci-dessus sont
appele´es conditions semi-alge´briques e´le´mentaires.
3.1.1. Exemple. — Si f ∈ k[[t]][x1, . . . , xm], la condition f = 0 (et donc f 6= 0)
est une condition semi-alge´brique.
3.2. Les familles semi-alge´briques d’une varie´te´. — SiX est une R-varie´te´ et
si r ∈ N, on appelle famille semi-alge´brique de Gr(X) une famille (Aℓ)ℓ∈Nr d’ensem-
bles de Gr(X) tels qu’il existe un recouvrement de X par un nombre fini d’ouverts
affines (Ui)i∈I et pour chaque Ui, une condition semi-alge´brique θ ve´rifiant que :
Al ∩Gr(Ui) = {x ∈ Gr(Ui)|θ
(
h1(ϕx), . . . , hm(ϕx); ℓ
)
},
ou` les hj sont des fonctions re´gulie`res sur U et ou`, pour tout x ∈ Gr(X), ϕx :
Spf Rκ(x) → X̂ est le D-morphisme de sche´mas formels obtenu par adjonction et
correspondant au point x. En particulier, hi(ϕx) s’identifie canoniquement a` un
e´le´ment de κ(x)[[t]]. Une telle famille est alors de´finissable sur chaque Ui par les
conditions semi-alge´briques θ et les sections re´gulie`res hi, pour 1 ≤ i ≤ m.
3.2.1. Remarque. — Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). Par
de´finition, il existe un recouvrement fini de X par des ouverts affines (Ui)i∈I ve´rifiant
la proprie´te´ de la de´finition. Pour chaque i ∈ I, on peut recouvrir Ui par un nombre
fini d’ouverts affines (Vi,j)j∈J . Le recouvrement (Vi,j)j∈J,i∈I de X ve´rifie encore la
proprie´te´ de l’e´nonce´. De meˆme, il est clair que, si U →֒ X est un ouvert de X la
famille (Aℓ ∩Gr(U))ℓ∈Nr est semi-alge´brique dans Gr(U).
Un ensemble semi-alge´brique est une famille semi-alge´brique avec r = 0. Si (Aℓ)ℓ∈Nr
est une famille semi-alge´brique de Gr(X), alors, pour tout ℓ ∈ Nr, l’ensemble Aℓ est
semi-alge´brique. On note BX l’ensemble des parties semi-alge´briques de Gr(X).
3.2.2. Lemme. — L’ensemble BX est un anneau boole´en, i.e.
1. Gr(X) et ∅ appartiennent a` cet ensemble ;
2. BX est stable par re´union et intersection finies ;
3. BX est stable par passage au comple´mentaire.
De´monstration. — De´coule directement du fait que les conditions semi-alge´briques
sont stables par de telles ope´rations.
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3.2.3. Lemme. — Soient X et Y deux R-varie´te´s et g : Y → X un R-morphisme
de sche´mas. Si (Aℓ)ℓ∈Nr est une famille semi-alge´brique de Gr(X), la famille
(g−1(Aℓ))ℓ∈Nr
est semi-alge´brique dans Gr(Y ). En particulier, si A est un ensemble semi-alge´brique
de Gr(X), l’ensemble g−1(A) est un ensemble semi-alge´brique de Gr(Y ).
De´monstration. — La seconde assertion de´coule de la premie`re par de´finition. Il
nous suffit donc de prouver la premie`re. Soit Aℓ, ℓ ∈ N
r, une famille semi-alge´brique
de Gr(X). Par de´finition, il existe donc un recouvrement (fini) de X par des ouverts
affines (Ui)i∈I ve´rifiant que :
Aℓ ∩Gr(Ui) = {x ∈ Gr(Ui)|θ
(
h
(i)
1 (ϕx), . . . , h
(i)
mi
(ϕx); l
)
},
Pour tout i ∈ I, soit (Vi,j)j∈Ji un recouvrement (fini) de g
−1(Ui) par des ouverts
affines de Y . En particulier, les Vi,j, pour tout i ∈ I et tout j ∈ J , recouvrent Y et
ve´rifient
g−1(Aℓ) ∩Gr(Vi,j) = {y ∈ Gr(Vi,j)|θ
(
(h
(i)
1 ◦ g)(ϕy), . . . , (h
(i)
mi
◦ g)(ϕy); ℓ
)
},
pour tout ℓ ∈ Nr.
3.2.4. — Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). Quitte a` restreindre
les Ui, on peut supposer (cf. remarque 3.2.1) que Ui est immerge´ dans un espace affine
de dimension ni, i.e. est muni d’une immersion ferme´e Ui →֒ A
mi
R . Par de´finition, il
existe une condition semi-alge´brique θ et mi sections re´gulie`res h
(i)
j de Ui telles que :
Aℓ ∩Gr(Ui) = {x ∈ Gr(Ui)|θ
(
h
(i)
1 (ϕx), . . . , h
(i)
mi
(ϕx); l
)
}.
Soit (x
(i)
1 , . . . , x
(i)
ni ) un syste`me de coordonne´es de Ui, i.e. ni sections re´gulie`res sur
Ui induites par le morphisme d’immersion. Pour tout 1 ≤ j ≤ mi, les h
(i)
j sont des
polynoˆmes en les x
(i)
s , i.e. il existe mi polynoˆmes H
(i)
j ∈ k[[t]][Y1, . . . , Yni] tels que :
h
(i)
j = H
(i)
j (x
(i)
1 , . . . , x
(i)
ni
),
1 ≤ j ≤ mi. Soit θ
′ := θ◦H(i) la condition semi-alge´brique de´finie par θ(H
(i)
1 , . . . , H
(i)
mi)
ve´rifie que :
Aℓ ∩Gr(Ui) = {x ∈ Gr(Ui)|θ
′
(
x
(i)
1 (ϕx), . . . , x
(i)
mi
(ϕx); l
)
}.
3.2.5. De´finition. — Si (Aℓ)ℓ∈Nr est une famille semi-alge´brique de Gr(X), on
appelle carte semi-alge´brique de la famille (Aℓ)ℓ∈Nr un ouvert affine U de X, muni
d’une immersion ferme´e dans un espace affine U →֒ AmR , tels que :
Aℓ ∩Gr(U) = {x ∈ Gr(U)|θ
(
x1(ϕx), . . . , xm(ϕx); l
)
},
ou` les xi forment un syste`me de coordonne´es de U et θ une condition semi-alge´brique.
La donne´e d’un recouvrement fini de X par des cartes semi-alge´briques de la famille
(Aℓ)ℓ∈Nr est un atlas semi-alge´brique de la famille (Aℓ)ℓ∈Nr .
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Il de´coule de ce qui pre´ce`de que de tels atlas existent pour toute famille semi-
alge´brique de Gr(X). En outre, une famille (Aℓ)ℓ∈Nr de Gr(X) est semi-alge´brique
si et seulement si elle posse`de un atlas semi-alge´brique.
3.2.6. Lemme. — Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). Alors la
donne´e d’une carte semi-alge´brique (resp. d’un atlas semi-alge´brique) de (Aℓ)ℓ∈Nr
ne de´pend pas des plongements.
De´monstration. — On est ramene´ au cas d’un ensemble semi-alge´brique A de Gr(X).
Soit j1 : U →֒ A
m
R une carte semi-alge´brique de A. Soit j2 : U →֒ A
n
R un second
plongement de U dans un espace affine. Soit h : AnR → A
m
R le R-morphisme de
changement de coordonne´es. Avec j1, il existe, par de´finition, une condition semi-
alge´brique θ de´finissant A ∩ Gr(U). La condition semi-alge´brique θ ◦ h, de´finie
comme dans la preuve de la proposition 3.2.3, fait de U (muni de j2) une carte
semi-alge´brique de A.
3.2.7. Proposition. — Soient X et Y deux R-varie´te´s et g : Y → X un R-
morphisme de sche´mas. Si (Aℓ)ℓ∈Nr est une famille semi-alge´brique de Gr(Y ), la
famille (g(Aℓ))ℓ∈Nr est semi-alge´brique dans Gr(X). En particulier, si A est un
ensemble semi-alge´brique de Gr(Y ), l’ensemble g(A) est un ensemble semi-alge´brique
de Gr(X).
De´monstration. — Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). La proprie´te´
e´tant locale en X , on peut supposer que X est affine. En outre, comme les conditions
semi-alge´briques sont stables par re´union finie, on peut supposer que Y est carte
semi-alge´brique de la famille (Aℓ)ℓ∈Nr . Par de´finition,
g(Aℓ) = {y ∈ Gr(X) | ∃x ∈ Gr(Y ) tel que g(x) = y et x ∈ Aℓ} .
Comme Aℓ est semi-alge´brique, il de´coule d’un the´ore`me d’e´limination des quantifi-
cateurs, duˆ a` Pas (cf. [21] ou [5] the´ore`me 2.1), que g(Aℓ) est semi-alge´brique dans
Gr(X) et que la famille (g(Aℓ))ℓ∈Nr est semi-alge´brique.
3.2.8. — Soit A un ensemble semi-alge´brique de Gr(X̂). On dit qu’une fonction
α : A× Zn → Z ∪ {∞}
est simple si la famille de parties
{x ∈ Gr(X̂) | α(x, l1, . . . , ln) = ln+1},
avec (l1, . . . , ln+1) ∈ N
n+1, est une famille semi-alge´brique de Gr(X).
3.3. Les ensembles mesurables et les ensembles semi-alge´briques. —
3.3.1. Proposition. — Soit X une R-varie´te´. Soit A ⊂ Gr(X) un sous-ensemble
semi-alge´brique. Alors l’ensemble πn,X(A) ⊂ Grn(X) est constructible.
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De´monstration. — Soient n ∈ N et A un ensemble semi-alge´brique de Gr(X). Par
de´finition de la constructibilite´, on peut supposer que X est affine et est une carte
semi-alge´brique de A. Il existe donc un entier m ∈ N et une immersion ferme´e
Gr(X) →֒ Gr(AmR ). Comme
πn,X(A) = πn,Am
R
(A) ∩Gr(X),
on peut supposer en outre que X = AmR . L’exemple 3.3.2 assure que l’ensemble
B := π−1n,X (πn,X(A)) est semi-alge´brique puisque A l’est.
Si F ⊃ k est une extension de corps, et si x ∈ (F [t]/(tn+1))
m
, avec pour 1 ≤ i ≤ m,
xi =
n∑
j=1
a
(i)
j t
j ,
ou` a
(i)
j ∈ F ; on note s(x) le m-uplet de F [[t]]
m de´finie par les coordonne´es :
(s(x)i) :=
n∑
j=1
a
(i)
j t
j.
Il est clair que x ∈ πn,X(A) si et seulement si s(x) ∈ B. On est donc ramene´ a` e´tudier
l’ensemble des e´le´ments de B de la forme s(x) ci-dessus. Or l’ensemble B s’exprime
comme une combinaison boole´enne (a priori infinie) de cylindres (cf. exemple 3.2.1).
Le re´sultat de´coule alors du fait que si y ∈ B de la forme s(x), ces re´unions sont
a` support fini et d’un the´ore`me de Schappacher [25], qui implique que, pour tout
sous-R-sche´ma ferme´ Z de X :
πn,X (Gr(Z)) = θ
N
n (GrN(Z))) ,
pour un entier N suffisamment grand.
3.3.2. Exemples. — 1. Si A est un ensemble semi-alge´brique de Gr(X), alors
l’ensemble :
π−1n,X (πn,X(A))
est semi-alge´brique dans Gr(X). En effet, supposons que X est une carte semi-
alge´brique de A. Il de´coule de l’e´galite´ :
B := π−1n,X (πn,X(A)) =
{
y ∈ Gr(X) | ∃x ∈ A, y ≡ xmodulo[tn+1]
}
,
et du the´ore`me d’e´limination des quantificateurs 2.1 de [5], que B est un en-
semble semi-alge´brique de Gr(X).
2. Si Z →֒ X est un sous-R-sche´ma ferme´ de X , alors la famille :(
mult−1Z (n)
)
n∈N
est une famille semi-alge´brique de Gr(X). En effet, supposons que X est une
carte semi-alge´brique pour cette famille. Soit (zi)1≤i≤s une pre´sentation de
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l’ide´al I ⊂ R[y1, . . . yN ] de´finissant Z dans X . La famille
(
π−1n,X(Grn(X))
)
n∈N
est alors de´finissable par la condition semi-alge´brique :
θ(x1, . . . , xs;n) :=
 fi(x1, . . . , xs) = xi, ∀1 ≤ i ≤ sL(y) = y
ordtfi ≥ L(n), ∀1 ≤ i ≤ s
,
et les sections re´gulie`res zi de X , pour 1 ≤ i ≤ s. L’assertion de´coule alors de
la relation :
mult−1Z (n) = π
−1
n−1,X(Grn−1(Z))\π
−1
n,X(Grn(Z))
et des proprie´te´s de stabilite´ par intersection et passage au comple´mentaire.
3.3.3. Exemple. — La fonction x 7→ multZ(x), ou` Z →֒ X est un sous-R-sche´ma
ferme´ de X , est simple : ceci est une simple retraduction de l’exemple 3.3.2/2 ci-
dessus.
3.3.4. — Soit A un ensemble semi-alge´brique de Gr(X). On dit que A est un en-
semble faiblement stable de rang n ∈ N si A est la re´union de fibres du k-morphisme
πn,X : Gr(X) → Grn(X). On dit que A est faiblement stable s’il existe n ∈ N tel
que A soit faiblement stable de rang n.
3.3.5. Lemme. — Les ensembles faiblement stables forment un anneau boole´en,
que l’on note BfsX . En outre, si A est un ensemble faiblement stable de rang n, alors
A est un n-cylindre.
3.3.6. — Supposons que X est purement de dimension relative d. Soit A un en-
semble semi-alge´brique. On dit que A est stable de rang n ∈ N si A est faiblement
stable au rang n et si l’application e´vidente πm+1,X̂(Gr(X))→ πm,X̂(Gr(X)) est une
fibration localement triviale au-dessus de πm,X̂(A) de fibre A
d
k pour tout m ≥ n (cf.
de´finition 4.2.1 de [26]). On dit que A est stable s’il existe n ∈ N tel que A est stable
de rang n. Il de´coule des de´finitions et du lemme 3.3.5 que tout ensemble stable est
un cylindre stable. On note BsX l’ensemble des parties semi-alge´briques stables.
3.3.7. Lemme. — Si A ∈ BX est un ensemble semi-alge´brique de Gr(X), alors
il existe un ensemble de mesure nulle M ⊂ Gr(X) de Gr(X) et une famille semi-
alge´brique (Ai)i∈N de Gr(X), avec Ai ⊂ A, tels que :
1. les Ai et M ∩A forment une partition de A ;
2. les Ai sont des ensembles semi-alge´briques stables de rang ni ;
3. limi→+∞(dim(πni,X̂(Ai))− (ni + 1)d) = −∞.
De´monstration. — On peut supposer que X est une carte semi-alge´brique de A et
est irre´ductible. Soit fi, pour 1 ≤ i ≤ s, les polynoˆmes non nuls a` partir desquels
A est de´fini. Soit g une section re´gulie`re de X s’annulant sur le lieu singulier de X ,
i.e. Xsing ⊂ V (g) ( X . En particulier que X̂sing ⊂ V (g) ( X̂ . Soit F := g ×
∏
i fi.
Notons S := V (F ) ( X . Pour i ∈ N, soit
Ai := {x ∈ A | ordtF (x) = i}.
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Par de´finition, Ai ⊂ A est un ensemble semi-alge´brique comme intersection de deux
ensembles semi-alge´briques (cf. exemple 3.3.2/2). Soient y ∈ π−1i,X(Ai) et y ∈ k
′[[t]]N ,
pour k′ ⊃ k, la se´rie formelle obtenue par adjonction. Il de´coule d’un de´veloppement
de Taylor que, pour tout u ∈ k′[[t]],
Q(y + ti+1u) = Q(y) + ti+1(. . .),
pour tout polynoˆme Q a` coefficients dans R. Cette remarque entraˆıne en particulier
que Ai est faiblement stable. En outre, Ai ⊂ Gr(X)\Gr(S) ⊂ Gr(X)\Gr(Xsing).
Par suite, Ai est contenu, par quasi-compacite´ de la topologie constructible (cf.
lemme 4.3.7 de [26]), dans un nombre fini d’ensembles Gr(n(i))(X). Comme la suite
de ces ensembles est croissante, il existe n0(i) ∈ N tel que Ai ∈ Gr
(n0(i))(X). Par
conse´quent, Ai est stable. Le point 3 de´coule alors du fait que la suite
(dim(πi,X̂((ordtF )
−1(i)))− (i+ 1)d)i∈N
tend vers −∞ par le lemme 4.4.2 de [26], puisque S est de codimension 1.
3.3.8. Proposition. — Tout ensemble semi-alge´brique de Gr(X) est mesurable,
i.e. BX ⊂ DX̂ . En particulier, si (Aℓ)ℓ∈Nr est une famille semi-alge´brique de Gr(X)
et si α : A ∪ Nr → Z ∪ {∞} est une fonction simple, alors, pour tout ℓ ∈ Nr,
l’application α(., ℓ) : A→ Z ∪ {∞} est mesurable sur A.
De´monstration. — La seconde assertion de´coule de la premie`re et des de´finitions.
Le premier point est, quant a` lui, est une conse´quence du lemme 3.3.7 ci-dessus qui
permet de de´composer tout ensemble semi-alge´brique A sous la forme :
A = (M ∩ A) ⊔ (⊔iAi) ,
et du thorme 6.3.5 de [26], puisque l’assertion 3.3.7/3 assure que la suite (µ(Ai)i
tend vers 0.
3.3.9. Proposition. — Si (Aℓ)ℓ∈Nr est une famille semi-algbrique de Gr(X), alors
il existe une famille semi-alge´brique (Aℓ,i)(ℓ,i)∈Nr+1 d’ensembles stables tels que, pour
tout ℓ ∈ Nr,
µX(Aℓ) =
∑
i∈N
µX(Aℓ,i) ∈ M̂k.
En particulier, si α : Gr(X)×Nr → Z est une fonction simple (cf. §3.2.8), il existe
une famille semi-alge´brique (Aℓ,i)(ℓ,i)∈Nr+1×N d’ensembles stables telle que :
1. µX (α(., ℓ1, . . . , ℓr)
−1(ℓr+1)) =
∑
i∈N µX(Aℓ,i), ∀ℓ ∈ N
r+1.
2. α(., ℓ1, . . . , ℓr) est constante sur Aℓ,i pour tout i ∈ N et ℓ ∈ N
r+1.
De´monstration. — La seconde assertion se de´duit de la premie`re en conside´rant la
famille de Gr(X), semi-alge´brique par hypothe`se,
Aℓ := {x ∈ Gr(X) | α(x, ℓ1, . . . , ℓr) = ℓr+1} .
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Pour de´montrer le premier point, on peut supposer que X est une carte affine de
(Aℓ)ℓ∈Nr . On conside`re alors la famille (Aℓ,i)ℓ∈Nr de´finie par :
Aℓ,i = Aℓ ∩ A
(ℓ)
i ,
ou`, pour chaque ℓ ∈ Nr, la famille semi-alge´brique (A
(ℓ)
i )i∈N est la famille du lemme
3.3.7 construite pour Aℓ. Il de´coule de la construction des A
ℓ
i , que la famille (Aℓ,i)
est de´finie par une condition semi-alge´brique. Le re´sultat en de´coule par stabilite´ de
la semi-alge´bricite´ par intersection finie.
Les re´sultats pre´ce´dents se re´sument par le diagramme commutatif suivant :
BsX
  //
 _

B
fs
X
  //
 _

BX _

C0,X̂
  // CX̂
  // DX̂
3.3.10. Remarque. — En ge´ne´ral, ces notions sont diffe´rentes, i.e. tous les cylin-
dres (resp. ensembles mesurables) ne sont pas des ensembles faiblement stables (resp.
ensembles mesurables).
3.4. Les ensembles de Presburger et les fonctions de Presburger. — On
appelle ensemble de Presburger de Zr un ensemble de´fini dans Zr par une combinai-
son boole´enne de conditions de la forme :
(P1) L(ℓ1, . . . , ℓr) ≥ 0
(P2) L(ℓ1, . . . , ℓr) ≡ 0modulo d,
pour L(x1, . . . , xr) ∈ Z[x1, . . . , xr] et d ∈ N. Autrement dit, un ensemble de Pres-
burger est de´fini par une condition semi-alge´brique avec m = 0.
3.4.1. Exemple. — Soit P ⊂ Zr un ensemble de Presburger de´fini par la condition
semi-alge´brique θ(ℓ1, . . . ℓr). Si pr1 : Z
r → Zr−1 de´signe la premie`re projection, il
de´coule d’un the´ore`me d’e´limination des quantificateurs, duˆ a` Presburger (cf. [23]
ou [5]/(2.1)), que l’ensemble pr1(P ) est encore un ensemble de Presburger.
Une fonction α : Zr → Z est appele´e fonction de Presburger si son graphe est un
ensemble de Presburger de Zr+1.
3.4.2. Exemple. — Une application de la forme β : Nr → N qui a` ℓ ∈ Nr associe
l’entier
∑r
i=1 biℓi + br+1, avec bj ∈ N, est une fonction de Presburger.
4. Rationalite´ des se´ries de Poincare´ motiviques
On suppose dans cette partie que R = k[[t]] et que le corps k est de caracte´ristique 0.
Soit X une R-varie´te´ plate, purement de dimension relative d. Nous allons montrer,
principalement, un re´sultat conjecture´ par Du Sautoy et Loeser (cf. [12]).
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4.1. Les familles semi-alge´briques borne´es. — La notion de famille semi-
alge´brique borne´e va jouer un roˆle essentiel dans les de´monstrations de la proposition
4.3.3 et du the´ore`me 4.3.8.
4.1.1. De´finition. — 1. Un ensemble A ⊂ Gr(ANR ) est fortement borne´ s’il est
de´finissable par une condition semi-alge´brique θ et s’il existe M ∈ N tel que :
0 ≤ ordtfi(x) ≤M,
pour tout x ∈ A et tout i ∈ I, ou` les fi ∈ k[[t]][y1, . . . , yN ], pour i ∈ I,
de´finissent la condition θ.
2. Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). On dit que la famille est
borne´e s’il existe un recouvrement fini de X par des ouverts affines Ui et si, pour
i ∈ I, Aℓ ∩ Gr(Ui) est de´finissable par une condition semi-alge´brique θ et des
sections re´gulie`res (h
(i)
j )j∈Ji de Ui ve´rifiant que, via le plongement Ui →֒ A
|Ji|
R
de´fini par les h
(i)
j , l’ensemble Aℓ∩Gr(Ui) est fortement borne´, pour tout ℓ ∈ N
r.
Autrement dit, si les polynoˆmes f
(i)
j , pour j ∈ Γ, de´finissent θ, cette dernie`re
condition signifie que, pour tout ℓ ∈ Nr, il existe Mℓ ∈ N tel que :
0 ≤ ordtf
(i)
j (h
(i)
1 (x), . . . , h
(i)
|Ji|
(x)) ≤Mℓ,
pour tout x ∈ Aℓ ∩Gr(Ui) et tout j ∈ Γ.
4.1.2. Lemme. — Soit Y une R-varie´te´ et g : Y → X un R-morphisme de
sche´mas. Soit (Aℓ)ℓ∈Nr une famille semi-alge´brique de Gr(X). Alors, si (Aℓ)ℓ∈Nr est
borne´e, la famille (g−1(Aℓ))ℓ∈Nr est borne´e.
De´monstration. — La premie`re assertion de´coule de la proposition 3.2.3 et du fait
que, si :
∀y ∈ Aℓ, ordth
(i)
j (y) ≤M ⇒ ordth
(i)
j ◦ g(x) ≤M, ∀x ∈ g
−1(Aℓ).
4.1.3. Lemme. — Une famille (Aℓ)ℓ∈Nr semi-alge´brique de Gr(X) est borne´e si et
seulement si elle posse`de un atlas semi-alge´brique (Ui)i∈I tel que, pour tout i ∈ I,
l’ensemble Al ∩ Gr(Ui) est fortement borne´ via un syste`me de coordonne´es sur Ui,
pour tout ℓ ∈ Nr. En particulier, cette proprie´te´ est inde´pendante du choix d’un tel
syste`me.
De´monstration. — La condition est clairement suffisante. Montrons qu’elle est ne´cessaire.
Soit (Ui)i∈I un recouvrement fini de X par des ouverts affines Ui →֒ A
ni
R , vus comme
sous-R-sche´mas ferme´s d’un espace affine de dimension ni. Pour alle´ger les notations,
on peut supposer que X →֒ AnR est e´gal a` l’un de ces Ui. On peut supposer alors que
la famille (Aℓ)ℓ∈Nr est de´finissable par m sections re´gulie`res hj, pour 1 ≤ j ≤ m,
et une condition semi-alge´brique θ. Soient x1, . . . , xn un syste`me de coordonne´es de
X et, pour tout 1 ≤ j ≤ m, Hj le polynoˆme tel que hj = Hj(x1, . . . , xn). Comme
pre´ce`demment, on peut alors de´finir la famille (Aℓ)ℓ∈Nr e´galement par la donne´e
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d’une condition semi-alge´brique θ′ et le syste`me de coordonne´es x1, . . . , xn (cf. 3.2.4).
Cette donne´e re´sout le proble`me. La dernie`re assertion sur l’inde´pendance du choix
du syste`me de coordonne´es de´coule du lemme 4.1.2 applique´ a` un morphisme de
changement de coordonne´es.
La proposition suivante prouve l’existence de pre´sentations borne´es pour certaines
familles semi-alge´briques.
4.1.4. Proposition. — Soient X →֒ ANR une R-varie´te´ affine et (Aℓ)ℓ∈Nr une
famille semi-alge´brique de Gr(X). Supposons que, pour tout ℓ ∈ Nr, les Aℓ sont
faiblement stables. Alors cette famille peut s’e´crire comme une combinaison boole´enne
de familles semi-alge´briques borne´es de Gr(X).
De´monstration. — Cette preuve est essentiellement une retraduction de la dmon-
stration du lemme 2.8 de [5], que nous explicitons pour des commodits de lecture.
On peut supposer que X est une carte semi-alge´brique de la famille (Aℓ)ℓ∈Nr . Soient
f1, . . . , fs les polynoˆmes intervenant dans la condition semi-alge´brique de´crivant la
famille des Aℓ.
Supposons que pour i = 1, 2, . . . , e ≥ s, les fonctions ordtfi ne sont pas borne´es sur
Aν , pour un certain ν ∈ N
r, et que les autres fonctions ordtfe+1, . . . , ordtfs sont
borne´es sur chaque Aℓ par une fonction α(ℓ). Nous allons raisonner par re´currence
sur l’entier e. On peut supposer que Aℓ est un ensemble faiblement stable de rang
α(ℓ). Supposons que α(ℓ) est de´sormais le plus petit entier satisfaisant les deux
conditions ci-dessus. Il de´coule alors des de´finitions et du the´ore`me d’e´limination
des quantificateurs 2.1 de [5] que l’application α : Nr → N est une fonction de
Presburger. Un the´ore`me de Schappacher (cf. [25]), utilise´ sous la forme du the´ore`me
4.3.8 de [26], assure qu’il existe une fonction de Presburger β : Nr → N, telle que,
β(ℓ) ≥ α(ℓ) pour tout ℓ ∈ Nr, et telle que si x ∈ Gr(X) et si :
f1(x) ≡ f2(x) ≡ . . . ≡ fe(x) ≡ 0modulo t
β(ℓ)+1,(4.1.1)
alors il existe x′ ∈ Gr(X) tel que x ≡ x′modulo tα(ℓ)+1 et
f1(x
′) = f2(x
′) = . . . = fe(x
′) = 0.(4.1.2)
Notons que l’ensemble semi-alge´brique Aℓ est la re´union des ensembles faiblement
stables de Gr(X) suivants :
Aℓ,1 := Aℓ ∩ {x ∈ Gr(X) | ordtf1(x) ≤ β(ℓ)}
...
Aℓ,e := Aℓ ∩ {x ∈ Gr(X) | ordtfe(x) ≤ β(ℓ)}
et
Bℓ := Aℓ ∩ {x ∈ Gr(X) | x est solution de 4.1.1} .
Remarquons que, graˆce a` l’hypothe`se de re´currence, les familles (Aℓ,i)(ℓ,i) sont des
combinaisons boole´ennes de familles semi-alge´briques borne´es. Il ne nous reste plus
qu’a` prouver la validite´ de l’assertion pour la famille (Bℓ)ℓ∈Nr .
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Conside´rons alors la famille (A′ℓ)ℓ∈Nr de´finie a` partir de (Aℓ)ℓ en remplac¸ant
f1, f2, . . . , fe
par 0 et en ajoutant les conditions ordtfj(x) ≤ α(ℓ) pour j = e+1, . . . , r. Il est clair
que cette famille est semi-alge´brique et borne´e et que, pour tout ℓ ∈ Nr, l’ensemble
A′ℓ est faiblement stable de rang α(ℓ).
Si x ∈ Gr(X) satisfait 4.1.1, alors il existe x′ ∈ Gr(X) ve´rifiant x ≡ x′modulo tα(ℓ)+1
et 4.1.2. Il en re´sulte que x ∈ Aℓ si et seulement si x
′ ∈ Aℓ, puisque Aℓ est faiblement
stable de rang α(ℓ). Ceci est e´quivalent, par 4.1.2, a` x′ ∈ A′l ; et cette dernie`re
condition est ve´rifie´e si et seulement si x ∈ A′ℓ, puisque, pour tout ℓ ∈ N
r, l’ensemble
A′ℓ et encore faiblement stable de rang α(ℓ). On a donc :
Bℓ = A
′
l ∩ {x ∈ Gr(X) | x est solution de 4.1.1}
ou, ce qui revient au meˆme,
Bℓ = A
′
l\
e⋃
i=1
{x ∈ Gr(X) | ordtfi(x) ≤ β(ℓ)} .
L’assertion en de´coule puisque les familles (A′ℓ) et ({x ∈ Gr(X) | ordtfi(x) ≤ β(ℓ)})
sont borne´es.
4.2. Un lemme de fibration pour les familles semi-alge´briques borne´es.
— Soient X une R-varie´te´ affine, lisse, purement de dimension relative d et (Aℓ)ℓ∈Nr
une famille semi-alge´brique de Gr(X) ve´rifiant les proprie´te´s suivantes :
1. X est une carte affine de cette famille ;
2. elle est de´finissable par une condition semi-alge´brique θ et un syste`me de
coordonne´es locales x1, . . . , xd, i.e. les d sections re´gulie`res induisent un R-
morphisme de sche´mas e´tale X → AdR ;
3. si θ(x1, . . . , xd; ℓ1, . . . , ℓr) est de´fini a` partir de s polynoˆmes fj ∈ R[x1, . . . , xd],
1 ≤ j ≤ s, alors il existe des entiers naturels aνj ve´rifiants :
fj(x1, . . . , xd) = x
a1j
1 . . . x
adj
d ,
pour 1 ≤ j ≤ s ;
4. les tfj sont encore des moˆnomes en les xj ;
5. pour tout 1 ≤ j ≤ d0, la fonction ordtxj est borne´e sur Aℓ pour chaque ℓ ∈ N
r.
Supposons en outre que d0 ≤ d est le plus petit entier tel que tous les fj et les tfj
s’expriment en fonction de d0 coordonne´es, que nous supposons, quitte a` re´ordonner,
eˆtre e´gales a` x1, . . . , xd0 . Pour simplifier, supposons que d = d0. La combinaison
boole´enne des conditions du type (SAL3) de θ de´finit un ensemble constructible
de Gd0m,k, que l’on note C ⊂ G
d0
m,k. Comme dans le paragraphe §3, on note Dj
l’hypersurface de X :
Dj = V (fj(x1, . . . , xd0)) →֒ X.
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4.2.1. Proposition. — Sous les hypothe`ses ci-dessus, il existe une famille finie
(Cq)q∈Q d’e´le´ments de Mk, une fonction de Presburger α : Z
d0 → Z et, pour tout
q ∈ Q, un ensemble de Presburger Pq tels que, pour tout ℓ ∈ N
r,
µX (Aℓ) =
∑
q∈Q
[Cq]
∑
n∈Nd0 ,n∈Pq(n,ℓ)
L−α(n).
De´monstration. — Soit Q l’ensemble des parties de l’ensemble {1, . . . , d0}. Soit α :
Zd0 → Z l’application qui a` n ∈ Zd0 associe l’entier d +
∑d0
i=1 ni. Cette application
est de Presburger par de´finition. Si J ∈ Q, on pose dans Mk :
CJ := [D
◦
J ×Gd0−|J|
m,k
C].
La condition θ′(n1, . . . , nd0 , ℓ1, . . . , ℓr) de´finie par,
∃x ∈ θ, ni = ordtxi(ϕx) ∀1 ≤ i ≤ d0,
est une condition semi-alge´brique graˆce au the´ore`me d’e´limination des quantifica-
teurs de Pas (cf. the´ore`me de Pas 2.1 de [5]). Cette condition de´finit donc un en-
semble de Presburger de Zr+|J |. Si J est le support de n, on le note PJ(n, ℓ).
La section re´gulie`re au-dessus de X xi de´finit un R-morphisme que l’on note encore
xi : X → A
1
R. Pour n ∈ N
d0 , on peut alors de´finir une application :
acn : ∩
d0
i=1ordtx
−1
i (ni)→ G
d0
m,k,
qui consiste a` associer a` x ∈ Gr(X) le d0-uplet, dont la i-e`me coordonne´e est le
premier coefficient non nul de xi(ϕx), vu comme e´le´ment de κ(x)[[t]]. Si J est le
support de n, posons
Wn := π
−1
0,X(D
◦
J) ∩ ac
−1
n (C).
Il est clair que cet ensemble est un (|n| :=
∑d0
i=1 ni)-cylindre de Gr(X). Le choix
des xi permet d’identifier Gr|n|(X ) et A
(|n|+1)d
k ×Adk X0. Le k-morphisme de sche´mas
θn0 : Gr|n|(X)→ Gr0(X) induit une application :
ψn : π|n|,X(Wn)→ D
◦
J ×Gd0−|J|
m,k
C.
Comme les fj sont des monoˆmes en les xi, il est facile de voir, comme dans la
preuve du lemme 5.3.2 que, pour tout x ∈ (D◦J ×Gd0−|J|
m,k
C)(κ(x)), les fibres de cette
application sont isomorphes a` A
|n|(d−1)
κ(x) . Il de´coule donc du the´ore`me 4.2.3 de [26]
que cette application est une fibration localement triviale. En particulier, on a dans
Mk la relation :
[π|n|,X(Wn)] = CJ × L
|n|(d−1).
Il nous reste a` calculer le volume µX(Aℓ). Par de´finition,
Aℓ =
⊔
q∈Q
⊔
m∈N|J|,Pq(m,ℓ)
Wn.
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Par additivite´ de la mesure et avec les notations du de´but,
µX(Aℓ) =
∑
q∈Q
Cq
∑
m∈N|J|,Pq(m,ℓ)
L−α(m).
4.3. L’e´nonce´ des re´sultats. — Le re´sulat le plus ge´ne´ral de ce paragraphe est le
the´ore`me 4.3.8. Il a e´te´ propose´ par Du Sautoy et Loeser. Commenc¸ons par rappeler
un re´sultat de´montre´ par Denef et Loeser :
4.3.1. Lemme. — Soit P un ensemble de Presburger de Zm et ϕi : Z
m → N, pour
1 ≤ i ≤ m, des fonctions de Presburger. Supposons que les fibres de l’application
ϕ : P → Nr de´finie par i 7→ (ϕ1(i), . . . , ϕr(i)) sont finies. Alors la se´rie f(X) :=∑
i∈P X
ϕ(i), avec X = (X1, . . . , Xr), appartient au sous-anneau de Z[[X ]] engendre´
par Z[X ] et les se´ries (1−Xc)−1, avec c ∈ Nr\{0}.
De´monstration. — C’est le lemme 5.2 de [5].
Cet e´nonce´ va permettre de de´montrer la proposition suivante :
4.3.2. Proposition. — Soit X une R-varie´te´ plate, purement de dimension rela-
tive d. Soit An, n ∈ Z
r, une famille semi-alge´brique de Gr(X). Soit α : Gr(X)×Z→
N une fonction simple. Supposons que An∩Gr(Xsing) = ∅ et que, pour tout n ∈ N
r,
les ensembles An ∩ (α(., n)
−1(m)) sont stables quel que soit m ∈ N. Alors la se´rie
de Mk[[T ]] ∑
n∈Nr
∫
An
L−α(.,n)dµXT
n,(4.3.3)
en la variable T = (T1, . . . , Tr), appartient au sous-anneau de Mk[[T ]] engendre´ par
Mk[T ], par les se´ries (1 − L
−aT b)−1 et (Li − 1)−1, avec a ∈ N et b ∈ Nr\{0} et
i ∈ N.
De´monstration. — Si n ∈ Nr et m ∈ N, on pose :
An,m := {x ∈ An | α(x, n) = m} .
Par de´finition de l’inte´grale,∑
n∈Nr
(∫
An
L−α(.,n)dµX
)
T n =
∑
n∈Nr
(∑
m∈N
µX(An,m)L
−m
)
T n.(4.3.4)
Comme, pour tout n ∈ Nr, l’application α(., n) est a` valeurs dans N, remarquons
que :
An ⊂
⊔
m∈N
An,m,
24 JULIEN SEBAG
pour tout n ∈ Nr. En particulier, comme An est faiblement stable, on peut supposer,
par quasi-compacite´ de la topologie constructible (cf. lemme 4.3.10 de [26]), que An
est recouvert par un nombre fini de An,m. Ceci justifie que la se´rie (a` support fini !) :∑
m∈N
µX(An,m)L
−m,
converge dans M̂k (et meˆme dans Mk).
Le the´ore`me de changement de variables applique´ a` une re´solution de Ne´ron plonge´e
de (X,Xsing) permet de se ramener au cas ou` X → R est lisse. L’additivite´ de la
mesure µX (cf. lemme 7.0.7 [26]) permet de supposer que X est une R-varie´te´
affine. En outre, graˆce au lemme 4.1.4, les relations d’additivite´ et la stabilite´ de la
proprie´te´ d’eˆtre borne´ par intersection finie permettent de supposer que la famille
semi-alge´brique de Gr(X) :
(An,m)(n,m)∈Nr×N
est borne´e. Enfin, toujours par additivite´ de la mesure et graˆce au lemme 4.1.3, on
peut se ramener au cas ou` X est une carte semi-alge´brique pour la famille des An,m.
Si F est le produit de tous les polynoˆmes fi, 1 ≤ i ≤ m, qui interviennent dans la
description des conditions du type (SAL1), (SAL2) et (SAL3) de´finissant la famille
(Am,n)(n,m), on peut conside´rer h : Y → X une re´solution de Ne´ron plonge´e de
(X, V (tF )). Le the´ore`me de changement de variables donne alors la formule :
µX(An,m) =
∑
e∈N
µY
(
h−1(An,m) ∩ ordt(Jac)
−1
h (e)
)
L−e.
Comme pre´ce´demment, on peut supposer, puisque la topologie constructible est
quasi-compacte, que cette somme est a` support fini, donc convergente dans Mk.
Par construction, il existe un recouvrement fini de Y par des ouverts affines (Vi)i∈I
et, pour tout i ∈ I, d sections z1, . . . , zd sur Vi, induisant un R-morphisme e´tale
de sche´mas Vi → A
d
R, et telles que, pour tout 1 ≤ j ≤ m, fj s’exprime comme un
monoˆme en les z1, . . . , zd. En outre, on peut supposer que, sur chaque Vi, la famille
semi-alge´brique des h−1(An,m) est de´finissable par une condition semi-alge´brique θ
et les zj et, qu’ainsi de´finie, cette famille est borne´e, puisque celle des An,m l’est. Par
ailleurs, comme X est lisse sur R, la famille semi-alge´brique de Gr(Y ),(
ordt(Jac)
−1
h (e)
)
e∈N
est de´finissable sur chaque Vi par une section re´gulie`re g(z1, . . . , zd) = z
b1
1 . . . z
bd
d ,
avec bj ≥ 0. En particulier, cette famille est borne´e. Supposons que g et les fj sont
des monoˆmes en z1, . . . , zd0 et que l’entier d0 ≤ d est le plus petit entier qui ve´rifie
cette condition. On peut supposer, par additivite´ de la mesure µY , que Y est e´gal a`
l’un des Vi.
Il de´coule de l’e´tude mene´e au §4.2 et de la proposition 4.2.1 qu’il existe une famille
finie d’e´le´ments (Cq)q∈Q et un ensemble de Presburger P de Z
r+1+d0 tel que, pour
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tout n ∈ Nr et tout m ∈ N,
µX(An,m) =
∑
q∈Q
Cq
∑
P (ℓ,n,m)
L−d−
∑d0
i=1 ℓiL−β(ℓ),(4.3.5)
L’application β est la forme line´aire a` coefficients dans N, qui, a` ℓ ∈ Nd0 , associe
l’entier naturel
∑d0
i=1 biℓi. Les e´galite´s de 4.3.4 et 4.3.5 entrainent donc que la se´rie :∑
n∈Nr
∫
An
L−α(.,n)dµX̂T
n
est une Mk-combinaison line´aire de se´ries formelles de la forme f(L
−1, T1, . . . , Tr),
avec f(U,X1, . . . , Xr) ∈ Z[[U,X1, . . . , Xr]] de la forme de celle du lemme ci-dessus.
Les hypothe`ses de de la proposition 4.3.2 permettent en re´alite´ d’affiner l’e´nonce´
en :
4.3.3. The´ore`me. — Soit X une R-varie´te´ plate, purement de dimension relative
d. Soit An, n ∈ Z
r, une famille semi-alge´brique de Gr(X). Soit α : Gr(X)×Z→ N
une fonction simple. Supposons que An ∩ Gr(Xsing) = ∅ et que, pour tout n ∈ N
r,
les ensembles An ∩ (α(., n)
−1(m)) sont stables quel que soit m ∈ N. Alors la se´rie
de Mk[[T ]] ∑
n∈Nr
∫
An
L−α(.,n)dµXT
n,(4.3.6)
en la variable T = (T1, . . . , Tr), appartient au sous-anneau de Mk[[T ]] engendre´ par
Mk[T ], par les se´ries (1 − L
−aT b)−1 et (Li − 1)−1, avec a ∈ N et b ∈ Nr\{0} et
i ∈ N.
De´monstration. — Commenc¸ons par donner un sens a` l’e´nonce´ de ce the´ore`me. En
effet, a priori,
µX(An) ∈Mk.
Toutefois, si A est un ν-cylindre contenu dans Gr(X)\Gr(Xsing), il de´coule des
de´finitions (cf. [26]) que :
µX(A) = ι(µ0,X(A)),
ou` ι : Mk → M̂k est le morphisme d’anneaux canonique et µ0,X l’application
additive sur C0,X̂ de´finie par :
µ0,X(A) = [πν,X(A)]L
−(ν+1)d.
En identifiant, µX et µ0,X , on peut donc supposer que :
µX(An) ∈Mk.
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Passons a` la de´monstration proprement dite. Remarquons que si h : Y → X est une
re´solution de Ne´ron plonge´e de (X,Z), Z une sous-R-varie´te´ ferme´e de X contenant
Xsing, la condition, ve´rifie´e par h, que :
h−1(Z) ⊃ ordt(Jac)
−1
h (∞)
entraˆıne en particulier que, pour tout cylindre A ⊂ Gr(X)\Gr(Z), il existe un
nombre fini d’entiers naturels e ∈ I et un entier naturel e′ tels que :
h−1(A) ⊂
(⊔
e∈I
ordt(Jac)
−1
h (e)
)
∩ h−1(Gre
′
(X)).
Il de´coule alors de la premie`re remarque ci-dessus et du lemme 8.1.3 de [26] que :
µX(h
−1(A)) ∈Mk.
Cette dernie`re remarque permet d’interpre´ter le lemme 8.1.3 de [26] comme un
the´ore`me de changement de variables dans Mk.
La preuve du the´ore`me 4.3.3 devient alors une simple re´adaptation de la de´monstration
de la proposition 4.3.2 (cf. §4.3) en substituant, a` l’usage du the´ore`me de changement
de variable “ classique ”, celui du lemme 8.1.3 de [26].
4.3.4. Corollaire. — Si k est un corps de caracte´ristique 0 et X une k[[t]]-varie´te´
plate, purement de dimension relative d. Alors
µX(Gr(X)) ∈Mk
[(
L− 1
Li − 1
)
i≥1
]
.
De´monstration. — Soit h : Y → X une re´solution de Ne´ron plonge´e de X . Le
the´ore`me de changement de variables assure alors que :
µX(Gr(X)) =
∫
Gr(Y )
L−ordt(Jac)dµY := L
−d
∑
n∈N
µY (ordt(Jac)
−1(n))L−nd.
On applique la proposition 4.3.2 ci-dessus a` la famille :
An :=
(
ordt(Jac)
−1(n)
)
n∈N
et a` la se´rie :
V (T ) :=
∑
n∈N
T n
∫
An
L−0dµY .
Le re´sultat en de´coule du fait que, graˆce a` la premie`re e´galite´ ci-dessus, V (L−1) =
µX(Gr(X)).
4.3.5. Corollaire. — Soit Y une R-varie´te´. Soit A un ensemble semi-alge´brique
de Gr(Y ). Alors la se´rie :
PA(T ) :=
+∞∑
n=0
[πn,Ŷ (A)]T
n ∈ Mk[[T ]],(4.3.7)
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appartient au sous-anneau deMk[[T ]] engendre´ parMk[T ], les se´ries (1−L
−aT b)−1
et (Li − 1)−1, avec a ∈ N et b ∈ N\{0} et i ∈ N.
De´monstration. — On peut supposer que Y est une sous-R-varie´te´ d’une varie´te´ X ,
lisse, connexe, de dimension d et de fibre spe´ciale re´duite. Par de´finition,∫
π−1
n,X
(πn,Y (A))
L−0dµX = [πn,Y (A)]L
−(n+1)d.
La se´rie L−d
∑
n=0[πn,X(A)](L
−dT )n appartient (cf. lemme 4.3.6 ci-dessous et the´ore`me
4.3.3) au sous-anneau de Mk[[T ]] engendre´ par Mk[T ] et les se´ries (1− L
−aT b)−1,
avec a ∈ N et b ∈ N\{0}.
Le lemme ci-dessous est une ge´ne´ralisation de l’exemple 3.3.2/1 :
4.3.6. Lemme. — Soit X une R-varie´te´ lisse. Soient Y →֒ X une sous-R-varie´te´
localement ferme´e de X et A ⊂ Gr(Ŷ ) un ensemble semi-alge´brique de Gr(Ŷ ). Alors
la famille : (
π−1
n,X̂
(
πn,Ŷ (A)
))
n∈N
est une famille semi-alge´brique d’ensembles stables de Gr(X).
De´monstration. — La stabilite´ des ensembles
Bn := π
−1
n,X̂
(
πn,Ŷ (A)
)
de´coule de la lissite´ de X . Il existe U →֒ Y un ouvert affine de X tel que U ∩ Y est
une carte semi-alge´brique de A et tel que Y ∩ U →֒ U est une immersion ferme´e.
On peut donc supposer que X →֒ ANR est affine, que Y est une carte affine de A
et que Y est une sous-R-varie´te´ ferme´e de X . Soit θ la condition semi-alge´brique
de´finissanr la A. Conside´rons θ′ la condition semi-alge´brique obtenue en ajoutant a`
θ les conditions :
ordtfj(xj , yj) ≥ L(n),
avec fj(xj , yj) = xj − yj, pour 1 ≤ j ≤ N , et L(x) = x+ 1, et :
ordtgi =∞,
ou` les gi, pour 1 ≤ i ≤ m, sont une pre´sentation de sections re´gulie`res de X
de´finissant Y comme sous-varie´te´ ferme´e. Le the´ore`me d’e´limination des quantifi-
cateurs 2.1 de [5] implique, comme pour l’exemple 3.3.2/1, que la famille des Bn est
une semi-alge´brique, de´finissable a` partir de la condition θ′.
4.3.7. Corollaire. — Soit X une R-varie´te´. La se´rie de Poincare´ motivique as-
socie´e a` X,
PX(T ) :=
∑
n∈N
[πn,X(Gr(X))]T
n ∈Mk[[T ]]
appartient au sous-anneau deMk[[T ]] engendre´ parMk[T ], les se´ries (1−L
−aT b)−1
et (Li − 1)−1 , avec a ∈ N et b ∈ N\{0} et i ∈ N.
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4.3.8. The´ore`me. — Soit X une R-varie´te´ plate, purement de dimension relative
d. Soit An, n ∈ Z
r, une famille semi-alge´brique de Gr(X) et soit α : Gr(X)×Zr →
N une fonction simple. Alors, si, pour tout n ∈ Nr, l’application α(., n) : An → N
est exponentiellement inte´grable, la se´rie∑
n∈Nr
∫
An
L−α(.,n)dµXT
n,(4.3.8)
en T = (T1, . . . , Tr) appartient au sous-anneau de M̂k[[T ]] engendre´ parMk[T ], par
les se´ries (Li − 1)−1 et (1− L−aT b)−1, ou` i ∈ N\{0}, a ∈ N et b ∈ Nr\{0}.
De´monstration. — La de´monstration de ce the´ore`me est analogue a` celle de la
proposition 4.3.2. L’unique diffe´rence vient du fait qu’ici il n’est plus ne´cessaire
de conside´rer des familles borne´es. Le re´sultat de´coule donc du lemme 4.3 et de la
proposition 4.2.1.
5. La rationalite´ des fonctions Zeˆta d’Igusa motiviques
Nous supposons que R = k[[t]], avec k un corps de caracte´ristique 0.
5.1. Les diviseurs a` croisements normaux. —
5.1.1. — Soit Y un sche´ma. Soit D →֒ Y un diviseur de Y . On dit que D est un
diviseur a` croisements normaux, si :
(i) pour tout s ∈ D, l’anneau local OY,s est re´gulier ;
(ii) pour tout s ∈ D, il existe un syste`me re´gulier de parame`tres en s, t1, . . . , td, tel
qu’une e´quation de D, au voisinage de s, est tn11 . . . t
nd
d = 0, avec ni ≥ 0 pour
tout 1 ≤ i ≤ d.
Si, en outre, les Di, pour tout i ∈ I, dsignent les composantes irrductibles de D et
si les sche´mas Di sont re´guliers, on dit que le diviseur D est a` croisements normaux
stricts dans Y .
5.1.2. Lemme. — Soit Y une R-varie´te´ lisse. Soit D →֒ Y un diviseur a` croise-
ments normaux (resp. stricts) de Y . Si E →֒ Y est un diviseur de Y contenu dans
D, alors E est croisements normaux (resp. stricts).
De´monstration. — L’assertion de´coule directement de la dfinition 5.1.1.
Si Z →֒ Y est une sous-k-varie´te´ ferme´e de Y, on note (Zj)1≤j≤r l’ensemble des
composantes irre´ductibles de Z. Pour I ⊂ {1, . . . , r}, on note ZI = ∩i∈IZi, si I 6= ∅,
et Y sinon. On pose Z◦I := ZI\ ∪i∈{1,...,r}\J Zi. En particulier, Z
◦
∅ = Y\Z. Il de´coule
e´galement de la de´finition que Y = ⊔I⊂{1,...,r}Z
◦
I .
RATIONALITE´ DES SE´RIES DE POINCARE´ ET DES FONCTIONS ZEˆTA MOTIVIQUES29
5.2. Les notations. — Dans ce paragraphe, nous adoptons les notations et con-
ventions suivantes :
1. Si Z →֒ Y est une sous-k-varie´te´ ferme´e de Y, on note (Zj)1≤j≤r l’ensemble des
composantes irre´ductibles de Z. Pour I ⊂ {1, . . . , r}, on note ZI = ∩i∈IZi, si
I 6= ∅, et Y sinon. On pose Z◦I := ZI\ ∪i∈{1,...,r}\J Zi. En particulier, Z
◦
∅ = Y\Z.
Il de´coule e´galement de la de´finition que Y = ⊔I⊂{1,...,r}Z
◦
I .
2. Si Y est une R-varie´te´ alge´brique lisse et D →֒ Y un diviseur de Y , on note r
le nombre de composantes connexes de Y. On suppose que D posse`de m com-
posantes irre´ductibles que l’on note Di, pour 1 ≤ i ≤ m. On pose I l’ensemble
des i tels que Di ⊂ Y. Si x ∈ Di, on note Ix l’ensemble des i tels que x ∈ D
◦
Ix .
3. Si n ∈ Nm, on note ni ses coordonne´es, pour 1 ≤ i ≤ m, et J son support, i.e.
l’ensemble des i tels que ni 6= 0. Si D est un diviseur de Y , on dit que n ne
ve´rifie pas la proprie´te´ PD, ce que l’on note n 6∈ PD, si
r ≥ |I| ≥ 1 et si ∃i ∈ I tel que ni 6∈ {0, 1} ;
ou
r ≥ |I| ≥ 1 et si ∃i, j ∈ I tels que ni = nj = 1 ;
ou
|I| = r et si ∀i ∈ I, ni 6= 1.
Dans le cas contraire, on dit que n ve´rifie la proprie´te´ PD, ce que l’on note
n ∈ PD.
4. nous ne nous inte´ressons qu’aux diviseurs D tels que D̂ 6= ∅.
5.3. La fonction Zeˆta motivique associe´e a` un diviseur a` croisements nor-
maux stricts d’une varie´te´ lisse. — Soit Y une R-varie´te´ lisse, purement de
dimension relative d. Soit D →֒ Y un diviseur a` croisements normaux stricts, rduit.
Supposons en outre que tD est encore un diviseur croisements normaux stricts dans
Y . La fonction Zeˆta (d’Igusa) motivique associe´e a` D est la se´rie deMk[[T1, . . . , Tm]]
de´finie par :
ZD(T ) :=
∑
n:=(n1,...,nm)
[π|n|,Y
(
∩mi=1 mult
−1
Di
(ni)
)
]L−|n|dT n,(5.3.9)
avec les notations T n := T n11 . . . T
nm
m et |n| =
∑m
i=1 ni pour tout n ∈ N
m. Si x ∈ D(k),
on associe au couple (D, x) la fonction Zeˆta de support x :
ZD,x(T ) :=
∑
n:=(n1,...,nm)
[
π|n|,Y
((
∩mi=1 mult
−1
Di
(ni)
)
∩ π−10,Y (x)
)]
L−|n|dT n.
Commenc¸ons par de´montrer un lemme ge´ne´ral qui interviendra dans les calculs des
diffe´rents re´sultats ci-dessous :
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5.3.1. Lemme. — Soient A un anneau commutatif et m un entier naturel non
nul. Si a ∈ A est un e´le´ment inversible, alors la se´rie :
Sa(T ) :=
∑
n∈(N\{0})m
a−|n|T n =
m∏
i=1
a−1Ti
1− a−1Ti
∈ A[[T1, . . . , Tm]].
De´monstration. — Il de´coule de la de´finition que :
Sa(T ) =
∑
n1>0,...,nm>0
(
m∏
i=1
a−niT nii
)
.
Par suite,
Sa(T ) =
m∏
i=1
(∑
ni>0
a−niT nii
)
,
ou ce qui revient au meˆme
Sa(T ) =
m∏
i=1
(
1
1− a−1Ti
− 1
)
,
soit :
Sa(T ) =
m∏
i=1
a−1Ti
1− a−1Ti
,
5.3.2. Lemme. — Soit n ∈ Nm. Alors on a, dans Mk, la relation
[π|n|,Y
(
∩mi=1 mult
−1
Di
(ni)
)
] = [D◦J ]× (L− 1)
|J | × L|n|(d−1),
si n ∈ PD. Sinon,
[π|n|,Y
(
∩mi=1 mult
−1
Di
(ni)
)
] = 0.
De´monstration. — Soit n ∈ Nm. Posons :
An := ∩
m
i=1mult
−1
Di
(ni).
◮ Supposons que |I| ≥ 1. S’il existe i ∈ I tel que ni 6∈ {0, 1}, il de´coule de la
proprie´te´ 2.2.3/4 que :
π|n|,Y (An) = ∅.
De meˆme, comme Y → R est suppose´e lisse, les Di, pour i ∈ I, sont deux a` deux
disjoints. En particulier, pour tout 1 ≤ i 6= j ≤ q,
mult−1Di (1) ∩mult
−1
Di
(1) = ∅.
Enfin, comme multY(y) = 1 pour tout y ∈ Gr(Y ), il est clair que :
∩qi∈Imult
−1
Di
(0) = ∅,
si |I| = r ≥ 1. En outre, An est vide si et seulement si l’une de ces conditions est
ve´rifie´e, puisque Y est lisse sur R. Par suite, An = ∅ si et seulement si n 6∈ PD.
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◮ Supposons de´sormais que n ∈ PD. Comme par hypothe`se Y → R est lisse, le
k-morphisme de sche´mas canonique θ0n : Gr|n|(Y)→ Gr0(Y) induit une application
surjective :
π|n|,Y(An)→ π0,Y(An).
Le the´ore`me 4.2.3 de [26] assure qu’il nous suffit de prouver une proprie´te´ analogue
sur les fibres de cette application pour de´montrer le re´sultat. La question e´tant
locale, on peut ramener l’e´tude au cas d’un R-sche´ma affine Y → R lisse purement
de dimension relative d, muni d’un R-morphisme de sche´mas e´tale Y → AdR (ou,
ce qui revient au meˆme, d’un syste`me de d coordonne´es locales x1, . . . , xd tel que D
soit de´fini par l’annulation d’un monoˆme en les xi. Soit d0 un entier naturel non nul,
infe´rieur ou gal a` d, et tel que l’e´quation de D soit xℓ1 . . . xℓd0 . On peut supposer
que J ⊂ {1, . . . , d0}.
Si, x ∈ An, la fibre au-dessus de π0,Y (x) par la restriction du morphisme de transition
π|n|,Y (An)→ π0,Y (An) est isomorphe a` G
|J |
m × L|n|d−|n|. En particulier :
[π|n|,Y (An)]L
−|n|d = [D◦J ]× (L− 1)
|J | × L−|n|.
5.3.3. Proposition. — Soit Y une R-varie´te´ lisse, purement de dimension relative
d. Soit D →֒ Y un diviseur rduit de Y . Si D et tD sont a` croisements normaux
stricts, alors la fonction Zeˆta ZD(T ) appartient au sous-anneau deMk[[T ]] engendre´
par Mk[T ] et les e´le´ments (1− L
−1T i)−1 avec i ∈ Nm. Plus pre´cise´ment :
⊲ si |I| = 0 :
ZD(T ) =
∑
J⊂{1,...,m}
[D◦J ].
(∏
j∈J
(L− 1)L−1Tj
1− L−1Tj
)
.
⊲ Si |I| ≥ 1 et D 6⊂ Y et Y 6⊂ D :
ZD(T ) =
L− 1
L
∑
ℓ∈I
∑
J⊂{1,...,m}\I
[D◦J∪{ℓ}]
(∏
j∈J
(L− 1)L−1Tj
1− L−1Tj
)
Tℓ
+
∑
J⊂{1,...,m}\I
[D◦J ].
(∏
j∈J
(L− 1)L−1Tj
1− L−1Tj
)
.
⊲ Si |I| = r et m > |I| :
ZD(T ) =
L− 1
L
∑
ℓ∈I
∑
J⊂{1,...,m}\I
[DJ∪{ℓ}].
(∏
j∈J
(L− 1)L−1Tj
1− L−1Tj
)
Tℓ.
⊲ Si D = Y :
ZD(T ) =
L− 1
L
r∑
i=1
[Yi]Ti.
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De´monstration. — Quitte a` re´ordonner les composantes irre´ductibles de D, on peut
supposer qu’il existe un entier 0 ≤ q ≤ m tel que les composantes Di →֒ Y sont
contenues dans Y si et seulement si m− q + 1 ≤ i ≤ m.
◮ Si D = Y, la formule de´coule directement du lemme 5.3.2.
◮ Si q = 0, il de´coule de la de´finition et du lemme 5.3.2 :
ZD(T ) =
∑
J⊂{1,...,m}
∑
n∈(N\{0})|J|
(
∩i∈Jmult
−1
Di
(ni)
)
∩
(
∩j 6∈Jmult
−1
Dj
(0)
)
.
Toujours graˆce au lemme 5.3.2, on a plus pre´cise´ment :
ZD(T ) =
∑
J⊂{1,...,m}
[D◦J ] (L− 1)
|J |
∑
n∈(N\{0})|J|
L−|n|T n.
Le lemme 5.3.1 implique alors que :
ZD(T ) =
∑
J⊂{1,...,m}
[D◦J ]
∏
j∈J
(L− 1)L−1Tj
1− L−1Tj
.
◮ Supposons que D 6= Y. Le lemme 5.3.2 et l’additivite´ de [ ] sur les constructibles
assurent que :
ZD(T ) =
m∑
ℓ=m−q+1
∑
J⊂{1...m−q}
∑
n∈Nm−q
(⋂
i∈J
mult−1Di (ni)
)
∩
 ⋂
j 6∈J,j∈{m−q+1,...,m}\{ℓ}
mult−1Dj(0)
∩mult−1Dℓ(1)L−(|n|+1)dT nTℓ
+
(1−δq,r)
∑
J⊂{1,...,m−q}
∑
n∈Nm−q
(⋂
i∈J
mult−1Di (ni)
)
∩
 ⋂
j 6∈J,j∈{m−q+1,...,m}
mult−1Dj(0)
L−|n|T n,
ou` δq,r vaut 1 si q = r, et 0 sinon. Les formules de´coulent alors du lemme 5.3.2 par
les meˆmes calculs que ceux du cas q = 0.
5.3.4. Lemme. — Soient n ∈ Nm et x ∈ D(k), alors on a dans Mk la relation :[
π|n|,Y
(
(∩mi=1mult
−1
Di
(ni)) ∩ π
−1
0,Y (x)
)]
= (L− 1)|Ix| × L|n|(d−1),
si n ∈ PD et si J = Ix. Sinon,[
π|n|,Y
(
(∩mi=1mult
−1
Di
(ni)) ∩ π
−1
0,Y (x)
)]
= 0.
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De´monstration. — Posons An,x := (∩
m
i=1mult
−1
Di
(ni))∩π
−1
0,Y (x). Comme par hypothe`se
Y → R est lisse, le k-morphisme de sche´mas canonique θ0n : Gr|n|(Y) → Gr0(Y)
induit une application surjective :
π|n|,Y(An,x)→ π0,Y(An,x) = {x},
dont les fibres, si An,x 6= ∅, sont isomorphes a` G
|Ix|
m,κ(x)×kA
|n|(d−1)
κ(x) . Le lemme de´coule
donc du the´ore`me 4.2.3 de [26].
5.3.5. Proposition. — Soit Y une R-varie´te´ lisse, purement de dimension relative
d. Soient D →֒ Y un diviseur rduit de Y et x ∈ D(k). Si D et tD sont a` croise-
ments normaux stricts, alors la fonction Zeˆta ZD,x(T ) appartient au sous-anneau
de Mk[[T ]] engendre´ par Mk[T ] et les e´le´ments (1 − L
−1T i)−1 avec i ∈ Nm. Plus
pre´cise´ment,
⊲ Si D 6= Y et si x n’appartient a` aucune composante de Y contenue dans D :
ZD,x(T ) =
∏
i∈Ix
(L− 1)L−1Ti
1− L−1Ti
.
⊲ Si D 6= Y et si x appartient a` une composante Yℓ de Y contenue dans D :
ZD,x(T ) =
L− 1
L
Tℓ
∏
i∈Ix,i 6=ℓ
(L− 1)L−1Ti
1− L−1Ti
.
⊲ Si D = Y :
ZD,x(T ) =
L− 1
L
Tℓ.
De´monstration. — Soit x ∈ D(k). Posons I := Ix. Par de´finition,
ZD,x(T ) =
∑
n∈Nm
[
π|n|,Y
(
(∩mi=1mult
−1
Di
(ni)) ∩ π
−1
0,Y (x)
)]
L−|n|T n
Il de´coule du lemme 5.3.4 que :
ZD,x(T ) =
∑
n∈(N\{0})|I|
[
π|n|,Y
((
∩i∈Imult
−1
Di
(ni)
)
∩
(
∩i 6∈Imult
−1
Di
(0)
)
∩ π−10,Y (x)
)]
L−|n|T n.
Si x n’appartient a` aucune composante de D contenue dans Y, toujours graˆce au
lemme 5.3.4,
ZD,x(T ) =
∑
n∈(N\{0})|I|
(L− 1)|I|L−|n|T n.
Sinon, il existe une unique composante de Y contenue dans D et contenant x et
donc :
ZD,x(T ) =
L− 1
L
Tℓ
∑
n∈(N\{0})|I|−1
(L− 1)|I|−1L−|n|T n.
Les formules de´coulent alors directement du lemme 5.3.1.
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5.3.6. Proposition. — Soit X une R-varie´te´ lisse, purement de dimension rela-
tive d. Soit E →֒ X une sous-R-varie´te´ ferme´e de X, de codimension au moins 1,
telle que tE contient le lieu singulier de X. Alors l’inte´grale :∫
Gr(X)
L−multEdµX ∈ M̂k.(5.3.10)
appartient au sous-anneau engendre´ par Mk et les e´le´ments (L
a − 1)−1 pour a ∈
N\{0}.
De´monstration. — La fonction x ∈ Gr(X) 7→ multE(x) est exponentiellement inte´grable
car E est de codimension au moins 1 dans X . Soit h : Y → X une re´solution de
Ne´ron plonge´e de (X, tE). Le the´ore`me de changement de variables 2.5.2 assure alors
que :
IE :=
∫
Gr(X)
L−multEdµX =
∫
Gr(Y )
L
−mult
h−1(E)−ordt(Jac)hdµY .
Comme X est lisse, ordt(Jac)
−1(∞) est un diviseur de Y contenu dans D := h−1(E)
qui est un diviseur de Y a` croisements normaux stricts, par de´finition des re´solutions
de Ne´ron plonge´es. Soient Di, pour 1 ≤ i ≤ m, les composantes irre´ductibles de D.
Par additivite´ de la mesure µY (cf. lemme 7.0.7 de [26]), on peut supposer que Y
est affine, que les ai sont les multiplicite´s de Di dans D et bi celles de Di dans
ordt(Jac)
−1(∞). On a donc :
IE =
∑
n∈N
µY
(
multh−1(E) + ordt(Jac)h
)−1
(n)L−(n+1)ddµY .
Le lemme 2.5.1 assure que :
IE = L
−d
∑
ℓ∈Nm
[
π|ℓ|,Y (∩
m
i=1multDi(ℓi))
]
L−(
∑m
i=1(ai+bi)ℓi)d.
Or, par de´finition,
ZDred(T ) :=
∑
n∈Nm
[
π|n|,Y (∩
m
i=1multDi(ni))
]
L−|n|dT n.
Si l’on de´signe par ι : Mk → Mk le morphisme d’anneaux canonique, on a la
relation :
ι
(
L−dZDred
(
L−(a1+b1−1)d,L−(a2+b2−1)d, . . . ,L−(am+bm−1)d
))
= IE .
La proposition de´coule alors de l’assertion de la proposition 5.3.3.
5.4. La fonction Zeˆta motivique associe´e a` une famille de fonctions d’une
varie´te´ lisse. — Soit X une R-varie´te´ lisse, purement de dimension relative d. Soit
f := (f1, . . . , fℓ) : X → A
ℓ
R un R-morphisme de sche´mas. Notons Ei := V (fi) →֒ X
pour tout 1 ≤ i ≤ ℓ. On de´finit alors la fonction Zeˆta associe´e a` f comme la se´rie
de Mk[[T1, . . . , Tℓ]] :
Zf(T ) :=
∑
n∈Nℓ
[
π|n|,X
(
∩ℓi=1 mult
−1
Ei
(ni)
)]
L−|n|dT n,(5.4.11)
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avec les notations pre´ce´dentes. Soit E le diviseur effectif principal de Y de´fini par le
produit des fi, pour 1 ≤ i ≤ ℓ. Si x ∈ E(k), la fonction Zeˆta de f de support x est
la se´rie :
Zf,x(T ) :=
∑
n∈Nℓ
[
π|n|,X
((
∩ℓi=1 mult
−1
Ei
(ni)
)
∩ π−10,X(x)
)]
L−|n|dT n.
5.4.1. Proposition. — Soit Y une R-varie´te´ lisse, purement de dimension relative
d. Soit f := (f1, . . . , fℓ) : Y → A
ℓ
R un R-morphisme de sche´mas. Alors les fonctions
Zeˆta Zf(T ) et Zf,x(T ) (avec x ∈ E(k)) dansMk[[T1, . . . , Tℓ]] appartiennent au sous-
anneau engendre´ par Mk[T1, . . . , Tℓ] et les e´le´ments (1 − L
−bT a)−1 avec a ∈ Nℓ et
b ∈ N.
De´monstration. — Les preuves e´tant identiques, nous nous contentons du cas de
Zf(T ). Soit h : Y → X une re´solution de Ne´ron plonge´e (cf. 2.6) de (X, tE).
La lissite´ de X et le lemme 5.1.2 assurent que ord(Jac)−1h (∞) est un diviseur a`
croisements normaux stricts contenu dans C := h−1(E). Soient Ci, pour 1 ≤ i ≤
m, les composantes irre´ductibles de C. On note νi − 1 la multiplicite´ de Ci dans
ord(Jac)−1h (∞). De la meˆme manie`re, Dj := h
−1(Ej), pour 1 ≤ j ≤ ℓ, est un
diviseur a` croisements normaux stricts de Y et l’on de´signe par aij la multiplicite´
de Ci dans Dj , pour tout i et tout j. Commenc¸ons par remarquer que, pour tout
1 ≤ i ≤ ℓ et tout n ∈ Nℓ, comme ord(Jac)−1h (∞) ⊂ D,
∩ℓi=1mult
−1
Di
(ni) =
⊔
e∈N
((
∩ℓi=1mult
−1
Di
(ni)
)
∩ ordt(Jac)
−1
h (e)
)
,
et que cette re´union, par quasi-compacite´ de la topologie constructible, peut eˆtre
suppose´e finie. Soit
An,e :=
(
∩ℓi=1mult
−1
Di
(ni)
)
∩ ordt(Jac)
−1
h (e).
Il de´coule du lemme 8.1.3 de [26], qui est une sorte de formule de changement de
variables dans Mk, de l’additivite´ de [ ] sur les constructibles et du lemme 2.2.4
que : [
∩ℓi=1mult
−1
Ei
(ni)
]
=
∑
e∈N
[An,e]L
−e.
Soit alors Z(T, U) la se´rie formelle de Mk[[T, U ]] de´finie par :
Z(T, U) =
∑
(n,e)∈Nℓ×N
[An,e]T
nUe.
Il de´coule de cette de´finition que :
Zf(T ) = Z(T,L
−1).
Le lemme 2.5.1 assure que :
Z(T, U) =
∑
s∈Nm
[
∩mi=1mult
−1
Ci
(si)
]
U
∑m
i=1(νi−1)T
∑m
i=1 a1isi
1 . . . T
∑m
i=1 aℓisi
ℓ .
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La relation :
Z(T, U) = ZCred(U
ν1−1T a11s11 T
a21s1
2 . . . T
aℓ1s1
ℓ , . . . , U
νm−1T a1msm1 T
a2msm
2 . . . T
aℓmsm
ℓ )
implique le re´sultat graˆce a` la proposition 5.3.3.
5.4.2. Remarque. — L’e´galite´
Zf (T ) = ZCred(L
1−ν1
∏
T
aj1s1
j , . . . ,L
1−ν1
∏
T
ajmsm
j )
donne des formules explicites pour les fonctions Zeˆta, graˆce a` la proposition 5.3.3.
5.5. La fonction Zeˆta associe´e a` une famille de fonctions d’une varie´te´. —
SoitX une R-varie´te´ plate, purement de dimension relative d. Soit f := (f1, . . . , fℓ) :
X → AℓR un R-morphisme de sche´mas. Notons Ei := V (fi) →֒ X pour tout 1 ≤ i ≤
ℓ. On de´finit alors la fonction Zeˆta associe´e a` f comme la se´rie deMk[[T1, . . . , Tℓ]] :
Zf(T ) :=
∑
n∈Nℓ
µX
(
∩ℓi=1mult
−1
Ei
(ni)
)
T n,(5.5.12)
avec les notations pre´ce´dentes. Soit E le diviseur effectif principal de X de´fini par
le produit des fi, pour 1 ≤ i ≤ ℓ. Si x ∈ E(k), la fonction Zeˆta de f de support x est
la se´rie :
Zf,x(T ) :=
∑
n∈Nℓ
µX
((
∩ℓi=1 mult
−1
Ei
(ni)
)
∩ π−10,X(x)
)
T n.
5.5.1. Proposition. — Soit X une R-varie´te´ plate, purement de dimension d+1.
Soit f := (f1, . . . , fℓ) : X → A
ℓ
R un R-morphisme de sche´mas. Soit E le diviseur
effectif principal de Y de´fini par le produit des fi, pour 1 ≤ i ≤ ℓ. Alors les fonctions
Zeˆta Zf(T ) et Zf,x(T ) (avec x ∈ E(k)) de M̂k[[T1, . . . , Tℓ]] appartiennent au sous-
anneau engendre´ par Mk[T1, . . . , Tℓ], les e´le´ments (1−L
−bT a)−1 et (Li−1)−1, avec
a 6= 0 ∈ Nℓ, b ∈ N et i ∈ N\{0}.
De´monstration. — L’exemple 3.3.2 assure que les familles (An)n∈Nl et (Bn)n∈Nℓ ,
de´finies par An := ∩
ℓ
i=1mult
−1
Ei
(ni) et Bn := An ∩ π
−1
0,X(x), sont semi-alge´briques. On
conclut graˆce aux the´ore`mes 4.3.8 et 4.3.3, en remarquant auparavant que :
µX(An) =
∫
An
L−0dµX
et
µX(Bn) =
∫
Bn
L−0dµX.
5.5.2. Remarque. — Comme pour l’anneau Mk, si S est un sche´ma, on peut
de´finir l’anneau MS a` partir de la cate´gorie des S-varie´te´s. Si n ∈ (N\{0})
ℓ, on
peut de´finir la classe de ∩ℓi=1mult
−1
Ei
(ni) dans l’anneau M(Gm,k×kE)ℓ := MGℓm,E . En
particulier, on pourrait e´tudier des fonctions Zeˆta motiviques “ non triviales ” de
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MGℓ
m,E
. C’est, notamment, ce que fait Looijenga dans [19]. La proposition 4.2 de
loc. cit. est un analogue de notre lemme 5.3.2 et le morphisme canonique (d’oubli) :
MGℓ
m,E
→Mk
spe´cialise les fonctions Zeˆta de loc. cit. en nos fonctions Zeˆta (cf. corollaire 4.3 de loc.
cit.). Il est important de noter que l’introduction des re´solutions de Ne´ron plonge´es
donnent un sens aux hypothe`ses de la proposition 4.2.
Notons enfin, que dans le cas d’une varie´te´ singulie`re, l’analogue dans MGℓ
m,E
de
la proposition 5.5.1, demanderait de ge´ne´raliser, a` l’anneau MGℓ
m,E
, les the´ore`mes
4.3.8 et 4.3.3. Il ne nous semble pas qu’un tel e´nonce´ soit de´montre´ dans [19].
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