Abstract. A fault diagnosis method for an automatic shell magazine based on the model verification, Functional Data Analysis (FDA) and Extreme Learning Machine (ELM) is presented in this paper. A virtual prototype model of the automatic shell magazine includes a mechanical model, and a control model is built in RecurDyn and Simulink. The failure mechanism of the automatic shell magazine is analyzed, and the corresponding fault factors are selected. Due to an insufficient number of fault samples, the magazine displacement and the rotating angle of the driving wheel are tested. The virtual prototype model is verified by comparing the test data with the output of a virtual prototype model. A large number of fault samples is generated by the verified model, and the fault samples are analyzed by FDA. Then, the eigenvalues from the FDA and FPCA are used to train the ELM to obtain a diagnostic machine. The diagnostic machine is used for the fault diagnosis of the automatic shell magazine and is proved to be very effective.
Introduction
The fault diagnosis technique has been developed since it had been pioneered in the 1960s. The US Naval Research Laboratory started to develop and research the fault diagnosis technology of mechanical systems for the first time on the initiative of the National Aeronautics and Space Administration (NASA) in 1967, and they were very successful in the fault mechanism research, fault detection, fault diagnosis and fault prediction. The paper of Mehra and Peschon [1] is regarded as one of the originals of fault diagnosis technology. Willsky [2] published the first review article about the fault detection and diagnosis, Himmelblau [3] published the first monograph about the fault detection and diagnosis, The International Federation of Automatic Control (IFAC) established the technical committee on Fault Detection, Supervision and Safety for Technical Processes in 1993 and has organized an international conference to discuss the technology relating to the fault diagnosis every three years since then.
Since the 1980s, the fault diagnosis technology was entered into the intelligent diagnosis stage. Expert systems, neural networks, fuzzy inferences and support vector machines were introduced in the fault diagnosis , and made it capable of logical inference, self-learning, self-diagnosis and self-processing. Many achievements were made in the fault diagnosis on boilers, pressure vessels, nuclear power plants, nuclear reactors and railway vehicles. Currently, the fault diagnosis is widely used in most of the developed countries and accounts for as much as 15-20 % of the savings in device maintenance [4] .
Automatic shell magazine is an important component of the automatic ammunition loading system of a howitzer. Due to the complicated system construction and rugged working environment, the location accuracy is often out of tolerance during its service life. In this case, the reliability of the automatic ammunition loading system is severely reduced and a fault diagnosis method for the automatic shell magazine is imperative. Xu [5] analyzed a large amount of electric current data from the oil source supply battery to obtain the fault reasons of the automatic JOURNAL OF VIBROENGINEERING. AUGUST 2019, VOLUME 21, ISSUE 5 reloading system of artillery; Wang [6] achieved the fault diagnosis of an autoloader by transferring the fault tree of a shell-lifting machine into a Petri net; Zhang [7] proposed a type of search algorithm of an expert system based on the fault tree of a rotary gun loading machine and designed a reasoning machine for the rotary gun loading machine; Du [8] proposed a method which was used to diagnose the faults of small caliber artillery automation by applying the information entropy and the genetic algorithm support vector machine; and Wang [9] analyzed the fault causes of an autoloader on an armored vehicle, and achieved the fault diagnosis by the fault tree, expert system and neural network. Although some progress has been made, in general, the methods above are only at an early stage of feasibility study. And although the function of the above mechanisms is similar to that of the automatic shell magazine, the structure of the above mechanisms is not the same. Hence, a further research and practical study on the fault diagnosis method of the automatic shell magazine are needed.
ELM is a typical single-hidden-layer feedforward neural network, which weight vectors connecting the hidden node and the input nodes, and the threshold of hidden nodes are generated randomly. The unique optimal solution can be acquired only by setting the number of hidden nodes without adjusting the weight vector and threshold. Furthermore, the learning speed of ELM can be thousands of times faster than the traditional feedforward network learning algorithms, such as the back-propagation (BP) algorithm, while obtaining better generalization performance [10] . Currently, the ELM has been widely used in the fault diagnosis of the tilt rotor aircraft [11] , rolling bearings [12] , gas turbine generators [13] , etc.
It is worth noting, however, the fault signals are processed as time-series signals in the above methods and most other signal processing methods. Thus, the data continuity and smoothness properties are completely ignored. However, in the Functional Data Analysis (FDA) and Functional Principal Component Analysis (FPCA), the observation data is regarded as a whole instead of discrete points, is expressed as a smooth curve or continuous function, and is analyzed from a functional perspective. The greatest contributor to the topic of FDA is J. O. Ramsay [14] [15] [16] [17] . As compared with the traditional methods, FDA rarely depends on modeling and assumed conditions, and it does not matter whether the observation points and observation frequency of the observed object are the same. Another feature of FDA is that it can transform the data from finite dimensional to infinite dimensional; therefore, the data information achieved is more abundant and responsible. By assuming the functions are all derivable, the FDA can extract more important information such as the exploration of the differences among the curves and the dynamic change between the curves by analyzing the first derivative or higher derivatives of the curves. The FDA is used in the three-dimensional protein data analysis [18] , geochemical data analysis [19] , vehicle insurance field [20] , neuroscience field [21] , etc. However, to the best of my knowledge, the FDA is a new data processing method, and it has not been used in the fault diagnosis of a mechatronic system.
Although high quality samples can be acquired through actual experiments, most fault diagnosis methods do not consider that the availability of enough samples is greatly limited by the experimental objective and cost. The military experiments often limit time and specify equipment. At the same time, the failure data can-not be obtained by human-made damage of equipment. In contrast, samples can be acquired through virtual simulation quite easily, but the simulation results usually exhibit unexpected errors. For this reason, a new fault diagnosis method based on model verification, FDA and ELM is proposed in this paper. Model verification means that the motion parameters of the automatic shell magazine are tested, and the virtual prototype model of the automatic shell magazine is debugged until the output is consistent with the test data, then a larger number of samples is generated by the verified model instead of using an actual experiment. Considering that in the mechatronics system, most physical quantities change continuously over time with smoothness properties, a new signal processing method named as FDA is used to analyze the samples from the verified model. Finally, the fault eigenvalues from FDA are used to train the ELM to build a diagnostic machine. And the diagnostic machine is used for the fault diagnosis of an automatic shell magazine to verify the feasibility and availability of this method.
3
This paper is organized as follows: Section 2 introduces the modeling and model verification of the automatic shell magazine. Section 3 introduces the FDA and ELM. Section 4 gives a diagnosis case to validate the method, and the conclusions and related future work are presented in Section 5.
Modeling and model verification

Dynamic modeling
Mechanical model of automatic shell magazine
An automatic shell magazine is a very complex mechatronics system. It consists of a support frame, driving wheel, driven wheel, twenty-five magazines, reduction gearbox, some rollers, angular velocity sensor (tachometer generator), and two linear potentiometers. The reduction gearbox includes a small gear, large gear, worm and worm gear. The mechanical model is simplified for reducing the human errors during the modeling and solving processing. A simplified model is shown in Fig. 1 . The model consists of only one shell because there is only one shell in the magazine during the test. The topological relations of the mechanical model are as follows: the support frame is fixed with an inertial system. The driving wheel and driven wheel are hinged on the support frame in the centre of the wheels. The small gear, large gear, worm and worm gear are also hinged on the support frame. There is a gear joint between the small gear and large gear, large gear and worm, worm and worm gear, respectively. The worm gear is fixed at the driving wheel. There is a revolution joint between every two adjacent magazines in the centre of the roller which is in the middle of two magazines. The shell is fixed with the corresponding magazine. There is a revolution joint between each roller and the corresponding magazine in the centre of the roller. Each roller is in contact with the support frame, driving wheels and driven wheels. The tachometer generator is installed at the driving wheel to provide the angular velocity signal to the control system. The driving torque is loaded on the small gear, and it is controlled by the control model in the Simulink.
Control model of automatic shell magazine
The automatic shell magazine is driven by two parallel DC series motors, which are controlled by analogue circuits using a position-speed closed-loop system. Two linear potentiometers, BQ1 and BQ2, are used as the angle sensors, and the output of the linear potentiometer is voltage. BQ1 is connected with a digital controller to indicate the position of the magazines, and BQ2 is used to provide a position feedback signal to the control system. When the automatic shell magazine rotates once through a circle, the BQ1 also rotates through a circle. Therefore, the digital controller can judge which magazine is in the required position because the output of BQ1 is different for each magazine when it is located in the required position. Different from BQ1, the BQ2 rotates once through a circle when the magazine only moves with a displacement between two adjacent The rated power and voltage of the motor are 500 W and 26 V, respectively. The dynamic equations are as follows [22] :
where, is the input voltage of the motors; is the counter electromotive force; is the resistance; is the armature current; is the inductance; Φ is the main magnetic flux, is the excitation coefficient; is the counter electromotive force coefficient; is the rotating speed of the motor; is the output torque of the motors; and is the electromagnetic torque coefficient. The motion process of the automatic shell magazine is shown in Fig. 3 . AB is the motion range of the magazine, when the magazine moves from point C to point D as required, the whole motion process can be divided into two stages: in the stage CE, it is only required to control the rotation direction of the motors that means it is just required to apply the rated voltage on the motors to cause the motors to rotate at the rated speed to drive the magazine to move to point D at the full speed. When the magazine moves to point E, the control system becomes a closed-loop position system, and the magazine is located in point D accurately. The motion speed curve of the magazine is shown in Fig. 3 . The driving circuit controls the speed of the motors by changing the average voltage applied to the motors. The voltage is quasi-pulse, being like a pulse width modulation. The motors have two opposite direction field windings for controlling the rotation direction. The power device is an insulated gate bipolar transistor (IGBT) for simplifying the driving circuit. The control signal is generated by a closed-loop proportional-derivative controller. There is a threshold circuit in the trigger circuit to prevent two field windings from being activated at the same time.
According to the analysis hereinabove, the control model built in Simulink is shown in Fig. 4 . 
Testing of motion parameters
The tested cannon is well-maintained. During the test process, the driving wheel rotates 180 degrees as required, and then the shell moves 360 mm. The shell displacement is tested by an IL600 laser displacement sensor manufactured by KEYENCE in Japan, and the worm revolutions are tested by an RO6348 incremental photoelectric encoder manufactured by IFM in Germany.
The IL600 measuring range is ±400 mm, and its measuring error is ±0.05 %. The resolution of RO6348 is 1024, and its maximum rotational speed is 12000 rpm. The encoder output consists in the worm revolutions; Assume the revolutions are , then the rotating angle of the driving wheel is:
where = 41 is the reduction ratio of the worm and worm gear. , the encoder is installed on the top of the worm, the laser displacement sensor is installed on the top of a support, and the reflector is fixed on the top of the shell. When the test is made, magazine #8 is in the required position, and magazine #6 is the chosen magazine. Therefore, the automatic shell magazine needs to rotate 180° to make magazine #6 to move 360 mm. 
Model verification
The virtual prototype model includes a large number of parameters, and most of the parameters cannot be known accurately. During the modeling process, some parameters are set as an approximate value; for example, the resistance of the motor field coil is 1 Ω, as provided by the manufacturer. Some parameters are set as a most common value in similar cases, such as the friction coefficient. However, there are unknown errors between the parameters in the virtual prototype model and the real value of the parameters in the actual system. Therefore, the virtual prototype model needs to be verified to improve the accuracy of the simulation results. The verifying process is as follows:
(1) Building of a virtual prototype model, including the dynamic model and control model of the automatic shell magazine;
(2) Determination of the parameters that clearly influence the output of the virtual prototype model according to engineering practice experience and simulation results; (3) Determination of the range of parameters that need to be modified, generating the initial value of the parameter by using the Latin hypercube, and parameters setting of particle swarm optimization algorithm, initialing population; (4) Replacement of the initial parameter value into the model, calculating the similarity between the model output value and the test data, and determination of individual optimal and global optimal values; (5) Update of the particle position and speed; (6) Repetition of step (4), (5) until the maximum iteration step or preset precision requirement is reached, getting the optimal solution.
The target of model verification is to ensure that the data from the simulation and test are consistent. As shown in Fig. 7 , the simulation data of the shell displacement and the revolutions of the worm gear are both agree well with the test data; therefore, it can be seen that the model verification is effective and correct. 
Fault factors analysis
An automatic shell magazine is a highly integrated mechatronics system, with many types of failure modes. The location accuracy being out of tolerance is one of the main faults due to very complex reasons. According to the engineering practice experience, the wheel wear, basic disturbance, transmission efficiency of the worm and worm gear, as well as the sensitivity of the tachometer generator, and the voltage of two parallel DC series motors have been analyzed; the last three factors are chosen to be diagnosed, and the first two factors are not convenient for modeling and simulation. The sensitivity of the tachometer generator means the ratio between the rotational speed of the driving wheel and the output voltage of the tachometer generator. The Fig. 8(b) shows the sensitivity effect on the shell displacement, where 01 through 05 correspond to the sensitivities of 0.06, 0.08, 0.10, 0.12, and 0.14 respectively. The shell displacement decreases when the sensitivity increases. Fig. 8(c) shows the effect of the transmission efficiency on the shell displacement, where 01 through 05 correspond to the transmission efficiencies of 0.4, 0.5, 0.6, 0.7, and 0.8 respectively. The shell displacement decreases when the transmission efficiency decreases.
Sampling and simulating
The theoretical transmission efficiency of the worm and worm gear is 0.52, the theoretical sensitivity of the tachometer generator is 1, and the rated voltage of the motors is 26 V. The transmission efficiency of the worm and worm gear is in relation to the equivalent friction angle. The equivalent friction angle of the worm and worm gear is 1.72°-6.28°; therefore, the range of the transmission efficiency is 0.471-0.767 [23] , obeying the Gumbel distribution [24] . The sensitivity change of the tachometer generator directly influences the location accuracy. Here, its range is 0.075 to 0.12, obeying the Weibull distribution [24] . The voltage of the motors is not stable because it is supplied by a battery. Here, its range is 24 V to 28 V, obeying the Gumbel distribution [24] . Three fault factors are sampled by Latin Hypercube Sampling (LHS) for balancing the distribution homogeneity in a multi-dimensional space and one-dimensional space, 
Fault diagnosis based on FDA and ELM
The flow chart of the fault diagnosis of the automatic shell magazine is shown in Fig. 9 . First, the motion parameters of the automatic shell magazine are tested, the virtual prototype model of the automatic shell magazine is debugged until the output is consistent with the test data, and a larger number of samples is generated by the verified model instead of using an actual experiment. Then a new signal processing method named as FDA and FPCA is used to analyze the samples from the verified model. Finally, the fault eigenvalues from FDA and FPCA are used to train the ELM to build a diagnostic machine, and the diagnostic machine is used for the fault diagnosis of an automatic shell magazine. The fault diagnosis machine based on the ELM is trained by some eigenvalues of the sample data instead of the whole family of data curves; therefore, the features extraction method has a significant effect on the performance of the fault diagnosis machine. In this paper, the eigenvalues of the samples data are extracted by FDA and FPCA. In a mechatronics system, many physical quantities are time-varying with continuity and smoothness properties, and the time-varying data are usually expressed by a discrete point set. Traditional multivariate statistical methods ignore the continuity and smoothness properties of the curves completely. However, in the FDA and FPCA, the time-varying data is expressed as a continuous and infinite dimension function by the basis function expansion. In this paper, the FDA is used to build the functional data and smooth processing, and the eigenvalues are extracted by the FPCA.
Assume that the th observation sample contains a series of observation values , , …, , it can be transformed to be a function ( ) by the FDA, where is the argument. The best way to describe the function in the FDA is as a linear combination of basis functions. A basis function system is a set of known functions that are mathematically independent of each other and that have the property that we can approximate arbitrarily well to any function by taking a weighted sum or linear combination of a sufficiently large number of these functions [16] . Basis function procedures represent a function by a linear expansion in terms of known basis function :
Eq. (3) can be expressed in the matrix notation by letting indicate the vector of length of the coefficients and as the functional vector whose elements are the basis functions :
Generally, the periodic data are expanded by the Fourier basis function system and nonperiodic data are expanded by the B-spline basis function system. A B-spline basis is used because the data required to be analyzed in this paper are non-periodic. The B-spline basis function is determined by the order and knots sequence ( , = 1, … , − 1) . The B-spline basis can be solved as follows [25] :
Let us define by of matrix as containing the values . A simple linear smoother is obtained if we determine the expansion coefficients by minimizing the weighted least squares criterion:
where is a symmetric positive definite matrix that allows for unequal weighting of squares and products of residuals, and if the variance-covariance matrix ∑ for the residuals is known, then = ∑ . For making the estimated curves more stable, an m-order roughness penalty ( ) is introduced:
where = ( ) ( ) , and is the m-order derivative of ( ). By adding the error sum of squares ( | ) and ( ) multiplied by a smoothing parameter , we obtain:
Taking the derivative with respect to the coefficient vector , the expression for the estimated coefficient vector is obtained:
FPCA is an expansion of Principal Component Analysis (PCA) to the Hilbert space. Generally, PCA is defined as the search for a set of mutually orthogonal and normalized weight functions . For the FPCA, the covariance function ( , ) is defined by:
Each weight function ( ) satisfies the equation [16, 17] :
where is an appropriate eigenvalue.
Define an integral transform of the weight function by:
where is called as the covariance operator. Therefore, we may also express the eigenequation directly as:
where is now an eigenfunction rather than an eigenvector. One way of reducing Eq. (11) to a matrix form is to express each function as a linear combination of known basis functions . Suppose that each function has its basis expansion:
or, in matrix notation, = , and suppose that an eigenfunction for Eq. (11) has an expansion:
or, in matrix notation, ( ) = ( ) , where is the vector-valued function which has components , ..., , is the vector-valued function which has components , ..., , the coefficient matrix is × , and is a -order vector. In matrix terms the variance-covariance function is:
Define the order symmetric matrix to have entries , = , or = . This yield:
Therefore, Eq. (11) can be expressed as:
Since Eq. (18) must hold for all , this implies the purely matrix equation:
Notices that ‖ ‖ = 1 mean that = 1, and functions and will be orthogonal if and only if the corresponding vectors of the coefficients satisfy = 0. Define = / , then Eq. (19) can be expressed as:
Eq. (20) is an equivalent symmetric eigenvalue problem, and can be carried out easily. Then, compute = / , and the required principal components can be obtained. The principal component functions also need to be smoothed. The variance of the samples is maximized with a roughness penalty:
where is a smoothing parameter, ( ) is a roughness penalty function, the same as in Eq. (7):
where is a 2-norm differential operator, and is the vector of coefficients of any potential principal component curve :
Let be the covariance matrix of the vectors , Eq. (21) can be written as:
The eigenequation corresponding to Eq. (24) is given by:
Now, performing a Choleski factorization + = and defining = , a suitable matrix can be found by the Choleski factorization, in which case is a lower triangular matrix. Eq. (10) can be written as:
Defining = , Eq. (26) can be written as:
Then, the principal component function is:
1 3
Eq. (27) is a typical eigenvalue problem, and , and Eq. (28) can be carried out in turns. For the sample data or the data used in the fault diagnosis system, the data eigenvalues can be obtained by calculating the inner products of the principal function and the eigenfunction.
Features extraction of shell data
In section 2.5, 200 sample data values of the shell displacement are obtained from the verified virtual prototype model. Before we train the ELM, we need to extract the feature of the sample data to reduce the dimensionality of the sample data. According to the analysis in section 3.1, the procedure of the feature extraction is as follows [16] :
1) Expand the sample data with respect to the basis to obtain coefficient vectors .
2) Solve = for each to find the vectors = . 3) Carry out a standard PCA on the coefficient vectors , carry out observation of , and obtain the observation matrix .
4) Solve the covariance matrix = ( ) = for the observation matrix . 5) Solve the characteristic value ≥ ≥⋅⋅⋅≥ ≥ 0 and its corresponding unit orthogonal feature vector , , …, of ; 6) Solve the principal element = = + +⋅⋅⋅ + ; 7) Solve the variance contribution rate of the principal element , and the cumulative contribution rate of the first principal component:
8) According to the cumulative contribution rate, the number of principal elements is determined; 9) Apply the smoothing operator to the resulting eigenvectors by solving = in each case and renormalize the resulting vectors so that they have = 1. 10) Transform back to find the principal component function using Eq. (28) . In this paper, a 4-order B-spline basis and a 2-order roughness penalty function with the smoothing coefficient = 50000 are used. Fig. 10(a) shows the B-spline basis function system. Each sample datum has a total of 1001 discrete points which are divided into 101 subintervals on the average with 100 knots. Therefore, the number of basis functions is 104 that is equal to the order of the B-spline basis and the number of knots. Fig. 10(b) shows the sample data for the shell displacement after this functional procedure. Fig. 10(c) shows the first ten principal component functions, and Fig. 10(d) shows the proportion of the first ten principal component functions. Here, the proportion of principal component functions denotes the information of the original samples included in each principal component function. The same is with the PCA, it is required to have the sum of ratio of the principal component functions equal to more than 85 %; thus, we choose only the first 6 principal component functions. For every sample, after it is made to be the functional data, the principal component scores can be acquired by calculating the inner product of the functional data and principal component functions, and the principal component scores are the eigenvalues required. Therefore, the eigenvalues of 200 sample data are a 200×6 matrix, and this eigenvalues matrix is set as the input of ELM to train it.
Fault diagnosis based on ELM
ELM algorithm
ELM is a typical single-hidden-layer feedforward neural network (SLFN). The network structure of ELM is shown in Fig. 11 . The network consists of an input layer with nodes corresponding to input variables, a hidden layer with nodes, and an output layer with nodes corresponding to output variables. Each node in the input layer connects with every node in the hidden layer, and each node in the hidden layer connects with every node in the output layer.
Assume that is the weight matrix connecting the input layer and hidden layer:
where is the weight connecting the th input node and the th hidden node. Assume that is the weight matrix connecting the hidden layer and output layer: where is the weight connecting the th hidden node and the th output node. Assume that is the threshold of hidden nodes:
Assume that training sets and are the input matrix and the output matrix which have samples:
Assume that ( ) is the activation function of the hidden nodes. Then the output of the network is: . Then, the above equations can be written as:
where, as described in Huang et al. [26, 27] , is the hidden layer output matrix of the neural network in which the th column of is the th hidden node output with respect to inputs :
According to two theorems presented by Huang [10] , can be acquired by solving the least squares solution of the following equation:
According to Serre [28] , the smallest norm least squares solution of Eq. (37) is:
where is the Moore-Penrose generalized inverse of the output matrix [29] .
Training of ELM
The ELM diagnosis accuracy and generalization performance are evaluated by the average relative error and the determination coefficient , respectively:
where , ( = 1, 2, ..., ) is the true value and diagnosis value of the th sample, respectively, and is the number of samples. The range of the determination coefficient is [0, 1], and the closer the coefficient of determination is to 1, the better the ELM performance is. A suitable number of hidden nodes should be selected before training the ELM. When the number of hidden nodes is equal to the number of training samples, ELM with the activation function ( ) can approximate the samples without error. However, when the number of hidden nodes is greater than the number of training samples, the accuracy of the test set gradually decreases due to the over-fitting phenomena [30] . Therefore, the ELM runtime, average relative error and determination coefficient of the training set and test set are compared to select a suitable number of hidden nodes.
According to section 2.5, we know that the total number of samples is equal to 200. Here, a training set includes the first 170 samples to be used for training the ELM, and a test set includes the last 30 samples to be used to verify the ELM performance. The ELM runs 10 times with a different number of hidden nodes, and the ELM performance is evaluated by the mean values of the ELM runtime, average relative error and determination coefficient of the training set and test set. Fig . 12 shows the ELM runtime with a different number of hidden nodes. The runtime increases when the number of hidden nodes increases. Fig. 13 shows the average error of the training set and test set, and Fig. 14 shows the determination coefficient of the training set and test set. For the training set, when the number of hidden nodes is less than 170, the average relative error decreases, and the determination coefficient increases when the number of hidden nodes
The number of the hidden nodes Time/s
The number of hidden nodes The average relative error 1 7 increases; when the number of hidden nodes is greater or equal to 170, the value of the average relative error remains 0, and the value of the coefficient determination remains 1, that agrees well with the conclusions of theory analysis. For the test set, when the number of hidden nodes is equal to 44, the value of the average relative error is minimum, and the value of the determination coefficient is maximum. Considering the fault diagnosis problem in this paper, obviously, more attention should be paid to the performance of the test set. Moreover, when the number of hidden nodes is equal to 44, the ELM runtime, average relative error, and determination coefficient are equal to 0.0121 s, 0.805 %, and 0.9901, respectively. The above three parameters satisfy the practical requirement. Hence, the number of hidden nodes is determined to be 44 in this paper.
Finally, the ELM parameters are determined as follows: the number of hidden nodes is equal to 44; the activation function is a sigmoid function; 170 samples are used to train the ELM, the input is the eigenvalue matrix obtained from section 3.1, and the output is the sampled values from section 2.5. 
Analysis the diagnosis results
When the fault diagnosis machine is obtained, 5 simulation data and 5 test data are used to verify the feasibility of this method. The location accuracy of the first test data and first two simulation data meet the requirements, while the location accuracy of the other data is out of tolerance.
To show the significance of the proposed method, the diagnosis results of ELM are compared with the diagnosis results of Back-Propagation (BP) neural network and Radial Basis Function (RBF) neural network. The BP neural network used in this paper has a hidden layer with 44 hidden nodes, and the RBF neural network also has 44 hidden nodes. Table 1 shows the diagnosis values of three fault factors using ELM, BP neural network, and RBF neural network. As shown in Table 1 , there are some errors between the expected values and the diagnosis values of ELM, BP neural network, and RBF neural network. However, a subsequent diagnostic software will convert the diagnosis values into a qualitative description, such as failure and mildly abnormal. Hence, the errors between the expected values and diagnosis values are acceptable. Table 2 shows the average relative error , determination coefficient , and computation time of ELM, BP neural network, and RBF neural network. As shown in Table 2 , the ELM has a higher accuracy, better generalization performance, and faster computational speed than BP and RBF neural networks.
According to the engineering practice experience and simulation results, three fault factors are divided into 4 intervals for 4 different states shown in Table 3 .
The diagnosis results are shown in Table 4 . Here, the numerals 1, 2, 3, and 4 stands for four different states corresponding to failure, mildly abnormal, normal, and acceptable. The first 5 rows are the diagnosis results of the test data, and the last 5 rows are the diagnosis results of the The number of the hidden nodes The coefficient of determination simulation data. The true states of the transmission efficiency are zero because the true states are unknown. The diagnosis results for three fault factors, the voltage of motors, the sensitivity of tachometer generator, and the transmission efficiency of worm and worm gear are shown in Table 4 . As shown in Table 4 , the correct rates of the ELM diagnosis results for three fault factors are 90 %, 100 %, and 100 %, respectively. The correct rates of the diagnosis results of BP neural network for three fault factors are 80 %, 90 %, and 90 %, respectively. And the correct rates of the diagnosis results of RBF neural network for three fault factors are 80 %, 100 %, and 100 %, respectively. The correct rate of the diagnosis results of ELM, BP neural network, and RBF neural network also show that ELM has a better performance than the BP and RBF neural networks, and the fault diagnosis method based on ELM is feasible and effective.
The diagnosis results show that the diagnostic accuracy and generalization ability of ELM for three major fault factors (the correct rates of the diagnosis results of ELM for three fault factors are 90 %, 100 %, and 100 %) can reach the desired requirements, and have a better performance than two neural networks. That is, the sample data obtained by the virtual simulation through the modified model can replace the real experimental data for the ELM training. So, the model correction based on the fault diagnosis method proposed in this paper is effective and efficient. Considering that, although the characteristic value is extracted according to the collected data, and the output of ELM is a quantitative value of the fault factor, the diagnostic software will eventually transform the quantitative value into a qualitative description, such as normal, slight abnormality, abnormality, etc. in the diagnostic system operating process. So, some quantitative errors are acceptable, and the diagnosis accuracy is to meet the desired requirements. Relatively speaking, the voltage diagnosis results are not very good. The possible cause of this problem is that the voltage change does not have much effect on the shell displacement, and the ELM is trained only by the eigenvalues of the shell displacement. We can believe that the diagnosis accuracy will be improved if the shell displacement and the rotating angle of driving wheel are fused. Therefore, in order to improve the accuracy of diagnosis, the fusion technology of multi-source fault information remains to be further studied.
Conclusions
In this paper, a novel fault diagnosis method is presented for an automatic shell magazine which includes the model verification, FDA and ELM. Targeting the fact that it is difficult to acquire enough fault data for a complex mechatronics system, a mechanical model of the automatic shell magazine is built in RecurDyn and the corresponding control model is built in Simulink. The virtual prototype model is verified according to the test data. The fault data can be easily acquired from the verified model instead of an actual experiment. A new signal processing method named as the FDA and FPCA is introduced to the data processing of the automatic shell magazine, and the eigenvalues of the shell displacement from FPCA are used to train the ELM. The diagnosis results show that the proposed method is feasible and effective, and the ELM has a higher accuracy, better generalization performance, and faster computational speed than the BP and RBF neural networks.
The method presented in this paper can be used both for the fault diagnosis of the automatic shell magazine and for other complex mechatronics systems. Further study will be conducted on the data fusion problem of the shell displacement and the rotating angle of driving wheel.
