We study the Boolean dynamics of the ''quenched'' Kauffman models with a directed scale-free network, comparing with that of the original directed random Kauffman networks and that of the directed exponential-fluctuation networks. We have numerically investigated the distributions of the state cycle lengths and its changes as the network size N and the average degree hki of nodes increase. In the relatively small network ðN$150Þ, the median, the mean value and the standard deviation grow exponentially with N in the directed scale-free and the directed exponential-fluctuation networks with hki ¼ 2, where the function forms of the distributions are given as an almost exponential. We have found that for the relatively large N$10 3 the growth of the median of the distribution over the attractor lengths asymptotically changes from algebraic type to exponential one as the average degree hki goes to hki ¼ 2. The result supports the existence of the transition at hki c ¼ 2 derived in the annealed model. r
Introduction
The origin of life has attracted many scientists as one of the unsolved problems in science for a long time (Maddox, 1998) . To answer the quest, the self-organization of matter (Eigen, 1971 ) and the emergence of order (Kauffman, 1993) have been regarded as the key ideas. Kauffman first introduced the so-called Kauffman model-a random Boolean network (RBN) model, based upon the random network theory (Erdo¨s and Re´nyi, 1959 , 1960 , 1961 . This model has become a prototype for many authors to study complex systems such as metabolic stability and epigenesis, genetic regulatory networks, and transcriptional networks (Kauffman, 1993 (Kauffman, , 1969 (Kauffman, , 1984 (Kauffman, , 2003a (Kauffman, , 2004a Sawhill and Kauffman, 1997; Socolar and Kauffman, 2003; Kauffman et al., 2003) as well as general Boolean networks (Derrida and Pomeau, 1986; Derrida and Weisbuch, 1986; Derrida and Stauffer, 1986; Flyvbjerg and Lautrup, 1992; Altenberg, 1997; Aldana-Gonzalez et al., 2003) , neural networks (Hopfield, 1982; Hertz et al., 1991) and spin glasses (Anderson, 1983 (Anderson, , 1987 Stein and Anderson, 1984) .
In the RBN, we assume that the total number of the elements (i.e., nodes) N and the link number of an element (i.e., the degree of a node) K in a directed random network are kept to be constants, respectively. Kauffman found numerically that there is a phase transition from an ordered phase to a chaotic phase through the critical point (i.e., edge of chaos) at K ¼ K c ¼ 2 for the equally probable model of the Boolean functions for 0 and 1. Here in the chaotic phase the number of the state cycle attractors grows as exponential in N; in the ordered phase the growth is proportional to N; in the critical point the growth is proportional to ffiffiffiffi ffi N p . Later, this phenomenon has been analytically verified by studying the ''annealed'' Kauffman models (Derrida and Pomeau, 1986; Derrida and Weisbuch, 1986; Derrida and Stauffer, 1986) . And also exact results have been analytically obtained for the special cases of K ¼ N (Derrida and Flyvbjerg 1986, 1987a-c; Derrida, 1987; and K ¼ 1 (Flyvbjerg and Kjaer, 1988; Samuelsson and Troein, 2005; Drossel et al., 2005 Gardenes et al., 2006; Castro e Silva et al., 2004; . It has been shown that the critical point occurs when the average degree hki of the scale-free networks equals hki c ¼ 2 for the equal probability (i.e., no bias) models of p ¼ 0:5, analytically studying the ''annealed'' SFRBN (Luque and Sole´, 1997; Aldana, 2003; Aldana and Cluzel, 2003; Aldana-Gonzalez et al., 2003) that are the scale-free analogs of the ''annealed'' RBN studied by Derrida and Pomeau (1986) . Analytical results have been obtained for the annealed model with N ! 1 under some assumptions such as mean field approximation and ergodicity. On the other hand, a lot of numerical results have been calculated for finite-size quenched model. In the numerical simulation there are various ways for the sampling over, for example: (A) different networks; (B) different initial states, and (C) different Boolean functions assigned for each node. In particular, the mean value over the numerical distribution becomes insignificant when the distribution is broad because the order of fluctuation exceeds over the mean value. Then the relative fluctuation diverges for system size going to infinity, i.e., not selfaveraging. Such a phenomena can be found at secondorder phase transition and scale-free networks with powerlaw correlation (Stauffer and Aharony,) . In the situation the median value is statistically more robust against the artifacts due to undersampling of the set of the networks and the initial states than the mean value.
In this paper we would like to mainly investigate a qualitative transition in the function form of the median valuem over the distribution of attractor length as a function of the finite N, changing the average degree hki. Note that the transition does not always mean phase transition in the usual statistical mechanics sense, which is defined in the thermodynamic limit of N ! 1. One of our interests is also finite-size effect of the transition phenomena around hki ¼ 2 in the Boolean dynamics. How is the transition observed in the relatively small network corresponding to the realistic network size?
To ease the reference, we first summarize our main result: there is a transition of the function formm / N a from ao1 to a41 within a range of 1:4ohkio1:7 in the ''quenched'' SFRBN without bias. The transition becomes important when we consider some realistic biological networks, as Kauffman first introduced, because the realistic data suggest that the number of cell types in organism is crudely proportional to the linear or squareroot function of the DNA content per cell, / N a ðap1Þ. We adapted a completely synchronous updating rule in the Boolean dynamics because the attractor lengths are welldefined only for the synchronous updating rule. However, it is noting that the synchronism idealization is not always true for biological systems as genetic regulatory networks and asynchronous updating rules are more plausible for biological phenomena (Harvey and Bossomaier, 1997; Gershenson, 2002) .
Moreover, the function formmðNÞ asymptotically changes from the algebraic typemðNÞ / N a to the exponential one as the average degree hki goes to hki ¼ 2. This result is consistent with the previous belief that the transition occurs at the critical value of the degree of nodes of K c ¼ 2 in the ''annealed'' RBN and SFRBN (Kauffman, 1993) . The organization of the paper is the following. In Section 2, we present the Kauffman models that we study. In Section 3, to apply various networks to the Kauffman models we give how to generate such networks. In Section 4, we study the cycle distributions of the ''quenched'' Kauffman models for the various network systems. In Section 5, conclusions will be made. We mainly focused on the change of the function form of the median around the critical value hkip2 in the main text. However, the other quantities such as Derrida plots and frozen nodes density are also used in order to investigate the Boolean dynamics. We briefly give analytical result for hki ¼ 1 in Appendix A and Derrida plots in Appendix B. In Appendix C, we comment on the undersampling and finite-size effects on the statistical properties of the distribution of the attractor lengths.
Random Boolean network (RBN)
The RBN requires us to assume that the total number of nodes (vertices) N and the degree (the number of links) of the ith node k i are fixed in the problem, where all k i ¼ K.
Since there are K inputs to each node, 2 2 K Boolean functions can be defined on each node; the number 2 2 K certainly becomes very large as K becomes a large number. Then, we assume that Boolean functions are randomly chosen on each node from the 2 2 K possibilities. Locally this can be given by s i ðt þ 1Þ ¼ B i ðs i 1 ðtÞ; s i 2 ðtÞ; . . . ; s i k i ðtÞÞ
for i ¼ 1; . . . ; N, where s i 2 Z 2 f0; 1g is the binary state and B i 2 Z 2 is a Boolean function at the ith node, randomly chosen from 2 2 k i Boolean functions, where the probability to take 1 (or 0) is assumed to be p (or 1 À p) (Table 1 ). In this paper we used a case of p ¼ 1 2 for the numerical calculations. But the treatment for other cases of pa 1 2 is straightforward (Kinoshita et al., 2006) . If we fix the set of the randomly chosen Boolean functions fB i ; i ¼ 1; . . . ; Ng in the course of time development, then this model is called ''quenched'' model (Kauffman, 1969) . On the other hand, if we change each time the set of the randomly chosen Boolean functions in the course of time development, then this model is called ''annealed'' model (Derrida and Pomeau, 1986; Derrida and Weisbuch, 1986; Derrida and Stauffer, 1986; Bastolla and Parisi, 1996) .
We then study the dynamics of the ''quenched'' RBN. 
HereB t is a 2 N Â 2 N matrix that all components are only 0 or 1, and jC ðtþ1Þ i means a state vector whose components are degenerate such that the mapping of Eq. (3) is not a one-to-one but a many-to-one correspondence. Considering this time developing equation, we find the cyclic structure of the states such as the length of the state cycle, the transient time and the basin size, and so on (Kauffman, 1969 (Kauffman, , 1993 Aldana-Gonzalez et al., 2003) . It is obviously difficult to do this procedure by an analytical method in general. Therefore, we must do it numerically (Aldana-Gonzalez et al., 2003) as well as analytically if possible. However, there are some important analytical results. The analytical investigations on the ''annealed'' models (Derrida and Pomeau, 1986; Derrida and Weisbuch, 1986; Derrida and Stauffer, 1986; Bastolla and Parisi, 1996) showed the existence of a phase transition at the critical value of K c ¼ 1=½2pð1 À pÞ (Derrida and Pomeau, 1986; Derrida and Weisbuch, 1986; Derrida and Stauffer, 1986; Bastolla and Parisi, 1996) , and if we solve it conversely for p then we obtain the critical value p c ¼ ð1 AE ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À 2=K p Þ=2. As is described in the introduction, the analytical methods for the systems with special values of the degree of nodes (Derrida and Flyvbjerg, 1986, 1987a-c; Derrida, 1987; Flyvbjerg and Kjaer, 1988; Samuelsson and Troein, 2003, 2005) have been studied in details, already. Table 1 The relationship between the Boolean functions B i and inputs,
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Since there are k i s i 's, each of which has 0 or 1, there are 2 k i ways of inputs. These provide 2 k i s i 's of outputs, each of which is 0 or 1, randomly chosen with a probability of p or 1 À p. Hence, there are possibly 2 2 k i Boolean functions at each node.
Various network models
To apply the RBN to that with a given network, we have to specify what kind of network model we take. Since there are so many types of networks (Albert and Baraba´si, 2002) , we limit ourselves only to consider the directed random networks that were first considered by Kauffman (1993) , the directed scale-free networks, and the directed exponentialfluctuation networks in this paper. But the generalization to other networks is straightforward. In this section, we will give how to generate such directed networks except the directed random networks, since the generation of those is very well-known (Erdo¨s and Re´nyi, 1959 , 1960 , 1961 Albert and Baraba´si, 2002; Baraba´si and Oltvai, 2004) .
Directed scale-free networks with the integer average degree of nodes
Let us first consider the directed scale-free networks. In this case, we adopt a little modified version of the so-called model (Baraba´si-Albert model (2002) ), since we have to treat the directed scale-free networks with fractional numbers of the average degree of a node (i.e., vertex), hki, such as 1phkip2.
Denote by n i the ith node to which we want to put links and denote by n j one of the surrounding nodes. Then, the input from the jth node to the ith node is described by the in-going arrow as n i n j , while the output from the ith node to the jth node is described by the out-going arrow as n i ! n j . Denote by k in i ( k j!i ) the input degree of the ith node. Denote by k out i ( k j i ) the output degree of the ith node. We note that from simple consideration, when one input link to the ith node is put between the ith node and the jth node, it becomes one output link for the jth node at the same time. Therefore, if one input link is increased, so is one output link simultaneously.
Let us consider the case that the average degree of nodes, hki, is an even integer, such as hki ¼ 2n. (A1) We initially start with m 0 ðXnÞ nodes for seeds of the system. We assume that both input and output links are simultaneously linked between all of the initial seed nodes. Therefore, the total link numbers for the input and the output are nðn À 1Þ=2 L 0 , respectively. (A2) Next, every time when we add one node to the system, m ¼ n ðpm 0 Þ new links are randomly chosen in the previously existing network, according to the preferential attachment probability for the output network,
(A3) Similarly we redo the same procedure for the input network, according to the preferential attachment probability for the input network,
We continue the above procedures until the system size N is achieved. Therefore, after t steps, we obtain the total number of nodes as NðtÞ ¼ m 0 þ t and the total numbers of links for the input L in ðtÞ and output L out ðtÞ as L in ðtÞ ¼ L out ðtÞ ¼ L 0 þ 2nt, respectively. Hence, by this we can obtain for the directed scale-free network
When hki ¼ 2n þ 1, after the procedure (A3) we add one more procedure: (A4) we redo the procedure (A2) or (A3) with equal probability.
Directed scale-free networks with the fractional average degree of nodes
Let us next consider the directed scale-free networks with a fractional average number of degree. Suppose that hki is fractional such that hki ¼ ½hki þ ðhkiÞ where ½hki means the integer part (say, n) and ðhkiÞ the fractional part (say, f) such that hki ¼ n þ f , where 0of o1.
In this case, (B1) we first follow the same procedure (A1) in the previous subsection A. (B2) Second, we add one node to the system at each step of time. Every time when a new node is added, we have to define the node to give input or output. For this, we randomly choose input or output with equal probability of 0:5. (B3) Third, if the chosen case is input (output) for the node, then we follow the procedure (A2) [(A3)] in the previous subsection A. Then, we place the input (output) links with equal probability 1 among the chosen links. (B4) Fourth, if the not-chosen case is output (input) for the node, then we follow the procedure (A3) [(A2)] in the previous subsection A. Then, we place the output (input) links with equal probability f =n (0of o1) among the chosen links. (B5) Fifth, go back to (B2) and redo the same procedures until the system size N is achieved.
Then, after t steps, we obtain the total number of nodes NðtÞ ¼ n þ t, the total number of input links L in ðtÞ ¼ L 0 þ ðn þ f Þt, and the total number of output links L out ðtÞ ¼ L 0 þ ðn þ f Þt, respectively. Hence, we can obtain the average input and output degrees of nodes
Using the above method, we can construct a scale-free network with a fractional average degree of nodes 1ohkio2. For example, consider the case of hki ¼ 1:4. In this case, we just take n ¼ 1 and f ¼ 0:4.
Directed exponential-fluctuation networks
Let us consider the directed exponential-fluctuation networks. We can follow the same procedure for both the cases of the integer and fractional average degrees of nodes, replacing the probabilities of Eqs. (4) and (5) by
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The exponential-like distributions are often observed in some real-world networks (Sen et al., 2003) . The generalization to other networks can be straightforward (Wilk and Wlodarczyk, 2005) . In the following section, we also give some numerical results for the ''quenched'' exponentialfluctuation random boolean network (EFRBN). According to graph theory, the Poisson-random network of Erdo¨s and Re´nyi is a class of random networks that are given a constant probability for linking with an edge between two nodes, independent of the existence of other edges. In this case, the probability PðkÞ that the degree of node becomes k is given by PðkÞ ' z k e Àz =k!, where z ¼ hki. On the other hand, the networks with exponential distributions are given by the network growth dynamics of (Baraba´si et al., 1999) . Fig. 1 shows typical examples of the directed networks where the total number of nodes N ¼ 64 is used: (a),(b) the directed random network with the degree of nodes, K ¼ 2; (c),(d) the directed scale-free network with the average degree of nodes, hki ¼ 2; and (e),(f) the directed exponential-fluctuation networks with the average degree of nodes, hki ¼ 2, respectively. 

Cycle distributions
Now we are going to apply the above-mentioned ''quenched'' Kauffman's Boolean dynamics to the directed random networks (Kauffman, 1993) , the directed scale-free networks, and the directed exponential-fluctuation networks. The first one provides the famous ''quenched'' RBN, the second one the ''quenched'' SFBN model, and the third one the ''quenched'' EFRBN model.
Before going to present the numerical results, let us explain the calculation method for obtaining the lengths of the state cycles as follows: (i Fig. 2 shows the histograms of the lengths ' c of the state cycles in the original ''quenched'' RBN with K ¼ 2; 4 and in the ''quenched'' SFRBN and EFRBN where the average degree of nodes hki ¼ 2; 4. We can see that the function forms of the distributions seem exponential type. The tail of the distribution depends on the fluctuation property of the degree of the nodes. We found that in comparing among the three types of the network structures the maximum length of the state cycle becomes longer as the fluctuation in the degrees of nodes becomes larger. We try to investigate the more accurate functional form of the distribution and the transition depending on the degree of nodes K and hki.
We have shown in Fig. 3 the histogram of full cycle lengths in SFRBN with hki ¼ 2 for the larger system sizes than those in Fig. 2 . As N becomes larger, the tail of the distribution emerges; i.e., samples with large cycle lengths appear. Even if the samples constructing the tail are a few, they significantly affect the average and make worse the accuracy of the average in the numerical calculation. Therefore, we study in detail the system size dependence of median for the distributions with relatively small tail effects in Sections 4.4 and 4.5. And, in Appendix C, we gave a discussion on the cut-off effect of long cycle orbits.
4.2. The medianm, the mean value h' c i, and the standard deviation s of the distributions of the state cycle lengths Fig. 4 shows the medianm, the mean value h' c i, and the standard deviation s of the distributions of the state cycle lengths with respect to the total number Nð$150Þ of nodes for the various directed networks, respectively. Fig. 3(a) shows that in the RBN with K ¼ 2 the median grows as ffiffiffiffi ffi N p in relatively small N region and it grows as proportional to N in the large N. Whether or not the behavior of ffiffiffiffi ffi N p is valid is very delicate since we have to always stem this from the numerical data of the finite-size systems. The result for the larger system size in RBN with K ¼ 2 is given in Fig. 8(c) . The more details will be shown elsewhere (Kinoshita et al., 2006) .
On the other hand, in the RBN with K ¼ 4 the median grows exponentially with N asm$e aN . We have observed that as K increases, the growth type of the median exhibits a transition from algebraic type to exponential one in the RBN. In the EFRBN and the SFRBN, the median grows exponentially with N for hki ¼ 2 and 4, and such a transition cannot be observed in the range between hki ¼ 2 and hki ¼ 4. Therefore, we conjecture that based on Fig. 3 , the transition takes place in the range between hki ¼ 1 and hki ¼ 2 in the RBN and the EFRBN. Note that N dependence for hki ¼ 1 can be analytically derived (See Appendix A).
Furthermore, we can see the mean value h' c i and the standard deviation s grow exponentially with N such as h' c i$e bN , s$e cN , in all cases. It is difficult to distinguish clearly the dynamical properties between the SFRBN and the EFRBN when the network size N is as small as N$150.
4.3. The relationship between the mean value h' c i and the standard deviation s Fig. 5 shows the relationship between the mean value h' c i and the standard deviation s of the distributions of the lengths of the state cycles with respect to the total number N of nodes for the RBN and the SFRBN, respectively. We have found that the relationship is fitted by the following expression: s ¼ h' c i b . The best fitted exponent b is nearly equal to unity for K ¼ 4 and hki ¼ 4. As a matter of fact, we can guess that in the continuum limit of the relatively large N, the distribution Pð' c Þ approaches the exponential form Pð' c Þ ¼ a expðÀa' c Þ, as K and hki increases. In the exponential distribution, the mean value h' c i and the standard deviation s can be represented in terms of the single parameter a such as h' c i ¼ s ¼ 1=a.
Plots of the median valuem
As shown in Fig. 5 it is clear that the standard deviation s is larger than the mean value h' c i for K ¼ 2 and hki ¼ 2. In the cases, the numerical mean values are sometimes without credibility due to the lack of the samples with large cycle lengths. Such an imperfection of the self-averaging is well-observed for the distributions with a long-tail. Therefore, we investigate the relatively stable median as representative values to characterize the distributions of the attractor lengths, instead of the mean, for the large networks. Fig. 6 shows the median valuem of the distribution of state cycle lengths with respect to the total number N of nodes for the relatively large SFRBN (N$10 3 ). We found that there is a transition in a range of 1:4ohki c o1:7, dividing the N a ðao1Þ growth and N a ða41Þ growth in polynomial growth in the ordered phase.
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1 Note that some biological data suggest slow growth as N a ðap1Þ in the relatively small network size (N$10 3 ). Note that the related comments on finite-size effect are givenin the next section and Appendix C.
It is well-known that the scale-free topologies are ubiquitously in nature and the degree exponents lie in between 2 and 3. 1 Here, ''Transition'' that we call is different from the one which occurs as a critical point from an ordered phase (algebraic growth) to a chaotic phase (exponential growth) in the RBN. Our ''transition'' is a kind of (footnote continued) transition in the region within an ordered phase with algebraic growth such that if the growth is represented such asm / N a then the transition occurs from ao1 to a41. In fact, such algebraic growthm / N a ðap1Þ has been reported in some real biological data (Kauffman, 2003 (Kauffman, , 2004b . Therefore, if we estimate the growth transition at a$1 in such a region, based on our numerical results for the median growth, we find that the growth transition point corresponds to hki$1:5.
property in the scale-free topology is the existence of the highly connected hub as seen in the yeast synthetic network and so on (Tang et al., 2004) . The realistic systems do not contain enough nodes to closely approximate the true transition, therefore, the finite-size behavior is important. In fact some biological realistic data suggest that the number of cell types in organism is crudely proportional to the linear or square-root function of the DNA content per cell, i.e.,m / N a ðap1Þ (Kauffman, 1993 (Kauffman, , 2003 (Kauffman, , 2004b , for the finite-size N$10 3 . Finally, we investigate a transition between the polynomial growth in the ordered phase and the exponential one in the chaotic phase. Fig. 7 shows the semi-log and log-log plots of the data near hki$2 in Fig. 6 . It is suggested that the function formmðNÞ has an polynomial form for hkio2 and approaches the exponential form as hki ! 2 in the quenched SFRBN. The results are consistent with the critical value K c ¼ 2 given for annealed SFRBN in other reports (Luque and Sole´, 1997; Aldana, 2003; Aldana and Cluzel, 2003; Aldana-Gonzalez et al., 2003) . In this section we focused on the scaling of attractor length near critical value hki%2. The other quantities are also useful measure for the transition of the Boolean dyna mics (See Appendix B).
Results for the various input and output distributions
Until the previous subsections, we have discussed the special cases that either both the distributions of input degrees Pðk in Þ and of output degrees Pðk out Þ are scale-free or exponential. However, there have been some reports that in prokaryotic and eukaryotic transcription networks the distribution of input degrees is exponential while that of output degrees is scale-free (Lee et al., 2002; Albert, 2006; Przytycka and Yu, 2004; Mossa et al., 2002) . On the other hand, it is important that all biological systems are finite systems (there are no infinite systems such as the ones considered in condensed matter physics). Thus, no matter what kinds of distributions of input and output degrees, it seems that there are many distributions that we cannot classify so definitely to some category of networks.
As shown in Table 2 , we give some numerical results for four possible combinations of the input degrees Pðk in Þ and The results for N up to 1024 are shown. We used a cut-off attractor cycle length ' cut ¼ 10 5 due to the numerical difficulty to detect the large cycle length. For the 10-20 network samples, we did not detect the attractor cycle lengths. However, it seriously does not influence on the median of the distribution. output degrees Pðk out Þ. In Fig. 8 , we show the system size N dependence to medianm in the four cases (case A, case B, case C, and case D) where semilog-plots ofm are shown. The values of the other parameters are the same as those in Fig. 7(a) .
It is found that in the cases A and B the results are coincident with those which Pðk in Þ and Pðk out Þ are scalefree in the previous section. We see that as hki closes to 2, the N-dependence ofm changes as a transition from algebraic growth to exponential growth. That is, the transition point is characterized by (dependent on) the mean degree hki rather than the detailed distributions Pðk in Þ and Pðk out Þ. As shown in the case C and D in Fig. 8 , the median grows less exponentially with respect to N at least within the system size. Thus, we can conclude that our results for the transition point are consistent with those for K c ¼ 2 in the original Kauffman model and for hk c i ¼ 2 in the annealed model.
Conclusions
In conclusion, we have studied the Boolean dynamics of the ''quenched'' Kauffman model with directed scale-free networks (SFRBN), comparing with ones of the directed random networks (RBN) and the directed exponentialfluctuation networks (EFRBN). We have numerically calculated the distributions of the lengths of the cycles and its changes as the network size N and the average degree of the node increase. We have found that the median, the mean value and the standard deviation grows exponentially with N in the EFRBN and the SFRBN with hki ¼ 2; 4, where the function forms of the distributions are almost exponential.
From our results we conclude that a transition occurs near hki$2 in the SFRBN. The result is consistent with that in the ''annealed'' SFRBN.
In this paper we dealt with the directed graphs that correspond to the asymmetric adjacency matrices in the network theory. However, the quite different distributions of the state cycle lengths are observed in the undirected random networks. Therefore, it is also interesting to study the properties of the distributions of the state cycle lengths Table 2 . We used a cut-off attractor cycle length ' cut ¼ 10 7 and could detected the cycle length of all samples. The values of the other parameters are the same as those in Fig. 7(a) .
ARTICLE IN PRESS
in the undirected scale-free networks as well. The details will be given elsewhere (Kinoshita et al., 2006) . We have numerically investigated the finite-size networks (N$140-1024). In fact, it is very difficult to study the indefinitely large size of systems. This seems the disadvantage of our approach of the finite-size systems. However, practically speaking, there are a lot of scale-free-type biological networks with size N$Oð10 2 Þ À Oð10 3 Þ, such as the metabolic reaction networks of the bacterium E. coli and of the Yeast protein interaction networks, etc. (Tang et al., 2004; Baraba´si and Oltvai, 2004) . Thus, we believe that our results stemmed from the finite-size systems might play an important role to study such real network systems in Nature (Kauffman, 2003 (Kauffman, , 2004b ). As we mentioned in the introduction, the asynchronous updating rules are more plausible for biological phenomena. It is interesting to expand the investigation to the asynchronous version. The other quantities such as, the density of frozen nodes and the robustness against perturbation, are also important indicators for the dynamical behavior in the RBN and the SFRBN.
Appendix C. Some statistical problems in numerical estimation
In this Appendix, we comment on the effect of undersampling and finite-size effect on the statistical properties of the distribution of cycle length.
C.1. Undersampling effect
The state space of these networks is extremely large for large N. Consequently, only a very small fraction of the state space can be sampled in order to find the attractors. Most probably, many attractors are missed with such a small sampling, especially in the chaotic region. The undersampling effects on the accuracy of numerical estimate for the statistical properties of cycle length. Especially, the samples with large cycle length contribute to the tail of the distribution as is seen in Fig. 3 . The effect of the tail in this distribution is significant for the mean value but weak for the median value.
Here, we make sure the tail effect explicitly. First, let us denote by ' cut the cut-off size of cyclic length that provides the undersampling. In other words, the samples as long as '4' cut cannot be numerically detected. For the case when the system size is kept constant, to show how the ratio R of cycle lengths larger than ' cut to all samples changes we plot it in Fig. C.1(a) . As ' cut is increased, the number of samples that we cannot detect the cycles is rapidly decreasing. As also seen in Fig. C.1(b) , the ratio R increases for the cases where ' cut is fixed and the system size is increased.
Next, we show the ' cut -dependence on the average h' c i and the median in Fig. C.2 . We see that h' c i grows with ' cut , but the median saturates faster than h' c i and converges to a certain value as ' cut becomes larger than some value. That is, the effect of undersampling of long cycle lengths on the median is relatively weak.
On the other hand, as N becomes large, the ' cutdependence of h' c i and the median, of course, change. But the cut-off effect emerges in h' c i larger than in the median. From the above reasons, we studied the transition to chaotic phase, using the median that is not affected by the long cycle orbits for relatively large system sizes.
C.2. Finite-size effect
In the theoretical calculations, what is interesting would be the presence of a transition in the limit of N ! 1. But since a real system is a ''finite system'', how such a transition appears in a finite system would provide an important point of view. In general, a finite-size effect frequently makes the presence of transition ''vague''. Here, we would like to make sure some tendency when the system size ''N'' is getting large for SFRBN with hki ¼ 2, sacrifying sufficient sampling. showsmðNÞ in the case that the system size N is increased up to N$400 in SFRBN with hki ¼ 2. It seems that the median for the cycle length distribution still grows exponentially even until the value becomes Oð10 3 Þ. It supports that the behavior ofmðNÞ asymptotically transits from algebraic (ordered phase) to the exponential behavior (chaotic phase) as hki ! 2 as similar to the case in Fig. 7(a) even for the larger system size. At least we can expect that in the growth of the median the behavior observed in Fig. 7 is true for the realistic system size of Oð10 2 Þ À Oð10 3 Þ. 
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