This paper proposes a new hybrid time series forecasting system which is the fusion of the fuzzy system and the artificial neural network. The proposed fuzzy-neural system consists of 5 layers: the input layer, the fuzzification layer, the inference layer, the hidden layer, and the output layer. The artificial neural network is used as the fuzzy inference engine, while the genetic algorithm is used to optimize the fuzzy rule-base. This proposed system is tested with six time series data. The results obtained are very encouraging.
Introduction
Forecasting of future values of a time series is an extremely common problem. Economists want to forecast economic figures based on current and historical measurements. Meteorologists want to forecast the weather based on recent changes in barometric pressure and other data. Investors want to be able to precisely forecast the future stock prices in order to maximize their profit and reduce potential risks. Therefore, it should come as no surprise that there is a large number of literatures on time series forecasting already in existence. The science of forecasting relies heavily on the models used for forecasting, quantity and quality of data, and the ability to pick the right models for a given data. Even though the traditional mathematical approaches have solid theoretical foundations and proof of competence, in order to get a very accurate forecast from the mathematical approaches users must have the ability to choose the appropriate model for each individual data. Moreover, real world data are often noisy and possibly contaminated by inaccuracies and missing observations. The selection of an optimal traditional mathematical approach alone may not remedy the inaccuracy of the forecasts generated from bad or noisy data [1] . Artificial neural networks, especially the backpropagation neural network, have dramatically gained a lot of attention from researchers in the past decade due to their strengths over the traditional mathematical techniques. The main advantage of the artificial neural networks is that they have the ability to choose its own model. The users can just throw a mountain of data at the network and let it ruminate. Also, bizarre noise patterns are tolerated by neural networks far better than they are by most other approaches [2] . In addition, the artificial neural networks have proven in practice to be quite efficient and have been widely used in time series forecasting, such as in [3, 4] . However, the trend of the forecasting technique is now moving toward hybrid models. Many researchers have proposed hybrid models for forecasting such as [5, 6, 7, 8] . These researches show that the hybrid systems can improve the accuracy of the forecasting over the systems that use only a single method. The goal of the experiments presented here is to create a new hybrid system capable of modeling a complex time series data and forecasting its future values. In this paper, the fusion of the fuzzy system and the artificial neural network is proposed. This paper is organized as follows. Following this introduction, section 2 presents the architecture of the proposed fuzzy-neural system and its learning algorithm. The description of the tested time series data is described in section 3. In section 4, the experimental setup and results are discussed. Finally, section 5 is the conclusion.
The Proposed Fuzzy-Neural System
The architecture of the proposed fuzzy-neural system is shown in Figure 1 . The proposed architecture has five layers. The first layer is the input layer, which consists of N nodes. The second layer is the fuzzification layer; it is responsible for the fuzzification of each input variable. The nodes in this second layer contain the fuzzy membership functions, of which in this research is the Gaussian membership function. When the input layer passes the data (x i ) to the second layer, it calculates the membership degrees to which the input values belong to each fuzzy membership function. 
N is the number of input variables. j = 1, 2, …, M. It denotes the j th membership function of the x i variable. In Figure 1 , three membership functions (M = 3) are assigned to each variable. The first membership function represents the fuzzy set Negative (N). The second represents the fuzzy set Zero (Z). The third represents the fuzzy set Positive (P).
M is the number of membership functions assigned to each variable.
C j is the center of the j th membership function. The fuzzy C-Means algorithm [9] is used here to find the center of the membership functions.
σ j denotes the width of the j th membership function. The shape of the function can be controlled by adjusting the parameter σ j . A small σ j will generate a thin membership function, while a big σ j will lead to a flat membership function. In this research, σ j is calculated as follows:
The third layer performs the fuzzy inference step for each of the relevant rules. Each rule in the rule-base is represented by a node which contains a small multi-layer feedforward neural network. Therefore, the total number of nodes in this layer is M N . The neural network in each node is responsible for generating an inferred conclusion (O k ), which is the degree to which the rule is matched by the input data. Each neural network consists of 3 layers: one input layer, one hidden layer, and one output layer. According to [10] , only one hidden layer is sufficient to approximate the continuous function. The number of input neurons equals the number of input variables (N), while the number of output neuron is one. The sigmoidal transfer function is used in the hidden and output neurons.
where k = 1, 2, …, M N . NN k (•) is the standard feedforward neural network algorithm.
During the training phase, there are 2 things that need to be optimized in this third layer: (1) the weights of each neural network (2) the rules in the rule-base. Initially, both items are randomly generated. During the training phase, the weights of the relevant networks are adjusted in accordance with the error-correction rule (a generalized delta rule). Specifically, an error signal that is propagated backward from the fifth layer is used in adjusting the weights here. On the other hand, the rule-base is optimized using the genetic algorithm as follows: A. Generate a population of R chromosomes. Each chromosome r is created from the randomly generated rule-base as shown in Figure 2 . B. Evaluate the fitness of each chromosome r in the population. The fitness function used in this research is the function of the Root Mean Square Error (RMSE) of the system. where f(r) is the fitness value when the chromosome r is used as the rule-base. Min is the minimum fitness value. Max is the maximum fitness value. E(r) is the RMSE of the system when the chromosome r is used as the rule-base. MinE is the minimum RMSE possible. MaxE is the maximum RMSE possible. C. Create a new population by repeating the following steps: C.1. Select two parent chromosomes from a population using the roulette wheel technique. C.2. With a crossover probability, cross over the parent chromosomes to form new offspring. C.3. Place new offspring in the new population. D. Combine the new population with the current population. Then select R chromosomes from the combined list according to their fitness to form the next generation. E. If a predetermined number of iteration is reached or the end condition is satisfied, stop the loop and return the best chromosome in the current population. The best chromosome is then used as the rule-base of the system. If not, go to step B.
Figure 2 Example of the Encoding Method
The fourth layer is the hidden layer. It combines the inferred conclusions of the rules that have the same consequent. In Figure 1 , for instance, there are three nodes in this layer. The first, second, and third nodes are responsible for combining the conclusions inferred by the rules that have the consequent "Negative," "Zero," and "Positive," respectively.
The fifth layer is the output layer. The single node in this layer computes the overall system output as the linear weighted sum of all incoming inputs. The error at this output layer, which is the difference between the computed and the desired outputs, is then propagated backward layer by layer to update the weights of connections between the third and the fourth layer, and between the fourth and the fifth layer.
Time Series Data
To test the performance of the proposed system, the experiments have been conducted on 6 data sets. The first five data sets are parts of the M2-competition time series data sets available from [11] . The last data set is the monthly data of the total generation of electricity by the U.S. electric industry [12] . The description of the data sets is shown in Table 1 .
Experimental Results
The data sets used in the experiments are non-stationary, where trend is inherited in the series. Masters [2] suggested that all large-scale deterministic components, which are trend and seasonal variation, should be eliminated from the series beforehand. Therefore, the time series data must be transformed to the stationary series before being sent to the forecasting model. The simple process usually used to remove the trend from the time series data is the differencing. Therefore, the original time series is replaced by its first differences. If a time series is represented by D = {d 1 , d 2 , …, d n-1 , d n } where n is the total number of data in the series, the first differencing of the time series is defined by δ = (δ 1 , δ 2 , …, δ n-1 ) where
Differencing not only eliminates the trend of the series but also helps reduce the range of the time series. After the differencing, the data sets are divided into two distinct sets, the first 80% is used as the training data and the remaining 20% is used as the testing data. The training set is trained until the best performance on the training data set is obtained. During the training phase of the proposed system, the learning rate is set at 0.01, while the number of hidden neurons of the artificial neural networks in the third layer is varied from 2 to 5 to find the architecture that gives the best result on the training data set.
This proposed model is benchmarked against the standard backpropagation neural network (BPNN). To compare the performance of both methods, the Root Mean Square Error (RMSE) is used as the measures. Table 2 and Figure 3-8 are the results from the experiments; they show that the results obtained from the proposed fuzzyneural system outperform the results obtained from BPNN.
Conclusion
This paper proposes a new hybrid time series forecasting system, which is the fusion of the fuzzy system and the artificial neural network. The results obtained from the proposed system outperform the results obtained from a basic backpropagation neural network.
