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Abstract
While the fundamental group of a topological space is sufficient for the study of covering spaces,
an algebraic invariant which encodes analogous information for subspaces of coverings has been
lacking. Such subspaces are important in topology for various reasons: sometimes, one wants a
compact subspace carrying the fundamental group of the covering space associated to a finitely
generated (or presented) subgroup; other times, one wants to consider a fundamental domain for
an action by deck transformations. We introduce the fundamental inverse monoid of a pointed
topological space; the lifting and classification problems for subspaces of coverings are then solved
using this tool.
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1. Introduction
Subspaces of coverings spaces (which we shall call subcovers) are commonly studied in
group theory and topology. For instance, one often wants to consider a fundamental domain
for an action of a group on a cover by deck transformations. The question of whether a
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compact subspace of a cover can be embedded into a finite-sheeted cover is fundamental
to the study of LERF groups [20,5–7], which in turn is related to the Waldhausen conjecture
that any closed 3-manifold whose fundamental group contains a surface subgroup is
virtually Haken. Subspaces of covers play a key role in the McCammond–Wise theory
of perimeter [15]. They also appear implicitly in the work of Stallings [21].
A classical problem in algebraic topology is the lifting problem. That is, given
continuous maps f and g, diagrammed in solid lines,
(Y, y)
f
(Z, z)
g˜
g (X,x)
one asks what conditions on g are necessary so that there is a lift g˜ making the diagram
commute. Another fundamental problem is to find, given a class C of maps f : (Y, y)→
(X,x), some sort of Galois-type classification for the category with objects C and the
obvious morphisms.
Classical algebraic topology [13] shows that the fundamental group (groupoid) can
be used to solve these problems for the class of coverings. This paper presents the
corresponding algebraic objects for subcovers. Rather than a group (groupoid), we need
to employ an inverse monoid (category).
Inverse monoids may be unfamiliar to many readers. A good reference is [9]. They
first arose in the study of Lie pseudogroups in differential geometry. Two approaches
to abstracting the algebraic structure of such were given by Ehresmann [4], via ordered
groupoids, and Preston and Wagner (independently) [18,23], via inverse monoids.
Recently, inverse semigroups have come to play an important role in non-commutative
geometry and C∗-algebras, as well; see [16] for more on this.
Work of Meakin and Margolis first indicated that there is a link between inverse monoids
and subcovers. In [12], they showed that to each combinatorial graph, one could associate
an inverse category whose local monoids could be used to classify graph immersions in
the sense of Stallings [21]. Their approach was generalized by the author, Delgado, and
Margolis [3] to the standard 2-complex of a group presentation; this time the associated
inverse monoid classified subgraphs of covering spaces. In both cases, the algebraic
structures considered were combinatorial invariants, not topological invariants.
In this paper, we associate to each pointed topological space (X,x) an inverse monoid
µ1(X,x) (called its fundamental inverse monoid). This monoid is an invariant and can be
used to solve the lifting and classification problems for subcovers of X. The fundamental
inverse monoid bears certain superficial similarities to the thin homotopy groups [1]. One
such is that it is generally speaking uncountable (as there will usually be uncountably
many subcovers); nevertheless, one can work with it. It appears to have some potential to
be a useful topological invariant, as well. We illustrate this with some simple examples,
distinguishing the following contractible spaces via their fundamental inverse monoids: a
point, an open interval, a closed interval, a half-open interval, an open disk, and a closed
disk. Similarly, one can use the fundamental inverse monoid to distinguish S1 from an
annulus. We also indicate that the fundamental inverse monoid can be used to detect certain
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branching phenomena. It is also shown that the algebraic structure of µ1(X,x) encodes
whether the universal cover of X admits a space-filling curve.
The fundamental inverse monoid of a Hausdorff space will always be residually finite.
We also associate to each space X an inverse category µ1(X) (called its fundamental
inverse category), again a topological invariant. Its local monoids will be precisely the
fundamental inverse monoids ranging over all choices of base points.
We caution the reader that the term fundamental inverse monoid is used in the inverse
semigroup theory literature with another meaning, but there should be no danger of
confusion.
Appendix A discusses some further research concerning higher-dimensional analogs of
these constructs.
2. Some algebraic preliminaries
In this section, we review some of the algebraic material which shall be used in
the sequel. The reader is invited to skip this section and go directly to the topological
material, referring back to this section when necessary. For a general reference on inverse
semigroups, the reader is referred to [9]; the original paper on inverse categories is [8],
though it is by no means complete—authors frequently state results on inverse categories
in an ad hoc manner, appealing to the analogous results from inverse monoid theory.
2.1. Inverse monoids and categories
If C is a category, we use ι(p), τ (p) for the, respectively, initial and terminal objects
of the arrow p. If τ (p)= ι(q), then the composition is written pq . We use Arr(C) for the
arrow set and Obj(C) for the object set. For each c ∈ Obj(C), the set of all arrows starting
and ending at c is a monoid called the local monoid at c.
We call C a category with involution if there is a map p → p defined on Arr(C) such
that ι(p) = τ (p), τ (p) = ι(p), p = p, and p · q = q · p. For instance, any groupoid is a
category with involution where the involution takes an arrow to its inverse.
A category with involution C is called an inverse category if it satisfies the following
two axioms:
(1) ppp = p for all p ∈ Arr(C);
(2) p,q ∈ Arr(C) with ι(p)= ι(q) implies ppqq = qqpp.
An inverse monoid can then be succinctly defined as an inverse category with one object;
equivalently, it is a monoid with involution satisfying the above axioms. Note that any
groupoid is an inverse category and any group is an inverse monoid.
An equivalent definition of an inverse category is a category C such that, for all
p ∈Arr(C), there exists a unique element q ∈Arr(C) such that
pqp = p and qpq = q. (2.1)
This unique element q shall be denoted p and is called the inverse of p. One can prove
that p → p gives C the structure of a category with involution, in fact, that of an inverse
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category; conversely, one can show that in an inverse category, p is the unique element q
verifying (2.1).
Recall that an element e of a category is said to be idempotent if e2 = e. The image
of an idempotent under a functor is again an idempotent. In an inverse category, one
can verify from (2.1) that, for an idempotent e, e = e. In an inverse monoid I , the
set of idempotents E(I) is an idempotent, commutative (sub)monoid—that is, a (meet)
semilattice with maximum. A semilattice has a natural partial order given by
e f if ef = f e= e.
Any semilattice with maximum is an inverse monoid where the involution fixes every
element.
More generally, on any inverse category there is a natural partial order defined by
setting, for p,q coterminal, p  q if ppq = p, or, equivalently, qpp = p. This can be
verified to be a partial order which is respected by the multiplication and the involution.
Also one can show that p  q if and only if p = eq if and only if p = qf for some
idempotents e, f . Any functor between inverse categories preserves the natural partial
order. If I is an inverse monoid, the natural partial order restricts to E(I) as the usual
order, considered above.
Every inverse category has a minimal congruence (in the sense of [10]) such that the
quotient is a groupoid. This congruence is obtained by identifying coterminal arrows if they
have a common lower bound in the natural partial order. The quotient by this congruence
is called the maximal groupoid image. In particular, every inverse monoid has a maximal
group image.
A functor ϕ :C → D between inverse categories is called idempotent pure if ϕ(x)
idempotent implies x is idempotent. An inverse category C with an idempotent pure
functor to a groupoid is called E-unitary (generalizing the usual notion of an inverse
monoid with an idempotent pure homomorphism to a group [9]). It is simple to see that
C is E-unitary if and only if the natural quotient functor to its maximal groupoid image
is idempotent pure. Also one can show that if C is an inverse category, G is a groupoid,
and ϕ :C→G is an idempotent pure, quotient functor (in the sense of [10]), then G is the
maximal groupoid image of C.
If I is an inverse monoid and e ∈ E(I), then there is a largest subgroup of I whose
identity is e. This group is called the maximal subgroup at e. An inverse monoid is called
combinatorial (or aperiodic) if its maximal subgroups are all trivial.
2.2. Closed inverse submonoids
For the material in this subsection, which is not novel to this paper, the reader is referred
to [19,17,12]. An inverse submonoid M of an inverse monoid I is said to be closed if
n  m ∈ M , implies n ∈ M; that is M is upwardly closed in the natural partial order.
Closed inverse submonoids play a role in the theory of inverse monoid actions analogous
to that played by subgroups in the theory of group actions. They are precisely those inverse
submonoids which can be the stabilizer of a point under an inverse monoid action. In our
work, it is a class of closed inverse submonoids which shall classify subcovers. One says
that the submonoid M is full if it contains all the idempotents of I . In the classical theory
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of inverse monoid actions, full closed submonoids correspond to actions by permutations.
In our context, they will correspond to covers.
If M is a closed inverse submonoid, then a right ω-coset of M is a subset of the form
(Mn)↑ = {s ∈ I | s  t ∈Mn}
where nn ∈ M . Right ω-cosets play the role of cosets in the theory of inverse monoid
actions. One can show that the distinct right ω-cosets of M are disjoint.
If M and N are closed inverse submonoids of an inverse monoid I , one says that M
and N are conjugate if there exists m ∈ I such that mMm⊆ N and mNm⊆M . One can
show that being conjugate is an equivalence relation, leading one to define the conjugacy
class of M in the obvious way (cf. [12]). We remark that conjugation is not, in general, a
homomorphism in an inverse monoid.
For our work, we will need to study closed inverse submonoids of the following sort.
Let I be an inverse monoid with semilattice of idempotentsE(I). Suppose E is a complete
lattice; that is, a partially ordered set admitting arbitrary meets and joins; in particular E is
a meet semilattice. We say that E is a completion of E(I) if: E(I) is embedded in E (as
a meet subsemilattice); every element of E can be written as an arbitrary meet of elements
of E(I); and the maxima of E(I) and E coincide.
We continue to assume E is a completion of E(I). Suppose D ⊆ E is a distinguished
subset. We say that an inverse submonoid N of I is (E,D)-closed if:
(1) N is a closed inverse submonoid;
(2) if e ∈E(I) and e∧E(N), then e ∈E(N);
(3) ∧E(N) ∈D.
Here
∧
denotes the meet in E. Condition (2) is equivalent to saying that if e is greater than
an arbitrary meet of elements of E(N), then e ∈E(N).
2.3. Schützenberger representations and residual finiteness
In an inverse monoid M , we write xRy if xx = yy and xLy if xx = yy . These
are equivalence relations and R is left compatible with the multiplication while L is
right compatible. One writes xHy if xRy and xLy . One uses D to denote the smallest
equivalence relation containing R and L. It is not too hard to prove D =R ◦ L= L ◦R;
see [9,17,2]. These relations are called Green’s relations. If K is one of Green’s relations
and m ∈ M , then Km denotes the K-class of m. If e ∈ E(M), then He is the (unique)
maximal subgroup of M with identity e. Standard inverse semigroup theory shows that a
D-class is finite if and only if one of its R-classes is finite.
The (right) Schützenberger representation associated to an R-class R is defined as
follows. Suppose n ∈R and m ∈M . Then
n ·m=
{
nm if nm ∈ R
undefined otherwise.
One can in fact show [22] that this representation only depends on the D-class D of R and
is hence the right Schützenberger representation of D [2]. In any event, this is an action of
20 B. Steinberg / Topology and its Applications 133 (2003) 15–35
M on the set R by partial bijections. We write S(R) to denote the inverse monoid of partial
bijections obtained by making the action faithful. If R is finite, then S(R) is finite, as well.
Suppose n ∈R. Then nn ∈R and nn ·n= n. Suppose m has the same action as n under
this representation. Then
nn ·m= nn · n= n
and so nnm= n. Thus, nm. It follows that if m and n act the same in the Schützenberger
representations associated to Rn and Rm, then n  m and m  n—that is, n = m. In
particular, if all the R-classes of M are finite, then M is residually finite.
3. Strong homotopy equivalence and the fundamental inverse category and monoid
In this paper, we take all spaces to be path connected. We denote the unit interval by
I . Fix a space X. Let p : I → X be a path and t ∈ I . Then we define pt : I → X to be
given by pt(s) = p(ts). It is convenient to think of pt as the prefix of p of length t .
We use ∼h to denote the equivalence relation of being homotopic relative to base points.
If p,q : (I,0,1)→ (X,x0, y0) are paths, we say p is strongly homotopic to q , written
p ∼s q , if p ∼h q and, for each t ∈ I , there exists t ′ ∈ I such that pt ∼h qt ′ , and conversely.
In other words, every prefix of p is homotopic (relative to base points) to a prefix of q ,
and vice versa. For example, any two reparametrizations of the same path are strongly
homotopic.
If p is a path, we use p for the reverse path. As usual, if p,q are paths with p(1)= q(0),
we write pq for the product of these paths. If x ∈X, we use 1x for the constant path at x .
The following proposition is straightforward; we omit the proof.
Proposition 3.1. Let X be a space and p,q, r,p′, q ′ be paths in X so that the products
below make sense.
(1) ∼s is an equivalence relation.
(2) (pq)r ∼s p(qr).
(3) 1p(0)p ∼s p ∼s p1p(1).
(4) p ∼s p′, q ∼s q ′ and p(1)= q(0) implies pq ∼s p′q ′.
(5) p ∼s q implies p ∼s q .
If p is a path in X, we use [p] to denote its strong homotopy class and [p]h to denote
its homotopy class. We can now define a category µ1(X) with involution as follows:
• Obj(µ1(X))=X;
• Arr(µ1(X))= {[p] | p : I →X};
• ι([p])= p(0), τ ([p])= p(1);
• [p][q] = [pq] when defined;
• [p] = [p].
Proposition 3.2. µ1(X) is an inverse category.
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Proof. Let p be a path in X. Then p ∼h (pp)p. Also, it is clear that any prefix of p “is” a
prefix of (pp)p. On the other hand, the prefixes of (pp)p can be divided into three types:
prefixes of p, prefixes of pp which are not prefixes of p, and prefixes of (pp)p which
are not prefixes of pp. The first and third types are clearly homotopic to prefixes of p.
But if pt is a prefix of p, then ppt is homotopic to p1−t , so a prefix of the second type is
homotopic to a prefix of p.
Suppose p and q are paths with p(0)= q(0). Since pp and qq are null homotopic, it is
straightforward to show that any prefix of (pp)(qq) is homotopic to a prefix of (qq)(pp)
and conversely. ✷
We call µ1(X) the fundamental inverse category of X. If x ∈X, then the local inverse
monoid at x is denoted µ1(X,x) and is called the fundamental inverse monoid of X at
x . It is not hard to see that this monoid depends on the base point (we shall see some
explicit examples later). However, it is worth noting that if X has the property that its
group of self-homeomorphisms acts transitively (such as is the case for S1 and R), then the
dependence on the base point disappears. Indeed, if f :X→ Y is continuous and p,q are
strongly homotopic paths in X, then fp ∼s f q . It follows easily that µ1 is a functor (and
hence homeomorphisms induce isomorphisms). Also the fundamental inverse monoid is a
functor on the category of pointed topological spaces. Abusing notation, we shall use f
instead of µ1(f ) for the induced map.
Let Π1(X) denote the fundamental groupoid of X. We mention that there is a natural
quotient functor ηX :µ1(X) → Π1(X) (in fact, η = {ηX} is a natural transformation).
Similarly, for all x ∈ X, there is a natural surjective homomorphism η(X,x) :µ1(X,x)→
π1(X,x) (again giving rise to a natural transformation).
We now show µ1(X) is E-unitary. This will amount to the observation that [p] is
idempotent if and only if p is null homotopic (relative to base points).
Proposition 3.3. The map ηX :µ1(X)→Π1(X) is idempotent pure. It follows that Π1(X)
is the maximal groupoid image of µ1(X) and, for x ∈ X, π1(X,x) is the maximal group
image of µ1(X,x).
Proof. Suppose p is null homotopic. Then p2 ∼h p. Clearly any prefix of p “is” a prefix
of p2. Prefixes of p2 fall into two classes: prefixes of p and paths of the form pp′ with
p′ a prefix of p. The first class is no problem to handle; the second class is handled by
observing that pp′ ∼h p′, p being null homotopic. ✷
In particular, each fundamental inverse monoid is E-unitary.
We now characterize the natural partial order on µ1(X) as it will be essential in the
sequel.
Proposition 3.4. Let p,q : (I,0,1)→ (X,x0, x1) be paths. Then [p]  [q] if and only if
p ∼h q and every prefix of q is homotopic to a prefix of p.
Proof. Indeed, if (pp)q ∼s p, then p ∼h (pp)q ∼h q . Also every prefix of q is clearly
homotopic to a prefix of (pp)q and hence to a prefix of p. Conversely, if every prefix of
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q is homotopic to a prefix of p, then every prefix of (pp)q is homotopy equivalent to a
prefix of p (divide it into cases as above). On the other hand, every prefix of p “is” a prefix
of (pp)q . Since p ∼h q ∼h (pp)q , the result follows. ✷
Proposition 3.4 will be used throughout without comment. We end this section with the
following important proposition.
Proposition 3.5. Suppose p,q : (I,0,1) → (X,x0, x1) are such that [p]  [q]. Then
q(I)⊆ p(I). In particular, if p ∼s q , p(I)= q(I).
Proof. Let s ∈ I and suppose s′ ∈ I is such that qs ∼h ps ′ , then
q(s)= qs(1)= ps ′(1)= p(s′)
so q(I) ⊆ p(I). The final statement follows since [p] = [q] if and only if [p]  [q] and
[q] [p]. ✷
If p : I →X is a path, we shall call p(I) the trace of p (since it the set of points traced
by the path p). It will sometimes be convenient to denote p(I) by tr(p).
4. Relations with covers and subcovers
In this section, we generalize the usual results on the relationship between the
fundamental group (and groupoid) and covering spaces. We shall assume throughout that
the base space X is locally path connected (as are all covers).
4.1. Covers
Our first goal is to show that strong homotopy lifts to covers; in fact, we have the
following result.
Proposition 4.1. Let f : (Y, y0)→ (X,x0) be a covering and suppose p1,p2 : (I,0,1)→
(Y, y0, y1) are paths such that f ([p1])  f ([p2]). Then [p1]  [p2]. In particular, if
fp1 ∼s fp2 , then p1 ∼s p2.
Proof. First note that since fp1 ∼h fp2, we have p1 ∼h p2 by the homotopy lifting
property of coverings. Suppose t ∈ I ; then (fp2)t ∼h (fp1)t ′ for some t ′ ∈ I . It follows,
again by homotopy lifting, that (p2)t ∼h (p1)t ′ . We conclude [p1]  [p2]. The final
statement is clear. ✷
As an immediate consequence we have the following.
Corollary 4.2. Let f :Y → X be a covering. Then f :µ1(Y ) → µ1(X) is faithful and
idempotent pure. It follows f :µ1(Y, y)→µ1(X,f (y)) is injective for all y ∈ Y .
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Proof. That f induces a faithful map of inverse categories follows immediately from
Proposition 4.1. To see that this map is idempotent pure, suppose f ([p]) is idempotent.
Then fp is null homotopic, whence p is (f being a cover). It follows [p] is an idempotent
by Proposition 3.3. ✷
We now identify the submonoid to which µ1(Y, y) corresponds.
Theorem 4.3. Let f : (Y, y)→ (X,x) be a covering and let
M = {[p] ∈µ1(X,x) | [p]h ∈ f (π1(Y, y))}.
Then f induces an isomorphism of µ1(Y, y) with the full, closed inverse submonoid M of
µ1(X,x).
Proof. It is straightforward to verify M is closed and full. By Corollary 4.2, we need
only identify M with f (µ1(Y, y)). Clearly f (µ1(Y, y)) ⊆M . However, if p represents
an element of M , then [p]h ∈ f (π1(Y, y)), whence the lift of p at y is a loop p˜. Thus
[p] = f ([p˜]) ∈ f (µ1(Y, y)). ✷
In particular, if Y is the universal cover, then µ1(Y, y) = E(µ1(X,x)). This will be
useful for computational purposes.
For the remainder of this paper, we shall assume that all spaces have a universal cover.
We can then give alternate characterizations of the strong homotopy relation and the natural
partial order.
Theorem 4.4. Let p : (X˜, x˜) → (X,x) be the universal cover and consider paths
r, q : (I,0,1)→ (X,x, x ′). Then [r] [q] if and only if the respective lifts r˜ , q˜ : (I,0)→
(X˜, x˜) of r and q satisfy r˜(1)= q˜(1) and tr(q˜)⊆ tr(r˜). In particular, r ∼s q if and only if,
in the above context, r˜(1)= q˜(1) and tr(r˜)= tr(q˜).
Proof. First suppose [r]  [q]. Then [r˜]  [q˜] by Proposition 4.1, so r˜(1) = q˜(1) and
tr(q˜)⊆ tr(r˜) (the latter by Proposition 3.5).
For the converse, let r˜ and q˜ be as in the theorem statement. Since functors between
inverse categories preserve the natural partial order, it suffices to prove [r˜] [q˜]. Since X˜
is simply connected, r˜ ∼h q˜ . Suppose t ∈ I . Then, by assumption, there exists t ′ ∈ I such
that q˜(t)= r˜(t ′). But then q˜t ∼h r˜t ′ , again since X˜ is simply connected. It follows [r˜] [q˜]
by Proposition 3.4. ✷
If q : (I,0)→ (X,x) is a path and p : (X˜, x˜)→ (X,x) is the universal cover, then we
set tru(q)= tr(q˜) where q˜ : (I,0)→ (X˜, x˜) is the lift of q . The above theorem then says
q ∼s r if and only if q ∼h r and tru(q)= tru(r).
The following special case is of interest.
Corollary 4.5. Let X be a simply connected space and p,q coterminal paths in X. Then
p ∼s q if and only if tr(p)= tr(q).
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Theorem 4.4, at first glance, gives the idea that the notions of strong homotopy and
thin homotopy [1] should be related (recall that a homotopy is called thin if it does not
sweep out area). We show that they are independent notions. For instance, consider the
paths p and q in the sphere S2 that go once and twice, respectively, around the equator.
Corollary 4.5 shows that p ∼s q . But p is not thinly homotopic to q since such a thin
homotopy would basically amount to a homotopy between p and q in S1. On the other
hand, any two coterminal paths p and q in I are thinly homotopic, but if tr(p) = tr(q),
then p and q are not strongly homotopic.
4.2. Subcovers
We are now prepared to study subcovers. A mapping f :Y → X of locally path
connected spaces is defined to be a subcovering (and Y a subcover) if there exists a
topological embedding i :Y → X̂ and a covering f ′ : X̂ → X such that the following
diagram commutes:
Y
i
f
X̂
f ′
X
We call f ′ : X̂→ X an extension to a cover (though we should officialy refer to the pair
(i, f ′) as the extension). The extension need not be unique, but it is straightforward to
see that if f : (Y, y)→ (X,x) is a based subcover, then we may take X̂ to be the cover
associated to f (π1(Y, y)) (see the proof of the next theorem).
We now describe subcovers, intrinsically. Recall that a map f :Y →X is called a local
homeomorphism if, for each y ∈ Y , there is an open neighborhood U of y such that f (U)
is open and f :U → f (U) is a homeomorphism; natural examples include coverings.
Theorem 4.6. A map f :Y →X is a subcovering if and only if :
(1) f :Y → f (Y ) is a local homeomorphism;
(2) if p is a path in Y with fp null homotopic (in X), then p(0)= p(1).
Proof. Suppose f ′ : Ŷ → X is an extension to a cover (we view Y ⊆ Ŷ ). Since f ′ is a
local homeomorphism, it easily follows f :Y → f (Y ) is as well. For (2), if fp is null
homotopic, then, by the homotopy lifting property of covers, p is null homotopic in Ŷ
(though it need not be in Y ) and hence is a loop.
For the converse, fix a point y0 ∈ Y and let x0 = f (y0). Let f ′ : (Ŷ , ŷ0) → (X,x0)
be the covering associated to f (π1(Y, y0)). Then, by lifting f to (Ŷ , ŷ0), we obtain a
mapping i : (Y, y0) → (Ŷ , ŷ0). We show that i is injective. Suppose i(y1) = i(y2). Let
pj : (I,0,1)→ (Y, y0, yj ), j = 1,2, be paths. Then
i
([p2]h)i([p1]h) ∈ π1(Ŷ , ŷ0)
so, by choice of (Ŷ , ŷ0), there is a loop p at y0 such that
f
([p]h)= f ([p2]h)f ([p1]h).
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Thenf
([
p2(pp1)
]
h
)= f ([p2]h)f ([p2]h)f ([p1]h)f ([p1]h)= [1f (y2)]h
so, by assumption, p2(pp1) is a loop (at y2), whence y1 = y2.
It remains to show i :Y → i(Y ) is an open map. Let y ∈ Y , y ′ = i(y), and x = f (y).
Since f ′ is a local homeomorphism, there is an open neighborhood U of y ′ in Ŷ so
that f ′ :U → f ′(U) is a homeomorphism with f ′(U) open in X. By continuity, and
since f :Y → f (Y ) is a local homeomorphism, there is an open neighborhood V of y
contained in i−1(U) such that f |V is a homeomorphism with f (V ) an open subset of
f (Y ). It suffices to show i|V is an open map to U ∩ i(Y ). But f ′|Ui|V = f |V , whence
i|V = (f ′|U)−1|f (V )f |V and is therefore open. ✷
We note that condition (2) holds if and only if f :µ1(Y )→µ1(X) has the property that
each element mapping to an idempotent belongs to a local monoid.
The following lemma solves the path lifting problem for subcovers.
Lemma 4.7 (Path lifting). Let f : (Y, y)→ (X,x) be a subcovering and p : (I,0)→ (X,x)
be a path. Then there exists p˜ : (I,0)→ (Y, y) such that f p˜ = p if and only if [pp] ∈
f (µ1(Y, y)). Moreover, p˜ is unique when it exists.
Proof. Let f ′ : (Ŷ , y)→ (X,x) be an extension to a covering (we view Y ⊆ Ŷ ) and let
p˜ : (I,0)→ (Ŷ , y) be the lift of p. If [pp] ∈ f (µ1(Y, y)), then there is a path q : I → (Y, y)
such that f ([q])= [pp]. By Proposition 4.1, it follows that p˜p˜ ∼s q in Ŷ from which we
deduce, by Proposition 3.4, that tr(p˜)= tr(p˜p˜)= tr(q)⊆ Y . The converse is trivial.
Uniqueness follows from the corresponding result for covers. ✷
We now solve the lifting problem for subcovers. The solution is completely analogous
to the case of coverings.
Theorem 4.8 (Lifting theorem). Let f : (Y, y)→ (X,x) be a subcovering and g : (Z, z)→
(X,x) be a continuous mapping with Z locally path connected. Then there is a lift
g˜ : (Z, z)→ (Y, y) of g if and only if g(µ1(Z, z))⊆ f (µ1(Y, y)). Moreover, g˜ is unique.
Proof. Necessity is clear, we prove sufficiency. Let f ′ : (Ŷ , y)→ (X,x) be an extension
to a covering; we again assume Y ⊆ Ŷ . It is easy to see g(π1(Z, z)) ⊆ f (π1(Y, y)) ⊆
f ′(π1(Ŷ , y)), so the usual theorem from covering space theory implies there is a lift
g˜ : (Z, z) → (Ŷ , y) of g. We now show g˜(Z) ⊆ Y . Let z′ ∈ Z and let p : (I,0,1) →
(Z, z, z′) be a path. Then [pp] ∈ µ1(Z, z) so g([pp]) ∈ f (µ1(Y, y)). Thus, by Lemma 4.7,
there is a lift p˜ : (I,0)→ (Y, y) of gp. But then g˜p and p˜ are lifts to (Ŷ , y) of gp, so, by
the uniqueness of path lifting, p˜ = g˜p whence
g˜(z′)= g˜p(1)= p˜(1) ∈ Y.
Uniqueness follows from the usual result for covers. ✷
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One can define the deck translations of a subcover as the self-homeomorphisms
commuting with the projection. Exactly as in the case of covering spaces, we may deduce
the following.
Corollary 4.9. Let f :Y →X be a subcovering. Then the deck transformations act freely.
Suppose f (y)= f (y ′). Then there is a deck transformation h : (Y, y)→ (Y, y ′) if and only
if f (µ1(Y, y))= f (µ1(Y, y ′)).
We now wish to express the relationship between subcovers and closed inverse
submonoids, the goal being to prove a classification theorem for such.
First we need to study the semilattice E(µ1(X,x)). We begin with some algebraic
considerations, followed by a topological translation. The reader is invited to refer back
to Subsection 2.2 on closed inverse submonoids.
Let p : (X˜, x˜) → (X,x) be the universal cover. Consider the partially ordered set
Ex consisting of all (path connected) subspaces of X˜ containing x˜ , ordered by reverse
inclusion. Since Ex admits arbitrary unions (meets), it easily follows that (Ex,⊇) is a
complete lattice. We show that Ex is a completion of E(µ1(X,x)).
For a path q : (I,0) → (X,x), we use q˜ : (I,0) → (X˜, x˜) to denote its lift. By
Theorem 4.4, if q1, q2 are null homotopic loops at x then [q1] [q2] if and only if tru(q)⊇
tru(q2). It follows that the induced map (abusing notation) tru :E(µ1(X,x))→ Ex is a
well-defined order embedding. Recall that an order embedding is a map f :P → Q of
partially ordered sets such that f (p)  f (p′) if and only if p  p′. To see tru preserves
meets, suppose that q1 and q2 are null homotopic; then q˜1q2 = q˜1q˜2 whence tru(q1q2)=
tru(q1) ∪ tr(q2). Clearly, the maximum of both Ex and E(µ1(X,x)) is tru(1x) = {x˜}. It
remains to show Ex is generated by E(µ1(X,x)). Indeed, if C ⊆ X˜ is path connected and
contains x˜ , then, for each c ∈ C, there is a path qc : (I,0,1)→ (C, x˜, c). It is then clear
that
C =
⋃
c∈C
tr(qcqc)=
∧
c∈C
tru
(
p
([qcqc])).
We define Dx to be the subset of Ex consisting of those subspaces containing x˜ which
are locally path connected. The (Ex,Dx)-closed inverse submonoids of µ1(X,x) will turn
out to classify the subcovers.
In topological terms, a closed inverse submonoid N of µ1(X,x) is (Ex,Dx)-closed if
and only if the following holds:
(1) if p is a null homotopic loop at x such that tru(p) can be covered by sets of the form
tru(q) with [q] ∈E(N), then [p] ∈E(N);
(2) ⋃[p]∈E(N) tru(p) is locally path connected.
It is trivial to see that any full closed inverse submonoid is (Ex,Dx)-closed.
Proposition 4.10. Suppose f ′ : (Ŷ , y)→ (X,x) is a covering, p : (X˜, x˜)→ (X,x) is the
universal cover, and p2 : (X˜, x˜)→ (Ŷ , y) is the unique covering such that f ′p2 = p. Let Y
be a path connected subspace of Ŷ containing y and f : (Y, y)→ (X,x) be the restriction
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of f ′. Let Z be the path component of p−1(Y ) containing x˜. Then Z =∧E(f (µ1(Y, y)))2
and p2(Z)= Y .
Proof. Let z ∈ Z and q : (I,0,1)→ (Z, x˜, z) be a path. Then p([qq]) ∈ E(f (µ1(Y, y)))
and z ∈ tr(qq)= tru(p([qq])). Thus Z ⊆∧E(f (µ1(Y, y))). Suppose
z ∈
∧
E(f (µ1(Y, y))).
Then there is a path q : (I,0,1)→ (Y, y, y) such that f q is null homotopic and z ∈ tr(q˜)
where q˜ : (I,0)→ (X˜, x˜) is the lift of q . We deduce z ∈ Z by definition of Z.
To prove the last statement, suppose y ′ ∈ Y . Then there is a path q : (I,0,1) →
(Y, y, y ′). By lifting this path to (X˜, x˜), we get a path q˜ : I → Z. It follows y ′ = p2(q˜(1)) ∈
p2(Z). ✷
The following theorem generalizes many of the standard results on coverings to our
context.
Theorem 4.11. Let f : (Y, y)→ (X,x) be a subcovering.
(1) f (µ1(Y, y)) is an (Ex,Dx)-closed inverse submonoid of µ1(X,x).
(2) The (Ex,Dx)-closed inverse submonoids of the form f (µ1(Y, y ′)) with y ′ ∈ f−1(x)
are exactly the conjugates of f (µ1(Y, y)).
(3) f−1(x) is in bijection with the set of right ω-cosets of f (µ1(Y, y)).
Proof. For (1), let M = f (µ1(Y, y)). Suppose [p] ∈ µ1(Y, y) and [q] ∈µ1(X,x) are such
that [q] f ([p]). Let f ′ : (Ŷ , y)→ (X,x) be an extension of f to a covering (we view
Y ⊆ Ŷ ) and let q˜ : (I,0)→ (Ŷ , y) lift q . Then [ q˜ ]  p by Proposition 4.1 and so q˜ is a
loop at y and tr(q˜)⊆ tr(p)⊆ Y by Proposition 3.4. Therefore, q˜ is in fact a loop at y in Y
and so [q] = f ([ q˜ ]) ∈M . We conclude M is a closed inverse submonoid.
To see that M is an (Ex,Dx)-closed inverse submonoid, suppose p and p2 are as in
Proposition 4.10. Then, by the selfsame proposition, the path component Z of p−12 (Y )
containing x˜ is
∧
E(M). Suppose [q] ∈ E(µ1(X,x)) with [q] ∧E(M). Then letting
q˜ : (I,0,1)→ (X˜, x˜, x˜) be the lift of q , we see that q˜ : I → Z, whence p2q˜ : (I,0,1)→
(Y, y, y). It follows [q] = f ([p2q˜]) ∈ E(M). It remains to show∧E(M) ∈Dx , that is, Z
is locally path connected. But since p2 is a local homeomorphism, it follows p2 :Z→ Y is
a local homeomorphism and so Y locally path connected implies Z locally path connected.
We now prove (2). Suppose y ′ ∈ f−1(x) and let r : (I,0,1)→ (Y, y, y ′) be a path. Set
N = f (µ1(Y, y ′)). Then f ([r])Mf ([r])⊆N and f ([r])Nf ([r])⊆M; thus M and N are
conjugates.
Conversely, suppose M is conjugate to a closed inverse submonoid N . Suppose
[r]M[r] ⊆ N and [r]N[r] ⊆ M . Since [1x] ∈ N , [rr] ∈ M so, by Lemma 4.7, there
exists r˜ : (I,0)→ (Y, y) lifting r . Let y ′ = r˜(1); we show N = f (µ1(Y, y ′)). Indeed, if
[α] ∈ N , then [r][α][r] ∈M; say [r][α][r] = f ([β]). Then [r˜(βr˜)] ∈ µ1(Y, y ′), whence
[r][r][α][r][r] ∈ f (µ1(Y, y ′)). But [α]  [r][r]α[r][r], so [α] ∈ f (µ1(Y, y ′)), the latter
being closed.
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Suppose [α] ∈ µ1(Y, y ′). Then [r˜αr˜] ∈ µ1(Y, y) and so [r]f ([α])[r] ∈ M . It fol-
lows [r][r]f ([α])[r][r] ∈ N , whence f ([α]) ∈ N (N being closed and f ([α]) 
[r][r]f ([α])[r][r]).
For (3), let y ′ ∈ f−1(y) and r : (I,0,1)→ (Y, y, y ′). We claim(
Mf
([r]))↑ = {f ([q]) | q : (I,0,1)→ (Y, y, y ′)}.
First note that f ([rr]) ∈M , so K = (Mf ([r]))↑ is a valid right ω-coset. If q : (I,0,1)→
(Y, y, y ′), then f ([qr])f ([r]) ∈ Mf ([r]) and f ([q])  f ([q(rr)]), so f ([q]) ∈ K .
Conversely, suppose [q] ∈K . Then [q] f ([m])f ([r]) with [m] ∈µ1(Y, y), hence
[qq] f ([m])f ([rr])f ([m]) ∈M.
SinceM is closed, it follows [qq] ∈M . Now, by Lemma 4.7, there exists q˜ : (I,0)→ (Y, y)
lifting q . By Proposition 4.1, [q˜] [mr] in Ŷ , whence q˜(1)=mr(1)= y ′.
Suppose now K = (M[r])↑ is a right ω-coset. Then [rr] ∈M whence, by Lemma 4.7,
there is a lift r˜ : (I,0)→ (Y, y) of r . Since distinct right ω-cosets are disjoint, K must be
the right ω-coset associated (as in the above paragraph) to r˜(1). The result follows. ✷
In fact, using the elements of the above proof, one can show, analogously to the case of
the fundamental group, that µ1(X,x) acts, via partial bijections, on the right of f−1(x) by
defining, for y ′ ∈ f−1(x),
y ′ · [α] =
{
α˜(1) if there exists a lift α˜ : (I,0)→ (Y, y ′),
undefined otherwise.
The above right ω-coset decomposition of the fiber then follows from the classical
theory of inverse monoid actions [19,17,12]. Moreover, the deck transformations induce
automorphisms of the action of µ1(X,x) on f−1(x).
We are almost ready to prove our second main result: the classification theorem for
subcovers. First we need the following easy lemma.
Lemma 4.12. Let q : I →X be a path. Then [qtqt ] [qq] for all t ∈ I .
Proof. Define rt (s)= q(t + (1− t)s); then [qq] = [qtrt rt qt ] [qtqt ]. ✷
Theorem 4.13 (Classification Theorem). The category of based subcovers of (X,x) (and
their morphisms) is isomorphic to the partially ordered set of (Ex,Dx)-closed inverse
submonoids of µ1(X,x). Moreover, subcovers are in bijection with conjugacy classes of
(Ex,Dx)-closed inverse submonoids.
Proof. The result will follow immediately from Theorems 4.8 and 4.11 once we prove the
following existence result: for each (Ex,Dx)-closed inverse submonoid N of µ1(X,x),
there exists a subcovering f : (Y, y)→ (X,x) such that f (µ1(Y, y))=N .
Let η :µ1(X,x)→ π1(X,x) be the canonical surjection; it is easily verified that η(N)
is a subgroup of π1(X,x). Let f ′ : (Ŷ , y)→ (X,x) be the associated covering. Let Y be
the subspace of Ŷ consisting of all y ′ ∈ Ŷ such that there is a path q : (I,0,1)→ (Ŷ , y, y ′)
with f ′([qq]) ∈ N . Observe that y ∈ Y since [1x] ∈ N . We proceed to show Y is path
connected.
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Let y ′ ∈ Y and let q : (I,0,1) → (Ŷ , y, y ′) be a path with f ([qq]) ∈ N . Then, by
Lemma 4.12, [qtqt ]  [qq] for all t ∈ I . Since N is closed, we see that f ([qtqt ]) ∈ N
all t ∈ I ; we conclude tr(q)⊆ Y by definition of Y .
Let f : (Y, y) → (X,x) be the restriction of f ′; it remains to be proved that
f (µ1(Y, y))=N and that Y is locally path connected.
Suppose [q] ∈ N . Then [q]h ∈ η(N) so if q˜ : (I,0)→ (Ŷ , y) is a lift, then q˜(1) = y .
For all t ∈ I , q˜t is the unique lift of qt to Ŷ at y; furthermore, [qtqt ]  [qq] ∈ N
by Lemma 4.12. Hence tr(q) ⊆ Y (by construction of Y ) from which we deduce [q] ∈
f (µ1(Y, y)).
Suppose [q] ∈ µ1(Y, y), we show that f ([q]) ∈ N . By choice of Ŷ , η(f ([q])) ∈ η(N),
so there exists [n] ∈ N with f q ∼h n. Using that f ([q])[n] must then be an idempotent,
we have that[
f
([q])] f ([q])f ([q])[n].
Since N is closed, it suffices to prove that f ([qq]) ∈ E(N). In other words, we may
assume, without loss of generality, that q is null homotopic. We shall now make use of
the fact that N is (Ex,Dx)-closed.
By definition of Y , for every t ∈ I , there exists a path r(t) : (I,0,1) → (Ŷ , y, q(t))
with f ′([r(t)r(t)]) ∈ N . By choice of Ŷ , there exists [n] ∈ N (dependent on t) such
that f ([qt r(t)]h) = [n]h. Let n˜ : (I,0)→ (Ŷ , y) lift n; note that n˜ must be a loop. Then
f ′([(n˜r(t))(n˜r(t))]) ∈ N and qt n˜r(t) is null homotopic in Ŷ . Thus replacing r(t) with nr(t),
we may assume that qt r(t) is null homotopic in Ŷ .
Let p and p2 be as in Proposition 4.10 and suppose q˜, r˜(t) : (I,0)→ (X˜, x˜) are the
lifts of q and r(t), respectively. Then, since qt r(t) is null homotopic in Ŷ , q˜(t)= r˜(t )(1). It
follows tru(q) is covered by the sets tru(r(t)r(t)). Since f ′([r(t)r(t)]) ∈N , it follows, using
that N is (Ex,Dx)-closed, that f ([q]) ∈N . We conclude that N = f (µ1(Y, y)).
By Proposition 4.10, the path component Z of p−12 (Y ) containing x˜ is
∧
E(N) ∈ Dx
and hence is locally path connected; moreover, that proposition states that p2|Z :Z→ Y
is onto. Since p2 is a covering, it follows p2|Z :Z → Y is a local homeomorphism. We
conclude Y is locally path connected. ✷
It is straightforward to see, say by the construction in the above proof, that the converse
of Theorem 4.3 holds: namely if N is a full closed inverse submonoid, then the associated
subcover is a cover. Thus coverings are classified by the full closed inverse submonoids of
µ1(X,x). We mention that the above proof and the proof of Theorem 4.11 show that the
(Ex,Ex)-closed inverse submonoids are precisely those inverse submonoids of µ1(X,x)
which are of the form f (µ1(Y, y)) where Y is a path connected subspace of a covering and
f is the restriction of the covering. However, without assuming local path connectedness,
Theorem 4.8 does not apply to prove uniqueness.
5. Computational tools and examples
We now present some techniques to help compute the fundamental inverse monoid,
followed by some examples.
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5.1. Homotopy equivalenceWe begin by determining the relationship between the fundamental inverse monoids of
homotopy equivalent spaces. We say that inverse monoids M and N are co-measurable if
there are idempotent pure homomorphisms ϕ :M→N and ψ :N →M such that ϕ and ψ
induce inverse isomorphisms on the maximal group image.
Proposition 5.1. Let f :Y →X be a π1-injective map. Then the induced homomorphism
f :µ1(Y, y)→µ1(X,f (y)) is idempotent pure for all y ∈ Y .
Proof. Suppose p is a loop at y such that f ([p]) is an idempotent. Then fp ∼h 1f (y) and
so, since f is π1-injective, p∼h 1y , whence [p] is an idempotent. ✷
Corollary 5.2. Suppose f : (Y, y)→ (X,x) is a homotopy equivalence relative to base
points. Then µ1(Y, y) and µ1(X,x) are co-measurable for all y ∈ Y .
Proof. Let g : (X,x)→ (Y, y) be a homotopy inverse to f (relative to base points). Then
it is standard that f and g induce inverse isomorphisms of the fundamental groups. By
Proposition 5.1, we see that f and g induce idempotent pure maps. ✷
A similar argument shows:
Corollary 5.3. SupposeX is a strong deformation retract of Y . Then, for all x ∈X, there is
a maximal group image preserving, idempotent pure retraction f :µ1(Y, x)→µ1(X,x).
One can similarly show that if X is a CW-complex, T is a maximal tree in X, and
Y = C/T , then there is a maximal group image preserving, idempotent pure surjection
f :µ1(X,x)→µ1(Y, [x]) where T is contracted to x via a homotopy fixing x .
5.2. The P -representation
We now give another description of µ1(X,x). In terms of classical inverse semigroup
theory, this will be none other than its P -representation [14,9,17]. One should compare the
result with the construction in [11,3].
Let (X,x) be a pointed topological space and p : (X˜, x˜)→ (X,x) be its universal cover.
Set M = µ1(X,x). Let CX be the partially ordered set of all path connected subspaces
of X˜, which contain a point of p−1(x), ordered by reverse inclusion. If G is the group
of deck transformations of X˜ (which can be identified with π1(X,x)), then G acts via
order isomorphisms on the left of CX by g · C = {g · c | c ∈ C} for C ∈ CX . Since
G acts transitively on p−1(x), it easily follows that CX = G · Ex . We saw before that
we can view E(M) as a subset of Ex . Let C(M) = G · E(M)—C(M) consists of all
traces of paths in X˜ containing a vertex of p−1(x). Since E(M) consists of exactly those
elements of C(M) which contain x˜, it follows that E(M) is an order ideal in C(M) (that is
C ⊇ C′ ∈ E(M) implies C ∈ E(M)). Moreover, for every g ∈G, there exists C ∈ E(M)
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such that g−1 · C ∈ E(M). Indeed, if q : (I, x)→ (X,x) represents the element g, then
C = tru(qq) ∈E(M) and x˜ ∈ g−1 ·C, so g−1 ·C ∈E(M).
If G is any group acting on a partially ordered set C with an order ideal E, which
is a meet-semilattice with maximum, such that: G · E = C and, for each g ∈ G, there
exists e ∈ E with g−1 · e ∈ E, then (C,E,G) is called a McAlister Triple. One can then
construct [14,9,17] an inverse monoid, called a P -semigroup,
P(C,E,G)= {(e, g) ∈E ×G | g−1 · e ∈E}
with multiplication:
(e1, g1)(e2, g2)= (e1 ∧ g1e2, g1g2)
and involution (e, g) = (g−1 · e, g−1). The natural partial order is given by (e1, g1) 
(e2, g2) if and only if g1 = g2 and e1  e2. Intuitively, this is a semidirect product of E
with G via the partial action of G on E. The inverse monoid P(C,E,G) is E-unitary with
maximal group image G (via the projection). Conversely, all E-unitary inverse monoids
can be obtained in this way [14,9].
In our case, P(C(M),E(M),G) can be described explicitly. It consists of all pairs
(C,g) with g a deck transformation and C the trace of a path in X˜ containing x˜ and g · x˜.
The product can be described by
(C1, g1)(C2, g2)= (C1 ∪ g1 ·C2, g1g2)
and the inverse by (C,g)= (g−1 ·C,g−1). It is simple to see that (C,g) (C′, g′) if and
only if g = g′ and C ⊇ C′.
The following result is then a straightforward application of Theorem 4.4.
Theorem 5.4. Let p : (X˜, x˜)→ (X,x) be the universal cover. The mappingψ :µ1(X,x)→
P(C(µ1(X,x)),E(µ1(X,x)),π1(X,x)) defined by ψ([q])= (tru(q), [q]h) is an isomor-
phism.
We again setG= π1(X,x). The algebraic structure ofµ1(X,x), in the classical sense of
semigroup theory, can be obtained easily from the P -representation. Since (C,g)(C,g)=
(C,1), we see that (C,g)R(C′, g′) if and only if C = C′. Hence theR-class of (C,g) (see
the preliminaries for the definition) consists of all pairs (C,g) where C ∩ g−1 · C = ∅.
Recall that an action of a group G on a topological space Y is said to be properly
discontinuous if, for each compact set C, the set {g | C ∩ g · C = ∅} is finite. It is well
known [20] that if X is Hausdorff, then the action of the fundamental group G on the
universal cover is properly discontinuous. It follows that if X is Hausdorff then the R-
classes of µ1(X,x) are finite and hence µ1(X,x) is residually finite. Also the maximal
subgroups (which are the H-classes of idempotents) are finite in this situation. So if G is
torsion-free, µ1(X,x) is combinatorial. It is not hard to verify that the maximal subgroup
with identity (C,1) is the group {(C,g) | g ·C = C}.
Using Proposition 4.10, standard facts about deck transformations, and the proofs of
Theorems 4.11 and 4.13, it is simple to show that (Ex,Dx)-closed inverse submonoids N
of M = µ1(X,x) are in bijection with pairs (Z,H) where Z ∈Dx , H is a subgroup of G,
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and Z is H -invariant. The (Ex,Dx)-closed inverse submonoid corresponding to (Z,H)
is
N = {(C,h) ∈ P (C(M),E(M),G) | C ⊆Z, h ∈H};
the associated subcover is the image of Z in the covering associated to H . Conversely,
suppose N is an (Ex,Dx)-closed inverse submonoid. Set H = η(N) (where η :M →G is
the canonical surjection) and Z =∧E(N). It is easy to check that Z is H -invariant and
that the associated subcover is, again, the image of Z in the covering associated to H . We
invite the reader to make a comparison with the combinatorial situation considered in [3].
We mention thatµ1(X,x) embeds naturally in P(CX,Ex,G). Moreover,P(CX,Ex,G)
is an E-unitary completion of µ1(X,x) in the usual sense of inverse semigroup theory [9]
and the inclusion preserves maximal group images. From an algebraic point-of-view, this
justifies the consideration of (Ex,Dx)-closed inverse submonoids.
We now give a topological interpretation of the existence of a minimum idempotent
in µ1(X,x); this will enable us to show that the fundamental inverse monoids of vari-
ous spaces are distinct. Recall that a path q in a space Y is called a space-filling curve if
tr(q)= Y .
Theorem 5.5. Suppose X is a topological space and p : (X˜, x˜)→ (X,x) is its universal
cover. Then X˜ admits a space-filling curve if and only if µ1(X,x) has a minimum
idempotent [e]. In this case,
J = {[q] | tru(q)= X˜}
is the minimal ideal of µ1(X,x); moreover, J ∼= π1(X,x) with [e] as the identity.
Proof. Let M = µ1(X,x). Suppose first that X˜ admits a space-filling curve. Since X˜ is
path connected, there is a space-filling curve r , which is a loop at x˜. By Theorem 4.4,
[e] = p([r]) is the minimum idempotent. It is clear that the set J considered above is an
ideal containing [e]. Suppose q1, q2 : (I,0)→ (X˜, x˜) are space-filling curves. From The-
orem 4.4, it follows that the two elements p([q1]) and p([q2]) are equal if and only if
q1(1) = q2(1) if and only if pq1 ∼h pq2. Also, using that X˜ is path connected, for any
z ∈ X˜, there is a space-filling curve q : (I,0,1)→ (X˜, x˜, z). It follows that J ∼= π1(X,x)
and hence is a subgroup with identity [e]. Clearly J is an ideal. Suppose J ′ is an ideal of
M . If [s] ∈ J ′, then [s][e] ∈ J ∩ J ′, whence J ⊆ J ′ (as J is a simultaneously an ideal and
a subgroup).
Suppose now that [e] is a smallest idempotent and let q˜ : (I,0)→ (X˜, x˜) be its lift.
Suppose z ∈ X˜. Let r : (I,0,1)→ (X˜, x˜, z) be a path. Then [e]p([rr])  [e], so [e] =
[e]p([rr]). By Theorem 4.4, it follows tru(q)= tr(q˜(rr)) and so z ∈ tru(q). We conclude
q˜ is space-filling. ✷
In the case X is Hausdorff (and so the D-classes are finite), µ1(X,x) has a minimum
idempotent if and only if it has a minimal ideal.
5.3. Computations
The easiest example is the fundamental inverse monoid of a point; this is, of course, the
trivial monoid.
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We now show that the fundamental inverse monoid of a non-simply connected CW-
complex (at a vertex) is non-Abelian. Since contracting a maximal tree in the 1-skeleton
to this vertex induces an idempotent pure retraction of fundamental inverse monoids, it
suffices to consider the case of a CW-complexX with a single vertex x . ThenG= π1(X,x)
is generated by the set of edges of X. Consider the submonoid M(G) of µ1(X,x) which
consists of strong homotopy classes of edge paths (paths corresponding to combinatorial
paths in the 1-skeleton). It is easy to see that M(G) is precisely the inverse monoid
associated to X in [3]. In particular, if X is a bouquet of circles, then M(G) is a free
inverse monoid on the edge set of X. Inverse monoids of the form M(G) are known to be
non-Abelian if G is non-trivial. To give a proof, suppose (Y, y) is the universal cover of
(X,x). Then the 1-skeleton of Y is the Cayely graph of G with respect to the edge set of
X (we can take y = 1). Suppose a is an edge of X which does not represent 1 in G. Then
a does not lift to a loop at 1 in Y . Hence there is a lift of a going from 1 to [a] = 1 and a
lift of a going from [a] = 1 to 1 and these edges are different. Therefore the edge paths aa
and aa are not strongly homotopy equivalent (their lifts to the universal cover do not have
the same image). In conclusion a and a do not commute.
Suppose X is one the following spaces: (0,1), [0,1], or (0,1]. Since X is simply
connected, for x ∈ X, µ1(X,x) is the semilattice of traces of paths in X containing x .
These are exactly the closed intervals containing x; so µ1(X,x) is the semilattice of
closed intervals containing x with union as the operation. In fact, it is not difficult to
see, using Theorem 4.4, that Arr(µ1(X)) is equal to the set of triples (x, J, y) were J
is a closed interval in X containing x and y . The product is given by (x, J, y)(y, J ′, z)=
(x, J ∪ J ′, z); the inverse is given by (x, J, y)= (y, J, x).
We now show that none of these spaces have isomorphic fundamental inverse monoids
(at any point). Indeed, let x ∈ [0,1]. Then the closed interval [0,1] is the minimum element
of the semilattice µ1([0,1], x). On the other hand, no fundamental inverse monoid of
(0,1) or [0,1) has a minimum element. Suppose x ∈ [0,1). Then the element [0, x] of
µ1([0,1), x) has the property that the set of elements below it is totally ordered (in fact,
order isomorphic to R). No fundamental inverse monoid of (0,1) has such an element.
Thus the fundamental inverse monoid can distinguish these contractible spaces.
We observe that µ1([0,1),0) µ1([0,1), x) for any other point x since the former is a
totally ordered semilattice, while the latter is not.
We now show that none of the above spaces has isomorphic fundamental inverse monoid
to that of Rn (irregardless of base point) or Sn, n 2. To prove this, we first observe that if
X is any of the three spaces considered in the above paragraph and x ∈X, then µ1(X,x)
has the following property: if e, f, g ∈ µ1(X,x), then efg is equal to one of ef , fg, or eg;
indeed if J , K , and L are closed intervals containing x with the left endpoint of J least
amongst left endpoints and the right endpoint of K greatest amongst right endpoints, then
J ∪K ∪L= J ∪K . However, for Y any of Rn or Sn, n 2, we can easily find three loops
at any point y , any two of which intersect only at y . The product of the corresponding three
classes in µ1(Y, y) cannot be written as a product of two of them.
Observe that since Sn admits a space-filling curve andRn does not, we may deduce from
Theorem 5.5 that µ1(Rn, x) µ1(Sn, y) for any x and y . In conclusion, the fundamental
inverse monoid can distinguish any of the simply connected spaces considered above.
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We also mention, again by considering space-filling curves, that the fundamental inverse
monoid can distinguish between an open ball and a closed ball in Rn.
It is interesting that the fundamental inverse monoid can detect branching phenomena.
As an example, suppose Γn (n  2) is the tree consisting of a root vn and n branches
(edges with common origin vn, each edge is assumed to be isometric with I ). We show that
the various Mn = µ1(Γn, vn) are not isomorphic. These inverse monoids are semilattices.
Elements are unions of closed intervals containing vn from each of the edges. It is clear
then that in Mn the product of n or more elements is always the same as the product of at
most n of these elements (choose for each branch visited, the element that goes furthest
along the branch). However there is a product of n elements which cannot be written as
a product of a smaller subset of these elements (choose n paths in Γn each going down a
different branch). In some sense, the fundamental inverse monoid is measuring the number
of branches at the root. This example shows that the dependence on the base point is in
fact a “feature” and not a “bug”. We remark that if one tries different base points, one still
cannot get isomorphisms between the fundamental inverse monoids of these spaces.
We now consider µ1(S1, x). This monoid is independent of x since the group of self-
homeomorphisms of S1 acts transitively. Let p : (R,0)→ (S1, x) be the universal covering;
it is convenient to regard S1 as R/Z. By Theorem 5.4 and the arguments used above for
(0,1), it follows that the elements of µ1(S1, x) correspond to pairs (J,n) with J a closed
interval of R such that 0, n ∈ Z ∩ J . The product is given by (J,n)(K,m) = (J ∪ (n +
K),n+m); the inverse is given by (J,m)= (−m+ J,−m). One can easily show, using
Theorem 4.4, that Arr(µ1(S1)) consists of all triples (x, J, y) with x ∈ [0,1), y ∈ R, and
J a closed interval in R containing x and y; ι(x, J, y)= x mod Z, τ (x, J, y)= y mod Z;
(x, J, y)= (m+y,m+J,m+x)wherem is the unique integer with m+x, m+y ∈ [0,1).
If x, y ∈ [0,1), (x, J,m+ y)(y,K, z)= (x, J ∪ (m+K),m+ z).
Let Y be either a Möbius band M or an annulus A. We show that µ1(Y, y) is not
isomorphic to µ1(S1, x) for any points y and x . Since these spaces are all homotopy
equivalent, they cannot be distinguished by their fundamental groups. The remark after
Theorem 4.3 shows that E(µ1(S1, x))= µ1(R, x). On the other hand, the universal cover
of Y is an infinite bandB . As was the case withR2, one can find three elements of µ1(B, z)
whose product is not equal to the product of any two of them. It follows that E(µ1(Y, y))
is not isomorphic to E(µ1(S1, x)).
We conjecture that µ1(M,x)µ1(A,y) for any x or y , though we have no proof. The
intuition is that while both spaces have the same fundamental group and the same universal
cover, the actions by deck transformations are very different. For two P -semigroups (over
the same group) to be isomorphic, one needs an isomorphisms of partially ordered sets
respecting the actions of the group (which seems unlikely in this case).
Appendix A
Since this paper first became available in preprint form, we have (in collaboration with
various authors) found ways to generalize the approach of this paper. In joint work with
Pedro Resende, we define higher-dimensional inverse homotopy monoids. These turn out
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to be E-unitary Abelian inverse monoids which are modules over the fundamental inverse
monoid. We expect exact sequence results like in the homotopy group case.
The author has also come up with a homology theory for pointed spaces where the chain
complexes are in the Abelian category of commutative inverse monoids whose semilattice
of idempotents are the idempotents of the fundamental inverse monoid. We expect this
homology theory to relate to the higher homotopy inverse monoids as in the classical
case. In particular the Abelianization of the fundamental inverse monoid will be the first
homology inverse monoid.
In work with Roger Picken, we generalize the fundamental inverse category to
higher-dimensional “co-bordism” categories. A path is a singular co-bordism between
0-manifolds. We explore higher-dimensional analogs in a way which assigns to most
groupoids studied in topology a companion inverse category. In particular, we can associate
an E-unitary inverse category with every topological groupoid with connected τ -fiber.
The results of this paper can be generalized to obtain the strong thin homotopy inverse
category by replacing homotopy with thin homotopy throughout.
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