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Abstract
In this paper, we explore the planar near-rings to build BIBDs (Balanced Incomplete Block Designs) which is an important tool
in the field of the theory of error-correcting code. Our purpose is to supply a program which determines BIBDs and their incidence
matrices from a finite field, what gives us the possibility of choosing the best BIBD among the BIBDs obtained according to the
values of its parameters.
© 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of Taibah University. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1.  Introduction
From the very definition of a near-ring, a left near-ring
is an algebraic structure (N, + , ·) on a nonempty set N
with two inner operations ‘+’ and ‘·’, such that (N, +) is
a group not necessarily abelian and (N, ·) is a semigroup
satisfying the left distributive law x · (y  + z) = x ·  y  + x  ·  z
for all x, y, z  ∈  N. A left near-ring N  is called zero symmet-
ric if 0 ·  x = 0 for all x  ∈  N  (recalling that left distributivity
yields x ·  0 = 0). For any group (N, +), Aut(N, +) denotes
the set of automorphisms of (N, +). A nontrivial subgroup∗ Corresponding author. Tel.: +212 660621860.
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  ⊆  Aut(N, +) is called a regular group of Aut(N, +), if
φ(x) = x  implies x  = 0 for any nontrivial element φ of   .
In this paper, unless otherwise specified, we will use the
word near-ring to mean zero symmetric left near-ring and
denote xy  instead of x ·  y. For a near-ring (N, + , ·), we can
define an equivalence relation R on N  by aRb  if and only
if ax  = bx  for all x ∈ N. In this case, we say that a  and b
are equivalent multipliers. A near-ring with at least three
equivalence classes is planar if two lines define a unique
point; that is, if x ·  a  = x ·  b  + c  has a unique solution x ∈  N,
for every inequivalent pair (a, b).
A clear condition has been proved to pose on a
near-ring by planarity. To begin, planar near-rings are
characterized with visible ideal structures comparing
them to general near-rings. For this reason, planar near-
rings have been improved as a result of being applied
to geometry, combinatorics, coding theory and cryp-behalf of Taibah University. This is an open access article under the
tography. For more details see [1–4] documents. As
for coding theory, it emerged out pursuing the leaflet
of Claude Shannon’s seminal 1948 paper. According
to “mathematical theory of communication [5]”, it is
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onceivable to rejoice both worlds: good error correc-
ion and a fast transmission rate. Accurately, Shannon’s
heorem portrays the best potential error correction of a
ode specified certain parameters. However, what makes
his difficult is that Shannon’s theorem does not show
s how to set like these superb codes. The use of planar
ear-ring to construct BIBDs dates back to Ferrero’s and
lay’s paper [6,7].
.  Planar  near  rings  and  BIBD
The construction of planar near-ring is known as the
erroro planar near-ring factory. However, we recall the
ollowing definition of a Ferrero pair.
eﬁnition  1.  Let (N, +) be a group. (N, +) is called Fer-
oro pair, if there exists a nontrivial subgroup   ⊆  Aut(N,
) satisfying the following properties:
.   is a regular group of Aut(N, +),
. −φ  + idN is surjective for any φ ∈    \  {idN}.
ote that every planar near-ring (N, + , ·) can be con-
tructed from a Ferrero pair (N, ) (see [1]). In this
ase, we have N*a = (a) for all a  ∈  N  (for details, see
8, Theorem 1.24]).
eﬁnition  2.  Let V  be a nonempty set of symbols with
 elements, and suppose B is a nonempty collection
f nonempty subsets of V  such that card(B) =  b. Then
V, B) is called a Balanced Incomplete Block Designs
BIBD) if there are parameters r, k, λ  with the following
roperties:
i) card(B) =  kforanyB  ∈  B.
ii) card({B  ∈  B | p  ∈  B}) =  rforanyp  ∈  V.
ii) card({B  ∈  B | p,  q ∈ B}) =  λforanyp,  q ∈
Vwithp /=  q.
ote that, the parameters (v,  b,  r, k,  λ) satisfy the fol-
owing necessary conditions: vr  = kb  and λ(v  −  1) =
(k −  1). Therefore, once we know (v,  k,  λ) for a BIBD,
e can determine two other parameters.
heorem 1 ([8, Theorem 5.2]). Let  (N, + , ·) be  a
nite planar  near-ring  constructed  from  the  Ferroro
∗air (N, ) and  B =  {N a  +  b  |  a,  b  ∈  N,  a  /=  0},  then
N, B) is  a BIBD  with  parameters:  v  =  card(N), b  =
v(v −  1)/k), r  =  v  −  1, k  =  card(N∗/R) =  card()
nd λ  = k  −  1 .ity for Science 9 (2015) 308–313 309
3.  BIBD  construction
The main objective of this section is to build several
BIBDs from a planar near-ring over, for this reason we
need some great fundamental theorems due to Sun in his
work [8], this construction has more advantage because
for a planar near-ring we can build more than one BIBD.
Thus this may help in even comparison of one BIBD
with the others and also give the analysis of the com-
mon features. Before citing these theorems, we recall
the following notations that will be useful in the sequel.
Assume that (F, + , ·) is a finite field and   is a proper
multiplicative subgroup of F* and ˙  is a set define by
one of the following ways:
a) ˙ =    ∪  {0}
b) if card() is odd, then we can choose any ˙  ⊆    ∪
{0} such that
i) 0,  1 ∈ ˙
ii) x  ∈ ˙ implies 1 −  x  ∈ ˙.
Also, we consider the segment a,  b  with end points
a and b  is defined as a,  b  =  {(b  −  a) ˙  +  a}  ∩  {(a  −
b) ˙ +  b}forall a  /=  b.
Theorem  2 ([8, Theorem 8.3]). If  (F, + , ·) is a
ﬁnite ﬁeld  and  B =  {a,  b  | a,  b  ∈  F and a  /=  b},  then
(F, B) is  a BIBD  with  parameters  v  =  card(F ), b =
(v(v −  1)/2), r =  (k(v  − 1)/2),k  =  card({(x,  y) ∈ ˙ ×
˙ | x  +  y  =  1}) and  λ  = (k(k  −  1)/2) .
Theorem  3  ([8, Theorem 8.5]). For  a  ﬁnite  ﬁeld  (F, + ,
·) and    ⊂  F* such  that  card() is odd  or  if  there  is  an
element x  /∈    of  the  form  ±2i for  some  i,  let  k = card({(x,
y)|x + y  = 1 and x, y  ∈    ∪  {0}}).
1. If  k  is  odd,  let  2 ≤  k′ ≤  k,
2. If  k  is  even,  let  2 ≤  k′ ≤  k  with  k′ even.
Let ˙ be  chosen  as  in  choice  (b) such  that  card( ˙) =
k′.  Then  (F,  B) is  a  BIBD  with  parameters  v  =
card(F ), b =  (v(v  −  1)/2), r =  (k′(v  −  1)/2),  k′ and
λ = (k′(k′ −  1)/2) .
Example  1.  Let (Z/19Z, +,  .) with ‘+’ and ‘·’ as the
usual laws. Consider the proper multiplicative subgroup
 of (Z/19Z)∗ defined by
  =<  4 >=  {4,  16,  7,  9,  17,  11,  6,  5,  1}.
Since [  ∪  {0}] ∩  [1 −  (  ∪  {0})] = {0, 1, 4, 9, 11, 16}
of even cardinality, then we have 3 choices of k′ ∈  {2, 4,
6} which yield 3 BIBDs with parameters (v,  b,  r,  k,  λ)
nivers310 A. Raji et al. / Journal of Taibah U
equaling (19, 171, 18, 2, 1), (19, 171, 36, 4, 6), (19, 171,
54, 6, 15), respectively.
4.  BIBD  and  error  correcting  codes
Error correction codes are crucial for planning reli-
able communication systems and giving important role
in complexity theory, for example the study of pseudo
randomness. Therefore, as an instance, the use of an error
correcting code when information is sent from space
probes to earth, the signaling time is so long that by
the time an error can be discovered. The codes cur-
rently used are very sophisticated and can correct many
simultaneous errors in a block. Over the years, the qual-
ity of the recording gradually deteriorates, and the time
comes when some of it cannot be read reliably. When
this happens, the original source of the information is
often no longer available and therefore the information
stored on the tape which is forever lost. If some error
correction ability is incorporated into the encoding of
the information, the corresponding types of errors can
be corrected.
The Hamming distance between two vectors
a = a1a2 .  . .  an and b  = b1b2 .  . . bn is the number of pos-
itions in which they differ, i.e
d(a,  b) =  card({i/1 ≤  i ≤  n,  ai /=  bi}).
For example, the Hamming distance between the vec-
tors 11001 and 00101 is three, as they differ in positions
1–3. The Hamming weight of a vector is the num-
ber of nonzero components of the vector. For example,
the Hamming weight of the vector 10111 is four. The
minimum distance of an error correcting code C is the
minimum Hamming distance between two distinct code-
words. It is a fundamental parameter of code design that
determines the maximum number of errors that can be
corrected under any decoding algorithm. Note that, if d
is a minimal distance of C, then up to d  −  1 errors can be
detected and up to [d  −  1/2] errors can even be corrected.Let C be a code with length n  and M  =  card(C), then
we refer to C as an (n, M, d) binary code. It has been
known that there is no universal criterion that decides
if a code is good or bad. However, two factors are used
to measure the performance of a code, the first is the
transmission rate regarding the quickness defined by
R  = log2M
n
bity for Science 9 (2015) 308–313
The second represents the correctness of a code, it is
given by
  = d
n
.
A planar near-ring can be used to construct (v,  b,  r,  k,  λ)
designs, which allow us to build many error correcting
codes. In view of this, we introduce the definition of an
incidence matrix.
Deﬁnition  3.  Let (V,  B) be a BIBD with parameters
(v, b,  r,  k,  λ) and B =  {B1,  B2,  . .  ., Bb}. The incidence
matrix of a BIBD- (V,  B) is the v ×  b matrix A  = (aij)
where
aij =
{
1 if i ∈  Bj with i is the ith element of V,
0 otherwise.
In [9] P. Fuchs, G. Hofer, and G. Pilz show that the
rows and columns of A  can both be a source of a binary
code, also in [2], it is proved that if (V,  B) is a BIBD
with parameters (v,  b,  r,  k,  λ),  then the row code from
its incidence matrix is a (b,  v,  2(r  −  λ)) binary code with
constant weight r.
To investigate the result in Theorem 3, our major sup-
port in this case is to construct an algorithm enabling to
produce BIBDs from a finite field Z/pZ. Their incidence
matrix, both R  and   for each BIBD settings, and also
make a comparison between the results obtained to deter-
mine the best possible code relative to the field given. We
indicate as well, there is another parameter, it concerns
the efficiency of a BIBD defined by E  =  (λv/rk). Know-
ing that the quality is considered better when E is closer
to 1 (higher than 0.75, see [10] p. 124).
5.  Application
5.1.  Algorithm
Input: n  an integer number
Output: Incidence matrices and the parameters of
BIBDs.
a) Let p  be the largest prime divisor of n ≥  5 .
) Define a field F of order p.
c) Let E  =  {d  ∈  N  |  d  divides p  −  1 and 2 ≤  d  ≤
p−1
2 }
1. If there is d ∈  E such that d  is odd.
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 Asking q  = max{d  ∈  E|d  is odd}.
 Considering a  ∈  F  with aq = 1 .
 Let   = {1, a, a2, .  . ., aq−1},
H = [  ∪  {0}] ∩  [1 −  (  ∪  {0})] and k = card(H) .
1.1 If k  is odd,
For k′ = 2, .  . ., k
) Consider the set ˙k′ ⊆  H  satisfying:
⎧⎪⎪⎨
⎪⎪⎩
card( ˙k′ ) =  k′
{0,  1}  ⊆ ˙k′
˙k′ ⊆  (1 − ˙k′ )
) For a, b ∈  F  like a  /=  b, putting
a,  b  =  [(a  −  b) ˙k′ +  b] ∩  [(b  −  a) ˙k′ +  a]
Bk′ =  {a,  b  |  a,  b  ∈  F  and a  /=  b}.
End for.
) The couple (F,  Bk′ ) is a BIBD with parameters:
v ←− p
b ←− p(p  −  1)
2
r ←− k
′(p  −  1)
2
k ←− k′
λ  ←− k
′(k′ −  1)
2
Rk′ ←− log2(v)
b
k′ ←− 2(r  −  λ)
b
dk′ ←− 2(r  −  λ).
E ←− λv
rk
nd for.
Else, k  is even.
′For k = 2 :2 : k
go to (a), (b) and (c) in 1.1.
End for.
End If.ity for Science 9 (2015) 308–313 311
1.2 Else d is even for all d  ∈  E.
For all k′ ∈  E, let a ∈  F  such that ak′ =  1.
Putting
˙k′ =  {0,  1,  a,  a2,  . .  ., ak′−1},
a,  b  =  {[(a  −  b) ˙k′ +  b] ∩  [(b  −  a) ˙k′ +  a] | a,  b  ∈  F
and a  /=  b},
Bk′ =  {a,  b  |  a,  b ∈  F  and a /=  b},
k′′ =  card[ ˙k′ ∩  (1 − ˙k′ )].
(F, ˙k′ ) is a BIBD with parameters:
v ←− p
b ←− p(p  −  1)
2
r ←− k
′′(v  −  1)
2
k ←− k′′
λ ←− k
′′(k′′ −  1)
2
Rk′ ←− log2(v)
b
k′ ←− 2(r  −  λ)
b
dk′ ←− 2(r  −  λ)
E ←− λv
rk
End for.
2. The construction of incidence matrix.
For i = 1 : p
for j  = 1 : q
mij =
{
1ifai ∈  F  and ai ∈  (a,  b)j,
0 else.
end for.
End for.
5.2.  Examples
a) For p  = 7, we find the following result: F  =  Z/7Z,
E = {2, 3}, q  = 3,   = {1, 2, 4}, H  = {0, 1, 4}, card(H) = 3
is odd, then k′ ∈  {2, 3}. Thereby ˙2 =  {0,  1}  and ˙3 =
{0, 1,  4}. In this case, we obtain two BIBDs (Z/7Z, B2)
and (Z/7Z, B3) with:B2 =  {a,  b  |  a,  b  ∈  Z/7Z and a  /=  b}  =  {(0,  1),  (0,  2),
(0, 3),  (0,  4),  (0,  5),  (0,  6),  (1,  2),  (1,  3),  (1,  4),  (1,  5),
nivers
 0 
 0 
 1 
 0 
 0 
 1 
 0 
 1 
 0 
 1 
 0 
 0 
 1 
 0 312 A. Raji et al. / Journal of Taibah U
(1,  6),  (2,  3),  (2,  4),  (2,  5),  (2,  6),  (3,  4),  (3,  5),  (3,  6),
(4, 5),  (4,  6),  (5,  6)}.
B3 =  {a,  b/a,  b  ∈  Z/7Z and a  /=  b}  =  {(0,  1,  4),
(0, 1,  2),  (0,  3,  5),  (0,  2,  4),  (0,  5,  6),  (0,  3,  6),
(1, 2,  5),  (1,  2,  3),  (1,  4, 6),  (1,  3,  5),  (0,  1,  6),  (2,  3,  6),
(2, 3,  4),  (0,  2,  5),  (2,  4,  6),  (0,  3,  4),  (3,  4,  5),  (1,  3,  6),
(1, 4, 5),  (4,  5,  6),  (2,  5,  6)}.
The incidence matrix is of order 7 ×  21 as following:
For k′ = 2 we get,
M2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 1 0 0
0 1 0 0 0 0 1 0 0 0 0 1 1
0 0 1 0 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 1 0 0
For k′ = 3 we get,
M3 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1 0 0 0 0 1 0 0
1 1 0 0 0 0 1 1 1 1 1 0 0
0 1 0 1 0 0 1 1 0 0 0 1 1
0 0 1 0 0 1 0 1 0 1 0 1 1
1 0 0 1 0 0 0 0 1 0 0 0 1
0 0 1 0 1 0 1 0 0 1 0 0 0
0 0 0 0 1 1 0 0 1 0 1 1 0
The following table shows the parameters of the two
obtained BIBDs
Parameters v b r k λ Rk′ k′ dk′ E
BIBDs
(Z/7Z, B2) 7 21 6 2 1 0.1336 0.476 10 0.58
(Z/7Z, B3) 7 21 9 3 3 0.1336 0.571 12 0.77
The table above represents the parameters of two
BIBDs: (Z/7Z, B2) and (Z/7Z, B3), which allowed us
to obtain two different codes related to these BIBDs.
The first code can detect 10 errors and correct 4 errors
with a correctness 0.476, which is an efficiency of 0.58.
Unlike, the second code which detects 12 errors can cor-
rect 5 of them with a correctness 0.571 which gives usity for Science 9 (2015) 308–313
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 1 1 0 0 0
0 1 0 0 1 1 0
0 0 1 0 1 0 1
1 0 0 1 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0 1 0 0 0 0 0
0 0 0 1 1 0 0
1 0 0 0 0 0 1
0 1 1 1 0 0 0
1 1 1 0 1 1 0
0 0 1 0 1 1 1
1 0 0 1 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
an efficiency of 0.77. From this perspective, it is clear
that the second code is more efficient than the first one.
b) For p  = 10, we have D  = {1, 2, 5, 10}, so that:
p = 5, F  =  Z/5Z, E = {2}  a set which contains only
an element which is even. And therefore, 4 is a solu-
tion of equation x2 = 1. Thereby, we have ˙2 =  {0,  1,  4},
k =  card[( ˙2) ∩  (1 − ˙2)] =  2. In this case, we obtain
one BIBD (Z/5Z, B2) with:
B2 =  {(0,  1),  (0,  2),  (0,  3),  (0,  4),  (1,  2),  (1,  3),  (1,  4),
(2, 3),  (2,  4),  (3,  4)}, which gives the following
incidence matrix:
M2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠the parameters of this BIBD are shown in the following
table
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arameters v b r k λ R2 2 d2 E
IBD
Z/7Z, B2) 5 10 4 2 1 0.232 0.6 6 0.62
This BIBD is capable to detect 6 errors and correct
 of them with a correctness 0.6 and an efficiency of
.62.
From both tests, we notice that the first test (p  = 7)
llows us to build two BIBDs with different parameters;
ne of them gives us an acceptable efficiency. However,
he second test (p  = 10) creates a single BIBD with less
ffectiveness, hence the interest of this Algorithm.
.  Conclusion
In this work, we tried to show the importance of near-
ings especially the planar near-rings in the construction
f BIBDs, knowing that the BIBDs play a very important
ole in the field of coding, which is currently required for
he transfer of information in the best conditions. The
ited algorithm has enabled us to build several BIBDs
[ity for Science 9 (2015) 308–313 313
with different parameters, which gives us freedom to
choose among them a BIBD which the best efficiency.
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