curious example is the opposite change in Shannon entropy compared with approximate entropy with deepening anesthesia. 3 -5 While most of the entropy measures (approximate entropy, spectral entropy) tend to decrease with deepening anaesthesia, the Shannon entropy tends to increase. The usefulness of the entropy measures in the assessment of anaesthetic depth is commonly justified by the claims that the EEG becomes more regular with deepening anaesthesia and that these measures correctly quantify this increase in regularity. Several studies have shown, however, that these assumptions do not hold in general. Certain conditions like EMG activity or arousal reactions, for example, can cause at least temporary irregularity in the measured EEG even in very deep anaesthesia. 6 7 On the other hand, in this study, we show that the results obtained by the entropy measures-depending on their mathematical background-may not correspond at all with what we visually consider regularity in the signal. The increase in EEG regularity (and, consequently, the decrease in entropy) with deepening anaesthesia is often explained by the shift in the frequency content of the signal towards lower frequencies with the appearance of low-frequency rhythmic components. 8 We show that this kind of change does not necessarily affect the different entropy measures in a similar manner. From the entropy measures, only spectral entropy has been applied in commercial depth-of-anaesthesia monitors up to now. Our aim in this study is to show that approximate entropy generally corresponds better to the visual impression of signal regularity as it takes into account the phase information in the signal. As the various measures of the assessment of depth of anaesthesia may respond in a contradictory manner to changes in the EEG, those who use and study these measures should understand the physiological basis and the principle of calculation of these measures.
Methods

Calculation of the entropy measures
Spectral entropy is calculated by applying the Shannon function to the normalized power spectrum. All the values in the power spectrum are equally used in the calculation of spectral entropy independent of their location on frequency axis. The phase information of the original signal and the frequency information in the power spectrum are thus omitted in the calculation. A description of the calculation algorithm is given by Viertiö -Oja and colleagues. 8 . Approximate entropy, introduced by Pincus, 9 originates from non-linear dynamics, but unlike most measures coming from this field, it is calculated in time domain without phase space reconstruction of the signal. Therefore, it is more suitable for relatively short signal segments. 3 10 11 The calculation algorithm of the approximate entropy measure is described by various groups. 4 Surrogate signals of sawtooth wave
We selected the sawtooth waveform as the original signal, as it presents a regular pattern (Fig. 1A) . A sawtooth signal of 9995 data points, corresponding to a 19.99 s sample digitized at 500 Hz, was generated. The property of the spectral entropy of neglecting the phase information and the information about the location of the spectral values on the frequency axis was used in generating surrogate signals of identical spectral entropy. First, the phase values of the Fourier transform of the original signal were randomized (Fig. 1B) . Secondly, the amplitude values were relocated on the frequency axis systematically around a dominant frequency (Fig. 1C ) or at random (Fig. 1D) . In each case, the surrogate signals were produced by applying the inverse Fourier transform of the frequency domain representation of the signal, that is, the modified amplitude spectrum, and randomized phase spectrum. We also calculated the amplitude spectrum of an EEG signal segment recorded in deep propofol anaesthesia and arranged the spectral values of the sawtooth wave signal in the same rank order as the spectral components of the EEG signal were located (Fig. 1E) . The relocation in this case was performed according to the magnitude of the spectral components so that the kth highest spectral component of the sawtooth wave was shifted to the frequency at which the kth highest spectral component of the EEG signal segment occurred. This procedure was repeated from the highest to the lowest frequency component. We produced 20 different realizations of surrogate signals for each case and calculated the approximate entropy of these signals. The mean and standard deviation of the approximate entropy over the realizations was calculated in each case in order to obtain a more reliable estimate.
Effect of increasingly rhythmic activity on spectral entropy and approximate entropy
In the second part of the analysis, we selected a sample of anaesthesia EEG with regular, rhythmic pattern seen in the power spectrum. Because a-rhythm has been used as an example of regular, rhythmic EEG in anesthesia 8 and is often recorded from frontal montage, we also selected an EEG sample with spectral peak at about 11 Hz. This was recorded from the derivation Fp1 -Fp2 in propofol anaesthesia. The EEG sample was prefiltered using a linear-phase filter of passband 0.8, . . . ,45 Hz. The amplitude of the rhythmic component was manipulated using the autoregressive moving average (ARMA) modelling technique to obtain test signals of similar spectral properties as the original EEG signal but of eight different proportions of the rhythmic activity in the a-band (Fig. 2) . The ARMASA software package developed by Broersen 12 (Delft University of Technology,
The Netherlands) was used. Fifty realizations were calculated for each of the eight test conditions, and the spectral entropy and approximate entropy of these modified signals were presented as a function of their spectral peak height. 
Results
Surrogate signals and their entropy
The results of surrogate analysis are presented in Figure 1 . In the left column, 2 s samples of the original 19.99 s signal segment and its surrogates are presented, while the right column shows the corresponding power spectra. From Figure 1A (the upper row), it can be seen that the power spectrum of the original sawtooth wave contains minor spurious components in addition to the harmonic ones. This is due to digitizing effects and comes from the fact that there is a noninteger number of samples in each sawtooth period. This is also the case with real-life signals: the period of the signal rhythm never exactly matches with the sampling frequency. The approximate entropy of the sawtooth wave is 0.04, indicating very high regularity. All the signals in this figure have spectral entropy of exactly 0.24 as they are spectral entropy surrogates.
When the phase spectrum of the sawtooth wave is randomized leaving the amplitude spectrum as is, a randomlooking waveform is obtained (Fig. 1B) ; however, the periodicity of the waveform can still be well observed. The approximate entropy measure of this waveform is 1.40 (0.01) calculated over the 20 realizations of the random phase spectra. In Figure 1C , the components of the amplitude spectrum of the sawtooth wave are concentrated around a dominant frequency of 10 Hz to simulate the amplitude variation of the EEG a-rhythm. The signal waveform looks quite regular indeed and the approximate entropy of 0.59 (0.02) is obtained over the 20 realizations of the random phase spectra. When both the amplitude spectrum and the phase spectrum are randomized, a highly irregular signal waveform is obtained (Fig. 1D) . As the amplitude difference between the highest and the second highest frequency component is quite large in the spectrum of the sawtooth wave, the rhythmicity of the signal waveform depends highly on the location of the highest component after reshuffling. In the case shown in Figure 1 , the approximate entropy of 2.02 (0.09) is obtained, indicating very high irregularity. Rearranging the spectral components of the sawtooth wave according Entropy in assessment of anaesthetic effect to the spectrum of an EEG signal sample resulted in a waveform resembling raw EEG signal (Fig. 1E) . The spectral components of the generated surrogate signal decay significantly faster though compared with natural EEG signal. The phases of the frequency components were again randomized and the approximate entropy of 0.24 (0.00) was obtained.
The experiment shows that the waveforms characterized by fixed spectral entropy may look very different with the approximate entropy of the waveforms ranging from 0 to above 2, the latter being close to the value we previously obtained for white noise of nearly uniform amplitude distribution. 4 Effect of rhythmic activity on spectral entropy and approximate entropy Figure 2 shows the effect of rhythmic a-frequency pattern of varying amplitude on the entropy measures. In the upper left panel of the figure, the power spectra corresponding to different levels of the rhythmic activity are shown. The corresponding signal waveforms are shown in the lower panel. The increasing proportion of the a-frequency rhythm when moving from the top to bottom signal samples can well be observed from the waveforms. At the left of the curves, the ratio of the maximum power of the rhythmic component relative to that of the underlying EEG signal sample is indicated. The power of the rhythmic activity varies from 0.37 to 1.86 times that of the EEG sample.
The spectral entropy and approximate entropy measures calculated for 50 realizations of each spectral shape are indicated in the upper middle and upper right panels of the figure, respectively. The magnitude of the a-frequency component with respect to that of the original EEG segment is indicated below each boxplot. In the lower part of the panels, the statistical significance of the changes in the entropy measures is indicated. The stars denote statistically significant difference with 95% confidence level (balanced one-way analysis of variance test with multiple comparison correction using the Tukey's honestly significant difference criterion). The bottommost mark indicates the result of comparing the corresponding peak level with the case of maximally flat power spectrum. It can be seen that the spectral entropy measure increases significantly with each two-step increase in the peak level of the rhythmic activity. In the case of the approximate entropy, the first three steps of increase in the a-rhythm peak do not cause a significant change in the entropy. However, the entropy decrease becomes significant with higher proportions of the rhythmic activity. In summary, the results show that in the presence of very low-frequency components (,1.5 Hz), spectral entropy increases significantly (indicating the power spectrum becoming more flat and the signal more irregular), while approximate entropy decreases significantly (indicating the signal becoming more regular) when the EEG becomes more rhythmic.
To illustrate the opposite behaviour of the spectral entropy and approximate entropy measures with the increase in rhythmic activity in the original EEG signal, three consecutive signal segments from the same recording underlying the experiment of Figure 2 are shown in Figure 3 . From curve 1 to curve 3 in the figure, the amount of slow activity decreases and rhythmic activity increases causing flattening of the spectrum and increase in spectral entropy. At the same time, the increase in the relative amplitude of the rhythmic activity is reflected by approximate entropy as increasing regularity and hence decreasing entropy value. The two entropy measures change in different directions from 1 to 3.
Discussion
The results of the first part of this study show that a given value of spectral entropy gives no information about the frequency spectrum, waveform, or the visual impression of regularity of the signal. Therefore, contrary to the claims in the literature, spectral entropy does not describe the irregularity, complexity, or unpredictability characteristics of the signal in general. 8 Yet in special cases like deepening anaesthesia, for example, spectral entropy correlates with the EEG changes. This is due to the power spectrum becoming more peaked with increasing low-frequency components and decreasing high-frequency components. This does not necessarily mean that the signal becomes more regular. The approximate entropy measure, on the other hand, reflects well the visual impression of regular vs irregular signal. This can be understood because approximate entropy uses the phase and frequency information in the signal, while in the calculation of spectral entropy, this information is discarded.
As the first application of spectral entropy was quantifying the a-rhythm of the EEG, it has been suggested that spectral entropy is also useful in quantifying rhythmic patterns in the EEG during anaesthesia, that is, patterns which produce a peak in the power spectrum. The second part of our study shows that this is not the case. On the contrary, the appearance of a spectral peak due to the rhythmic pattern in the EEG can make the power spectrum more flat if a highamplitude very low-frequency activity is present, increasing thus the spectral entropy and suggesting that the EEG becomes more irregular. The presence of this very low activity together with the increase in the a-rhythm in deep anaesthesia is very common. These results contradict with what has been suggested in the literature previously. 8 The risk of misinterpretation of the results of depth-of-anaesthesia monitors or clinical studies is especially high when unexpected components appear in the EEG signal. One such component frequently affecting the entropy reading during anaesthesia is the muscle activity. It has been suggested that surface EMG may dominate the measured signal in the frequency range from about 30 Hz upwards. 8 During anaesthesia, sometimes, the activity of a single motor unit can be observed in the EEG measurement. It can fire at a very regular frequency of, say, 4 Hz, overriding the EEG contribution to power spectrum. 13 This lowfrequency EMG can totally cover the EEG even at burst suppression level of anesthesia. 6 In these cases, it is practically impossible to evaluate the depth of hypnosis from the signal recorded from the forehead: we are not aware of any measures of signal entropy which could quantify EEG which is covered by EMG. During the last decades, a wide range of signal analysis algorithms have been applied for quantification of unconsciousness-related EEG patterns during anaesthesia. While older methods like median frequency or spectral edge frequency have been proven useful in measuring the relative increase in slow activity and decrease in fast activity with deepening anesthesia, 14 manufacturers of commercial devices have preferred methods like bispectrum or different measures of the complexity of the signal. These complexity measures all aim at measuring the regularity or predictability of the signal waveform. However, often the terms complexity, entropy, or fractal dimension are used without stressing the corresponding algorithm used in the calculations and measures having similar name can behave in different, even opposite, manner with deepening anaesthesia. 4 Measuring signal entropy has its roots in Claude Shannon's theory of communication. 15 In information theory, Shannon's formula is applied to the amplitude distribution of the signal, yielding Shannon entropy of the signal. The value of Shannon entropy gives an idea of the amplitude distribution of the signal, and thus the appearance of the signal. It does not, however, give any information about the frequency characteristics of the signal. The application of Shannon's formula to the power spectrum of the signal yields a measure named spectral entropy. It was first applied to EEG in 1991 to measure the regularity of a-rhythm in posterior regions of the awake brain. 16 This gives an idea of the regularity of the a-rhythm, if lower frequencies are minimal or have been filtered away. Later, spectral entropy has been applied to the quantification of anaesthesia EEG. In deepening anaesthesia, the increase in both irregular, arrhythmic and regular, rhythmic slow activity and the decrease in fast activity leads to the increase in the slope of the logarithmic power spectrum, which is roughly linear. Therefore, the power -frequency distribution of the EEG becomes more uneven or peaked yielding lower spectral entropy values. The same development makes the amplitude distribution of the signal less peaked causing Shannon entropy to increase. 4 5 Consequently, these two measures of EEG entropy, based on the same Shannon formula, change in opposite directions in deepening anaesthesia. Approximate entropy, calculated in the time domain and based on the phase space analysis of signals, was first introduced for EEG signal analysis in 1998. 11 It has since drawn a lot of attention as a promising measure of the hypnotic drug effect. 3 17 Being calculated in time domain, approximate entropy is easier to relate to the visual appearance of the signal. However, to our knowledge, no commercial anaesthesia monitor currently uses the approximate entropy algorithm.
In conclusion, a value of spectral entropy does not, in general, correlate with the regularity of the signal waveform. Using artificially generated test signals, our analysis showed that approximate entropy values reflected better the visual impression of regularity and predictability. Secondly, appearance of rhythmic activity at frequencies above the lower edge of the spectrum tends to increase spectral entropy but decreases approximate entropy, that is, they may change in opposite directions. We have demonstrated these ideas using artificially generated test signals to keep the signal parameters controlled and, therefore, the results have limited impact on the practical clinical situation. The example shown in Figure 3 and long-term experience in EEG analysis and interpretation suggest that the studied phenomena are also common in the practical situation. It should be noted, however, that these limitations in algorithms do (2) (3) Fig 3 The effect of the relative increase in rhythmic activity on power spectra and the entropy measures. From 1 to 3, the amount of slow activity decreases and rhythmic activity increases. The logarithmic power spectra are scaled according to the maximum of the d-frequency peak. This illustrates the flattening of the spectrum which causes the increase in spectral entropy. At the same time, the increase in the relative amplitude of rhythmic activity is reflected by approximate entropy as increasing regularity and hence decreasing entropy value. The two entropy measures change in different directions from 1 to 3.
Entropy in assessment of anaesthetic effect not contradict other evidence of adequate clinical performance of the spectral entropy measure. If measures of signal entropy or indexes based on them are used clinically or in research, it is obligatory that the principles of these measures are understood. Furthermore, the raw signal must always be visually checked for artifacts as EMG and arousal reactions may affect different indexes differently due to the mathematical methods used.
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