have prevented a broader range of applications of the numerical methods. A fine grid is required to resolve the short wavelengths associated with high frequency sound propagation with high Mach numbers. The present paper focuses on sound propagation in a duct with flow. This is the first step in a larger research effort to develop efficient numerical techniques to predict high frequency sound propagation around 3D aircraft inlet nacelles with large subsonic inlet Mach numbers. The paper begins with a description of the problem, an explanation of why the transient approach is employed, and a description of the governing equations. The bulk of the paper describes the development of a stable, explicit finite difference scheme by a transformation of the governing hyperbolic wave equation. The scheme is iterated in time to converge to the steady-state solution associated with a Fourier transform solution.
Problem Statement
The problem under consideration here is the steady-state propagation of sound, represented by the perturbation acoustic potential, through a 2D rectangular duct with flow. The goal of the paper is to develop a stable, explicit finite difference scheme that incorporates an impedance condition applied at the duct exit and rigid body boundary conditions on the duct walls. For the numerical examples considered here, the grid system shown in Fig. 1 On the other hand, an explicit transient method generates no matrices, and is generally faster than a frequency domain approach (Baumeister, 1980a (Miller, 1988) . Consequently, the method of choice in the present paper is a time dependent method.
Governing Equations
The governing differential equations for studying acoustic propagation in ducts can be formulated in terms of the constitutive continuity and momentum equations or in terms of potential flow. The constitutive equation approach can handle a general 3D sheared flow while the potential approach is limited to 3D inviscid flow. The major advantage of the potential flow approach over the constitutive equation approach comes in decreased storage requirements associated with only one dependent variable.
Fortunately, acoustic propagation can often be reasonably modeled by an inviscid approximation.
For single mode JT15D engine inlet nacelles data, a previous finite element study (Baumeister and Horowitz, 1984) employing the potential formulation in the frequency domain showed good agreement with experimental data--in the far field radiation pattern as well as suppressor attenuation. Due to this success, the problem under consideration here is formulated in terms of an acoustic potential.
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and (9) where i and j denote the space indices for the nodal system shown in Fig. 1 , k is the time index defined by
and Ax, Ay, and At are the grid spacings • Baumeister (1980b) showed that Eq. (8) can be used in an explicit fashion for 1D plug flow problems in a duct. However, if the flow is not one dimensional or if the region exterior to the duct is included, the scheme must be implicit• Fortunately, (3) this problem can be circumvented by transforming the potential and consequently modifying the governing equation• The details follow in the next section.
Transformation to Frequency Space
There are several ways to develop a frequency domain formulation for the general 2D acoustic wave Eq• ( 1) or the plug flow simplification Eq. (5). The Fourier Transform can be applied if the potential has a multi-frequency content.
In the monochromatic case, this is equivalent to assuming that
Eq. (33) h= parameter, Eq. (33) • _b'(x, y, t) = _0(x, y)e -i_"_" = _0(x, y)e -i2_ (11) which, in the case of plug flow [ from Eq. (5) (1) and (5) can be replaced by the following relationships:
Under this transformation, the general Eq. (I) and the plug flow Eq. (5) become, respectively
-2(ff_x_x_ + _yff_y)q5 x -2(_xff_xy + _y_yy)_by + (y -1)(-iw_b + _xCkx + _y_by)(_x_ + _ry)
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To see the relationship between the two transforms [Eqs. ( 11 ) and ( 13) The right-hand side of Eq. (21 ) is identified with the Helm_holtz equation.
In the Fourier transform approach, Bayliss, Goldstein, and Turkel (1982) have developed an iterative approach to its associated matrix; however, the Gaussian elimination approach is still the method of choice. In effect, the time iteration procedure presented in this paper offers a very simple iterative solution to this classic equation.
Initial

and Boundary Conditions
The duct is assumed to be quiescent at time 0, so that the initial condition is _b(x, y, 0) = 0
As the equation is iterated in time, the solution builds up to the steady-state solution. Estimating the source mechanism in a duct is a complicated process. For example, duct source conditions have been successfully modeled by a Gutin representation in a wind tunnel (Eversman and Baumeister, 1989) , by estimating the measured pressure modal content for a JT15D Turbofan engine (Baumeister and Horowitz, 1984) or most recently by an acoustic analogy for ducted fans (Farassat et al., 1994) . For the validation purposes of this paper, however, a simple potential source at the duct entrance (x = 0) is assumed:
and through Eq. (13) to
The hard wall condition, on the duct walls, is
where n is the unit outward normal. 
+ ,,_,,,x+ltay2)
where
Equation (32) is an explicit two step scheme. At t = 0, field values at t k-_are assumed zero because the initial field is quiescent.
The expressions
for the difference equations at the boundaries are complicated somewhat by the impedance condition. However, a simple integration procedure resolves this problem. Baumeister (1980a Baumeister ( & 1980b gives precise details for generating the time difference equations at the boundaries. 
Stability
For the iterates to converge to _, a suitable calculation time must be specified. Pearson (1953) has shown that the total time tr required for the steady-state solution [Eq. (35) ] to become established in the duct equals the time for a plane wave propagating at the speed of sound to reach the end of the duct. In terms of the dimensional variables, the distance x # a plane wave moves in time t o is related to the speed of sound by
so that the dimensionless velocity is
where the dimensionless frequency f is (Baumeister, 1982, and Cabelli, 1982) Two cases are considered--no flow, in Fig. 2(a) , and flow with Mach number My = -.5 in Fig. 2(b) . As seen in these figures, the numerical solution quickly and accurately converges to the exact steady-state solution.
For plane wave propagation, the exact solution to the hyperbolic governing equations indicates the arrival of the "steady state" solution at t = 1 [Pearson, 1953 , or Baumeister, 1983 Eq. (28) The results are shown in Figs. 3(a) and 3(b) , respectively. The numerical results again match well with the exact results, but it is clear that the exit boundary condition does have a slight degrading effect on the solution.
Notice also that the time step has been decreased here, which increases the execution time; however, the computational domain is much smaller, which decreases the execution time. The total calculation time in this example is tr = 4.0.
Convergence
Rate.
In this example, the convergence rate is studied for the region x = 0 to x = 1 using the semi-infinite duct. The results are shown in Fig. 4 for the real and imaginary For parabolic partial differential equations with real coefficients, disturbances propagate with infinite speed. In the present calculations, numerical solutions to the parabolic Eq. (20) have this trait. The finite difference values of the potential propagate throughout the domain at the numerical velocity Ax/At rather than the speed of sound. This property may account for the slower convergence time for the parabolic formulation as com- In the parabolic scheme, acoustic energy is numerically transferred ahead of the true wave front. As the algorithm proceeds, this transience dies down and the correct steady-state solution is attained, using minimal computer storage with run times comparable to other methods.
I-listorieal Perspective
With the transient-frequency approach developed in this paper, three different solution techniques are now available to solve the wave equation. This is outlined in Fig. 6 for the zero mean flow case.
The Fourier transform of the wave equation was the first numerical approach used to study sound propagation in jet engine duets (Baumeister and Bittner, 1973) . This steady-state approach is outlined on the right side of Fig. 6 of the governing equations has been employed to reduce the number of dependent variables and their associated storage requirements. This explicit iteration method represents a significant advance over previous steady-state and transient techniques. Time is introduced into the steady-state formulation to form a hyperbolic equation. A parabolic approximation (in time) to this hyperbolic equation is employed in this paper. The field is iterated in time from an initial value of 0 to attain the steady-state solution.
The method eliminates the large matrix storage requirements of steady state techniques in the frequency domain but still allows the use of conventional impedance conditions. Most importantly, the formulation is explicit under flow conditions. In each example provided, the numerical solution quickly and accurately converges to the exact steady-state solution.
