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Résumé : Nous établissons d'abord l'existene d'une représentation déterminantale eetive
pour tout polynme univarié à oeient réels. Nous voyons ensuite plus préisément qu'un
polynme univarié de degré r + 2s à oeients réels admet une représentation déterminantale
eetive de signature (r+s, s) si et seulement s'il possède au moins r raines réelles omptées ave
multipliité. Les représentations déterminantales eetives sont onstruites à partir de matries
èhes.
Mots 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los - Forme bilinéaire symétrique - Matrie 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he - Représentation détermi-
nantale - Séries de Puiseux
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1 Introdution
D'après [HMV℄, on peut armer que tout polynme p(x) ∈ R[x1, . . . , xN ] tel que p(0) 6= 0,
possède une représentation déterminantale :
p(x) = α det(J −
N∑
i=1
xiAi)
où α ∈ R, J est une matrie signature (une matrie diagonale ave des oeients ±1 sur la
diagonale) de RD×D, et A1, . . . AN des matries symétriques de R
D×D
(dont on notera l'ensemble
SRD×D). On a bien sûr α = det(J)p(0) et dans la suite on se ramènera souvent au as d'un
polynme p(x) normalisé, i.e. tel que α = 1.
Lorsque N = 1 ou N = 2 on peut prendre D = d le degré du polynme p(x) (onfer [HV℄). Par
ontre, lorsque N ≥ 3, on a en général D > d. L'existene d'une représentation déterminantale
générale étant due à [HMV, Theorem 14.1℄, on peut aussi regarder [Qz℄ pour une démonstration
n'utilisant que de l'algèbre linéaire.
Rappelons de [HV℄ qu'un polynme p(x) est dit RZ, si la ondition p(λx) = 0 implique
que λ est réel. Notons d'abord que tout polynme admettant une représentation déterminantale
1
unitaire, 'est-à-dire ave J = Idd la matrie identité de R
d×d
(que l'on note enore Id lorsqu'il
n'y a pas d'ambiguïté) est RZ. En eet, det( Id − λ(
∑N
i=1 xiAi)) = 0 implique que
1
λ est une
valeur propre de la matrie symétrique
∑N
i=1 xiAi, don λ est réel.
On peut alors légitimement s'interroger sur la propriété réiproque, à savoir si p(x) est un
polynme RZ, est-e qu'il possède une représentation déterminantale unitaire ?
Si N ≥ 3, on ne sait pas répondre à la question. Si N = 2, le théorème profond [HV, Theorem
2.2℄ y répond par l'armative.
Si N = 1 le résultat est évident. Il sut en eet de partir de la déomposition du polynme
p(x) en produit d'irrédutibles. Comme p(x) est RZ, il n'a que des raines réelles, don il est de
la forme p(x) =
∏d
i=1(1− αix) pour peu qu'on suppose p(x) = 1. On en tire l'identité
p(x) = det

 Id− x


α1 0 0
0
.
.
. 0
0 0 αd




Toutefois, le défaut de ette représentation est de faire appel aux raines de p(x). Dans la
suite, nous nous intéressons aux représentations déterminantales eetives, 'est-à-dire que l'on
peut onstruire en temps polynomial en fontion de la taille des oeients et du degré de p(x).
Typiquement, nous exhibons des matries dont les oeients sont donnés par des formules
polynomiales expliites en fontion des oeients de p(x) ou de réels qui s'en déduisent par des
algorithme polynomiaux lassiques.
Par ommodité, on pourra manipuler le problème équivalent de la reherhe d'une matrie
symétrique dont le polynme aratéristique est donné. Il sut en eet de noter que lorsqu'on
xe la taille de la matrie A égale au degré d du polynme, la ondition p(x) = det( Id − xA)
équivaut à p∗(x) = det(x Id−A) où p∗(x) est le polynme réiproque de p(x). Cette question a
reçu les ontributions de [Fi℄ où il est fait usage de matries èhes, et de [Sr℄ où il est fait usage
de matries tridiagonales.
Dans e papier nous reprenons la méthode de [Fi℄ et nous établissons en 4.1 et 5.1 qu'un
polynme p(x) univarié de degré d = r + 2s possède au moins r raines réelles omptées ave
multipliité si et seulement s'il admet (sous la forme d'une matrie èhe) une représentation
déterminantale eetive de taille d et de signature (r + s, s), 'est-à-dire qu'on peut déterminer
de manière eetive une matrie symétrique A ∈ Rd×d telle que, à un fateur multipliatif près,
p(x) = det(Js − xA), ave Js = Ids+r
⊕
(− Ids) où
⊕
désigne la somme direte usuelle entre
matries.
Le plan est le suivant. Au paragraphe 2, nous exposons deux Lemmes tehniques onernant
le déterminant d'une matrie èhe, ainsi que quelques notions utiles sur les orps réels los
et les séries de Puiseux. Au paragraphe 3, nous rappelons la méthode de [Fi℄, méthode que
nous généralisons au as des polynmes quelonques au paragraphe 4. Puis, au paragraphe 5,
nous nous intéressons à la réiproque de ette propriété et nous montrons au passage que tout
endomorphisme auto-adjoint relativement à une forme quadratique de signature (r+s, s) possède
au moins r valeurs propres réelles omptées ave multipliité. Pour terminer, au paragraphe 6,
nous mentionnons que l'on peut passer de manière eetive d'une représentation déterminantale
de signature (r + s, s) donnée par une matrie èhe à une représentation déterminantale de
signature (r + s− 1, s + 1).
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2 Déterminant d'une matrie èhe et orps réels los
Nous dirons qu'une matrie A donnée par blos par
A =
(
B H
K D
)
ave B ∈ Rr×r, H ∈ Rr×s, K ∈ Rs×r, D ∈ Rs×s est une matrie èhe lorsque B est diagonale,
ou par extension une matrie diagonale par blos ave des blos de taille 1 ou 2.
Le point lé des aluls matriiels à suivre sur les matries èhes se fera souvent en onsidé-
rant leurs ompléments de Shur, e qu'on expliite dans le Lemme lassique suivant :
Lemme 2.1 Si B ∈ Rr×r est inversible, H ∈ Rr×s, K ∈ Rs×r, D ∈ Rs×s, alors :
(i)
det
(
B H
K D
)
= det(B) det(D −KB−1H)
En partiulier,
(ii) lorsque s = 1, on obtient :
det
(
B H
K D
)
= det(D) det(B)− det(D)KB−1H
= det(D) det(B)−K(Com(B))TH
où Com(B) est la omatrie de B.
Lorsque s = 1 et B est diagonale, on a peut expliiter le polynme aratéristique suivant :
(iii)
det
0
BBBBBB@
x− λ1 0 . . . 0 h1
0 x− λ2
.
.
.
.
.
. h2
.
.
.
.
.
.
.
.
. 0
.
.
.
0 . . . 0 x− λr hr
k1 k2 . . . kr x− d
1
CCCCCCA
= (x− d)×
Qr
i=1(x− λi)−
Pr
i=1 hiki
Q
j 6=i(x− λj)
Par la suite, nous seront amené à hanger le orps de base R en un sur-orps ave qui
il partagera toutes les propriétés de orps ordonné. Un orps R est dit réel los si R[I] est
algébriquement los, où I est tel que I2 = −1.
Si R est réel los, alors R〈〈ǫ〉〉 = {
∑+∞
i=−i0
aiǫ
i/q | i0 ∈ N, q ∈ N
∗,∀i ai ∈ R} est enore
réel los. C'est le orps des séries de Puiseux à oeients dans R en la variable ǫ. Sa lture
algébrique est R〈〈ǫ〉〉[I] ou enore R[I]〈〈ǫ〉〉. Le plus petit entier relatif p tel que ap 6= 0 est appelé
la valuation de la série de Puiseux.
Si R est réel los, les polynmes de R[x] vérient, entre autres, le Théorème des valeurs
intermédiaires, le Théorème de Rolle, ainsi que le Théorème de Sturm.
Nous serons amené aussi à onsidérer R〈ǫ〉 le sous orps de R〈〈ǫ〉〉 dont haque élément est
algébrique au-dessus de R(ǫ). Sur le sous-anneau R〈ǫ〉0 onstitué des éléments de R〈ǫ〉 qui sont
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de valuation positive (typiquement, si S(ǫ) est une série de Puiseux qui annule un polynme
unitaire à oeients dans R(ǫ), alors elle est de valuation positive), on dispose du morphisme
d'évaluation à valeurs dans R qui onsiste à substituer 0 à ǫ. On notera e morphisme limǫ→0.
Pour toutes es notions, on peut se référer à [BPR℄.
Dans le Lemme qui suit, on peut voir, d'un point de vue empirique, l'ajout de la nouvelle
variable ǫ omme une perturbation innitésimale d'une matrie qui permet de se "débarrasser"
de ses valeurs propres multiples.
Lemme 2.2 Soit R un orps réel los. Soit la matrie A =
(
B H
K d
)
où B ∈ Rn×n, H ∈
Rn×1, K ∈ R1×n, d ∈ R. On suppose que B ne possède que des valeurs propres simples dans
R[I]. Alors, Aǫ =
(
B H
K d+ ǫ
)
∈ R〈〈ǫ〉〉(n+1)×(n+1) ne possède que des valeurs propres simples
dans R[I]〈〈ǫ〉〉. Et on a bien sûr aussi limǫ→0Aǫ = A.
Démonstration: Notons pA(x) = det(x Id−A) le polynme aratéristique de A et λ1, . . . , λn+1
ses raines dans R[I] (i.e. les valeurs propres de A). De même, notons λ1,ǫ, . . . , λn+1,ǫ les valeurs
propres de Aǫ, ou enore les raines de pAǫ(x) dans R〈〈ǫ〉〉[I]. Du fait que pAǫ(x) est unitaire, les
λi,ǫ sont dans R〈ǫ〉0 pour tout i = 1 . . . n+ 1.
Comme limǫ→0 pAǫ(x) = pA(x), on sait que limǫ→0 λi,ǫ est une valeur propre de pA(x), don
à renumérotation près, on peut supposer que limǫ→0 λi,ǫ = λi, pour tout i = 1 . . . n + 1. En
partiulier, si λi est une valeur propre simple de A, alors λi,ǫ est une valeur propre simple de Aǫ.
Du Lemme 2.1 (ii), on tire
pA(x) = pB(x)(x − d)− qH(x) avec qH(x) = K(Com(x Id−B))
TH
Et aussi
pAǫ(x) = pB(x)(x− d− ǫ)− qH(x) = pA(x)− ǫpB(x)
Soit λǫ une raine de pAǫ(x) telle que limǫ→0 λǫ = λ est une raine de pA(x) de multipliité
m ≥ 2.
Erivons
pA(x) =
n+1∑
k=m
p
(k)
A (λ)
k!
(x− λ)k
et
pB(x) =
n∑
l=0
p
(l)
B (λ)
l!
(x− λ)l
On peut supposer que pAǫ(λǫ) = p
′
Aǫ
(λǫ) = 0 sinon λǫ serait raine simple de pAǫ(x) et on aurait
rien à montrer.
Par ailleurs, on peut érire λǫ = λ+αǫ
u+. . . où α ∈ R[I]∗, u ∈ Q∗+, et les points de suspension
désignent des termes de valuation > u. En eet, on remarque pour ela que α = 0 est impossible.
Sinon, λǫ = λ donnerait pAǫ(λ) = −ǫpB(λ) = 0 et de même p
′
B(λ) = 0, don pB(λ) = p
′
B(λ) = 0
e qui est ontraire aux hypothèses.
Deux as se présentent :
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1) Supposons que pB(λ) 6= 0. Alors
pAǫ(λǫ) = pA(λǫ)− ǫpB(λǫ) =
(
p
(m)
A (λ)
m!
αmǫmu + . . .
)
− (pB(λ)ǫ+ . . .)
Don une ondition néessaire pour que pAǫ(λǫ) = 0 est
mu = 1 et
p
(m)
A (λ)
m!
αm − pB(λ) = 0
Puis, on dit que pB(x) est de la forme pB(x) = pB(λ) +
P
(s)
B
(λ)
s! x
s + . . . et don que
p′Aǫ(λǫ) = p
′
A(λǫ)−ǫp
′
B(λǫ) =
(
p
(m)
A (λ)
(m− 1)!
αm−1ǫ(m−1)u + . . .
)
−
(
p
(s)
B (λ)
(s− 1)!
αs−1ǫs−1+1 + . . .
)
D'où une ondition néessaire pour que p′Aǫ(λǫ) = 0 est
(m− 1)u = s ≥ 1 et
p
(m)
A (λ)
(m− 1)!
αm−1 −
p
(s)
B (λ)
(s− 1)!
αs−1 = 0
On obtient don mu = 1 et (m− 1)u ≥ 1, une ontradition.
2) Supposons que pB(λ) = 0.
Par hypothèse, on a p′B(λ) 6= 0. L'égalité pAǫ(λǫ) = 0 donne la ondition néessaire :
mu = u+ 1 et
p
(m)
A (λ)
m!
αm = p′B(λ)α
De même, l'égalité p′Aǫ(λǫ) = 0 donne la ondition néessaire :
(m− 1)u = 1 et
p
(m)
A (λ)
(m− 1)!
αm−1 = p′B(λ)
D'où
p
(m)
A
(λ)
m! =
p
(m)
A
(λ)
(m−1)! , une ontradition.
Par onséquent, même si λ est raine au moins double de pA(x), alors λǫ n'est plus que raine
simple de pAǫ(x). Ainsi, pAǫ(x) ne possède que des raines simples dans R[I]〈〈ǫ〉〉. 
3 Représentations déterminantales des polynmes dont toutes les
raines sont réelles
La proposition suivante est issue de [Fi℄.
Proposition 3.1 Si p(x) est un polynme unitaire de degré d sindé à raines simples dans
R[x], on peut trouver de manière eetive une matrie èhe A ∈ Rd×d de la forme
A =


λ1 0 . . . 0 h1
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
0 . . . 0 λd−1 hd−1
h1 . . . . . . hd−1 e


telle que det(x Id−A) = p(x).
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Remarque 3.2 Notons déjà que l'on peut étendre le résultat au as des polynmes ayant toutes
leurs raines réelles mais pas forément simples. Il sut en eet de fatoriser par pgd(p(x), p′(x))
et de raisonner par réurrene sur le degré d de p(x). Il faut juste prendre garde que l'on obtient
au bout du ompte une matrie A qui est èhe-diagonale, 'est-à-dire diagonale par blo, haque
blo étant une matrie èhe.
Rappelons la méthode utilisée dans [Fi℄.
Loalisation des raines
Notons α1 < α2 < . . . < αd les raines de p(x). La première étape onsiste à loaliser les
raines, 'est possible par exemple en faisant appel aux suites de Sturm, ou par d'autres moyens
équivalents (onfer [BPR℄).
Entrelaement
On hoisit ensuite une famille de réels arbitraires λ1, . . . , λd−1 qui entrelaent les raines,
'est-à-dire tels que
α1 < λ1 < α2 < λ2 < . . . < αd−1 < λd−1 < αd
On herhe alors la matrie A sous la forme :
A =


λ1 0 . . . 0 h1
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
0 . . . 0 λd−1 hd−1
h1 . . . . . . hd−1 e


où h1, . . . , hd−1 et e sont des réels à déterminer.
Interpolation
De la formule de 2.1 (iii), on tire :
q(x) = det(x Id−A) = (x− e)
d−1∏
i=1
(x− λi)−
d−1∑
i=1
h2i
∏
j 6=i
(x− λj)
Il sut alors d'interpoler en les réels λi.
En eet, on a q(λi) = −h
2
i
∏
j 6=i(λi − λj), et omme p(x) est unitaire, le réel p(λi) est du
signe de −
∏
j 6=i(λi − λj) en raison de la ondition d'entrelaement. Don, on peut trouver hi
tel que q(λi) = p(λi) pour i = 1 . . . d − 1. De plus, si on hoisit e tel que −e −
∑d−1
i=1 λi vaut le
oeient en xd−1 de p(x), on est assuré que p(x) = q(x).
4 Représentations déterminantales des polynmes quelonques
Considérons désormais un polynme p(x) de degré d possédant exatement r raines réelles
omptées ave multipliité.
Enore une fois, plutt que la reherhe d'une représentation déterminantale proprement
dite, on traitera le problème équivalent de la reherhe d'une matrie symétrique A telle que
p(x) = det(xJ −A) ave J une matrie de signature.
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Pour peu qu'on suppose le oeient dominant de p(x) égal à (−1)s, on peut l'érire :
p(x) =
r∏
i=1
(x− αi)
s∏
j=1
(−(x− βj)
2 − γ2j )
où les αi, βj , γj sont réels et γj 6= 0.
On dispose alors de la représentation évidente p(x) = det(Jx−A) ave
J =


1 0
0 −1
.
.
.
1 0
0 −1
1
.
.
.
1


=
(
Id1
⊕
(− Id1)
)s⊕
Idr
et
A =


β1 γ1
γ1 −β1
.
.
.
βs γs
γs −βs
α1
.
.
.
αr


Voyons maintenant omment étendre la méthode du paragraphe préédent pour obtenir une
représentation eetive.
Théorème 4.1 Tout polynme p(x) de degré d = r+2s tel que p(0) 6= 0 et possédant exatement
r raines réelles, omptées ave multipliité, admet une représentation déterminantale eetive
de signature (r + s, s).
Démonstration: Enore une fois, quitte à fatoriser suessivement par pgd(p(x), p′(x)), on peut
supposer que le polynme p(x) ne possède que des fateurs simples. On obtiendra alors pour A
une matrie èhe-diagonale (diagonale par blos dont les blos sont des matries èhes).
On suppose que le polynme s'érit toujours
p(x) =
r∏
i=1
(x− αi)
s∏
j=1
(−(x− βj)
2 − γ2j )
même si on n'a plus aès aux réels αi, βj et γj 6= 0.
Loalisation des raines
Par exemple grâe aux suites de Sturm, on peut déterminer le nombre r de raines réelles de
p(x) et aussi les loaliser. On supposera α1 < . . . < αr.
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Entrelaement
On hoisit une famille arbitraire de réels λ1, . . . , λr−1 qui entrelaent les raines réelles, 'est-
à-dire telle que
α1 < λ1 < α2 < λ2 < . . . < αr−1 < λr−1 < αr
On herhe alors la matrie A sous la forme èhe suivante :
A =


µ1 ν1 k1
ν1 −µ1 l1
.
.
.
.
.
.
µs νs ks
νs −µs ls
λ1 h1
.
.
.
.
.
.
λr−1 hr−1
k1 l1 . . . ks ls h1 . . . hr−1 e


où (µj , νj) ∈ R × R
∗
pour j = 1 . . . s sont des réels arbitraires et les hi, kj , lj et e sont des
réels à déterminer pour i = 1 . . . r et j = 1 . . . s.
Interpolation
En se servant 2.1 (ii), on alule
q(x) = det(xJ −A)
=


x− µ1 −ν1 −k1
−ν1 −x+ µ1 −l1
.
.
.
.
.
.
x− µs −νs −ks
−νs −x+ µs −ls
x− λ1 −h1
.
.
.
.
.
.
x− λr−1 −hr−1
−k1 −l1 . . . −ks −ls −h1 . . . −hr−1 x− e


= (x− e)u(x)v(x) − v(x)
∑r−1
i=1 h
2
i ui(x)− u(x)
∑s
j=1((−x+ µj)k
2
j + 2νjkjlj + (x− µj)l
2
j )vj(x)
où 

u(x) =
∏r−1
i=1 (x− λi)
ui(x) =
u(x)
x−λi
v(x) =
∏s
j=1−((x− µj)
2 + ν2j )
vj(x) =
v(x)
−((x−µj)2+ν2j )
Du oup, q(λi) = −v(λi)h
2
i ui(λi). Or p(λi) =
∏s
j=1−((λi − βj)
2 + γ2j ) ×
∏r
k=1(λi − αk),
dont le premier produit est du signe de v(λi) (qui est aussi elui de (−1)
s
). Ainsi, grâe à la
ondition d'entrelaement, il est possible de trouver un réel hi tel que q(λi) = p(λi) pour tout
i = 1 . . . r − 1.
8
Puis
q(µj + Iνj) = −u(µj + Iνj)((−Iνj)k
2
j + 2νjkj lj + (Iνj)l
2
j )vj(µj + Iνj)
= −u(µj + Iνj)(−Iνj)(kj + Ilj)
2vj(µj + Iνj)
Il est don possible de trouver (kj , lj) ∈ R
2
tels que q(µj + Iνj) = p(µj + Iνj) pour tout
j = 1 . . . s.
Pour nir, si on hoisi e tel que (−1)s(
∑s
j=1 2µj −
∑r−1
i=1 λi − e) vaut le oeient en x
d−1
de p(x), on est assuré que p(x) = q(x).
Cas partiulier
Nous nous devons traiter à part le as où p(x) ne possède auune raine réelle. Dans e as,
on pose
J =


1 0
0 −1
.
.
.
1 0
0 −1
−1
1


=
(
Id1
⊕
(− Id1)
)s−1⊕(
(− Id1)
⊕
Id1
)
et on herhe A sous la forme
A =


µ1 ν1 k1
ν1 −µ1 l1
.
.
.
µs−1 νs−1 ks−1
νs−1 −µs−1 ls−1
λ h
k1 l1 . . . ks−1 ls−1 h e


En fait, le seul aménagement du as préédent onsiste à remarquer que la quantité
( det(xJ −A))(x=−λ) = −h
2 ×
s−1∏
j=1
(−(−λ− µj)
2 − ν2j )
est du même signe que p(−λ), e qui permet de trouver un réel h qui assure l'interpolation au
point x = −λ. Le reste de l'argument est analogue. 
5 Raines réelles des représentations déterminantales
Intéressons-nous dorénavant à la propriété réiproque du Théorème 4.1.
Théorème 5.1 Soit A une matrie symétrique de SRd×d ave d = r + 2s. Alors, le polynme
p(x) = det (xJs −A), où Js = ( Idr+s
⊕
(− Ids)), possède au moins r raines réelles omptées
ave multipliité.
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Démonstration: Si on reformule le problème en terme d'endomorphisme auto-adjoint relative-
ment à la forme bilinéaire symétrique donnée par la matrie Js, on est ramené à montrer le
Théorème 5.2. En eet, si on onsidère que Js est la matrie d'une forme bilinéaire symétrique
(de signature (r + s, s)) sur Rr+2s, alors relativement à ette forme bilinéaire symétrique, l'ad-
jointe B(∗s) de la matrie B est donnée par la formule B(∗s) = JsB
TJs. Il reste alors à remarquer
que p(x) = (−1)s det(x Id−AJs) et que AJs est Js-autoadjointe. 
Avant d'énoner le résultat proprement dit, notons que si on se donne une forme quadratique
de signature (r+ s, s) sur Rr+2s par une matrie symétrique S, alors la forme bilinéaire assoiée
s'érit 〈X,Y 〉 = XTSY . Or on peut déomposer S = QTJsQ ave Q inversible, ainsi 〈X,Y 〉 =
(QX)TJs(QY ), don à un hangement de oordonnées près, on peut supposer que la forme
quadratique est donnée par la matrie Js.
Théorème 5.2 Dans l'espae Rn, muni d'une forme quadratique de signature (r + s, s), tout
endomorphisme auto-adjoint possède au moins r raines réelles omptées ave multipliités.
Démonstration: On suppose donné l'endomorphisme auto-adjoint par sa matrie A dans la base
anonique. La démonstration se fait par réurrene sur s. On ommenera par traiter les as
s = 0 et s = 1 pour xer les idées. Ensuite, on s'attaquera à l'hérédité dans le as général. L'idée
onsiste grosso-modo en une orthonormalisation relativement à une forme bilinéaire symétrique
de type Jk qui fera apparaître une matrie èhe dont on saura aluler le déterminant. On
pourra alors en déduire le nombre de raines souhaité. En fait, l'étape de Jk-orthonormalisation
ne marhe bien que si la matrie onsidérée n'a que des valeurs propres simples. Pour se ramener
à ette situation, on ajoutera de nouvelles variables innitésimales.
Quelques notations
Soient (r, s) ∈ N2 et pour tout entier k = 0 . . . s, notons nk = r+s+k et Jk = Idr+s
⊕
(− Idk) ∈
Rnk×nk .
La matrie A est de la forme
A =
(
A0 −H
HT D
)
ave H ∈ Rn0×s, D = (di,j) ∈ SR
s×s
et A0 ∈ SR
n0×n0
.
Appelons Ak la nk-ième matrie extraite prinipale de A, de sorte que, pour tout k = 0 . . . s−
1, on a des matries Hk ∈ R
nk×1
et Lk ∈ R
1×nk
telles que :
Ak+1 =
(
Ak −Hk+1
Lk+1 dk+1,k+1
)
On introduit le polynme aratéristique p(x) = pA(x) = det(x Id − A) de A, et il s'agit
de montrer qu'il possède au moins r valeurs propres réelles, omptées ave multipliité. Nous
introduisons aussi les polynmes aratéristiques pk(x) = det(x Idnk −Ak).
On proède par réurrene sur s.
Les as s = 0 et s = 1
Si s = 0, le résultat est lair : 'est le théorème spetral usuel pour les matries symétriques
réelles. En vue de préparer l'étape suivante, expliitons son utilisation.
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Il existe une matrie orthogonale Q0 ∈ R
n0×n0
, 'est-à-dire telle que QT0QO = Id (on dira
aussi qu'elle est J0-orthonormale, autrement dit que Q
(∗0)
0 Q0 = Id où l'adjoint
(∗0)
est relatif à
la forme bilinéaire symétrique donnée par J0) telle que la matrie B0 = Q
T
0A0Q0 est diagonale :
B0 =


λ1 0 0
0
.
.
. 0
0 0 λn0

 .
Posons
A′0 = B0 +


ǫ0 0 0 0
0 2ǫ0 0 0
0 0
.
.
. 0
0 0 0 n0ǫ0

 .
On obtient alors une matrie A′0 ∈ (R〈ǫ0〉0)
n0×n0
, diagonale, dont toutes les valeurs propres sont
simples, et telle que limǫ0→0A
′
0 = B0 = Q
T
0A0Q0.
Traitons aussi le as s = 1, pour xer les idées, même si l'hérédité dans le as général
omprendra e as là.
Du fait que A1 =
(
A0 −H1
L1 d1,1
)
ave HT1 = L1, on introduit la matrie B1 ∈ R
n1×n1
telle
que
B1 =
(
Q0
⊕
Id
)(∗1)
A1
(
Q0
⊕
Id
)
=
(
B0 −H
′
1
L′1 d
′
1,1
)
où
(∗1)
est l'adjoint relativement à J1. Notons au passage que (Q0
⊕
Id)(∗1) = Q
(∗0)
0
⊕
Id1.
On peut érire, par le Lemme 2.1 (i) :
p1(x) = det(x Idn1−A1) = det
(
x Idn0 −B0 H
′
1
−L′1 x− d
′
1,1
)
= (x−d′1,1)p0(x)+
n0∑
i=1
h2i
∏
j 6=i
(x−λj)
ave (H ′1)
T = (h1, . . . , hn0) = L
′
1.
Supposons, dans un premier temps, que
(i) les λi sont distints : mettons λ1 < . . . < λn0 ,
(ii) les hi sont non nuls.
En évaluant en λi, et en examinant le signe de p1(λi) pour i = 1 . . . n0, on remarque que le
polynme p1(x) possède n0− 1 raines réelles distintes (entrelaées ave les λi), e qui donne le
résultat souhaité.
Pour traiter le as où les onditions (i) ou (ii) sont mises en défaut, il sut de hanger de
orps réel los de base. On fait appel alors aux tehniques employées dans le Lemme 2.2.
On est alors onduit à introduire la matrie de R〈〈ǫ0, ǫ1, θ1〉〉
n1×n1
suivante :
A′1 =
(
A′0 −H
′
1
L′1 d
′
1
)
+


0 . . . 0 −ǫ1
.
.
.
.
.
.
.
.
.
0 . . . 0 −ǫ1
ǫ1 . . . ǫ1 θ1


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On obtient alors une nouvelle matrie A′1 qui possède, d'après le traitement i-dessus du as
générique, au moins n0−1 raines (distintes) dansR〈〈ǫ0, ǫ1, θ1〉〉. Comme Ainsi lim(ǫ0,ǫ1,θ1)→0A
′
1 =
B1 est semblable à A1, alors A1 possède au moins n0−1 raines réelles, omptées ave multipliité.
Notons que l'ajout de la variable θ1 n'a pas servi jusqu'alors, elle permet ependant de
préparer l'étape suivante de la réurrene. Elle sert à armer que, d'après le Lemme 2.2, toutes
les valeurs propres de A′1 sont distintes dans R〈〈ǫ0, ǫ1, θ1〉〉[I]. De plus, on peut garder à l'esprit
que B1 = Q
(∗1)
1 A1Q1 ∈ R
n1×n1
, ave Q1 = (Q0
⊕
Id1).
Hérédité dans le as général
Supposons donnée une matrie A′k ∈ SR
nk×nk
k telle que
(i) On dispose d'une suite d'extensions réelles loses R → R1 → . . . → Rk ave Ri+1 =
Ri〈〈ǫi+1, θi+1〉〉 pour tout i = 1 . . . k − 1,
(ii) A′k ne possède que des valeurs propres simples dans Rk[I],
(iii) A′k est Jk-autoadjointe, 'est-à-dire A
′
k = Jk(A
′
k)
TJk,
(iv) A′k est à oeients dans R〈ǫ0, ǫ1, θ1, . . . , ǫk, θk〉0 et on a lim(ǫ0,ǫ1,θ1,...,ǫk,θk)→0A
′
k = Q
(∗k)
k AkQk,
ave Qk matrie Jk-orthonormale de R
nk×nk
(i.e. Q
(∗k)
k Qk = Id),
(v) A′k possède au moins n0 − k valeurs propres (distintes) dans Rk.
Avant de ommener proprement dit la démonstration, établissons un Lemme préliminaire
d'algèbre bilinéaire.
Lemme 5.3 Notons 〈·, ·〉 la forme bilinéaire symétrique sur Rn donnée par la matrie J =
Idp
⊕
(− Idq), où p+q = n et R est réel los. On onsidère A ∈ R
n×n
une matrie J-autoadjointe,
'est-à-dire pour tous X,Y ∈ Rn×1, 〈AX,Y 〉 = 〈X,AY 〉. On note A∗ la matrie adjointe de A
relativement à J .
1) La matrie A est J-autoadjointe si et seulement si l'une des onditions équivalentes sui-
vantes est satisfaite
(i) AJ est symétrique,
(ii ) A = BJ ave B symétrique
(iii) A =
(
U −V
V T W
)
ave U ∈ SRp×p, V ∈ Rp×q, W ∈ SRq×q.
2) Si u et v sont deux veteurs propres de A assoiés respetivement à deux valeurs propres
distintes λ et µ dans R[I], alors u et v sont J-orthogonaux.
3) Si A possède n valeurs propres distintes dans R[I], alors il existe P ∈ Rn×n une matrie
J-orthonormale ('est-à-dire telle que P ∗P = Idn) telle que P
∗AP soit, à permutation des
oordonnées près, une matrie de Rn×n diagonale par blos, ave des blos de taille 1 ou de
taille 2 sans valeur propre dans R.
Démonstration: 1) Pour les points (i) et (ii), il sut de noter que AT = JAJ équivaut à
(AJ)T = AJ . La dernière assertion résulte juste d'un alul matriiel par blo :
si A =
(
U −V
V ′ W
)
alors JAJ =
(
U V
−V ′ W
)
.
2) Si λ et µ sont dans R, il sut d'érire 〈Au, v〉 = λ〈u, v〉 = 〈u,Av〉 = µ〈u, v〉. Comme
λ 6= µ, on a forément 〈u, v〉 = 0.
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Si λ ou µ sont dans R[I], on étend la forme bilinéaire symétrique 〈·, ·〉 à R[I]n, e qui permet
d'érire les mêmes égalités que préédemment.
3) À une valeur propre λ ∈ R, on assoie un veteur propre u et à une valeur propre µ+ Iν ∈
R[I]\R, on assoie un veteur propre v+Iw, ave v,w ∈ Rn. Du oup µ−Iν est assoiée v−Iw.
On dispose alors d'une base de Rn formée des veteurs (u1, . . . , ur, v1, w1, . . . , vs, ws). En
vertu de 1), on a pour tout i = 1 . . . r, u⊥i ⊃ Vect (u1, . . . , ui−1, ui+1, . . . , ur, v1, w1, . . . , vs, ws),
l'orthogonalité onsidérée est bien sûr la J-orthogonalité dans Rn relativement à la forme bili-
néaire symétrique 〈·, ·〉. Par onsidération des dimensions, l'inlusion préédente est une égalité.
De même, pour j = 1 . . . s, v⊥j et w
⊥
j ontiennent tout deux l'espae vetoriel
Vect (u1, . . . , ur, v1, w1, . . . , vj−1, wj−1, vj+1, wj+1 . . . , vs, ws).
Et on a aussi 〈vj , vj〉+ 〈wj , wj〉 = 0 par J-orthogonalité de vj + Iwj et de vj − Iwj .
Trois situations se présentent :
a) si 〈vj , wj〉 = 0, alors v
⊥
j ontient aussi wj et w
⊥
j ontient aussi vj . En partiulier, par
onsidération des dimensions de v⊥j et w
⊥
j , on déduit que vj et wj ne sont pas isotropes.
b) si 〈vj , wj〉 6= 0 et vj est isotrope, alors wj est aussi isotrope et on pose par exemple
v′j = vj +wj et w
′
j = vj −wj . Ainsi 〈v
′
j , w
′
j〉 = 0 et en remplaçant la famille (vj , wj) par la
famille (v′j , w
′
j) on obtient les mêmes onlusions que préédemment.
) si 〈vj, wj〉 6= 0 et vj n'est pas isotrope, alors on remplae (vj , wj) par (vj , vj −
〈vj ,vj〉
〈vj ,wj〉
wj) et
on obtient les mêmes onlusions que préédemment.
Dans tous les as, on obtient une base J-orthogonale, haun des veteurs de la base étant
néessairement non isotrope. On la normalise, de sorte que pour haque veteur u de la nouvelle
base B, on ait 〈u, u〉 = ±1. D'après le Théorème d'inertie de Sylvester, on ompte exatement
p fois +1 et n − p fois −1. Quitte à permuter les veteurs, on peut supposer que la matrie de
Gram assoiée à la base B est la matrie J . Notons P la matrie de passage de la base anonique
à la base B.
Nous avons bien P ∗P = Id et D = PAP ∗ qui est, à permutation près des oordonnées, une
matrie diagonale par blos dont haque blo est de taille 1 ou 2.
Un blo Mj de taille 2 orrespond à la matrie de la restrition à un plan vetoriel du type
Vect (vj , wj) de l'endomorphisme anoniquement assoié à A. Ainsi e blo Mj a deux valeurs
propres distintes dans R[I], à savoir µj ± νj . 
Remarque 5.4 D'après le Lemme 5.3 1), et omme la matrie D est enore J-autoajointe, elle
est de la forme D =
(
U −V
V T W
)
ave U ∈ SRp×p, V ∈ Rp×q, W ∈ SRq×q. Don pour tout
j, les veteurs vj et wj ne peuvent pas être simultanément en une position indexée par {1 . . . p},
ni être simultanément en une position indexée par {p + 1 . . . p + q} dans la nouvelle base J-
orthonormale B, sinon ela signierait que Mj est symétrique, une ontradition.
Venons-en au oeur de la démonstration de l'hérédité :
Du fait que Ak+1 =
(
Ak −Hk+1
Lk+1 dk+1
)
, on pose
Bk+1 =
(
Qk
⊕
Id1
)(∗k+1)
Ak
(
Qk
⊕
Id1
)
=
(
Q
(∗k)
k AkQk −H
′
k+1
L′k+1 d
′
k+1
)
∈ Rnk×nk
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Notons qu'on a (Qk
⊕
Id1)
(∗k+1) = Q
(∗k)
k
⊕
Id1.
Introduisons ensuite la matrie de R
nk+1×nk+1
k+1 suivante :
B′k+1 =
(
A′k −H
′
k+1
L′k+1 d
′
k+1
)
D'après le Lemme 5.3 et les points (ii) et (iii) de l'hypothèse de réurrene, il existe Pk ∈
R
nk×nk
k une matrie Jk-orthonormale, telle que P
∗
kA
′
kPk soit, à permutation des oordonnées
près, diagonale par blos, ave a blos de taille 1 et b blos M1, . . . ,Mb de taille 2, dont les
polynmes aratéristiques sont toujours stritement positifs. On a les inégalités a ≥ n − k et
b ≤ k.
Posons alors
A˜k+1 =
(
Pk
⊕
Id1
)(∗k+1)
B′k+1
(
Pk
⊕
Id1
)
et nalement
A′k+1 = A˜k+1 + ǫk+1Uk+1 + θk+1Vk+1
ave Vk+1 =


0 . . . 0 0
.
.
.
.
.
.
.
.
.
0 . . . 0 0
0 . . . 0 1

 et Uk+1 =


0 . . . . . . . . . 0 −1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. −1
.
.
.
.
.
. 0
0 . . . . . . . . . 0
.
.
.
+1 . . . +1 0 . . . 0


, ette dernière
matrie omptant exatement k + 1 oeients nuls sur la dernière olonne et la dernière ligne.
Comme Pk est Jk-orthonormale, alors (Pk
⊕
Id1) est Jk+1-orthonormale, et du fait que Ak+1
est Jk+1-autoadjointe, il en sera de même de A˜k+1 et don de A
′
k+1 qui est don de la forme
A′k+1 =
(
P
(∗k)
k A
′
kPk −H
′′
k+1
L′′k+1 d
′′
k+1,k+1
)
Par onstrution,
lim
(ǫ0,ǫ1,θ1,...,ǫk+1,θk+1)→0
A′k+1 = Q
(∗k+1)
k+1 Ak+1Qk+1
ave Qk+1 = (Pk
⊕
Id1)× (Qk
⊕
Id1) ∈ R
nk+1×nk+1
.
On a don onstruit une extension réelle lose Rk → Rk+1 = Rk〈〈ǫk+1, θk+1〉〉 et une matrie
A′k+1 ∈ R
nk+1,nk+1
k+1 satisfaisant les points (i), (ii) (grâe au Lemme 2.2),(iii), (iv). Le point (v)
déoulera de l'étude du polynme pA′
k+1
(x) que l'on onduit en examinant les deux as suivants
(on aurait pu se limiter au seond as mais le traitement du premier as élaire la démarhe).
• Supposons que k = b. D'après le Lemme 5.3 1) et aussi d'après la remarque suivant sa
démonstration, on peut supposer, à une permutation des oordonnées près, que :
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A′k+1 =


λ1 −h1 − ǫk+1
.
.
.
.
.
.
λa −ha − ǫk+1
M1
(
−g1 − ǫk+1
l1
)
.
.
.
.
.
.
Mb
(
−gb − ǫk+1
lb
)
h1 + ǫk+1 . . . ha + ǫk+1 (g1 + ǫk+1, l1) . . . (gb + ǫk+1, lb) d+ θk+1


où hi, gj , lj ∈ Rk pour i = 1 . . . a, j = 1 . . . b.
On fait alors appel au Lemme 2.1(ii), et par un alul analogue à elui de la démonstration
de 4.1, on obtient
pA′
k+1
(x) = (x− d− θk+1)pA′
k
(x) +
(
rk∑
i=1
(hi + ǫk+1)
2ui(x)
)
v(x) + u(x)w(x)
ave u(x) =
∏a
i=1(x − λi), ui(x) =
u(x)
x−λi
, v(x) =
∏b
j=1 pMj(x) et w(x) est un polynme
qu'on n'a pas besoin d'expliiter ii.
En évaluant suessivement en λi pour i = 1 . . . a, et en utilisant le fait que v(x) est toujours
stritement positif et que hi+ǫk+1 6= 0, on obtient une suite d'éléments pA′
k+1
(λ1), . . . , pA′
k+1
(λrk)
qui présente a hangements de signes, don pAk+1(x) possède au moins a−1 = n0− (k+1)
raines (distintes) dans Rk+1.
• Supposons maintenant que k > b. On pose c = n0 − b et c+ d = a (du oup d = k − b).
À une permutation près des oordonnées, on a l'égalité
A
′
k+1 =
0
BBBBBBBBBBBBBBBBBBBBBB@
λ1 −h1 − ǫk+1
.
.
.
.
.
.
λc −hc − ǫk+1
µ1 m1
.
.
.
.
.
.
µd md
M1
„
−g1 − ǫk+1
l1
«
.
.
.
.
.
.
Mb
„
−gb − ǫk+1
lb
«
h1 + ǫk+1 . . . hc + ǫk+1 m1 . . . md (g1 + ǫk+1, l1) . . . (gb + ǫk+1, lb) d+ θk+1
1
CCCCCCCCCCCCCCCCCCCCCCA
où hi, gj , lj ,mv ∈ Rk pour i = 1 . . . c, j = 1 . . . b, t = 1 . . . d. On suppose aussi par ommo-
dité que λ1 < . . . < λc.
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Etudions le nombre de hangements de signes de la suite pA′
k+1
(λ1), . . . , pA′
k+1
(λc) sahant
que pA′
k+1
(λi) est du signe de
c∏
j=1,j 6=i
(λi − λj)
d∏
t=1
(λi − µt).
Si on pose u(x) =
∏c
i=1(x− λi) et ui(x) =
u(x)
x−λi
, alors la suite u1(λ1), . . . , uc(λc) présente
c − 1 hangement de signes, puis la suite u1(λ1)(λ1 − µ1), . . . , uc(λc)(λc − µ1) présente
au moins c− 2 hangements de signes, et ainsi de suite jusqu'à la suite u1(λ1)
∏d
t=1(λ1 −
µt), . . . , uc(λc)
∏d
t=1(λc − µt) qui présente au moins c − d − 1 hangements de signes. Au
nal, pA′
k+1
(x) possède au moins n0 − k − 1 raines distintes dans Rk+1.
Ce qui ahève la démonstration de l'hérédité.
Au bout du ompte, on parvient à une matrie A′s qui possède au moins ns valeurs propres
simples dans R〈〈ǫ0, ǫ1, θ1, . . . , ǫsθs〉〉 et telle que lim(ǫ0,ǫ1,θ1,...,ǫsθs)→0A
′
s = As. Don As = A a au
moins n0 − s = r valeurs propres réelles omptées ave multipliité. 
Remarque 5.5 On peut rapproher le prinipe de ette démonstration de la démonstration du
théorème spetral lassique pour les matries symétriques réelles donnée dans [BPR℄.
6 D'une représentation èhe-diagonale à une autre
On peut aner le résultat 4.1, qui onjointement ave 5.1 peut se reformuler de la sorte :
Théorème 6.1 Tout polynme p(x) ∈ R[x] de degré d = r+2s, possède au moins r raines réelles
omptées ave multipliité si et seulement s'il admet une représentation eetive de signature
(r + s, s).
Démonstration: Il sut de montrer que si le polynme p(x) admet une représentation déter-
minantale eetive de signature (r + s, s) ave r ≥ 1, alors il en admet aussi une de signature
(r + s− 1, s + 1).
Après appliation de 5.1, puis de 4.1, ette propriété (sans tenir ompte du aratère d'ee-
tivité), se ramène à la propriété évidente : si le polynme p(x) possède au moins r raines, alors
il possède au moins r − 1 raines.
Voyons maintenant e que l'ont peut dire du point de vue eetif. En général, il n'est pas
évident de passer formellement d'une représentation déterminantale p(x) = det(J − xA) de
signature (r + s, s) à une représentation déterminantale p(x) = det(J ′ − xA′) de signature
(r + s − 1, s + 1). Par ontre, dans le as d'une représentation èhe-diagonale, le proédé est
aisé et se résume enore une fois au alul de déterminant donné dans le Lemme 2.1.
De nouveau, on supposera que p(x) n'a que des fateurs simples et on préférera travailler
ave le polynme p∗(x) = det(xJ −A).
a) Si r = 1, il sut de multiplier par − Id, 'est-à-dire p(x) = (−1)d det(x(−J) − (−A)) et
−J est bien de signature (s, s + 1).
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b) Supposons que r = 2 et que les matries A et J sont données par
A =


µ1 ν1 k1
ν1 −µ1 l1
.
.
.
.
.
.
µs νs ks
νs −µs ls
λ h
k1 l1 . . . ks ls h e


et
J =


1
−1
.
.
.
1
−1
1
1


=
(
Id1
⊕
(− Id1)
)s⊕
Id2
Posons alors J ′ = ( Id1
⊕
(− Id1))
s
⊕
(− Id1)
⊕
Id1 et
A′ =


µ1 ν1 k
′
1
ν1 −µ1 l
′
1
.
.
.
.
.
.
µs νs k
′
s
νs −µs l
′
s
−λ h′
k′1 l
′
1 . . . k
′
s l
′
s h
′ e′


D'après les formules de la démonstration du Théorème 4.1, il sut de prendre les réels
h′, k′j , l
′
j pour j = 1 . . . s et e
′
tels que :

h′ = h
k′j = lj
l′j = −kj
e′ = e
) Supposons que r ≥ 3 et que les matries A et J sont données par
A =


µ1 ν1 k1
ν1 −µ1 l1
.
.
.
.
.
.
µs νs ks
νs −µs ls
λ1 h1
.
.
.
.
.
.
λr−1 hr−1
k1 l1 . . . ks ls h1 . . . hr−1 e


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et
(
Id1
⊕
(− Id1
)s⊕
Idr
Posons alors J ′ = ( Id1
⊕
(− Id1))
s+1
⊕
Idr−2 et
A′ =


µ1 ν1 k
′
1
ν1 −µ1 l
′
1
.
.
.
.
.
.
µs+1 νs+1 k
′
s+1
νs+1 −µs+1 l
′
s+1
λ3 h
′
3
.
.
.
.
.
.
λr−1 h
′
r−1
k′1 l
′
1 . . . k
′
s+1 l
′
s+1 h
′
3 . . . h
′
r−1 e
′


D'après les formules de la démonstration du Théorème 4.1, il sut de prendre les réels
h′i, k
′
j , l
′
j pour i = 2 . . . r − 1, j = 1 . . . s+ 1 et e
′
tels que :


(h′i)
2 = h2i
(λi−λ1)(λi−λ2)
(−(λi−µs+1)2−ν2s+1)
(k′j + l
′
jI)
2 = (kj + ljI)
2 (µj+Iνj−λ1)(µj+Iνj−λ2)
(−(µj+Iνj−µs+1)2−ν2s+1))
(k′s+1 − l
′
s+1I)
2 = q(µs+1 + Iνs+1)×(
(Iνs+1)×
∏r−1
i=3 (µs+1 + Iνs+1 − λi)×
∏s
j=1(−(µs+1 − µj + Iνs+1)
2 − ν2j )
)−1
e′ = e+ 2µs+1 + 4
∑s
j=1 µj − 2
∑r−1
i=3 −λ1 − λ2
Ce qui termine la démonstration. 
Ainsi, on obtient une sorte de hiérarhie des représentations déterminantales suivant leur
signature. Sahant que, d'une part tout polynme de degré d possède une représentation de
signature (⌊d2⌋, d − ⌊
d
2⌋), et d'autre part pour obtenir une représentation déterminantale de si-
gnature plus "grande" il faut disposer d'une minoration du nombre des raines réelles.
Pour poursuivre dans la même veine, on peut bien entendu s'interroger sur la manière de
passer formellement d'une représentation déterminantale (pas forément èhe diagonale) à un
autre de signature inférieure, et aussi sur l'existene d'une telle hiérarhie dans le as de plusieurs
variables.
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