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The widespread deployment of Wireless Local Area Networks (WLANs) has led
to an increased need for efficient communication protocols that support high data
rates and provide Quality of Service (QoS) guarantees. The Medium Access Control
(MAC) layer plays a very important role in WLANs since it is mainly responsible for
the regulation of channel access among the system users, the scheduling and resource
allocation decisions, the encapsulation of data from upper layers into MAC frames
and the selection of several transmission parameters.
This thesis provides a contribution to the field of MAC layer protocol design for
WLANs by proposing and evaluating mechanisms that enhance different aspects of
the network performance. These enhancements are achieved through the exchange
of information between different layers of the traditional protocol stack, a concept
known as Cross-Layer (CL) design. The main thesis contributions are divided into
two parts that will be described next.
The first part of the thesis introduces Distributed Queuing Collision Avoidance
(DQCA), a novel protocol for the MAC layer. DQCA behaves as a reservation
scheme that ensures collision-free data transmissions at the majority of the time
and switches automatically to an Aloha-like random access mechanism when the
traffic load is low. After the detailed description of the protocol rules and operation,
a link adaptation mechanism is proposed for the selection of the transmission rate
according to the channel state of each user. Theoretical analysis and computer-based
simulations show the performance improvement offered by DQCA with respect to
the widely employed IEEE 802.11 standard.
The basic version of DQCA prescribes a First-In-First-Out (FIFO) scheduling
order. However, DQCA can be enriched by more advanced scheduling algorithms
based on a CL dialogue between the MAC and other protocol layers. High through-
put performance can be obtained through channel-aware opportunistic schedul-
ing schemes that employ information on the link quality provided by the Physical
(PHY) layer. Furthermore, QoS provisioning, which is fundamental in the case of
multimedia applications with stringent delay constraints, can be achieved through
service-aware policies that determine the scheduling priority based on the require-
ments imposed by the application layer. The thesis proposes a number of scheduling
algorithms applied over DQCA and discusses the performance enhancements and
potential trade-offs of each scheme.
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The close dependence of the channel-aware CL schemes on the availability of
accurate information on the state of the wireless link has led to the design of a
mechanism for the acquisition of periodic channel state updates. The obtained re-
sults show that the benefit of having valid channel state feedback overshadows the
cost of the additional control overhead.
The second part of the thesis explores a different challenge in MAC layer design,
related to the ability of multiple antenna systems to offer point-to-multipoint com-
munications. Some modifications to the recently approved IEEE 802.11n standard
are proposed in order to handle simultaneous multiuser downlink transmissions. A
beamforming technique, which is based on the generation of random orthogonal
beams and is compatible with the standard, has been employed at the PHY layer.
At the MAC layer, a number of multiuser schemes that handle channel access and
scheduling issues and provide mechanisms for the acquisition of the feedback in-
formation required by the PHY layer transmission technique are presented. The
proposed schemes exploit multiuser diversity by opportunistically selecting the best
set of users to minimize interference and increase the achieved throughput. The ob-
tained performance enhancement is demonstrated with the help of both theoretical
analysis and simulation obtained results.
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In the last decade, the Wireless Local Area Network (WLAN) market has been
experiencing an impressive growth that began with the broad acceptance of the
IEEE 802.11 standard [1]. The time when Internet access was a privilege reserved
for few scientific or military applications seems long past: nowadays online wireless
connectivity has become a part of everyday life, resulting to the expansion of the
WLAN industry and the emergence of new technological challenges.
Technological advancement is closely interconnected to the available application
scenarios and user requirements. As WLAN technology progresses, devices become
cheaper and easier to deploy and maintain, while offering the same or more capabil-
ities. New applications are designed to exploit the available technology and attract
new users. In turn, the growth in the market and user demands serves as a driving
force for further technological innovation.
The rapid development of WLAN systems has triggered several changes. The
surge of new WLAN devices, such as smartphones, tablets and netbooks, has in-
creased the need for mobility, flexibility and ubiquitous connectivity. As a result,
WLANs are being deployed not only at home and office environments, but also
at airports, hotels, hospitals, universities and other public hot spots. In addition,
new demanding services for both personal and business applications have emerged,
including Voice over IP (VoIP), web services, multimedia streaming, online gaming
and video conferencing.
As the popularity of WLANs grows, more challenges need to be met. To begin
with, networks must be able to support the increasing number of wireless users
that contend for a limited amount of resources. Then, apart from connectivity,
there is an insatiable need for faster wireless access with higher transmission rates
and Quality of Service (QoS) guarantees, especially to enhance user satisfaction for
time-sensitive multimedia applications. However, since wireless networks are limited
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by the scarcity of bandwidth and the time-varying and error prone nature of the
wireless channel, the need for innovative technologies and mechanisms that provide
increased spectral efficiency and robustness is imperative.
Improving the performance of WLANs is a multifaceted problem that engages
different areas of the research community. Advances in the Physical layer (PHY)
lead to sophisticated transmission techniques and advanced Modulation and Coding
Schemes (MCS) that eventually enable faster and more reliable transmissions. A
big step forward to PHY layer design has been made with the introduction of
multiple antenna systems with advanced signal processing capabilities. To exploit
the available PHY layer resources, there is a need to implement efficient channel
access, scheduling and resource allocation algorithms at the Medium Access Control
(MAC) layer. Finally, WLANs can also benefit from research on the upper layers,
from advanced routing and security functions at the network layer to application
layer management.
This thesis provides a contribution to the field of MAC layer protocol design for
WLANs by proposing and evaluating mechanisms that enhance different aspects of
the network performance. The main motivation for this work has stemmed from the
following two factors:
• the Cross-Layer (CL) design principle. The separation of the network func-
tionalities and responsibilities to different layers has been the traditional ap-
proach to network design. However, in an effort to meet the challenges of mod-
ern wireless networks and the increasing user demands, a new trend known as
CL design has emerged. CL design is a wide term that encompasses all schemes
that violate the principle of the layered architecture, from the exchange of in-
formation between layers to the joint layer design and optimization. The MAC
layer, in particular, offers fertile ground for CL design since it constitutes the
natural connection point between the PHY layer that deals with all the char-
acteristics of wireless transmissions and the upper layers that impose QoS
constraints.
• the support of multiuser transmissions by the PHY layer. The use of mul-
tiple antennas at the transmitter side (and optionally at the receiver side)
in combination with advanced signal processing has offered the possibility
of achieving simultaneous point-to-multipoint transmissions so that multiple
users can be served at the same time, through the same frequency and code.
This new capability opens many challenges at the MAC layer that must be
able to handle multiuser channel access and scheduling and provide mecha-
nisms for the acquisition of feedback information on the state of the wireless
link that is typically required for the implementation of the PHY transmission
techniques.
The main contributions of this work and the structure of the thesis will be
discussed in detail in the following section.
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1.2 Structure of the Thesis and Contributions
There are effectively two conceptual roads to MAC layer enhancement. The first lies
in the modification of existing standards, with the aim to improve their performance
or to provide them with new capabilities. In the context of WLANs, the prevalent
standard is the IEEE 802.11 specification and its amendments which, besides their
popularity, have several identified weaknesses and leave many issues open for re-
search. The second approach is to propose more innovative solutions by designing
novel MAC layer protocols outside the specifications. Naturally, advantages and
disadvantages can be found with respect to both options, but there are also many
valuable lessons to be learned. This thesis has followed both paths in order to study
two different aspects of WLANs: CL design and multiuser transmission schemes.
The remaining part of the thesis consists of six chapters. Chapter 2 provides
some necessary background information concerning the MAC layer functionalities
in WLANs, the main features of the IEEE 802.11 specification, a description of
the CL design principle and the most representative related works in the literature
and, finally, the state of the art on multiuser MAC layer protocols. The innovative
contributions of the thesis are organized into two parts. The first part consists
of Chapters 3, 4 and 5 and is dedicated to a novel MAC layer protocol named
Distributed Queuing Collision Avoidance (DQCA) and its enhancement through CL
design. The second part of the thesis is formed by Chapter 6 and investigates possible
modifications to the IEEE 802.11 standard to support multiuser communications
in multiple antenna systems. Finally, Chapter 7 discusses the conclusions of the
presented work and identifies potential lines for future investigation. In continuation,
the main contributions of the thesis will be outlined in more detail.
The DQCA MAC protocol is the heart of the first part of the thesis, developed
in Chapters 3 to 5. DQCA is a stable near-optimum MAC protocol that behaves as
a random access mechanism under light traffic load and switches automatically to
a reservation scheme as the traffic load grows. The inherent architecture of DQCA
has several features that facilitate the incorporation of CL concepts. These include
the distributed nature of scheduling that is based on two distributed queues and
the structure of the DQCA frame sequence that enables the frequent exchange of
feedback information within the network, usually formed by an Access Point (AP)
and the associated users. Chapter 3 provides a detailed presentation of the DQCA
protocol, including a set of algorithmic rules, the thorough description of the DQCA
frame formats and operation examples.
DQCA provides an efficient channel access mechanism to handle contentions
among users and guarantee the collision-free data transmission of data for the ma-
jority of the time. However, the basic DQCA protocol definition does not prescribe
any methods for the selection of the transmission rate, in the case that multiple
rates are available at the PHY layer. Chapter 4 presents a link adaptation scheme,
seamlessly incorporated into the DQCA operation, that acquires information on
the channel condition of each user and adapts accordingly the transmission rate to
provide the desired bit error rate performance.
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The most important contribution of this chapter is a mathematical model for the
throughput and mean delay analysis of the DQCA protocol with link adaptation.
This model is a solid tool for the evaluation of the DQCA performance under a
time variant multi-rate channel for which the long term probabilities of supporting
each available transmission rate exist and are known. Chapter 4 closes with the
performance evaluation of DQCA under single-rate and multi-rate PHY layers (i.e.,
basic DQCA operation and DQCA with link adaptation, respectively).
Chapter 5 continues with one of the key objectives of this thesis, the incorpo-
ration of more advanced scheduling schemes based on a CL dialogue between the
MAC and other protocol layers. High throughput and QoS provisioning are the
main performance goals of the proposed CL schemes, with further considerations
on other performance metrics such as delay and fairness. Knowledge of the condition
of the wireless channel link at the MAC, provided by the CL interaction with the
PHY layer, has led to the design of channel-aware opportunistic schemes. The main
idea is that system throughput can be generally increased by encouraging trans-
missions when the channel condition supports the use of higher data rates. On the
other hand, QoS provisioning can be achieved through service-aware policies that
assign scheduling priorities on each traffic flow depending on the application service
type and QoS requirements. With these concepts in mind, four CL-based scheduling
algorithms are proposed, described in detail in Chapter 5. In order to investigate
the enhancements offered by each scheme and identify the different performance
trade-offs, three study cases will be considered for homogeneous (data only) and
heterogeneous traffic conditions.
The last part of Chapter 5 addresses an issue that often affects channel-aware
scheduling policies: the presence of outdated Channel State Information (CSI). This
problem occurs when the CSI obtained through a link estimation mechanism does
not reflect the link condition at the time of transmission, due to the time-varying na-
ture of the wireless channel. To alleviate this issue, a mechanism for the acquisition
of periodic CSI updates is proposed. It will be shown that, despite the additional
overhead, a performance enhancement is achieved when accurate CSI is available.
The second part of the thesis is devoted to the investigation of MAC layer mech-
anisms for point-to-multipoint communications in multiple antenna systems. The
recently approved IEEE 802.11n specification [2] supports advanced transmission
techniques such as beamforming and spatial multiplexing but does not contemplate
the possibility of simultaneous transmission to multiple destinations. This open
challenge is addressed in Chapter 6 where a number of multiuser MAC schemes
compatible with the IEEE 802.11n standard are presented.
The proposed schemes refer to the downlink communication direction and are
based on a low-complexity beamforming PHY layer technique that serves users on
random orthogonal beams. Their objectives are twofold. On the one hand they aim
to increase the system capacity by transmitting to multiple users at the same time.
On the other hand, they exploit multiuser diversity by opportunistically selecting
the set of users with the best channel conditions and the lowest interference among
them, thus supporting transmissions at higher rates. A mathematical model for
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the theoretical calculation of the throughout performance is also provided and is
employed, along with simulation results, to explore the potential enhancements and
trade-offs of the proposed MAC schemes.
1.3 Research Contributions
The novel proposals discussed in this thesis have been published in several research
contributions. The work presented in the first part of this thesis, concerning the
DQCA MAC protocol and its enhancement through link adaptation and CL-based
scheduling algorithms, has been published in one book chapter, five journals and
seven international conferences, cited next:
[BC1] E. Kartsakli, J. Alonso-Zárate, L. Alonso, and C. Verikoukis, “Cross-Layer
Scheduling with QoS Support over a near-optimum distributed queuing pro-
tocol for wireless LAN”. Wireless Network Traffic and Quality of Service Sup-
port: Trends and Standards, IGI Global Publishing, USA, Mar. 2010.
[J1] A. Antonopoulos, J. Alonso-Zárate, E. Kartsakli, L. Alonso, and C. Verik-
oukis, “Cross Layer Access Point Selection Mechanisms for a Distributed
Queuing MAC Protocol,” accepted for publication in the Special Issue on
Mobility Management in Future Internet of the Springer Telecommunications
Systems Journal, vol. 84, Feb. 2011.
[J2] E. Kartsakli, J. Alonso-Zárate, L. Alonso, and C. Verikoukis, “Cross-Layer
Scheduling with QoS Support over a Distributed Queuing MAC for Wireless
LANs,” ACM/Springer Mobile Networks and Applications (MONET), Special
Issue on Recent Advances in IEEE 802.11 WLANs: Protocols, Solutions and
Future Directions, vol. 14, pp. 709–724, Dec. 2009.
[J3] E. Kartsakli, C. Verikoukis, and L. Alonso, “Performance Analysis of the
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tation,” IEEE Transactions on Wireless Communications, vol. 8, pp. 644–647,
Feb. 2009.
[J4] E. Kartsakli, A. Cateura, J. Alonso-Zárate, C. Verikoukis, and L. Alonso,
“Cross-Layer Enhancement for WLAN Systems with Heterogeneous Traffic
based on DQCA,” IEEE Communications Magazine, vol. 46, pp. 60–66, June
2008.
[J5] J. Alonso-Zárate, C. Verikoukis, E. Kartsakli, A. Cateura, and L. Alonso, “A
near-optimum cross-layered distributed queuing protocol for wireless LAN,”
IEEE Wireless Communications Magazine [medium access control protocols
for wireless LANs], vol. 15, pp. 48–55, Feb. 2008.
[C1] J. Alonso-Zárate, C. Verikoukis, E. Kartsakli, and L. Alonso, “Coexistence
of a Novel Medium Access Control Protocol for Wireless Ad Hoc Networks
and the IEEE 802.11,” in Proc. of IEEE International Conference on Com-
munications (ICC 2010), pp. 1–5, May 2010.
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tional Conference on Ultra Modern Telecommunications Workshops (ICUMT
2009), Oct. 2009.
[C3] E. Kartsakli, J. Alonso-Zárate, L. Alonso, and C. Verikoukis, “QoS Guaran-
tee for Wireless LAN with Heterogeneous Traffic,” in Proc. of ICT Mobile and
Wireless Communications Summit (ICT-MobileSummit 2009), June 2009.
[C4] E. Kartsakli, A. Cateura, J. Alonso-Zárate, C. Verikoukis, and L. Alonso,
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Based on DQCA,” in Proc. of IEEE International Conference on Communi-
cations (ICC 2007), pp. 5708–5713, June 2007.
[C5] E. Kartsakli, A. Cateura, J. Alonso-Zárate, C. Verikoukis, and L. Alonso,
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“Contention-Based Collision-Resolution Medium Access Control Algo-
rithms”. Nova Science Publishers Inc., Apr. 2009.
[BC2] E. Kartsakli, J. Alonso-Zárate, A. Antonopoulos, and L. Alonso, “MAC
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Troubador Publishing Ltd., Sept. 2011.
The multiuser MAC schemes, discussed in the second part of this thesis, have
been presented in one journal and two international conferences and a patent (filed
in 2009):
[J6] E. Kartsakli, N.Zorba, L. Alonso, and C. Verikoukis, “A Threshold-Selective
Multiuser Downlink MAC scheme for 802.11n Wireless Networks,” IEEE
Transactions on Wireless Communications, vol. 10, pp. 857–867, Mar. 2011.
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The main objective of this thesis is to propose and evaluate medium access, schedul-
ing and resource allocation algorithms implemented at the MAC layer and enhanced
through CL interactions. This chapter will provide some background information
on MAC protocols and the relevant state of the art that will facilitate the under-
standing of the contributions of this thesis.
This chapter begins with an overview of the MAC layer functions and the most
representative families of MAC layer protocols, presented in Section 2.2. A signif-
icant part of the existing work on MAC layer enhancement for WLANs is based
on the widespread IEEE 802.11 specification and its amendments. Hence, the main
features of the standard will be discussed in Section 2.3, focusing on the legacy
IEEE 802.11 version of the standard, the IEEE 802.11e for QoS provisioning and
IEEE 802.11n for Multiple-Input Multiple-Output (MIMO) systems.
Section 2.4 opens with a general description of the CL design principles. After
presenting the most common CL classification methods found in the literature, a
MAC-centric taxonomy is adopted that organizes CL-based schemes into four cat-
egories depending on their major objective: link adaptation and scheduling, power
control, application adaptation and parameter tuning. More emphasis will be given
in the link adaptation and scheduling and parameter tuning schemes that have
served as a motivation of this thesis.
Finally, the use of MIMO technology opens the road to the design of multiuser
schemes where point-to-multipoint communication is possible. Section 2.5 will dis-
cuss the state of the art on multiuser MAC layer protocols and the additional
challenges that arise from simultaneous transmissions.
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2.2 The MAC layer
2.2.1 Functions of the MAC layer
The rapid development of computer and communications technology towards the
end of the 1970s boosted the popularity of networking and accentuated its com-
mercial potential. In order to prevent the deployment of multiple and incompati-
ble network architectures by different vendors, the International Organization for
Standardization (ISO) developed the Open Systems Interconnection (OSI) reference
model [3].
The OSI reference model provides an abstract framework for network design
that enables the interconnection of heterogeneous networks. It can be visualized
as a vertical stack of seven independent layers, with the upper layers dedicated to
application-related issues and the lower layers to data transmission. Each layer is an
entity that addresses a specific functionality, even though the actual protocols that
implement the layer functions may vary depending on the system. Communication
is possible only between adjacent layers and is limited to the exchange of a set of
primitives through well-defined interfaces. In other words, a layer provides services
to the adjacent higher layer and, in turn, receives services from the layer below.
The MAC is the lower of the two sublayers of the Data Link Control layer, i.e.,
the second layer of the OSI reference model. It plays a very important role in WLANs
since it is responsible for the regulation of channel access among the system nodes:
it defines the rules by which the nodes compete for access to the shared medium
and provides mechanisms for the resolution of collisions. The term nodes or users
will be employed interchangeably in this thesis to denote wireless devices that form
part of the WLAN. Depending on the network topology, the nodes can talk directly
to each other in an ad hoc mode (peer-to-peer), or communicate through an AP if
an infrastructure scenario is considered.
Another essential function of the MAC is the scheduling of transmissions by or
towards a particular node. Scheduling has a strong impact on the network perfor-
mance and can be selected to serve specific performance goals, such as throughput
maximization or fairness among users. With the proliferation of multimedia appli-
cations, QoS-aware MAC scheduling aiming to satisfy specific application require-
ments, usually concerning time-delay constraints and tolerated error margins, has
become a critical task.
The MAC layer is also responsible for the data encapsulation that includes the
assembly of frames before transmission and the frame parsing and error detection
upon reception. In the frame assembly process, the data from upper layers of the
protocol stack are encapsulated into MAC layer frames. The specific details of the
frame formation depend on the MAC protocol, but typically a header with the
required control information and address fields and a Cyclic Redundancy Check
(CRC) for error detection are appended to each frame. After the reception of a
frame, the CRC is checked to determine whether the frame has been received cor-
rectly or with errors. In the case of errors, the frame is discarded and retransmissions
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of the frame may be requested, depending on the MAC protocol rules.
Wireless communications introduce additional challenges that should be handled
by the MAC layer. First, the detection of collisions that occur when nodes access
the medium simultaneously is difficult, especially by the transmitter. Hence, wireless
MAC protocols are expected to minimize collisions through collision avoidance or
reservation schemes and provide efficient mechanisms for the collision resolution.
Second, the MAC should take into consideration two well-known issues often
encountered in WLANs regarding the presence of hidden and exposed terminals.
Consider the case illustrated in Figure 2.1 (a), where node B lies within the range
of A and C but A and C cannot listen to each other. Assume that there is an
ongoing transmission from A to B. Node C, being out of the range of node A (i.e.,
node A is hidden from C), will falsely sense the channel idle and may initiate a
transmission, thus causing a collision at B. This situation is known as the hidden
terminal problem.
Now assume that there is a fourth node D within the range of node C but
out of the range of node B, as shown in Figure 2.1 (b). In this particular setup,
two simultaneous transmissions could take place, from B to A and from C to D
(since A and D are sufficiently far from C and B, respectively). However, if B
initiates a transmission to A, node C will sense the medium busy and will defer from






(a) The hidden terminal problem: Node C cannot hear
the ongoing transmission from A to B.
Range of B
Range of C
A B C D
(b) The exposed terminal problem
Figure 2.1: The hidden and exposed terminal problems
Finally, other issues that should be handled by the MAC include user mobil-
ity and energy efficiency. In practice, it is very difficult to design a MAC protocol
that efficiently tackles all these challenges, especially given the wide variety of ap-
plication scenarios, deployment conditions and constraints in WLANs. Hence, all
MAC protocols have strengths and weaknesses and their efficiency depends on the
obtained performance trade-offs.
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2.2.2 MAC Protocols for WLANs
Different strategies can be adopted to achieve the aforementioned MAC layer func-
tionalities in the context of WLANs, leading to a vast number of MAC protocols
proposed in the literature. Without attempting to provide an exhaustive overview
of MAC protocols, this section will discuss some representative examples of MAC
strategies which are more relevant to the contributions of this thesis.
The main objective of MAC protocols is to share the available resources among
the system users. There are four basic multiple access strategies:
• Time Division Multiple Access (TDMA). In TDMA, users are served in dif-
ferent portions of time (usually named time slots), using all the available
frequency bandwidth of the system.
• Frequency Division Multiple Access (FDMA). In FDMA, users are assigned
different portions of the available frequency bandwidth. In other words, users
transmit at different frequencies at the same time.
• Code Division Multiple Access (CDMA). In CDMA, users are assigned differ-
ent pseudo-random spreading codes that enable them to transmit at the same
time and frequency.
• Space Division Multiple Access (SDMA). When multiple antennas are avail-
able, the spatial multiplexing can be employed to allow multiple simultaneous
transmissions at the same frequency.
These access methods provide collision-free access to the channel, assuming there
is centralized coordination and some prior reservation phase during which the allo-
cation of resources takes place. When this is not the case, users must compete for
channel access and collisions often occur. This situation is handled by contention-
based MAC schemes that must perform two functions: the Channel-Access Algo-
rithm (CAA) that handles the channel access attempt of a user upon the arrival
of a new packet and the Collision Resolution Algorithm (CRA) that defines the
retransmission scheme of the collided packets in such a way so as to reduce the
probability of further collisions.
Without being exhaustive, the most typical CAA policies are the following:
• Free Access algorithms in which users can attempt to access the channel as
soon as they have packets to transmit. Random access schemes where users
attempt transmission at a given time with a certain probability can be con-
sidered as a variation of free access algorithms.
• Blocked Access algorithms in which users are not allowed to attempt the trans-
mission of new packets as long as there are pending collisions to be resolved.
• Carrier Sensing Multiple Access (CSMA) algorithms in which users must sense
the channel idle before attempting a transmission.
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• Polling schemes must receive a polling request by a central controller (usually
the AP) in order to attempt transmission.
With respect to the CRA policies, the following categories can be considered:
• Random algorithms in which users wait a random interval of time before
attempting a retransmission, in case of collision. The random defer time can
be selected based on a given probability distribution, or more elaborate backoff
mechanisms can be employed.
• Tree or Splitting algorithms in which the users involved in a collision are di-
vided into groups. Then, users within a given group compete again for channel
access with a reduced probability of collision.
There is an extensive number of MAC protocols in the literature and some
comprehensive overviews can be found in [4] and [5]. Clearly, each scheme has
unique features and capabilities and may be better adapted to a specific network
scenario. Nevertheless, combinations of the aforementioned CAA and CRA policies
can be found in the core of most existing MAC protocols. In continuation, some
specific MAC protocol examples will be given.
The simplest example of contention-based MAC is the Aloha family of protocols.
Aloha was the first implemented MAC for wireless packet data networks, invented
in the 1970s [6]. It is a free access protocol in which users with new packets attempt
to access the channel immediately. In the case of collisions, they defer access for
a random amount of time before attempting a retransmission. Slotted Aloha is
another well known protocol of the Aloha family that divides time into slots and
restricts the initiation of any transmission attempt in the beginning of a time slot.
This method doubles the throughput with respect to pure Aloha at the cost of time
synchronization.
Another large family of protocols is known under the name of tree or splitting
algorithms. Splitting algorithms usually operate in a time slotted manner, they
support either free or blocked channel-access method and and are based on some
channel feedback about the state of the channel. The first splitting algorithm is
the Binary Tree algorithm, proposed independently and almost concurrently by
Capetanakis [7], [8] and Tsybakov and Mikailov [9] in 1978. The idea is simple:
once a collision occurs, the involved users are split into two subsets by flipping an
unbiased coin (i.e. both sides have the same probability). The subset of users that
flipped one of the sides transmits in the next slot whereas the other subset defers
transmission until all the users of the first subset have transmitted successfully.
This procedure is applied recursively to resolve any collisions among the users of
the same subset. Several enhancements and alternatives of the basic scheme have
been proposed in the literature and overviews can be found in [10] and [11].
Originally, splitting algorithms were designed for slotted Aloha-type channels
with applications in wired Ethernet, satellite communications, and mobile wire-
less systems [12]. In the context of WLANs, splitting CRAs are often employed in
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reservation schemes, to resolve collisions among channel request attempts that take
place within a reservation phase. The idea is to restrict collisions in the reservation
phase where small control packets are employed and reduce or eliminate collisions
during the data transmission. This type of protocols has served as a basis for the
distributed protocol DQCA that will be presented in Chapter 3.
The most popular channel access method in WLANs is based on carrier sensing.
CSMA-based algorithms adopt the process of listening to the channel and attempt a
transmission only after the medium is sensed idle. Several variations of this scheme
exist depending on how the users act upon finding the channel busy:
• In 1-persistent CSMA, users sense the channel continuously and attempt a
transmission as soon as the channel becomes idle again.
• In non-persistent CSMA, users defer sensing for a random amount of time.
After the random backoff time elapses, they sense the channel again and the
process is repeated until the channel is found idle.
• In p-persistent CSMA, users sense the channel continuously. Once the channel
is sensed idle, they attempt a transmission with a random probability p.
The mandatory access mode of the widely used IEEE 802.11 is based on CSMA
with Collision Avoidance (CSMA/CA), a variation of p-persistent CSMA that em-
ploys a random backoff mechanism to avoid collisions. The following section will
describe some of the most important features included in the standard.
2.3 The IEEE 802.11 Specification for WLANs
The IEEE 802.11 specification for the PHY and the MAC layers is the most popular
technology adopted in WLANs. The first version of the standard, often called the
legacy IEEE 802.11, was issued in 1997. Since then, several amendments have been
approved by the IEEE, providing enhancements such as higher data rates, QoS
provisioning and increased security. A revised and corrected version of the standard
that includes all major amendments (mainly IEEE 802.11 a/b/e/g) was issued in
2007 [1]. The newest addition in the 802.11 family is the IEEE 802.11n standard for
higher throughput that introduces new functionalities for both MAC and PHY [2].
The IEEE 802.11 protocol architecture is illustrated in Figure 2.2.
The PHY layer defines radio transmission related parameters such as the fre-
quency band, the data rate, the transmission technique and the number of anten-
nas. The IEEE 802.11 specification offers multirate transmission in the 2.4 GHz
and 5 GHz spectrum bands. The maximum available data rate varies depending on
the version of the standard. Initially, the legacy version only supported rates up to
2 Mbps, but with the IEEE 802.11b amendment capacity increased to 11 Mbps.
The adoption of Orthogonal Frequency Division Multiplexing (OFDM) in IEEE
802.11a/g resulted to significantly higher data rates of up to 54 Mbps, with a cost
on the coverage range since higher rates require high modulation schemes that are
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Figure 2.2: The IEEE 802.11 protocol architecture
more susceptible to errors. Finally, the recently approved IEEE 802.11n standard
supports MIMO technology with rates exceeding 100 Mbps (and up to 600 Mbps,
depending on the number of antennas). A summary of the main features of the
IEEE 802.11 and its amendments is given in Table 2.1.
The remaining of this section is divided into five parts. Section 2.3.1 briefly
describes the IEEE 802.11 frame encapsulation. With respect to the MAC layer
functions, the legacy IEEE 802.11 defined two access methods: the mandatory Dis-
tributed Coordination Function (DCF) and the optional Point Coordination Func-
tion (PCF). The DCF, described in Section 2.3.2 is the fundamental access method,
used both in infrastructure and ad hoc configurations, whereas the PCF, described
in Section 2.3.3, is a contention-free centralized polling scheme.
The IEEE 802.11e amendment added the Hybrid Coordination Function (HCF)
that combines two access methods: a distributed scheme called Enhanced Dis-
tributed Channel Access (EDCA), and a centralized scheme called HCF Controlled
Channel Access (HCCA). These access schemes extend the functionality of the DCF
and the PCF, respectively, to provide service differentiation and QoS support. An
overview of the EDCA and the service differentiation mechanism of IEEE 802.11e
is given in Section 2.3.4.
Finally, Section 2.3.5 provides a brief description of the main PHY and MAC
layer characteristics included in the IEEE 802.11n amendment for MIMO systems.
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2.3.1 Frame Encapsulation in IEEE 802.11
As mentioned in Section 2.2.1, the MAC layer is responsible for the encapsulation
of data from upper layers of the protocol stack into MAC layer frames. This process
is illustrated in Figure 2.3. According to the IEEE 802.11 terminology, the upper
protocol message is called MAC Service Data unit (MSDU) and the MAC frames
are known as MAC Protocol Data Units (MPDUs).
The MSDU is the information payload that arrives to the MAC from the up-
per layers (e.g., a TCP/IP or UDP frame). Depending on its size, the MSDU is
either encapsulated within a single MPDU (as in the example of Figure 2.3) or it
is fragmented into multiple MPDUs that are transmitted sequentially by the MAC.
The MPDU is formed by three parts: the header with the necessary MAC-dependent
control information, the frame body that contains the MSDU (or a part of it, if frag-
mentation has taken place) and the Frame Check Sequence (FCS), which is a CRC
for error detection, calculated over the MAC header and the frame body. Finally,
the MPDUs are passed down to the PHY layer, where a header and a preamble are
added, thus forming the PHY Protocol Data Unit (PPDU). The header contains
PHY related control information, whereas the preamble is required for detection,
synchronization and channel estimation by the receiver. The reverse procedure takes
place upon data reception, where data units move upwards the protocol stack.
This terminology is also adopted in this thesis. However, for the sake of readabil-
ity, the MSDU is often referred to as the data or the application message. Similarly,
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Figure 2.3: MAC layer frame encapsulation
the MPDUs are often referred to as packets and the frame body of each packet is
denoted as the packet payload or simply payload. A maximum payload size can
be contained within each packet that depends on the MAC protocol. As a result,
messages are often fragmented to multiple payload segments that are encapsulated
into MAC layer packets.
2.3.2 The Distributed Coordination Function (DCF)
The DCF is an asynchronous transmission mode based on Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) and is the mandatory channel access
scheme of the IEEE 802.11 standard. To understand this mechanism, consider a
scenario where a source station (or transmitter) wants to transmit a data packet to
the destination station (or receiver). Before transmitting, the source station must
listen to the channel for a predefined time interval called DCF Inter Frame Space
(DIFS). If the channel is sensed idle during the DIFS period, the station seizes
the channel and initiates the data packet (DATA) transmission. Otherwise, if the
channel is sensed busy, the Binary Exponential Backoff (BEB) algorithm is executed.
According to the BEB algorithm, the station maintains a backoff counter that
is set to a random value uniformly distributed within the interval [0, CW ]. CW is
referred to as the Contention Window, and it is initialized at a predefined minimum
value CWmin. The source station keeps listening to the channel and for every idle
slot time (i.e., a time unit defined at the PHY layer) it decreases the backoff counter
by one unit. When the counter expires, the station attempts the data transmission. If
the transmission is successful, the CW size is reset to the minimum value. Otherwise,
in case of failure, the CW is doubled, according to the expression:
CWi = 2
i · CWmin (2.1)
and the a new value for the backoff counter is selected from the interval [0, CWi] for
the ith transmission attempt. The parameter i can have any integer value from 0 up
to a maximum value known as the maximum backoff stage, defined in the PHY layer
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specification. By obliging the stations to defer transmission for a random amount of
time when the channel is busy or a transmission failure occurs, the backoff algorithm
reduces the probability of collision among stations that are competing for access to
the wireless medium.
If the number of failed transmission attempts exceeds the retransmission limit
(which is a MAC-dependent parameter), the station discards the data packet and
resets the CW to the minimum value, in order to proceed with the transmission of
the next buffered packet. Otherwise, upon the correct reception of a data packet,
the destination station sends back an acknowledgment frame (ACK) after waiting
for a Short Inter Frame Space (SIFS). The SIFS is introduced to compensate for
propagation delays and radio transceivers turnaround times required to switch from
receiving to transmitting mode. Note that the SIFS is shorter than the DIFS, to
ensure that acknowledgments are given greater priority than regular data traffic.






Contention Window (CW)Defer Access
Figure 2.4: The DCF access method
The DCF also defines an optional RTS/CTS (Request to Send / Clear to Send)
handshake mechanism, aimed to alleviate the hidden terminal problem. This hand-
shake takes place as follows. When a station gains access to the channel according
to the DCF rules (i.e., after sensing an idle medium for a DIFS time or after the
expiration of the backoff counter), it transmits an RTS frame, instead of directly
transmitting the data packet. If the destination receives the RTS, it replies with a
CTS. After a successful RTS/CTS exchange, the source is enabled to transmit its
data packet and waits for the reception of the ACK. This procedure is shown in
Figure 2.5
The RTS/CTS exchange is in fact a means to announce the impeding use of the
medium and reduce the probability of collisions among DATA packets. The source
station estimates the time required for the complete transmission of its data packet
(counting from the completion of the RTS transmission until the ACK reception)
and includes this value in the duration field of the RTS frame. This information is
copied to the subsequent CTS and DATA frames, accordingly modified to reflect the
remaining time of the transmission sequence. When a station not directly involved
in the ongoing transmission sequence receives any of these frames, it reads the
duration field and updates the Network Allocation Vector (NAV). The NAV can be
thought of as a counter that contains the time that the medium is expected to be
occupied by an ongoing transmission and is decreased at a uniform rate. A station
must defer transmission until the NAV counter has expired, even if it detects no
















Figure 2.5: The RTS/CTS mechanism
transmission activity in the wireless medium (which is a situation that may occur
if the station is outside the range of the transmitter). This process is known as the
Virtual Carrier Sensing mechanism.
2.3.3 The Point Coordination Function (PCF)
The PCF is an optional access mechanism for infrastructure-based networks, in
which the communication between the station is coordinated by the AP. The PCF
is a hybrid scheme in which time is divided into two intervals:
• the Contention-Free Periods (CFP) during which the PCF polling scheme is
implemented
• the Contention Periods (CP) during which the basic access mode, DCF, is
employed
The interchange between these two phases is controlled by the AP, as shown in
Figure 2.6. To indicate the beginning of the CFP, the AP transmits a beacon (B)
to all users. However, before transmitting the beacon, the AP must gain access to
the channel according to the DCF rules (i.e., sense the channel idle and execute
the backoff algorithm if necessary). However, a different sensing time is defined for
the PCF access. Unlike the DCF where a user must sense the channel idle during
a DIFS, a shorter PCF Inter Frame Space (PIFS) is employed by the AP. The
duration of a PIFS is shorter than a DIFS but longer than a SIFS, thus providing
the initiation of a CFP with less priority than the transmission of control packets
(CTS or ACK), but with higher priority than the transmission of data packets.
Once the AP gains access to the channel, it initiates a polling scheme and sends
poll messages that offer transmission opportunities to the stations. Stations are al-
lowed to transmit data packets after being directly polled by the AP. If a polled
station has no data to transmit, it responds with a NULL packet. During the CFP,
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Figure 2.6: The PCF access method
the AP periodically transmits beacons that contain information regarding the du-
ration of both the CFP and the CP and allow a new station to be associated to
the network. The CFP is completed whenever the AP transmits a CF-End control
packet.
2.3.4 The Hybrid Coordination Function (HCF)
The HCF, defined in the IEEE 802.11e specification, combines two access methods
that support QoS provisioning: the contention-based EDCA, which will be further
described in this section, and the centralized HCCA, which bears some similarities
to the legacy PCF and can be further consulted in the standard specification [1].
The IEEE 802.11e introduced several new features to the legacy IEEE 802.11
mechanism. The major innovation has been the definition of eight priority levels
for data traffic, mapped into four Access Categories (AC) for voice, video, best-
effort and background data services (in order of decreasing priority). Every station
with QoS support has four transmission queues, one for each AC, that implement an
enhanced variant of the legacy DCF. In EDCA, the four ACs contend for the medium
following the same set of rules but with different access probabilities, depending on
their priority level. Service differentiation is achieved by providing each AC with a
different set of values for the following key parameters:
• The minimum and maximum size of the contention window (CWmin and
CWmax respectively), from which the backoff counter is calculated. ACs with
higher priority are assigned smaller CW sizes, thus increasing the probability
of selecting smaller backoff values.
• The time interval required to determine that the medium is idle. Instead of
the DIFS employed in the legacy DCF, each AC is assigned a different interval
called Arbitration Inter-Frame Space (AIFS). The AIFS is shorter for higher
priority ACs, thus giving them the opportunity to seize the channel before ACs
of lower priority. The exact duration of the AIFS is calculated as follows. For
each AC, a integer parameter called Arbitration Inter-Frame Space Number
(AIFSN) is defined. Then, the AIFS is calculated according to the following
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expression:
AIFS[AC] = AIFSN [AC] · aSlotT ime+ SIFS (2.2)
• The Transmission Opportunity (TXOP) limit. The TXOP is an optional fea-
ture introduced by IEEE 802.11e and is defined as the maximum time interval
during which a station is permitted to hold the medium, once channel access
is gained. Low priority ACs are assigned a low TXOP limit that enables them
to complete the transmission of one DATA frame, including any necessary
control frames (ACK, RTS/CTS). On the other hand, high priority ACs may
hold the channel for a longer time and thus transmit multiple DATA packets
with a single channel access.
Figure 2.7 gives an example of the EDCA access method. The default EDCA pa-
rameters defined in the standard are given in Table 2.2. The CW size is expressed
as a function of the parameters aCWmin and aCWmax that depend on the PHY
layer specification. For reference, in the ERP-OFDM PHY layer (defined in the
IEEE 802.11g specification) the aCWmin and aCWmax values have been set to
15 and 1023, respectively.
SIFS
TXOP Limit [VOICE]Defer Access
aSlotTime
AIFS [VOICE] CWmin [VOICE]
AIFS [VIDEO] CWmin [VIDEO]
AIFS [BEST-EFFORT] CWmin [BEST-EFFORT]
AIFS [BACKGROUND] CWmin [BACKGROUND]
Busy DATA (MPDU) ACK DATA (MPDU) ACK
Figure 2.7: The HCF EDCA access method
Other optional modifications of the IEEE 802.11e include the use of Block Ac-
knowledgment (BA) frames, employed to acknowledge a group of frames that are
allowed to be transmitted without the need for individual ACKs, and the Direct
Link Protocol (DLP) that enables the direct communication of two users in an
infrastructure network without the participation of the AP.
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Table 2.2: Default EDCA parameters (Table 7-37 in [1])
EDCA Parameters
AC CWmin CWmax AIFSN
Voice (aCWmin+ 1)/4− 1 (aCWmin+ 1)/2− 1 2
Video (aCWmin+ 1)/2− 1 aCWmin 2
Best-Effort aCWmin aCWmax 3
Background aCWmin aCWmax 7
2.3.5 The IEEE 802.11n Specification for Higher Throughput
The emerging IEEE 802.11n standard is an amendment to the legacy IEEE 802.11
standard that provides PHY and MAC enhancements for high throughput perfor-
mance [2]. The new standard defines many new mandatory and optional features
for both PHY and MAC layers, but also maintains compatibility with previous
standard versions (IEEE 802.11 standard and its amendments a/b/d/e/g/h/j) [1].
The proposed PHY standard is based on MIMO/OFDM technology and can op-
erate in either the 2.4 GHz or the 5 GHz band with a channel bandwidth of 20 MHz.
The IEEE 802.11n devices must support two spatial streams and therefore must be
equipped with a minimum of 2 antenna elements. The PHY defines 16 obligatory
MCSs with 12 available rates (6.5, 13, 19.5, 26, 39, 52, 58.5, 65, 78, 104, 117 and
130 Mbps). A new minimum time distance of 2 µs between consecutive transmissions
is defined, named RIFS (Reduced Interframe Space). New PHY sounding frames
are introduced, in order to facilitate MIMO channel measurements and antenna cal-
ibration. Finally, two PHY operation modes (legacy and mixed mode) are defined,
in which legacy compatible preambles are transmitted to support the coexistence
of legacy devices.
The optional features of the PHY standard include the support of 40 MHz chan-
nels and up to four spatial streams. Advanced MIMO techniques such Space•Time
Block Coding (STBC), transmit beamforming, and spatial multiplexing are also
supported. For further enhancement, an optional operation mode, known as Green-
field, is described, in which PHY preambles do not include a legacy compatible part
and therefore have reduced overhead. A shorter guard interval (GI) of 400 ns may
be used, thus reducing the OFDM symbol duration to 3.6 µs (instead of 4 µs as in
the case of a, g). Considering the various optional features, a set of 61 additional
MCS is described and the maximum achievable throughput can reach 600 Mbps. A
summary of these features is given in Table 2.3.
The MAC protocol assumes the framework defined by IEEE 802.11 standard and
its later amendments (a/b/e/g). The main access mechanism is the IEEE 802.11e
HCF, described in the previous section, although the DCF and the PCF are also
supported to provide compatibility with legacy devices with no QoS support. The
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standard defines two mandatory aggregation schemes, A-MSDU and A-MPDU, to
reduce control overhead. The BA feature introduced in IEEE 802.11e is enhanced
with two mandatory schemes (N-immediate and Implicit BA) and the use of a
compressed bit map to reduce the size of the BA frames has been included. The
MAC standard also defines several protection mechanisms (long NAV, RIFS protec-
tion, PHY level spoofing, Greenfield protection) that cause legacy devices to defer
transmission while MIMO transmissions take place. Mechanisms to manage the co-
existence of 20 and 40 MHz channels and the operation under MIMO power save
mode have been also considered. Optional MAC features include additional block
acknowledgment (delayed BA) and protection mechanisms.
In order to support optional PHY mechanisms, such as antenna selection and
calibration and STBC, new control frames formats are specified. The standard also
defines two new optional transmission modes. The first is the reverse direction
transmission that allows the bi-directional exchange of data frames between two
nodes within the same session. The second is an advanced power save scheme called
Power Save Multi-Poll (PSMP) which handles multi-destination (scheduled or un-
scheduled) uplink and downlink transmissions. Finally, the protocol supports a link
adaptation scheme in which the transmission rate is adapted to the MIMO channel
condition, after the exchange of information on the channel state in special control
frame fields. The basic MAC features are summarized in Table 2.4.
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2.4 Cross-Layer (CL) Design
2.4.1 Breaking the OSI Layer Stack
The layering principle of the OSI model has influenced greatly the design of wired
networks and has served as a reference architecture by which networks are compared.
The current Internet architecture with the TCP/IP protocol suite is a successful
implementation example of the OSI design paradigm. Although it does not strictly
comply with it, it follows the OSI modular principle and maintains a limited amount
of communication between adjacent layers [13].
The advantages of a good architectural design, as pointed out in [14], cannot be
lightly overlooked. The OSI layered approach enables compatibility among vendors
and different devices and makes possible to optimize each layer operation inde-
pendently of the others, thus facilitating the implementation. However, the pro-
liferation of wireless and mobile networking and the increased demand for higher
performance requirements, especially in terms of QoS guarantees for multimedia
applications, have posed challenges and opened new possibilities that could not be
addressed with the traditional layered approach. Unlike wired links that are con-
siderably static and predictable along time, the wireless channel changes over time
and space with small and large scale variations that are often difficult to predict.
This inconvenience can be turned into an advantage with the use of sophisti-
cated communication policies, such as the opportunistic transmission of packets
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when the channel conditions are favorable. In addition, the randomness in wireless
propagation and the broadcast nature of the radio channel create new modalities
of communication, such as multi-packet reception or user cooperation that are not
feasible in wired networks [15]. All these factors have leveraged the need for more
flexibility in network design, aiming to adapt the system operation to a dynamically
changing channel as well as to the network characteristics and, finally, to enhance
the overall communications performance.
This need has led to CL design, a concept that encompasses all schemes that
violate the rigid architecture of the OSI reference model. It is a very wide term that
spans from an interlayer dialog and exchange of information to the joint layer design
and optimization. The number of participating layers may vary and communication
may take place between any layers of the protocol stack. In less conservative ap-
proaches, it is also possible to merge layers or even define new external entities to
control and coordinate CL interactions. The next section will present some classifi-
cation methods for the numerous CL schemes available in the literature.
2.4.2 Classification of CL Schemes
Even though a unified taxonomy framework for CL design schemes has not been
established, several classification proposals can be found in the literature. In this
section, the more prevalent approaches are briefly prevented and the classification
method adopted for the remaining of this section is described. Unless otherwise
stated, a reference architecture model formed by five layers is considered, namely
the application, transport, network, link and physical layers. The two additional
layers of the OSI protocol stack (i.e., the presentation and session layers) will be
omitted, following the example of the majority of publications in this topic.
General Classification Proposals for CL Design
The authors in [16] introduced the concept of interlayer coordination planes that
span vertically across the protocol stack and focus on the resolution of a specific
set of problems encountered in wireless mobile systems. More specifically, they have
defined four planes devoted to wireless security and encryption, QoS provisioning,
mobility issues and link adaptation, as illustrated in Figure 2.8. Each plane is an
objective that can be achieved through CL design and thus CL algorithms can be
classified in the coordinating planes depending on their targeted goal.
Another method of classification focuses on the different layers that are involved
in the CL exchange of information. An example of the interactions that can take
place between the layers of the OSI stack (adjacent or non-adjacent) can be seen in
Figure 2.9 [17]. A detailed description of all the possible interactions between layers
and the exact parameters that can be exchanged is given in [18].
One of the most common approaches uses as a taxonomy criterion the way in
which the layers are coupled [15]. CL schemes are divided into four basic categories,



































Figure 2.9: Possible interactions between layers [17]
shown in Figure 2.10, depending on the nature of the violation that has occurred
in the architectural design. The four proposed categories are:
• The exchange of information among layers, implemented by creating new in-
terfaces. The flow of information can be from lower to higher layers (upward
approach, e.g., from the PHY to the MAC) or vice versa (downward approach,
e.g. from the application to the MAC), whereas it is also possible to have a
bidirectional iterative flow between two layers.
• The merging of adjacent layers into a new entity with enhanced functionalities,
with the PHY and the MAC layers being the most likely candidates in this
approach.
• The design coupling without new interfaces, where a layer is designed consid-
ering the functionalities of another layer but with no additional information
exchange at runtime.
• The vertical calibration among layers, meaning the tuning of parameters across
the layers in a static or dynamic way.

















Figure 2.10: Possible coupling between layers [15]
Finally, another possible classification approach that is especially oriented to-
wards solutions for time-sensitive multimedia applications in single hop networks is
presented in [19]. In this case, the main interacting layers are the PHY, the MAC
and the application layer. Five categories, illustrated in Figure 2.11, are defined de-
pending on the hierarchical order in which the layers perform the CL interactions:
• Top-down approach where the higher-layer protocols select and determine the
optimal parameters and strategies that concern a lower layer. This policy has
been adopted in many existing systems where, for instance, the application
layer dictates the MAC parameters, while the MAC selects the best PHY layer
MCS.
• Bottom-up approach where the lower layers try to protect higher layers from
losses and bandwidth variations. This approach may cause additional delays
and reduce throughput, thus making it inefficient for multimedia transmis-
sions.
• Application-centric approach where the application layer plays the role of a co-
ordinator that optimizes the parameters of the other layers, adopting either a
top-down or a bottom-up approach. The disadvantage of this approach is that,
compared to lower layers, the application layer operates in a slower timescale
and uses a coarser data granularity (i.e., the data units are multimedia files,
whereas in lower layers they are packets or bits).
• MAC-centric approach where the MAC layer performs scheduling based on
QoS information received from the application layer and also determines PHY
layer parameters depending on the available channel information. The draw-
back of concentrating decision-making at the MAC is the inability to adapt
application layer functions such as source coding to the link condition and
QoS requirements.
• Integrated approach where joint CL optimization takes place. This is an un-
avoidably impractical approach, given the complexity of the optimization
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problem that could possibly be tackled with the use of sophisticated learning
and classification techniques, such as fuzzy logic algorithms, neural networks


























Figure 2.11: Classification for multimedia CL algorithms [19]
The classification methods described above emphasize the vast possibilities for
CL design, given the numerous ways of layer coupling, the diverse CL interactions
and the different objectives that can be achieved by each scheme. However, these
methods are rather generic and not much oriented towards CL-based MAC mech-
anisms that are the main focus of this chapter. For this reason, a different classifi-
cation approach will be adopted, that will be described in the next subsection.
MAC-Centric Classification Method for CL Design
Despite the diversity in the possible CL interactions between the layers, the intended
goals of CL optimization are rather specific. After a thorough examination of the
CL-based MAC layer schemes for WLANs that can be found in the literature, it has
been deduced that the majority of the proposals can be classified into four categories
that are non-exclusive, meaning that it is possible for a protocol to fit in more than
one category at the same time. These categories, illustrated in Figure 2.12, along
with the most common tunable parameters and functions of each OSI layer, are:
1. Link Adaptation and Scheduling. Although these are two different policies,
they are placed within the same category since they are frequently used jointly.
Link adaptation is the selection of the transmission rate that is most suitable
to the channel conditions of a particular link. This mechanism usually requires
a MAC-PHY CL dialog, although more layers may be involved. Scheduling
is the process of allocating resources and defining the transmission order of
data flows. Different policies may be selected in order to meet particular ser-
vice requirements, such as fairness among users or QoS guarantees. Scheduling
decisions are made by the MAC layer and can be optimized through CL in-
teractions with any of the other layers.
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Figure 2.12: CL design model
2. Power Control. The regulation of the transmission power is a very critical
issue in WLANs. Lower power leads to the reduction of interference to other
communications and the conservation of energy. This is particularly impor-
tant in mobile units where an efficient power scheme will ensure the increase of
battery life. On the other hand, higher transmission power may enhance con-
nectivity under harsh channel conditions and may permit the use of higher
transmission rates. Several CL-based MAC schemes consider this trade-off
and offer solutions for dynamic power adaptation with the use of information
passed mainly (but not exclusively) from the PHY.
3. Application Adaptation. This category is focused mostly on schemes that deal
with the transmission of multimedia traffic. In this area, most proposals em-
ploy a CL dialog between the MAC and the application layer, where scheduling
takes into consideration QoS requirements and the application layer selects the
source encoding scheme (e.g. video codecs) after the exchange of information
with lower layers.
4. Parameter Tuning. Finally, there are some proposals that aim to enhance
performance (usually in terms of throughput or fairness) by tuning MAC
layer parameters, such as the data packet length, the size of the contention
window or the limit of retransmission attempts.
It should be mentioned that although the proposed classification encompasses
the majority of the existing CL-based MAC layer schemes, it is not exhaustive.
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For example, contributions that focus on the coupling of MAC and TCP layers, or
routing algorithms optimized with the use of MAC metrics are not included. The
reason for this is that even though those proposals involve the MAC layer, they
mostly concert the transport and network layer design rather than the implemen-
tation of CL-based MAC layer protocols, which is the main objective of this thesis.
Furthermore, it should be stressed that the classification of the presented schemes is
not always an easy task since some algorithms may tackle issues that belong to more
than one category. In continuation, the focus will be laid on the link adaptation and
scheduling schemes and parameter tuning proposals that are more relevant to the
contributions of this thesis.
2.4.3 Link Adaptation and Scheduling
The objective of link adaptation, also known as Adaptive Modulation and Coding
(AMC), is to adjust the transmission rate to the time-varying quality of the wireless
channel. Better channel conditions permit the use of higher transmission rates, thus
improving the system throughput. On the other hand, when the link quality is
not very good, the use of lower rates ensures connectivity, since robustness against
errors is increased. The transmission rate is the result of the adjustment of the MCS
implemented at the PHY, but the actual decision on which rate will be used is made
by the MAC. Hence, link adaptation requires a CL dialog between the two layers.
The objective of scheduling is to determine the transmission order of data flows.
These flows are groups of packets that may be defined in different ways. For in-
stance, one flow may consist of packets either addressed to the same destination or
associated to an application with specific delay constraints. A scheduling algorithm
may give priority to users with better channel conditions, therefore higher available
transmission rates, or to delay-sensitive applications, in order to reduce their wait-
ing times. Scheduling policies that break the First-In-First-Out (FIFO) hierarchy
are usually more efficient, especially when there is diversity in the system (e.g., in
terms of available user rates, traffic QoS requirements, etc.), at the cost of undesired
unfairness. However, the CL design principle has led to the implementation of more
sophisticated scheduling schemes. A very popular approach is to make scheduling
decisions in conjunction with link adaptation. The MAC can also incorporate CL
information from higher layers, such as QoS requirements defined by the application
layer, in the scheduling tasks.
The aim of this section is to review some of the more representative contributions
that can be found in the literature regarding the design of MAC protocols with
CL design to implement link adaptation or scheduling. The section is divided into
four parts. Initially, some analytical models for the MAC layer performance that
indicate the dependence between layers and can be used as a base for CL design
are presented. The second part discusses common link adaptation techniques. In
continuation, CL schemes developed within the context of the IEEE 802.11 are
reviewed, first considering the DCF (Section 2.3.2), which constitutes the main
access method, and then presenting an example of CL design based on the PCF
(Section 2.3.3).
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2.4.4 Analytical Formulation for PHY-MAC CL Interactions
This section reviews some contributions that develop analytical models to explore
the relationship between the application, the MAC and the PHY layers. Even though
these works do not propose a specific CL design scheme, they demonstrate theo-
retically the close dependency between the lower layers of the protocol stack, thus
emphasizing the suitability and potential benefits of CL design in wireless networks.
Moreover, they present a framework that enables the designers to understand how
a CL dialog can be synthesized in practical MAC layer protocols.
The authors in [20] present a theoretical analysis of an IEEE 802.11a based
network and show that the overall system throughput can be maximized when a
rate adaptation technique that combines the selection of the modulation scheme
implemented at the PHY layer and the definition of the frame fragmentation size at
the MAC is employed. Frame fragmentation is one of the basic functions of the MAC
layer. It consists in breaking long MSDUs, into shorter MAC frames (MPDUs) that
will be passed for transmission to the PHY. The transmitting station has to contend
for channel access only once: when channel access is granted, all the fragments are
sent sequentially. However, each MPDU that results from the fragmentation of a
larger packet is transmitted independently and has to be acknowledged by the MAC
layer separately from the rest of the fragments. As a result, if an error occurs in
the transmission of an MPDU, only the retransmission of the affected MPDU is
required. Therefore, the selection of the fragmentation size can affect performance,
since the exchange of long, unfragmented data frames may be more efficient, given
that less control overhead is involved, but is less robust and could require many
retransmission attempts under the presence of channel errors.
Another relevant example can be found in [21], where an analytical framework
is presented to compute the end-to-end throughput of a multi-hop p -persistent
CSMA/CA system with MIMO capabilities. Obtained equations depend on system
parameters, such as the user density or the maximum allowable distance between
source and sink, on MAC parameters, such as the transmission radius and the per-
sistence parameter, and on PHY parameters, such as the modulation index and the
transmission power. This analysis demonstrates the relationship between system,
MAC and PHY parameters that can be exploited in the implementation of efficient
CL designs.
2.4.5 Link Adaptation Techniques
Arguably, the most representative example of CL-based link adaptation technique
can be found in a scheme named Opportunistic Auto Rate (OAR), presented in
[22]. This mechanism exploits CL information to overcome an issue that occurs in
IEEE 802.11 networks with multirate capability, known as the anomaly problem.
This problem was comprehensively analyzed by Heusse et al. [23] and resides in the
fact that when multiple rates are available, transmissions at higher rates are faster
and occupy the channel less time than transmissions at lower rates. Nevertheless,
the IEEE 802.11 access method provides all the users of a network with the same
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channel access opportunities in the long-term. As a result, users transmitting at low
rates occupy the channel for longer periods of time than those users with high trans-
mission rates. This leads to unfairness in the allocation of the resources (in terms
of time share) and converts slow-transmitting stations into a network bottleneck,
thus limiting the overall capacity.
OAR was proposed as a smart mechanism to improve the performance of multi-
rate networks by exploiting PHY layer information. The key of OAR is to dynami-
cally tune the number of transmitted packets per channel access, and consequently
the achievable transmission rate, as a function of the channel quality. OAR is mo-
tivated by the fact that the channel coherence time in WLANs, which is the time
interval for which the condition of a wireless channel link is considered to remain
stable, is typically in the order of the transmission time of multiple packets. Hence,
users who, once gaining channel access, encounter a good link condition are encour-
aged to transmit several packets in a row, since it is quite probable that the channel
condition will not deteriorate during the transmission time. To ensure fairness, fast-
transmitting users cannot occupy the channel for a period that exceeds the time
required for the transmission of a single packet by a low-rate user. With this time-
sharing concept, OAR maintains the long-term fairness of the IEEE 802.11 access,
since otherwise fast-transmitting stations would end up dominating the channel. On
the other hand, a potential problem of OAR is the fact that different flows perceive
different throughputs.
In the performance evaluation presented in [22], OAR is used in conjunction
with two mechanisms for the acquisition of PHY layer information on the channel
state:
1. The Auto Rate Fallback (ARF) [24]. It constitutes the first commercial im-
plementation that exploits the multirate capability of the IEEE 802.11 PHY,
where the rate is adjusted according to the history of previous transmissions.
Despite being a very simple and therefore interesting scheme, ARF has the
main drawback of not being able to react in a timely manner to the dynamic
changes of the wireless channel. As a result, it may overreact when the channel
maintains a good condition for long periods of time by attempting to increase
the transmission rate until errors occur.
2. The Receiver Based Auto Rate (RBAR) [25]. In RBAR, the rate is adapted to
the channel characteristics with the estimation of the channel quality obtained
from the reception of a RTS packet. The final decision is made by the receiver
and notified to the transmitter through the CTS packet. The RBAR performs
better than the ARF as it adapts faster to the radio channel variations.
The theoretical analysis and the performance evaluation of OAR described in [22]
show that OAR achieves throughput gains of 40-50% over RBAR and, in addition,
the throughput improvement increases with the number of nodes due to the reduced
contention attained with OAR. However, OAR requires the network to operate with
RTS/CTS access method in order to be able to extract PHY layer information
to proceed with the link adaptation. This might limit its applicability in certain
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applications that use short packet lengths and do not need to perform any handshake
between sender and receiver. A CL-based solution to this problem was presented in
[26], where the signal strength of received frames and the number of retransmissions
is used to determine the channel and receiver conditions in a relative manner. The
main idea is that the transmission rate of a user is determined by the signal strength
measured from previous transmissions from the AP intended to that user and by
counting the number of required retransmissions that have been needed to achieve
a successful transmission. Although this approach overcomes the need of RTS/CTS
handshake, it shares the limited ability of ARF to adapt to the fast changes of the
channel conditions since it is based on the history of previous transmissions whose
information might be stale at the time of a new transmission.
2.4.6 Scheduling Algorithms Based on the IEEE 802.11 DCF
This section will discuss scheduling algorithms that enhance the performance of the
IEEE 802.11 DCF. A number of these CL design schemes aim to alleviate the Head-
of-Line (HOL) blocking problem. This problem is mainly due to the use of strict
buffer policies such as FIFO in the context of multiuser networks. The problem
arises when the link quality between the transmitter and the receiver involved in
the transmission of the packet at the head of the scheduler (i.e., the HOL packet)
is low. In this case, channel errors may cause retransmissions of the packet and,
consequently, delays. This, in addition, holds back the transmission of other packets
waiting in the queue, despite the fact that the link between the respective recipients
and the transmitter may have a better quality.
One way to overcome this limitation is by exploiting multiuser diversity that
stems from the fact that the links between a transmitter and different intended
receivers experience independent fading and interference conditions. In other words,
even though the channel may be in a bad state for a given user, it might be in a good
state for another. As a result, a transmitter with packets for multiple destinations
may decide to transmit to the one with the best channel conditions at a given time.
A representative MAC protocol that adopts this concept is the Opportunistic
packet Scheduling and Media Access (OSMA) [27]. The framework of OSMA is rep-
resented in Figure 2.13. Each user has an independent data buffer for each candidate
receiver. These buffers are dynamically reordered by means of a weighting scheme
that is updated after each data transmission. Although the weighting scheme is not
defined in [27], it is mentioned that the algorithm should ensure long-term fairness
in terms of throughput. Whenever a node is granted transmission access, it multi-
casts a probing message to the first N candidate receivers, according to the priority
list established by the weighting algorithm. The probing message is a multicast
RTS frame, illustrated in Figure 2.14, that includes a Receiver Address (RA) and
a duration field for each of the N candidate receivers.
Based on the PHY layer analysis of the received RTS, each candidate evaluates
the quality of the channel with the sender (assuming channel symmetry where the
channel quality of the forward link is equal to the channel quality of the reverse
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Figure 2.13: The OSMA framework [27]
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Figure 2.14: Multicast RTS of OSMA [27]
link). If the channel quality is better than a given threshold, the candidate receiver
is allowed to transmit a CTS packet. In order to avoid collisions of CTS packets in
case that more than one receiver fulfills this condition, the order of the candidate
receivers specified in the RTS establishes a priority list. Then, each of the potential
receivers waits before transmitting the CTS for a time equal to a SIFS + (n+ 1) ·
aSlotT ime, with n being the order in the priority list, and aSlotT ime the duration
of a backoff slot defined in IEEE 802.11 specification. Therefore, the candidate
receiver with highest priority will transmit first. However, this mechanism requires
that the DIFS duration (i.e., the time that a station must listen to the channel
before attempting to transmit) is increased to SIFS +N · aSlotT ime to prevent a
new transmission to be initiated within this waiting period. As a result, there is a
trade-off between maximum diversity (high values of N) and overhead. Note that
the greater the value of N the higher the probability that at least one user has good
channel condition, but on the other hand, the larger the size of the multicast RTS,
the longer the duration of the DIFS.
Other examples of CL channel-aware schemes for multiuser diversity exploitation
in WLANs are the Weighted Fair Scheduling based on Adaptive Rate Control (WFS-
ARC) protocol presented in [21], or the Channel State Dependent Packet Scheduling
(CSDPS) scheme proposed in [28]. In the former, the data transmission rate is tuned
with the PHY layer information available at the receiver side in combination with
a scheduler that opportunistically selects the most promising user to attain both
good performance and fairness. The latter uses a link status monitor to continuously
track the channel quality and transmit through a “good channel” when the HOL
packet is suffering “bad channel” conditions. The main drawbacks of CSDPS are
that the binary model for the quality of the channel is rather simple and does
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not take into account the real nature of the wireless channel and the fact that the
channel monitor function is not defined in the IEEE 802.11 specification.
2.4.7 Scheduling Algorithms Based on the IEEE 802.11 PCF
Although the DCF has drawn most of the attention, CL design has been also applied
to the IEEE 802.11 PCF. As it was explained in Section 2.3.3, in PCF the AP polls
the users following some predetermined pattern. This approach can support flow
differentiation, but it does not distinguish between traffic types. A clear example of
CL design as a means of attaining QoS provisioning in the context of PCF can be
found in [29]. Two levels of CL dialog are implemented in this proposal.
First, a CL PHY-MAC interaction is used to determine whether a user should
transmit or not. PHY layer information is attached to all exchanged frames, using
the SNR (Signal-to-Noise Ratio) as the metric for the quality of the channel. Al-
though the SNR could be mapped into delay or packet error rate conditions, the
particular approach in [29] maps SNR levels into transmission rates. When a user
is polled by the AP, he decides to transmit if the available rate is appropriate for
his data type and QoS requirements. However, it is not specified in [29] how this
SNR information is obtained.
Second, CL information is also exchanged between the PHY and upper layers
for scheduling tasks. Three different traffic types are considered: voice, video and
data. They are managed by using a queued system capable of interlacing between
different traffic types. The management of these queues is made locally at each node
with information about the PHY layer. There are three queues allocated to audio,
video and best effort traffic, respectively. Once a node decides to transmit, it decides
on which queue is served based on the SNR and the history of previous decisions.
However, the specific mechanism to do this is not specified in [29] and remains an
open issue for future work.
2.4.8 Parameter Tuning
CL techniques can be applied in different ways, modifying to some extent any of
the layers of the OSI protocol stack and creating interfaces between any set of
layers. Within these options, and without losing the focus on the MAC layer, one
of the simplest mechanisms consists in modifying the MAC parameters, taking into
account the information coming from other layers and especially from the PHY.
Some algorithms that perform MAC parameter tuning will be described in this
section. These examples are limited but interesting since they constitute a simple
and easy to implement approach to CL design.
The authors in [30] propose a solution to cope with the fairness problem that
arises when two or more WLAN stations have different channel link qualities and
transmit with different rates. Their scheme consists in adjusting the message size
used by the different stations to ensure that all stations occupy the channel for
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an equal (or as close to equal as possible) amount of time. However, there are
practical problems that arise from the need for the AP to centrally control the
message size of the station. The most important one is that there is no mechanism
specified in the IEEE 802.11 that would allow this, so backwards compatibility
cannot be achieved. The same adjustment of the packet size of the transmitting
station is also adopted in [31], taking into account the presence of hidden terminals.
Again, practical implementations demonstrate the benefits that can be obtained
when adjusting the MAC parameters under time-varying channel conditions.
Cao et al. propose a Dynamic Binding Multi-Channel MAC (DB-MCMAC) that
uses a CW adaption scheme to track link conditions and a dynamic binding scheme
to achieve opportunistic (receiver, channel) pair selection [32]. Their scheme is back-
wards compatible with the IEEE 802.11 standard since the same control packets and
frames are considered. This new protocol has been designed in order to mitigate the
effects of fading and interference by exploiting MAC diversity. MAC diversities arise
from the fact that links to different intended receivers, or over different frequency
channels experience independent time-varying fading and interference conditions.
These are respectively termed as multi-receiver and multi-channel diversity.
The architecture of DB-MCMAC is depicted in Figure 2.15. The protocol as-
sumes that multiple channels can be used for transmission and is based on three
key ideas:
1. The transmitter maintains multiple transmission queues, with each queue con-
taining data packets intended for a particular destination.
2. A per-channel per-receiver adaptive CW (i.e. the DCF Contention Window,
defined in Section III.A, is used to discover the fading and interference con-
ditions of every receiver on each channel. Note that the size of the CW is
representative of the history of previous transmission attempts.
3. A dynamic binding scheme is implemented to perform opportunistic selection














Figure 2.15: Architecture of DB-MCMAC protocol [32]
A necessary condition for exploiting diversity gains in fading/interference en-
vironments is the ability of the transmitter to track the link conditions on each
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channel to each receiver. In order for this to be achieved in DB-MCMAC, the suc-
cessful or unsuccessful transmission of RTS packet is used to indicate the channel
fading conditions. Specifically, the transmitter tries to acquire the floor on that
channel by sending an RTS to the intended receiver. Depending on whether the
attempt was successful or not, the contention window is decreased or increased
respectively according to a multiple increase, multiple decrease (MIMD) rule [10].
This way, DB-MCMAC exploits diversity by assigning the transmission opportunity
to the best link, thus enhancing MAC performance in terms of throughput.
2.5 PHY and MAC Layer Design for Multiuser
Systems
The last section of this chapter will focus on multiuser schemes where point-to-
multipoint communication can take place. Multiuser transmissions require the use
of multiple antenna transmission techniques and advanced signal processing at the
PHY layer, as well as more complex MAC layer schemes. An overview of the most
representative transmission techniques for smart antennas and MIMO systems is
given in Section 2.5.1, whereas the available multiuser MAC schemes are presented
in Section 2.5.2.
2.5.1 PHY Layer Techniques for Multiple Antenna Systems
In recent years, the technology of smart antennas has been widely investigated
in an effort to increase the capacity of wireless networks. A smart antenna system
combines multiple spatially distributed antenna elements with intelligent signal pro-
cessing algorithms that optimally adjust the antenna radiation pattern in order to
achieve some desired objective. Smart antennas can be classified into three cate-
gories according to their level of intelligence [33]:
• The switched beam antennas have the lowest intelligence and can employ
beamforming towards specific, predefined directions.
• The dynamically phased antennas can determine the direction of arrival of a
received signal and steer a beam towards that direction to enhance reception.
• Finally, the adaptive array antennas can additionally adjust their radiation
pattern to null out interference sources.
MIMO systems employ smart antenna technology with a high level of intelli-
gence, aiming to improve transmission rates and enhance reliability and robustness.
The term MIMO implies the availability of at least two antennas at each end of the
communication link. When multiple antennas are employed only at the transmitter
side the system is known as Multiple-Input Single-Output (MISO), whereas Single-
Input Multiple-Output (SIMO) systems imply a single transmitting and multiple
receiving antennas.
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There are several techniques for the exploitation of multiple antennas at the PHY
layer, schematically illustrated in Figure 2.16. A brief description of each technique
will be given next, but more detailed explanation can be found in [34] and [35].
The most conventional techniques are beamforming and interference suppres-
sion (Figure 2.16 (a)). By means of beamforming, the SNR of a point-to-point
communication link is increased thus resulting to higher supported data rates and
extended coverage range. Interference suppression is achieved by steering the nulls
of the antenna radiation pattern towards specific directions. This technique can be
employed to reduce the interference produced by the transmitter but also to limit
the received interference by other systems. As a result the link reliability and the
spectral efficiency of the system are enhanced.
Another very efficient technique is spatial diversity that effectively mitigates
multi-path fading and therefore provides increased robustness against errors (Fig-
ure 2.16 (b)). Depending on whether the multiple antenna elements are placed at
the receiver (SIMO) or the transmitter (MISO), the spatial diversity schemes can be
classified as receive and transmit diversity, respectively. In receive-diversity schemes,
independently faded copies (due to different propagation paths) of the same signal
arrive at each antenna element of the receiver and are appropriately combined or
selected to enhance reception [36]. In transmit-diversity schemes the same signal is
transmitted over multiple antennas after some processing has taken place to ensure
that the received multiple copies of the signal will be successfully separated by the
receiver [37][38][39]. Clearly, in MIMO systems, joint receive and transmit diversity
schemes can be implemented.
A very powerful transmit-diversity technique that achieves both diversity and
coding gain is the Space-Time Coding (STC) that involves signal coding over space
(multiple antennas) and time (multiple symbol times). There are two main ap-
proaches to STC design, the Space-Time Trellis Coding (STTC) [40] and the Space-
Time Block Coding (STBC) [41][42]. STTC provides considerable coding and diver-
sity gains with the cost of high decoding complexity. On the other hand, STBC is
less efficient since it mainly offers diversity gain (and minimal or zero coding gain)
but has the significant property of using linear decoding at the receiver.
Another PHY layer technique is spatial multiplexing (Figure 2.16 (c)), accord-
ing to which multiple independent data streams are simultaneously transmitted in
the same frequency spectrum using multiple antennas. The receiver manages to
extract the data streams from the received signal by employing spatial processing
techniques that exploit multi-path fading. As a result, the throughput performance
is increased. A very popular and spectral efficient spatial multiplexing scheme is
V-BLAST (Vertical- Bell Laboratories Layered Space Time) [43]. As far as point-to-
multipoint links are concerned, the spatial multiplexing of signals known as SDMA
allows multiple simultaneous transmissions in the same frequency, thus multiplying
the capacity of the system [44].
Summarizing, the main PHY layer techniques that are available in multiple
antenna systems are beam-forming, interference cancellation, spatial diversity and
spatial multiplexing. These techniques can be used separately or in combination, to
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obtain the desired effect. Finally, it has been demonstrated that there is a funda-
mental trade-off between diversity gain and spatial multiplexing gain that reflects to
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(c) Spatial Multiplexing Techniques
Figure 2.16: Multiple antenna transmission techniques
2.5.2 MAC Protocols for Multiuser Transmissions
A nice overview of the most representative examples of multiuser scheduling and
resource allocation can be found in [47]. The authors stress that selecting the best
subset of users for each transmission is the key to achieving multiuser diversity but
also point out that several practical issues arise, including the need for feedback
acquisition on the link quality of the users.
A significant number of contributions has been dedicated to the development
of user selection and scheduling algorithms in the context of multiple antenna sys-
tems. An early work proposes the first-fit algorithm, a sub-optimum but less complex
scheduling method that selects sets of packets that can be transmitted simultane-
ously [48]. However, one of the basic assumptions of this work is that the channel
between the base station and the users is quasi-static and is considered known
by the base-station, whereas scenarios with varying channel conditions are left for
future consideration. In [49] the authors propose a SDMA/TDMA scheduler that
assigns packets to time slots depending on their QoS requirements. Multiple pack-
ets can be spatially multiplexed in the same slot if they satisfy a Signal-to-Noise-
and-Interference Ratio (SNIR) constraint. Again, this work mainly focuses on the
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scheduling policy and assumes that the spatial signature and QoS requirements for
each packet are acquired during an initial admission phase.
Nevertheless, in realistic scenarios the channel condition cannot be considered
known and a feedback mechanism must be established. Naturally, there is a trade-
off between the feedback required to implement multiuser diversity schemes and the
introduced control overhead that reduces efficiency. One way to decrease feedback is
by applying a threshold to exclude users with poor channel conditions from gaining
access to the channel. This idea has been extensively studied in [50]. This work offers
some guidelines for the threshold selection but it does not consider a specific multiple
access scheme, nor the implementation of an actual feedback acquisition mechanism.
In a different approach, binary feedback (1 or 0) is used by users to express whether
they satisfy threshold condition [51]. The idea is effective but assumes the presence of
a dedicated low bit rate feedback channel, which is not the case in IEEE 802.11 based
WLANs. Finally, another proposal combines the principle of splitting algorithms
with threshold selection to determine the user with the best channel in less than
three slots on average [52]. This work has been extended to provide detection of
multiple users with good channel and needs on average 4.4 slots to find the best
two users in the system [53].
Finally, there are some contributions that aim to include multiuser MAC schemes
for IEEE 802.11 based systems. One example is the Multi-User Distributed Coordi-
nation Function (MU-DCF), presented in [54], that uses a four-way handshake that
begins with a polling multiuser RTS frame. However there are several issues, mostly
regarding the PHY layer implementation, that are not considered. A mathematical
model for a downlink multiuser scheme for IEEE 802.11 is given in [55]. They show
that performance can be improved by exploiting spatial multiplexing and conclude
that there is still a need to design a modified MAC to support multiple transmissions
and perform a good channel estimation mechanism.
2.6 Conclusions
This chapter has provided some background information that is relevant to the
contributions of this thesis, which will be thoroughly presented in the following
chapters. Initially, the functions of the MAC layer have been explained and a clas-
sification for MAC protocols has been attempted. The IEEE 802.11 standard and
its main amendments for WLANs, namely b/e/g/n, have been discussed next. The
largest section of this chapter has presented the principles of CL design and given
an overview of CL schemes available in the literature. Finally, PHY and MAC layer
schemes that exploit multiple antenna technology to achieve multiuser transmissions
have been summarized.
The remaining of this thesis is organized in two parts. The first part (Chap-
ters 3, 4 and 5) is focused on a novel MAC protocol named DQCA that combines
a splitting algorithm CRA with a reservation scheme to provide almost collision-
free data transmissions. A MAC-centric CL design approach has been adopted to
Chapter 2. Background 41
enhance DQCA with more functionalities and better performance. Link adaptation
and advanced scheduling strategies, including opportunistic transmissions and QoS
provisioning, have been the main objective of the CL interactions between DQCA
and the other protocol layers.
The second part of the thesis (Chapter 6) is oriented to multiuser MAC schemes.
The IEEE 802.11n standard for MIMO systems has been used as a starting point
and some modifications have been introduced to support point-to-multipoint trans-
missions. The result has been a PHY/MAC multiuser solution that advances the
state of the art by jointly proposing and evaluating a low-complexity beamforming




DQCA: A Distributed MAC
Protocol for WLANs
3.1 Introduction
The continuous growth of the WLAN market in the recent years has been accom-
panied by increasing demands for higher transmission rates. Since, unfortunately,
the available spectrum is limited, there is a strong need for efficient protocols for
the lower communication layers. The focus of this thesis lays on the MAC layer and
in particular on the design of channel access mechanisms and scheduling algorithms
that handle efficiently the available resources.
The Distributed Queuing Collision Avoidance (DQCA) protocol is a high per-
formance MAC scheme principally designed for WLANs. The protocol implements
a reservation scheme that ensures collision-free data transmission. In addition, in
order to avoid unnecessary delays when the traffic load is low, DQCA switches
smoothly and automatically to an Aloha-like random access mechanism. The pro-
tocol’s operation is based on two distributed queues that work in parallel and handle
the resolution of collisions among channel access requests and the transmission of
data, respectively.
DQCA forms part of an extended family of multiple access protocols that share
the concepts of distributed queuing and network intelligence at the stations. In
the early nineteen-nineties, Wenxin Xu and Graham Campbell introduced the Dis-
tributed Queuing Random Access Protocol (DQRAP), a random access scheme
intended for use in a slotted broadcast channel and an infinite number of bursty
stations [56], [57]. At that time, the primary application of the DQRAP was the
digital data transmission on cable TV. Nevertheless, its stable behavior under all
input data rates and the fact that its performance could approach that of a hy-
pothetical perfect scheduling protocol, i.e., an M/D/1 system, have been a strong
motivator to further investigate the capabilities of distributed queuing.
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Many variations of the DQRAP protocol have since been developed, in an effort
to adapt the efficient distributed queuing paradigm to different environments. The
Extended DQRAP (XDQRAP), for example, enables stations to reserve multiple
consecutive slots for data transmission with a single access request [58]. The Prior-
itized DQRAP (PDQRAP) introduces service differentiation by defining high and
low priority transmission queues [59]. The Interleaved DQRAP, designed for satel-
lite applications, establishes an interleaving factor to account for high propagation
delays by implementing multiple DQRAP engines that operate in consecutive cycles
[60]. A more recent contribution has adapted the DQRAP engine for use along with
CDMA, widely used in 3G cellular networks [61]. This extensive work has been the
main inspiration for the design of DQCA, which was first presented in [62].
The aim of this chapter is to provide a thorough description of the DQCA
protocol for infrastructure WLANs. The main chapter body is divided into four
parts. Section 3.2 introduces the DQCA protocol and describes the format of the
DQCA frame sequence and the distributed queuing mechanism. Section 3.3 presents
the format of the basic packets employed in DQCA, indicating the necessary control
information that must be included in each frame and meant as a reference for
future implementations of the protocol. A formal description of the DQCA protocol
rules is given in Section 3.4, along with an example of the DQCA operation. For
completeness, Section 3.5 discusses some interesting aspects of the DQCA protocol
that lie outside the main focus of this thesis and provides some guidelines on how
they can be tackled. Finally, the chapter closes with conclusions in Section 3.6.
3.2 Overview of the DQCA Protocol
DQCA is an efficient MAC that behaves as a random access mechanism when the
traffic load of the network is low and switches smoothly and automatically to a
reservation scheme as the traffic increases. The protocol is based on two logical
queues, shared among all the nodes of the network, whose role is to handle two
processes that take place in parallel, namely, the channel access request and the
data transmission.
The operation of DQCA can be summarized as follows. Nodes may ask for
channel access in a reserved slotted time interval, thus confining collisions almost
exclusively to that part of the frame. Any nodes involved in a collision enter a
distributed FIFO queue. The collisions are resolved in subsequent frames with the
use of a blocked access m-ary tree-splitting algorithm. The nodes with a successful
access request enter the second distributed queue and wait for their turn to transmit
their buffered data message. DQCA implements a FIFO data transmission policy;
nevertheless, priority-based scheduling schemes can be easily applied, depending on
the desired system performance.
The near-optimum performance of DQCA is owed to several factors. First, the
separation of the channel access and the data transmission process increases channel
utilization, by eliminating idle periods that are often present in CSMA/CA schemes
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in which the back-off mechanism is employed, as in the case of the IEEE 802.11 DCF.
Another advantage is that data transmission is practically collision-free, since colli-
sions among data packets may only occur under very light traffic, when the system
is almost empty. Finally, DQCA offers a stable throughput performance that does
not deteriorate as the number of nodes increases or the traffic load grows. On the
contrary, as the system approaches saturation conditions, a maximum throughput
is reached and maintained even when the traffic load exceeds the channel capacity.
The DQCA operation is explained in detail in the sections that follow, start-
ing from the description of the DQCA frame structure and the operation of the
distributed queues.
3.2.1 The Structure of the DQCA Frame
For the description of DQCA operation, a typical infrastructure WLAN scenario will
be considered in which N nodes1 share the wireless medium in order to communicate
with an Access Point (AP). The structure of the DQCA frame is illustrated in
Figure 3.1. As shown in plot (a), the time axis is divided into DQCA frames that
consist of three parts, the Contention Window (CW), the data slot and the feedback
part. An alternative view of the DQCA frame structure is given in plot (b), depicting
an example of the different roles played by the AP and the users in each part of the
frame (a complete example of the DQCA operation will be given in Section 3.4.2).
The first part of the DQCA frame is the CW that is further divided into m
control minislots of fixed time duration (in Figure 3.1 m = 3 has been selected
for convenience). The nodes that want to gain access to the channel can randomly
select one minislot with probability 1/m and transmit a special reservation packet
named Access Request Sequence (ARS). The ARS is a control packet defined in
DQCA that has the form of a short chip (CDMA-like) sequence and contains no
data information. The structure of this special frame will be discussed in detail in
Section 3.3.1. Since the minislot selection by the users is a random process, there are
three possible states for each minislot: empty, when no ARS transmission has taken
place; success, when the minislot has been selected by a single node; and collision,
when more than one ARS have been simultaneously transmitted.
The second part of the DQCA frame is reserved for the almost collision-free
transmission of data packets by one node at a time. It has been considered with-
out loss of generality, that exactly one data packet of a fixed byte length can be
transmitted within a data slot, meaning that the duration of the slot is variable
and depends on the actual transmission rate. Large messages are fragmented into
smaller packets which are transmitted in consecutive DQCA frames.2 In any case,
1The term nodes or users will be employed interchangeably to denote wireless client devices
that communicate with an AP in an infrastructure scenario. They can be considered as equivalents
to the IEEE 802.11 defined stations (STAs) [1], with the difference that they implement the DQCA
protocol at the MAC layer.
2As explained in Section 2.3.1, the term message has been employed to denote the MSDUs
that arrive at the MAC from the upper layers. The MSDUs are encapsulated (and fragmented, if
necessary) into MPDUs, which are the data packets transmitted in each DQCA data slot.
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(b) The DQCA frame from the users’ perspective
Figure 3.1: Structure of the DQCA frame
data packets of variable length could be easily supported without any modifications
to the DQCA frame structure.
In the last part of the frame the AP broadcasts a Feedback Packet (FBP) that
contains the necessary feedback information for the execution of the DQCA proto-
col. The fields that are strictly necessary for the DQCA operation are the following:
• it contains ternary feedback information on the state of the each control min-
islot, which, as mentioned before, can be empty, success or collision.
• it includes a positive acknowledgment (ACK) if a packet has been correctly
received in the data slot of the DQCA frame; otherwise, if an empty data
slot has been detected or a corrupted packet has been received, it includes a
negative ACK (NACK).
• it contains a final-message-bit that indicates whether the last (or the only)
packet of a message has been received (final-message-bit set to ‘1’) or more
packets of the same fragmented message are expected to follow (final-message-
bit set to ‘0’).
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Nevertheless, additional information can be included to implement more sophisti-
cated scheduling policies, as it will be discussed in the following chapter. It should
also be noted that the AP employs the lowest available rate for the transmission of
the FBP to provide a high probability of error-free reception by all the nodes.3
In order to compensate for propagation delays, turnaround times required for a
transceiver to switch from receive to transmit mode and for processing purposes,
a Short Interframe Space (SIFS) is introduced after the transmission of the data
packet and the FBP.
More information on the format of the ARS, data and FBP frames employed by
the DQCA protocol will be given later, in Section 3.3. First, the core of the DQCA
protocol, formed by the two distributed queues that handle the ARS collisions and
the data packet transmission, will be presented in the next section.
3.2.2 The Distributed Queues
The DQCA protocol operation is based on two logical distributed queues: the Colli-
sion Resolution Queue (CRQ) and the Data Transmission Queue (DTQ). The CRQ
handles the resolution of collisions among ARS that are transmitted simultaneously
within the same control minislot by different nodes. The DTQ is responsible for the
scheduling of data transmissions by nodes that have been granted channel access
by successfully transmitting an ARS, either directly (upon their first attempt) or
after the execution of the collision resolution algorithm.
It has been considered that a node manages the transmission of a single message
(MSDU) at a time that, depending on its length, may be de-assembled into more
than one packet (MPDUs). The node enters the DQCA queuing system as soon as
it sends an ARS to request channel access for the transmission of its data message
and exits when the message transmission is completed.4 During this time, the node
holds a single position in the queuing system (in either the DTQ or the CRQ)
related to the aforementioned message. Therefore, it can be equivalently said that
each non-empty position in the protocol queues is occupied by a message or by the
corresponding node.
The two queues are logical entities, each represented by a pair of integer counters
that are kept by every node in the network and updated at the end of each frame
after the execution of the protocol rules. The queues are distributed in the sense
that their state is known to all nodes through the integer counters and consequently
the nodes can make transmission decisions on their own. The first counter indicates
the queue length, or in other words, the total number of positions occupied in the
queue (by nodes or messages) and is a global variable that must have the same
value for all nodes. The second counter, on the other hand, has a local scope for
each node and refers to its own position in the queue.
3The issue of errors in the FBP reception will be discussed later, in Section 3.5.2.
4Even if more messages are accumulated in its buffer, the node must first exit the queues and
then request channel access with a new ARS transmission.
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To be more specific, the counters that refer to the DTQ are denoted by TQ and
pTQ, whereas the CRQ related counters are RQ and pRQ, respectively. TQ is the
number of nodes waiting for transmission in the DTQ and pTQ is the position of
each node in the queue. The pTQ value of a node lies in the range of [1, TQ], if
the holds a valid position in the DTQ, and is equal to zero if the node does not
belong to the queue. This counter also indicates the relative age of each node in
the DTQ: nodes with smaller pTQ values have entered the DTQ before those with
higher pTQs. Typically, with the exception of the cases when DQCA operates as an
Aloha-like scheme (a situation that cab only occur under very low traffic conditions,
as it will be explained in the next section), each DTQ position is occupied by a single
node, thus ensuring collision-free data transmission.
In a similar way, RQ indicates the occupied positions in the CRQ and pRQ
reflects the position of each node in the queue, with values within [1, RQ] for nodes
waiting in the queue and a zero value otherwise. In this case, however, each CRQ
position is occupied by the nodes involved in an ARS collision (i.e., nodes that
have transmitted an ARS in the same minislot). Therefore, each CRQ position
contains at least two nodes that will share the same pRQ value. An illustration of


















Figure 3.2: Illustration of the distributed queues and the associated counters
It should be emphasized that these counters are maintained by all the nodes
in the system, even the idle nodes that have no packets to transmit and therefore
do not belong to any of the queues. The counters are updated at the end of each
DQCA frame (i.e., after the FBP that contains the feedback information on the
outcome of the minislots and the data slot has been received), according to a set
of protocol rules that will be given in Section 3.4. In the DQCA description, it has
been assumed that the nodes keep track of the feedback history from the beginning
of the protocol operation and that the FPB is received by all nodes with no errors.
Alternatively, the AP can periodically include the global TQ and RQ values within
the FBP. This approach offers some practical advantages, first in terms of energy
consumption, since nodes may enter a sleep mode if idle and be notified of the state
of the global counters upon waking up, and second in terms of robustness against
possible counter miscalculations that may be caused by corrupted FBP packets.
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3.3 The DQCA Frame Formats
Since DQCA is not yet an implemented and standardized protocol, the exact format
of its frames remains an open issue. This section discusses potential formats for the
basic packets employed in DQCA. Whenever possible, the frame formats defined in
the IEEE 802.11 MAC specification [1] are used as a reference, in order to provide
some level of compatibility between DQCA and the IEEE 802.11 standard. Modifi-
cations on the proposed frame formats could be applied to add new functionalities
to DQCA. This issue will be further discussed in the following chapters.
3.3.1 The Access Request Sequence (ARS) Packet
In most MAC protocols, the frame employed to request access to the medium (the
IEEE 802.11 RTS, for example) contains information such as the address of the
source and the destination node, or the data packet length. The resulting frame has
a size of several bytes that is further increased by the preamble added by the PHY
layer before transmission. The added overhead and the fact that control frames are
typically transmitted at a low rate to minimize reception errors, pose a considerable
limitation to MAC layer throughput performance. In DQCA, the rationale behind
ARS frames is different: their role is to indicate the request of a node for channel
access within a particular minislot of the CW but, unlike other schemes, they are
not required to include any information on the node identity or the amount of
data to be transmitted. The sole requirement is that they must enable the AP to
distinguish between the three possible events that take place in each minislot (i.e.,
empty slot, success and collision).
Having this condition in mind, the ARS is defined as a short chip (CDMA-like)
sequence with a specific pattern that enables collision detection and is assigned to
the users by the AP during an initial association phase. Then, within each control
minislot, the AP can detect whether an ARS is received without errors by checking
the validity of its pattern. On the other hand, when multiple ARS collide, the
overlapping signal produces a corrupted pattern that does not match the original
pattern of any single ARS. This technique is based on a patented method for collision
detection and channel access described in [63] and [64].
One potential base for the formulation of a suitable ARS pattern is the binomial
coefficient C(n, k) that represents the possible ways to select a combination of k
items out of a set of n items. In the present case, n would represent the number of
CDMA-like chips that form the pattern and k the desired number of ‘1s’ in it. To
illustrate this point, consider the coefficient C(4, 2) that can generate six different
sequences of four chips that contain two ‘1s’, shown in Table 3.1.
In a practical implementation of this scheme, a pattern of a sufficient length
should be selected in order to support the desired number of system users. The
ARS may contain multiple copies of the same sequence, resulting to a transmitted
signal that will fit in exactly one minislot of duration equal to aMinislotT ime. The
proposed ARS structure is depicted in Figure 3.3 (a).
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Figure 3.3: ARS frame format: two alternative implementations
The simplest way to generate such a signal is by turning the carrier on or off
for a time period of tchip according to the C(n, k) pattern [63]. In other words, for
a sequence containing k ‘1s’, the transmitting node should turn the carrier on for a
total time of k · tchip within a control minislot. The receiver locks onto the arriving
carrier and by integrating the signal over the minislot duration it can determine the
presence of an empty, successful or collision slot, since:
• an empty slot corresponds to the absence of carrier
• a successful slot corresponds to the presence of carrier for a total time of
k · tchip
• a collision slot corresponds to the presence of a carried for a total time ex-
ceeding k · tchip
It has been estimated that a tchip of two hundred cycles of the carrier is suffi-
ciently long for a receiver to detect and lock on the signal [63]. Consequently, for
a typical WLAN system operating at the 2.4 GHz band, the minimum theoretical
duration of tchip could approximately 0.08 µs and the minislot duration could be
of the order of a few µs.
A variation of this scheme that reduces the complexity of the receiver is proposed
in [61]. In this approach, each user is assigned a pair of sequences in such a way that
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no other user will share the exact same sequence combination. The resulting ARS
frame will contain both sequences, as illustrated in Figure 3.3 (b). The advantage of
this implementation is that it reduces the number of unique sequences that must be





= F (F − 1)/2
users can be supported. The receiver consists of a bank of F matched filters, one
per sequence, that will produce a correlation peak whenever a sequence with a valid
pattern is detected within the received signal. Hence, the receiver can differentiate
between a successful ARS, corresponding to the detection of exactly two peaks, a
collision, resulting to more than two peaks, and an empty minislot, containing no
recognizable sequence.
Two basic assumptions regarding the control minislot mechanism have been
considered throughput this thesis. They are discussed next:
• There is perfect minislot synchronization and all ARS within a minislot are
received simultaneously by the AP. In practice, the nodes can track the be-
ginning of the CW with relative precision, since it begins within a SIFS time
from the reception of the FBP. Nevertheless, nodes located at different dis-
tances from the AP may experience different propagation delays, which may
cause synchronization errors. This could be amended by extending the size of
the contention minislots to include the transmission time required for an ARS
plus a guard time to account for propagation delays. In any case, according
to the IEEE 802.11 PHY layer specification [1], propagation delays are of the
order of 1 µs for IEEE 802.11b and below 1 µs for IEEE 802.11g.
• The state of the control minislots is detected by the AP without errors. A
study of the probability of slot state mis-detection can be found in [61], applied
to a variation of DQCA adapted to a CDMA environment named DQRAP.
This work also proposes mechanisms for system recovery in case of feedback
errors, that mainly consist of algorithmic steps to update or reset the queue
counters, depending on the nature of the situation. Some further discussion
on this issue will take place in Section 3.5.2.
Finally, it should be noted that in order to add additional functionalities to
DQCA, such as link adaptation or QoS provisioning, some modifications on the
ARS structure would be required. These issues will be addressed in the following
two chapters, in which CL enhancement mechanisms for DQCA will be discussed.
3.3.2 The Data Packet
The DQCA data packets follow the frame format defined in the IEEE 802.11 MAC
specification [1]. The data frame, depicted in Figure 3.4, consists of three parts: the
MAC header, the frame body that contains the data payload and the Frame Check
Sequence (FCS). The content of each field is briefly described next and the main
differences with the IEEE 802.11 MAC header are highlighted.































Bytes: 2 2 6 6 66 2 40-2312
2 2 4 1 1 1 1 1 1 1 1Bits:
Figure 3.4: MAC header for the DQCA data frame
Frame Control Field
The Frame Control field has a total length of 16 bits and consist of eleven subfields,
also depicted in Figure 3.4. Most of these subfields are not particularly necessary to
the operation of DQCA but are maintained in the MAC header for compatibility
with the IEEE 802.11 standard. For this reason, they are not further explained here
but can be consulted in the IEEE 802.11 specification [1].
The two Frame Control subfields that have a valid meaning for the DQCA
protocol are described next:
• The Protocol Version. It consists of two bits that indicate the version of
the MAC protocol. For the IEEE 802.11 standard, including its amendments
a/b/e/g/n, the value of the protocol version is ‘0’. Any frame with a different
version number is discarded by the IEEE 802.11 MAC entity. In DQCA this
field can be used in two ways. One possibility is to set the protocol version to
a non zero value, thus completely separating a DQCA operating network from
IEEE 802.11 stations. The other approach is to maintain the protocol version
to 0 and introduce some protection mechanisms to enable the coexistence of
the two MAC protocols. Some further thoughts on the coexistence scenario
will be given in Section 3.5.3.
• The final-message-bit. This field is set to ‘1’ if more fragments (MPDUs) of
the current data message (MSDU) are to follow in subsequent DQCA frame.
Otherwise, if the current packet is the last or the only part of the data mes-
sage, the final-message-bit is set to ‘0’. It should be noted that this field is
called More Fragments bit in the IEEE 802.11 specification, but its function
is exactly the same.
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Duration/ID Field
The Duration/ID field is 16 bits in length and its usage in the IEEE 802.11 standard
depends on the particular frame type it refers to. Typically, in the case of unicast
data frames, the Duration/ID indicates the time (in µs) required for the transmission
of the data frame and the corresponding acknowledgment. This practically means
that IEEE 802.11 stations that decode the MAC header of a frame not addressed
to them will consider the medium busy during the time indicated in this field.
In DQCA, the Duration/ID field is not strictly necessary, since the protocol
does not employ a virtual carrier sensing mechanism. Nevertheless, an appropriate
setting of this field could be the key to enable the coexistence of DQCA and IEEE
802.11, as it will be discussed in Section 3.5.3.
Address Fields
The MAC header has four 6-byte address fields in the MAC header that indicate the
MAC addresses of the receiver (i.e., the immediate recipient of the data frame), the
transmitter, the destination (i.e., the final data recipient) and the source node (i.e.,
the node that initiated the data transmission). In most cases, the fourth address is
omitted from the MAC header and the possible address assignments for the first
three fields can be consulted in the IEEE 802.11 standard [1].
Sequence Control
As in the IEEE 802.11 standard, the Sequence Control field is used to indicate the
sequence number (12 bits) and the fragment number (4 bits) of a data frame.
Frame Check Sequence
The Frame Check Sequence (FCS) consists of a 32 bit CRC for error detection.
Frame Body
The frame body contains the data payload and its maximum size is 2304 bytes
or 2312 bytes when encryption is used. Messages that exceed this length must be
fragmented into smaller packets.
3.3.3 The Feedback Packet
The third frame defined in DQCA is the Feedback packet (FBP), which can be
thought of as a modified version of the IEEE 802.11 ACK frame. The structure of
the FBP is depicted in Figure 3.5.


























Figure 3.5: FBP frame format
It contains five fields: the Frame Control, the Duration/ID, a reserved field, the
DQCA feedback and the FCS. In particular:
• The Frame Control consists of 2 bytes and contains the information described
in the MAC header of the data packet (see Figure 3.4 in the previous section).
The most important field is the final-message-bit that indicates whether there
are more fragments of the same data message to follow. The AP copies this
field from the Frame Control of the received data packet to the Frame Control
of the FBP, in order to make this information available to all users, as it will
be explained in more detail in Section 3.4.1.
• The Duration/ID, is an optional field but could be employed to enable the
coexistence of DQCA and IEEE 802.11, as it will be discussed in Section 3.5.3.
• A sequence control field that contains the sequence number of the FBP, incre-
mented by one for every FBP transmitted by the AP. By checking the value of
this field, the nodes can deduce whether they have missed any previous FBP
transmissions, a situation that can possible produce errors in the calculation
of the queue counter values.
• Two 1-byte fields have been reserved for the transmission of TQ and RQ global
counter values. These fields do not need to be present in all FBP, but they can
be included periodically in order to allow new or idle nodes to enter the system
and to increase robustness against errors caused by counter miscalculations
by the nodes or by mis-detection the state of the minislots.
• The DQCA feedback contains the necessary information for the execution of
the DQCA rules, namely the state of the control minislots and the data slot.
This amounts to a feedback of 2 × m bits for the minislots, given that two
bits are sufficient for the representation of the ternary minislot state (i.e.,
empty, success, collision). Pad bits may be appended to the end of this field,
to round up its length to the nearest multiple of a byte. The feedback part
also includes an acknowledgment for the data packet transmitted in the data
slot, indicating whether the packet has been correctly received by the AP or
not (ACK or NACK, respectively).
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In any case, the feedback field can be further extended to include additional
information if required in order to implement more advanced scheduling schemes
(for example, for QoS provisioning, which will be one of the main issues discussed
in Chapter 5).
3.4 The DQCA Protocol Operation
Now that the main concept of DQCA and the frame formats have been fully de-
scribed, the protocol operation rules will be given, along with a detailed example
of the DQCA operation.
3.4.1 The DQCA Algorithm and the Protocol Rules
The DQCA protocol assumes an infrastructure topology consisting of an AP and a
set of associated users. This section will provide a detailed description of the DQCA
operation, by separately examining the role of the AP and the users. For the sake
of simplicity, only the uplink communication direction has been considered. Hence,
the nodes contend for channel access in order to transmit their messages to the
AP, whereas the AP serves as a coordinator and provides the necessary feedback
for the execution of the DQCA protocol rules. In any case, the presented rules can
be easily modified to permit the protocol operation in the downlink, as it will be
further discussed in Section 3.5.1.
Before proceeding to the detailed description of DQCA, it would be convenient
to address an important implementation decision on the number of minislots m
that constitute the CW. The selection of parameter m is critical to the system
performance. A small number of minislots can cause congestion in the channel
access process whereas a larger number may introduce unnecessary overhead. This
issue has been thoroughly addressed in [56], where the conclusion was reached that,
when m ≥ 3, the collision resolution process works faster than the data transmission
so near-optimum performance is ensured. As m increases, the delay experienced by
the nodes is slightly reduced, with a cost on the throughput performance that
deteriorates due to the additional overhead. Hence, unless otherwise stated, m = 3
is adopted as the most appropriate value for the CW size.
In DQCA, the AP has some additional responsibilities with respect to the as-
sociated users.5 Hence the protocol operation will be described from the separate
points of view of the AP and the users, respectively. Figure 3.6 shows a flow chart
of the steps executed at the AP in each DQCA frame. The most important function
is the collection of the feedback information regarding the state of the control min-
islots and the outcome of the packet transmission in the data slot that are included
within the broadcast FBP. Initially, once the network is set up, the AP transmits a
FBP that serves as a synchronization beacon.
5In any case, DQCA can also be applied to an ad hoc scenario in which each user takes the
role of the AP for a given amount of time, assuming that no hidden nodes are present.
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Figure 3.6: Flow chart of the DQCA operation at the AP
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The CW begins a SIFS time after the transmission of the FBP and is formed
by m control minislots of a fixed duration. During this time, the AP listens to the
channel and detects the outcome of each minislot. As mentioned before, if no ARS
has been transmitted in a particular minislot, the AP detects an empty minislot
state. Otherwise, depending on whether the pattern of the received signal within a
minislot corresponds to the transmission of a single or multiple ARS (as explained
previously in Section 3.3.1), the AP can distinguish between a successful outcome
or an ARS collision. The ternary feedback on each minislot (marked within circles
in the flow chart) is included in the FBP that will be transmitted by the AP at the
third part of the DQCA frame.
The CW is followed by the data slot dedicated to the uplink transmission of data
packets from the users to the AP. If no data transmission has been detected within
a given data timeout period, the AP considers the data slot empty and a NACK is
included in the FBP.6 This scenario typically occurs under low traffic conditions,
when users make sparse transmission attempts. Otherwise, the AP receives the data
packet and issues an ACK, if a data packet has been received with no errors, or a
NACK indicating the reception of a corrupted packet.
Apart from the state of the control minislots and the data slot, the AP must
also set the final-message-bit for the FBP. If a data packet has been successfully
received, the AP copies the final-message-bit of the received packet to the respective
field of the FBP. As a result, all the users are notified whether the transmitting user
has more pending frames to transmit in the next DQCA frame. If no packet has
been received (empty data slot or collision) the AP sets the final-message-bit to ‘1’
to indicate that there is no ongoing data transmission session.
In continuation, the DQCA protocol operation is examined from the perspective
of the users, with the help of the flow chart depicted in Figure 3.7. Consider that a
new message arrives at an idle node with an empty buffer. The node must first check
the state of the CRQ and wait until it becomes empty (RQ = 0). This condition is
imposed by the blocked access collision resolution algorithm that does not permit
access requests for newly arrived messages until all pending collisions are resolved.
In continuation, the node must check the state of the DTQ. If the DTQ is empty
(TQ = 0), a situation corresponding to very light traffic conditions, the Aloha-like
transmission mechanism is initiated, as explained later in this section.
In the most typical scenario in which TQ ≥ 0, DQCA operates as a reservation
scheme. Therefore, the node randomly selects one of the m control minislots with
equal probability 1/m and transmits an ARS packet. It then waits until the end of
the frame to receive the FBP and check the state of the corresponding minislot. If
the feedback indicates a collision due to the simultaneous transmission of multiple
ARS in the same minislot, the node enters at the tail of the CRQ and shares the
position with the other nodes involved in the same collision. When the group of
collided nodes reaches the head of the queue (pRQ = 1) they randomly select a
6The possibility of falsely detecting an empty data slot despite an ongoing transmission and
retransmission mechanisms for error recovery are not considered in the DQCA protocol description
but will be discussed in Section 3.5.2.
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Figure 3.7: Flow chart of the DQCA operation at the system nodes
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minislot and transmit a new ARS. This process is, in fact, an m-ary tree splitting
algorithm and is repeated until the collision is resolved and the involved nodes
successfully transmit an ARS.
Once a valid ARS is transmitted, the node enters the DTQ and is placed at the
tail of the DTQ (by setting its pTQ counter to the corresponding value). The node
advances towards the head of the DTQ by one position at a time, as the preceding
nodes complete their data transmission and exit the queue. When it reaches the head
of the queue (pTQ = 1) it begins the transmission of the data message in the data
slot. If the message exceeds the predefined byte size it is fragmented into packets
that are transmitted in consecutive DQCA frames. When the message transmission
is completed, the node exits the queue (i.e., sets pTQ = 0) and has to repeat the
process for every new message in its buffer.
The reservation scheme ensures collision-free data transmission, since collisions
may only occur during the access request process. However, a data slot is wasted if
a message arrives when the system is empty (TQ = RQ = 0), since the node must
transmit an ARS, wait for the FBP and then transmit in the next frame. For this
reason, the immediate (or free) access mode has been added: if a node with a new
message finds the system empty, apart from transmitting an ARS in a randomly
selected minislot, it is also allowed to transmit a data packet in the data slot of the
same DQCA frame. If no other nodes employ the immediate access mode within
the same frame, the data packet is successfully transmitted; otherwise, a collision
in the data slot occurs. In that case, the reservation mechanism can be resumed
seamlessly and the next algorithmic step for each involved node is determined by
the outcome of the corresponding ARS transmission.
The DQCA algorithm is implemented as a sequence of actions executed by the
nodes depending on the state of the queues and the information included in the
FBP. The algorithm rules can be divided into three sets, the Data Transmission
Rules (DTRs), the Request Transmission Rules (RTRs) and the Queuing Discipline
Rules (QDRs). The DTRs and RTRs determine the actions of each node in the
frame to follow. In particular, DTRs indicate whether a node can transmit a packet
in the data slot of the subsequent frame and RTRs handle the transmission of
ARS packets in the control minislots. The QDRs update the state of the queues by
calculating the value of the four counters depending on the events that took place in
the control minislots and the data slots, as reported in the FBP at the end of each
frame. The execution of these rules takes place during the SIFS time that follows
the transmission of the FBP and precedes the beginning of a new DQCA frame.
The three sets of rules are described next and are executed serially, in the pre-
sented order. If a user does not satisfy the condition of a particular rule, it simply
advances to the next rule.
Data Transmission Rules (DTRs)
Each node must determine whether it is enabled to initiate the transmission of a
message in the data slot of the subsequent DQCA frame. This can occur, when
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either of the following two conditions is met:
• If the system is empty (TQ = RQ = 0), every node that has data in its
transmission buffer is enabled to transmit a packet in the data slot of the
following frame (immediate or free access mode).
• If a node is at the head of the DTQ (pTQ = 1), it is enabled to transmit a
packet in the data slot of the following frame. The value of the final-message-
bit in the MAC header must be set to ‘1’ when the last packet of the message
is being transmitted, otherwise it must be set to ‘0’.
Request Transmission Rules (RTRs)
Each node must determine whether it is enabled to transmit an ARS in a randomly
selected control minislot of the CW, according to the following two rules:
• If there are no collisions pending for resolution in the CRQ (RQ = 0), every
node that has a message to transmit and does not hold a position in neither
queue (pTQ = pRQ = 0) is enabled to transmit an ARS in a randomly
selected minislot of the following frame. Note that this rule also applies to the
immediate access mode.
• If a node is in the head of the CRQ (pRQ = 1), it is enabled to transmit an
ARS in a randomly selected minislot of the following frame.
Queuing Discipline Rules (QDRs)
All nodes must update their counter values depending on the events that occurred
in the preceding DQCA frame and are described through the information included
in the FBP. Each node must perform the following actions in the presented order:
• Increase the value of TQ by one unit for each control minislot with a success
state in the CW of the previous frame.
• Decrease the value of TQ by one unit if the last packet of a message (with the
final-message-bit set to 1) has been transmitted successfully in the data slot
of the previous frame.
• If there have been collisions pending for resolution (RQ > 0), reduce RQ by
one unit to account for the collision resolution attempt of the nodes at the
head of the CRQ.
• Increase the value of RQ by one unit for each control minislot with a collision
state in the CW of the previous frame.
• Calculate its position in the DTQ and update the pTQ counter in the following
way:
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– If the node is already waiting in the DTQ (pTQ > 0), it must decrease
its pTQ value by one unit if the last packet of a message (with the final-
message-bit set to 1) has been transmitted successfully in the data slot
of the previous frame.
– If the node has transmitted an ARS in the kth minislot of the previous
frame and the state of this minislot has been marked as success, the
node sets its pTQ value to point at the end of the DTQ. If more that one
successful ARS have been transmitted in the CW of the previous frame,
the order in which the corresponding nodes enter the DTQ follows a time
arrival criterion. Therefore, the node that selected the kth minislot will
enter the DTQ after the nodes that successfully transmitted an ARS in
the first (k−1)th minislots and before the nodes that selected any of the
remaining (m− k)th minislots.
• Calculate its position in the CRQ and update the pRQ counter as follows:
– If the node is already waiting in the CRQ (pRQ > 0), it must first
decrease its pRQ value by one unit and then increase it by one unit for
each control minislot with a collision state in the CW of the previous
frame.
– If the node has transmitted an ARS in the kth minislot of the previous
frame and the state of this minislot has been marked as collision, the
node sets its pRQ value to point at the end of the CRQ. As before, if
there are collisions in multiple slots, the involved nodes enter the CRQ
in the time order in which the collisions have occurred.
3.4.2 An Example of the DQCA Operation
The DQCA mechanism and the execution of the algorithmic rules can be better
understood with the help of an example that focuses on three consecutive DQCA
frames, illustrated in Figure 3.8. The Figure can be divided into three parts: the
upper part shows the frame exchange between the nodes and the AP; the middle
part displays the arrival of data messages, represented by arrows on the time axis;
the lower part contains a snapshot of the two distributed queues at the end of each
frame, after the execution of the protocol rules has been completed.
Consider that initially the system is empty (TQ = RQ = 0), as well as the
buffers of the nodes. Then, shortly before the ith DQCA frame messages arrive at
nodes n1 and n2. The immediate access mode is applied, according to which the two
nodes transmit an ARS in a randomly selected control minislot and also transmit
a data packet in the data slot. The data packets unavoidably collide but the ARS
are transmitted with success since different minislots have been selected. The FBP
broadcasted by the AP reports the state of the minislots (success-empty-success)
and the collision in the data slot. In the meantime, new messages arrive at nodes
n3, n4 and n5.
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State of queues calculated 
after the reception of the FBP but 
before the beginning of the next frame.
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Figure 3.8: Example of the DQCA operation
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Once the FBP is received, the nodes execute the QDRs to update the queue
counters. As a result, n1 who has successfully transmitted in the first minislot
enters at the head of the DTQ (pTQ = 1) and, as the DTRs dictate, can perform a
packet transmission in the data slot of the following frame. Node n2 also enters the
DTQ in the second position (pTQ = 2). In parallel, according to the RTRs, nodes
n3, n4 and n5 can attempt an ARS transmission in the CW.
In the second DQCA frame, nodes n4 and n5 randomly select the first minislot,
resulting to a collision among the two ARS. Node n3 achieves a successful ARS
transmission by selecting the second minislot. The minislot collision does not affect
the data transmission process, hence, a packet is transmitted by node n1. In this
example, it has been assumed that this message consists of a single packet, so the
final-message-bit must be set to ‘1’ to indicate that no more fragments are expected.
The FBP announces that the state of the three minislots was empty-success-
collision, respectively, and the the data message has been completed with success.
The state of the queues after the end of the second frame is as follows. Node n1
exits the queuing system by setting its pTQ counter to 0 and n2 advances to the
head of the DTQ. Node n3 enters the DTQ at the second position (pTQ = 2), after
successfully transmitting an ARS. Nodes n4 and n5 enter at the head of the CRQ
(pRQ = 1) in order to resolve their ARS collision. Note that the nodes occupy the
same queue position since they were involved in the same collision. In the meanwhile,
a new message arrives for n1.
In the third frame, according to RTRs, n4 and n5 retransmit an ARS in the
CW, this time with success as they select different minislots. On the other hand,
node n1 is not allowed to compete for access for its newly arrived message until the
pending collision is resolved. In the data slot, a packet is transmitted by n2. This
time, it has been assumed that the data message consists of two packets, so the
final-message-bit is set to ‘0’, indicating that there are more fragments to follow in
the next frame.
Therefore, n2 remains at the head of the DTQ and is followed, as before, by
n3. Nodes n4 and n5 leave the CRQ after their successful ARS transmissions and
enter the DTQ at positions 3 and 4, respectively. Now that the CRQ is empty, n1
is allowed to attempt an ARS transmission in the following DQCA frame. Finally,
another message arrives at the buffer of n3, however the node will not deal with it
until the transmission of a previously arrived message is completed.
3.5 Further Discussion and Open Issues
DQCA has been conceived as a MAC protocol for infrastructure, single hop scenar-
ios and this is the context in which, throughout this thesis, DQCA performance has
been evaluated and enhanced with the application of CL scheduling. Nevertheless,
these conditions are not limiting factors for the application of DQCA. On the con-
trary, they constitute a starting point that opens the road for the adaptation of the
protocol to different environments. For example, the DQCA concept has served as a
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base for a master-slave clustering mechanism that makes its application possible in
ad hoc scenarios in which every node may assume the role of the AP for a bounded
amount of time [65].
The main objective of this thesis has been to extend the scheduling policies
supported by the DQCA MAC protocol through a CL interaction with other layers
of the OSI stack. Unavoidably, as in most cases when the focus is laid on a particular
aspect of a subject, some issues are left out of the scope of the study, for the sake of
simplicity and to avoid deviation from the main point of interest. This section will
tackle some interesting aspects of DQCA operation that have not been thoroughly
considered in this thesis. In particular, the following issues will be discussed:
• The DQCA operation in both uplink and downlink communication directions.
• The impact of channel errors on the DQCA operation and some mechanisms
for system recovery.
• The impact of interference on DQCA and mechanisms for coexistence with
IEEE 802.11 WLANs.
• Handoff functions for DQCA operation in cellular environments.
This section does not pretend to thoroughly resolve these pending issues, but
to present the problem statement and provide some guidelines for the design of
possible resolution schemes in future work.
3.5.1 DQCA Operation in the Downlink
The DQCA description and examples provided so far in this chapter have considered
an uplink communication scenario in which a number of nodes compete for channel
access in order to transmit data to the AP. Nevertheless, in a communication system
it is expected to encounter uplink and downlink transmissions and a MAC protocol
should be expected to handle both communication directions.
There are two reasons why the focus has been mainly laid on the uplink. In the
first place, one of the main strengths of DQCA is the channel access mechanism that
allows multiple nodes to access the medium in an efficient way, without additional
delays due to backoff or data collisions. This feature is more relevant to the uplink,
especially when the number of contending users is high, whereas the downlink is
rather related to user selection and scheduling issues managed by the AP. In the
second place, the DQCA downlink operation can be considered as a special case
of the uplink scenario, given that the AP is, in fact, another node but with some
additional responsibilities, summarized in the flow chart presented in Figure 3.6.
The DQCA downlink operation can be achieved by introducing some minor
modifications to DQCA that do not alter the fundamental characteristics of the
protocol and will be described by means of an example, illustrated in Figure 3.9. In
the first depicted DQCA frame, it has been assumed that no ARS transmissions have
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Figure 3.9: DQCA operation in the downlink
taken place in the CW and that node n1 has completed an uplink data message
transmission (hence the final-message-bit has been set to ‘1’). In an uplink-only
scenario, the FBP would report the empty state of the control minislots and the
successful data transmission. In the downlink scenario, assuming that the AP has
data to transmit and needs to gain channel access, it can simply report one of the
empty minislots as successful. This will be transparent to the nodes who will assume
that another node has entered the DTQ and update the queue counters according to
the protocol rules. Thus, the AP will hold a position in the DTQ and will transmit
when the head of the queue is reached, which, in the given example, occurs in the
next DQCA frame.
In the CW of the second depicted frame, node n2 sends an ARS in the second
minislot. In the data slot, the AP transmits a packet, which is coincidentally (in
this example) addressed to n2. Once the data transmission is completed, n2 replies
with an ACK frame after a SIFS time, otherwise it remains silent. Finally, the AP
transmits the FBP a SIFS time after the reception of the ACK, or, in case of data
failure, once after a specified ACK timeout has elapsed.
The proposed downlink implementation can be seamlessly incorporated in the
DQCA operation, as presented in Section 3.2. The resource allocation between the
uplink and the downlink is an open issue and smart algorithms can be implemented
at the AP to determine the amount of time dedicated to each communication di-
rection according to the system needs.
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3.5.2 DQCA Operation under Channel Errors
An important assumption considered in the DQCA description is that, given the
protocol operation in an infrastructure scenario, all the nodes can hear the AP and
receive the FBP with no errors. In order to minimize the probability of feedback
errors, even though link adaptation may be applied to the data packet transmission
depending on the rate set defined by the PHY layer, the FBP is always transmitted
at the lowest available rate. Nevertheless, errors are an unavoidable part of wireless
communications so it is important to design mechanisms for the recovery of the
system whenever they occur. In continuation, three types of errors will be discussed
that may affect the system in different ways, depending on the involved part of the
frame, namely the data slot, the control minislots or the FBP.
Errors in the Data Slot
The first and most straightforward type of error affects the transmission of the data
packet that may be received with errors by the AP or, in a more extreme case, not
be detected at all. Hence, the AP will detect either an erroneous data transmission
or an idle data slot. The key in both scenarios is that, assuming that the system is
not empty (i.e., there are users waiting in the queues) the AP has been expecting
the reception of the data packet by the node at the head of the DTQ.
The simplest way to deal with this type of error is to define a number K of
packet retransmission attempts. If the transmitting node does not receive a valid
acknowledgment through the FBP after K retransmissions in consecutive DQCA
frames, the message is discarded and the node leaves the DTQ. A simple example is
given in Figure 3.10 where node n1 transmits a data packet which is received with
errors. The FBP indicates that no valid data has been received, so n1 is prompted
to attempt a retransmission in the following frame. To indicate that retransmissions
are pending, the AP sets the final-message-bit to ‘0’. After K unsuccessful attempts,
n1 discards the packet and exits the DTQ. The final-message-bit is now set to ‘1’,
so that the remaining nodes in the DTQ (e.g., nodes n2 and n3 in the example)
execute the DQCA algorithm rules and advance in the queue.
Of course, this example assumes that the FBP is correctly received by n1, which
is the case in the majority of the time since the FBP is always transmitted at the
lowest transmission rate. Errors in the FBP will be considered later in this section.
Furthermore, the AP can maintain some statistics on the errors that occur in the
data slot and exploit them to perform more sophisticated system decisions.
Consider now the case where the AP does not detect at all the transmitted data
packet and senses an empty data slot, even though the DTQ is not empty (i.e., a
data transmission was being expected). If the AP proceeds with the transmission of
the FBP there is a possibility of collision between the FBP and the data packet, as
shown in Figure 3.11 (a). To avoid this situation, a data timeout period is employed
which, in order to cover the worst case scenario, should be equal to the time required
for the transmission of a packet at the lowest transmission rate. The AP should
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Figure 3.10: Data packet retransmission due to channel errors
transmit the FBP after this timeout has elapsed to avoid a collision, as shown in
Figure 3.11 (b).
AP does not detect the 
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(b) Collision avoidance with the use of the
data timeout policy
Figure 3.11: Example of the data timeout policy
Mis-detection of the State of the Control Minislots
Another type of errors, briefly mentioned in Section 3.3.1, concerns the mis-detection
of the state of the control minislots by the AP. As a result, the execution of the
DQCA algorithmic rules can produce problematic situations since it is based on
inaccurate feedback provided within the FBP. The possible mis-detection errors
and their eventual resolution, more thoroughly addressed in [61], are summarized
in Table 3.2. Brief examples are illustrated in Figure 3.12, plots (a) to (f).
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Figure 3.12: Examples of state mis-detection of the control minislots
Chapter 3. DQCA: A Distributed MAC Protocol for WLANs 69
Access 
Point (AP) FBPDATA FBP
CRQ
e e e c e e












(d) Collision state detected as empty
DATAAccess Point (AP) FBPe e e e FBP
DTQ
e











(e) Empty state detected as success (assuming no data retransmissions)
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(f) Collision state detected as success (assuming no data retransmissions)
Figure 3.12: Examples of state mis-detection of the control minislots (cont.)
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Empty slot detected as a collision: an empty CRQ
position will be falsely considered occupied by the
system. No nodes are affected and the CRQ process
will eventually resume after an empty CW.
[Figure 3.12 (a)].
Collision Success
Successful slot detected as a collision: the involved
node will enter the CRQ and will eventually
retransmit an ARS. [Figure 3.12 (b)].
Empty Success
Successful slot detected as empty: the involved node
will realize that its ARS was not received and will
attempt a retransmission in a subsequent CW.
[Figure 3.12 (c)].
Empty Collision
Collision slot detected as empty: the involved nodes
will realize that their ARS were not received and
will attempt a retransmission in a subsequent CW.
[Figure 3.12 (d)].
Success Empty
Empty slot detected as success: an empty DTQ
position will be falsely considered occupied by the
system, leading to an empty data slot. In this case
the system will execute the policies described in
Section 3.5.2 and the DTQ process will eventually
resume after K data slotsa . [Figure 3.12 (e)].
Success Collision
Collision slot detected as success: a DTQ position
will be occupied by multiple nodes leading to
collision. The AP will notify the nodes in the FBPa
and the collision resolution algorithm will be
executed. [Figure 3.12 (f)].
a If data retransmissions are not considered, correct protocol operation will resume after only
K = 1 lost data slot.
The first four error scenarios have a lesser impact on the system since they
mainly affect the collision resolution process and their only consequence is that
some nodes suffer some additional slight delay before entering the DTQ. The last
two mis-detection cases are more serious because they involve data packet collisions
and require more time for their resolution. In any case, it is important to emphasize
that even though some efficiency may be lost due to errors, the system is able to
recover without entering in a deadlock state, ensuring the robustness of the protocol.
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Errors in the FBP Reception
The FBP plays a very important role in the execution of DQCA since it contains
the necessary feedback for the correct execution of the protocol rules by the nodes.
Hence, in order to minimize errors, it is always transmitted at the lowest available
rate. In any case, FBP errors cannot be completely avoided so it is necessary to
contemplate mechanisms for the system recovery whenever they occur.
Consider the example illustrated in Figure 3.13. Node n3 transmits a data packet
which is received correctly by the AP, which, in turn, replies with the FPB acknowl-
edging the reception and indicating the end of the transmitted message. Normally,
n3 should exit the DTQ and the node in the following DTQ position, i.e., n1 in
the example, should proceed with the data transmission in the next DQCA frame.
Nodes n1 and n2 receive the FBP without errors and update their queue counters.
Node n3 however misses the FBP so it is not aware of the outcome of its data
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Figure 3.13: Error in FBP reception
Several problems may arise from this situation. First, n3 does not know whether
the data packet has been received and may attempt to retransmit it in the next
DQCA frame. This would cause collision with the data transmission from node
n1, which could be repeated in subsequent DQCA frames if retransmissions are
considered. Eventually, when the maximum number of retransmission is reached,
the nodes will discard the packets and normal DQCA operation will resume. A
worst case scenario could emerge if node n3 lost synchronization
7 and attempted
7The data slot begins exactly a (SIFS+m× ARS) time after the end of the FBP transmission,
so if a node misses completely the reception of the FBP it could lose synchronization.
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the data retransmissions outside the data slot.
Some simple mechanisms could be employed to alleviate the impact of FBP
errors in the network. One solution would be to employ a FBP timeout limit, defined
as the maximum time interval that a node should wait for the reception of a FBP
after the end of the data packet transmission. In an error-free scenario, this interval
would be equal to a SIFS time. Nevertheless, if a longer timeout were appropriately
set, a node that missed a FBP would refrain from retransmissions long enough to
receive the FBP of the next DQCA frame, so any synchronization issues would be
resolved. In addition, by keeping track of the sequence control number of the FBP
that increments by one unit for consecutive frames (see Section 3.3.3), a node can
determine whether any previous FBP transmission has been missed. In that case,
to avoid collisions, the node should drop any retransmission attempts and reset
its counters (local reset). Bear in mind that the TQ and RQ global counters are
included in the FBP, so that a node can easily resume operation after a local reset,
following the DQCA rules. Finally, a global reset of the counters of all nodes could
be forced by the AP as an ultimate solution if multiple consecutive errors occurred
in the data transmissions.
3.5.3 Interference and Coexistence with Other Systems
DQCA is a MAC layer protocol that can be applied over various PHY layers and
operate in different licensed or unlicensed frequency bands. Depending on the actual
protocol implementation, interference and coexistence issues with other systems
sharing the same spectrum should be considered.
Careful frequency planning and deployment are keys to minimizing interference
among systems. Additionally, since DQCA requires the presence of a coordinating
node, it could easily include an adaptive algorithm for the selection of the operation
frequency channel, if the PHY layer permits it. For example, multiple errors from
different nodes during an extensive time interval could be attributed to interference
by the AP who could, in turn, decide to shift the operation frequency to another
available channel.
Throughout this thesis and without loss of generality, DQCA operation has been
evaluated over the IEEE 802.11 b and g PHY layer specifications. An interesting is-
sue would be to examine interference and coexistence scenarios between DQCA and
the IEEE 802.11 DCF. The operation of the two protocols in the same or adjacent
frequency bands would have a stronger impact on IEEE 802.11 DCF performance.
Due to the IEEE 802.11 CSMA/CA mechanism and given that, with few excep-
tions, the maximum idle interval within a DQCA frame does not exceed a SIFS
time, legacy stations would never sense the medium idle and would be forced to
defer from transmission for long periods.
Nevertheless, it is possible to implement a coexistence mechanism on DQCA
nodes in order to enable the joint operation of both protocols. This idea has been
further developed in [66], where a mechanism for the coexistence of IEEE 802.11
with a DQCA variation for ad hoc networks has been proposed. The main idea is




























Figure 3.14: DQCA with IEEE 802.11 DCF coexistence
presented here though an example depicted in Figure 3.14. In this example, time
is shared between DQCA and legacy IEEE 802.11 stations, in way similar to the
alternation between contention and contention-free periods defined in the IEEE
802.11 standard. The DQCA AP seizes the channel following the DCF rules, i.e.,
after sensing the channel idle for a DIFS time and after executing the backoff mech-
anism (not depicted in the figure), and maintains it for a number of consecutive
DQCA frames. By appropriately setting the Duration/ID field of the FBP (and of
the DQCA data packets), the IEEE 802.11 stations can update the NAV and defer
transmission until the DQCA protocol releases the channel.
3.5.4 Handoff Functions for Cellular Deployment
The presented description of DQCA considers a single-cell scenario with a centrally
located AP. Some work has been conducted in [67] and [68] to extend DQCA op-
eration to a multi-cell environment where nodes may move between adjacent cells
controlled by APs that operate in different frequencies. In order to enable seamless
roaming, it is necessary to define a handoff mechanism to implement a number of
functions at the mobile node. These functions should handle the link status mon-
itorization to determine if a handoff is required, the AP discovery and selection
based on some predefined criteria and the reassociation process with the new AP.
A flow chart that illustrates the basic steps of the DQCA handoff process is given
in Figure 3.15. A brief description of these steps and how they can be incorporated
in the DQCA mechanism will be provided in this section.
Handoff Initiation Process
Typically, a node initiates the handoff process after noticing a deterioration of the
link quality with the connected AP. A link status monitoring function is, hence,
required, in order to obtain frequent updates on the channel state. The periodic
broadcast of the FBP at the end of each DQCA frame facilitates this process, since
the nodes can estimate the link status on a frame-by-frame basis. If the link quality
is below a predefined threshold, the node should initiate the discovery process to

































Scan next available 
frequency channel 





















selection Handoff Decision Process
yes
noReturn to operation 
frequency and 










from previous AP 
(reset DQCA 
counters)
Figure 3.15: Flow chart of the handoff process in DQCA
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obtain information on the availability of neighboring APs with potentially better
connection. The selection of the threshold is an important system decision that
should take into consideration the following conditions:
• The threshold should not be very low, since, to ensure a seamless handoff, the
discovery phase should be initiated before the connection with the current AP
is lost.
• The threshold should not be very high, since frequent scans have a cost per-
formance and may lead to unnecessary handoffs.
Apart from the link quality, another metric that can lead to a handoff initiation
is the congestion state of the AP. In DQCA, the state of the distributed queues,
expressed by the counters TQ and RQ, provide an indication of the traffic load
within the cell and can be employed to achieve load balancing among a set of
adjacent APs in a multi-cell DQCA network.
Discovery Process
Once a node has determined that a handoff is required, the discovery function is
initiated. During this phase, the node must passively scan other frequency channels
in a search for available APs with a better link quality. In this case, the FBP that
is broadcasted by each AP at the end of every DQCA frame acts as a beacon. If
a scanning node detects a FBP from a new AP, it can measure the link quality in
order to decide whether to proceed with the handoff.
The challenge presented in the discovery phase is that while a node remains asso-
ciated to an AP, it must receive the FBP in order to execute the DQCA algorithmic
rules. In other words, the scanning process should take place during the other parts
of the DQCA frame (i.e., the CW and the data slot) and the node must switch
back to the operating frequency in time for the FBP reception. For this reason, the
scanning time should be carefully selected, according to the following criteria:
• The scanning time must be long enough so that a node in the discovery phase
may be able to receive and demodulate a complete FBP packet from the
scanned AP. Hence, the scanning duration has to be at least equal to the
fixed transmission time of a FBP packet plus the time needed to perform the
channel switch.
• The scanning time must be short enough to allow a station to reconnect to
the operating channel in time for the FBP reception. In other words, the
scanning time should not exceed the joint duration of the CW and the data
slot. Since the data slot is generally variable in size, the most conservative
approach should be employed, by considering the shortest data slot duration
that corresponds to the transmission of the smallest data packet at the highest
available transmission rate.
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The node scans channel C 
for the maximum scanning 
duration. In this time it 
receives a FBP from AP3.
The node returns to 
its operation channel 
in order to receive the 
FBP from AP1.
The node scans channel B 
for the maximum scanning 
duration. In this time it 
receives a FBP from AP2.
The node receives 



























































































Figure 3.16: Example of the discovery process in DQCA
An example of the discovery process is shown in Figure 3.16. Consider a scenario
with three APs operating in non-overlapping channels A, B and C (as, for example,
the channels 1, 6 and 11 of IEEE 802.11 [1]). The example focuses on a node
associated to AP1, operating on channel A, that initiates the discovery process. The
node listens to the neighboring channels B and C for some time but must always
return to the operating channel A to receive the FBP from AP1. Generally, there is
no intra-cell timing synchronization between the APs. In the example, once the FBP
of AP1 is received (marked on the figure as event 1) the node switches to channel
B for the maximum defined scanning duration. In this time interval, it receives
the FBP transmitted by AP2. Then, the node returns to its operation channel and
remains there until the reception of the FBP, sent by AP1. Thus, the node may
execute the DQCA rules and update the state of its queues. In continuation, the
next available channel (i.e., channel C) is scanned and a FBP by AP3 is received. In
general, the node may not always detect the operation of an AP in a scanned channel
due to the fact that the scanning duration is bounded and the FBP transmission
may not take place within this time limit.
Handoff Decision Process
Once the discovery process is completed, the node must decide whether to proceed
to the execution of a handoff and select the best AP if multiple choices are available.
Some algorithms for the AP selection have been proposed and evaluated in [68]. The
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metrics identified as critical factors for the AP selection are summarized next, along
with some guidelines for the implementation of the handoff decision process:
• The quality of the link between the node and the AP, measured in terms
of the SNR or the Received Signal Strength Indicator (RSSI). Better channel
quality implies more reliable communication and can support the use of higher
transmission rates. In a simple but effective handoff decision mechanism, the
node could select the AP with the highest measured link quality, after all the
available frequency bands have been scanned. An alternative scheme could be
the selection of the first discovered AP that yields a higher SNR with respect
to the current AP. The latter option reduces the delay of the handoff process
since the scanning of the whole spectrum is no longer a prerequisite, but, on
the other hand, may not lead to the discovery of the best neighboring AP.
Both schemes should include a hysteresis margin to ensure that the channel
quality of the new AP is sufficiently better than the current link, to avoid
unnecessary handoffs and reduce the ping-pong effect.
• The congestion conditions of the AP, expressed by the TQ and RQ coun-
ters. The traffic load served by an AP is directly related to the QoS that the
network can provide. In an overloaded cell, the node will probably suffer long
waiting times before getting a chance to transmit. Hence, load balancing algo-
rithms can be designed to improve both the system performance and the user
experience. In a simple load-balancing handoff mechanism, the node can select
the AP with the smaller TQ value (i.e., the less populated waiting queue).
• An estimation of the expected queuing delay to be encountered in the new
cell. The length of the DTQ, which is the metric employed in the previous
point, is not the only factor that determines the waiting time of a new node
in the system. This delay also depends on the service time required by the
nodes in the DTQ. This is a function of various parameters such as the length
of the data messages and the transmission rate of each node. By selecting the
AP with the lowest expected queuing delay a more efficient load balancing
handoff mechanism can be achieved, at the cost of some additional control
information that should be included in the FBP.
Association Process
Once the discovery process has been completed and a new AP has been selected,
the node can proceed with the handoff process. In order to establish a connection
with the new AP, the node must leave the previous AP (disassociation process) and
initiate the authentication and the reassociation process with the new AP.
To disassociate from the current AP, the node has to reset its four DQCA queue
counters (i.e., set TQ = RQ = pTQ = pRQ = 0). Since this reset takes place
locally at the node, the counters of the AP and the other nodes are not updated
and this may slightly affect the protocol operation. Roughly, there are three possible
situations, depending on the state of the node before the reset:
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• The node does not have a pending message for transmission within the DQCA
queuing system (i.e., its counters hold a zero value). In this case, the reset will
have absolutely no effect on the system.
• The node has a message in the CRQ (i.e, pRQ > 0). It should be reminded
that each CRQ position is occupied by the nodes involved in a previous ARS
collision. Hence, if the node resets its counters and abandons its CRQ position,
it actually facilitates the collision resolution of the remaining nodes that share
this position.
• The node has a message in the DTQ (i.e, pTQ > 0). In this case, if the node
leaves the system, an empty DTQ position will be created that will eventually
lead to an empty data slot. The AP can resolve this situation by setting the
final-message-bit of the FBP to ‘1’ to indicate the end of the message.8
After the disassociation, the node must connect to the new AP through the
authentication and the reassociation process. The main steps followed in the IEEE
802.11 specification [1] are adopted. During the authentication, the node must es-
tablish its identity in order to be allowed access to the network. Then, during the
reassociation phase, the node and the AP exchange information on their capabilities,
such as the supported transmission rates, etc.
AP Selection
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Figure 3.17: Authentication and reassociation process
In order to initiate the exchange of the authentication and the reassociation
frames, the node follows the same DQCA access rules employed for the transmission
8This policy has been also employed in Section 3.5.2 to resolve errors in the data slot of the
DQCA frame.
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of a data packet (Section 3.4.1). In other words, the node transmits an ARS, waits for
the FBP, resolves any collisions if necessary and eventually enters in the DTQ. The
main difference is that when the node reaches the head of the DTQ, instead of a data
packet, it transmits the authentication request. The AP includes the authentication
reply in the FBP and the same process is repeated for the association frames. This
frame exchange is schematically depicted in Figure 3.17.
3.6 Conclusions
DQCA is a novel distributed MAC protocol that serves as an a alternative solution
to the widespread DCF defined in the IEEE 802.11 specification. The novelty of
DQCA lies in the management of the resolution of collisions among channel request
and the transmission of data as two parallel processes, handled by a pair of dis-
tributed logical queues. Several advantages are gained by this design, summarized
as follows:
• The backoff window procedure which is a necessary part of CSMA/CA-based
protocols and can cause long idle periods is no longer required. In DQCA,
users are given the opportunity to compete for channel access in a limited
section of every frame, whereas the biggest part of the frame is efficiently
devoted to data transmission.
• Instead of the typical RTS frames, DQCA employs a very short chip sequence
for the channel access request process. This patented technology requires some
minor modifications at the physical layer but reduces significantly the control
overhead of the MAC protocol. Nevertheless, even if a legacy PHY layer was
employed, thus introducing PHY headers and preambles, the resulting frame
would still be much smaller than the legacy RTS due to the fact that DQCA
does not require any MAC layer information (e.g., the destination address)
during the access request process.
• The maximum throughput can be achieved with a small number of control
minislots, even for a large number of competing users. This is mainly due to
the fact that, in general, the data transmission is a slower process compared
to the collision resolution, in the sense that the transmission of a message,
depending on its size, may take place in more than one DQCA frame. So,
as long as there are users scheduled for transmission in the data queue, a
channel access collision will not directly affect the system throughput, even
if it requires several consecutive contention windows for its resolution. Hence,
in most scenarios, a small number of control minislots is sufficient, without
excluding the possibility of a dynamic adaptation of the CW size by the AP.
• DQCA maintains a stable near-optimum (TDMA-like) throughput perfor-
mance under saturation. As long as there are users waiting in the data queue
(which, in long term, will be the case under saturation), the data slot of the
frame will be occupied by transmissions, thus yielding the maximum through-
put performance that can be achieved by DQCA.
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• The transmission of data packets is practically collision-free when there are
no channel errors. Collisions only take place on rare occasions when the sys-
tem is empty and DQCA enters in an Aloha-like transmission mode. In any
case, these collisions do not affect the system performance since they are very
rapidly resolved and only occur under very low traffic conditions.
• Despite the unavoidable cost that channel errors have on the system perfor-
mance, DQCA maintains stability and does not enter in deadlock situations.
The impact of errors occurring in different parts of the DQCA frame may vary
in severity, but in general the system recovers smoothly with small delays.
This chapter has presented a novel MAC protocol for WLANs that exploits ef-
ficiently the available network resources and allocates them fairly among the users.
Advanced allocation strategies can be designed at the MAC layer if additional infor-
mation is available through a CL dialogue between different layers of the protocol
stack. The next chapter will discuss the incorporation of CL techniques into the
DQCA mechanism and will propose several channel-aware scheduling algorithms
that aim to improve performance and provide QoS guarantees for multimedia ap-
plications.
Chapter 4
DQCA with Link Adaptation
4.1 Introduction
The previous chapter has provided a detailed description of the DQCA protocol
operation, with all the rules that handle channel access and data transmission. This
chapter will focus on the incorporation of a link adaptation mechanism in DQCA
to exploit the multirate capabilities of the PHY layer by adapting the transmission
rate to the channel condition of each user.
In general, the set of transmission rates employed at the MAC is determined by
the MCSs defined at the PHY. High-order MCSs offer higher rates but are more
prone to channel errors, whereas low-order MCSs are less efficient but more robust.
The link quality between two wireless nodes is usually measured in terms of the
SNR that expresses the strength of the received signal relative to the background
noise. Link adaptation is the process of dynamically adjusting the MCS to match
the time-varying channel condition in order to enhance spectral efficiency while
adhering to a target error performance.
The inherent feedback mechanism of DQCA facilitates the practically seamless
incorporation of link adaptation capabilities to the protocol operation. In addition,
the proposed scheme will serve as a parting point for the design of channel-aware
CL policies that include the rate capabilities and the channel conditions of the users
in the scheduling decisions, which will be discussed in the following chapter.
The main body of this chapter is divided into three sections. Section 4.2 presents
the link adaptation scheme and describes a feedback mechanism for the acquisition
of SNR measurements. The most important contribution, given in Section 4.3, is
a mathematical model for the calculation of the throughput and mean delay of
DQCA with link adaptation, based on queuing theory tools. The evaluation of the
DQCA performance is given in Section 4.4. The presented results have been obtained
through both simulations, based on a custom made C++ simulation tool, and the
application of the theoretical model. Finally, Section 4.5 is devoted to conclusions.
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4.2 The Link Adaptation Mechanism
The frame structure of DQCA, described in detail in the previous chapter, facilitates
the incorporation of a link adaptation scheme with few modifications to the protocol.
The proposed scheme is implemented in the following, straightforward way. For each
ARS that has been correctly received within a control minislot of the CW, the AP
measures the corresponding signal strength and determines the maximum rate that
can be employed for the transmission of data transmission on this particular link.
The rate selection is achieved with the help of a lookup table that contains the
minimum SNR level required by each available transmission rate defined at the
underlying PHY layer, in order to ensure performance within a target error rate.
The estimated rate is included in the FBP broadcasted by the AP at the end of the
frame and will be employed by the node for the transmission of the data packet.
An example of this process is shown in Figure 4.1. In the first depicted DQCA
frame (frame i), node n1 transmits an ARS in the second minislot of the CW. Since
the ARS reception is successful (i.e., no collision occurs), the AP is able to estimate
the most appropriate transmission rate that can be supported by the link quality
of n1. The estimated rate value, denoted by r, is included in the FBP transmitted
at the end of the frame. Hence, at the end of the frame, after executing the DQCA
protocol rules, given in Section 3.4.1, n1 enters the DTQ in the second position.
Additionally, in the data slot of the same frame, n2 transmits a data packet with
final-message-bit set to ‘0’, meaning that there are more packet to follow in the
subsequent DQCA frames. Eventually, n2 completes the transmission of its message
at the (j − 1)th frame and the exits the DTQ (the intermediate DQCA frames are
not depicted in the figure, since they do not affect the link adaptation mechanism
and due to space limitations). Finally, in the jth frame, n1 advances to the head of
the DTQ and employs the estimated rate r for the transmission of its data packet.
The proposed link adaptation scheme considers the following assumptions:
• The AP is able to measure the SNR and estimate the quality of the link from
a correctly received ARS. In a more conservative approach, the ARS frame
format could be extended to include a PHY layer preamble with training
symbols. The exact length of the training field would depend on the PHY
layer specification, but it would most probably be of the order of a few µs.1
• It has been assumed that the SNR value estimated upon the transmission of an
ARS by a given node is still representative of the link quality by the time the
node initiates the data transmission. The validity of this assumption depends
mainly on two factors: the specific characteristics of the time-varying channel
and the amount of time that a user has to wait in the DQCA data queue
(i.e., the DTQ), which is equivalent to the elapsed time between the SNR
measurement and the beginning of the data transmission. Without excluding
the possibility of occasional errors, the proposed link adaptation scheme is
1For example, the training fields employed in the IEEE 802.11g OFDM PHY layer specification
have a duration of 16 µs.
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Figure 4.1: DQCA with link adaptation
suitable for scenarios in which the DQCA queuing delays do not exceed the
coherence time τc of the wireless channel, defined as the time during which
the channel condition does not experience significant variations. This is a valid
assumption provided that indoor quasi-static scenarios are considered and that
the DQCA protocol is not saturated, meaning that the incoming traffic does
not systematically exceed the DQCA capacity and therefore queuing delays
are not very long. This issue will be further discussed in Section 5.4 of the
following chapter, where a mechanism to acquire updated information on the
state of the channel is proposed.
If for any reason the selected bit rate does not reflect the link quality at the time
of transmission, the following outcomes are considered:
• If the employed rate is lower than the rate supported by the channel condition,
the packet is successfully received. If the node has more packets of the same
message to transmit in subsequent DQCA frames, it can either employ the
same sub-optimal rate (simplest case) or select a higher rate based on new
estimations of the link quality obtained from the exchange of the previous
data packet and the FBP.
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• If the employed rate is higher than the rate supported by the channel, the
packet is received with errors and is considered lost. In that case, the node
selects the immediately lower rate of the available rate set and retransmits
the packet in the next DQCA frame. This process is repeated until the packet
transmission succeeds or the number of permitted retransmissions is reached.
For the implementation of the link adaptation scheme it is necessary to include
an additional rate vector in the FBP, to indicate the estimated transmission rate for
every successfully received ARS. Given a total of m control minislots in the CW, the
additional overhead would include at most m transmission rate values. The number
of bits required for the representation of a given rate value depends on the number
of available rates defined in the PHY rate set. As a reference, the IEEE 802.11b
rate set defines four rates (1, 2, 5.5 and 11 Mbps) that can be expressed by 2 bits,
whereas 3 bits would be sufficient to represent the set of eight rates (6, 9, 12, 18,
24, 36, 48 and 54 Mbps) defined in the IEEE 802.11a/g specifications [1]. Thus, in
a typical scenario where m = 3 minislots are employed in DQCA, the additional
overhead in each FBP would be in the order of 6 to 9 bits. The structure of the




























s: number of minislots with a success state (s∈[0,m])
x: bits required to represent measured rate value
(x=2 for 802.11b rate set, x=3 for 802.11a/g rate set)
(2 × m +s × x + 2) / 8
Figure 4.2: The modified FBP frame for DQCA with link adaptation
4.3 Analytical Model for the Performance Evalu-
ation of DQCA with Link Adaptation
This section will present the proposed analytical model for the calculation of the
throughput and mean delay performance of DQCA with link adaptation. The first
two parts discuss the main assumptions required for the mathematical analysis and
the queuing model employed to describe the DQCA operation. The throughput and
delay analysis will, then, follow in the last two parts of the section.
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4.3.1 Modeling Considerations
A Poisson distributed message (MSDU) arrival process has been considered for
the traffic generation, with a known mean rate of λ messages per second. Each
message has an exponentially distributed length with a known mean value of κ
packets (MPDUs) per message.2 As a result, the message transmission time can be
approximated by the exponential distribution.
Depending on their size, messages can be fragmented into packets, each one of
them with fixed length of L bytes. Exactly one packet can be transmitted within
the data slot of each DQCA frame and all the packets of a message are transmitted
at the same rate, estimated through the link adaptation mechanism. Each user
manages the transmission of a single message, consisting of one or multiple packets,
at a time, transmitted in the data slots of consecutive DQCA frames. The user exits
the DQCA system once the message transmission is completed, but can reenter in
subsequent DQCA frames if a new message arrives.
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(b) The transition matrix
Figure 4.3: The channel model
A multi-rate PHY layer has been considered with a set of ν available transmission
rates Ri ∈ [R1, Rν ], sorted from lowest to highest. Link adaptation applies only to
data packets, whereas the FBP is sent with the lowest rate R1. The link condition of
the wireless nodes has been modeled in the following way. It has been assumed that
2The notation explained in Sections 2.3.1 and 3.2.1 has been adopted.
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although wireless channels are characterized by fast-fading, some correlation is very
likely to exist between the current and the immediately next state of the link for
a given user (slow varying channel). In addition, the channel is characterized by a
coherence time τc during which the time-domain signal may be considered correlated
on average. In other words, it can be assumed that the link state of a given user
does not experiment significant variations during an average interval equal to the
channel τc. Finally, a coherence time τc longer than the average frame duration
has been considered, to ensure that the link condition remains unchanged from the
moment of the SNR measurement until the beginning of the data transmission.
With these considerations in mind, the wireless channel conditions of each user
have been modeled as a ν-state Markov chain (Figure 4.3 (a)) where each state
corresponds to a particular transmission rate. The Markov chain is represented by
a transition matrix T that contains the set of probabilities pi,j with which a user
with a current available rate Ri will select a future rate Rj once the coherence
time τc has elapsed (Figure 4.3 (b)). It has also been assumed that the steady-state
probability πi of a user being at the ith state exists and is known for all states.
Each channel state corresponds to a transmission rate and therefore it can be said
that πi is the probability of selecting Ri for transmission.
4.3.2 System Model
The DQCA system can be divided into the collision resolution (CR) subsystem
and the data transmission (DT) subsystem, as shown in Figure 4.4. The Enable
Transmission Interval (ETI) is the time from the arrival of a new message at a
node until the beginning of the next DQCA frame. The node, then, enters the CRQ
and is served (i.e. sends an ARS) when it reaches the head of the queue. After
that, the node either exits the CR subsystem with probability P (λ), which is the
probability of selecting an empty minislot, or reenters in the CRQ with probability
1−P (λ), which is the probability of ARS collision. Eventually, the node enters the
DT subsystem, waits in the DTQ and is served by the ith server (i.e., employs rate
Ri for the data transmission) with probability πi. Since a single rate is used for the
transmission of a data packet, only one of the ν servers may be active at a time.
The analysis of the CR subsystem is not trivial but it will be shown that it can
be approximated by an M/M/1 queuing system [61, 69]. Based on this assumption
it can be claimed that the output process of the CR subsystem (and subsequently
the input of the DT subsystem) has the same statistics as the input process, i.e., it
is Poisson distributed with mean rate λ. As far as the DT subsystem is concerned,
the service rate of each of the ν servers is exponentially distributed with a different
mean µTQi (with 1/µTQi being the mean message service time). The total service
time of the subsystem is a random variable denoted by x that follows an Hyperex-
ponential distribution with ν stages and therefore the subsystem can be modeled
as a M/Hν/1 [70].
Finally, it should be noted that the proposed model can also be employed for
the throughput and delay analysis of the DQCA protocol without link adaptation,
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data slot, 
ν available rates




















Figure 4.4: DQCA with link adaptation system model
for the particular case of ν = 1, when, in other words, there is only one transmission
rate available at the PHY layer. A summary of the main parameters employed in
the DQCA model analysis is given in Table 4.1.
4.3.3 Throughput Analysis
Throughput S is defined as the number of transmitted information data bits per
second, or equally, as the average data transmission rate of the system. By accepting
that the same amount of traffic flows into and out of the CR subsystem, meaning
that all collisions are resolved sooner or later, it can be deduced that the average





where γi is the relative MAC layer throughput achieved when rate Ri is employed
for data transmission while ρi is the percentage of time during which rate Ri is
used. These terms will be described in more detail next.
The relative throughput γi expresses the portion of the DQCA frame that is
dedicated to the transmission of useful data bits, when rate Ri is employed. Ideally,
a relative throughput of 1 could be achieved if no control information were included
in the DQCA frame. In practice, however, control information is unavoidable and
the relative throughput is less than one. For a given rate Ri, γi can be calculated
as the ratio of the time required for the transmission of a data packet Tdata,i to the
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Table 4.1: Main parameters for the DQCA model analysis
Symbol Description
γi Relative MAC throughput for rate Ri
κ Mean message(MSDU) size (Exponential) (packets/msg)
λ Mean message arrival rate (Poisson) (msg/s)
µRQ Mean message service rate of the CR subsystem (msg/s)
µTQi Mean message service rate for rate Ri (msg/s)
πi Steady-state probability of rate Ri being available to a user
ρi Percentage of time that Ri is used
ρ System utilization factor
L Packet (MPDU) size (bytes)
P (λ) Probability of successful ARS
Ri Data transmission rate (bps), Ri ∈ [R1, Rν ]
S Throughput (bps)
Tdata,i Transmission time of a data packet at rate Ri (s)
Toverhead Transmission time of PHY and MAC overhead (s)
Tframe,i DQCA frame time at rate Ri (Tdata,i + Toverhead) (s)
T f Mean DQCA frame duration (s)
tETI Enable Transmission Interval (ETI) (s)
tCR Message time in the Collision Resolution subsystem (s)
tDT Message time in the Data Transmission subsystem (s)
tc Message delay caused by data collision (s)
tT DQCA message delay (s)
w Waiting (queuing) time of a message in the DT (s)
x Service time of a message in the DT (s)






















Toverhead is a known parameter that includes the duration of the CW that consists
of m control minislots of fixed length, the PHY and MAC layer headers added
to the data packet, the transmission time of the FBP at the lowest transmission
rate R1 and two SIFS (according to the DQCA transmission sequence described in
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Section 3.2.1. The relative throughput γi also expresses the maximum normalized
throughput 3 achieved for rate Ri under saturation traffic conditions, when the data
slot of every DQCA frame is occupied by a packet transmission.
In non-saturation regime, depending on the incoming traffic, some data slots
remain empty. The term ρi is defined to express the percentage of time during
which data transmissions take place at rate Ri. With respect to the system model
depicted in Figure 4.4, ρi is equivalent to the percentage of time that the ith server






where λ is the mean message arrival rate (in messages per second), πi the steady-
state probability of using rate Ri and µTQi is the mean message service rate for rate
Ri (also in messages per second). The probabilities πi depend on the channel and
are considered known. Given that each message consists of κ packets on average,
according to the considered traffic distribution, and each packet is served within

















By making use of (4.2), (4.3) and (4.4) in (4.1), throughput can be calculated

















Finally, the system utilization factor ρ is defined as the percentage of time during
which the DT subsystem is busy (i.e., packets are being transmitted within the data










The above equation can also be used to calculate the mean message service time
E[x].
The system is stable when the system utilization factor ρ satisfies the condition
ρ ≤ 1, which holds when the system is not saturated (i.e., the message arrival rate
does not exceed the message service rate). The maximum incoming traffic rate λmax
3To obtain the throughput in bps, the normalized value γi should be multiplied by the respective
rate Ri.
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4.3.4 Mean Delay Analysis
The mean delay E[tT ] of the system can be expressed as the sum of four components
E[tT ] = E[tETI ] + E[tCR] + E[tDT ] + E[tc] (4.9)
where E[tETI ] corresponds to the mean ETI, E[tCR] is the mean delay in the CR
subsystem , E[tDT ] the mean time spent in the DT subsystem and E[tc] the mean
delay induced by collisions of data packets. The proposed delay analysis follows the
framework provided in [61] and [69]. Although several modifications with respect to
the previous work have been required, the main innovation lies in the calculation of
E[tDT ], which is directly affected by the link adaptation scheme.
Since a message can arrive at any time within a frame, the tETI is a uniformly











with Tframe,i the frame duration when rate Ri is used, given by (4.2).
The service time of the CR subsystem follows a geometrical distribution with
parameter P (λ), since this is the probability that a node will exit the CR sub-
system after transmitting a successful ARS. Therefore, the CR subsystem is an
M/G/1 queue and its analysis is fairly complicated. However, if the continuous
time equivalent is considered, as indicated in [61] and [69], the service time could
be approximated by the exponential distribution normalized by the mean duration









With this approximation the model becomes an M/M/1 and the total delay E[tRQ],
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Finally, for a system with m minislots, P (λ) can be computed as the probability
that a node selects a free minislot given that there are n nodes contending for access
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P (λ) = e−(λ/m) T f . (4.13)
Once the CR subsystem has been approximated by an M/M/1 queue, it is
known, according to Burke’s theorem, that the output flow has the same statistics
as the input flow. Hence, the input traffic of the DT subsystem can be considered
Poisson distributed with a mean rate of λ. Thus, the DT subsystem can be modeled
as an M/Hν/1 queue with Poisson arrivals and hyperexponential service time. The









where ρ is given by (4.6). The mean service time E[x] can also be deduced from
(4.6). Hence the mean total message delay E[tDT ] in the DT subsystem is













Finally, data collisions may only occur when a new message finds the system
empty, according to the protocol rules described in [61]. The mean delay E[tc]
caused by this event is equal to the probability of data collision multiplied by the
mean frame duration, since if a data collision occurs, the message will enter any of
the two subsystems of the model (depending on whether its ARS had succeeded or
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collided) in the next frame. Hence
E[tc] =P (system is empty)














1− e−λ T f
(
1 + λT f
)]
T f (4.16)
where ρ0 is the probability that the system is empty and is equal to
ρ0 = 1− ρ, ρ ≥ 1 (4.17)
since ρ, given by (4.6), is the time during which the system is busy.
This section has presented a mathematical model calculation of the throughput
and mean delay performance of DQCA with link adaptation. In continuation, the
model will be employed for the performance evaluation of DQCA and its validity
will be demonstrated with the help of simulations (especially in Section 4.4.4 where
the non-saturation case is examined).
4.4 DQCA Performance Evaluation
This section is dedicated to the performance evaluation of DQCA and the discussion
of the obtained results. The mathematical analysis presented previously has been
employed to calculate the benchmark DQCA performance. The numerical evalua-
tion of the theoretical DQCA performance has been based on MATLABTM. For
the validation of the theoretical model, simulations have also been conducted by
employing a custom-made simulation software based on the C++ programming
language. The decision to develop a custom simulation tool was based on the need
for flexibility and total control over the simulation environment, the possibility to
incorporate traffic and channel models and the reutilization of existing related work
by our research group. The object-oriented software tool executed a frame-by-frame
simulation of the DQCA operation. In each simulation iteration, every user updated
its traffic and channel conditions according to the considered models and executed
the DQCA protocol rules to update its counters and determine its course of action
(whether to transmit an ARS or a data frame, or whether to remain idle).
Section 4.4.1 provides information on the simulation setup that includes the
employed parameters of the PHY and the MAC layers, the wireless channel model,
the traffic generation and the evaluated metrics. The performance evaluation follows
next, divided in three study cases:
• Section 4.4.2 compares the DQCA and IEEE 802.11 DCF performance under
saturated traffic conditions for a single-rate channel. This scenario aims to
evaluate the efficiency of the DQCA protocol for a given transmission rate.
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• Section 4.4.3 compares the DQCA and IEEE 802.11 DCF performance un-
der saturated traffic conditions for a multi-rate channel. In this scenario, the
link adaptation mechanism is employed. The selection of some basic design
parameters of DQCA, such as the number of control minislots and the ARS
duration, is also discussed.
• Section 4.4.4 continues with the performance evaluation of DQCA in the non-
saturation regime. Results obtained by the use mathematical model for the
throughput and delay performance of DQCA with link adaptation are con-
trasted with simulations to demonstrate the validity of the model.
4.4.1 Simulation Setup
This section discusses the most relevant aspects of the simulation setup which are
essential for the comprehension of the obtained results. First the underlying PHY
layer specifications that are based on the IEEE 802.11 standard amendments b and
g are given. Then, the MAC layer parameters for both DQCA and the IEEE 802.11
DCF are provided. The channel model is discussed next, based on a simple but
effective transition matrix that represents a discrete Markov chain model. In the
last part of this section, the traffic generation model and the employed performance
metrics are described.
The Physical layer
The DQCA protocol is a flexible MAC scheme that can be applied over different
PHY layer protocol stacks. Without losing generality, the underlying PHY layer for
the presented results in this chapter is based on the widely deployed IEEE 802.11
standard. Two particular PHY layer specifications have been considered:
• The High Rate/Direct Sequence Spread Spectrum Physical Layer (HR/DSSS
PHY) defined in the IEEE 802.11b specification. This standard supports four
rates up to 11 Mbps and has been adopted in the initial stages of this work.
• The Extended Rate PHY (ERP-OFDM) defined in the IEEE 802.11g stan-
dard, supporting a rate set of eight rates up to 54 Mbps. The majority of the
presented results is based on this specification, which is the most widely de-
ployed WLAN protocol up to date, with the emerging IEEE 802.11n gradually
taking its place.
Table 4.2 summarizes the PHY layer simulation parameters. Note that only the
first three parameters are relevant to the DQCA protocol whereas the backoff slot
time and the CW size are only meaningful for the IEEE 802.11 simulation.
94 4.4. DQCA Performance Evaluation
Table 4.2: Summary of PHY layer simulation parameters
Parameters applicable to DQCA and IEEE 802.11 DCF operation
Parameter IEEE 802.11b PHY IEEE 802.11g PHY
Rate set 1, 2, 5.5 and 11 Mbps
6, 9, 12, 18, 24, 36,
48 and 54 Mbps
PLCP preamble and
PHY header
96 µs 20 µs
aSifsTime 10 µs 10 µs
Parameters applicable only to IEEE 802.11 DCF operation
Parameter IEEE 802.11b PHY IEEE 802.11g PHY




The MAC layer parameters employed in the simulations of the IEEE 802.11 DCF
and DQCA protocols are summarized in Table 4.3.
Table 4.3: Summary of MAC layer simulation parameters
IEEE 802.11 b/g DQCA
Parameter Value Parameter Value
RTS 20 bytes ARS 10 µs
CTS 14 bytes minislots m 3
ACK 14 bytes FBP 13 bytes
MAC Header 34 bytes MAC Header 34 bytes
The Channel Model
The PHY layer specification determines the set of rates that are available for trans-
mission. However, the actual rate to be employed by each user depends on the
condition of the wireless link between the transmitter and the receiver at the time
of data transmission. Higher rates can be supported under a good channel con-
dition, usually measured in terms of the SNR (or SNIR, if interference is taken
into account), whereas lower rates are required to reduce transmission errors when
Chapter 4. DQCA with Link Adaptation 95
the channel deteriorates. Simulating a detailed wireless channel model that encom-
passes realistic propagation loss and user mobility models can be a challenging task,
requiring increased computational power and simulation time.
The decision on whether such complexity is necessary in order to obtain mean-
ingful results and conclusions depends on the considered scenario. For example, a
realistic channel representation may be decisive in the evaluation of beamforming
techniques or in the application of resource allocation algorithms in multi-cell envi-
ronments where handover and interference issues must be considered. On the other
hand, for the MAC layer performance of DQCA in single-cell infrastructure WLAN
networks a less complex channel model can be employed without compromising the
validity of the obtained results.
Hence, the wireless channel has been modeled as a discrete Markov chain of R
states, with R being the size of the available rate set (i.e., 4 for IEEE 802.11b and
8 for IEEE 802.11g PHY layer specifications) [71]. As described in Section 4.3.1,
the Markov chain is represented by a transition matrix T that contains the set of
probabilities with which a user with a given present rate will select any of the R
available rates once the coherence time τc has elapsed.
The transition matrices are not unique; on the contrary, their entries can be
selected in various ways in order to represent different simulation environments.
The following matrix has been adopted for the representation of the IEEE 802.11b
channel. The steady state probabilities of transmitting at each rate of the defined
rate set Rb = [1, 2, 5.5, 11] are πb = [0.1764, 0.2941, 0.2941, 0.2353], respectively. In
other words, the majority of transmissions are likely to take place at the rates of 2
or 5.5 Mbps.
future state          
1 2 5.5 11
Tb =

0.5 0.4 0.1 0
0.2 0.5 0.2 0.1
0.1 0.1 0.5 0.3







In a similar manner, the IEEE 802.11g channel has been modeled with the help
of an 8x8 transition matrix. In this case, the rate set consists of eight rates, namely
Rg = [6, 9, 12, 18, 24, 36, 48, 54], and the steady state probabilities of transmitting
at each rate are πg = [0.0004, 0.0022, 0.0114, 0.0571, 0.2967, 0.3467, 0.2039, 0.0816],
respectively, with 24 and 36 Mbps being the most likely rates to be employed.
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future state                              
6 9 12 18 24 36 48 54
Tg =

0.4 0.5 0.1 0 0 0 0 0
0.1 0.4 0.5 0 0 0 0 0
0 0.1 0.4 0.1 0 0 0 0
0 0 0.1 0.4 0.4 0.1 0 0
0 0 0 0.1 0.5 0.4 0 0
0 0 0 0 0.3 0.5 0.2 0
0 0 0 0 0.1 0.2 0.5 0.2












A coherence time of τc = 150 ms has been considered for all users. In the
performed simulations, each user maintains a counter for the coherence time. Once
this time elapses, the user calculates its new available transmission rate according
to its previous channel condition and the transition probabilities given before. In
general, the considered coherence time is higher than the average frame duration4,
so it has been assumed that the channel condition does not change drastically during
the transmission of a frame. It has also been assumed that, regardless of the channel
conditions, the appropriate rate selection guarantees that no errors are introduced
during transmissions.
Most results presented in this chapter will employ these channel models that
will be, hence, referred to as IEEE 802.11 b and g channel models, respectively.
However, in some special cases, a static channel model will be considered according
to which only a single, fixed rate will be available for transmission.
Traffic Generation Model
In this chapter, only Poisson generated data traffic has been considered in order to
match the mathematical model assumptions described in Section 4.3.1. Hence, the
data traffic sources have been assumed to follow a Poisson distributed generation
process with an arrival rate of λ messages per second. Each message consists of an
exponentially distributed number of packets, with κ packets per message on average.
The packets have a fixed length of L bytes. The average offered load generated with
this model is Cdata = κλL(8 · 10−6) Mbps.
In the presented study cases, the average message size has been set to κ = 10,
whereas packet sizes L of 100, 512, 1000, 1500 and 2312 bytes have been considered.
Since data messages are relatively large, their transmission takes place in consecutive
DQCA frames, with L being the maximum number of bytes transmitted per frame.
A summary of these parameters is given in Table 4.4.
4For reference, the longest DQCA frame duration, considering a packet size of L = 2312 bytes
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Table 4.4: Summary of the data traffic generation model
Parameter Value
Message Arrival Poisson with rate λ (msg/s)
Message Size Exponentially distributed with mean k = 10 packets/msg
Packet Size Fixed packet size, L = [100, 512, 1000, 1500 and 2312] bytes
Offered Load Cdata = κλL(8 · 10−6) Mbps
More traffic models for multimedia applications will be considered in the follow-
ing chapter.
Definition of Performance Metrics
Finally, before proceeding to the simulation results, some brief definitions of the
performance metrics will be given in this section.
• Throughput is defined as the rate of transmitted bits per second and is calcu-
lated as the ratio of the total number of successfully transmitted data bits to
the duration of the simulation experiment (average throughput). Throughput
is evaluated at the MAC layer, meaning that the data bits include the ap-
plication payload and any headers added by higher layers, whereas the MAC
and PHY layer headers are considered overhead. Unless otherwise stated, the
throughput values presented in the next section refer to the total system
throughput, calculated as the sum of the throughput performance of all sys-
tem users.
• Mean message delay is defined as the average time from the generation of a
data message until its complete transmission. This time consists of the waiting
time of the message in the MAC layer buffer (queuing time), the time required
for the respective user to gain access to the medium (access time) and the
actual transmission time of the message (including the transmission of ACK
or FBP, in the case of IEEE 802.11 and DQCA, respectively). The standard
deviation of the message delay is also considered, as a metric of the dispersion
of the message delay experienced by users with respect to the average value.
4.4.2 Saturation Analysis for a Single-Rate Channel
The first results compare the saturation throughput performance of DQCA with
respect to IEEE 802.11 DCF MAC with RTS/CTS, described in Section 2.3.2 (de-
noted for brevity as 802.11 in the figures). In this initial approach, a single-rate
and the lowest transmission rate of R1 = 1 Mbps, is approximately 19 ms.
98 4.4. DQCA Performance Evaluation
channel has been considered, meaning that for each simulation run all users share
the same rate R, which in turn represents the channel capacity. In order to mea-
sure the maximum achievable throughput, saturated traffic has been considered,
employing the traffic generation model parameters presented in Table 4.4. To bring
the system under saturation, a high value for the Poisson message arrival rate λ has
been selected to ensure that there are always messages waiting to be transmitted
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(c) L = 2312 bytes
Figure 4.5: Saturation throughput comparison between DQCA (theory and simula-
tions) and IEEE 802.11b DCF (four available transmission rates)
Figures 4.5 and 4.6 present the saturation throughput performance obtained for
each transmission rate available at the IEEE 802.11b and g PHY layer specifica-
tions, respectively. The plotted values refer to the total system throughput, which
is the aggregate throughput of all N = 20 users. Three different packet sizes have
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(c) L = 2312 bytes
Figure 4.6: Saturation throughput comparison between DQCA (theory and simula-
tions) and IEEE 802.11g DCF (eight available transmission rates)
Each plot contains three set of results:
• the dashed line represents the saturation throughput of the DQCA perfor-
mance obtained by simulations carried out with the custom made C++ sim-
ulation tool.
• the markers indicate the theoretical DQCA saturation throughput obtained
through a MATLABTM implementation of the theoretical model presented
in Section 4.3.3. The saturation throughput values have been obtained by
considering the maximum message arrival rate λmax for which the system
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is stable (given by equation 4.7). It should be noted that, in this case, the
analytical model has been evaluated for the specific case of ν = 1 rate, since
a single-rate channel has been considered.
• the solid line with the triangle markers represents the saturation throughput
obtained by the IEEE 802.11 DCF with the RTS/CTS handshake.
First of all, a close match between the theoretical and the simulated values can
be observed in all figures. Of course, these results apply to the specific case of all
users having a single available transmission rate, so the link adaptation mechanism
is not employed (results on multi-rate channels will be given in the next sections).
The most important observation on the presented results is the clear perfor-
mance improvement achieved by DQCA with respect to the IEEE 802.11 DCF.
The throughput gain obtained by DQCA has been plotted in Figure 4.7, with plots
(a) and (b) corresponding to the IEEE 802.11 b and g PHY layers, respectively. For
the IEEE 802.11b channel, DQCA provides a performance gain that varies from
47% to 96%, but is generally above 75% for most combinations of rate and packet
size. The gain is increased in the case of IEEE 802.11g rates where the DQCA












































(b) IEEE 802.11g PHY rates
Figure 4.7: Throughput gain percentage of DQCA over the IEEE 802.11 b/g DCF
This improvement is the combined result of the following factors:
• the reduced DQCA overhead. The DQCA control overhead consists of the
m = 3 control minislots for the transmission of the 10 µs ARS frames and the
13 byte FBP transmitted at the lowest transmission rate (which is either 1
Mbps or 6 Mbps, for the IEEE 802.11 b and g channel, respectively). On the
other hand, the control information of the IEEE 802.11 DCF consists of the
RTS/CTS handshake (20 and 14 bytes transmitted at the lowest transmission
rate) and the ACK frame (14 bytes, transmitted at the data rate).
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• the elimination of backoff period. As explained in Section 2.3.2, the DCF
employs the binary exponential backoff mechanism to avoid and resolve access
collisions among users. The initial backoff period depends on the minimum size
of the backoff window aCWmin which is set to 31 slots for the IEEE 802.11b
and 15 slots for the IEEE 802.11g specification (with the slot size equal to
20 µs and 9 µs for each case, respectively). In case of collision, the CW is
doubled, until the maximum defined value (equal to 1023 slots) is reached.
Under saturation traffic conditions and for N = 20 users, the occurrence of
access collisions are high and a significant amount of time is bound to be
consumed by the backoff mechanism. On the other hand, DQCA does not
employ backoff since ARS collisions are confined within a short CW and are
resolved according to a m-ary splitting algorithm.
• the parallel operation of the collision resolution and data transmission pro-
cesses in DQCA. As a result, collision-free packet transmissions can take place
in the data slots of each DQCA frame, even if ARS collisions take place and
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(b) IEEE 802.11g PHY rates
Figure 4.8: Throughput efficiency comparison of DQCA and IEEE 802.11 b/g DCF
Finally, the same results are presented in a different way in order to illustrate the
MAC layer efficiency of the two MAC protocols. Figure 4.8 depicts the normalized
saturation throughput achieved for each transmission rate. The normalized values
are obtained by dividing the throughput by the channel capacity (i.e., the employed
rate). Hence, a normalized throughput of 1 would correspond to the performance of
an ideal MAC scheme with no control overhead, in which all resources are devoted
to the transmission of useful data bits. The presented results show that DQCA
is closer to the ideal performance with respect to the IEEE 802.11 DCF. Higher
MAC efficiency is achieved when larger packet sizes are employed. In addition, MAC
efficiency drops as the rate is increased. This occurs due to the fact that higher rates
result to faster data transmissions and consequently the amount of time consumed
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by the PHY and MAC control overhead becomes more significant with respect to
the time dedicated for the transmission of useful data. Efficiency could be increased
if a higher rate were employed for the transmission of the control frames, but this
would decrease the robustness of the system against channel errors.
4.4.3 Saturation Analysis with Link Adaptation
The next step has been to evaluate the saturation throughput performance of DQCA
with link adaptation. To this end, the channel models described in Section 4.4.1 have
been considered for the IEEE 802.11b/g PHY rate sets. As mentioned before, the
available rate of each user is evaluated with the help of the transmission matrices,
based on the previous link condition of the user, and is maintained during a period
equal to the channel coherence time τc, set to 150 ms in the simulated scenario.
A scenario consisting of N = 20 users with saturated data traffic conditions has
been initially assumed. Figure 4.9 compares the saturation system throughput of
DQCA with link adaptation versus the IEEE 802.11 DCF MAC with RTS/CTS for
the IEEE 802.11 b and g channel models (plots (a) and (b), respectively). Different
data packet sizes L have been considered, varying from 100 to 2312 bytes. Simulated
and theoretical values have been obtained for the performance of DQCA and show
a close match. The theoretical saturation throughput has been calculated from
equation (4.8) by employing the steady state probabilities given in Section 4.4.1 for
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(b) IEEE 802.11g PHY rates
Figure 4.9: Saturation throughput for DQCA with link adaptation
According to the selected channel matrices, the employed transition matrices
favor the rates of 24 and 36 Mbps for the 802.11g channel and the rates of 2 and
5.5 Mbps for the IEEE 802.11b channel. As the size of the data packet increases,
it can be observed that the DQCA saturation throughput lies between the values
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of these rates. The improvement gained with respect to the IEEE 802.11 DCF
mechanism is significant and, as in the first case study scenario, it exceeds 100% for
the IEEE 802.11g channel and varies from 45 to 90% for the IEEE 802.11b channel.
Figure 4.10 plots the total saturation throughput versus the number of users N
that varies from 1 to 80. In this case, the IEEE 802.11 DCF MAC has been evalu-
ated through simulations with and without the RTS/CTS mechanism. The DQCA
performance has also been obtained through simulations, however the throughput
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Figure 4.10: Saturation throughput comparison between DQCA and IEEE 802.11g
DCF versus the number of users N
At this point, it should be noted that the throughput formulation of the DQCA
analytical model, as given by equation (4.1), is not given as a function of the number
of users. This is due to the fact that the queuing analysis of the model is based on a
Poisson message arrival process, thus implying an infinite number of traffic sources
(i.e., users). In practice, as shown in Figure 4.10, the theoretical model matches
accurately the simulation results for N ≥ 10 users.
Furthermore, Figure 4.10 shows that DQCA outperforms both IEEE 802.11 DCF
schemes (with and without the RTS/CTS mechanism) for all values of N . The total
system throughput is practically doubled when DQCA is used, with a gain up to
165% with respect to the IEEE 802.11 basic access (without the RTS/CTS) for
N = 80 users. This improvement stems from the fact that in DQCA the contention
among ARS frames is limited within the m = 3 minislots of the CW, whereas the
remaining part of the frame is dedicated to the data transmission by users waiting
in the DTQ. Hence, under high traffic conditions, DQCA practically operates as
a TDMA scheme in which data packets are transmitted in a collision-free manner
within the data slot of each DQCA frame. On the other hand, the IEEE 802.11 DCF
suffers from long backoff periods since the probability of finding the channel busy
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when attempting to initiate transmission increases as the number of users grows.
When the RTS/CTS mechanism is not employed, the DCF performance deteriorates
further, since collisions among users involve data packets that require a much longer
transmission time compared to the RTS/CTS frames or the DQCA ARS.
Figure 4.11 displays the saturation DQCA throughput versus the number of
control minislots m that ranges from 2 to 10 and for N = 10, 20, 40 and 80 users.
To facilitate the representation of the results, the throughput has been normalized
with respect to the maximum value obtained for each user number N . These values
are given in Table 4.5.
Table 4.5: Maximum saturation throughput used for normalization in Figure 4.10
Number of Users
N = 10 N = 20 N = 40 N = 80
optimum minislots m 2 2 2 3
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N = 10 users N = 20 users N = 40 users N = 80 users
Figure 4.11: Normalized saturation throughput of DQCA versus the number of control
minislots m
It can be observed that for N ≥ 20 the obtained results do not vary much, a fact
that was also illustrated in the previous figure (Figure 4.10). The most interesting
remark, however, is that the maximum throughput is obtained for either 2 or 3
control minislots, even when there are 80 users contending for channel access in the
system. This occurs because the collision resolution process works faster than the
data transmission process in the sense that once permission to transmit is granted
(by reaching the head of the transmission queue), a user typically holds the channel
for a number of consecutive DQCA frames until the compete transmission of its
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message.5 In the meantime, the collision resolution algorithm is executed in the
beginning of each frame so that at least one user is likely to resolve the collision and
enter the DTQ by the time the transmitting user exits the system. Furthermore, each
collision resolution process involves only a fraction of the total number of system
users since, once an ARS collision takes place, non-involved users are blocked from
the contention process until the collision is fully resolved.
The last plot of this section, Figure 4.12, studies displays the DQCA saturation
throughput as a function of the ARS duration. As explained in Section 3.3.1, the
ARS is a short chip sequence that is transmitted within a control minislot by any
user who wants to gain access to the channel. Even though it is very short, the ARS
contains a specific pattern that permits the distinction between an idle minislot, a
successful ARS transmission and a collision [64]. Throughout this thesis, the length
of the ARS has been set to 10 µs, assuming that this duration is sufficiently long for
an ARS to be detected. The small duration of the ARS is one of the key factors for
the low control overhead introduced by DQCA. For instance, for m = 3, the CW
of the DQCA frame will last 30 µs, whereas the RTS/CTS exchange in the IEEE
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Figure 4.12: DQCA saturation throughput versus the ARS length
In any case, since a testbed implementation of DQCA is not yet available, the
exact ARS duration cannot be specified with accuracy. For this reason, Figure 4.12
investigates how the use of longer ARS frames may affect the system performance. It
can be observed that when longer ARS are employed (with m = 3 control minislots),
the DQCA throughput unavoidably drops due to the additional control overhead.
5According to the adopted traffic generation model, each data message consists of an exponen-
tially distributed number of packets of length L. A single packet is transmitted within a DQCA
frame and the transmitting user holds the channel for the number of frames required for the
completion of the message.
6The calculation has been made for an RTS of 20 bytes, a CTS of 14 bytes and employing the
lowest rate of 6 Mbps prescribed in the IEEE 802.11g PHY specification.
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However, there still remains a considerable improvement with respect to the IEEE
802.11 DCF, marked by dashed lines. For the worst represented case where the
ARS duration is equal to 100 µs, this gain is in the scale of 49% when packets of
2312 bytes are employed and up to 207% for packets of 512 bytes. Anyway, bear in
mind that in the IEEE 802.11g specification, the PHY layer header and preamble
have a joint a duration of 20 µs which is sufficient for detection and synchronization
purposes. Thus, it would be reasonable to assume that an ARS duration close to
this value should be sufficient, given that this frame does not contain any MAC
layer information.
4.4.4 Non-Saturation Analysis with Link Adaptation
Finally, the throughput and delay performance under non-saturated traffic condi-
tions for DQCA with link adaptation has been evaluated. The number of users
has been set to N = 20 and a channel coherence time of τc = 150 ms has been
selected. The data traffic generation model explained in Section 4.4.1 has been em-
ployed, with Poisson message arrivals at different average rates λ (in msg/s). As
a result, performance is evaluated as a function of the offered traffic load, calcu-
lated as Cdata = κλL(8 · 10−6) Mbps, with κ = 10 the mean number of packets
per message and L the packet size. The theoretical results have been based on the
analytical model given in Section 4.3, using the steady state probabilities of the
channel models described in Section 4.4.1.
The DQCA throughput as a function of the offered load has been plotted in
Figure 4.13 for the IEEE 802.11b/g rate sets (plots (a) and (b), respectively). Four
packet sizes have been considered, varying from smaller (L = 100 bytes) to longer
(L = 2312 bytes) packets. The close match between the theoretical values, corre-
sponding to the markers, and the simulated values, represented by lines, is clear,
thus confirming the validity of the model. As far as the DQCA performance is con-
cerned, it can be observed that the throughput curves increase linearly with the
offered load until a maximum value is reached. This maximum value corresponds
to the saturation throughput and remains stable regardless of the amount of the
offered traffic load.
The mean message delay for the two channel models has been plotted in Fig-
ures 4.14 (a) and (b). Again, the theoretical model provides a good approximation
to the simulated system performance, although some slight differences appear due
to the simplifications that were considered in the queuing analysis. In general, the
mean message delay remains low as long as the incoming traffic load does not lead
the system to saturation. As expected, delay is lower for smaller data packet sizes,
due to the reduced transmission time that is required, and when higher transmission
rates are employed, as in the case of IEEE 802.11g rate set. On the other hand,
when the system becomes saturated, the generated traffic exceeds the system ca-
pacity and messages begin to accumulate in the user buffers, a fact reflected by a
steep increase in the mean delay plots.
In continuation, a comparison between the performance of DQCA and IEEE
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Figure 4.14: Mean DQCA message delay as a function of the offered load, theoretical
model versus simulations
802.11 DCF in terms of throughput and delay is presented. The total number of
users has been set to N = 20 and packets of L = 2312 bytes have been considered.
As shown in Figure 4.15, throughput for both systems increases linearly with the
offered load when the traffic is low. However, the improvement introduced by DQCA
becomes apparent as the offered load grows. The capacity of the IEEE 802.11 system
under the current conditions is approximately 15 Mbps, whereas DQCA provides a
78% gain with the maximum achieved throughput exceeding 25 Mbps.
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Figure 4.15: DQCA versus IEEE 802.11g DCF throughput performance
The delay performance of the two systems has been depicted in Figure 4.16.
When both systems operate in the non saturated region, DQCA ensures a 50%
decrease in the mean message delay, with values below 15 ms (subplot (a)). As the
IEEE 802.11 approaches saturation, for an offered load of approximately 15 Mbps,
the performance difference becomes more pronounced and a 100% decrease in the
delay of DQCA is observed. The standard deviation (std.) of the message delay,
plotted in Figure 4.16 (b), exhibits a similar behavior. A lower std. value indicates
that all transmitted messages suffer from delays relatively close to the mean value
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(b) Standard deviation of message delay
Figure 4.16: DQCA versus IEEE 802.11g DCF delay performance
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4.5 Conclusions
This chapter has presented a link adaptation mechanism that provides the DQCA
MAC protocol with the additional capability of adapting the transmission rate to the
time-varying wireless channel conditions. The main novelty of this proposal has been
the development of an analytical model for the calculation of the throughput and
the mean message delay performance of DQCA. To account for the link adaptation
mechanism, the DQCA queuing system has been modeled as an M/Hν/1 system
with Poisson message arrivals and Hyperexponential service time of ν stages that
correspond to the ν available transmission rates. The model can also be applied to
single-rate channels for the special case of ν = 1.
Some interesting conclusions can be drawn from the results presented in this
chapter and are summarized next:
• A close match has been obtained between the theoretical DQCA performance
calculated according to the mathematical model and the simulation results.
In particular, the theoretical model provides accurate throughput and delay
performance estimations when at least N = 10 users are present in the sys-
tem under the non-saturation regime. The model can also be employed to
estimate the maximum achieved throughput under saturation (delay metrics
in a saturated system are not meaningful).
• The comparison between the DQCA and IEEE 802.11 DCF performance un-
der saturated traffic conditions has revealed the increased efficiency of DQCA
as MAC protocol. DQCA guarantees the practically collision-free transmission
of data while maintaining low control overhead and eliminating backoff peri-
ods. This leads to an enhanced the MAC layer performance that is much closer
to the system capacity. The presented results have shown that the throughput
gain of DQCA over the IEEE 802.11 is above 50%, for all the transmission
rates available to the IEEE 802.11 b and g PHY specifications (HR/DSSS and
ERP-OFDM PHY layers, respectively) and in many cases the gain overcomes
100%.
• The saturation performance of DQCA with link adaptation shows a 45% to
90% gain with respect to the IEEE 802.11b DCF and over 100% for the
IEEE 802.11g DCF, under the considered channel models. Better results are
obtained as the packet size grows.
• The high throughput performance of DQCA is maintained even when the
number of users grows. The key behind this behavior is that collisions among
users are limited to the CW and the data transmissions take place in a TDMA-
like manner within the data slot. On the contrary, the IEEE 802.11 basic access
DCF performance deteriorates as the user number increases, due to multiple
collisions and extended backoff periods. This is slightly improved with the use
of the RTS/CTS mechanism in the DCF, however, performance is still much
lower compared to DQCA.
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• It has been shown that the m-ary splitting algorithm employed for the res-
olution of collisions among ARS frames can efficiently handle collisions for a
small number of control minislots. In addition, the impact of the ARS frames
size (and hence the duration of the control minislots) on performance has been
studied. Clearly, throughput is higher for smaller ARS, however in the case
that longer ARS were necessary (to account for PHY related synchronization
issues or to reduce the probability of detection errors) DQCA still achieves a
gain of more than 50% with respect to the legacy IEEE 802.11 DCF.
• Finally, studies on the non-saturation regime have shown improvements in
both the throughput and delay performance of the users.
Chapter 5
Cross-Layer Enhancements
for the DQCA Protocol
5.1 Introduction
DQCA is a fair protocol that treats all users equally, without taking into considera-
tion any differences they may have in terms of capabilities and service requirements.
However, as technology advances and the popularity of WLANs steadily grows, net-
works tend to become heterogeneous and new challenges arise. CL design, based on
the exchange of information between different layers of the protocol stack, opens
the road for the implementation of more sophisticated MAC protocols. By collect-
ing parameters from other layers, the MAC layer obtains a more complete view
of the system composition and user requirements and can adapt accordingly the
scheduling decisions to achieve a better performance or provide QoS provisioning.
CL design is not a straightforward process, several implementation approaches
are possible that depend on the protocols involved in the CL dialogue, the way in
which the exchange of information is accomplished, as well as the desired scheduling
objectives. In order to incorporate CL scheduling algorithms in DQCA, the following
steps should be considered:
• determine the desired performance goals, including throughput performance
and QoS requirements, and identify the possible trade-offs that are associated
with them.
• identify which CL parameters should be available at the MAC layer and estab-
lish mechanisms for their retrieval through a communication between different
protocol layers.
• modify the basic DQCA design to incorporate the CL scheduling schemes and
provide the necessary feedback mechanisms.
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Even though there is no single correct approach to these questions, this thesis will
set a framework for CL design in DQCA and propose some mechanisms for the CL
dialogue between different protocol layers.
In the context of this thesis, two main CL strategies have been investigated. The
first is a channel-aware strategy that involves communication between the MAC and
the PHY layers, to obtain the Channel State Information (CSI) and the available
physical resources. The link adaptation mechanism presented in the previous chap-
ter is employed in the core of the channel-aware schemes that exploit the knowledge
on the link quality to make smart scheduling decisions. The second strategy aims to
provide QoS-oriented scheduling by including information on the service type and
the QoS requirements of the traffic flows, obtained through a MAC layer interac-
tion with the application layer. In the considered CL design, all the information is
gathered by the MAC layer, which in this case is based on the DQCA protocol, and
may result in modifications of the MAC functions, namely the channel access, the
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Figure 5.1: CL design strategies for DQCA
The main body of the chapter is divided into three sections. Section 5.2 is ded-
icated to the description of the proposed CL-based scheduling algorithms that aim
to incorporate channel and service-aware capabilities to the DQCA protocol. The
enhancements and the performance trade-offs obtained by the application of these
CL schemes are discussed in Section 5.3 where simulation results on three study
cases are presented. The efficiency of channel-aware schemes is closely linked to the
validity of the available information on the state of the wireless channel. Section 5.4
discusses the impact of outdated CSI on the system performance and presents a feed-
back mechanism that periodically collects updated information on the link quality
of the users. Finally, the chapter closes with conclusions in Section 5.5.
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5.2 Description of the CL Scheduling Algorithms
In the basic design of DQCA, users are served on a FIFO basis, in the order with
which they enter the DTQ. The MAC layer scheduling process can be enhanced and
oriented to achieve specific performance goals and QoS requirements by taking into
account information available to different protocol layers through a CL interaction.
In this section, four CL scheduling algorithms will be presented, stressing the
different goals and implementation details of each scheme. The differences between
the CL policies will be further emphasized with the help of scheduling examples,
provided in the last part of this section. It should be mentioned that the basic
DQCA protocol used as a reference and as a base for CL enhancement in this
chapter includes the link adaptation mechanism presented in Chapter 4.
5.2.1 CL-alg: A Strict Opportunistic Scheme
The first proposed scheduling algorithm, named CL-alg, constitutes a channel-aware
scheme that exploits the time-varying nature of the wireless channel. As mentioned
in Section 2.4.5, different users in a WLAN may experience independent fading
and interference conditions that result to diverse link quality, an effect known as
multiuser diversity. The link adaptation scheme proposed in the previous chapter
provides a mechanism to select the higher rate that a user may employ for trans-
mission, based on information of the channel condition and the desired bit error
rate. However, link adaptation per se does not alter scheduling decisions; it mainly
aims to improve the performance of individual users once channel access has been
granted to them through the FIFO discipline of basic DQCA.
CL-alg implements an opportunistic policy that assigns priorities based solely on
the available transmission rate of each user. In other words, at any given time, the
user with the highest available rate is scheduled for transmission. This algorithm
does not distinguish between traffic flows of different service types and, therefore,
it does not aim to provide QoS guarantees to delay-sensitive applications.
By exploiting multiuser diversity and encouraging transmissions at high data
rates the total system throughput is maximized. On the other hand, the performance
perceived by individual users depends on their particular channel statistics. Ideally,
if all users experience the same fading on average, then, even though some users
may defer transmission due to bad link quality at a particular moment, they will
be allowed to transmit when their channel conditions eventually improve. As a
result, all users receive an equal share of the system resources on the long term.
Fairness is not ensured, however, in scenarios where the fading statistics are not
the same for everyone. In this case, the less fortunate users that have worse average
channel conditions will be given less opportunities to transmit and thus attain low
throughput and experience long delays.
Some modifications must be made to the DQCA protocol in order to implement
the CL-alg:
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Figure 5.2: DQCA feedback information field in the FBP for CL-alg
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Figure 5.3: Schematic representation of the CL-alg
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• A link adaptation scheme must be incorporated for the estimation of the
channel condition between the AP and each of the users waiting in the DTQ.
The solution proposed in Section 4.2 has been adopted, according to which
the SNR of the link between the AP and a user is measured whenever an
ARS is successfully received. A lookup table is employed to match the SNR
level to the most appropriate bit rate, in order to adhere to a targeted error
performance.
• The AP maintains a vector with the estimated transmission rates of all the
users in the DTQ, acquired through the link adaptation scheme, sorted by
the position of the users in the queue (expressed by the counter pTQ). A
predefined encoding scheme is usually employed so that each rate can be
represented by a few bits per node (e.g., x = 2 bits for the four transmission
rates of IEEE 802.11b and x = 3 bits for the eight rates of IEEE 802.11g).
• The estimated transmission rates must be fed back to the users. Hence, the
rate vector is included in the FBP transmitted at the end of the DQCA frame.
The FBP has the same structure defined in Section 4.2 (Figure 4.2), with an
additional rate vector introduced in the DQCA feedback field, as shown in
Figure 5.2. The exact amount of the CL overhead that must be added in the
FBP depends on the rate codification scheme (x bits/rate) and the number
of users in the DTQ (expressed by the counter TQ), but can be generally
expressed as:
CL-Overhead CL−alg = x× TQ (bits per frame). (5.1)
• Finally, upon the reception of the FBP the users extract the rate vector and
can therefore determine their assigned transmission rate, as well as the avail-
able rates of the other users in the DTQ. By rearranging the vector entries in
descending order, with the higher rates placed in the first positions, the users
can decide in a distributed way whether they are enabled to transmit.
This process is schematically shown in Figure 5.3. In this example, node n5
successfully transmits an ARS and the AP is able to measure the SNR of the
link and estimate the appropriate transmission rate. This value is stored in the
AP and transmitted in the form of a vector in the FBP. According to the CL-alg
opportunistic policy, the user with the highest transmission rate and the smallest
pTQ value (i.e., the first user with the highest transmission rate to be found closer
to the head of the DTQ) is scheduled to transmit first.
5.2.2 SP-alg: A Strict Service Differentiation Scheme
The second CL scheme, SP-alg, implements a strict service priority policy that
aims to enhance QoS for delay sensitive applications. Before explaining in detail the
proposed scheduling policy, some implementation issues will be discussed, which are
necessary for the better understanding of the SP-alg. In particular, the following
modifications should be applied to the DQCA protocol:
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• First, traffic flows are mapped onto a set of service classes according to their
QoS demands, a concept known as service differentiation. In the general case,
P service classes are considered (P > 1), with class p = P having the most
demanding requirements, usually expressed as most stringent delay and jitter
constraints or tolerable percentage of lost packets. A practical example of
this concept, which will be adopted in this thesis, is the establishment of
four service classes (P = 4) for voice, video, best-effort and background data
traffic applications, defined in the IEEE 802.11e specification [1]. In this case,
voice is the highest priority service class (p = 4) followed by the other three
classes in descending order of priority. It has been assumed that the service
differentiation takes place at an upper layer and therefore when a message
arrives at the MAC layer buffers its service class is known.
• Second, the users must notify the AP of the type of traffic they are planning to
transmit. In other words, the service type of each message must be contained
in the ARS. To this end, P distinguishable groups (patterns) of ARS are
formed, one for each service class. When a user wants to request access for a
particular message, it transmits an ARS from the group that corresponds to
the service class it belongs to. For simplicity, it has been considered that a
user handles the transmission of a single message of a given application at a
time. The user exits the DQCA queuing system when the transmission of this
message is completed and can enter again with a new ARS for a subsequent
message (that may belong to the same or a different service class). Hence,
it is said that a user belongs to a particular service class when its currently
transmitted message corresponds to that service class. In any case, as far as
the system is concerned, a user with two active traffic flows that belong to
different service classes can be equivalently modeled as two independent users
with a single traffic flow each.
• Finally, all the users must be informed of the service class corresponding to
a successful ARS in order to execute the DQCA protocol rules at the end of
the frame and determine the transmission order according to the scheduling
algorithm. This information is included in the FBP, together with the state of
the control minislots. For reference, considering m = 3 control minislots in the
CW and P = 4 service classes (represented with y = 2 bits), the additional
overhead would include at most 6 bits in the FBP. In general, the maximum
additional overhead can be calculated as:
CL-Overhead SP−alg = y × s (bits per frame). (5.2)
with s being the number of successful ARS frames received in the control
minislots (s ∈ [0,m]). The modified DQCA feedback field of the FBP is shown
in Figure 5.4.
The scheduling objective of the SP-alg is to provide absolute priority to the users
that belong to the highest priority service class P . As a result, the applications with
stringent delay constrains have a better chance to satisfy their QoS requirements.
On the other hand, low priority applications may have to wait longer times in order
Chapter 5. Cross-Layer Enhancements for DQCA 117
DQCA 
Feedback









s: number of minislots with a success state (s∈[0,m])
x: bits required to represent measured rate value
(x=2 for 802.11b rate set, x=3 for 802.11a/g rate set)










Figure 5.4: DQCA feedback information field in the FBP for SP-alg
to transmit, however this is an acceptable trade-off given that these applications
can tolerate longer delays.
This mechanism can be better understood by visualizing a system of P Data
Transmission Queues (denoted by DTQp with 1 ≥ p ≥ P ), instead of a single
DTQ, as was the case in DQCA. Each queue handles the users of the respective
service class. Hence, P counters are defined, denoted by TQp (1 ≥ p ≥ P ), that
represent the number of elements (i.e. nodes) in each DTQi. Another counter (pTQ)
is required to indicate the age of the particular node in the queue to which it belongs,
given that a node can only belong to one queue at a time. Therefore, the position
of a node in the data transmission subsystem can be fully described by the pair of
integers (p, pTQp), where p denotes the service class and consequently the queue
in which the node belongs. Summarizing, (P + 1) counters must be maintained at
every user for the data transmission subsystem and two counters (RQ and pRQ)
for the collision resolution subsystem, as in the basic DQCA operation.
A node belonging to the pth queue (DTQp) can initiate transmission only if the
following two conditions are met:
• All the queues with a higher priority level q are empty (i.e., TQq = 0 for all
q > p).
• The node has reached the head of the pth (i.e, has pTQ = 1). In other words,
the queues follow a FIFO discipline and nodes that belong to the same service
are served in order of arrival.
Once a node is granted access according to the aforementioned rules, it maintains
control of the medium until the completion of its message. In other words, a non-
preemptive policy is adopted and subsequent arrivals of higher priority traffic do
not affect ongoing transmissions.
A schematic representation of the SP-alg operation is depicted in Figure 5.5.
The example shows how two nodes, n4 and n5, select ARS of different types to
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indicate their intention to transmit background and voice traffic flows, respectively.
The FBP contains the state of the control minislots and the service type of the
two successful ARS, thus enabling the nodes to enter in corresponding background
and voice data queues. According to the SP-alg, the voice users will be the first
to transmit in order of their pTQ values (i.e., FIFO with respect to the voice data
queue) and will be followed by the users of the remaining three queues.
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Figure 5.5: Schematic representation of the SP-alg
5.2.3 CLSP-alg: A Strict Opportunistic Scheme with Service
Differentiation
So far, two different policies have been presented, the first implementing an oppor-
tunistic transmission scheme and the second a QoS-oriented service differentiation
strategy. These two concepts are combined to form the third proposed scheme,
CLSP-alg. CLSP-alg adopts the strict priority scheme defined in the SP-alg, but
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also employs the opportunistic scheduling of CL-alg among users that belong to the
same service class. A schematic representation of the CLSP-alg is given in Figure 5.6.
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Figure 5.6: Schematic representation of the CLSP-alg
The implementation of this algorithm requires the following steps:
• As in the case of the SP-alg, the data transmission subsystem consists of P
DTQs. Service-aware ARS are employed for the channel access request and
the service type of successful ARS is included in the FBP in order to enable
users to update the TQp counter values of the corresponding pth data queue.
• Upon the reception of an ARS, the AP measures the SNR and estimates the
quality of the link. A rate vector is then formed, as in the case of the CL-alg,
containing the estimated transmission rates of all the users waiting in the
DTQs. In this case, however, the vector entries are first sorted by order of
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the service class. Then, the entries that belong to the same service class are
ordered according to the position of the nodes in each DTQ.
• The FBP contains the additional CL overhead due to the rate vector and the
service type of the successful ARS. In general, the added CL overhead can be
calculated as
CL-Overhead CLSP−alg = x×
P∑
p=1
TQp + s× y (bits per frame), (5.3)
considering that x bits (typically x=2 or 3) are employed to represent the
available rate values and y bits are required to represent the P service classes
for the s successful control minislots (typically P = 4 and therefore y = 2).
The parameter TQp expresses the number of users of the pth service class
that are waiting for transmission. The modified DQCA feedback field of the
FBP is shown in Figure 5.7.
• Finally, the users extract the rate values from the FBP and determine the
transmission order. According to the CLSP-alg, channel access is granted to
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Figure 5.7: DQCA feedback information field in the FBP for CLSP-alg
5.2.4 VPF-alg: The Virtual Priority Function Concept
Finally, a more generic and flexible approach for the incorporation CL scheduling
within the DQCA protocol has been considered. The fourth technique, named VPF-
alg, defines a Virtual Priority Function (VPF ) that determines the transmission
order of the users in the DTQ. Based on a CL dialog aimed to provide channel and
service aware scheduling strategies, the VPF can be generally defined as a function
of PHY, MAC and APP layer parameters:
VPF-alg : fV P = f(PHY parameters, MAC parameters, APP parameters). (5.4)
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In accordance with the distributed character of DQCA, the VPF definition must
be known to all users. The AP is responsible for collecting the CL parameters
required for the calculation of the VPF values of every user in the DTQ. These
parameters are included in the FBP in the form of a vector, ordered by the position
of the users in the DTQ as expressed by the pTQ counter. A predefined encoding
scheme is usually employed so that these parameters can be represented by a few bits
per node. This mechanism is similar to the rate vector employed for channel-aware
scheduling in CL-alg and CLSP-alg, although in this case multiple CL parameters
may be included per user instead of only the available transmission rate. At the
end of each frame every user calculates its VPF value, as well as the VPF values
of the other users waiting in the DTQ and the one with the highest VPF value is
scheduled to transmit first. In the case where multiple users share the same VPF
value, priority is given to the one with the longest waiting time in the DTQ (i.e.
the user with the smallest pTQ value). A schematic representation of the VPF-alg
is depicted in Figure 5.8.
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Figure 5.8: Schematic representation of the VPF-alg
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The priority function can be selected in various ways, according to the available
CL parameters and the scheduling objective which is usually a trade-off between
throughput maximization and fairness. An interesting observation is that by appro-
priately selecting the VPF definition, some basic scheduling schemes can be imple-
mented. For example, for fV P = 1/pTQ, the FIFO transmission order of DQCA can
be accomplished. A number of different VPF definitions will be considered in the
remaining of this section. They are divided into two groups: the first group imple-
ments channel-aware scheduling whereas the second group combines opportunistic
scheduling with QoS provisioning.
Rate-aware VPF Definitions
The first group of the proposed VPF definitions implements a mild opportunistic
transmission scheme that takes into account the channel condition of the users but
also aims to provide a level of fairness among them. The considered approach to
attain this goal is by including the age of the users in the DTQ, as expressed by the
pTQ counter, in the scheduling decisions. Hence, the general VPF expression has
the following form:
VPF-alg : fV P = f(R, pTQ) (5.5)
where R is the available user rate (in Mbps) and pTQ ∈ [1, TQ] for each user within
the DTQ.
A simple example of this group is the following VPF definition, denoted by
VPF-alg1:






where Rν is the maximum transmission rate (in Mbps) defined in the rate set. For
example, Rν=11 Mbps for the IEEE 802.11b PHY and Rν=54 Mbps for IEEE
802.11g.
According to this definition, the VPF value of each user is directly proportional
to its available transmission rate, normalized by the maximum rate value. As a
result, users with better channel conditions and, therefore, higher rates, are oppor-
tunistically assigned transmission priorities. On the other hand, by placing the pTQ
value at the denominator, the VPF value increases as a user approaches the head
of the DTQ. Hence, users with longer times in the system may be given a chance
to transmit, even if their channel conditions are not the best.
Another VPF-alg function that achieves a similar objective by employing a dif-
ferent function definition is given next:
VPF-alg2 : fV P =
αr
pTQ
, α ∈ N. (5.7)
In this case, α is a tunable integer parameter with values greater than one and r is
an integer within [1, ν], with ν being the number of available transmission rates in
the rate set. Concretely, ν = 4 for the four rates defined in IEEE 802.11b and ν = 8
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for the eight rates defined in IEEE 802.11g.
Again, the aim of this function is to prioritize high rate users while taking
into account the age of the users in the DTQ. The difference with the first VPF
definition (VPF-alg1) is that, in this case, the rate index is employed as an exponent
over a variable base α. As a result, the rate has a stronger impact on the scheduling
decisions. A more insightful comparison between the two functions will be provided
in the next chapter, with the help of simulations.
For the implementation of channel-aware VPF-alg, the FBP must contain a
vector with the rates of the users in the DTQ, sorted by their pTQ value. Similarly
to the CL-alg, the required overhead can be calculated as:
CL-Overhead V PF−alg1,2 = x× TQ (bits per frame). (5.8)
with x bits being employed to represent the rate set and TQ being the number of
users in the DTQ.
Channel and Service-aware VPF Definitions
The second group of the proposed VPF definitions combines opportunistic schedul-
ing and QoS provisioning through service differentiation. In this case, the adopted
general VPF expression is of the form:
VPF-alg : fV P = f(p,R, pTQ). (5.9)
where R is the transmission rate, pTQ the DTQ position counter for each node and
p is the service type identifier with values in [1, P ], with P being the highest priority
class (typically P = 4 for background, best-effort, video and voice traffic flows).
Two definitions have been considered for the evaluation of the VPF-alg. The
first definition is:
VPF-alg3 : fV P = α · 2p + (1− α) ·
2r
pTQ
, 0 ≤ α ≤ 1 (5.10)
where r ∈ [1, ν] is an integer index of the available transmission rates. In particular,
r = 1 corresponds to the minimum and r = ν to the maximum rate of the rate set.
The second considered definition is:
VPF-alg4 : fV P = α ·
p
P




, 0 ≤ α ≤ 1 (5.11)
where Rν is the maximum rate defined in the rate set (specifically, Rν=11 Mbps in
IEEE 802.11b and Rν=54 Mbps in IEEE 802.11g).
In both examples, the VPF definition has two parts. The first is a function of
the service type identifier p, with higher values corresponding to traffic flows of
increased priority. The second part of the definition depends, on the one hand, on
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the transmission rate, either expressed as the integer rate index r in the function
VPF-alg3, or as the rate R normalized by the maximum rate value, in function
VPF-alg4. On the other hand, the second part of the definition is divided by the
pTQ value, thus giving the opportunity of users with lower rates but longer waiting
times in the data transmission subsystem to gain access to the channel.
A tunable parameter, denoted by α with 0 ≤ α ≤ 1, is employed to weight the
two parts of the VPF-alg definitions. Higher values of α place more weight on the
service class of the traffic flow, thus making QoS provisioning the principal objective
of the VPF-alg. Similarly, the mild opportunistic policy (i.e., available rate versus
the DTQ position of the user) becomes the prevalent scheduling factor when smaller
values of α are selected.
For the implementation of channel and service-aware VPF-alg, the FBP must
contain a vector with the rates of the users in the DTQ and the type of the service
class, sorted by their pTQ value. The required overhead can be calculated as:
CL-Overhead V PF−alg3,4 = (x+ y)× TQ (bits). (5.12)
with x being the number of bits employed to represent the rate set, y the bits
required for the representation of the P service classes and TQ being the number of
users in the DTQ. A summary of the four proposed VPF-alg definitions, along with
the employed parameters and the values adopted in this thesis, is given in Table 5.1.
5.2.5 Overview of the CL-based Algorithms
This section has presented four scheduling algorithms applied over the DQCA pro-
tocol to attain different performance objectives. These algorithms add channel and
service-aware capabilities to DQCA through a CL interaction between the MAC
layer, on the one side, and the PHY and the application layers on the other. The
first three schemes, CL-alg, SP-alg and CLSP-alg prescribe specific performance
goals whereas the VPF-alg is a more flexible scheme whose behavior depends on
the definition of the priority function. A summary of the scheduling objective of
each algorithm is given in Table 5.2.
The differences between the proposed schemes can be better understood with
the help of an example, illustrated in Figure 5.9. The example depicts a snapshot
of the DTQ with six users waiting for transmission and shows how the transmission
order is affected by each CL policy. The pTQ counter indicates the order in which
the users have entered the DTQ, with pTQ = 1 corresponding to the oldest user
in the queue. The available transmission rate and the service class type are also
marked for each user. The eight rate sets of the IEEE 802.11g specification and the
four service classes of IEEE 802.11e have been considered in the example. Assuming
that no more users enter the system in this example, the transmission order for each
algorithm is formed as follows:
(a) DQCA follows a FIFO discipline with users transmitting in order of their pTQ
counter.
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Figure 5.9: Operation example of the CL-based algorithms
126 5.2. Description of the CL Scheduling Algorithms
Table 5.1: Parameters employed by the VPF-alg
Proposed VPF-alg definitions
VPF-alg1 fV P = (R/Rν) · (1/pTQ)
VPF-alg2 fV P = α
r/pTQ
VPF-alg3 fV P = α · 2p + (1− α) · 2r/pTQ
VPF-alg4 fV P = α · p/P + (1− α) · (R/Rν) · (1/pTQ)
Parameter Description Values adopted in this thesis
ν Size of rate set ν = 4 for 802.11b, ν = 8 for 802.11g
r Rate index r ∈ [0, ν]
R
Transmission rate R802.11b = {1, 2, 5.5, 11},
(Mbps) R802.11g = {6, 9, 12, 18, 24, 36, 48, 54}
Rν Max. transmission rate Rν = 11 (802.11b), Rν = 54 (802.11g)
P Number of service classes P = 4
p Service class type
p ∈ [1, P ] for background, best-effort,
video and voice service, respectively
pTQ User position in the DTQ pTQ ∈ [1, TQ]
TQ Total users in the DTQ integer ≥ 0
α Tunable parameter
α = 2, 3, 4, ... for VPF-alg2
α ∈ [0, 1] for VPF-alg3, VPF-alg4
(b) CL-alg implements a strict opportunistic scheme based on the available rate
of each user. The goal is to maximize throughput by prioritizing users with
high transmission rates. Hence, the first user to transmit is the one with the
highest available rate (R = 54 Mbps). Since two users fulfill this condition in
the example, the one with the smallest pTQ (pTQ = 2) is scheduled first.
(c) The SP-alg is focused solely on the service class of each node, aiming to reduce
the waiting times of delay-sensitive applications. Thus, the oldest user with the
highest priority class (i.e., the voice user with pTQ = 3) transmits first.
(d) CLSP-alg combines the two previous scheduling policies. Users are sorted based
on their service class, as in the case of the SP-alg, but among those of the same
class, priority is given to the one with the highest rate. Hence, the first to
transmit is the voice user with R = 54 Mbps.
(e) VPF-alg1 combines the rate and the pTQ value of each user to determine the
transmission order. The aim is to encourage transmissions at higher rates but
with some consideration for the arrival order of users (expressed by the pTQ),
thus increasing fairness. In the example, based on the evaluation of the VFP
values, the first and the third positions are assigned to the users with the highest
Chapter 5. Cross-Layer Enhancements for DQCA 127











transmission rate of 54 Mbps. Nevertheless, the oldest user in the queue (pTQ =
1) is given the chance to transmit second, despite having a relatively low rate
of 18 Mbps. Note that the service class of the users are not included in the
scheduling decisions.
(f) VPF-alg2 follows the same principles as VPF1, but employs a different priority
function that gives more importance to the transmission rate (by elevating the
rate index to the power of the tunable parameter α). As a result, the first two
transmission positions are given to the users with the highest rate of 54 Mbps.
The oldest user (pTQ = 1) is now given the third position, which is still a fairer
treatment compared to the CL, SP and CLSP-alg.
(g) VPF-alg3 includes the rate, the service class and the pTQ value of each user in
the scheduling decisions. Rate has a stronger impact than the service class and
for the first three positions the algorithm behaves as the CL-alg. Nevertheless,
the fourth position is given to the user with pTQ = 1. The result is a more
flexible opportunistic policy that encourages high-rate transmissions without
completely depriving low-rate users of the opportunity to transmit.
(h) Finally, the VPF-alg4 considers the same parameters as VPF-alg3 but places
more importance to the service class. As a result, the highest priority voice users
are scheduled first, whereas the video user is assigned the fourth position. The
third position is given to a best-effort user with the highest rate of 54 Mbps, thus
stressing the balance that VPF-alg4 tries to achieve between opportunistic and
service-aware scheduling. Lastly, the last two transmission position are given to
the lowest priority background users, however, the user with the smallest pTQ
is scheduled first in spite of its lower transmission rate, to account for the longer
waiting time in the DTQ.
This example gives some insight on the scheduling decisions and trade-offs as-
sociated with the four proposed CL algorithms. Further discussion on these issues
will take place in the following section where, with the help of simulations, the
performance of the CL-based schemes in different scenarios will be compared.
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5.3 Performance Evaluation of the CL Algorithms
The most solid method to evaluate and gain insight on the performance of a MAC
protocol is through the development of a valid mathematical model. Mathematical
analysis provides a very useful base for obtaining benchmark results for specific
scenarios and usually under a set of assumptions. Analytical formulation, however,
is not always feasible due to the difficulties that are often encountered in the process
of modeling realistic scenarios. In the case of the proposed CL-based algorithms,
performance depends on many different parameters such as traffic models, channel
conditions, scheduling policies and other factors that are often interrelated, and as
a result mathematical formulation is not straightforward and sometimes even not
possible.
Hence, the results presented in this section are based on simulations, obtained
through a custom-made C++ simulation tool (also employed for the simulation
results presented in Chapter 4).
Section 5.3.1 provides information on the simulation setup. The performance
evaluation follows next, divided in three study cases:
• Section 5.3.2 evaluates the performance of CL-based algorithms over DQCA in
a data only environment in which the main scheduling objective is throughput
maximization.
• Section 5.3.3 extends the CL-based scheduling for a mixed voice and data
scenario, introducing the concept of service differentiation to achieve QoS
provisioning.
• Section 5.3.4 considers the service differentiation paradigm of IEEE 802.11e
with traffic sources mapped onto four service classes. Different traffic genera-
tion models are employed to simulate multimedia applications such as voice
and video sessions along with best-effort and background non-real time data.
5.3.1 Simulation Setup
The performance evaluation of the CL-based scheduling algorithms has been based
on the simulation framework described in Section 4.4.1 of the previous chapter.
PHY Layer Parameters and Channel Model
At the PHY layer, the HR/DSSS PHY, defined in IEEE 802.11b, with four transmis-
sion rates (1, 2, 5.5. and 11 Mbps), and the ERP-OFDM, defined in IEEE 802.11g,
with eight transmission rates (6, 9, 12, 18, 24, 36, 48 and 54 Mbps), have been
considered. A summary of the PHY related parameters is given in Table 5.3. The
transition matrices described in Section 4.4.1 have been employed for the calcula-
tion of the channel conditions that determine the available transmission rate of each
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user. As a result of the selected values, the majority of transmissions are likely to
take place at the rates of 2 or 5.5 Mbps, in the case of the IEEE 802.11b rate, set
and at the rates of 24 and 36 Mbps, in the case of the IEEE 802.11g rate set.
Table 5.3: Summary of PHY layer simulation parameters (Section 4.4.1)
Parameters applicable to DQCA and IEEE 802.11 MAC protocol operation
Parameter IEEE 802.11b PHY IEEE 802.11g PHY
Rate set 1, 2, 5.5 and 11 Mbps
6, 9, 12, 18, 24, 36,
48 and 54 Mbps
PLCP preamble and
PHY header
96 µs 20 µs
aSifsTime 10 µs 10 µs
Parameters applicable only to IEEE 802.11 MAC protocol operation
Parameter IEEE 802.11b PHY IEEE 802.11g PHY
aSlotTime 20 µs 9 µs
aCWmin 31 15
aCWmax 1023 1023
MAC Layer Parameters and Service Differentiation
The MAC layer parameters employed in the simulations are summarized in Ta-
ble 5.4. In the case of DQCA, some additional overhead information must be added
for the implementation of the CL-based scheduling algorithms, as explained in de-
tail in the previous section. The exact number of overhead bits considered in the
simulations will be provided separately in each presented study case.
Table 5.4: Summary of MAC layer simulation parameters
(Section 4.4.1)
IEEE 802.11 DQCA
Parameter Value Parameter Value
RTS 20 bytes ARS 10 µs
CTS 14 bytes minislots m 3
ACK 14 bytes FBP 13 bytes
MAC Header 34 bytes MAC Header 34 bytes
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Traffic Generation Models
The service differentiation paradigm defined in the IEEE 802.11e specification has
been adopted, according to which traffic flows are mapped onto four service classes,
named Access Categories (AC) in the standard. In order of descending priority, the
voice (VO), video (VI), best-effort (BE) and background (BK) service classes are
defined. Three types of data sources have been considered to simulate the traffic
flows of the four service classes.
Data Traffic Sources
The Poisson traffic model, described in Section 4.4.1 of the previous chapter, has
been employed for the generation of the best-effort and background traffic. As men-
tioned before, a Poisson arrival process with mean rate λ messages per second has
been assumed. The message length is exponentially distributed and consists on av-
erage of κ = 10 packets of fixed length L. The average offered load generated with
this model is Cdata = κλL(8 · 10−6) Mbps.
The data traffic flows are not delay sensitive, thus forming the lower priority
service classes. A maximum tolerable delay of 5 s has been assumed for the best-
effort class, whereas no delay constraint has been set for the background class.
Voice Traffic Sources
The voice traffic generation has been modeled as a two-state transition between ON
and OFF periods, as shown in Figure 5.10. The time spent at the ON and OFF
state is exponentially distributed with mean values of 1 s and 1.35 s, respectively,
following the Brady’s model for voice conversations [72]. During the ON phase,
packets of 160 bytes are generated every 20 ms resulting to a CBR of 64 kbps, as
defined in the G.711 voice codec [73]. No packets are generated during the OFF





Figure 5.10: State diagram of the ON-OFF model for voice traffic generation
The packets generated during a given ON period, will be referred to as a burst
of voice traffic. Since voice packets are small compared to the data packets, it has
been considered that all buffered voice packets of the same burst can be transmitted
within a single DQCA frame.
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The voice traffic is very sensitive to delays and packets are dropped by the
receiver if delivered outside a given time constraint. In the presented results, a
maximum tolerated delay of 150 ms has been considered for the voice service and if
exceeded the packets are dropped. To guarantee QoS, the percentage of lost voice
packets should not exceed the 1% of the total transmitted voice packets.
Video Traffic Sources
A near real-time video model defined in [74] has been used for the generation of a
streaming video traffic. The main concept of the model is shown in Figure 5.11. Each
video frame of video arrives periodically, at a regular time interval determined by the
number of frames per second (fps). Each frame is decomposed into a fixed number
of slices that have a variable size that follows a truncated Pareto distribution. Each
slice is transmitted as a single packet. Due to the video encoding process, there is
an interarrival delay between the packets of the same frame that is also modeled by
a truncated Pareto distribution.
0 2T







Figure 5.11: Video streaming traffic model [74]
As in the case of the voice nodes, video nodes are allowed to transmit all the
buffered packets that belong to the same video frame in a single DQCA frame. The
model parameters have been selected to generate a video streaming flow of 180 kbps.
The traffic consists of 10 frames per second, divided into 25 packets. The packet
length follows a truncated Pareto distribution with parameter α = 1.2 and K = 50,
resulting to packets of 50 to 200 bytes. The packet interarrival time is also Pareto
distributed, with α = 1.2 and K = 2.5, with values within the interval of 2.5 to
4 ms. The maximum tolerated delay for the video class has been set to 300 ms and
the maximum percentage of lost video packets should remain below 1%.
Definition of Performance metrics
Finally, before proceeding to the simulation results, some brief definitions of the
performance metrics will be given. The throughput and delay metrics have been
also given in the previous chapter but are repeated here for convenience.
132 5.3. Performance Evaluation of the CL Algorithms
• Throughput is defined as the rate of transmitted bits per second and is calcu-
lated as the ratio of the total number of successfully transmitted data bits to
the duration of the simulation experiment (average throughput). Throughput
is evaluated at the MAC layer, meaning that the data bits include the ap-
plication payload and any headers added by higher layers, whereas the MAC
and PHY layer headers are considered overhead. Unless otherwise stated, the
throughput values presented in the next section refer to the total system
throughput, calculated as the sum of the throughput performance of all sys-
tem users.
• Relative Throughput is defined as the ratio of the successfully transmitted
useful bits to the number of generated bits. A relative throughput of 1 means
that all the generated traffic is transmitted by the end of the simulation ex-
periment, whereas smaller values mean that part of the generated traffic is
not successfully transmitted, either due to network congestion or due to QoS
related packet loss (i.e., packets discarded if they fail to satisfy QoS restric-
tions).
• Mean message delay is defined as the average time from the generation of a
data message until its complete transmission. This time consists of the waiting
time of the message in the MAC layer buffer (queuing time), the time required
for the respective user to gain access to the medium (access time), and the
actual transmission time of the message (including the transmission of ACK
or FBP, in the case of IEEE 802.11 and DQCA, respectively). The standard
deviation of the message delay is also considered, as a metric of the dispersion
of the message delay experienced by users with respect to the average value.
• Delay jitter J(i) is defined as the mean deviation (smoothed absolute value)
of the difference D(i−1,i) between the delays of two consecutive packets i− 1
and i. Its calculation is based on the formula given in [75]:
Ji = J(i−1) +
(∣∣D(i−1,i)∣∣− J(i−1)) /16 , i ≥ 1 (5.13)
with J(0) = 0 and D(0,1) = 0.
• Jain or Fairness Index F is an indicator of the fairness for the resource allo-












where xi is the average throughput of the ith user and N the total number of
users. It is a continuous function bounded between 0 and 1, with higher values
corresponding to fairer policies. It also has an intuitive relationship with user
perception. To give a straightforward example taken from [76], if 80% of the
users are treated fairly and the remaining 20% are not allocated any resources,
the fairness index will amount to 0.8 (or 80%).
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5.3.2 CL Scheduling for Data Traffic
The first study case examines the potential performance enhancements from the
application of CL-based scheduling over the main access mechanism of DQCA in the
presence of data traffic. Since a single service class is considered in this scenario, the
proposed service differentiation schemes are not relevant. Hence, the performance
evaluation will focus on two of the algorithms, the CL-alg and the VPF-alg.
The first policy, CL-alg, schedules opportunistically users depending on their
available transmission rate, estimated during the channel request process with the
transmission of the ARS frame. Users with higher rates have priority and are allowed
to transmit before slower users. The second policy, VPF-alg, implements a more
balanced scheme that schedules users in decreasing order of their priority function
value. Initially, the first proposed definition of the VPF-alg (Section 5.2.4, equation
(5.6)) will be adopted, that calculates the priority function as follows:






where Rν is the maximum transmission rate (in Mbps) defined in the rate set (either
Rν=11 Mbps for the IEEE 802.11b PHY and Rν=54 Mbps for IEEE 802.11g PHY)
and pTQ the waiting position of the user in the DTQ.
Table 5.5: Summary of simulation parameters for Case Study 1
Parameter Value
Number of users N = 20
Number of service classes P = 1 (Best-effort)
Best-effort traffic (BE)
Traffic generation
Poisson msg arrivals, average κ = 10
packets/msg
Packet size LBE = 2312 bytes
Mean Offered Load CBE = κλLBE(8 · 10−6) Mbps
PHY Layer IEEE 802.11b and g
Coherence time τc = 150 ms
Evaluated Schemes CL-alg, VPF-alg1, VPF-alg2
CL Overhead (per frame)
CLo,CL−alg = CLo,V PF−alg = x× TQ bits,
x = 2, 3 for IEEE 802.11b and g, resp.
In order to implement the CL algorithms, the estimated transmission rates of
the TQ users waiting in the DTQ must be included in the FBP, at the end of
each DQCA frame. In order to map the four available rates defined in the IEEE
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802.11b specification, 2 bits are required. Similarly, 3 bits are sufficient for the
representation of the eight 802.11g defined rates. The required overhead, along with
the main simulation parameters of this scenario are summarized in Table 5.5.
Performance over the IEEE 802.11b rate set
Initially, the IEEE 802.11b rate set has been employed for the performance compari-
son between DQCA and the two CL algorithms. The channel condition of the users
has been modeled with the help of transmission matrices given in Section 4.4.1.
Figure 5.12 shows the total throughput achieved for NBE = 20 users as a function
of the offered load. The throughput improvement gained by the use of CL schedul-
ing is clearly marked. CL-alg achieves a maximum throughput of approximately
7.8 Mbps, providing a 224% gain with respect to the 2.3 Mbps offered by DQCA.
The performance of VPF-alg is less pronounced compared to CL-alg, but still a 50%






























Figure 5.12: Throughput as a function of the offered load (IEEE 802.11b rates)
The throughput gain obtained with the CL algorithms is the result of the op-
portunistic scheduling that encourages transmissions at higher rates. To illustrate
this point, the percentage of frames transmitted by the four available rates for
each algorithm has been plotted in Figure 5.13. In the case of DQCA (plot (a)),
where scheduling is independent of the transmission rate, the rate utilization ap-
proaches the corresponding steady state probability of the channel transmission
matrix (αb = [0.1764, 0.2941, 0.2941, 0.2353], as explained in Section 4.4.1). On the
other hand, CL-alg strongly promotes transmissions by faster users, resulting to
the 97% of transmissions being conducted at the maximum rate of 11 Mbps (b).
Finally, the VPF-alg constitutes a milder opportunistic scheme that increases the
percentage of high rate transmissions without completely blocking transmissions at
lower rates (c).
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(b) Standard deviation of message delay
Figure 5.14: Delay performance as a function of the offered load (IEEE 802.11b rates)
The delay performance has been plotted in Figure 5.14. Comparing the mean
delay for the three schemes (plot (a)), it can be observed that even though they
demonstrate similar delay under low traffic, CL schemes outperform DQCA as the
offered load grows. For instance, for 2 Mbps of generated traffic, both CL scheme
show a decrease in the mean delay of at least 58%, from 600 ms to less than 250 ms.
A different way of examining Figure 5.14 (a) is by observing the traffic load that
can be tolerated by each algorithm, in order to maintain the mean delay below a
given level. For a delay threshold of 600 ms, for example, the supported offered
load is approximately 2 Mbps for DQCA, 3.2 Mbps for the VPF-alg (aprox. 62%
increase) and more than 5 Mbps for CL-alg (aprox. 162% increase). The standard
deviation of the delay is depicted in Figure 5.14 (b). As the traffic grows, the std.
also increases for all schemes, even though the CL algorithms reduce the dispersion
of the message delay.
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Performance over the IEEE 802.11g rate set
The respective plots have been obtained for the IEEE 802.11g rate set. The CL-alg
achieves a maximum throughput of 38 Mbps, offering a 45% increase in perfor-
mance with respect to the 26 Mbps obtained by DQCA, as shown in Figure 5.15 (a).
This is a significant enhancement in throughput, although it appears less impres-
sive compared to the relative gain of 224% obtained in the IEEE 802.11b scenario
(Figure 5.12). In the case of the VPF, the results are more surprising, since the ob-
tained results are very close to the performance of DQCA. Similar observations can
be made regarding the mean message delay, depicted in Figure 5.15 (b). The CL-alg
can support 32% more traffic load with respect to DQCA without CL, yielding an
average delay below 500 ms, whereas the VPF-alg performance is indistinguishable




















































(b) Mean message delay
Figure 5.15: Performance as a function of the offered load (IEEE 802.11g rates)
In order to better understand this behavior, the percentage of frames transmitted
by the eight available rates has been plotted in Figure 5.16. In the case of DQCA (a),
the 85% of transmissions are performed at either 24, 36 or 48 Mbps, revealing that
with the employed channel model the link state of the users is relatively good for the
majority of time. The CL-alg raises the number of transmissions at the maximum
rate of 54 Mbps from 8% to 62% and practically blocks transmissions at rates below
48 Mbps (b). On the other hand, the VPF-alg slightly increases the percentage of
transmissions at higher rates with respect to DQCA, however the difference is barely
noticeable, resulting to the similar performance of the two schemes (c).
The main reason behind the poor performance of the VPF-alg is the selected
priority function (R/Rmin) · (1/pTQ). Despite being suitable for the IEEE 802.11b
scenario, in this case, where there are eight available rates and the channel condition
is fairly good, the VPF fails to provide the desired priority to the faster users. For
example, consider a snapshot of the system where there are 3 users waiting in the
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Figure 5.16: Percentage of frames transmitted at the IEEE 802.11g rates
DTQ and the last one (pTQ = 3) has an available rate of 54 Mbps. According to
the defined VPF, the third user would be scheduled to transmit first1 if the user at
the head of the DTQ (pTQ = 1) had an available rate ≤ 12 Mbps. This does not
occur very often in the current scenario, since the available rates of the users are
below 24 Mbps for only a 7% of the time (Figure 5.16 (a)).
Summarizing, the selected VPF for the IEEE 802.11g scenario does not further
enhance the DQCA performance in terms of the maximum overall throughput,
mainly because the system is homogeneous with all users having high available
rates during the majority of the time. In any case, the VPF-alg is a scheduling
concept that is not restricted to a single function definition; different functions can
be selected to alter the scheduling priority. To illustrate this point, the VPF-alg
performance has been evaluated by employing the second VPF definition given in
Section 5.2.4 ((5.7)), which is repeated here for convenience:
VPF-alg2 : fV P =
αr
pTQ
, α ∈ N. (5.16)
where r is an integer within [1, 8] corresponding to the eight IEEE 802.11g rates
(from smallest to highest) and pTQ the position of the users in the DTQ. The
parameter α can be assigned values ≥ 1 to attain different degrees of opportunistic
scheduling.
Figure 5.17 shows the maximum throughput as a function of the offered load for
three different values of the VPF-alg parameter α, namely α =2,3 and 4. The VPF-
alg performance is bounded between the maximum throughput attained by DQCA
and the CL-alg, marked by dotted lines as lower and upper bounds, respectively.
Higher values of α emphasize the role of the available transmission rate in the trans-
mission order, whereas smaller values provide a compromise between throughput
and fairness. Similar results are obtained for the delay performance, not presented
1The rate of the second user could also affect the scheduling order, but assume, for simplicity,
that in this example it has the lowest rate of 6 Mbps.






























Figure 5.17: VPF-alg throughput as a function of the offered load (IEEE 802.11g rates)
here for brevity, which is again bounded within the DQCA and CL-alg performance.
The percentage of the transmitted frames per rate are depicted in Figure 5.16. As
expected, the percentage of transmissions at high rates has increased compared to
DQCA (Figure 5.16 (a)) and grows for higher values of the parameter α.
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(b) VPF-alg (α = 3)
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Figure 5.18: Percentage of frames transmitted at the IEEE 802.11g rates
Performance over a heterogeneous channel scenario
Finally, a third case has been studied to provide further insight to the performance
of the CL scheduling algorithms. In this case, a heterogeneous scenario has been
considered in which not all users share the same channel model. In particular, 15 of
the 20 total users follow the IEEE 802.11g channel model, as before, and the other
5 users are assumed to employ a constant rate of 6 Mbps. In other words, most
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users have a fairly good time-varying channel whereas the remaining users suffer
from a harsh link condition that does not improve during the simulation time. This
scenario has been selected in order to study how the CL algorithms handle fairness






























Figure 5.19: Throughput versus the offered load under a heterogeneous channel
Figure 5.19 shows the obtained throughput for DQCA, CL-alg and VPF-alg with
the priority expression VPF-alg1. The presence of the five low-rate users affects the
performance of DQCA which achieves a maximum throughput of 13.5 Mbps, approx-
imately 12 Mbps lower than the throughput achieved under a homogeneous channel
(Figure 5.15). The CL-alg throughput performance remains practically unaffected,
with the maximum throughput approaching 37 Mbps, yielding a 166% increase with
respect to DQCA. The VPF-alg, on the other hand, provides a 26% increase over
DQCA, which is interesting since in the homogeneous scenario it didn•t accomplish
any improvement. The difference is that in this case, the the VPF-alg grants differ-
ent priorities to fast and low-rate users whereas in the previous scenario all users
had very similar channel conditions.
The mean message delay has been plotted in Figure 5.20. The two CL schemes
manage to maintain the mean delay low for higher amounts of offered traffic. In
particular, for a delay below 500 ms, 240% more traffic load compared to DQCA can
be supported by the CL-alg and 40.3% by the VPF-alg. An interesting observation
is that the delay curve for both CL schemes attains a local maximum for an offered
load of around 15 Mbps and then decreases again until the respective saturation
point of each algorithm. It is not a coincidence that this anomaly appears around
the saturation point of DQCA (i.e., just below 15 Mbps of offered load), as it will
be explained next.
When the system is not saturated, the throughput is equal to the offered load,
meaning that all the generated traffic eventually gets transmitted (i.e., relative
throughput of 1). As expected, delay grows as the traffic increases, mainly due to






























Figure 5.20: Mean message delay versus the offered load under a heterogeneous chan-
nel
the prolongation of the waiting time of the users in the DTQ and the data messages
in the users’ buffers. Once saturation is reached, the incoming traffic exceeds the
system capacity and messages begin to accumulate in the buffers. In the case of
DQCA that treats all users equally, the message delay under saturation suffers a
very steep increment.
The CL schemes, however, exhibit a different behavior as a result of the op-
portunistic scheduling. Before saturation, all users get a chance to transmit, even
though faster users are scheduled before slower users. Nevertheless, once the system
becomes saturated, slower users are practically blocked from transmission (espe-
cially in the case of the CL-alg). Consequently, most transmissions take place at
high data rates and the reduced transmission time produces a decrease in the aver-
age message delay with respect to the delay performance just before the saturation
point (represented as the local maximum at around 15 Mbps of offered load). Even-
tually, messages also accumulate in the buffers of the fast users leading to a steep
increase in delay (for a traffic load above 45 Mbps, in the case of the CL-alg). Bear
in mind that the delay metric takes into consideration only the successfully trans-
mitted messages. As a result, the accumulated messages in the buffers of the slower
users do not have an impact on the plotted delay performance since they never get
to be transmitted.2
Summarizing, the application of CL scheduling seems to improve the overall per-
formance even under heterogeneous channel conditions. However, this enhancement
is not experienced in an equal way by all users. In order to gain more insight in
2The reason why this anomaly did not appear in the previous scenarios is that in this case there
is a set of slow users that have no chance of channel improvement. In the previous scenarios, the
channel condition of the all users was time-varying and users with low available rates were blocked
for transmission only for a limited amount of time until their channel improved.
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the trade-off between the overall performance and fairness among users, plots of the
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Figure 5.21: Fairness comparison under a heterogeneous channel
The Jain index for the three schemes has been plotted in Figure 5.21. For low
traffic loads, the Jain index is approximately 0.95 for all schemes, meaning users are
treated with considerable fairness. DQCA maintains fairness even when the traffic
load grows, since it implements a FIFO policy and all users are served regardless
of their available rate. On the contrary, fairness gradually decreases for the CL-
alg and seems to stabilize at the value of 0.75. This result can be interpreted in
an intuitive way, in line with the example provided with the definition of the Jain
index in Section 5.3.1. An index of 0.75 means, in this case, that the 75% of users
is treated fairly whereas a 25% of the users are starved. This is exactly what the
scheduling policy of the CL-alg does: resources are shared among the 15 users with
good channel conditions (with all users treated fairly in the long term due to the
time-variability of the channel) and the remaining 5 users are practically denied
access due to their constant rate of 6 Mbps. The fairness index for the VPF-alg is
bounded by the respective values of DQCA and the CL-alg and maintains a value
above 0.9.
Finally, to better visualize the allocation of resources, the average throughput
per user has been plotted as a function of the total offered load in Figures 5.22 (a)
to (c), for DQCA, CL-alg and VPF-alg, respectively. The five low-rate users are
plotted at the upper part of each figure (NBE=16 to 20). The fair resource allocation
is evident in the case of DQCA, since the throughput of each user corresponds to
the 1/20 to the total system throughput. CL-alg has a balanced performance for
low values of offered load. However, as the traffic grows, low-rate users are assigned
less resources and eventually are completely denied the opportunity to transmit,
whereas the remaining 15 users get an equal share of the system throughput. Finally,
the VPF-alg represents the intermediate solution in which high-rate users receive
preferential treatment without completely starving the low-rate users.













































































































































































Figure 5.22: Average throughput per user versus the total offered load
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5.3.3 CL Scheduling for Voice and Data Traffic
So far, the presented scenarios have considered only best-effort data traffic load.
However, the widespread usage of VoIP applications makes it imperative to examine
the system performance under the presence of heterogeneous voice and data traffic
sources. There are several important differences between the two service classes that
should be taken into consideration in order to achieve efficient scheduling. First, the
voice traffic is typically composed by silent (OFF) periods alternated by a burst of
relatively small packets, generated in constant time intervals. Then, unlike best-
effort traffic, the voice service has specific QoS requirements regarding the tolerated
delay and the packet loss rate.
A summary of the most significant parameters employed in this study case is
given in Table 5.6. For simplicity, it has been assumed that each user generates a
single flow of either best-effort data or voice traffic. The number of data users (or
flows) is denoted by NBE whereas NV O represents the number of voice users in
the system. Each data user produces a fixed load of 1 Mbps, following the Poisson
model adopted in all the previous study cases. Each voice flow corresponds to an
average traffic rate of 27.23 kbps, with no packet generation during OFF periods
and a CBR of 64 kbps during the ON phase. For the presented results of this section,
NV O = 20 voice users have been considered, which is a reasonable number of active
VoIP calls in a WLAN office scenario.
Figure 5.23 compares the performance of DQCA and IEEE 802.11e under a
mixed traffic scenario composed of NBE = 10 data and NV O = 20 voice users. The
relative throughput of the voice class (i.e., ratio of transmitted to generated bits)
is depicted as a function of the size of the best-effort data packets that varies from
small packets of LBE = 100 bytes up to 2312 bytes, with a fixed generated load of
1 Mbps per user. Ideally, to ensure a high quality voice connection, the relative voice
throughput should have a value that approaches 1, meaning that all generated traffic
is successfully transmitted and no packets are discarded due to time constraints.
This is achieved by DQCA but is not the case for IEEE 802.11e that fails to provide
QoS, especially as the size of the data packets grows. The effectiveness of DQCA
is mainly due to the efficient channel access mechanism that practically eliminates
packet collisions even for a large number of participating users.
As far as the size of the data packets is concerned, it can be observed that
mixed traffic consisting of long (i.e., above 1000 bytes) data packets and short voice
packets of less than 200 bytes has a negative impact on the performance, especially
for IEEE 802.11e. Even though the same amount of aggregated best-effort traffic
is present and equal to 10 Mbps on average, the voice performance deteriorates
when the data traffic consists of longer packets. This occurs because the additional
time required for the transmission of longer data packets produces a proportional
increase in the waiting time of buffered voice packets in queue for transmission,
which can be detrimental for the voice QoS, given the stringent requirements for
the maximum tolerated delay (150 ms) and voice packet loss and (< 1%). DQCA
seems unaffected by the packet size in this particular case; however, as it will be
shown in continuation, longer data packets do affect the voice class performance
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Table 5.6: Summary of simulation parameters for Case Study 2
Parameter Value
Number of users N = NBE +NV O
Number of service classes P = 2 (Best-effort and Voice)
Best-effort traffic (BE)
Number of data users varying, NBE = [10, 60]
Traffic generation




LBE = [100, 512, 1000, 1500, 2312] bytes
Mean offered load 1 Mbps per user
QoS demands maximum delay of 5 s, no lost packets
Voice traffic (VO)
Number of voice users NV O = 20
Traffic generation
Brady’s ON-OFF model with G.711 voice
codec
160 bytes/20 ms, average load of
27.23 kbps/user
Mean offered load 27.23 kbps per user
QoS demands maximum delay of 150 ms, lost packets < 1%
PHY Layer IEEE 802.11g
Coherence time τc = 150 ms
Evaluated Schemes CL-alg, SP-alg, CLSP-alg, VPF-alg3
CL Overhead (per frame)a
CLo,CL−alg = 3× TQ bits,
CLo,SP−alg = 3 bits,
CLo,CLSP−alg = 3×
∑2
p=1 TQp + 3 bits,
CLo,V PF−alg3 = 4× TQ bits
a Overhead values derived from Section 5.2, for x = 3 bits per rate (IEEE 802.11g rate set),
m = 3 DQCA control minislots and y = 1 bit per service class
when the traffic load is increased.
So far, DQCA seems to provide QoS for the voice class under heterogeneous
traffic scenarios. Nevertheless, the results of Figure 5.23 correspond to a relatively
low traffic scenario with an average of 10 Mbps of aggregated data traffic and
544.4 kbps of aggregated voice traffic. This traffic load is below the capacity of
the DQCA system that, for the considered channel model, has been calculated
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Figure 5.23: DQCA versus IEEE 802.11e relative throughput performance for the voice
class (NBE = 10 data users, NV O = 20 voice users)
to approximately 25 Mbps (this result has been represented in Figure 4.9(b) of
Chapter 4, Section 4.4.3 as a function of the packet size). The next set of plots
examines the DQCA voice service performance under heavier traffic conditions,
achieved by adding more best-effort traffic flows of 1 Mbps each. In particular, the
case of NBE = 20, 30 and 40 data users has been considered, whereas the number
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Figure 5.24: DQCA versus IEEE 802.11e relative throughput performance for the voice
class under heavier data traffic load (NV O = 20 voice users)
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Figures 5.24 (a) and (b) depict the relative throughput and the percentage of lost
packets for the voice class, respectively, as a function of the best-effort data packet
size. For NBE = 20, DQCA manages to provide QoS to the voice class regardless of
the packet size. However, when more data users are added the performance degra-
dation is evident. The decrease in the voice throughput is the result of two factors;
first, part of the generated traffic begins to accumulate in the user buffers as the
system becomes more congested and second, transmitted voice packets are dropped
by the receiver due to delayed delivery. It should not be forgotten that one of the
QoS requirements of the voice service is that only a certain amount of packet delay
can be tolerated and packets that exceed this maximum are discarded despite being
successfully received. In this scenario, the maximum tolerated delay has been set to
150 ms and the acceptable percentage of lost packets should be below 1%.
Summarizing, the basic DQCA operation cannot provide QoS for the voice ser-
vice under all circumstances: even though multiple voice flows can be successfully
supported under mixed voice and data scenarios when the traffic load is below the
system capacity, voice performance drops significantly under more congested traffic
conditions. The need for QoS guarantees for voice and multimedia applications, in
general, is a strong motivation factor for the introduction of CL scheduling algo-
rithms. In the previous section, channel-aware opportunistic CL scheduling schemes
applied over DQCA in order to enhance the system performance. Here, a number
of CL schemes that take into account both channel condition and service class in-
formation will be considered.
The detailed description of the four CL policies can be found in Section 5.2 and
are briefly explained next:
• CL-alg : a strict opportunistic scheme that gives priority to the user with the
highest available transmission rate, without differentiating among traffic of
different service classes.
• SP-alg : an algorithm that differentiates between service classes (voice and
best-effort data in this case) and gives priority to voice users. FIFO scheduling
is implementing among traffic of the same class.
• CLSP-alg : a combination of the above schemes that gives priority to voice
users and, in addition, perform opportunistic scheduling among the users of
the same class.
• VPF-alg: a more balanced scheme that employs a priority function to deter-
mine the transmission order. The priority function evaluated in this section is
VPF-alg3 (Section 5.2.4, equation (5.10)) defined as:
VPF-alg3 : fV P = α · 2p + (1− α) ·
2r
pTQ
, 0 ≤ α ≤ 1 (5.17)
where r ∈ [1, ν] is an integer index of the available transmission rates, with
ν = 8 for the IEEE 802.1g rate set . In particular, r = 1 corresponds to the
minimum (6 Mbps) and r = ν to the maximum (54 Mbps) rate of the rate set.
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The integer p is the service class identifier with values 2 and 4 for best-effort
and voice traffic, respectively. The integer pTQ indicates the position of the
user in the DTQ and the tunable parameter α takes values ≤ 1 to attain
different degrees of opportunistic scheduling.
The following setup has been adopted for the remaining of this section. As
before, a fixed number of voice users NV O = 20 has been considered, generating
an average traffic load of approximately 545 kbps. The number of best effort data
users is gradually increased, from NBE = 5 to 60, with each user generating 1 Mbps
of data in packets of LBE = 2312 bytes. Thus, the performance of the voice service
can be observed as a function of the increasing network traffic. Unless otherwise
stated, the parameter α for the VPF-alg has been set to 0.6.
Figure 5.25 depicts the aggregated voice and data throughput as a function of the
number of data users. Comparing the maximum achieved throughput obtained as
the traffic load grows, the evaluated schemes can be divided into two groups: the first
consists of two schemes that achieve a throughput above 35 Mbps and the second
includes the remaining three algorithms that yield a throughput of approximately
25 Mbps. A closer look reveals that the more throughput efficient schemes are the
opportunistic CL-alg and CLSP-alg that give priority to high rate users. DQCA
and SP-alg do not give preferential treatment to faster users, whereas the mild
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Figure 5.25: Total system throughput
Nevertheless, the total throughput does not reveal much information on the
performance of the QoS-demanding voice service class. For this reason, the rela-
tive throughput for voice and data services is given separately in Figures 5.26 (a)
and (b), respectively. The first interesting and expected observation is that service
differentiation among the voice and data traffic flows is necessary in order to provide
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Figure 5.26: Relative throughput performance per service class
QoS guarantees. As shown in plot (a), the two schemes that assign an absolute pri-
ority to voice traffic flows, SP-alg and CLSP-alg, achieve a relative voice throughput
of 1, even when NBE = 60 data users are present (corresponding to a congested
scenario with 80 users in the system and a generated traffic load of approximately
60.5 Mbps). On the contrary, DQCA and CL-alg that do not distinguish between
the two service classes fail to provide QoS to the voice service when the number of
data users exceeds 20 and 15, respectively. The VPF-alg with α = 0.6 implements a
milder service differentiation scheme with voice traffic assigned some level of priority
over best-effort data and manages to support up to 25 data users.
On the other hand, the best-effort traffic does not have any particular QoS
constraints; however it constitutes the larger part of the system traffic load. Op-
portunistic scheduling, adopted by CL-alg and CLSP-alg, enhances significantly the
best-effort performance (Figure 5.26 (b)). Through a joint observation of the voice
and data throughput performance it can be deduced that the most efficient scheme
is CLSP-alg, which combines service differentiation and opportunistic scheduling
within each service class. The former policy ensures QoS for the voice traffic and
the latter increases the average rate employed for transmissions, in such a way that
voice QoS provisioning is achieved with only a slight reduction on the best-effort
traffic throughput.
Figure 5.27 shows the percentage of lost voice packets as a function of the num-
ber of data users. As mentioned before, losses that exceed 1% of the generated
packets cause a noticeable deterioration on the quality of a voice conversation. The
presented results are consistent with the relative throughput of the voice service
(Figure 5.26 (a)). The useful information provided by this plot is that the degrada-
tion of the voice throughput is mainly due to the high percentage of lost packets.
In other words, the problem is not the accumulation of voice packets in the buffers
due to network congestion, since voice users get access to the channel, but the fact
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Figure 5.27: Percentage of lost packets for the voice class
that even though most voice packets are transmitted successfully, they are often
discarded at the received for failing to meet the specified QoS time-constraints.
This is why reducing the packet delay of the voice class is the key to providing QoS
guarantees to time sensitive applications.
Figure 5.28 depicts the delay performance of the voice class in terms of mean
delay and jitter (plots (a) and (b), respectively). The application of CL scheduling
appears to have a positive impact on the average delay since all four CL algorithms
perform better that DQCA. In any case, it should not be forgotten that the delay
statistics consider only the packets received within the maximum tolerated delay
restriction of 150 ms. The mean delay of DQCA, for example, that stabilizes at
77 ms as the number of data users grows, corresponds to less than half of the
transmitted voice packets, given that the respective packet loss percentage is above
50% (Figure 5.27). Similarly, the mean delay of CLSP-alg and SP-alg is very low,
below 7 ms, for all voice packets since no packets are lost thanks to the strict service
differentiation policy.
Delay jitter is another important metric for real-time traffic application, ex-
pressing the variation in the delay between consecutive packets. High jitter values
can cause significant degradation on the voice service quality. Again, CLSP-alg and
SP-alg exhibit the best jitter performance below 1 ms, followed by VPF-alg and
DQCA. The worst jitter performance is achieved by CLSP-alg, which is expected
since the transmission of various large data packets may be interposed between two
consecutive voice packets.
The last metric employed for the comparison of the four CL schemes is the Jain
index, presented in Figure 5.29. The fairness is calculated from a system point of
view, considering that for maximum fairness all users should be able to transmit
the same percentage of the packets in their buffers, regardless of the type of service.
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Figure 5.28: Delay performance of the voice class
In other words, a Jain index of 1 would correspond to the case where voice and
data users achieve the same relative throughput. The ideal case of course would
correspond to a relative throughput of 1 for all users, translated as a throughput of
1 Mbps per data user and 27.23 kbps per voice user. This occurs under low traffic
(i.e., when the number of data users is low). As traffic increases, fairness drops since




















0 5 10 15 20 25 30 35 40 45 50 55 60
Fa
i
Number of Best-effort users (NBE)
-
VPF-alg
Figure 5.29: Fairness performance for the voice class
DQCA is the fairer scheme in the long term due to its FIFO scheduling policy.
It is interesting to observe that CLSP-alg comes second in fairness even though it
implements an unfair policy. This occurs because, thanks to the algorithm’s efficient
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scheduling, throughput is increased for both voice and data services so that all
users are relatively satisfied with the resource allocation. That is the reason why
the fairness index for CLSP-alg is higher that DQCA for NBE ≤ 50 data users.
Nevertheless, CLSP-alg fairness is decreased as the system approaches saturation.
Then, the best-effort relative throughput drops since data users tend to be deprived
of service as a result of the priority assigned to the voice class. VPF-alg with α = 0.6
is the third more fair scheme, although its performance depends on the selection
of α, as it will be discussed next. The least fair schemes are the SP-alg and the
CL-alg, because they fail to provide a balanced resource allocation between the two
service classes. Indeed, going back to Figure 5.26, the difference between the relative
throughput performance between voice and best-effort service is more pronounced
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Figure 5.30: Relative throughput performance of VPF-alg for different values of pa-
rameter α
To complete this case study, the performance of the VPF-alg different values of
the parameter α has been evaluated. According to the employed VPF definition,
the parameter α weights the role of the service class of a traffic flow, giving priority
to voice over data, and (1 − α) determines the influence of the mild opportunistic
scheduling that takes into account the available transmission rate and the position
of a user in the DTQ. Therefore, higher values of α enhance the relative throughput
of the voice service, depicted in Figure 5.30 (a). This has the opposite effect on the
best-effort relative throughput (Figure 5.30 (b)). Nevertheless, since voice traffic is
significantly lower than best-effort traffic, the cost on the best-effort service is not
very high.
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5.3.4 CL Scheduling for Multiple Service Classes
In the previous section, the enhancement obtained with the application of four
CL-based scheduling schemes over the DQCA protocol has been studied in the
presence of mixed voice and data traffic. In this study case, the previous setup is
extended to include traffic that can be mapped onto four service classes of different
characteristics and QoS constraints. Although the main concept is the same, this
scenario allows for a more profound comparison between the proposed schemes,
emphasizing the trade-off between maximum throughput and QoS provisioning.
The service differentiation paradigm of IEEE 802.11e has been adopted. In par-
ticular, four classes are defined for background, best-effort, video and voice traffic,
with service class ids (p) from 1 to 4, respectively. Voice traffic is assigned the high-
est priority due to stringent delay constraints, with a maximum tolerated delay of
150 ms per voice packet, after which the packet is dropped. For the video class, the
maximum delay has been set to 300 ms per packet. Best-effort data can tolerate a
delay up to 5 s and finally background data has no delay constraints. A summary
of the most significant parameters employed in this study case is given in Table 5.7.
The four CL-based algorithms evaluated in this section are, again, the strict
opportunistic CL-alg, the service-aware SP-alg, CLSP-alg that combines the two
former policies and VPF-alg. The priority function employed in this section is VPF-
alg3 (Section 5.2.4, equation (5.11)) defined as:
VPF-alg4 : fV P = α ·
p
P




, 0 ≤ α ≤ 1 (5.18)
where Rν is the maximum rate defined in the rate set (Rν=54 Mbps in IEEE
802.11g), pTQ the user position in the DTQ, p the service class identifier and α is a
tunable weighting factor within [0, 1]. Unless otherwise stated, the value of α = 0.5
has been employed in the results presented in this section.
As before, it has been assumed for simplicity that each user generates a single
type of traffic flow. At the beginning of the simulated scenario all traffic is gen-
erated by NBK = 10 background users, resulting to an average load of 18 Mbps.
The background traffic has been maintained constant throughout the simulation
and, in addition, traffic flows of the other three service classes have been gradually
introduced. From this point on in this section, when referring to the number of
traffic flows per service class it will be meant the voice, video and best-effort users
present at the system, in addition to the 10 background traffic flows. This number,
denoted by Ntf , is marked on the x-axis of all the figures presented in this study
case (Figures 5.31 to 5.41).
In particular, for Ntf = 0, at the beginning of the x-axis, the offered load consists
of the 10 background traffic flows. At Ntf = 1, three traffic flows are added, one
for voice, one for video and one for best-effort traffic, thus raising the total number
of users in the system to 13. At the final evaluation point, Ntf = 20, the system
contains 70 users, 10 with background traffic and 20 with each of the other three
service classes (i.e., NBK = 10 and NV O = NV I = NBE = 20). In other words,
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Table 5.7: Summary of simulation parameters for Case Study 3
Parameter Value
Number of users N = NBK +NBE +NV I +NV O
Number of classes P = 4 (Background, Best-effort, Video and Voice)
Background traffic
Background users NBK = 10
Mean offered load 1.8 Mbps per user (Poisson, LBK = 1000 bytes)
Best-effort traffic
Best-effort users varying, NBE = [0, 20]
Mean offered load 1 Mbps per user (Poisson, LBE = 1000 bytes)
QoS demands maximum delay of 5 s, no lost packets
Voice traffic
Voice users varying, NV O = [0, 20]
Traffic generation Brady’s ON-OFF model with G.711 voice codec
Mean offered load 27.23 kbps per user (160 bytes/20 ms)
QoS demands maximum delay of 150 ms, lost packets < 1%
Video traffic
Voice users varying, NV I = [0, 20]
Traffic generation 10 frames/second, 25 packets/frame
Packet size Truncated Pareto, min = 50 bytes, max = 200 bytes
Packet inter-arrival Truncated Pareto,min = 2.5 ms, max = 4 ms
Mean offered load 180 kbps per user
QoS demands maximum delay of 300 ms, lost packets < 1%
PHY Layer IEEE 802.11g
Coherence time τc = 150 ms
Evaluated Schemes CL-alg, SP-alg, CLSP-alg, VPF-alg4
CL Overhead
(per frame)a
CLo,CL−alg = 3× TQ bits, CLo,SP−alg = 6 bits,
CLo,CLSP−alg = 3×
∑2
p=1 TQp + 6 bits,
CLo,V PF−alg3 = 5× TQ bits
a Overhead values derived from Section 5.2, for x = 3 bits per rate (IEEE 802.11g rate set),
m = 3 DQCA control minislots and y = 2 bit per service class
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at each simulation step the traffic load is incremented by 1.2 Mbps on average,
decomposed into approximately 27.23 kbps of voice conversation, 180 kbps of video
streaming 1 Mbps of best-effort data. The approximate value of total offered load
is marked at the upper part of the figures.
The total throughput of the system is illustrated in Figure 5.31. The best perfor-
mance, as expected, is achieved by the CL-alg due to the opportunistically scheduled
transmissions that generally take place at a higher rate. A maximum throughput
of 25 Mbps is reached and maintained even when the traffic load increases. The
performance of DQCA comes next, with throughput reaching a maximum of ap-
proximately 21.5 Mbps, but later drops and stabilizes at 19 Mbps when more than
14 traffic flows per service class are present. Interestingly, the total throughput is
lower for the other three proposed algorithms (SP-alg, CLSP-alg and VPF-alg) and
it decreases as the traffic load grows. The CLSP-alg performs better than the SP-
alg and the difference is more pronounced for fewer traffic flows. For example, for
5 traffic flows CLSP-alg yields a throughput of 22.3 Mbps, with a gain of almost
4% with respect to DQCA and 12.9% compared to SP-alg. The VPF-alg performs
slightly better than the SP-alg for low traffic load. Nevertheless, it exhibits a milder
decrease rate and eventually, as more traffic flows are added, it outperforms both
SP-alg and CSLP-alg.






























Figure 5.31: Total system throughput
Even though a direct comparison with the corresponding system throughput
results of study case 2 (Figure 5.25) is not possible, given that simulation conditions
are not the same in terms of traffic load and number of users, it is interesting to
note that the overall performance of the four CL algorithms is not the same. Before,
when only voice and data services were present, the strict opportunistic CL-alg and
CLSP-alg showed a clear difference in throughput performance compared to the
other schemes. In this case, however, the service differentiation policy adopted in
different degrees by SP-alg, CLSP-alg and VPF-alg seems to take its toll on the
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system throughput. The difference is that now four service classes are defined and
the ones that are assigned higher priorities (e.g., the voice and video services) also
happen to generate a lower amount of traffic load with respect to the data services
(best-effort and background). Therefore, prioritizing QoS-demanding applications
in this scenario has an impact on the maximum achieved system throughput.



















































































(b) Percentage of lost packets
Figure 5.32: Throughput performance for the voice class
The above remark is made clearer by observing the relative throughput per
service class. Starting with the most delay-sensitive voice service, Figure 5.32 (a)
illustrates the relative throughput experienced by the voice users. The three algo-
rithms that employ service differentiation, SP-alg, CLSP-alg and VPF-alg, achieve
a relative throughput of 1 for voice. DQCA also has a close to one throughput that
slowly deteriorates when more than 16 traffic flows per service class are present.
In order to determine whether the slight drop in DQCA throughput is within the
voice QoS requirements, the percentage of lost voice packets has been plotted in
Figure 5.32 (b). It can be discerned that voice packets begin to get discarded due to
delivery with delays exceeding 150 ms from Ntf > 10 traffic flows and for Ntf > 18
the QoS requirement of less than 1% packet loss is not met. Finally, the CL-alg is
apparently not suitable for the voice service in this scenario, given the rapid decline
observed in the achieved relative voice throughput. The packet loss percentage is
very high, exceeding 3% for only as few as Ntf = 2 traffic flows.
The relative throughput and the percentage of lost packets for the second in pri-
ority video service class have been plotted in Figures 5.33 (a) and (b), respectively.
Again, service differentiation proves critical to the satisfaction of QoS constraints,
as shown by the performance of SP-alg, CLSP-alg and VPF-alg that attain relative
throughput of 1 with all packets delivered in time. DQCA fully supports up to 13
video traffic flows, but after that point the video performance deteriorates dramat-
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ically. This sudden drop is also reflected on the total throughput (Figure 5.31, for
Ntf = 13 to 15). The CL-alg video performance is slightly better that the voice
performance, with the algorithm being able to support up to 3 video traffic flows.















































































(b) Percentage of lost packets
Figure 5.33: Throughput performance for the video class
By closely contrasting the two subplots of Figure 5.33 it can be observed that the
throughput degradation is to a high degree but not entirely caused by the discarded
packets. Take for example the performance of DQCA for Ntf = 20. The relative
throughput is approximately 0.03 whereas the percentage of lost packets is a little
over 86%. This means that the 3% of the generated video traffic is successfully
transmitted, the 86% is transmitted out of time and consequently discarded, and
the remaining 11% of the traffic is being accumulated at the users’ buffers due to
the heavy congestion of the system.
The best-effort traffic has very relaxed QoS constraints and is the third service
class in order of priority. The relative throughput performance has been plotted in
Figure 5.34. The strict service differentiation schemes, SP-alg and CLSP-alg, yield a
relative throughput of 1 for up to Ntf = 13 traffic flows and then deteriorate rapidly,
with CLSP-alg having a slightly better performance. DQCA and the mild-priority
VPF-alg can fully support 9 best-effort flows. From that point, VPF-alg deteriorates
progressively and has the worse overall performance for this service class whereas
DQCA throughput decreases more mildly and for Ntf ≥ 17 it becomes the second
most efficient scheme. Finally, the CL-alg maintains a throughput of 1 for up to
Ntf = 7 flows only, but then performance deteriorates at a slow rate and eventually
surpasses the other schemes.
Finally, the relative throughput for the background traffic that has no delay
constraints is depicted in Figure 5.35. Bear in mind that a constant background
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Figure 5.34: Relative throughput for the best-effort class




































Figure 5.35: Relative throughput for the background class
traffic load of 18 Mbps is considered, generated by 10 users. Therefore, this plot
actually shows how the background service performance is affected by the different
scheduling algorithms, as more traffic flows (or users) belonging to the other three
service classes are added to the system. Without doubt, the best performance is
achieved by the CL-alg with a throughput a close to 1 for up to Ntf = 6 traffic
flows that, then, drops gradually down to 0.55 for Ntf = 20. DQCA comes second
with a considerable difference (e.g., around 35% lower than CL-alg for Ntf = 20),
followd by VFP-alg (around 70.7% lower than CL-alg for Ntf = 20). The strict
priority SP-alg and CLSP-alg have the worst performance and fail to deliver any
background traffic beyond Ntf = 13.
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The relative throughput results for each service class emphasize the inevitable
trade-off between QoS provisioning and equal resource allocation among different
flows of traffic. The overall system fairness can be measured by calculating the
Jain factor which is depicted in Figure 5.36 (a). Figure 5.36 also plots the relative
throughput achieved by DQCA and the four CL schemes, CL-alg, SP-alg, CLSP-alg
and VPF-alg (plots (b) to (f) respectively). These are the same throughput results
presented before, but organized in a different way to demonstrate how each CL
algorithm allocates resources among the four service classes.
DQCA is the fairest scheme up until it reaches saturation, for more than Ntf =
14 traffic flows per service class. After that point, a steep drop of the Jain index is
observed, that can be explained by the sudden decrease in the relative throughput
of the video class. The lowest fairness is observed for the CL-alg, caused by the
lack of QoS provisioning for the delay-sensitive services. SP-alg and CLSP-alg have
a close fairness performance, with the latter scheme being slightly better due to
the higher relative throughput achieved for the best-effort and background services.
Finally, the VPF-alg, in this scenario, achieves a very balanced performance that
combines QoS for the voice and video classes without completely compromising the
data services. In terms of fairness, it comes second after DQCA for low and medium
traffic loads and becomes the most fair scheme as the traffic grows.
The mean packet delay per service class has been considered next, starting with
the voice class performance depicted in Figure 5.37. Two different calculations of
the mean delay are offered. In plot (a), the represented delay metric refers only to
the packets received within the QoS imposed delay limitation of 150 ms, with any
packets received outside this delay constraint considered lost. This is the usual delay
representation adopted for all delay statistics presented in this chapter and should
be interpreted along with the percentage of lost packets for the voice class, shown
in Figure 5.32 (b). Alternatively, all received packets, including the discarded ones,
have been included in plot (b).
The algorithms that prioritize voice, SP-alg, CLSP-alg and VPF-alg, achieve
by far the best performance with the mean delay not exceeding 5 ms. Since no
packets are lost when these algorithms are employed, there is no difference between
the two delay plots, (a) and (b). For DQCA, the mean voice delay gradually rises
as the traffic grows but, overall, it remains at a relatively low level below 75 ms.
A slight difference between the two plots is observed for Ntf > 18 traffic flows,
reflecting the progressive increase in the percentage of lost packets. Finally, a mean
delay of approximately 35 ms is measured for the CL-alg in plot (a). At first, CL-
alg seems to perform better than DQCA, thanks to the fact that transmissions
are more likely to take place at higher rates. Nevertheless, this is not a realistic
conclusion, given the very high percentage of lost voice packets that exceed by
far the 1% constraint (as seen in Figure 5.32). Hence, the mean delay for CL-alg is
more accurately represented in plot (b), where a steep increase in delay that exceeds
100 ms for Ntf>5 can be clearly observed.
Similar conclusions can be derived for the mean delay of the video class, depicted
in Figure 5.38, with only non-discarded packets taken into consideration this time.
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Figure 5.36: Fairness and relative throughput for DQCA and the CL algorithms
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Figure 5.37: Mean Delay for the voice class
SP-alg and CLSP-alg continue to guarantee the delivery of video packets with a
minimal delay, considerably below the tolerated maximum of 300 ms. VPF-alg yields
higher delay for the video service compared to the voice service, but still does
not exceed 25 ms. Delay performance is worse for DQCA, with a steep increase
experienced for more than 13 traffic flows. As before, the delay of CL-alg shows a
relatively mild increase without exceeding 75 ms, however it should not be forgotten
that this metric only corresponds to the non-discarded video packets which, for high
traffic, constitute approximately 30% of the total received video traffic.
The mean delay curves for the best-effort and the background classes are shown
in Figure 5.39 (a) and (b), respectively. It is interesting to notice how the same delay
level can be achieved by each algorithm for different amounts of traffic load. For
example, for a mean delay of approximately 500 ms, the CL-alg supports Ntf = 6
traffic flows per service class. DQCA and VPF-alg support three additional traffic
flows whereas SP-alg and CLSP-alg yield a 500 ms delay for 8 additional flows with
respect to CL-alg.
Finally, as anticipated, the delays for the background traffic are much higher
and for that reason the logarithmic scale has been adopted in Figure 5.39 (b).
In general, the delay increases significantly as the traffic load grows. The CL-alg
performs better with a maximum mean delay of 11 s whereas the SP-alg and CLSP-
alg have the poorest performance with maximum mean delays of approximately 25 s.
Note, however, that for fewer traffic flows, the delay for the CLSP-alg is much lower
compared to the other schemes with the exception of the CL-alg (e.g., for Ntf = 4
CLSP-alg gives a delay of around 500 ms whereas the delay for the SP-alg and the
VPF-alg is approximately 2.7 s).
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Figure 5.38: Mean Delay for the video class
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Figure 5.39: Mean Delay for the data classes
To complete the delay analysis, the delay jitter for the voice and the video
service classes has been plotted in Figure 5.40 (a) and (b), respectively. The jitter
for the SP-alg and the CLSP-alg is almost zero, meaning that all the received voice
and video packets are delivered with the same amount of delay. The jitter for the
VPF-alg is also very small, and does not exceed 3 ms for voice and 10 ms for
video traffic. For DQCA the voice jitter increases with a slight slope and is kept
below 25 ms whereas the video jitter rapidly rises after Ntf = 13, which is exactly
when its relative throughput performance drops dramatically. Clearly, the jitter is
considerably larger for the CL-alg.
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Figure 5.40: Delay jitter for the multimedia classes
The presented results in this section lead to some interesting conclusions on
the behavior of DQCA and the four CL scheduling algorithms. DQCA is a fair,
balanced protocol that does not take into consideration any QoS requirements. As
a result, it performs well when the traffic load is relatively low but fails to provide
QoS guarantees when traffic grows. CL-alg is focused on maximizing the system
throughput but also ignores QoS demands. Therefore, it enhances significantly the
performance for delay tolerant classes (such as the data best-effort and background
traffic) but is not suitable for networks with heterogeneous multimedia traffic.
On the other hand, SP-alg gives priority to delay-sensitive service classes and
therefore has a near-optimum throughput performance with low delays for voice and
video applications. This, however, has an impact on the best-effort and background
classes, whose performance drops significantly and eventually reaches zero. The
CLSP-alg employs opportunistic scheduling while maintaining the service priority
scheme, yielding higher throughput and lower delays with respect to the SP-alg for
all classes. However, when the traffic load is very high, the background traffic class
is also led to starvation (zero throughput).
Finally, the VPF-alg combines service differentiation with a mild opportunistic
scheme that takes into account the age of the packets in the transmission queue. Its
performance depends on the selection of the tunable parameter α. For α = 1 the
VPF-alg performance becomes identical to the SP-alg and for smaller values of α it
approximates (but cannot reach) the performance of the CL-alg. For α = 0.5, which
is the case evaluated in this section, the VPF-alg ensures QoS performance for the
voice and the video traffic and in addition overcomes the starvation problem. The
improvement of the background traffic performance is achieved at the cost of best-
effort throughput degradation (with respect to the other algorithms). Nevertheless,
the system fairness is increased since all classes get access to the channel (non-zero
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throughput).
To better illustrate the latter point, the VPF-alg throughput has been evaluated
for three values of the parameter α, in particular for α = 0.3, 0.5 and 0.7. The
relative throughput for the voice, video, best-effort and background service classes
has been represented in Figure 5.41, in plots (a) to (d), respectively. Smaller values
of α correspond to a more opportunistic scheduling policy that yields higher data
throughput but cannot always guarantee QoS. On the other hand, larger values of
α mean that the service differentiation plays a more important role.
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Figure 5.41: Relative throughput for different values of the VPF-alg parameter α
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5.4 An Update Channel State Information (CSI)
Mechanism
5.4.1 The Problem of Inaccurate CSI
In the channel-aware schemes proposed and evaluated in the previous sections,
the AP performs an estimation of the available transmission rate of the users by
measuring the SNR each time an ARS is correctly received. The CSI is stored at the
AP and is fed back through the FBP, to be employed by the respective user for the
data transmission and to be included in the scheduling decisions of the opportunistic
scheduling CL-based algorithms.
A possible weakness of this mechanism is that the estimated rate is not employed
immediately by the user and, as a result, there is a chance that the estimated value
may not reflect the channel condition at the time of data transmission. In principle,
once a user successfully transmits an ARS and receives the estimated rate from
the FBP, it enters the DTQ and waits until is is scheduled for transmission. This
waiting time depends on several factors, but mainly on the serving time required by
the preceding users and the scheduling policy (FIFO or CL-based) that determines
the transmission order.
Assuming that the wireless channel varies slowly with time, the estimated rate
can be considered accurate, despite the elapsed time from the CSI acquisition to
the data transmission. In general, however, this is not the case and the channel
condition of the users is likely to change while they are waiting in the DTQ. An
example is given in Figure 5.42. In plot (a) the channel condition is maintained
relatively stable during the waiting time of the user in the DTQ and as a result, the
data transmission takes place with an accurately estimated rate.3 On the contrary,
in plot (b), the channel varies faster with time (or alternatively, the user waiting
time in the DTQ is longer) and by the time the data transmission occurs, the
obtained CSI does not reflect the actual channel condition.
The consequences of possessing inaccurate CSI are twofold:
• First, the users attempt transmission with a rate that does not reflect the ac-
tual channel condition. In the best case scenario, the actual channel condition
will be better that the previously estimated one, meaning that the employed
transmission rate will be below the channel capacity. In this case, the data
packets will be correctly transmitted but at a rate that is lower than the op-
timum. On the other hand, in the worst case scenario, a degradation of the
channel conditions will take place and the employed transmission rate will not
be supported by the channel. As a result, there will be an increased proba-
bility of transmission errors, causing packet retransmissions and a significant
drop in the system performance.
3Even though channel variations are present, on average they remain within an SNR range that
corresponds to a particular transmission rate for a desired error performance.
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Figure 5.42: Example of outdated CSI
• Second, if channel-aware CL-based policies are employed, the scheduling deci-
sions will be suboptimal if based on inaccurate CSI. The performance enhance-
ment gained by opportunistic scheduling is lost if, for example, the high-rate
user scheduled for transmission turns out to possess a worse channel condition
than expected.
Summarizing, due to the time-varying nature of the wireless channel, the CSI
acquired through the link adaptation mechanism can become outdated. This can
affect the performance of DQCA and has an even stronger impact on the channel-
aware CL algorithms proposed in the previous section. In continuation, a simple
mechanism will be proposed to alleviate this problem through periodic CSI updates.
5.4.2 The CSI Update Mechanism
The aim of the proposed update scheme is to provide a low-complexity mechanism
for the acquisition of valid CSI with minor modifications to the DQCA protocol.
To this end, a special DQCA frame called Update frame is defined during which
the AP performs link estimation for all the users that are waiting in the DTQ and
recalculates their available bit rates.
As mentioned repeatedly throughout the thesis, the standard DQCA frame con-
sists of the CW the data slot and the FBP. The Update frame, on the other hand,
has only two parts, depicted in Figure 5.43.
The first part can be thought of as an extended CW where the users waiting
in the DTQ retransmit an ARS in order to enable the reevaluation of their link
condition by the AP. However, unlike the probabilistic access employed in the CW
of the standard DQCA frame, the ARS transmissions within the Update frame
follow a deterministic order dictated by the position of each user in the DTQ. In
other words, the DTQ users (whose total number is expressed by the counter TQ)
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Figure 5.43: Structure of the Update Frame
transmit sequentially an ARS in order of their pTQ counter. As a result, the first
part of the Update frame consists of TQ control minislots in which collision-free
ARS are sent. In this occasion, the role of the ARS is not to ask for channel access
but to allow the AP to perform link estimation and update the available rates of
all users.
In the second part of the Update frame a FBP is broadcasted by the AP, meaning
that no data transmission takes place. This FBP is a modified version of the FBP
employed in the normal DQCA frames and its structure can be seen in Figure 5.44.
The main difference is that the modified FBP (instead of containing information
on the outcome of the control minislots and the data slot) includes a vector with
the recalculated transmission rates of the users in the DTQ, obtained through the
SNR measurements on the received ARS. As in the case of the channel-aware CL
algorithms of Section 5.2, the vector elements are sorted by the position of the users
in the DTQ. Upon the reception of the FBP, each user extracts the corresponding
rate from the vector and replaces its previous, outdated rate value.
For the implementation of the update mechanism, a one-bit update flag is also
added in the FBP to indicate the type of the following frame. Setting this flag to
the bit ‘1’ indicates that after a SIFS from the transmission of the FBP, an Update
frame will be initiated and the DTQ users are expected to transmit an ARS in
the predefined order (as shown in the example of Figure 5.43). The modified FBP
transmitted at the end of the Update frame sets the update flat to ‘0’, so that the
normal DQCA operation is resumed without requiring further notification.
The Update frames are inserted periodically between standard DQCA frames.
The frequency of their occurrence is expressed by the parameter Data-to-Update
Ratio (DU ratio), defined as the number of standard DQCA frames transmitted
between two consecutive Update frames. For instance, a DU ratio of 2 means that
an Update frame is sent every 2 standard DQCA frames, as shown in the example
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Figure 5.44: The modified structure of the FBP
of Figure 5.45.
The DU ratio is a configurable system parameter that should be selected de-
pending on the channel circumstances. Smaller DU ratio values indicate a high CSI
update frequency, required to reflect the state of fast changing channels, whereas
larger DU ratio values correspond to relatively sparse updates suitable for more
static channels. There is a clear trade-off in the selection of the DU ratio, since
frequent updates reduce the likelihood of outdated CSI but introduce a significant
control overhead. On the other hand, too few updates may not guarantee valid CSI,
thus failing to overcome the problematic situations explained in Section 5.4.1. The
DU ratio may have a fixed value of may be dynamically selected by the AP on
runtime, by appropriately setting the update flag bit in the FBP.
DQCA FrameUpdate Frame
CW DATAFBPCSI Updates FBP CW DATA FBP FBPCSI Updates
Update FrameDQCA Frame
DU Ratio = 2 DQCA Frames : Update Frames2 :1
Figure 5.45: Example of Data-to-Update Ratio (DU Ratio=2)
Further discussion on the efficiency of this update mechanism and the selection
of the DU ratio value will take place in the following section, where performance
results will be presented in detail.
168 5.4. CSI Update Mechanism
5.4.3 Performance Evaluation of the CSI Update Mechanism
This section examines the impact of outdated CSI on the system performance and
evaluates the proposed update mechanism. The update mechanism has been evalu-
ated on the DQCA-based CL-alg that gives priority to users with higher available
transmission rates (described in detail in Section 5.2.1). A network of N = 20 users
has been assumed, that generate Poisson-generated data traffic of various packet
sizes L. Without loss of generality, the IEEE 802.11b channel model has been em-
ployed, with four available rates of 1, 2, 5.5 and 11 Mbps. The most significant
parameters employed in this study case have been included in Table 5.8.
Table 5.8: Summary of simulation parameters for the performance evaluation of the
CSI update mechanism
Parameter Value
Number of users N = 20
Number of service
classes
P = 1 (Best-effort)
Traffic generation Poisson msg arrivals, average κ = 10 packets/msg
Packet size varying, LBE = [512, 1000, 2312] bytes








ARS × TQ = 10× TQµs, TQ = [0, N ]
There are two sources of additional overhead with respect to DQCA. First, for
the implementation of the CL-alg the FBP, sent at the minimum rate of 1 Mbps in
order to ensure reliable transmission, must contain a vector with the rate R of each
user waiting in the DTQ. Since there are four possible rate values, 2 bits are sufficient
for the representation of the rate set, resulting to an overhead of 2 × TQ bits4,
rounded up to an integer number of bytes. The second source of overhead is the
update frames whose frequency depends on the DU ratio. The update frame consists
of TQ control slots during which all users in the DTQ transmit an ARS, followed
by a FBP with the new rate estimations.
The first plot (Figure 5.46) shows how the system throughput is affected by the
use of outdated CSI, considering a coherence time of τc = 100 ms and different
packet sizes. The solid lines correspond to the ideal scenario in which the available
CSI always reflects the true channel condition at the moment of data transmissions.
4The integer TQ represents the number of users waiting in the DTQ and lies within [1, 20] in
this scenario.
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The dashed lines represent the case in which the available CSI is inaccurate. By the
term inaccurate, it is not meant that the channel state detection was erroneous but
that the acquired CSI has become outdated due to the elapse of the coherence time
while the users were waiting for transmission in the DTQ. As a result, the transmis-
sion rate employed by the users may not correspond to the optimal rate supported
by the current link state. In this case, the following outcomes are considered:
• If the employed rate is lower that the optimal rate, the packet is successfully
received but no rate update is performed until the completion of the message.
In other words, all packet transmissions maintain the same rate even though
a higher rate could be supported by the channel.
• If the employed rate is higher that the optimal rate, the packet is considered
lost (i.e., received with errors). In the next DQCA frame the user selects the
immediately lower rate from a predefined rate set and retransmits the packet.
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Figure 5.46: Impact of the outdated CSI on the system throughput (τc = 100 ms).
As shown in Figure 5.46, the impact of inaccurate CSI on the system performance
is considerable. The maximum throughput achieved as the offered load grows suffers
a significant degradation when scheduling is based on outdated CSI. In particular,
a 42% decrease is observed for small packets of 512 bytes, with the figure further
dropping to 61% for packets of 2312 bytes. The problem is more aggravated when
larger packets are used, since the associated transmission times are longer.
To alleviate this problem, the proposed update mechanism has been applied.
The maximum achieved throughput for the three packet sizes has been plotted in
Figure 5.47. The results have been obtained for the fast changing channel considered
in Figure 5.46 (with τc = 100 ms), and for a slower channel (τc = 150 ms). The
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achieved throughput varies as a function of the frequency of the update frames,
expressed by the DU ratio. Small values of the DU ratio correspond to very frequent
updates that burden the system with excessive overhead. On the other hand, a high
DU ratio results to sparse updates that may not adequately match the channel
variability. An optimum region for the selection of the DU ratio lies between the
two extremes. For longer packets, e.g., for Ld = 2312 bytes, the best results are
obtained when the DU ratio is within 3 to 7, meaning that one update frame is
sent every 3 to 7 standard DQCA frames. Outside this narrow region, throughput
decreases rather steeply, as the updates become less often. For smaller packets the
optimum region is wider. For example, for Ld = 512 bytes, the maximum throughput
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Figure 5.47: Maximum achieved throughput as a function of the update frame fre-
quency (DU ratio)
As far as the coherence time is concerned, a better throughput performance and
a wider range of optimal DU ratios are obtained for slower channels. The difference
is slight for smaller packets but becomes more pronounced for large packets, in which
case a suitable selection for the DU ratio plays a more important role. Nevertheless,
an interesting lesson learned from the results of Figure 5.47 is that there is a clear
gain to be earned with the use of the proposed update mechanism, even when the
DU ratio is not optimally chosen. A comparison with Figure 5.46 shows that for
τc = 100 ms and without update frames the maximum throughput ranges from
2.4 to 2.6 Mbps approximately, for the different packet sizes in ascending order.
When update frames are employed with an optimal frequency, throughput raises to
3.7 Mbps for packets of 512 bytes up to 6.1 Mbps for packets of 2312 bytes. What
is more important, throughput does not drop below 3.5 Mbps for any value of DU
ratio within the considered range (i.e., for a DU ratio within [1,50]).
As mentioned before, even though the maximum achieved throughput is higher
for bigger packet sizes, performance seems to decline at a higher rate with the DU
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ratio, as opposed to the milder decline observed for smaller packets. This can be
explained by considering that the DU ratio expresses the frequency of frame updates
with respect to standard DQCA frames but does not reveal the average time between
consecutive updates. To clarify this point, the average interval between consecutive
update frames has been plotted in Figure 5.48. This time is proportional to the
duration of the standard DQCA frames that are transmitted between consecutive
updates, which, in turn, depends on the packet size Ld and the transmission rate
R. For example, for the case of τc = 100 ms, a DU ratio of 30 corresponds to an
update time interval of approximately 35 ms for Ld = 512 bytes and 117 ms for
Ld = 2312 bytes. In the first case, there are roughly three frame updates within
a single coherence time interval of τc = 100 ms, whereas in the latter case the
coherence time may elapse without a single CSI update. In other words, while a DU
ratio of 30 may be convenient for packets of 512 bytes (and in fact lies within the
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Figure 5.48: Mean time interval between consecutive update frames
Finally, Figures 5.49 and 5.50 display the performance enhancement in terms of
throughput and mean delay, respectively, that can be gained with the use of the
update mechanism, for the case of Ld = 2312 bytes and τc = 100 ms. As a reference,
the ideal case where perfect CSI is always known without any additional overhead
has been plotted as an upper performance bound and the worst case scenario where
no updates are available has been given as a lower bound. Three values have been
considered for the update frequency:
• The optimal frequency value, which in this case corresponds to a DU ratio
equal to 5.
• A case of extremely frequent updates with a DU ratio of 1, where one update
frame is sent for every standard DQCA frame.
• A case of infrequent updates with DU ratio of 30.
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Figure 5.50: Delay enhancement with the use of the update mechanism
Again, the gain from the use of the proposed scheme is remarkable. The small-
est improvement is obtained in the case of infrequent updates with DU ratio 30
(every 100 ms, as shown in Figure 5.48). Despite that, the achieved performance
has a gain of approximately 71% with respect to the lower bound. With an opti-
mal selection of DU ratio, the performance gain can be increased up to 133%, with
throughput being only 9% below the ideal upper bound. Hence, even though the
ideal maximum cannot be reached, due to the overhead added by the transmission
of the update frames, the price to pay is reasonable. Moreover, it can be observed
that between more frequent and less often updates, the first option is preferable.
Similar improvements are observed in the delay performance, with the mean delay
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for the different DU ratios of the update mechanism being much lower compared
to the worst case scenario and tending towards the ideal performance, when the
DU ratio is optimally selected. Concluding, it can be said that in order to reap the
profits of opportunistic channel-aware scheduling, accurate CSI must be available
and the proposed mechanism constitutes an easy and viable solution to the problem
of outdated channel reports.
5.5 Conclusions
The CL design paradigm breaks the traditional layering principle of network archi-
tecture in an effort to optimize some functions of the system and thus improve the
overall performance. This chapter has discussed the integration of CL enhancements
in the DQCA MAC protocol to offer additional functionalities.
Four CL-based scheduling algorithms have been proposed:
1. the strict opportunistic CL-alg that always schedules the user with the highest
available transmission rate.
2. the strict service-aware SP-alg that assigns transmission priorities depending
on the service class of each traffic flow, thus always favoring the most delay-
sensitive applications.
3. the CLSP-alg that combines the two previous policies to achieve service-aware
opportunistic scheduling.
4. the most balanced VPF-alg that determines the scheduling order based on a
priority function that can be flexibly selected.
These four algorithms have been evaluated with the help of extensive simulation
results under three different scenarios, leading to the following conclusions:
• Homogeneous scenario with data-only traffic. Service differentiation does not
apply in this case and, therefore, only the opportunistic schemes CL-alg and
VPF-alg have been evaluated, with the following results:
1. The CL-alg always maximizes the (total) system throughput since the
sole scheduling criterion is the available transmission rate of each user.
This is the best option under a scenario where all users share similar
average channel statistics. In this channel scenario, the performance of
the CL-alg is fair, given that all users have the same chance to transmit
on average.
2. On the other hand, in a scenario where some users have worse average
channel conditions than others, fairness becomes an issue for CL-alg.
The low rate users will only be allowed to transmit if by chance their
channel condition improves or if the system traffic load is sufficiently low
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(hence, in the absence of other users, low rate users will be scheduled
for transmission). In any case, there is a considerable risk of completely
depriving low rate users from transmission.
3. On the contrary, the VPF-alg overcomes the problem of starvation by
employing a more flexible priority function definition that does not only
depend on the available transmission rate but on other factors such as
the relative position of the users in the DTQ. Hence, users with low
rates will get a chance to transmit after some waiting time. The cost for
this fairer treatment is an inferior performance with respect to CL-alg,
even though performance improvement with respect to basic DQCA is
achieved.
• Heterogeneous scenario with voice and data traffic. In this case, traffic that
belongs to two service classes, voice and data, is considered.
1. In this scenario, service-aware policies make a difference in QoS provi-
sioning. SP-alg and CLSP-alg meet the stringent QoS constraints of the
voice class whereas the other schemes fail to maintain the packet loss
rate within the QoS-defined limits.
2. The performance of the VPF-alg can be tuned by appropriately setting
the adjustable parameter α.
• Heterogeneous scenario with four traffic classes, real-time voice and a video
applications and two more delay tolerant data classes.
1. The presented results clearly show the performance trade-offs with re-
spect to each service class. The finite system resources must be dis-
tributed among the four service classes. Unavoidably, schemes that pri-
oritize multimedia applications (voice and video) and satisfy their QoS
requirements provide fewer resources to data applications.
Finally, this chapter has proposed an update mechanism to provide up-to-date
CSI, based on the introduction of special Update frames exclusively dedicated to
channel state measurement. There is a trade-off between the system performance
and the number of Update frames since more frequent updates provide more ac-
curate CSI but require the exchange of additional control information. The impact
of the frequency of these special frames on the performance has been studied in
order to help in the selection of the appropriate value, depending on the channel
variation characteristics. Through simulations it has been shown that especially for
long data packet sizes, there is a need for more frequent updates in order to avoid
retransmissions due to channel errors. In addition, updates are also required for
smaller coherence times that correspond to rapid changing channels. The update
mechanism has been evaluated in combination with the Cl-alg and has provided
significant performance enhancement with respect to the case where no channel
updates are available. In any case, the proposed mechanism can also be combined
with other channel-aware schemes such as the CLSP-alg and the VPF-alg.
Chapter 6




Given the widespread deployment of WLANs in the recent years and the increasing
requirements of multimedia applications, the need for high capacity and enhanced
reliability has become imperative. MIMO technology and its single receiving antenna
version, MISO, promise a significant performance boost and have been incorporated
in the emerging IEEE 802.11n standard [2].
Multiple antenna transmission techniques such as spatial multiplexing and trans-
mit beamforming are used to provide rapid and robust point-to-point wireless con-
nectivity. On the other hand, due to the inherent diversity of the MIMO channel,
it is possible to achieve simultaneous point-to-multipoint transmissions and serve
multiple users at the same time, through the same frequency. The MIMO mul-
tiuser transmission concept where data streams are assigned to different users can
increase the overall system capacity when compared to single-user MIMO transmis-
sion where all streams are dedicated to just one user [77]. The two different setups
are illustrated in Figure 6.1.
Even though IEEE 802.11n has been designed with MIMO technology in mind,
its main focus is on maximizing throughput in point-to-point transmissions, through
spatial multiplexing and mechanisms such as frame aggregation. Neither the stan-
dard nor the majority of related work consider any MAC mechanisms for mul-
tiuser scheduling, thus leaving a significant MIMO capability unexploited. As accu-
rately pointed out in [78], there is a need for low-complexity multiuser transmission
schemes, especially for downlink communications.
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Figure 6.1: Point-to-point versus point-to-multipoint links
This chapter is dedicated to the investigation of solutions for the incorporation
of multiuser capabilities in IEEE 802.11n-based WLAN systems by using CL in-
formation, while maintaining backward compatibility with the standard. The main
contribution is the design of a number of opportunistic channel-aware multiple an-
tenna MAC schemes that handle multiuser downlink transmissions and explore the
advantages that can be gained by exploiting multiuser diversity.
The remaining part of this chapter is divided into eight sections. Section 6.2
discusses the problem statement and presents the considered setup. Section 6.3
highlights some PHY-related issues and presents the underlying beamforming trans-
mission technique. The description of the proposed multiuser MAC schemes given
in Section 6.4, followed by an analytical model for the theoretical calculation of
their throughput performance in Section 6.5. Section 6.6 provides the performance
evaluation of the proposed schemes and discusses the obtained trade-offs. Finally,
Sections 6.7 and 6.8 are dedicated to the presentation of future investigation lines
and some general conclusions.
6.2 Problem Statement and System Setup
As indicated in the literature review, presented in Section 2.5.2, it can generally be
said that most contributions on multiuser transmission schemes focus on particular
aspects of the problem and simplify the rest. Usually, when the focus is laid on the
PHY layer transmission techniques, practical mechanisms for the channel access and
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the feedback acquisition are not considered, whereas multiuser MAC schemes often
fail to consider PHY layer implementation issues. For example, some schemes opti-
mize resource allocation but ignore feedback mechanisms and others minimize the
required feedback but assume a dedicated control channel and a less sophisticated
scheduling policy.
The aim of the work presented in this chapter is to introduce a multiuser
MAC mechanism that handles in a joint manner the processes of channel access,
scheduling, channel estimation and feedback acquisition, in conjunction with a low-
complexity beamforming technique at the PHY layer. The proposed schemes have
been designed in the context of a downlink communication channel in an infras-
tructure WLAN in which multiple antennas are available at the transmitter side.
Without loss of generality, a MISO scenario with single-antenna users has been con-
sidered, even though the presented analysis can be also applied to MIMO systems
with multiple-antenna users.
Maximum set of 
users 
simultaneously 






















Figure 6.2: Scenario setup
The considered setup is illustrated in Figure 6.2. The proposed schemes can be
considered as a downlink transmission phase, initiated by an AP equipped with
nt antennas (nt ≥ 2) in a system with N single-antenna users. By exploiting the
MIMO/MISO spatial signal processing capabilities and employing an appropriate
transmission technique, the AP can serve up to nt users at the same frequency and
time. Nevertheless, in order to extract multiuser diversity gain, the pool of served
users should exceed the number of transmitting antennas (i.e., N > nt).
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Transmitting multiple downlink packets simultaneously, however, is feasible only
when there is no interference among the selected users, or in a more realistic case,
when the interference is relatively low. Hence, the AP must have some knowledge of
the channel to select the most appropriate set of users for each transmission. These
issues must be handled by the MAC layer in a practical way, as it will be described
in detail in the following sections.
6.3 MIMO/MISO Multiuser Physical Layer
This section will provide a brief description of the channel model and the multiuser
transmission technique used at the PHY layer. This theoretical background is nec-
essary for the proper understanding of proposed MAC schemes that are the main
contribution of this chapter. In general, the IEEE 802.11n MIMO specification with
OFDM has been considered as the base for the PHY layer, with some modifications
that will be explained in this section.
6.3.1 MIMO/MISO Channel
With the use of OFDM, the frequency selective MIMO/MISO channel is trans-
formed into a number of frequency flat channels. In particular, a block-fading model
is considered for the channel which remains constant during the coherence time and
changes between consecutive time intervals with independent and identically dis-
tributed complex Gaussian entries ∼ CN (0, 1). This model represents the IEEE
802.11n channel model B in NLOS conditions [79], assuming that there are no
time correlations among the different blocks and that the channel impulse response
changes at a much slower rate than the transmitted baseband signal.
In the considered MISO downlink scenario, the channel between the AP that is
equipped with nt antennas and the ith single-antenna user (out of N total users
with N > nt) is described by a 1 × nt complex channel matrix hi(t). Let x(t) be
the nt×1 vector with the transmitted signal to all the selected users in a particular
transmission sequence and yi(t). Then, the received signal for the i
th user can be
expressed as
yi(t) = hi(t)x(t) + zi(t) (6.1)
where zi(t) is an additive Gaussian complex noise component with zero mean and
E{|zi|2} = σ2 is the noise variance. The transmitted signal x(t) encloses the in-
dependent data symbols si(t) to all the selected users with E{|si|2} = 1. A total
transmitted power constraint Pt = 1 is considered and for ease of notation, time
index is dropped whenever possible.
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6.3.2 Multibeam Opportunistic Beamforming (MOB)
Multibeam Opportunistic Beamforming (MOB) is a low-complexity transmission
technique for multiple-antenna broadcast channels [80]. MOB requires the presence
of multiple antennas at the transmitter side and one or more antennas at each
receiving user, meaning that it can be applied to MISO or MIMO scenarios. Its
goal is to exploit multiuser diversity by finding a set of orthogonal users that can be
simultaneously served on orthogonal beams, while maintaining the interference low.
The key advantage of this transmission scheme is that it only requires partial CSI
at the transmitter side in terms of the user received SNIR, making it very suitable
for multiuser downlink communications.
The main steps of MOB are illustrated in Figure 6.3. It should be mentioned that
these steps describe the main concept behind the MOB scheme without entering
into implementation details. These will be more thoroughly addressed in Section 6.4
where the description of the proposed multiuser MAC schemes will take place. At
the beginning of each transmission sequence, the AP forms nt random orthogonal
beams, equal to the number of its transmitting antennas (plot (a)). The users mea-
sure the SNIR related to each beam, select the highest measured SNIR value to the
AP (plot (b)). In turn, the AP selects the best user for each beam and initiates the
downlink data transmission (plot (c)). The scheme presented in [80] involves the
opportunistic transmission by the users with the highest instantaneous SNIR for
each beam, although MOB can also be combined with different scheduling policies.
Through this low-complexity processing based on the instantaneous SNIR val-
ues, the MOB scheme achieves a high system sum rate by spatially multiplexing
several users at the same time. In the best case where nt users are selected for








where sk are the data symbols that correspond to the kth selected user, bk is the
assigned unit-power beam and the square root term is employed for total power
constraint.
Although the beams are orthogonally generated, some of this orthogonality is
lost in the propagation channel [80]. Consequently, some interference is generated
by each beam on non-intended users. The SNIR formulation for the kth user that












where a uniform power allocation is considered. The numerator is the received
power from the desired beam, while the denominator represents the noise plus the
interference power from the other beams.
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(c) MOB Step 3: The AP maps best
users on beams and begins down-
link transmission
Figure 6.3: Basic steps of MOB transmission technique
As the number of users N grows, the AP can search for users in a larger pool,
thus increasing the probability of finding a set of nt users that do not interfere a lot
among themselves [80]. Obviously, having N ≈ nt results in an interference limited
system, but for more practical values, such as nt = 2 transmit antennas and N ≥ 10
users, this scheme is efficient and has been shown to obtain higher performance with
respect to single user opportunistic beamforming [81], [82].
The IEEE 802.11n PHY layer specification does not contemplate multiuser
transmissions, even though it supports beamforming as a means to achieve higher
data rates in point-to-point communications. Since the MOB scheme is practically
a random beamforming transmission technique, it can be easily implemented within
the standard without any further requirements in terms of hardware. The only nec-
essary modification is to set accordingly the values of the beamforming steering
matrices defined in the standard in order to form the random orthonormal beams.
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6.4 Multiuser MAC Schemes
The MOB technique is a low-complexity transmission scheme that can be easily
implemented at the PHY layer to provide multiuser downlink communications. In a
practical system, however, the beamforming scheme must be accompanied by a set
of MAC layer functions to collect the necessary feedback information and handle
the additional challenges that stem from simultaneous multiuser transmissions. This
section will present three MAC layer schemes that modify the IEEE 802.11n MAC
protocol to account for the demands and restrictions of the MOB technique. The
required modifications are easy to implement within the IEEE 802.11n standard
and are backward compatible with the legacy single user transmission, in the sense
that MOB and legacy users can coexist in the system.
Since the proposed MAC schemes aim to support the MOB transmission tech-
nique, they provide a common set of functions, graphically shown in Figure 6.4.
These functions provide a practical MAC layer implementation to complement the
three steps of the MOB scheme, namely the generation of the orthonormal beams,
the acquisition of CSI feedback and the multiuser downlink transmission. In contin-
uation, it is convenient to first present the common framework that applies to the
three proposed schemes before proceeding with their detailed description that will
focus on their differences in terms of complexity and efficiency.
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Figure 6.4: MAC layer functions to support the MOB transmission technique
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As illustrated in Figure 6.4, the common functions provided by the MAC layer
schemes are:
• The initiation of the downlink phase. The proposed multiuser schemes con-
stitute a downlink phase that is always initiated by the AP, so for the sake
of simplicity the backoff mechanism defined in the IEEE 802.11 specification
is not employed in this study. Generally, in a scenario with both uplink and
downlink transmissions, the AP would have to follow the backoff rules to gain
access to the medium before initiating the downlink phase.
• The generation of a multiuser RTS frame. The initiation of the downlink phase
is marked by the transmission of a modified RTS frame that basically serves
two purposes:
1. it is a call for participation in the downlink phase that may be addressed
to a subset or to all the associated users (i.e., multicast or broadcast). The
employed receiver address included in the RTS is a point of differentiation
between the proposed schemes and will discussed later in this section.
2. it acts as a sounding frame that will enable the receiving users to mea-
sure the SNIR on each of the nt generated beams. For this reason, the
PHY layer preamble of the RTS contains a number of HT-LTFs (High-
Throughput Long Training Fields), as defined in IEEE 802.11n standard.
Apart from the training fields, the main body of the RTS frame is trans-
mitted conventionally (i.e., on a single beam).
The structure of the modified RTS frame is shown in Figure 6.5. The length
of the PHY layer preamble of the RTS frame is determined by the number
nt of spatial streams (i.e., orthonormal beams and subsequently antennas).
For a single-antenna transmission, a PHY layer header of 28 µs is introduced,
whereas for every additional spatial stream an extra HT-LTF of 4 µs required.
The description of the PHY header fields is given in Table 6.1 and more details
can be found in the IEEE 802.11n specification [2].1 The length of the MAC
header mainly depends on the receiver address field. When a single receiver
address is employed, the MAC header has a length of 20 bytes. Neverthe-
less, some of the proposed MAC schemes include multiple destinations in this
address field, as it will be further clarified later.
• The transmission of a CTS frame by the downlink users. Once the users re-
ceive the RTS frame and estimate their channel quality, they reply with a
CTS frame that (unless otherwise stated) contains the best measured SNIR
value and an integer identifier that corresponds to the respective beam. The
structure of the modified CTS frame is shown in Figure 6.6. Assuming single-
antenna users, a 28 µs PHY layer preamble is required, whereas the MAC
header complies with the IEEE 802.11n specification, with the addition of an
1The PHY layer header structure presented in this section has been based on the IEEE 802.11n
greenfield operation mode meant for IEEE 802.11n-only compatible stations. If compatibility with
legacy devices is desired, the PHY layer headers should be modified accordingly, as indicated in
Clause 20 of the IEEE 802.11n specification [2].
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Figure 6.5: Structure of the modified RTS frame
Table 6.1: Elements of the PHY layer header for the Multiuser MAC schemes
Element Description
HT-GF-STF High-Throughput (HT) Greenfield Short Training Field
HT-LTF1 First HT Long Training Field
HT-SIG HT SIGNAL Field
HT-LTF HT Long Training Field
extra 1-byte field that contains the CSI information (i.e., the SNIR and the
beam identifier).2 Two design issues arise at this point. The first is whether
a CTS should be transmitted by every polled user or a limit should be posed
to the number of CTS replies, for example by filtering out users with very
bad channel conditions. The second issue concerns the transmission order
of the CTS frames by the multiple users which can be either deterministic,
thus collision-free, or random (probabilistic) that will likely result to collisions
among simultaneously transmitted CTS. These two issues will be handled in
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Figure 6.6: Structure of the modified CTS frame, including CSI feedback
• The transmission of multiuser data frames by the AP. Once the AP collects
the feedback information included in the CTS frames it assigns the user with
2In this work, it has been assumed that a SNIR quantization scheme has been employed so
that the CSI field can be sufficiently represented by 1 byte.
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the highest measured SNIR on each beam (at most one user per beam) and
transmits a maximum of nt data packets simultaneously. The data packets
employ the channel over the same time, frequency and code but are transmit-
ted over different beams. This can be supported by the IEEE 802.11n stan-
dard, by exploiting the multiplexing capabilities of multi-antenna systems.
This is actually an important shift from current systems where the simulta-
neous transmission of multiple packets in the same medium leads to collision
and packet loss. Link adaptation is also employed and the transmission rate
on each beam is determined by the measured SNIR.
• The transmission of ACK frames. The users signal the correct reception of a
data frame by transmitting an ACK. In the proposed schemes, the multiple
(up to nt) ACK frames are transmitted sequentially, following the mapping
of the users onto the beams.
In the remaining part of this section, the three proposed MAC layer schemes
will be described in detail.
6.4.1 Mu-Basic Scheme
The first and simplest scheme is called Mu-Basic and is a straightforward adaptation
of the IEEE 802.11 mechanism to support downlink multiuser transmission. This
scheme is based on the principle that at most nt users can be served simultaneously
by an AP equipped with nt transmitting antennas that generate an equal number
of orthogonal beams. Hence, in the beginning of the transmission sequence, the
AP randomly selects nt users from the downlink message buffer and transmits a
multidestination RTS frame that includes the respective nt receiver addresses, as
illustrated in Figure 6.7.
The figure focuses on the receiver address field, since the remaining part of the
RTS frame follows the structure indicated previously (Figure 6.5). The order in
which the addresses are listed serves two purposes. First, it indicates the order in
which CTS frames are to be sent in order to avoid collisions. Second, the address
list is used to implicitly map the polled users to the beams. The users that receive
the RTS frame check whether their address is in the list and wait for a predefined
time before sending a CTS, which includes the SNIR measurement that corresponds
to the assigned beam.3 Note that in this case, the users do not reply with the best
SNIR value since the beam assignment is predefined by the AP.
The AP proceeds to the simultaneous transmission of the nt data packets af-
ter selecting the transmission rate for each beam, according to the corresponding
SNIR measurement that indicates the link quality. The users acknowledge the data
reception by sequentially sending an ACK frame. An example of the transmission
3Since each CTS slot is of a fixed duration (i.e., a SIFS time and the time required for the
transmission of the 15 byte CTS with the minimum available transmission rate) and assuming
negligible propagation delays, each user can determine when to initiate the CTS transmission.
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Figure 6.8: Transmission sequence example for the Mu-Basic scheme
sequence according to the Mu-Basic scheme is given in Figure 6.8. In this exam-
ple, there are nt = 2 antennas at the AP, so two users are randomly selected for
transmission (STA3 and STA1).
To avoid collisions by users that do not participate in the process, the NAV
mechanism can be employed (described in Section 2.3.2). For this reason, the time
from the transmission of the RTS until the end of the CTS phase is marked in
the duration field of the RTS frame (Figure 6.5). The remaining time of the frame
sequence, from the end of the CTS phase until the transmission of the last ACK,
is indicated in the respective duration field of the data packet MAC header. Hence,
non-participating users can set their NAV timer upon the RTS reception and can
later update it when the header of a data packet is decoded.
Mu-Basic is easy to implement since it is a simple polling scheme initiated by
the AP. Its performance will serve as a benchmark for the evaluation of the two
more advanced multiuser schemes that will be presented next. In the considered
case the destination users are randomly selected, however different criteria could
also be applied to prioritize users with specific demands (e.g., with delay sensitive
186 6.4. Multiuser MAC Schemes
applications). Mu-Basic requires some additional overhead in the RTS frame as mul-
tiple receiver addresses must be included, but has the shortest possible CTS phase,
since the number of received CTS frames is equal to the nt served users (it would
not make sense to receive feedback from less than nt users if all the parallel streams
were to be employed). On the other hand, multiuser diversity is not exploited since
the users are scheduled without any consideration of their channel quality. Thus,
the user selection and the beam assignment processes are not optimally done. As
a result, the interference among the scheduled set of users may be high, leading to
transmissions at low data rates (i.e. interference controlled system).
6.4.2 Mu-Opportunistic Scheme
In an effort to exploit multiuser diversity and transmit opportunistically to the best
set of users, according to the principles of the MOB transmission technique, the
Mu-opportunistic scheme has been proposed. This scheme provides a mechanism
for the AP to acquire the CSI of all users before reaching a scheduling decision, in
order to optimize user selection and beam allocation. To this end, in the beginning
of the transmission sequence, the AP polls all users with available data for downlink
transmission. For the sake of simplicity, it will be assumed that the system is under
saturation and there is always downlink traffic for each of the N system users.4
Hence, the AP transmits a multidestination RTS frame that includes the N receiver
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Figure 6.9: The modified RTS frame for the Mu-Opportunistic scheme
The users measure the SNIR on all the beams and include the maximum SNIR
value in the CTS, along with an integer identifier of the beam that yielded that
value. As before, CTS packets are transmitted in a collision-free manner, following
the order of the address list in the RTS. After receiving all the feedback, the AP
assigns each beam to the user with the highest SNIR and proceeds to the downlink
data transmission. If a beam is not selected by any user then it is not used for
transmission, even though this is not likely to happen very often for a large number
of active users and a time-varying channel. Correct data reception is marked by
the transmission of ACK frames that are sent sequentially, according to the beam
allocation order (the user served on the first beam replies first, and so on). An
example of the transmission sequence according to the Mu-Opportunistic scheme is
4The non saturation case will be examined later in this chapter.


























Figure 6.10: Transmission sequence example for the Mu-Opportunistic scheme
given in Figure 6.10. In this example, there are nt = 2 antennas at the AP and N
users with available data. The AP receives N CTS frames and then selects the best
set of users (STA2 and STAN , in the example) for the downlink data transmission.
The Mu-Opportunistic fully exploits multiuser diversity since it opportunisti-
cally schedules users with good channel conditions and with low mutual interference
(i.e., users with high SNIR values measured on different beams). The weakness of
this scheme is that it introduces significant overhead, mainly due to the long CTS
phase, and the trade-off between overhead and efficiency becomes critical, especially
as the number of users N grows.
6.4.3 Mu-Threshold Scheme
The Multiuser Threshold-Selective algorithm (Mu-Threshold) is the third proposed
multiuser MAC layer scheme. It maintains the opportunistic scheduling policy of
selecting a set of users with high rates and low mutual interference but also aims
to limit the additional control overhead. In order to achieve these objectives, it
introduces two major changes with respect to the Mu-Opportunistic scheme:
• Instead of the deterministic, collision-free CTS transmissions, Mu-Threshold
introduces a CTS contention phase during which users compete with each
other within a predefined number of slots. Generally, even though collisions
among CTS frames are likely to occur, the number of slots is smaller than the
total number of users, thus reducing the length of the CTS phase.
• In order to reduce the CTS collision probability, the algorithm imposes a
SNIR threshold so that only users with a relatively good channel are allowed
to participate in the feedback process. Even though the idea of threshold
application is not new, the novelty lies in the inclusion of this concept on a
feasible MAC scheme for a multiuser MIMO scenario.
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The frame exchange sequence of the Mu-Threshold scheme is initiated with the
broadcast transmission of an RTS by the AP. The advantage of this configuration
is that it calls all the users to participate in the CTS contention phase by employ-
ing a single 6-byte destination address instead of a long address list, as shown in
Figure 6.11. Without doubt, this setup is meaningful under a saturation scenario in
which the AP has always packets to transmit to all the associated users. This consid-
eration is made to facilitate the evaluation of the full potential of the Mu-Threshold
scheme, given that opportunistic downlink schemes are mostly needed under high-
traffic conditions. In non-saturation conditions, the Mu-Threshold scheme could be
applied with a minor modification. In this case, the AP would have to periodically
set up multicast groups with the subset of active users (i.e., those who are waiting
to receive downlink data) and use a multicast instead of a broadcast address. This
point will be further discussed later in this chapter, in Section 6.6.4.
After the RTS transmission, a CTS contention phase of m slots is initiated, with
m being a system parameter subject to optimization. The slots have a predefined
length, equal to a SIFS duration plus the time required for the transmission of the
15 byte CTS with the minimum available transmission rate. Depending on whether
the maximum SNIR measured by a user is above or below the threshold, the user
is either allowed to participate in this phase, or forced to remain silent until the
beginning of a new frame sequence. Those allowed to participate select randomly a
slot with equal probability and transmit a CTS containing the maximum measured
SNIR and the corresponding beam identifier. Whenever multiple users select the
same slot a collision occurs and the involved CTS frames are considered lost (the
capture effect is not considered, even though it could increase the effectiveness of the
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Figure 6.11: The modified RTS frame for the Mu-Threshold scheme
The next stage of the algorithm depends on the outcome of the contention
phase. If no CTS has been correctly received (due to either collisions or lack of user
participation because of the SNIR threshold value) no data is transmitted and a
new contention phase is initiated.5 User synchronization has been assumed, so that
a collision in the mth slot only affects the involved CTS packets and does not have
any effect on transmissions in the remaining slots of the contention phase. Thus,
if at least one CTS is received, transmission of downlink data packets can take
place. As before, the AP assigns the best user on each beam, based on the feedback
5Different policies could be implemented to avoid the presence of empty frames (e.g., transmis-
sion to a randomly selected user or to a user with a long waiting time using a basic rate) but will
not be considered in this work.
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Figure 6.12: Transmission sequence example for the Mu-Threshold scheme
information collected by the received CTS frames and transmits a maximum of nt
data packets simultaneously. Note that, unlike the contention phase where collisions
among CTS frames can occur, the transmission of data is collision-free. Finally,
the users acknowledge the data reception by sequentially sending an ACK frame,
following the order of the user the mapping onto the beams.
An example of the transmission sequence according to the Mu-Threshold scheme
is given in Figure 6.12. In this example, there are nt = 2 antennas at the AP and
N users with available data that compete in m CTS slots (with m < N in general).
Some users may select the same slot and collide (e.g., STA1 and STA2), others may
transmit a CTS successfully (e.g. STA3 and STAN ) and finally a number of users
will refrain from this phase due to their unfavorable channel conditions.
An important decision is the selection of the SNIR threshold that serves two pur-
poses: it reduces the number of contending users, thus decreasing the probability of
CTS collisions, and it filters out those users with harsh channel condition, resulting
to transmissions with higher data rates. Nevertheless, selecting a high threshold
could cause adverse effects such as starvation if the majority of users experience
low link quality. The threshold is determined by the AP and it is made known to
the users during an initial association phase (alternatively, it could be included in
the RTS packet, thus increasing its size by a few overhead bits). It is also possible to
design a dynamic scheme that will adapt the threshold value at runtime depending
on measured channel statistics.
The number of the CTS contention slots m is another important parameter
that depends on the number of participating users which, in turn, is determined
by the total number of users N , their channel condition and the selected threshold.
An interesting observation is that, since the duration of each CTS slot is fixed,
the duration field of the RTS packet (that indicates the length of the CTS phase)
implicitly reveals the number of contention slots m. Therefore, the AP can let the
users know the value of m without requiring an additional control field.
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6.5 Analytical Model for the Throughput Evalua-
tion of the Mu-Threshold Scheme
A mathematical model has been developed to calculate the throughput performance
of the Mu-Threshold algorithm as a function of the number of usersN , the number of
contention slots m and the rate threshold rγ . It has been assumed that the system
is saturated and there are always downlink packets for all associated users. The
number of transmitter antennas at the AP has been set to nt = 2, for two reasons.
First, it seems to be the most practical setup up to date in existing WLAN systems
(i.e., in the majority of IEEE 802.11n and pre-n commercial products) and second,
it permits a more intuitive interpretation of the analytical model. The analysis could
be extended to a larger number of antennas but this would significantly increase
the computational complexity of the presented results.
The proposed model can be used to determine the system parameters that max-
imize performance. For example, assuming that the channel is known, the best
combination for the threshold and the number of slots can be calculated for a given
number of users. Another possible application could be to determine the optimum
number of users and implement a traffic control policy by adjusting the users that
participate in the downlink process. Table 6.2 summarizes the main variables em-
ployed in the model description.
Table 6.2: Main parameters for the Mu-Threshold throughput analysis
Symbol Description
nt Number of antennas (and antenna beams) at the AP (nt = 2)
m Number of contention CTS slots
rw Data transmission rate (bps), w ∈ [1, R]
rγ Rate threshold, γ ∈ [1, R]
N Number of users
n Users participating in a given contention phase (n ≤ N)
s Users surviving a given contention phase (s ≤ n)
b Users assigned on the first beam (b ≤ s)
i
type of frame (i.e. outcome of the data phase)
(i=0,1,2 for empty frame, single and double user transmission)
To enhance readability, the analysis is divided into three parts. The first part
discusses the channel statistics, the second presents the general formulation of the
throughput expression and the third part discusses in detail the calculation of the
probabilities of having different outcomes in each frame. As it will be explained
in more detail next, depending on the outcome of the contention phase, there are
three possible frame types: empty frame, when no data is transmitted; single frame,
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when a single user is selected by the AP; and double frame, when two users are
scheduled on the two available beams. Finally, with some minor modifications, the
model can also be employed for the calculation of the average throughput of the
Mu-Opportunistic scheme. This issue will be discussed in the fourth and last part
of this section.
6.5.1 The Channel Distribution
Consider an AMC scheme that offers R available rates {r1, . . . , rR}, in ascending
order. Each rate can be used for transmission when the measured SNIR of the par-
ticular link lies within a predefined SNIR range. Obviously, the SNIR of a link is
time-varying and depends on the instantaneous channel conditions, but the proba-
bility of a user SNIR being in a given range can be statistically estimated, as the
channel distribution is known. Following the calculations in [81] for the MOB sys-
tem, the approximate Cumulative Distribution Function (CDF) of the SNIR value














as each user feeds back the maximum SNIR value with respect to the nt = 2 beams
and σ2 is the noise variance.
The probability Pr(rw) of a user having available a particular rate rw, with
w ∈ [1, R], is equal to the probability of having a SNIR within a specific predefined
range, below yw+1 and above yw and can be calculated with the user of the CDF
as
Pr(rw) = F (yw+1)− F (yw). (6.5)
A SNIR threshold yγ is defined so that only users with a higher SNIR value can
participate in the contention phase. Equivalently, it can be said that a corresponding
rate threshold rγ is imposed and users with rw ≥ rγ (with w ≥ γ) can contend for
access.
6.5.2 Average Throughput Calculation
The average throughput S(m,N, rγ) for m slots, N users and a threshold of rγ
is defined as the average number of transmitted bits per frame x̄ divided by the













Pf (i,m,N, rγ , rw)
)
(6.7)
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and






t(i,m, rw) · Pf (i,m,N, rγ , rw).
(6.8)
The terms included in the above equations will be explained next. The index i
expresses the three possible frame types: i = 0 indicates an empty frame in which
no data transmission has taken place; i = 1 corresponds to single transmission of
a data packet of length l bits; finally i = 2 indicates a double transmission frame
where two users have simultaneously transmitted data packets on the two available
beams, corresponding to 2 · l transmitted bits.
The average transmitted bits x̄ can be calculated by multiplying the transmitted
bits per frame type by the probability that the particular frame type will occur, for
all data rates that are above or equal to the threshold. This probability of having a
frame of type i transmitted with a rate of rw, for a given number of slots m, users
N and threshold rγ is denoted by Pf (i,m,N, rγ , rw) and its calculation is based on
the following factors:
• the SNIR distribution of the users and the probability of them being above
the threshold.
• the outcome of the contention phase of m slots and the number of users that
survive (by successfully transmitting a CTS).
• the opportunistic selection of the best user for each beam from the subset of
surviving users.
The expression for the Pf (i,m,N, rγ , rw) and its derivation are given in the next
section.
The term t(i,m, rw) in (6.8) expresses the total transmission time of a frame
sequence of type i when rate rw is used and is calculated as
t(i,m, rw) = tdata(i, rw) + tovh(i,m) (6.9)
where tdata(i, rw) is the transmission time of the data packet for a frame of type i
and tovh(i,m) is the control overhead.
The data transmission time is given by the following expression:
tdata(i, rw) =
{
0, if i = 0 (empty frame)
tdata(rw), if i > 0 (single/double frame)
(6.10)
For a non-empty frame, the tdata can be easily calculated for a known packet size
l and a given transmission rate rw. For an empty frame (i = 0), the tdata will be
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equal to zero and the total frame duration will only consist of the overhead.
The overhead time tovh is also a known quantity for each frame type and by
considering the frame sequence depicted in Figure 6.12, can be calculated as follows:
tovh(i,m) =

DIFS +RTS +m · (CTS + SIFS), if i = 0 (empty frame)
tovh(0,m) + 2 · SIFS + to,data +ACK, if i = 1 (single frame)
tovh(0,m) + 3 · SIFS + to,data + 2 ·ACK, if i = 2 (double frame)
(6.11)
where to data contains the PHY and MAC headers introduced in the data frame.
6
In the case of an empty frame, the overhead time tovh(0,m) consists of the trans-
mission time of an RTS frame and the duration of the contention window of m
slots, with each slot consisting of a CTS frame and a SIFS. The same overhead
is introduced in the case of non-empty frames and, in addition the data overhead
to, the transmission time of the ACK frames (one or two, depending on whether
a single or double transmission has taken place, respectively) and any additional
SIFS must be included.
Note that in the case of an empty frame (i = 0), the frame duration and the
probability Pf are independent of the transmission rate and the index rw in (6.8)
is dropped for convenience.
6.5.3 Frame Type Probabilities
To calculate the probability Pf (i,m,N, rγ , rw) of having a frame of type i one must
consider the implementation steps of the Mu-Threshold algorithm. First, only a
fraction n of the total N users, those with an available rate of rw ≥ rγ (with
w ≥ γ), are allowed to participate in the contention phase. As the channel statistics
are known, the probability that exactly n out of N users have a rate above the











with yγ the SNIR value that corresponds to the rate threshold rγ .
Those n users that pass the threshold selection phase will contend for channel
access by transmitting a CTS in one of the m system slots. If a slot is selected
by exactly one user, then the contained CTS is successfully received and the re-
spective user is said to have survived the contention phase. We define the proba-
bility Psurvive(s,m, n) of having exactly s users surviving the contention phase of
m slots, when there are n participating users (i.e. users that will transmit a CTS
in the current CW with probability 1). This is a combinatorial problem known as
the “assignment of n packets in m cells” . It considers all the possible assignments
6The exact values for the time calculations can be determined by consulting the IEEE 802.11n
specification [2]. The main parameters considered in this thesis will be further give in Section 6.6.1
where the system setup will be discussed.
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of the n users in the m slots (including the cases where multiple users select the
same slot) and then calculates the probability of having exactly s slots with success
(i.e., selected by a single user) whereas the remaining m− s slots are empty or have











(j−s)!(m−j)!(n−j)! , s ∈ [0,min(m,n)]
0 , otherwise.
(6.13)
Note that the above formula is defined for values of s ∈ [0,min(m,n)], since the
number of successful slots s in a frame cannot exceed the number of participating
users n, or the total number of slots m. In addition, Psurvive returns a zero value
for several combinations of s,m and n within the defined range, thus indicating
impossible outcomes. For instance, consider the case of having n = 2 participating
users competing in m = 3 slots. Given that both users will attempt to transmit
a CTS, they will either select the same slot and collide, leading to zero successful
slots (s = 0), or they will select different slots leading to two successful outcomes
(s = 2). Under these circumstances, the event of having exactly one successful slot
(s = 1) is not possible and hence Psurvive(s = 1,m = 3, n = 2) = 0.
The probability Pf (i,m,N, rγ , rw) is calculated for the three different frame
types. Figure 6.13 illustrates these three possible outcomes and summarizes the
conditions that lead to each case. These conditions will be the base for the calcula-
tion of Pf (i,m,N, rγ , rw) that is given next.
If no user has a rate above the threshold (n = 0), or no user survives the con-
tention phase (n > 0 but s = 0), an empty frame will follow. Thus, the probability
of having an empty frame is





Pselect(n, rγ) · Psurvive(0,m, n).
(6.14)
A single transmission frame occurs when there is at least one surviving user
(s ≥ 1) and all the surviving users select the same beam. Hence, the probability of
7The result of this expression, as well as the time duration for each frame type, could be pre-
calculated and included in a lookup table in the case of runtime application of the theoretical
model.
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Figure 6.13: Possible frame type outcomes in Mu-Threshold scheme
having a single transmission frame with rate rw is
















where Pr1(rw, s) is the probability that rate rw is used for transmission.
The system considers two available beams (nt = 2) and each user may be as-
signed to a beam with an equal probability of 0.5. The probability Pb(b, s) of having
b out of s users assigned on the first beam (and hence s − b users on the second)






















It can be easily derived that the probability of having all users selecting the same
beam (either the first or the second) is equal to Pb(s, s) + Pb(0, s) = 2
1−s.
Since the scheme is opportunistic, the surviving user with the highest rate will
be selected for transmission. In other words, the transmission rate will be rw if there
is at least one surviving user with this rate while there is no user with a rate above
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rw. Hence, the probability Pr1(rw, s) that rw is the maximum available rate among
s surviving users and can be calculated as
P r1(rw, s) =
= Pr
{










































Note that the rates of all surviving users are greater or equal the rate threshold rγ .
So far, the calculation of the probability Pf for the cases of i = 0 and i = 1 has
been presented. We will now proceed to the third case of having a double transmis-
sion frame (i = 2) that occurs when there are at least two surviving user (s ≥ 2)
and at least one user is assigned per beam (i.e not all users on the same beam). The
transmission rate on each beam will be equal to the highest rate available among
the users assigned on that beam. Although different rates may be used on each of
the two beams, the total frame sequence duration is determined by the lower rate
(i.e. the longest transmission of the two). We define Pr2(rw, s) as the probability
that the frame duration is determined by rate rw, given that both beams are used
for transmission. Then







Psurvive(s,m, n) · Pr2(rw, s)
(6.18)




Pr2 cond(rw, b, s) · Pb(b, s). (6.19)
In this equation Pb(b, s) is the probability of having b users on the first beam,
calculated by (6.16). Then, Pr2 cond(rw, b, s) is the conditional probability that the
frame duration is determined by rate rw, when b out of s users are assigned to the
first of the two beams (and s− b to the second). This probability can be calculated
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with the help of (6.17) as
Pr2 cond(rw, b, s) =
= Pr{beam 1: rate rw used|b users}
· Pr{beam 2: r > rw|s− b users}
+ Pr{beam 2: rate rw used|s− b users}
· Pr{beam 1: r > rw|b users}
+ Pr{beam 1: rate rw used|b users}
· Pr{beam 2: rate rw used|s− b users} ⇒
Pr2 cond(rw, b, s) =








+ Pr1(rw, b) · Pr1(rw, s− b).
(6.20)
Equations (6.14), (6.15) and (6.18) can be used in (6.7) and (6.8) to calculate the
system throughput.
6.5.4 Analytical Model for the Throughput Evaluation of the
Mu-Opportunistic Scheme
So far, an analytical framework for the throughput calculation of the Mu-Threshold
scheme has been provided. This section will discuss a number of modifications that
can be made to the model, in order to extract the throughput calculation of the Mu-
Opportunistic scheme. In fact, the Mu-Opportunistic scheme is simpler to model,
since it does not employ a SNIR threshold and ensures a collision-free CTS phase.
The channel statistics given in Sections 6.5.1 are also valid in the case of the
Mu-Opportunistic scheme, whereas the throughput formulation in Section 6.5.2 can
be employed by setting m = N (i.e., a fixed number N CTS slots) and dropping
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and the average frame duration:





t(i, rw) · Pf (i,N, rw). (6.23)
Clearly, the frame duration times should be calculated appropriately, using the
frame sequence structure shown in Figure 6.10 as a reference.
The main modifications of the analytical model concern the calculation of the
frame type probability Pf (i,N, rw) due to the following reasons:
• The Mu-Opportunistic scheme does not consider a threshold and all users are
called to participate in the CTS phase. Nevertheless, even for transmission
with the minimum available rate r1, a minimum SNIR threshold condition
must be satisfied. Hence, the probability Pselect of having n out of N users











where instead of the threshold, the lowest available transmission rate r1 is
employed and F (y1) the CDF of the minimum SNIR value y1 calculated by
equation (6.4). In other words, all users that have a rate rw ≥ r1 will partici-
pate in the contention phase. Practically, unless a particularly harsh channel
is considered, all N users are likely to satisfy the minimum threshold condition
for the majority of the time.
• There are no collisions during the CTS phase, therefore all participating users
(n out of N) will survive (i.e., their feedback will reach the AP). As a result,
the probability Psurvive is greatly simplified from eq 6.13
Psurvive(s,m = N,n) =
{
1, s = n
0, otherwise.
(6.25)
With the above considerations in mind, new expressions for the probability
Pf (i,N, rw) are obtained, based on the scenarios illustrated in Figure 6.14.
An empty frame (i = 0) can only occur if all N users fail to satisfy the minimum
SNIR condition to employ the lowest rate r1. Hence:
Pf (i = 0, N) = Pselect(0) = F (y1)
N (6.26)
A single transmission frame occurs when there is at least one participating user
(n ≥ 1) and all the participating users select the same beam. Hence, the probability
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Figure 6.14: Possible frame type outcomes in Mu-Opportunistic scheme
of having a single transmission frame with rate rw is












Pselect(n) · 2(1−n) · Pr1(rw, n)
(6.27)
where Pr1(rw, n) is the probability that rate rw is used for transmission and is given
by equation (6.17) (by setting the threshold index γ = 1).
Finally, the probability of having a double transmission frame is given by:




Pselect(n) · Pr2(rw, n)
(6.28)
with Pr2(rw, n) as the probability that the frame duration is determined by rate
rw, calculated from the equation (6.19).
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6.6 Performance Evaluation
6.6.1 Simulation Setup
This section will focus on the performance evaluation of the proposed multiuser
schemes and will also demonstrate the validity of the analytical models for the
throughput calculation presented in Section 6.5. Apart from the theoretical values,
simulation results have been obtained with the help of a custom-made link layer
simulation tool implemented in C++. The motivation behind the development of
the simulator has been the flexibility in the MAC design and the possibility of
incorporating a detailed MISO channel model, which could not be easily included
in existing network simulators such as ns-2. The developed software tool employed
the channel and traffic models that will be described in this section to provide a
simulation of all the steps of the multiuser transmission sequence.
The simulation setup considers an infrastructure downlink network that consists
of an AP with nt = 2 transmitting antennas and N = 10 single-antenna users
(MISO scenario). An ideal AMC that ensures error-free data transmission has has
been assumed at the PHY layer, given that the rate for each transmission is selected
according to the link quality, as expressed by the SNIR.
Channel Model
A channel model that represents the IEEE 802.11n channel model B in Non-line-of-
sight (NLOS) conditions has been considered [79]. As mentioned in Section 6.3, a
block-fading model with independent and identically distributed complex Gaussian
entries ∼ CN (0, 1) has been considered, with a noise variance of 0.1.8 Each block
corresponds to the duration of a frame sequence and no correlations have been
assumed among the different blocks. This model has been employed to generate a
SNIR matrix whose form is depicted in Figure 6.15.
Each line of the matrix contains the SNIR values of the N users on the b = 2
beams during a given frame sequence tj . These entries have been fed to the C++
simulator to determine the channel condition of each user on a frame-by-frame basis.
The SNIR limits employed to determine the available transmission rate of each user
are given in Table 6.3 [84].
Four different scenarios have been considered, characterized by four channel
implementations (i.e., different SNIR matrices) denoted by ChA, ChB ,ChC and
ChD. The average link quality varies for each channel, with ChA corresponding to
the most unfavorable conditions and ChD representing a channel with high quality
links. For reference, the average user SNIR for channels ChA to ChD is 15dB, 17dB,
20dB and 25dB, respectively.9 According to Table 6.3, the average user rate for each
8Without loss of generality, a relatively low noise variance has been used. Higher values would
lead to different numerical results but without affecting the behavior of the evaluated MAC
schemes.
9These calculations consider the maximum SNIR value of each user on the two available beams,
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SNIRmatrix = 
yN1,b1(t1) yN1,b2(t1) yNN,b2(t1)
yN1,b2(t2) yN2,b1(t2) yN2,b2(t2) yNN,b1(t2) yNN,b2(t2)


























Figure 6.15: Representation of the matrix with the user SNIR values
Table 6.3: SNIR thresholds
Rate (Mbps) SNIR (dB)
0 (no transmission) ≤-8
6 -8 to 12.5
9 12.5 to 14
12 14 to 16.5
18 16.5 to 19
24 19 to 22.5
36 22.5 to 26
48 26 to 28
54 >28
scenario will be 12, 18, 24, and 36 Mbps, respectively. Since the channel realizations
are random, the available rate for each user at every time instance will oscillate
around the mean value (with the same variance for all users), through the block
fading channel defined in Section 6.3.
Traffic Model
The results presented in this chapter have considered saturated traffic conditions,
with a constant flow of downlink traffic for all users always available at the buffers
of the AP. The rationale behind this assumption has been to evaluate the maximum
gain that can be extracted from downlink transmissions, which requires the system
to operate under heavy traffic load. Unless otherwise stated, the size of the data
which are the values employed in Mu-Opportunistic and Mu-Threshold schemes. In the case of
Mu-Basic, where a user is not always scheduled on its preferred beam, the average SNIR and rate
for each channel model would be lower.
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Table 6.4: Simulation parameters
Parameter Value
Number of antennas (AP) nt = 2
Number of antennas (Users) nr = 1
Downlink Users N = 10
SIFS 16 µs
aSlotTime 9 µs
PHY Header (AP) 28 µs
PHY Header (Users) 32 µs
MAC Header 40 bytes
RTS (Mu-Basic) 14 + 6 · nt bytes
RTS (Mu-Opportunistic) 14 + 6 ·N bytes





packets has been fixed to 2312 bytes. All control frames are transmitted at the
lowest rate (i.e., at 6 Mbps) to ensure correct reception. The IEEE 802.11n frame
format has been adopted at the MAC layer, with the modifications proposed in
Section 6.4 for each multiuser scheme. A summary of the simulation parameters is
given in Table 6.4.
Definition of performance metrics
The performance metrics employed in this section are briefly described next:
• Throughput is defined as the rate of transmitted bits per second and is calcu-
lated as the ratio of the total number of successfully transmitted useful data
bits to the duration of the simulation experiment (average throughput). Unless
otherwise stated, the throughput metrics presented in this section will refer to
the average system throughput, which is the aggregate downlink throughput
corresponding to all N users.
• End-to-End Delay refers to the total delay related to the transmission of each
packet, calculated as the sum of the queuing, the access and the transmission
delay, defined as follows:
– The Queuing Delay is the waiting time of a packet in the system, from
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its generation until it reaches the head of the corresponding MAC layer
buffer. In the case of saturated traffic, where an infinite amount of packets
is available, this term is not evaluated and the End-to-End delay consists
only on the two other metrics, the access and the transmission delay.
– The Access Delay, measured from the moment a packet arrives at the
head of the MAC queue of a particular user until the initiation of the
corresponding MAC layer transmission sequence (i.e, the sequence that
will result in the transmission of the data packet, typically beginning
with an RTS).
– The Transmission Delay, defined as the elapsed time from the beginning
of the transmission sequence until the completion of the data packet
transmission, including the time required for the transmission of ACK
packets.
Reference Schemes
Finally, in the performance evaluation of the proposed multiuser schemes, some
MAC layer algorithms are employed as a reference. These reference schemes will be
briefly explained next:
• Su-Basic is a downlink version of the legacy, single-user IEEE 802.11 DCF
MAC. The only difference from the standard is that the backoff mechanism
is not employed in order to provide a fair comparison with the other down-
link schemes (as explained in Section 6.4, the backoff mechanism is not em-
ployed in the downlink phase since all frame sequences are initiated by the
AP). The frame sequence of the Su-Basic scheme is formed by the typical
RTS/CTS/DATA/ACK frame exchange. The downlink user is randomly se-
lected by the AP and its address is included in the RTS frame. Summarizing,
the Su-Basic can be considered as the single-user version of the proposed
Mu-Basic scheme (Section 6.4.1) where two users are randomly selected for
downlink transmission by the AP.
• Mu-Ideal is an ideal opportunistic multiuser scheme in which the users with
the highest SNIR values are scheduled on each beam. In other words, the
same scheduling objective as in the Mu-Opportunistic scheme (Section 6.4.2)
is targeted. The difference is that, in the Mu-Ideal scheme, it has been as-
sumed that the AP has a perfect knowledge of the channel condition and can
select the best set of users without any additional overhead. Hence, the frame
sequence is similar to the one depicted in Figure 6.8 for the Mu-Basic scheme,
but with the best set of users polled by the RTS. Clearly, this scheme is not
practical, since some mechanism for the CSI acquisition must be available at
the AP. The Mu-Ideal serves as an upper bound for the performance proposed
multiuser schemes.
• Su-Ideal can be considered as a single-user version of the Mu-Ideal algorithm.
In this case, only a single downlink transmission takes place (through the usual
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RTS/CTS/DATA/ACK frame exchange) but, in, addition, the user with the
best channel conditions is selected by the AP in each frame. Again, perfect
CSI is assumed at the AP with no additional overhead cost. The Su-Ideal
serves as an upper bound for the performance that can be achieved by single
user transmissions in the considered system setup.
• Su-Opportunistic is the last reference scheme that is a single-user equiv-
alent of the Mu-Opportunistic scheme. All the downlink users are polled by
a multidestination RTS that has the format shown in Figure 6.9. Then, the
users reply with N sequentially transmitted CTS, in a predefined order de-
termined by the order of the address list in the RTS. Once the CTS frames
are received, the AP selects opportunistically the best (and single) user for
transmission.
6.6.2 Potential Gains from Multiuser Transmissions: Evalu-
ation of the Mu-Basic Scheme
The first set of presented results focuses on the performance of the Mu-Basic scheme,
the simplest multiuser algorithm where users are randomly selected by the AP.
Throughput and mean end-to-end delay plots are presented in Figures 6.16 and 6.17,
for the four channel models, ChA to ChD and a packet size of L = 2312 bytes. The
presented results have been obtained through simulations. Apart from Mu-Basic,
the performance of three reference schemes is also plotted, in order to examine
different performance trade-offs and gains. In particular, the following comparisons
are made:
• Mu-Basic versus Su-Basic, in order to determine the gain from multiuser trans-
missions when random scheduling is employed.
• Mu-Basic versus Mu-Ideal, in order to determine the potential multiuser di-
versity gain that can be obtained through ideal opportunistic scheduling.
• Mu-Ideal versus Su-Ideal, in order to determine the gain from multiuser trans-
missions when ideal opportunistic scheduling is employed.
The remaining of this section will address there performance trade-offs in detail.
First of all, Mu-Basic is compared to the legacy, single-user IEEE 802.11g MAC,
which is denoted by the name Su-Basic. In both schemes, the AP selects ran-
domly the downlink users that are to be served in each transmission sequence.
The difference lies in the fact that in Su-Basic a single user is served in the typical
RTS/CTS/DATA/ACK frame exchange whereas in Mu-Basic two users are simul-
taneously served in the modified transmission sequence illustrated in Figure 6.8.
The presented results show that multiuser transmissions do not guarantee a per-
formance improvement with respect to single-user transmissions. On the contrary,
under relatively harsh channels, such as ChA and ChB , where the average supported


























































Figure 6.17: End-to-End delay performance bounds (L = 2312 bytes)
transmission rates are low, the Su-Basic scheme performs slightly better than the
Mu-Basic scheme. The performance of both schemes is similar for the case of ChC .
Finally, only under the good overall link conditions of ChD, does the Mu-Basic
scheme perform better that the Su-Basic.
The performance of these two schemes can be better understood by examin-
ing the distribution of the rates employed for transmission, shown in Figure 6.18.
Plots (a) and (b) show the rate percentages of Su-Basic for channels ChA and ChD,
whereas plots (c) and (d) contain the same statistics for Mu-Basic. First of all, it
can be clearly seen that higher rates can be supported in the case of ChD, resulting
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to higher throughput and lower delay performances for both schemes.
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Figure 6.18: Percentage of frames at the eight available rates (L = 2312 bytes)
By comparing the rate distributions of the two schemes for the same channel
type, it can be observed that, on average, Su-Basic employs higher rates with respect
to Mu-Basic. This can be explained by considering that in Su-Basic there is a single
downlink data transmission in each frame sequence. On the other hand, Mu-Basic
implements concurrent data transmissions on the two beams which cause some
interference to each other, despite being generated orthogonally. As a result, the
SNR on single transmission links is generally higher that the SNIR when the two
beams are employed.
The advantage of Mu-Basic scheme lies in the simultaneous transmission of two
data frames with less control information within the transmission sequence. How-
ever, there is a performance trade-off between single transmissions with higher data
rates and multiuser transmissions with potentially lower rates due to interference
limitations. Figure 6.19 shows an example of how the two schemes can have similar
throughput performance, despite the differences in the transmission sequences and
the employed rates. In general, multiuser transmissions are more efficient as the
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channel quality increases, as in the case of ChD.
Control Overhead
DATA @ 18 Mbps
DATA @ 24 Mbps
CTSRTS ACKACK CTSRTS DATA @ 48 MbpsDATA @ 48 MbpsSu-Basic
Mu-Basic ACK ACKCTS CTSRTS
Control Overhead
Figure 6.19: Example of the performance trade-off between single and multiuser trans-
missions
Going back to Figures 6.16 and 6.17, two other schemes have been evaluated,
referred to as Su-Ideal and Mu-Ideal. These two schemes are ideal opportunistic
implementations of the respective basic schemes: they maintain the same frame se-
quence structure but assume that the AP selects the user (or set of users) with the
highest available transmission rate. These implementations assume perfect knowl-
edge of the channel conditions of all the downlink users by the AP with no feedback
cost. The two schemes provide an upper performance bound that cannot be reached
by realistic schemes that require control overhead for the CSI acquisition.
The presented results clearly show that both ideal schemes achieve a considerably
higher throughput performance with respect to the basic schemes. This is due to
the multiuser diversity gain that is exploited by opportunistically selecting the best
users for each transmission. Figure 6.20 plots the diversity gain in the throughput
performance of Mu-Ideal with respect to Mu-Basic, for three different packet sizes
of L =2312, 1500 and 1000 bytes. Bigger packet sizes yield better performance due
to the reduced relative overhead information. In addition, even though the gain is
different for each channel model, the advantage of opportunistic scheduling is clear,
since throughput is practically doubled in most presented cases.
The potential enhancement that can be obtained by the multiple transmissions
of packets, instead of the single-user transmission, can be appreciated by comparing
the performance of Mu-Ideal and Su-Ideal schemes. This gain has been plotted in
Figure 6.21, again for the three different packet sizes. The results show that even
though single user transmissions are slightly more efficient for a hostile channel,
such as ChA, multiuser transmissions yield higher throughput for the other three
channel models. This is the same trend that has been observed in the comparison
of Mu-Basic and Su-Basic, but in the case of ideal opportunistic scheduling, the
obtained improvement is more pronounced with up to 35% gain.
Another observation is that the impact of the packet size on the multiuser trans-
mission gain is not straightforward. In the case of ChD, performance is better when
bigger packet sizes are employed. However, for the harsher channel models smaller
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Figure 6.21: Multiuser transmission gain of Mu-Ideal with respect to Su-Ideal
packets seem to be more appropriate. This comes as a consequence of the trade-off
explained before, in Figure 6.19, where it was shown that multiuser transmissions
at low rates (i.e., with long transmission times) are not very efficient. In this case,
the transmission time is not only affected by the rate but also by the packet size.
As a result, long packets transmitted at low rates aggravate the performance of the
multiuser schemes.
The results presented in this section lead to some interesting conclusions, that
can summarized as follows:
• The efficiency of multiuser transmissions depends greatly on the channel con-
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ditions of the downlink users. Multiple simultaneous transmissions yield sig-
nificant gain under good channel links that allow the use of high transmission
rates for all participating users. On the other hand, under harsh channels,
the gain is reduced and in some cases (especially if opportunistic scheduling
is not employed) it could be preferable to dedicate the available resources to
single-user transmissions.
• The upper performance bounds provided by the two ideal schemes show that a
substantial performance enhancement can be achieved by exploiting the mul-
tiuser diversity and transmitting opportunistically to high rate users. Nev-
ertheless, practical implementations of these schemes must be considered, to
provide mechanisms for the CSI acquisition required for the opportunistic
scheduling. Two possible implementations are the proposed Mu-Opportunistic
and Mu-Threshold schemes that will be evaluated in the following section.
6.6.3 Performance Analysis of Realistic Multiuser Schemes:
Validation of the Analytical Model
This section will focus on the performance evaluation of the two novel and more
advanced multiuser schemes, Mu-Opportunistic and Mu-Threshold and will also
demonstrate the validity of the analytical models for their throughput calculations
presented in Section 6.5.
Mu-Opportunistic Scheme
Figure 6.22 shows the average system throughput achieved by Mu-Opportunistic
scheme for the four channel models, N = 10 downlink users and three packet sizes
of L =2312, 1500 and 1000 bytes. The theoretical throughput values obtained by
the analytical model are represented by lines, whereas the markers correspond to
the simulation results. A close match between the theoretical and the simulated
values has been obtained.
Employing bigger packet sizes is more efficient as far as throughput is concerned
and the best throughput results are achieved for L = 2312 bytes. When smaller
packet sizes are considered, the cost of the control information has a stronger impact
on performance and efficiency is reduced. Performance also depends on the channel
model. Better channel conditions, as in the case of ChD lead to higher throughput
values. The same principle holds for the mean end-to-end delay performance, de-
picted in Figure 6.23. Delay is higher for the hostile ChA but is decreased as the
channel quality improves. On the other hand, for the same channel model, delay is
lower for smaller packet sizes, since they require less time for their transmission.
Figure 6.24 compares the throughput performance of Mu-Opportunistic scheme
with an equivalent single-user scheme called Su-Opportunistic, for L = 2312 bytes.
In both schemes, the AP acquires the CSI information on all downlink users through
N sequentially transmitted CTS. In Su-Opportunistic the AP selects the best user
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Figure 6.23: End-to-End delay performance for the Mu-Opportunistic scheme
for transmission, whereas in Mu-Opportunistic the best set of users is assigned to the
beams. The transmission gain obtained by the multiuser opportunistic scheduling
varies with the channel model but is substantial in all cases. A 21.3% improvement
is achieved for ChA, that reaches up to 72.5% for ChD. By contrasting these results
with Figure 6.16 where the single and multiuser basic schemes are compared, it can
be said that even though the advantage of multiuser versus single-user transmis-
sions is not significant if random scheduling is employed, it becomes evident with
opportunistic policies.




























Figure 6.24: Mu-Opportunistic and Su-Opportunistic throughput comparison (L =
2312 bytes)
Mu-Threshold Scheme
Continuing with Mu-Threshold, Figures 6.25 to 6.28 show the system throughput
for the four channel models ChA to ChD, respectively. The performance of Mu-
Threshold depends on two configurable parameters: the selected rate threshold and
the CTS slot number m. Since N = 10 downlink users have been considered, the
number of slots m has taken values between 2 and 10. For clarity, throughput ob-
tained for each channel model has been divided into two subplots, for lower and
higher threshold values (plots (a) and (b), respectively). As before, the theoreti-
cal throughput values obtained by the analytical model are represented by lines,
whereas the markers correspond to the simulation results. Theory and simulation
results match closely in every case.
It is interesting to observe the combination of threshold and slot number m
that yields the maximum system throughput for each channel model. The two more
hostile channels (ChA and ChB) achieve a maximum throughput for a threshold
of 24 Mbps, whereas ChC and ChD require higher thresholds (36 and 48 Mbps,
respectively). This is expected since better channels that support higher average
rates must employ higher thresholds to filter out low-rate users from the contention
phase. On the other hand, the optimum number of CTS slots is relatively low (2 or
3 slots) for all channels. In other words, few slots are sufficient to handle N = 10
downlink users, since the imposed rate thresholds limit the number of users that
participate in each transmission sequence.
Generally, the best configuration for the slot number m depends on the selected
threshold. Low thresholds lead to a high number of contending users and therefore
more slots are needed. On the other hand, for high thresholds, the number of partic-
ipating users is limited and m can be decreased. Note, also, that performance drops
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(b) High threshold values (24 to 54 Mbps)
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(b) High threshold values (36 to 54 Mbps)
Figure 6.26: Throughput performance for Mu-Threshold, theoretical model versus sim-
ulations (ChB)
when the threshold is too high, due to the fact that not many users satisfy the SNIR
condition, thus resulting to a high occurrence of empty frames (i.e., transmission
sequences that consist of the RTS/CTS phase but do not have any DATA and ACK
transmission).
The impact of the data packet size on the performance of Mu-Threshold has
also been evaluated. Figure 6.29 presents the obtained throughput and delay per-
formance for three different packet sizes, L = 2312, 1500 and 1000 bytes, as a
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(b) High threshold values (24 to 54 Mbps)













Sim., r≥12Mbps Theory, r≥12Mbps
Sim., r≥18Mbps Theory, r≥18Mbps























Sim., r≥36Mbps Theory, r≥36Mbps
Sim., r≥48Mbps Theory, r≥48Mbps











(b) High threshold values (24 to 54 Mbps)
Figure 6.28: Throughput performance for Mu-Threshold, theoretical model versus sim-
ulations (ChD)
function of the employed rate threshold under the channel ChA (similar results
can be obtained for the other channel models). Plot (a) shows the optimum num-
ber of CTS slots m that maximizes performance (i.e., maximizes throughput and
minimizes delay) for every threshold value. As before, fewer slots are required as
the threshold increases. The obtained throughput and delay performance for these
optimal values of m are given in plots (b) and (c), respectively.
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(c) Minimum End-to-End Delay
Figure 6.29: Performance for Mu-Threshold under ChA
6.6.4 Performance Comparison of the Multiuser Schemes
This section compares the performance achieved by the proposed multiuser MAC
schemes, Mu-Basic, Mu-Opportunistic and Mu-Threshold. The presented results are
divided into three parts, first discussing the enhancement obtained through oppor-
tunistic scheduling, then exploring the impact of the user number on performance
and finally contemplating what happens under a non-saturation regime.
Gains from opportunistic scheduling
Figures 6.30 and 6.31 plot the throughput and mean total delay performance for
the four channel models, N = 10 users and a packet size of L = 2312 bytes. The
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performance of the non-realistic Mu-Ideal scheme is also depicted, as a reference of


























































Figure 6.31: End-to-End delay performance comparison
The presented results for the Mu-Threshold have been obtained by considering
the best combination of threshold and CTS slot number values. These optimum
parameters are summarized in Table 6.5. In general, the channel statistics influence
heavily the Mu-Threshold performance and the optimization of the algorithm is
not straightforward since different objectives must be met to maximize performance
in diverse scenarios. This can be better understood by examining the percentage
of empty frames, given in the last column of the table. In the case of ChD, this
percentage is low, meaning that the majority of frames feature single or double
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data transmissions. On the other hand, for harsh channels the minislot-threshold
combination that maximizes throughput may result to a higher number of empty
frames (even up to 50% for ChA), thus revealing that it is more efficient, as far as
throughput is concerned, to transmit fewer packets but with a higher rate that to
transmit in every transmit sequence with lower rates.
Table 6.5: Best configuration for Mu-Threshold scheme
Channel
Threshold Slots Empty Frames
rγ m %
ChA 24 2 49.9
ChB 24 3 29.2
ChC 36 3 30.7
ChD 48 3 23.9
The performance of the two opportunistic schemes, Mu-Opportunistic and Mu-
Threshold, is bound between Mu-Basic and Mu-Ideal schemes. To illustrate this
point, two performance statistics have been calculated in Table 6.6. The first met-
ric reflects the throughput gain of the two schemes with respect to the Mu-Basic
algorithm. It can be observed that both schemes improve performance under all
the considered channel models by scheduling users with high available transmission
rates. However, the exact value of the achieved gain depends on the channel quality.
For harsh channels, the improvement is more pronounced. In the case of ChA, for
instance, a gain of approximately 66 % and 99 % is obtained by Mu-Opportunistic
and Mu-Threshold, respectively. On the other hand, when the channel quality is
good, as in ChD, the need for opportunistic scheduling is less critical. Nevertheless,
even in that case, an enhancement of more than 20 % can be achieved.
Table 6.6: Performance statistics for the proposed multiuser schemes
Throughput gain (%) Improvement margin (%)
with respect to Mu-Basic with respect to Mu-Ideal
Channel Mu-Opport. Mu-Thres. Mu-Opport. Mu-Thres.
ChA 65.84 99.21 26.80 5.56
ChB 75.76 94.36 35.64 22.66
ChC 49.67 62.69 47.03 35.25
ChD 17.25 23.47 65.45 57.11
Mu-Opportunistic and Mu-Threshold are two efficient multiuser schemes but
there is still a margin for improvement in order to achieve the upper bound set
by the Mu-Ideal. The second metric presented in Table 6.6 refers to the the avail-
able improvement margin. The three schemes share the principle of opportunistic
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scheduling, but implement it in different ways. Mu-Ideal assumes perfect CSI knowl-
edge without any additional overhead cost, which is an assumption that does not
hold for realistic schemes. Mu-Opportunistic introduces considerable overhead since
N = 10 CTS packets are sent in each transmission sequence. Finally, Mu-Threshold
manages to reduce overhead by employing m control slots, with m usually much
smaller than the number of total users N (in the presented example, the best per-
formance throughput has been obtained for no more than m = 3 slots). As a result,
Mu-Threshold is closer to the Mu-Ideal.
Another interesting observation is that the two practical schemes are closer to the
ideal performance under worse channel conditions. In the case of ChA, for instance,
the improvement margin is 26.8 % for Mu-Opportunistic and only 5.6 % for Mu-
Threshold (less that 1 Mbps below the upper throughput bound). The gap between
the achieved throughput and the ideal performance opens as the channel conditions
improve and in the case of ChD both schemes have an improvement margin of more
than 50 %. This occurs because the overhead information, consisting of control
packets transmitted at the lowest rate, has a greater impact on performance when
high data rates are employed.
Table 6.7 gives an estimation of the improvement achieved by exploiting the
multiuser diversity. This gain is reflected in the increase of the average data trans-
mission rate compared to the average user rate for each channel model. The average
data transmission rate is calculated as the average of the rates employed for the
transmission of all data frames. The average user rate is obtained by calculating the
average value of the maximum rate at which a user can transmit, if the best beam
(i.e., with the higher SNIR) for the particular user is selected. This value depends
on the channel model and is indicated in the second column of the table.
Table 6.7: Multiuser diversity gain
Channel
Avg. User Avg. Tx Rate (Mbps)
Rate (Mbps) Mu-Basic Mu-Opport. Mu-Thres. Mu-Ideal
ChA 12 9.73 18.77 27.60 18.77
ChB 18 14.37 23.76 30.48 23.76
ChC 24 19.01 34.46 44.40 34.46
ChD 36 32.41 46.73 51.64 46.73
In the case of Mu-Basic, the average transmission rate is lower than the average
user rate. This is a direct consequence of random scheduling and beam allocation:
users may be selected for transmission when their channel quality is low, or they may
receive increased interference from other simultaneous transmissions due to the sub-
optimal beam allocation. Mu-Opportunistic, on the other hand, exploits multiuser
diversity by assigning the best user on every beam. As a result, most transmissions
take place at rates above the average. In the case of ChD, for instance, the trans-
mission rate is 46.7 Mbps whereas the average user rate is limited to 36 Mbps. It
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should be noted that Mu-Opportunistic yields the same average transmission rate
as the Mu-Ideal scheme, since both schemes implement the same scheduling pol-
icy. Despite providing the same transmission rate, the throughput performance of
Mu-Opportunistic is lower than the ideal, due to the additional control overhead
required for the CSI acquisition.
Finally, the maximum transmission rate values are achieved by Mu-Threshold.
At first glance, is seems puzzling to obtain rates above those of the Mu-Ideal scheme.
Nevertheless, this can be explained with the help of the data presented in Table 6.5.
By imposing a rate threshold, Mu-Threshold scheme controls the minimum rate that
can be employed for transmission. For instance, in the case of ChD, the optimum
performance is achieved for a threshold of 48 Mbps, meaning that all transmis-
sions have taken place at the rates of 48 and 54 Mbps, thus increasing the average
transmission rate. On the other hand, since the average user rate for this chan-
nel is 36 Mbps, there is a high possibility that users may not satisfy the threshold
condition, resulting to empty frames with no data transmissions. For the best config-
uration of Mu-Threshold for ChD, the percentage of empty frames is approximately
24% of the total frame sequences, as indicated in the last column of Table 6.5.
Performance as a function of the number of users
So far, a relatively small number of users, N = 10 has been considered. The fol-
lowing set of plots in Figure 6.32 shows the maximum throughput obtained by
Mu-Opportunistic and Mu-Threshold as a function of the number of system users
N for the four channel models. The best configuration for the Mu-Threshold has
been considered and the employed values for the slot number and the rate threshold
are also indicated in the figure.
In the case of Mu-Opportunistic, throughput decreases as the number of users
grows. This is an unavoidable consequence of the control overhead required for the
acquisition of CSI by all the system users. The degradation is more pronounced
as the channel improves (e.g., ChD) and higher rates are employed for the data
transmission (but not the overhead that is sent at the lowest supported rate). The
lesson learned from this observation is that when multiple users are present, the
Mu-Opportunistic mechanism is not very efficient. As a more viable alternative,
the AP could divide the users in smaller groups and poll a user subset in each
transmission sequence. This would reduce the multiuser gain but would also limit
the introduced overhead.
On the other hand, Mu-Threshold handles multiple users in a more efficient way
and throughput is actually improved as the user number increases. Several factors
affect this behavior. First, when more users are present, the gain extracted from
multiuser diversity also increases, since there is a higher probability of assigning
a high-user rate on each beam. Second, unlike the Mu-Opportunistic scheme, the
control overhead does not increase linearly with N but depends on the number of
CTS slots m.
The selection of the slot number and the rate threshold provides a flexible mech-



















































































































































Figure 6.32: Throughput performance comparison versus the number of users
anism to control the number of participating users in each transmission sequence.
The best configuration depends on the channel distribution but generally the fol-
lowing principles hold:
• More slots are required as the number of user grows, to reduce the collision
probability in the contention window. By observing the best configuration for
each case, marked in Figure 6.32, it can be said that m generally follows an
increasing trend.
• The collision probability can also be reduced by increasing the rate threshold,
which results to a smaller number of participating users (but with higher avail-
able rates). Again, as the number of users grows, the threshold is progressively
raised.
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The joint selection of the rate threshold and the slot number is a gradual process.
Take for example the case of ChD, depicted in Figure 6.32(d). For N = 10 users,
the best configuration is m = 2 and a threshold of 36 Mbps. As more users are
added to the system, the number of slots is increased to m = 5 for N = 30 users,
with the threshold remaining the same. Then, for N = 40, the threshold is raised
to 48 Mbps. Since the higher threshold filters out part of the users, a lower slot
number can be afforded (m = 3). Finally, to handle 50 users, m again is increased
by 1 unit.
This step by step adaptation of the two configurable parameters allows the
system to adjust to more users and attain high throughput values. Nevertheless,
the system capacity is limited, so unavoidably performance eventually drops once
the maximum throughput is gained. This occurs, for instance, in the case of ChD,
where the maximum throughput is obtained for N = 40 users, for m = 6 and a
threshold of 54 Mbps.
Non-saturated case
Finally, a non-saturated traffic scenario has been considered. In particular, it has
been assumed that the AP is associated with N users but at a given moment it has
downlink data packets for only a subset of M active users (with M ≤ N). According
to the Mu-Threshold scheme, the AP initiates the downlink phase by transmitting
a broadcast RTS intended for all N associated users. The users then measure the
SNIR of the link and reply with a CTS if they meet the threshold condition. How-
ever, they have no way of knowing whether they belong to the active set or not;
their only criterion for participating in the contention phase is the measured SNIR.
Consequently, it is possible that the users that survive the contention phase may
not belong to the active set of users, leading to an occurrence of empty frames.
This problem is avoided by the Mu-Opportunistic scheme, since a multi-destination
RTS frame that includes the addresses of the M active downlink users is employed.
Hence, in the case of non-saturated traffic, only the active user set is polled by the
AP; the non-active users do not participate in the CTS phase since their address is
omitted from the RTS.
Figure 6.33 plots the performance of Mu-Thres and Mu-Opportunistic under
non-saturated traffic for the harsh channel ChA. In plot (a) the total number of
users has been set to N = 10 and the number of active users M has been varied
from 2 to 10. The obtained results show that when the number of active users is
small (for M ≤ 5), higher throughput is achieved by Mu-Opportunistic. On the
other hand, as traffic grows and more active users are present, Mu-Threshold yields
the best throughput results. This can be interpreted in the following way. When
the AP has downlink data for relatively few users (less than five, in this case) it
is more efficient to implement Mu-Opportunistic and poll these users by including
their address in the RTS. On the contrary, when more than five out of ten users are
active, it is preferable to implement Mu-Threshold and employ a broadcast RTS
instead of a long address list, despite the risk of having some empty frames due to
the inactive users that may participate in the contention phase.
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Figure 6.33 (b) plots the throughput of the two algorithms under the same
channel model (ChA) for a total number of N = 20 users. The number of active
users in this case takes values from M = 10 to 20 users. It can be observed that, for
this configuration, Mu-Threshold is always better than Mu-Opportunistic. Initially,
for M = 10, the two algorithms have a relatively close performance, but as the active
user set grows, the throughput achieved by Mu-Threshold increases steadily and the
performance gain is clearly marked. This occurs because the multiuser diversity gain
grows as more active users are present and Mu-Threshold is able to extract this gain
with relatively low overhead. On the other hand, the length of the address lists and
more importantly the duration of the CTS phase of the Mu-Opportunistic becomes












Mu-Opportunistic Mu-Thres (m=2, r≥24)
Best policy 
depends on
Mu-Thres better as 










the number of 
active users
ChA Model, N = 10 users












Mu-Opportunistic Mu-Thres (m=2, r≥24)
0
4





ChA Model, N = 20 users
(b) N = 20 total users
Figure 6.33: Throughput for non-saturated downlink traffic under channel ChA
Figure 6.34 plots the respective results that correspond to the channel model
ChD, in which the users have a better average link quality. As a result, higher trans-
mission rates can be supported by the users and the system capacity is generally
increased. Nevertheless, the use of high rates for the data transmission is followed by
a loss in efficiency due to the transmission of control frames at the lowest available
rate (to increase robustness against errors). This is reflected on the performance of
the Mu-Opportunistic scheme: maximum throughput is achieved for M = 4 users
and then performance begins to deteriorate due to the overhead caused by the
increasing number of CTS responses by the users.
Conversely, the throughput of Mu-Threshold is very low when few active users
are present but keeps increasing as the number of users grows. This is shown in Fig-
ure 6.34 (a) where N = 10 users are considered. Initially, the throughput achieved
by Mu-Threshold is significantly lower with respect to Mu-Opportunistic but shows
an increasing slope and eventually Mu-Threshold becomes the most efficient scheme
near saturation (for M ≥ 9). In the case of N = 20 users (plot (b)), both schemes
obtain similar results when half of the users are active (i.e., M = 10) but as the
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Figure 6.34: Throughput for non-saturated downlink traffic under channel ChD
The main conclusion drawn from the presented results is that when the number
of active users in the system is low, Mu-Opportunistic is more efficient since it sched-
ules the best set of users with relatively low control overhead. Under these conditions
Mu-Threshold underperforms because the threshold mechanism backfires: the im-
posed threshold reduces the number of participating users in the contention phase
but does not guarantee that the selected users will belong to the active user set.
This becomes more pronounced when the channel condition of the users are more
favorable (e.g., in the case of ChD) since a higher threshold is selected. Neverthe-
less, when the number of active users exceeds a critical value that mainly depends
on the average channel conditions of the users, Mu-Threshold is able to extract the
multiuser gain of the channel and its advantage over Mu-Opportunistic becomes
clear.
6.7 Further Discussion and Open Issues
The integration of MIMO/MISO technology in WLANs has become a reality with
the emerging IEEE 802.11n standard; however there are many open issues regard-
ing MAC protocol design that must be addressed to fully exploit its potential. This
chapter has presented a number of multiuser MAC downlink schemes that, com-
bined with a low-complexity transmission technique, can boost the performance of
infrastructure IEEE 802.11 based WLANs.
Still, there are many directions for future investigation in in the multiuser MAC
layer design. With the proposed opportunistic schemes in mind, some modifications
that could lead to further performance enhancements include the following:
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• Frame Aggregation mechanisms to reduce the control overhead.
• QoS provisioning that will include delay or fairness metrics in the scheduling
decisions.
• Adaptive schemes for the selection of the best multiuser algorithm and for
parameter optimization for each scenario.
Some further thoughts on these issues are given in the remaining part of this
section.
6.7.1 Frame Aggregation for Multiuser Scenarios
In the proposed multiuser schemes, transmissions to different users can take place at
different transmission rates, depending on the link quality of each user with respect
to the AP. When two different rates are employed for simultaneous transmissions on
different beams and assuming the same packet size, the duration of the transmission
sequence is limited by the lower-rate user. An example of this situation is shown in
Figure 6.35.













Figure 6.35: Example of frame aggregation
The IEEE 802.11n specification defines two frame aggregation schemes, called
A-MPDU and A-MSDU. In the A-MPDU scheme, multiple MAC data frames (MP-
DUs) are joined in a single PHY layer frame (PSDU). Due to the robust delimiting,
errors in one MPDU do not imply the loss of the whole A-MPDU frame. In the A-
MSDU, a common PHY and MAC header is used for multiple data units (MSDUs).
This scheme is very useful for applications that use many small data frames, such
as TCP acknowledgments, but is less robust against errors.
These existing mechanisms could also be applied to the multiuser schemes, along
with some smart algorithms for the selection of the most appropriate aggregation
size. A possible aggregation objective could be to minimize the gap in the trans-
mission times of data packets at different rates and thus increase the efficiency of
the transmission sequence. In the example of Figure 6.35, an aggregated A-MPDU
frame of three data packets transmitted at 54 Mbps could be scheduled for the
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high-rate user, in order to compensate for the longer second user transmission at
18 Mbps.
A more advanced policy could implement multi-destination frames for multiple
users scheduled on the same beam. In the MAC schemes presented in this chap-
ter, the number of selected users in each transmission sequence cannot exceed the
number of generated beams (or antennas). Nevertheless, the AP collects CSI from
multiple users in order to opportunistically select the best set. This information
could be further exploited to schedule more than one user on the same beam.
6.7.2 QoS Provisioning
The results presented in this chapter mainly focused on maximizing the system
throughput performance, which is the most representative metric under saturation
conditions. Nevertheless, especially in non-saturated scenarios, more metrics can be
taken into consideration to attain difference performance goals.
The most direct application of QoS provisioning in multiuser downlink trans-
missions would be to include delay constraints in the scheduling decisions. So far,
the sole criterion for user selection has been the link quality of the users in order
to perform transmissions at the highest available rates. Nevertheless, the AP could
easily modify the scheduling rules to serve users with strict delay deadlines, despite
their channel condition. This policy could lead to interesting trade-offs between user
satisfaction and global system efficiency.
On a different note, it can be claimed that fairness is always an issue in op-
portunistic scheduling schemes. In this analysis, a homogeneous network scenario
has been considered in which all users have similar channel statistics on average,
despite instantaneous fluctuations of their channel conditions. However, users that
suffer from channel fading for long time intervals would seldom get the chance to
be served, especially under heavy traffic conditions.
The application of QoS and fairness criteria in the case of Mu-Opportunistic
scheme is rather straightforward, due to the fact that all system users are sequen-
tially polled by the AP and their CSI is known. As a result, the AP can select
the best set of users depending on the performance goal (e.g., the user with delay-
sensitive traffic or the one with the smallest share on the allocated bandwidth) and
perform the downlink transmission at the maximum available rate.
In the case of Mu-Threshold, more drastic modifications are required since the
threshold application limits the participation of low-rate users in the CTS contention
phase. If necessary, the AP could still initiate data transmission to these users,
however, due to the lack of valid CSI information, the lowest transmission rate
should be employed to minimize reception errors. An intermediate solution would
be to apply a more relaxed threshold condition along with a p-persistent policy. In
this case, low-rate users who would otherwise be excluded from the CTS phase could
be allowed to participate with a probability p. This probability could be constant
or dynamically selected by the user depending on QoS constraints.
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6.7.3 Adaptive Multiuser Scheme
This chapter has presented two opportunistic multiuser schemes, Mu-Opportunistic
and Mu-Threshold. The obtained results have shown a general overall improvement
of the total system throughput with respect to non-opportunistic transmissions.
In most studied scenarios, Mu-Threshold achieved the best performance, when the
slot number and threshold parameters were optimally tuned. Nevertheless, the best
parameter configuration depended on the several parameters such as the channel
distribution or the number of system users.
An interesting line of investigation would be to develop an adaptive algorithm to
dynamically adjust the configurable parameters of the multiuser scheme to match
the time-varying channel conditions. Different approaches to this issue are available:
• For systems under slow-varying channels, an adaptive scheme could be devel-
oped with the help of the analytical models for the throughput calculation,
presented in Section 6.5. These models assume some steady state probabilities
for the channel distribution, which could be obtained through channel mea-
surements during an initial training phase. Based on these statistics, the opti-
mum configuration could be found through the mathematical model. Clearly,
if the mathematical model is to be employed at runtime, some computing
power must be available at the AP.
• Another approach is the implementation of a heuristic algorithm to gradually
guide the system to the best configuration after a number of steps. Some
guidelines on the impact of the slot number and the threshold on the system
behavior have been provided in the previous section.
• A combination of the two aforementioned schemes could potentially be the
best solution. The analytical model could be employed to obtain some initial
estimation of the optimum configuration which would, in turn, be fed as an
input to the heuristic algorithm.
6.8 Conclusions
This chapter has presented a novel approach for the integration of multiuser capabil-
ities in IEEE 802.11n based WLANs. On one hand, a low-complexity beamforming
technique named MOB has been employed at the PHY layer. The main strength of
MOB lies in the fact that it only requires partial CSI information at the transmitter
side, in the form of SNIR measurements acquired by the downlink users. Since the
IEEE 802.11n specification supports beamforming, MOB can be easily implemented
with minor modifications in the beamforming steering matrices.
On the other hand, in order to exploit the potential of the MOB technique in
a realistic scenario, it is necessary to design appropriate MAC layer mechanisms
to handle multiuser transmissions. In this chapter, three MAC layer schemes have
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been proposed. The first scheme, Mu-Basic, implemented a simple random schedul-
ing multiuser scheme, meant to serve as a performance reference. Then, two oppor-
tunistic schemes have been proposed, Mu-Opportunistic and Mu-Threshold, that
enhance performance by extracting the multiuser diversity gain. Table 6.8 provides
a comparison of the basic features of these three MAC layer schemes.
Table 6.8: Summary of the proposed multiuser MAC Schemes
Multiuser MAC Schemes
Parameter Mu-Basic Mu-Opportunistic Mu-Threshold
RTS Destination 2 recipients Multicast Broadcast
CTS collisions No No Yes
CTS Phase Length 2× CTS N× CTS m×CTS
Scheduling Random Opportunistic Opportunistic
Mac Overhead Low High Low
Efficiency Low Medium High
Optimization Parameter - - m, threshold
The performance evaluation of the proposed schemes through both mathemati-
cal analysis and simulations under four different channel scenarios has led to many
interesting observations. The lessons learned can be employed to improve the pro-
posed algorithms but also as more general guidelines in the design of multiuser
MAC schemes. The more remarkable conclusions are summarized as follows:
• Employing multiuser transmissions does not always guarantee a performance
improvement with respect to single-user transmissions when random schedul-
ing is employed, as shown by the comparison between Mu-Basic and its single
user equivalent. A trade-off exists between allocating antenna resources to
multiple users, risking increased interference, versus employing all antennas
for a more reliable single-user transmission. This trade-off mainly depends on
the channel and user distributions of the system.
• Opportunistic scheduling of the best set of users so as to maximize the average
transmission rate is an effective way to shift the aforementioned trade-off
towards multiuser transmissions. In other words, if users are opportunistically
selected depending on their measured channel quality, the gain achieved by
multiuser transmissions is significant.
• Multiuser diversity gain increases with the number of system users, since there
is a higher probability of finding a high-rate set of users among a larger user
pool. On the other hand, more users come with a cost of additional control
overhead for the CSI acquisition. Mu-Threshold handles efficiently multiple
users by setting appropriately the slot number and the rate threshold pa-
rameters. In the case of Mu-Opportunistic scheme, the control overhead in-
creases linearly with the user number and performance eventually drops. On
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the contrary, the Mu-Threshold scheme requires less control overhead and
is shown to be more efficient than a straight-forward approach that explic-
itly polls all the associated users, under medium and high traffic conditions.
Nevertheless, when few users are present or under non-saturated scenarios,
the Mu-Opportunistic approach of collision-free sequential CTS transmissions
becomes more effective that the probabilistic threshold selection mechanism.
• Under harsh channels, the performance of the proposed multiuser schemes ap-
proaches the upper performance bound set by the ideal case of having perfect
CSI knowledge with no additional overhead. On the other hand, under more
favorable channel conditions, there is still a margin for potential improvement




The design of efficient MAC layer protocols for wireless networks is not an easy
task. The continuous growth of the WLAN market and the emergence of new tech-
nologies create new application scenarios and service requirements. As a result, it
is not always possible to find ubiquitous solutions for performance enhancement,
since, an optimum policy under certain network circumstances may be detrimental
under a different scenario. Hence, it is often necessary to focus on improving par-
ticular aspects of WLANs and identify the performance trade-offs associated with
the proposed solutions.
This statement is particularly true in the case of CL design. The layered principle
of the OSI protocol stack was meant to optimize each layer protocol operation
independently. Breaking this rigid architecture with CL interactions among different
layers involves some risks but can also lead to significant performance enhancements.
The main motivation of this thesis has been to explore the potential benefits and
the possible trade-offs associated with CL-based MAC schemes.
A significant part of this thesis has been focused on the DQCA protocol (Chap-
ter 3), an efficient MAC scheme that avoids data collisions and can achieve near-
optimum performance even as the number of users grows. DQCA provides a suitable
framework for CL optimization, mainly due to the structure of its frame sequence
that is always completed with the broadcast transmission of a feedback packet by
the AP. This packet can be employed as the vessel to convey to the users all the
necessary feedback information (including CL parameters) collected by the AP.
The feedback mechanism of DQCA has been employed, in the first place, to
collect and distribute information on the channel state of each user, acquired by
the AP from the user access requests (ARS). This has led to the design of a link
adaptation scheme that permits each user to select the transmission rate according
to the quality of its wireless link to the AP (Chapter 4). A mathematical framework
has been developed for the throughput and mean delay performance evaluation of
DQCA with link adaptation and has been validated with the help of computer-based
simulations carried out with a custom-made C++ simulation tool.
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The study of the DQCA performance under different channel and traffic condi-
tions has revealed several interesting conclusions. First, it has been shown that for
a given transmission rate, DQCA obtains a higher channel utilization with respect
to the legacy IEEE 802.11 DCF, by operating in a collision-free TDMA-like manner
with low control overhead. The gain over the legacy MAC is also achieved when
multi-rate channel scenarios are considered and the link adaptation mechanism is
applied. DQCA maintains a stable maximum throughput performance regardless
of the number of users due to its efficient collision resolution algorithm that can
generally operate effectively with as few as m = 2 control minislots.
In continuation, four CL scheduling algorithms have been proposed, that alter
the FIFO transmission order of DQCA in order to achieve different performance
goals (Chapter 5). On the one hand, channel-aware scheduling has been employed
to prioritize users with a good channel and deter transmissions by those who suffer
from harsh link conditions. Opportunistic policies generally enhance the overall sys-
tem performance since transmissions take place at higher bit rates. Different levels
of priority can be assigned to high-rate users, resulting to different performance
trade-offs. For instance, absolute opportunistic schemes, such as CL-alg, maximize
throughput can be unfair towards users that experience long fading periods.
On the other hand, service-aware policies have been proposed that take into
account QoS requirements imposed by the application layer. QoS provisioning be-
comes a necessity due to the increasing number of real-time traffic for multimedia
applications. SP-alg implements a strict service differentiation scheme that guaran-
tees high performance to the delay-sensitive classes of voice and video traffic, in the
expense of the lower priority data services.
The combination of these two policies forms CLSP-alg that provides high perfor-
mance opportunistic scheduling with QoS provisioning. At last, the VPF-alg offers
a more general and flexible framework that can implement different CL schedul-
ing strategies by appropriately selecting the definition of the priority function that
determines the transmission order.
The proposed CL schemes have been designed with the aim to enhance through-
put performance and provide QoS provisioning. Nevertheless, advanced scheduling
comes at a price. The most immediate repercussion is the introduction of additional
control overhead for the distribution of CL information among the system users.
Another important consequence is that, although transmission priorities may ben-
efit a subset of the system users, they have a negative impact on fairness and may
cause significant performance deterioration to the less privileged users.
Hence, the suitability of each algorithm depends on the network setup (channel
and traffic statistics of the users) but also on the desired performance goal. If the
total system throughput is more important than the individual user satisfaction,
then opportunistic schemes can be employed without caution. Under this hypoth-
esis, low rate users would be seen as a bottleneck for the system performance and
would be starved from system resources. On the other hand, if fair user treatment
is the goal, then the VPF-alg is a more suitable and flexible option.
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All the channel-aware CL schemes make scheduling decisions based on informa-
tion of the condition of the wireless channel of each user. However, the gain achieved
through opportunistic scheduling is lost if the channel information does not reflect
the actual link condition. Outdated CSI leads to less efficient scheduling decisions
and can cause transmission errors and packet retransmissions. The need for accurate
CSI has led to the design of an update mechanism for the acquisition of periodic
reports on the channel state of the users. This mechanism is particularly important
under fast time-varying channels when the cost of the additional control overhead
is compensated by the performance improvement of the opportunistic scheduling
with valid CSI.
The last major contribution of this thesis is the proposal of solutions for the in-
corporation of multiuser capabilities in IEEE 802.11n-based WLAN systems, with-
out losing backward compatibility with the standard (Chapter 6). A low-complexity
beamforming technique based on the generation of random orthogonal beams has
been employed at the PHY layer. The main idea behind the proposed MAC schemes
is the same: to find the best set of users that can be simultaneously served by the
AP, while maximizing the transmission rate and minimizing the interference. In
other words, the CL-based opportunistic scheduling paradigm is again employed,
this time in the context of multiuser transmissions. The challenge lies in provid-
ing efficient mechanisms for the acquisition of the necessary feedback information,
which, in this case consists of the SNIR measurements of the users on the generated
beams.
Two novel schemes have been proposed that differ in the implementation of
the contention phase during which the downlink users attempt to transmit their
channel state to the AP. Mu-Opportunistic is a polling scheme in which the users
transmit sequentially a CTS frame with their CSI in a predefined order, thus avoid-
ing collisions but generating a considerable amount of control feedback. On the
other hand, in the Mu-Threshold scheme a contention window of reduced size is
defined and users attempt CTS transmissions in randomly selected slots. To filter
out the user participation and reduce the probability of collisions, a SNIR threshold
is imposed and only users with superior link conditions are allowed to participate
to the contention phase.
An analytical model for the maximum throughput performance under satu-
ration traffic conditions of both multiuser schemes has been presented and vali-
dated through simulations. Comparison with some benchmark reference schemes
has shown that considerable throughput enhancement can be obtained. Neverthe-
less, simultaneous multiuser transmissions do not guarantee a performance improve-
ment. The key is to also exploit multiuser diversity by selecting the best set of users,
a goal achieved through the CL-based opportunistic principle. In addition, the ad-
vantage yielded by the proposed schemes increases as the channel conditions of the
users deteriorate and as the traffic load of the system grows. In other words, the
additional complexity of CL scheduling becomes more justified under adverse con-
ditions; on the other hand when the link quality of the users is high and the traffic
load is low, simpler scheduling algorithms can be employed.
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Overall, this thesis has followed two different roads in the context of MAC layer
design. The first has been to improve the basic DQCA mechanism, an efficient but
not standard protocol and the second to propose enhancements to the IEEE 802.11n
standard for multiuser transmissions in multiple antenna systems. Despite the dif-
ference in the two approaches, the main philosophy behind the CL enhancements
and the nature of the performance trade-offs share many similarities.
The research contributions presented in this work has opened several new lines
for future investigation. Some open issues have already been identified throughout
this thesis and guidelines for their approach have been provided.
The main goals for future work with respect to the first part of the thesis on
DQCA-based CL design can be summarized as follows:
• So far, the performance of DQCA has been evaluated through an analytical
framework and with the help of extensive simulations. An important step
forward would be the hardware implementation of the DQCA MAC protocol
on a testbed. This would provide further insight on the DQCA operation,
it would permit the practical selection and fine tuning of several protocol
parameter values and would, without doubt, open the road to many interesting
experiments.
• This thesis has described some mechanisms for the recovery of the system in
the presence of errors that guarantee the stable protocol operation. The next
step would be to proceed to a more complete analysis and evaluation of the
DQCA performance under channel errors and interference.
• The study of the coexistence of DQCA with other wireless systems that op-
erate in unlicensed frequency bands, such as IEEE 802.11 and Bluetooth,
is an open issue that should be taken into account in future deployments
of DQCA-based networks. Some work in the direction of the DQCA/IEEE
802.11 coexistence has already been conducted and discussed in Chapter 3.
• Another interesting line of investigation involves the design of handoff mech-
anisms for a cellular scenario. This thesis has provided a description of the
basic handoff actions that can be implemented in DQCA, including the chan-
nel scanning, the discovery and selection of the best AP and the reassociation
process. These processes and especially the AP selection can be further en-
hanced through CL interactions to achieve load balancing and QoS-aware
policies. The preliminary results presented in [68] can be used as a starting
point for this line of future work.
There are also several open issues regarding the second part of this thesis, focused
on multiuser downlink MAC schemes for IEEE 802.11n-based WLAN systems:
• The work on multiuser MAC schemes has been developed in compliance with
the IEEE 802.11n specification that supports MIMO but does not consider
multiuser transmissions. Recently, the IEEE 802.11ac task group has been
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working on an amendment aimed to extend the total network throughput be-
yond the gigabit-per-second barrier by adding, among other things, multiuser
capability to the system. The contributions of this thesis can be used as a
basis for more innovative solutions that can be aligned with the new draft
standard.
• The presented results have shown that the proposed multiuser algorithms can
generally improve the total system throughput but there is still a margin
for performance improvement. Future work can be focused on the effort to
increase efficiency by further reducing the control overhead through mecha-
nisms such as frame aggregation or more intelligent user selection strategies.
Different scheduling policies can also be employed for QoS provisioning and
fairness among users.
• The analysis provided in this thesis has mostly considered homogeneous chan-
nel conditions and saturation traffic. Nevertheless, in a realistic scenario, link
quality and downlink traffic may not be the same for all users or they may
change over time. In order to fully exploit the potential of the proposed
schemes, it would be necessary to design an adaptive algorithm for the selec-
tion of the most appropriate multiuser scheme and the optimal configuration
of parameters such as the threshold and the CTS slot value in the case of
Mu-Threshold.
Concluding, this thesis has advanced the state of the art first by presenting
DQCA, a new efficient MAC layer protocol for WLANs, enriched through CL in-
teractions and, second, by introducing multiuser MAC schemes for MIMO systems.
The two parts of the thesis have provided valuable lessons on CL design centered
at the MAC layer. Even though they have been treated independently throughout
this dissertation, it is possible to envision a system where both parts are combined.
This joint scenario could consist of a DQCA-based communication in the uplink di-
rection, combined with a multiuser transmission scheme in the downlink. The road
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