A new adaptive orthogonal search (AOS) algorithm is proposed for model subset selection and non-linear system identification. Model structure detection is a key step in any system identification problem. This consists of selecting significant model terms from a redundant dictionary of candidate model terms, and determining the model complexity (model length or model size). The final objective is to produce a parsimonious model that can well capture the inherent dynamics of the underlying system. In the new AOS algorithm, a modified generalized cross-validation criterion, called the adjustable prediction error sum of squares (APRESS), is introduced and incorporated into a forward orthogonal search procedure. The main advantage of the new AOS algorithm is that the mechanism is simple and the implementation is direct and easy, and more importantly it can produce efficient model subsets for most non-linear identification problems.
Introduction
A wide class of input-output non-linear dynamical systems can be represented by the NARX (Non-linear AutoRegressive with eXogenous inputs) model of the form yðtÞ ¼ fðyðt À 1Þ, . . . , yðt À n y Þ, Â uðt À 1Þ, . . . , uðt À n u ÞÞ þ eðtÞ,
where the non-linear mapping f is often unknown and needs to be identified from given observational data of the input u(t) and the output y(t); n u and n y are the maximum input and output lags; e(t) is the model prediction error, which can often be treated as an independent zero mean noise sequence providing that the function f gives a sufficient description of the system. The non-linear mapping f can be constructed using a variety of local or global basis functions including polynomials, kernel functions, splines, radial basis functions, neural networks and wavelets. A NARX model constructed using basis function expansions can be expressed using a linear-in-the-parameters form
where m ðtÞ ¼ m ð'ðtÞÞ are model terms generated in some way from the regression vector 'ðtÞ ¼ ½ yðt À 1Þ, . . . , yðt À n y Þ, uðt À 1Þ, . . . , uðt À n u Þ T , m , are unknown parameters, and M is the number of total potential model terms involved. One of the most popular representations is the polynomial model, which takes the form below
where i 1 , i 2 ÁÁÁi m are parameters, d ¼ n y þ n u and f i 1 i 2 ÁÁÁi m x i 1 ðtÞ, x i 2 ðtÞ, . . . , x i m ðtÞ À Á
x k ðtÞ ¼ yðt À kÞ 1 k n y uðt À ðk À n y ÞÞ n y þ 1 k d:
& ð5Þ
The degree of a multivariate polynomial is defined as the highest order among the terms, for example, the degree of the polynomial hðx 1 , x 2 , x 3 Þ ¼ a 1 x 4 1 þ a 2 x 2 x 3 þ a 3 x 2 1 x 2 x 2 3 is determined by the term x 2 1 x 2 x 2 3 and thus ' ¼ 2 þ 1 þ 2 ¼ 5. Similarly, a NARX model with a nonlinear degree ' means that the order of each term in the model is not higher than '.
The initial linear-in-the-parameters model (2) may involve a large number of candidate model terms whatever basis functions are employed to approximate the unknown non-linear mapping f, especially when the maximum lags n u and n y are large. Experience shows that in most cases only a small number of significant model terms are necessary in the final model to represent given observational data. Most candidate model terms are either redundant or make very little contribution to the system output and can therefore be removed from the model. An efficient model structure determination approach has been developed based on the orthogonal forward regression (OFR) algorithm and the error reduction ratio (ERR) criterion (an index indicating the significance of each model term), which was originally introduced to determine which terms should be included in a model . This approach has been extensively studied and widely applied in non-linear system identification (Chen et al. 1991 , 2004a , b, Billings and Jones 1992 , Zhu and Billings 1996 , Hong et al. 2003 , Wei et al. 2004 .
The standard OFR-ERR algorithm provides a powerful tool to effectively select significant model terms step by step, one at a time, by orthogonalizing the associated regressors and maximizing the ERR criterion, in a forward stepwise way. The standard OFR-ERR algorithm, however, does not provide information on how many significant model terms should be included in the final model, and the search procedure is often terminated when the ERR value arrives at a threshold that is heuristically or empirically chosen in advance. An additional separate procedure is therefore often needed to aid the determination of the optimal or suboptimal number of significant model terms. To ameliorate the effectiveness of the OFR-ERR algorithm, Hong et al. (2003) and Chen et al. (2004a, b) have introduced a cross-validation type criterion, which was referred to as the leave-one-out (LOO) test score, also called the predicted residual sums of squares (PRESS), and have incorporated the criterion into the OFR algorithm, to facilitate the determination of the optimal number of model terms.
Motivated by the successful applications of the OFR-ERR algorithm for model structure detection and inspired by the affirmative potential of cross-validation for model selection, this study aims to develop a new adaptive orthogonal search (AOS) scheme that can be used to select significant model terms, to capture the inherent dynamics of the underlying system, and to determine the optimal number of model terms, to arrive at a good balance for the bias-variance trade-off. In the new AOS algorithm, a modified LOO type crossvalidation criterion, called the adjustable prediction error sum of squares (APRESS), is introduced and integrated into a forward orthogonal search algorithm. The new AOS scheme has been developed to achieve the following objectives: (i) to detect significant model terms and put the selected terms in order of significance and contribution made to the system output; (ii) to determine the optimal number of model terms to arrive at a good balance between the bias-variance trade-off and, (iii) to estimate the unknown model parameters.
The present study has a relationship with but does not focus on the model variable and model order (or lag) selection problem (Tjostheim and Auestad 1994 , Vieu 1995 , Tschernig and Yang 2000 , Gonzalez-Manteiga et al. 2002 , Huang and Yang 2004 . On the contrary, this study treats the model variable and model lag selection problem as a special case. However, if the model variable and model lag selection problem for a given system can be efficiently solved at the first stage, the model structure detection problem, which is the main focus here, can then be significantly simplified.
This paper is organized as follows: in x 2, the basic idea of adaptive orthogonal search algorithm for model selection is described; in x 3, the performance of the new AOS algorithm is tested by studying four illustrative examples; the work is concluded in x 4.
The adaptive orthogonal search (AOS) algorithm

The forward orthogonal regression procedure
Consider the term selection problem for the linearin-the-parameters model (2). Let y ¼ ½ yð1Þ, . . . , yðNÞ T be a vector of measured outputs at N time instants, and m ¼ [/ m (1), . . . , / m (N)] T be a vector formed by the mth candidate model term, where m ¼ 1, 2, . . . , M. Let D ¼ fu 1 , . . . , u M g be a dictionary composed of the M candidate bases. From the viewpoint of practical modelling and identification, the finite dimensional set D is often redundant. The model term selection problem is equivalent to finding a full dimensional subset D n ¼ fa 1 , . . . , a n g ¼ fu i , . . . , u i n g of n(n M) bases, from the library D, where a k ¼ u i k , i k 2 f1, 2, . . . , Mg and k ¼ 1, 2, . . . , n, so that y can be satisfactorily approximated using a linear combination of a 1 , a 2 , . . . , a n as below
or in a compact matrix form
where the matrix A ¼ [a 1 , . . . , a n ] is assumed to be of full column rank, h ¼ [ 1 , . . . , n ] T is a parameter vector, and e is the approximation error vector. Following and Chen et al. (1989) , a squared correlation coefficient will be used to measure the dependency between two associated random vectors. The squared correlation coefficient between two vectors x and y of size N is defined as
The model structure selection procedure starts from equation (2). Let r 0 ¼ y, and
where the function C(Á, Á) is the correlation coefficient defined by (8). The first significant basis can thus be selected as a 1 ¼ u ' 1 , and the first associated orthogonal basis can be chosen as q 1 ¼ u ' 1 . The model residual, related to the first step search, is given as
In general, the mth significant model term can be chosen as follows. Assume that at the (m À 1)th step, a subset D mÀ1 , consisting of (m À 1) significant bases, a 1 , a 2 , . . . , a mÀ1 , has been determined, and the (m À 1) selected bases have been transformed into a new group of orthogonal bases q 1 , q 2 , . . . , q mÀ1 via some orthogonal transformation. Let
where u j 2 D À D mÀ1 and r mÀ1 is the residual vector obtained in the (m À 1)th step. The mth significant basis can then be chosen as a m ¼ u ' m and the mth associated orthogonal basis can be chosen as q m ¼ q ðmÞ ' m . The residual vector r m at the mth step is given by
Subsequent significant bases can be selected in the same way step by step. From (13), the vectors r m and q m are orthogonal, thus
By respectively summing (13) and (14) for m from 1 to n, yields
The model residual r n will be used to form a criterion for model selection, and the search procedure will be terminated when the norm kr n k 2 satisfies some specified conditions.
Parameter estimation
It is easy to verify that the relationship between the selected original bases a 1 , a 2 , . . . , a n , and the associated orthogonal bases q 1 , q 2 , . . . , q n , is given by
where A ¼ [a 1 , . . . , a n ], Q is an N Â n matrix with orthogonal columns q 1 , q 2 , . . . , q n , and R is an n Â n unit upper triangular matrix whose entries r ij ð1 i j nÞ are calculated during the orthogonalization procedure. The unknown parameter vector, denoted by h ¼ [ 1 , 2 , . . . , n ] T , for the model with respect to the original bases (similar to (6)), can be calculated from the triangular equation
Model length determination
The determination of model size is critical in dynamical modelling. Neither an over-fitting nor an under-fitting model is desirable in practical identification. In practice, however, the true model length is generally unknown and needs to be estimated during model identification. Model selection criteria are often established on the basis of estimates of prediction errors, by inspecting how the identified model performs on future (never used) data sets. One general routine for model selection, which 716 S. A. Billings and H. L. Wei tries to avoid or reduce any possible bias introduced by relying on any particular test data sets, is cross validation (Stone 1974 , Stoica et al. 1986 ). Crossvalidation has a number of variations, two commonly used variants of which are the leave-one-out (LOO), also called predicted sum of squares (PRESS) (Allen 1974) , and generalized cross-validation (GCV) (Craven and Wahba 1979, Golub et al. 1979) . Generalized crossvalidation, due to its convenience of use and effectiveness for avoiding overfitting, has been widely accepted. In this study, an adjustable prediction error sum of squares (APRESS), formed using the PRESS statistic, is employed to solve the model length determination problem. Consider the linear-in-the-parameters model that is fitted using N available data point pairs and consists of n model terms given by (6) and (7). The PRESS statistic (Allen 1974 ) is defined as
yðiÞ Àŷ ðÀiÞ n ðiÞ
whereŷ ðÀiÞ n ðiÞ is the one-step-ahead prediction from a model of n model terms, fitted using a data set consisting of N À 1 observational data point pairs, which are obtained by leaving the ith point pair out, " ðÀiÞ n ðiÞ are the PRESS predicted residuals evaluated at the ith point. Let "(i) be the normally defined residuals of a model fitted using the total N data points, it can be shown (Myers 1990 ) that the relationship between " ðÀiÞ n ðiÞ and "(i) is
where hði, iÞ ¼ a T i ðA T AÞ À1 a i , and a i and A are defined as in (7). This shows that the PRESS statistic can be calculated by fitting only one model using the total N data points, but N ''leave-one-out'' matrices are still required. However, for the case N ) n, which is an often encountered scenario and which will be considered in the present study, the calculation work of (19) can be significantly reduced further (Miller 1990 )
where MSE½n ¼ ð1=NÞ P N i¼1 ½ yðiÞ ÀŷðiÞ 2 , indicating the mean-squared-errors (residuals) calculated from the associated n-term model, fŷðiÞg N i¼1 is the one-step-ahead prediction sequence from the identified model of n model terms. Statistic (20) consists of two parts: the mean-squared-error of the fit to the data, and the penalty, [1 À (n/N)] 2 , increasing model complexity (number of model terms). Clearly this is one version of commonly used generalized cross-validation.
Experience has shown that the criterion given by (20) is prone to produce an over-fitted model (Friedman and Silverman 1989, Barron and Xiao 1991) . To avoid the tendency that the role of the penalty is mitigated by a large N, and thus to avoid overfitting, the present study, following Friedman and Silverman (1989) and Friedman (1991) , suggests using an adjustable PRESS statistic (APRESS) defined as below
where C(n, ) ¼ n/N, with ! 1, is the complexity cost function, and p½n ¼ 1=½1 À Cðn, Þ=NÞ 2 is the penalty function. The statistic is ready to incorporate into the forward orthogonal search procedure. Indeed, by using the relationship MSE½n ¼ kr n k 2 =N the value for J[n] can easily and directly be calculated from kr n k 2 . Notice that the PRESS statistic defined by (20) is different from that used in Hong et al. (2003) and Chen et al. (2004a, b) , where at each search step the PRESS statistic was calculated using the definition (19) and the orthogonal factorization property (17), and the criterion was formed in terms of the model residual r n and the orthogonal bases q 1 , q 2 , . . . , q n as: PRESS½n ¼ ð1=NÞ P N t¼l ½r 2 n ðtÞ= 2 n ðtÞ and
with 1 (t) ¼ 1. In the model selection procedure, regularized by the APRESS statistic here, any computation load on the vector and matrix calculations required by the original PRESS statistic (19) is avoided, and the time spent on the calculation of the APRESS statistic itself is negligible.
Model validity test
Let "(t) be the model residual (the one-step-ahead prediction). If the model structure and parameter values are correct, "(t) will be unpredictable from all linear and non-linear combinations of past inputs and outputs. For non-linear SISO systems, this can be tested by computing the following correlation functions (Billings and Voon 1986) "" ðÞ ¼ Ef"ðtÞ"ðt À Þg ¼ ðÞ, 8
Model subset selection and non-linear system identification where u 2 ðtÞ ¼ u 2 ðtÞ À u 2 ðtÞ ¼ u 2 ðtÞ À E½u 2 ðtÞ. The underlying rational of the correlation tests (22) is that for a model to be statistically valid, there should be no predictable terms in the residuals. In practice, however, only a finite data length will be available. This implies that confidence bands should be used to reveal if the correlation between variables is significant or not. For large N (the data length), the 95% confidence bands are approximately AE1:96= ffiffiffiffi N p and any significant correlation will be indicated by one or more points of the function lying outside these bands.
Simulation studies
This section investigates the efficiency and performance of the new AOS algorithm, by applying this algorithm to four examples. The first two examples are for simulated data sets, while the last two examples are for real data sets.
Notice that in many cases the noise signal e(t) in equation (1) may be a correlated or coloured noise sequence and this is likely to be the case for most real data sets of dynamical non-linear systems. In this case the associated resulting models may fail to give a sufficient description due to the bias in the parameter estimates. Practical identification experience shows that the bias on the parameter estimates can be virtually eliminated by including the noise signals eðt À 1Þ, . . . , eðt À n e Þ in the model. Readers are referred to , Billings and Chen (1998) , and Billings and Wei (2005) for detailed discussions.
In the simulation studies given below, a noise model of a linear polynomial form was used to reduce the bias on the initial estimated parameters, and noise terms were then omitted from the model when the models were used for prediction.
Example 1: a simulated data set from a non-linear NARX model
Consider a non-linear model given below yðtÞ ¼ À0:5yðt À 1Þ À 0:4uðt À 1Þ þ 0:06yðt À 1Þuðt À 1Þ þ 0:3yðt À 1Þyðt À 2Þuðt À 2Þ À 0:1y 3 ðt À 3Þ þ eðtÞ,
where e(t) was a Gaussian white noise of zero mean and a standard deviation ¼ 0.02. The model was simulated by setting the input signal u(t) as a random sequence uniformly distributed in [À2, 2] and 200 input-output data point were collected after the system behaviour has settled down. The 200 data points were used for model estimation and model test.
The regression vector (the ''input'' vector), (t) in the representation (2), was chosen to be 'ðtÞ ¼ ½x 1 ðtÞ, . . . , x 8 ðtÞ T ¼ ½ yðt À 1Þ, . . . , yðt À 4Þ, uðt À 1Þ, . . . , uðt À 4Þ T , and the initial model was chosen to be a polynomial form given by (3), with the non-linear degree ' ¼ 3. The initial NARX model thus involves a total of 165 candidate model terms. The AOS algorithm was used to select and rank significant model terms. By setting the adjustable parameter to be ¼ 0, 1, . . . , 10, the APRESS statistic, versus different model length, over the estimation (training) data set, were calculated and these are shown in figure 1. The conventional GCV criterion, corresponding to the second line from the bottom in figure 1 , suggests that the model length should be 14, where GCV arrives at the minimum value. Clearly, the model suggested by the GCV criterion was not correct for this example.
It can be seen from figure 1 that there is an obvious turning point at horizon 5, for different values of the adjustable parameter . This distinct turning point suggests the right model size should be 5, which is exactly the same as that of the original model (23). It can be seen that the AOS selected model satisfies all the five correlation tests given by (22), while the under-fitted models fail to meet these tests. The first six model terms, selected by the OFR algorithm and ranked in order of the significance of each model term, are: u(t À 1), y(t À 1), y(t À 1)y(t À 2)u(t À 2), y(t À 1)u(t À 1), y 3 (t À 3) and u(t À 2). Models formed using the first 3, first 4, first 5, and first 6 model terms are respectively given below yðtÞ ¼ À0:399413uðt À 1Þ À 0:499112yðt À 1Þ þ 0:277046yðt À 1Þyðt À 2Þuðt À 2Þ þ eðtÞ ð24Þ yðtÞ ¼ À0:398829uðt À 1Þ À 0:496026yðt À 1Þ þ 0:272244yðt À 1Þyðt À 2Þuðt À 2Þ þ 0:064899yðt À 1Þuðt À 1Þ þ eðtÞ ð 25Þ yðtÞ ¼ À0:401918uðt À 1Þ À 0:495735yðt À 1Þ þ 0:292275yðt À 1Þyðt À 2Þuðt À 2Þ þ 0:062341yðt À 1Þuðt À 1Þ À 0:098778y 3 ðt À 3Þ þ eðtÞ ð 26Þ
yðtÞ ¼ À 0:401271uðt À 1Þ À 0:494838yðt À 1Þ þ 0:308108yðt À 1Þyðt À 2Þuðt À 2Þ þ 0:062484yðt À 1Þuðt À 1Þ À 0:095373y 3 ðt À 3Þ þ 0:013315uðt À 2Þ þ eðtÞ:
The five correlation functions given by (22) were calculated for models from (24) to (27), over the estimation data set consisting of N ¼ 200 data points, and the results are shown in figure 2, where the two horizontal lines with amplitudes of AE1:96= ffiffiffiffi N p , in each graph, indicate the 95% confidence interval of the associated correlation function. While the model of five model terms given by (26) perfectly satisfies all the five correlation validity tests, and the slightly over-fitted model (27) also satisfies these tests, the under-fitted models (24) and (25) do not simultaneously meet all the five validity tests. Clearly, the AOS algorithm correctly detects the correct model structure.
Example 2: a simulated data set from a non-linear model
Consider a non-linear system described by the model below where the input u(t) was assumed to be bounded in [À1, 1], and (t) was a noise determined by
with w(t) a Gaussian white noise of zero mean and a standard variation 2 w ¼ 0:01. The model was simulated by setting the input signal u(t) as a random sequence uniformly distributed in [À1, 1] and 1500 input-output data point were collected. The first 500 points were discarded and the remaining 1000 data points were used for model estimation and model performance test. The 1000 data points were partitioned into two parts: the first 400 points were used for model estimation and the remaining 600 points were used for model validation.
The regression vector (the ''input'' vector), (t) in the representation (2), was chosen to be 'ðtÞ ¼ ½x 1 ðtÞ,x 2 ðtÞ, x 3 ðtÞ,x 4 ðtÞ T ¼ ½yðt À 1Þ,yðt À 2Þ, uðt À 1Þ,uðt À 2Þ T , and the initial model was chosen to be a polynomial form given by (3), with the non-linear degree ' ¼ 3. The initial NARX model thus involves a total of 84 candidate model terms. The AOS algorithm was used to select and rank significant model terms. By setting the adjustable parameter to be ¼ 0, 1, ... , 8, the APRESS statistic, versus different model lengths, over the estimation (training) data set, were calculated and these are shown in figure 3 .
The most interesting thing that can be seen in figure 3 is that there is an apparent turning point at horizon 4, for different values of the adjustable parameter . Does this distinct turning point suggest the right model size?
To answer this question, the performance of the eight models, corresponding to ¼ 1, 2, . . . , 8, was studied and compared further by inspecting the predicative capability of these models, and the associated results are shown in table 1.
From table 1, the PRESS statistic (the conventional generalized cross-validation) suggests choosing eight model terms, while the APRESS statistic, with the adjustable parameter ! 5, suggests choosing four model terms. Compared with other models, the 4-term model is a good choice, because this model, with a fewer number of model terms, possesses a slightly better predictive capability. Clearly, for the simulated data set, the APRESS statistics is superior to the conventional PRESS statistic.
To show that the 4-term model is valid and sufficient to describe the original system, the model validity test approach given by (22) was applied to the model yðtÞ ¼ À0:49048uðt À 1Þ þ 1:0002uðt À 2Þ À 0:41405y 2 ðt À 1Þuðt À 1Þ þ 0:46134u 3 ðt À 1Þ þ eðtÞ:
The five correlation functions were calculated using model (30), over the estimation data set consisting of N ¼ 400 data points, and the results are shown in figure 4 . Clearly the correlation validity tests are all satisfied for the 4-term model.
3.3
Example 3: a real data set for a gas furnace system Figure 5 shows 296 input-output data points to indicate the variation of the input gas feed rate and corresponding output CO 2 concentration measured as the percentage of the outlet gas from a gas furnace (Box et al. 1994) . The 296 data points were partitioned into two parts: the first 196 points were used for model estimation and the remaining 100 data points were used for model performance test. The input vector was chosen to be 'ðtÞ ¼ ½ yðt À 1Þ, . . . , yðt À 5Þ, uðt À 1Þ, . . . , uðt À 5Þ T , where u and y indicate the system input and output, respectively. The non-linear degree of the candidate model was chosen to be ' ¼ 1, this means that a linear model will be used to described the system. Other complicated models may be more accurate to represent the data set, but the purpose here is to demonstrate the application of the AOS algorithm for linear model identification, and thus more complicated models will not be considered.
The AOS algorithm was used to select and rank significant model terms. The 11 candidate model terms, ranked in order that they entered into the model, are as follows: y(t À 1), y(t À 2), y(t À 4), u(t À 1), const, u(t À 3), u(t À 2), y(t À 3), u(t À 4), u(t À 5), and y(t À 5). By setting the adjustable parameter to be ¼ 0, 1, . . . , 10, the APRESS statistic, versus different model length, over the estimation (training) data set, were calculated and these are shown in figure 6. The conventional GCV criterion suggests that the model size for the gas furnace data should be 10, while the APRESS statistic suggests that the model size should be six.
The first two correlation functions in (22) can be used to test the validity of the identified linear models (Ljung 1987, So¨derstro¨m and Stoica 1989) . It can be seen that both the identified 6-term and 10-term models are valid for the gas furnace data, as shown in figure 7 . Models, whose length is less than six, however, may not satisfy these validity tests. For example, the model formed by the first five selected model terms, y(t À 1), y(t À 2), y(t À 4), u(t À 1), and a const, does not meet these tests, see figure 7 . A comparison of the performance of the identified 6-term and 10-term models is given in table 2. From table 2, it is clear that the performance of the 6-term model is comparable to the 10-term model.
Example 4: a real data set-fruit fly modelling
This data set contains 1000 experimental data points for a wild type fly, called Drosophila. The system input was the response of the photoreceptors, and the output was the response of the large monopolar cells. The relationship between the input and the output in the fruit fly experiment is complex, because in addition to the response from the photoreceptors, several other factors may also affect the output response of the large monopolar cells. The objective here was to find a model that reflects, as closely as possible, the relationship between the response of the photoreceptors (the input) and the response of the large monopolar cells (the output), to facilitate the analysis and understanding of the associate behaviour of this kind of insect. The 1000 input-output data points, which are shown in figure 8, were partitioned into two parts: the first 750 points were used for model estimation, and the remaining 250 points were used for model performance test.
A non-linear finite impulse response (NFIR) model was employed to describe the input-output relationship of the fruit fly data. NFIR is a special case of the NARX model (3), where the regression (t) vector contains no lagged output y(t À k), with k ! 1. The regression vector (t) for the fruit fly data was chosen to be 'ðtÞ ¼ ½x 1 ðtÞ, x 2 ðtÞ, . . . , x 15 ðtÞ T ¼ ½uðt À 1Þ, uðt À 2Þ, . . . , uðt À 15Þ T , and the non-linear degree was chosen to be ' ¼ 2. The initial NFIR model was thus of the form
The initial model (31) involves a total of 136 candidate model terms. By setting the adjustable parameter to be ¼ 0, 1.0, 1.5, 2.0, 2.5, . . . , 5, the APRESS statistic, versus different model length, over the estimation (training) data set, were calculated and these are shown in figure 9 , where it can be seen that there are two apparent turning points at horizon 8 and 15, for figure 10 that the performance of the two models is comparable while the model of 8 model terms is slightly better on the validation data set. Again, for the fruit fly data, the APRESS statistics provides more informative information, compared with the conventional PRESS statistic, for model subset selection.
Conclusions
An efficient fast adaptive orthogonal search (AOS) algorithm has been developed for subset selection and non-linear system identification. In the new AOS algorithm, a new indicator, the adjustable prediction error sum of squares (APRESS), has been introduced. With regard to the choice of the adjustable parameter, our finding from a number of numerical experiments is that setting the parameter in the range 5 10 works well. The new AOS algorithm was developed by incorporating the APRESS statistic into an efficient forward orthogonal search algorithm. The combined AOS algorithm is multifunctional and can be used for model term selection, model size determination, and parameter estimation. The new AOS scheme thus provides an efficient tool to handle a wide class of non-linear system identification problems. Table 3 . A comparison of the performance of different models, for the fruit fly modelling problem. 
