Abstract-This letter presents a simple method to simultaneously optimize a multiplicity of design parameters for the adaptive automatic repeat request strategy previously reported, and subsequently provides a quantitative measurement that reflects the appropriateness of the selected parameters. An exact analytical expression that allows us to compute the throughput crossover probability between the two different protocols is derived. The results provide fundamental insights into how these key parameters interact and determine the system performance.
I. INTRODUCTION

I
N A RECENT study [1] , a novel channel state estimation (CSE) technique was introduced by which the count of the previously received ACK (positive acknowledgment) and NACK (negative acknowledgment) status signals were used to switch between different Go-Back-ARQ protocols, and subsequently adapted to the time varying nature of the wireless channels. The adaptive automatic repeat request (ARQ) strategy for a Gilbert-Elliott channel is depicted in Fig. 1 . While in the "good" channel state, the transmitter follows the basic Go-Back-procedure. In this operation mode, the transmitter goes back blocks upon reception of an NACK. Whereas, in the "bad" channel state, the transmitter operates in an -copy transmission mode, which is similar to the basic Go-Back-except for sending copies of a data block in each transmission and, if necessary, in each retransmission.
Notice that in [1] , the system design parameters were selected by the trial-and-error method. In contrast, here we adopt Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [2] , a well-known quasi-Newton optimization method, to obtain the suboptimal values for these parameters in a systematic and efficient manner. This approach is particularly attractive in cases where a large number of variables need to be optimized simultaneously.
We model this problem as the minimization of mean square error to the desired performance, with design parameters and as the optimization variables. Consequently, this method lends itself to a quantitative measure of the suitability of the selected parameters. The design variables correspond to the observation interval (in terms of number of packets) associated with each distinct channel state. Next, we have derived an exact analytical expression that enables us to determine the throughput crossover probability between the basic Go-Backand -copy transmission strategy. The knowledge of this parameter is essential in the proposed adaptive scheme because the switching occurs at the vicinity of this point. The results presented in this letter provide fundamental insights into how these key parameters interact and affect the system performance.
II. PROBLEM FORMULATION
Let
and denote the throughput performance of the desired (ideal) and adaptive ARQ protocol, respectively, where corresponds to the block error probability. Our task is to find the optimum design parameters such that best approximates in the sense that the mean square error (MSE) function is minimized (1) where corresponds to the sample size, denotes the block error probability of the th sample, and the optimization variables can assume any value from the set which consists of positive integers. In other words, the error function (MSE) is our objective function, and its local minimum point contains 0090-6778/98$10.00 © 1998 IEEE the information of the optimum design parameters, Discrete determination of is valid if the step size between the consecutive data points is selected to be relatively small. In this letter, we decide to choose the samples to be equally spaced in the region with a step-size of The throughput formulas are described by [1] if if (2) (3) where is the crossover probability between the Go-Backand -copy transmission modes, whereas and correspond to the steady-state probabilities of the channel at low-and high-error rate states, respectively. Identical to the definitions in [1] , and are the state transition probabilities, and the system throughput for low-and high error state are denoted as and respectively. As we will describe shortly, the optimal solution to our problem (i.e., when the performance curve of the proposed CSE scheme coincides with the desired performance envelope over the entire range) exists in the infinite space. In this case, the optimal transition probabilities will be equal at since Therefore, it can be readily shown that the optimal design parameters are related by (4) Since the optimal solution (i.e., local minimum point) does not lie in a reasonable value range, one can resort to the suboptimal solutions with some sacrifice in performance. If we select and values to be very large, then this scheme will lose its ability to adapt to moderately fast channel variations. On the other hand, extremely small values of and will result in premature (unnecessary) switching, and poor fit to the desired performance curve. Therefore, we have introduced additional boundary constraints to the design parameters, which will be specified by the channel behavior and/or the intended application. In our minimization problem, these boundary constraints can be eliminated via transformation The hyperbolic tangent is a monotonically increasing function with respect to that maps the entire 1-D space to Subsequently, it is easy to show that the linear relationship described in (5) gives a map from to (5) Finally, the objective function for an unconstrained optimization is obtained by substituting into (1), and minimizing the MSE function with respect to i.e.,
where consists of the set of real numbers. The corresponding gradient function (partial derivatives) can be obtained without much difficulty. It is worth mentioning that the BFGS algorithm has been adopted in our optimization process for the following reasons: 1) it is an efficient nonlinear optimization routine because it only requires the computation of the gradient vector, and it is unnecessary to manipulate or invert the Hessian matrix (which could be difficult or time-consuming, especially when the exact expression for the gradient vector is not available); 2) it is reliable and possesses a unique property that guarantees the subsequent updating formulas to be positive definite if the initial matrix is forced to be positive definite; and 3) the algorithm is quite tolerant (robust) to line-search imprecisions. Readers are encouraged to refer to [2] for further details of this algorithm.
We now derive the exact throughput crossover probability between the basic Go-Back-and -copy transmission schemes. After some algebraic manipulations, the throughput difference between the two protocols can be restated as (7) It is evident that the denominator is always greater than 0. Thus, with the assumption of noiseless feedback communication, the -copy transmission outperforms the basic Go-back-when the first numerator term of (7) is positive, namely,
Therefore, the crossover probability occurs at and when the inequality in (8) is replaced with an equality. The knowledge of this exact probability (which can be computed numerically) is essential in the design of our adaptive protocol because the switching will occur at this transition point. For the special cases of and reduces to and respectively. However, for noisy feedback channels, the -copy transmission performs better than basic Go-Back-transmission mode only if expression 9) where and denotes the feedback channel error probability (i.e., probability that an acknowledgment message is corrupted). Similar to [1] , we assume that the feedback channel error can only make ACK and NACK messages indistinguishable and the transmitter will handle this erred ACK/NACK message as a NACK. It is important to note that (9) is a general expression which is valid for both noiseless and noisy feedback channels. For instance, the 2-copy transmission mode yields higher throughput than a single copy transmission when It is apparent that (9) reduces to (8) when
III. NUMERICAL RESULTS
The optimized
and values for a given and are depicted in Table I . It is apparent from this table that always assumes the value of (i.e., suboptimal solution exists on the boundary of the specified region), and the objective function approaches its absolute minimum point as the upper limit for increases. This trend challenges the conclusion drawn in [1] . Also for each there exists an optimum value for that minimizes the error function.
It is also worthwhile to investigate as to how the suboptimal design parameters will be related to each other, so that we can interpolate the results in broader ranges. Surprisingly, we observed that the relationship between and can be approximated by a linear function, where is a scalar. As an example, Fig. 2 illustrates the linear relationship between and for the adaptive protocol with and varying buffer sizes
We would like to point out that this insight is not obvious from (3) because we were unable to reduce this analytical expression containing both the variables in terms of their ratio only. As well, while the relationship described in (4) is strictly true only for infinite (extremely large) and our optimization results (see Table II ) reveal that this expression is a very good approximation even for finite (small) and In other words, the scalar is dependent on the throughput crossover probability and can be closely estimated by the ratio This function provides a rule of thumb allowing a handy calculation of for a given or vice versa. Another interesting point to note here is that the ratio becomes larger as the buffer size increases (correspond to systems with large roundtrip delay), but declines for higher values of (refer to Table II and Fig. 2) .
Comparison of the throughput performance between the values suggested in [1] and our suboptimal solutions are illustrated graphically in Fig. 3(a) . To make a fair comparison, we have selected to be the same for both cases. It is evident from this figure that our optimized pair yields a very close match with the desired performance curve even with a small and obviously much better fit than the performance curve with parameters suggested in [1] over a wide range of block error rates. Using the quantitative criteria developed here, the mean square errors for both sets of parameters are given by and respectively; whereas in Fig. 3(b) , it is shown that a substantial improvement in terms of matching the performance curve of the proposed CSE scheme with the desired performance envelope can be attained by selecting a slightly larger value for This observation becomes more pronounced for large but small values, as illustrated in Table I . The MSE for each set of the design parameters are and It should be noted that the selection of and is mainly determined by the channel fluctuation rate, and the switching reliability criterion (i.e., the MSE value) will be used as a secondary metric. In a rapidly changing environment, both the design parameters should be selected as small as possible (however, one should also remember that for a given there always exists a value for that minimizes the error function). In this situation, the numerical value of may be used only to quantify the CSE algorithm switching reliability. On the other hand, in a modest or in an extremely slowly varying channel, both and can be selected to be quite large. In this case, the MSE function may allow us to choose the design parameters based on a specified quality criterion. For instance, in Fig. 3(a) we have shown that by using a moderate value for and its corresponding the switching reliability can be quite good. Increasing the value of beyond a certain value (say, will result only in a slight improvement of the quality criterion. Consequently, choosing a very large value for these variables is not very desirable, specifically when the channel variation rate is not too slow.
