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AbstractÑ!Growing trends in data mining and developments in 
machine learning, have encouraged interest in analytical 
techniques that can contribute insights on data characteristics.  
The present paper describes an approach to textual analysis that 
generates extensive quantitative data on target documents, with 
output including frequency data on tokens, types, parts-of-speech 
and word n-grams. These analytical results enrich the available 
source data and have proven useful in several contexts as a basis 
for automating manual classification tasks. In the following, we 
introduce the Posit textual analysis toolset and detail its use in data 
enrichment as input to supervised learning tasks, including 
automating the identification of extremist Web content. Next, we 
describe the extension of this approach to Arabic language. 
Thereafter, we recount the move of these analytical facilities from 
local operation to a Cloud-based service. This transition, affords 
easy remote access for other researchers seeking to explore the 
application of such data enrichment to their own text-based data 
sets. 
Keywords-data mining; textual analysis; classification; feature-
set; Cloud-service; Posit. 
I.!  INTRODUCTION 
As diverse sources of data are increasingly being gathered to 
create large pools of potential resource, techniques for analysis 
that facilitate new insights and added value to the raw data are 
sought with enthusiasm.  In this setting, our previous work on 
text analysis has proven useful as a basis for enrichment of 
textual data. 
The present paper outlines the context of text mining and 
classification before describing quantitative text analysis using 
the Posit textual analysis toolset. Thereafter, we detail the 
application of Posit to the classification of text data.  This is 
followed by an account of Posit as a Cloud-based facility and the 
potential benefits this affords for distributed third-party 
application.  We conclude with a description of on-going 
developments to extend the available features in the Cloud-Posit 
system. 
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II.! TEXT MINING AND CLASSIFICATION 
Commonly, two main classes of text categorisation are 
recognised [1, 2]: text clustering and text classification. The first 
deals with finding a structure of groups within a given dataset, 
while the latter is given a set of groups against which each text 
is to be assigned. Moreover, the task of text classification is 
subjective in a way that human and machine might disagree on 
the classification of the data. Text classification can be single-
labelled meaning every document is as- signed a single category, 
or multi-labelled in which case a document can be assigned to 
several possible categories. This method has the advantage of 
giving the user the possibility of a final decision to their own 
subjective opinion as several texts can be closely related to 
multiple categories. Several applications such as spam filtering, 
webpage classification, author- ship attribution or genre 
classification can be decided with text classifications. Among 
the various machine learning algorithms that have been used to 
build classifiers, [2] claims the ones that proved most successful 
in recent years are support vector machines (SVM) and boosting. 
SVM is a type of classification model, boosting, however, 
combines the decisions of a group of classifiers in order to 
achieve a better overall classification [2]. [3] agrees on the 
effectiveness of SVM, but also points out that this approach 
might find a suboptimal decision threshold for categories with 
low occurrences. 
However, it remains a challenge to achieve high accuracy for 
all possible contexts at once, as no algorithm is most effective 
on all applications [4, 5]. Moreover, the labelling of the 
documents defines a bottleneck for every supervised 
classification method as it has to be done manually. 
To solve this problem [6] developed a system to 
hierarchically classify unlabelled data. As already mentioned, 
classifying data manually is extremely expensive and slows the 
classification process down. Additionally, it grows to be an 
inefficient approach as with larger datasets the number of 
categories can exceed to thousands, of which each needs to be 
represented by a sufficient number of labelled documents. The 
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system solves this issue by using ontological knowledge and by 
searching Õpseudo-relevant documents on the WebÕ [6]. With the 
ontology it is possible to create a hierarchical model including 
the context of ancestors among different classes. 
[3] compared the accuracy of SVM, k-Nearest Neighbours 
(k-NN) and Rocchio-Style Prototype Classifier with each other 
on the Reuters Corpus Vol. 1. Two variants of SVM were used. 
The first one was trained for each category by using the default 
settings and the latter tried to find optimal settings to improve 
results for unbalanced classes for each category and was trained 
using a leave-one-out cross validation. Results show that the first 
SVM classifications achieve the best F1 values, followed closely 
by the second SVM approach. k-NN and Rocchio-Style did not 
achieve as good results, which underlines the statement made by 
[2]. 
Another study by [4] compared results of k-NN, Rocchio-
Style and Linear Least Square Fit (LLSF) with each other. 
Throughout the experiment k-NN achieved the best 
classification results, with Rocchio and LLSF showing 
reasonable efficiency.  [4] however, states that SVM methods 
can be used to improve upon the k-NN results. The k-Nearest 
Neighbour method is a lazy learning method, because few 
calculations are done during the training phase. During the 
classification the distances to all training samples have to be 
calculated to find the k nearest samples, which makes it a lazy 
learning method and therefore more sensitive to noisy data as it 
only considers a few samples to make a decision [7, chap. 4]. 
For classifying text corpora, one has to develop an internal 
representation for the learning algorithms. The most common 
approach represents each text as a vector in which every position 
displays the existence of a word (set of words). Similar 
techniques do not only acknowledge the existence but also the 
frequency of words (bag of words) [8, 1]. The representation 
usually has a large number of features due to the number of 
unique words in the document. Therefore, it is appropriate to 
remove irrelevant features to optimise the prediction [5]. 
However, it needs to be shown if feature selection plays an 
important role when using the Posit toolset, as the number of 
features that can be extracted from the computed quantitative 
data do not expand the runtime of the learning algorithms 
drastically. As it is suggested in multiple papers [5, 8, 9] feature 
selection can improve the performance of classifiers.  
[8] for example, points out that words with low frequencies 
can be neglected as well as so called stop words, such as ÕaÕ and 
ÕorÕ. However, for every approach one needs to bear in mind the 
possibly varying size of documents as the occurrences need to 
be normalised over the size of text. [5] suggest that the most 
suitable classification performance metrics is the receiver 
operating characteristic (ROC), which plots sensitivity against 
1−specificity. The area under curve (AUC) can then be used to 
differentiate between perfect classification (AUC=1), 
classification by chance (AUC=0.5) and inverse classification 
(AUC=0). The advantage of this metric is its insensitivity to 
unbalanced categories. 
In the field of computational linguistics n-grams are defined 
as a sequence of characters or words of length n. The Posit tool 
makes it possible to extract word grams of length 2, 3 and 4 
including their frequency. Statistical features about word n-
grams have been appropriated for text classification by [10]. The 
n-gram language model is handled in a similar way to a Nave 
Bayes model. Each category is trained with a language model 
and every document can be evaluated on each of those models 
to decide to which it agrees the most. In this experimental paper 
it was shown that statistical data of n-grams can be used for a 
chain augmented Nave Bayes classifier. An optimal size for n-
grams can be found to improve the classification of documents. 
This underlines the likely importance of n-grams data, as it 
seems to be a source for improving upon classification accuracy. 
III.! QUANTITATIVE TEXT ANALYSIS 
The most popular approach to text classification represents 
each text as a vector of word occurrences (set or bag of words) 
[4, 8, 11, 1]. One way of modelling such a vector is denoting the 
occurrence of a word by setting the position to 1 and otherwise 
to 0. There are other models which also include the frequency of 
which a word appears in the text which can be of great 
importance to the classification.  However, these approaches 
require a lot of computational time and optimisation, for 
example, using feature selection.  
Another approach, which enriches the representation of texts 
for machine learning models is described in this section. Instead 
of representing a text with its words, we may calculate 
quantitative and statistical values for a text and use these features 
as a basis for classification.  
The Posit Text Profiling Toolset [12, 13] offers a thorough 
quantitative analysis of an arbitrarily large text corpus with 
highly customisable features. Posit applies a Part-of-Speech 
tagger and outputs statistical details of the text content in terms 
of individual words (tokens) and word types.  This frequency 
data is also provided for specific parts of speech, including 
frequency ordered details of each specific word in an analysed 
text.  Significantly, in affording a basis for comparison between 
samples of text data, PositÕs summary details can be employed 
as a feature set for use in classification of textual data. 
The summary data output from Posit includes values for total 
words (tokens), total unique words (types), type/token ratio, 
number of sentences, average sentence length, number of 
characters, average word length, noun types, verb types, 
adjective types, adverb types, preposition types, personal 
pronoun types, determiner types, possessive pronoun types, 
interjection types, particle types, nouns, verbs, prepositions, 
personal pronouns, determiners, adverbs, adjectives, possessive 
pronouns, interjections, and particles.  This comprises 27 
features in all.  An example of such output is shown in Figure 1. 
When analysing texts using Posit, output is generated at 
several levels of detail.  Of these, the summary level is the most 
general, e.g., the total number of verbs, nouns, adjectives, etc. 
(Figure 1).  Two more detailed levels of output are provided: an 
intermediate (aggregate) part-of-speech analysis, and a finely 
detailed word types against parts-of-speech account.   
At the intermediate level, frequency data is provided for the 
contents of the analysed text in terms of specific parts-of-speech, 
for example, types of verb: the base form of verbs, the gerund 
form, the past tense form, the past participle form, the 3rd person 
present form, the present tense (non-3rd person) form and the 
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modal auxiliary form. An illustration of this intermediate level 
is shown in Figure 2. 
Figure 1: Example Posit summary output 
At the fine detail level, frequency data is provided for each 
word in terms of part-of-speech type, for example, the number 
of occurrences of every word that is a verb of gerund form.  An 
illustration of this fine detail level is shown in Figure 3.  
Figure 2: Example Posit aggregate output 
Figure 3: Example Posit fine detail output 
IV.! CLASSIFICATION USING POSIT 
Since the basis of any classification is the ÔmatchingÕ of 
features present across data samples, the feature set produced 
when texts are analysed using Posit provides a ready 
characterization of texts that can be contrasted for the purpose of 
classification.  In our classification work to date, we have used 
only the summary output produced by Posit as the basis for a 
feature set that characterises each data sample. 
To this end, [14] applied the Posit tool to generate summary 
output for data retrieved by the Terrorism and Extremism 
Network Extractor (TENE) web crawler [15]. This data had been 
manually classified into the categories Õpro-extremistÕ, ÕneutralÕ 
and Õanti-extremistÕ.   Posit was applied in order to provide the 
quantitative syntactic features that ÔenrichÕ the information 
given by the text corpus.  
When used for classification with the J48 algorithm, the 
Posit approach matched 91.4% of the manually classified 
webpages correctly. An improved result of 95.3% correctly 
classified texts was accomplished with a Random Forest 
algorithm.  These results led us to believe that through 
application of Posit analysis we could provide enriched insight 
on the content of textual data and afford effective classification 
of such data.  The advantage of a quantitative approach, opposed 
to a vector representation of the existence of words in the text 
(bag of words), is that the number of features is much lower. 
Instead of dealing with millions of features [16], the Posit tool 
extracts 27 distinct values. Further research is underway to 
explore the extension of the Posit feature set, including 
frequency data on word combinations (n-grams) and frequency 
ratios (e.g., ratio of common nouns to proper nouns). 
Following this effective application of Posit to the 
classification of extremist Web content, a similar approach was 
adopted with a dataset containing drug related texts from the 
Dark Web. Some of this data were manually classified as drugs-
related positive or negative. A total of 1,245,410 texts were 
included in the initial set and this was reduced to 798,684 textual 
data items after cleaning. In the final data set, 91,088 items were 
pre-classified as drugs-related or not drugs-related. 
A series of experiments using Posit-based classification were 
performed on this Dark Web data set, aiming to match against 
the training set provided by the manually classified subset of 
data.  The results (Table 1) show that the K Nearest Neighbour 
algorithm (where k=1) gave the best performance (with an F-
measure of 0.995), closely followed by the J48 algorithm (with 
an F-measure of 0.99). 
TABLE I. ! CLASSIFICATION RESULTS FOR DRUGS-RELATED DATA SET 
Algorithm Precision Recall F1 
J48 0.99 0.99 0.99 
kNN1 0.995 0.995 0995 
V.! POSIT IN THE CLOUD 
In order to expand the scope and range of Posit application 
in textual classification tasks, we are developing a full-featured 
Cloud-based implementation.  This facilitates third-party access 
to the Posit analysis of plain text data sets.   
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The Cloud-Posit system is being developed in four phases.  
In the initial Phase One version, third-parties may access an 
interactive Cloud-based Posit facility that affords the upload of 
multiple data files in a set.  After file-upload, selecting the Ôrun 
PositÕ option, results in Posit being executed sequentially on 
each file in the data set.  The analysis output for each file is 
output as a separate folder and the complete set of analysis 
folders is compressed into a single file archive and downloaded 
to the remote Web client.  Figure 4 illustrates the interactive 
Phase One Web interface to Cloud-Posit.   
Figure 4: Cloud-Posit interactive facility 
This Phase One facility will prove convenient for initial 
third-party experimentation with Posit and is well-suited to small 
data sets.  Phase Two of Cloud-Posit will additionally afford API 
access, without need for user interaction.  Through this version, 
remote users may directly connect, upload multiple files for 
analysis and retrieve the result files directly, for further local 
processing.  The expectation is that the interactive mode will be 
used initially by researchers seeking to ÔtrainÕ their classification 
model, e.g., using an appropriate classification algorithm and 
cross-validation techniques.  Once an effective model has been 
constructed, the bulk of analysis data would then be processed 
via the non-interactive API of Cloud-Posit. 
The Phase Three version of Cloud-Posit will supplement the 
default Posit set of 27 features with a multiword (ngram) 
frequency analysis.  As indicated above, ngram data is likely to 
provide useful additional features for use in classification.  In 
due course, the aim is return not only raw ngram data on 
submitted samples, but ngram ratios for high and low frequency 
ngrams (e.g., against the Google ngram corpus [17]). 
The planned Phase Four version of Cloud-Posit, will deploy 
parallel developments in the use of Posit for Arabic textual 
analysis.  This applies a customized version of the Posit system 
and an Arabic part-of-speech tagger with output that accounts 
for Arabic-specific language characteristics.  In addition to the 
standard feature set, Arabic Posit supports ngram analysis for 
Arabic texts.  Figure 5 shows sample Arabic bigram data from 
Posit.  For Phase Four, the Posit feature analysis for Arabic and 
the Arabic ngram analysis for 2, 3 and 4-grams will be added to 
Cloud-Posit. 
 
 
Figure 5: Example Arabic bigrams extract from Posit 
VI.! FURTHER APPLICATIONS 
In addition to the use of Posit in supervised learning 
applications, there are further roles that it can play in corpus 
comparisons.  For example, the detailed data analysis provided 
by Posit allows for contrastive review of two or more documents 
(or document sets).  Such an approach was employed as a basis 
for gauging the similarity of grammatical approach across 
several generations of textbooks used to teach English in Japan 
[18].  We expect that the extended insights afforded by the 
aggregate and fine level details of Posit analysis will also find a 
role in classification.  For this reason, our implementation of 
Cloud-Posit generates all three levels of quantitative textual 
analysis. 
For any context in which quantitative analysis may shed light 
on textual data Posit can support such insights.  By making this 
facility available through a Web service as Cloud-Posit, we aim 
to extend this utility to the academic and research community.  
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