Several problems involving E(T ) and E 2 (T ), the error terms in the mean square and mean fourth moment formula for |ζ( 1 2 + it)|, are discussed. In particular it is proved that
Introduction and statement of results
denote the error term in the asymptotic formula for the fourth moment of |ζ( 1 2 + it)|. Here P 4 (x) is a polynomial of degree four in x with leading coefficient 1/(2π 2 ) (see [5] for the explicit evaluation of all the coefficients). Both of these functions play an important rôle in the theory of the Riemann zeta-function ζ(s), and the aim of this note is to discuss several problems involving their mean values. Especially interesting seems the evaluation of the integral A. Ivić the integral on the right-hand side of (1.7). This would in turn, by the Cauchy-Schwarz inequality, provide a lower bound for the mean square integral of E 2 (T ). The author proved in [7] the lower bound is Ω ± (1), it means that it takes positive and negative values for some arbitrarily large values of t. Thus it seems of interest to characterize the sets where g(t) > 0 and g(t) < 0. In this direction we have (µ(·) denotes measure) the following result, which will be used in proving Theorem 2. 
Proof of Theorem 1
Let us define
If P 4 (x) is the polynomial appearing in the definition of E 2 (T ) and Q 4 (x) := P 4 (x) + P ′ 4 (x), then integrating by parts we have
Proceeding with E(t) in place of E 2 (t), we obtain (1.11). Here we used the facts that T On some mean value results involving |ζ( 1 2 + it)| 5 and
For a proof of the bounds in (2.3), see [4] or [12] . The bounds in (2.4) follow from the explicit formula of Hafner-Ivić [1] , namely
By using the Cauchy-Schwarz inequality for integrals, the bound (e.g., see [2] for a proof)
and the mean theorem for Dirichlet polynomials (e.g., see [2, Chapter 5]), it is seen that the contribution of n≤c 0 t in (2.5) to the right-hand side of (1.7) is ≪ T 3/2 log 10 T (the exponent of the logarithm is not optimal, but it is unimportant). Simplifying the first sum in (2.5) by Taylor's formula (truncating it at n = √ T ), we obtain from (2.2) the asympottic formula (1.7), namely
with g(t) given by (1.6). Since clearly
one obtains easily from (2.7) and the weak bound
Although (2.9) improves (1.4), it is poorer than (1.5) of Theorem 1, so that we must use different tools to obtain the assertion of Theorem 1. To this end we appeal to the following explicit formula of Ivić-Motohashi (see [4] and [12] ): For
For the definitions and properties of the spectral quantities α j , κ j and H j ( 1 2 ), see Y. Motohashi's monograph [13] . What will be needed here, besides (2.10) and (2.11), is essentially the bound (cf. [13] )
Although (2.12) is not stated explicitly in [13] , it follows when one integrates the last formula on p. 130 (with G = T 3/4 , say) from K to 2K with the help of the estimate for the sum in (2.12) in short intervals, obtained recently by the author in [9] . An asymptotic formula for the sum in (2.12) has been obtained recently by the author in [10] . This is
where P 3 (x) is a cubic polynomial in x with leading coefficient equal to 4/(3π 2 ). The proof of (1.5) consists of three steps: the first is to show that (2.2) can be simplified to give (1.7). Then we show that |ζ( 1 2 + it)| 4 can be replaced by I(t, ∆) (with suitable ∆) and permissible error. The last step is to use the spectral decomposition (2.10) and obtain (1.5). The bound in (1.5) is actually the limit of the method, set by the condition V 1/2 log −A V ≤ ∆ ≤ V 3/4 in (2.10). Namely we wish ∆ to be as small as possible, so any further improvements of (1.5) will necessitate the widening of this range, or obtaining another type of the asymptotic formula for the integral in (2.10).
We proceed now with the proof. By using (2.6) and the mean theorem for On some mean value results involving |ζ( 1 2 + it)| 7 not optimal, but it is unimportant). Then we simplify the first sum in (2.5) by Taylor's formula (truncating it at n = √ T ) to obtain (1.7), as claimed.
Before we go to the second step, let ( 
(2.14)
By using trivial estimation and (2.8) we have
Hence, in view of (1.6) and (2.7), it remains to prove that Now we have, with I(T, ∆) given by (2.11) ,
The integrals over u can be truncated at |u| = ∆ log T with a negligible error.
Since we have (see [4] and [12] )
it follows that
in view of (2.16), where we choose with A > 0 sufficiently large (this is the lower bound in the permissible range for which (2.10) holds)
We are now at the final step of the proof of Theorem 1. From (2.10) and (2.11) we obtain, on integrating by parts (again Q 4 (x) = P 4 (x) + P ′ 4 (x)),
where we used (2.12). We have where we have set
We write the cosines as exponentials and note that the saddle point of the ensuing integral is at t 0 = κ 2 j /(2πn) ∈ [T, 2T ] for κ j ≍ √ T n. By the saddle point method (see e.g., [2] ) the main contribution will be a multiple of (
where we used again (2.12). Thus from (2.20) and (2.21) we obtain the bound in (2.17), as asserted. This completes the proof of Theorem 1. In concluding, note that the inner sum in (2.21) was estimated trivially. However, one hopes that there is a lot of cancellation in such type of exponential sum with α j H 3 j ( 1 2 ). Indeed, it was conjectured by the author in [8] that such a cancellation occurs, and it was heuristically justified why one does expect this fact. Also there is hope to use the explicit expression which stands for the function R(K) in the proof of the asympotic formula (2.13). The small improvement of the bound in (1.5) of Theorem 1 over the bound in (2.9), which is relatively not difficult to obtain, is precisely significant for this reason: it does show that cancellation in a sum with α j H 3 j ( 1 2 ) does occur.
Proof of Theorem 2 and Theorem 3
We shall first deal with Theorem 3, which is needed for the proof of Theorem 2. The proof is based on the method used by the author in [3] . Suppose 1 ≪ H ≪ T . We note that, by the first derivative test, 
