Abstract. Structural Health Monitoring (SHM) is an effective alternative to conventional inspections which are time-consuming and subjective. SHM can detect damage early and reduce maintenance cost and thereby help reduce the likelihood of catastrophic structural events to infrastructure such as bridges. After reviewing the Damage Index Method (DIM), an Iterative Damage Index Method (IDIM) is proposed to improve the accuracy of damage detection. These two damage detection techniques are compared based on damage on two structures, a simply supported beam and a pedestrian bridge. Compared to the traditional damage detection algorithm, the proposed IDIM is shown to be less arbitrary and more accurate.
Introduction
Recently, effective inspection and maintenance for infrastructure are placing great importance because infrastructures are deteriorating after construction due to fatigue and corrosion. The Bureau of Transportation Statistics (2008) reported that nearly 26 percent of the bridges in the U.S. are substandard. Traditional inspection procedures for bridges generally rely on subjective and irregular visual examination. As such, there are variations in the inspection results even for the same structure because of the differences in inspectors' experience and judgment. Visual checking is also apt to be a schedule-based inspection process. Discrete inspection processes can fail to detect hidden effects of poor design or maintenance that can be the source of sudden and dangerous events such as a bridge collapse. Between 1989 and 2000, out of 65 bridge failures (caused by design, detailing, construction, maintenance, or material problems), 43 failures were attributed to poor maintenance (Wardhana and Hadipriono 2003) . As an alternative to periodic inspections, structural health monitoring (SHM) is a continuous process (Hurlebaus and Gaul 2006) that can detect damage early, reduce the cost of repair and rehabilitation, and help reduce the chance of catastrophic events with the structures.
A number of studies have sought to improve the accuracy of damage detection using SHM. Several researchers (Lenzen 2005 , Kim and Kawatani 2007 , Kim et al. 2008 , Mizuno et al. 2008 Corresponding author, Associate Professor, E-mail: shurlebaus@civil.tamu.edu Park et al. 2009 , Kim et al. 2013 ) have developed damage identification methods using the analysis of dynamic responses of a structure. However, the damage can be estimated where the dynamic responses are recorded. On the other hand, many studies took advantages of the development of instrumentation using sensors that facilitates observation of the dynamic characteristics of a structure, such as frequencies and modeshapes. For example, Pandey et al. (1991) proposed to track the changes in modeshapes curvature while Pandey and Biswas (1994) used flexibility changes. Zhang and Aktan (1995) combined the two methods proposed by Pandey et al. (1991) and Pandey and Biswas (1994) , and developed a method using the changes in flexibility curvature. Shi et al. (2000) introduced the correlation between the measured modeshapes change for the undamaged and damaged and the analytical modeshapes change for the undamaged and damaged. If the correlation between the measured modeshapes and analytical changes is unity, the damage is estimated correctly. Despite those efforts, the methods are not practical in infrastructure such as bridges and buildings. This is often the case because small changes in physical properties do not alter frequencies and modeshapes enough to allow their detection. In other case, it is difficult to obtain as many modes as these methods need from these complicated structures. To overcome the limitations, Stubbs and Kim (1996) suggested a Damage Index Method (DIM) using modal strain energy to detect damage.
This paper refers to the measured points on a structure as recording points. Interpolation between selected recording points is then used to make the modeshapes a smooth line. In this paper, the points used in interpolating the modeshapes are called spline points. Note the number of spline points, N s , is always equal to or greater than the number of recording points, N r and a cubic spline interpolation function is chosen in this study to avoid Runge's phenomenon which can be occurred when using polynomial interpolation method.
Several researchers (Stubbs and Kim 1996 , Stubbs and Park 1996 , Kim and Stubbs 2002 verified the accuracy of the DIM with numerical simulation models, while others confirmed its usefulness with experimental evaluation (Park et al. 2001 , Choi et al. 2008 . Moreover, Huang et al. (2009) applied the DIM to find the probabilistic capacity and fragility of reinforced concrete columns. Compared with commonly used vibration-based damage detection methods, the DIM is the most accurate (Alvandi and Cremona 2006, Humar et al. 2006) .
The DIM relies on the calculation of the modal strain energy by measuring the modeshapes of a structure to detect damage. However, the current DIM has two limitations with regard to this calculation. First, the selection of a fixed threshold to determine whether there is enough change in the measurable physical properties to indicate damage in a structure is arbitrary. Second, the damage detection with any fixed threshold is affected by the number of spline points selected.
The purpose of the work described in this paper is to develop a less arbitrary and more accurate vibration-based damage detection method for SHM. A modified DIM, referred to as the Iterative Damage Index Method (IDIM), is proposed. The proposed IDIM does not require defining an arbitrary threshold to identify damage and it is independent of N s . Thus, the proposed method .promises a generally better and reliable detection of damage.
The remaining of this paper consists of four sections. The technical background is described in the following section. After a brief review of the algorithms used by the current DIM, the proposed IDIM is described. Then, the accuracy of damage prediction using the DIM and the IDIM for a simply supported beam and a pedestrian bridge are compared using numerical and experimental data. Finally, the last section summarizes the findings of this paper and suggests some future work.
Damage detection algorithm
First, the quantification of the accuracy of predicted damage by damage identification methods is presented. After that, two damage detection algorithms are explained: DIM and IDIM.
Damage index method
This section reviews the DIM proposed by Stubbs and Kim (1996) . Assuming a structural element can be considered as a Euler-Bernoulli beam (see Fig. 1 ), the modal strain energy associated to the ith mode of undamaged beam, i K , can be calculated as
where L is the length of the beam, EI is the flexural rigidity, and i   is the curvature of the ith modeshape. Dividing the beam into n segments, the modal strain energy contribution from the jth segment to the ith mode, ij k , is given by
where the jth segment is between x a  and b. As such, the fraction of the jth segment's contribution to the total modal strain energy, i j F , can be expressed as Similarly, for the corresponding damaged element, we have
where the superscript 'd' denotes 'damaged'. Assuming that the fraction of the jth element's contribution to the ith modal strain energy in the undamaged and damaged structure remains constant (i.e.,
), the ratio of the jth segment flexural rigidity in the undamaged and damaged structure is given by
where j  is the damage index for the jth segment. For multiple modes, j  is expressed as
where m n is the number of modes. Accordingly, the normalized damage index (damage indicator), j Z , is obtained as
where  and   are the mean and the standard deviation of the damage index, respectively. For a chosen threshold, threshold
, it is indicated that the jth segment is damaged. In this paper, threshold Z is chosen to be one, meaning that the confidence level for damage detection is 84.1% (Park et al. 2001) . A flowchart shown in Fig. 2 depicts the entire procedure of the current DIM.
As mentioned in the previous section, there are two crucial restrictions in the use of the DIM. First, the choice of a fixed threshold is arbitrary. Because the particular fixed threshold chosen drives the damage detection results, the selection of the threshold is critical in the DIM. If the selected threshold is smaller than the limit at which actual damage occurs, damage size would be overestimated. In contrast, damage size would be underestimated if the selected threshold is set too high. As an illustration, in Fig. 3(a) is an appropriate threshold, (b) is a smaller threshold, and (c) is a larger threshold. Although the DIM has this problem with the selection of a fixed threshold to detect damage, various thresholds have been selected. For instance, the threshold was chosen to be one by some researchers (Park et al. 2001 , Choi et al. 2008 , Huang et al. 2009 ) while other researchers selected thresholds of two Kim 1996, Stubbs and 2002) and three Stubbs 2003, Kim et al. 2007) . Although the damage in the two cases is identical, the damage detection results by the same fixed threshold are different. The extent of damage is detected correctly in Fig. 4 (a) while the damage is overestimated in Fig. 4 (b).
Proposed iterative damage index method
The IDIM proposed in this paper overcomes these limitations by relying on the idea that the 
where is a parameter that needs to be estimated. Unfortunately,  varies with different damage sizes. To solve the problem, we introduce a new parameter, C, that remains constant over different damage sizes and is defined as
where  is the damage size. In this paper, it is assumed that C is unchanged corresponding to the change in damage size. 
The ratio,  , is given by 
Quantification of the accuracy of predicted damage
To quantify the accuracy of the predicted damage, two measures are introduced: e and ∆. The first measure is referring as the ratio between the actual damage size, s , and the predicted damage size, ŝ divided by the s
The second measure is referring as the difference between the centers of the actual and the predicted damages divided by the total length of the structure, L ĉ c L   (20) where c is the center of the actual damage, and ĉ is the center of the predicted damage. The smaller the absolute values of both e and ∆ are, the more accurate the damage detection is. If e and ∆ are zero, then the damage is detected exactly. Note that e and ∆ can be calculated for each damage detection model, where the damage detection model is specified N r and N s for the damage detection .
To generalize and compare the accuracy in the damage prediction for different damage cases, the damage detection percentage, γ, is calculated. For each damage detection model, γ is calculated as
where n t is the number of total damage detection models and n c is the number of correct damage predictions (i.e., e = 0 and ∆ = 0) among the n t cases. In addition, γ can be also calculated by applying various e and ∆ to consider the error of predicted damage. Because various N r cannot be used in experimental tests, the average of the e and ∆ are calculated for the damage detection models with the only change of N s . The average of the e and ∆ will be used to compare how the damage detection methods perform in the experimental tests.
Validation using numerical data
This section refers two numerical examples to validate the proposed IDIM. FE model of a simply supported beam with hollow square section 0.05×0.05×0.01 m (2×2×½ in) and a FE model of a pedestrian bridge on the Texas A&M Golf Course at Texas A&M University, College Station, TX. Fourteen damage cases are studied to investigate the effect of various damage sizes, severities, and locations, as shown in Table 2 . Note that the term of severity is defined as change in flexural rigidity. Cases 1, 2, and 3 are chosen to investigate the effect of damage size, while Cases 1, 4, 5, 6, and 7 are selected to investigate the effect of damage severity. Finally, Cases 8, 9, and 10 are selected to investigate the influence of different damage locations. The last four damage cases are selected to investigate the effect of multiple damage locations. Damage is simulated by reducing the modulus of elasticity of the appropriate elements.
Simply supported beam
The modeshapes can be obtained more accurately by increasing N r which promises more reliable damage detection. However, it is necessary to decide on the minimum N r for correct damage detection because one cannot use an unlimited N r . Table 3 shows the minimum N r to detect damage correctly (i.e., Δ = 0 and e = 0) for all damage cases. It is apparent that a smaller N r is needed for the IDIM than for the IDIM for most of damage cases. Therefore, the IDIM is generally more economical than the DIM in the simply supported beam. The damage detection percentages for the simply supported beam are calculated by considering about ten thousand damage detection models (i.e., n t ≈ 10,000) with various N r and N s . N r varies from five to 281 with the interval of four, while N s changes from five to 449 with the interval of four. Table 4 summarizes those percentages for six of the fourteen damage cases. The results for the rest of the cases are similar. Five main observations can be made. First, the IDIM is typically more accurate than the DIM because the damage detection percentages of the IDIM are higher in most of the damage cases. Second, comparison of the Cases 1 and 2 shows that the IDIM is more efficient in estimating smaller damage associated with Case 1. Third, as shown in Cases 1 and 5, the more severe damage associated with Case 5 is estimated more accurately by the IDIM. Fourth, the similarity between Cases 1 and 9 implies that the damage location does not affect the relative accuracy of damage predictions. Finally, Cases 12 and 14 show that the IDIM is more accurate than the DIM in identifying the multiple locations of damage. Cases 12 and 14 have two locations of damage, where the left location of damage is called 'left damage' and the right location of damage is referred as 'right damage' here. The Case 12 has different severities of damage while the severities of damage are same in the Case 14. Tables 5 to 6 show the values of γ for the two damage cases. From these tables, it is certain that the value of γ to detect the multiple damage is calculated by combining the value of γ to estimate the left damage with the value of γ to identify the right damage. Note that the value of γ to detect either the left damage or the right damage is higher than the value of γ to identify the multiple damage. 
Pedestrian bridge
The pedestrian bridge, shown in Fig. 6 , has a length of 9.04 meters, consists of two arched frames, a deck and bracings and other properties as summarized in Table 7 . For the numerical validation, this pedestrian bridge is modeled in ABAQUS (2004) (see Fig. 7 ). A total of 2,674 beam elements are used to model the bridge with eight longitudinal beams. From the modal analysis, the first three bending modeshapes of the fourth longitudinal beam are extracted and used in the DIM and IDIM. The first three bending eigenfrequencies are 16.936, 24.310, and 33.499 Hz. We investigate ten damage cases analogous to those used for the previous numerical example. Because the damage scenarios cannot be detected accurately (i.e., Δ = 0 and e = 0) by the two methods, Δ = 0.01 and e = 0.1 are used to determine the minimum N r for all damage cases (see Table 9 ). Smaller N r is required in the IDIM for all of the damage cases to achieve equivalent accuracy even with this less precise standard. Consequently, the IDIM also proves to be more economical than the DIM with the pedestrian bridge. The values of γ for the pedestrian bridge are calculated by considering about ten thousand damage detection models (i.e., n t ≈ 10,000) with various N r and N s . N r varies from five to 449 with the interval of four, while N s changes from five to 449 with the interval of four. Because the value of γ with Δ = 0 are equal to zero, the error in estimating damage is considered (i.e., Δ = 0.01). Table 10 summarizes those percentages for four damage cases among the ten cases, again because the results for the rest of the cases are not significantly different. The findings from those tables for the bridge are even more compelling than those for the beam. In particular, the damage detection percentages for the IDIM are higher across all damage cases. 
Validation using experimental data
The proposed method is also validated using experimental data with from real structures: a simply supported beam and a pedestrian bridge in the Texas A&M golf course, on the Texas A&M University campus in College Station, TX. The test data are obtained by a wireless monitoring system. Because a structure gradually deteriorates after its construction, the baseline of the beam and bridge (i.e., modeshapes for an undamaged structure) are obtained from the current structure.
Simply supported beam
The geometric and material properties of the beam are the same as those of the beam of considered in Section 3.1. The accelerations of the simply supported beam in the laboratory are measured from ten recording points from the left end of beam to the right one. The ten recording points are located with equal spacing (0.40 meters) on the beam. A steel plate with the weight of 0.6 kg (2.11% of the total mass of the beam) is placed between 0.787 meters and 0.889 meters from the left end of the beam to simulate a mass damage instead of a stiffness damage.
The experimental setup consists of a Wireless Sensor Network (WSN) (Reyer 2007 ) composed of a base station MIB510, MICA 2 motes and MTS310 sensor board. The beam is excited by an input hammer at 0.76 meters from the left end of the beam and the acceleration data are recorded with 250 Hz of sampling rate using the WSN. The first three modeshapes, shown in Fig. 8 , are extracted from the measured accelerations by the Time Domain Decomposition (TDD) method, proposed by Kim et al. (2005) .
For the limited number of MICA2 motes, three measuring sets (Set I, II, and III) and one reference point are used (see Fig. 9 ). The modes shapes obtained from the three sets are recalculated to match the reference point of each set. Note that the impact points in the three sets are identical. Fig. 10 shows a test set up for the Set I with five MICA 2 motes, the base station, and a lap-top computer. The average values of e and ∆ are summarized in Table 11 . From Table 11 , we observe that the averages of ∆ (the accuracy of pinpointing the location of damage) for the current DIM are practically the same as those of the proposed IDIM. However, the averages of the e for the proposed IDIM are around −3 while those of the current DIM are around −5. That means that the IDIM is 10% more accurate predicting the damage size than the DIM. Note that measurement noise was considered as acceleration data from actual measurements were used in this study. 
Pedestrian bridge
The geometric and material properties of the pedestrian bridge are the same as those of the pedestrian bridge considered in Section 3.2. The accelerations of the pedestrian bridge are measured at nine recording points. One point is located on the center of the 4 th longitudinal beam of the bridge and eight other points are equally spaced (1.29 meters apart) on the 4 th longitudinal beam of the bridge. To simulate a mass damage instead of a stiffness damage, three concrete blocks (81.66 kg or 2.46% of the total mass of the bridge) are added between 2.778 meters and 3.277 meters from one end of the bridge. The concrete blocks are located on the flat wood deck. The first three modeshapes, shown in Fig. 11 , are obtained by the TDD. Because of the limited number of sensors, two measuring sets (Set A and B) and one reference point are also operated (see Fig. 12 ). Table 12 summarizes the average of the e and ∆ for the pedestrian bridge. From Table 12 , it is found that the averages of ∆ for the current DIM are practically the same as those of the proposed IDIM. However, the averages of e for the proposed IDIM are about −0.5 with only one being around −1, while those of the current DIM are all about −2. That means that the IDIM is 33% more accurate in estimating the damage size than the DIM. 
Conclusions
The proposed IDIM has both theoretical and practical advantages over the current DIM. It is a less arbitrary and more accurate vibration-based damage detection technique than the current DIM. Also, the proposed IDIM does not depend on a threshold, as required in the current DIM. Finally, the proposed IDIM is not affected by selected N s .
Simulation and experimental comparisons demonstrate the superior performance of IDIM.
Two parameters, e and ∆, are used to quantify the accuracy of predicted damage. Two example cases are studied to compare the DIM and the proposed IDIM: a simply supported beam and a pedestrian bridge at the Texas A&M golf course. From simulation results with numerical models, five major findings emerge. First, the proposed IDIM is more economical than the DIM. Second, the proposed method is more accurate across various damage cases. Third, the proposed method is more efficient in identifying low magnitude damage, which is rarely detected in practice. Fourth, the size of more severe damage is detected more correctly while the location of damage does not influence the accuracy of damage detection. Finally, the IDIM is more accurate than the DIM in estimating the multiple locations of damage.
The modeshapes are extracted from the two real structures by the TDD. Experimental tests with a simply supported beam and a pedestrian bridge show that the proposed IDIM is more accurate than the current DIM and that the proposed method can be applied successfully for structural health monitoring.
