An algorithm for simulation of quantum many-body dynamics having su(2) spectrum-generating algebra is developed. The algorithm is based on the idea of dynamical coarse-graining. The original unitary dynamics of the target observables − the elements of the spectrum-generating algebra − is simulated by a surrogate open-system dynamics, which can be interpreted as weak measurement of the target observables, performed on the evolving system. The open-system state can be represented by a mixture of pure states, localized in the phase-space. The localization reduces the scaling of the computational resources with the Hilbert space dimension n by factor n 3/2 ln n compared to conventional sparse-matrix methods. The guidelines for the choice of parameters for the simulation are presented and the scaling of the computational resources with the Hilbert space dimension of the system is estimated. The algorithm is applied to the simulation of the dynamics of systems of 2 · 10 4 and 2 · 10 6 cold atoms in the double-well trap, described by the two-sites Bose-Hubbard model.
I. INTRODUCTION
Simulation of quantum many-body dynamics is a challenging task. The computational resources of solving the Schrödinger equation increase with the size of the system's Hilbert space n, which is very large in a typical many-body [1] . Computational methods based on diagonalization scale as the the cube of the Hilbert space dimension. This led to the development of propagation techniques which scale as O(n ln n) (semi-linearly) with the Hilbert space dimension for an elementary propagation time-step. The number of timesteps required for the simulation on a fixed time interval scales with the energy uncertainty of the evolving state, which adds generically at least another factor n to the computational cost. As a result, the overall scaling of the computational resources for a fixed time interval becomes O(n 2 ln n). To achieve such a scaling different sparse-matrix techniques are required such as FFT [3] or linear scaling approaches in solid state [4] . Currently such methods are able to address quantum dynamics in Hilbert spaces up to dimension of ∼ 10 8 . Eventually due to the unfavorable scaling the semi-linear techniques become unpractical.
As a consequence, other strategies have been developed to meet the challenge of the many-body quantum simulations. A popular approach is based on extensions of a mean-field approximation and is restricted to systems with a limited scope of quantum correlations. An example is the powerful multi configuration time dependent Hartree (MCDTH) algorithm, where part of the correlations are deliberately added back [5] . As the quantum correlations develop in the course of the evolution the scaling of the method becomes prohibitive.
The present paper describes the first implementation of an alternative approach to manybody quantum simulations [2] , which focuses on the dynamics of a small subset of observables. The motivation for the approach is to find a method of quantum-dynamical simulations, scaling with the size of the subset of target observables but not with the Hilbert space dimension of the system. Simulations with such scaling properties are defined in the present work as efficient. The basic idea of the method proposed in Ref. [2] is to simulate the unitary dynamics of a subset of observables by a surrogate open-system dynamics. The target observables in the proposed scheme are elements of the spectrum-generating algebra (SGA) of the quantum system [6] and the surrogate open-system dynamics corresponds to weak measurement [7] of the observables performed on the evolving system.
The present study explores basic steps required to generate an operational algorithm and the scaling of the computational resources with the Hilbert space dimension for simulation of quantum many-body dynamics having su(2) SGA. The expositions is carried out through the study of a specific example, the simulation of the dynamics of N cold atoms in a doublewell trap [8, 9, 10, 11, 12, 13] . The system is modeled by the two-site Bose-Hubbard model [14] with the Hamiltonian:
whereâ i (â † i ) is the creation (annihilation) operator of a particle in the i-th well. ∆ describes the hopping rate and U scales the two-body interaction. The transformation to the operatorŝ
leads to the following Lie-algebraic form of the Hamiltonian
where ω = 2∆. The set of single-particle operators {Ĵ x ,Ĵ y ,Ĵ z } is closed under the commutation relation and spans the su(2) SGA of the system. Examples of many-body quantum systems with su(2) SGA include other systems such as the Lipkin-Meshkov-Glick model of interacting fermions [15] . The Hilbert space of the system of N atoms carries the n = N + 1 dimensional irreducible representation [16] of the the algebra, corresponding to the pseudospin quantum number j = N/2. ObservablesĴ x ,Ĵ y ,Ĵ z are the target of the dynamical simulation, representing coherence, current and population difference between the wells.
The corresponding surrogate open-system dynamics is driven by the Liouville-Von Neumann equation of motion:ρ
The simulation of the open-system evolution (4) is performed by averaging over solutions of the stochastic nonlinear Schrödinger equation (sNLSE) [17, 18, 19] . The sNLSE governs a single realization of the process of weak measurement of the target observables (2) performed on the system with the Hamiltonian (3). Parameter γ in Eq.(4), corresponding to the strength of measurement, is decreased in the course of the simulation until the open dynamics (4) of the target observables converges to the original unitary dynamics, driven by the Hamiltonian (3). It is shown that the convergence is achieved at the magnitude of γ which is still sufficiently large to drastically reduce of the computational complexity of the sNLSE, compared to the original Schrödinger equation. The reduction of the computational complexity is achieved by virtue of the localization of solutions of the sNLSE in the associated phase space, induced by the measurement [2, 20] . On the level of the density matrix the localization leads to a coarse-graining of the phase-space representation of the state, erasing the fine structure but leaving unaffected the dynamics of the target observables.
Localization of the sNLSE solution leads to compression of the size of the time-dependent computational basis of the simulation to M ≪ n = N +1 states. In the convergent simulation on the time-interval of order ln n, M ln n. As a consequence, the memory resources and the cost of an elementary time-step of the computation scale as ln 2 n. The number of time-steps in the simulation on the time-interval of order ln n is O( √ n ln n) for a localized state evolution. Averaging over realizations of the weak measurement adds a factor of
. This factor is independent on n. Therefore, theoretically, the overall scaling of the computational resources is O( √ n ln 3 n). Simulations using conventional sparse-matrix techniques scale as O(n 2 ln 2 n). Therefore, even though the algorithm is not efficient in the sense of our definition, the scaling of the computational resources is better by the factor of n 3/2 (ln n) −1 than in conventional sparse-matrix approaches.
An additional important feature of the algorithm is that simulations of the sNLSE for individual measurement realizations are independent and can be performed in parallel. This parallelism is uncommon in conventional algorithms for quantum dynamical simulations.
Section II(A) summarizes the main ideas of Refs. [2, 20] and motivates the choice of the computational basis for simulation of the target observables. Section II(B) develops a scheme for updating the computational basis using a global unitary transformation generated by the SGA .
Section III focuses on the application of the algorithm to dynamics of a large number Section IV summarizes the results.
II. THE ALGORITHM
A. General structure
The algorithm proposed in Ref. [2] , is based on the following sequence of steps:
1. Construction of the time-dependent computational basis of generalized coherent states (GCS), associated with the SGA of the system.
2. The choice of elements of SGA of the system as the target observables for the simulation.
3. Numerical solution of the sNLSE, corresponding to a single realization of weak measurement of the target observables, performed on the evolving system. As a guideline for the development of the algorithm the following definition of efficient simulation is adopted:
Definition: The simulation of dynamics of a Lie-algebra of observables of the system is efficient if the necessary memory and the CPU resources for the computation do not depend on the Hilbert space (irreducible) representation of the algebra.
In short, the simulation is called efficient if it is based on group-theoretical calculations.
An example of efficient simulation is solution of the Heisenberg equations of motion for a Lie-algebra g of observables, when the Hamiltonian belongs to the algebra. In this case the simulation is reduced to numerical solution of dim {g} linear equations of motion for the expectation values of the elements of g. Another example is simulation of quantum dynamics in the mean-field approximation [21] , when the computational complexity is independent on the Hilbert space dimension asymptotically.
The starting point for the algorithm is the idea that reduction of the computational complexity can be achieved by using time-dependent basis of a small number M of states.
Let ψ i (t) be the time-dependent computational basis. The state vector of the system can be represented in the time-dependent basis as
where M ≤ n andÛ i (t) is a non unique time-dependent unitary transformation of the reference state ψ i (0). The simulation involves calculation of matrix elements of the Hamiltonian in the time-dependent basis. An efficient computation of the matrix elements of the Hamiltonian ψ(t) i Ĥ ψ(t) j is possible only if both the transformation
and the computation of matrix elements
can be performed efficiently.
Let operators X i span the SGA of the system. Then the Hamiltonian can be represented as a polynomial inX i , as in Eq. (3) . If the unitary transformationÛ j (t) is generated by an element of the SGA, the transformation (6) can be performed group-theoretically [16] , i.e., efficiently. It follows that if each ψ i (t) in Eq. (5) can be represented as an orbit of the reference state ψ i (0) under the action of the SGA:
the transformation (6) can be performed efficiently. Eq.(8) defines a generalized coherent state (GCS), associated with the SGA and the reference state ψ i (0) [16, 22] . The choice of the time-dependent computational basis of GCS, associated with the SGA of the system, guarantees that the transformation (6) can be performed efficiently.
Complexity of computing matrix elements (7) 
The choice of the target observables for the simulation
The choice of computational basis of GCS, associated with the SGA of the system and a maximal (minimal) weight state of the representation, allows computing matrix elements ψ(t) i X ψ(t) j of an observableX efficiently ifX is a polynomial inX i . Such observables can be used as target observables for the efficient simulation. ElementsX i of the SGA are the simplest choice of the target observables.
Solving the stochastic Nonlinear Schrödinger Equation
The size M of the computational basis in an efficient simulation must be independent of the Hilbert space dimension. Generically a unitarily evolving system will evolve into a superposition of M ∼ n GCS. Therefore, generically, a unitary dynamics cannot be simulated efficiently. The open-system dynamics, corresponding to the weak measurement of the SGA operators of the evolving system, is simulated by averaging over stochastic pure-state realizations of the measurement. Each realization is governed by the stochastic Nonlinear Schrödinger equation (sNLSE) [17, 18, 19] . Solution of the sNLSE, can be expressed in the form Eq. (5) with M ≪ n, provided the measurement is sufficiently strong.
Averaging
Expectation values of the SGA observables are calculated in each stochastic realization of the sNLSE. Averaging over the realizations recovers the open-system dynamics of the observables. The number of realizations needed to compute the averages to a given relative error is independent of the Hilbert space dimension. Therefore, the averaging can be performed efficiently. Hilbert space representation is satisfied [2] , the open system follows the evolution on widely separated time-scales. Due to this time-scales separation the open-system dynamics of the SGA observables converges to the unitary evolution at the value of γ which is sufficiently large to ensure that M ≪ n in the expansion (5) of the convergent pure-state solution of the corresponding sNLSE.
B. A linear implementation
The algorithm outlined in the previous subsection can be implemented in a variety of ways. This is in part due to the non-uniqueness of the transformationsÛ i (t) of the computational basis elements in Eq. (5) . In the present implementation we adopt the choicê U i (t) =Û j (t) =Û(t), termed the linear implementation. In the linear implementation the pure-state solution of the sNLSE is represented by
where ψ i (0) is a fixed set of the GCS, associated with the SGA and a maximal (minimal) weight state of the Hilbert space representation of the algebra.
The advantage of this choice is that updating of the computational basis is performed by a linear (unitary) transformation, leading to high numerical stability. The disadvantage is a limited flexibility of the computational basis evolution, which may result in a higher computational cost. (10) is established by the following relation:
The transformations T 1 and T 2 can be given a simple geometric interpretation in the special case of the su(2) SGA spanned by the operatorsĴ x ,Ĵ y andĴ z , satisfying the commutation relations
The GCS of the su (2), termed spin-coherent states, can be represented by points in the phase space, associated with the algebra [24, 25] . The phase-space is a two-dimensional sphere and the GCS can be parametrized by spherical coordinates. The 2j + 1 dimensional
Hilbert space, carrying an irreducible representation of the algebra, is spanned by a linearly independent basis of GCS, represented by 2j + 1 points on the sphere. A localized state can be expanded in a small fraction of the total basis, represented by points in the interior of a relatively small area of the phase-space.
A single realization of the weak measurement of operatorsĴ x ,Ĵ y andĴ z of a quantum system, evolving under the action of a HamiltonianĤ is described by the following sNLSE:
where Ĵ i ψ are the instantaneous expectation values of the single-particle operators and the Wiener fluctuation terms dξ i satisfy
where [ ] denotes statistical averaging. Parameter γ is termed the strength of measurement in what follows.
HamiltonianĤ nonlinear inĴ x ,Ĵ y andĴ z generates delocalization of an initially localized state in the phase-space. The non-unitary stochastic contribution of the evolution due to the measurement, represented by the last two terms in Eq. (13), leads to localization of the state [20] . A single realization of the open system evolution can be visualized in the phase-space as a stochastic trajectory of finite width.
The infinitesimal nonlinear transformationT 1 The SGA of the system is the su(2) algebra of the single-particle operators (2) . The system of N particles correspond to the N + 1-dimensional irreducible representation of the algebra with the principle pseudo-spin quantum number j = N/2. Condensed state of the system is a spin coherent state [12, 13] . When U/ω > 1 the phase-space picture of the mean-field dynamics changes: an unstable fixed point appears and the associated separatrix [12] . The mean-field solution breaks down in the vicinity of the separatrix. As a consequence, an initial spin-coherent state prepared in the vicinity of the separatrix is expected to evolve into a delocalized state. The corresponding dynamics is characterized by the exponential loss of coherence [27] as measured by the purity of the single-particle density operator. The delocalization corresponds to depletion of the condensate. This parametric regime poses the real challenge for the simulation and is chosen to test the algorithm.
The loss of coherence can be measured by the generalized purity [23] of the state with respect to the su(2) algebra of the single-particle observablesĴ x ,Ĵ y andĴ z . The generalized purity of the state ψ is defined by
The generalized purity equals unity if ψ is a spin-coherent state and is less than unity otherwise. Since the mean-field state is spin-coherent by construction, the mean-field approximation breaks down if the generalized purity decreases. of the atoms. The mean-field solution works well for the weak interaction regime U/ω = 1, where the generalized purity of the evolving remains close to unity. In the case of U/ω = 2 the same initial state follows dynamics in the vicinity of the separatrix in the mean-field picture [12] . As a consequence, the generalized purity decreases on the time-scale ω −1 ln N following the depletion of the condensate and the mean-field solution fails to reproduce correctly the character of the dynamics.
B. Application to a system of large number of atoms
Equations of motion
The numerical solution of the sNLSE (13) proceeds as a sequence of infinitesimal transformations:
whereX stands for all relevant operators, i.e., the Hamiltonian (3) and the target observables (2) . The state ψ in Eqs. (17) and (18) is given by
where ψ i (0) is the fixed computational basis of spin-coherent states. From Eqs. (17), (15) and (5) we obtain
where (X) jk ≡ ψ j (0) X ψ k (0) and
is the overlap matrix. It should be noted that the overlap matrix is time-independent.
The expectation values of the SGA observables are calculated in each realization (20) of the weak measurement:
Averaging over the realizations gives the expectation values in the surrogate open-system dynamics (4)
Convergence of the simulation is checked on the level of Eq.(24).
Choice of numerical parameters
A converged solution, Eq. (24) [2] , which can be brought to the form γMN using relation M N 1 − P su (2) [ψ] derived in Ref. [2] . Equating the rates we obtain M ω γN .
As γ goes to zero M approaches its value in the corresponding unitary dynamics, which (14) , leads to
Since inequality (27) is stronger than inequality (28), the scaling of the size of time-step of the simulation is determined by inequality (27) . As a consequence, the time of computation scales as √ n, where n = N + 1 is the Hilbert space dimension of the system (Cf. Fig. 6 ).
c. Choice of γ. In order that the effect of measurement on the dynamics of the target observablesĴ x ,Ĵ y andĴ z can be neglected, it is sufficient that the contribution of the measurement to the growth of the total uncertainty
in the opensystem evolution (4) is negligible on the time-scale of the simulation, compared to the uncertainty of the initial spin-coherent state.
To estimate the contribution of the measurement to the growth of total uncertainty we consider dynamics of the single-particle observables under the action of measurement alone [2] :
The corresponding evolution of the total uncertainty is
The uncertainty in a spin-coherent state is minimal: ∆ min = N/2. The effect of measurement can be neglected on a time-interval τ if
From Eqs.(30) and (31)
where assumption 1 ≪ N is used. For the simulation on the time interval of order ω
Therefore, the open-system dynamics of the target observables converges to the original unitary evolution at the strength of measurement γ ǫ = ǫ ω N ln N , ǫ ≪ 1.
Numerical results
As an application of the algorithm we have performed the simulation of the system of 
NĴ z (green) and the corresponding generalized purity (black) as functions of time. The initial state of the system and the value of U/ω are the same as in Fig.(3) .
The simulation is converged to ∼ 1.5%, corresponding to averaging over 5000 realizations of the sNLSE (13) . The size of the computational basis M = 90.
due to the necessary averaging over the measurement realizations in the our method. For N = 2 · 10 6 our method is by orders of magnitude more efficient.
IV. CONCLUSIONS
The details and the first application of an algorithm for simulation of a many-body dynamics, generated by a su(2)-Hamiltonian, are reported. The algorithm implements idea, proposed in Ref. [2] , of using a surrogate open-system dynamics for simulation of a unitary evolution of the quantum many-body systems. The algorithm is applied to simulation of dynamics of N = 2 · 10 4 and N = 2 · 10 6 cold atoms in the double-well trap. The dynamics reflects a competition between the hopping rate of the atoms from well to well and the two-body repulsive interaction between the particles. The single-particle observables of the system are simulated and the convergence of the simulation is checked.
The simulation is based on numerical solution of the stochastic Nonlinear Schrödinger The open-system dynamics can be interpreted as a weak measurement of the elements of spectrum-generating su(2) algebra of the single-particle observables. It is shown that a range of the measurement strength exists, where on one hand the dynamics of the target observables is negligibly affected by the measurement but on the other hand the measurement is strong enough to localize solutions of the sNLSE in the associated phase-space.
The localization leads to a drastic reduction of the computational complexity of the Simulating dynamics on the time-interval of order ln n is necessary to observe the generalized purity loss, corresponding to depletion of the condensate, which is not seen in a mean-field approximation. Therefore, the ln n factor cannot be removed from the overall scaling of the algorithm and an efficient simulation of the depletion of the condensate is impossible in the sense of our definition. It is conjectured that generally a logarithmic factor is present in the scaling of the computational resources with the Hilbert space dimension in a simulation of quantum many-body effects, i.e., effects that cannot be accounted for by a mean-field dynamics. This is because generically the mean-field approximation is broken when the generalized coherent state with respect to the SGA approaches the hyperbolic fixed point of the associated mean-field dynamics. The breakdown sets in when the distance to the fixed point becomes of the order of the total uncertainty of the generalized coherent state. The corresponding time-scale is of the order of the logarithm of the total uncertainty, which is of the order of the maximal weight of the Hilbert space representation of the SGA, increasing with the Hilbert space dimension.
To summarize, the algorithm described in the present work reduces the memory resources, the cost of an elementary time-step of the simulation and the CPU time resources compared to conventional sparse-matrix approaches. As a consequence, asymptotically, it outperforms conventional sparse-matrix computations by the factor n 3/2 ln n . It is conjectured that imple-mentation of the algorithm to simulate many-body dynamics with other SGA will prove advantageous as well.
