We consider two families of weight bases for "one-rowed" irreducible representations of the simple Lie algebra 
Introduction
This paper is a sequel to [2] . In [2] we derived combinatorial results (namely, "rank symmetry," "rank unimodality," and the "strong Sperner property") for two families of distributive lattices, there denoted L Mol B (k, 2n) and L RS B (k, 2n), by explicitly constructing actions of the odd orthogonal Lie algebras o(2n + 1, C) on these lattices. As a consequence we were also able to obtain new constructions of certain families of finite-dimensional irreducible representations of the simple Lie algebra G 2 on two families of "G 2 lattices." We call these the "one-rowed" representations of G 2 . The combinatorial setting of the lattices L Mol B (k, 2n) and L RS B (k, 2n) was nice enough to allow us to draw certain conclusions about our odd orthogonal representation constructions: in particular, we showed that the bases we found for the representing spaces enjoy certain uniqueness and extremal properties [2, Corollary 3.1] . However, at the time we could not extend those methods to establish the same uniqueness and extremal properties of the bases obtained in our G 2 constructions. In this paper we provide a new combinatorial technique (Theorem 4.1), applied in the setting of our two families of G 2 lattices, to prove that the bases for the one-rowed representations of G 2 found in [2] are "solitary" and "edge-minimal" (Theorem 5.1). A basis with the solitary property is uniquely identified in a precise way by its "supporting graph"; a basis with the edge-minimal property has a supporting graph which does not contain as a subgraph the supporting graph for any other basis. (See Section 3 for precise definitions; see [1] for further discussion of these properties.) We see Theorem 5.1 as additional evidence that the solitary property (uniqueness) is closely connected to the edge-minimal property (extremal). We also see this as further evidence that while the solitary property is necessarily rare, many, and possibly all, irreducible representations of the simple Lie algebras have at least one basis which enjoys this combinatorial property.
Our new combinatorial technique for demonstrating that certain families of bases enjoy these uniqueness and extremal properties extends methods of [1] . The methods of [1] apply to a number of bases, but only when these bases behave in a particularly nice way when one restricts to the action of Lie subalgebras ("restricts irreducibly for a chain of Levi subalgebras," in the parlance of that paper). Here we use Theorem 4.1 to demonstrate, for the first time, uniqueness and extremal properties for two families of bases-those bases associated to our two families of G 2 lattices-which do not meet the specialized algebraic conditions required by the methods of [1] . We also apply Theorem 4.1 to re-derive in Theorem 6.1 the analogous results for our odd orthogonal constructions obtained in [2] . In the future we hope to apply this new technique to other bases, such as those mentioned in Table 1 of [1] or those found in [6] .
Combinatorial setting for our results; G 2 lattices
In this paper, we identify a poset with its Hasse diagram [8, p. 98] , and all posets will be finite. For elements s and t of a poset P, there is a directed edge s → t in the Hasse diagram if and only if t covers s, i.e. s < t and there is no x in P such that s < x < t. Let I be any set. A poset P is an edge-colored poset with edges colored by the set I if there is a function assigning to each edge of the Hasse diagram of P an element from the set I. If an edge s → t in P is assigned color i ∈ I , we write s i → t. When we depict the Hasse diagram for a poset, its edges are directed "up." We say the vertex s and the edge s i → t are below t, and the vertex t and the edge s i → t are above s. The vertex s is a descendant of t, and t is an ancestor of s. We let V(P ) denote the vertex set of P, let E i (P ) denote the set of edges in P of color i, and set E(P ) := i∈I E i (P ). If J is a subset of I, remove all edges from P whose colors are not in J; connected components of the resulting edge-colored poset are called J-components of P. Let Q be another edge-colored poset with edge colors from I. If the vertices of Q are a subset of the vertices of P and the edges of Q of color i are a subset of the edges of P of color i for each i ∈ I , then Q is an edge-colored subgraph of P. Two edge-colored posets are isomorphic if there is a bijection between their vertex sets that preserves edges and edge colors. For a poset P, a rank function is a surjective function : P −→ {0, . . . , l} (l 0) with the property that if s → t in the Hasse diagram for P, then (s) + 1 = (t). We call l the length of P with respect to . For any s in P, (s) is the rank of s. The set −1 (i) is the ith rank of P. A poset which possesses a rank function is called a ranked poset. A ranked poset that is connected has a unique rank function. See [8] for definitions of other combinatorial terms.
We say a poset P has no open vees if: (1) Whenever r, s, and t are elements in P for which s and t both cover r, then there exists a unique u in P which covers both s and t, and (2) whenever s, t, and u are elements in P for which u covers both s and t, then there exists a unique r in P which is covered by both s and t. Note that modular lattices, and therefore distributive lattices, are ranked lattices with no open vees. A path from s to t in a poset P is a sequence (s 0 = s, s 1 , . . . , s r = t) such that for 1 p r it is the case that either s p−1 → s p or s p → s p−1 . We say this path has length r. The distance dist(s, t) between s and t in a connected poset P is the minimum length achieved when all paths from s to t in P are considered. If P is a ranked poset and if s t in P, then dist(s, t) = (t) − (s). If P is a ranked lattice with no open vees, then one can see that for any s and t, dist(s, t)
where u (respectively, r) is the unique least upper bound (resp. greatest lower bound) of s and t in P; hence P is a modular lattice.
Throughout this paper k denotes a positive integer. Following [2] , we let L RS 
(k) correspond naturally with certain combinatorial objects called "tableaux" appearing in [4] ; there, these tableaux are associated (k) first appeared in [7] . The elements of L LM G 2 (k) correspond naturally with tableaux appearing in [5] . See [2] for a discussion of the connection of the lattices L LM
(k) "Reiner-Stanton" and "Littelmann-Molev" G 2 lattices, respectively. We define the boundary for L RS G 2 (k) to be the set
Observe that in L, s ∨ t is the element identified with the sequence of partial sums (max(S 1 , T 1 ), . . . , max(S 6 , T 6 )), while s ∧ t is the element identified with (min (S 1 , T 1 ) , . . . , min(S 6 , T 6 )). It is easy to see that (s) = 6 i=1 S i is the unique rank function. It follows that dist(s, t) =
The unique maximal element in L is (k, 0, 0, 0, 0, 0, 0); the unique minimal element is (0, 0, 0, 0, 0, 0, k). So L has length 6k. At times it is convenient to view an element t = (t 1 , . . . , t 7 ) in L on the following "grid":
There is a covering relation s → t if s is one of or (in which case we give this edge color 1), or if s is one of the two vertices or (in which case we give this edge color 2). Thus, the six possible descendants of t in L can be depicted as in Fig. 1 . One can see that there is a one-to-one correspondence between the elements of the boundary set and the ranks of L. Define a total order on the elements of L as follows: for distinct s and t in L, we say s precedes t in the total order if (1) (s) > (t); or (2) (s) = (t) and dist(s, b) < dist(t, b), where b is the unique boundary element of L for which (b) = (s) = (t); or (3) (s) = (t), dist(s, b) = dist(t, b), and there exists a j such that s i = t i for i > j and s j < t j . If s is a nonmaximal element of L, let i be the largest index (1 i 6) for which t = (s 1 , . . . , s i−1 , s i + 1, s i+1 − 1, s i+2 , . . . , s 7 ) is an element of the lattice L; in this case we write t = rightmost_decrease(s). See Section 7 for examples.
Lie algebra actions on edge-colored posets
Some of the notation and language of [1] (1)
The supporting graph P together with the coefficients {(c t,
is the representation diagram (also denoted by P) for the basis B of V. If the coefficients c t,s and d s,t are positive rational numbers we say that the weight basis B is positive rational. A supporting graph P of V is positive rational if there is a positive rational basis for V which has P as its supporting graph. A supporting graph for a basis B of V is edge-minimal if no other weight basis for V has its supporting graph appearing as a proper edge-colored subgraph in the supporting graph for B. Two weight bases {v s } s∈P and {w t } t∈Q for V are diagonally equivalent if there is an ordering on these bases with respect to which the corresponding change of basis matrix is diagonal; the bases are scalar equivalent if this diagonal matrix is a scalar multiple of the identity. The supporting graph for the basis B is solitary if no weight basis for V has the same supporting graph as B other than those bases that are diagonally equivalent to B. Observe that, up to diagonal equivalence, the representation V can have at most a finite number of solitary bases. The adjectives edge-minimal and solitary apply to weight bases as well as supporting graphs. Up to diagonal equivalence, then, a solitary weight basis is uniquely identified by its supporting graph. Let P be a ranked poset whose Hasse diagram edges are colored with colors taken from the set {1, . . . , n}. For 
A relation of form (2) 
where an empty sum is zero. For s and t in P, suppose there is a unique element u such that 
Any relation of form (3) or (4) 
The main G 2 result of [2] was:
Theorem. With edge coefficients assigned to the edges of
(k) are representation diagrams for the one-rowed representation of G 2 corresponding to highest weight k 1 .
A combinatorial technique for demonstrating uniqueness and extremal properties of bases
The main result of this section allows us in certain circumstances to reduce the question of demonstrating uniqueness and extremal properties for a given basis for a simple Lie algebra representation to the problem of demonstrating that the supporting graph meets certain combinatorial conditions. We will normally only apply this result when actions of Lie algebra generators on the basis have been explicitly identified in such a way that we have explicit descriptions of the edge coefficients associated to the edges of the supporting graph. In this paper, the main application of Theorem 4.1 is in the proof of Theorem 5.1. (The total ordering on elements of L LM
(k) and the function rightmost_decrease defined in Section 2 will play the respective roles of the "reverse linear extension" and the "ancestor function" in Theorem 4.1.) We also apply Theorem 4.1 in Section 6 to re-derive some of the results of Corollary 3.1 from [2] for the odd orthogonal lattices L Mol B (k, 2n) and L RS B (k, 2n). We believe Theorem 4.1 can be applied to many of the other bases and supporting graphs mentioned in Table 1 of [1] .
Let (L, ) be a connected edge-labelled poset with rank function and with edges colored by the set {1, . . . , n}. A reverse linear extension T of L is a total ordering on the elements of L (with the relation in T denoted by " T ") such that if s t in L then t T s in T, i.e. t precedes s in the total order T. An ancestor function f is a function f : V(L)\{vertices of maximal rank} → V(L) with the property that if s is not of maximal rank in V(L), then f (s) is an ancestor of s. Let x → y and s → t be edges in L. The next definition is inductive: We say that x,y can be expressed in terms of edge products prior to s → t if (1) y precedes t in the total order, or (2) y = t and x precedes s, or (3) x,y is part of a diamond or crossing relation such that any other edge p → q involved in the relation has the property that p,q can be expressed in terms of edge products prior to s → t. If s is a descendant of t in L with s i → t, then s is a diamond descendant (relative to the function f) if f (s) = t; we say s is a crossing descendant of t if f (s) = t and all other descendants of t along edges of color i precede s in the total order T; otherwise, s is an exceptional descendant of t. The edge-labelled poset L together with T and f is diamond-and-crossing friendly if (1) whenever s is a diamond descendant of t, then f (s) precedes t in the total order T, and (2) any exceptional descendant s of a given vertex t lies along an edge s i → t whose edge product s,t can be expressed in terms of edge products prior to s i → t. While the hypotheses of the following theorem are somewhat involved, conditions of Theorem 5.1 put us in exactly this situation, where we have
Part (1) Our proof requires two preliminary results (Lemmas 4.2 and 4.3). Let {v s } s∈K and {w t } t∈L be two weight bases for a finite-dimensional g-module, where K and L are index sets. Let K and L also denote, respectively, the representation diagrams for these two bases. We say the representation diagram K and L are edge product similar if, under some correspondence between elements of the index sets, the edge-colored directed graphs K and L are isomorphic and the product of coefficients on any edge in K is the same as the product of coefficients on the corresponding edge in L. . We use induction on the totally ordered sequence
Here, t p precedes t q in the total order T if p < q. At a given vertex t, we will argue that on each edge s i → t below t, the product a t,s b s,t coincides with the product s,t . So suppose that at each vertex t which precedes a given vertex t := t j (0 j |V(L)| − 1) it is the case that a t ,s b s ,t = s ,t on each edge s i → t below t . Let s p 1 , . . . , s p r be the descendants of t, where s p 1 precedes s p 2 , etc. Let 1 l r and suppose that for each s ∈ {s p 1 , . . . , s p l−1 }, it is the case that a t,s b s,t = s,t . Now let s := s p l . Let u := f (s). If u = t, then since L is diamond-and-crossing friendly, u precedes t in the total order. Let v be the unique element in L which covers both u and t. So we have a "diamond" in L which looks like and with u and v preceding t in the total order T. The diamond conditions for K and L (cf. Lemma 3.1) together with the inductive hypothesis imply that
Next suppose that u = t and that s is an exceptional descendant of t. Since it is the case that the edge product s,t can be expressed in terms of edge products prior to s i → t, one can use an inductive argument to conclude that a t,s b s,t = s,t . Finally suppose s is a crossing descendant of t. By the crossing conditions in K and L we see that 1 i n, and{(p t,s , q s,t 
. Since m i (s) = m i (s) for 1 i n and any s in V(L ) = V(K), and since the edge-labelled poset L satisfies the crossing condition by Lemma 3.1, then K satisfies the crossing condition. Since L satisfies the diamond condition by Lemma 3.1, it is easy to see that K also satisfies the diamond condition. Part (1) implies that for any edge s i → t in K, the product of coefficients p t,s q t,s is the same as the nonzero product s,t of coefficients on the same edge in L. So both coefficients are nonzero on any edge in (1) y precedes t in the total ordering T or (2) y = t and x precedes s in the total ordering T. A consequence of the proof is that one has enough information available to (uniquely) determine edge products in this order one edge at a time.
For the lattices we have studied, a crucial step in implementing this procedure has been to identify a set of boundary vertices which gives us a starting point for performing computations on edges below vertices of a given rank. For the G 2 lattices we consider in this paper, the boundary is defined in Section 2; in Section 6 we identify the boundary for certain odd orthogonal lattices. As in Figs. 15 and 16 , we visualize boundary elements to be on the left side of the Hasse diagram. In these cases the algorithm of Remark 4.4 proceeds from the top of the lattice down, and from left to right (following the total order) across each rank of the lattice. Alverson [9] was able to implement this algorithm in a computer algebra system so that one can obtain edge products for certain lattices associated to the rank two simple Lie algebras.
Statement and proof of main G 2 result
In this section we refer to the edge-colored lattices L LM
(k) with the total orderings and ancestor function rightmost_decrease identified in Section 2. We apply Theorem 4.1 in these settings to obtain:
be the set of positive rational coefficients assigned to the edges of L in [2] . Suppose {(c t,s , d s,t )} We need the following lemmas to prove Theorem 5.1.
be an element of L, and let s 1 , . . . , s 6 be the possible descendants of t as depicted in Fig. 1, with s i = (t 1 , . dist(b, s i ) dist(b, s j ) . We have s 4 is a diamond or a crossing descendant. For s 3 to be an exceptional descendant of t, then it must be the case that rightmost_decrease(s 3 ) = t. This will happen precisely when t 5 = t 6 = t 7 = 0. So, t has an exceptional descendant only when t is in L RS G 2 (k) and has form t = (t 1 , t 2 , t 3 , t 4 , 0, 0, 0) with t 3 > 0 and t 4 > 0. The exceptional descendant here is s 3 . the form t = (a, b, c, d, 0, 0, 0) . Suppose s Proof. The vertex t has up to three descendants along edges of color 1. In the notation of Lemma 5.2, we will have s 1 preceding s 3 preceding s 4 in the total order. For this proof it will be convenient to depict these edges as in Fig. 2 . 
Lemma 5.5. Let t be an element of L RS
if and only if i 1 = i 2 and j 1 = j 2 .We are only interested in the descendants of these vertices depicted in Fig. 5 .
The product on the rightmost edge in Fig. 5 can be expressed in terms of edge products prior to s 
1 is the common descendant of t and t can be expressed in terms of edge products prior to s 3 1 → t using a diamond relation. We can complete the argument to express products on each of the depicted edges below t m have no descendants along "middle" edges, we get the picture in Fig. 7 . Starting on the right and using diamond and crossing relations, we can now express the products on each of these edges in terms of edge products prior to s 3 1 → t. When d a, the base case i−1 , and the previous paragraph applies to the edge product s,t . Now use a diamond relation to express the edge product s,t i in terms of edge products prior to s 3 1 → t. Finally, we can now express s 4 ,t in terms of edge products prior to s 3 1 → t. Then we can use the crossing relation for color 1 at vertex t to express s 3 ,t in terms of edge products prior to
Proof of Theorem 5.1. From Corollary 3.3 (and its preceding paragraphs) in [2] we know that L is a positive rational supporting graph for the irreducible representation of G 2 with highest weight k 1 . Consider L together with its total ordering on vertices, its ancestor function rightmost_decrease, and the edge coefficients assigned in [2] . By Lemmas 5.3, 5.4, and 5.5, it follows that L is diamond-and-crossing friendly. Since L also meets the other hypotheses of Theorem 4.1, statements (1) and (2) of Theorem 5.1 follow. 
Re-deriving an odd orthogonal result
, and let be the rank function for L. One can see that there is a one-to-one correspondence between the elements of the boundary set and the ranks of L. The distance between s and 
be the set of positive rational coefficients assigned to the edges of L in [2] . Suppose {(c t,s , d s,t )} As with Theorem 5.1, the proof of Theorem 6.1 follows quickly from a sequence of lemmas. We suppress the details of the proofs of these lemmas since the arguments are analogous to the arguments given for the corresponding Section 5 lemmas. = (t 1 , . . . , t n+1 , 0, . . . , 0), s = (t 1 , . . . , t n − 1, t n+1 + 1, 0, . . . , 0), t n 1, and t n+1 1. Remarks on proof. Analogous to our proof of Lemma 5.4. Analysis of descendants along edges of a given color i (for 1 i < n) in the B n lattices is entirely similar to our analysis of descendants along edges of color 2 in the G 2 lattices. Descendants along edges of color n in the B n lattices can be handled in a fashion similar to our treatment of descendants along edges of color 1 in the G 2 lattices. Remarks on proof. The proof here is easier than the proof of Lemma 5.5 since it is not possible for a vertex t in L RS B (k, 2n) to have more than two descendants along edges of a given color. Figs.11-14 illustrate the various cases our argument considers in the setting of L RS B (k, 2n) with n = 4 and k = 7. In Fig. 14 , we have and In each figure we can express the product on the "rightmost" edge in terms of products prior to s → t by a crossing relation. We can then use diamond and crossing relations in succession from the right to express the edge products on each of the depicted edges in terms of edge products prior to s → t.
Proof of Theorem 6.1. See the first paragraph in the proof of Corollary 3.1 of [2] for an argument that L is a positive rational supporting graph for the irreducible representation of B n with highest weight k 1 . That argument only depends on Theorem 2.1 of [2] and is independent of the other conclusions of Corollary 3.1. Now consider L together with its total ordering on vertices and the ancestor function rightmost_decrease. By Lemmas 6.3, 6.4 and 6.5, it follows that L is diamond-and-crossing friendly. Since L also meets the other hypotheses of Theorem 4.1, statements (1) and (2) of Theorem 6.1 follow.
Examples of Littelmann-Molev and Reiner-Stanton G 2 lattices
The figures (Figs. 15 and 16 ) that appear in this section follow the notation of Section 2 for the G 2 lattices L LM
(k). Here we take k = 2. Each lattice has 27 vertices identified as t 0 , t 1 , . . . , t 26 so that t i precedes t j in the total order if and only if i < j. The larger dots for the vertices along the left side of each figure indicate boundary vertices. In the edge-colored graphs depicted in these two figures, each edge has one coefficient attached. This coefficient is the product of the x-and y-coefficients that were obtained for G 2 lattice edges in [2] . These products can also be computed following the procedure described in Remark 4.4. A consequence of Theorem 5.1 is that for any representation diagram for G 2 whose underlying edge-colored poset is one of these G 2 lattices, the product of the coefficients on any edge must agree with the product given in these figures. 
