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Temporal Uncertainty 
during Overshadowing:
A Temporal Difference Account
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Centre for Computational and Animal Learning Research, UK
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INTRODUCTION
Overshadowing is a procedure in which a target 
conditioned stimulus (CS1) is conditioned together 
with a second stimulus (CS2), usually in a simul-
taneous compound which co-terminates with the 
delivery of an unconditioned stimulus (US). This 
training results in attenuated (or overshadowed) 
responding to CS1 when it is subsequently tested 
alone, compared to the case in which CS1 is con-
ABSTRACT
Standard associative learning theories typically fail to conceptualise the temporal properties of a stimulus, 
and hence cannot easily make predictions about the effects such properties might have on the magnitude 
of conditioning phenomena. Despite this, in intuitive terms we might expect that the temporal properties 
of a stimulus that is paired with some outcome to be important. In particular, there is no previous research 
addressing the way that ixed or variable duration stimuli can affect overshadowing. In this chapter we 
report results which show that the degree of overshadowing depends on the distribution form - ixed 
or variable - of the overshadowing stimulus, and argue that conditioning is weaker under conditions 
of temporal uncertainty. These results are discussed in terms of models of conditioning and timing. We 
conclude that the temporal difference model, which has been extensively applied to the reinforcement 
learning problem in machine learning, accounts for the key indings of our study.
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ditioned in isolation. A key variable in determin-
ing the degree of overshadowing is the relative 
salience of the two stimuli: the more salient the 
overshadowing stimulus relative to the target, 
the more overshadowing is observed (Mackin-
tosh, 1976). This observation may be interpreted 
theoretically in terms of learning models such as 
that proposed by Rescorla and Wagner (1972): the 
limited amount of associative strength that may be 
supported by the US must be distributed between 
the two competing CSs; as speed of acquisition 
depends on stimulus salience, this distribution is 
affected by the relative salience of the two stimuli.
However, pairing a CS of fixed duration with a 
US is a procedure that informs the animal not only 
that the US be delivered, but also when it is to be 
delivered, and there is good evidence to suggest 
that animals are indeed able to time the delivery 
of a US (e.g. Kirkpatrick & Church, 2000). This 
observation makes little contact with standard as-
sociative models of conditioning (e.g. Mackintosh, 
1975; Pearce & Hall, 1980; Rescorla & Wagner, 
1972) which, despite accounting for the magni-
tude of conditioned responding to a CS, generally 
fail to provide a comprehensive account of how 
animals learn about the temporal properties of the 
CS. More detailed discussion of theories of timing 
will be postponed until the general discussion; at 
this point it is sufficient to note that standard as-
sociative theories typically fail to conceptualise 
the temporal properties of a stimulus, and hence 
cannot easily make predictions about the effects 
such properties might have on the magnitude of 
overshadowing. Despite this, in intuitive terms 
one might expect these temporal aspects to be 
important. As noted above, the most important 
determinant of the degree of overshadowing is 
usually thought to be the ease with which the 
overshadowing stimulus can acquire associative 
strength. One can, however, make a parallel argu-
ment about a stimulus’ temporal properties; given 
that better predictors of the US acquire associative 
strength more easily than unreliable predictors, 
then one might expect a fixed stimulus to be a 
better overshadowing stimulus than a variable 
one. This is because, in some sense, a stimulus of 
fixed duration is a more reliable predictor of US 
outcome than one of variable duration, as the fixed 
stimulus gives precise information about the time 
of US delivery while the variable one does not.
There is no previous research addressing the 
way in which fixed and variable CSs can produce 
overshadowing; however, Kohler and Ayres (1979) 
examined the ability of fixed and variable dura-
tion CSs to produce blocking. They conditioned 
animals to a tone-light compound; for two groups 
of animals both tone and light were fixed, and 
one group was pretrained with a fixed light. For 
another two groups both tone and light were of 
variable duration and one group was pretrained 
with a variable light. They found equal blocking 
in both groups, suggesting that a fixed stimulus 
was no more able to produce blocking than a vari-
able one. However, this conclusion is complicated 
by the fact that the treatment of the pretrained 
stimulus was confounded with the distribution 
of the to-be-blocked stimulus: the fixed stimulus 
blocked a fixed target and the variable stimulus 
a variable target. Moreover, subsequent work has 
suggested that a fixed CS may after all be a more 
effective blocking stimulus than a variable (D. 
Jennings and K. Kirkpatrick, unpublished data). 
It should be noted, however, that neither of these 
studies included any groups trained to the target 
alone. As a consequence, it is impossible to assess 
what effect the temporal distribution of the stimuli 
had on their ability to produce an overshadowing 
effect. This was, therefore, the purpose of the 
present experiment.
The experiment employed six groups of Lister 
hooded rats (Harlan UK, Table 1) maintained on a 
restricted diet at 80% of their free feeding weight. 
Since we used a houselight as one of the stimuli 
the boxes were normally not illuminated. All six 
groups were trained with a light CS that produced 
diffuse illumination of the conditioning chamber 
of about 200 lux when operational; three groups 
(Fc, VF and FF) experienced the light for a fixed 
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duration and three for a variable duration (Groups 
Vc, FV and VV). For one of each of these triplets 
of groups the light was conditioned alone (Groups 
F and V), for another it was conditioned with a 
fixed noise (Groups FF and FV) and for the third 
it was conditioned with a variable noise (Groups 
VF and VV). In this way we could compare the 
ability of fixed and variable stimuli to produce 
overshadowing, independent of whether the over-
shadowed stimulus was itself fixed or variable.
The basic experimental approach is described 
in Table 1; training was conducted over six ses-
sions and consisted of 26 trials per session, and 
each trial comprised presentations of the house-
light followed by the delivery of a single food 
pellet. Each head entry into the food cup was 
recorded by interruption of a photobeam; therefore, 
the rate and distribution of responding during the 
CS constituted the measure of learning (for further 
details see e.g. Jennings, Bonardi and Kirkpatrick, 
2007). In the control groups the light was pre-
sented alone, whereas in the experimental groups 
it was accompanied by CS1, the 70-db white noise. 
Critical to the present experiment was the distri-
bution form of the stimuli; two different distribu-
tions were employed - either a fixed stimulus that 
was 30 s in duration, or a variable stimulus, whose 
duration was drawn from an exponential distribu-
tion with a mean and standard deviation of 30 s 
(so that the average level of exposure to the fixed 
and variable duration stimuli was the same; Evans, 
Hastings & Peacock, 1993). The inter-trial inter-
val (ITI), measured from food delivery to onset 
of the next CS, consisted of a fixed 60 s, plus an 
additional variable duration period with a mean 
of 60 s. Following training we conducted ten test 
sessions during which three reinforced probe tri-
als of the light (all groups) and noise (the four 
experimental groups only) stimuli alone were 
presented to assess any overshadowing effect.
Compound training with the six different 
groups outlined in Table 1 was conducted without 
incident over six consecutive daily sessions. An 
initial inspection of responding during training 
indicated that there was no difference between 
the groups. We also conducted an examination 
of the timing functions; groups that were condi-
tioned to a compound containing a fixed duration 
stimulus displayed an increase in response rate 
from stimulus onset to the expected time of food 
delivery, consistent with them having learned the 
time to reinforcement. Conversely, groups that 
received only variable duration stimuli during 
conditioning responded at a steady rate over the 
course of the CS.
Following training we investigated overshad-
owing by examining responding during test trials 
of the light stimulus (CS2) presented alone. Data 
recorded during this phase are presented for all 
six groups in Figure 1. It is evident that in general 
there was more responding to the light when the 
stimulus was of a fixed duration than when it 
was variable. Moreover, responding was lower 
in the overshadowing groups than in the control 
groups, and this overshadowing effect was larger 
when the overshadowing stimulus was fixed than 
when it was variable. Essentially, groups trained 
with a fixed overshadowing stimulus (FF and FV) 
responded at a significantly lower rate than the 
control groups (F and V), whereas groups trained 
with a variable duration overshadowing stimulus 
(VF and VV) did not differ from either the control 
or the other overshadowing groups. Although there 
Table 1. The design of the overshadowing experi-
ment (N= 8 per group). 
Treatment
Group Training Test
Absent-Fixed (Fc) CS2→US CS2
Fixed-Fixed (FF) CS1CS2→US CS2
Variable-Fixed (VF) CS1CS2→US CS2
Absent-Variable (Vc) CS2→US CS2
Fixed-Variable (FV) CS1CS2→US CS2
Variable-Variable (VV) CS1CS2→US CS2
CS2 = Light; CS1 = 70db white noise; F = Fixed 30s; V = 
Variable 30s
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was some indication of higher response rates when 
the noise was fixed than when it was variable, this 
was not statistically reliable.
Groups that received the fixed duration probe 
trials displayed an increase in their rate of respond-
ing from stimulus onset to the time when food 
was delivered at stimulus offset (Figure 2, top 
panel), whereas those experiencing variable dura-
tion probes tended to respond at a steady rate 
throughout CS presentation (Figure 2, bottom 
panel). These data are by no means unusual in 
that it has been shown that fixed and variable 
distributions tend to generate this form of respond-
ing; yet it should be remembered that, at least for 
the compound groups with mixed distributions 
(FV and VF), there were two sources of compet-
ing temporal information. Our analysis indicates 
that the rats in these two groups were able to track 
these different distribution forms despite this 
competition. We will return to this issue shortly 
following a theoretical discussion of the data set 
as a whole.
A brief recap of the main finding of this ex-
periment shows that the degree of overshadowing 
that was observed depended on the distribution 
form of the overshadowing stimulus: overshadow-
ing was more profound when the overshadowing 
stimulus was fixed than when it was variable. At 
face value the implication of this finding is that 
a fixed duration stimulus acquires associative 
strength more effectively than one of variable 
duration. This suggestion is consistent with our 
additional observation of greater conditioned 
responding to the target CS when it was of fixed 
duration than when it was variable.
It is not immediately clear how these results 
are to be explained. Standard associative models 
do not incorporate any mechanism for explaining 
timing effects, and so it is far from obvious how 
they could accommodate these data. It should 
be noted, however, that one interpretation of our 
results is that a fixed stimulus acquires associative 
strength more than a variable one because it is a 
better predictor of the US. Mackintosh (1975) 
proposed a model of conditioning according to 
which the associability of a stimulus is directly 
related to its predictive power, such that better 
predictors have higher associability. One possibil-
ity, therefore, is to argue that the variable stimulus 
varies from trial to trial, whereas the fixed does 
Figure 1. Elevation scores displaying the mean level of responding (± SE) to the light (CS2) dependent 
on whether the overshadowing stimulus was absent (Groups F and V), variable (Groups VF and VV) 
or fixed (Groups FF and FV). Groups trained with a fixed light are shown in the left half of the Figure, 
and those trained with a variable light are shown on the right.
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not; the model then predicts that the associability 
of the variable stimulus should fall below that 
of the fixed simply because the fixed, being the 
same from one trial to the next, will acquire more 
associative strength. His model could thus predict 
that a fixed stimulus would have greater associa-
bility than a variable stimulus, and that this is the 
source of the results that we observed. Although 
logical, however, this account fails to capture any 
of the temporal characteristics of responding and 
so on these grounds must necessarily be regarded 
as incomplete.
An alternative approach is to look to hybrid 
models that have been developed to account 
for both conditioning and timing, such as rate 
expectancy theory (RET: Gallistel & Gibbon, 
2000, 2002; cf Gibbon, 1977). RET proposes 
that conditioning and timing are dependent on 
a timing-like mechanism, with timing occurring 
after conditioned responding has been estab-
lished – a serial process account. Conditioning 
requires a comparison of the rate of reinforcement 
during the CS with that during the background: 
when the CS is perceived as elevating the rate 
of reinforcement over that occurring in the CSs 
Figure 2. The probability of responding as a function of time since CS onset during light probe trials, for 
groups that received a fixed target stimulus (top panel) and a variable target stimulus (bottom panel).
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absence, then conditioned responding to the CS 
emerges. However, RET predicts that responding 
during the fixed and variable duration CSs of our 
experiment should be identical, as their average 
duration, and hence the average reinforcement 
rate during fixed and variable CS presentation, 
is identical - and yet in our experiment this was 
clearly not the case. For the same reason it would 
predict no difference in the ability of fixed and 
variable duration stimuli to produce overshadow-
ing, and yet we observed that the fixed CS was 
the better overshadowing stimulus. In fact RET 
cannot easily explain overshadowing per se; the 
overshadowing process lies outside the scope 
of the model, and requires the introduction of 
additional principles, such as stimulus salience. 
In short, then, RET cannot provide a satisfactory 
explanation of our results.
An alternative model of conditioning and tim-
ing is the temporal coding hypothesis (Savastano 
& Miller, 1998). This is a form of single process 
model which asserts that conditioning and timing 
arise simultaneously, as a consequence of pairing 
a CS and a US together. Specifically, when an 
association is formed, a temporal map detailing 
the predictive relationship between the CS and 
US is established, and the match or mismatch 
of the temporal maps associated with any two 
stimuli will affect the way in which they interact 
associatively (Barnet, Grahame & Miller, 1993; 
Blaisdell, Denniston & Miller, 1998). In the pres-
ent experiment this account would predict that 
overshadowing should be most profound between 
two stimuli that share the same temporal map 
- specifically in Groups FF and VV (Blaisdell, 
et al., 1998). However, this was not what was 
observed; rather, overshadowing was greater in 
Groups FF and FV than in Groups VV and VF. 
This suggests that matching temporal maps is not 
an important determinant of the overshadowing 
effect, and that our results that do not, therefore, 
support the temporal coding hypothesis.
One further model of timing and conditioning 
is the temporal difference (TD) model (Sutton & 
Barto 1987, 1990), a single process model that 
emphasises an integrated approach to conditioning 
and timing. It employs a conditioning mechanism 
that is a modification of the Rescorla-Wagner 
(Rescorla & Wagner, 1972) model, but which 
incorporates a temporal component enabling it 
to accommodate the fact that delayed reinforcers 
are less effective than immediate ones. This may 
be adapted to deal with CSs of varying durations 
by assuming that a stimulus of given duration is 
comprised of a series of time steps that condition 
independently of each other, and that is reinforced 
by a punctate US (cf. Moore & Choi, 1997); the 
model then describes how later portions of the CS 
will condition more effectively than earlier ones. 
This permits an explanation of how responding 
can gradually increase over the course of the CS 
(Moore & Choi, 1997; Sutton & Barto, 1990), 
and has successfully predicted conditioned per-
formance in serial-compound experiments (e.g. 
Egger & Miller, 1962) and blocking studies (e.g. 
Gaioni, 1982; Jennings & Kirkpatrick, 2006). 
This model can account for our results, because it 
predicts that a variable stimulus will acquire less 
associative strength than a fixed, even though the 
mean duration of the two stimuli is the same. The 
reason for this lies in the way in which reinforce-
ment accrues to CS time steps that are removed 
from the US. The model assumes that the time 
step closest to the US acquires associative strength 
in the normal way, but that delayed time steps 
acquire strength not through direct association 
with the US, but recursively via second-order 
conditioning to the unit closer in time to the 
US, and the amount of associative strength each 
delayed time step receives is determined by a 
discounting parameter gamma (γ), which has a 
value between 0 and 1. For example, let us assume 
that the final time step acquires an associative 
strength of 1 unit. The first delayed time step will 
acquire this strength, discounted by γ, and thus 
acquire 0.9 units of strength. The second delayed 
time step will acquire the first step’s strength (γ), 
also discounted by γ, meaning it acquires γ2 (0.81 
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units) the third delayed step acquires γ3, (.73 units) 
and so on. Effectively this means that units more 
contiguous with the US acquire substantially more 
associative strength than temporally distant units 
(Sutton & Barto, 1990). This is important because 
although the variable CS will comprise the same 
total number of time steps as the fixed, on some 
trials the variable CS will be either shorter or lon-
ger than the fixed stimulus. Consequently, when 
the CS is shorter, fewer units will be available to 
receive reinforcement and where longer, some time 
units will be far removed from the US and will, 
therefore, receive negligible associative strength.
For example, consider a fixed duration CS of 
two time steps, and a variable CS drawn from a 
uniform distribution, that can range between 1 
and 3 steps. Over three trials a total of six steps 
will be reinforced: the fixed CS is two steps long 
on each trial, whereas the variable (let us assume) 
is one step on one trial, two on another, and three 
on a third. Let us again say the final unit on each 
trial acquires an associative strength of 1. Setting 
gamma to 0.9, associative strength acquired on 
the first trial with each delayed time step is ef-
fectively directly proportional to gamma. Thus for 
the fixed CS the first step (defined as that closest 
to the US) will accrue 1 unit of strength on each 
trial (3 after three trials), and the second step 0.9 
on each trial (2.70 after three trials), yielding a 
total of 5.70 units after three trials. The first step 
of the variable stimulus will also acquire 1 unit 
per trial (3 after three trials). However, the second 
step is only present on two of the three trials, and 
so will acquire a total of 0.9 x 2 = 1.8 over three 
trials. On the trial in which the variable stimulus 
is longer than the fixed, there will be a third time 
step, which will acquire (0.9)2 = 0.81 units. This 
yields a total of 5.61 units, which is less than the 
5.70 units acquired by the fixed CS. In short, this 
difference arises because the fixed CS differs 
from the variable CS only in that a time step from 
position 2 has been moved to position 3, and time 
steps further from the US acquire less associative 
strength. The TD model can, therefore, account 
for the key findings of the present study.
A further aspect of our data concerns the form 
of responding (timing) that we observed during the 
various stimuli. To date, most models of condition-
ing and timing have tended to focus on conditioned 
responding during fixed duration stimuli, and 
as a consequence are silent about performance 
during variable duration CSs (although see the 
TD model referred to above). An analysis of the 
timing functions in the present study indicated 
that rats responded quite differently to the target 
stimuli depending on whether they were of fixed 
or of variable duration. When the target was a 
fixed 30-s there was a gradually increasing rate 
of responding which reached a peak at about the 
time of US delivery (Figure 2a) and a slope that 
differed significantly from zero; when it was of 
variable duration, on the other hand, responding 
was relatively stable and the slope did not differ 
from zero (Figure 2b). Although the different pat-
terns of responding during stimuli of fixed and 
variable duration have been demonstrated before 
(Kirkpatrick & Church, 2003), one further marked 
feature of the present results was that this pattern 
was unaffected by whether the target stimulus had 
suffered overshadowing or not. Whether or not 
this is a general feature of response form during 
cue competition will require further investigation; 
however, these results are consistent with previous 
reports that demonstrate that stimuli of differing 
fixed durations were tracked accurately by rat 
subjects during both blocking and overshadow-
ing (Jennings & Kirkpatrick 2006; Jennings et 
al., 2007).
Hybrid accounts of timing and conditioning 
usually implicitly assume that attenuation of 
responding during cue competition tasks will 
also lead to disruption of timing. For instance, 
the temporal coding hypothesis argues that 
conditioning and timing emerge directly as part 
of the learning process, whereas according to 
RET timing may only emerge after conditioning 
has occurred; according to both these accounts 
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therefore, disruption of conditioning must neces-
sarily be accompanied by a disruption of timing. 
One account that might not predict such a deficit 
is the TD model; according to this account cue 
competition and, therefore, overshadowing oc-
curs between the units that comprise the stimulus, 
according to Rescorla Wagner principles. Timing 
occurs because of the asymmetric distribution of 
associative strength over the course of the CS, 
with units close in time to the US acquiring the 
most strength. Even if the total associative strength 
acquired by the CS were reduced, as long as the 
proportion acquired by the later time steps rela-
tive to the earlier ones were preserved, then one 
would expect similar timing functions regardless 
of whether overshadowing was obtained or not.
Both conditioning and timing are known to 
occur in many basic conditioning procedures, 
and are often studied using highly similar experi-
mental procedures; it is the dependent measures 
of responding that differ (Kirkpatrick & Church 
1998). Yet surprisingly little attention has been 
paid to understanding the relationship between 
measures of the magnitude of responding (condi-
tioning) and the time of responding (timing), and 
the nature of the relationship between these two 
forms of learning. What attention there has been 
has tended to come from students of timing who 
have sought to model the conditioned response 
within a variety information processing accounts 
of learning (e.g. Gallistel & Gibbon 2000). While 
this approach shows imagination and a willingness 
to address the thorny issue of how these two core 
psychological processes interact, such an approach 
also requires that a great many advances in associa-
tive theorising should necessarily be abandoned. 
The alternative (and arguably more parsimonious 
approach) is to incorporate timing within a model 
that is at least, in part, associatively based; based 
on the experimental results presented above, the 
TD appears to make a step in this direction.
In summary, we have provided further evidence 
that the temporal properties of the stimulus can 
affect the outcome of classical conditioning proce-
dures. Standard associative theories cannot easily 
accommodate findings of this type, as by and large 
they fail to conceptualise the temporal properties 
of the stimulus. Hybrid models, which attempt to 
accommodate both timing and conditioning within 
a single framework, fare no better, in part because 
they have no principled account of associative 
phenomena such as the overshadowing effect. 
The account that provides the best explanation 
of our data is probably the temporal difference 
(TD) model (e.g. Sutton & Barto, 1987; 1990 cf., 
Vogel, Brandon & Wagner, 2000) - a model that 
uses incorporates a modified Rescorla-Wagner 
conditioning rule within a framework that has 
a principled conceptualisation of the temporal 
properties of the stimulus. This type of approach 
is probably that best suited to account for the 
phenomena of conditioning and timing within a 
single theoretical framework.
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kEY TERMS AND DEFINITIONS
Conditioning: The mechanism of learning 
about contingencies between environmental 
events.
Timing: The ability to accurately anticipate 
the time at which a predicted outcome will be 
delivered.
Overshadowing: Interference in learning 
about the relationship between an event and an 
outcome due to the presence of a second stimulus 
that predicts the same outcome.
Temporal Variability: The distribution of a 
stimulus’ temporal properties indicating whether 
it is fixed or variable.
Temporal Difference Learning: An approach 
to learning how to predict a quantity that depends 
on future values of a given signal. The name TD 
derives from its use of changes, or differences, in 
predictions over successive time steps to drive the 
learning process. The prediction at any given time 
step is updated to bring it closer to the prediction 
of the same quantity at the next time step.
