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Abstract. Sea ice limits the interaction of the land and ocean
water in the Arctic winter and inﬂuences this interaction
in the summer by governing the fetch. In many parts of
the Arctic, the open-water season is increasing in duration
and summertime sea-ice extents are decreasing. Sea ice pro-
vides a ﬁrst-order control on the physical vulnerability of
Arctic coasts to erosion, inundation, and damage to settle-
ments and infrastructures by ocean water. We ask how the
changing sea-ice cover has inﬂuenced coastal erosion over
the satellite record. First, we present a pan-Arctic analysis
of satellite-based sea-ice concentration speciﬁcally along the
Arctic coasts. The median length of the 2012 open-water sea-
son, in comparison to 1979, expanded by between 1.5 and
3-fold by Arctic Sea sector, which allows for open water dur-
ing the stormy Arctic fall. Second, we present a case study of
Drew Point, Alaska, a site on the Beaufort Sea, characterized
by ice-rich permafrost and rapid coastal-erosion rates, where
both the duration of the open-water season and distance to
the sea-ice edge, particularly towards the northwest, have in-
creased. At Drew Point, winds from the northwest result in
increased water levels at the coast and control the process of
submarine notch incision, the rate-limiting step of coastal re-
treat. When open-water conditions exist, the distance to the
sea ice edge exerts control on the water level and wave ﬁeld
through its control on fetch. We ﬁnd that the extreme values
of water-level setup have increased consistently with increas-
ing fetch.
1 Introduction
Arctic coasts are at the mercy of sea ice: the processes of
erosion and sedimentation are limited by the presence or
absence of nearshore sea ice. Shore-fast sea ice limits ero-
sion, suspension, and transport of sediment by wave action
in the nearshore water. In regions dominated by ice-rich per-
mafrost, erosion of the coastline is controlled by the delivery
of heat to the coast, which is also inﬂuenced by sea-ice cover.
Sea ice does not exclusively prevent erosion; land-fast sea ice
in shallow water can incorporate sediment and carry it away
as sea-ice drifts (Eicken et al., 2005), ice pile-up and ride-
up can transport sediment (Kovacs and Sodhi, 1980), and
ice keels can resuspend and transport shelf sediment (Rearic
et al., 1990; Héquette et al., 1995). But the rates of these sed-
iment transport processes are smaller than those driven by
the nearshore ocean. The sea ice is thus the ﬁrst-order link
between Arctic coasts and the nearshore environment.
The Arctic environment is changing, and this has resulted
in thinner sea ice and more extensive summertime open wa-
ter (IPCC, 2013). We ask how the changing sea-ice charac-
teristics have manifested at the coast.We consider the physi-
cal vulnerability as the inability of a system to resist change.
In the context of Arctic coasts, physical vulnerability results
from the interplay between resisting and forcing factors, such
as strength of the terrestrial substrate (resisting) and the pas-
sage of storms during times of open water (forcing). We can
also cast this dichotomy in terms of static and dynamic fac-
tors: the lithology and geomorphology of the coastline are
static, while the length of the open-water season, the distance
to the sea-ice edge, the magnitude and frequency of storms,
and the water temperature are all dynamic.
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Coastal erosion or deposition results from the convolution
ofthenearshorewaterandsea-icedynamics,thenatureofthe
terrestrial substrate, and geomorphic processes that govern
material removal and distribution. Ultimately, the nearshore
wave ﬁeld and water level provides the energy to do work on
the landscape. Depending on the geomorphology of a coast-
line, the wave ﬁeld or water level may be more important in
governing its physical vulnerability. For example, low-lying
areas subject to inundation may be most impacted by water-
level setup associated with large storm surges, whereas sandy
beaches and barrier islands will be inﬂuenced by changes in
the wave ﬁeld. Along ice-rich permafrost coastal bluffs, the
length of time in which the nearshore water is set up to the
base of the bluff is most signiﬁcant (Barnhart et al., 2014). In
other environments, like the large Arctic deltas, the processes
of erosion are different, but exposure to some combination
of the water level and wave ﬁeld is likely important. With
the exception of damage by sea-ice shove, the processes de-
scribed are prevented by the sheath of land-fast sea-ice cover
in the winter.
The changes in the duration of Arctic sea-ice cover exert
a ﬁrst-order control on the physical vulnerability of the Arc-
tic coastline. We show that, when open water is present, the
sea ice still exerts inﬂuence by controlling (1) the fetch, or
the distance over which wind can interact with the nearshore
water creating storms surge and waves, and (2) the area over
which the ocean can absorb incident solar radiation. The
combination of environmental change in the Arctic and the
importance of sea ice in limiting geomorphic processes mo-
tivates a process-based understanding of the links between
sea ice and coastal processes. Here, we focus on the impact
of changing sea ice, particularly the increased fetch, on the
nearshore water conditions.
We use satellite-based observations of sea ice to construct
a whole-Arctic analysis of the changing open-water season
along the Arctic coastline. We then combine this analysis
with observations of the local wind ﬁeld and the nearshore
water level and wave ﬁeld to examine the changing environ-
ment at one site – Drew Point, Alaska – through the lens of
the changing sea-ice season. The Drew Point area is char-
acterized by exposed ice-rich permafrost bluffs that erode
rapidly when water is set up above the base of the bluffs.
It has experienced both changes in the open-water season
and an increase in coastal-erosion rates. Our goal is to un-
derstand the extent to which changes in sea-ice cover and the
nearshore conditions relate to coastal erosion. We use a nu-
mericalmodelfornearshorestormsurgeandthewaveﬁeldto
reconstruct storm surge and waves for the period 1979–2012
and to explore the sensitivity of the nearshore conditions to
changing fetch. We then analyze the 1979–2012 hindcast of
environmental conditions to identify how the changes in the
sea-ice cover manifest in the nearshore conditions.
2 Arctic climate and Arctic coasts
The Arctic environment is warming (Comiso, 2003; Blun-
den and Arndt, 2012). The frequency and intensity of storms
are anticipated to increase, particularly in the autumn and
winter (ACIA, 2004; Manson and Solomon, 2007; Clow
et al., 2011). Observed Arctic storminess is characterized by
large inter-annual variability, and no long-term trends are de-
tectable in wind records from 1950–2000 (Atkinson, 2005).
However, an analysis of the National Centers for Environ-
mentalPrediction/NationalCenterforAtmosphericResearch
(NCEP/NCAR) reanalysis by Sepp and Jaagus (2011) found
that the number of cyclones that entered the Arctic basin
had increased signiﬁcantly (p < 0.05 over the period 1948–
2002), while no signiﬁcant trends were found in the number
of cyclones that had formed within the Arctic.
In conjunction with decreased sea-ice extent (Serreze
et al., 2007), decreasing sea-ice thickness and age (Maslanik
et al., 2007, 2011), and increasing duration of the open-water
season (Stammerjohn et al., 2012), the changes in storminess
have the potential to result in increased storm surge and wave
action and increasing vulnerability of Arctic coasts to geo-
morphic change, inundation, and damage to infrastructure.
These environmental changes impact not only the duration of
time over which the ocean and land can interact, but also the
aerial extent of open water which provides greater fetch and
associated increased surge and wave climate (Lintern et al.,
2011; Overeem et al., 2011).
The average rate of coastal erosion for the portion of
the Arctic coast considered in the Arctic Coastal Dynamics
database is 0.5myr−1 (Lantuit et al., 2012). This project an-
alyzed ∼ 25% of the Northern Hemisphere permafrost im-
pacted coastline and found coastal-erosion rates that reach
8.4myr−1; 89% of the segments have erosion rates below
2myr−1. The highest rates of Arctic coastal erosion occur
in ice-rich permafrost bluffs, which only occur along cold
coasts. Elsewhere in the world, some of the most extreme
rates of coastal erosion occur on sandy coasts. For example,
erosion rates in Mississippi, Texas, and Louisiana reach up
to 12myr−1 (Morton et al., 2005), and most of the globe’s
sandy coastlines have retreated since 1900 (Bird, 1985).
A comparison of erosion rates along sandy coasts and
ice-rich permafrost bluffs is not that meaningful. There is
no good analogy for permafrost bluffs outside of the Arc-
tic – they are highly competent when frozen, and, in that re-
gard, are similar to rocky coastlines. However, unlike rocky
coastlines, permafrost bluffs can thaw and thereby rapidly
lose all competence. Rocky coastlines erode at rates of or-
der 10cmyr−1 (e.g., Moore and Griggs, 2002, measured
over 41years), while cliffs in softer material erode at up to
4.5myr−1 (e.g., Brooks and Spencer, 2010, measured over
125years). Both erode much more slowly than permafrost
bluffs.
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Figure 1. Maps of sea-ice change for coastal cells across the whole Arctic. We calculated the number of open-water days per year – deﬁned
as sea-ice concentration less than 15% – for the period 1979–2012 for each nearshore cell in which sea ice is shore fast (sea ice present for
more than 60 days) for at least 20 years. We ﬁt a linear trend line to number of open-water days. (a) The value of the trend line constraining
the projected number of open-water days in 1979. The inset histogram shows the distribution of the number of open-water days in 1979 and
2012. (b) The resulting rate of change in the number of open-water days per year (slope of the trend line). Only cells with p values of less
than 0.05 are shown. Typical rates on the Beaufort Sea coast of Alaska are 1.5–2.5dayyr−1. Inset histogram shows the distribution of the
rate of change. Underlying bathymetry from The GEBCO 08 Grid (version 20100927, http://gebco.net).
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Figure 2. Trends in the ﬁrst (a) and last (b) day of continuous open water across the Arctic. Inset histograms show the distribution of trend
line values. Only cells with p values of less than 0.05 are shown. The rate of expansion into the fall is greater than in the spring. There are
more days with signiﬁcant trends in the last day of open water than the ﬁrst. Note that the color axis has been ﬂipped so that blue represents
expanding open water in both panels.
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3 Overview of the Drew Point coast
DrewPointislocatedalongthemostrapidlyerodingsegment
of the central-western Alaskan Beaufort Sea coast. At Drew
Point, the length of the open-water season over the satellite
record has expanded at a rate of 1.75dayyr−1 (over the pe-
riod 1979–2009, Overeem et al., 2011, also Fig. 1). The dura-
tion of the open-water season over this time period has dou-
bled from ∼45 days of open water per year to ∼ 95 days
(Overeem et al., 2011). Open water conditions currently be-
gin in mid-July to early August and end in late September
to early October. The duration of open-water conditions for
the period 1979–2009 expanded faster into the autumn than
into the spring (Overeem et al., 2011, also Fig. 2). Autumn
is typically stormier than summer in the Beaufort Sea region.
Over the period 1950–2000, an average of 8.5 storms (wind
speeds greater than 10ms−1 for a duration of 48h) occurred
in September and October combined, whereas an average of
6.5 storms occurred in July and August (Atkinson, 2005).
To the north of Drew Point, the Beaufort Shelf slopes
north at ∼ 0.001mm−1 (Rickets, 1953; Greenberg et al.,
1981) and is roughly uniform along the coastline. The mean
tidal range at the nearest National Oceanic and Atmospheric
Administration (NOAA) tide gauge station (Prudhoe Bay
240km to the ESE) is 15cm for daily to monthly cycles,
which are superimposed on a yearly tidal cycle with a range
of 66cm with a peak in late July [NOAA Tide Gauge Station
9497645]. The local wind ﬁeld is dominated by winds from
the east and northeast with a smaller secondary maximum
from the west (Urban and Clow, 2013, and Fig. 3a and b).
When surface winds are from the west, water is pushed to-
wards the shore by Ekman transport (Fig. 4). Winds from the
east set down water levels. These observations are consistent
with bathystrophic surge theory (e.g., Dean and Dalrymple,
1991). Winds from the west are typically associated with the
passage of synoptic-scale storms. In the spring and autumn,
the easterly winds are consistent with winds coming off the
Beaufort Sea High, a persistent atmospheric feature charac-
terized by high sea-level air pressure (Serreze and Barrett,
2011).
Acceleration of coastal retreat at Drew Point and along
the 70km coastline to the west has accompanied the change
in the length of the open-water season. The rate of area
loss more than doubled from 0.48km2 yr−1 for 1955–
1985 to 1.08km2 yr−1 for 1985–2005 (Mars and House-
knecht, 2009). Jones et al. (2009) found that coastal-
erosion rates increased from 6.8myr−1 for 1955–1979 to
8.7myr−1 for 1979–2002 and 13.6myr−1 for 2002–2007.
Barnhart et al. (2014) report that the mean erosion rate over
a 7km stretch of the central-west Beaufort Sea coast just east
of Drew Point was 15myr−1 (2008–2011) and 19myr−1
(2011–2012). Early work in the region documented coastal
retreat rates that locally reached 18myr−1 (during the pe-
riod 1950–1980) (Reimnitz et al., 1985, 1988). More re-
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Figure 3. Wind ﬁeld at Drew Point during the open water season.
The wind ﬁeld is dominated by wind from the ENE, but shows
a smaller secondary maximum from the WSW (data from Urban
and Clow, 2013).
cently Wobus et al. (2011) reported local rates that reached
30myr−1 in the summer of 2008.
At Drew Point the process of erosion is dramatic. Stand-
ing between the low-relief coastal plain and the Beaufort
Sea are 4m high bluffs. The bluffs are composed of ice-
rich permafrost (50 to 80% by mass), organic material, and
silt- and clay-sized inorganic material (Wobus et al., 2011).
The permafrost depth extends to 320m into the subsurface
(http://www.gtnp.org/), the active layer is 30–50cm deep,
and the mean annual surface temperature ranges from −8.5
to −6.5 ◦C (1998–2011 Urban and Clow, 2014). The ground
is dissected by massive ice wedges that extend around 4m
into the subsurface. The bluffs erode through the process of
failure on an ice wedge after water levels are set up to the
base of the bluffs resulting in a notch carved at the base of
the coastal bluff by submarine erosion (Kobayashi, 1985;
Kobayashi et al., 1999; Hoque and Pollard, 2009; Wobus
et al., 2011; Barnhart et al., 2014). This failure creates a top-
pled block that subsequently rotates towards the sea as it
degrades by the melting of interstitial ice. The process of
coastal erosion in this area is most sensitive to water levels
that are set up above the base of the bluffs (Barnhart et al.,
2014).
4 Data
Our analysis is based on three publicly available data sets:
pan-Arctic sea-ice concentrations; meteorology from Drew
Point and Barrow, Alaska; local ﬁeld observations of the
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Figure 4. Relationship between wind ﬁeld and nearshore conditions at Drew Point. Winds from the east set water levels down, whereas winds
from the west set water levels up (a). As wind speed increases, the magnitude of setup or set down is increased (b). Wave height increases
with wind from the east or west (c) and increases with increasing wind speed (d).
water level and wave ﬁeld collected in the summers of 2009
and 2010 at Drew Point.
Arctic-wide sea ice: the concentration of sea ice at a 25km
grid scale isgiven by the Nimbus7 SMMR/SSM/I and DMSP
SSMI Passive Microwave Sea Ice Concentrations (referred to
throughout the text as “sea-ice concentration” or SIC) de-
rived from brightness temperature (Cavalieri et al., 1996).
This data set is available from the National Snow and Ice
Data Center(NSIDC,http://nsidc.org/data/nsidc-0051.html),
andisusedtodetermineopen-waterconditionsandlocatethe
sea-ice edge.
Drew Point wind speed and direction: wind speed and di-
rection have been observed by the United States Geolog-
ical Survey (USGS) at Drew Point since 7 August 2004
(Urban and Clow, 2013). On 29 June 2008, a second sta-
tion was installed closer to the coast (http://data.usgs.gov/
climateMonitoring/station/show/5, called CU Drew Point
Site). Both stations are Campbell Scientiﬁc meteorological
stations that measured wind speed and direction every 30s,
recording an average value once per hour.
Barrow wind speed and direction: the hourly wind speed
anddirectionmeasuredatBarrow(http://www.esrl.noaa.gov/
gmd/obop/brw/) are used to calculate wind setup and wave
ﬁeld. Wind speed and direction measured at Barrow are ad-
justed using the transfer function developed by Overeem
et al. (2011) to relate the wind ﬁeld at Barrow to that at Drew
Point. This transfer function was optimized for winds greater
than 5ms−1 during open-water conditions, and is based on
comparison of wind speed and direction measured at Bar-
row with those measured at the CU Drew Point station over
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the time period June 2008–September 2010 (R2 = 0.8). We
also examined the wind record collected by NOAA at Prud-
hoe Bay (NOAA station #9497645) and found that the wind
records at Barrow, Drew Point, and Prudhoe Bay were all
visually similar.
Drew Point water level and wave ﬁeld: the water level, sig-
niﬁcant wave height, and wave period were measured with
wave-ﬁeld loggers, custom-built by Tim Stanton at the Naval
Postgraduate School. Four wave loggers were deployed in
2009 in depths ranging from 1.9 to 6.8m (up to 9km from
the shore). One wave logger was deployed in 2010 at a wa-
ter depth of 88cm. These observations are summarized by
Barnhart et al. (2014).
5 Changes in the open-water season at the coast
We present three novel analyses to illustrate how the open-
water season has changed along the Arctic coastline. We cal-
culate the change in the number of open-water days at each
coastal cell (25km cell size) over the satellite record, and
document how open water has expanded into the early sum-
mer and fall. We document how fetch, over the length of the
open-water season, has changed at Drew Point, and exam-
ine how this is related to the duration of the open-water sea-
son. Finally, we employ a storm-surge and wave model to
reconstructthenearshoreconditionsatDrewPointforthepe-
riod 1979–2012, and use the modeled water-level and wave-
height histories to produce quantitative metrics for the water
exposure of the coastal bluffs at Drew Point.
5.1 Whole-Arctic analysis
The duration of the open-water season controls the length of
time that open water can interact with the coast to accom-
plish geomorphic work. We calculate the number of open-
water days at each nearshore cell for the period 1979–2012.
The spatial extent of our analysis, meant to represent the
nearshore zone, is the ocean pixel adjacent to the NSIDC
landmask and the next two closest water pixels. The spatial
resolution of the sea-ice data set is 25 km and thus this repre-
sents the ∼75km of water closest to the shore. Open water is
deﬁned as sea-ice concentrations less than 15%, a standard
threshold for identifying the sea-ice margin (see Meier and
Stroeve, 2008). The deﬁnition of the beginning and the end
of the open-water season is tricky because, in some areas, sea
ice retreats rapidly, while, in other areas, sea ice may retreat
and then be blown back in repeatedly. Here, we present an
analysis of the total number of open-water days per year.
We examine only cells in which sea ice is shore fast –
here deﬁned as greater than 60 days all with 80% sea-ice
concentration or higher. If one of these cells has an open-
water season for more than 20 of the 33years for which we
have satellite coverage, we calculate a linear ﬁt to the his-
tory of open-water day per year. Figure 1 shows both the
slope and the intercept in 1979 of the signiﬁcant trend lines
(p value< 0.05); a cell is left blank if the trend line is not
signiﬁcant. We present the intercept of the trend line in 1979
rather than the 1979 value itself to account for the large inter-
annual variability in the sea-ice season.
The sea-ice concentration data set is resolved at 25km,
which results in some mixed land-ocean/sea-ice pixels
at the coastline. Thus, the data set has inherent lim-
itations because of land-ocean contamination. However,
Overeem et al. (2011) examined the sea-ice concentration
product used in this study relative to high spatial resolu-
tion Interactive Multisensor Snow and Ice Mapping System
(4km) data and MODIS imagery (250m), and found that the
sea-ice product used in this study was adequate. We exam-
ine both the pixel closest to the land, as well as the two next
closest water pixels (which should not contain any land con-
tamination).
The length of the open-water season in 1979 (Fig. 1a) de-
creases with increasing latitude. The distribution of the num-
ber of open-water days in 1979 and 2012 illustrates the ex-
pansionofthelengthoftheopen-waterseason(Fig.1ainset).
Although a few coastal cells show a decrease in the length of
openwater,mostcoastalcellsshowanincrease(Fig.1b).The
trends in expansion of open water at the coast vary through-
out the Arctic. The Beaufort and East Siberian Sea regions,
northern Novaya Zemlya, Svalbard, Franz Josef Land, and
DiskoBayshowarapidincreaseinthenumberofopen-water
days per year, while the Canadian Arctic Archipelago shows
little to no trend (Fig. 1b). The difference between Beau-
fort and East Siberian Sea regions and the Canadian Arctic
Archipelago pattern is controlled by the large-scale patterns
of sea-ice drift, which move sea ice clockwise around the
Beaufort Gyre and from the Siberian and Alaskan coast to-
ward the Transpolar Drift Current and out Fram Strait (Jones,
2001; Serreze and Barry, 2005). Smaller surface currents
move sea ice from the Barents Sea into the Transpolar Drift
Current (Jones, 2001; Serreze and Barry, 2005).
We also determine trends in the ﬁrst and last day of con-
tinuous open water (Fig. 2). The open-water season is ex-
panding asymmetrically, with faster rates of expansion into
the fall than the spring. This is signiﬁcant for coastal vul-
nerability because of variability in the storm climate in the
spring and the fall (Atkinson, 2005). Expansion into the
mid-summer provides open water at times of higher insola-
tion. This results in higher water temperatures, which impact
coastal-erosion rates in regions with high ice content.
5.1.1 Spatial patterns of sea-ice change, coastal erosion,
and ice content
While we cannot address the details of the changing
nearshore environment (or even the directional fetch) across
the whole Arctic, we can consider the changing length of
open-water days (Fig. 1) in the context of some of the other
key factors that govern physical vulnerability. We present
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whole-Arctic maps of coastal-erosion rate, backshore eleva-
tion, and ground-ice content compiled as part of the Arctic
Coastal Dynamics project (Fig. 5) (Lantuit et al., 2012). Par-
ticularly rapid erosion (> 2myr−1) occurs in the Beaufort,
East Siberian, and Laptev Sea regions. Lantuit et al. (2012)
found that coastal-erosion rates are higher on unlithiﬁed
coastal segments, that erosion rates correlated positively but
weakly with ground-ice content, and even more weakly with
backshore elevation.
We compare coastal-erosion rates and ice content from
Lantuit et al. (2012) for coastal database segments with ero-
sion rates greater than 0.1myr−1 with the 2012 number of
open-water days (Fig. 6). The relationship between the du-
ration of open water, the erosion rate, and ice content is not
simple. It appears that, on up to ∼ 220 open-water days, the
longer the open-water season and the higher the ice con-
tent, the greater the capacity for high coastal-erosion rates.
Still, coastal segments with short open-water seasons and
high erosion rates, and segments with high ice content, long
open-water seasons, and low erosion rates exist. Figure 6 ap-
pears to highlight the limited behavior of coastal vulnerabil-
ity; rapid erosion along segments with high ice content and
long open-water seasons will only occur if a storm passes.
5.1.2 Well-studied Arctic coasts
Before focusing on Drew Point, Alaska (Sect. 3), we dis-
cuss the whole-Arctic results in the context of the other well-
studied coastlines in Russia, the Canadian Beaufort Sea, the
Canadian Arctic Archipelago, and Svalbard. Multi-temporal
studies are required to identify changes in coastal processes
and evaluate connections with forcing changes, yet very few
areas have multi-temporal observations (Lantuit et al., 2013).
We expect to see a relationship between sea-ice change and
coastal-erosion rate in places with high erosion rates and
places with large increases in the length of the open-water
season.
Multi-temporal observations for 1984–2002 are available
at Marre-Sale, a site along the Kara Sea with 10–30m high
coastal bluffs with ice content of 20–60% (Vasiliev et al.,
2005). At this site, erosion occurs by thermal erosion at the
base of the cliff (Vasiliev et al., 2005) and the number of
open-water days per year has increased by 1.5–3dayyr−1.
Erosion rates are best correlated with total wave energy that
has not increased through time but instead shows a maximum
in the late 1980s (Vasiliev et al., 2005).
At the Bykovsky Peninsula on the Laptev Sea, a site with
high ice content characterized by either coastal cliffs or low-
lying thermokarst depressions, where we ﬁnd the number of
open-water days, has increased at 0.5–1dayyr−1. Coastal-
erosion rates that were measured between 1951 and 2006
show no trend in time or relation to storm records (Lantuit
et al., 2012). Coastal erosion rates along the Byovsky Penin-
sula coastline are strongly affected by the lithology and geo-
morphology with the highest coastal-erosion rates occurring
in depressions created by the thawing of ice-rich permafrost
and the lowest rates occurring along sand bars (Lantuit et al.,
2012).
Further east on the Laptev Sea, three sites with high ice
content show increases in mean annual erosion rates and spa-
tial variability associated with lithology and geomorphology
(measured between 1965 and 2011) (Günther et al., 2013). In
this area, there are fewer coastal cells with signiﬁcant trends
over the 1979–2012 time period, but those that are signiﬁcant
give trends of 0.5–1dayyr−1. We know of no multi-temporal
coastal-erosion studies further to the east along the portion of
the East Siberian Sea coast with rapid sea-ice change.
The erosion of the low bluffs at Elson Lagoon, Bar-
row, Alaska, increased from 0.56myr−1 (1948–1979) to
0.86myr−1 (1979–2000) (Brown et al., 2003). Since 1979,
we ﬁnd that the length of the sea-ice-free season has in-
creased by 2dayyr−1 at Barrow and by up to 3.4dayyr−1
just to the west. Further to the east, along the Beaufort La-
goon, the length of the sea-ice-free season has increased 1.5–
2dayyr−1 and coastal erosion was constant at 0.5myr−1
over two time periods (1948–1978, 1978–2001) with sub-
stantial variability due to permafrost characteristics (Jorgen-
son et al., 2002).
At Herschel Island, just to the west of the Mackenzie
Delta, we ﬁnd that the open-water season has increased by 1–
1.5dayyr−1 and Lantuit and Pollard (2008) found the mean
coastalretreatratedecreasedovertheperiod1954–2000.The
regions of Herschel Island with the highest erosion rates are
northwest facing and are exposed to the wind (Lantuit and
Pollard, 2008). While the mean rate of coastal erosion de-
clined, the regions of Herschel Island with the highest ice
content show an increase in thaw-slump activity and an in-
crease in the coastal retreat rate (Lantuit and Pollard, 2008).
Along the Canadian Beaufort Sea in the Mackenzie
Delta region, the open-water season has expanded around
1dayyr−1. Mackenzie River total annual discharge has not
increased over 1964–2011 (Lesack et al., 2013). However,
while there is no observed change in the date of freshet ini-
tiation, the duration between freshet initiation peak ﬂow has
shortened, and breakup in the Mackenzie Delta is occurring
earlier (Lesack et al., 2013, 2014).
Similar to Herschel Island to the west, in this region, the
coastal dynamics are characterized by retreat of the shore-
line, but do not show an increase in rates through time (mea-
surements made between 1972–2000 Solomon, 2005). The
highest rates are along coastlines exposed to winds from the
northwest, which set water up, and the lowest rates are in
areas sheltered from the wind (Solomon, 2005). There is sig-
niﬁcant spatial variability within and between coastal zones,
associated with variations in geomorphology and lithology
(Solomon, 2005).
In the Canadian Arctic Archipelago, the coasts are rocky
and the sea-ice cover change is variable. At Resolute
Bay, a gravel beach, progradation dominated over erosion
throughout the period 1958–2006 due to a combination of
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Figure 5. Whole-Arctic coastal erosion and deposition (a), backshore elevation (b), and ground-ice content (c) from the Arctic Coastal
Dynamics database (Lantuit et al., 2012). A total of 49% of the segments have erosion rates below 1myr−1 and 40% of the segments have
rates below 2myr−1. Deposition along the Beaufort Sea occurs in deltaic regions from the Colville River east and along coastal barriers,
spits, and forelands west of the Mackenzie River delta. The backshore elevation provides control on the vulnerability of a coast to inundation.
Areas with high ice content can experience rapid erosion and are susceptible to changes in the nearshore water temperature.
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Figure 6. Comparison of coastal-erosion rate and ice content from
the Arctic Coastal Dynamics database (Lantuit et al., 2012) and
the number of open-water days for 2012 (same analysis as in
Fig. 1). For visual clarity, only points with erosion rates greater than
0.1myr−1 are plotted. Gray tick marks on x and y axes indicate the
distribution of values. The relationship between open-water days,
erosion rate, and ice content is not simple. Up until ∼ 220 open-
water days, the longer the open-water season, and the higher the ice
content, the greater the capacity for high coastal-erosion rates.
post-glacial rebound-related emergence and sediment supply
(St-Hilaire-Gravel et al., 2012). In the northern portion of the
Canadian Arctic Archipelago, the open-water season has not
changed, but in Resolute Bay, it has increased by just under
1 day yr−1. In this region, further increases in the duration of
open-water conditions will likely not result in rapid increases
in erosion due to the resistant nature of the terrestrial lithol-
ogy. Emergence also serves to create land.
In Svalbard, there is little ice-rich permafrost and sea-
ice change is spatially variable. Along the northern portion
of the archipelago, the open-water season has expanded by
up to 3.3dayyr−1, while rates of expansion are lower in
the southeast and are not signiﬁcant in the southwest. Three
sites in unconsolidated sediments in central Spitsbergen near
Longyearbyen give low erosion rates (< 1myr−1) and have
decelerated over the period 1977–2003 associated with the
progradation of a delta (Sessford, 2013). Sites further south,
near Recherchefjorden, show net erosion but no clear tempo-
ral trends (Zagórski, 2011).
These studies highlight the complicated relationship be-
tween changes in the sea-ice season and changes in coastal-
erosion rates. The length of the open-water season has in-
creased along all of the preceding coastlines, yet only one
of the studied regions shows an increase in coastal-erosion
rates through time: the sites in the eastern Laptev Sea stud-
ied by Günther et al. (2013). All other regions show a large
amount of spatial variability due to storm climate, the under-
lying lithology, and local geomorphology.
Our analysis indicates that the length of the open-water
season has increased in all of these locations by varying
amounts. Many of the presented sites have rapid rates of
erosion. However, averaging coastal-erosion rates over areas
with variable geomorphology, lithology, and ice content may
mask the relationship between sea-ice change and changing
coastal-erosion rates. It is also challenging to compare rates
measured over different length intervals due to the potential
for non-stationarity in erosion rates (e.g., Sadler, 1981). If
a signal exists in the relationship between changing sea ice
and changing coastal erosion, we are most likely to see it
in rapidly eroding regions. It is worth considering the small-
est stretch of coastline for which one can make a signiﬁcant
link between geomorphic rates and changing environment.
At Drew Point, most of the coastal-erosion rates are deter-
mined for a 70km long coastal segment.
We have focused on the relationship between length of
open water and coastal erosion. While sea ice provides ﬁrst-
order constraints, variability of other changes, such as at-
mospheric warming and storm tracks, may play a signiﬁcant
role.
5.2 Drew Point
While we are able to examine the impact of the duration of
open water on coastal erosion at well-studied sites, it is the
passage of storms that does the geomorphic work. At Drew
Point, we have a rich record of coastal-erosion and environ-
mental observations. At this location, we can trace the depen-
dence of the processes and rates of coastal evolution ﬁrst to
the nearshore conditions, and then determine the dependence
of nearshore conditions on sea ice.
Our analysis of coastal exposure at Drew Point can serve
as a template for analyzing the impact of changing sea ice
on other Arctic coasts. Satellite-derived daily or every-other-
day sea-ice concentrations are available for the whole Arc-
tic, starting in 1979. This data set documents changes in the
length and nature of the open-water season, which provides
the ﬁrst-order control on Arctic coastal impacts. However,
a full understanding of how changing sea ice will impact
coasts depends on both the form and substrate of the coast
and the way in which sea ice inﬂuences the nearshore con-
ditions in a particular area. While the erosion processes, op-
erative at Drew Point, are not universally applicable to all
Arctic coasts, the link between coastal dynamics and sea ice
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Figure 7. Distance to the sea-ice edge from Drew Point for the period 1979–2012. Both the length of the open-water season and the distance
to the sea-ice edge have increased in this time period. The distance to the sea-ice edge has increased the most in the northwest direction,
which is the direction from which wind blowing sets up nearshore water levels.
through the nearshore conditions exists along all ice-affected
coasts.
We ﬁrst focus on the distance to the sea-ice edge and then
construct a coastal-exposure history.
5.2.1 Fetch at Drew Point
At Drew Point, not only has the duration of the open-water
season increased substantially since the beginning of satellite
observations (Overeem et al., 2011), but the distance to the
sea-ice edge has increased as well. The direction from which
wind blows inﬂuences whether the water level at the coast is
set up or set down (Fig. 4). At Drew Point, erosion is most
effectivewhenthewaterlevelissetup(Barnhartetal.,2014),
and thus it is critical to evaluate the spatial component of
changes in the distance to the sea-ice edge.
We calculate the distance to the sea-ice edge at Drew Point
(SIC=15%) for all ocean azimuths at 10◦ increments (see
method outlined in Overeem et al., 2011 and applied by
Barnhart et al., 2014). Figure 7 illustrates the results from
ﬁve azimuths (280, 320, 000, 040, and 080) and shows the
increase in the length of the open-water season, the inter-
annualvariabilityinthelength,andthedistancetothesea-ice
edge. The increase in distance to the sea-ice edge is particu-
larly pronounced for winds from the west (azimuth 320), the
direction from which wind sets up water levels in this region.
These observations motivate asking how the change in
fetch is related to the increase in the duration of the open-
water season. We compare the maximum fetch in each az-
imuth bin for each year with the duration of the open-water
season (Fig. 8). The maximum distance to the sea-ice edge
has increased through time, more dramatically in the west
than in the east (Fig. 8a and b). The evolution of the open-
water season in this area explains this pattern; open water
typically develops from the Bering Strait to the east and
from the Canadian Beaufort Sea to the west. By the time it
reaches Drew Point, open water extends from Drew Point to
the Bering Strait. The length of the open-water season and
the maximum fetch are therefore positively related (Fig. 8c
and d), with the largest maximum fetches associated with the
longest open-water seasons. For 6 of the years, the maximum
fetch to the northwest (azimuth 320) is large (> 1400km)
with no relationship to the duration of open-water conditions
(Fig. 8, orange dots). These are years of extensive open water
in the northern Laptev Sea.
5.3 Water exposure history
The increase in open water and fetch provides increased po-
tential for coastal change, but the coast will feel the impact
only if a storm passes by. The fetch analysis (Sect. 5.2.1)
documents how the open-water season has changed at Drew
Point, but it does not include nearshore water-level and wave
conditions. We therefore construct a model of storm surges
and waves to reconstruct the water exposure history and test
it against observations from Drew Point. The relationship be-
tween the wind ﬁeld and observed changes in the water level
and wave height (Fig. 4) suggests that the nearshore water
level can be modeled with a simple bathystrophic storm-
surge model.
We calculate the “directional fetch”, or distance to sea-ice
edge in the direction from which the wind is blowing (Fig. 9),
which serves as a metric for the potential impact of the sea-
ice retreat on the coast. The directional fetch and the wind
ﬁeld are used as inputs to this model of storm surge and wave
height. In this section, we ﬁrst outline the construction of
this model (full details are available in the Supplement to
Barnhart et al., 2014), apply this model in a theoretical sense
to investigate the role of increasing fetch on changes to the
nearshore environment, and then calculate the exposure to
water-level setup and wave ﬁeld for the period 1979–2012 at
Drew Point.
5.3.1 Sea-ice control on waves and storm surges
Sea ice reduces the magnitude of waves and storm surges.
The details of wave–sea-ice interactions is an area of current
research and most of this research focuses on propagation of
waves into, rather than out of, the sea-ice pack (e.g., Asplin
et al., 2012). It is, however, understood that surface waves
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Figure 8. Maximum distance to the sea-ice edge (fetch) as a function of azimuth and time for west (a) and east (b) azimuths and a function
of azimuth and duration (c and d). The maximum fetch has increased over the observation period and is typically greater in the west than
in the east. The fetch to the west (azimuth 270) reaches a maximum at just under 800km when it reaches Wrangel Island in the Chukchi
Sea. There is a positive relationship between the length of the open-water season and the maximum fetch (c and d). The maximum fetch
to the northwest (azimuth 330) has the least well-deﬁned relationship with duration of open-water conditions (c, light purple dots). This is
a direction from which wind sets water levels up at the coast (Fig. 4a).
are attenuated in sea ice (Wadhams et al., 1988; Squire,
2007). Lisitzin (1974) argued that sea ice will reduce the
generation of storm surges. Although the wind stress at the
atmosphere–ice boundary may be comparable to that at the
atmosphere–ocean boundary, the drag coefﬁcient will differ
and the wind stress acting on the sea ice will not pile up wa-
ter to create a storm surge. More recent research ﬁnds that the
air–sea-ice drag coefﬁcient reaches a maximum at 50% ice
coverage and decreases with both increasing and decreasing
ice coverage (Birnbaum and Lüpkes, 2002; Garbrecht et al.,
2002). Observations by Lisitzin (1974) in the Baltic Sea and
Henry (1975) in the Beaufort Sea reveal that storm-surge am-
plitudes were smaller when sea ice was present. Other obser-
vations are inconclusive (Murty and Polavarapu, 1979).
Storm surge models that incorporate sea ice to some extent
have been developed and applied to the Beaufort Sea region.
However, like wave–sea-ice interactions, fully incorporating
sea ice into storm-surge modeling is still an area of active
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Figure 9. The “directional fetch” is the distance to the sea-ice edge
in the direction from which the wind is blowing. The directional
fetch is constructed using the hourly wind ﬁeld from Barrow, ad-
justed for Drew Point, and the daily location of the sea-ice edge.
The upper panel shows sea-ice concentration on 25 August 2008,
with distance to the sea-ice edge in the direction from which the
wind is blowing at that time (red line) and other azimuths (yellow
lines). The directional fetch is used as the maximum distance over
which water can be set up or set down and waves can be generated.
Based on the wind speed, wind direction, and directional fetch, the
setup and set down are calculated (lower panel).
research. Kowalik (1984) and Danard et al. (1989) applied
a full hydrodynamic model using sea-ice observations from
Canadian Ice Service charts. Two more recent studies are in-
conclusive about the role of sea ice in storm-surge genera-
tion, primarily because sea ice is not well incorporated into
existing storm-surge models (Manson and Solomon, 2007;
Lynchetal.,2008).Linternetal.(2011)usedthesea-iceedge
to set the area over which wind and water could interact in
Delft3D model runs and found that changing the distance to
the sea-ice edge signiﬁcantly impacted the development of
the wave ﬁeld. We use a similar approach and set the direc-
tional fetch as the maximum distance over which wave and
setup can generate. Although it does not acknowledge wave
generation and propagation through sea ice, it produced rea-
sonable results.
5.3.2 Storm surge and wave model
We ﬁnd that we can successfully model wind-driven setup
and wave generation using the storm-surge and wave model
developed for Drew Point by Barnhart et al. (2014). The
model combines the bathystrophic storm-surge model of
Dean and Dalrymple (1991) (Sect. 5.9.1), including the ef-
fect of wave setup outlined by Dean and Dalrymple (2004)
(Sect. 5.2.6), and using the fetch-limited wave model of
Coastal Engineering Research Center (1984) (Equations 3–
39 and 3–40). We incorporate sea ice only by using the dis-
tance to the sea-ice edge as the fetch for storm-surge and
wave generation, as discussed above. Our treatment of the
hydrodynamics is less sophisticated than that of prior re-
searchers, although considering the simple coastal geometry
and bathymetry at Drew Point, we think this approach is jus-
tiﬁed.
This model calculates the water-level setup or set down
and wave height as a function of the 10m wind speed, wind
direction,fetch,andbathymetry.Ateachtimestep,themodel
determines fetch in a straight line from the sea-ice edge to the
shore in the direction from which wind is blowing. It then
calculates the setup and wave height along the wind path.
If the wave height exceeds a critical fraction of the water
depth, the model includes the inﬂuence of wave setup (see
Supplement of Barnhart et al., 2014, for a full explanation of
the model).
Fetch is spatially and temporally variable due to the
changing wind ﬁeld, the geometry of the shoreline, and the
temporally variablelocation of the sea-ice edge.Based on the
geometry of the shoreline near Drew Point, we use a fetch
of 1km for winds blowing offshore (from azimuths ranging
from 085 to 200◦), we limit the fetch to a maximum of 15km
for winds blowing from the direction of the interior of Smith
Bay (200 to 260◦), and we use the distance to the sea-ice
edge for all other azimuths. These parameters optimize the
correlation between observed and predicted water-level and
wave-ﬁeld characteristics over the summer 2009 ﬁeld season
during which we documented water level.
Werecognizethat,inreality,thewindﬁeldwillnotbecon-
stant from the sea-ice edge to the coastline, and that our treat-
ment simpliﬁes the geometry of the storm-surge problem and
neglects many wave processes not present in the Coastal En-
gineering Research Center wave model. Likewise, the wind
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Figure 10. Measured and modeled setup and wave height for sum-
mer 2009. Buoy was deployed in 2.2m water depth.
ﬁeld measured on land likely differs from the open-ocean
wind conditions. We compare the model with observations
collected at Drew Point in 2009 (Fig. 10). Despite all simpli-
fying assumptions, modeled setup and set down agree well
with observations made in the summers of 2009 and 2010.
For setup, we ﬁnd a R2 of 0.50 and a root mean squared er-
ror (RMSE) of 0.15. For the wave ﬁeld, we ﬁnd a R2 of 0.37
and a RMSE of 0.14. Visual examination of the time series
(Fig. 10a and b) shows that the modeled setup track observa-
tions with only a few major departures, and that the modeled
wave height does well for all but the highest wave heights,
where it under-predicts by 20–40cm. We therefore consider
it reasonable to extend the modeled period to 1979–2012 to
examine how the wave ﬁeld and water level have changed
over this period, thus evaluating the role of sea-ice retreat on
coastal hydrodynamics.
5.3.3 Inﬂuence of fetch on nearshore conditions
The increasing extent of summertime open water provides
increasing fetch. In entirely open-water conditions, the max-
imum directional fetch for any azimuth will be set by the
geometry of the Arctic coastline. In these conditions, the lo-
cation, path, and geometry of the storm systems sets limits on
the fetch over, which setup and waves can form. We ask what
limits on the maximum fetch exist in this system? In the ab-
sence of nearshore sea ice, is there a distance that is less than
the size of a synoptic scale storm (∼1000km) at which setup
or wave height “saturate” and no longer continue to increase
with increasing fetch?
We use the storm-surge and wave model to explore how
changing fetch from 0 to 1000km affects the nearshore con-
ditions for wind from all offshore directions and for wind
speeds that vary from 1 to 18ms−1. Figure 11 shows results
from three wind directions: 280, 000, and 080. This exper-
iment is conducted for a coast with the same geometry as
Drew Point in 1m water depth.
We ﬁnd that when winds are from the west, increasing
fetch and increasing wind speed both result in increased
setup and wave heights (Fig. 11, leftmost column). These
conditions produce the highest positive setup values. Wind
from the north sets water up, but less so than wind from the
west (Fig. 11, center column), whereas wind from the east
sets water levels down (Fig. 11, right column). We present
both the wave heights calculated for water depth dynami-
cally adjusted by the wind-driven setup (Fig. 11b) and for
wave heights in a constant water depth (Fig. 11c). The wave
heights calculated dynamically are more physically reason-
able, have directional dependence, and can reach higher val-
ues due to the increased water depth associated with setup.
In the most realistic model, in which we have dy-
namic coupling between the setup of water level and waves
(Fig. 11b), we do not ﬁnd a fetch beyond which the setup
or wave height “saturate” and no longer continue to increase
with increasing fetch. Thus, the larger the fetch, the larger
the storm-surge and wave heights. This contrasts with a non-
coupled wave model in which the fetch-limited wave model
saturates at about 100–200km (Fig. 11c), and, as expected,
argues for this coupling in such models.
5.3.4 Coastal-exposure history
We calculate yearly averaged values of environmental con-
ditions and exposure metrics for one offshore pixel at Drew
Point for the period 1979–2012 (Fig. 12, cell [208, 226] in
the 304×448 Northern Hemisphere grid). The coast is vul-
nerable when water levels are set up, thus we calculate the
number of open-water days each year and the proportion of
these with wind from west to north (azimuths between 270
and 010). Larger fetches can result in larger setup, so we de-
termine the distribution of fetch when wind is from the west.
Using our storm-surge and wave-model output, we calculate
three metrics of coastal exposure in the nearshore based on
the accumulated (1) “positive setup”, (2) duration of positive
setup, and (3) wave height over each open-water season.
The duration of the open-water season and the duration
of time that wind is from the west show signiﬁcant posi-
tive trends (Fig. 12a). Not only is the duration of time that
the wind is from the west increasing, but the mean, 10th,
and 90th percentiles of the directional fetch when the wind
is from the west and north (the directions that result in
water-level setup) have increased. We have not ﬁt a trend
to Fig. 12b. Figure 12a and b represent a convolution of the
changes in fetch shown in Fig. 7 and the wind ﬁeld.
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Figure 11. Theoretical setup in 1m mean water depth (a), wave height calculated in water depth modulated by set up (b), and wave height
(c) with a constant water depth at 1m for an east–west oriented coastal shelf. Wind from the west and the north sets water levels up while
wind from the east sets water down. Neither setup nor wave height saturate at a critical fetch.
In Fig. 12c–e, we show the yearly and cumulative value
for each exposure metric, as well as the slope and 95% con-
ﬁdence bounds, R2, and RMSE of a linear trend line ﬁt to the
yearlyvalues.Thepositivesethasunitsofmetersperdayand
represents the sum of all the setup that is greater than zero
over each summer open-water season. The duration of pos-
itive setup is the amount of time in each open-water season
that the setup is positive. The wave-height metric is similar
to the positive setup in that it represents the sum of all of the
wave heights over the open-water season.
All three exposure metrics show signiﬁcant positive trends
and signiﬁcant inter-annual variability (Fig. 12c–e) which
may be due to increases in the magnitude and duration of
setup and wave height, or the increased duration of open-
water conditions. We analyzed each exposure metric normal-
ized by the length of open water for each year and found that
the normalized positive setup is the only metric that shows
a signiﬁcant positive trend. Thus, the primary factor that in-
ﬂuences these exposure metrics is the length of the open-
water season.
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Figure 12. Environmental conditions (top row), exposure metrics (middle row), and normalized exposure metrics (bottom row) calculated at
Drew Point over the period 1979–2012. In (a) and (c)–(e), we show both the value for the yearly metric (left-hand axis) and the cumulative
value (right-hand axis). The duration of the open-water season and the duration of winds from the west both show a signiﬁcant increase
over this time period (a). The slope of a linear trend line (with 95% conﬁdence bounds in parentheses), the R2, and RMSE are given for
each yearly metric in the boxes, gray indicates signiﬁcant at 95% level and white indicates not signiﬁcant. The distance to the sea-ice edge
(directional fetch) when the wind is from the west has increased (b). The three exposure metrics – positive setup (c), duration of positive
setup (d), and wave height (e) – all show large inter-annual variability and all have signiﬁcant positive linear trends.
We calculate one additional measure of the nearshore en-
vironment: the distribution of the directional fetch and pos-
itive setup (Fig. 13). We ﬁnd the 5th, 25th, 50th, 75th, and
95th percentile values for each variable (the 95th percentile
value represent the value for which 5% of values are above
and 95% are below). The distribution of directional fetch
(Fig. 13a) and directional fetch at times of positive setup
(Fig. 13b) are similar and increase over the observation pe-
riod (1979–2012). While the mean values of the positive
setup (Fig. 12c) have not increased over the observation pe-
riod, the extreme values of positive setup did increase over
this time period. The distribution of wave heights over the
model time period does not show a trend.
5.3.5 Storm-event analysis
Along this stretch of coast, most geomorphic work is done
during storm events that set up water. We calculate the num-
ber of storms per year, the maximum setup or set down,
and wave height for all storms over the 1979–2012 period
(here, we deﬁne a storm as continuous time periods with
wind speeds of ≥ 10ms−1, as employed by Atkinson, 2005).
For this period, we also ﬁnd the number of positive setup
events – deﬁned as events in which the water level was set up
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Figure 13. Distribution of directional fetch for each year all open
water conditions (a), times when water levels are set up (b), and dis-
tribution of modeled positive setup (c). We show the 5th, 25th, 50th,
75th, and 95th percentile values for each variable. The 95th per-
centile values represent the value for which 5% of values are above
and 95% are below. The distribution of directional fetch (a) and di-
rectional fetch when setup is positive (b) are similar and increase
over the observation period (1979–2012). While the mean values of
the positive setup (Fig. 12c) have not increased over the observation
period, the extreme values of positive setup also increase over this
time period.
abovethebaseofthecoastalbluffswithnoregardtothewind
speed or direction. For each storm or positive setup event, we
extract the highest water-level setup or set down and wave
height (Fig. 14), and the wind direction and directional fetch
at the time of peak wind speed (Fig. 15).
Over the 1979–2012 period, we ﬁnd 799 storms, only 28
of which set water levels up. Over this same time, we ﬁnd
306 positive setup events. The number of storms per year has
not changed through time, and the number of storms that set
up water make up a small proportion of the total number of
storms (Fig. 14a). This observation mirrors ﬁeld observations
at Drew Point (Wobus et al., 2011; Barnhart et al., 2014),
which indicate that small storms can still bring enough setup
to lap water at the base of the coastal bluffs and accomplish
substantial geomorphic work.
The discrepancy between 28 positive setup storms, and
306 positive setup events reveals that there are many pos-
itive setup events that are not captured in the latter cate-
gory, though the wind-based deﬁnition of a storm captures
most of the highest values. The number of positive setup
events is increasing (95% conﬁdence bounds on slope: [0.12,
0.62] events per year; R2 = 0.25, RMSE= 6.68). Normaliz-
ing by the length of the open-water season still yields a weak
but positive trend (95% conﬁdence bounds on slope: [0.03,
0.22] events per month of open water per year; R2 = 0.16,
RMSE= 0.09). The magnitude of setup events is similar to
that of set-down events (Fig. 14b), while the wave height
during setup events tends to be larger than during set-down
events (Fig. 14c).
Both storms that set up water and positive setup events
have peak wind speeds from the west and north (Fig. 15a).
The directional fetch during storms that set down water and
for positive setup events has increased through time, whereas
the directional fetch during storms that set up water does not
exhibit a trend in time (Fig. 15b). High values of extreme
positive setup and extreme wave height occur when direc-
tional fetch is large, which is consistent with our hypothesis
that the distance to the sea-ice edge controls nearshore con-
ditions through the fetch (Fig. 11).
We can compare this storm analysis to the historical record
of storms presented in Lynch et al. (2008), who report obser-
vations of historical storms at Barrow, AK (ﬁve with ﬂood-
ing, eight without over the period 1979–2003). Our analysis
is based at Drew Point, which experiences a wind ﬁeld and
storm climate similar to that at Barrow. We ﬁnd that, of the
ﬁve storms with ﬂooding, we would predict ﬂooding in three
of the cases. We correctly predict no ﬂooding for the other
eight wind events.
6 Discussion
In the prior section, we present two analyses of the impact
of sea-ice change on Arctic coasts. Here, we discuss the
changes in coastal exposure at Drew Point and consider the
future of Arctic coasts.
6.1 Changes in coastal exposure at Drew Point
Changes in coastal exposure over the period 1979–2012 are
primarily caused by changes in the duration of the open-
water season (Fig. 12a) and the increasing positive extremes
ofsetupmagnitude(Fig.13c).Increasingtheopen-watersea-
son provides a longer period of time in which the nearshore
water can interact with the coast, and, in the case of Drew
Point, results in rapid coastal erosion. The second of these
allows for larger waves, and thus more energy to reach the
coast.
The distance to the sea-ice edge, particularly in the west,
hasincreased.Althoughthedistancetothesea-iceedgewhen
the wind blows from the west and north has increased sub-
stantially over this time period, we ﬁnd that increases in the
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Figure 14. Number of storms per year (a), magnitude of extreme setup or set down (b) and magnitude of extreme wave height (c) for all
storms (deﬁned as wind≥ 10ms−1, red dots and gray bars; we also show “positive setup events”, blue dots). Only a small proportion of
storms set water up, and the deﬁnition of storms based on wind does not capture all positive setup events. There are no clear trends in the
number of storms per year, though the number of positive setup events may be increasing.
yearly metrics of coastal exposure at Drew Point can be ex-
plained most simply by the increased duration of the open-
water season.
Changes in the fetch are not needed to explain the vari-
ations in the positive setup, duration of positive setup, or
wave-height metrics. However, the fetch has changed over
the observation period and is reﬂected in the increasing ex-
treme values of the positive setup (Fig. 13c). It is hard to dis-
entangle setup, fetch, and duration of the open-water season.
A longer open-water season allows more time for storms to
pass over open ocean, whereas the directional fetch governs
the distance over which storm winds blow, accomplishing
either setup or set down. Considering this dependence, it is
surprising that we found no trends in the normalized posi-
tive setup. However, the number of positive setup events is
clearly increasing.
Coastal erosion rates at Drew Point increased from
6.8myr−1 during the period 1955–1979 to 8.7myr−1 during
the period 1979–2002 and 13.6myr−1 for the period 2002–
2007 (Jones et al., 2009). Overeem et al. (2011) found that
the increase in erosion rate over the satellite record tracks the
averagedurationoftheopen-waterseason.Thus,theincrease
in open water explains most of the change in the coastal-
erosion rate. However, the increase in size of large setup
events (Fig. 13c) and the increase in frequency of positive
setup events (Fig. 14a) likely also contribute to the increased
erosion rates observed at Drew Point. The water temperature
is another factor for controlling erosion rates in ice-rich per-
mafrost coasts, and is inﬂuenced by increasing the duration
and the area of open water adjacent to the coast (e.g., Barn-
hart et al., 2014).
6.2 Whole-Arctic coastal change and physical
vulnerability
In the context of a future Arctic, in which storminess is pre-
dicted to increase, the changes in the duration of open wa-
ter and fetch distances will likely result in enhanced rates of
geomorphic change, inundation, and increased loss of build-
ings. The geomorphic coastal response to future forcings will
depend on both relatively static factors, such as the topog-
raphy, substrate, and geometry of each segment of coast,
The Cryosphere, 8, 1777–1799, 2014 www.the-cryosphere.net/8/1777/2014/K. R. Barnhart et al.: Sea-ice change impacts on Arctic coasts 1795
North East South West North
Distribution of Wind Direction 
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
0 200 400 600 800 1000
Distribution of Directional Fetch [km]
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
Key
Distribution of storms
with negative set up
Values for of storms
with positive set up
Storms (de￿ned by wind)
All positive 
set up events
A. Wind Direction B. Directional Fetch 
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and dynamic factors, including changes in sea-ice cover, the
number and nature of storms, and the associated nearshore
water conditions.
Vulnerabilitytoinundationandsalinizationisenhancedby
low backshore elevations and storm-surge sufﬁcient to over-
top the beach. Erosion rates are rapid in ice-rich permafrost
and also depend on water temperature. Our analysis of the re-
lationship between ice content, average coastal-erosion rate,
and length of open-water season (Fig. 6) and of the previ-
ously studied sites with multi-temporal coastal-erosion ob-
servations. Sect. 5.1.2, however, shows that the details of the
coastal-erosion rate are heavily inﬂuenced by the local geo-
morphology and lithology.
As a ﬁnal step, we consider how the open-water season is
expanding in six of the Arctic Sea sectors (Fig. 16). We plot
the distribution of the ﬁrst and last day of the open-water
season for each Arctic Sea sector for 1979 and 2012, along
with the average daily insolation, and the average monthly
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Figure 16. Changes in the length of the open-water season from 1979–2012 by sector (panels on left side). Blue shaded (1979) and yellow
shaded (2012) regions show the probability density function of the ﬁrst day of open water (red outline) and the last day of open water (blue
outline). The median length of the open-water season is shown in the ﬁgure background. We show the average daily insolation at 70◦ north
and the average number of storms per month (for the period 1950–2000, from Atkinson, 2005). In many sectors, the fall is stormiest; thus,
expansion of the open-water season into the fall allows for additional impact from storms. Expansion of the open-water season into the spring
allows for more time at higher insolation levels and thus warmer water temperatures.
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number of storms (from Atkinson, 2005). We do not show
the Canadian Arctic (Sector 7) as sea ice persists along the
northwestern portion of this segment of coast throughout the
summer season. In most sectors, the open-water season has
expanded more into the fall than into the spring, as Overeem
et al. (2011) found in their analysis at Drew Point.
Strong feedback is enacted by the expansion of the open-
water season. While the open-water season in most sectors
has roughly doubled in duration since 1979 (the sector aver-
aged factor ranges between 1.5 and 3), it is expanding more
into the fall than into the mid-summer (Fig. 16). As the dis-
appearance of the last ice still occurs well after the peak
insolation associated with the solstice in mid-June, any ex-
pansion earlier into the mid-summer exposes the sea surface
to increasingly higher insolation. We should therefore ex-
pect higher sea-surface temperatures, which, in turn, drives
higher erosion rates on ice-rich coastlines. Expansion of the
open-water season into the fall enacts another feedback. As
storminess in most sectors increases toward the fall (Fig. 16;
Atkinson, 2005), expansion of the open-water season further
into the fall exposes the ocean to winds that can drive higher
storm surge and higher waves. This should increase the prob-
ability that water levels exceed the base of coastal bluffs, en-
hancing the rate of erosion.
7 Conclusions
We have presented a pan-Arctic analysis of satellite-based
sea-ice concentration, an analysis of changing spatial pat-
terns and distance to the sea-ice edge at Drew Point, AK,
a numerical model that is capable of capturing the nearshore
conditions at Drew Point, and an analysis of changing
nearshore conditions at Drew Point. This quantiﬁes sea-ice
control on Arctic coastal processes, and provides an example
application to a highly vulnerable coastline.
We calculate three metrics of the nearshore environment,
and ﬁnd that the factor with the most explanatory power is
the duration of the open-water season. Fetch is increasing at
Drew Point, particularly toward the west, increasing the size
of large setup events. The total number of storms (as deﬁned
by wind speed alone) has not changed, and the number of
storms with positive setup is small. However, the number of
positive setup events (as deﬁned by water level alone) has
increased through time. It is at times when water level is set
up that erosion occurs in this area (Barnhart et al., 2014).
The duration of open-water conditions along the entire
Arctic coastline has roughly doubled in duration since 1979
andisexpandingmoreintothefallthanintothemid-summer.
The expanding open-water-season results in different feed-
back in the mid-summer and in the fall. A longer open-water
season in the fall provides open water at a time of greater
storminess. This will likely result in increased interaction
between the coast and the nearshore water, enhancing the
rate of erosion. In addition, expansion of open water into the
early summer results in warmer surface-water temperatures
and higher erosion rates on ice-rich coastlines.
Across the Arctic, at the sites where multi-temporal ob-
servations of coastal erosion are available, the relationship
between changing open-water conditions and coastal erosion
are complicated by lithology, geomorphology, ice content,
orientation, storm climate, ice dynamics, relative sea-level
trend, and sediment supply, among other factors.
Changing sea-ice-cover results in feedback that increases
the rates of coastal erosion. Although, in detail, the vulner-
ability of a particular reach of coastline will depend on lo-
cal geomorphology and weather patterns, we should expect
coastal-erosion rates to rise most dramatically in areas with
rapidly expanding open-water seasons and high ground-ice
content.
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