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1. Introduction
We derive interior (local) regularity of space derivatives to
u,t− div A(Du) = f, (sAL)
where we have the symmetric gradient Du = 12 (∇u+∇
Tu), and to
u,t− div A(∇u) = f (AL)
for tensors A having certain Orlicz-type growths that generalize p-growths. Our results are also new for
the evolutionary p-case and our use of Orlicz growths is motivated primarily by elegance of this approach
and by our need to derive results useful for planned interior C1,α regularity in two-dimensional case. Let
us explain the latter point. In order to use the method of Kaplický, Málek, Stará [25] for the intended
C1,α result, we need to derive regularity estimates for quadratic approximations of p-potentials uniformly
in the approximation parameter, which is exactly where Orlicz-growth characteristics prove to be helpful.
Beyond the pure analytic interest, the local estimates are important as building blocks for the non-linear
Calderón-Zygmund theory.
In this paper we obtain local regularity results connected with the second-order energy estimates in space
(i.e. testing with the localized Laplacian, roughly speaking).
Motivation and known results
It would be crucial for the non-Newtonian hydrodynamics to repeat for the symmetric p-Laplacian the
C1,αloc regularity result, available for the full gradient p-Laplacian, since the works of Uhlenbeck [37], Tolksdorff
[36] (stationary case) and DiBenedetto [11] (evolutionary case). Unfortunately, the pointwise structure of
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the symmetric p-Laplacian seems to be resistant to the methods used in the full p-Laplacian case1 to get
boundedness of gradients.
Nevertheless, one can obtain certain regularity results for the symmetric p-Laplacian. For the stationary
case, Beirão da Veiga [3] and Beirão da Veiga & Crispo [4] provide smoothness of a periodic-boundary
value problem, provided p is close to 2. Results for generic boundary-value problems, developed for the
full p-Navier-Stokes system, are of course available for the symmetric p-Laplacian. In particular, one has
smoothness of solutions to basic initial-boundary value problems in 2d case, see Kaplický, Málek, Stará [25]
and Kaplický [23, 24] as well as existence of strong solutions for 3d case, compare [28] by Málek, Nečas
and Růžička and also [1, 2] by Beirão da Veiga and [5] by Beirão da Veiga, Kaplický and Růžička. Let
us mention also here a recent regularity study for the symmetric p-Laplacian with homogenous Dirichlet
boundary conditions by Frehse and Schwarzacher [19]. For small data regularity results, one may refer to
Crispo & Grisanti [8].
As remarked, the regularity results cited above concern certain basic boundary-value problems. Local
(interior) regularity results are much more scarce. In [7] the partial C1,αloc regularity theory has been developed.
One should mention also [20] by Fuchs and Seregin
On the other hand, the regularity results for the full-gradient case are abundant. For the evolutionary
p-case, let us restrict ourselves to referring to the classical monograph by DiBenedetto [11] and a simple
proof of C1,αloc regularity by Gianazza, Surnachev & Vespri [21]. For the stationary Orlicz case, see [14] by
Diening, Stroffollini & Verde.
Outline of the paper
Next section involves needed preliminaries, including a short discussion of the used Orlicz-type spaces
and notion of a weak solution. In the subsequent section we state our main results. The successive Section 4
is devoted to certain auxiliary results. Section 5 contains proof of our main results. Finally, we gather in the
last Section 7 – Appendix details of the used Orlicz growths. In its last subsection we recall the standard
examples for Orlicz growths that are admissible in our main results.
2. Preliminaries
By a ∼ b we mean that a and b are equivalent up to a numerical constant, i.e. there exists C > 0 that
C−1a ≤ b ≤ Ca. By Symd×d we denote the set of symmetric d× d matrices. Ω is a bounded (space) domain
in Rd, since we deal with local solutions, any further description of Ω is immaterial. Br is a (space) ball of
radius r. I = [a, b] is a (time) interval. By b we will denote an interval of length 2r. By ΩI we mean Ω× I.
A parabolic cylinder Qρ is Bρ × Iρ2 . We introduce further notation when it is needed.
Orlicz growths
For clarity, since we are still before stating our main results, let us introduce here only the essential
definitions and assumptions. A more precise discussion of them can be found in Section 7 – Appendix.
We use the standard definition of a N -function ϕ and its conjugate ϕ∗, see Subsection 7.1. Let us
introduce
Definition 1 (good ϕ′ property). N -function ϕ ∈ C2((0,∞)) ∩ C1([0,∞)) has good ϕ′ property iff
uniformly in t
ϕ′(t) ∼ tϕ′′(t). (1)
We denote the optimal constants in ∼ above by G(ϕ′).
1For more on this, see [6] and [7]
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An analogous class of N -functions is considered in Diening & Ettwein [10] or Diening & Kaplický [12], see
Assumption 1 and Assumption 1.1 therein, respectively. Let us remark immediately that good ϕ′ property
implies that he complementary function ϕ∗ also enjoys good (ϕ∗)′ property and that both ϕ and ϕ∗ satisfy
also∆2 condition, see Proposition 1. From now on, we will work only with N -functions with good ϕ′ property.
The connection between a N -function ϕ and the tensor A is given by
Assumption 1 (Orlicz growth of A). For an N -function ϕ that has the good ϕ′ property, the tensor A
satisfies for any P,Q ∈ Symd×d
(A(P )−A(Q)) : (P −Q) ≥ cϕ′′(|P |+ |Q|)|P −Q|2
|A(P ) −A(Q)| ≤ Cϕ′′(|P |+ |Q|)|P −Q|
with numerical constants c, C.
The above assumption typically generalizes monotonicity and growth of tensor A from the polynomial
to the Orlicz setting in the context of regularity theory, compare Diening & Ettwein [10], Diening, Kaplický
& Schwarzacher [13].
Orlicz-Lebesgue spaces
In order to define a weak solution, we will use the Orlicz-Lebesgue class Λϕ(Ω). It includes all measurable
functions f : Ω→ R such that ∫
Ω
ϕ(|f |) <∞
The Orlicz-Lebesgue space Lϕ(Ω) consists of these measurable functions defined a.e. on Ω for which
|u|ϕ := sup
{v∈Λϕ∗ (Ω)|
∫
Ω
ϕ∗(|v|)≤1}
∫
Ω
|uv|
is finite. Space Lϕ(Ω) is a Banach space with norm | · |ϕ — see Theorem 3.6.4 in [22]. One can define
equivalent norm in Lϕ space without use of a complementary function, which is commonly referred to as the
Luxemburg norm.
Recall that if ϕ satisfies ∆2 condition then Lϕ(Ω) is separable and D(Ω) is a dense set (in the norm
topology). If also ϕ∗ satisfies ∆2 condition, then Lϕ(Ω) is reflexive. Since we work here with growths that
have good ϕ′ property, all these properties are valid for Lϕ(Ω) in our case via Proposition 1 in Appendix.
Orlicz-Sobolev spaces
For brevity, we will here use S to denote either a domain being a subset of Ω or of ΩI , depending on the
context. For all our domains we assume the segment property. Let us define the Orlicz-Sobolev space as
W 1,ϕx (S) = {u ∈ L
ϕ(S) : ∇u ∈ Lϕ(S)},
the subscript x above emphasizes that the space gradient ∇ may be not the full gradient on S, which is the
case for S = ΩI . W 1,ϕx (S) is a Banach space with the norm induced by the Orlicz-Lebesgue space L
ϕ, see
Elmahi & Meskine [18], Section 2.52. We denote by W 1,ϕx,0 (S) the norm closure of D(S) in W
1,ϕ
x (S)
3. The
2Our W 1,ϕx (Q) is W 1,xLϕ(Q) =W 1,xEϕ(Q) of [18], where the equality is valid since we work within ∆2 condition, see [18],
Section 2.5. Analogously, our W 1,ϕx (Ω) is theirs W 1Lϕ(Ω) = W 1Eϕ(Ω).
3Here, again, all topological ambiguities are disposed of by our assumptions. In particular, our W 1,ϕx,0 (S) coincides with
W
1,x
0
Lϕ(S) = W
1,x
0
Eϕ(S) of [18]. The former is defined there as the weak closure and the latter as a norm closure of D(S).
But for S with the segment property the weak closure of D(S) coincides with the closure in modular (see [18], Section 2.4 for
S = Ω and Section 2.6 for S = ΩI), whereas the modular and norm convergence are equivalent for ∆2 growths.
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dual space to W 1,ϕx,0 (S) is denoted by W
−1,ϕ∗
x (S) and its elements are representable with the distributional
L2-duality pairing
〈f, ϕ〉W−1,ϕ∗ ,W 1,ϕ0
=
∫
Q
fα∇αϕ,
compare [18], Sections 2.4, 2.6.
Finally, we denote by W−1,ϕ
∗
x (Q) + L
2(Q) the dual space to W 1,ϕx,0 (Q) ∩ L
2(Q). Its arbitrary element
f is representable as f =
∑
|α|≤1 f
α + f0, where fα ∈ Lϕ(Q) and f0 ∈ L2(Q), under the distributional
L2-duality pairing, i.e. for any ϕ ∈ W 1,ϕx,0 (Q) ∩ L
2(Q)
〈f, ϕ〉W−1,ϕ∗+L2,W 1,ϕ0 ∩L2
=
∫
Q
fα∇αϕ+ f0ϕ. (2)
Notion of a local weak solution
We will use the following notion of a (space-local) weak solution to (sAL).
Definition 2. Take an interval I = [a, b], a domain Ω ⊂ Rd and a stress tensor A compatible with Assump-
tion 1. Let f ∈ L2(ΩI). A function u ∈ C(I;L2(Ω)) with ∇u ∈ Lϕ(ΩI) is called a local weak solution to the
problem (sAL) iff for any t1, t2 such that (t1, t2) ⊂ I holds∫
Ω
u(t) · w(t)
∣∣∣t2
t1
+
∫ t2
t1
∫
Ω
− u · w,t+A(Du)Dw =
∫ t2
t1
∫
Ω
fw (3)
for an arbitrary test function w ∈ W 1,1(I;L2(Ω)) ∩W 1,ϕx,0 (ΩI).
Finiteness of the main part integral in (3) is assured by Assumption 1, see Section 7. The local weak
solution for the full-gradient problem (AL) is defined analogously.
Remark 1. Observe that ΩI above may be smaller than the domain of existence of a weak solution to
an initial-boundary value problem associated with the problem (sAL). The requirement that w has zero
space-trace on ∂Ω gives us space-locality. Furthermore, in our main Theorem 1 we are interested in fact in
space-time localization, hence there one may restrict to considering test functions vanishing on ∂(ΩI). We
allow for w non vanishing on the time-interval ends for the sake of being able to choose t1 = a in (9).
Remark 2. One can impose for u merely L∞loc(I;L
2
loc(Ω)) regularity instead of the above Cloc(I;L
2
loc(Ω))
and then obtain continuity in time via the interpolation, see Lemma 3, p. 418 in [18].
Existence of weak solutions to initial-boundary value problems
For the existence of weak solutions to problem with full space gradient, we refer for instance to Elmahi &
Meskine [18], Theorem 24. It gives additionally that ut is in the appropriate dual space and the energy equal-
ity. However, we decided to keep less restrictive notion of a weak solution, since it complies with existence
results for very more general Orlicz and Musielak-Orlicz growths, in particular allowing for some anisotropy,
compare [35] by Świerczewska-Gwiazda and its references. These existence results can be straightforwardly
rewritten for the symmetric-gradient case.
3. Main results
Recall that a parabolic cylinder Qρ is Bρ×Iρ2 . The V below is the square root tensor given by Definition
7. We call a real function g almost increasing iff there exists a number C that for any x ≤ y
g(x) ≤ Cg(y).
The result concerning (sAL) assumes additionally that ϕ′′ is almost increasing. For the full-gradient case
this additional assumption is not necessary.
4Their result concerns zero-Dirichlet boundary data and f ∈ W−1,ϕ
∗
x , but we will need more regularity of f for our regularity
results anyway.
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Result for the symmetric-gradient case (sAL)
Theorem 1 (spatial strong solutions for (sAL)). If A satisfies Assumption 1 with ϕ′′ almost increasing,
then a local weak solution u to (sAL) on ΩI enjoys
∇u ∈ L∞loc(I;L
2
loc(Ω)), ∇V(Du) ∈ L
2
loc(ΩI)
with the following estimate
ess sup
τ∈Ir2
∫
Br
|∇u|2(τ) +
∫
Qr
|∇V(Du)|2 ≤
C(G(ϕ′))(1 + 1
ϕ′′(δ0)
)
(R− r)2
∫
QR
(ϕ(|∇u|) +ϕ(δ0)) +C(R− r)
2
∫
QR
|∇f |2
(4)
for any r < R and concentric parabolic cylinders Qr, QR ⋐ ΩI and any δ0 ≥ 0 such that ϕ
′′(δ0) > 0 (there
is always such δ0 available).
We can also have a version of (4) without full gradient on the r.h.s., namely
ess sup
τ∈Ir2
∫
Br
|∇u|2(τ) +
∫
Qr
|∇V(Du)|2 ≤
C(G(ϕ′))(1 + 1
ϕ′′(δ0)
)
(R − r)2
∫
QR
(ϕ(|Du|) + ϕ
(
|u− (u)|
R
)
+ ϕ(δ0)) + C(R − r)
2
∫
QR
|∇f |2. (5)
Moreover, in the case when ϕ′′(0) > 0, we have also
∇2u ∈ L2loc(ΩI)
and can improve (4) and (5) to, respectively
ess sup
τ∈Ir2
∫
Br
|∇u|2(τ) +
∫
Qr
|∇V(Du)|2 + ϕ′′(0)
∫
Qr
|∇2u|2 ≤(
1 +
1
ϕ′′(0)
)
C(G(ϕ′))
(R− r)2
∫
QR
ϕ(|∇u|) + C(R − r)2
∫
QR
|∇f |2. (6)
ess sup
τ∈Ir2
∫
Br
|∇u|2(τ) +
∫
Qr
|∇V(Du)|2 + ϕ′′(0)
∫
Qr
|∇2u|2 ≤(
1 +
1
ϕ′′(0)
)
C(G(ϕ′))
(R − r)2
∫
QR
(
ϕ(|Du|) + ϕ
(
|u− (u)|
R
))
+ C(R − r)2
∫
QR
|∇f |2. (7)
Result for the full-gradient case (sAL)
As already remarked, one can do better in the full-gradient case and drop the assumption of almost-
increasingness of ϕ′′ in the full-gradient case (AL). Namely, we obtain
Theorem 2 (spatial strong solutions for (AL)). If A satisfies Assumption 1, then a local weak solution u
to (AL) on ΩI satisfies the following estimate
ess sup
τ∈Ir2
∫
Br
|∇u|2(τ) +
∫
Qr
|∇V(∇u)|2 ≤
C(G(ϕ′)
(R − r)2
∫
QR
(ϕ(|∇u|) + |∇u|2) + C|Ir2 |
∫
QR
|∇f |2 (8)
for any r < R and concentric parabolic cylinders Qr, QR ⋐ ΩI . The second term of r.h.s. of (8), if not
controlled by the first (weak existence) term on r.h.s., can be estimated as follows
ess sup
τ∈[t1,t2]
∫
BR
|∇u|2(τ) +
∫ t2
t1
∫
BR
|∇V(∇u)|2 ≤
∫
BR0
|∇u(t0)|
2 +
C(G(ϕ′)
(R0 −R)2
∫ t2
t1
∫
BR0
ϕ(|∇u|) (9)
for any nonnegative t1 ≤ t2 from I (in particular, t1 = a, possibly initial datum of the associated initial-
boundary value problem), R < R0 and concentric balls BR, BR0 ⋐ ΩI .
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4. Auxiliary results
In this section we provide a starting point for the proof of Theorems 1, 2 via difference quotients, namely
the problem reformulation that contains distributional time derivatives of a weak solution. The technicalities
here are taken from [18].
For brevity, we will use S to denote either a domain being a subset of Ω or of ΩI , depending on the
context.
Let us introduce the following notation
Sδ := {s ∈ S| dist(s, ∂S) ≥ δ}
Here and in what follows we will denote also [a, b− h0] by I0. Moreover
Tsg(x, t) := g(s+ x, t),
∆hg(x, t) := g(x, t+ h)− g(x, t), ∆
sg(x, t) := Tsg(x, t)− g(x, t).
Now let us introduce Steklov averages. In this context, one can additionally consult introduction of [11],
Naumann, Wolf & Wolff [30] or Chapter II, §4 of [26] by Ladyzhenskaya, Solonnikov & Ural’tseva.
Definition 3. Fix interval I = (a, b). For g ∈ L1(ΩI), h ∈ (0, b) its ’Steklov average’ fh is
gh(t, x) :=


−
∫ t+h
t
g(τ, x)dτ for t ∈ (a, b− h),
0 otherwise.
(10)
The Steklov averages have good mollification properties, presented below.
Lemma 1. Take v ∈ Lϕ(ΩI). Then∫
ΩI
ϕ(|vh|) ≤
∫
ΩI
ϕ(|v|), vh
h→0+
−→ v in Lϕ(ΩI). (11)
The restriction of vh to (a, b− h) has the weak time derivative, for which
(vh),t (x, t) = h
−1∆hv(x, t) (12)
a.e. in (a, b− h)× Ω.
Take v ∈ C(I;L2(Ω)). At any t ∈ (a, b)
vh(t)
h→0+
−→ v(t) in L2(Ω). (13)
Proof. This Lemma is a combination of Lemma 3.2 in [11], Chapter I.3-(i) and results of pages 240 – 241 of
[30] with an exception of (11). There, the inequality holds by the Jensen inequality with the Tonelli theorem
and the convergence by a density argument, available thanks to ∆2-growth of ϕ.
Now we use Steklov averages to reformulate the notion of the local weak solution. Choose in (3) t1 :=
t, t2 := t+ h and a test function v, which is time-independent on interval (t, t+ h), to obtain∫
Ω
∆hu(t) · v +
∫
Ω
∫ t+h
t
A(Du) :Dv =
∫
Ω
∫ t+h
t
fv
Multiplication of the above formula by h−1 and (12) provide us with the following identity for a local weak
solution to (sAL), that has a time derivative. Namely, for any t, h such that a ≤ t < t+ h ≤ b∫
Ω
(uh(t)),t · v + (A(Du))h(t) : Dv =
∫
Ω
fhv. (14)
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Observe that terms in (14) are meaningful for any v ∈ W 1,ϕ0 (Ω) ∩ L
2(Ω). Integration in time yields∫ t2
t1
∫
Ω
(uh),t ·w + (A(Du))h : Dw =
∫ t2
t1
∫
Ω
fhw (15)
for any w ∈W 1,ϕx,0 (ΩI)∩L
2(ΩI) (via a density argument again) and any t1, t2, h such that a ≤ t1 < t2+h ≤ b.
This allowed us to widen the admissible class of test functions over these with no time derivatives.
Recall that we denote [a, b− h0] by I0. We are thus prepared to show
Lemma 2. Let us now fix a small h0 > 0. A local weak solution u of (sAL) on ΩI has a distributional time
derivative ut ∈W−1,ϕ
∗
x (ΩI0) that enjoys
|ut|(W−1,ϕ∗x +L2)(ΩI0 )
≤ C(G(ϕ′))
∫
ΩI
(
1 + ϕ(|Du|) + |f |2
)
.
and it satisfies on ΩI0
〈ut, w〉(W−1,ϕ∗x +L2)(ΩI0 ),W
1,ϕ
x,0 (ΩI0 )∩L
2(ΩI0 )
+
∫
ΩI0
A(Du)Dw =
∫
ΩI0
fw
for any w ∈ W 1,ϕx,0 (ΩI0 ) ∩ L
2(ΩI0).
Proof. Let us consider next h ≤ h0. Formula (15) gives
sup
|w|
W
1,ϕ
x,0
(ΩI0
)∩L2((ΩI0
)
≤1
∣∣∣∣∣
∫
ΩI0
(uh),t ·w
∣∣∣∣∣ ≤ sup|w|
W
1,ϕ
x,0
(ΩI0
)∩L2((ΩI0
)
≤1
∣∣∣∣∣
∫
ΩI0
(A(Du))hDw − fhw
∣∣∣∣∣ ≤
C(G(ϕ′))
∫
ΩI
(
ϕ(|Du|) + 1 + |f |2
)
. (16)
For the last inequality we used the Fubini theorem, Assumption 1 and Lemma 4. The above inequality
and separability of W 1,ϕx,0 (ΩI0) (by definition, it is a the norm closure of D(S)) implies that there exists a
g ∈W−1,ϕ
∗
x (ΩI0), being the sequential ∗-weak limit of a subsequence (uhn),t. By l.w.s.c., it satisfies
|g|
W
−1,ϕ∗
x (ΩI0 )
≤ C(G(ϕ′))
∫
ΩI
(
1 + ϕ(|Du|) + |f |2
)
. (17)
For w ∈ D(ΩI0 ) we see via (15) that
〈(uhn),t , w〉W−1,ϕ∗x +L2,W 1,ϕx,0 ∩L2
=
∫
ΩI0
(uhn),t ·w =
∫
ΩI0
− (u)hn · w,t , (18)
where the l.h.s. converges to 〈g, w〉
W
−1,ϕ∗
x ,W
1,ϕ
x,0
, whereas r.h.s. goes to
∫
ΩI0
− u · w,t. It means that by
definition g = ut in D′(ΩI0). Since by equation
∫
ΩI0
− u ·w,t= −
∫
ΩI0
A(Du)Dw+ fw, we get from the limit
of (18)
〈ut, w〉W−1,ϕ∗x +L2,W 1,ϕx,0 ∩L2
+
∫
ΩI0
A(Du)Dw =
∫
ΩI0
fw
for any w ∈ (W 1,ϕx,0 ∩ L
2)(ΩI0).
An analogous result holds for space-differences. Before stating it, let us explain how we understand ∆sh,
when h is merely a linear functional. This interpretation will be needed below for (∆su)t, where
ut ∈ W
−1,ϕ∗
x (ΩI) and u ∈ W
1,ϕ
x,0 (ΩI),
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so let us focus on this case. Fix δ > 0. Let us take any w ∈ W 1,ϕx,0 (Ω
δ
Iδ
) and extend it with zero to
w0 ∈W
1,ϕ
0 (Ω
δ
2
Iδ
). We define for any s ∈ Rd, |s| ≤ δ2
〈(∆su)t, w〉(W−1,ϕ∗+L2)(Ωδ
Iδ
),(W 1,ϕ0 ∩L
2)(Ωδ
Iδ
) := −〈ut,∆
−sw0〉
(W−1,ϕ∗+L2)(Ω
δ
2
Iδ
),(W 1,ϕ0 ∩L
2)(Ω
δ
2
Iδ
)
(19)
Taking above smooth enough functions, we see that (∆su)t defined by (19) is truly the generalized time
derivative of ∆su.
Formula (19) and the fact that time derivatives commute with space differences allow us to prove along
lines of Lemma 2 the following result.
Lemma 3. Take a local weak solution u of (sAL) on ΩI . Fix small δ > 0 such that Ωδ is nonempty. For
almost any s ∈ Rd, |s| ≤ δ2
|(∆su)t|(W−1,ϕ∗x +L2)(ΩδI0 )
≤ C(G(ϕ′))
∫
ΩI
(
1 + ϕ(|Du|) + |f |2
)
.
and
〈(∆su)t, w〉(W−1,ϕ∗+L2)(Ωδ
I0
),(W 1,ϕ0 ∩L
2)(Ωδ
I0
) +
∫
Ωδ
I0
∆s(A(Du)) Dw =
∫
Ωδ
I0
(∆sf)w
for any w ∈ (W 1,ϕx,0 ∩ L
2)(ΩδI0)
5. Proofs of main results
In the first subsection, we present a formal argument for validity of our theorems i.e. a priori testing with
div ((∇u)ψ2). The subsequent sections contain its rigorization via the technique from [10] by Diening and
Ettwein, which we modify for the evolutionary, symmetric-gradient case and improve. This improvement
lies in the fact that we do not need to resort to a covering argument and to Giaquita-Modica-type lemma
for estimates with growing supports (but, at the same time, we are not interested in the Musielak-Orlicz
growths ϕ(x, |S|)).
5.1. Prologue. A priori estimates
Assume that a solution u to (sAL) or to (AL) is smooth. We test it with div ((∇u)ψ2), where ψ ∈
D(I;C∞0 (Ω)) with values in [0, 1] will be precised in what follows. Hence in the case (sAL) we get
sup
t∈[t1,t2]
1
2
∫
Ω
|∇uψ|2(t) +
∫ t2
t1
∫
Ω
∂xi(A(Du)) :Du,xi ψ
2 ≤
∫ t2
t1
∫
Ω
|∇u|2|ψ,t|∞ψ + 2 |∂xi(A(Du))| |u,xi ||∇ψ|∞ψ + |fxiu,xi |ψ
2 +
1
2
∫
Ω
|∇uψ|2(t1) (20)
and an analogous estimate with ∇u in place of Du holds for (AL). Assumption 1 gives (51), i.e.
∂s(A(P )) : ∂sP ≥ c ϕ
′′(|P |)|∂sP |
2,
|∂s(A(P ))| ≤ C ϕ
′′(|P |)|∂sP |,
which applied in the preceding estimate gives via the Schwarz inequality
sup
t∈[t1,t2]
1
2
∫
Ω
|∇uψ|2(t) +
∫ t2
t1
∫
Ω
ϕ′′(|Du|)|∇Du|2ψ2 ≤
∫ t2
t1
∫
Ω
|∇u|2|ψ,t|∞ψ+C|∇ψ|
2
∞
∫ t2
t1
∫
Ω
ϕ′′(|Du|)|∇u|2+
1
2
∫
Ω
|∇uψ|2(t1)+ε
∫ t2
t1
∫
Ω
|∇u|2ψ2+
1
4ε
∫ t2
t1
∫
Ω
|∇f |2
(21)
again, an analogous estimate with ∇u in place of Du holds for (AL). Now we split considerations for (sAL)
and for (AL).
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Symmetric gradient case (sAL).
In this case we assume that ϕ′′ is almost increasing. Consequently ϕ′′(|Du|) ≤ C ϕ′′(|∇u|). The good ϕ′
property and (48) give ϕ′′(|∇u|)|∇u|2 ≤ C(G(ϕ′))ϕ(|∇u|). Again, almost increasingness of ϕ′′ implies also
|∇u|2 ≤ (δ + |∇u|)2 ≤
2C
ϕ′′(δ + |∇u|)
ϕ(δ + |∇u|) ≤
2C
ϕ′′(δ)
(ϕ(δ) + ϕ(|∇u|)) , (22)
for any δ such that ϕ′′(δ) 6= 0. The second inequality above follows from ∆2 condition and convexity. This
and choosing ϕ to be a space-time cutoff function that vanishes outside B × [t1, t2] and is ≡ 1 on smaller
B′ × [t′1, t
′
2] in (21) yields
sup
t∈[t′1,t
′
2]
∫
B′
|∇u|2(τ) +
∫ t′2
t′1
∫
B′
ϕ′′(|Du|)|∇Du|2 ≤
C(G(ϕ′))
(
1 +
1
ϕ′′(δ)
)
(|ψ,t|∞ + |∇ψ|
2
∞)
∫
B×[t1,t2]
(
ϕ(|∇u|) + ϕ(δ) + |f |2
)
.
Using on l.h.s. above (58) with Cϕ′′(|Du|)1{|Du|≥δ} ≥ ϕ′′(δ)1{|Du|≥δ} ≥ 0 we arrive at
sup
t∈[t′1,t
′
2]
∫
B′
|∇u|2(τ) +
∫ t′2
t′1
∫
B′
ϕ′′(|Du|)|∇Du|2 + ϕ′′(δ)|∇2u|21{|Du|≥δ} ≤
C(G(ϕ′))
(
1 +
1
ϕ′′(δ)
)
(|ψ,t|∞ + |∇ψ|
2
∞)
∫
B×[t1,t2]
(
ϕ(|∇u|) + ϕ(δ) + |∇f |2
)
.
For the case ϕ′′(0) > 0 we may take there δ = 0, ϕ(δ) = 0.
Full gradient case (AL).
The above estimate holds also for the full-gradient case. Here, however, we in fact do not need to assume
any additional growth restrictions on ϕ′′, like the almost-increasingness before. We start at (21) with ∇u
in place of Du. In the first step, we choose there ψ to be a pure space-cutoff function, i.e. ψ = ψ0 ≡ 1 on
[t1, t2], then the r.h.s. part containing |ψ,t|∞ vanishes5. This and choice of ε = 14(t2−t1) allows us to gain
control over the quadratic term
sup
t∈[t1,t2]
∫
B′
|∇u|2(t) ≤ C|∇ψ0|
2
∞
∫ t2
t1
∫
B
(
ϕ′′(|∇u|)|∇u|2 + |∇f |2
)
+ C
∫
B
|∇u|2(t1) ≤
C|∇ψ0|
2
∞
∫ t2
t1
∫
B
(
ϕ(|∇u|) + |∇f |2
)
+ C
∫
B
|∇u|2(t1), (23)
where the second inequality follows from the good ϕ′ property6. Observe that, since it works for any t1 < t2,
we can choose there t1 = a (possibly the initial value).
In the second step, we obtain from (21), similarly as in the symmetric-gradient case, that
sup
t∈[t′1,t
′
2]
∫
B′′
|∇u|2(τ)+
∫ t′2
t′1
∫
B′′
ϕ′′(|Du|)|∇Du|2 ≤ C(G(ϕ′))(|ψ,t|∞+|∇ψ|
2
∞)
∫
B′×[t1,t2]
(
ϕ(|∇u|) + |∇u|2 + |∇f |2
)
and we can control the quadratic term of its r.h.s. by the l.h.s. of the previous inequality. Finally, on r.h.s.
we can replace the full gradient with the symmetric one via Lemma 7 (Korn’s inequality).
5Compare Remark 1.
6The first inequality is available also for the (sAL) case, with ϕ′′(|Du|)|∇u|2 on r.h.s. However, the second inequality does
not hold for general growths ϕ.
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A remark on the missing case in the symmetric gradient case (sAL).
One can try to close the symmetric-gradient version of (23), i.e.
sup
t∈[t1,t2]
∫
B′
|∇u|2(t)+
∫ t′2
t′1
∫
B′
ϕ′′(|Du|)|∇Du|2 ≤ C|∇ψ0|
2
∞
∫ t2
t1
∫
B
(
ϕ′′(|Du|)|∇u|2 + |∇f |2
)
+C
∫
B
|∇u|2(t1).
For instance, for ϕ′′ almost-decreasing the r.h.s. can be controlled by the quadratic growths of |∇u|. This
and Giaquinta-Modica-type lemma for increasing supports allows to close the estimate, provided the r.h.s.
controls the quadratic growths. To quantify this, one would need however to resort to Boyd indices. We
feel that this approach may be too close to the polynomial case to be interesting. Another option is to use
another estimate than (20), namely the one that involves |(A(Du))| |∂2xiu| instead of |∂xi(A(Du))| |u,xi | on
its r.h.s. Proceeding like this, in order to close estimates one needs to deal with derivatives and not with
differences.
Now let us proceed with the rigorous proof. We provide it for the symmetric-gradient case (sAL) and
finally we comment the full-gradient case (AL).
5.2. Proof of Theorem 1
5.2.1. Step 1. Initial inequality for differences
In this step, we obtain a starting point inequality for a first-order Caccioppoli estimate for space differences
∆su. Since Definition 2 of a weak solution does not involve a local energy estimate and we are not allowed
to immediately derive a L∞(L2) estimate from our notion of a weak solution, we will resort to certain
approximations. Recall that the interval I = [a, b] and that I0 = [a, b− h0]. Let us choose any τ0 ≤ τ from
I0 and fix it.
Fix small ε > 0 such that Ωε is nonempty. Using a local weak solution u of (sAL), we write the formula
for differences, where s ∈ Rd, |s| ≤ ε2∫
Ωε
(∆su)(t) · w(t)
∣∣∣τ
τ0
+
∫ τ
τ0
∫
Ωε
− (∆su) · w,t+∆
s(A(Du))Dw =
∫ τ
τ0
∫
Ωε
(∆sf)w.
Now for w = w˜ηkσ2k, with η ≡ η(x) in D(Ωδ), σ ≡ σ(t) in D(I0) and k ∈ N to be decided later, we have∫
Ωε
(∆su)(τ)ηk · w˜(τ)σ2k +
∫ τ
τ0
∫
Ωε
− (∆su)ηk · (w˜σ2k),t+∆
s(A(Du))D(w˜ηk)σ2k =
∫ τ
τ0
∫
Ωε
(∆sf)w˜ηkσ2k
(24)
Lemma 3 and existence class for u imply that
(∆su)t ∈ (W
−1,ϕ∗
x + L
2)(ΩεI0), (∆
su) ∈ (W 1,ϕx ∩ L
2)(ΩεI0 ),
hence
((∆su)ηk)t ∈ (W
−1,ϕ∗
x + L
2)(ΩεI0), (∆
su)ηk ∈ (W 1,ϕx,0 ∩ L
2)(ΩεI0).
Therefore [18] provides us with a smooth approximations φn such that
(φn),t → (∆
su)tη
k in (W−1,ϕ
∗
x + L
2)((ΩεI0 ))
φn → (∆
su)ηk in (W 1,ϕx,0 ∩ L
2)((ΩεI0 ))
φn → (∆
su)ηk in C(I0, L
2(Ωε))
where the convergence are in the sense of norms; the former of norms of the representation (2). The first two
convergences are given as Theorem 1 of [18], since ∆2-condition gives us equivalence between the modular
convergence and the strong one. The third convergence above follows from Lemma 3 in [18] (it is stated as
a trace-type result, but the appropriate convergence is given in the proof).
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We put w˜ = φn in (24) and get∫
Ωε
(∆su)(τ)ηk ·φn(τ)σ
2k+
∫ τ
τ0
∫
Ωε
− (∆su)ηk · (φnσ
2k),t+∆
s(A(Du))D(φnη
k)σ2k =
∫ τ
τ0
∫
Ωε
(∆sf)φnη
kσ2k
(25)
The first integral of l.h.s. of (25) goes to ∫
Ωε
|(∆su)(τ)ηkσk|2
as n→∞, in view of C(L2) convergence. The second can be written as∫ τ
τ0
∫
Ωε
(− (∆su)ηk + φn) · (φnσ
2k),t−
∫ τ
τ0
∫
Ωε
φn · (φnσ
2k),t=∫ τ
τ0
∫
Ωε
(− (∆su)ηk + φn) · (φnσ
2k),t−
1
2
∫
Ωε
|φn(τ)|
2σ2k(τ) − k
∫ τ
τ0
∫
Ωε
|φn|
2σ2k−1σ,t .
Hence it tends to
−
1
2
∫
Ωε
|(∆su)(τ)ηkσk|2 −
∫ τ
τ0
∫
Ωε
k|(∆su)ηk|2σ2k−1σ,t ,
due to W−1,ϕ
∗
x + L
2 boundedness and W 1,ϕx,0 ∩ L
2 convergence of φn. Finally, by the same token combined
with Assumption 1 on growth, Lemma 4 and convexity of ϕ, the third term of l.h.s. of (25) is in limit∫
Ωε
I0
∆s(A(Du)) : (∆sDu) η2kσ2k + 2k∆s(A(Du)) :
(
∆su ⊗ˆ ∇η
)
η2k−1σ2k,
where we also used the fact that differences and weak derivatives commute; ⊗ˆ denotes symmetrization of
the outer product ⊗, i.e. (a⊗ˆb)ij := 12 (a
ibj + ajbi).
Summing up, we arrive from (25) at
1
2
∫
Ωε
∣∣(∆su) ηkσk∣∣2 (τ) + ∫ τ
a
∫
Ωε
∆s (A(Du)) : (∆sDu) η2kσ2k ≤
2k
∫ τ
τ0
∫
Ωε
|∆s (A(Du))| |∆su| |∇η|η2k−1σ2k + k
∫ τ
τ0
∫
Ωε
|(∆su)ηk|2σ2k−1|σ,t |
+ ε
∫ τ
τ0
∫
Ωε
∣∣(∆su) ηkσk∣∣2 + 1
4ε
∫ τ
τ0
∫
Ωε
|(∆sf)|2 . (26)
Now we use Assumption 1. It gives via (53) the pointwise estimate
|∆s (A(Du))| ≤ C(G(ϕ′))ϕ′|Du| (|∆
sDu|)
for the r.h.s. of (26). In tandem with Proposition 5, Assumption 1 yields also the pointwise majorization
∆s (A(Du)) : (∆sDu) ≥
1
C(G(ϕ′))
|∆sV(Du)|2 (27)
for the l.h.s. of (26).
Hence we have obtained that for almost any s ∈ Rd, |s| ≤ ε2 holds
1
2
∫
Ωε
∣∣(∆su) ηkσk∣∣2 (τ) + ∫ τ
τ0
∫
Ωδ
∣∣(∆sV(Du)) ηkσk∣∣2 ≤
C(G(ϕ′))k
∫ τ
τ0
∫
Ωε
(
|∆su|2|σ,t |∞ + ϕ
′
|Du(t)| (|∆
sDu|) |∆su||∇η|∞
)
η2k−1σ2k−1+
ε
∫ τ
τ0
∫
Ωε
∣∣(∆su) ηkσk∣∣2 + 1
4ε
∫ τ
τ0
∫
Ωε
|(∆sf)|2 (28)
for any τ ∈ I.
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5.2.2. Step 2. Estimate for differences without a growing support.
In this step, choice of large k in cutoff functions ηk, σk will allow us to obtain the same supports on
the l.h.s. and r.h.s. of relevant estimates. Alternatively, one can use cutoff functions η, σ and to deal with
growing supports by a Giaquinta-Modica device. The latter approach is longer.
Fix ε > 0 so small that the übercylinder QR+ε ⋐ ΩI . All the following work happens in QR+ε. Next,
take any concentric Qρ1 ⋐ Qρ2 , such that Qρ2 ⊂ QR. We write estimate (28) with s := lei, with real |l| ≤
ε
2 ,
where ei denotes i-th canonical vector in Rd. Let η, σ cut off between Qρ1 and Qρ2 , i.e. ησ ≡ 1 on Qρ1 and
vanishes outside Qρ2 . We choose these cutoff functions so that |∇η| ≤ C/(ρ2 − ρ1) and |σt| ≤ C/(ρ2 − ρ1)
2.
Hence
1
2
∫
Bρ2
∣∣∆leiuσkηk∣∣2 (τ) + ∫ τ
τ0
∫
Bρ2
∣∣∆leiV(Du)σkηk∣∣2 ≤
C(G(ϕ′))k
∫ τ
τ0
∫
Bρ2
∣∣∆leiuηk∣∣2 σ2k−1|σt|+ C(G(ϕ′))k ∫ τ
τ0
∫
Bρ2
ϕ′|Du|
(
|∆leiDu|
)
|∆leiu|η2k−1|∇η|σ2k+
ε0
∫ τ
τ0
∫
Ωε
∣∣(∆leiu) ηkσk∣∣2 + 1
4ε0
∫ τ
τ0
∫
Ωε
∣∣(∆leif)∣∣2 := C(G(ϕ′))∫ τ
τ0
(A+B + εC + F ). (29)
Observe that the differences in the formula (29) remain within the übercylinder QR+ε. Recall that Tsg(x) :=
g(s+ x). In order to deal with the the r.h.s. of (29), let us observe first that absolute continuity along lines
of a Sobolev function u(t) implies that for almost every z ∈ Qρ2 , real l, |l| ≤
ε
2 we have
|∆leiu(z)|α ≤
∣∣∣∣∣
∫ l
0
u,xi◦Tλei(z)dλ
∣∣∣∣∣
α
≤ −
∫ l
0
|l|α|∇u ◦ Tλei(z)|
αdλ (30)
for α ≥ 1. By −
∫ l
0
we understand here and in the following 1|l|
∫ l
0
for l ≥ 0 and 1|l|
∫ 0
−l
otherwise. We introduce
ε
2 ≥ h ≥ l, which will be useful later.
Dealing with B. Now let us consider quantity B of (29). First we estimate it using (30) with α = 1, to get
B ≤ σ2k
∫
Bρ2
−
∫ l
0
|l|
|h|
ϕ′|Du|
(
|∆leiDu|
) |h|
ρ2 − ρ1
η2k−1|∇u ◦ Tλei |︸ ︷︷ ︸
:=J
dλ (31)
Let us focus on J . We change shift with help of (54) of Lemma 6 to get
J ≤ C(G(ϕ′))
[
ϕ′|Du◦Tλei |
(
|∆(λei,0)Du|
)
+ ϕ′|Du◦Tλei |
(
|∆(l−λ)eiDu ◦ Tλei |
)]
η2k−1
|h|
ρ2 − ρ1
|∇u ◦ Tλei |
with λ ∈ [0, l]. Recall Corollary 3. It allows to use Young’s inequality (50) for shifted N -functions and
property (49), i.e. ϕ∗a ◦ ϕ
′
a ≤ C(G(ϕ
′
a))ϕa, with a common bound C(G(ϕ
′
a)) on constants. Here we also
combine Proposition 2 with Lemma 6 to extract η2k−1 out of N -functions ϕ∗a. Hence
J ≤
δ
12C1
η(2k−1)q1
[
ϕ|Du◦Tλei |
(
|∆λeiDu|
)
+ ϕ|Du◦Tλei |
(
|∆(l−λ)eiDu ◦ Tλei |
)]
+
C(δ, C1, G(ϕ
′))ϕ|Du◦Tλei |
(
|h|
ρ2 − ρ1
|∇u ◦ Tλei |
)
(32)
for a yet unspecified C1. To obtain the inequality above we used also convexity of an N -function. Now we
set k ∈ N so large that (2k − 1)q1 > 2k. By ϕ|P |(|P −Q|) ∼ |V(P )− V(Q)|2 of Proposition 5, we majorize
the δ-part of the r.h.s. of (32) by
η2k
δC(G(ϕ′))
C1
[
|∆λeiV(Du)|2 + |∆(l−λ)eiV (Du ◦ Tλei) |
2
]
≤ 3η2kδ|∆λeiV(Du)|2 + 2η2kδ|∆leiV(Du)|2 (33)
5 PROOFS OF MAIN RESULTS 13
where the second inequality follows from the choice C1 := C(G(ϕ′)) and from the identity
∆(l−λ)eiV(Du ◦ Tλei) = ∆
leiV(Du)−∆λeiV(Du). (34)
Concerning the last summand of r.h.s. of (32), we increase it by changing its shift from |Du ◦ Tλei | to larger
|∇u ◦ Tλei |. It is admissible thanks to Proposition 4 that gives |a| ≤ |b| =⇒ ϕa(t) ≤ ϕb(t). This
7 and (33)
used in (32) gives
J ≤ 3η2kδ|∆λeiV(Du)|2 + 2η2kδ|∆leiV(Du)|2 + C(δ,G(ϕ′))ϕ|∇u◦Tλei |
(
|h|
ρ2 − ρ1
|∇u ◦ Tλei |
)
(35)
We would like now to extract |h|
ρ2−ρ1
from the argument of the shifted ϕ above, most desirably as |h|
2
|ρ2−ρ1|2
.
Unluckily, to this end one needs to impose an additional relation between |h| and ρ2 − ρ1. Namely only for
|h| ≤ ρ2 − ρ1 we have ϕ|a|(
|h|
ρ2−ρ1
|a|) ≤ C(G(ϕ′)) |h|
2
|ρ2−ρ1|2
ϕ(|a|), see (55) of Lemma 6. Using this information
in (35) and next plugging the obtained estimate for J into (31) we end up with
B ≤ 4δ
∫
Bρ2
|∆leiV(Du)|2η2kσ2k + 6δ
∫
Bρ2
η2kσ2k−
∫ l
0
|l|
|h|
|∆λeiV(Du)|2dλ
+ C(δ,G(ϕ′))
|h|2
(ρ2 − ρ1)2
ϕ (|∇u ◦ Tλei |) (36)
Dealing with A. Now we estimate the first term on the right hand side of (29), i.e. A. Using (30) with
α = 2, we have for almost every |l| ≤ ε2
A ≤
C
(ρ2 − ρ1)2
∫
Qρ2
∣∣∆leiu∣∣2 ≤ C
(ρ2 − ρ1)2
∫
Qρ2
−
∫ l
0
|l|2|∇u ◦ Tλei |
2dλ ≤
C|h|2
(ρ2 − ρ1)2
∫
Qρ2
−
∫ l
0
|∇u ◦ Tλei |
2dλ. (37)
In the last inequality above we have increased l to h; recall that ε2 ≥ h ≥ l.
Putting together estimates for A and B. Plugging (36) for B and (37) for A into (29) we have
1
2
∫
Bρ2
∣∣∆leiuσk∣∣2 (τ)η2k + ∫ τ
τ0
∫
Bρ2
∣∣∆leiV(Du)σkηk∣∣2 ≤
4δ
∫ τ
τ0
∫
Bρ2
|∆leiV(Du)σkηk|2 + 6δ
∫ τ
τ0
−
∫ l
0
|l|
|h|
∫
Bρ2
|∆λeiV(Du) σkηk|2dλ
+ C(δ,G(ϕ′))
|h|2
(ρ2 − ρ1)2
−
∫ l
0
∫
Qρ2
[ϕ (|∇u ◦ Tλei |) + |∇u ◦ Tλei |2]dλ+
ε0
∫ τ
τ0
∫
Bρ2
∣∣(∆leiu) ηkσk∣∣2 + |h|2
4ε0
∫ τ
τ0
∫
Bρ2
−
∫ l
0
|∇f ◦ Tλei |
2dλ. (38)
For the term in square brackets above we use the pointwise majorization (22) with δ = δ0. Hence we can
estimate the last integral of (38) by
7Here is the only place where we essentially use the almost increasingness of ϕ′′. It is an interesting question if one can
similarly deal with the subquadratic case, i.e. for ϕ′′ almost decreasing.
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(
1 +
2C
ϕ′′(δ0)
)
−
∫ l
0
∫
Qρ2
ϕ (|∇u ◦ Tλei |) + ϕ(δ0)dλ ≤
(
1 +
2C
ϕ′′(δ0)
)∫
Qρ2+ε
(ϕ (|∇u|) + ϕ(δ0)) ,
where to obtain the inequality we increase the domain of inner integration, as λ varies from 0 to l ≤ h ≤ ε2 .
This estimate in (38) written for the parabolic cylinder Qρ2 , together with choice δ ≤
1
8 , ε0 =
1
4(ρ2−ρ1)2
, give
sup
t∈I
ρ22
∫
Bρ2
∣∣∆leiuσkηk∣∣2 (t) + ∫
Qρ2
∣∣∆leiV(Du)σkηk∣∣2 ≤
24δ−
∫ l
0
|l|
|h|
∫
Qρ2
|∆λeiV(Du) σkηk|2dλ+ C(δ,G(ϕ′))
(
1 +
1
ϕ′′(δ0)
)
|h|2
(ρ2 − ρ1)2
∫
Qρ2+ε
ϕ (|∇u|) + ϕ(δ0)+
|h|2(ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2. (39)
5.2.3. Step 3. The homogenization of the bad part.
In order to get rid of the δ part of r.h.s of (39), we homogenize it as follows. Let us drop all but the
middle term of the l.h.s. of (39) and apply to both sides of the resulting inequality −
∫ h
0
dl to get
−
∫ h
0
∫
Qρ2
∣∣∆leiV(Du)σkηk∣∣2 dl ≤ 24δ−∫ h
0
|l|
|h|
−
∫ l
0
∫
Qρ2
|∆λeiV(Du)σkηk|2dλdl
+ C(δ,G(ϕ′))
(
1 +
1
ϕ′′(δ0)
)
|h|2
(ρ2 − ρ1)2
∫
Qρ2+ε
ϕ (|∇u|) + ϕ(δ0) + |h|
2(ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2 (40)
To estimate r.h.s. above we use the following inequality for a nonnegative g, valid in view of Tonelli’s theorem
−
∫ h
0
|l|
|h|
−
∫ l
0
g(λ)dλdl =
1
|h|2
∫ h
0
g(λ)
(∫ h
0
1{|λ|≤|l|}dl
)
dλ ≤
1
|h|2
∫ h
0
g(λ)|h|dλ = −
∫ h
0
g(λ)dλ.
Hence, using the above inequality to estimate the middle summand of r.h.s. of (40), we obtain
−
∫ h
0
∫
Qρ2
∣∣∆λeiV(Du)σkηk∣∣2 dλ ≤
24δ−
∫ h
0
∫
Qρ2
|∆λeiV(Du)σkηk|2dλ+
(
1 +
1
ϕ′′(δ0)
)
C(δ,G(ϕ′))|h|2
(ρ2 − ρ1)2
∫
Qρ2+ε
ϕ (|∇u|) + ϕ(δ0)+
|h|2(ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2. (41)
We add (41) to (39), where we choose l := h, obtaining
sup
τ∈I
ρ22
∫
Bρ2
∣∣∆heiu σkηk∣∣2 (τ) + ∫
Qρ2
∣∣∆heiV(Du)σkηk∣∣2 +−∫ h
0
∫
Qρ2
∣∣∆λeiV(Du)σkηk∣∣2 dλ ≤
24δ
(∫
Qρ2
|∆heiV(Du)σkηk|2 +−
∫ h
0
∫
Qρ2
|∆λeiV(Du)σkηk|2dλ
)
.+
(
1 +
1
ϕ′′(δ0)
)
C(δ,G(ϕ′))|h|2
(ρ2 − ρ1)2
∫
Qρ2+ε
(ϕ (|∇u|) + ϕ(δ0)) + |h|
2(ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2. (42)
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For δ ≤ 148 it produces
sup
τ∈I
ρ2
1
∫
Bρ1
∣∣∆heiu σkηk∣∣2 (τ) + 1
2
∫
Qρ1
∣∣∆heiV(Du)σkηk∣∣2
≤ |h|2
(
1 +
1
ϕ′′(δ0)
)
C(G(ϕ′))
(ρ2 − ρ1)2
∫
Qρ2+ε
(ϕ (|∇u|) + ϕ(δ0)) + |h|
2(ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2, (43)
where we have used that σkηk ≡ 1 on Qρ1 .
5.2.4. Step 4. Obtaining the thesis for the symmetric case (sAL)
We have reached the inequality that implies an estimate for directional difference quotients h−1∆(hei,0)f .
However to finish this proof, we need to take care of the following technicality: recall that to obtain (36) from
(35) we needed to take out |h|
ρ2−ρ1
from the argument of the shifted ϕ, for which we imposed |h| ≤ ρ2 − ρ1.
Therefore let us first fix ρ2 > ρ1. Now (43) is an uniform estimate for any h > 0, |h| ≤ ρ2− ρ1 on directional
difference quotients. This implies the existence of a weak derivative with the same bound (by compactness
of balls in L2(Br), formula for discrete integration by parts of a difference quotient and l.w.s.c. of L2 norms).
Hence (43) gives
ess sup
τ∈I
ρ21
∫
Bρ1
|∇u|2 (τ) +
∫
Qρ1
|∇V(Du)|2 ≤
(
1 +
1
ϕ′′(δ0)
)
C(G(ϕ′))
(ρ2 − ρ1)2
∫
Qρ2+ε
(ϕ(|∇u|) + ϕ(δ0)) + (ρ2 − ρ1)
2
∫
Qρ2+ε
|∇f |2, (44)
for any ρ < R. We use above 3|∇Du|2 ≥ |∇2u|2 to write full second-order gradient in the last term of l.h.s.
In the above estimate there are no more difference quotients. Particularly, ε > 0 becomes a free parameter.
Sending ε → 0, we have the first estimate (4) of the thesis. Via Lemma 7 (Korn’s inequality), we get the
symmetric-gradient version (5). The assumption for the last estimate allows us to take δ0 = 0. This and
(61) allows us to write the latter inequality (6) of the thesis. Theorem 1 is proved.
5.3. Proof of Theorem 2
Observe that here we can arrive to the analogue of (38), without the assumption that ϕ′′ is almost
increasing. It was needed up to (38) only to change the shift in (32)
from ϕ|Du◦Tλei |
(
|h|
ρ2 − ρ1
|∇u ◦ Tλei |
)
to ϕ|∇u◦Tλei |
(
|h|
ρ2 − ρ1
|∇u ◦ Tλei |
)
now we have full gradients, so no shift change is needed. Therefore we get the analogue of (38), i.e.
1
2
∫
Bρ2
∣∣∆leiuσk∣∣2 (τ)η2k + ∫ τ
τ0
∫
Bρ2
∣∣∆leiV(∇u)σkηk∣∣2 ≤
4δ
∫ τ
τ0
∫
Bρ2
|∆leiV(∇u)σkηk|2 + 6δ
∫ τ
τ0
−
∫ l
0
|l|
|h|
∫
Bρ2
|∆λeiV(∇u) σkηk|2dλ
+ C(δ,G(ϕ′))
|h|2
(ρ2 − ρ1)2
−
∫ l
0
∫
Qρ2
[ϕ (|∇u ◦ Tλei |) + |∇u ◦ Tλei |2]dλ+
ε0
∫ τ
τ0
∫
Bρ2
∣∣(∆leiu) ηkσk∣∣2 + |h|2
4ε0
∫ τ
τ0
∫
Bρ2
−
∫ l
0
|∇f ◦ Tλei |
2dλ (45)
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This gives the first estimate (8), along the remainder of the proof of Theorem 1, as long as
∫
Qρ2+ε
|∇u|2 is
meaningful.
Now, let us take in the full-gradient-analogue of (29) a time-independent (on [t1, t2]) cutoff function
≡ η(x). It yields for any τ ∈ [t1, t2]
1
2
∫
Bρ2
∣∣∆leiuηk∣∣2 (τ) + ∫ t2
t1
∫
Bρ2
∣∣∆leiV(∇u)ηk∣∣2 ≤
1
2
∫
Bρ2
∣∣∆leiuηk∣∣2 (t1) + C(G(ϕ′))k ∫ t2
t1
∫
Bρ2
0 + ϕ′|∇u|
(
|∆lei∇u|
)
|∆leiu|η2k−1|∇η|σ2k
+ ε0
∫ t2
t1
∫
Ωε
∣∣(∆leiu) ηk∣∣2 + 1
4ε0
∫ t2
t1
∫
Ωε
∣∣∆leif ∣∣ =:
1
2
∫
Bρ2
∣∣∆leiuηk∣∣2 (t1) + C(G(ϕ′))∫ t2
t1
∫
Bρ2
(0 +B + ε0C + F ).
This implies the following analogue of (45)
1
2
∫
Bρ2
∣∣∆leiu∣∣2 (τ)η2k + ∫ t2
t1
∫
Bρ2
∣∣∆leiV(∇u)ηk∣∣2 ≤
1
2
∫
Bρ2
∣∣∆leiu∣∣2 (t1)η2k + 4δ ∫ t2
t1
∫
Bρ2
|∆leiV(∇u)ηk|2 + 6δ
∫ t2
t1
−
∫ l
0
|l|
|h|
∫
Bρ2
|∆λeiV(∇u) ηk|2dλ
+ C(δ,G(ϕ′))
|h|2
(ρ2 − ρ1)2
−
∫ l
0
∫
Qρ2
ϕ (|∇u ◦ Tλei |) dλ+
ε0
∫ t2
t1
∫
Bρ2
∣∣(∆leiu) ηk∣∣2 + |h|2
4ε0
∫ t2
t1
∫
Bρ2
−
∫ l
0
|∇f ◦ Tλei |
2dλ,
which implies (9) along the respective lines of the proof of Theorem 1 (after renaming ρ2 to R0 and taking
η cutting off between BR and BR0). Theorem 2 is proved.
6. Concluding remarks
As already mentioned at the beginning of the proof, thanks to the use of the equality (34) and uni-
formization in h (see the step 3 of the above proof), we avoided resorting to an additional covering argument
as in [10].
The estimate (4), among other advantages, involves explicit dependance on G(ϕ′). Hence it is uniform
for growth functions that have a common G(ϕ′), for instance for approximative quadratic potential ϕλ,
presented in subsection 7.7. This in turn will prove very useful for the planned interior two-dimensional
smoothness result.
7. Appendix - Orlicz growths
Here we gather some details on Orlicz structure. In principle, these are known facts, put together for
reader’s convenience. The exceptions may be8: Proposition 1 (saying that the property ϕ′(t) ∼ tϕ′′(t) implies
δ2 for ϕ and ϕ∗) and our version of Korn’s inequality (Lemma [? ]) By the end of Appendix, we recall
8In the sense that we could not find the references, so it seems that these facts were never stated, but seem quite straight-
forward
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the standard examples for Orlicz growths that are admissible in our main results. The standard source for
theory of Orlicz spaces are monographs of Musielak [29] and of Rao and Ren [32], [33]. For our purposes it
is more straightforward to follow monograph [27] by Málek, Nečas, Rokyta & Růžička and paper of Diening
& Ettwein [10], because they are PDEs-oriented. We begin with
7.1. N -functions.
The following definition agrees with that of a Young function in Section 1.2.5 of [27] or with Definition
2.1, [12].
Definition 4. A real function ϕ : R+ → R+ is an N -function iff there exists ϕ′ : R+ → R+
• that is right-continuous, non-decreasing9,
• that satisfies ϕ′(0) = 0, ϕ′(t) > 0 for t > 0 and ϕ′(+∞−) = +∞
such that
ϕ(t) =
∫ t
0
ϕ′(s) ds (46)
Formula (46) is admissible, because ϕ′ is nonnegative and measurable (as monotonous), thus Lebesgue-
integrable. On the level on the above definition, ϕ′ is just a name for a function. However, any N -function
ϕ, being defined as an integral, is continuous (absolutely continuous on an interval) and a.e. differentiable,
with its derivative a.e. equal to ϕ′. Moreover, ϕ is convex, because ϕ′ is non-decreasing. In what follows,
we will assume in fact more smoothness of admissible N -functions.
The concept of the N -function10 generalizes the power function ϕ(t) = 1
p
tp. Now, let us generalize its
Hölder-conjugate 1
p′
tp
′
, p′ = p
p−1 . To this end, for a non-decreasing real function g let us denote with g
−1
its generalized right-continuous inverse, given by g−1(t) := sup{s ∈ R+| g(s) ≤ t}. Now we introduce
Definition 5. A complementary function to an N -function ϕ is
ϕ∗(t) :=
∫ t
0
(ϕ′)−1(s) ds
A complementary function is called also the conjugate one. It is also a N -function, in view of the above
formula. It can be alternatively defined without using the generalized inverse by ϕ∗(t) := sups≥0(ts−ϕ(s)).
Then, however, one does not see immediately that ϕ∗ is aN -function. The equivalence of these two definitions
is contained in Theorem 13.6 of [29]. Observe that (ϕ∗)∗ = ϕ.
7.2. Regularity assumptions on N -functions
The assumption widely used for studying regularity for systems with Orlicz growths, see p. 31 of [27], is
given by
Definition 6. N -function ϕ satisfies ∆2 condition iff there exists a numerical constant C for which
ϕ(t) ∼ ϕ(2t) (47)
t-uniformlyIn such case we denote the optimal numerical constant of (47) by ∆2(ϕ). ∆2(Φ) stands for the
supremum of such constants over a family Φ of N -functions.
Any N -function is increasing, so in fact ∆2 condition is equivalent to ϕ(2t) ≤ ∆2(ϕ)ϕ(t). Let us state
the basic connection of an N -function and its conjugate, where ∆2 condition is used. It can be found as
formulas (2.1), (2.3) of [10]
9We use here the nomenclature »non-decreasing« and »increasing«.
10Some claim that N stands for »nice«.
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Lemma 4 (good ϕ growth and Young’s inequality). Assume that a family Ψ of N -functions and their
conjugates (Ψ = Φ ∪ Φ∗) satisfies common ∆2 condition. Then it holds for any ϕ ∈ Ψ and any t, a, b ∈ R+
tϕ′(t) ∼ ϕ(t) (48)
ϕ∗(ϕ′(t)) ∼ ϕ(t) (49)
where all the constants depend only on the magnitude of ∆2(Ψ), thus are uniform for the family Ψ.
Moreover for any δ > 0
ab ≤ δϕ(a) + C(δ)ϕ∗(b) (50)
where C(δ) depends only on δ an the magnitude of ∆2(Ψ), thus is uniform for the family Ψ.
It is common to further restrict the set of admissible N -functions in order to mimic even closer the
p-growth. This is done by imposing the good ϕ′ property, compare Definition 1.
The ∆2 condition for ϕ does not imply the ∆2 for ϕ∗. So it is a little surprise that one has
Proposition 1 (Good ϕ′ property implies other properties). Take N -function ϕ that has good ϕ′ property.
Then ϕ satisfies also ∆2 condition and it holds ∆2(ϕ) ≤ C (G(ϕ′)). Moreover, the complementary function
ϕ∗ also enjoys good (ϕ∗)′ property and G((ϕ∗)′) ≤ C(G(ϕ′)). Hence also ∆2(ϕ
∗) ≤ C (G(ϕ′)).
Proof. First we show that ∆2(ϕ) ≤ C (G(ϕ′)). Formula (1) and Definition 4 give for s > 0
ϕ′′(s)
ϕ′(s)
≤ (G(ϕ′)s)
−1
so we have after integration over (τ, 2τ)
ln (ϕ′(2τ)) ≤ ln (ϕ′(τ)) + ln 2
1
G(ϕ′) = ln
(
ϕ′(τ)2
1
G(ϕ′)
)
.
This by monotonicity of ln gives
ϕ′(2τ) ≤ ϕ′(τ)2
1
G(ϕ′)
which after integration over (0, t) gives the non-trivial part of ∆2 for ϕ. Next we focus on the complementary
function ϕ∗. It is an N -function and by its definition, see Definition 5, (ϕ∗(t))′ = (ϕ′)−1(t). The good
ϕ′ property formula (1) shows that ϕ′′ is positive for positive arguments. This, together with fact that
(ϕ′)−1(t) = 0 only for t = 0, gives for t > 0
(ϕ∗(t))′′ =
(
(ϕ′)−1(t)
)′
=
1
ϕ′′ ((ϕ′)−1(t))
:= I
Next we use good ϕ′ property at s = (ϕ′)−1(t) to get
I ∼
(ϕ′)−1(t)
ϕ′ ((ϕ′)−1(t))
=
(ϕ∗(t))′
t
where for the equality we again use (ϕ∗(t))′ = (ϕ′)−1(t). We put together both expressions above that
contain I and obtain good (ϕ∗)′ property and G((ϕ∗)′) ≤ C(G(ϕ′)). Consequently, we can use first part of
this proposition for ϕ∗ to write ∆2(ϕ∗) ≤ C (G((ϕ∗)′)) ≤ C(G(ϕ′)). The second inequality follows from the
last-but-one sentence.
Remark 3. Proposition 1 implies that in Lemma 4, used for N -functions with good ϕ′ property, we have
∆2(Ψ) ≤ G({ϕ
′| ϕ ∈ Φ})
Hence we control in Lemma 4 the constants that depend on ∆2(Ψ), which involves N -function and their
conjugates, with C (G({ϕ′| ϕ ∈ Φ})), where the conjugates are not present.
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We will use the above remark as an inherent part of Lemma 4, when we deal with N -functions with the
good ϕ′ property, without referring to it directly.
Having assumed good ϕ′ property, we are in fact not far away from the p-case. More precisely it holds
(compare (2.3), (2.4) in [13])
Proposition 2 (Boyd indices). For an N -function ϕ that has good ϕ′ property, there exist such q1 ≤ q2
from (1,∞) that for any t, a ∈ R+
C−1(G(ϕ′))(aq1∧ aq2)ϕ(t) ≤ ϕ(at) ≤ C(G(ϕ′))(aq1∨ aq2)ϕ(t)
Numbers q1, q2 are sometimes referred to as the Boyd indices. For more on the proximity to the polynomial
case and for examples of ϕ functions that enjoy the good ϕ′ property and are not of p-type, see subsection
7.7.
7.3. »Square root« of an N -function and tensor V.
In order to gain quadratic structure in estimates we introduce the following »square root« of an N -
function ϕ and the associated tensor V : Symd×d → Symd×d.
Definition 7 (ϕ¯ and V). Let ϕ be an N -function. We define
ϕ¯′ :=
√
tϕ′(t), V := ∂Qϕ¯(|Q|)
It holds
Lemma 5. For an N -function ϕ, its »square root« ϕ¯ is also an N -function. ϕ¯ inherits ∆2 condition and
good ϕ′ property from ϕ, with ∆2(ϕ¯) ≤ C (∆2(ϕ)) , G(ϕ¯′) ≤ C (G(ϕ′)). Moreover, if ϕ enjoys the good ϕ′
property, then uniformly in t > 0 holds
ϕ¯′′(t) ∼
√
ϕ′′(t)
with constants in ∼ depending only on G(ϕ′).
It follows from a computation, one can consult also Lemma 25 of [10].
7.4. Connection between tensor A and N -function ϕ
Assumption 1 provides connection between the thoroughly described Orlicz-growth functions and the
tensor A.
Observe that for P : R→ Symd×d and A ◦ P : R→ Symd×d differentiable at s, Assumption 1 gives
∂s(A(P )) : ∂sP ≥ cϕ
′′(|P |)|∂sP |
2
|∂s(A(P ))| ≤ Cϕ
′′(|P |)|∂sP |
(51)
How does one find for a certain tensor A the appropriate ϕ of Assumption 1? The easiest way is to use the
potential of A, if it exists. Therefore it is common to consider the following
Assumption 2 (Orlicz growth of A - potential case). For a certain N -function ϕ that enjoys the good ϕ′
property, tensor A is given by the formula
A(Q) := ∂Qϕ(|Q|),
where Q ∈ Symd×d.
We have in view of Lemma 21 of [10]
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Proposition 3. For an N -function ϕ that enjoys the good ϕ′ property, the tensor T given by
T (Q) := ∂Qϕ(|Q|), Q ∈ Sym
d×d
satisfies T (0) = 0 and otherwise T (Q) = ϕ′(|Q|) Q|Q| . Moreover
(T (P )− T (Q)) : (P −Q) ≥ c(G(ϕ′))ϕ′′(|P |+ |Q|)|P −Q|2
|T (P )− T (Q)| ≤ C(G(ϕ′))ϕ′′(|P |+ |Q|)|P −Q|
for any P,Q ∈ Symd×d.
Taking in the above proposition T := A, we have
Corollary 1. Assumption 2 implies Assumption 1.
We have stated Proposition 3 for an unspecified T instead of A because we will need also the following
observation. Even if merely Assumption 1 is valid (and not Assumption 2), the tensor V of Definition 7 is
itself derived from the potential ϕ¯. Therefore we can use Proposition 3 to formulate
Corollary 2. Assume that an N -function ϕ has the good ϕ′ property. Then for the »square root« tensor V
of Definition 7 holds
(V(P )− V(Q)) : (P −Q) ≥ c (G(ϕ′)) ϕ¯′′(|P |+ |Q|)|P −Q|2
|V(P )− V(Q)| ≤ C(G(ϕ′))ϕ¯′′(|P |+ |Q|)|P −Q|
for any P,Q ∈ Symd×d.
Proof. Lemma 5 implies that for an N -function ϕ that has the good ϕ′ property, the potential ϕ¯ for V is also
an N -function enjoying the good ϕ¯′ property, and that G(ϕ¯′) ≤ C(G(ϕ′)). Therefore we can use Proposition
3 with T := V .
7.5. Expressing flexibly the monotonicity. Shifted N -functions
The results of this subsection gives a few ways of encoding the monotonicity conditions for A and show
connection between A and V . To state it, we first present the following ingenious concept of a shifted
N -function. It was supposedly stated in an explicit form first by Diening and Ettwein in [10].
Definition 8. For an N -function ϕ and a ≥ 0 the ’shifted N -function’ is given as
ϕa(t) :=
∫ t
0
ϕ′(a+ s)
s
a+ s
ds (52)
The following lemma gathers important features of shifted N -functions.
Lemma 6. The shifted N -function ϕa is indeed an N -function. It inherits from ϕ the ∆2 condition uni-
formly with respect to its shift, i.e. for a numerical constant C holds
∆2({ϕa|a ≥ 0}) ≤ C∆2(ϕ)
The same holds for the good ϕ′ property with
sup
a∈R+
G(ϕ′a) ≤ CG(ϕ
′)
Moreover, if ϕ has the good ϕ′ property, then ϕ′′a(t) ∼ ϕ
′′(a + t) and uniformly in S, T ∈ Symd×d one has
for |S|+ |T | > 0
ϕ′′(|S|+ |T |)|S − T | ∼ ϕ′|S|(|S − T |)
ϕ′′(|S|+ |T |)|S − T |2 ∼ ϕ|S|(|S − T |)
(53)
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and constants in ∼ depend only on G(ϕ′). One can also change shift as follows
ϕ′|S|(|S − T |) ≤ C(G(ϕ
′))
(
ϕ′|C|(|S − C|) + ϕ
′
|C|(|T − C|)
)
(54)
where C is chosen arbitrarily from Symd×d. Moreover, for λ ∈ [0, 1] it holds
ϕ|S|(λ|S|) ≤ λ
2C(G(ϕ′))ϕ(|S|) (55)
Proof. The fact that ϕa is an N -function and the uniform estimate for ∆2 follow from the proof of Lemma
23, [10]. To show its good behavior with respect to the good ϕ′ property take t > 0 and compute
ϕ′′a(t) = ϕ
′′(a+ t)
t
a+ t
+ ϕ′(a+ t)
a
(a+ t)2
∼ ϕ′(a+ t)
t
(a+ t)2
+ ϕ′(a+ t)
a
(a+ t)2
= ϕ′(a+ t)
1
a+ t
Multiplying the above equivalence with t and using Definition 8 we obtain good ϕ′ property for ϕa with
G(ϕ′a) ≤ CG(ϕ
′) (in fact, with G(ϕ′a) = (1 ∨ G(ϕ
′)) = G(ϕ′), but we keep C, as it anyway appears in the
uniform estimate for ∆2). The formulas (53), (54), (55) are given by the proofs of Lemma 24 of [10], Lemma
29 and Lemma 30 therein, respectively.
Thanks to the above result we have
Corollary 3. Lemma 4 holds for {ϕa|a ≥ 0} with the constants majorized a-uniformly by C(G(ϕ
′)).
We will need also
Proposition 4. For an N -function ϕ with the good ϕ′ property and ϕ′′ almost increasing, we have the
implication
a ≤ b =⇒ ϕa(t) ≤ C(G(ϕ
′))ϕb(t)
Proof. The Definition 8 of a shiftedN -function, the good ϕ′ property and the fact that ϕ′′ is almost increasing
give for a ≤ b
ϕa(t) =
∫ t
0
ϕ′(a+ s)
a+ s
sds ≤ C(G(ϕ′))
∫ t
0
ϕ′′(a+ s)sds ≤
C(G(ϕ′))
∫ t
0
ϕ′′(b+ s)sds ≤ C(G(ϕ′))
∫ t
0
ϕ′(b+ s)
b+ s
sds = ϕb(t)
The following results show how one can interchangeably use A,V and ϕa.
Proposition 5 (Equivalent notions of monotonicity). Assume that an N -function ϕ enjoys the good ϕ′
property. Then for the tensor V given by the Definition 7 holds for any P,Q ∈ Symd×d
ϕ′′(|P |+ |Q|)|P −Q|2 ∼ ϕ|P |(|P −Q|) ∼ |V(P )− V(Q)|
2 (56)
Moreover, if the tensor A satisfies Assumption 1 with our ϕ, the above expressions are comparable to the
monotonicity formula, i.e.
(A(P ) −A(Q)) : (P −Q) ∼ ϕ′′(|P |+ |Q|)|P −Q|2 ∼ ϕ|P |(|P −Q|) ∼ |V(P )− V(Q)|
2 (57)
for any P,Q ∈ Rd×d. All constants depend only on G(ϕ′).
Proof. The left ∼ of (56) comes from (53) of Lemma 6. The right ∼ of (56) follows from Corollary 2 and
formula ϕ¯′′(t) ∼
√
ϕ′′(t) of Lemma 5. Now (57) follows from Assumption 1.
7 APPENDIX - ORLICZ GROWTHS 22
From the Proposition 5 we see that for P : R→ Symd×d and V ◦P : R→ Symd×d differentiable at s we
have
ϕ′′(|P |)|∂sP |
2 ∼ |∂s(V(P ))|
2 (58)
This gives for A ◦ P : R→ Symd×d differentiable at s
|∂s(A(P ))| ≤ C(G(ϕ
′))ϕ′′(|P |)|∂sP | ≤ C(G(ϕ
′))
(
|∂sV(P )|
2 + ϕ′′(|P |)
)
(59)
where we use in the first estimate inequality (51). This in turn gives
|∂s(A(P ))||∂sP | ≤ Cϕ
′′(|P |)|∂sP |
2 ≤ C(G(ϕ′)) |∂s (V(P ))|
2 (60)
Moreover, for an N -function ϕ as in Definition 1, we see from Proposition 5 that
|∂sP |
2 ≤
C(G(ϕ′))
ϕ′′(0)
|∂s(V(P ))|
2 (61)
because, by definition, ϕ has second derivatives almost increasing and ϕ′′(0) > 0.
7.6. Korn’s inequality
Lemma 7. Let f ∈ W 1,ϕx (Ω), where ϕ has good ϕ
′ property. Then there exists C(∆2(ϕ, ϕ
∗)) such that∫
Br
ϕ(|∇u|) ≤ C(G(ϕ′))
∫
Br
ϕ(|Du|) + ϕ
(
|u− (u)|
r
)
(62)
For Orlicz and weighted Lp spaces, the standard source of Korn’s inequality is paper by Diening, Růžička
& Schumacher [15]. It contains the needed by us inequality (62) in the case of weighted Lp spaces (see
formula (5.19) in Theorem 5.17 there), but lacks its Orlicz version (see Theorem 6.13 there). In [15], the
step from weighted Lp spaces to Orlicz growths follows from the (miraculous) extrapolation technique that
originates from [31] by Rubío de Francia. In the Orlicz context it says, roughly speaking, that if, for a certain
family F of pairs (f ; g) ∈ F , an inequality holds in a weighted Lp space for any weight in a Muckenhoupt
class Ap, then it holds for (f ; g) ∈ F also for (sufficiently regular) Orlicz growths11, see [15], Proposition
6.1. Hence, the extrapolation-based step from weighted-Lp formula (5.19) in Theorem 5.17 to its Orlicz
counterpart would basically consist in choosing F appropriately. Below, we present a proof that does not
involve extrapolation.
Proof. Using monotonicity, convexity and ∆2 condition, we have∫
Br
ϕ(|∇u|) ≤ C(∆2(ϕ))
∫
Br
ϕ(|∇u− (∇u)|)) + ϕ(|(∇u)|) ≤ C(∆2(ϕ, ϕ
∗))
∫
Br
(ϕ(|Du− (Du)|) + ϕ(|(∇u)|),
(63)
where the second inequality follows from Korn’s inequality for oscillations, see Theorem 6.13 of [15]. Now it
suffices to deal with ϕ(|(∇u)|). To this end let us define h as
h(t) := ϕ(t
1
q ).
We need two facts on h. The first one is that we can find such q0 > 1 that h is convex, because for s = t
1
q
h′′(t) = q−2ϕ′′(s)s2−2q + q−1(q−1 − 1)ϕ′(s)s1−2q ≥ ϕ′′(s)s2−2q
[
q−2 + C(G(ϕ′))q−1(q−1 − 1)
]
and the term in the square brackets above can be made positive by choosing q = q0 sufficiently close to 1.
The second one is that
t = ϕ((h−1(t))
1
q ) (64)
11Since there are no Banach function spaces, only weighted L2, compare Cruz-Uribe, Martell & Perez [9], p. 14
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since s = ϕ(ϕ−1(s)) = h((ϕ−1)q(s)). We are ready to deal with ϕ(|(∇u)|) on r.h.s. of (63)
ϕ(|(∇u)|) ≤ ϕ
((
−
∫
Br
|∇u|q0
) 1
q0
)
≤ ϕ
(
C
(
−
∫
Br
(
|Du|q0 +
|u− (u)|q0
rq0
)) 1
q0
)
=: I
The first inequality above follows from Jensen’s inequality and monotonicity of ϕ, the second one from the
Korn’s inequality for Lebesgue spaces (see for instance formula (5.19) in Theorem 5.17 with w ≡ 1). Next,
we plug h−1 ◦ h ≡ 1 into I and use convexity of h to get
I = ϕ
(
C
(
h−1 ◦ h
(
−
∫
Br
(
|Du|q0 +
|u− (u)|q0
rq0
))) 1
q0
)
≤ Cϕ
((
h−1
(
−
∫
Br
h
(
|Du|q0 +
|u− (u)|q0
rq0
))) 1
q0
)
= C−
∫
Br
h
(
|Du|q0 +
|u− (u)|q0
rq0
)
≤ C−
∫
Br
h (|Du|q0) + h
(
|u− (u)|q0
rq0
)
,
the second equality is given by (64) and the last inequality follows from convexity and validity of∆2 condition
for h (see its definition). Putting together the estimates involving I we have via definition of h
ϕ(|(∇u)|) ≤ C−
∫
Br
h (|Du|q0) + h
(
|u− (u)|q0
rq0
)
= C−
∫
Br
ϕ (|Du|) + ϕ
(
|u− (u)|
r
)
,
with C depending only on G(ϕ′). The above estimate used in (63) implies thesis.
7.7. Examples of admissible growths
A1(Q) := (µ+ |Q|p−2)Q, A2(Q) := (µ+ |Q|2)
p−2
2 Q
with µ ≥ 0, p > 1, provide us with the (symmetric) p-Laplacian prototypes. Tensors A1,A2 are given by
the following p-potentials
ϕ1(t) =
∫ t
0
(µ+ sp−2) s ds, ϕ2(t) =
∫ t
0
(µ+ s2)
p−2
2 s ds
The respective square root tensors V read
V1(Q) =
√
µ+ |Q|p−2Q, V2(Q) = (µ+ |Q|2)
p−2
4 Q
An example of an admissible potential connected with a non-polynomial growth reads
ϕ3(t) =
∫ t
0
(µ+ s)p−2s ln(e+ s)ds
where the associated tensors are given by
A3(Q) = (µ+ |Q|)p−2 ln(e+ |Q|)Q, V3(Q) = (µ+ |Q|)
p−2
2
√
ln(e+ |Q|)Q.
Unfortunately, already the ∆2-condition, widely used in the regularity theory for systems with general-
ized growths, excludes exponential or L logL growths, that are of some interest from the perspective of
applications.
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