A coarse-grained model has been developed for simulating the self-assembly of nonyl-tethered polyhedral oligomeric silsesquioxane ͑POSS͒ nanoparticles in solution. A mapping scheme for groups of atoms in the atomistic molecule onto beads in the coarse-grained model was established. The coarse-grained force field consists of solvent-mediated effective interaction potentials that were derived via a structural-based coarse-graining numerical iteration scheme. The force field was obtained from initial guesses that were refined through two different iteration algorithms. The coarse-graining scheme was validated by comparing the aggregation of POSS molecules observed in simulations of the coarse-grained model to that observed in all-atom simulations containing explicit solvent. At 300 K the effective coarse-grained potentials obtained from different initial guesses are comparable to each other. At 400 K the differences between the force fields obtained from different initial guesses, although small, are noticeable. The use of a different iteration algorithm employing identical initial guesses resulted in the same overall effective potentials for bare cube corner bead sites. In both the coarse-grained and all-atom simulations, small aggregates of POSS molecules were observed with similar local packings of the silsesquioxane cages and tether conformations. The coarse-grained model afforded a savings in computing time of roughly two orders of magnitude. Further comparisons were made between the coarse-grained monotethered POSS model developed here and a minimal model developed in earlier work. The results suggest that the interactions between POSS cages are long ranged and are captured by the coarse-grained model developed here. The minimal model is suitable for capturing the local intermolecular packing of POSS cubes at short separation distances.
I. INTRODUCTION
Self-assembly is a promising route for tailoring the organization of nanoparticles into ordered structures in a precise manner. These structures are valuable precursors for new and enhanced nanoscale materials and devices with unique properties. However, fabrication of these materials and devices requires knowledge of the atomic-and nanoscale processes that occur during the self-assembly process. In conjunction with experiments, theory and simulation are useful tools for probing self-assembly in nanoscale systems, because they afford efficient and systematic exploration of the vast parameter space and allow access to the pertinent length and time scales. The development and application of multiscale modeling and simulation techniques that bridge the various length and time scales involved in nanoscale selfassembly are receiving considerable interest lately.
Polyhedral oligomeric silsesquioxane ͑POSS͒ molecules are merely one example of the many nanoparticles presently available. The hybrid organic/inorganic character of these molecules renders them attractive for constructing nanostructured materials with useful properties. Several experiments have demonstrated that polymer-tethered POSS molecules and POSS/polymer pendant copolymers self-assemble into lamellar, cylindrical, and micellar structures in the melt or solution states. 1 The types of bulk structures that can arise from self-assembly of polymer-tethered POSS in solution and the influence of various parameters such as concentration and temperature on the formation of specific structures have been examined recently via molecular simulation. 2, 3 In those simulations a minimal model of tethered POSS was devel-oped and employed to study self-assembly of hundreds and thousands of the molecules at the mesoscale. Simulation of the corresponding numbers of POSS molecules in solvent at the explicit atom level is computationally prohibitive because thousands of POSS molecules, in a hexane solvent for example, can amount to hundreds of thousands of atoms. Furthermore, the inclusion of atomistic detail results in reduced simulation times compared to the mesoscale simulations, and hence self-assembled structures that may form on longer time scales may not be observed. Appropriate force fields also need to be developed to describe hybrid organic/ inorganic molecules such as tethered POSS monomers. Despite these limitations, it has been demonstrated that standard force fields are sufficiently accurate to describe systems containing POSS monomers, 4 and detailed all-atom ͑AA͒ molecular simulation results have been reported for POSS monomers dissolved in some common organic solvents. [5] [6] [7] While those simulations are helpful for understanding effective POSS-POSS pair interactions in solution, and how these effective interactions change as temperature and solution composition vary, it remains generally unclear how to relate the parameters employed in minimal models of POSS systems to the properties obtained from AA molecular dynamics simulations.
To bridge the gap in length and time scales spanned in coarse-grained ͑CG͒ and AA simulations, it is necessary to develop mapping schemes that relate the CG models to AA results. The CG models can then be used to study selfassembly of bulk structures at long length and time scales. Presented herein is the development of a CG force field for accurately simulating the self-assembly of monotethered POSS molecules in an organic solvent. The force field consists of effective solvent-mediated interaction potentials that already account for POSS-solvent molecule interactions so that the solvent molecules do not need to be accounted for explicitly in the CG simulations. Our effort builds upon recent results obtained for linear molecules such as polymers in solution, but we extend those methods here to cubic molecules such as POSS monomers.
Current coarse-graining approaches strive to improve the computational efficiency of a simulation by systematically reducing the number of degrees of freedom in the system. [8] [9] [10] Usually, CG models provide between two and four orders of magnitude speed up in CPU time compared to AA models for similar systems. The currently available CG methodologies usually involve two steps: ͑1͒ physically mapping a detailed molecular representation onto a CG one and ͑2͒ deriving the appropriate CG interaction potentials.
With regard to the mapping procedure, two schemes are commonly employed. The first scheme involves mapping specific groups of atoms, such as one repeat unit of a polymer chain, onto CG particles. The second scheme involves mapping whole molecules, such as polymer chains, onto single CG particles. The choice between the two procedures usually depends on the level of molecular detail ͑e.g., connectivity͒ that should be preserved in the CG representation, the physical properties ͑e.g., intermolecular packing͒ that should be captured in the mesoscale simulations, and the amount of computational savings that should be afforded by the mapping. We focus here on the first method.
With regard to the development of CG effective potentials, the potentials must accurately reproduce at the mesoscale certain phenomena observed in AA simulations. Two types of potentials are often employed at this stage of the CG procedure, namely, analytical potentials with tunable parameters or numerical potentials in tabulated form. The analytical potentials typically consist of variations of phenomenological potentials, such as those that have been widely used to successfully model polymeric systems. 9, 11 These potentials are parameterized according to experimental data or quantum mechanical calculations, and optimization schemes have been devised to obtain appropriate parameter values. 12 Unfortunately, the processes available to obtain the correct parameter values can be time consuming, and hence most current CG models utilize numerical potentials to describe complex interactions. The numerical potentials can be developed by imposing that the mesoscale simulations reproduce specific intra-and intermolecular probability distribution functions obtained from the underlying AA simulations. [13] [14] [15] These structuralbased coarse-graining schemes require iterative numerical methods, and are hence attractive because they can be automated. However, the resulting effective potentials are limited by their nontransferability across thermodynamic state space and inability to capture thermodynamic properties correctly, because the CG Hamiltonians are only parametrized to reproduce structural correlations appropriately. 16 Recently, an alternative numerical "force-matching" method that allows for the determination of effective force fields from any given trajectory or force data set obtained from different types of molecular dynamics simulations, including ab initio, path integral, and classical atomistic simulations has been developed. 17 The CG forces are cast as spline interpolations of the underlying atomistic forces and least-square fitting procedures are performed to obtain the parameters of the spline functions. This method does not require postaveraging of entire simulation trajectories and thus can be used on the fly to capture phenomena such as chemical reactions in CG molecular dynamics simulations. 18 However, this approach is limited by the difficulty associated with determining the optimal spline functions. Another class of coarse-graining techniques that involves mesoscopic blob modeling 19 has been widely used to simulate soft matter systems such as polymers and colloid-polymer mixtures. The coarse-graining methodologies briefly summarized above have not been applied yet to systems of molecular nanoparticles with exotic geometries or tethered nanoparticles. Although CG models of nanoparticles as soft blobs are attractive from a computational viewpoint, the current methods for modeling polymer chains in this fashion have some limitations. The coarse-graining approach undertaken in this study is a structural-based one that involves deriving effective numerical potentials that will reproduce in the CG simulation target structural features in the underlying AA simulations.
II. COARSE-GRAINING METHODOLOGY

A. Physical mapping of the CG model
We focus on a POSS molecule functionalized with a single nonyl tether and nonreactive methyl groups on the remaining seven silicon atoms ͑Fig. 1͒. The hydrocarbon functionalities render the molecule soluble in chemically similar and common solvents such as hexane. Because the silsesquioxane core is symmetric, one possible approach is to model the cage as a rigid cube with interaction sites on the corners as in our previous minimal model. 2 Each of the resulting eight cube corner beads encompasses one silicon atom, the neighboring oxygen atoms, and the methyl ͑or methylene in the case of the nonyl tether͒ substituent attached to the silicon atom. The beads are connected by rigid bonds and the bead interaction sites occur along the centers of the silicon-carbon bonds connecting each substituent to the cage.
To verify the validity of this CG model of the silsesquioxane cage, the bond lengths and bond angles are compared with those computed in AA simulations of nonyl-tethered POSS molecules dissolved in hexane. 7 The bond angles between CG cube corner bead sites computed in the atomistic simulations are shown in Fig. 2͑a͒ . The distribution is sharply peaked about 90°, thereby indicating that the grouping of atoms on the silsesquioxane cage is commensurate with a rigid cube structure. The distances l between the centers of the silicon-carbon bonds corresponding to the interaction sites of the cube corner beads in the CG model are also calculated. Figures 2͑b͒ and 2͑c͒ show that the distributions exhibit peaks centered at about l = 4.2 Å. The AA molecular dynamics results indicate that it is realistic to assume that the POSS monomers are rigid cubes with eight corner sites. Mapping the AA simulation results to the CG model permits us to establish a length scale in the CG simulations by specifying the edge of the CG cube equal to this value. Each cube corner bead in the model is thus assigned a diameter of c = 4.2 Å.
To model the nonyl tether, two methylene groups are assigned to each CG tether bead. This mapping is on a finer scale compared to previous CG models of hydrocarbon chains that have employed groupings of three or more methylene groups per CG bead, 16 ,20 but such a mapping could facilitate future efforts to fully bridge length and time scales in polymer-tethered POSS self-assembly by reverse mapping the CG model back onto its explicit atom counterpart. Note that the end tether bead actually represents a CH 2 -CH 3 group in this mapping scheme, and it is assumed that the behavior and physical properties of this group do not significantly deviate from that of a CH 2 -CH 2 group. The interaction sites for these beads occur along the center of the corresponding carbon-carbon bond in the AA representation. FIG. 1 . ͑Color online͒ Mapping of the CG POSS molecule onto its atomistic counterpart. The silicon, oxygen, and carbon atoms are denoted in orange, red, and gray, respectively. The hydrogen atoms have been omitted for clarity. CG bead labels in parentheses correspond to beads in the background ͑not shown͒. The tether is attached to bead C8.
FIG. 2.
͑Color online͒ ͑a͒ C3-C7-C5 bond angle probability distribution computed from AA simulations. ͓͑b͒ and ͑c͔͒ Bond length probability distributions between CG cube bead sites from AA simulations at T = 300 K and T = 400 K, respectively.
The bond length distributions between pairs of tether bead sites are computed from AA simulations, 7 thereby allowing a length scale for these CG beads to be established. These distributions exhibit two peaks about l = 2.3 Å and l = 2.6 Å ͑as shown in Figs. 5 and 6, which will be discussed later͒. The two distances most likely correspond to trans and gauche configurations for the alkane chain. We assign a diameter of t = 2.5 Å to each bead in the CG representation of the tether.
B. Derivation of solvent-mediated effective potentials
Approach
We reproduce in the mesoscale simulations a selected set of target structural quantities computed from the underlying AA simulations, namely, the intramolecular bond length and bond angle probability distributions and the intermolecular radial distribution function ͑RDF͒ between cube corner beads on different molecules, that correspond to the bead interaction sites in the CG model. These quantities are likely to be the most important factors influencing the local intermolecular packing within self-assembled structures and thus the subsequent formation of specific types of bulk structures at longer length and time scales.
The algorithm employed to derive the effective potentials for nonyl-tethered POSS in hexane solvent is a numerical scheme that yields effective potentials capable of reproducing target structural correlations via the following equation: 13, 15, 16 
͑1͒
where i denotes the iteration step number, k B is Boltzmann's constant, T is the temperature, x is the independent variable, and P͑x͒ represents a probability distribution function such as a RDF, bond length probability distribution, or bond angle probability distribution. The algorithm involves updating trial effective potentials U i ͑x͒ by successively adding correction terms that account for the deviation between the trial probability distribution function in the CG simulations and the corresponding target distribution function from the AA simulations. The parameter ␣ is an arbitrary number that is chosen to appropriately scale the magnitude of the correction term so that stable convergence of the effective potentials is attained. An effective CG potential that reproduces the same structural features from the corresponding AA simulations is obtained when the trial and target distribution functions are equal or nearly equal within some prescribed tolerance value.
The concept of structural-based coarse graining is motivated by the proof that for simple pairwise additive and spherically symmetric potentials, there is a unique mapping between the RDF and the intermolecular potential at a given thermodynamic state point. 21 Equation ͑1͒ is inspired by the relationship between the potential of mean force ͑PMF͒ and the RDF for molecular centers of mass. At infinite dilution the PMF is given by the expression
and is exactly equal to the intermolecular pair potential between two point particles. It is important to note here that Eq. ͑2͒ for the PMF is strictly applicable to particles or molecules with single interaction sites, and that there is a common misconception that this expression is valid between multiple interaction sites on molecules, such as polymer chains, in which orientation correlations must be accounted for ͑see Appendix for further details͒. Because the CG tethered POSS model in this study contains multiple interactions sites ͑i.e., beads͒, Eq. ͑1͒ is utilized here with the understanding that it is simply one of many possible numerical algorithms capable of yielding mesoscale effective potentials by satisfying the boundary condition that the trial mesoscale potentials must converge when the corresponding trial distribution function matches the target distribution function from the atomistic simulations. Equation ͑1͒ is an elegant algorithm because the logarithmic correction term is able to change sign ͑Ϯ͒ accordingly so that the updated effective potential produces a trial distribution function in closer agreement with the target distribution function.
To generate the initial guesses ͑i =0͒ for the effective CG potentials, the target RDF, bond length probability distribution P͑l͒, and bond angle probability distribution P͑͒ from the atomistic simulations are Boltzmann inverted via the following equations, respectively:
͑5͒
The sine term in Eq. ͑5͒ arises from the Jacobian transformation between spherical and Cartesian coordinates. Note that these choices for the initial guesses are rather arbitrary, as discussed further below in Sec. II B 2 and shown in the Appendix.
To assess convergence of the derived effective potentials, the following merit functions 10, 15 or error integrals are computed during each iteration step:
Equations ͑6͒-͑8͒ are the merit functions corresponding to the intermolecular cube corner bead RDF, intramolecular bond length probability distributions, and intramolecular bond angle probability distributions, respectively. Optional non-negative weighting functions w͑r͒ = exp͑−r / c ͒ and w͑l͒ = exp͑−l / t ͒ are included to penalize deviations between the CG trial distribution function and the AA target distribution function at small separation distances. On the basis of RDFs computed for the CG tether bead sites from the AA simulations, 7 a purely repulsive soft-sphere potential 23 is used to capture the intermolecular excluded volume interactions between tether beads
where r c = ͑3/2͒ 1/3 and = k B T. The choice of this potential does not significantly affect the CG probability distribution functions involving the tether beads nor self-assembly of the molecules.
Alternative routes
It is possible that different effective potentials exist that can each reproduce the target distribution function from the AA simulations. One way to assess the accuracy of the CG potentials is to derive them from different types of initial guesses for the potential using the same numerical algorithm and then compare the results. This approach can aid in corroborating the soundness of an effective potential if different initial guesses yield the same result or allow one to assess the best effective potential if different ones arise from the derivation process.
We evaluate the accuracy of the intermolecular bare POSS cube corner bead effective potentials by first deriving the potentials from initial guesses equal to Boltzmann inversions of the target RDFs from the AA simulations per Eq. ͑3͒. As shown in the Appendix, there is no strong theoretical basis for using this as the initial guess. Hence, we investigate what types of effective potentials arise from a different initial guess equal to the purely repulsive Weeks-Chandler-Andersen 24 ͑WCA͒ interaction potential
where r c =2 1/6 c and = k B T. We are also interested in comparing the effective potentials generated by different numerical equations, since as discussed in the Appendix, the iterative scheme of Eq. ͑1͒ has no strong theoretical basis. As the logarithmic correction term in Eq. ͑1͒ is able to change sign ͑Ϯ͒ accordingly so that the updated effective potential produces a distribution function in the CG simulations that is in better agreement with the target distribution function from the AA simulations, this property of the correction term can serve as one criterion for formulating alternative numerical algorithms that are equally or potentially superior to Eq. ͑1͒ for deriving effective potentials. A simple correction term that satisfies both this criterion and the boundary condition that convergence of the effective potential occurs when the CG and target RDFs are equal is one that takes the linear difference between these two RDFs. Consequently, we propose the following numerical algorithm for deriving effective potentials:
where ␣ has the same meaning as in Eq. ͑1͒. We compare the effective potentials generated by Eqs. ͑1͒ and ͑11͒ from identical initial guesses U 0 ͑r͒ and also compare the speed of each algorithm.
Simulation details
A stochastic molecular dynamics simulation method is used in the CG simulations. The equation of motion for each bead i is
where m i is the mass of bead i, and x i i v i , F i , and i represent the position, velocity, force, and friction coefficient acting on bead i, respectively. 25 These simulations sample the canonical ensemble, as the friction coefficient and stochastic noise term couple the system to a heat bath and effectively function together as a nonmomentum conserving thermostat. Systems of Nb = 5 and Nb = 20 CG nonyl-tethered POSS molecules ͑N = 40 and 240 total particles, respectively͒ are simulated using cubic simulation boxes and periodic boundary conditions at overall density = 0.75 g / cm 3 and temperatures T = 300 and 400 K. The equations of motion are integrated using the leap-frog algorithm. 24 The rigid-body motion of the cube is captured using the method of quaternions. 24 Initial configurations are generated by relaxing each system athermally ͑i.e., excluded volume interactions only͒. The structural evolution of each system over time is monitored by inspecting snapshots of configurations.
These configurations are compared to those generated from the corresponding AA molecular dynamics simulations having the same number of molecules and at the same values of temperature and density. AA simulations of Nb = 20 nonyltethered POSS molecules and 987 hexane chains ͑N = 6642 total atoms͒ at overall density = 0.75 g / cm 3 and temperatures T = 300 and 400 K are performed using the DLគPOLY ͑Ref. 26͒ simulation package. The Frischknecht-Curro force field 27 is used to describe the POSS cage and the TRAPPE force field 28 is used to describe the alkane tethers and the hexane solvent. Additional details of the atomistically detailed simulations can be found in Ref. 7 .
III. RESULTS AND DISCUSSION
A. "Bare" POSS molecules
We first derive an intermolecular effective potential that captures the interactions between cube corner beads. This is a logical starting point since the addition of a single hydrocarbon tether on one corner of the silsesquioxane cage does not impact the behavior of the cage significantly. 29 Thus, it is anticipated that the tether will have a minimal impact on the intermolecular interactions between nonreactive, octafunctionalized "bare," or nontethered, POSS molecules.
AA molecular dynamics simulations of Nb = 5 octamethyl functionalized POSS molecules dissolved in hexane have been performed at overall density = 0.75 g / cm 3 and temperatures T = 300 and 400 K. 7 Target RDFs characterizing the local structure among the CG cube corner bead sites from the corresponding atomistic molecules are computed from these simulations and shown in Fig. 3 . The RDFs exhibit multiple pronounced peaks that occur primarily at integer values of the cube edge length at lower temperature, as observed for POSS monomers in hexadecane. 5 Note that the tails in the RDFs at large separation distances fall below unity at both temperatures. This result is attributed to a combination of three factors: ͑1͒ effects of small system size ͑Nb = 5 molecules or N = 40 particles͒, which is rectified by multiplying the RDF by a correction factor N / ͑N −1͒, 22, 30 ͑2͒ normalization of the RDF does not account for the close proximity of cube corner bead sites arising from the rigid bond constraints, and ͑3͒ nonuniform clustering of POSS cubes throughout the simulation box.
The CG effective pair potentials derived on the basis of these RDFs are also shown in Fig. 3 , along with the corresponding initial guesses used in the iteration algorithm, for both temperatures. An interaction potential cutoff value r c = 28 Å that is slightly less than half the simulation box length is employed. Small correction steps ͑␣ = 0.01− 0.1͒ are necessary during the iteration process to stabilize convergence of the potentials. Previous applications of the algorithm to derive effective potentials for polymer melts report success with larger values ␣ = 0.2 ͑Ref. 16͒ and ␣ =1. 15 Elimination of the solvent molecules in the CG model likely requires that smaller correction steps be taken to stabilize convergence of the solvent-mediated effective potentials.
At T = 300 K the CG potential exhibits an attractive well at r = 4.7 Å followed by a broad repulsive peak centered at r = 7 Å. The potential at larger separation distances consists of an alternating series of attractive wells and repulsive peaks corresponding to the peaks and valleys, respectively, in the target RDF from the AA simulations. At higher temperature T = 400 K the effective pair potential exhibits a steep attractive well at r = 8.3 Å. At larger separation distances r Ͼ 8 Å, the potential exhibits attractive wells and repulsive peaks that are attenuated to a greater extent than those observed at lower temperature. This behavior is expected as the RDF indicates loss of long-range structure with increasing temperature.
The RDFs generated by the effective pair potentials in the CG simulations are shown in Fig. 3 . There is excellent agreement between the CG and target RDFs at T = 300 K, and this result is quantitatively corroborated by merit function values on the order of f merit,RDF ϳ 10 −5 when convergence is attained. 15 At T = 400 K there is good agreement between the RDFs, although the CG RDF tail at separation distances r Ͼ 16 Å does not quantitatively match the atomistic RDF tail precisely. The corresponding merit function values are on the order of f merit,RDF ϳ 10 −4 when the iteration algorithm converges. To further test the accuracy of the coarse-graining procedure, we compute the RDFs between the centers of mass of the POSS molecules from the CG model and the underlying atomistic model. Figure 4 displays the cube center of mass RDFs for both temperatures considered. The CG simulations exhibit a more pronounced structure than the underlying atomistic simulations but there is good overall agreement between the shape and magnitude of the curves, especially when we consider that the cube centers of mass are not interaction sites in the CG model. The increased local structure exhibited in the CG simulations can be attributed to the rigidity of the cubes in the model.
B. Monotethered POSS molecules
We next derive effective potentials to capture bond stretching and bond bending interactions in the monotethered POSS CG model. We build upon the model developed thus far for bare cubes by considering the interactions introduced when a nonyl tether is attached to one corner ͑Fig. 1͒. Because the POSS cages are treated as rigid cubes in the model, only four bonded pairs of beads must be considered-one bond between the cube corner bead and the adjacent tether bead ͑C8-T1͒ and three bonds between adjacent pairs of tether beads ͑T1-T2, T2-T3, and T3-T4͒.
The AA simulated probability distributions used to derive the effective bond stretching potentials are shown in Figs. 5 and 6. Further details of these simulations are reported elsewhere. 7 The most probable bond length values are essentially independent of the temperatures studied here. These results are sensible because each tether bead represents only two methylene groups; hence, the bond length values between CG interaction sites are likely to be dictated by the chemical connectivity in the underlying atomistic model and thus should not depend strongly on temperature. The temperature influences the probabilities that specific bond length values occur during the simulation.
The converged CG effective potentials derived on the basis of these distributions are also displayed in Figs. 5 and 6 for both temperatures. A value of the parameter ␣ = 0.01 is used to obtain stable convergence of the potentials during the iteration process. The effective bond potential for the C8-T1 bead pair exhibits two narrow wells that correspond closely to the peak positions in the target probability distributions. The potential energy is negative at the bottom of each well and indicates that the cube corner and adjacent tether beads are attracted to each other. The attraction results in bead overlap because this mechanism allows for the most probable bond lengths to be sampled given the bead sizes c = 4.2 Å and t = 2.5 Å. Bead overlap is physically allowable in the CG model since each bead encompasses groups of atoms, and this effective grouping of atoms gives rise to the two peaks observed in the target probability distribution. At each temperature the effective bond potentials for the T1-T2, T2-T3, and T3-T4 tether bead pairs are nearly identical. Each potential exhibits a series of narrow wells that mirror the shape of the target probability distributions. The CG and target distributions for the C8-T1 bead pair are in excellent agreement with f merit,bond ϳ 10 −5 when convergence is attained. The CG and target distributions for the T1-T2, T2-T3, and T3-T4 tether bead pairs are in good agreement with f merit,bond ϳ 10 −4 when convergence is attained. Lastly, we derive the effective potentials to capture the target intermolecular bond angle probability distributions from the AA simulations in the CG monotethered POSS model. Four angles are considered here as defined by the following triplets of beads: C6-C8-T1, C8-T1-T2, T1-T2-T3, and T2-T3-T4 ͑Fig. 1͒. We do not consider dihedral interactions in the model to maintain its simplicity.
The target probability distributions corresponding to the CG bead interaction sites are shown in Figs. 7 and 8 . The most probable bond angle values are fairly independent of the temperatures studied here. The multiple peaks in the distribution functions can probably be attributed to dihedral transitions along the hydrocarbon chain that are captured in the fine level of coarse-graining employed. The CG effective potentials are also illustrated in Figs. 7 and 8 for both temperatures. A value of the parameter ␣ = 0.01 is used to obtain stable convergence of the potentials during the iteration process. At both temperatures the effective potentials consist of a series of peaks and valleys that essentially mirror the shape and relative magnitude of these features in the target probability distribution functions. The CG and target distributions for the C6-C8-T1 bond angle are in excellent agreement at both temperatures with f merit,angle Ͻ 10 −6 when convergence is attained. The CG and target distributions for the C8-T1-T2, T1-T2-T3, and T2-T3-T4 bond angles are in good agreement at both temperatures with f merit,angle ϳ 10 −6 when convergence is attained.
IV. CG FORCE FIELD EVALUATION AND VALIDATION
A. Varying initial guesses for the effective potentials
As mentioned previously, the CG effective potentials derived via the structural-based coarse-graining algorithm adopted in this study are nonunique. We investigate how a different initial guess affects the resulting CG potentials for bare POSS cubes. Using the WCA potential as the initial guess, CG bare cube effective potentials are derived via Eq. ͑1͒ with ␣ = 0.01 and displayed in Fig. 9 . At T = 300 K the effective potential appears to be essentially identical to that derived from the initial guess generated by Eq. ͑3͒. However, at higher temperature T = 400 K the form of the effective potential obtained from the WCA initial guess differs significantly from that derived from the initial guess in Eq. ͑3͒. Figure 9 shows that the cube corner bead RDFs generated from the initial guess of the WCA potential are in good agreement with the target RDFs. The agreement between these RDFs, as well as the cube center of mass RDFs ͑Fig. 4͒, is better at T = 400 K over the entire range of interbead separation distances when the initial WCA guess for the effective potential is used. Furthermore, the merit function values here are on the order of f merit,RDF ϳ 10 −5 at this temperature, and thereby quantitatively indicate better agreement between the RDFs. The WCA initial guess may result in a more accurate effective potential at T = 400 K because the WCA potential does not have the multiple peaks and valleys that are present in the initial guess of Eq. ͑3͒. These peaks and valleys tend to make the evolution towards the desired effective potential cumbersome.
B. Varying numerical iteration algorithms
Another approach to evaluate the accuracy of the resulting CG potentials is to use the same initial guess for the effective potential but vary the form of the iterative equation used to derive the effective CG potential. This method can provide an additional measure of accuracy if two different iteration algorithms can produce identical potentials. We examine the intermolecular cube corner bead effective potentials for bare POSS cubes. The effective potentials generated by Eq. ͑11͒ with an initial guess of the WCA repulsive potential and ␣ = 0.01 are investigated at temperatures T = 300 and 400 K. The effective potentials obtained from numerical iteration via Eqs. ͑1͒ and ͑11͒ are plotted together in Fig. 10 . The overall shapes of the potentials are essentially identical, but the linear algorithm tends to generate attractive wells and repulsive peaks of slightly different magnitudes at interbead separation distances r Ͻ 9 Å. These differences in magnitude FIG. 6 . ͑Color online͒ Effective bond stretching potentials and the corresponding probability distributions for CG monotethered POSS molecules at T = 400 K. ͑a͒ Bonded cube and tether beads. ͑b͒ Bonded tether beads.
FIG. 7.
͑Color online͒ Effective bond bending potentials and the corresponding probability distributions for CG monotethered POSS molecules at T =300 K. ͑a͒ C6-C8-T1 angle. ͑b͒ C8-T1-T2, T1-T2-T3, and T2-T3-T4 angles.
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Chan et al. J. Chem. Phys. 127, 114102 ͑2007͒ may result from how the two algorithms update the potentials at interbead separation distances where either the atomistic or CG RDF is zero. The logarithmic correction term in Eq. ͑1͒ requires that these RDFs be nonzero over the entire range of separation distances while the linear correction term in Eq. ͑11͒ exists for all RDF values. To avoid infinite values of the logarithmic correction term in Eq. ͑1͒ for zero RDF values at small separation distances, the effective potential was extrapolated. Figure 10 indicates that, while the extrapolated potential matches the shape of the corresponding portion derived via Eq. ͑11͒, the magnitudes of these parts of the potential differ slightly at identical separation distances. However, overall these results imply that the effective potentials are fairly independent of the iteration scheme employed here to derive them. The CG RDFs generated from the converged effective potentials produced from Eq. ͑11͒ are displayed in Fig. 10 . There is good agreement between these RDFs and the corresponding target RDFs from the AA simulations.
We examine the number of iteration steps required for the effective potential to converge to compare the speed of Eqs. ͑1͒ and ͑11͒. Our findings indicate that convergence of the potential occurs slightly faster when Eq. ͑11͒ is utilized. At T = 300 K convergence is achieved after 232 iterations using Eq. ͑11͒ versus 243 iterations using Eq. ͑1͒. At T = 400 K convergence is achieved after 218 iterations via Eq. ͑11͒ while 229 iterations are required to attain convergence via Eq. ͑1͒. Each iteration step consumes 17-18 min CPU time on a single 2 GHz Apple G5 processor.
C. Validation from atomistic simulations
To examine the accuracy of the solvent-mediated CG force field for simulating monotethered POSS self-assembly, CG simulations of small systems of these molecules ͑Nb =20͒ are performed, and the self-assembled structures and local intermolecular packing of molecules are compared with those observed in the corresponding explicit atom simulations having the same number of molecules, temperature, and density.
In systems of bare POSS monomers small aggregates containing two to three POSS molecules are observed in both the AA and CG simulations, with aggregation being more prevalent at lower temperature. The POSS molecules within each aggregate in the AA simulations sample several relative orientations, namely, face-face, corner-corner, corner-edge, and edge-edge packings. These types of local packing of the cages were also previously observed in AA simulations of octamethyl functionalized POSS dissolved in hexadecane solution. 5 Snapshots from the CG simulations reveal that the cubes also exhibit the same types of local packing ͑Fig. 11͒. FIG. 8 . ͑Color online͒ Effective bond bending potentials and the corresponding probability distributions for CG monotethered POSS molecules at T = 400 K. ͑a͒ C6-C8-T1 angle. ͑b͒ C8-T1-T2, T1-T2-T3, and T2-T3-T4 angles. FIG. 9 . ͑Color online͒ Site-site CG effective potentials for bare POSS molecules derived from different initial guesses for the potentials and the corresponding intermolecular radial distribution functions. ͑a͒ T = 300 K and ͑b͒ T =400 K.
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In both the atomistic and CG simulations, the face-face packing of cubes is the most predominant. This type of packing corresponds to the large peaks in the RDFs that occur at approximately integer values of the CG cube edge length. Previous self-assembly simulations of monotethered POSS molecules employing a minimal model also exhibited solely the face-face local packing of cubes, 3 and thus the variety of orientations captured in the CG model here indicates an improvement in model accuracy.
In systems of monotethered POSS monomers local aggregation of two to three POSS molecules is observed in both the atomistic and CG simulations. The frequency at which clusters of molecules form and subsequently dissolve is observed to be faster at higher temperature. Figure 12 contains simulation snapshots of selected aggregates. The local intermolecular packings of cubes within the aggregates are similar to those observed in the bare POSS cube simulations. The hydrocarbon tethers in both the atomistic and CG systems point outwards away from the aggregate cores of the cages. This behavior is expected as the hydrocarbon chains prefer to interact with the chemically identical solvent molecules. In both the atomistic and CG simulations, the hydrocarbon tethers appear to favor nearly perfectly linear conformations at low temperature, while at higher temperature the tethers tend to sample a broader range of bond angles, and various bent conformations are observed.
The behavior of the tethers in the CG simulations is quantitatively evaluated by computing the probability distribution functions for the intramolecular nonbonded distances between the end tether bead ͑T4͒ and cube corner bead to FIG. 11 . ͑Color online͒ Local packings of bare CG POSS molecules: ͑a͒ face-face, ͑b͒ corner-corner, ͑c͒ corner-edge, and ͑d͒ edge-edge. Aggregates of three POSS molecules exhibit combinations of these intermolecular orientations, such as ͑e͒ corner-corner and face-face, and ͑f͒ corner-edge and edge-edge. which the tether is attached ͑C8͒ and between the end tether bead and a nearest neighbor cube corner bead ͑C6͒ ͑Fig. 1͒. Note that effective potentials for the C8-T4 and C6-T4 interactions were not derived here to reproduce the corresponding AA target distribution functions in the CG simulations, because the effective bond stretching and bond bending potentials derived in Sec. III should, in principle, be sufficient to capture these intramolecular nonbonded distance distributions. Figure 13 shows that the shapes of the target atomistic and the CG distributions appear to be in good agreement. The relative magnitudes of the major C8-T4 and C6-T4 peak heights appear to be suitably captured in the CG simulations.
The CG model developed here affords a savings in computing time of roughly two orders of magnitude compared to the underlying atomistic simulations. The latter required nearly 420 CPU hours on a single 2 GHz Apple G5 processor to simulate 5 ns, while the corresponding CG simulations required approximately 3.5 CPU hours. The speedup in computing time for the CG model can be largely attributed to the reduced number of particles that arises because the solvent molecules are treated implicitly.
V. COMPARISONS BETWEEN CG AND MINIMAL MODELS OF MONOTETHERED POSS MOLECULES
It is instructive to compare features of the CG model of solvated monotethered POSS molecules developed here with those of the minimal model developed previously. 2 As mentioned in the previous section, the CG model successfully captures the various types of silsesquioxane cage intermolecular orientations exhibited by the AA simulations, while the minimal model only captures face-face local intermolecular packing. The location and shape of the CG octamethyl functionalized bare POSS cube effective potential and the phenomenological Lennard-Jones ͑LJ͒ potential used to portray these interactions in the minimal model are similar with respect to the first attractive well at separation distances r Ͻ 5 Å ͑Fig. 14͒. This short-ranged attraction appears to be primarily responsible for generating the face-face local intermolecular packing between POSS cubes in the atomistic and CG simulations, so perhaps it is understandable why only this particular type of intermolecular orientation is observed in the minimal model studies. The shape of the CG effective potential at larger separation distances past the first attractive well differs significantly from the LJ potential. The series of attractive wells and repulsive peaks at r Ͼ 10 Å appear to be responsible for generating the corner-edge, corner-corner, and edge-edge intermolecular orientations, and this finding indicates that the interactions between bare POSS cubes are long ranged. The interaction cutoff employed in the corresponding minimal model is r c = 2.5 c = 10.5 Å, and this value is smaller than the third and fourth peak positions in the cube corner bead RDFs that represent the other types of intermolecular packings observed in both the atomistic and CG simulations. Hence, the minimal model appears to be accurate for capturing the local intermolecular packing of POSS cubes at short separation distances r Ͻ 10 Å. This model will most likely be unsuccessful in capturing the POSS cube intermolecular packings at larger separation distances, even if the value of the LJ potential interaction cutoff is increased accordingly, because the tail of this potential has small values ϳ10 −3 k B T and lacks the series of attractive wells and repulsive peaks that appear to promote the additional types of intermolecular orientations.
With regard to the tether, the CG model captures the predominately extended chain conformations observed in the AA simulations as a result of the derivation and implementation of the effective bond angle potentials. These potentials FIG. 13 . ͑Color online͒ Probability distribution functions for intramolecular nonbonded distances between end tether beads and cube corner beads. ͑a͒ T = 300 K and ͑b͒ T =400 K.
FIG. 14. Effective potentials for iteration between cube corner beads in minimal and CG models of monotethered POSS at T = 300 K.
are required to faithfully capture the interactions between the tether and the POSS cage. Simulations of the CG model molecules with only the effective bare POSS cube and effective bond stretching potentials implemented do not reproduce well the orientation of the tether relative to the attached POSS cage nor the bond angles along the tether. Snapshots of these CG configurations reveal that the fully flexible tether tends to be in closer proximity to the attached cube by curving around it. Furthermore, the flexible tether adopts bent conformations that are not observed in the atomistic simulations. In the minimal model, the tether is treated as a fully flexible chain and also suffers from the same shortcomings as the CG model without specific bond bending interactions accounted for.
The neutral solvent condition appears to be qualitatively captured in the minimal model accurately. In this model the solvent condition is portrayed through attractive LJ interactions between identical bead types and WCA repulsive interactions between different bead types. Aggregation of the POSS cubes is observed in the AA and CG simulations that each account for POSS interactions with hexane solvent molecules. Clustering of the POSS cubes with tethers is not observed in these simulations. Both of these behaviors were also observed in previous simulations employing the minimal model.
VI. CONCLUSIONS
A CG model and force field were developed for capturing self-assembly of nonyl-tethered POSS molecules dissolved in hexane solvent. The model consists of a rigid cube with eight bead interaction sites on the vertices and a flexible tether consisting of bonded beads. A one-to-one mapping of groups of atoms in the atomistic molecule onto CG beads in the mesoscale model was established. The CG force field consists of solvent-mediated effective potentials that were derived using a structural-based coarse-graining numerical iteration scheme. It was demonstrated that these potentials could reproduce closely target intermolecular RDFs between interaction sites on bare silsesquioxane cages, target intramolecular bond length probability distributions, and target intramolecular bond angle probability distributions that were computed from the underlying explicit atom simulations. Furthermore, the potentials reproduced fairly well target RDFs for cube centers of mass, which are not interaction sites specified in the model.
The CG force field was evaluated in several ways. First, we found that different initial guesses for the effective potentials could reproduce a similar effective pair potential for bare POSS cages via Eq. ͑1͒ at low temperature but not at higher temperature. The differences in the forms of the resulting potentials in the latter case demonstrate the nonuniqueness inherent in the approach undertaken here. The accuracy of the potentials was evaluated by computing merit functions that measure the level of agreement between the target atomistic and CG probability distribution functions. Second, a different iteration algorithm was proposed that could reproduce the same overall effective potential for bare cube corner bead sites using the same WCA initial guess for the potential. This algorithm required a smaller number of iteration steps to achieve convergence compared to Eq. ͑1͒, and thus appears to be more efficient in deriving CG potentials for the system studied here.
The self-assembly behavior in both the atomistic and CG simulated systems was compared to validate the accuracy of the CG model. In both simulations small aggregates containing a few POSS molecules were observed. Several types of local packing of the silsesquioxane cages and various tether conformations were observed in the atomistic simulations, and these features were captured in the CG systems. Both the atomistic and CG simulations of monotethered POSS molecules resulted in self-assembly of the molecules into small aggregates with the cages comprising the aggregate cores and the tethers pointing outward. The CG model afforded a savings in computing time of roughly two orders of magnitude. It can be utilized next in simulations to predict the types of self-assembled structures or phases arising in systems containing thousands of nonyl-tethered POSS molecules dissolved in hexane. These structures can then be compared with the corresponding experimental studies.
Comparisons between the CG monotethered POSS model developed here and the corresponding minimal model developed earlier 2 indicate that the intermolecular interactions between cages are long ranged. Short-ranged interactions favor face-face intermolecular packing of cubes and longer-ranged interactions are necessary to reproduce other types of intermolecular orientations. The effective bond bending potentials in the CG model are important for capturing both the orientation of the tether relative to the attached silsesquioxane cage and the bond angles along the tether. These features are not captured faithfully by the fully flexible tether in the minimal model. The neutral solvent condition is qualitatively captured appropriately in the minimal model, as aggregation of POSS cubes, and not of POSS cubes with tethers, is observed in the AA, CG, and minimal model simulations. The CG model developed here incorporates the appropriate intermolecular packings between POSS cages and intramolecular orientation of the tether relative to the cube. These elements, which are absent in the minimal model, should be important for accurately predicting the types of self-assembled mesoscopic structures that arise in solution, and for yielding accurate simulation results that can be compared directly with experiments to better understand the selfassembly processes involved.
APPENDIX: RELATIONSHIP BETWEEN RADIAL DISTRIBUTION FUNCTIONS AND POTENTIALS OF MEAN FORCE FOR MOLECULAR SOLUTES
One commonly sees in the published literature references to potentials of mean force obtained from site-site radial distribution functions. This is particularly so in methods used to refine neutron scattering results 13 and to develop coarse-grained interaction potentials from detailed atomistic simulations. 13, 15, 16 However, many of the statements concerning potentials of mean force are incorrect, as we demonstrate below.
For spherically symmetric pure fluids, the potential of mean force ͑PMF͒ W͑r͒ between two of the molecules in the fluid is well defined and given by ͑for example, see Gray and
where k B is Boltzmann's constant, T is the absolute temperature, and g͑r͒ is the radial distribution function between the molecules in the fluid. The PMF is state dependent ͑a function of both density and temperature T͒. 
W͑,T;r͒ → u͑r͒, ͑A2͒
where u͑r͒ is the ͑spherically symmetric͒ pair potential between the molecules in the fluid. Additionally, W͑ , T ; r͒ has the significance of being an effective potential, in the sense that a simulation of two molecules performed with W͑r͒ as the potential will yield the same structure as the many-body simulation at density and temperature T. This is because for a two-body system the pair distribution function interacting with potential W͑ , T ; r͒ will be given by e −W͑,T;r͒/k B T , which by definition is the structure of the many-body fluid at density and temperature T.
For molecular fluids, there is a similar set of results relating the PMF W͑12͒ to the pair distribution function g͑12͒. In these functions, numbers 1 and 2 stand, respectively, for the multidimensional vectors r 1 ⍀ 1 and r 2 ⍀ 2 , where r i is the position of the center of mass of molecule i and ⍀ i is the vector specifying the orientation of molecule i in space. ͑For example, for linear molecules, ⍀ i is a vector of two elements, and for nonlinear molecules contains the three Euler angles.͒ In this case, W͑12͒ is well defined and given by
As in the case of simple fluids, the PMF is state dependent ͑a function of both density and temperature T͒ and satisfies the exact limiting relation
where u͑12͒ is the anisotropic pair potential between the molecules in the fluid. As before, strictly speaking, W͑12͒ is a function of density and temperature, so it more appropriately should be written as W͑ , T ;12͒. Again, as in the case of monatomic fluids, W͑ , T ;12͒ has the significance of being an effective potential, in the sense that a simulation of two molecules performed with W͑ , T ;12͒ as the potential will yield the same structure as the many-body simulation at density and temperature T, since for a two-body system the pair distribution function interacting with anisotropic potential W͑ , T ;12͒ will be given by e −W͑,T;12͒/k B T , which by definition is the structure of the many-body fluid at density and temperature T. Now let us consider site-site potentials and site-site pair distribution functions. For two identical m-site molecules that interact via site-site potentials, the total potential u͑12͒ is given by
where u ␣␤ ͑r͒ is the site-site potential between site ␣ in one molecule and site ␤ in another molecule, and r 12 ␣␤ = ͉r 12 ␣␤ ͉ = ͉r 1 ␣ − r 2 ␤ ͉ where r i ␥ is the position of site ␥ in molecule i; hence, r 12 ␣␤ is the distance between site ␣ in molecule 1 and site ␤ in molecule 2. Although the site-site potentials are spherically symmetric, the total potential u͑12͒ is evidently not spherically symmetric since changing relative orientations of the two molecules changes many or all of the r 12 ␣␤ .
Note that the decomposition of u͑12͒ into site-site interaction potentials is an approximation, and is not exact from the point of view of quantum mechanics. The site-site pair ͑or radial͒ distribution functions, g ␣␤ ͑r͒, are exact quantities defined to be somewhat analogous to the radial distribution function of simple fluids, but with different properties. Specifically, g ␣␤ ͑r͒ is defined to be proportional to the probability of finding site ␣ in molecule 1 and site ␤ in molecule 2 separated by distance r independent of the orientation of the two molecules. Thus, it has a precise definition in terms of the molecular distribution function g͑12͒ as follows: 
͑A6͒
where ⍀ = ͐d⍀ i =4 for a linear molecule and 8 2 for a nonlinear molecule. A molecule does not need to interact via a potential made up of site-site interactions in order to obtain g ␣␤ ͑r͒-the site-site radial distribution functions can be obtained independent of the assumption of site-site interactions. This is clear because g ␣␤ ͑r͒ can be obtained experimentally from neutron scattering, where the interactions between the molecules are, in general, unknown exactly, and are not decomposable into site-site interactions. Thus, the site-site radial distribution function ͑SSRDF͒ is a much more fundamental quantity than a site-site potential ͑SSP͒.
Let us now consider the quantity frequently cited in publications as the site-site analog of the PMF, 13, 15, 16 viz.,
We shall demonstrate that this quantity has no asymptotic properties similar to those of the spherically symmetric PMF W͑ , T ; r͒ for simple fluids or the molecular PMF W͑ , T ;12͒ for molecular fluids. Consider Eq. ͑A7͒ in the limit as → 0. Then ͑r͒ could either be experimental data ͑as in the neutron scattering application͒ or the site-site radial distribution function from a more atomistically detailed simulation ͑as in the coarse-graining application͔͒. However, as we have demonstrated in this paper, other iteration schemes that begin from a simple initial guess ͓dif-ferent from Eq. ͑A10͔͒ and use a different iteration scheme from Eq. ͑A11͒ ͑but having the same convergence point͒ will yield the same effective site-site interaction.
Another quantity frequently spoken of in PMF terms is related to the center-to-center ͑CC͒ distribution function given by g CC ͑r͒ = g CC ͉͑rЈ − rЉ͉͒ 
