In addition to the recurring connections between the internal units, each unit in the network has 91 additional gates for storing values: an input gate, one for memory clearing, one for output and one for 92 activating memory. In this way, it is possible to store values for many steps, or have them available at 93 any time [25] . 94 The gates are implemented using the following equations:
c t = f t c t−1 + i t tanh (W xc x t + W hc h t−1 + b c )
where σ is the sigmoid activation function, i is the input gate, f the memory erase gate and or the 96 exit gate. c is the activation of memory. W mn is the matrix that contains the values of the connections 97 between each unit and the gates. h is the output of the LSTM memory unit.
98
Additional details about the training process and the implications of this implementation can be 99 found at [28] .
100
An additional extension of LSTM networks that has had a greater advantage in tasks related to 101 temporal parameter dependence is the bidirectional LSTM network (BLSTM). In this, the configuration 102 of the network allows the update of parameters in both directions of the process, as if it were not only 103 to convert the input parameters to the reference of the output, but in the opposite direction. In this 104 work, these units will be used to make comparisons.
105
Training neural networks for the improvement of speech signals and noise reduction became 106 a solid idea from its first application in the correction of binary input patterns. Later, this idea was 107 used in modeling acoustic coefficients, which were mapped using a single layer. To test our proposed mixed neural networks LSTM / Perceptron to enhance reverberated speech, 121 the experiment can be summarized in the following steps: 122 1. Selection of conditions: Given the large number of impulse responses contemplated in the 123 databases, we randomly choose five reverberated speech conditions. Each of the conditions has 124 the corresponding clean version in the database.
Database

142
In our work, we use the Reverberant Voice Database created at the University of Edinburgh [31] , 143 which was designed to train and evaluate the methods of speech de-reverberation. The reverberated 144 speech of the database was produced by convolving the recordings of 56 native English speakers 145 with several impulse responses in various university halls. For this work, we randomly choose the 
where D ind is the average disturbance and A ind the asymmetric perturbation. The a k were chosen 161 to optimize PESQ in the measurement of general speech quality.
162
• Sum of squared errors (sse): This is the most common metric for the validation set error during 163 the training process of a neural network. It is defined as:
where c x is the known value of the outputs andĉ x the approximation made by the network. Figure 1 shows the procedure followed for the comparison between the different architectures 170 tested in this work. To analyze all the architectures that can be formed with a mixture of BLSTM layers 171 and MLP layers, a total of eight different neural networks were tested for each reverberation condition:
The metrics were applied in each of these possibilities, which constitute all the possibilities that 181 can be combined between the BLSTM and MLP layers in three layers. For the five cases of reverberation considered in this paper, the network that stands out as a 188 competitive alternative to the three-layer BLSTM network is the MLP-BLSTM-BLSTM configuration.
189
In addition to presenting in two cases a better result between all the architectures (under the conditions to the BLSTM network. This is one of the main indicators sought in this work.
192
In the same 
