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Gas-phase dissociative electron-transfer (ET) reactions are examined in the light of modern 
electron-transfer theory and a perturbation molecular orbital (PM01 model for ion-molecule 
collision rates. Two dissociative ET reactions reported by Knighton and Grimsrud-the 
reaction of azulene anion with dibromodifluoromethane and with carbon tetrachloride- 
happened in the inverted region of the relationship between reaction rate and free energy. 
Carbon-halogen vibration participation in dissociative ET reactions is demonstrated in two 
reaction series. Carbon-hydrogen stretch (3050 cm-‘) activation of electron transfer happened 
in the most exothermic reaction series: dissociative capture to form bromide from bro- 
motrichloromethane. The reasons for the failure of classical ion-molecule collision theory to 
give a quantitative account of reactive ion-molecule collision rates are presented in some 
detail. The fundamental failure is a result of a previously unappreciated change in the 
polarizability of a molecule when the orbitals on the molecule overlap with those on an 
adjacent ion. The molecular orbital-based collision model used here avoids the need to 
evaluate the changes in the polarizability tensor with overlap. (J Am Sot Mass Spectrom 
1997, 8, 510-518) 0 1997 American Society for Mass Spectrometry 
T his article shows that gas-phase dissociative elec- tron transfer (ET) can be quantitatively treated by using modem electron-transfer theory [l-71 
and a perturbation molecular orbital (PMO) model for 
the gas-phase ion-molecule collision process [s]. Two 
dissociative ET reactions reported by Knighton and 
Grimsrud 191 occurred in the inverted region of the 
relationship between reaction rate and free energy. The 
participation of carbon-halogen vibrations in dissocia- 
tive ET reactions happened in two reaction series. 
Activation of electron transfer by aromatic carbon- 
hydrogen stretch vibrations (3050 cm-‘) happened in 
the most exothermic reaction series: dissociative cap- 
ture to form bromide from bromotrichloromethane. 
Collision Model 
Gas-phase dissociative ET reactions require two dis- 
tinct steps: collision and electron transfer with dissoci- 
ation. The theoretical model used for each of these 
steps is critical to the evaluation of the overall reaction. 
When chemists think about ion-molecule collisions, 
we often think that all positive charges are equivalent. 
When we think about chemical reactivity, the struc- 
tural origin of charge is central to the discussion. The 
origin of the charge is very important to both ion- 
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molecule collisions and subsequent reactions. The view 
that “all charges are equivalent” for collisions has its 
origins in the fact that all charges are equivalent, to a 
high level of approximation, for ion optics. 
Figure 1 illustrates the central difficulty for classical 
models for reactive ion-molecule collisions. Figure 1 
plots the difference between a classical mechanical [lo] 
(Langevin) potential and a quantum mechanical 
Hamiltonian [ 111 (minimal basis set STO-3G) potential 
for H, reacting with H+, as a function of the distance 
of the proton from the center of mass of the hydrogen 
molecule. The H, bond axis was at an angle of 90” to 
the line between the proton and the hydrogen center of 
mass. Figure 1 shows that the Langevin and Hamilto- 
nian potentials are app;oximately the same at dis- 
tances greater than 15 A. The quantum mechanical 
potential is more attractiv: than the classical potential. 
At distances less than 2.5 A, the Hamiltonian potential 
is much more attractoive than the Langevin potential. 
Between 10 and 2.5 A the Langevin potential is more 
attractive than the Hamiltonian. This is the problem. 
In principle, the exact Hamiltonian will provide the 
minimum potential for the system. Approximate po- 
tentials that are below this minimum reflect bad 
physics. The minimal basis set Hamiltonian used in 
the calculations for Figure 1 is not “exact.” We have 
done 6-31G**MP2 calculations for this system [8b]. 
The results show a larger difference between the classi- 
cal model and the quantum mechanical model than 
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Figure 1. Langevin potential minus Hamiltonian (STO-3G [ 111) 
potential (electronvolts) for H, interacting with H+ as a function 
of distance (angstroms) between the ion and molecule. 
that indicated in Figure 1. We can be confident on this 
basis that the Hamiltonian used for Figure 1 will be 
much closer to the exact physical situation than a 
classical approximation based upon a scalar polariz- 
ability. 
The polarization potential overestimates the interac- 
tion between H, and Ht in the critical region that 
contains the cross-section radius for the ion-molecule 
collision. This overestimate is the result of the fact that 
the polarizability tensor for a molecule decreases when 
the orbitals of the molecule overlap with low energy 
vacant orbitals on an ion, and electrons exchange be- 
tween the ion and molecule. There is no simple method 
for estimating this decrease in polarizability. 
The change in polarizability, which results from 
overlap of molecular orbitals with those of an ap- 
proaching ion, accounts for the two major failures of 
classical theories of ion-molecule collisions: (1) theo- 
ries based on classical physics often underestimate 
ion-molecule cross sections for collisions, so that reac- 
tions happen before collision [B] and (2) classical theo- 
ries do not consider the effect of orbital energy on 
ion-molecule potential, so the relative collision (and 
reaction) rates for a molecule and a series of rare gas 
ions can be identical [B]. The latter result for electron 
transfer or proton transfer is contrary to a large body 
of literature [l-6]. 
Failure (1) seems counterintuitive. A function that 
overestimates the attractive potential also underesti- 
mates the collision rate. This is the result of the slopes 
of the three nonlinear functions involved: (1) the cen- 
trifugal potential that depends on the inverse square of 
the distance between the ion and molecule, r; (2) the 
polarization potential that depends on the inverse 
fourth power of Y; (3) the real attraction potential, 
modeled here by a minimal basis set Hamiltonian. At 
a distance of 3 A the Langevin potential is about 0.02 
eV more attractive than the Hamiltonian potential for 
the H,+ system (Figure 1). The maximum yc in the 
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effective potential V&r), which cetermines the cap- 
ture cross section, is onear 2.8 A for the Langevin 
potential and near 3.0 A for the Hamiltonian potential. 
The difference is due to the relative slopes of the three 
equations involved. The discrepancy between the 
Hamiltonian cross section and the Langevin cross sec- 
tion increases with an increase in the Hamiltonian 
interaction between the ion and the molecule. This is 
why most type 1 failures happen in positive ion reac- 
tions [B] where the difference in ionization energy 
between the molecule and the neutralized ion can be 
quite large. This is also why classical collision theory 
works reasonably well for nonreactive ion-molecule 
collisions [lOd]. For negative ion collisions, only the 
most attractive potentials will show type 1 failure for 
the classical theory (see Table 1 and Figure 21, because 
the range of ionization energies for negative ions is 
roughly one-fifth that for positive ions. 
Collision of rare gas ions with p-difluorobenzene 18, 
lOa] illustrates the influence of the source of the charge 
on collision rate (failure 2). Helium ions collide faster 
with p-difluorobenzene than do xenon ions for two 
reasons: (1) the helium ions have a smaller mass, so 
the centrifugal barrier is smaller and (2) helium neu- 
trals have a higher ionization energy than correspond- 
ing xenon species. When orbital overlap is similar, the 
force between a helium cation and a molecule will be 
larger than the corresponding force involving a xenon 
ion. This quantum effect on collision rates contrasts 
with the behavior of ions in homogeneous electric 
fields, where the effect of charge is identical for helium 
and xenon ions. In the PM0 model the ionization 
energy difference between He and Xe accounts for a 
factor of 2.3 in the ratio of the He’ collision rate to that 
for Xe+ under conditions of equal temperature and 
pressure. A factor of 2 in rate is generally considered a 
sizeable effect in chemical systems. 
The Hellmanr-Feynman theorem tells us that the 
results of a calculation using quantum mechanics will 
be identical to those from an exact classical mechanical 
model. The problem with the classical model results 
from changes in the polarizability tensor of the 
molecule due to electron exchange with the ion. There 
is no convenient procedure for estimating these changes 
in polarizability. 
Polarization models are reasonable at large dis- 
tances (> 20 A) between an ion and a molecule. The 
models fail to describe all of the physics when the ion 
and molecule are close enough to exchange electrons. 
The angular momentum potential part of the classical 
model for the centrifugal barrier in ion-molecule colli- 
sions makes good physical sense. It is the interaction 
potential between the ion and the molecule that needs 
to include quantum effects. 
We have adopted the Langevin formal solution [lo] 
to the collision problem and replaced the polarization 
potential with an approximate quantum mechanical 
Hamiltonian [B]. The curve for the effective potential 
V&Y) maximizes at yc in the Langevin model. The 
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Table 1. Rate constants, free energies, and dissociative electron-transfer efficiencies 
EAo kb k PM0 kmob bG”C 
Arm= (eV) [(cmsmolecule-’ s-‘) X 1O”l [(cmsmolecule-’ so’) X 10’“l [(cm3molecule~’ SK’) x lO’O] (eV) log kodb,od 
CClsBrfAr-+ Brve 
Azulene 0.69 14.0 14.0 9.6 - 1.25 -8.7 x 10-5 
NB 1.01 9.2 15.0 97 0.93 -0.21 
2-FNB 1.07 8.5 15.0 9.3 - 0.87 - 0.23 
3.FNB 1.23 59 15.0 9.3 -0 71 -0.40 
3-CF,NB 1.41 3.0 14.0 8.6 -0 53 - 0.67 
2-NO,NB 1.65 0.47 15.0 8.9 - 0.29 - 1.50 
CF,Br* + Ar + Br 
Azlllene 0.69 8.2 8.2 8.3 -0.58 -4.4 x 10-d 
NB 1 .Ol 4.0 9.5 8.4 - 0.26 ~ 0.37 
2-FNB 1 .07 3.2 93 8.1 - 0.20 ~ 0.46 
3-FNB 1 .23 0.47 97 81 -0045 -1.32 
CCI,+Ar-+ Cl- 
Azulene 0.69 5.0 5.4 9.4 - 0.66 -0.031 
NB 1 .Ol 1 .a 5.4 9.6 -034 - 0.48 
L-FNB 1 07 0.83 5.2 9.2 - 0.28 - 0.80 
3-FNB 1.23 0.05 52 9.2 -0 12 - 2.02 
a NB denotes nitrobenzene. 
b Reference 9. 
‘AH”= - IE, IE,+ hH”,,,,; IE,: Bi, 3 365 eV; CI’. 3.617 eV; AH”,,,,; CCI,Br + Bi, 2 15 eV; CF,Br, + Bi, 2.55 eV, Ccl, + CI’, 2.94 eV; 
+TASaaeK: CCI,Br + Br -, -0.72 eV*; CF,Br, + Br-, -0.72 eV*; Ccl, + Cl -, -0 68 eV*. The asterisks denote estimated values. 
d rc = 1.5 nm (see ref 8); SDA.co,,: CCI,Br. 0.0044; CF,Br,, 0.0025; Ccl,. 0.00065; EA,,,,: 
The asterisks denote estimated values. 
CCI,Br, 1.14*; CF,BR,, 0.4*; Ccl,, 1.14 (ref 16). 
eMajor product. The adduct X- ... Ar was also reported [S]. 
maximum potential equals the relative energy of the 
system, E, [lOal. E, is the sum of the instantaneous 
kinetic and potential energies of the ion-molecule pair: 
E, = q2a/2r,” (1) 
E, is the absolute value of the attractive potential 
between the ion and molecule at r,. In eq 1, 9 is the 
charge on the ion and (Y is the scalar polarizabili 
7 
of 
the molecule. The PM0 model replaces - q2a/2rc by 
* Elm the first order PM0 Hamiltonian obtained us- 
ing the Mulliken approximation. The Mulliken ap- 
proximation gives the bonding potential as the product 
of the average ionization energy for the orbitals in- 
volved and the overlap integral [B]. 
The PM0 collision rate constant for an ion nonpolar 
molecule pair is 
k I’M0 = zq = vr(4r,“( -A E,, )/E,)1’2 
= 27r(2r,4( - A E,, ),QL)“~ (2) 
The term 2rc4 is a simple constant that is essential for 
maintaining correct units. It arises from replacement of 
the polarization potential by A E,,. We have used the 
value of rc = 1.5 nm. This value approximately maxi- 
mizes the ET efficiency 
E ET = k/k,,, = k/(2~[2r,‘( -AE&/L]~‘~) (3) 
when So,, the overlap integral in the Mulliken ap- 
proximation, is near 0.001 [S]. This distance is also 
approximately where the polarization model begins to 
seriously deviate from a Hamiltonian model. 
The PM0 rate constants are not absolute rate con- 
stants because they contain an adjustable parameter 
S the overlap integral for the series. To convert 
th”,“,k relative rates to an absolute scale requires addi- 
tional information. In this treatment we have used the 
fact that electron-transfer rates go through a maximum 
as a function of reaction free-energy. At the maximum 
in the curve the electron-transfer efficiency (see subse- 
quent text) is assumed to be 1. This value allows us to 
set a value for the overlap integral in the series of 
reactions. Mistakes made in setting the value of the 
overlap integral would shift the prediction for an en- 
tire series of collision processes. The relative rates 
within the series should nonetheless be reliable. 
Dissociative Electron-Transfer Model 
As a result of the general assumption of unit efficiency 
of exoergic gas-phase reactions [lo], some mass spec- 
troscopists are not aware that electron-transfer rates 
generally vary with IAGo following a distorted Gauss- 
ian curve. At low values of IAG’I, rates increase with 
increasing exoergicity of the reaction because the acti- 
vation energies decrease and the density of product 
states increases in the same sense. The curve maxi- 
mizes near the sum of the reorganization energies-the 
energy required to distort the reactants from the reac- 
tant configuration to the approximate configuration of 
the products. Beyond the curve, maximum rates de- 
crease with increasing exoergicity of the reaction. This 
is the so-called Marcus inverted region. In this region 
the apparent activation energy increases and the 
Franck-Condon weighted density of states decreases 
with increasingly negative values of AG”. Marcus [12] 
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Figure 2. Log of experimentally derived [9] ET efficiencies ob- 
tained by using the average dipole orientation [lOa] classical 
ion-molecule collision model for aromatic anions reacting with 
CC1,Br to produce Br-. 
received the Nobel Prize in 1992 for his prediction of 
this phenomenon in 1956. 
Marcus theory [l-6] has been applied to electron- 
transfer [13] and S,2 reaction rates [141 in the gas 
phase. These applications used polarization models for 
the ion-molecule collision process [lo]. Marcus theory 
has also been applied to gas-phase electron transfer 171 
by using a PM0 ion-molecule collision model [8]. This 
work shows that the application of PM0 ion-molecule 
collision and electron-transfer theory can be extended 
to dissociative electron transfer. 
Knighton and Grimsrud’s [9] data for dissociative 
ET reactions with three different substrates are repro- 
duced in Table 1, with values we used for free ener- 
gies, k,,,, k,,, and the PM0 electron-transfer effi- 
ciencies (Err [7, 81, eq 3). Generally reaction efficien- 
cies in the gas phase have been assumed to be unity 
[lo]. In eq 3, p is the reduced mass of the ion-molecule 
collision complex. 
The standard kinetic scheme for electron transfer 
[12] with a single complex between an anionic donor 
D- and acceptor A is 
D-+ A ‘3’ co,, [DA]-’ kET -tD+A- 
k- 
~kmmz 
D+A+e- 
(4) 
k C0ll is the rate constant for collision between the donor 
and acceptor, k,, is the rate constant for ET within the 
[DA] ~ * complex, and kloss is the rate constant for loss 
of the [DA]-* complex by all processes other than ET. 
In =I 4, kloss would be the sum of kiotiz and kp,,,,. The 
rate constant for product formation is 
k = kcoukm/(k,oss + km) (5) 
When the rate of electron transfer is a maximum, we 
assume that kET.max z++ kloss so that k = kcolr. This is 
the assumption of unit electron-transfer efficiency at 
this single reaction free energy. On the high - AG” side 
of the ET rate maximum we assume that the dominant 
component in kloss is electron autodetachment kioniz. 
On the low -AG” side of the ET rate maximum we 
assume that the dominant component in kloss is disso- 
ciation of the ion-molecule complex kp,,ll. 
The donor-acceptor complex [DA]-* is formally an 
excited state of (A-+ D), the dissociating product state. 
For exothermic ET reactions it is reasonable to assume 
that the rate of back electron transfer in (A-+ D> is 
negligible. The [DA]-* complex has a lifetime for 
electron autodetachment [15] that is proportional to 
the reciprocal square of the absolute value of the 
matrix element coupling the collision complex [DA]-*, 
with (D + A) and a free electron. For free energies 
above that of kET.max, kloss will increase with /AG”I 
because of spontaneous electron emission and k,, will 
decrease with I API. For free energies below the maxi- 
mum electron-transfer rate, kloss will increase as /AC”1 
decreases, because the rate of dissociation of the com- 
plex will increase as the binding energy in the complex 
decreases. In this energy region k,, will increase with 
/API. 
As an approximate solution to this kinetic problem 
we have set (kloss + k,,) = kETwmax. This approxima- 
tion avoids the complication that measurement of a 
reaction rate is not sufficient to assess the collision rate, 
the state lifetime of the collision complex, and the 
electron-transfer rate to give products. We approxi- 
mate the rate constant for the formation of products as 
the product of the rate constant for collision calculated 
by a PM0 model 181 and the efficiency of electron 
transfer E,,. 
For dissociative ET reactions of anions two distinct 
orbitals are involved in the overall process. The lowest 
vacant orbital of the molecule is involved in the ion- 
molecule collision. We used the known electron affin- 
ity (EA) of carbon tetrachloride, 0.8 eV [16al. The 
electron affinity of dibromodifluoromethane was esti- 
mated as 0.4 eV, the same as the EA of dichlorodi- 
fluoromethane [16b]. The EA of bromotrichloro- 
methane was estimated as 0.8 eV, the same as that for 
carbon tetrachloride [16a]. 
Small errors in the electron affinity used in the 
collision model will not significantly change the pa- 
rameters in the reaction efficiency curve fitting. In- 
514 DOUGHERTY 
creases in the average ionization potential in a series 
will be directly offset by decreases in the collision 
overlap integral SoA, which is adjusted to give a 
maximum reaction efficiency of 1. 
For the dissociative electron-transfer step, the accep- 
tor orbital is the virtual vacant orbital associated with 
the electron acceptor. This orbital’s energy is given by 
minus the electron affinity of the radical that forms the 
product ion. The radical that forms the product ion 
does not appear on the reaction coordinate, but its 
electron affinity is controlling for the rate of reaction 
because the anion (here either Br- or Cl-) is the 
reaction product. The energies of the virtual vacant 
orbitals-the respective electron affinities-are well 
known. The dissociative electron-transfer step is the 
rate determining step for product formation after for- 
mation of the ion-molecule collision complex. 
The value of the overlap integral So, for the colli- 
sion process in both anionic and cationic reactions for 
ordinary ET varied between 0.001 and 0.008 [7, 83. For 
the reactions discussed here the collision process over- 
lap integrals varied from 0.0006 to 0.007 (see footnotes 
to Table 1). 
The entropy terms for the reactions in Table 1 were 
approximated by using the CODATA values [17] for 
the entropies of the radicals (B;, 0.00181 eV K-l 
atom-‘, and CT, 0.00171 eV K-r atom-‘), correspond- 
ing to the anions produced in the reactions, as AS” for 
the reactions. This approximate approach will not be as 
reliable as computation of the partition functions for 
the reactants and products [18]. Whereas the electron 
acceptors are identical for an individual series, the 
error associated with this approximation would be 
reflected in a shift of the curve in Figures 3, 4, or 5 to 
the right or left on the ]AG”I axis. This shift would be 
reflected primarily by compensating changes in the 
structural reorganization energy A, for the reaction. 
The dominant term in the entropy of reaction is the 
addition of one degree of translational entropy to the 
system. This will be the same for both the anion and 
the radical. 
The temperature used was 398 K, the reported ex- 
perimental temperature. These experiments were con- 
ducted at a pressure of 3 torr [9]. At this relatively 
high pressure the assumption of thermal equilibrium 
for the activated complex seems reasonable. 
Bond dissociation energies were taken from the 
Mortimer compilation [19]. These values, 2.94 k 0.13 
and 2.15 + 0.13 eV for the carbon-chlorine and car- 
bon-bromine bonds in the trichlorohalomethanes, are 
lower than values based on kinetic methods [20]. The 
larger values for the bond strengths 1201 give positive 
free energies of reaction for the slowest members of 
the series by using the foregoing assumptions for T AS”. 
The bond energy in Br-CF,Br was estimated as 2.55 
eV. The kinetic estimation of bond energies suffers 
from the complications associated with the relation- 
ship between the rate constant for the reaction and the 
free energy for the process discussed in the preceding 
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Figure 3. Log of experimentally derived [9] (points) and calcu- 
lated (curve) ET efficiencies (eqs 6-11; A, = 0.81 eV, A, = 0.99 
eV, v = 3050 cm-‘) for aromatic anions reacting with CCl,Br to 
produce Br -. 
-AG (eV) 
Figure 4. Log of experimentally derived (points) and calculated 
(curve) ET efficiencies (eqs 6-11, A, = 0.11 eV, A, = 0.47 eV, 
v = 820 cm-’ ) for aromatic anions reacting with CFr Br, to pre 
duce Br-. 
J Am SW Mass Spectrom 1997, 8, 510-518 PM0 THEORY OF GASPHASE DISSOCIATIVE ET RATES 515 
,.,I 
s 
B -1.0 
-3.0 ’ ’ 
0.0 0.2 0.4 0.6 0.6 1.0 1.2 
-AG (eV) 
Figure 5. Log of experimentally derived (points) and calculated 
(curve) ET efficiencies (eqs 6-11, s = 0.024 eV, A, = 0.60 eV, 
v = 435 cm-‘) for aromatic anions reacting with CCI, to produce 
text. If the reactions used for the estimation or bond 
energies have l AG”] substantially different from the 
reorganization energy for the process, there will be an 
inevitable error in the bond-energy estimate. The fact 
that the bond strength values based on reaction rates 
[201 give positive free energies for processes that pro- 
ceed with substantial rates in a high pressure mass 
spectrometer ion source at thermal equilibrium sug- 
gests that the bond strength values are indeed too 
high. 
An alternative explanation for the positive free en- 
ergy of reaction when the latest bond energies were 
used is that we have grossly overestimated the re- 
action entropies. This explanation fails because the 
reaction entropy must contain at least one unit of 
translational entropy. The difference between a unit of 
translational entropy and the values used for the reac- 
tion entropies would be too small to bring reactions 
back to exothermic if the latest bond energies [20] were 
used. The bond energy values based on reaction rates 
should be carefully reexamined in light of the kinetic 
considerations imposed by the Marcus relationship 
[l-6]. 
Derivation of the electron-transfer efficiency [7] Es, 
assumed that in a series of electron-transfer reactions 
the reaction rate equals the ion-molecule collision rate 
when AG” corresponds to the maximum ET rate 
k sTemax. On either side of the ET rate maximum the 
kinetic term (klms + k,,) is assumed to be approxi- 
mately constant and equal to kET.max. 
We expect that (kloss + k,,) may be somewhat 
smaller than kETemax when - AG” is substantially larger 
or smaller than the value at kET.max. This should have 
little effect on determining the parameters in the rela- 
tionship between reaction rate and -AGO. The close- 
ness of fit of the plots in Figures 3-5 shows this 
analysis is reasonable. 
The original authors did not report the experimental 
uncertainty associated with the rate constants in Table 
1. From data in ref 9 it is possible to estimate that the 
uncertainty in the rate constants was on the order of 
10%. Whereas the range of reaction efficiencies in Fig- 
ure 3 exceeds 1.5 log units, this error analysis suggests 
that structure in the curve in Figure 3 has a basis in 
reality. 
The model used to produce the curves in Figures 
3-5 is given in eqs 6-11. The golden rule [151 of 
quantum mechanics is stated as 
k = 4,rr2* hK'* Iv,,,~~ *FCWD (6) 
Equation 6 links reaction rates for electron transfer to 
the Franck-Condon weighted density of states (FCWD) 
and the matrix element V,, that couples the donor 
and acceptor electronic states for the reaction. A PM0 
evaluation of V,, can be obtained by use of the 
Mulliken approximation [21] 
VII, = W%M* (IE, + IE,)/2 (7) 
where (IE, + IE,)/2 is the average ionization energy 
of the donor (before electron transfer) and the acceptor 
(after electron transfer). In dissociative electron trans- 
fer the acceptor is the virtual radical that captures an 
electron to produce the product ion. n, is the orbital 
occupancy (1 or 2) of the highest occupied orbital in 
the ion-molecule complex. The molecular orbital co- 
efficients for the frontier orbitals on the donor and 
acceptor are assumed in eq 7 to be both 1. c is a 
constant, here set to - 1. 
In the expression for the Franck-Condon weighted 
density of states [15b], 
FCWD = (4nA,k,T) p1’2* 2, exp - Q*(Q”‘/w!>* 
x exp - {(AG” + A, + ohv)2/4h,kBT) (8) 
Q = h,/hw (9) 
the electron donor is assumed to be in the vibrational 
ground state. Vibrational states of the donor and ac- 
ceptor are explicitly included. It is assumed that the 
relevant vibrations can be approximated by a single 
average mode, Y [4, 5, 15b]. 
Following models from solution [l-6], the reorgani- 
zation energy is dissected into two parts. A, is the 
vibrational reorganization energy that is associated 
with the reaction coordinate. The remainder of the 
reorganization energy (A,, the structural reorganiza- 
tion energy) is the energy difference between the initial 
and product modes for the ET complex. Subsequent to 
electron transfer, all of the modes of both the donor 
516 DOUGHERTY J Am Sot Mass Spectrom 1997,8,510-518 
and acceptor will undergo some change. The sum of 
these changes is reflected in A,. 
Values for A, and A, were determined by least- 
squares curve fitting. In situations where the calcu- 
lated curve is reasonably close to the experimentally 
derived values, an increase in one of the components 
in reorganization energy will often be offset by a 
decrease in the other. The sum of the two components 
of the reorganization energy is near the maximum in 
the ET efficiency curve. The position of the maximum 
is generally quite easy to locate. Once the maximum 
has been located, the shape of the function is deter- 
mined by variations in the two components of the 
reorganization energy. 
The electron-transfer efficiency (eq 3) reduces to the 
ratio of the product of the square of the positive 
definite matrix element and the density of states, di- 
vided by the maximum value for the same product: 
k/k PM0 = E ET = lVDA12 *FCWD/max( IV,,12 *FCWD) 
(10) 
It is this ratio that produces the curves in Figures 3-5. 
V nA for the dissociative ET reaction of bro- 
motrichloromethane was obtained as 
V -- DA - SD.&% + (I&r - BDb,,a - 3 AG”)] /2 
(11) 
The term in parentheses in eq 11 corresponds to IE, in 
eq 7. BDLcc,, is the bond dissociation energy for 
homolytic cleavage of the Br-Ccl, bond at the reac- 
tion temperature. The corresponding matrix elements 
for reactions of difluorodibromomethane and carbon 
tetrachloride used the same elements with the appro- 
priate values to the reaction. 
Figure 3 presents log k/k,,, data (points) and log 
E ET values (curve, eqs 6-11) for dissociative electron 
capture by bromotrichloromethane reacting with aro- 
matic anions [9]. w, the summing index in eqs 8 and 
10, ranged from 0 to 20. In this spreadsheet calculation 
- AG” varied in O.Ol-eV steps. 
Figure 2 shows an analysis like that presented in 
Figure 3, but by using the classical average dipole 
orientation (ADO) theory [lOal for the values of kcoll 
(eq 10). The shape of the implied curve in Figure 2 is 
similar to that in Figure 3. The difference between the 
logs of the calculated collision rates, log kPMO - 
log kAm, decreases linearly with - bG” because the 
PM0 collision constant varies with bG” for the reac- 
tion and the ADO collision constant does not. The 
scaling difficulty that gives a reaction (azulene) with 
an electron-transfer efficiency greater than 1 in Figure 2 
is an often encountered problem in polarization-based 
ion-molecule collision models. 
In the classical work by Gioumousis and Stevenson 
[22] more than half of the proton-transfer rates that 
they reported, happened with efficiencies (Em = 
k/k Langevin) greater than 1. In a series of electron-trans- 
fer reactions from nonpolar molecules to rare gas ions 
[B, lOa, 231 all of the electron-transfer reactions in 
several series happened with an efficiency (E,, = 
k/k,,) greater than 1. These results are not very 
physical and could be considered a major failing of the 
classical theory (see the foregoing discussion of type 1 
failures of the classical theory). In the past these non- 
physical results have either been ignored or dismissed 
with a statement that “the theory is essentially correct.” 
When the calculated collision rate is in error, the possi- 
bility of developing a reasonable understanding of the 
subsequent reaction rates does not exist. 
Figures 4 and 5 present a similar analysis to that in 
Figure 3 for reactions of the aromatic anions with 
dibromodifluoromethane and carbon tetrachloride, re- 
spectively. The curves in Figures 4 and 5 were gener- 
ated by using the foregoing diabatic model (eqs 6-11). 
Reactions of the azulene anion (the point farthest to 
the right in Figures 4 and 5) with the acceptors in 
Figures 4 and 5 are in the inverted region. The rates of 
dissociative electron transfer to all three of the 
Knighton and Grimsrud [9] substrates by using other 
donors with a low electron affinity such as the pyrene 
or naphthalene molecule anions should be examined 
because they would be anticipated to be in the in- 
verted region. 
Table 2 gives the parameters used to generate the 
curves in Figures 3-5. 
In the semiclassical model for electron transfer, the 
averaged vibrational frequency v is the vibration that 
is activated to couple the donor and acceptor electronic 
states. For intramolecular electron transfer in disubsti- 
tuted steroids [5], the value used for this parameter 
corresponded to a carbon-carbon stretch at 1500 cm-‘. 
The results of this study suggest that vibrations at both 
lower and higher frequencies can couple electronic 
states for electron transfer. 
The value of Y for bromotrichloromethane dissocia- 
tive electron transfer of 3050 cm-’ is the highest fre- 
quency we are aware of for the averaged vibrational 
frequency contribution to the rate of a nonadiabatic ET 
reaction. This value suggests that aromatic carbon- 
hydrogen vibrations can couple donor and acceptor 
electronic states. 
Table 2. ET efficiency parameters for dissociative ET 
reactions 
Reaction A. (eV) A, (eV) Y (cm ‘1 C (errod2 
Ar - + CCI,Br + Br - 0.81 0.99 3050 0.0066 
Ar -‘+ CF,Br2 + Br 0.11 0.47 820 0.0059 
Ar -‘+ Ccl, + Cl- 0.024 0.60 435 0.0023 
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An averaged vibrational frequency of 3050 cm-’ 
indicates no contribution from CCl,Br vibrations to the 
reaction rate in Figure 3. The infrared spectrum of 
CCl,Br is flat above 800 cm-’ [24]. When an averaged 
vibrational frequency of 1500 cm-i was used to fit the 
data in Figure 3, the points for 2-fluoronitrobenzene 
and nitrobenzene (2-FNB and NB, Table 1) were dis- 
tinctly off the line. The minimum value for the sum of 
the squared error in the logarithmic plot by using 
u = 1500 cm-’ was 0.020, compared to 0.0069 for the 
curve in Figure 3 with v = 3050 cm-‘. 
dipole corrections to collision rates will be accom- 
plished in the future [8b]. 
The exothermicity of the reaction in Figure 3, cou- 
pled with the vibrational contributions to the reaction 
rate, suggests that the dissociating potential for the 
departing bromide crosses the bonding C-Br potential 
in trichlorobromomethane at a bond distance such that 
the intersection of the two curves is below the first 
vibrational excited state of the C-Br bond. In this case, 
the C-Br vibration could not couple the donor and 
acceptor electronic states. The active vibration for cou- 
pling the two states must have come exclusively from 
the donor. 
Dissociative electron-transfer reactions in the gas 
phase can be effectively analyzed by using a Marcus 
relationship [l-7]. Two dissociative ET reactions were 
shown to occur in the inverted region. These are the 
first heavy atom bond ruptures known to occur in the 
inverted region of the rate-free-energy relationship. 
Carbon-halogen vibration participation in dissociative 
electron-transfer reactions reduces the width of the 
relationship between log Es, and -AG” for the reac- 
tion series. Carbon-hydrogen vibration participation 
in dissociative electron-transfer reactions increases the 
width of the relationship between log Es, and -AG” 
for the series. Both of these features have been demon- 
strated by this analysis, 
References 
1. 
2. 
3. 
4. 
5. 
6. 
Marcus, R. A. Angezu. Chem. ht. Ed. Engl. 1993, 32, 1111. 
Marcus, R. A.; Sutin, N. Biochem. Biophys. Acta 1985, 821,256. 
Carbon-halogen vibrational coupling of the donor 
and acceptor states for the dissociative ET reactions in 
Figures 4 and 5 causes the curves for the relationship 
between log E,, and - AG” to decrease in width. The 
value of Y for the carbon tetrachloride reaction (Table 
2) is at slightly lower energy than the most intense 
absorption in the Raman spectrum of that molecule 
(459 cm- ‘1 [25]. The value of v for the difluorodibro- 
momethane reaction corresponds to the most intense 
absorption in the infrared spectrum of the molecule 
[24]. Intersection of the halide dissociation surface with 
the carbon-halogen vibrational potential for the reac- 
tions of CF,Br, and Ccl, must occur above the first 
excited carbon-halogen vibration. 
The collision rates for the reactions in Figures 3 and 
4 were not corrected for the dipole moment of the 
reacting molecule. In the Langevin model the dipole 
moment of a molecule makes no difference in the 
critical interaction radius r,; it only contributes to the 
“effective concentration” of the molecule near the ion. 
The dipole interaction is long range so the concentra- 
tion of polar molecules near an ion will be marginally 
larger than the bulk concentration. In the PM0 colli- 
sion model the contribution of dipole moment to the 
overall rate appears to be relatively smaller than it is 
when a classical potential is used [8b]. The collision 
rates in Figure 2 were corrected for the dipole moment 
of bromotrichloromethane. Even with this correction 
the collision rate with the azulene anion was seriously 
underestimated by the classical model. 
(a) Su, T.; Bowers, M. T. Gas Phase Ion Chemistry, Vol. 1; 
Bowers, M. T., Ed.; Academic: New York, 1979; pp 83-118; 
(bl Turulski, J.; Niedzielski, J. J. Muss Spectrom. Zen Processes 
1994, 239, 155; Cc) Su, T. J. Chem. Phys. 1994, 100, 4703; (d) 
Mason, E. A.; McDaniel, E. W. Transport Properties of Ions in 
Gases; Wiley: New York, 1988; (e) Adams, N. G. In Atomic, 
Molecular and Optical Physics Handbook; Drake, G. F. W., Ed.; 
American Institute of Physics: Woodbury, NY, 1996; pp 
44-449; and papers cited in these works. 
Frisch, M. J.; Trucks, G. W.; Head-Gordon, M.; Gill, I’. M. W.; 
Wong, M. W.; Foresman, J. B.; Bomperts, R.; Andres, J. L.; 
Raghavachari, K.; Binkley, J. S.; Gonzalez, C.; Martin, R. L.; 
Fox, D. J.; Defrees, D. J.; Baker, J.; Steward, J. J. I’.; Pople, J, A. 
Gaussian 92, Reuision B; Gaussian, Inc.: Pittsburgh, PA, 1992. 
Marcus, R. A. 1. Chem. Phys. 1956, 24, 966. 
(a) Richardson, D. E. J. Phys. Chem. 1986, 90, 3697; (b) Eyler, 
J. R.; Richardson, D. E. 1. Am. Chem. Sot. 1985, 207, 6130; 
(cl Richardson, D. E.; Christ, C. S.; Sharpe, I’.; Eyler, J. R. J. 
Am. Chem. Sot. 1987, 109, 3894. 
Wladkowski, B. D.; Brauman, J, I. 1. Phys. Chem. 1993, 97, 
13158. 
There is only one substrate for each of the reaction 
series in Figures 3 and 4. This means that addition of a 
parametric dipole term would not alter the relative 
rates at all. What the addition would do is slightly 
change the value used for the overlap integral So, for 
the collision interaction. Quantitative consideration of 
7. 
8. 
9. 
10 
11 
12 
13 
14 
15 
16. 
Sutin, N. Prog. Inorg. Chem. 1983, 30, 441. 
Closs, G. L.; Miller, J. R. Science 1988, 240, 440. 
Closs, G. L.; Calcatera, L. T.; Green, N. J.; Penfield, K. W.; 
Miller, J. R. 1. Phys. Chem. 1986, 90, 3673. 
Ohno, T.; Yoshimura, A.; Mataga, N.; Tazuke, S.; Kawanishi, 
Y.; Kitamura, N. J. Phys. Chem. 1989, 93, 3546. 
Dougherty, R. C. 1. Chem. Phys., in press. 
(al Dougherty, R. C.; Xu, M. 1. Am. Chem. Sot. 1996, 118, 
9424; (b) Xu, M.; Dougherty, R. C., unpublished. 
Knighton, W. B.; Grimsrud, E. P. \. Am. Chem. Sot. 1992, 114, 
2336. 
(a) Fermi, E. Notes on Quantum Mechanics, 2nd ed.; University 
of Chicago Press: Chicago, IL, 1995; pp 99-102; (b) DeVault, 
D. Qunntum-Mechunical Tunnelling in Biological Systems, 2nd 
ed.; Cambridge University Press: Cambridge, 1984; pp 
1299134. 
(al Staneke, I’. 0.; Groothuis, G.; Ingemann, S.; Nibbering, 
N. M. M. lnt. 1. Mass Spectrom. ion Processes 1995, 142, 83; 
(b) Lias, S. G.; Bartmess, J. E.; Liebman, J. F.; Holmes, J, L.; 
Levin, R. D.; Mallard, W. D. J. Phys. Chem. Ref. Data 1988, 
2 7, Suppl. 1 (gas-phase ion and neutral thermochemistry). 
518 DOUGHERTY J Am Sac Mass Spectrom 1997,8,510-518 
17. Cox, J. D.; Wagman, D. D.; Medvedev, V. A., CODATA Key 
Va/ues for Thermodynamics; Hemisphere: New York, 1989. 
18. Davidson, N. Stat&al Mechanics; McGraw-Hill: New York, 
1962. 
19. Mortimer, C. T. Reaction Heats and Bond Strengths; Pergamon 
Press, London, 1962. 
20. Lide, D. R., Ed. Handbook of Chemistry and Physics, 74th ed.; 
CRC: Boca Raton, FL, 1993. 
21. Dewar, M. J. S.; Dougherty, R. C. The PM0 Theoy of Organic 
Chemistry; Plenum: New York, NY, 1975. 
22. Gioumousis, G.; Stevenson, D. P. 1. Chem. Phys. 1958, 29,294. 
23. Su, T.; Bowers, M. T. 1. Chem. Phys. 1973, 58, 3027. 
24. Infrared Prism Co&&on; Sadtler Research Laboratories: New 
York, 1980. 
25. Schrader, B. Raman/lnfrared Atlas of Organic Compounds, 2nd 
ed., VCH: New York, 1989. 
