Abstract-The bidomain equations are frequently used to model the propagation of cardiac action potentials across cardiac tissue. At the whole organ level, the size of the computational mesh required makes their solution a significant computational challenge. As the accuracy of the numerical solution cannot be compromised, efficiency of the solution technique is important to ensure that the results of the simulation can be obtained in a reasonable time while still encapsulating the complexities of the system. In an attempt to increase efficiency of the solver, the bidomain equations are often decoupled into one parabolic equation that is computationally very cheap to solve and an elliptic equation that is much more expensive to solve. In this study, the performance of this uncoupled solution method is compared with an alternative strategy in which the bidomain equations are solved as a coupled system. This seems counterintuitive as the alternative method requires the solution of a much larger linear system at each time step. However, in tests on two 3-D rabbit ventricle benchmarks, it is shown that the coupled method is up to 80% faster than the conventional uncoupled method-and that parallel performance is better for the larger coupled problem.
I. INTRODUCTION
T HE BIDOMAIN equations [1] - [3] have been widely used for many years to model the propagation of electrical waves across cardiac tissue. In a system of two partial differential equations (PDEs), they model the tissue as a homogenized two-phase material (intra-and extracellular space), with the potential difference between the two phases at a given point driving a capacitive current across the cell membrane that separates these spaces. An ionic current also flows across the cell membrane. This ionic current is calculated using an electrophysiological cell model that is usually described by a system of ordinary differential equations (ODEs).
The numerical solution of the bidomain equations is usually calculated using standard finite-element (FE), finite-volume (FV), or finite-difference (FD) methods, and there are many different numerical schemes that can be used to do this [4] - [11] .
However, as the discretization of a whole heart with an average nodal spacing of 250 µm generates a mesh with millions of nodes, the linear systems resulting from FE, FV, or FD methods are very large. Whole heart simulation using the bidomain model is, therefore, a nontrivial scientific computing problem. It is desirable to choose a numerical method that gives the required accuracy as efficiently as possible.
The need for relatively fine meshes, however, is driven by detailed anatomical and physiological considerations, and this inevitably leads to a high computational cost. For example, the simulation of a single second of cardiac activity on a rabbit ventricular mesh consisting of 862 515 nodes using the CARP simulator [7] and a modified Beeler-Reuter cardiac cell model [12] , [13] requires approximately 40 h of CPU time on 64 nodes of the HPCx supercomputer [14] . The equivalent simulation on a whole human heart, using the same mesh spacing, would necessitate a grid containing 30 million nodes, and the simulation would take around 1400 h-about seven weeks-assuming (somewhat optimistically) that the increase in runtime would scale linearly with the problem size. This predicted time frame makes the use of whole heart simulations to investigate arrhythmias or the effect of new drugs infeasible using current algorithms and technology.
In this study, we show that the bidomain equations can be solved more efficiently as a coupled system than by decoupling the extracellular and transmembrane potentials. The coupled method requires the solution of a much larger linear system than the uncoupled method, but the iterative solvers converge in many fewer iterations resulting in an overall speedup between 50% and 80% for the same level of accuracy. The parallel scaling of the coupled and uncoupled methods are also considered as future whole heart simulations are very likely to require the use of massively parallel computing facilities in addition to improved algorithms. We also show that using the coupled method allows for the boundary conditions on the system to be applied more rigorously than is the case for the uncoupled system (since one boundary condition depends on both the transmembrane and extracellular potentials and cannot be decoupled).
II. METHODS AND MODELS

A. The Bidomain Model
The bidomain equations are given in [3] as
0018-9294/$26.00 © 2009 IEEE where V m (x, t) is the transmembrane potential, φ e (x, t) is the extracellular potential, u is a vector of dependent variables, I ion is the total ionic current across the cell membrane, χ is the cell surface to volume ratio, C m is the membrane capacitance, σ i and σ e are the intracellular and extracellular conductivity tensors respectively, f is a vector-valued function, x is the position, and t is the time. The function f , the components of u, and I ion are determined by an ODE model of a cardiac cell.
In order for the bidomain equations to be well-posed, it is also necessary to impose approximate initial and boundary conditions. For the simulations described in this paper, the simulated heart is surrounded by a conducting bath of fluid with electrodes used to stimulate parts of the surface of the bath. The bath is modeled as an extension of the extracellular space, so φ e and the extracellular current i e = −σ e ∇φ e should be continuous across the interface between the heart and bath. The FE method implemented later will enforce these conditions automatically. Since there is no intracellular space in the bath, V m is not defined in this region and there is no flow of intracellular current across the interface, i.e.,
on the surface of the heart (4) where n is the unit outward-pointing normal (i.e., from the heart into the bath) to the surface. Finally, it is necessary to specify a boundary condition on φ e on the outer surface of the bath. Away from the electrodes, it is assumed that no current crosses the boundary of the bath n · (σ e ∇φ e ) = 0 away from the electrodes.
One of the electrodes is grounded, so the correct boundary condition on this electrode is φ e = 0 on the ground electrode.
Current is injected through the second electrode, so that ∇ · (σ e ∇φ e ) = −I e (t) on the stimulation electrode (7) where I e (t) is the external stimulus current applied (which, in general, is zero except for short periods of stimulation).
B. Solution Methods
Two families of numerical algorithms for solving the bidomain equations using FE methods are considered in this paper. One is very typical of the way the bidomain equations are solved in most simulation software: by decoupling the PDEs [see (1) and (2)] for φ e and V m and solving separately. The motivation behind this strategy is to increase efficiency by reducing the size of the linear systems to be solved. Also note that, historically, reducing the size of the linear system size could be equally important, or more important, than increasing efficiency: when Cray T3D's only had 16 or 32 MB of memory per node, the methods had to be adjusted to accommodate the hardware, even at the expense of performance. The second method leaves the two PDEs coupled. This means that the system is larger than for the decoupled method. This idea of solving larger systems to speed up the simulation seems counterintuitive. Nevertheless, we shall demonstrate that it is, in fact, more efficient than the decoupled scheme.
1) Operator Splitting and Explicit Time Stepping:
In the first solution method, the bidomain equations [(1) and (2) ] are rewritten as follows [3] , [15] :
In this formulation, the first of these equations can be considered as a parabolic PDE for V m (assuming a known φ e ), and the second considered as an elliptic PDE for φ e (assuming a known V m , and the third remains a system of ODEs. On discretizing in time using the forward Euler method, the following system is obtained at each mesh node:
where ∆t is the time step, and V k m , φ k e , and u k are the discretizations in time of V m , φ e , and u, respectively, at time k∆t. Note that on using this formulation, it is possible to solve first for V k +1 m with no knowledge of the numerical approximation for φ e at the new time step (k + 1), and then, solve for φ k +1 e using the solution that has already been computed for V k +1 m , i.e., the equations are now decoupled at each time step.
The uncoupled equations are solved at each time step via the following lumped-mass method [7] , [14] :
where V k , Φ k , u k , and I k e are the spatial discretizations of V m , φ e , u, and I e , respectively, at time k∆t, I ion is the vectorvalued equivalent of the scalar function I ion , A ξ , ξ = i, e, are the discretized versions of the ∇ · (σ ξ ∇)/(χC m ) operators, and I is the identity matrix. The entries of I k e are always zero for nodes that are not located on the stimulating electrode, and this vector is used solely to impose the current injection boundary condition given by (7) .
This method is conditionally stable, with the maximum time step for which it is stable depending on the size of the smallest element in the FE mesh [11] .
Note that since the equations for V m and φ e have been decoupled, it is not possible to impose the boundary condition given in (4) exactly when solving (11)-this boundary condition couples . The best that can be done is to set
on the surface of the heart, where ∇ represents the discretized gradient operator here, and observe that since stability requirements mean that ∆t must be chosen to be very small for an explicit scheme, this is unlikely to undermine the numerical accuracy critically [11] .
Solving the bidomain equations via (14)- (16) is the default technique used in the CARP simulator. This simulator was used to generate the results of the uncoupled explicit system presented in this paper.
2) Operator Splitting and the Crank-Nicolson Method: An alternative to solving the decoupled method using the forward Euler method is to use the second-order accurate CrankNicolson (CN) method for time stepping for V m in the PDEs [ (15) and (16) are still used for φ e and to solve the system of ODEs given by (3), respectively]. On discretizing (8) and (10) in time using this method, the system is the same as the explicit time stepping but (11) is replaced by
Using this time discretization gives rise to the following equation to update V:
where again a lumped-mass matrix is used. The additional complexity involved in implementing this scheme is justified as it improves numerical stability [11] . As with the explicit scheme, the solution of the bidomain equations using (12), (13) , and (19) is implemented as a user-specified option in the CARP simulator. This implementation was used to generate the results of the CN scheme presented shortly.
As for the explicit method, the decoupled nature of the CN scheme means that the boundary condition defined by (4) on the surface of the heart cannot be imposed exactly, since again this would require recoupling the solution for V k +1 and Φ k +1 . It is shown in [11] that the natural boundary conditions for the FE solution of (12), (13) , and (19) are a good numerical approximation of the exact boundary conditions, so this will not affect the accuracy of the solution. What is less clear, however, is whether by solving alternately for V k +1 and Φ k +1 results in a slower convergence to the solution than would be possible if the boundary condition could be applied to both V k +1 and Φ k +1 simultaneously.
3) Coupled Solve With Semi-Implicit Time
Stepping: An alternative to the method described before is to solve the two bidomain (1) and (2) as a coupled system [16] , [17] . The system of ODEs is still decoupled from the PDEs. Then, discretizing in time using the forward Euler method for the ODEs and the implicit backward Euler method for the PDEs (except for the I ion term, which is treated explicitly to preserve linearity of the discretized system) gives
where the variables are identical to those used in the timediscretized version of the uncoupled system. Then, using a lumped-mass scheme (equivalent to those for the operator splitting methods) results in the following method:
where
and all other variables are identical to those used with operator splitting. Since the equations for V m and φ e remain coupled in this scheme, it is possible to impose the boundary condition given by (4) for the surface of the heart. In fact, it turns out that this is a natural boundary condition for the FE scheme, so no additional terms need to be added to (24) in order to implement it. The stability properties of the backward time derivative allow long time steps of the order of 0.1 ms to be used for a mesh with nodal spacing of 0.1 mm that would otherwise require much smaller time steps for stability [10] . This stability condition is certain to be less restrictive than that for the explicit uncoupled method. So, it is more likely that physiological requirements (rather than the need for stability) can be used to determine the size of the time step. This will be especially useful if adaptive techniques are to be used in future. For example, simulations that use an adaptive FE method with a maximum time step of 1 ms and no significant loss of accuracy are described in [18] . This is far larger than the time steps that can be used for the explicit method.
The method is semi-implicit since the ionic current terms are treated explicitly but the conduction terms are treated implicitly. The ODE system resulting from the cardiac cell model is solved explicitly at each time step. As many cell models give rise to stiff systems of ODEs, it would be better to use an implicit method. However, state-of-the-art cell models consist of large, coupled systems of nonlinear equations that are generally expensive to solve implicitly (see [10] for a more efficient implicit scheme for a cardiac cell model that could be used to make the coupled solve fully implicit).
In order to facilitate a direct comparison between the two methods, a solver for (23)- (25) was implemented in CARP, using the same assemblers, solvers, and mesh handlers as for the explicit, operator splitting method. This ensures that the differences in timings for the two methods are independent of their implementation and are as accurate a reflection of their numerical efficiency as possible.
C. Benchmarks
Two benchmarks were run for each of the solution methods. These benchmarks are identical to those used in [14] to compare the performance of various preconditioners within the CARP software package. In each benchmark, the bidomain equations were solved over a period of 200 ms on a full rabbit ventricle mesh consisting of 862 515 extracellular and 547 680 intracellular nodes and based on published geometrical data [19] with smooth epicardial and endocardial surfaces and realistic fiber orientation. The data were discretized using an unstructured grid with an average spatial resolution of 250 µm and linear tetrahedral elements. All simulations were performed with C m = 1 µF/cm 2 and χ = 1400 cm −1 . Intracellular and extracellular conductivities were defined to be σ il = 1.74 mS/cm and σ el = 6.25 mS/cm, respectively, in the direction of the fibers, σ it = 0.19 mS/cm and σ et = 2.36 mS/cm, respectively, transverse to the fibers [20] , and σ b = 1.0 mS/cm (isotropic) in the surrounding fluid. A time step of 8 µs was used, and the Puglisi rabbit ventricular cell model [21] with an additional electroporation current [22] and a hypothetical outward current that activates strongly at positive potentials (outside the physiological range) [23] was used to model I ion . These two currents help to reproduce some experimental observations that cannot be accounted for by the standard Puglisi model.
The rabbit ventricle is embedded in a cubic bath, with two electrodes (one stimulating, one grounding) located on opposite faces of the cube. The stimulating electrode is used to deliver a train of ten pulses of current at 200 ms intervals, each lasting for 5 ms and with I e = 5 × 10 5 µA/cm 2 . After delivery of the final pulse, the simulation continues and reentry is observed. Two representative subsequences of this simulation are chosen to analyze the properties of the two solution methods both before and after the onset of reentry. The first is a 200-ms interval beginning with the delivery of the first pulse and the second a 200-ms interval containing a figure-of-eight reentry sequence following the end of the final pulse (i.e., 2000 ms after the start of the first pulse).
D. Linear Solve
The PETSc library [24] was used both to precondition and to solve the linear systems of the general form
that result from each of the two solution methods. The iterative conjugate gradient (CG) solver [25] was used for both the decoupled equation (15) and the coupled equation (23) . In order to speed up the iterative CG solver, a preconditioner was applied to each of the two systems. It has been shown in [14] that the BoomerAMG (BAMG) preconditioner [26] works very well in combination with the CG method for the decoupled system, so this was used for both the coupled system and the determination of Φ k +1 in the decoupled systems in this paper. For the CN method, it is also necessary to solve a linear system in the solve for V k +1 at each time step. An incomplete Cholesky preconditioner is used in this linear solve (which is much less computationally expensive than the solve for Φ k +1 ). By default, PETSc distributes the problem among the p available processors by the first N/p rows on processor 0 (where A is an N × N matrix), then the next N/p rows on processor 1 and so on. This means that for the coupled system as defined by (23)- (25), the values of V m and φ e at each node of the FE mesh would be stored on different processors (when p ≥ 2), necessitating a significant amount of communication time between the two processors storing each of these values. So, it would be better to store the two values on the same processor. At the same time, it is desirable to retain the block structure of the system matrix as much as possible (as the CG method is most efficient on sparse, diagonally dominant matrices) and to distribute the values of φ e at bath nodes evenly among the processors (to aid load balancing). In order to do this, rows of the matrix A and vectors x and b in (23) are perturbed and then partitioned into p equal sections
where for any i, the vector segments V k i and Φ k i contain the values of V m and φ e , respectively, for some subset of the internal heart nodes, plus Φ k i also contains further values of φ e at several of the bath nodes. The partitioned sections are then arranged in the overall solution matrix x k so that
with the rows of A and b being reordered in the same way. By leaving large sections of V k and Φ k intact, the structure of the system matrix is preserved as much as possible, thus minimizing any possible loss of performance in the CG method.
All simulations were run on a cluster at Fujitsu Laboratories of Europe consisting of 44 compute nodes, with each consisting of two dual-core Xeon 5160 processors (3.0 GHz) with an InfiniBand interconnect.
E. Performance Measures
Direct comparison of the performance of the two methods is difficult as each of them solves a different linear system. Ideally, the computed solutions would be compared with an exact solution to the governing equations. However, for a model and geometry as complex as the whole ventricle used here, it is impossible to determine such a solution. Instead, the solutions are compared with a good estimate of the exact solution, obtained by solving the benchmark cases using the coupled method, a very small time step, and very small absolute and relative tolerances for the PETSc solver (both set to 10 −50 ) [6] . The rms errors of the approximations to V m and φ e for each of the solution methods relative to the good estimate are calculated at selected time steps and used as a measure of accuracy. The total computation time required to reach an equivalent level of accuracy for each method is used as a measure of efficiency. In addition to the total computation time and the rms of the residual, the amount of time spent computing the solution to the PDEs, the number of iterations needed for the iterative solver to converge, and the time per iteration are also recorded. Computing the time spent solving the PDEs allows the relative performance of the different parts of the two methods to be compared, while calculating the iteration statistics allows analysis of the causes of any difference in efficiency between the two methods, i.e., determining whether the improved performance is due to the quicker method needing fewer iterations to converge or because each iteration can be completed in a much reduced time.
III. RESULTS
The results of running the first benchmark for the semiimplicit coupled and for both of the uncoupled methods using a BAMG-preconditioned CG solver are summarized in Table I and Fig. 1 . Table II shows the comparison between the three methods for the second benchmark. It can be seen that the coupled method outperforms both of the uncoupled methods on both benchmarks.
A. Pacing
The pacing benchmark was run for p = 1, 2, 4, 8, 16, 32, where p is the number of nodes of the cluster that were used. For each simulation, the PETSc iterative CG solver was deemed to have converged when the relative tolerance (i.e., difference between two successive iterations of the solution) is less than 10 −5 . Calculation of the rms errors (see the fifth and sixth columns of Table I) shows that the coupled semi-implicit method is slightly more accurate than the uncoupled CN method for both V m and φ e (and for all p). In turn, both are approximately twice as accurate as the uncoupled explicit method. Fig. 1 shows the times required to run the entire benchmark using each numerical method. It can be seen that the coupled method runs between 1.31 and 1.61 times as fast as the explicit uncoupled method and between 1.47 and 1.76 times as fast as the CN method, despite needing to solve a larger linear system at each time step. These values are increased to between 1.40 and 1.67 for the explicit method and between 1.50 and 1.80 for the CN method if only the time taken solving the PDEs is considered. This is a more accurate indication of the speedup in the section of the code that differs between the various methods and also provides an indication of how the whole code will perform over longer simulations (since it excludes the time taken to assemble the solution matrices, which only has to be done once and, hence, is constant no matter how long the simulation is then run for).
Note, however, that the time per iteration (given in the fourth column of Table I ) is approximately twice as large (for all p) for the coupled method as it is for either of the two uncoupled methods. This is in line with what would be expected as the linear system that is solved for in the coupled method is roughly twice as large as that for the uncoupled systems (since it includes the values of both V m and φ e at each node while the linear solves in the uncoupled methods are for the values of φ e only). The reason for the coupled method being faster overall is that it requires far fewer iterations per time step to converge to the solution of the bidomain equations (see the third column of Table I for the total number of iterations). However, also note that the iteration count for the CN method includes the iterations from both linear solves (for each of the extracellular and transmembrane potentials).
The parallel performance of each of the three solution methods is shown in Fig. 2 . The scaling for all three methods is broadly similar. This is to be expected as they are each implemented using similar code in the CARP simulator and use identical parallel libraries for the linear solve. The coupled method scales very slightly better than the two uncoupled methods. Again, this is in line with what we would expect of the three tasks that have to be performed at each time step: two (calculating the right-hand side (RHS) vector b and solving the ODEs) are trivially parallelizable, while the third (solving the linear system) is faster for the coupled model. So, when using the coupled method, a higher proportion of time is spent doing the trivially parallelizable tasks.
Finally, note that the timings for running the benchmark using the uncoupled explicit method are considerably faster than for the similar benchmarks reported previously on the HPCx supercomputer [14] , even though the processors in both machines have almost identical clock speeds (both approximately 3.0 GHz). There are at least three reasons for this. First, only one processor per node was used for the simulations at Fujitsu Laboratories of Europe (FLE) described in this paper compared to two processors per node on HPCx, with shared memory used for message passing within a node. Conflicts between the two processors in a single node will act to slow the simulation. Second, the tolerances used for this paper are different from those used previously (in order to enable direct comparison with the coupled method), and this may lead to convergence in slightly fewer iterations. Finally, more recent versions of the numerical libraries were used in this paper (in particular, PETSc 2.3.2 rather than 2.2.1). These observations are supported by comparing the timings in this paper with those reported on a Linux cluster using only one processor per node in [14] . There, a time per iteration of 315 ms was reported for the reentry benchmark on 16 processors with clock speeds of 2.0 GHz. This is 35% faster than the equivalent timing on HPCx (493 ms), even though the clock speed of each processor is only two-thirds as fast. The equivalent time per iteration in this paper was 102 ms, which, while still twice as fast as would be accounted for by the difference in clock speeds, is still close enough to be accounted for by the improved numerical libraries.
B. Reentry
The reentry benchmark was run on the cluster with p = 32 only in order to verify that the numerical speedup seen in the pacing benchmark was still present in a simulation of a more complex wavefront (i.e., to check that the speedup was not dependent on the solution evolving very slowly). The results of these simulations are shown in Table II . It can be seen that the coupled method is 1.30 times as fast as the explicit method and 1.39 times as fast as the CN method. These results are consistent with those seen in the pacing benchmark. In terms of accuracy, the errors for the CN method are again about half the size of those for the explicit method. However, unlike the pacing benchmark, the errors seen when using the coupled method are substantially smaller than those for either of the decoupled methods. The reason for this is not entirely clear, but the size of the errors for the two decoupled methods are larger for the reentry benchmark than for the pacing, so it may be that one more CG iteration for the two coupled methods would be desirable.
IV. DISCUSSION
The relative efficiency of three numerical methods for solving the bidomain equations have been compared in this paper. The first method was to decouple the bidomain equations, and then solve one of the resulting equations using an FE scheme with an explicit forward Euler method and treat the other (which contains no time derivatives) as a steady-state problem, which is also solved using FE methods and a BAMG-preconditioned CG linear solver. The second method was to solve the same decoupled system, but using a CN time step instead of the explicit Euler method in the FE scheme. The third solves the fully coupled bidomain equations using a semi-implicit FE scheme and the same preconditioner and linear solver as used for the decoupled methods. The method of decoupling and using an explicit scheme is very commonly used. This has been justified by the intuitive claim that two can be solved faster than one big linear system.
In this paper, however, we have demonstrated that the decoupled solution method is, in fact, not as efficient as a coupled scheme for the same level of accuracy. The coupled scheme implemented in this paper is both faster and more accurate than the explicit decoupled scheme on any number of processors that the algorithms have been tested on. In comparison to the CN decoupled scheme, the coupled scheme shows significantly improved efficiency and a small improvement in accuracy, again for all p.
The speedup seen using the coupled method is due to the iterative solver (BAMG-preconditioned CG) converging in fewer iterations than for the uncoupled methods, which outweighs the increased time per iteration resulting from solving a larger linear system. Fig. 3 shows the convergence histories of the coupled solve and the elliptic solve in the coupled CN method for a representative time step taken from the simulation of the reentry benchmark (note that the elliptic solve is identical whichever of forward Euler and CN time stepping is used). It can be seen that the rate at which the residuals decrease is monotonic for both methods and slightly faster for the coupled method.
However, this only tells part of the story. The linear system for the coupled method is larger than for the uncoupled method, and the values of V m (which must be solved for in the coupled method, but not as part of the elliptic solve in the uncoupled method) are typically much larger than those of φ e . Both of these factors mean that the same relative errors in the solutions for each of the two methods would generate a larger residual for the coupled method than for the uncoupled method. Hence, the value of Ae / Ax (where e is the vector of errors in the solution) is also plotted to give an indication of how the norm of the errors relates to the norm of the solution vector (i.e., the relative error). It can be seen that using this relative method, the convergence for the coupled method is dramatically faster than for the elliptic solve of the uncoupled method. Hence, fewer iterations are required for convergence of the coupled method to a solution that is at least as accurate as the equivalent using an uncoupled method.
Clearly, the choice of convergence criterion is also of critical importance. The coupled method must converge in fewer than half as many iterations as the decoupled methods in order that the reduction in the number of iterations outweighs the additional time spent on each iteration. So, some justification for the choice of a relative tolerance of 10 −5 is required. Here, we again note that comparing residuals for the two methods is not necessarily indicative of their relative accuracy (since they solve different linear systems). The quantities that are actually of interest are the rms errors in V m and φ e compared to the "good estimate" coupled with very small time steps and tolerances referred to does not greatly increase the accuracy of the solution compared to the good estimate, whereas increasing it to more than 10
leads to a significant increase in the rms errors. Also note that in each result reported, the rms errors resulting from the coupled method were smaller than those for the equivalent simulation using either of the decoupled methods. So, accuracy is not being sacrificed for the greater speed of the coupled method.
However, note that results of [27] (comparing a coupled method to a decoupled method with an outer block GaussSeidel (GS) loop) suggest that a decoupled method with only one GS iteration (equivalent to the decoupled method used here) should be faster than a coupled method. This discrepancy will require further investigation in the future. However, the results of [27] were generated for a much smaller test case (70 699 nodes) using a structured FE mesh (leading to a much more structured system matrix) for a much simpler geometry, so the differences between the two studies are sufficient that this is not a major concern at this stage.
In addition to the speedup seen by implementing the coupled method, the increased stability that is obtained by using an implicit method to advance in time means that the time step can be chosen to be significantly larger than for the explicit uncoupled method. In particular, the time step can be determined by physiological considerations rather than being constrained by the size of the smallest element of the FE mesh. This is likely to be very advantageous both when very fine meshes are used in order to increase the resolution of the solution (as there would be no need to reduce the time step to preserve stability) and if adaptive methods are used in order to speed up the solution of the bidomain equations in regions away from the electrical potential wave front (as the allowable increase in time step-and hence potential increase in efficiency-would be much larger).
Finally, observe that an improvement of 50%-80% in efficiency, while not necessarily sounding like a significant leap forward, can be very useful in practice. For example, a simulation that previously lasted one day using the CN method could be run overnight using the coupled method. This makes for more flexible working, with the results from a simulation that is started at the end of one day being available for analysis at the start of the next day.
