Abstract. Using a new classification of 2-generator p-groups of class 2, we compute various homological functors for these groups. These functors include the nonabelian tensor square, nonabelian exterior square and the Schur multiplier. We also determine which of these groups are capable and which are unicentral.
Introduction
In [1] a new classification for the 2-generator p-groups of nilpotency class two is given that corrects and simplifies previous classifications for these groups published in [4, 21, 29] . Initial attempts to compute the nonabelian tensor squares for odd prime can be found in [4] , with some corrections as well as the computation of other homological functors in [3] . For the p = 2 case, computations of the nonabelian tensor square were started in [21] .
Because these previous computations were based on a classification that we now know to have been incomplete, we present these computations afresh in light of the new classification. The goal of this paper is to give a complete description of the groups that appear in the diagram in Figure 1 below for each 2-generator p-group of class two. The group H 2 (G) in the diagram is the second integral homology group of G, also known as the Schur multiplier. The groups G ⊗ G and G ∧ G are the nonabelian tensor square of G and the exterior square of G, respectively, and have become the focus of increasing interest of late in part because of their application in determining certain group theoretic properties of G. The group Γ(G/G ′ ) is the Whitehead universal quadratic functor, and J 2 (G) is known to be isomorphic to π 3 SK(G), the third homotopy group of the suspension of an Eilenberg-Mac Lane space of G. Although it does not appear in the diagram (because we will not be computing it) there is also a natural map from H 3 (G), the third integral homology group of G, into Γ(G/G ′ ) whose image is the kernel of the map ψ. The nonabelian tensor product was explicitly introduced by Brown and Loday [12] , extending certain classical ideas of Whitehead and generalizing the tensor product of abelian groups when two groups act on each other and satisfying certain compatibility conditions. These conditions are always satisfied when a group acts on itself by conjugation, leading to the nonabelian tensor square of a group: given a group G, its nonabelian tensor square G ⊗ G is generated by the symbols g ⊗ h with g, h ∈ G, subject to the relations
for all g, g ′ , h, h ′ ∈ G, with x y = xyx −1 . The nonabelian exterior square G ∧ G is the quotient of G ⊗ G modulo the central subgroup generated by the elements g ⊗ g for all g ∈ G; the image of the generator g ⊗ h in G ∧ G is denoted by g ∧ h.
The nonabelian exterior square of G is implicit in [25] , where Miller interprets H 2 (G) as the group that contains all commutator relations satisfied by the commutators in G modulo those that are universally satisfied. In an unpublished note [14] R.K. Dennis made this explicit, and extended the nonabelian exterior square to the nonabelian tensor square.
The study of G⊗G from a purely group theoretic view, in particular computing the nonabelian tensor squares of certain groups explicitly and describing them in more standard terms, was begun by Brown, Johnson, and Robertson in [11] . As can be expected, the definition by generators and relations quickly becomes too large and unwieldy, but with the help of computers they were able to use Tietze transformations to simplify the generators and relations given by the definition to compute the nonabelian tensor squares of all nonabelian groups up to order 30. For larger finite groups and infinite groups, crossed pairings have been used as a computational method. If G and L are groups, then a function φ : G × G → L is called at crossed pairing if φ(gg ′ , h) = φ( g g ′ , g h)φ(g, h) and φ(g, hh
for all g, g ′ , h, h ′ ∈ G. From the definition, it is clear that a crossed pairing determines a unique homomorphism φ * : G ⊗ G → L such that φ * (g ⊗ g ′ ) = φ(g, g ′ ). The basic technique is to make an educated "guess" on the structure of L, usually based on some explicit computations made with the help of a computer algebra package, and then construct a crossed pairing from G ⊗ G into the conjectured group L and try to prove that the induced map on the nonabelian tensor square is an isomorphism. This last step can be difficult, and can sometimes lead to the incorrect identification of the nonabelian tensor square with a group that is in fact a proper quotient of it (e.g., see the comments after the proof of Theorem 4.4 in [21] ). The crossed pairing method was used in [2] to determine the nonabelian tensor square of the free nilpotent groups of class two and finite rank, and in [5, 9] for the free 2-Engel groups of finite rank; the latter is particularly computationally intensive. They were also behind the attempts for the 2-generator p-groups of class two [3, 4, 21] .
More recent work is based on ideas of Rocco [27] , also discovered independently by Ellis and Leonard [18] , which identify the nonabelian tensor square with a subgroup of the commutator subgroup of a suitable group ν(G). Then we can use commutator calculus to study the structure of the nonabelian tensor square. This has also helped define effective algorithms for some classes of groups, such as polycyclic groups [8] , which allow the use computer tools such as GAP [19] to compute the nonabelian tensor square of a given polycyclic group, even if it is infinite. Using this approach, the nonabelian tensor square of the free nilpotent groups of finite rank and arbitrary class was obtained in [7] .
The new ideas, such as Rocco's construction, proved sufficient to fully describe the nonabelian tensor squares in the case of the free nilpotent groups of finite rank in large part because the tensor squares had no torsion. In our case, with finite groups, the techniques did not seem to be quite enough to get us all the way home precisely because of the issue of the orders of elements. We often found ourselves in the following situation: looking at a generator, say for example a ⊗ [a, b], the identities of G and commutator calculus in Rocco's construction (described below) allowed us to prove (a ⊗ [a, b]) p k = 1 held for a certain k; computations with GAP seemed to indicate that this was in fact the order of the element; but we did not see how to show that p k was exactly the order using only the relations we had on hand. This is, of course, the usual problem one faces when dealing with a group that is given by generators and relations.
The standard way to address this problem is to use homomorphic images of the group to give lower bounds to the order of the elements, and if one is lucky these lower bounds will agree with established upper bounds and yield the order of the element. Crossed pairings allow us to find such homomorphic images of G ⊗ G. We use them exclusively to find mappings from G ⊗ G to finite cyclic groups that provide lower bounds for the orders of specific generators of G ⊗ G. As a corollary we sometimes deduce independence conditions for a generator with the other generators of the nonabelian tensor square. Our use of crossed pairings is much more restricted than in prior work in this area and we turned to them only when we could find no other way to determine the order of a particular generator. We believe this judicious and limited use of crossed pairings helps us to avoid the difficulties and pitfalls that seem to have beset their use in the past.
Hence our method of computation is a hybrid approach that uses the commutator calculus initiated by Rocco [27] and expanded on by Blyth and Morse [8] , and the cross pairing method used by Kappe and others. Moreover, we also take advantage of new structural results of the nonabelian tensor square established by Blyth, Fumagalli, and Morigi [10] .
Capable and unicentral groups. A group is called capable if it is a central factor of some group. Capability plays an important role in P. Hall's classification scheme for p-groups up to isoclinism [20] . A unicentral group G is a group whose largest capable image is G/Z(G). These two group theoretic properties can be determined by computing a central subgroup of G defined by the nonabelian exterior square of G called the nonabelian exterior center (see Section 5) .
The determination of the capable groups among the 2-generator p-groups of class 2 was begun in [3, 24] for odd prime and the 2-group case was continued in [23] (using different techniques); these efforts relied on the incorrect descriptions contained in [4, 21] . This led to a mischaracterization of the capable groups among these groups when p > 2 in [3] (e.g., compare Corollary 4.3 there with Theorem 6.2 of [24] ).
In Section 5 we identify all 2-generator p-groups of class 2 that are capable and those that are unicentral. Moreover, within this class of groups, we provide formulas that count of number of capable and unicentral groups of order p n .
Notation and conventions. Our groups will be written multiplicatively unless we explicitly state otherwise, with 1 denoting the identity element. When the groups are explicitly stated to use additive notation, the identity element will be denoted by 0.
There are two standard actions of a group on itself by conjugation: the left action and the right action. Most of the work in this area uses the left action convention; Rocco's paper, however, uses the right action. The relevant formulas were "translated" into left action in [8] , and we use the translated formulas, so our work inside the group ν(G) defined below uses left actions. However, our definitions inside the groups G use right actions, since those are more common in dealing with commutator collection and nilpotent groups; in any case, in a nilpotent group of class two we have that the two definitions of the commutator, [x, y] = xyx
and [x, y] = x −1 y −1 xy, actually agree, so the two conventions lead to the same formulas in that restricted setting.
Because we will work mostly with left actions, we write our commutators left normed, so that [x,
The classification of 2-generated p-groups of class 2. Our computations are based on the following classification of the 2-generator p-groups of class 2.
. Let p be a prime, n > 2 a positive integer. Every 2-generated p-group of class exactly 2 and order p n corresponds to an ordered 5-tuple of integers, (α, β, γ; ρ, σ), such that:
where (α, β, γ; ρ, σ) corresponds to the group presented by
Moreover:
Family 2. If α = β > γ or α = β = γ and p > 2, then G is isomorphic to (α, β, γ; min(ρ, σ), γ).
Family 3. If α = β = γ and p = 2, then G is isomorphic to:
The groups listed in Family 1(a) through Family 3(c) are pairwise non-isomorphic.
The parameters α, β, and γ are fixed for each family. Below, we will often refer to a group G = G p (α, β, γ; ρ, σ) "with presentation as in Theorem 1." When we do this, we mean that G is the p-group with presentation (2), and that ρ and σ are the canonical values given in the descriptions of each Family in the statement of the theorem.
Main results. Our main results are a description of the invariant factors of the nonabelian tensor square, the nonabelian exterior square, Γ(G/G ′ ), ∇(G), H 2 (G), and J 2 (G), for each 2-generator p-group of class 2 in terms of its canonical parameters α, β, γ, ρ, and σ. This detailed description is a homomorphic image of the presentation below.
Theorem. Let G = G p (α, β, γ; ρ, σ) be a 2-generator p-group of class 2 with presentation as in Theorem 1. Then G ⊗ G is a homomorphic image of the abelian group generated by the six elements
subject to the relations:
if p = 2; and if p > 2 then subject to the relations:
The exterior squares are generated by the (images of the) latter three generators listed above. To obtain a basis for G ⊗ G, we replace the generator a ⊗ [a, b] with (a ⊗ b)
When p = 2, the last three generators may need sundry modifications, depending on the family from Theorem 1 to which G belongs. Some straightforward order considerations then yield the invariants and bases for ∇(G), H 2 (G), and J 2 (G).
Previous attempts. As we mentioned above, there were prior attempts at computing the nonabelian tensor square of 2-generator p-groups of class 2 using a different description (which was missing family 1(c) from Theorem 1).
In addition to the missing groups, there were a few problems. In Theorem 4.4 of [4] , the authors mistakenly give a proper homomorphic image of the tensor square of the groups that correspond to our Family 1(b); their attempted correction in Proposition 3.5 of [3] has either one invariant too large, or is again a proper homomorphic image, depending on exactly how their parameters compare to one another (we will not specify the details, since their notation is incompatible with ours; see the discussion in [1] on how to translate into our parameters, and compare their formula (3.5.1) with Theorem 36). For p = 2, [21] incorrectly computes the tensor square for the groups in our Family 3(b) when γ > 1, giving instead a proper homomorphic image by replacing one invariant of order 2 γ+1 with one of order 2 γ . As far as we are aware, we are presenting the first complete and correct (we hope!) computations of the nonabelian tensor squares for this class of groups. Moreover, we compute for the first time the other homological functors for these groups when p = 2.
Organization of the paper. In Section 2, we describe the group ν(H) introduced by Rocco in which most of our computations will take place, as well as summarizing some of the relevant commutator identities we will use. We then present some recent structural results that will play a key part in our analysis. With these in hand, we perform our initial tensor calculations for our groups G. We close Section 2 by setting up our use of crossed pairings.
In Section 3 we finish the computations of the nonabelian tensor squares and exterior squares, first dealing with the odd p case and then with p = 2; these are the main results from which the rest will follow. In Section 4 we use these descriptions to compute Γ(G/G ′ ), ∇(G), H 2 (G), and J 2 (G). Section 5 describes and computes the nonabelian tensor and exterior centers, and determines which groups in our class are capable and which are unicentral. In the final section we provide some details on how GAP was used to perform the explicit computation of these functors for specific groups in our class, as these computations were often key in motivating and directing the theorems from the paper.
Preliminaries
In this section we review the setting used in computing the homological functors found in Figure 1 , list some applicable structural results, make some initial tensor calculations for the groups in Theorem 1, and set up our use of crossed pairings.
The group ν(H).
The computational setting for this paper is based on the following group construction. Definition 3. Let be H be a group with presentation H|R and let H ϕ be an isomorphic copy of H via the mapping ϕ : h → h ϕ for all h ∈ H. We define the group ν(H) with the presentation
The following theorem gives some structural characteristics of ν(H). Most importantly it shows that the nonabelian tensor square of H embeds naturally as a subgroup of [ν(H), ν(H)].
Theorem 5 ( [18, 27] ). Let H be a group.
(i) The groups H and H ϕ isomorphically embed into ν(H). (ii) If H is nilpotent of class c then ν(H) is nilpotent of class at most c + 1.
for all g and h in H is an isomorphism.
By Theorem 5(iv), any tensor calculation in H ⊗ H can be performed by making computations within the subgroup [H, H ϕ ] in ν(H). These computations use a specialized commutator calculus that takes into account the interactions between elements of H and H ϕ . These rules mimic known identities between elements of H ⊗ H and record new identities as well. Much of this commutator calculus can be found in [8, 10, 27] . We provide a list of the identities we use in this paper for the convenience of the reader.
Since all our computations will take place in ν(G), we will use [G, G ϕ ] and G⊗G interchangeably, and likewise use [g, h ϕ ] and g ⊗h for g, h ∈ G synonymously, identifying the two descriptions via the corresponding isomorphism.
Lemma 6. Let H be a group. The following relations hold in ν(H):
Lemma 7. Let H be a group with commuting elements x, y. Then in ν(H): Lemma 8. Let h 1 and h 2 be elements of a group H. Then in ν(H):
Structural results.
In a recent paper [10] , Blyth, Fumagalli, and Morigi investigate the structural properties of the nonabelian tensor square and its related groups from Figure 1 . The following theorems summarize their results that we will use in our setting. Theorem 9. Let H be any group whose abelianization is finitely generated by the independent set x i H ′ , i = 1, . . . , n. Let N be the kernel of the epimorphism ∇(H) → ∇(H/H ′ ), and let E(H) be the subgroup of ν(H) is defined by
Theorem 10. Let H be any group.
(i) The nonabelian tensor square of any group H is satisfies:
where N is the kernel of the epimorphism
′ has no elements of order 2 then
(iii) If H/H ′ has no elements of order 2 then J 2 (H) is isomorphic to the direct product ∇(H) × H 2 (H). (iv) If A is any finitely generated abelian group with independent generating set {a 1 , a 2 , . . . , a n } then A ⊗ A ∼ = ∇(A) × (A ∧ A) where the independent generators of ∇(A) are the images of a i ⊗ a i for i = 1, . . . , n and of (a i ⊗ a j )(a j ⊗ a i ) for all 1 ≤ i < j ≤ n and the independent generators of A ∧ A are the images of a i ⊗ a j for all 1 ≤ i < j ≤ n.
The following properties of Γ, the Whitehead universal quadratic functor, can be found in [11] . For A and B abelian groups we have:
where C n is the cyclic group of order n. We interpret C 0 to be the infinite cyclic group.
Let G = G p (α, β, γ; ρ, σ) be a 2-generator p-group of class 2 with presentation as in Theorem 1. The abelianization of G depends only on α and β and we have (11) and (12) it follows that
Then by Theorem 10(iv) we can compute ∇(G/G ′ ) and the exterior and tensor square of G/G ′ :
2.3. Tensor calculations. Let G = G p (α, β, γ; ρ, σ) be any 2-generator pgroup of class 2 with presentation given in Theorem 1. The nonabelian tensor square G ⊗ G is abelian; this follows from Theorem 5(ii), as ν(G) is nilpotent of class at most 3, so ν(G) 
By Lemma 6(ii) we have
and the following lemma is proven:
Lemma 17. The nonabelian tensor square of G = G p (α, β, γ; ρ, σ) is an abelian group generated by
We now prove a series of lemmas that provide relations between the generators of [G, G ϕ ] listed in Lemma 17.
Lemma 18. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation given in Theorem 1.
Proof. The identities (i) and (ii) follow from Lemma 7(i) and the relations of G. Using Lemma 8 and Lemma 6(ii) we have
The following useful general expansion formula can be found in [2] .
Lemma 20. Let H be a group of nilpotency class 2. For any x and y in H and any integers n and m,
in ν(H), where
for every integer k.
Using Lemma 20 we obtain the following identities in G.
Lemma 21. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation given in Theorem 1. Then:
Proof. By Lemma 20 and applying identities found in Lemmas 6, 7, and 8, the following expansions hold in ν(G):
, and since γ ≤ β we have
if, on the other hand, p = 2, then
which yields (22) once we note that [a, (b
The equalities in (23) are proven in the same manner.
The natural homomorphism µ : G → G/G ′ induces the epimorphism
for all x and y in G. The epimorphism f allows us to put lower bounds on the orders of the generators of G ⊗ G. 
ϕ ] has order dividing 2p min(ρ,σ) and dividing p γ .
Proof. (16), where f is defined in (24) . 
where the last equality follows from (v) since we are assuming that ρ < σ. Lemma 17] . These generators have nontrivial images under the map f of (24) . How-
Crossed pairings.
The analysis of the previous subsection does not always provide enough information to determine the exact order of (or relations among) some of the generators of G ⊗ G, where G is the group G p (α, β, γ; ρ, σ) with presentation as in Theorem 1. Could the order of [a, [a, b] ϕ ] be strictly less than p ρ , for example? As discussed in the introduction, we will solve this problem below by using crossed pairings to define maps from G ⊗ G into finite cyclic groups, thus yielding lower bounds for the orders when necessary. In general, verifying that a map is a crossed pairing is laborious; fortunately, in our setting we can avoid much of the work by making some prior considerations.
Let F (2, 2) be the free nilpotent group of class two 2 and rank 2, with generators x and y. Every element of F (2, 2) can be written uniquely in the form
with n, m, and q integers.
We also have the following equality in ν(F (2, 2)), which can be verified directly using commutator calculus (or see Eqs 3.
We can now define six homomorphism from F (2, 2) ⊗ F (2, 2) to the additive infinite cyclic group Z (equivalently, crossed pairings from F (2, 2) × F (2, 2) to Z) by taking the projection onto each of the generators. Thus, we have the following crossed pairings:
Trivially, any integer linear combination of these crossed pairings will again be a crossed pairing, as will the composition of any such integer linear combination with the canonical projection π µ : Z → Z µ for any integer µ, where Z µ represents the additive cyclic group of integers modulo µ. Now let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1. Every element of G can be written as
written this way, the equality g = h holds if and only if q ≡ t (mod p γ ), m = r, and n = s. With this normal form, the multiplication rule in G is given by:
We will normally write simply u, v, and w, with the arguments being understood.
We also have a map ψ :
This map is of course not well-defined, as the same element has expressions with several different values of q. However, if we have a map π : F (2, 2) → L and the value of π on x m y n [x, y] q only depends on the congruence class of q modulo p γ , then the composition π • ψ will be a well-defined map.
In particular, let φ be an integer linear combination of the crossed pairings defined above,
and let π µ • φ : F (2, 2)× F (2, 2) → Z µ be the crossed pairing obtained by composing φ with the canonical projection onto the integers modulo µ. If we let Ψ be the
t ) depends only on the congruence classes of q and t modulo p γ , and will be a crossed pairing if and only if for all elements
and
These equalities reduce, in turn, to showing that certain expressions involving u, v, and w are congruent to 0 modulo µ.
Choosing the right value of µ and the appropriate linear combination φ is usually fairly straightforward: in most cases, the "obvious" choices will work, as we will see below. However, there are a few situations where we encounter some possibly surprising complications. We anticipated these by doing trial runs with GAP to find the abelian invariants of the tensor squares of all 2-generator groups of a given order p n and class two; Theorem 1 gives an easy way to run through them all and compute these invariants. Once we knew what the answer should be, verifying it was so was straightforward; this is the source of some of the possibly mysterious-looking choices we will make in the next two sections.
Computing the nonabelian tensor squares
In this section, given the group G = G p (α, β, γ; ρ, σ) we list the abelian invariants of its nonabelian tensor square in terms of the canonical parameters α, β, γ, ρ, and σ. We start with the odd prime case.
3.1. The p odd case. Throughout this section we let G be an arbitrary 2-generator p-group of class 2, given by G = G p (α, β, γ; ρ, σ) as in Theorem 1 and p > 2. By Theorem 10(ii) and (iii) we have
as G/G ′ has no elements of order 2. Since G/G ′ is isomorphic to C p α × C p β using (11) and (12) we see that
Therefore it remains to be shown what the abelian invariants of
are. To find the orders of these generators, and any possible relations among them, we will use crossed pairings into suitable cyclic groups. By performing the relevant computations using GAP for several of these groups, it quickly becomes apparent that G ∧ G will have two invariants of order p min(ρ,σ) (which in light of Lemma 25(iv) and (v) are likely to be associated with the generators [a, [a, b] ϕ ] and [b, [a, b] ϕ ] in some manner), and one of order p β or larger, which ought to be related to [a, b ϕ ]. The order larger than p β occurs when ρ > σ, which makes sense in view of (22) which shows that [a, [a, b] ϕ ]
We now establish these observation more precisely.
As p is an odd prime, Lemma 25(v) shows that [b, [a, b] ϕ ] has order dividing p min(ρ,σ) . As noted above, computations with GAP suggest that this will be the order in G ⊗ G, and so we expect this generator to be independent of the rest as well. If this is the case, then we ought to be able to set up a crossed pairing into a cyclic group of order p min(ρ,σ) that maps [b, [a, b] ϕ ] to a generator of the group, and maps all other generators to the identity; the clear choice is to use the crossed pairing φ yxy and the setup described in Section 2.4. Indeed, we have:
, and is independent of the other five generators of G ⊗ G.
Because ρ, σ ≤ γ, the map is well-defined. To verify that it is in fact a crossed pairing, we need to verify (28) and (29) . That is if 0 ≤ m, j, r < p α , 0 ≤ n, k, s < p β , and q, ℓ, t are integers, then we need to show that
are congruent modulo p min(ρ,σ) . Expanding, and using the fact that for all a and b we have
, the equality of these two expressions modulo p min(ρ,σ) is equivalent to showing that
holds for all possible values of u, v, and w. There are four possible combinations of values:
Note, however, that each of u, v, and w are congruent to 0 modulo p min(ρ,σ) in all cases, from which it follows that this congruence holds. Likewise, (29) follows because u ≡ v ≡ w ≡ 0 (mod p min(ρ,σ) ), and so we conclude that we do indeed have a crossed pairing G × G → Z p min(ρ,σ) . This crossed pairing defines a unique homomorphism Φ * from [G,
; therefore, we conclude that the order of [b, [a, b] ϕ ] is a multiple of p min(ρ,σ) . Since we already know
we therefore obtain that the order is exactly
In addition, note that each of the other generators [a, 
ϕ ] has order dividing p β , and hence the order is exactly p β . Verifying that the order of [a, [a, b] ϕ ] is exactly p ρ in this case can be done as above, by using the crossed pairing φ xxy and mapping to Z p ρ .
On the other hand, if ρ > σ, then we deduce that [a, b ϕ ] must have order dividing p β+ρ−σ . However, the order may be less than this quantity: we also have that [a, (23), and so the order of [a, b ϕ ] must be a divisor of p α . That is, when ρ > σ the order of [a, b ϕ ] must be a divisor of p β+τ with τ = min(ρ − σ, α − β). Note that we can only have ρ > σ when α > β, by Theorem 1, and that this theorem also indicates a qualitative difference between the case σ < ρ < σ + α − β and the case σ + α − β ≤ ρ. We expect (and indeed, computations with GAP support) that the order of [a, b ϕ ] when ρ > σ will be p β+τ , and that the relation given in (22) Lemma 32. Let G = G p (α, β, γ; ρ, σ) be a 2-generator p-group with presentation as in Theorem 1 with p > 2.
and each is independent from the other generators of
p σ , and this is the only nontrivial relation between them and the other generators of G ⊗ G.
Proof. For (i), we assume ρ ≤ σ and we consider Φ :
As in Lemma 31, because ρ ≤ σ ≤ γ the map is well defined, and since u ≡ v ≡ w ≡ 0 (mod p ρ ) for all possible values of u, v, and w, the map is a crossed pairing. The induced homomorphism Φ * :
ϕ ] to 1 mod p ρ , and every other generator to 0, establishing the order and the independence for [a, [a, b] ϕ ]. We also saw above that when ρ ≤ σ the order of [a, b ϕ ] will be p β , and the independence follows from its independence when mapping to G ab ⊗ G ab , and the independence of both [a,
First, we note that Φ is well-defined:
t , neither φ xy nor φ yx depend on the congruence classes of q or t modulo p γ ; and while φ xxy does involve q and t, we are multiplying them by p β−σ . Since we have that β + τ ≤ β + ρ − σ ≤ β + γ − σ, it follows that p β−σ q and p β−σ t are well-defined modulo p β+τ , so Φ is well-defined. To verify that Φ defines a crossed pairing, we note that τ + σ ≤ ρ ≤ β, so 2β − σ ≥ β + τ . Now verifying (28) amounts to proving that
for the different possible values of u, v, and w. Note u ≡ p β−σ v ≡ 0 (mod p β+τ ) in all cases: for β + τ ≤ β + (α − β) = α, and 2β − σ ≥ β + τ ; so none of these summands will affect the value of the left side of expression (33) modulo p β+τ . This leaves only vr − p β−σ rw; when v = 0, the value of w is either 0 or p ρ , and in both cases we have −p β−σ rw ≡ 0 (mod p β+τ ) (since β + ρ − σ ≥ β + τ ). So the only case to worry about is when v = p β and w = p σ or p σ + p ρ , and in both cases we obtain vr − p β−σ rw ≡ p β r − p β r ≡ 0 (mod p β+τ ). To verify (29), we likewise need to verify that for all values of u, v, and w,
holds. Once again, this reduces to verifying that −mv + p β−σ mw ≡ 0 (mod p β+τ ) always holds, and this follows as it did above. Thus, Φ is indeed a crossed pairing, and we obtain our desired induced map
where τ = min(α−β, ρ−σ). The cyclic factors correspond to the subgroup generated by [a,
, respectively, when ρ ≤ σ; and to the subgroups generated by [a,
, respectively, when ρ > σ.
Hence we have the our description for G ⊗ G.
Theorem 36. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group with presentation as in Theorem 1 and p > 2. Then
where τ = min(α − β, ρ − σ). The invariant cyclic factors can be taken to be the subgroups generated by:
3.2. The p = 2 case. As can be expected, the p = 2 case presents more difficulties; here Theorem 9 does not give us a splitting of
are not completely determined by the analysis in Section 2.3, and the identities found there are generally more complex (e.g., compare the p > 2 and the p = 2 cases of (22) and (23)).
Let G = G 2 (α, β, γ; ρ, σ) be a 2-generator 2-group of class 2, with presentation as in Theorem 1. We know the order of [a,
and that we have a central extension
where N is the kernel of the mapping ∇(G) → ∇(G/G ′ ). Since we have: , we expect the invariants to follow the same pattern as for odd p. And for the most part they do; however, there are a couple of subtleties, as we will see below, which we discovered through some sample computations in GAP. The perhaps "mysterious" maps we will use to establish the orders of the generators come from doing a suitable change of basis to obtain the invariants. Proof. As noted above, the order of [a, a ϕ ] is 2 α when ρ = γ. So suppose that ρ < γ, and we will show the order to be exactly 2 α+1 . Consider Φ = π 2 α+1 • φ • Ψ, where φ is the map
Note first that the exponent α − β + σ − ρ is nonnegative. Indeed, if σ ≥ ρ, then this is immediate; if σ < ρ, then because ρ < γ we must be in Family 1(c) from Theorem 1, so 0 ≤ σ < ρ < σ + α − β, from which α − β + σ − ρ > 0 follows. Note, moreover, that the only case in which the exponent is 0 is when α = β and σ = ρ, which given the condition ρ < γ can only occur in Family 3(b) of Theorem 1, that is, when α = β = γ = ρ + 1 = σ + 1. Next, note that the map Φ is well defined, since α + γ − ρ ≥ α + 1; as the only occurrences of q or t when evaluating Φ(
are in the expression for φ xxy , this means that the value modulo 2 α+1 will remain unchanged if we modify q or t by adding multiples of 2 γ . We claim that Φ defines a crossed pairing G × G → Z 2 α+1 . Since α − ρ and β − ρ are both positive, we have 2 α−ρ u ≡ 2 α−ρ v ≡ 0 (mod 2 α+1 ), so verifying (28) and (29) is equivalent to verifying that:
so the first congruence holds, and
so the second congruence also holds. If α − β + σ − ρ > 0, on the other hand, then 2 α−β+σ−ρ u ≡ 0 (mod 2 α+1 ). We must have α > β, or else α = β and either β > γ = σ > ρ or β = γ = σ and ρ < γ − 1. In all cases we have α − ρ ≥ 2, so 2 α−ρ u 2 s ≡ 0 (mod 2 α+1 ), and so both congruences will also hold. If u = 0, v = 2 β , and w = 2 σ , the congruences become
Finally, the congruences hold when u = 2 α , v = 2 β , and w = 2 ρ + 2 σ , as we simply get the sum of the congruences in the previous two cases.
Thus, we deduce that Φ is a crossed pairing, and induces a homomorphism Proof. It remains to be shown that if σ < γ, then the order of [b, b ϕ ] is a multiple of 2 β+1 . To that end, we consider the map Φ = π 2 β+1 • φ • Ψ, where φ = φ yy + 2 β−σ φ yxy + 2 1−δ (β−1)σ φ xy − φ yx , with δ (β−1)σ = 1 if σ = β − 1, and 0 otherwise. Note that for any specific choice of β and σ, φ is an integer linear combination of the crossed pairings for F (2, 2), and therefore is itself a crossed pairing. Note as well that since γ > σ, the map Φ is well defined since the only occurrence of q or t in evaluating Φ(
occurs in the expression of φ yxy , and is multiplied by 2 β−σ .
For simplicity, write i = 1 − δ (β−1)σ . Since 2u ≡ 2v ≡ 0 (mod 2 β+1 ) for all values of u and v, verifying (28) and (29) reduces to verifying that
both hold, and we can do this by looking separately at the cases u = 2 α , v = 0, w = 2 ρ ; and u = 0, v = 2 β , w = 2 σ ; as the third case, u = 2 α , v = 2 β , w = 2 ρ + 2 σ will follow from these two. If u = 2 α , v = 0, and w = 2 ρ , then the left hand side of the first congruence is −2 β+ρ−σ s − 2 α+i s, and the second evaluates to 2 β+ρ−σ n + 2 α+i n. If ρ > σ, then α > β, so all summands are congruent to 0 modulo 2 β+1 , regardless of the value of i, and both congruences hold. If ρ = σ < γ, then we must have ρ = σ = γ − 1, and α = β = γ, so i = 1 − δ (β−1)σ = 0, and the left hand side of the first congruence is −2 β s − 2 β s = −2 β+1 s, while the left hand side of the second congruence is likewise equal to 2 β+1 n; so again the congruences hold. If u = 0, v = 2 β , and w = 2 σ , the first congruence evaluates to
while the second yields
If σ = β − 1, then i = 0, so the first congruence yields 2 β r + 2 β r ≡ 0 (mod 2 β+1 ), while the second gives −2 β m − 2 β m ≡ 0 (mod 2 β+1 ), hence the congruences hold. If σ < β − 1, then i = 1 and 2β − σ − 1 ≥ β + 1, so both congruences hold again. And we cannot have σ > β − 1, as that would force σ = γ = β, contrary to our hypothesis that σ < γ.
Thus the crossed pairing induces a map Φ
has order a multiple of 2 β+1 in this case, which establishes the proposition.
this means that the order of [b, [a, b]
ϕ ] must be 2 σ+1 in this case. So we only need to figure out the order when σ = γ. Since we will have ρ ≤ σ, from our experience from the p > 2 case we expect the order to be 2 ρ . And indeed, this is what we have.
Proposition 40. Let G = G 2 (α, β, γ; ρ, σ) be a 2-generator 2-group of class 2, with presentation as in Theorem 1. Then order of [b, [a, b] ϕ ] is 2 σ+1 if σ < γ, and
Proof. The result follows from previous sections if σ < γ, so assume that σ = γ. That the order divides 2 ρ is a consequence of the identities we already have; this is clear if ρ = σ = γ. And if ρ < σ, then since [a, [a, b] ϕ ] (22) and (23):
the last equality since σ + α − β > ρ. If α − 1 ≥ γ, then both terms in the last equality are trivial, so [b, [a, b] ϕ ] 2 ρ = 1. If α − 1 < γ, then we must have α = γ, and since ρ < σ, we must be in family 3(a) from Theorem 1, that is, the group G 2 (γ, γ, γ; ρ, γ) with ρ < γ − 1. In that case, α − 1 > ρ, so [a, [a, b] ϕ ] −2 α−1 = 1, and
, and since we are assuming that ρ < α − 1, the order of [b, [a, b] ϕ ] divides 2 ρ . So it only remains to be shown that the order of [b, [a, b] ϕ ] is a multiple of 2 ρ as well. Consider the map Φ = π 2 ρ+1 •φ•Ψ, where φ = φ xy −φ yx +2(φ xxy +φ yxy ). This map is well-defined, since ρ ≤ γ. Note also that 2u ≡ 2v ≡ 2w ≡ 0 (mod 2 ρ+1 ). Therefore, establishing (28) and (29) reduces to the easy congruences: For the final two generators we expect a modification of the result for p > 2 along the lines we have seen above: when ρ < γ, we know the order of [a, [a, b] ϕ ] is 2 ρ+1 ; and if ρ = γ, the order should be the smaller of 2 σ+α−β and 2 γ . From this, we can deduce the order of [a, b ϕ ]; this order is given by essentially the same formula as it did before, with one notable change: when σ = ρ = β, the order is 2 β+1 , as we will see below.
Proposition 41. Let G = G 2 (α, β, γ; ρ, σ) be a 2-generator 2-group of class 2 with presentation as in Theorem 1. If ρ < γ, then the order of [a, [a, b] ϕ ] is 2 ρ+1 . If ρ = γ, then the order of [a, [a, b] ϕ ] is 2 σ+τ , where τ = min(ρ − σ, α − β).
ρ , from Proposition 38 we deduce that if ρ < γ, then the order of [a, [a, b] ϕ ] is exactly 2 ρ+1 . It only remains then to establish the order when ρ = γ.
Assume then that ρ = γ. We first prove that the order of [a, [a, b] ϕ ] will divide 2 σ+τ ; to that end, we consider the two possible values of τ . If Lemma 25(v) . On the other hand, if τ = α − β < ρ − σ, then we note that ρ − σ > 0 implies that α > β (by the presentation in Theorem 1; we can only have ρ > σ if α > β), so ρ − σ = γ − σ > 1. Thus, σ < γ − 1 < β, so σ < β − 1. From Proposition 40 we therefore have that [b, [a, b] ϕ ] 2 β−1 = 1, so from (22) we obtain obtain
As σ + τ = σ + α − β under our current assumption, we have:
Finally, using (23) , that α − 1 ≥ γ = ρ, and Lemma 25(v) and (vi) we conclude that:
Therefore, both in the case when τ = ρ − σ and when τ = α − β, we have that the order of [a, [a, b] ϕ ] divides 2 σ+τ . To show that the order of [a, [a, b] ϕ ] is also a multiple of 2 σ+τ , we note first that if σ = ρ = γ, then τ = 0; in this case, the map Φ used in the proof of Proposition 40 is a crossed pairing (the only assumption there was that ρ ≤ σ = γ), and maps [a, [a, b] ϕ ] to the class of 2 modulo 2 ρ+1 , which finishes the proof that the order of [a, [a, b] ϕ ] is exactly 2 ρ = 2 σ+τ . Thus, we may assume that σ < ρ = γ, which means α > β. We consider then Φ = π 2 β+τ • φ • Ψ, where φ = φ xy − φ yx + 2 β−σ φ xxy . The map is well-defined, since β + γ − σ ≥ β + τ . Since α ≥ β + τ , β + ρ − σ ≥ β + τ , and β − σ > 0, it follows that u ≡ 2
, so verifying (28) and (29) reduces to checking that:
It is now trivial that both congruences hold for all possible values of u, v, and w, and therefore Φ defines a crossed pairing. 
where τ = min(α − β, ρ − σ) and δ ij is Kronecker's delta.
Proof. By Lemma 25(iii), we know that the order of [a, b
ϕ ] is a multiple of 2 β and divides 2 α+1 ; and by (22) we have that
Suppose first that ρ < σ. Note that we cannot have σ < γ, since there is no canonical choice of values in Theorem 1 with ρ < σ < γ; thus, σ = γ and the order of [b, [a, b] ϕ ] is 2 ρ by Proposition 40, and ρ ≤ β − 1, so from the equation above we obtain that [a,
We deduce that in this situation the order of [a, b ϕ ] is 2 β , as desired. Consider next the case when α = β = γ = ρ + 1 = σ + 1; that is, we are in the second case of the theorem with some added hypotheses, and this is the only situation in which we have σ = ρ < γ. We need to show that the order of [a, b ϕ ] in this case is 2 β+ρ−σ+1 = 2 β+1 . We have that:
where the last equality follows since α = β = γ and [b, Orders of the generators of G ∧ G. In the p > 2 case G ⊗ G splits and
, and [b, [a, b] ϕ ]. Hence we found the orders of these generators directly by our analysis of G ⊗ G. This is not the case in general when p = 2 and we must compute the images of these generators under the epimorphism Figure 1 factoring out ∇(G). The next result uses the preceding analysis to determine orders of these images.
Proposition 44. Let G = G 2 (α, β, γ; ρ, σ) be any 2-generator 2-group of class 2 with presentation as in Theorem 1. Then the orders of θ([a,
ϕ ]) are as follows:
where θ is as defined in (43), τ = min(α − β, ρ − σ), and δ ij is Kronecker's delta.
Proof. 
σ+τ and 2 σ respectively with τ = 0 since ρ = σ.
The tensor and exterior squares for p = 2. From the analysis above, we obtain the structure of G ∧ G and G ⊗ G when p = 2. Writing down a basis for G ⊗ G is not nearly as nice as in the p > 2 case, as might be guessed from both (22) and (23), so rather than write them out in the statements, we describe how to obtain such a basis. The 
Here, the three generators [a,
, respectively. This leaves only Families 1(b) and 1(c) from Theorem 1, where σ < ρ ≤ γ. To account for the fact that σ < γ, we must replace [b, [a, b] ϕ ] with [b,
ϕ ]] and of [a, b ϕ ] is more difficult; essentially, one uses (22) and (23) [a, b] ϕ ] by suitable powers of them to make sure we get a generator of order 2 σ ; when σ < ρ < γ, one must also multiply [a, b ϕ ] by a suitable power of [a, a ϕ ] to get an element of order 2 β+σ−ρ , rather than its "natural" order of 2 β+σ−ρ+1 . Once one does that, we obtain:
Proposition 45. Let G = G 2 (α, β, γ; ρ, σ) be any 2-generator 2-group of class 2 with presentation as in Theorem 1. Then
where τ = min(ρ − σ, α − β), and δ ij is Kronecker's delta.
Theorem 47. Let G = G 2 (α, β, γ; ρ, σ) be any 2-generator 2-group of class 2 with presentation as in Theorem 1. Then
In the p > 2 case, the map G ⊗ G → G ∧ G always has a natural splitting, thus identifying the exterior square with the subgroup of G ⊗ G generated by
. In the p = 2 case, this will occur if and only if ρ = σ = γ; otherwise, the subgroup generated by these three generators will intersect the subgroup generated by the other three. Nonetheless, as we will see below, at least in our class we always have an isomorphism G⊗G ∼ = ∇(G)×(G∧G), even though the isomorphism need not arise from a splitting.
Other homological functors
In this section we compute the groups Γ(G/G ′ ), ∇(G), J 2 (G), and H 2 (G), where G is a 2-generator p-group of class 2. The computation of Whitehead's universal quadratic functor, Γ(G/G ′ ), is dependent on p but otherwise it is invariant to α and β. It is a direct calculation using (11) and (12).
Theorem 48. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1. Then
For the other groups, it is easier to describe them separately for p > 2 and p = 2.
4.1. The p odd case. For p > 2, we obtain ∇(G) and J 2 (G) using the structure theorems from Subsection 2.2.
Theorem 49. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1 and p > 2. Then
where τ = min(α − β, ρ − σ).
Proof. The structure of ∇(G) and its isomorphism to Γ(G/G ′ ) was shown in (30). The split of J 2 (G) follows from Theorem 10(iii) since G/G ′ has no elements of order 2. To find the structure of H 2 (G) we compute the kernel of the epimorphism
. An isomorphic copy of the exterior square of G is generated by [a, 
If ρ > σ then the order of [a, b ϕ ] is p β+τ where τ = min(α − β, ρ − σ). The nonabelian exterior square of G is isomorphic to the abelian group
Hence the kernel of κ ′ is the abelian group
4.2. The p even case. The computation of ∇(G), H 2 (G) and J 2 (G) for p = 2 is not aided by the structure results in all cases as in the p odd case. However, similar to the p > 2 case, our computations are aided by Proposition 44, which gives the orders of the generators of G ∧ G.
Theorem 50. Let G = G 2 (α, β, γ; ρ, σ) be any 2-generator 2-group of class 2 with presentation as in Theorem 1. Then:
where τ = min(α − β, ρ − σ), δ ij is Kronecker's delta. If σ < ρ = γ then the generators of H 2 (G) in the order given in (51) have orders 2 β+τ −γ , 2 σ+τ , and 2 σ respectively. Relation (53) is trivial, and as σ < β − 1, relation (52) again becomes ([a,
Hence
Next, suppose σ = ρ = γ. Then the generators of H 2 (G) in the order given in (51) have orders 2 β−γ+δ σβ , 2 ρ , and 2 σ respectively. If α > β, then relation (53) is trivial, and relation (52) 
β is of order 2, and contained in the subgroup generated by
These two are independent, each of order 2 γ = 2 σ , and we obtain H 2 (G) ∼ = C 2 σ × C 2 σ , which agrees with the description in the statement. On the other hand, if we have α > β > γ, then relation (52) is also trivial, δ σβ = 0, and so we have
Finally, if α = β ≥ γ = ρ = σ then relations (52) and (53) become
If β > γ then both relations are trivial and the abelian invariants for H 2 (G) are (54) and (55) 
To finish, recall that if A is a finite abelian p-group and x ∈ A generates a cyclic subgroup of maximal order, then A is isomorphic to x × A/ x (see for example the proof in [22, Thm. 8.2] Figure 1 shows that J 2 (G) is an extension of im(ψ) by H 2 (G), and that im(ψ) ∼ = ∇(G); therefore,
The nonabelian tensor square and exterior square of a group H define the central subgroups Z ⊗ (H) and Z ∧ (H) of H called the nonabelian tensor center and nonabelian exterior center, respectively. These groups are defined as follows:
We interpret Z ⊗ (H) as the largest subgroup of H such that
and similarly Z ∧ (H) is the largest subgroup of H such that [17] . Hence by computing the nonabelian exterior centers of all the groups in Theorem 1 we determine those that are capable. Note then that for any group H, we have the following inclusions:
At the other extreme from the capable groups are the groups H satisfying Z * (H) = Z(H). Such groups are called unicentral [6] . Again we will be able to determine which 2-generator p-groups of class 2 are unicentral by our description of the exterior centers of these groups.
We can consider the factor group of ν(H)/∇(H) which we label τ (H). The nonabelian exterior square, H ∧ H, isomorphically embeds into τ (H) via the map-
by Proposition 16 in [8] . Theorem 19 in [8] provides a direct way to compute both Z ⊗ (H) and Z ∧ (H).
Theorem 56. Let H be any group. Then
where H on the right-hand side of each equation is interpreted as the natural isomorphic copy of H in ν(H) and τ (H) respectively. 
We use Lemma 57 together with our previous analysis on the orders of [b, [a, b] ϕ ] and [a, [a, b] ϕ ] for p > 2 and p = 2. The proofs of the following two propositions now follow immediately from those results:
Proposition 58. G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1 and p > 2. Then
Proposition 59. G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1 and p = 2. Then
With these computations and the orders of the generators in the exterior square of G that were previously computed, the following two propositions follow directly:
Proposition 61. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-group of class 2 with presentation as in Theorem 1 and p > 2. Then
Proposition 62. Let G = G 2 (α, β, γ; ρ, σ) be any 2-generator 2-group of class 2 with presentation as in Theorem 1. Then
5.3. Capable and unicentral groups. From our description above, we are able to describe exactly those groups in G p (α, β, γ; ρ, σ), for p > 2 that are capable by characterizing when Z ∧ (G) is trivial, as well as those that are unicentral by characterizing when Z ∧ (G) = Z(G). The case p = 2 is different enough to justify a separate statement and proof.
Theorem 63. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-groups of class 2 with representation as in Theorem 1 and p > 2. Then G is capable if and only if α − β = ρ − σ and γ = ρ.
When ρ ≤ σ, the conditions exclude all groups from Family 1(a) of Theorem 1, and characterize all of the capable groups from Family 2. When ρ > σ, the conditions characterize all of the groups from Family 1(b) that are capable, and exclude all the groups of Family 1(c).
Proof. If G is capable then one of the following condition must hold:
Equation (64) can be expressed as α − β = ρ − γ. Since ρ − γ must be nonnegative and ρ ≤ γ it follows that ρ = γ and hence α − β = 0. This excludes Family 1(a), where α > β, and describes the capable groups of Family 2.
Equation (65) can be rewritten α − β = γ − σ. The condition ρ > σ implies α − β > 0; and if τ = α − β, then ρ = γ. This condition determines all of the capable groups of Family 1(b). All groups in Family 1(c) have α − β > ρ − σ and are excluded from this condition.
Equation (66) can be rewritten as
In general ρ ≤ γ so we can only have ρ = γ. Then Equation (66) Proof. If G is capable then either ρ = σ = γ and α = β, which is case (i) in the statement; or one of the following conditions hold:
Equation (68) can be rewritten as α − β = ρ − γ; but α − β ≥ 0 and ρ < γ, so this condition cannot hold.
Consider now equation (69); the canonical values of ρ and σ in Theorem 1 only allow σ ≤ ρ < γ if ρ − σ < α − β, or if α = β = γ = σ + 1 = ρ + 1. Now, (69) is equivalent to (α − β) − (ρ − σ) = (ρ − γ). The right hand side is negative under the assumptions of this case, while the left hand side is positive in the first allowable situation, and zero in the second; either way, this condition cannot hold either.
The latter two cases exclude all groups in Families 1(a), 1(c), 3(a), and 3(b). Equation (70) can be rewritten as α − β = ρ − σ + δ β(σ+1) . Since we also have τ = α − β, this means that α − β ≤ ρ − σ, so we must have β > σ + 1. If β = γ, this means that τ ≥ 2, so the condition α−β > δ βγ holds; if β > γ, this condition places no restriction on τ . In any case, we must have ρ = γ. This condition determines all of the capable groups of Family 1(b), and is condition (ii) given in the statement. Equation (71) can be expressed as α − β − (ρ − σ) + δ β(σ+1) = ρ − γ. However, as ρ = γ, this equation becomes α − β + δ β(σ+1) = ρ − σ. If β > σ + 1 we are back to the previous case. If β = σ + 1, then β = γ = σ + 1, so ρ − σ = 1, which would require α − β = 0 and this cannot hold since σ < ρ implies α > β.
Finally, equation (72) requires α − β = δ σβ . If β = σ = ρ = γ, this means that α = γ + 1, giving part (iii) of the statement, and corresponding to groups in Family 1(a); if β > γ, then this means α = β, and we are back to condition (i) and Family 2 or 3(c).
It is worth noting that these results agree with the previous descriptions of the capable groups found in [23, 24] , as it turns out that no group from Family 1(c) (the family that was missing in the classifications on which the previous work relied) is capable. We also note that for fixed n ≥ 3, the number of capable 2-generator p-groups of class 2 is independent of p. This follows since a group G p (α, β, γ; ρ, σ) is capable for p > 2 if and only if it is capable for p = 2, with two exceptions: G p (γ + 1, γ, γ; γ, γ − 1) is capable if and only if p > 2, and G p (γ + 1, γ, γ; γ, γ) is capable if and only if p = 2. They both occur with n = 3γ + 1, so the total number will be independent of p.
Corollary 73. Let n ≥ 3 and let p be a prime. The number of capable 2-generator p-groups of class exactly 2 and order p n is C(n), where:
and ⌊m⌋ denotes the greatest integer less than or equal to m.
Proof. Since, as we noted above, C(n) does not depend on p, we work with p > 2 since the capability conditions are simpler. In that situation, for a fixed γ, 0 < γ < ⌊ n 3 ⌋, there is at most one capable group corresponding to each value of k, 0 ≤ k ≤ γ, namely the group G p (β +k, β, γ; γ, γ −k), with γ +2β +k = n and β ≥ γ. Replacing β with γ + ℓ, ℓ ≥ 0, this is the group G p (γ + ℓ + k, γ + ℓ, γ; γ, γ − k). In particular, n = 3γ + 2ℓ + k so n − (3γ + k) must be even and nonnegative. Conversely, if k is nonnegative, 0 ≤ k ≤ min(γ, n − 3γ), and n − (3γ + k) is even, then the group above is capable. Thus, for a fixed n and γ, there is exactly one capable group for each k such that 0 ≤ k ≤ min(γ, n − 3γ) and n − 3γ ≡ k (mod 2).
Suppose first that n is even. If γ is odd then k must be odd as well. When γ ≤ n − 3γ, k may take the values 1, 3, . . . , γ, for a total of ⌊ γ+1 2 ⌋ = ⌊ γ+2 2 ⌋ capable groups. When n − 3γ < γ, k may take the values 1, 3, . . . , n − 3γ, so we have ⌊ n−3γ+2 2 ⌋ possible choices; the total for odd γ is then ⌊ min(γ+2,n−3γ+2) 2 ⌋. Similarly, if γ is even then k must be even, so the possible values for k are 0, 2, . . . , min(γ, n − 3γ). We conclude the number is independent of the parity of γ, and is given by ⌊ min(γ+2,n−3γ+2) 2 ⌋. Next, suppose that n is odd. If γ is odd then k must be even; if γ ≤ n− 3γ then k may take the values 0, 2, . . . , γ − 1. If n − 3γ < γ, then k may take the values 0, 2, . . . , n− 3γ. Thus, the total number of choices when γ is odd is ⌊ min(γ+1,n−3γ+2) 2 ⌋. If γ is even then k must be odd. If γ ≤ n − 3γ then k may take the values 1, 3, . . . , γ − 1; and when n − 3γ < γ, k may take the values 1, 3, . . . , n − 3γ. Thus, the total number of choices for even γ is ⌊ min(γ+1,n−3γ+1) 2
⌋. Again, the total is independent of the parity of γ, and is given by ⌊ min(γ+1,n−3γ+2) 2 ⌋. To obtain C(n), we add over all possible choices of γ; these range from γ = 1 through γ = ⌊ n 3 ⌋, yielding the formula in the statement.
We now consider the case of unicentral groups. Recall that the unicentral groups lie at the opposite extreme as the capable groups: a group G is unicentral if and only if the smallest subgroup N of Z(G) such that G/N is capable is N = Z(G); that is, if and only if Z ∧ (G) = Z(G). As we saw earlier, the center of G is isomorphic to:
Note that Z ∧ (G) is always cyclic. If 0 < min(ρ, σ) < γ, then the center is not cyclic; this means that for G to be unicentral we must have min(ρ, σ) = 0 or ρ = σ = γ. If ρ = σ = γ, then we further need α = β = γ; but in this case, the exterior center Z ∧ (G) is trivial, and so cannot equal the center. Thus, if G is unicentral then we must have min(ρ, σ) = 0.
If σ < ρ ≤ γ, we would then also require α − γ = 0, but this means β = γ = α, and then ρ ≤ σ; thus, this case is impossible. Hence a necessary condition for G to be unicentral is ρ = 0 and β = γ, in which case the center is cyclic of order p α . We deduce that:
Theorem 74. Let G = G p (α, β, γ; ρ, σ) be any 2-generator p-groups of class 2 with representation as in Theorem 1. Then G is unicentral if and only if (i) β = γ = σ and ρ = 0; or (ii) p = 2, α = β = γ = 1, and ρ = σ = 0.
In particular, no groups from Families 1(b), 1(c), or 3(c) are unicentral, and the only group from Family 3(b) that is unicentral is the group G 2 (1, 1, 1; 0, 0).
Proof. We have already seen that β = γ and ρ = 0 are necessary. Suppose first that p > 2. Then ρ ≤ σ means that we must also have σ = γ, so the necessity of (i) follows; to show the sufficiency, it is enough to show that the order of Z ∧ (G) in this situation will be p α , since the exterior center is always a subgroup of Z(G). And this is indeed the case, as we see in Proposition 61.
Suppose then that p = 2. If we have β = γ, ρ = 0, and σ < γ, then we must have σ = ρ = 0 and γ = β = α = 1 (that is, we must be in Family 3(b) from Theorem 1, with α = β = γ = 1). For G to be unicentral in this case, the exterior center must be of order 2 α = 2, which is indeed the case as we see in Proposition 62. So we may assume that σ = γ = β, ρ = 0, and we want to show that this is sufficient for unicentrality. Again, Proposition 62 shows that in this case, the exterior center has order 2 α , and hence is equal to the center, as desired.
It is interesting to note that the number of unicentral groups among the 2-generated p-groups of class exactly 2 and order p n is the same regardless of p; for in the case with p = 2, the group G 2 (1, 1, 1; 0, 0) with n = 3 "takes the place" of the group G p (1, 1, 1 ; 0, 1) that we have for p > 2.
Corollary 75. Let n ≥ 3 and p a prime. Then the number of unicentral 2-generator p-groups of class exactly 2 and order p n is ⌊ n 3 ⌋, where ⌊m⌋ is the greatest integer less than or equal to m.
Proof. For each n we obtain exactly one group for each choice of α, β, and γ with α ≥ β = γ > 0 and α + β + γ = n; once β = γ is chosen, α is forced, and the common value of β and γ cannot exceed ⌊ n 3 ⌋.
Computational support
Most of the results in this paper were motivated and checked using GAP [19] , a computational group theory system. In this section we provide details on how these computations were completed. We start by showing how to create the groups from Theorem 1.
Let G = G p (α, β, γ; ρ, σ) be any 2-generators p-group of class 2. Then G has the following consistent polycyclic presentation For a particular prime p and α, β, γ, ρ, and σ it is straightforward to create the finitely presented group (76) in GAP. For illustration let us consider the group G = G 3 (6, 5, 4; 3, 2). The following GAP commands create a finitely presented group H isomorphic to G. We suppress most of the output for brevity with the double semicolons. Since the presentation is a consistent polycyclic presentation we can convert H to a polycyclic representation, which allows for effective and efficient computations using the Polycyclic package [15] . The SchurMultiplicator command returns the abelian invariants of the Schur multiplier, where the first number in each list of length 2 is the order of the cyclic factor and the second number is the number of factors of that order. In our example,
There are no direct commands in Polycyclic to compute ∇(G), J 2 (G), Z ⊗ (G) and Z ∧ (G). However, these groups can be determined from computations made by Polycyclic. The epimorphisms from θ : G ⊗ G → G ∧ G and κ ′ : G ∧ G → G ′ can be obtained via the commands gap> theta := NonAbelianTensorSquareEpimorphism(G);; gap> kappap := NonAbelianExteriorSquareEpimorphism(G);; respectively. The kernel of θ is equal to ∇(G), and J 2 (G) is the kernel of the composition of θ and κ ′ . As defined above, θ has a different image than the source of κ ′ . This can be corrected by computing an isomorphism between the two. However, κ ′ is computed as part of the computation of θ in Polycyclic setting up the appropriate isomorphism eliminating the need to find one explicitly.
gap> nabla := Kernel(theta);; gap> AbelianInvariants(nabla); [ 243, 243, 729 ] gap> # Redefine kappap so we can make the gap> # composition. gap> kappap := Range(theta)!.epimorphism;; gap> J2 := Kernel(theta*kappap);; gap> AbelianInvariants(J2); [ 3, 9, 27, 243, 243, 729 ] The groups ν(G) and τ (G) can be found using the commands gap> nu := NonAbelianTensorSquarePlus(G);; gap> tau := NonAbelianExteriorSquarePlus(G);; We need to find the embedding of G in ν(G) and τ (G) to compute the tensor center and exterior center of G. There is not a clean way to do this via a Polycyclic command; however the generators of ν(G) and τ that are each isomorphic to G. Here we show a check that G is isomorphic to G ν .
gap> hom:= GroupGeneralMappingByImages(G,G_nu,Igs(G),Igs(G_nu));; gap> IsPcpGroupHomomorphism(hom); true gap> IsTrivial(Kernel(hom)); true To compute the tensor center and exterior center of G we find the intersection of G ν and Z(ν(G)) and G τ and Z(τ (G)) respectively and record their abelian invariants.
gap> tc := Intersection(G_nu,Center(nu));; gap> AbelianInvariants(tc); [ 3 ] gap> ec := Intersection(G_tau,Center(tau));; gap> AbelianInvariants(ec); [ 3 ] The computations above line up with our theoretical results. Indeed, the group G = G 3 (6, 5, 4; 3, 2) has ρ − σ ≥ α − β with p odd, so by Theorem 1(1)(b) we have G ∼ = G 3 (6, 5, 4; 4, 2) with τ = 1. Hence the abelian invariants for G ⊗ G are as predicted. We conclude this section with GAP code that enumerates all the 2-generator p-groups of class 2 of order p n , denoted by G p n . Being able to consider all such groups for a fixed prime and n was very helpful in obtaining general information about these groups. We also give timings for creating these groups.
Enumerating all groups in G p n is naturally broken up into three functions. The first function generates all 5-tuples (α, β, γ; ρ, σ) for a given n and p that give nonisomorphic groups by Theorem 1. The second function generates a specific group in G p n as a PcpGroup by parameterizing the polycyclic presentation (76). The third function uses the first two functions to compute a list of all nonisomorphic groups in G p n as Polycyclic groups. We start with the second function. To enumerate all tuples (α, β, γ; ρ, σ) for a given p and n that represent all nonisomorphic groups in G p n takes little computational time on a standard laptop or desktop. For example gap> 5tuples(35,3);; time; 800 gap> Length(5tuples(50,3));; time; 13497 gap> Length(5tuples(50,2));; time; 13321 where the times are in milliseconds. Creating the group associated with each 5-tuple can take significant time. This has to do with converting the finitely presented group (FpGroup) into a polycyclic group (PcpGroup) when the powers of the polycyclic generators are very large either because the prime is large or n is large. For example gap> 2grp (6,1,1,1,1,3) (15, 3) ;;time; 14189 where the times are in milliseconds. As polycyclic groups, the Polycyclic package has functionality, as noted above, to compute the homological functors we are investigating.
