ABSTRACT To date, air pollution has caused over seven million deaths worldwide. Real-time monitoring is an efficient solution to prevent and mitigate air pollution. However, air quality monitoring networks are not currently dense enough to cover a large area because of the cost. With the development of low-cost electrochemical gas sensors, the current air quality monitoring network could be extended to a large area with a relatively high-resolution ratio. Nevertheless, the electrochemical gas sensors are not accurate enough compared to standard sensors if they are not carefully calibrated. Therefore, we proposed an environment-adaptive calibration (EAC) system dedicated to the implementation of a collaborative calibration technique for outdoor low-cost electrochemical gas sensors. The EAC system uses a new practical calibration algorithm operating on the Raptor IoT cloud platform that was developed as part of the H2020 Captor project. The system can identify the linear characteristics of gas sensors according to weather conditions, which is valuable prior knowledge for the calibration and the unique character of the EAC system. The outstanding performance of the EAC system is verified by the evaluation of a long-term measurement campaign, in which various metrics are considered, e.g., the goodness-of-fit, target diagram, and daily residuals.
I. INTRODUCTION
Reduction of air pollution is currently a major issue. Seven million people have died prematurely because of air pollution [1] . In France, air pollution costs 101.3 billion euros every year [2] . Note that in the EU, networks of air quality monitoring stations are deployed only in large and medium-sized cities, but their density is not high enough (e.g., Clermont-Ferrand is a medium-sized city with only 8 air quality monitoring stations deployed [3] ) because deploying a dense network of air quality monitoring stations is too costly. Additionally, pollutants (e.g., NOx) normally are generated by human activities in large cities (e.g., road traffic), while ozone (O 3 ) is formed in surrounding areas (countryside or small town) away from the city.
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Because of the rapid development of low-cost gas sensors and Internet of Things (IoT) techniques dedicated to the cost, form factor and accuracy of environmental monitoring, the network of air quality monitoring stations can be significantly improved [4] - [8] . In fact, low-cost, small form factor, and low-power wireless gas sensors can be deployed anywhere to densify the networks of air quality monitoring stations [9] , [10] . However, low-cost gas sensors are less accurate than standard equipment. Moreover, low-cost electrochemical gas sensors tend to have cross-sensitivity with other ambient pollutants (e.g., NOx and VOCS 'Volatile Organic Compounds'). Ambient temperature can affect the zero current and diffusion coefficient of electrochemical gas sensors [11] , [12] . Finally, it is known that the stability and accuracy of low-cost electrochemical gas sensors degrades with time (i.e., aging) [13] , [14] .
According to the NO2-B43F and OX-B431 datasheets of Alphasense, the O 3 and NO 2 sensors have good linear characteristics [29] , [30] . However, the characteristics were determined indoors. They do not apply when the low-cost electrochemical gas sensors are deployed outdoors [18] . This clearly shows that the weather conditions and other outdoor pollutants can change the characteristics of low-cost gas sensors and affect their performance (i.e., accuracy) [19] , [20] . Moreover, it is difficult to estimate the aging of low-cost gas sensors deployed outdoors and to manage error drift over time, as too many parameters can affect its behavior, such as temperature, humidity, wind and cross-sensitivity of other pollutants. Therefore, to make the low-cost gas sensor usable, it is important to increase its accuracy by developing near real-time adaptive calibration [21] - [28] .
Obviously, separately using single or multiple linear regression methods is not efficient enough to calibrate low-cost gas sensors to provide satisfactory accuracy [22] , [23] . Moreover, previous work relied primarily on artificial neural network or machine-learning methods to convert the raw sensor outputs into units of concentration (µ g/m 3 or ppb) in which temperature, humidity and other pollutants are considered to model the final results [19] , [22] - [24] , [29] , [30] . However, the parameters of the model are difficult to be obtained, as the outdoor environment is complex and varied. Moreover, the parameters are fixed in most work and cannot be adapted to dynamic environment. Therefore, in this paper, we study the performance (i.e., accuracy) of the low-cost O 3 (OX-B431) and NO 2 (NO 2 -B43F) [31] - [32] Alphasense electrochemical gas sensors for outdoor use and propose a novel and practical calibration system, named Environment-Adaptive Calibration (EAC), that includes a hardware platform and software algorithm. During a long period of outdoor deployment of the Alphasense O 3 and NO 2 electrochemical gas sensors, we discovered that the linear characteristics of the low-cost gas sensors are strong under certain weather conditions even in the outdoor environment. Further, wind speed is a key factor that influences the calibrations and has rarely been investigated in previous work. Based on these observations, weather conditions are practically used to identify the moment at which the sensors have a strong linear characteristic. Therefore, it is possible to guarantee the accurate calibration of a portion of the raw data collected at the right moment because raw data with a strong linearity can be well calibrated by a simple linear regression (SLR), which is the main characteristic that distinguishes the EAC from other calibration methods. As a result, the EAC mitigates the interaction between raw data with a weak linearity and raw data with a strong one.
In addition to minimizing error drift, the coefficient of the calibration algorithm is continually updated as a function of weather conditions. Therefore, an EnvironmentAdaptive Calibration (EAC) system is developed to provide calibrated results in near real time, in which EAC algorithm is implemented based on a tuned Raptor IoT cloud platform.
The main contributions of this paper are described in three aspects:
1. An Environment-Adaptive Calibration (EAC) algorithm/software was proposed for long-term and real-time air quality monitoring.
2. An IoT Cloud-based Environment-Adaptive Calibration (EAC) hardware platform has been developed by tuning our Raptor platform.
3. A performance evaluation was carried out to validate the performance of the EAC system.
The remainder of this paper is organized as follows: Section II summarizes the state-of-the-art of the calibration techniques dedicated to low-cost gas sensors. Section III presents the details of the IoT Cloud-based EnvironmentAdaptive Calibration (EAC) hardware platform which is based on the Raptor platform. In Section IV, a long-term data measurement campaign is carried out based on the EAC platform. Through a deep analysis of the long-term field test data, a new calibration method named the EAC algorithm is developed in section V. In section VI, EAC performance is evaluated by considering various metrics. In the last section, we establish a discussion of the EAC system and present the future work.
II. RELATED WORK
The inaccuracy of outdoor low-cost gas sensors is mainly due to their stability, sensitivity, cross-sensitivities and weather conditions [24] , [33] - [38] . Consequently, to overcome these problems, sophisticated calibration methods were developed such as neural networks and machine-learning methods. Among these studied methods, most of have focused on metal oxide (MOx) sensors. Kamionka et al. used an artificial neural network to calibrate several MOx sensors at different heating temperatures [39] , [40] . De Vito et al. adopted a neural network approach to calibrate the following MOx sensors: CO, NO 2 , and NOx [41] . However, the neural network method has normally been used to identify gaseous compounds at high levels [42] , [43] . Additionally, the weaknesses of low cost MOx gas sensors are their long response time, high-energy consumption and low stability.
Unlike inexpensive MOx sensors, low-cost electrochemical gas sensors consume less energy and have a shorter response time and better stability. The low-cost outdoor electrochemical gas sensors of Alphasense, e.g., O 3 (OX-B431) and NO 2 (NO 2 -B43F), comprise four electrodesworking electrodes, counting electrodes, auxiliary electrodes and reference electrodes-which are electrochemical cells operating in amperometric mode. They generate a current that is linearly proportional to the fractional volume of the toxic gas [29] , [30] . The performance improves as the counter electrode balances the reaction of the working electrode [44] . Zimmerman et al. proposed a machine-learning calibration model using random forests to calibrate carbon monoxide (CO), nitrogen dioxide (NO 2 ), ozone (O 3 ), and carbon dioxide (CO 2 ). The performance evaluation meets the VOLUME 7, 2019 US EPA Air Sensors Guidebook recommendations of minimum data quality for personal exposure measurement [25] . Cross et al. demonstrated a field-based calibration technique that combines co-located measurements with a high-dimensional model representation (HDMR) of the interferences to measure air pollutants such as CO, NO, NO 2 , O 3 , and CO 2 . The work shows that interference effects derived from the variable ambient gas concentration mix, and environmental conditions change over three seasons [24] . Spinelle et al. broadly investigated the performance of several classical calibration methods for low-cost sensors. The performances of simple/multiple linear regression and supervised-learning techniques were compared [22] , [23] . Different low-cost gas sensors were used to monitor O 3 , NO 2 , CO 2 , CO and nitrogen monoxide (NO). A number of experiences and several problems were highlighted, in which the measurement of O 3 meets the Data Quality Objective (DQO) of the European Directive. However, meeting these objectives for NO 2 has remained a challenge. Meanwhile, Esposito et al. applied dynamic neural network calibrations to obtain an excellent performance for NO 2 monitoring, but an equally good performance for O 3 was not observed [45] . Notably, the calibration performances for NO 2 [46] . However, the work was evaluated in a laboratory. Yamamoto et al. carried out a 305-day measurement campaign at three different locations in Japan to investigate the impact of environmental conditions on the air temperature sensor [47] .
To date, several solid works are based on the long-term outdoor measurement campaign for low-cost electrochemical gas sensors. Spinelle et al. conducted a measuring campaign at the JRC−Ispra station from March to July 2014 (5 months) [22] , [23] ; Zimmerman et al. used training and testing windows spanning from August 2016 to February 2017 (7 months) [25] ; Cross et al. deployed two ARISense systems from July to November 2016 (5 months) [24] . Therefore, in this paper, we focus on studying the impact of environmental conditions on the low-cost electrochemical gas sensor for long-term outdoor air quality monitoring. A near realtime Environment-Adaptive Calibration (EAC) system was proposed based on an IoT cloud-based Raptor platform developed in the H2020 CAPTOR (Collective Awareness Platform for Tropospheric Ozone Pollution) project [48] , [49] . We investigated the relationship between the linear characteristic of sensors and environmental conditions and then adopted the appropriate calibration technique to improve low-cost gas sensor accuracy.
III. IoT CLOUD ENVIRONMENT-ADAPTIVE CALIBRATION (EAC) HARDWARE PLATFORM A. ARCHITECTURE AND STRUCTURE
Low-cost electrochemical gas sensors (e.g., NO 2 and O 3 ) have traditionally been calibrated in the laboratory with standard air samples. Normally they work well and exhibit good linearity in indoor environments. However, the sensor characteristics change considerably when they are deployed in an outdoor environment due to weather conditions, crosssensitivities, aging, etc. Therefore, indoor calibrated low-cost electrochemical gas sensors cannot be used to monitor outdoor air quality as they are not accurate enough. To consider the changing environment and sensor aging, low-cost electrochemical gas sensors need to be recalibrated continuously to minimize output error drift. Consequently, we propose an IoT cloud Environment-Adaptive Calibration (EAC) hardware platform to enable networking capability for the low-cost electrochemical gas sensor node to update the calibration parameters. The EAC hardware platform is based on our IoT Raptor platform developed in the framework of the H2020 CAPTOR project. In this case, the Raptor nodes are implemented according to a special design of the EAC system, as illustrated in Figure 1 . A Raptor node, called the Exemplar node, is installed in an air quality monitoring station to monitor air pollutants such as NO 2 and O 3 . Note that the same air pollutants are quantified by the standard equipment of the air quality monitoring station, and the resultant data will be used as reference data to calibrate the Exemplar node. Other Raptor nodes, called Follower nodes, are deployed in the vicinity of the air quality monitoring station. We assume that the weather conditions are approximately the same around the air quality monitoring station. Thus, the Exemplar and Follower nodes have approximately equal meteorological conditions. All measurement data from the air quality monitoring station and the Exemplar and Follower nodes are uploaded to the cloud server and analyzed.
B. IMPLEMENTATION OF EXEMPLAR AND FOLLOWER NODES
The Exemplar and Follower nodes are based on the same hardware and are built by using the uSu-Edu board equipped with low cost O 3 and NO 2 Alphasense electrochemical sensors, an air temperature sensor (T) and relative air humidity sensors (RH) [50] .
The Exemplar or Follower node is designed to be powered by a standard battery and deployed outdoors. To minimize energy consumption, the sensory data are sent to the multi-support local server through the IEEE802. 
C. MULTI-SUPPORT RAPTOR LOCAL SERVER
The multi-support Raptor local server node is implemented by using Raspberry Pi 3 and uSu-Edu boards, as shown in Figure 3a . The multi-support Raptor local server may be equipped with different network supports such as Wi-Fi, IEEE802.15.4, ethernet and 3G/4G modem to meet the application requirements. Notice that for the field test, a 3G/4G mobile network was used, as shown in Figure 3b . The multi-support Raptor local server needs an AC plug. The characteristics of multi-support Raptor local server are as follows: -1 uSu-Edu board equipped, -1 Raspberry Pi 3 board: -1.2 GHz 64-bit quad-core ARM Cortex-A53 -1GB SDRAM -4x USB 2.0 HS host ports -10/100 ethernet port -Wi-Fi 802.11n and Bluetooth -1 3G/4G mobile network USB modem. We implement the specific firmware running on the uSu-Edu board to serve as coordinator to setup a star topology network. Each multi-support Raptor server can support 20 Raptor nodes within a range of 200 m (low-cost 0 dBi antenna). Note that this range may be increased by using an appropriate antenna. VOLUME 7, 2019 
D. REMOTE LINUX SERVER
To test and evaluate the performance of the Raptor platform, all of the sensory data and the QoS of Raptor platform must be analyzed. Thus, we implement a remote server with the following functionalities:
-Remote server connection through LAN -Data and error log file -Sensory raw data display -Sensory calibrated data display -Remote Raptor node reconfiguration. This remote server is based on AWS 'Amazon Web Services'. Because of the data and error log file saved on the remote server, the following performances of the Raptor platform may be carried out:
-Sensor calibrations -GUI: wireless sensor node management, data display, etc. -API for data upload and display -Smartphone QR code reading for displaying data. Therefore, the above software is developed on the remote server.
E. COHERENCE OF EXEMPLAR AND FOLLOWERS
To validate the hypothesis that the calibration coefficients of the Exemplar node can be used for the Follower node, we quantified their relationship by examining the correlation of the O 3 raw data of each nodes. Figure 4 shows that there are very strong linear relationships between the data from N75 (Exemplar node) and that from N71 (Follower node) and N72 (Follower node). The correlation coefficients are 0.992 and 0.993, respectively. Therefore, the calibration parameters calculated for the Exemplar node can also be used to adjust the calibration parameters of the Follower nodes.
IV. DATA MEASUREMENT AND ANALYSIS A. DATA MEASUREMENT CAMPAIGN
A long-term measurement campaign was performed from 2nd Jan. 2017 to 4th Aug. 2017 on the Lecoq Garden located in Clermont-Ferrand city, France (45.771193N, 3.087498W). The raw and reference data were collected hourly from the EAC platform and air quality monitoring station. The node with ID N75, which is Exemplar, is equipped on the pipe that is responsible for collecting air to the standard (referencegrade) equipment. The nodes with ID N71 and N72 are deployed beside N75 to be Followers as shown in Figure 5 . The measurement takes approximately 8 months and spans from winter to summer. The air temperature, relative air humidity and wind speed of a part of datasets are plotted in Figure 6 .
It can be noted that the air temperature and the air relative humidity evolve in opposite directions. In general, when the temperature increases, the relative air humidity decreases. Furthermore, the wind speed is observed to be less than 5 km/h most of the time because the city of Clermont-Ferrand is located in the middle of France far from the seaside.
B. DATA ANALYSIS
The measurement campaign focuses on the influence of meteorological conditions (i.e., air temperature, relative air humidity and wind speed) on the linear relationship between the reference data (measurement of the air quality monitoring station) and raw data (measurement of sensors). The NO 2 measurement is used in this study because its raw data are more sensitive to meteorological conditions.
The scatter plot of the dataset with all meteorological conditions is composed using the air quality reference station data (ordinate) and the raw sensor measurement data (abscissa) as shown in Figure 7 . We observe that there are many points with a weak linearity in the lower left part of the figure. After many experiments, we found that there are indeed strong linear characteristics of low-cost Alphasense electrochemical sensors under certain meteorological conditions. For the data set from the N75 node, there are strong linear relationships under three conditions: when the air temperature is between 5 and 12 degrees, when the relative air humidity is between 60% and 90%, and when the wind speed is lower than 3 km/h. According to numerous experimental explorations, every meteorological factor, i.e., air temperature, relative air humidity and wind speed, is divided into three levels to classify the monitoring data, as listed in Table 1 . Notice that the range of each level is dynamic and depends on the characteristic of sensors.
The entire data set is classified according to each level of meteorological factors listed in Table 1 . First, the wind speed is investigated as shown in Figure 8 . The results interest us because the data sets collected under high and medium wind speed conditions are represented by the points located in the left-bottom part in Figure 7 (the scatter plot of the data with all meteorological conditions). That means high and medium wind speeds cause the weak linear characteristic of electrochemical gas sensors in an outdoor environment. To quantitatively analyses the linear characteristics, the correlation coefficients of three data sets are listed in Table 2 . The correlation coefficient of n observations of data points (x i , y i ) is:
where s x and s y are the standard deviations of X and Y. The formula uses to quantify s x is:
s y is calculated by applying the same formula of (2). The correlation coefficient of the data set collected in low wind speed circumstance is relatively high, which represents a strong linear relationship between the raw data and reference data. This result encourages us to further improve the linear relationship by considering temperature and relative air humidity factors.
The scatter plots of the data sets classified in three levels of temperature are provided in Figure 9 . Notice that the data set analyzed here is under low wind speed conditions. Better linear characteristics can be observed under in middle and low temperature conditions in Figure 9b and 9c. These observations are verified quantitatively by the correlation coefficients in Table 3 . Next, the data sets classified in three levels of relative air humidity are shown in Figure 10 . As for the case of temperature, data are collected under low wind speed. There are relatively strong linear relationships when the relative air humidity (RH) is in the middle and high level (Figure 10b and  10c) . This is because the electrolyte function of electrochemical gas sensors benefits from relatively high air humidity. In Figure 10c , there are few data points in the low relative air humidity circumstance because the Clermont-Ferrand climate is not wet. The linear characteristics of the electrochemical gas sensor in relative air humidity circumstance are shown numerically in Table 4 .
These results described above suggest that the linear characteristics should be better if the raw data are filtered under both appropriate temperature and RH conditions and under low wind speed.
Some trends are found from the long-term monitoring campaign. The wind is the most important impact factor influencing the linear characteristic of electrochemical gas sensors. There is a weak linear characteristic of electrochemical gas sensors when the wind speed is higher than 3 km/h. The electrochemical gas sensors have a strong linear characteristic when temperature is at low (5 to 12 degrees) or medium levels (12 to 20 degrees) and when the relative air humidity is at medium (60% to 90%) or high levels (90% to 100%), according to our measurements. However, the relative air humidity should not exceed 60% for an extended time. Otherwise, the electrochemical gas sensor will absorb too much water, and it will not contain the extra electrolyte volume. This will cause the sensor electrolyte to leak.
In summary, the data analysis indicated that there are indeed linear characteristics of electrochemical gas sensors in an outdoor environment at specific meteorological conditions. Therefore, we propose a calibration method based on this observation, in which a prior knowledge, i.e., the specific meteorological conditions with strong linear characteristics, is learned from a historical data set and is then used to identify the strong linear case in the current data set.
V. ENVIRONMENT-ADAPTIVE CALIBRATION (EAC) ALGORITHM
In this section, we propose a calibration algorithm, named the Environment-Adaptive Calibration (EAC), based on the observation in section IV, i.e., data measurement and analysis. According to long-term data measurement, we found that there are linear characteristics of electrochemical gas sensors in specific meteorological conditions. Moreover, the meteorological conditions can be determined in term of the correlation coefficient between raw data (from the Exemplar) and reference data (from the air quality station). This process is called training. The EAC method uses simple regression to calibrate the data collected from the sensor with strong linear characteristics under specific meteorological conditions and uses multiple regression or non-linear calibration methods to calibrate the rest of the data with worse linearity, as shown in Figure 11 . In fact, the EAC method is a calibration framework that combines simple linear regression with another calibration method to provide better results than the basic calibration methods. In this paper, multiple linear regression is adopted to handle the data with worse linearity to demonstrate the performance of EAC. Other non-linear calibration methods also can be used according to the corresponding requirements. An illustration of EAC using simple and multiple linear regressions is given to prove the feasibility and effectiveness of the basic idea.
In training sessions, meteorological conditions can be tagged by corresponding linear characteristics of sensors as shown in Table 5 . For the wind speed factor, EAC only investigates the case of small wind speed since middle and high wind speeds always lead to non-linear relationships. The training is real time so that the calibration parameters can be updated continuously. After Exemplar has learned the meteorological features related to strong linearity, the feature is used on Followers to identify the raw data with strong linearity. Notice that there is a strict linear relationship between the sensor characteristics of Exemplar and Followers as shown in Figure 4 , which guarantees that the calibration model created by the Exemplar can be used on the Followers.
The main contribution of the EAC is that it uses the results of field observations obtained from the long-term measurement to indicate a strong linear characteristic of electrochemical gas sensors under specific weather conditions in the outdoor environment. Raw data with a strong linear relationship with reference data are hidden in an abundance of raw data. In Exemplar, EAC can find the raw data by training the history data set and providing the meteorological features related to strong linearity of sensors. In Followers, the meteorological feature can be used to identify the raw data with a strong linearity. With this method, a portion of the raw data (the one holding strong linear relationship) can be guaranteed to be calibrated correctly. Neither simple nor multiple regressions can identify the raw data with a strong linear relationship, as they are influenced by the raw data with non-linear characteristics greatly. Therefore, EAC prevents this problem with prior knowledge from training, which cannot be done by any other methods.
VI. PERFORMANCE EVALUATION A. REFERENCE CALIBRATION METHODS
Simple and multiple linear regressions are chosen as reference methods. In fact, the EAC method also uses simple or multiple linear regressions as a function of specific meteorological conditions. The cloud server processes the data of the air quality monitoring station and the raw data of Exemplar node. Because of the Raptor IoT cloud framework, the cloud server can send calibration parameters in near real time to the Followers nodes deployed in the vicinity of Exemplar. Here, measurement data obtained from Exemplar in seven weeks are used for training. Thereafter, the calibration parameters are used for the raw data of Followers measured in three consecutive weeks. The calibration time interval is set to one week.
1) SIMPLE LINEAR REGRESSION (SLR)
Suppose that we have n observations of data points (x i , y i ) , i = 1, . . . , n; where x i is sensor raw data (also called the independent or predictor variable) and y i is air quality reference station data (also called dependent or response variable). X and Y are two random variables, which represent the sensor raw data and the reference data, respectively. If there is a linear relationship between the two variables, we can apply the following formula to fit a line.
where β 1 is the slope of the line, and β 0 is the intercept of the line. ε i is a random error (Gaussian model). The parameters β 0 and β 1 are calculated by solving the least-square regression:
The solution is:
Therefore, the calibrate sensor data is:
where x i is a new sample sensor data.
2) MULTIPLE LINEAR REGRESSION (MLR)
Multiple linear regression is an extension of simple linear regression. Instead of just a single scalar value x, we have a vectorx i = x 1 , . . . , x p for every data point I, and we have n observation data points. y is the estimate value of each data point as a linear function of the different x variables:
For n data points, the equation is:
In the multiple linear regression model, the ordinary least squares (OLS) estimator of β is:
In this paper we use the Scilab program [51] to find the optimal estimateβ. Thus, the calibrate sensor data is:
B. RESULTS
1) THE GOODNESS-OF-FIT INDEX, R 2
R 2 is defined as the square of the correlation coefficient between the reference data and the calibrated data [52] - [55] , as shown in Equation 13 .
This metric is interpreted as the proportion of the total variability in the calibrated result that is accounted for in the raw data.
The goodness-of-fit values of all three calibration methods for O 3 sensors are normally strong because the correlation coefficients R between the reference data and the raw data are high enough, as illustrated in Table 6 . It can be seen that the linear relationship between the reference data and the raw data is strong. In fact, electrochemical gas sensors are sensitive to O 3 , and the density of O 3 is relatively high in the center of Clermont-Ferrand city compared to the density of NO 2 . Therefore, the sensing of O 3 is less affected by environment and other gases even if O 3 is NOx-sensitive. Additionally, a particular part of the whole calibration result is found where SLR has a deviation with the reference, as shown in Figure 12a . The finding uncovers that SLR is not flexible for some parts even if the total correlation coefficient is high.
To the contrary, the R 2 results of NO 2 are not good enough for SLR and MLR because the correlation coefficient between the reference data and the raw data is relatively low. Thus, SLR and MLR fail to calibrate the raw data very well. However, the EAC method has a relatively higher goodness-of-fit index for NO 2 compared to SLR and MLR. The calibration results of each regression method are shown in Figure 12b , where the calibration result of SLR (green line) always has a large overshoot or undershoot compared to the reference data. This can be explained by the theoretical principle of SLR. The least squared method is used by SLR to estimate the parameters of β 0 and β 1 . Therefore, the SLR exerts its best efforts to minimize the difference between the mean of its calibration results and the mean of the reference data. Consequently, the SLR cannot control the variance of its calibration results very well. In other words, the scalability of SLR is not good. However, we also observed that there are some calibration data points of SLR that fit the reference data well. This is because there is a strong linear characteristic of electrochemical gas sensors in some meteorological conditions.
In the case of the MLR, the goodness-of-fit increases because it considers more information including ozone concentration and weather conditions, such as air temperature and relative air humidity. However, MLR cannot identify the linear characteristics of low-cost electrochemical gas sensors. MLR only uses ozone concentration and the weather conditions to adjust the raw data of NO 2 . However, this correction is not accurate most of time. To this end, EAC builds on the knowledge learned from the Exemplar node to identify the linear characteristics of low-cost electrochemical gas sensors, so that appropriate calibration methods (simple linear regression or multiple linear regression) can be selected to calibrate the raw data. The calibration results have indicated the validity and feasibility of EAC. In Figure 12 , three sharp peaks (marked by black circles) are of concern between the 20 to 100 h time points. We observe that EAC (blue line) always adopts SLR to reach the peaks of the reference data (red line) rather than MLR, while in other cases, MLR is used most of the time. The results precisely show the advantage of the EAC, which can adaptively use the appropriate calibration methods depending on the weather conditions. The numeric results are illustrated in Table 7 , which also coincides with the results of Figure 12b . Although the MLR method results in greater goodness-of-fit values compared with SLR, the standard deviation with MLR does not significantly decrease. In contrast to SLR and MLR, the EAC method results in greater goodness-of-fit indices and also smaller standard deviations.
2) TARGET DIAGRAM
The target diagrams for O 3 and NO 2 using SLR, MLR and EAC calibration methods for each Raptor node, i.e., N75, N71 and N72, are shown in Figure 13 . The diagram visualizes the correlation between the calibrated results and the reference measurements. In the figure, the X-axis is the centered of root mean square error (CRMSE) normalized by the reference monitor standard deviation, which represents the calibrated random error. The Y-axis is the mean bias error (MBE) between the calibrated data and reference measurements, which is also normalized by reference monitor standard deviation. The normalized MBE represents the estimation of the magnitude of differences (bias) between sensors estimation and reference values averaged over the whole sampling period [24] , [25] . It is worth mentioning that the distance between any given point and the origin represents the root mean square error (RMSE) normalized by the standard deviation of the reference measurements. Notice that the CRMSE is in the left plane if the model standard deviation is smaller than the standard deviation of the reference observations, and vice versa. There is a positive correlation between calibrated and observed data if the data point is located inside the unit circle.
In Figure 13a and 13b, the overall RMSE of electrochemical gas sensors for O 3 is smaller than that for NO 2 , which VOLUME 7, 2019 FIGURE 13. Target Diagram for O 3 and NO 2 using SLR, MLR, and EAC calibrations. The Y-axis is the bias relative to the reference data, while the X-axis is the bias-adjusted RMSE (CRMSE) normalized by the standard deviation of the reference data; the vector distance between any given point and the origin is the RMSE normalized by the standard deviation of the reference data. The CRMSE is in the left plane if the standard deviation of the calibrated data is smaller than the standard deviation of the reference data, and vice versa. If the data fall within the circle, the variance of the residuals is smaller than the variance of the reference data.
coincides with the analysis of the goodness-of-fit index. The points of N75 for both O 3 and NO 2 are closer to the origin than any points of the other nodes. It is understandable that the calibration parameters come from the training of N75. For O 3 (Figure 13a) , the points from all calibration methods are located inside the unit circle. The points from EAC are closer to the origin, and the points from MLR are second closest. It is important to note that the results of MLR and EAC deviate in the side of the origin on which they fall because of the multi-variable calculation of MLR and because the raw O 3 data have strong linearity. Moreover, the results of EAC are influenced when the MLR is used. For NO 2 (Figure 13b ), all points from the EAC are closer to the origin than the points from other methods and are located in the left plane of the diagram, which means the standard deviation of the calibrated data is smaller than that of the calibrated data from other methods and the reference data. There is a point from SLR outside of the unite circle and another point on the edge of the unite circle. These points demonstrate that SLR is not qualified to calibrate the raw data when there is a weak linear characteristic of electrochemical NO 2 sensors. Additionally, the points from MLR also deviate, while EAC points do not. Therefore, we conclude that EAC outperforms any primary methods that it uses, even for the sensitive gas, e.g., NO 2 .
3) DAILY RESIDUALS
To provide a global view of the performance of the calibration methods, the residuals for every day are calculated by using the calibrated value minors reference measurement [22] , [23] . More than four months of data are used to validate the capability of EAC, as shown in Figure 14 .
In Figure 14a and 14b, the overall residual of O 3 is less than that of NO 2 . This means that NO 2 is more sensitive to the environment compared with O 3 . For O 3 and NO 2 concentrations, SLR residues are always higher than those of MLR and EAC because SLRs are not suitable for low linearity of low-cost electrochemical gas sensors. Moreover, the residual of EAC is closer to zero since the method combines the strength of its primary methods. There are large residual fluctuations when using the MLR method. Figure 14a shows that there is a large undershoot between May and June; and Figure 14b shows that there are fluctuations between July and August. As described in the last subsection, MLR is relatively unstable because of its multi-variable dependence. On the contrary, the EAC avoids this problem by acquiring prior learning from data analysis.
VII. CONCLUSIONS
In this paper, we proposed a new and practical (near realtime) collaborative calibration system named EAC that is dedicated to low-cost electrochemical gas sensors for outdoor air quality monitoring. The outdoor measurement campaign covers the four seasons, and the errors of the calibrated O 3 data compared to those of the air quality monitoring station are less than 5%. However, the error of the calibrated NO 2 data is not as low as the O 3 error (error ∼15%). In our study, the low-cost Alphasense sensors (OX-B431 and NO 2 -B43F) are exposed directly to the air, and we observed that wind speed significantly influences their accuracy. In future work, we will limit the influence of wind speed to improve the accuracy of low-cost electrochemical gas sensors by installing the sensors in a closed housing package. Further, the outside air of the environment will be pumped into the housing package at each measurement.
In fact, low-cost electrochemical sensor error drift is due to sensor aging, and sensor aging depends on impurities from air, weather conditions and VOCS. Therefore, the location of the electrochemical gas sensor deployment has important impacts on the accuracy of the calibrated data. Note that the IoT cloud framework facilitates the collection and storage of changing environmental sensory data under different meteorological conditions and areas (e.g., urban, rural, etc.). The available data are essential if we want to use a deep-learning technique to develop effective calibration models. Therefore, in our future work, we will develop a calibration method based on deep learning while considering the sensor deployment location.
Finally, it is important to emphasize that with the current accuracy, the low-cost electrochemical gas sensor can be used in cooperation with the existing air quality monitoring network to implement a fine-grained air quality monitoring network at low costs.
