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1. Introduction
In this paper, we assume that {Nt , t ≥ 0} is a Cox process with Poisson shot noise intensity, that is, the intensity λt of Nt
is stochastic and can be divided into two parts:
λt = λ+

n∈N
h(t − τn, Yn), t ≥ 0 (1.1)
where the function h(·, ·) is nonnegative and h(t, x) = 0 for t < 0, x ∈ R; τn, n ≥ 1 are the jump times of a Poisson
process {Nt , t ≥ 0}with intensity ρ; Yn, n ≥ 1 are positive i.i.d. random variables with a common distribution FY and they
are assumed to be independent of {Nt , t ≥ 0}. The process {n∈N h(t − τn, Yn), t ≥ 0} is usually called the Poisson shot
noise process. For convenience, we denote H(t, y) =  t0 h(s, y)ds and H(y) = H(∞, y) := limt→∞ H(t, y). We consider the
following Cox risk process with Poisson shot noise intensity:
Dt = a+ bt − St t ≥ 0 (1.2)
where a is the initial capital, b is the premium rate, and
St :=
Nt
k=1
Xk (1.3)
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denotes the total claims up to t , and the claims {Xk, k ≥ 1} are positive i.i.d. randomvariableswith a commondistribution FX ,
finite expectationµX , andmoment generating functionM(θ) =
∞
0 e
θxdFX (x), we assume that {Xn, n ≥ 1} are independent
with {Nt , t ≥ 0}.
The Cox process is flexible because its intensity depends on not only the time but also a stochastic process, it can be
considered as a two step randomization procedure, i.e., Nt is Poisson process conditional on λt , and on the other hand, λt is
a stochastic process. We can explain the λ as the ‘‘intensity’’ of normal claims, and

n∈N h(t − τn, Yn) as the ‘‘intensity’’ of
external claims such as natural disasters. Just as usual, the following net profit condition holds:
b = (1+ κ)µX

λ+ ρ
 ∞
0
H(y)dFY (y)

where κ > 0 is called relative safety load. If we set h ≡ 0, the model (1.2) degenerates into the classic Crámer–Lundberg
model.
The Cox model has been used widely in many aspects: insurance, finance, queue theory, statistic etc. (cf. [1–3]). Dassios
and Jang [2] applies the Cox process with Poisson shot noise intensity to pricing stop-loss catastrophe reinsurance contract
and catastrophe insurance derivatives. Asmussen [3] studies the asymptotic estimates for infinite-time and finite-time ruin
probabilities of the risk model (1.2).
There are many applications of large deviations such as insurance, portfolio management, risk management, queue
system, statistics [4–8]. Macci and Stabile [4] study the large deviation principles for the Markov modulated risk process
with reinsurance. Gao and Yan [5] extend the result considered in [4] to the sample path large and moderate deviation
principles. Shen et al. [6] obtain the precise large deviation of the custom arrival based risk model which can be treated as a
generalized Poisson shot noise process. Recently, Macci and Torrisi [7] take into account the large deviation estimations for
the ruin probability of the risk processes with shot noise Cox claim number process and reserve dependent premium rate.
Motivated by these papers, this paper considers the large and moderate deviations for the total claims (1.3), in detail, we
first introduce an exponential martingale associated with the process {St , t ≥ 0}. As some applications of the exponential
martingales, we prove the sample path large and moderate deviation principles for the process {St , t ≥ 0} and give an
estimate of ruin probability for the model (1.2) and a numerical example to support our results.
2. Exponential martingale
In this section, we introduce an exponential martingale for the process {St , t ≥ 0}, the exponential martingale will play
a key role on proving the large and moderate deviation principles, for detail, we have the following theorem.
Theorem 2.1. If for some δ > 0, the moment generating function M(δ) of X1 is finite, and E

e(M(δ)−1)H(Y1)

< ∞, for any
measurable function φ(·) with supt≥0 φ(t) < δ, define
Zφ(t)t = exp
 t
0
φ(u)dSu −
 t
0
(M(φ(u))− 1)

λ+

n∈N
h(u− τn, Yn)

du

(2.1)
then {Zφ(t)t ,Ft , t ≥ 0} is a martingale under the measure PY ,N(·) := P(·|Y ,N), where Ft = σ {Nu, u ≤ t} σ {Xk, k ≤
Nt} σ {λu, u ≥ 0}. Furthermore, we have
E

exp
 t
0
φ(u)dSu

= exp
 t
0

λ(M(φ(u))− 1)+ ρ
 ∞
0

e(M(φ(u))−1)H(t−u,y) − 1 dFY (y) du . (2.2)
Proof. First of all, set Zt = St − µX
 t
0 λudu, then {Zt ,Ft , t ≥ 0} is a martingale under the conditional probability PY ,N ,
indeed,
EY ,N

Nt
k=Ns+1
Xk
Fs

= µXEY ,N
 t
s
λudu
Fs = µX  t
s
λudu (2.3)
which implies that {Zt ,Ft , t ≥ 0} is amartingale. Now let us turn to prove {Zφ(t)t ,Ft , t ≥ 0} is amartingale, for convenience,
we set Lt =
 t
0 φ(u)dSu, by Itô formula [9]
eLt = 1+  t0 eLu−dZu + µX  t0 eLu−φ(u)λudu+
k∈N

eLTk−1

eφ(Tk)Xk − 1− φ(Tk)Xk

1{Tk≤t}

(2.4)
where {Tk, k ≥ 1} are the jump time of {Nt , t ≥ 0}, the conditional expectation with respect to PY ,N of the last part in the
right hand of the above equation can be calculated as follows
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EY ,N

k∈N
eLTk−1

eφ(Tk)Xk − 1− φ(Tk)Xk

1{Tk≤t}

= EY ,N
 ∞
0
 ∞
0
eLu−

eφ(u)x − 1− φ(u)x 1{u≤t}dFX (x) dNu
=
 t
0
 ∞
0
EY ,N(eLTu− ) eφ(u)x − 1− φ(u)x λu dFX (x) du (2.5)
take conditional expectation with respect to PY ,N on both sides of (2.4), we thus get
EY ,N eLt  = exp t
0
(M(φ(u))− 1) λu du

(2.6)
so we can say {Zφ(t)t ,Ft , t ≥ 0} is a martingale under PY ,N , now let us rewriten∈N H(t − τn, Yn)byNtn=1 H(t − τn, Yn)
and we denote it by Wt , that is to say, Wt = Ntn=1 H(t − τn, Yn). It is easy to check that {Wt − ρ  t0 ∞0 H(t −
u, y)dFY (y)du,Gt , t ≥ 0} is a martingale, where Gt = σ {Nu, u ≤ t} σ {Yn, n ≤ Nt}, then using the same method as
calculating E(exp{ t0 φ(u)dSu}), we can have
E

exp
 t
0
(M(φ(u))− 1) dWu

= exp

ρ
 t
0
 ∞
0

e(M(φ(u))−1)H(t−u,y) − 1 dFY (y)du
which implies (2.2). 
Remark 2.1. If φ(u) ≡ φ is a constant, then Theorem 2.1 yields
E (exp {φSt}) = exp
 t
0

λ(M(φ)− 1)+ ρ
 ∞
0

e(M(φ)−1)H(u,y) − 1 dFY (y) du (2.7)
which has been given by Asmussen [3]. We need to point out that Eq. (2.7) is not enough to get our large deviation and
moderate deviation results, for detail, one can see the following two corollaries: Corollaries 2.1 and 2.2.
By using of the Theorem 2.1, we can obtain following two corollaries, which are key results for proving sample path
large and moderate deviation principles, indeed, by the Corollaries 2.1 and 2.2 we can give out the finite dimensional large
and moderate deviations respectively, so we only need to prove the respective exponential tightness if we want to gain the
sample path large and moderate deviations which will be shown in next section.
Corollary 2.1. Assume that the following condition (C.1) holds:
M(δ) <∞ and E eδH(Y1) <∞ for all δ > 0. (C.1)
Then for any T > 0 and for any m ≥ 1, 0 = t1 < t2 < · · · < tm ≤ T , θ1, θ2, . . . , θm ∈ R,
lim
α→∞
1
α
logE

exp

m
k=1
θk

Sαtk − Sαtk−1
 = m
k=1
(tk − tk−1)Λ(θk) (2.8)
whereΛ(θ) = λ(M(θ)− 1)+ ρ ∞0 e(M(θ)−1)H(y) − 1 dFY (y).
Proof. For the equality (2.2) in Theorem 2.1, we take φ(u) =mk=1 θkI(tk−1,tk](u), then it turns into
E

exp

m
k=1
θk

Stk − Stk−1

= exp

m
k=1
 tk−tk−1
0

λ (M(θk)− 1)+ ρ
 ∞
0

e(M(θk)−1)H(u,y) − 1 dFY (y)du (2.9)
therefore we only need to prove the following equality
lim
α→∞
1
α
 αt
0

λ(M(θ)− 1)+ ρ
 ∞
0

e(M(θ)−1)H(u,y) − 1 dFY (y) du = tΛ(θ)
that is equivalent to
lim
α→∞
 t
0
 ∞
0

e(M(θ)−1)H(αv,y) − 1 dFY (y)dv = t  ∞
0

e(M(θ)−1)H(y) − 1 dFY (y)
which follows from limα→∞ H(αv, y) = H(y) by monotone convergence theorem. 
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Corollary 2.2. Set S¯(·) = S(·)− ES(·) and let {a(t), t ≥ 0} be a positive function satisfying limt→∞ a(t)t = 0, limt→∞ a(t)√t =∞, and we assume that the following condition (C.2) holds:
M(δ) <∞ and E eδH(Y1) <∞ for some δ > 0. (C.2)
Then for any T > 0 and for any m ≥ 1, 0 = t1 < t2 < · · · < tm ≤ T , θ1, θ2, . . . , θm ∈ R,
lim
α→∞
α
a2(α)
logE

exp

a(α)
α
m
k=1
θk

S¯αtk − S¯αtk−1
 = σ 2
2
m
k=1
(tk − tk−1)θ2k (2.10)
where σ 2 = λE(X21 )+ ρ
∞
0

E(X21 )H(y)+ µ2XH2(y)

dFY (y).
Proof. First of all, according the Theorem 2.1, we have that for any t > 0,E(Sαt) = µX
 αt
0 (λ + ρ
∞
0 H(u, y)dFY (y))du,
then by Taylor expansion, one thus have
lim
α→∞
α
a2(α)
logE

exp

a(α)
α
θ S¯αt

= lim
α→∞
α
a2(α)
 αt
0
θ2a2(α)
2α2

λE(X21 )+ ρ
 ∞
0

E(X21 )H(u, y)+ µ2XH2(u, y)

dFY (y)

du+ ◦

a2(α)
α

= 1
2
θ2t lim
α→∞
1
αt
 αt
0

λE(X21 )+ ρ
 ∞
0

E(X21 )H(u, y)+ µ2XH2(u, y)

dFY (y)

du
= 1
2
θ2

λE(X21 )+ ρ
 ∞
0

E(X21 )H(y)+ µ2XH2(y)

dFY (y)

t = 1
2
θ2σ 2t (2.11)
according to Theorem 2.1 again, we take φ(u) = a(α)
α
m
k=1 θkI(tk−1,tk](u) in (2.2), then one can achieve
E

exp

a(α)
α
m
k=1
θk

S¯αtk − S¯αtk−1

=
m
k=1
exp
 αtk−αtk−1
0

λ

M

a(α)
α
θk

− 1− a(α)
α
θkµX

+ ρ
 ∞
0

e

M

a(α)
α θk

−1

H(u,y) − 1− a(α)
α
θkµXH(u, y)

dFY (y)

du

, (2.12)
and the following equality follows due to (2.11) and (2.12)
lim
α→∞
α
a2(α)
logE

exp

a(α)
α
m
k=1
θk

S¯αtk − S¯αtk−1
 = σ 2
2
m
k=1
(tk − tk−1)θ2k (2.13)
the proof is completed. 
3. Large and moderate deviations
In this section, we will show some sample path large andmoderate deviation results both onD[0, T ] andD[0,∞)which
are defined in Theorem 3.1 and before the Theorem 3.2 respectively. First of all, we provide the sample path large and
moderate deviations on D[0, T ].
Theorem 3.1. (1) Let the condition (C.1) hold, then we have for any fixed T > 0,

P

Sαt
α

t∈[0,T ] ∈ ·

, α > 0

satisfies the LDP
on D[0, T ] with speed α and rate function IL defined by
IL(f ) =

 T
0
Λ∗(f˙ (t))dt if f (0) = 0 and f is absolutely continuous
+∞ otherwise,
(3.1)
where D[0, T ] := {f : f is defined on [0, T ] and right continuous with left limits},Λ∗(x) = supθ∈R{θx−Λ(θ)}.
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(2) Let (C.2) hold, then for any fixed T > 0,

P

S¯αt
a(α)

t∈[0,T ]
∈ ·

, α > 0

satisfies the LDP on D[0, T ] with speed a2(α)
α
rate
function IM defined by
IM(f ) =
 12σ 2
 T
0
(f˙ (t))2dt if f (0) = 0 and f is absolutely continuous
+∞ otherwise.
(3.2)
Proof. According to the standard argument (cf. [10]), we can get that
IL(f ) = sup
m≥1
sup
0=t0≤t1<t2<···<tm≤T
m
k=1
(tk − tk−1)Λ∗

f (tk)− f (tk−1)
tk − tk−1

(3.3)
and
IM(f ) = sup
m≥1
sup
0=t0≤t1<t2<···<tm≤T
1
2σ 2
m
k=1
(f (tk)− f (tk−1))2
tk − tk−1 (3.4)
by the theory of large deviation, in order to get the sample path large and moderate deviations, we need the finite
dimensional large and moderate deviation plus the corresponding exponential tightness. Let us show first the finite
dimensional large and moderate deviations. By Corollaries 2.1 and 2.2 and Gärtner–Ellis, we have that { 1
α
Sαt1 ,
1
α
(Sαt2 −
Sαt1), . . . ,
1
α
(Sαtm − Sαtm−1)} and { 1a(α)Sαt1 , 1a(α) (Sαt2 − Sαt1), . . . , 1a(α) (Sαtm − Sαtm−1)} satisfy respectively the LDP with speed
α and rate function
sup
(θ1,θ2,...,θm)∈Rm

m
k=1
θkxk −
m
k=1
(tk − tk−1)Λ∗(θk)

=
m
k=1
(tk − tk−1)Λ∗

xk
tk − tk−1

and the LDP with speed a
2(α)
α
and rate function
sup
(θ1,θ2,...,θm)∈Rm

m
k=1
θkxk − σ
2
2
m
k=1
(tk − tk−1) θ2k

= 1
2σ 2
m
k=1
x2k
tk − tk−1
therefore, by the contract principle, { 1
α
Sαt1 ,
1
α
Sαt2 , . . . ,
1
α
Sαtm}, { 1a(α) S¯αt1 , 1a(α) S¯αt2 , . . . , 1a(α) S¯αtm} satisfy respectively the LDP
with speed α and rate function ILt1,...,tm(x1, x2, . . . , xm) :=
m
k=1 (tk − tk−1)Λ∗

xk−xk−1
tk−tk−1

and the LDP with speed a
2(α)
α
and
rate function IMt1,...,tm(x1, x2, . . . , xm) := 12σ 2
m
k=1
(xk−xk−1)2
tk−tk−1 where x0 = 0, up to here, we only need to prove the exponential
tightness, indeed, by [11], for the exponential tightness of the large deviations, it is sufficient to prove for any t ∈ [0, T ] and
any ϱ > 0
lim
δ↓0 limα→∞
1
α
log P

1
α
sup
t≤s≤t+δ
|Sαt − Sαs| ≥ ϱ

= −∞ (3.5)
and for the exponential tightness of the moderate deviations, one need to show that for any t ∈ [0, T ] and any η > 0,
lim
δ↓0 limα→∞
α
a2(α)
log P

1
a(α)
sup
t≤s≤t+δ
|S¯αt − S¯αs| ≥ η

= −∞ (3.6)
since the proofs of (3.5) and (3.6) are similar,weonly prove (3.6)which is the exponential tightness for sample pathmoderate
deviation principle, indeed, bymaximum inequality for martingale and the property of conditional expectation, we have for
any γ > 0
P

1
a(α)
sup
t≤s≤t+δ

S¯αt − S¯αs
 ≥ η
≤ E

exp

γ ηa2(α)
α
−
 α(t+δ)
αt

M

a(α)γ
α

− 1

λu du

EY ,N

Z
a(α)γ
α
α(t+δ)

Z
a(α)γ
α
αt

= exp

a2(α)
α
−γ η + δγ 2σ 2/2+ ◦(1)
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now let α →∞, δ ↓ 0 and γ →∞ after taking logarithm and multiplying α
a2(α)
, we obtain
lim
δ↓0 limα→∞
α
a2(α)
log P

1
a(α)
sup
t≤s≤t+δ

S¯αt − S¯αs
 ≥ η = −∞ (3.7)
by the same way, we can also have limδ↓0 limα→∞ αa2(α) log P(
1
a(α) inft≤s≤t+δ

S¯αt − S¯αs
 ≤ −η) = −∞, which combining
with (3.7) implies the conclusion. 
Theorem 3.1 gives out the sample path large andmoderate deviations on finite interval [0, T ], indeed on infinite interval
[0,∞) the result also holds, for detail see Theorem 3.2. Before giving out Theorem 3.2 we introduce a notation, we denote
D[0,∞) :=

f : f is defined on [0,∞), right continuous with left limits, lim
t→∞
f (t)
1+ t exists

and equip D[0,∞)with metric d(f , g) = supt≥0 |f (t)−g(t)|1+t .
Theorem 3.2. (1) Let (C.1) hold, then

P
 Sαt
α

t∈[0,∞) ∈ ·

, α > 0

satisfies the LDP onD[0,∞)with speedα and rate function
IL∞ defined by
IL∞(f ) =

 ∞
0
Λ∗(f˙ (t))dt if f (0) = 0 and f is absolutely continuous
+∞ otherwise.
(3.8)
(2) Let the condition (C.2) hold, and we take a(t) = tγ , where 12 < γ < 1, then

P

S¯αt
a(α)

t∈[0,∞)
∈ ·

, α > 0

satisfies the
LDP with speed a
2(α)
α
and rate function IM∞ defined by
IM∞(f ) =

1
2σ 2
 ∞
0
(f˙ (t))2dt if f (0) = 0 and f is absolutely continuous
+∞ otherwise.
(3.9)
Proof. By the theory of large deviation principle, for the proof of Theorem 3.2(1), we only to prove for any η > 0
lim
m→∞ lim supα→∞
1
α
log P

sup
t≥m
|Sαt − Sαm|
α(1+ t) > η

= −∞ (3.10)
equivalently, we need to prove
lim
m→∞ lim supα→∞
1
α
log P

sup
t≥m
Sαtαt −Λ′(0)
 > η = −∞ (3.11)
and similarly for the proof of Theorem 3.2(2), we only to prove for any ϱ > 0
lim
m→∞ lim supα→∞
α
a2(α)
log P

sup
t≥m
 S¯αta(αt)
 > ϱ = −∞ (3.12)
indeed for (3.11), equivalently, we need to prove limm→∞ lim supα→∞ 1α log P(supt≥m(
Sαt
αt − Λ′(0)) > η) = −∞ and
limm→∞ lim supα→∞ 1α log P(supt≥m(
Sαt
αt − Λ′(0)) < −η) = −∞, we only prove the first one for the proof of second
one is similar, note that the facts that limβ→0 1β

λ (M(β)− 1− βµX )+ ρ
∞
0

e(M(β)−1)H(y) − 1− βµXH(y)

dFY (y)
 = 0
and limβ→0 1β

λ (M(β)− 1)+ ρ ∞0 e(M(β)−1)H(y) − 1 dFY (y) = Λ′(0), so there exists a constant β0 > 0 such that
λ(M(β0) − 1 − β0µX ) + ρ
∞
0 (e
(M(β0)−1)H(y) − 1 − β0µXH(y))dFY (y) ≤ η2β0, and λ(M(β0) − 1) + ρ
∞
0 (e
(M(β0)−1)H(y) −
1)dFY (y) ≤ (Λ′(0)+ η2 )β0, then by the maximum inequality for martingales
P

sup
t≥m

Sαt
αt
−Λ′(0)

> η

≤
∞
k=m
P

sup
t∈[k,k+1]

β0Sαt − αtβ0Λ′(0)

> αkβ0η

≤
∞
k=m
E

PY ,N

sup
t∈[k,k+1]
Zβ0αt > exp

αkβ0η −
 α(k+1)
0
(M(β0)− 1) λudu+ αkβ0Λ′(0)

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≤
∞
k=m
exp

αk

λ (M(β0)− 1− β0µX )+ ρ
 ∞
0

e(M(β0)−1)H(y) − 1− β0µXH(y)

dFY (y)

+α

λ (M(β0)− 1)+ ρ
 ∞
0

e(M(β0)−1)H(y) − 1 dFY (y)− αkβ0η
for k ≥ 4Λ′(0)
η
+ 2, we have the following estimation
αk

λ (M(β0)− 1− β0µX )+ ρ
 ∞
0

e(M(β0)−1)H(y) − 1− β0µXH(y)

dFY (y)

+α

λ (M(β0)− 1)+ ρ
 ∞
0

e(M(β0)−1)H(y) − 1 dFY (y)− αkβ0η
≤ β0α

Λ′(0)+ η
2
− kη
2

≤ −αηkβ0
4
therefore for anym ≥ 4Λ′(0)
η
+2, we have 1
α
log P(supt≥m( Sαtαt −Λ′(0)) > ζ) ≤ −mηβ04 − 1α log(1−exp{− αηβ04 }) let α →∞
firstly, thenm →∞, one can easily achieve limm→∞ lim supα→∞ 1α log P(supt≥m( Sαtαt −Λ′(0)) > η) = −∞.
For (3.12), similar to the proof of (3.11), we only prove the case of supremum, that is to say, we prove
limm→∞ lim supα→∞ αa2(α) log P(supt≥m
S¯αt
a(αt) > ϱ) = −∞ by the maximum inequality for martingales again, we have
for any β > 0
P

sup
t≥m
S¯αt
a(αt)
> ϱ

≤
∞
k=m
exp

−βϱ a (αk)+ αk

λ (M(β)− 1− βµX )
+ ρ
 ∞
0

e(M(β)−1)H(y) − 1− βµXH(y)

dFY (y)

+α

λ (M(β)− 1)+ ρ
 ∞
0

e(M(β)−1)H(y) − 1 dFY (y)
=
∞
k=m
exp

−k2γ−1−δα2γ−1

ϱ − σ
2
2
k−δ −Λ′(0)α1−γ k−γ + o(k−δ)

in the last equality we take β = kγ−1−δαγ−1, where δ ∈ (0, (2γ − 1) ∧ γ ), there exists a k0 := k0(α) such that for any
k > k0 we have ϱ − σ 22 k−δ −Λ′(0)α1−γ k−γ + o(k−δ) = ϱ2 , for convenience, we set z := 12ϱα2γ−1, l := 2γ − 1− δ, then
e
1
2 zk
l − e 12 z(k−1)l
−1 = 1
2
zle
1
2 zθ
l
θ l−1
−1
≤

1
2
zl
 1
2 zθ
l
n0
n0! θ
l−1
−1
= 2
n0+1n0!
lzn0+1θn0 l+l−1
where θ ∈ (k− 1, k), n0 ∈ Z+ and n0 > 1−ll , so there exists a constant k1 such that when k > k1, we have
e−
1
2 zk
l− 12 z(k−1)l
e−
1
2 z(k−1)l − e− 12 zkl
=

e
1
2 zk
l − e 12 z(k−1)l
−1 ≤ 1,
correspondingly, we have e−zkl ≤ e− 12 zkl− 12 z(k−1)l ≤ e− 12 z(k−1)l − e− 12 zkl , now we have for anym > k0 ∨ k1,
α
a2(α)
log P

sup
t≥m

S¯αt
a(αt)

> ϱ

≤ α1−2γ log
 ∞
k=m
e−
ϱ
2 k
2γ−1−δα2γ−1

≤ −ϱ
2
(m− 1)2γ−1−δ
let α →∞, thenm →∞, we get the conclusion. 
4. Large deviations for small perturbation
In this section, we study the sample path large and moderate deviation principles for the perturbation processes
{Dαt , t ≥ 0} and {Gαt , t ≥ 0} respectively which are defined by
Dαt = a+
 t
0
b

Dαs

ds− Sαt
α
, Gαt = a+
 t
0
b

Gαs

ds− S¯αt
a(α)
, α > 0
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where the function b(·) satisfies Lipschitz condition, i.e., there exists a positive constant C such that |b(x)− b(y)| ≤ C |x− y|
for all x, y ∈ R.
4.1. Large deviation principle for {Dαt , 0 ≤ t ≤ T } and moderate deviation principle for {Gαt , 0 ≤ t ≤ T }
In this subsection we consider the large and moderate deviation principles for the perturbation processes {Dαt , t ≥ 0}
and {Gαt , t ≥ 0} respectively on [0, T ] for any fixed T > 0.
Theorem 4.1. (1) Let (C.1) hold, then for any fixed T > 0,

P

Dαt |t∈[0,T ] ∈ ·

, α > 0

satisfies the large deviation with speed
α and rate function JL defined by
JL(h) =

 T
0
Λ∗(−h˙(t)+ b(h(t)))dt if h(0) = a and h is absolutely continuous
+∞ otherwise.
(2) Let (C.2) hold, then for any fixed T > 0,

P

Gαt |t∈[0,T ] ∈ ·

, α > 0

satisfies the large deviation principle with a
2(α)
α
and rate
function JM defined by
JM(h) =
 12σ 2
 T
0
(−h˙(t)+ b(h(t)))2dt if h(0) = 0 and h is absolutely continuous
+∞ otherwise.
Proof. The proofs of (1) and (2) are similar, we only prove (1). Let f be any absolutely continuous function with f (0) = 0,
define a function V by V (f ) = h, where h satisfies
h(t) = a+
 t
0
b(h(s))ds− f (t), 0 ≤ t ≤ T (4.1)
by Theorem 3.1, we only need to prove V is continuous, indeed, let f1, f2 be any absolutely continuous functions with
f1(0) = f2(0) = 0, and V (f1) = h1, V (f2) = h2, we have
|h1(t)− h2(t)| ≤
 t
0
|b(h1(s))− b(h2(s))|ds+ |f1(t)− f2(t)|
≤ C
 t
0
|h1(s)− h2(s)|ds+ |f1(t)− f2(t)| (4.2)
then due to the Gronwall inequality, we have |h1(t)− h2(t)| ≤ eC |f1(t)− f2(t)| for 0 ≤ t ≤ T , which implies the continuity
of V . 
4.2. Large deviation principle for {Dαt , t ≥ 0} and moderate deviation principle for {Gαt , t ≥ 0}
In this subsection we consider the large and moderate deviation principles for the perturbation processes {Dαt , t ≥ 0}
and {Gαt , t ≥ 0} respectively on Dp0[0,∞) := {f ∈ D[0,∞) : f (0) = 0, limt→∞ f (t)1+t = p}, note that limt→∞ Stt =
µX

λ+ ρ ∞0 H(y)dFY (y) = Λ′(0), so St |t∈[0,∞) ∈ DΛ′(0)0 [0,∞). As follows is the main result.
Theorem 4.2. We assume B := limx→∞ b(x) is finite, and the Net Profit Condition B := infx∈R b(x) > Λ′(0) holds.
Then (1)Under (C.1),

P

Dαt |t∈[0,∞) ∈ ·

, α > 0

satisfies the large deviation principle with speed α and rate function
JL∞(h) =

 ∞
0
Λ∗(−h˙(t)+ b(h(t)))dt if h(0) = a and h is absolutely continuous
+∞ otherwise.
(2) Let the condition (C.2) hold, and we set a(t) = tγ , where 12 < γ < 1 just as Theorem 3.2(2), then
P

Gαt |t∈[0,∞) ∈ ·

, α > 0

satisfies the large deviation principle with speed a
2(α)
α
and rate function
JM∞(h) =

1
2σ 2
 ∞
0
(−h˙(t)+ b(h(t)))2dt if h(0) = 0 and h is absolutely continuous
+∞ otherwise.
Proof. For any absolutely continuous function f ∈ DΛ′(0)0 [0,∞), we define function V (·) by V (f ) = h, where h satisfies
h(t) = a +  t0 b (h(s)) ds − f (t), t ≥ 0, we only need to prove V is continuous, indeed, for any absolutely continuous
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functions f1, f2 ∈ DΛ′(0)0 [0,∞), let h1 = V (f1), h2 = V (f2), for all ϵ > 0, and for any T1 > 0, set δ = ϵ2eCT1 , if d(f1, f2) < δ,
then we have
|h1(t)− h2(t)|
1+ t ≤
 t
0 |b(h1(s))− b(h2(s))|ds
1+ t +
|f1(t)− f2(t)|
1+ t
≤ C
 t
0
|h1(s)− h2(s)|
1+ s ds+ δ 0 ≤ t ≤ T1 (4.3)
by the Gronwall inequality, we thus have
|h1(t)− h2(t)|
1+ t ≤ δe
CT1 < ϵ, 0 ≤ t ≤ T1 (4.4)
the assumption limt→∞ f (t)1+t = Λ′(0) implies that there exists a constant T2 such that for any t > T2, f (t) < (λ′(0)+ϵ)(1+t),
and the condition B = limx→∞ b(x) is finite guarantees that there exists an constant T3 (we assume T3 > T2) such that for
any T > T3, |b(h1(t))− B| < ϵ, for we have
h1(t) > a+
 t
0
b(h1(s))ds− f1(t) > a+ Bt −Λ′(0)+ ϵ(1+ t) (4.5)
and B > Λ′(0)+ ϵ due to B = infx∈R b(x) > Λ′(0), and so does h2(t). Set T = T1 ∨ T3, then for any t > T
|h1(t)− h2(t)|
1+ t ≤
|h1(T )− h2(T )|
1+ t +
 t
T |b(h1(s))− b(h2(s))|ds
1+ t −
|f1(t)− f2(t)|
1+ t +
|f1(T )− f2(T )|
1+ t
≤ ϵ + 2(t − T )ϵ
1+ t + 2δ < 4ϵ (4.6)
in conclusion, V (·) is a continuous function. 
5. Estimation of ruin probability
In this section, we perform an insurance application of the exponential martingale, that is, we give an estimation of the
ruin probability ψ(a) for process {Dt , t ≥ 0}, where ψ(a) is defined by ψ(a) = P(τa <∞)with τa = inft≥0{t : Dt < 0}.
Theorem 5.1. Assume (C.1) holds. Then ψ(a) ≤ e−Ra, where R is the unique positive solution of the equation
Q (r) := rb− λ(M(r)− 1)− ρ
 ∞
0

e(M(r)−1)H(y) − 1 dFY (y) = 0. (5.1)
Proof. Firstly, we will prove the Eq. (5.1) has a unique positive solution, indeed, we know Q ′(r) = b − λE(erX1X1) −
ρ
∞
0 e
(M(r)−1)H(y)E(erX1X1)H(y)dFY (y), it is easy to check that Q (0) = 0, Q ′(0) = b − µX

λ+ ρ ∞0 H(y)dFY (y) > 0,
furthermore we know Q ′(r) decreases into 0 then into−∞ as r increases, so we can conclude that the Eq. (5.1) has a unique
positive solution. Now let us give the estimate of ruin probability, note the martingale property of {Zγt , t ≥ 0} for any γ and
by Doob stopping time theorem, we have E(Zγτa1{τa<∞}) = 1, then by adopting to Chebyshev inequality
ψ(a) = P(Dτa > a+ bτa, τa <∞)
≤ e−RaE

ZRτa exp

−Rbτa + τa

λ(M(R)− 1)+ ρ
 ∞
0
(e(M(R)−1)H(y) − 1)dFY (y)

1{τa<∞}

≤ e−RaE(ZRτa1{τa<∞}) = e−Ra. 
Remark 5.1. Asmussen [3] also discusses the ruin probability ψ(a), and gives an asymptotic property
lim
a→∞
1
a
logψ(a) = −R
where R satisfies Eq. (5.1). Different from Asmussen’s result, we give a deviation inequality for ψ(a), and our proof is based
on the exponential martingale.
To support our result, we give a numerical example.
Example 5.1. Assume X1 and Y1 satisfy exponential distribution with intensity 1. Set λ = ρ = κ = 1, and the function
H(t, y) = ye−βt for some positive constant β , by easy calculation, we get
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b = 4, M(r) = 1
1− r , ρ
 ∞
0

e(M(r)−1)H(y) − 1 dFY (y) = 1− r2r − 1
and the Eq. (5.1) becomes to 8r3 − 11r2 + 5r − 1 = 0, its solution is r = 0.2983, so we have ψ(a) ≤ e−0.2983a.
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