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CHAPTER 1  
INTRODUCTION  
1.1 Background 
Today, computational electromagnetic (EM) tools are widely used for analyzing 
EM phenomena in electronic systems installed on complex and multiscale platforms as 
well as for synthesizing a plethora of electronic devices ranging from absorbers to 
microwave filters, waveguide devices, and antennas. In practice, the analyses and 
syntheses conducted by these tools are often fraught by the uncertainties in electronic 
systems’ geometry, configuration, and excitation. Examples of such uncertainties include 
the positions of cables, scatterers, and electronic u ts; the values of lumped electronic 
components and material constitutive parameters; the locations of transmitters, receivers, 
and internal noise sources; and the polarization and direction of arrival of impinging EM 
waves. Oftentimes, these uncertain quantities – henceforth termed “random variables” – 
strongly and nonlinearly impact voltages and currents on mission-critical circuits or 
receivers – further called “observables”. To enhance the credibility of analyses and to 
ensure the functionality and performance of synthesized electronic devices, this 
dependency must be accurately quantified [1].  
The need to quantify uncertainties in EM analysis i most frequently met by 
Monte Carlo (MC) methods [2-4]. Classical MC methods call for the evaluation of 
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observables using deterministic EM simulators for many realizations of the system and its 
excitation, selected according to the known/assumed probability density function (pdf) of 
the random variables [5]. MC methods are straightforward to implement and readily 
provide the statistical moments and pdfs of the observables. That said, they often 
converge slowly and require a large number of deterministic EM simulations to yield 
sufficiently accurate statistical data. This limits their applicability to the statistical 
characterization of EM phenomena on complex and large-scale platforms, for which each 
deterministic simulation requires significant CPU resources. 
Difficulties in the use of classical MC methods to extract statistics from large-
scale simulations are not unique to EM analysis and have been encountered in many 
branches of computational science and engineering. Not surprisingly, a host of MC 
alternatives for statistically characterizing outputs of large-scale simulations given 
randomness in their inputs have been developed. Oftentimes, these methods construct 
surrogate models for the observable, which can be efficiently integrated to obtain 
observable averages and standard deviations, or probed via MC to extract their pdfs. 
Within the uncertainty quantification community, techniques for generating surrogate 
models using generalized polynomial chaos (gPC) and stochastic collocation expansions 
[refs], which approximate observables using entire-domain orthogonal polynomials and 
Lagrange polynomials, respectively, have gained significant traction. The determination 
of gPC expansion coefficients may proceed via Galerkin [6-9] or collocation [10-12] 
methods. While gPC Galerkin methods are slightly more accurate than their collocation 
counterparts [10], they call for the solution of large systems of coupled equations in gPC 
expansion coefficients, as well as rather intrusive modifications to deterministic solvers 
 3 
[11]. See [12-14] for applications of gPC Galerkin methods in EM analysis. gPC 
collocation methods are computationally more efficient as they compute gPC expansion 
coefficients via multi-dimensional integration; more ver, their implementation is non-
intrusive as they can use available deterministic simulators to compute observables on 
integration/collocation points [10], i.e. combinations of random variables. See [15-17] for 
applications of gPC collocation methods in EM analysis. The stochastic collocation (SC) 
methods show striking resemblance to gPC collocation methods; their implementation is 
non-intrusive and they are computationally as efficient as gPC collocation methods. Their 
distinction is that the SC expansion coefficients are solely the observable values on the 
integration/collocation points. See [18-24] for applications of stochastic collocation 
methods in EM analysis. In some sense, SC and gPC collocation methods combine the 
strengths of MC and gPC Galerkin methods. Just like MC methods, they only require the 
repeated execution of an existing deterministic simulator for a select number of inputs. 
And very much like gPC Galerkin methods, they tend to be highly accurate and rapidly 
convergent, at least for observables that vary smoothly throughout the domain of random 
variables, i.e. random domain. 
As well as gPC and SC methods, the perturbation methods have received 
significant attention for statistical EM analysis [25-27]. These methods require intrusive 
changes to the existing deterministic solvers; the governing equations of such solvers are 
modified due to multivariate Taylor series expansio of observables. Typically, the 
statistical moments and pdfs of observables are estimated using approximate expressions 
derived from modified governing equations. Oftentimes, the second-order Taylor series 
expansion makes the resulting governing equations extremely complicated; truncating the 
 4 
expansion at such order limits the applicability ofperturbation methods to the 
observables that vary almost linearly throughout the random domain. Another class of 
intrusive techniques relies on Nuemann expansions which were applied to the inverses of 
random matrices, entries of which are functions of random variables [28]. Just like 
perturbation methods, their applicability is limited to almost linearly varying observables 
[10]. For this reason, both perturbation and Neumann methods are out of the scope of this 
thesis.  
The classical gPC and SC methods can seldom be applied directly to statistical 
EM analysis as they become inefficient and inaccurate for observables that vary non-
smoothly in the random variables, as do voltages in resonant circuits subject to minor 
perturbations in the values of lumped elements, or fields in over-moded or quasi-resonant 
cavities. This deficiency stems from the fact that accurate representations of such 
observables only can be achieved using very high-order polynomials. Recently, several 
adaptive methods have been proposed to address this limitation. The multi-element gPC 
(ME-gPC) [29, 30], probabilistic collocation (ME-PC) [31], and hierarchical sparse grid 
(SG) collocation methods [34-36] are h-adaptive refinement schemes for use in 
conjunction with gPC Galerkin, gPC collocation, and SC methods, respectively. ME-gPC 
and ME-PC methods achieve their efficiency and accuracy by recursively and adaptively 
dividing the random domain into subdomains guided by the decay rates of the 
observables’ local variances and by constructing separate local and low-order gPC 
expansions for each subdomain. Initial versions of these methods assumed uniformly 
distributed random variables [29], but recent adaptations allow for arbitrary distributions 
[30, 31]. The hierarchical SG collocation methods [34-36] derive their efficiency and 
 5 
accuracy from a similar strategy; they adaptively and recursively divide the random 
domain into subdomains guided by the approximation errors obtained at two successive 
levels of local SG constructions and approximate the local variations of observables in 
subdomains via either low-order piecewise multilinear or Lagrange polynomial basis 
functions. These methods were proposed initially for uniformly distributed random 
variables [32, 33] and then extended for the arbitrary distributions [34]. 
Efficient as they may be for moderate-dimensional random domains, the classical 
gPC and SC methods and their h-adaptive extensions lose their accuracy and efficincy 
while constructing surrogate models in high-dimensio al random domains. This 
deficiency, so called curse of dimensionality, stems from the fact that the number of 
collocation points in gPC collocation and SC methods and linear equations in gPC 
Galerkin methods scale exponentially with the number of random variables. To weaken 
or even break the curse of dimensionality, the high dimensional model representation 
(HDMR) technique was developed in [35]. The technique relies on decomposing the 
observables in high-dimensional random domains intotheir contributions in lower-
dimensional random domains (i.e., representing the high-dimensional problems in terms 
of lower-dimensional subproblems). Specifically, it expresses the observable as 
superposition of “component functions” that represent independent and combined 
contributions of random variables to the observable. The lowest-order component 
functions reveal the “independent” contributions of the random variables while higher-
order ones reveal combined contributions of random variable groups; the number of 
random variables participating to the groups increases as the order of component function 
increases. The HDMR expansion is constructed using only low-order (often up to third 
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order) component functions for observables that weakly depend on high-order 
correlations of the random variables. Such observables are frequently encountered in 
realistic stochastic problems and ideal candidates for being efficiently approximated by 
the HDMR technique.  
The component functions that feature in HDMR expansion are defined as the 
observable values on cuts (i.e., lines, planes, and hyperplanes) passing through a 
reference point in random domain, which is often select d as the centroid of the random 
domain. To this end, the HDMR technique is also referr d as CUT-HDMR to make it 
distinct from the analysis of variance (ANOVA) decomposition in statistics [36-38], 
which was proposed to measure the contributions of random variables groups’ variances 
to the overall variance of the observable. The component functions in ANOVA 
decomposition are defined via high-dimensional integrals and thereby expensive to 
compute for large-scale stochastic problems. On the o r hand, the component functions 
in CUT-HDMR method involve the observable values oncuts defined in lower 
dimensional random domains and are approximated via ME-PC method [39], hierarchical 
SG collocation method [40], and classical tensor-prduct based collocation methods [41, 
42].  
Despite to be truncated at very low orders, the HDMR expansions may have very 
large number of component functions while generating surrogate models in very high 
dimensional random domains. As an example, 166751 component functions are needed 
for a third-order HDMR expansion constructed in a 100-dimensional random domain. 
This high cost can be reduced considerably by integra ing an iterative scheme to the 
HDMR technique, which automatically selects the random variables that significantly 
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contribute to the observable and iteratively includes these variables’ higher-order 
component functions in the HDMR expansion. Such iterative scheme was proposed in 
[43, 44] and applied to the statistical framework combining CUT-HDMR with the 
hierarchical SG collocation method in [40]. This scheme, also referred as iterative 
HDMR in this work, to our knowledge has never been applied to a statistical framework 
combining CUT-HDMR with the ME-PC method as done in this thesis. 
1.2 Statement of Purpose  
The purposes of this thesis are to propose accurate and efficient collocation 
methods for the uncertainty quantification of EM observables, to develop extensions for 
finely tuning them for EM applications, and to demonstrate their applicability to the real-
world stochastic EM scenarios.  
For these purposes, first, a Stroud-based SC method is introduced for statistically 
characterizing electromagnetic compatibility and interference (EMC/EMI) phenomena on 
electrically large and complex platforms. The accura y and efficiency of Stroud-based 
SC method are demonstrated via its application to the several real-world stochastic 
EMC/EMI scenarios including characterizations of coupled voltages at the terminals of 
RG-58 coaxial cables suspended at several nodes, at the feed pins of cable-interconnected 
and shielded computer cards, and at the terminals of cables situated inside the bay of an 
airplane cockpit.  
Although the Stroud-based SC method yields sufficient accuracy for many 
realistic EMC/EMI scenarios, it become highly inaccurate for observables that vary non-
smoothly in the random variables, as do voltages in resonant circuits, or electric fields in 
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chaotic environments such as mine tunnels. To this end, second, a computational 
framework that builds upon the adaptive ME-PC method is developed for statistically 
characterizing EMC/EMI observables that potentially vary rapidly/nonsmoothly across 
the random domain and for statistically characterizing transverse magnetic (TM) and EM 
wave propagation through mine tunnels. The computation l framework is finely tuned to 
specific EM applications by hybridizing the ME-PC method with Dirichlet kernel. The 
accuracy and efficiency of the proposed computationl framework are demonstrated via 
its applications to the several real-world stochastic EMC/EMI scenarios including 
statistical characterization of voltages in resonant circuits connected to the transmission 
lines, voltages in shielded/unshielded microwave amplifiers, and magnetic fields induced 
on car tire pressure sensors. Moreover, the proposed framework is also applied to the 
statistical characterization of TM and EM wave propagation in various mine tunnel 
configurations. To apply the adaptive ME-PC method to EM wave propagation in mine 
tunnels, a novel three-dimensional full-wave EM simulator is proposed for computing the 
observables on integration/collocation points. This EM simulator is the first-ever integral 
equation based full-wave solver capable of characteizing EM wave propagation in 
hundreds of wavelengths long mine tunnels. 
Motivated from the abovementioned limitations of the ME-PC method, third, a 
computational framework combining iterative HDMR technique with the ME-PC method 
is proposed for statistical characterization of EMC/EMI observables that involve a large 
number of random variables. The proposed framework is unique among the UQ methods 
used in computational sciences and engineering as a similar framework in [39] doesn’t 
employ an iterative scheme. Furthermore, the computational framework is finely tuned to 
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broadband EM applications by hybridizing the iterative HDMR method with the 
expansion of partial fractions, coefficients of which are obtained by well-known vector 
fitting algorithm. The proposed framework is applied to the several real-world EMC/EMI 
scenarios including statistical characterization of c upled voltages at the terminals of 
parallel wires, parallel interconnects, and a cascaded multiconductor transmission line 
network. Moreover, the proposed framework is applied to surrogate-model based EM 
optimization problems. Specifically, the surrogate models of EM observables/objective 
functions generated using the proposed scheme are used by a classical genetic algorithm 
(GA) that searches the high-dimensional domain for optimal designs. The efficiency and 
accuracy of the proposed framework are demonstrated via its application to the several 
real-world EM optimization problems including selection of locations of stacked-patch 
microstrip antennas in a linear array and the placement of monopole antennas on a naval 
ship. 
1.3 Organization of Chapters  
The remainder of this thesis is organized as follows: Chapter 2 reviews the 
classical SC methods and presents the proposed Stroud-based SC method and its 
application to the statistical characterization of EMC/EMI phenomena on electrically 
large, loaded, and complex platforms. In addition, t gives detailed information about the 
deterministic EM solver used to compute observables on collocation points. Chapter 3 
describes gPC collocation method and presents the ME-PC method and its hybrization 
with Dirichlet kernel. It also verifies the accuracy and efficiency of the ME-PC method 
via various realistic stochastic EMC/EMI scenarios. Chapter 4 discusses the possible 
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uncertain parameters in a mine geometry, configuration, and excitation and presents the 
application of the ME-PC method to the statistical haracterization of TM wave 
propagation in various mine tunnel configurations. Chapter 5 expounds the novel three-
dimensional full-wave EM solver for characterization f EM wave propagation in mine 
tunnels and presents the application of the ME-PC method to the statistical 
characterization of EM wave propagation in rectangular mine tunnel configurations. 
Chapter 6 presents the HDMR technique, its integration with the ME-PC method, and the 
iterative HDMR technique. Furthermore, it details the hybridization of HDMR technique 
with the expansion of partial fractions for broadband EM applications. It illustrates the 
accuracy and efficiency of iterative HDMR method via its application to the several 
EMC/EMI scenarios that involve large numbers of random variables. Chapter 7 discusses 
the possible design parameters in an EM optimization problem and explains the 
utilization of HDMR-generated surrogate models in an EM optimization problem. In 
addition, it presents the application of the iterative HDMR method to the GA-based 
optimization of EM devices. Finally, Chapter 8 summarizes the conclusions of this thesis, 
discusses the ongoing studies, and presents the list of journal/conference papers and 




CHAPTER 2  
STOCHASTIC COLLOCATION METHOD  
2.1 Introduction 
To quantify the uncertainties in large-scale simulations, the stochastic collocation 
(SC) methods have received significant attention in recent years. These methods have 
been applied in many branches of computational sciences ranging from finance, fluid 
dynamics to biophysics [45]. They owe their popularity to the facts that they are non-
intrusive (i.e. they use existing deterministic simulator without intrusive modifications) 
and exhibit fast convergence. In some sense, they combine the strengths of MC methods 
and stochastic Galerkin methods: just like MC methods, they only require repetitive 
execution of existing deterministic simulator. And very much like stochastic Galerkin 
methods, they are rapidly convergent and yield accurate statistical information (i.e. mean, 
standard deviation, probability density function (pdf), cumulative density function (cdf)) 
of observables that vary smoothly throughout the domain of random variables, i.e. 
random domain. 
The SC methods use multivariate Lagrange polynomials to generate surrogate 
models of observables (i.e., compact polynomial representations of observables), which 
can be probed via MC methods to generate pdfs/cdfs of observables. While generating 
surrogate models, they allow computing the statistical moments (i.e. mean and standard 
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deviation) of observables as well using the multivariate integration rules. The earlier 
works on SC methods [46, 47] leveraged the multivariate integration rules based on 
tensor product (TP) grids for low-dimensional random domains. Later on, the SC 
methods were applied using Stroud-2 (S-2)/Stroud-3 (S-3) and sparse grid (SG) 
integration rules to decrease the computational cost of urrogate model generation and 
statistical moment computation for moderate and high dimensional random domains [4, 
5]. Not surprisingly, the earlier works on applicaton of SC methods to EM analysis 
evolved in a similar way: the SC methods employing TP integration rules were 
introduced first with the name “unscented transform” [22, 25, 26] and the ones based on 
the Stroud and SG integration rules were used lateron for statistical characterizations of 
EM observables on complex platforms [15, 18-20]. 
In this chapter, a Stroud integration rules based SC method [19] suitable for 
statistical characterization of EMC/EMI phenomena on electrically large and complex 
platforms is expounded. To compute the multidimensio al integrals pertinent to the 
statistical moments of observables, the method calls for the evaluation of observables 
(using a deterministic EMC/EMI simulator) at collocation (integration) points dictated by 
Stroud rules. Assuming the dimension of the random domain is dofN , S-2 and S-3 
integration rules require only dof 1N +  and dof2N  collocation points to evaluate the dofN -
dimensional integrals defining the statistical moments of the observable, respectively; for 
S-2/S-3 rules to deliver accurate results, the observable and its square should be 
adequately described by a second/third order polynomial in the dofN -dimensional random 
domain. The selection of the collocation points is influenced by the random variables’ 
(assumed) pdfs, which may be normal or beta. 
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The Stroud-based SC method used here are far more effici nt than the traditional 
MC method or TP based SC methods. Indeed, the traditional MC method call for the 
evaluation of the observable at randomly selected points in the dofN -dimensional random 
domain; the accuracy of the traditional MC method is proportional to the one over square 
root of the number of random points [5]. Even though their implementation is 
straightforward, the traditional MC method often requires too many deterministic 
simulations to yield reasonably accurate data. In fact, much more accurate statistical 
moments can be obtained using the SC methods based on TP integration rules. 
Unfortunately, if an n  point one-dimensional (1D) integration rule is used along each 
dimension of an dofN - dimensional integral, the TP integration rule requires 
dofNn  
deterministic simulations. The computational cost associated with these evaluations often 
is prohibitive even for moderate n  and dofN , and stands in stark contrast with that 
incurred when using S-2 and S-3 rules, which call for dof 1N +  and dof2N  number of 
deterministic simulations, respectively. In addition, the SG integration rule based SC 
methods strike an interesting compromise between th efficiency of Stroud based ones 
and the accuracy of the TP based ones. However, it was proven that the SG based SC 
methods are not as efficient and accurate as the Stroud based ones for the observables 
that can be adequately described by second or third order polynomials [48].  
2.2 Formulation  
This section details the MC method, the SC method, used for statistically 
characterizing EMC/EMI phenomena on electrically large, multiscale, and loaded 
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platforms, and the deterministic simulator used in th s work. The definitions required for 
stochastic analysis are given first. Then the tradiional MC method is explained. The SC 
method based on TP, SG, and S-2/S-3 integration rules are detailed next. Finally, a TDIE-
based deterministic simulator that is used to compute observable values on collocation 
points is described. 
2.2.1 The Stochastic Model 







= ∏  that parameterizes dofN  random variables/uncertainties/degrees of 
freedom in a system’s geometry, configuration, or excitation. The elements ix  of x  are 
assumed mutually independent and distributed with known pdfs ( )iw ⋅ . Furthermore, let 
( )W x  denote the assumed multivariate pdf of x . Here, ( )W x  is expressed as the tensor 
product of pdfs, ( )iw ⋅ , dof1, ,i N= … , i.e. 








= ∏x . (2.1) 
Throughout this work, the random variables ix , dof1,...,i N= , are assumed to be 
either normally distributed with mean iµ  and standard deviation iσ  in the unbounded 1D 
domains ( ),iD = ∞ ∞ , or beta (or uniform) distributed in the bounded 1D domains 
,i i iD a b =    with exponential parameters 
ic  and id . Table 2–1 presents explicit 
expressions for normal and beta pdfs; note that the uniform pdf is a special case of the 
beta distribution with 0i ic d= = . Even though integration rules for both normal andbeta 
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pdfs are implemented in this work, modeling uncertainties with normal distributions is 
typically not recommended because of inefficiencies incurred with the modeling of the 
distribution’s infinite tail [21]. In practical applications, normal distributions are often 
well-approximated by beta distributions [21].  
 ( )i iw x , dof1,...,i N=  
Normal ( )
2
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  ∈ −∞ +∞  
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Table 2–1 Definitions of normal and beta pdfs 
Let ( )V x  represent an observable (e.g., a voltage or current on a mission-critical 
circuit or component). The main purpose of the statistical frameworks explained in this 
work is to obtain the statistical information (average, standard deviation, pdf, cdf, etc.) of 
( )V x . The mean and standard deviation of ( )V x  are computed using  
 ( ) ( ) ( )
D
V W dE V   = ∫ x x xx , (2.2) 
 ( ) ( ) ( )( ) ( )2std
D
V E V W dV −      = ∫ x x x xx . (2.3) 
The pdfs/cdfs of ( )V x  can be approximated by maximum entropy principle that uses the 
higher order statistical moments of ( )V x  [28]. Although this method allows obtaining 
well-shaped (smooth) pdf of ( )V x , it may lead to erroneous pdfs in some cases since the 
unknown pdf of ( )V x  is approximated via an assumed pdf [28, 49]. The most popular 
method to obtain pdf/cdf of ( )V x  is the traditional MC method explained next. 
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2.2.2 The MC Method 
The implementation of the traditional MC method is straight forward: it can be 
achieved by (i) selecting MCN  number of random points, ix , MC1, ,i N= … , in accordance 
with ( )W x , (ii) performing deterministic simulations to obtain observable values 
corresponding to random points, ( )iV x , MC1, ,i N= … , and (iii) computing the mean and 
standard deviation of ( )V x  by  










   ≈ ∑ xx , (2.4) 












−      ≈ ∑ xx x . (2.5) 
To compute ( )V x ’s pdf, ( )Vp z , one needs to divide the range between the minimum 
and maximum values of ( )iV x , [ ]min maxz z , into binN  equally spaced intervals, (i.e. bins), 
[ ]1k kz z + , ( ) ( )min max min bin1kz z k z z N= + − − , bin1, ,k N= … . The number of ( )iV x  
satisfying ( ) [ ]1i k kV z z +∈x , bin1, ,k N= … , is counted; let this number be represented by 
V
kN ; finally, ( )V Vp kz N∝  for [ ]1k kz z z +∈ . To obtain ( )V x ’s cdf, 





C z z dz′ ′= ∫ , the number of ( )iV x  falling into the thk  bin and the bins 






∝∑ , for [ ]1k kz z z +∈ . Note that ( )Vp z  and 
( )VC z  can be normalized with MCN  and scaled with the bin size, max min bin( ) /z z N− , in 
order to be compared with traditional pdfs/cdfs. Obviously, ( )Vp z  and ( )VC z  can be 
estimated more accurately by increasing binN  and MCN . 
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In addition to traditional MC method, (quasi-) MC methods based on stratified 
sampling, Latin hypercube sampling, importance sampling, low-discrepancy sequences 
(such as Sobol, Halton, Faure sequences) can be used to obtain statistical information of 
( )V x  [5, 50]. In general, the quasi-MC methods converge to xact statistical moments 
(specifically average) at a rate of dof-1MC MC( (log ) )
NO N N , substantially better than that of 
traditional MC method, -1/2MC( )O N , for low dimensional random domains. However, for 
moderate and high-dimensional random domains, such as dof 12N > , the quasi-MC 
methods are not as efficient as the traditional MC [51]. It should be noted here that the 
convergence rate of the traditional MC is independent of dofN . To this end, the results 
obtained via traditional MC method using large number of random points are often used 
as “benchmark” results while assessing the efficiency and accuracy of statistical methods 
used for obtaining the statistical information of ( )V x  in high-dimensional random 
domains. 
To estimate ( )V x ’s pdf/cdf via traditional MC method, using approximate values 
probed from a surrogate model of ( )V x  instead of exact ( )V x  values drastically reduce 
the computational cost of the method. Furthermore, using an efficient multivariate 
integration rule to evaluate dofN -variate integrals pertinent to ( )V x ’s statistical moments 
(in (2.2) and (2.3)) yields more accurate results compared to those obtained using 
randomly selected points (via (2.4) and (2.5)). The SC method that constructs accurate 
surrogate model of ( )V x  for pdf estimation and computes ( )V x ’s statistical moments 
via an efficient multivariate integration rule is explained next.  
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2.2.3 The SC Method 
The SC method approximates ( )V x  in terms of dofN -variate Lagrange 
interpolation functions ( )⋅L  as [52] 








≅∑ L xx x , (2.6) 
where SCN  is the total number of collocation points selected on a structured grid in D , 
( )jV x  is the coefficient of SC expansion, which is nothing more than the observable 
value on thm  collocation point. In (2.6), ( )m ⋅L  is constructed as the tensor product of 1D 


















−∏ … , (2.7) 
where, apparently ( ) 1i imL x =  when ii imx x= , iN  is the number of collocation points 
selected along thi  dimension. Using 1D Lagrange functions in (2.6) yields 















V x x L x L xV
= =




x  is the th( )im  collocation point selected along thi  dimension. It’s now clear that 
the SCN  in (2.6) is the sum of 
iN , dof1, ,i N= … .  
During the estimation of pdf/cdf via the traditional MC method explained in 
Section 2.2.2, the surrogate model (formulated in (2.8)) for ( )V x  is used instead of the 
( )V x  produced by the deterministic simulator. Let excC  and surC , represent the 
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computational costs of evaluating ( )V x  and its surrogate model at a single point, 
respectively. Assuming that the cost of binning ( )iV x , MC1, ,i N= … , and its surrogates 
are negligible, the computational costs of extracting ( )V x ’s and its surrogate model’s 
pdfs are MC excN C  and SC exc MC surN C N C+ , respectively. Since, MC SCN N≫  and 
exc surC C≫ , the cost of estimating the surrogate model’s pdf is much smaller than that of 
extracting ( )V x ’s pdf. Of course, the surrogate model’s pdf/cdf is only an approximation 
to ( )V x ’s pdf/cdf; the accuracy of this approximation depends on the accuracy of dofN -
variate Lagrange interpolation. In principle, the number of collocation points used by 
Lagrange interpolation can be increased to make the diff rence between the surrogate 
model and ( )V x  arbitrarily small. 
It goes without saying that the statistical moments of the surrogate model can be 
obtained from its MC samples and are approximations t  those of ( )V x . Moreover, the 
statistical moments of ( )V x  can also be directly computed using dofN -variate integration 
rules defined on the structured grid by which dofN -variate Lagrange interpolation is 
performed. By substituting (2.6) into (2.2), the mean of ( )V x  over D  can be obtained as  
 
( ) ( ) ( ) ( )





















L x x x




Since the evaluation of the integral in (2.9) via a multivariate integration rule yields the 
weights of such integration rule, mα , one can obtain [52] 
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E V V α
=
   ≅∑x x . (2.10) 
In a similar way, the standard deviation of ( )V x  over D  can be approximated as  







V V E V α
=
−      ≅ ∑x x x . (2.11) 
The multivariate integration rule can be selected as either TP [53], SG [54], or S-
2/S-3 [55, 56] integration rules. As the TP rules suffer from the “curse of dimensionality” 
(i.e., an exponential growth of the number of collocation points with the number of 
random variables), they are prohibitively expensive in high-dimensional random domains 
[13]. However, they’re highly accurate and efficient for low-dimensional random 
domains, e.g. dof 3N < . The SG rules restrict the polynomials used in the approximation 
of the observable to a subset that can be handled by TP methods; for many practical 
scenarios they yield accuracies on par with TP methods while requiring far fewer 
collocation points (i.e., executions of the determinist c solver). The S-2/S-3 integration 
rules are even more efficient than the SG ones but assume at most third-order 
polynomials. In this chapter, we heavily rely on S-2/ -3 integration rules because of their 
efficiency in computing moderate to high-dimensional i tegrals. 




α  and iimx , 1,...,
i im N= , and iN  represent the weights, quadrature points, 
and number of points of a 1D integration rule, respectively. Here i  represents a given 
dimension and im  denotes the index pertinent to the thi  dimension. Using this rule for 
computing the integral of the function ( )if x  over the domain iD  yields 
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i i i i
m m
mD
f x dx f x α
=
≅ ∑∫ . (2.12) 
The TP rule [53] uses the above 1D integration rule to approximate the dofN - 
dimensional integrals in (2.2) and (2.3) as  















I f d f x x α α
= =
= ≅ ∑ ∑∫x x x … … ⋯ . (2.13) 
Here, ( ) ( ) ( )f V W=x x x  or ( ) ( ) ( )( ) ( )2f V WE V= −   x x xx  depending on whether 
(2.2) or (2.3) is approximated. The 1D integration rule in (2.12) is typically chosen with 
respect to ( )iw ⋅  among Gaussian integration rules: Gauss-Hermite for normal pdf, 
Gauss-Jacobi for beta pdf, and Gauss-Legendre for uniform pdf [57, 58]. It is clear from 





=∏  number of collocation points. By employing 
N  number in each dimension, i.e. iN N= , dof1, ,i N= … , the TP rule based on a 
Gaussian rule can evaluate accurately polynomials of order 2 1N −  or less. Then, the total 
number of collocation points becomes dofNN . This exponential growth in the number of 
collocation points, so called “curse of dimensionality”, renders the TP integration rules 
inefficient for evaluating moderate and high dimensio al integrals [10]. 
2.2.3.2 The SG Integration Rule  
The SG integration rules are highly preferable over th  TP ones especially for 
evaluating moderate dimensional integrals as they requi e considerably less number of 
collocation points while preserving the accuracy of the latter. The SG rule uses the 
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abovementioned TP rule and constructs the linear combinations of the TP grids [55, 60-
64]: 
( ) ( )( ) ( )













N k N k
l kN N
m mm m
l N k l m m
N
I f x x
l k
α α−
− + ≤ ≤ = =
− 
≅ −  − 
∑ ∑ ∑x … … ⋯ , (2.14) 
where dof1 2... Nk k k k=  represents a multi-index and dof1 ... Nk k k= + +  for 0ik ≥ , 
dof1,...,i N=  and 0l ≥  is the provided maximum “level” of SG construction. The number 
of points used in 1D Gaussian integration rule iN , dof1,...,i N= , is a function of each 
component of multi-index ik : ( ) 12 1ii i kN k += − , dof1,...,i N= . The total number of 




l N k i
N k
− + ≤ =∑ ∏  since some collocation 
points are commonly used by the different TP grids used during the construction of SG 
and should be considered only once. The SG construction and its distinction from TP 
construction can be best explained by an example. Suppose dof 2N =  and 4l = . For such 
case, the SG rule in (2.14) can be re-written as  
 ( ) ( )( ) ( )
1 1 2 2
1 2 1 2
1 2
( ) ( )
41 2 1 2




N k N k
k
m m m m
k m m
I f x x
k
α α−
≤ ≤ = =
 
≅ −  − 
∑ ∑ ∑x . (2.15) 
The multi-indices 1 2k k k=  and the number of collocation points selected along each 
dimension on third and fourth level (i.e. 3k =  and 4k = ) of SG construction, ( )i iN k , 
1,2i = , are given in Table 2–2. The collocation points on SG are obtained by just 
combining the collocation points on TP grids formed using ( )i iN k , 1,2i = , in Table 2–
2.  
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k  1 2k k k=  ( )1 1N k  ( )2 2N k  
3 3 0 15 1 
3 2 1 7 3 
3 1 2 3 7 
3 0 3 1 15 
4 4 0 31 1 
4 3 1 15 3 
4 2 2 7 7 
4 1 3 3 15 
4 0 4 1 31 
Table 2–2 For the example case dof 2N =  and 4l = , the multi-indices and the number of 
collocation points selected along each dimension during SG construction. 
Note that the total number of collocation points obtained via linear combinations of the 
TP grids is 273. However, since some of Gaussian collocation points are commonly used 
by the TP grids at consecutive levels, the total number of collocation points obtained via 
SG construction is 225. It should be noted here that in case the same maximum number 
of collocation points is selected along each dimension during the TP construction in 
(2.13), the resulting number of collocation points is 961. The reduction in number 
collocation points in SG construction (in (2.15)) with respect to TP construction (in 




Figure 2–1 For dof 2N =  and 4l = , the collocation points on random domain D  obtained 
via (a) TP construction and (b) SG construction. 
The accuracy of integration rules obtained by TP and SG constructions can be 
examined by evaluating integrands that compose of multinomials. Let ip  and p  define 
the order of monomials selected for each dimension, and the total order of multinomials 








=∑  for this example. The (Gaussian 
based-) integration rule constructed by the TP rule is capable of evaluating multinomials 
that compose of 
1 21 2( ) ( )p px x , 1 0, ,61p = … , 2 0, ,61p = … . On the other hand, the 
integration rule constructed by the SG rule can evaluate the multinomials that can be 
covered by the TP grids formed using ( )i iN k , 1,2i = , in Table 2–2. All possible orders 
of multinomials that can be integrated via the integration rules obtained by the TP and the 
SG constructions are given in Figure 2–2.  
 
Figure 2–2 For dof 2N =  and 4l = , all possible orders of multinomials that can be 




A note regarding the accuracy and efficiency of SG construction is in order. As seen from 
Figure 2–1, the number of collocation points in the SG construction is far less than that in 
the TP construction. This reduction becomes substantial in moderate and high 
dimensional random domains and mitigates the “curse of dimensionality”. As seen from 
Figure 2–2, the number of multinomials is excessive in the TP construction while that’s 
limited in the SG construction. In fact, the maximu total order p  of multinomials that 
can be evaluated by the SG construction is limited to a given number especially when the 
number of collocation points in each level is linearly increased, i.e. ( ) 2 1i i iN k k= + . This 
limitation makes the integration rules constructed by the SG rule more suitable for the 
chaos expansions, which limits the total order of orthogonal polynomial bases in 
approximation to the observables explained in next chapter. More details on properties of 
the SG construction can be found in [55, 60-64]. 
2.2.3.3 The S-2/S-3 Integration Rules  
The S-2 and S-3 integration rules originally proposed by Stroud [55] and recently 
extended to allow for the approximation of multidimensional integrals with arbitrary 
weighting functions in [59] allow for the efficient evaluation of (2.2)-(2.3) provided 
( )V x  and ( ) 2V  x  are (or can be well-approximated by) second or thid order 
polynomials in x . These rules approximate these integrals as in (2.13), i.e.  








≅∑x x . (2.16) 
Here, STN  is the number of collocation points, and mx  and mα , ST1,...,m N= , are 
collocation points and weights. The expressions for Stroud integration rules are given in 
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Table 2–3 for normal and beta pdfs; the expressions provided were derived from those in 
[59], which assumed standard normal distributions (0iµ = , 1iσ = ) and normalized beta 
distributions ( [ ], 1,1i ia b  = −  ) via a linear mapping.  
 mα   imx   
i
mz   
Normal ST1 N  
i i i i
m mx zσ µ= + , 
( ),imx ∈ −∞ ∞ , 
( ),imz ∈ −∞ ∞  
Beta ST1 N  
( - )
2 2 3
i i i i i
i m
m i






i ic d= , ,i i imx a b ∈   , 
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where ( )1a r m= −  for S-2 
and ( )2 1a m r= −  for S-3, 
dof1, , 2r N=   … , If dofN  
is odd, then 
( )( )dof 11 mNmz
−= −  
 
Table 2–3 The S-2/S-3 integration rules ( dof1, ,i N= … , ST1, ,m N= … ) 
In practice, the approximation in (2.16) will converg  to the exact integral 
provided that the observable exhibits smooth variations that can be modeled by 
second/third order polynomials. S-2 and S-3 integration rules require ST dof 1N N= +  and 
ST dof2N N=  number of collocation points, respectively. This renders Stroud integration 
rules much more efficient when compared to the TP or SG ones. 
2.2.4 The Deterministic Simulator 
The deterministic hybrid integral-equation simulator described in [60, 61] is used 
to compute ( )V x  at collocation points called for by the SC methods. This simulator 
permits the characterization of EMC/EMI phenomena o deterministically configured, 
electrically large, and multi-scale platforms loaded with electronic systems that are 
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interconnected by coaxial and multi-conductor cables. The simulator achieves its 
efficiency and accuracy by hybridizing three distinc  solvers: (i) an integral equation 
solver that computes electromagnetic fields on electrically large platforms; (ii) a circuit 
solver that computes currents and voltages on lumped el ments of (non-)linear circuits 
that terminate or interconnect cables; and (iii) an integral equation solver that computes 
currents and voltages along coaxial and multi-conductor cables. These three solvers are 
interfaced at the cable terminations and along the cable shields; the resulting coupled 
system of equations is solved simultaneously for all field, circuit, and cable unknowns. 
The bottleneck in the solution of this coupled system of equations is the computation of 
fields on the platforms and the voltages and current along the cables; both computations 
are accelerated using FFT-based algorithms. Further acceleration is achieved by 
parallelizing the computation of fields on the platform [62].  
2.3 Application to the EMC/EMI Problems  
This section presents numerical examples that demonstrate the accuracy, 
efficiency, and practicality of the Stroud based SCmethod via its application to the 
statistical characterization of plane wave coupling into suspended coaxial cables, onto the 
feed pins of shielded and cable-interconnected computer cards, and into the coaxial 
cables situated in the bay of an airplane cockpit. All simulations were carried out on a 
cluster of dual-core 2.8-GHz AMD Opteron 2220 SE processors located at the Center for 
Advanced Computing, University of Michigan. 
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2.3.1 Suspended RG-58 Coaxial Cables 
The proposed approach is used to estimate the average and standard deviation of 
voltages coupled into the terminals of an RG-58 coaxial cable excited by a plane wave. 
The cable has polyethylene dielectric filling, wave speed CBL 00.78c c=  with 0c  the free-
space speed of light, outer shield radius 1.524 mmoa = , inner shield radius 
1.397 mmia = , and inner conductor radius 0.180 mma = . The cable shield’s transfer 
impedance is approximated as 
 ( ) ( )( ) ( ) ( )i 0 o i o iˆ 1 / / sinh 1 / 2 aT f R j a a j a a j fLδ δ π= + − + − +       , (2.17) 
where 1 fδ π σµ=  is the skin depth, 75.0 10 S/mσ = ×  is the conductivity, 0µ µ=  is 
the free-space permeability, 1.0 nH/maL = , and 0 14.3 mΩ/mR =  [63]. Due to the high 
optical coverage of the cable, the shield’s transfer admittance is negligible [63]. The 
cable resides in free-space, is flexible and uniform, and is suspended at fixed nodes that 
lie on the x -axis; the sagging between any two nodes is characterized using the catenary 
curve equation [64]. The cable is terminated by tworesistors and illuminated by a plane 
wave propagating in the ( ) ( )ˆ ˆ ˆcos sinφ φ= +k x y  direction with 1 V/mEφ = . Two 
different scenarios are simulated. 
2.3.1.1 RG-58 Cable Suspended at Three Points 
In the first scenario, an RG-58 coaxial cable of length 6 m is suspended at three 
nodes that are spaced 2 m=  apart [Figure 2–3]. In this example, five parameters 
characterize the uncertainty (dof 5N = ): the values of the terminating resistors, 1R  and 
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2R , the maximum cable sag between the fixed nodes, 1h  and 2h , and the plane wave’s 
angle of arrival, φ . All five variables are assumed normally distributed.  
 
Figure 2–3 Geometry description of the RG-58 coaxial cable suspended at three nodes 
and the plane wave excitation. 
Five sets of simulations ( 1,...,5i = ) are performed in which these variables’ 
standard deviations are geometrically increased while t eir means are kept constant 
(Table 2–4). The average and standard deviation of the coupled voltages at node 1, 
( )1V x , are computed at 100 MHzf =  using S-2/S-3 integration rules, an 5-point Gauss-
Hermite quadrature based TP integration rule, and the traditional MC method; the results 
obtained using the TP integration rule were verified to be accurate to 8 and 5 digits for 
the first and last simulations, respectively (by comparison to results obtained using even 
higher-order TP integration rules). 
 
 Set 1 Set 2 Set 3 Set 4 Set 5 











iµ  iσ  iµ  iσ  iµ  iσ  iµ  iσ  iµ  iσ  
1i = , 1h  ( )m   0.515 0.0037 0.515 0.0075 0.515 0.015 0.515 0.03 0.515 0.06 
2i = , 2h  ( )m  0.515 0.0037 0.515 0.0075 0.515 0.015 0.515 0.03 0.515 0.06 
3i = , 1R ( )Ω  50 0.5 50 1 50 2  50 4  50 8  
4i = , 2R ( )Ω  50 0.5 50 1 50 2  50 4  50 8  
5i = , φ ( )°   224 0.25 224 0.5 224 1 224 2  224 4  
Table 2–4 Values of iµ  and iσ , 1,...,5i =  for all five sets of simulations of the plane-
wave coupling scenario involving the RG-58 coaxial cable suspended at three nodes 
Figure 2–4 (a) shows the relative error between the averages computed using the 
S-2/S-3 ( 2,3k = ) integration rules(S) and the TP integration rule (TP),  
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Similarly, Figure 2–4 (b) shows the relative difference between the standard deviations 
computed by the S-2/S-3 ( 2,3k = ) integration rules (S) and the TP integration rule(TP),  
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In (2.18)-(2.21), [ ]S,2 .iE / [ ]S,2std .i , [ ]S,3 .iE / [ ]S,3std .i , and [ ]TP .iE / [ ]TPstd .i  represent the 
averages/standard deviations computed by the S-2/S-3 and the TP integration rules for the 
thi  set of simulations, respectively. As expected, relative errors plotted in Figure 2–4 (a)-
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(b) increase as the standard deviations iσ  increase (because the effective domain of 
integration enlarges). Additionally, one can say that for a given set, the error in averages 
is one-two orders of magnitude smaller than the error in standard deviation; this is 
expected since the integral needed for average involves only the coupled voltage ( )1V x , 
rather than ( ) 21V  x , which is integrated for computing the standard deviation (i.e., the 
function being integrated for computing the average is smoother than the one integrated 
for computing the standard deviation). 
 
Figure 2–4 (a) E,Re,kierr and 
E,Im,k





2,3k = , 1,...,5i =  (relative error between averages and standard deviations of the real 
and imaginary parts of the ( )1V x  computed by the S-2/S-3 and the TP integration rules. 
For a more detailed comparison of the S-2/S-3, the TP integration rules, and the MC 
method, Table 2–5 presents the results computed for the third set of simulations by these 
methods (the third simulation is the one in the middle for plots presented in Figure 2–4 




computed by the MC method for the third set of simulations. To obtain the results given 
in the Table 2–5, the S-2/S-3, the TP integration rules, and the MC method required 6 ,
10, 3125, and 5000 deterministic EMI/EMC simulations, respectively. As expected, for 
both the average and the standard deviation computations, the S-3 method gives more 
accurate results than the S-2 method (assuming that the most accurate results are obtained 
by the TP integration method). Additionally, both S-2 and S-3 methods are approximately 
one digit more accurate than 5000-point MC method. For the MC method to yield 
roughly the same accuracy as the S-2/S-3 methods, it would require approximately 
100 5000×  points. It is clear from the results presented in this section that, for a 
stochastic problem this size, the S-2/S-3 methods are the most efficient and can provide 
one-two digits of accuracy even for relatively large integration domains.  
superscript 
( )k  
( ){ }k3 1ReE V  x  
( )mV  
( ){ }k3 1ImE V  x  
( )mV  
( ){ }k3 1std ReV  x  
( )mV  
( ){ }k3 1std Im V  x  
( )mV  
k MC=  -0.16006 0.06422 0.02460 0.01468 
k TP=  -0.16018 0.06407 0.02435 0.01439 
k S,2=  -0.16019 0.06405 0.02479 0.01459 
k S,3=  -0.16018 0.06407 0.02433 0.01443 
Table 2–5 Averages and standard deviations of the ( )1V x  computed by the S-2/S-3, the 




Figure 2–5 Error-bar plots for the average of (a) real part and (b) imaginary parts of 
( )1V x  at 100 frequencies equally located between 100 MHzf =  and 600 MHzf =  
(computed by the S-3 integration rule). 
For the sake of completeness, Figure 2–5 (a)-(b) show ( ){ }S,33 1ReE V  x  and 
( ){ }S,33 1ImE V  x  vs. frequency with error bars obtained from ( ){ }S,33 1std ReV  x  and 
( ){ }S,33 1std Im V  x , respectively. As expected, the standard deviation of ( )1V x  increases 
near the cable’s resonant frequencies, where the cable’s response is more sensitive to 
perturbations in the excitation and the configuration of the cable. 
2.3.1.2 RG-58 Cable Suspended at Eleven Points 
In the second scenario, the RG-58 coaxial cable of ngth 18.63 m is suspended at 
11 nodes that are spaced 1 md =  apart [Figure 2–6]. 13 parameters characterize the 
uncertainty ( dof 13N = ): the values of the terminating resistors 1R  and 2R , the maximum 




2–6]. The variables 1R , 2R , ih , 1, ,10i = … , and φ  are assumed uniformly distributed in 
the ranges [ ]45 ,55  Ω , [ ]45 ,55  Ω , [ ]0.5 ,0.7  m, and [ ]225,235° , respectively. 
 
Figure 2–6 Geometry description of the RG-58 coaxial cable suspended at eleven nodes 
and the plane wave excitation. 
Next, results obtained using S-3 integration rule and the MC method are 
compared in Table 2–6. In Table 2–6, ( )1V x  is the coupled voltage at node 1 at 
0.9 GHzf = , and [ ]S,3 .E / [ ]S,3std .  and [ ]MC .E / [ ]MCstd .  are the averages/standard 
deviations computed by the S-3 and Monte Carlo methods, respectively. The relative 
differences between ( ){ }S,3 1std ReV  x  and ( ){ }MC 1std ReV  x , and ( ){ }S,3 1std Im V  x  
and ( ){ }MC 1std Im V  x  are 1.43% and 4.09%, respectively. The relative differences 
between ( ){ }S,3 1ReE V  x  and ( ){ }MC 1ReE V  x , and ( ){ }S,3 1ImE V  x  and 
( ){ }MC 1ImE V  x  are large for the simple reason that these quantities are (likely) 
































( )k  
( ){ }k 1ReE V  x  
( )mV  
( ){ }k 1ImE V  x  
( )mV  
( ){ }k 1std ReV  x  
( )mV  
( ){ }k 1std Im V  x  
( )mV  
k MC=  0.00591 0.00217 0.03086 0.03444 
k S,3=  0.00684 0.00529 0.03131 0.03303 
Table 2–6 Averages and standard deviations of the ( )1V x  computed by the S-3 
integration rule and the MC method. 
 
Figure 2–7 The pdfs of (a) the real and (b) the imagin ry parts and (c) absolute value of 
( )1V x  (obtained using the MC method). 
The averages of the real and imaginary parts of ( )1V x  are expected to vanish 
because of phase cancellations that occur when the number of and/or variation in the 
parameters quantifying the uncertainties are large [65, 66]. Under these conditions, the 
pdfs of the real and imaginary parts of ( )1V x  and its absolute value are expected to 
behave as normal and Rayleigh pdfs, respectively [65, 6 ]. These facts are verified by the 
histograms obtained using the MC method [Figure 2–7 (a)-(c)]. For this example, the S-3 
integration rule and the MC method required 26 and 5000 deterministic EMI/EMC 
simulations, respectively. 
(a) (b) (c) 
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2.3.2 Computer Cards in a Shielded Box 
Next, the Stroud-based SC method is used to statistic lly characterize coupled 
voltages at terminals of an RG-58 coaxial cable connecting two computer cards located 
inside shielding enclosures that are subject to excitation by a plane wave [Figure 2–8]. 
The shielding enclosures are identical; both contain a mother board and two daughter 
cards. The daughter card closest to the back of the box ( st1  card) and the other one (nd2  
card) are connected to the mother board with eight pins and one pin, respectively (see 
[60] for a more detailed description the cards and the pins). An RG-58 coaxial cable of 
length 70 cm but otherwise identical to the one used in Subsection 2.3.1.1 connects to 
the pins feeding the nd2  cards. Two resistors, which might potentially model the 
resistance of cable connectors, are also connected to feed pins. The structure is 
illuminated by a plane wave propagating in ( ) ( )ˆ ˆ ˆsin cosθ θ= − −k x z  direction with 
1 V/mEθ = .  
 
Figure 2–8 Geometry description of the computer cards, RG-58 cable connecting them, 
and the shielding enclosures and the plane-wave excitation 
30 cm
30 cm














Three parameters characterize the uncertainty (dof 3N = ): the values of the 
terminating resistors 1R  and 2R , and the plane wave’s angle of arrival θ ; all are assumed 
beta distributed with 1i ic d= = , 1, ,3i = … , in the ranges [ ]48 ,52  Ω , [ ]48 ,52  Ω , and 
[ ]110,115° , respectively. The S-3 and the TP integration rules are used to compute 
averages and standard deviations of the voltage ( )1V x  coupled onto node 1 at 
0.9 GHzf = ; the TP rule uses a 5-point Gauss-Jacobi quadrature rule. The results are 
compared in Table 2–7, where [ ]S,3 .E / [ ]S,3std . , and [ ]TP .E / [ ]TPstd .  represent the 
averages/standard deviations computed by the S-3 and the TP integration rules, 
respectively. The averages and standard deviations c mputed by both integration rules 
match up to sixth and fourth digits, respectively. For this example, the S-3 and the TP 
integration rules required 6 and 125 deterministic EMI/EMC simulations, respectively.  
superscript 
( )k  
( ){ }k 1ReE V  x  
( )mV  
( ){ }k 1ImE V  x  
( )mV  
( ){ }k 1std ReV  x  
( )mV  
( ){ }k 1std Im V  x  
( )mV  
k TP=  0.14671 0.23200 0.01679 0.01683 
k S,3=  0.14671 0.23200 0.01033 0.01028 




Figure 2–9 Error-bar plots for the average of (a) the real and (b) the imaginary parts of 
( )1V x  at 29 frequencies equally located between 0.9 GHzf =  and 2.5 GHzf =  
(computed by the S-3 integration rule) 
For the sake of completeness, Figure 2–9 (a) and (b) show ( ){ }S,3 1Re E V  x  and 
( ){ }S,3 1Im E V  x  vs. frequency with error bars obtained from ( ){ }S,3 1Re std V  x  and 
( ){ }S,3 1Im std V  x , respectively. As expected, the standard deviation of the coupled 
voltage increases near the resonant frequencies of the system. 
2.3.3 RG-58 Coaxial Cables in Loaded Cockpit 
Finally, the Stroud-based SC method is used to statistic lly characterize voltages 
coupled onto the terminals of RG-58 coaxial cables situated inside the bay of an airplane 
cockpit under plane wave excitation [Figure 2–10 (a)]. The cockpit is loaded with three 
shielding enclosures interconnected by RG-58 coaxial cables, as well as nine additional 
floating RG-58 coaxial cables and two seats [Figure 2–10 (a)]. Aside from their length, 




located in a partially shielded compartment under th  cockpit floor in three layers [Figure 
2–10 (b)]. Cables 2,C  3,C  and 6C  are 1.375 m long, cables 1,C  4,C 5,C  and 7C  are 1 m 
long, and cables 8C  and 9C  are 0.575 m long. Cables 1,C  6,C  and 8C  are terminated 
using resistors with values 1R  and 2 R , 3R  and 4 R , and 5R  and 6 ,R  respectively; 
50 ,iR = Ω  1,...,6i = . The surfaces of the seats are modeled as resistiv urfaces with 
377-Ω  surface impedance. The structure is illuminated by a plane wave propagating in 
the ( ) ( )ˆ ˆ ˆcos sinθ θ= − −k x y  direction with 1000 V/m.Eθ =  Nine parameters 
characterize the uncertainty (dof 9N = ): the y  coordinates of cables 1C , 4C , 5C , 7C , 8C , 
and 9C  [Figure 2–10 (b)], the y  coordinates of the seat base plane, and the plane w v ’s 
angle of arrival θ . All nine random variables are beta distributed with 0i ic d= = , 
1,...,9i = , in the range ,i ia b   ; 
ia  and ib  are given in Table 2–8.  
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Figure 2–10 (a) Geometry description of the cockpit, shielding boxes, RG-58 coaxial 
cables, and the seats and the plane-wave excitation. (b) View from back of the cockpit: 
RG-58 coaxial cables (+) are located in the partially shielded compartment under the 
cockpit floor; black lines represent allowed vertical movement. 
The S-3 integration rule is used to compute ( )S,3 iE V  x  and ( )
S,3std iV  x , 
1,...,6i = , the average and standard deviation of the absolute value of the coupled 
voltages on resistors ,iR  1,...,6i = , at 0.9 GHzf =  [Table 2–9]. For this problem, only 
the S-3 integration rule, which required 18 deterministic simulations, was used because 

























processors, and a TP integration rule with 2 points in each dimension and the MC method 
with a couple of digits accuracy would require 92 512=  and at least a few thousands 
simulations, respectively. 
 ia  ib  
1i = , y  coordinate of the location of cable 1C  ( )m   0.46875−  0.40625−  
2i = , y  coordinate of the location of cable 4C  ( )m   0.46875−  0.40625−  
3i = , y  coordinate of the location of cable 5C  ( )m  0.53125−  0.46875−  
4i = , y  coordinate of the location of cable 7C  ( )m  0.53125−  0.46875−  
5i = , y  coordinate of the location of cable 8C ( )m  0.59375−  0.53125−  
6i = , y  coordinate of the location of cable 9C ( )m  0.59375−  0.53125−  
7i = , y  coordinate of the location of the first seat ( )m  0.342−  0.084−  
8i = , y  coordinate of the location of the second seat ( )m 0.342−  0.084−  
9i = , arrival of excitation,θ ( )°   185 235 
Table 2–8 ia  and ib , 1,...,9i = , for all nine random variables (the plane-wave coupling 
scenario involving the RG-58 coaxial cable network l cated in a cockpit) 
i  ( )S,3 iE V  x  ( )V  ( )
S,3std iV  x  ( )V  
1  0.01581 0.02828 
2  0.01150 0.02535 
3  0.22904 0.31644 
4  0.23250 0.31522 
5 0.32650 0.14404 
6  0.03390 0.14523 
Table 2–9 Averages and standard deviations of the absolute value of coupled voltages on 




CHAPTER 3  
MULTI-ELEMENT PROBABILISTIC COLLOCATION 
METHOD 
3.1 Introduction 
Spectral methods are well-known for the solution of dif erential and integral 
equations as well as for the extraction of statistics of observables in large-scale 
simulations. The initial work using spectral methods for uncertainty quantification of 
engineering systems was proposed in early 1990s [7]. This work leveraged the Wiener’s 
polynomial chaos [67] to extract statistics of observables due to the normally distributed 
random variables. In Wiener’s work, the Hermite polyn mials are selected as orthogonal 
bases, which are proven to be optimal for normally distributed random variables [68]. 
That said, these bases yield inaccurate statistics of observables when the random 
variables are distributed with non-Gaussian pdfs. To this end, the polynomial chaos was 
generalized for non-Gaussian pdfs [6] and henceforth termed as generalized polynomial 
chaos (gPC). According to gPC theory, the type of non-Gaussian pdf dictates the type of 
orthogonal polynomials used to extract statistics of observables. The last decade 
witnessed substantial research activities on the applications of gPC methods to many 
practical engineering problems [10].  
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To generate surrogate models of observables and extract their statistics, the gPC 
methods use the entire-domain orthogonal polynomials while the SC methods described 
in previous chapter leverage multivariate Lagrange int rpolation functions. For that 
reason, the coefficients of SC expansion are solely the values of observables on 
collocation points while the coefficients of the gPC expansion are determined via either 
Galerkin [6-9] or collocation [10-12] methods. As the gPC Galerkin methods are slightly 
more accurate than their collocation counterparts [10], they call for the solution of large 
systems of coupled equations in gPC expansion coeffi ients, as well as rather intrusive 
modifications to deterministic solvers [11]. See [12, 3] for applications of gPC Galerkin 
methods in EMC/EMI analysis. gPC collocation methods are computationally more 
efficient as they compute gPC expansion coefficients via multi-dimensional integration; 
moreover, their implementation is non-intrusive as they can use available deterministic 
simulators to compute observables at collocation poi ts. See [17, 75, 76] for applications 
of gPC collocation methods in EMC/EMI analysis. 
Attractive as they may be, classical gPC methods seldom can be applied directly 
to statistical EMC/EMI analysis as they become ineff ci nt and inaccurate for 
observables that vary non-smoothly in the random variables, as do voltages in resonant 
circuits subject to minor perturbations in the values of lumped elements, or fields in 
overmoded or quasi-resonant cavities. This deficiency stems from the fact that accurate 
representations of such observables only can be achieved using very high-order 
polynomials. Recently, several adaptive methods have been proposed to address this 
limitation. The multi-element gPC (ME-gPC) and probabilistic collocation (ME-PC) 
methods are h-adaptive refinement schemes for use in conjunction with gPC Galerkin and 
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collocation methods, respectively [31-33]. ME-gPC and ME-PC methods achieve their 
efficiency and accuracy by recursively and adaptively dividing the random domain into 
subdomains guided by the decay rates of the observabl s’ local variances and by 
constructing separate local and low-order gPC expansions for each subdomain. Initial 
versions of these methods assumed uniformly distributed random variables [29], but 
recent adaptations allow for arbitrary distributions [30, 31]. 
This chapter elucidates a computational framework that builds upon the adaptive 
ME-PC method in [31] for statistically characterizing EMC/EMI observables that 
potentially vary rapidly/nonsmoothly across the random domain. The framework 
generates surrogate models of the observables by approximating them in terms of 
Legendre-chaos expansions. Observable values at collocation points identified by the 
adaptive ME-PC scheme are computed using the deterministic FFT-accelerated hybrid 
integral-equation simulator described in Section 2.2.4. Upon generation of the surrogate 
model, the MC method is used to compute the statistical moments, pdfs/cdfs of the 
observables, fully accounting for the pdfs of the random variables. The applicability of 
the scheme is demonstrated via its application to the statistical characterization of 
voltages in various transmission line networks and microwave amplifiers, and magnetic 
fields induced on car tire pressure sensors. 
3.2 The Formulation  
The proposed computational framework in this chapter leverages the ME-PC 
method of [31] to obtain statistical information (average, standard deviation, pdf, cdf, 
etc.) of ( )V x  which potentially vary rapidly/non-smoothly. The dtails and a rigorous 
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error analysis of the method can be found in [31-33]. The ME-PC method is used to 
generate an easy-to-evaluate albeit approximate surrogate model of ( )V x . To this end, it 
recursively and adaptively divides the random domain D  into subdomains based on the 
decay rates of ( )V x ’s local variances, and constructs separate local and low-order gPC 
approximations for ( )V x  on each subdomain. Upon convergence of the surrogate model, 
it is probed via MC method accounting for the distributions ( )iw ⋅  to generate statistical 
information pertaining to ( )V x . 
In what follows, the well-known gPC collocation method is described first. A 
recursive and adaptive strategy for constructing local and low-order polynomial 
approximations to ( )V x  is explained next. Finally, the hybridization of the ME-PC 
method with Dirichlet kernel for EMC/EMI applications is expounded. 
3.2.1 gPC Collocation Method  
A thp - order gPC expansion is used to approximate ( )V x  in terms of dofN -
variate orthogonal Legendre polynomial basis functions, ( )mP x , 0, , pm N= … , as 







∑x P x≃ . (3.1) 
Here ( ) ( )dof dof! ! ! 1pN N p N p= + − , the total number of terms in the expansion is 
1pN + , and mv  is dubbed the 
thm  gPC expansion coefficient. In (3.1), ( )mP x  is 




P x , dof1, ,i N= … , as 
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= ∏P x , (3.2) 
(Note: the superscript i  on P  denotes the 1D domain over which P is active, not a 
power or index of a modified Legendre polynomial). Here imd  is an element of a multi-







≤∑ ; in (3.1) all possible multi-indices are 
considered. The above construct perhaps is best describ d via an example. Assume 
dof 2N = , 2p = , and 5pN = ; the Legendre polynomial basis functions, ( )mP x , 
0, ,5m = … , along with their multi-indices are 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 2 2
0 0 0 0
1 1 2 2
1 1 0 1
1 1 2 2
2 0 1 2
1 1 2 2
3 2 0 3
1 1 2 2
4 1 1 4
1 1 2 2







P x P x d
P x P x d
P x P x d
P x P x d
P x P x d














The 1D Legendre polynomials ( )inP x , 0,...,n p= , dof1, ,i N= … , satisfy the 
normalization/orthogonality conditions, i.e. 
 ( ) ( ) dof,  1,...,
i
i i i i i
m n mn
D
P x P x dx i Nδ= =∫ , (3.4) 
where mnδ  represents the Kronecker delta function. As a result, the ( )mP x , 0, , pm N= … , 
satisfy  
 ( ) ( )m n mn
D
d δ=∫P x P x x . (3.5) 
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The collocation-based gPC method generates the expansion coefficients mv , 
0, , pm N= … , by exploiting (3.5), i.e. 
 ( ) ( ) ,  0,...,m m p
D
v V d m N= =∫ x P x x . (3.6) 
The dofN - dimensional integral in (3.6) is computed via numerical quadrature using TP, 
SG, or ST-2/ST-3 integration rules explained in Section 2.2.3.1-2.2.3.3. Once the gPC 
expansion coefficients are obtained by (3.6), the mean and standard deviation of ( )V x  
over D  can be computed. By substituting (3.1) in (2.2), we have  







   ≅∑∫ P x xx  (3.7) 
with the assumption that ( )W x  is uniform distribution. Note that the zeroth order term of 
Legendre polynomials is always 1, i.e. ( )0 1i iP x =  and hence ( )0 1=P x . Introducing 
( )0P x  in (3.7) yields 







   ≅∑ ∫ P x P x xx . (3.8) 
Using the orthogonality relation in (3.5), one can obtain the mean of ( )V x  over D  as  
 ( ) 0vE V   ≅x . (3.9) 
In a similar way, by substituting (3.1) in (2.3), i.e.,  











−      
 
≅ ∑∫ P x xx , (3.10) 
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considering ( )0 1=P x , and using the orthogonality relation in (3.5), the analytic 
expression for the standard deviation of ( )V x  over D  can be obtained as  








   ≅ ∑x . (3.11) 
The gPC theory suggests that the type of pdf of the random variables dictates the 
type of polynomials used for expanding the observable [6]. Strictly speaking, Legendre 
polynomials only lead to optimal/exponential convergence of the expansion when the 
random variables are uniformly distributed. When they are normally distributed, for 
example, Hermite polynomials should be used instead; for the correspondence between 
distributions and orthogonal polynomials, see Table 3–1 [6].  






Table 3–1 The correspondence between ( )W x  and the orthogonal polynomials in gPC 
theory. 
Selection of proper orthogonal polynomials for the c aos expansion in (3.1) yields 
optimal/exponential convergence of the expansion. This can be proved by a simple 
example. Suppose dof 1N =  and ( )1 11V x x= − , 1 1 1:[ , ] [0,1]x a b = . The pdf of 1x  is 
assumed to be uniform distribution and the pdf of ( )1V x  is estimated using surrogate 
models generated by Legendre chaos and Hermite chaos [Figure 3–1]. To compute 
coefficients of Hermite-chaos, the integration points dictated by Gauss-Hermite 
quadrature rule are mapped to the range 1 1[ , ]a b  using the transformation 
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( )( )1 1 1 1 10.5 0.5erf ( / 2)x a b a z= + − + , where 1z  is normally distributed random 
variable [69].  
 
Figure 3–1 Exact pdf of ( )1V x  is compared with the pdfs generated via ( )1V x ’s 
surrogate models obtained using Legendre chaos with 1p =  and Hermite chaos with 
1p = , 2p = , and 5p = . 
It’s clear from Figure 3–1 that the pdf obtained by the surrogate model generated 
using Legendre chaos with 1p =  is exactly the same as the pdf generated using exact 
( )1V x  values. This is due to the fact that the Legendre polynomials provide optimal 
convergence for uniformly distributed random variables. On the other hand, even the pdf 
obtained by the surrogate model generated using Hermite chaos with 5p =  is not as 
accurate as the pdf obtained by Legendre chaos.  
Here, we use Legendre polynomials irrespective of the distribution of the random 
variables. Doing so decouples the construction of the surrogate model from the pdf of the 
random variables and permits the user to study the effect of the type of pdf on the 
statistics of the observable (albeit at a slightly igher computational cost than when using 
polynomials tailored to the pdf of the random variable). Also, when combined with the 
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adaptive multi-element scheme described below, the treatment of (local) gPC expansion 
on each element becomes mathematically tedious if the ( )iw ⋅  are not uniform [29]. This 
is due to the fact that non-uniform ( )iw ⋅ , when restricted to a subdomain of D , become 
non-canonical. 
3.2.2 The ME-PC Method 
When ( )V x  is a rapidly varying function of x , (i) a very high-order gPC 
expansion may be required to ensure accuracy of the surrogate model and (ii) a large 
number of collocation points is needed to accurately compute the gPC expansion 
coefficients. As a result, the above gPC expansion becomes expensive to compute and 
evaluate; moreover, it may be inaccurate. In severe cas s, when ( )V x  is discontinuous, 
the gPC collocation method may not even converge due to the Gibbs phenomenon [32]. 
The fundamental idea behind the adaptive refinement procedure described below 
is to recursively divide the random domain D into non-overlapping subdomains and to 
approximate ( )V x  using a local gPC expansion in each subdomain. ThegPC 
coefficients, which are computed separately for each subdomain using the gPC 
collocation method described above, are then used to es imate ( )V x ’s statistical 







= ∏ɶ ɶ  with ,i i iD a b =  ɶɶ ɶ  denote a random subdomain considered for 
adaptive refinement; the procedure starts with D D=ɶ . In what follows, a tilde on a 
symbol indicates that it represents a quantity pertin n  to subdomain Dɶ . ( )V x  for x  in 
Dɶ  is approximated by a thp - order gPC expansion (as in(3.1)) using 1pN +  local gPC 
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coefficients, mvɶ , 0, , pm N= … , and local basis functions, ( )mP xɶ , 0, , pm N= … . The local 
gPC coefficients, mvɶ , 0, , pm N= … , are obtained by evaluating an dofN -variate integral 
over Dɶ  (as in(3.6)).  
To determine if the local approximation of ( )V x  is “accurate” and if subdomain 
Dɶ  should be split, the local variance of ( )V x  is estimated using the coefficients of the 
thp - order local gPC expansion as (note that variance is the square of standard deviation) 








=   ∑x ɶ . (3.12) 
The coefficients of the thp - order local gPC expansion can be used similarly to compute 
( )1varp V−   x . Next, the decay rate of the relative error between the thp - and ( )
th
1p − - 
order local gPC expansions is computed as [31] 
 ( ) ( )( ) ( )1var var varp p pV V Vγ −= −          x x x . (3.13) 
The subdomain Dɶ  is selected for refinement if  
 ( ) 1 Jτγ β≥ , (3.14) 
where β  and 1τ  are the desired tolerance and a user-defined constant ( 10 1τ< < ), 
respectively; J  measures the size of Dɶ  relative to D , i.e. dof
1
( ) ( )
N i i i i
i
J b a b a
=
= − −∏ ɶ ɶ . 
Note that, β  acts not only as an accuracy threshold but also as a limit for the size of the 
smallest subdomain.  
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The efficiency of the adaptive scheme is increased by refining domain Dɶ  only 
along dimension(s) in which ( )V x  varies rapidly. The “sensitivity” of each dimension in 
Dɶ  is defined as  
 ( ) ( )( )1var vari i p pv V Vα −= −      x xɶ . (3.15) 
Here, ivɶ  stands for the thp - order gPC coefficient that applies to the thi  dimension alone. 
In the example above, 3v  ( 3 20d = ) and 5v ( 5 02d = ) are the applicable 
nd2 - order gPC 
coefficients for the st1  and nd2  dimensions, respectively. Refinement of Dɶ  is performed 












by splitting the subdomain along those dimensions into two. Here, 2τ  again is a user-
defined constant ( 20 1τ< < ).  







= ∏ɶ ɶ , 1, , dj N= … , with ,i i ij j jD a b =  ɶɶ ɶ  which do not 
require refinement, i.e. on which the thp - order local gPC expansion is an “accurate” 
representation of observable ( )V x  in jDɶ , 1, , dj N= … . The coefficients of the thp - order 
local gPC expansion constructed in jDɶ , ,m jvɶ , 0, , pm N= … , 1, , dj N= … , are stored 
during the adaptive refinement process to permit rapid evaluation of the surrogate model 
approximation to ( )V x  and estimate statistical quantities applicable to ( )V x . 
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By the law of total probability and the expression n (3.9), the global average, i.e., 
the average of ( )V x  over D , can be approximated using  







≅   ∑x ɶ , (3.17) 
where dof
1
( ) ( )
N i i i i
j j ji
J b a b a
=
= − −∏ ɶ ɶ , and 0, jvɶ  denotes the th0  coefficient of the thp - 
order local gPC expansion constructed in jDɶ . In a similar way, the global variance, i.e., 
the variance of ( )V x  over D , can be derived by noting that  








V J V V dE
=
≅ −      ∑ ∫x x x xɶ , (3.18) 
where ( )jV x  denotes ( )V x  in jDɶ . Expanding ( )jV x  in terms of local gPC expansion 
constructed in jDɶ  yields  
 ( ) ( ) ( ) ( ) ( )( )
2






j m j m j j j jD
j m
V J v v V dE
= =
 
≅ + −        
 
∑ ∑∫x P x P x x P x xɶ ɶ ɶ ɶɶ ɶ . (3.19) 
Here ,m jPɶ  is the 
thm  local basis functions of local gPC expansion constructed in jDɶ  and 
( )0, 1j =P xɶ . By expanding the integrand and using the orthogonality relation in (3.5), one 
can obtain the final expression of global variance as  




j p j j
j
V J V v E V
=
  ≅ + −         ∑x x xɶ , (3.20) 
where ( )varp jV  x  is the local variance of ( )jV x  estimated using the coefficients of the 
thp - order local gPC expansion. 
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3.2.3 Fine-Tuning of the ME-PC Method for EMC/EMI Applications 
In many EMC/EMI scenarios, the observable might be a periodic function in one 
(or several) of the (uniformly distributed) random variables/parameters (see Section 3.3.3 
for an example). Along those dimensions, a Dirichlet kernel should be used to represent 
the periodically varying part of the observable instead of a gPC expansion. Assume that 
the observable ( )V x  in subdomain Dɶ  is periodic in dofNx  with period 2π . Then, it can 
be expressed as a weighted sum of the Dirichlet kernels as 
 ( ) ( ) ( )dof dof dof dof11,..., ,
N
N N N N
N
n N
V V x x n x DI x n x−
=−
 = ∆ − ∆ ∑x , (3.21) 
where the number of samples used in the thdofN  dimension is 2 1N + , dof 2 (2 1)
Nx Nπ∆ = +  
is the spacing between these samples, and ( )NDI x  is the Dirichlet kernel [70], i.e. 
 ( ) ( )( ) ( )
sin 2 1 2







In (3.21), each of ( )V x ’s cuts, ( )dof dof11,..., ,N NV x x n x− ∆  , is approximated using the 
thp -order local gPC expansion as 







V x x n x v x x− −
=
 ∆ ≅  ∑ Pɶɶ . (3.23) 
Inserting (3.23) into (3.21), an approximation to ( )V x  is obtained: 






n N m n
V v x x DI x n x−
=− =
 
≅ − ∆ 
 
∑ ∑x Pɶɶ . (3.24) 
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The expansion coefficients in (3.23) are obtained sparately for all cuts as explained 
above. The refinement parameters γ  and iα , dof1, , 1i N= −… , are also obtained for all 
cuts. If one of γ  computed for all cuts satisfies the refinement criterion [see (3.14)], the 
subdomain Dɶ  is selected for the refinement. Likewise, a refinement is performed along 
the thi  dimension, if one of iα , dof1, , 1i N= −… , computed for all cuts satisfies the 
dimensional refinement criterion [see (3.16)]. The adaptive refinement process produces 
dN  subdomains (per cut) jDɶ , 1, , dj N= … , which do not require adaptive refinement. 
The coefficients of thp - order gPC expansions constructed in such domains, jDɶ , 
1, , dj N= … , are stored during the adaptive refinement process to obtain the surrogate 
model of ( )V x  and global statistical moments. 
Use of (3.24) in the adaptive refinement scheme increases the accuracy of the 
surrogate model of ( )V x  and the efficiency of the adaptive ME-PC method used for 
constructing it. The former is attributed to the fact that a highly accurate Dirichlet kernel 
expansion in (3.21) is used to replace the orthogonal polynomial approximation along the 
th
dofN  dimension. The latter is attributed to two facts: (i) the gPC expansion in (3.24) has 
one dimension less than the one used in the ME-PC method, and (ii) the periodic and 
possibly highly oscillatory variation along the thdofN  dimension does not have to be 
accounted for by the adaptive ME-PC scheme. 
The utilization of the Dirichlet kernel in the gPC expansion does not require any 
modifications on the MC scheme carried out following the adaptive refinement process 
(Section 3.2.2). However, the expressions derived to ob ain the statistical moments when 
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( )iw ⋅ , dof1, ,i N= … , represent uniform distributions, should be modifie . The new 
expression for the average of the observable ( )V x  over D  is 











≅   + ∑ ∑
x ɶ . (3.25) 
Here, 0, j nvɶ  denotes the 
th0  coefficient of the thp - order local gPC expansion used to 
approximate ( )dof dof11,..., ,N NjV x x n x− ∆   in jDɶ . Similarly, the expression for the variance 
of the observable ( )V x  over D  becomes 
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≅ + −      + ∑ ∑ ∑
x xɶ ɶ . (3.26) 




( ) ( )
N i i i i
j j ji
J b a b a
−
=
= − −∏ ɶ ɶ . Detailed derivations of (3.25) and (3.26) are 
provided in Appendix A and Appendix B, respectively. 
3.3 Application to the EMC/EMI Problems  
This section illustrates the application of the adaptive ME-PC method to the 
statistical characterization of EMC/EMI phenomena on various realistic structures. 
Specifically, averages, standard deviations, and pdfs/c fs of voltage and fields on several 
transmission line structures, a microwave amplifier, and a tire pressure monitoring 
system obtained using the proposed adaptive ME-PC technique are compared to those 
obtained using the nonadaptive gPC collocation method, and brute-force MC technique. 
Unless specified otherwise, the adaptive ME-PC method uses a Gauss-Legendre SG 
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integration rule with 2l =  (see the definition of l  for SG integration method in Section 
2.2.3.2), which can accurately integrate polynomials of degree five or less (for dof 3N ≥ ), 
local gPC expansions with 2p = , and adaptive refinement constants 1τ  and 2τ  of 0.5. 
Unless noted otherwise, observables’ averages and st ard deviations (i.e. square roots 
of variances) estimated by adaptive ME-PC method are computed using (3.17) and (3.20)
, while those estimated by nonadaptive gPC collocati n technique are evaluated using 
(3.9) and (3.11). Observables’ pdfs/cdfs are estimated by applying MC to surrogate 
models obtained using the ME-PC method and nonadaptive gPC collocation technique, or 
by directly evaluating ( )V x  using analytical transfer functions or the determinist c 
simulator described in Section 2.2.4; such MC runs a d the data they produce will be 
labeled as “brute force”.  
3.3.1 Transmission Lines Terminated by RLC Circuits 
3.3.1.1 A Lossless Transmission Line 
The adaptive ME-PC method is used to compute the statistical moments of the 
voltage on a lossless transmission line terminated by an RLC circuit [Figure 3–2]. The 
transmission line’s characteristic impedance and length are 50Ω  and 0.4 m, 
respectively. The wave speed on the transmission line is 81.99 10 m/s× . The value of the 
resistance in the RLC circuit is 2 Ω . The transmission line is excited by a sinusoidal 
voltage source with frequency 486.28 MHz. Two parameters characterize the uncertainty 
in the problem ( dof 2N = ): the inductance and the capacitance values, L  and C  
(i.e., [ ],L C=x ), which are assumed uniformly distributed in the ranges ,i ia b   , 1,2i = ; 
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[ ]5,15 nH and [ ]10,20 pF, respectively. The observables are the real and the imaginary 
parts of the voltage across the capacitor, ( )ReCV x  and ( )ImCV x ; exact observable values 
are easily computed using the analytical transfer function of the circuit for a given x . 
 
Figure 3–2 Geometry description of a lossless transmission line terminated by an RLC 
circuit 
The average and standard deviation of ( )ReCV x  and ( )ImCV x  are computed using various 
methods. Table 3–2 presents the observable averages and tandard deviations [ ]k .E  and 
[ ]kstd .  for { }k BF,  ST, TP= , obtained by applying brute-force MC (BF) to the 
analytical transfer function, and by using nonadaptive gPC collocation methods with ST 
and TP integration rules; the latter uses 125 Gauss-Legendre points in each dimension. 
Also shown are [ ]k .E  and [ ]kstd .  for { }-1 -2 -3 -4k A-10 ,A-10 ,A-10 ,A-10=  computed by 
the adaptive ME-PC method, which uses the TP integra ion method (with five Gauss-
Legendre points in each dimension) to compute the expansion coefficients with 
{ }-1 -2 -3 -410 ,10 ,10 ,10β = .  
superscript 
( )k  
( )k ReCE V  x  
( )V  
( )k ImCE V  x  
( )V  
( )k ReCstd V  x  
( )V  
( )k ImCstd V  x  
( )V  
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k TP=  0.1174 -2.1756 3.4290 3.1371 
k ST=  0.0233 -0.7000 2.6835 0.4504 
k BF=  0.1160 -2.1728 3.4268 3.1336 
1k A-10−=  0.1174 -2.1757 3.2629 3.1389 
2k A-10−=  0.1174 -2.1756 3.4218 3.1371 
3k A-10−=  0.1174 -2.1756 3.4289 3.1371 
4k A-10−=  0.1174 -2.1756 3.4290 3.1371 
Table 3–2 Comparison of ( )ReCE V  x / ( )ReCstd V  x  and ( )ImCE V  x / ( )ImCstd V  x  
computed using brute force MC method, nonadaptive gPC collocation methods with ST 
and TP integration rules, and the adaptive ME-PC method. 
Relative errors,  
 
( ) ( )
( )
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   −   =
  








computed using [ ]TP .E  and [ ]TPstd .  as the reference, are presented in Table 3–3. Table 
3–3 compares the number of deterministic simulations required by all four methods to 
compute the averages and standard deviations. Figure 3–3 (a)-(d) and Figure 3–4 (a)-(d) 
present ( )Re,kCV x  and ( )Im,kCV x , { }-1 -2 -3 -4k A-10 ,A-10 ,A-10 ,A-10= , which are 
constructed by the adaptive ME-PC with { }-1 -2 -3 -410 ,10 ,10 ,10β = , respectively. Finally, 
the two-dimensional random domains resulting from the adaptive refinements with 
{ }-1 -2 -3 -410 ,10 ,10 ,10β =  are shown in Figure 3–5 (a)-(d). 
superscript 
( )k  
kE ,Reerr  
kE ,Imerr  
kstd ,Reerr  




k TP=  -  -  -  -  15625 
k ST=  -18.0193 10×  -16.7826 10×  -12.1742 10×  -18.5643 10×  4  
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k BF=  -21.2383 10×  -31.2597 10×  -46.3747 10×  -31.1077 10×  1000000 
1k A-10−=  -46.9959 10×  -58.3635 10×  -24.8434 10×  -45.7156 10×  275 
2k A-10−=  -67.1992 10×  -81.7218 10×  -32.0861 10×  -71.5607 10×  1225 
3k A-10−=  -121.2440 10×  -122.0041 10×  -51.7976 10×  -112.9572 10×  4725 
4k A-10−=  -158.5138 10×  -161.0000 10×  -83.0848 10×  -161.0000 10×  14575 
Table 3–3 Comparison of the efficiency and accuracy of the brute force MC method, 
nonadaptive gPC collocation methods with ST and TP integration rules, and the adaptive 
ME-PC method in computing ( )ReCE V  x / ( )ReCstd V  x  and ( )ImCE V  x / ( )ImCstd V  x . 
Several observations about the results are in order:  
It is clear from the relative errors presented in Table 3–3 that [ ]A- .E β  and 
[ ]A-std .β  converge to [ ]TP .E  and [ ]TPstd . , respectively, as β  decreases. From an 
engineering perspective, [ ]k .E  and [ ]kstd . , { }-1 -2 -3 -4k TP,A-10 ,A-10 ,A-10 ,A-10=  are 
practically identical for this problem. However, significant differences in ( )Re,kCV x  and 
( )Im,kCV x , { }-1 -2 -3 -4k A-10 ,A-10 ,A-10 ,A-10=  are observed as shown in Figure 3–3 (a)-(d) 
and Figure 3–4 (a)-(d). This can be explained by the “smoothing” effect of the integrals 
present in the expressions for the observable average and standard deviations.  
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Figure 3–3 ( )Re,kCV x  for (a) 1k A-10−= , (b) 2k A-10−= , (c) 3k A-10−= , and (d) 







Figure 3–4 ( )Im,kCV x  for (a) 1k A-10−= , (b) 2k A-10−= , (c) 3k A-10−= , and (d) 
4k A-10−= . 
 
Figure 3–5 Adaptively refined random domains used in the construction of ( )Re,kCV x  and 
( )Im,kCV x  for (a) 1k A-10−= , (b) 2k A-10−= , (c) 3k A-10−= , and (d) 4k A-10−= . 
As β  decreases, the adaptive ME-PC method carries out more recursive 
refinements to meet the required accuracy as shown in Figure 3–5 (a)-(d). Also, it is clear 
from these figures that for values of L  and C  that approach resonance conditions (where 
( )ReCV x  and ( )ImCV x  vary very rapidly), the scheme automatically produces smaller 
subdomains to increase the accuracy of the gPC expansion for a given β . 
3.3.1.2 Two Lossless Transmission Lines Connected with an Attenuator  
The adaptive ME-PC method is used to compute the statistical moments and 




is terminated by a 3 dB attenuator circuit; the second line is connected to an attenuator on 
one end and terminated by an RLC circuit on the other [Figure 3–6]. The transmission 
lines’ characteristic impedance is 50Ω  and their wave speed is 81.99 10 m/s× . The first 
transmission line is excited by a sinusoidal voltage source with frequency 573 MHz. 
 
Figure 3–6 Geometry description of two losses transmis ion lines connected by a 3 dB 
attenuator; the second transmission line is terminated by an RLC circuit at the other end  
Ten parameters characterize the uncertainty in the problem ( dof 10N = ): the 
inductance values 1L  and 2L , the resistance values 1R , 2R , 3R , 4R , and 5R , the lengths 
of the transmission lines 1l  and 2l , and the capacitance value 1C  (i.e., 
[ ]1 2 1 2 3 4 5 1 2 1, , , , , , , , ,L L R R R R R l l C=x ). All ten variables are assumed uniformly distributed 
in ranges ,i ia b   , 1, ,10i = … ; 
ia  and ib  are given in Table 3–4.  
 ia  ib  
1i = , 1L  ( )nH  2.7 3.3 
2i = , 2L  ( )nH  2.7 3.3 
3i = , 1R  ( )Ω  0.17 0.23 
4i = , 2R  ( )Ω  7.2675 9.8325 
5i = , 3R  ( )Ω  120.632 163.208 
6i = , 4R  ( )Ω  7.2675 9.8325 
7i = , 5R  ( )Ω  0.17 0.23 
8i = , 1l  ( )m  0.245 0.255 
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9i = , 2l  ( )m  0.245 0.255 
10i = , 1C  ( )nF  185 235 
Table 3–4 Values of ia  and ib , 1, ,10i = … . 
The observables are the real and the imaginary parts of he voltage across the 
capacitor, and its magnitude, ( )ReCV x  and ( )ImCV x , and ( )AbsCV x . Table 3–5 presents 
these observables’ averages and standard deviations [ ]k .E  and [ ]kstd .  for 
{ }k BF,  ST, TP= , that are computed by brute-force MC (BF) applied to the analytical 
transfer function, and by using nonadaptive gPC collo ation methods with ST and TP 
integration rules; the latter uses two Gauss-Legendre points in each dimension. The 
quantities [ ]k .E  and [ ]kstd .  are also computed using { }-1 -2k A-10 ,A-10= , that is using 
the adaptive ME-PC method with { }-1 -210 ,10β = .  
superscript 
( )k  
( )k ReCE V  x  
( )mV  
( )k ImCE V  x  
( )mV  
( )k ReCstd V  x  
( )mV  
( )k ImCstd V  x  
( )mV  
k BF=  -0.6455 26.5211 5.3068 2.8377 
k ST=  -0.6866 26.4802 5.4775 2.5916 
k TP=  -0.6913 26.5094 5.3223 2.7877 
1k A-10−=  -0.6930 26.5215 5.2730 2.8463 
2k A-10−=  -0.6928 26.5215 5.2728 2.8470 
Table 3–5 Comparison of ( )ReCE V  x / ( )ReCstd V  x  and ( )ImCE V  x / ( )ImCstd V  x  
computed using brute force MC method, nonadaptive gPC collocation methods with ST 
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computed using [ ]-2A-10 .E  and [ ]-2A-10std .  as the reference, are presented in Table 3–6. 
Additionally, pdfs of ( )ReCV x , ( )ImCV x , and ( )AbsCV x  are estimated via a 25000- point 
MC simulation performed using ( )Re,kCV x , ( )Im,kCV x , ( )Abs,kCV x , 
{ }-1 -2k BF,TP,A-10 ,A-10=  [Figure 3–7 – Figure 3–9]. ( )Re,kCV x , ( )Im,kCV x , ( )Abs,kCV x , 
{ }k BF,TP= , are computed by brute-force MC applied to the analytic l transfer function, 
and by using nonadaptive gPC surrogate models obtained using TP integration rule (with 
two Gauss-Legendre points in each dimension). In addition, ( )Re,kCV x , ( )Im,kCV x , 
( )Abs,kCV x , { }-1 -2k A-10 ,A-10= , are obtained from surrogate models constructed using 
the adaptive ME-PC method with { }-1 -210 ,10β = . 
superscript 
( )k  
kE ,Reerr  
kE ,Imerr  
kstd ,Reerr  




k BF=  -26.8317 10×  -51.7375 10×  -36.4376 10×  -33.2476 10×  25000 
k ST=  -39.0521 10×  -31.5584 10×  -23.8820 10×  -28.9688 10×  20 
k TP=  -32.1580 10×  -44.5821 10×  -39.3863 10×  -22.0810 10×  1024 
1k A-10−=  -42.3369 10×  -61.5969 10×  -53.0823 10×  -42.4429 10×  1305 
2k A-10−=  -  -  -  -  9657 
Table 3–6 Comparison of the efficiency and accuracy of the brute force MC method, 
nonadaptive gPC collocation methods with ST and TP integration rules, and the adaptive 
ME-PC method in computing ( )ReCE V  x / ( )ReCstd V  x  and ( )ImCE V  x / ( )ImCstd V  x . 
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Figure 3–7 The pdfs obtained via ( )Re,kCV x , { }-1 -2k BF,TP,A-10 ,A-10= . 
 
Figure 3–8 The pdfs obtained via ( )Im,kCV x , { }-1 -2k BF,TP,A-10 ,A-10= . 
 
Figure 3–9 The pdfs obtained via ( )Abs,kCV x , { }-1 -2k BF,TP,A-10 ,A-10= . 
Several observations about the results are in order: 
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It is clear from the averages, standard deviations, a d relative errors presented in 
Table 3–5 and Table 3–6 that the adaptive ME-PC method is slightly more accurate than 
the nonadaptive gPC collocation method using a TP integration rule. The real advantage 
of the adaptive ME-PC method however is demonstrated by Figure 3–7 – Figure 3–9: 
The pdfs obtained via ( )Re,kCV x , ( )Im,kCV x , and ( )Abs,kCV x , { }-1 -2k A-10 ,A-10= , show 
clear convergence to the pdfs obtained via ( )Re,kCV x , ( )Im,kCV x , and ( )Abs,kCV x , { }k BF= , 
i.e. exact analytical transfer function values, and they are much more accurate than the 
pdfs obtained via ( )Re,kCV x , ( )Im,kCV x , and ( )Abs,kCV x , { }k TP= .  
Table 3–6 demonstrates the efficiency of the adaptive ME-PC method by 
comparing the number of deterministic simulations required by all the methods to 
compute the averages and the standard deviations, and by nonadaptive gPC collocation 
method with TP integration ( { }k TP= ) and the adaptive ME-PC method 
( { }-1 -2k A-10 ,A-10= ) to construct ( )Re,kCV x , ( )Im,kCV x , and ( )Abs,kCV x . It should be noted 
here that the results of a more accurate nonadaptive gPC collocation method with TP 
integration are not included here since using three and four point (more accurate) Gauss-
Legendre rule in each dimension would require a total of 59049 and 1048576 
deterministic simulations, respectively. 
3.3.2 Microwave Amplifier 
Next, the adaptive ME-PC method is used to compute the statistical moments and 
extract the pdfs of the voltage coupled to the output ort of a microwave amplifier. 
Matching microstrip stubs are located on a 0.7874 mm thick dielectric substrate with 
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relative permittivity 2.33rε = ; the substrate is backed by a perfect electrically 
conducting ground plane of size 17.526 mm 16.256 mm× [62]. The stubs are connected 
by a GaAs MESFET amplifier [Figure 3–10]; the small signal circuit model of the 
amplifier, which is extracted from its large-signal model under bias conditions 
' ' 0.81 Vg sV = −  and ' ' 6.4 Vd sV = , is shown in Figure 3–11. Two different EMI scenarios 
are considered: the amplifier is (i) unshielded and(ii) located in a shielding box [Figure 
3–12]. In both scenarios, the structure is excited by a θ -polarized plane wave 
propagating in the ̂ ˆ ˆsin cosθ θ= +k x z  direction. The amplitude of the excitation’s 
electric field is 1 V/m  and the frequency is 6 GHz. Seven variables (dof 7N = ) 
parameterize the uncertainty in the problem: the values of parasitic inductors at the gate, 
drain, and source (gL , dL , and sL ), the values of parasitic resistors at the gate, drain and 
source, ( gR , dR , and sR ), and the angle of arrival of the plane wave (θ ) (i.e., 
, , , , , ,g d s g d sL L L R R R θ =  x ).  
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Figure 3–10 Geometry description of the microwave amplifier (all dimensions are in 
mm). 
 
Figure 3–11 Small-signal circuit model of the MESFET amplifier. 
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Figure 3–12 Geometry description of the shielding eclosure (all dimensions are in mm) 
(ceiling lifted up for illustration). 
The random variables gL , dL , sL , gR , dR , sR , and θ  are assumed normally distributed 
with means and standard deviations ( ),i iµ σ , ( )1, ,7i = … : ( )0.05,0.001  nH, 
( )0.05,0.001  nH, ( )0.1,0.002  nH, ( )0.5,0.015  Ω , ( )0.5,0.015  Ω , ( )0.7,0.021  Ω , and 
( )127.5,4.5 ° , respectively. The observable is the magnitude of the voltage coupled to the 
output port of the microwave amplifier, ( )AbsOV x . 
The pdf of ( )AbsOV x  is estimated via a 25 000- point MC simulation performed 
using ( )Abs,kOV x , { }-1 -2k BF,TP,A-10 ,A-10= . ( )AbsOV x , { }k BF,TP= , are computed by 
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brute-force MC and by nonadaptive gPC surrogate model btained using TP integration 
rule (with three Gauss-Legendre points in each dimension). Moreover, ( )AbsOV x , 
{ }-1 -2k A-10 ,A-10= , are obtained from surrogate models constructed using the adaptive 
ME-PC method with { }-1 -210 ,10β = . In Figure 3–13, the pdfs obtained via ( )-2Abs,A-10OV x  
for the unshielded and shielded amplifiers, are compared. As expected, the pdf obtained 
via ( )-2Abs,A-10OV x  for the unshielded microwave amplifier is concentrated around higher 
values of the observable.  
 
Figure 3–13 The pdfs obtained via ( )-2Abs,A-10OV x  for the shielded and unshielded 
amplifiers. 
To demonstrate the accuracy of the estimated pdfs, the L-2 norm of the relative 
error between ( )Abs,BFOV x  and ( )Abs,kOV x  is computed using 
( ) ( ) ( ) { }
25 000 25 000
2 2k Abs,k Abs,BF Abs,BF -1 -2
O O O
1 1
, k TP,A-10 ,A-10i i i
i i
err V V V
= =
 = − = ∑ ∑x x x , (3.29) 
where ix  is the evaluation point dictated by the brute-force MC method.  
 Shielded Unshielded 






k TP=  -34.7551 10×  2187 -33.8382 10×  2187 
1k A-10−=  -48.8366 10×  423 -48.7892 10×  705 
2k A-10−=  -59.6464 10×  1833 -41.9046 10×  1833 
Table 3–7 L-2 norm of relative error between ( )Abs,BFOV x  and ( )Abs,kOV x  and the number 
of deterministic simulations needed for constructing ( )Abs,kOV x . 
Table 3–7 presents kerr , { }-1 -2k TP,A-10 ,A-10= , and the number of deterministic 
simulations required to construct ( )Abs,kOV x , { }-1 -2k TP,A-10 ,A-10= . It is clear from 
Table 3–7 that ( )Abs,kOV x , { }-1 -2k A-10 ,A-10= , are more accurate than ( )Abs,TPOV x  even 
though their construction required far fewer deterministic simulations. 
3.3.3 Tire Pressure Monitoring Sensor  
Finally, the adaptive ME-PC method is used to statitically characterize the 
magnetic field induced on a sensor transponder due to an initiator coil antenna. The 
sensor transponder and the initiator coil are parts of a tire pressure monitoring (TPM) 
system [71]. The TPM system regularly monitors the air pressure of the tires and warns 
the driver when a tire is under-inflated. The most widely used TPM system uses a 
battery-operated small sensor transponder mounted on the car’s tire rim behind the valve 
stem. The sensor transponder transmits the tire pressu  and the temperature information 
to the central TPM receiver via a wireless link; a low-frequency coil antenna is often used 
to initiate the data transmission from the sensor transponder [71]. In the simulations, the 
initiator coil is modeled as a magnetic dipole with moment 20.073 A-m  at frequency 
125 kHz; it is located within the car’s fender, just above th  tire [Figure 3–14]. The TPM 
sensor is located behind the valve stem. The ground is modeled as a lossy sheet with 
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conductivity 210 S/m−  as described in [72]. The tire is assumed not to have any effect on 
the wireless link between the initiator coil and the sensor transponder [73]; hence it is not 
included in the simulation. Two different scenarios are considered. 
 
Figure 3–14 Description of the TPM sensor-initiator c il configuration (TPM sensor is 
placed behind the valve stem) (all dimensions are in cm). 
3.3.3.1 Single Car  
The TPM sensor-initiator coil configuration described above and shown in Figure 
3–14 is located within the fender on the front passenger side of the car [Figure 3–15]. In 
this scenario, two parameters characterize the uncertainty ( dof 2N = ): the rim’s rotation 
and steering angles θ  and φ  (i.e., [ ],θ φ=x ). The random variables θ  and φ  are 
assumed to be uniformly distributed in the ranges ,i ia b   , 1,2i = ; [ ]0,360 °  and 
[ ]45,45− ° , respectively. The observable is the magnitude of the magnetic field induced 
at the location of the TPM sensor, ( )Abs1H x . The surrogate model of observable, 
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( )Abs,k1H x , is created using the adaptive ME-PC method with -210β = , { }-2k A-10= . 
Figure 3–16 presents ( )-2Abs,A-101H x ; furthermore, the cdfs obtained via ( )
-2Abs,A-10
1H x  and 
( )-2Abs,A-101 0H φ= °x  are compared in Fig. 4(d). During the construction of ( )-2Abs,A-101H x , it is 
assumed that the dependence of ( )Abs1H x  on θ  is periodic. The Dirichlet kernel is used 
to increase the efficiency of the adaptive ME-PC method as described in Section 3.2.3; 
the Dirichlet kernel-accelerated adaptive ME-PC method required only 7 deterministic 
simulations.  
 
Figure 3–15 Geometry description of the car (all dimensions are in m) and the description 
of the random variables. 
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Figure 3–16 ( )-2Abs,A-101H x  constructed using the Dirichlet kernel-accelerated daptive 
ME-PC method with 210β −= . 
To verify the accuracy of the proposed approach, the L-2 norm of the relative 
error between ( )-2Abs,A-101H x  and ( )Abs1H x  is computed using 
 ( ) ( ) ( )-2





err H H H
= =
 = −
 ∑ ∑x x x , (3.30) 
where ix  is a randomly chosen evaluation point, and found to be 
32.7484 10err −= × .  
Several observations about the results are in order:  
It is clear from Figure 3–16 that on a given θ  cut, ( )-2Abs,A-101H x  decreases while 
the rim is steered away from its normal position (0φ = ° ).  
Figure 3–17 demonstrates that although the maximum values of ( )-2Abs,A-101H x  and 
( )-2Abs,A-101 0H φ= °x  are nearly identical, the minimum value of ( )-2Abs,A-101H x  is 3 mA/m 
less than the minimum value of ( )-2Abs,A-101 0H φ = °x . 
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It should be noted here that the cdfs obtained via ( )-2Abs,A-101H x  and 
( )-2Abs,A-101 0H φ= °x  are estimated using a 10000- point MC simulation. Computation of the 
cdfs would not be possible without the surrogate model constructed using the Dirichlet 
kernel enhanced adaptive ME-PC method, due to long CPU times required by the 
deterministic EM simulator.  
 
Figure 3–17 The cdfs obtained via ( )-2Abs,A-101H x and ( )-2Abs,A-101 0H φ = °x . 
3.3.3.2 Two Cars  
In this scenario, two cars, both identical to the on  used in the previous scenario, 
are positioned adjacent to each other [Figure 3–18]. The cars’ front passenger side 
fenders are parallel to each other along x - and z - directions while the spacing between 
the fenders is 0.5 m along the y - direction. Initiator coils are placed within fenders on 
the front passenger side of both cars. The TPM sensor is mounted on the rim on the first 
car’s front passenger side.  
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Figure 3–18 Geometry description of the cars (all dimensions are in m) and the 
description of the random variables. 
The uncertainties in this configuration are characterized by seven random 
variables ( dof 7N = ): the first car’s rim rotation and steering angles θ  and 1φ , the second 
car’s rim steering angle 2φ , the shift in the second car’s location along the x - direction 
xC , the shift in the second car’s location along y - direction yC , the shift in the first car’s 
location along the z - direction 1h , and the shift in the second car’s location along z - 
direction 2h  (i.e., 1 2 1 2, , , , , ,x yC C h hθ φ φ =  x ). The random variables θ , 1φ , 2φ , xC , yC , 
1h , and 2h  are assumed to be uniformly distributed in the ranges ,
i ia b   , 1, ,7i = … ; 
[ ]0,360 ° , [ ]45,45− ° , [ ]45,45− ° , [ ]0.2,0.2 m− , [ ]0,0.4 m, [ ]2.5,2.5 cm− , and 
[ ]2.5,2.5 cm− , respectively. The observable is the magnitude of the magnetic field 
induced at the location of the TPM sensor on the first car, ( )Abs2H x . The surrogate model 
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of observable, ( )Abs,k2H x , is constructed using the adaptive ME-PC method with 
-210β = , { }-2k A-10= . Figure 3–19 compares the cdfs obtained via ( )-2Abs,A-101H x  and 
( )-2Abs,A-102H x . Just like ( )
-2Abs,A-10
1H x , ( )
-2Abs,A-10
2H x  is also constructed using the 
Dirichlet kernel-accelerated adaptive ME-PC method; the hybrid method required only 
545 deterministic simulations to construct ( )-2Abs,A-102H x . 
 
Figure 3–19 The cdfs obtained via ( )-2Abs,A-101H x  and ( )
-2Abs,A-10
2H x . 
Several observations about the results presented above are in order: 
Figure 3–19 demonstrates that the maximum value of ( )-2Abs,A-102H x  is 22 mA/m 
more than the maximum value of ( )-2Abs,A-101H x  while the minimum values of 
( )-2Abs,A-101H x  and ( )
-2Abs,A-10
2H x  are nearly identical. In addition, the probability of 
( )-2Abs,A-102H x  being less than or equal to 69 mA/m (which is the maximum value of 
( )-2Abs,A-101H x ) is 0.975. 
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Like the previous example, the cdf obtained via ( )-2Abs,A-102H x  is estimated using a 
10000- point MC simulation. Just like in the previous example, computation of the cdf 
would not be possible without the surrogate model constructed using the Dirichlet kernel 
enhanced adaptive ME-PC method. 
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CHAPTER 4  
STATISTICAL CHARACTERIZATION OF TM WAVE 
PROPAGATION IN MINE ENVIRONMENTS  
4.1 Introduction 
Underground mines require reliable and effective communication and tracking 
systems during routine operations and emergency events. The MINER Act of 2006 [74] 
requires mine operators to implement wireless communication systems capable of 
surviving disasters and supporting two-way post-event communication and tracking 
functions. The design of such systems benefits from si ulation frameworks capable of 
statistically characterizing wave propagation in mine tunnels and galleries occupied by 
miners, equipment, trolleys, and rails, and possibly o structed by debris from a cave-in. 
Ideally, these frameworks should provide statistics of key observables (e.g., the pdf of the 
electric (E) field at a receiver, or any other quantity deemed important in the design of a 
wireless communication network), given uncertainty  the mine geometry, configuration, 
and excitation. Examples of such uncertainties include the material properties and surface 
roughnesses of the (lossy) rock, earth, and mine ore that surround the mine tunnels and 
galleries; the shape, material composition, and position  of the mining equipment, 
trolleys, and rails; and the positions and orientations of transmitting and receiving 
antennas.  
 81 
Present simulation techniques for analyzing wave propagation in mines mostly 
rely on modal analysis [75], ray-tracing methods [76], or cascaded-impedance schemes 
[77]. These techniques neither account for the presence of miners and their equipment nor 
yield statistics of pertinent observables. In practice, the statistical characterization of 
wave propagation in mine environments is often carried out via measurement campaigns 
in non-active and empty mine tunnels [78]. However, there is a growing interest in 
characterization of wave propagation in active and non-empty mine tunnels [79, 80]. In 
[79], the effect of human body on the wave propagation in mine galleries is 
experimentally quantified for multiple input multiple output ultra-wideband 
communication systems. In [80], the researchers show t eir interest in quantifying the 
influence of locations of miners, mine carts, and atennas on to the wave propagation 
characteristics that should be accurately determined before installing wireless 
communication links in mine tunnels.  
In this chapter, a simulation framework leveraging the ME-PC method described 
in Section 3.2.2 is used for statistically characterizing transverse magnetic (TM) wave 
propagation in active and non-empty mine tunnels. The ME-PC scheme employs a novel 
domain decomposition (DD) integral equation based dterministic simulator to (i) 
compute observables for various mine configurations represented by selected collocation 
points in the random domain and (ii) subsequently construct compact multivariate 
polynomial surrogate models that accurately approximate the observables, yet are 
computationally cheap to evaluate. Finally, the surrogate models are used in lieu of the 
computationally expensive deterministic simulator t extract pertinent statistics via the 
MC method. While in principle any deterministic simulator could be used to construct the 
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observables’ surrogate models, DD strategy is especially useful for characterizing 
observables in mine environments that oftentimes span hundreds or even thousands of 
wavelengths. The DD method divides tunnels and galleries into subdomains and 
characterizes each of them independently prior to obtaining a global inter-domain 
solution by assembling subdomain solutions. The DD approach significantly expedites 
the computation of the observables for each mine configuration selected by the ME-PC 
scheme as it only requires re-characterization of the propagation properties of mine 
sections subject to uncertainty in configuration or c mposition. The details of DD 
integral equation based deterministic simulator could be found in [81]; only the 
application of the proposed simulation framework to the TM wave propagation in mine 
tunnels is illustrated here. 
4.2 Application to the Wave Propagation in Mine Environments  
This section illustrates the application of proposed framework to the statistical 
characterization of TM wave propagation in various mine tunnel configurations. In all 
examples considered here, the transmitters are unit sources operating at 900 MHz, the 
relative permittivity of the tunnel walls is 5 j− , and the rough tunnel walls are generated 
using the code given in [82] by setting the correlation length to 0.25 m and root mean 
square height to 0.1 m. The observables are the magnitudes of the E-field’s z-component, 
( )zE x , computed at various receiver points, using two-dimensional DD-based 
deterministic simulator pertinent to the propagation of vertically polarized fields. The 
error in surrogate model is computed using  
 83 
 ( ) ( )( ) ( )
160 1602 2k k
1 1
z i z i z i
i i
err E E E
= =
= −∑ ∑x x x , (4.1) 
where ( )kzE x  is the surrogate model generated using the ME-PC method with kβ =  
and 1 2 0.5τ τ= =  and ix  is the randomly chosen evaluation point. The approximation to 
the pdf of ( )zE x  is generated by running a 1,000,000 point MC on ( )kzE x . 
4.2.1 L-Shape Mine Tunnel 
For the first example, an L-shape mine tunnel configuration [Figure 4–1] is 
considered. The mine tunnel geometry is divided into 14 physical subdomains [Figure 4–
1], iΩ , 1, ,14i = … . The transmitter is positioned at (0,0) m in 1Ω . Each of 2Ω  and 6Ω  
houses two perfectly electric conducting (PEC) carts while each one of iΩ , 
{4,8,11,13}i ∈ , houses one PEC cart; all carts are modeled as 1.5 m 1 m×  rectangles. 
The center positions of the two carts in 2Ω , the one cart in 4Ω , and the first cart in 6Ω  
are represented by ( , )j jcx cy 1, ,4j = … , respectively. Each domain also houses two 
pillars modeled by cylinders with 0.15 m radius. Additionally, to model a (possible) 
partial collapse, a half cylinder with radius cr is introduced in 3Ω ; the half cylinder is 
centered at (34.7, 2) m− . Two different scenarios are considered.  
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Figure 4–1 Layout of an L-shape tunnel. 
4.2.1.1 PEC Carts  
In the first scenario, jcx  and jcy , 1, ,4j = … , are random variables uniformly 
distributed in [ ]10,10.075  m, [ ]20,20.075  m, [ ]45,45.075  m, [ ]82.5,82.575  m, 
[ ]1, 1.075  m− − , [ ]1, 1.075  m− − , [ ]1, 1.075  m− − , and [ ]1, 1.075  m− − , respectively, 
while cr  is set to 0 m  ( [ ]1 4 1 4, , , , ,cx cx cy cy=x … … , dof 8N = ). The observables, ( )zE x , 
are computed at receivers located at ( )127,0 m (in 9Ω ) and ( )66.5,67 m (in 14Ω ). The 
surrogate models ( )kzE x , { }2 2k 5 10 ,10− −= × , are constructed via the ME-PC method 
with { }2 25 10 ,10β − −= × ; the ME-PC method uses the Gauss-Legendre quadrature based 
SG integration method (with 2l = ) to compute the coefficients of local gPC expansio 
with 2p =  (see the definition of l  for SG integration method in Section 2.2.3.2). To 
obtain ( )kzE x , { }2 2k 5 10 ,10− −= × , the proposed method required { }3363,12567 
deterministic simulations. At each deterministic simulation, the TM wave propagation in 
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only subdomains 2Ω , 4Ω , and 6Ω  is re-characterized since the positions of carts in hese 
domains are the only random variables. The maxima of kerr , { }2 2k 5 10 ,10− −= × , are 
computed as { } 21.0153,0.6718 10−× . The pdfs of ( )zE x  (approximated by those of 
( )kzE x ) computed at receivers in 9Ω  and 14Ω  match with Weibull and gamma 
distributions, respectively [Figure 4–2 (a)-(b)]. 
 
Figure 4–2 Empirical pdfs of ( )kzE x , { }2 2k 5 10 ,10− −= × , at receiver points (a) in 9Ω  
and (b) in 14Ω and their best fitting distributions (8D Case). 
4.2.1.2 Partial Collapse  
In the second scenario, cr  is a random variable uniformly distributed in 
[ ]0.2,3.7 m, jcx  and jcy , 1, ,4j = … , are set to their mean values ( [ ]cr=x , dof 1N = ). 
The observables, ( )zE x , are computed on grids of receiver points in 4Ω and 10Ω  with 
0.075 m spacing along each dimension. The surrogate models ( )kzE x , { }1 2k 10 ,10− −= , 
are constructed via the ME-PC method with { }1 210 ,10β − −= ; The ME-PC method uses 
12-point Gauss-Legendre quadrature rule to obtain the coefficients of local gPC 
expansions with 11p = . To obtain k| ( ) |zE x , { }1 2k 10 ,10− −= , the proposed method 
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required { }156,420  deterministic simulations. For each deterministic imulation, only 
3Ω  is re-characterized since cr  is the only random variable. The maxima of 
kerr , 
{ }1 2k 10 ,10− −= , are computed as { } 27.3063,1.6122 10−× . The pdfs of ( )zE x  
(approximated by those of ( )kzE x ) at the receiver grid points in 4Ω  and 10Ω  have very 
long tails [Figure 4–3 (a)-(b)] and are not easily approximated by any classical 
distribution; this can be explained by the fact that the half cylinder interrupts the TM 
wave propagation significantly when 3.4 m.cr > To illustrate the change in ( )zE x  due to 
cr , ( )zE x  at receiver grid points in 4Ω , 5Ω , 6Ω , and 10Ω  (with 0.075 m spacing along 
each dimension) are plotted for mine configurations with 2 mcr = , 2.55 mcr = , 3 mcr = , 
and 3.55 mcr =  [Figure 4–4 (a)-(d)].  
 
Figure 4–3 Empirical pdfs of ( )kzE x , { }1 2k 10 ,10− −= , on grids of receiver points 






Figure 4–4 Plots of ( )zE x  on grids of receiver points selected in 4Ω , 5Ω , 6Ω , and 10Ω  
(in dB scale) when (a) 2.0 mcr = , (b) 2.5 mcr = , (c) 3.0 mcr = , and (d) 3.5 mcr =  (1D 
Case). 
4.2.2 Realistic Mine Tunnel 
For the second example, a more realistic mine tunnel configuration [Figure 4–5] 
is considered. The mine tunnel geometry is divided into 28 physical subdomains, iΩ , 
1, ,28i = … . The x and y coordinates of the transmitter’s position, which is located in 1Ω , 
xr  and yr , are random variables uniformly distributed in [ ]1.925,2.075  m and 
[ ]1.925,2.075  m, respectively ( ,x yr r =  x , dof 2N = ). The observables, ( )zE x , are 
computed on grids of receiver points in 9Ω , 10Ω , 11Ω , and 12Ω  with 0.075 m spacing 
along each dimension.  
 
Figure 4–5 Layout of a realistic mine tunnel. 
Means and standard deviations of ( )zE x  at receiver grid points [Figure 4–6 (a)-(b)] are 
computed by (3.17) and (3.20) using the ME-PC method with 210β −= ; the ME-PC 
method uses the TP integration method with five Gauss-Legendre points in each 
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dimension to compute the coefficients of local gPC expansions with 4p = . The 
surrogate models ( )kzE x , { }1 2k 10 ,10− −= , are constructed via the ME-PC method with 
{ }1 210 ,10β − −= , which required { }125,1025  deterministic simulations. Each 
deterministic simulation only re-characterizes TM wave propagation in subdomain 1Ω  
since xr  and yr  are the only random variables. The maxima of 
kerr , { }1 2k 10 ,10− −= , are 
computed as { } 25.3734,0.5272 10−× . The pdfs of ( )zE x  (approximated by those of 
( )kzE x ) computed at receiver point grids in 9Ω , 10Ω , 11Ω , and 12Ω  match log-normal 
distributions [Figure 4–7 (a)-(d)]. 
 
Figure 4–6 (a) Mean and (b) standard deviation of ( )kzE x , { }2k 10−= , on grids of 
receiver points selected in 9Ω , 10Ω , 11Ω , and 12Ω  (in dB scale).  
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Figure 4–7 Empirical pdfs of ( )kzE x , { }1 2k 10 ,10− −= , computed on grids of receiver 




CHAPTER 5  
STATISTICAL CHARACTERIZATION OF EM WAVE 
PROPAGATION IN MINE ENVIRONMENTS  
5.1 Introduction 
In Chapter 4, the application of the ME-PC method to the statistical 
characterization of TM wave propagation in mine environments was presented. For many 
tunnel cross sections and wall constitutive parameters, the TM waves that propagate 
through tunnels dominate all other modes launched from the source [83]; if and when this 
happens, the statistical characterization of the wave propagation phenomena can proceed 
via the two-dimensional DD-based deterministic EM simulator. Unfortunately, for many 
tunnel cross sections and/or wall constitutive parameters, the TM  modes do not 
dominate the overall field. Oftentimes, fields in rectangular/circular mine tunnels are 
dominated by x- or y- polarized hybrid modes [83-85] thereby rendering useless any 
simple two-dimensional EM simulator.  
Existing three-dimensional simulation techniques for characterizing EM wave 
propagation in mine tunnels employ (multi-) modal decompositions [83-86], ray-tracing 
techniques [76], and full wave methods. Modal approaches and ray-tracing techniques 
cannot accurately account for the presence of miners and their equipments, as well as 
wall roughness (especially when it is comparable to the wavelength). Full-wave methods 
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do not suffer from such restrictions but require prohibitively large computational 
resources. At present, none of these methods provide the statistics of observables. 
In this chapter, a simulation framework combining the ME-PC method with a 
novel three-dimensional full-wave EM simulator for statistically characterizing EM wave 
propagation in active and non-empty mine tunnels is presented. Specifically, the ME-PC 
method uses a three-dimensional full-wave EM simulator to (i) compute observables for 
various mine configurations represented by selected ollocation points in the random 
domain and (ii) subsequently construct compact multivariate polynomial surrogate 
models that accurately approximate the observables, yet are computationally cheap to 
evaluate. Finally, the surrogate models are used in lieu of the computationally expensive 
three-dimensional full-wave EM simulator to extract pertinent statistics via the MC 
method. The three-dimensional full-wave EM simulator derives from a parallel surface 
integral equation (SIE) solver accelerated by both fast multipole and fast Fourier 
transform methods (FMM-FFT) [87-89] and can characterize the EM wave propagation 
in mine tunnels that are hundreds of wavelengths long. To the best of our knowledge, the 
three-dimensional EM solver proposed here is the first-ever full-wave solver capable of 
analyzing large-scale and realistically loaded mine environments. It follows that the 
proposed simulation framework that combines the ME-PC method with an FMM-FFT 
accelerated SIE solver represents the first-ever tool for rigorous statistical 
characterization of EM wave propagation in mine tunnel configurations with arbitrary 
cross-sections and loads. 
In what follows, the FMM-FFT accelerated SIE-based three-dimensional full-
wave solver is described first. Next, the three-dimensional full-wave solver is validated, 
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and the application of the proposed simulation framework to the statistical 
characterization of EM wave propagation in mine tunnels is demonstrated.  
5.2 Three-Dimensional Full-Wave Solver  
The SIE based three-dimensional full-wave solvers ae widely used to 
characterize the EM wave scattering from dielectric and metallic surfaces. As the EM 
wave propagates in mine tunnels by scattering from dielectric surfaces on mine walls and 
PEC surfaces on mining equipments such as mine carts, SIE based three-dimensional 
full-wave solvers appear to be most appealing for efici nt and rigorous characterization 
of EM wave propagation in mine environments compared to volume integral equation 
based full-wave solvers. For such characterization, the full-wave solver uses Poggio-
Miller-Chang-Harrrington-Wu-Tsai (PMCHWT) formulation [90, 91] to account for the 
scattering from dielectric surfaces on mine walls and uses electric field integral equation 
(EFIE) formulation [92, 93] to account for the scattering from PEC surfaces on mine 
carts. However, direct implementation of such PMCHWT and EFIE based full-wave 
solver requires prohibitively large computational resources. For that reason, PMCHWT 
and EFIE based full-wave solver is implemented with FMM-FFT acceleration scheme.  
In what follows, first the PMCHWT and EFIE formulations are reviewed. The 
numerical solution of SIEs is detailed next. After he FMM used to accelerate the SIE 
based full-wave solver is expounded, the FMM-FFT strategy is explained. 
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5.2.1 PMCHWT-EFIE Formulations 
Consider a homogenous penetrable object with surface S  and unit normal 
1 2ˆ ˆ ˆ= = −n n n  residing in an unbounded background medium [Figure 5–1 (a)]. The 
constitutive parameters of the background medium and the object are denoted by 
{ },a aε µ , 1,2a = , respectively. Impressed sources { },i ia aJ M , 1,2a =  reside external and 
internal to S .  Radiating in unbounded media with constitutive parameters { },a aε µ , 
1,2a = , these sources generate incident fields denoted by { },i ia aE H . We wish to find 
total and scattered electric and magnetic fields { },a aE H  and { },s sa aE H , 1,2a =  on both 
sides of surface S . To this end, the problem is reformulated in terms of the equivalent 
exterior and interior problems in Figure 5–1 (b)-(c).  
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Figure 5–1 Generic geometry for PMCHWT formulation. (a) Original problem. (b) 
Equivalent exterior problem. (c) Equivalent interior problem. 
In the equivalent exterior problem [Figure 5–1 (b)], total electric and magnetic fields 
{ }1 1,E H  can be expressed in terms of incident fields { }1 1,i iE H  due to external sources 
{ }1 1,i iJ M  and scattered fields { }1 1,s sE H  due to the currents induced on S  { }1 1,J M , i.e. 
 ( ) ( ) ( )1 1 1i s= +E r E r E r , (5.1) 
 ( ) ( ) ( )1 1 1i s= +H r H r H r , (5.2) 
where r  denotes the coordinates of an observation point selected in the background 
medium and the fields inside the object are assumed to be zero. Similarly, in the 
equivalent interior problem [Figure 5–1 (c)], interior sources { }2 2,i iJ M  and the currents 
induced on S  { }2 2,J M  generate the total fields as  
 ( ) ( ) ( )2 2 2i s= +E r E r E r , (5.3) 
 ( ) ( ) ( )2 2 2i s= +H r H r H r , (5.4) 
where r  denotes the coordinates of an observation point selected inside the object. 
Continuity of tangential fields on surface S  dictates  
 ( ) ( )1 2ˆ ˆ× = ×n E r n E r , (5.5) 
 ( ) ( )1 2ˆ ˆ× = ×n H r n H r , (5.6) 
where r  denotes the coordinates of an observation point selected on surface S . 
Substituting (5.1) and (5.3) into (5.5) and (5.2), and (5.4) into (5.6), and arranging terms 
yields 
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 ( ) ( )( ) ( ) ( )( )1 2 2 1ˆ ˆs s i i× − = × −n E r E r n E r E r , (5.7) 
 ( ) ( )( ) ( ) ( )( )1 2 2 1ˆ ˆs s i i× − = × −n H r H r n H r H r . (5.8) 
The scattered electric and magnetic fields { },s sa aE H , 1,2a = , can be expressed in terms 
the currents induced on S , { },a aJ M , 1,2a = , as [91] 
 [ ] [ ]sa a a a a= ℑ − ℜE J M , (5.9) 
 [ ] [ ] 2sa a a a a aη= ℜ + ℑH J M , (5.10) 
where a a aη µ ε= . The integral operators [ ]aℑ ⋅  and [ ]aℜ ⋅  are defined as  
 [ ] ( ) ( ) ( ) ( )1, ,a a a a
aS S




′ ′ ′ ′ ′ ′ ′ℑ = − − ∇∇ ⋅∫ ∫X X r r r r X r r r r , (5.11) 
 [ ] ( ) ( ),a a
S
G d′ ′ ′ℜ = ∇× ∫X X r r r r , (5.12) 
where ( ) ( ), 4ajkaG e π′− −′ ′= −r rr r r r  is the Green’s function pertinent to the medium 
1,2a = , { },a a=X J M , and a a ak ω µ ε= . Substituting (5.9) and (5.10) in (5.7) and (5.8) 
and considering 1 2= = −J J J  and 1 2= = −M M M  yields 
 [ ] [ ] [ ] [ ]( )( ) ( ) ( )( )1 2 1 2 2 1ˆ ˆ i i× ℑ + ℑ − ℜ + ℜ = × −n J J M M n E r E r , (5.13) 
 [ ] [ ] [ ] [ ]( )( ) ( ) ( )( )2 21 2 1 1 2 2 2 1ˆ ˆ i iη η× ℜ + ℜ + ℑ + ℑ = × −n J J M M n H r H r . (5.14) 
Eqns. (5.13) and (5.14) are well-known PMCHWT equations and can be solved 
simultaneously for { },J M  [91]. Now consider the object is non-penetrable (i. . PEC 
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object). In this case, fields inside the object ( )2iE r  and ( )2iH r  are zero. Due to the 
boundary conditions on a PEC object, i.e. ( )1ˆ 0× =n E r , Eqn. (5.13) reduces to the well-
known EFIE, i.e. 
 [ ] ( )1 1ˆ ˆ i× ℑ = − ×n J n E r . (5.15) 
To allow the PMCHWT solver for the characterization of EM propagation in realistically 
loaded mine environments, consider that there exist no external source in the background 
medium, i.e. ( )1 0i =E r  and ( )1 0i =H r , and that the electric currents induced on a PEC 
object with unit normal of ̂ pn  residing inside the mine tunnel are represented by pJ . By 
assuming that ̂ ˆ p=n n  for PEC object and 1ˆ ˆ=n n  for mine walls, one can incorporate pJ  
into (5.13) and (5.14) as [94] 
 [ ] [ ] [ ] [ ]( )( ) ( )1 2 1 2 2 2ˆ ˆ ip × ℑ + ℑ − ℜ + ℜ + ℑ = × n J J M M J n E r , (5.16) 
 [ ] [ ] [ ] [ ]( )( ) ( )2 21 2 1 1 2 2 2 2ˆ ˆ ipη η  × ℜ + ℜ + ℑ + ℑ + ℜ = × n J J M M J n H r , (5.17) 
 [ ] [ ]( ) ( )2 2 2 2,ˆ ˆ ip p × ℑ − ℜ + ℑ = × n J M J n E r . (5.18) 
Here { }2 2,i iE H  represent the fields incident upon dielectric surface constituting mine 
walls while 2,
i
pE  denotes the electric field incident upon the PEC surface constituting 
mine carts inside mine tunnel. Eqns (5.16)-(5.18) are termed the “PMCHWT-EFIE” 
equations and can be solved simultaneously for { }, , pJ M J  [94, 95].  
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5.2.2 Numerical Solution of SIEs 
To solve the PMCHWT formulation in (5.13) and (5.14), the unknown electric 
and magnetic currents { },J M  are approximated in terms of linear combinations of Rao-
Wilton-Glisson (RWG) basis functions [93] nf , 1, ,n N= … , as  








′ ′≅∑J r f r , (5.19) 








′ ′≅∑M r f r , (5.20) 
where JnI  and 
M
nI  denote the unknown electric and magnetic current coeffi ients, 
respectively. Substituting (5.19) and (5.20) into (5.13) and (5.14) and testing with the 
same set of basis functions mf , 1, ,m N= … , (i.e. Galerkin testing) yields a 2 2N N×  
linear system of equations that can be expressed in the matrix form as [91] 
 ⋅ =Z I V . (5.21) 













These submatrices can be expressed as  
 ( )1 2,EJmn m n= ℑ + ℑZ f f , (5.23) 
 ( )1 2,EMmn m n= − ℜ + ℜZ f f , (5.24) 
 ( )1 2,HJ EMmn m n mn= ℜ + ℜ = −Z f f Z , (5.25) 
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 ( )2 21 1 2 2,HMmn m nη η= ℑ + ℑZ f f , (5.26) 
by dropping ˆ ×n  operators in the equations leading to them; this is allowed since the 
RWG functions are already defined tangential to surface S . Here, the inner product 
operator ⋅  is defined as  
 ( ) ( ) ( ) ( ),
S
d′ ′ ′ ′ ′= ∫a r b r a r b r r . (5.27) 

























where the excitation vector elements are computed by considering ( )1 0i =E r  and 
( )1 0i =H r  as 
 ( )2,E im m=V f E r , (5.30) 
 ( )2,H im m=V f H r . (5.31) 
The entries of the unknown current coefficient vector, excitation vector, and four 
submatrices can be written explicitly as follows: for 1, ,n N= … , 1, ,m N= … , 1,2a = ,  
 ,J J M Mn n n nI I= =I I , (5.32) 





d= ∫V f r E r r , (5.33) 
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d= ∫V f r H r r , (5.34) 
 
( ) ( ) ( )
















′ ′ ′= −
′ ′ ′ ′− ∇ ⋅ ∇ ⋅
∫ ∫
∫ ∫
Z f r f r r r r r
f r f r r r r r
, (5.35) 
 ( ) ( ) ( ), ,
m n
EM
mn a m n a
S S
G d d′ ′ ′= ∇×∫ ∫Z f r f r r r r r , (5.36) 
where nS  and mS  represent the triangles defined by source and testing RWG basis. The 
entries of ,
HM
mn aZ  and ,
HJ
mn aZ  can be obtained from (5.35) and (5.36), respectively.  
To solve the PMCHWT-EFIE formulation in (5.16)-(5.18), the unknown electric 
and magnetic currents on dielectric surface { },J M  are approximated in terms of RWG 
basis functions as in (5.19) and (5.20). Similarly, the unknown electric current on the 
PEC surfaces pJ  is expanded in terms of the same basis functions nf , 1, , pn N= … , as 
[94] 










′ ′≅∑J r f r ; (5.37) 
pJ
nI  is referred to as the unknown electric current coeffici nts on the PEC surface. 
Substituting (5.19), (5.20), and (5.37) into (5.16)-(5.18) and applying the Galerkin testing 




p p p p p p
EJEJ EM J E
HJHJ HM M H
E J E M E J J E
     
     
⋅ =     
     
     
Z Z Z I V
Z Z Z I V
Z Z Z I V
, (5.38) 
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where the entries of unknown current coefficient vector, the excitation vector, and the 
submatrices in MoM impedance matrix are:  
 , 1, ,p pJ Jn pI n N= =I … , (5.39) 
 ( ) ( )2, , 1, ,p
m
E i
m m p p
S
d m N= =∫V f r E r r … , (5.40) 
 
( ) ( ) ( )

















j G d d
G d d
j
m N n N
ωµ
ωε
′ ′ ′= −




Z f r f r r r r r
f r f r r r r r
… …
 (5.41) 
 ( ) ( ) ( )2 , , 1, , , 1, ,p
m n
HJ
mn m n p
S S
G d d m N n N′ ′ ′= ∇× = =∫ ∫Z f r f r r r r r … … , (5.42) 
 
( ) ( ) ( )

















j G d d
G d d
j
m N n N
ωµ
ωε
′ ′ ′= −




Z f r f r r r r r
f r f r r r r r
… …
. (5.43) 
Note that the entries of { },J MI I  and { },E HV V  in (5.38) are the same as those in (5.32)-
(5.34). The entries of submatrices EJZ , EMZ , HJZ , and HMZ  can be directly computed 
from (5.35) and (5.36). And the entries of pE JmnZ  and 
pE MZ  can be obtained from (5.41) 
and (5.42) by using 1, , pm N= …  and 1, ,n N= …  instead of 1, ,m N= …  and 
1, , pn N= … .  
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5.2.3 The FMM Formulation 
The linear system of equations in (5.21) can be solved either by direct or iterative 
solvers. Direct solvers (e.g. Gauss elimination method or lower-upper decompositions) 
have memory requirements and computational complexity of ( )3O N . They are fast and 
desirable when N  is small. However, these methods require prohibitively large 
computational resources for the problems with moderate and large number of unknowns. 
For this reason, the linear system of equations generated by the conventional MoM is 
often solved by iteratively (e.g. using the transpose-free quasi-minimal residual or 
conjugate gradient method). Iterative solvers find the current coefficients by iteratively 
testing trial solutions; testing these solutions calls for one or more matrix-vector 
multiplications (i.e. ⋅Z I ) in each iteration. Hence, they require ( )2iterO N N  operations 
and ( )2O N  memory, where iterN  is the number of iterations required for convergence; 
typically iterN N≪ . Unfortunately the ( )2O N  complexity of the iterative solution 
scheme is still not acceptable for the problems with (very) large numbers of unknowns. 
To alleviate this computational burden, the FMM was developed to accelerate the matrix-
vector multiplications required by iterative solvers [96, 97]. The single-level 
implementation of this method reduces the memory requi ments to ( )1.5O N  and the 
number of operations to ( )1.5iterO N N  [97] while its multi-level implementation requires 
( )logO N N  memory and ( )iter logO N N N  operations [98].  
The FMM accomplishes the reduction in memory and computational complexity 
of matrix-vector multiplication by first splitting (5.21) into two parts as  
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 ( )near far+ ⋅ =Z Z I V , (5.44) 
where nearZ  represents the near-field interactions between nearby basis and testing 
functions while farZ  models interactions between well-separated basis and testing 
functions. While the near ⋅Z I  part of matrix-vector multiplication is computed by 
conventional MoM method, the far ⋅Z I  part of the multiplication is performed by the 
FMM. The FMM puts source and testing basis functions ( ) ( ){ },n m′f r f r  into groups and 
efficiently computes the result of far ⋅Z I  for well-separated basis functions via 
multipole/plane wave expansions applicable to each group. 
Consider that the source and testing basis functions reside inside well-separated 
spheres [Figure 5–2]. The source and testing spheres are centered at Sr  and Tr  while the 
source and testing points are located at ′r  and r . With this knowledge, the Green’s 








′− − − +
′ = =
′− +
r r D d
r r
r r D d
, (5.45) 
where T S= −D r r , and T S ′= − + −d r r r r . The FMM relies on an expansion of the 
Green’s function via Gegenbauer’s addition theorem [97, 99] as 
 ( ) ( ) ( ) ( ) ( ) ( )2
0




a l a l a l
l
jke




−′ = = − + ⋅
+ ∑
D d
r r d D
D d
, (5.46) 
where ˆD=D D , ˆd=d d , ( )lj ⋅  denotes the spherical Bessel function of the firstkind, 
( )2lh ⋅  is the spherical Hankel function of the second kind, and ( )lP ⋅  denotes the 
Legendre polynomial of order l . The expansion in (5.46) is valid provided that d D< . 
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Figure 5–2 The vector quantities illustrating the relationship between source and testing 
basis functions.  
The elementary identity in [100] (p.410) that involves to converting the product of ( )lj ⋅  
with ( )lP ⋅  into a surface integral of propagating waves over a unit sphereΩ , i.e.,  





l a l l a a
j







k dd D k D k , (5.47) 
can be substituted in (5.46) to yield 
 
( )
( ) ( ) ( ) ( )ˆ2 22
0






a l a l a
l
jke





−= − + ⋅
+ ∑∫∫
D d
k dk k D
D d
. (5.48) 
Here ˆ a a ak=k k  denotes a unit vector pointing along the direction of a propagating 









a a L a
jke
G d e T e
π π
′− −





k r rk r rr r k k D
r r
, (5.49) 
where ( ),L aT k D  denotes the translation operator defined as  
 ( ) ( ) ( ) ( ) ( )2
0
ˆ ˆ, 2 1
L
l
L a l a l a
l
T j l h k D P
=
= − + ⋅∑k D k D . (5.50) 
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Note that the translation operator ( ),L aT k D  is a function of ak  and D , and independent 
of the positions of source point ′r  and testing point r . This allows computing the 
interactions between  source points inside the source sphere and a testing point in the 
testing sphere using only one translation operator, i.e. 
 
( )
( ) ( ) ( )22 ˆ ,4 4
a n






d e T e
π π
′− −





k r rk r rk k D
r r
, (5.51) 
and greatly decreases the computational complexity of a matrix-vector multiplication. For 
each point in the source sphere, the outgoing wave expansion first is characterized by the 
factor ( )a Sje ′⋅ −k r r . Next outgoing wave expansions for all sources in the source sphere are 
coherently aggregated to obtain the outgoing wave expansion of source sphere. This 
expansion is next transmitted to the testing sphere by the translation operator ( ),L aT k D . 
The transmitted expansion is then multiplied by the incoming wave expansion of a testing 
point, characterized by the factor ( )a Tje− ⋅ −k r r , and integrated over the unit sphere Ω  
(disaggregation). Note that the transmitted expansion to the testing sphere can also be 
used to obtain the cumulative effect of n  source points to many testing points in the 
testing sphere. To utilize the aggregation-translation-disaggregation strategy in the far ⋅Z I  
part of matrix-vector multiplication, the FMM first sorts all basis functions in boxes 
enclosed by spheres and pre-computes outgoing and incom ng wave expansions of all 
basis functions as well as the translation operators linking all possible source-testing 
sphere pairs. During the matrix-vector multiplication stage, it multiplies the outgoing 
wave expansions of all basis functions with the current coefficients provided by the 
iterative solver, performs aggregation-translation-disaggregation steps, and finds the 
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contributions to V  from far ⋅Z I . Before describing the deployment of the FMM in our 
PMCWHT-EFIE formulation, a couple of important issue  for the implementation of 
FMM are addressed. 
The first important issue in the implementation of FMM is the selection of the 
optimal quadrature rule for evaluating the surface int gral in (5.49). To do that, the 
exponential term in the integrand can be expanded as [99] 
 ( ) ( ) ( ) ( ) ( )
0
ˆ ˆ2 1a a
ljk d
l a l a
l




= − + ⋅∑k d k d . (5.52) 




( ) ( )( ) ( )





, 2 1 2 1
4





l a a l a l a
jk
G j l l h k D












k k D k d
, (5.53) 
where the integrand is the product of two Legendre functions. By using the addition 
theorem for Legendre functions, the integrand can be expressed in terms of spherical 
harmonics functions. Assume that the infinite series with index l′  is also truncated at L . 
Then the exact integration scheme for evaluating the integral of spherical harmonics of 
order L  can be obtained by selecting ( )1L + -point Gauss-Legendre quadrature rule in 
the θ -direction and ( )2 1L + -point uniform Simpson’s rule in the φ -direction. 
Consequently, ( ) ( )1 2 1L L+ +  points are needed to evaluate the surface integral over the 
unit sphere Ω  in (5.49) [101].  
The second important issue in the implementation of the FMM is the selection of 
the optimal truncation number L  (or the number of multipoles) for the translation 
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operator. The selection of L  depends on the maximum of the diameters of spheres and 
the wavenumber and can be done using the semi-empirical formula proposed by Rokhlin 
[97]  
 ( )10loga aL k d k d π= + + , (5.54) 
where d  denotes the maximum of diameters of spheres. Chew and Song revised this 
formula later and suggested [101] 
 ( )1/32/31.8a aL k d k dβ= + , (5.55) 
where ( )10log 1β ε=  and ε  is the desired accuracy. It has been reported in [101] that the 
difference between the estimated L  via (5.55) and the true L  is varying in between -1 
through 2 for 1 500kd< <  and 1 1010 10ε− −< < . However, this formula might fail to 
provide the optimum L  when the spacing between source and testing spheres is small. To 
fix this deficiency, an algorithmic approach to determine the optimum L  for varying 
sphere diameters and spacings was proposed in [102]. 
The FMM approximation in (5.49) can be used in the PMCWHT formulation as 
[101] 
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Since ( ) ˆ ˆˆ ˆ ˆ ˆa a− = +I k k θθ φφ  and ( ) ˆˆ ˆ ˆa a V Vθ φ− = +I k k V θ φ , only θ  and φ  components of 
outgoing and incoming wave expansions sampled at qudrature points are stored. These 
equations are directly used in the PMCHWT-EFIE formulation in (5.41)-(5.43) as well.  
Implementation of the FMM can be better explained by an example. Suppose that 
a meshed structure is decomposed into boxes [Figure 5–3]. Each interior edge shared by 
two triangles forms a basis function and each box cntains a group of basis functions. 
Boxes have edges with the length of δ  and are indexed ( ), ,u v w  that characterize 
distances between the origin and the box centers. Distances between box centers and 
local origin along x, y, and z directions (i.e. ( ), ,x y zd d d ) are obtained by 
( ) ( ) ( ) ( )( ), , 1 0.5 , 1 0.5 , 1 0.5x y zd d d u v wδ δ δ δ δ δ= − + − + − + . Assume that there exist 
U , V , and W  boxes along the x, y, and z directions, respectively, and , ,u v wB  denotes a 
box with indices ( ), ,u v w , 1, ,u U= … , 1, ,v V= … , 1, ,w W= … . 
 
Figure 5–3 Decomposition of a structure into boxes and numbering of boxes.  
Each box knows the ids of basis functions that reside in that box and the ids of boxes that 
sit in its near- and far-field; the lists of these ids are denoted , ,
NF
u v wI  and , ,
FF
u v wI . For 
instance, the example in Figure 5–3 shows that boxes 1,2,1B  and 2,1,1B are in the near-field 
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of 1,1,1B  and the ids of those boxes are stored in 1,1,1
NFI . Similarly the boxes 1,3,1B  and 3,1,1B  
are in far-field of 1,1,1B  if one box spacing is assumed for far-field assignme t. The ids of 
those boxes are stored in 1,1,1
FFI . The matrix-vector multiplication of elements reprsenting 
interactions between basis and testing functions in near-field boxes are performed with 
the conventional MoM method. To compute matrix-vector multiplication of elements 
represented by far-field boxes, first, the aggregation step is performed by computing the 
outgoing wave expansion of a source box as  
 ( ) ( ) ( ) ( )
, ,
, ,
ˆ ˆ ˆa S
u v w n
j J
u v w a a a n n
n B S
d e I′⋅ −
∈
′ ′= − ⋅∑ ∫
k r rF k r I k k f rɶ , (5.58) 
where Sr  is the center of source box , ,u v wB  and n  is the id of basis function that resides in 
, ,u v wB . Next, the translation step is performed by multiplying the outgoing wave 
expansion of the source box with the translation operator computed for a source-testing 
boxes pair, i.e., 
 ( ) ( ) ( )
, , , ,
, , , ,
ˆ ˆ,
FF
u v w u v w






= ∑G k k D F kɶ ɶ . (5.59) 
Here the indices of the testing box are represented by ( ), ,u v w′ ′ ′ , the indices of , ,u v wB ′ ′ ′  
should be in the list of , ,
FF
u v wI , and T S= −D r r  where Tr  is the center of testing box , ,u v wB ′ ′ ′ . 
To perform the disaggregation step, the translated wave expansion is multiplied with the 
incoming wave expansion of basis function with id m  that resides in , ,u v wB , i.e. 
 ( ) ( ) ( ), ,





u v w u v w m
j
m Bmn n a m u v w a





∈ ′ ′ ′
∈ ∈ Ω
⋅ = ∑ ∫ ∫
k r rZ I k r f r G kɶ . (5.60) 
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The procedure outlined here is single-level implementation of FMM. Although the 
overall complexity of this implementation is ( )3/ 2O N , it can be reduced to 
( )4/3 2/3logO N N  [88] by employing the FMM-FFT strategy explained next.  
5.2.4 The FMM-FFT Strategy  
The FMM approximation is accelerated by a sequence of FFT operations by 
exploiting the Teoplitz property of translation operator [87-89]. It can be seen from the 
example in Figure 5–3 that the centers of boxes coincide with the points on a regular 3D 
lattice. Assume that the centers of source and testing boxes are denoted by , ,u v wr  and 
, ,u v w′ ′ ′r . Then the translation operator ( ),L aT k D  can be written explicitly as 
( ), , , ,,L a u v w u v wT ′ ′ ′ −k r r . For each direction ak , the translation operators for all possible 
source-testing box combinations can be written in matrix form as  


























where 1, ,u U U′ = − + … , 1, ,v V V′ = − + … , and 1, ,w W W′ = − + …  while 
( ) ( ), , 1,1,1u v w = . It’s worthwhile to note that the three-dimensional ( )L aT k  matrix is 
(block-block) Toeplitz and the multiplication of this matrix with a matrix that has the 
outgoing wave expansion values of all source boxes for each direction ak  can be seen as 
a three-dimensional circular convolution [87]: 
 ( ) ( ) ( ) ( ) ( ), , , , , , , ,
, ,
ˆ ˆ ˆ,u v w a L a u v w u v w u v w a L a a
u v w
T T′ ′ ′ ′ ′ ′= − = ∗∑G k k r r F k k F kɶ ɶ . (5.62) 
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Here 
 ( ) ( ), ,ˆ ˆa u v w a











and 1, ,u U= … , 1, ,v V= … , 1, ,w W W= − + … . This convolution process is accelerated 
by FFT and inverse FFT (IFFT) operations as  
 ( ) ( ){ } ( ){ }{ }, , ˆ ˆu v w a L a aIFFT FFT T FFT′ ′ ′ =G k k F kɶ , (5.64) 
after increasing the dimensions of the ( )ˆ aF k  matrix to ( ) ( ) ( )2 1 2 1 2 1U V W− × − × −  and 
padding zero to the additional space in matrix. In practice, the factor ( ){ }L aFFT T k  is 
computed prior to the matrix-vector multiplication stage of the FMM. Also the factor 
( ){ }ˆ aFFT F k  is computed in the matrix-vector multiplication stage of the FMM since 
the current coefficients are updated by the iterative solver in each iteration.  
5.3  Numerical Results 
This section illustrates the validation of the three-dimensional full wave solver 
and the application of the proposed framework to the statistical characterization of EM 
wave propagation in realistically loaded mine tunnel configurations.  
5.3.1 The Validation of Three-Dimensional Full-Wave Solver  
To validate the three-dimensional full-wave solver, two different straight 
rectangular mine tunnel configurations are considere . In both configurations, the 
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constitutive parameters of mine walls are chosen as 3rε = , 1rµ = , and 0.001S/mσ = , 
the cross-sections of both tunnels are 1.85m 2.24m×  (width×height), and dipoles with 
unit moments are used as transmitters.  
5.3.1.1 325m Long Tunnel 
In the first example, EM wave propagation in a 325m long straight rectangular 
mine tunnel is characterized [Figure 5–4]. A z-directed dipole operating at 455 MHz is 
positioned at (0.9,50,1) m. The mine walls are discretized using 11,641,728N =  RWG 
basis functions; the average RWG edge size is 3.9 cm. To validate the accuracy of the 
full-wave solver, the magnitudes of the E-field’s z-component, zE , are computed at 
points on a line between (0.9,51,1) m and (0.9,325,1) m; the points on the line are 
selected with 10 cm spacing. The zE  values obtained by the full-wave solver are 
compared with those obtained by approximate multi-modal decomposition method in 




Figure 5–4 The geometry of 325m long mine tunnel with the cross-section of 
1.85m 2.24m× .  
The zE  values obtained by multi-modal decomposition are vertically displaced 50dB 
away from the zE  values obtained by full-wave solver for easier visual comparison. It is 
apparent from Figure 5–5 that the results are in good agreement. As the multi-modal 
decomposition method only computes z- polarized hybrid modes and ignores the other 
modes launched from the source, its prediction of the zE  values in the near-field of the 
dipole is questionable. Moreover, since the multi-modal decomposition formulation 
neglects the effects of the walls at both ends of mine tunnel, it cannot capture the 
standing wave phenomena that occurs near the wall at 325 my = .  
 114 
 
Figure 5–5 The zE  values obtained by full-wave solver and multi-modal decomposition 
for 325 m long tunnel (the latter is displaced 50 dB downward). 
5.3.1.2 250m Long Tunnel 
In the second example, EM wave propagation in a 250m long straight rectangular 
mine tunnel is characterized [Figure 5–6]. An x-directed dipole operating at 915 MHz is 
positioned at (0.9,50,1) m. The mine walls are discretized using 30,874,992N =  RWG 
basis functions; the average RWG edge size is 2.4 cm. The magnitudes of the E-field’s 
x-component, xE , are computed at points with 10cm spacing on a line between 
(0.9,51,1) m and (0.9,250,1) m. The xE  values obtained by the full-wave solver are 
compared with those obtained by multi-modal decomposition [86] [Figure 5–7]. The 
results obtained by multi-modal decomposition are displaced 50dB downward for easier 
visual comparison. Again, the results are seen to be in good agreement. 
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Figure 5–6 The geometry of 250m long mine tunnel with the cross-section of 
1.85m 2.24m× .  
 
 
Figure 5–7 The xE  values obtained by full-wave solver and multi-modal decomposition 
for 250 m long tunnel (the latter is displaced 50 dB downward). 
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5.3.2 The Application to the Statistical Characterization of EM Wave 
Propagation  
In the example considered here, the transmitter is a z-directed dipole operating at 
455 MHz and positioned at ( , , )x y zr r r  , the constitutive parameters of the mine walls are 
3rε = , 1rµ = , and 0.001S/mσ = , and the dimensions of the mine tunnel are 
1.85m 2.24m 30m× ×  (width×height× length) [Figure 5–8]. PEC mine carts are modeled 
by truncated inverted pyramids with the base and top cr ss-sections of 0.5m 0.6m×  and 
0.8m 0.6m× , respectively; the heights of the truncated inverted pyramids are 0.6m 
[Figure 5–8]. The wheels of the mine carts are formed by circular plates with the radii of 
0.1m. The center positions of the carts are represented by ( , , )j j jcx cy cz 1, ,4j = … . The 
observables are the magnitudes of the E-field’s z-component, ( )zE x , computed at 
various receiver points using three-dimensional full-wave EM simulator. The error in 
surrogate model is computed using  
 ( ) ( )( ) ( )
160 1602 2k k
1 1
z i z i z i
i i
err E E E
= =
= −∑ ∑x x x , (5.65) 
where ( )kzE x  is the surrogate model generated using the ME-PC method with kβ =  
and 1 2 0.5τ τ= =  and ix  is the randomly chosen evaluation point. The approximation to 
the pdf of ( )zE x  is generated by running a 1,000,000 point MC run on ( )kzE x . 
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Figure 5–8 The geometry of a straight rectangular mine tunnel loaded with mine carts. 
5.3.2.1  Dipole  
In the first scenario, xr , yr , and zr  are random variables uniformly distributed in 
[ ]0.625,1.125  m, [ ]0.82,1.42  m, and [ ]1.0,1.6  m ( , ,x y zr r r =  x , dof 3N = ). The centers 
of mine carts ( , , )j j jcx cy cz , 1, ,4j = … , are positioned at ( )(0.65,6 1 5,0.55) mj+ − × , 
1, , 4j = … . To illustrate the nature of the EM wave propagation n this mine tunnel 
configuration, the densities of electric and magnetic currents induced on dielectric mine 
walls and PEC cart surfaces are plotted in Figure 5–9 when the dipole is fixed at 
(0.925,1,1.12) m. The observables, ( )zE x , are computed at receivers located on grid 
points selected in a cube with side length of 0.6 m and centered at (0.925,25.0,1.12) m; 
the spacing between grid points along x-, y-, and z- directions is 0.06 m and total number 
of grid points in cube is 1331.  
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Figure 5–9 The densities of (a) electric and (b) magnetic currents induced on mine tunnel 
walls and mine carts when the dipole is positioned at (0.925,1,1.12) m. 
The surrogate models ( )kzE x , { }1k 10−= , are constructed via the ME-PC method with 
{ }110β −= ; the ME-PC method uses the TP integration method with five Gauss-
Legendre points in each dimension to compute the coeffi ients of local gPC expansions 
with 4p = . To obtain ( )kzE x , { }1k 10−= , the proposed method required { }375  
deterministic simulations. The maximum of kerr , { }1k 10−= , is computed as 
{ } 36.4387 10−× . The pdf of ( )zE x  (approximated by that of ( )kzE x ) computed at 




Figure 5–10 Empirical pdf of ( )kzE x , { }1k 10−= , at receiver points and its best fitting 
distribution (3D Case). 
5.3.2.2  PEC Carts  
In the second scenario, jcy , 1, ,4j = … , are random variables uniformly 
distributed in [ ]5.7,6.3  m, [ ]10.7,11.3  m, [ ]15.7,16.3  m, and [ ]20.7,21.3  m, 
respectively, while jcx  and jcz  are set to their nominal values and the transmitter is 
positioned at (0.925,1,1.12) m ( [ ]1 4, ,cy cy=x … , dof 4N = ). The observables, ( )zE x , 
are computed at receivers located on grid points selected in a cube specifications of 
which are given in Section 5.3.2.1. The surrogate models ( )kzE x , { }1k 10−= , are 
constructed via the ME-PC method with { }110β −= ; the ME-PC method uses the Gauss-
Legendre quadrature based SG integration method (with 2l = ) to compute the 
coefficients of local gPC expansions with 2p = . To obtain ( )kzE x , { }1k 10−= , the 
proposed method required { }969  deterministic simulations. The maximum of kerr , 
{ }1k 10−= , is computed as { } 25.0691 10−× . The pdf of ( )zE x  (approximated by that of 
( )kzE x ) computed at receivers match with Weibull distribution [Figure 5–11]. 
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Figure 5–11 Empirical pdf of ( )kzE x , { }1k 10−= , at receiver points and its best fitting 




CHAPTER 6  
HIGH DIMENSIONAL MODEL REPRESENTATION 
TECHNIQUE  
6.1 Introduction 
The ME-PC method introduced in Section 3.2.2 is highly efficient and accurate 
for surrogate model generation of EM observables that vary rapidly and/or are 
discontinuous functions of random variables. However, its applicability is limited to the 
moderate-dimensional random domains as the number of subdomains resulting from 
adaptive refinement and the number of collocation pints in each subdomain become 
excessively large while dofN  increases. The former is attributed to the fact that t e 
number of subdomains scales with dof2N  when the adaptive refinement is performed along 
all dimensions. The latter is attributed to the fact that even the SG construction yields tens 
of thousands of collocation points for the evaluation of local gPC expansion in each 
subdomain when dof 10N ≥  . 
The abovementioned difficulties in constructing thesurrogate models in high-
dimensions are not unique to the methods for UQ and have also been encountered in 
methods used to model the input-output relationships of physical systems. This issue has 
motivated the researchers to develop a reduced-order representation of input-output 
relationship so called high-dimensional model representation (HDMR) expansion. The 
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HDMR expansion, also called as ANOVA (analysis of variance) decomposition in 
statistics, was first introduced by Fisher [36] and has been applied in many contexts other 
than surrogate model generation [39, 110, 111]. Later on, it was re-introduced in [35] to 
obtain surrogate models of input-output relationship  in chemical systems and applied to 
the finance to compute multivariate integrals [43] and ultimately to the UQ via ME-PC 
method [39] and adaptive sparse grid collocation method [40]. 
This chapter elucidates an HDMR extension to the ME-PC method that permits 
the accurate and efficient construction of surrogate models for EM observables in high-
dimensions. The HDMR expansion expresses the observabl  as finite sums of 
“component functions” that represent independent and combined contributions of random 
variables to the observable [35]; The HDMR expansio is built iteratively by including 
only the “most significant” component functions to minimize the computational cost of 
building the surrogate model [42, 46]. The component fu ctions that feature in the 
HDMR expansion are approximated via the ME-PC method. HDMR-generated surrogate 
models enable the efficient and accurate stochastic characterization of electronic systems 
subject to many more manufacturing uncertainties that can not be addressed using the 
ME-PC method. The technique derives its efficiency from the fact that only low-order 
correlations between random variables that contribute significantly to an observable are 
incorporated in the expansion; the method automatically excludes less significant high-
order contributions from the surrogate model, thereby dramatically reducing the 
computational cost associated with its generation and evaluation. To the best of our 
knowledge, the method proposed here is the first syematic approach to the statistical 
characterization of EM observables in high-dimensioal random domains using the 
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HDMR method. It’s also unique among UQ methods since it significantly differs from 
the work in [39], which combines the ME-PC method with non-iteratively constructed 
HDMR expansions. In addition, the proposed method is finely-tuned for stochastic EM 
analysis via its hybridization with a vector-fitting algorithm. The applicability of the 
proposed method is demonstrated via its application to the statistical characterization of 
voltages in various transmission line networks and a cascaded multiconductor 
transmission line network. 
6.2 The Formulation 
This section details the iterative HDMR method for characterizing observables in 
high dimensional random domains. The HDMR expansion is described first. Then, the 
integration of the HDMR expansion with the ME-PC method is expounded. An iterative 
scheme to construct the HDMR expansion by including only the most significant 
component functions is explained next. Finally, thehybridization of HDMR technique 
with the vector fitting algorithm for efficient and accurate stochastic EM analysis is 
described. 
6.2.1 The HDMR Technique 
The HDMR expansion enables to approximate ( )V x  in terms of component 
functions as [35, 40] 




x x , (6.1) 
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where dof{1, , }NΩ = …  is the general set of random variable indices, u  is a subset of Ω , 
i.e. ⊆ Ωu , and u denotes the cardinality of subset u . ux is a u -dimensional random 
vector and ( )V uu x  represents the component functions defined over D . For example, for 
= ∅u , ( ) ( ) 0V V x V∅∅= =uu x  is the zeroth-order component function which is constant 
over D ; for {1}=u , ( ) ( )11V V x=uu x  is the first-order component function that 
represents the individual contribution of 1x to ( )V x ; for {1,2}=u , ( ) ( )1 212 ,V V x x=uu x  
is the second-order component function that describes the interactive contribution of 1x  
and 2x  to ( )V x ; and for {1,2,4}=u , ( ) ( )1 2 4124 , ,V V x x x=uu x  is the third-order 
component function that reveals the combined contribution of 1x , 2x , and 4x  to ( )V x . 
The HDMR construction in (6.1) can be better described by an example. Assume that 
dof 3N =  and {1,2,3}Ω = . All possible subsets of Ω , u , and all component functions 
( )V uu x  corresponding to these possible subsets are given in Table 6–1. 
Subset, u  Component function, ( )V uu x  Cardinality of u , u   
∅  0V  0 
{1}  ( )11V x  1 
{2}  ( )22V x  1 
{3}  ( )33V x  1 
{1,2}  ( )1 212 ,V x x  2 
{1,3}  ( )1 313 ,V x x  2 
{2,3}  ( )2 323 ,V x x  2 
{1,2,3}  ( )1 2 3123 , ,V x x x  3 
Table 6–1 The correspondence between subsets of {1,2,3}Ω =  and the component 
functions used to build HDMR expansion and the cardin lities of subsets.  
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For this example case, one can construct the HDMR expansion in (6.1) using the 
component functions given in Table 6–1 as  
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
1 2 3 1 2 1 3 2 3





V V V x V x V x V x x V x x V x x
V x x x




The advantage of such construction can be illustrated by selecting an observable that 
consists of a constant term and monomials such as ( ) ( ) ( ) ( )2 2 21 2 31V x x x= + + +x , (Note: 
the indices (or superscripts) of random variables ar  written inside parentheses while their 
powers are intentionally left outside to avoid confusion). The component functions 0V , 
( )11V x , ( )22V x , and ( )33V x  in (6.2) are needed to approximate ( )V x  while the 
remaining component functions in (6.2) are redundant. In many physical systems, like in 
this example observable, the low-order component fuctions significantly contribute to 
the observables; this fact renders the HDMR expansions highly suitable for surrogate 
model generation of ( )V x  in high-dimensional random domains using the low-order 
component functions (i.e. surrogate models constructed in lower-dimensional random 
domains). 
Depending on the way of obtaining component functios, two different types of 
HDMR techniques are proposed in literature: ANOVA-HDMR and CUT-HDMR. 
ANOVA-HDMR utilizes analysis of variance (ANOVA) decomposition used in statistics, 
which measures the contribution of each component fu ction’s variance to the global 
variance of observable [37]. To obtain component fuctions, such technique requires the 
numerical evaluation of dofN -dimensional integral which is prohibitively expensive as 
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discussed at the beginning of Section 4.1. On the or hand, CUT-HDMR technique [35] 
obtains the component functions using the observable values on lines, planes, and 
hyperplanes passing through a reference point in random domain. To this end, the CUT-
HDMR technique is much more efficient than ANOVA-HDMR technique and is the 
focus of this study. Both methods with the emphasis on CUT-HDMR method are 
reviewed next. 
6.2.1.1 ANOVA-HDMR 
In ANOVA-HDMR, the component functions are approximated as [37, 44, 103] 













x x x x . (6.3) 
Here \Ω ux  represents the vector of random variables whose indices are different than the 
indices belonging to subset u . Note that the integration domain \DΩ u  is the random 
domain where the random vector \Ω ux  lies and v is a subset of u . For the example given 
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= − − −
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( ) ( ) ( )
1 2 1 3 2 3
12 13 23
1 2 3
1 2 3 0
, , ,
.
V V x x V x x V x x
V x V x V x V
= − − −
− − − −
x
 (6.4) 
Summing the recursively constructed component functio s by ANOVA-HDMR yields a 
finite and exact expansion of ( )V x . Nevertheless, the construction of each component 
function is computationally costly as each component fu ction has 0V  term, computation 
of which calls for numerical evaluation of dofN -dimensional integral. In practice, the 0V
term is computed via MCN - point MC method [104]. Then the first-order component 
functions are computed by selecting m distinct values of ix , dof1, ,i N= … , along each 
dimension, for each random point selected during computation of 0V . Note that while the 
value of ix  changes, the values of other random variables are et to their corresponding 
values of random point. By doing so, MCmN  deterministic simulations are needed to 
compute each first-order component function. The second-order component functions are 
computed in a similar fashion: both ix  and jx , dof, 1, ,i j N= … , i j≠ , take m  distinct 
values on a Cartesian grid formed by their products while the remaining random variables 
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are set to their corresponding values of random point. At this case, 2 MCm N  deterministic 
simulations are needed to obtain each second order component functions [104]. To this 
end, the application of ANOVA-HDMR to the surrogate model generation in high-
dimensional random domains is not efficient for large-scale EM problems. 
6.2.1.2 CUT-HDMR 
In CUT-HDMR, the component functions are expressed in terms of observable 
values on cuts passing through a reference point x  [35, 38], i.e. 






u vx x x
v u
x x x , (6.5) 
where \= ux x x  indicates that the random variables whose indices other than the indices 
belonging to subset u  are set to the corresponding values of reference point. The 
reference point in this study is select as the mass center of D , i.e., 
dof dof dof1 1 1, , ( ) / 2, , ( ) / 2N N Nx x a b a b   = = + +   x … … . It may be selected as the centroid 
of SG integration rule [105], as a random point at which the observable value is closest to 
the global mean [106], or as a random point determined due to the weights of dimensions 
[107]. For the example given above, the component fu ctions obtained via CUT-HDMR 
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( ) ( ) ( )
2 1 3 2 3
13 23
1 2 3
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, , ,
.
x V x x V x x
V x V x V x V
− −
− − − −
. (6.6) 
To recursively obtain the component functions, the observable value on reference point 
x  (for 0=u ) is computed and the observable values on lines (for 1=u ), planes (for 
2=u ), and hyperplanes (for 3≥u ) passing through x  are interpolated using the ME-
PC method described in Section 3.2.2. Note that the computation of 0V  term only requires 
the computation of observable value on x  which is much cheaper than the evaluation of 
dofN -dimensional integral in ANOVA-HDMR technique.  
There is a striking resemblance between the HDMR expansion and multivariate 
Taylor expansion [40, 108], which can be written for the above given example as [109, 
110] 
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By expanding the summations with indices 1i  and 2i , the correspondence between each 
term of Taylor expansion and each component functio of HDMR expansion can be 
revealed. The terms which are solely functions of 
1ix , 1 1, ,3i = … , correspond to the first 
order component functions while those which contain 
1ix  and 
2ix , 1 2 1 2, 1, ,3;i i i i= <… , 
are pertinent to the second order component functios. It’s apparent from (6.6) and (6.7) 
that the HDMR expansion is finite and exact while th Taylor expansion is infinite and 
approximate. For this reason, it’s expected that the HDMR expansion should provide 
more accurate approximations to the observables than t e Taylor expansion [40, 108-
110]. 
6.2.2 Integrating HDMR with ME-PCM  
In CUT-HDMR context, the HDMR expansion can be explicitly written as [111] 





= = −∑ ∑∑ v
u vu v
u
x x xu u v u
x x x , (6.8) 






x in (6.8) 
represents the observable values on cuts formed along the random variables whose 
indices belong to subset v  while the remaining random variables are set to the






= ∏ vv vɶ ɶ with ,i i iD a b =  v v vɶɶ ɶ denote a cut (line, 
plane, or hyperplane) in random domain formed along dimensions with indices belonging 
to subset v  and considered for the adaptive refinement by the ME-PC method, here iv  
denotes thi  element of subset v . In what follows, a v  superscript on a symbol indicates 
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x in (6.8) can be 
approximated using the thp - order local gPC expansion as  










x x x x x x
x P xɶɶ , (6.9) 
where mv
v





P xɶ , 0, , pm N= … , denote the local gPC coefficients and v -
variate local orthogonal Legendre polynomial basis functions (defined over cut Dvɶ ). 
Inserting (6.9) into (6.8), an approximation to each component functions ( )V uu x  and 
therefore ( )V x  is obtained: 









=⊆Ω ⊆Ω ⊆ =
= = −∑ ∑∑ ∑ v
u vu v v
u
x x x
u u v u
x x P xɶɶ . (6.10) 
The local gPC coefficients, mv
v
ɶ , 0, , pm N= … , are obtained by evaluating a v -variate 
integral over Dvɶ  (as in (3.6)). The expansion coefficients in (6.10) are obtained 
separately for all cuts defined along dimensions with indices belonging to v . The 
refinement parameters γ v and 
i
α v , 1, ,i = v… , are also computed separately for all cuts. 
For each cut, If γ v  satisfies the refinement criterion [see (3.14)], the cut Dvɶ  is selected 
for the refinement. Likewise, a refinement is performed along the thi  dimension, if 
i
α v , 
1, ,i = v… , satisfies the dimensional refinement criterion [see (3.16)]. The adaptive 
refinement process produces dN
v  elements (for each cut) jD
vɶ , 1, , dj N=
v
… , which do not 
require adaptive refinement. The coefficients of  thp - order gPC expansions constructed 
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in such elements, jD
vɶ , 1, , dj N=
v
… , are stored during the adaptive refinement process to 
obtain the surrogate model of ( )V x  and thereby its global statistical moments. 
By the law of total probability and using (3.17), the average of each component 
function can be approximated as 









  ≅ −  ∑ ∑
v
u vu v v
u
v u
x ɶ , (6.11) 
where 0, jv
v
ɶ  denotes the th0  coefficient of the thp - order local gPC expansion constructed 
in jD
vɶ , jJ
v  measures the size of jD
vɶ  relative to Dvɶ , i.e., 
1
( ) ( )
i i i i
j j ji
J b a b a
=
= − −∏ vv v v v vɶ ɶ . 
Using (6.11), the global average of ( )V x  over D  can be estimated as  
 ( ) ( )V VE E
⊆Ω




x x . (6.12) 
In a similar way, the variance of each component fuction can be approximated via  
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u vu v v v u
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v u
x xɶ ɶ , (6.13) 
where ,m jv
v
ɶ  denotes the thm  coefficient of the  thp - order local gPC expansion 
constructed in jD
vɶ . Using (6.13), the global variance of ( )V x  over D  can be estimated 
as 
 ( ) ( )var varV V
⊆Ω




x x . (6.14) 
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6.2.3 Iterative HDMR Method 
As mentioned in Section 6.2.1, the efficiency of HDMR technique directly 
depends on the proper selection of the most important component functions and inclusion 
of those in HDMR expansion. This matter is crucial as the number of component 
functions scales with dof dof0 !/( !( )!)j N j N j= −∑
u
 which increases rapidly with dofN .As an 
example, given that 3=u  and dof 100N = , the number of component functions that 
feature in HDMR expansion is 166751. For that reason, the direct application of CUT-
HDMR in realistic large-scale problems for largedofN  is not feasible. The high cost of 
CUT-HDMR method can be reduced substantially by integrating an iterative scheme to 
the method, which automatically selects random variables that significantly contribute to 
( )V x  and iteratively includes these variables’ higher-order component functions in the 
CUT-HDMR expansion. 
In theory, the iterative scheme hinges upon determining effective dimensionality 
of high-dimensional observables [40, 44]. The indices of random variables that 
significantly contribute to ( )V x  are specified in an index set that has minimum possible 
number of elements; this number is denoted by tN  and so called truncation dimension 





V VE E δ
⊆







where (0,1]δ ∈ . Furthermore, the minimum possible number which represents the 
maximum order of component functions in HDMR expansio  is denoted by sN  and so 
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called superposition dimension [40, 44]. The HDMR expansion constructed to such order 
should satisfy  
 ( ) ( )
sN
V VE E δ
⊆




x x . (6.16) 
The superposition dimension is also called the order of HDMR expansion. In some cases, 
two components of effective dimensionality, tN  and sN , can be estimated a priori due to 
the physics of the problem. In such cases, the HDMR expansion can be constructed by 
starting from the higher-order component functions to the lower-order ones (as in [39]). 
Note that the lower order component functions can be interpolated from the highest order 
ones with no computational cost. However, in many practical scenarios, tN  and sN  can 
not be known a priori and should be determined in apart of an iterative scheme. The 
main idea in such iterative scheme is assigning a weight to each component function 
which measures the contribution of each component fu ction to the observable. Using 
these weights, the iterative scheme constructs the HDMR expansion starting from the 
lower-order component functions to the higher-order ones. 
The iterative scheme starts by computing the weights associated with the first-
order component functions as [40, 44] 
 ( ) 0 ; 1V VEζ  = = uu u x u . (6.17) 
The weights ζ u  are measures of the contributions of first-order component functions’ 
means to the overall mean computed via constant zero h-o der component function. If ζ u  
is larger than a prescribed tolerance 1ε , then the component function is assumed to 
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contribute significantly to ( )V x . The indices of random variables pertinent to these 
important component functions are stored in the general index set t{1, , }NΩ = … . The 
second-order component functions involving these important random variables whose 
indices belong to Ω  are marked as candidates for constructing the HDMR expansion at 
the second level; they are only added to the expansion if their weights are larger than 1ε . 
This scheme is repeated in an iterative manner for all levels. For example, assume that 
the indices of the important random variables are found to be {1,2,4} . Then, the second-
order component functions with indices {1,2} , {1,4} , and {2,4}  are considered to be 
included in the HDMR expansion at the second level. At the end of second level, assume 
that any of second-order component functions with indices {1,2} , {1,4} , and {2,4}  is 
found to be insignificant. Then none of third order component functions is considered to 
be included in the HDMR expansion since all component functions whose indices are the 
subsets of the index set of a candidate third-order component function should be 
indentified as significant. On the other hand, assume that second-order component 
functions with indices {1,2} , {1,4} , and {2,4}  are all found to be significant. Then, the 
third order component function with index {1,2,4} is considered to be included in the 
HDMR expansion at the third level. Note that at thehigher levels, the weights of the 
component functions ( )V xuu , 2≥u  are computed by [40] 
 ( ) ( )1 ; 2V VE Eζ < −   = ≥   ∑u vu u vv ux x u . (6.18) 
To provide an additional stopping criterion, the decay rate of relative difference between 
observable means computed at two consecutive levels is defined as [40] 
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 ( ) ( ) ( )1 1V V VE E Eκ < < − < −     = −     ∑ ∑ ∑v v vv v vv u v u v ux x x . (6.19) 
If κ  is smaller than a prescribed tolerance 2ε , hen the cut-HDMR expansion is assumed 
to have converged and u  is assigned as sN . Once the iterative construction is 
completed, the component functions identified as insig ificant are also included in the 
expansion to increase the accuracy of surrogate model since they have already been 
computed for identification. It should be noted here that decreasing the tolerance 1ε  may 
result in increasing number of component functions in HDMR expansion. And decreasing 
the tolerance 2ε  may yield increasing number of iterations in iteraive scheme. A couple 
of notes regarding to the iterative scheme is in order. The weights defined in (6.17) reveal 
the relative differences between the means computed by zeroth order component function 
and the first-order component functions, since each first-order component function is 
defined as ( ) ( ) 0\ iii xV x V V== −x xx , dof1, ,i N= … . However, these weights may mislead 
the iterative scheme for some observables such as ( ) ( ) ( )2 21 2 31V x x x= + +x , [ ]1,1ix ∈ − , 
1, ,3i = … , for which the weights are computed as 1 0ζ = , 2 0ζ = , and 3 2 3ζ = . In such 
case, although only 3x  appears to be the significant random variable, the remaining 
random variables are equally important. This deficin y of the iterative scheme, reported 
in other studies as well [44], can be corrected by an effective screening technique [112] 
that introduces an additional computational cost to the HDMR construction. 
Nevertheless, the HDMRs constructed in numerical exmples of this thesis never suffered 
from this deficiency. Furthermore, in case 0V  is equal to zero, the weights in (6.17) can 
simply be defined as ( )VE   uu x .  
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6.2.4 Fine-Tuning of Iterative HDMR for EM Analysis 
In many broadband EM scenarios, the observable is also a function of frequency 
in one of (uniformly distributed) random variables or parameters (see Section 7.2.2 for an 
example). Along this dimension, an expansion of partial fractions [113] can be used to 
represent the frequency variation of the observable. Assume that the observable ( )V x  is 
a function of frequency in dofNx  within the range [ , ]beg endf f . Then, it can be expressed 
using the HDMR and partial fraction expansions as  













x x , (6.20) 
where dof{1, , 1}NΩ = −…  is the general set of random variable indices, the number of 
partial fractions used in the thdofN  dimension is pfN , ( )dofNmPF x  denotes the partial 












where ma  and mc  are the poles and residues of partial sum and d  is a constant. In (6.20), 
HDMR expansion is used to approximate observable along the dimensions whose indices 
belong to Ω  while the partial fractions are employed in thdofN  dimension. Those two 
methods are interfaced by selecting fN  number of cuts along 
th
dofN  dimension and 
approximating the observable values along those cuts via the iterative HDMR technique 
explained in Section 6.2.3. Let ( )dofˆ NkV x , f1, ,k N= … , represent the observable values 
approximated by iterative HDMR on each cut, where 
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dof
beg end beg f( 1)( ) /( 1)
N
kx f k f f N= + − − − . The algorithm, so called vector fitting [113-115], 
estimates the optimum ma , mc , and d  by first locating the poles and then determining the 
residues in an iterative manner. The main idea in vector fitting algorithm is defining a 
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Here, the unknowns, mc , mcɶ , d , and ma , can be obtained in an iterative manner. To solve 
(6.23) for unknowns, an overdetermined linear system of equations is introduced as   
 b=Ay , (6.24) 
where ( ) ( )dof dofpf1ˆ ˆ, ,
T
N N
Nb V x V x =  … , pf pf1 1, , , , , ,
T
N Nc c d c c =  y ɶ ɶ… … , and  
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⋮ ⋮ ⋮ ⋮
⋯ ⋯
. (6.25) 
The linear system of equations in (6.24) can be solved in a least squares sense through the 
QR decomposition after properly locating initial poles, 
pf1
, , Na a…  (for the proper 
selection of initial poles, see the discussion in [113]). After obtaining y  (i.e. residuals 
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and constant d ) one can have the new poles, which will be used in next iteration, from 
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The computations of (6.24) and (6.26) are repeated in each iteration with new poles and 
residues until the L-2 norm of difference between the new poles and starting poles is 
negligible. Once the iterations are completed, the observable variation along thdofN  

















In this thesis, the vector fitting toolbox provided in [116] is directly used to obtain 
optimum poles and residues. Typically, pfN  is set to ( )f 1 / 2N −   , and fN  is selected 
large enough to maintain the lowest possible least squares approximation error. 
6.3 Application to the EMC/EMI Problems  
This section illustrates the application of the itera ive HDMR method to the 
statistical characterization of EMC/EMI phenomena on various realistic structures. 
Specifically, pdfs of voltages on several transmission line structures including a parallel 
wire network, a parallel interconnect network, and a cascaded multiconductor 
transmission line network using the proposed iterative HDMR technique are compared to 
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those obtained using the brute-force MC technique. In all examples considered here, the 
networks are excited by a sinusoidal voltage source with unit amplitude and the 
observables are the magnitudes of the voltages at the output terminals of networks, 
( )OV x . Unless specified otherwise, the iterative HDMR technique uses the adaptive 
ME-PC method with 410β −= , 1 2 0.5τ τ= = , TP integration rule (with three Gauss-
Legendre points in each dimension), and local gPC expansions with 2p = . Observables’ 
pdfs are estimated by applying 25 000- point MC to surrogate models obtained using the 
iterative HDMR method or by directly evaluating ( )OV x  using the deterministic 
simulator described in Section 2.2.4 that is executed by inputting the per-unit-length 
impedance and admittance matrices of networks calculated using the code in [117]; such 
MC runs and the data they produce will be labeled as “brute force”. The error in 
surrogate model is computed using 
 ( ) ( )( ) ( )





err V V V
= =
= −∑ ∑x x x , (6.28) 
where ix  is the evaluation point dictated by brute-force (BF) MC method, ( )kOV x  is the 




and ( )BFOV x  represents the observable computed by brute-force MC applied to the full-
wave EM simulator or the deterministic simulator. Once the accurate surrogate models 
are generated for the examples below, the global sensitivity indices, so called Sobol 
indices, are computed by taking the ratio of each component function’s variance to the 
global variance of ( )V x , i.e.  
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 ( ) ( )var varS V V =    uu u x x . (6.29) 
These indices are then used to show contributions of random variables and their higher 
order correlations to the observables. 
6.3.1 Parallel Wires 
For the first example, a parallel wire transmission line network is considered 
[Figure 4–1]. The network consists of five lossless wires with length of 10 m and radius 
of 0.4 mm and is excited from the 1st wire by a sinusoidal voltage source with frequency 
of 10 MHz. The wires are parallel to each other along y-direction above an infinitely 
long ground plane at 0z = , centered at ( ),0,i icx cz , 1, ,5i = … , and terminated by 
resistors at the source side ,S iR , 1, ,5i = … , and the load side ,L iR , 1, ,5i = … . The 
observable, ( )OV x , is the output voltage across the load side resistor of 5th wire. Twenty 
parameters characterize the uncertainty in the problem ( dof 20N = ): the center positions 
of wires along x-direction icx , 1, ,5i = … , the center positions of wires along z-direction 
icz , 1, ,5i = … , the values of resistances at the source side ,S iR , 1, ,5i = … , and the values 
of resistances at the load side ,L iR , 1, ,5i = … , (i.e., 
1 5 1 5 ,1 ,5 ,1 ,5, , , , , , , , , , ,S S L Lcx cx cz cz R R R R =  x … … … … ). The random variables icx , 
1, ,5i = … , are normally distributed with means ( )1 3 cmi − × , 1, ,5i = … , and standard 
deviation 0.33 cm. The remaining random variables 1 5, ,cz cz… , and ,1 ,5, ,S LR R…  are 
normally distributed with means 3 cm and 50 Ω  and standard deviations 0.33 cm and 
3.3 Ω , respectively.  
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Figure 6–1 Geometry description of a parallel wire transmission line network. 
The surrogate models ( )kOV x , { }2 4 6k 10 ,10 ,10− − −= , are constructed via the iterative 
HDMR method with { }2 4 61 10 ,10 ,10ε − − −= . To obtain ( )kOV x , { }2 4 6k 10 ,10 ,10− − −= , the 
iterative HDMR method required { }61,988,7306 deterministic simulations. The iterative 
HDMR technique automatically included the component fu ctions up to first level for 
2
1 10ε
−=  and up to third level for 41 10ε
−=  and 61 10ε
−= . kerr , { }2 4 6k 10 ,10 ,10− − −= , are 
computed as { }2 3 31.7587 10 ,4.1245 10 ,4.1218 10− − −× × × . It’s apparent from kerr , 
{ }2 4 6k 10 ,10 ,10− − −= , that relative error in surrogate model decreases nd saturates as 1ε  
decreases although more component functions are included in HDMR expansion. This is 
due to the fact that the errors in component functio s approximated by the ME-PC 
method with 410β −=  are at the orders of 310−  and limits the decrease in surrogate 
model’s relative error. The pdfs of ( )OV x  are estimated using ( )kOV x , 
{ }2 4 6k BF,10 ,10 ,10− − −=  [Figure 6–2]. It is clear from Figure 6–2 that the pdfs obtained 
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via ( )kOV x , { }4 6k 10 ,10− −= , match with the pdf obtained via ( )kOV x , { }k BF= . This 
illustrates the accuracy of proposed scheme in pdf estimation.  
 
Figure 6–2 The pdfs obtained via ( )kOV x , { }2 4 6k BF,10 ,10 ,10− − −= . 
Moreover, the Sobol indices are computed using ( )kOV x , { }6k 10−=  and processed to 
illustrate the contribution of each component function’s variance to global variance of 
( )OV x  [Figure 6–3]. Clearly, the variances of first order component functions pertinent 
to the 1cz  and 5cz  contribute significantly to the overall variance. The contributions from 
the first order component functions pertinent to 2cz , 3cz , 4cz , 1cx , 5cx , and ,5LR  are not 
negligible if the relative error of global variance is desired to be lower than 7 %. 
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Figure 6–3 The contributions from the variances of first-order and higher-order 
component functions to the overall variance. 
6.3.2 Parallel Microstrip Lines 
In the second example, a parallel microstrip transmis ion line network is 
considered [Figure 6–4]. The network consists of infinitesimally thin ten conductors with 
length of 5 cm that resides on a dielectric substrate with thickness of 103.33µm  and 
relative permittivity of 3.55; the substrate is backed by a ground plane. The network is 
excited from the 1st conductor by a sinusoidal voltage source with frequency 2.4 GHz. 
The conductors with widths it , 1, ,10i = … , are parallel to each other along y-direction, 
centered at ( ),0,103.33µmicx , 1, ,10i = … , and terminated by resistors at the source side 
,S iR , 1, ,10i = … , and the load side ,L iR , 1, ,10i = … . The observable, ( )OV x , is the 
output voltage across the load side resistor of 5th conductor.  
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Figure 6–4 Geometry description of a parallel microstrip transmission line network. 
Forty parameters characterize the uncertainty in the problem ( dof 40N = ): ( dof 40N = ): 
the center positions of conductors along x-direction icx , 1, ,10i = … , the widths of 
conductors it , 1, ,10i = … , the values of resistances at the source side ,S iR , 1, ,10i = … , 
and the values of resistances at the load side ,L iR , 1, ,10i = … , (i.e., 
1 10 1 10 ,1 ,10 ,1 ,10, , , , , , , , , , ,S S L Lcx cx t t R R R R =  x … … … … ). The random variables icx , 
1, ,10i = … , are normally distributed with means ( )1 461.8µmi − × , 1, ,10i = … , and 
standard deviation 3.3 µm  while the remaining ones 1 10, ,t t…  and ,1 ,10, ,S LR R…  are 
normally distributed with means 230.9 µm  and 50 Ω  and standard deviations 3.3 µm 
and 3.3 Ω , respectively. The surrogate models ( )kOV x , { }2 4 6k 10 ,10 ,10− − −= , are 
constructed via the iterative HDMR method with { }2 4 61 10 ,10 ,10ε − − −=  which required 
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{ }121,211,4036 deterministic simulations. The iterative HDMR technique automatically 
included the component functions up to first level for 21 10ε
−=  and up to second level for 
4
1 10ε
−=  and 61 10ε
−= . kerr , { }2 4 6k 10 ,10 ,10− − −= , are computed as 
{ }4 4 56.1636 10 ,4.7396 10 ,6.0120 10− − −× × × . It’s apparent from kerr , 
{ }2 4 6k 10 ,10 ,10− − −= , that the relative error in surrogate model decreases significantly 
when more component functions are included in HDMR expansion. The pdfs of ( )OV x  
are estimated using ( )kOV x , { }2 4 6k BF,10 ,10 ,10− − −=  [Figure 6–5]. It is clear from 
Figure 6–5 that the pdf obtained via ( )kOV x , { }6k 10−= , is exactly the same with the pdf 
obtained via ( )kOV x , { }k BF=  while the discrepancies between the pdf obtained via 
( )kOV x , { }k BF=  and the pdfs obtained via ( )kOV x , { }2 4k 10 ,10− −= , are negligible. 
 
Figure 6–5 The pdfs obtained via ( )kOV x , { }2 4 6k BF,10 ,10 ,10− − −= . 
In addition, the Sobol indices are computed using ( )kOV x , { }6k 10−= , to illustrate the 
contribution of each component function’s variance to global variance of ( )OV x  [Figure 
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6–6]. Clearly, the variances of first order component functions pertinent to the 1t , 5t , 
,1SR , and ,5LR  contribute significantly to the overall variance. The contributions from the 
component functions pertinent to the other random variables and their higher order 
correlations should also be accounted for if the globa  variance is wanted to be estimated 
with a relative error less than 5 %. 
 
Figure 6–6 The contributions from the variances of first-order and higher-order 
component functions to the overall variance. 
6.3.3 Cascaded Multiconductor Transmission Line Network 
In the last example, a cascaded multiconductor transmission line network is 
considered [Figure 6–7 (a)]. The network is constructed by connecting 40 blocks, each of 




Figure 6–7 (a) Cascaded multiconductor transmission line network. (b) Building block of 
the cascaded network. (c) Configuration of the three-conductor transmission line. 
Each of these conductors with length of 5 cm resides on a dielectric substrate 
with thickness of 103.33µm  and relative permittivity of 3.55; the substrate is backed by 
a ground plane and the spacing between conductors is 461.8µm [Figure 6–7 (c)]. The 
network is excited by a sinusoidal voltage source with frequency 2.4 GHz. The 
observable, ( )OV x , is the amplitude of the voltage at the output terminal of the network 
[Figure 6–7 (a)]. 240 parameters characterize the uncertainty in the network 
( dof 240N = ). The widths of the all conductors, it , 1, ,240i = … , are assumed to be 
normally distributed random variables with mean 230.9 µm  and standard deviation 
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3.3 µm . The surrogate models ( )kOV x , { }2 4k 10 ,10− −=  are constructed via the iterative 
HDMR method with { }2 41 10 ,10ε − −=  which required { }721,856  deterministic 
simulations. The iterative HDMR technique automatically included the component 
functions up to first level for 21 10ε
−=  and up to second level for 41 10ε
−= . kerr , 
{ }2 4k 10 ,10− −= , are computed as { }4 41.3384 10 ,1.1474 10− −× × . The pdfs of ( )OV x  are 
estimated using ( )kOV x , { }2 4k 10 ,10− −=  [Figure 6–8]. It is clear from Figure 6–8 that the
pdfs obtained via ( )kOV x , { }2 4k 10 ,10− −= , are in perfect agreement with the pdf 
obtained via ( )kOV x , { }k BF= . 
 




CHAPTER 7  
EFFICIENT GA-BASED EM OPTIMIZATION USING 
HDMR-GENERATED SURROGATE MODELS  
7.1 Introduction 
Since the early 1990s, genetic algorithms (GAs) have been successfully applied to 
the design of a wide range of EM devices, from frequency selective surfaces and 
microwave absorbers to microwave filters, waveguides, and antennas [118-123]. The 
appeal of GAs stems from their capacity to straightforwardly treat mixed discrete-
continuous design domains and multiple objectives, as well as their ability to uncover 
strong local or even global objective function optima. Many other nature-inspired 
optimization techniques enjoy similar benefits. Unfortunately, GAs often require the 
evaluation of objective functions for a large number of design candidates while 
canvassing multimodal design domains to find optimal designs. This limits their 
applicability to the design of electrically large EM systems, for which the evaluation of 
each objective function requires the execution of a CPU-intensive full-wave EM 
simulator. Therefore, the GA-based optimization of electrically-large EM systems often 
relies on (semi-) analytical [124], perturbation-based [125], or surrogate modeling [126] 
methods to accelerate the evaluation of pertinent observables or objective functions. 
Unfortunately, semi-analytical and perturbation-based techniques are limited in scope. 
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Therefore, GA-based optimization methods assisted by surrogate models are becoming 
standard practice in the design of such EM systems [126-131].  
In [126], artificial neural networks was trained to c nstruct surrogate models of 
active input impedances of stacked patch antennas. These surrogate models were then 
used by GA to find optimal spacings between stack patch antennas in a linear array for 
lowest possible active voltage standing wave ratios (VSWRs) and side lobe levels (SLLs) 
over a frequency band and a scan angle range. Specifically, GA used such surrogate 
models, constructed in low dimensional design domains, in lieu of evaluating the active 
VSWRs and SLLs via computationally expensive EM simulator. As well as neural 
networks method, the kriging method was also used to generate surrogate models for 
designs of various EM devices including a microwave filt r and a textile antenna [127]. 
Specifically, the kriging generated surrogate models were only employed in the regions 
of strong optima to increase the efficiency of GA-based optimization. Moreover, space 
mapping techniques have extensively been used in the design of EM structures [128-
131]. In such techniques, two types of simulation models (with their corresponding 
design domains) are required: a computationally expensive fine simulation model and a 
computationally cheap coarse simulation model. Typically, when the fine simulation 
model is a microwave structure, its corresponding coarse simulation model is a circuit 
equivalent of the structure. The surrogate model is constructed between the inputs of 
coarse design domain and the inputs of fine design domain. The technique finds the 
optimal design by performing optimization in the coarse design domain and mapping it to 
the fine design domain using the surrogate model.  
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In this chapter, a simulation framework leveraging the iterative HDMR technique 
described in Section 6.2.3 is used to construct accur te surrogate models for observables 
or objective functions pertinent to the optimization and design of EM devices. The 
HDMR technique builds accurate surrogate models of rapidly varying observables or 
their pertinent objective functions in high-dimensions that can not be constructed using 
conventional neural networks and kriging methods [132]. Once accurate surrogate 
models have been built by iterative HDMR technique, th  proposed framework runs a 
classical GA to search the multidimensional design domain for optimal designs. Although 
the notation used in this chapter is the same as that is used in other chapters, some terms 
differ from the ones introduced before. In what follows, the terms such as design 
variable, vector, and domain that correspond to random variable, vector, and domain are 
used to follow the jargon used for optimization problems.  
7.2 Application to the EM Optimization Problems  
In this section, the accuracy and efficiency of thesimulation framework is 
demonstrated through its application to the placement of uniformly excited sources in a 
linear array, selection of locations of stacked patch microstrip antennas in a linear array, 
and the placement of antennas on a naval ship. Unless otherwise stated, in all numerical 
examples below, HDMR expansions are built up to level 2, all first order component 
functions and several second order component functions that are manually selected due to 
the physics of numerical examples are included in HDMR expansions. The HDMR 
technique uses the adaptive ME-PC method with 210β −= , 1 2 0.5τ τ= = , TP integration 
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rule (with five Gauss-Legendre points in each dimensio ), and local gPC expansions with 
4p = . The error in surrogate model is computed using  





err V V V
= =
= −∑ ∑x x xɶ , (7.1) 
where ix  is the randomly selected evaluation point, ( )V xɶ  is the surrogate model of 
observable generated using the iterative HDMR method with 161 10ε
−=  and 162 10ε
−= . 
Once the accurate surrogate models are generated for the examples below, the classical 
GA is run for 500 generations with the crossover probability of 0.8 and the population 
size of 20000.  
7.2.1 Linear Array of Sources Points  
In the first example, the proposed method is applied to the design of a linear array 
of uniformly excited source points. The linear array consists of 48 source points that are 
positioned along z-axis and symmetric about the array center [Figure 7–1]. The design 
variables are the positions of source points at the right hand side of array center, icz , 
1, , 24i = … , ( [ ]1 24, ,cz cz=x … , dof 24N = ); that can vary in the ranges 
( ) ( ), 0.125 1 0.25,0.5 1i ia b i i λ  = + − + −    , 1, ,24i = …  ,where λ  is the wavelength. 
The observables are the SLL  and the radiation pattern values at 1001 equally spaced θ  










 =  
 
∑ , (7.2) 
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where sinθ  represents the radiation pattern of each source point. The design goal is to 
achieve minimum possible SLL; here it’s selected as 30 dB, i.e. SLL -30 dB< . The 
design constraint is that the spacing between adjacent source points should be between 
0.25λ  and 1λ . 
 
Figure 7–1 Geometry of a linear array that consists of 48 source points. 
The surrogate models of SLL and its pertinent radiation pattern values are 
generated using the HDMR technique that uses the adaptive ME-PC method with TP 
integration rule (with 20 Gauss-Legendre points in each dimension), and local gPC 
expansions with 19p = . The technique builds the HDMR expansion by including only 
all first order component functions since the radiation pattern given in (7.2) is the sum of 
univariate functions. The proposed method required 2120 analytic function calls to 
generate surrogate models with maximum error of 31.8751 10−× . Once the surrogate 
models are generated, a classical GA is run for the optimum design point which is found 
to be [=x 0.2231, 0.5045, 0.9158, 1.2481, 1.5467, 1.9671, 2.2815, 2.6540, 3.0417, 
3.4462, 3.9529, 4.2101, 4.6417, 5.0215, 5.6011, 6.0316, 6.5681, 7.1238, 7.6524, 
8.3037, 9.0997, 10.0138, 11.0138, 12.0138 ] λ . Same design point is found by 
running a direct GA that uses the exact function values instead of approximate values 
probed from surrogate models. Figure 7–2 compares th  radiation patterns of the linear 
arrays synthesized using the direct GA relying on exact function values and the GA 
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assisted by HDMR generated surrogate models; the radiation patterns are in perfect 
agreement as the maximum error in surrogate models ar  at the orders of 310− . At the 
optimum design point, the SLL is computed as -28.5dB, which is 0.2 dB lower than that 
reported in [133]. Synthesizing this large array using a direct GA that relies on function 
calls instead of surrogate models would not be possible when each function call 
corresponds to CPU intensive EM simulation.  
 
Figure 7–2 Radiation pattern of synthesized linear array. 
7.2.2 Linear Array of Stacked Patch Antennas 
In the second example, the proposed method is applied to the design of a linear 
array of stacked patch antennas [Figure 4–5 (a)-(b)]. The stacked patch antenna composes 
of 8 mm thick upper/lower substrates with relative di lectric constants of 2.40/3.27 and 
loss tangents of 0.0012/0.0020, respectively [126]. The antenna is fed by a probe and 
operates in a frequency band from 1.14 GHz to 1.26 GHz. The linear array consists of ten 
antenna elements parallel to each other along x- and z- axes [Figure 4–5 (c)]. The design 
variables are the center positions of antenna elements along y-axis, 1cy , 2cy , 3cy , 4cy , 
5cy , 6cy , 7cy , 8cy , 9cy , and 10cy , ( [ ]1 10, ,cy cy=x … , dof 10N = ); that can vary in ranges 
 156 
[ ]50,50 mm− , [ ]150,250 mm, [ ]350,450 mm, [ ]550,650 mm, [ ]750,850 mm, 
[ ]950,1050 mm, [ ]1150,1250 mm, [ ]1350,1450 mm, [ ]1550,1650 mm, and 
[ ]1750,1850 mm, respectively. The observables are active VSWRki , SLLk , 1, ,10i = … , 
f1, ,k N= … , where f 21N =  is the number of equally-spaced frequency samples selected 
over the frequency band, and the radiation pattern values at 91 equally spaced θ  points, 
( )( 1)kE jφ θ− ∆ , 90 90θ∆ = ° , 1, ,91j = … , f1, ,k N= … . The observables are computed 
using the full-wave EM simulator of Zeland IE3D, whic  assumes infinite ground plane 
and dielectric substrates. The design goals are to achieve SLL -15 dBk ≤  
andactive VSWR 2ki ≤ , 1, ,10i = … , 1, ,21k = … .  
 
Figure 7–3 (a) Stacked patch antenna geometry. (b) Dimensions of patches (in mm). (c) 
Linear array of ten stacked patch antennas. 
The surrogate models of active VSWRki , SLL
k , 1, ,10i = … , 1, ,21k = … , and 
their pertinent radiation pattern values are generated using the vector fitting enhanced 
HDMR technique described in Section 6.2.4; the HDMR technique builds HDMR 
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expansions by including all first order component functions and the second order 
component functions with indices { , 1}m m + , 1, ,9m = … , and { , 2}n n + , 1, ,8n = … . The 
proposed method required 3625 deterministic simulations to generate surrogate models of 
{ }active VSWR ,SLLk ki , 1, ,10i = … , 1, ,21k = … , with maximum errors of 
{ }2 33.4513 10 ,7.1596 10− −× × . Once the surrogate models are generated, a classical GA is 
run to find the optimum design in D . Optimum design point is found to be [=x 11.30, 
193.35, 447.02, 631.53, 832.38, 992.60, 1187.69, 1372.35, 1642.70, 1822.64 ] mm. 
Active VSWRs and SLLs of the GA-synthesized array are compared with those of a 
uniformly spaced array with inter-element spacing of 200 mm [Figure 7–4 (a)-(k)]. 
Moreover, the radiation pattern of GA-synthesized array is plotted at five different 
frequencies [Figure 7–5]. Apparently, the proposed method finds a design that meets the 
specified design goals. Synthesizing this large array using a GA by relying on full-wave 
EM simulations would be impractical compared to the proposed method.  
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Figure 7–4 Comparison of (a)-(j) active VSWRs and (k) SLLs of synthesized array with 
those of uniformly spaced array over the frequency band.  
 
Figure 7–5 Radiation pattern of synthesized array at five different frequencies.  
7.2.3 Monopoles on a Naval Ship  
In the last example, the proposed method is applied to the placement of monopole 
antennas on a naval ship. The monopole antennas with length of 8 m and radius of 2 cm 
are excited from their bottoms by a sinusoidal voltage source with frequency of 30 MHz. 
The antennas are positioned on rectangular platforms at 7.92 mz =  and 9.16 mz = −  
[Figure 7–6]. The design variables are the center positions of bottoms of monopoles on 
rectangular platforms, 1cx , 1cy , 2cx , and 2cy , ( [ ]1 1 2 2, , ,cx cy cx cy=x , dof 4N = ); that can 
vary in ranges [ ]85,95 m, [ ]5,5 m− , [ ]51,59 m, and [ ]1.5,1.5 m− , respectively. The 
observable is the coupling between monopole antennas, 12S  (in dB scale), that are 
computed using the deterministic simulator described in Section 2.2.4. The design goal is 
to achieve minimum possible coupling; here it’s selected as 50 dB, i.e. 12 -50 dBS ≤ . 
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Figure 7–6 Geometry description of the naval ship and the platforms on which the 
monopoles are placed. 
The surrogate model of 12S  is generated using the HDMR technique that builds 
HDMR expansion by including all first and second order component functions. The 
proposed method required 1500 deterministic simulations to generate surrogate model of 
12S  with the error of 
21.2743 10−× . Once the surrogate models are generated, a classical 
GA is run to find the optimum design in D . Optimum design point is found to be 
[ ]95,2.89,51, 1.5 m= −x . At this design point, 12S  is computed as -48.8572 dB. For the 
sake of completeness, the radiation patterns of monopoles at optimum design point are 
illustrated in Figure 7–7. 
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CHAPTER 8  
CONCLUSIONS  
8.1 Conclusions 
In this thesis, efficient collocation methods with their applications to the EM 
analysis were presented. First, a Stroud-based SC method was introduced for statistically 
characterizing EMC/EMI phenomena on electrically large and complex platforms. Its 
accuracy and efficiency were demonstrated through its application to the several real-
world stochastic EMC/EMI scenarios. Second, an adaptive ME-PC method suitable for 
observables that potentially vary rapidly/nonsmoothly across the random domain was 
presented. The accuracy and efficiency of the ME-PC method were enhanced by its 
hybridization with Dirichlet kernel and demonstrated through its applications to the 
statistical characterization of EMC/EMI observables on electrically large and complex 
platforms and statistical characterization of TM and EM wave propagation through mine 
tunnels. In addition, a novel three-dimensional full-wave solver was proposed to be used 
in conjunction with the ME-PC method for statistically characterizing EM wave 
propagation in mine tunnels. Finally, a computational framework combining iterative 
HDMR technique with the ME-PC method was proposed. The proposed computational 
framework is finely tuned to broadband EM applications by its hybridization with the 
expansion of partial fractions. The accuracy and effici ncy of the proposed computational 
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framework were illustrated via its applications to the several real-world EMC/EMI 
scenarios and surrogate model based EM optimization pr blems.  
8.2 Ongoing Work 
The iterative HDMR technique is currently being applied to the statistical 
characterization of EM fields induced by transcranial magnetic stimulation (TMS) 
devices. TMS devices are used for studying brain functions and treating neurological 
disorders. Their functionality can not be ensured without carefully accounting for the 
uncertainties in TMS setup including the conductivities and sizes of brain tissues and the 
position of TMS device over the head. Preliminary results of this project show that the 
iterative HDMR method accurately and efficiently obtain the surrogate models of EM 
fields induced in a three sphere head model and in a real brain and thereby their statistics. 
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DERIVATION OF EQUATION (3.25)  
The expected value of an observable ( )V x  over the random domain D  can be 
expressed as  
 ( ) ( )
D
V V dE =   ∫x x x . (B.1) 
Inserting (3.24) into (B.1) yields  






n N mD n
V v x x DI x n x dE −
=− =
 
≅ − ∆    
 
∑ ∑∫x P xɶɶ . (B.2) 
Since the random variables are assumed to be mutually independent, (B.2) can be 
rewritten as  
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The expression in (B.3) can be split into two parts s  




V I x I x xE −
=−
 =    ∑x … . (B.4) 
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The integral inside square bracket, ( )dof 11, , NI x x −… , can be written by introducing 
( )dof 110 ,..., 1Nx x − =Pɶ  as  
 ( ) ( ) ( )dof dof
11
1 11 11 1 1 1
0
0












=∑ ∫ P P
⋯
ɶ ɶɶ… ⋯ . (B.5) 
Using the normalization/orthogonality condition, (B.5) can be reduced to  
 ( )dof 11 0, , NI x x v− = ɶ… . (B.6) 
Using (3.22), the remaining integral can be written explicitly as  
 ( ) ( )( )
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N x n x
I x dx
N x n x
 + − ∆ =
+ − ∆∫
. (B.7) 
Using the Lemma 6.4 in [134], the integral of Dirichlet kernel, ( )dofNI x , is obtained as  
 ( ) ( )dof 2 2 1NI x Nπ= + . (B.8) 
Since the assumed the distribution of dofNx  is uniform distribution, i.e. ( )dof 1 2Niw x π= , 
the resulting expression for ( )VE   x  is obtained as 










=   + ∑
x ɶ . (B.9) 
As the adaptive refinement scheme is employed on each cut along thdofN  dimension, (B.9) 






































DERIVATION OF EQUATION (3.26)  
The variance of an observable ( )V x  over the random domain D  can be 
expressed as  
 ( ) ( )( ) ( )( )22var V V VE E = −       x x x . (C.1) 
Using (3.21), the term ( )( )2VE   x  can be written as  
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Expanding the summation in (C.2) yields 
 

















V V DI x N x










where ( )dof dofdof 110 ,..., ,N N Nn xV V x x n x−∆  = ∆   is used temporarily for the sake of 
compactness. The square of integrand can be evaluated as  
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The sum of the terms in square bracket is zero since the integral of each term along thdofN  
dimension is zero (for the proof see Appendix B.1). Therefore, expression in (C.4) is 
simplified as 
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By considering that ( )dof dofdof 110 ,..., ,N N Nn xV V x x n x−∆  = ∆   and the random variables are 
mutually independent, (C.5) can be rewritten explicitly as  
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The expression in (C.6) can be split into two parts s  
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   ∑x … . (C.7) 
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Expanding the summation inside ( )dof 11, , NI x x −…  yields  
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The square of integrand in (C.8) can be evaluated as  
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Since the integral of each term in square bracket of (C.9) is zero due to the 
normalization/orthogonality relation, (C.9) can be simplified as  
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The remaining integrals can be evaluated again using orthogonality relation and the 
resulting expression for ( )dof 11, , NI x x −… is obtained as  









I x x v−
=
=∑ ɶ… . (C.11) 
Using (3.22), the term ( )dofNI x  in (C.7) can be written explicitly as  
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  + − ∆  =
 + − ∆
 
∫ . (C.12) 
The integral of the square of Dirichlet kernel ( )dofNI x  is obtained as (for the proof see 
Appendix B.2)  
 ( ) ( )dof 2 2 1NI x Nπ= + . (C.13) 
Since the assumed the distribution of dofNx  is uniform distribution, i.e. ( )dof 1 2Niw x π= , 
the resulting expression for ( )dofNI x  is obtained as 
 ( ) ( )dof 1 2 1NI x N= + . (C.14) 
Substituting (C.14) and (C.11) in (C.7) yields  
 

































As the adaptive refinement scheme is employed on each cut along thdofN  dimension, 
(C.15) can be adopted to the ME-PC formulation by considering the law of total 
probability as  
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  + ∑ ∑ ∑
x ɶ . (C.16) 
Substituting (C.16) and (B.10) in (C.1) yields 
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Here, th0  coefficient of the thp - order local gPC expansion in the first term can be 
written separately as  
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The terms in square bracket in (C.18) yields the variance of 0, j nvɶ , i.e.  
 ( ) ( )2 220, 0, 0, 0,j j j jn n nnv v v vE E E E      − = −      ɶ ɶ ɶ ɶ , (C.19) 
where [ ]E X , ( )220, 0, 0, 0,, ,j j j jn n nnX v v v vE  = −  ɶ ɶ ɶ ɶ , is given as  













Using (C.19) and (C.20), the expression in (C.18) can be updated as  
 
( ) ( )















j m j n
j n N m
N N









= +   +







When 0, j nX v= ɶ , the expression in (C.20) is the same as that in (B.10). So the final 
expression for the variance of an observable ( )V x  over the random domain D  can be 
obtained as  
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B.1 Proof for Equation (C.5) 
Assume 1N = , the integral of the first term in square bracket of (C.4) along thdofN  
dimension can be written as  




N N N NI DI x x DI x dx
π
= + ∆∫ . (C.23) 
Due to the proof of Lemma 6.4 in [134], Dirichlet kernels in integrand can be written 
explicitly as  
 ( )( ) ( )( )dof dof dof dof
2
0
1 2cos 1 2cosN N N NI x x x dx
π
= + + ∆ +∫ . (C.24) 
By noting dof 2 3Nx π∆ = , the result of integral in (C.24) is found to be 0. Similarly, the 
results of the integrals of remaining terms in square bracket of (C.4) along thdofN  
dimension are computed as 0. Although the proof here is given for 1N = , it is valid for 
any integer value of N . 
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B.2 Proof for Equation (C.13) 
To evaluate the integral in (C.12), the Dirichlet krnel can be written in terms of 
cosine functions as [134] 
 
( ) ( )( ) ( )





sin 2 1 2















 = + + + +
…
. (C.25) 
Inserting (C.25) into (C.12) yields  
 















I x x n x
N
N x n x dx





Considering the interval for dofNx  is [0,2 ]π , the result of the integral in (C.26) is 6π  for 
1N = , 10π  for 2N = , and 14π  for 3N = . By induction, the result of integral in (C.26) 
is obtained as ( )2 2 1Nπ +  for any integer value of N . To this end, the integral of the 
square of Dirichlet kernel ( )dofNI x  is obtained as  
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