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Abstract
We prove that n plane algebraic curves determine O(n(k+2)/(k+1)) points of k–th order
tangency. This generalizes an earlier result of Ellenberg, Solymosi, and Zahl on the number of
(first order) tangencies determined by n plane algebraic curves.
In [2], Ellenberg, Solymosi, and Zahl proved that n plane algebraic curves determine O(n3/2) points
of tangency. In this paper, we will consider the question of higher-order tangencies. We will show
that n plane algebraic curves determine O(n
k+2
k+1 ) points of k–th order tangency. Before we can do
so, we must precisely define what it means for two curves to have k–th order tangency.
Definition 1. Let k ≥ 1 be an integer. Let γ, γ˜ be algebraic curves in C2. Let (x, y) be a smooth
point of both γ and of γ˜. Applying a rotation if necessary, we can assume that neither γ nor γ˜ have
vertical tangent at (x, y). In a neighborhood of (x, y), we will parameterize γ as (t, h(t)) and γ˜ as
(t, h˜(t)). We say that γ and γ˜ are tangent at (x, y) to order ≥ k if |h(t) − h˜(t)| = O(|t − x|k) as
t→ x.
Remark 1. Our definition of tangency only applies to smooth points. However, since a degree
D plane curve has O(D2) singular points, any collection of n plane curves of degree at most D
collectively have OD(n) singular points, which is an acceptably small number. For a more algebraic
definition that does not require smoothness, we could say that γ and γ˜ are tangent at (0, 0) to order
≥ k if dimC C[[x, y]]/(f, f˜) ≥ k, where f (resp. f˜) is a square-free polynomial whose zero-locus is γ
(resp. γ˜) . We can then extend this definition to define tangency at the point (x, y) by translating
the point (x, y) to the origin. However, we will not use this approach here.
Definition 2. Let C be a set of irreducible algebraic curves in C2 and let k ≥ 1 be an integer. For
each p ∈ C2, define
mk,C(p) = |{γ ∈ C : there exists γ˜ ∈ C with γ˜ 6= γ so that γ and γ˜ are tangent to order ≥ k at p}|.
Our main result is the following bound on the number of k–th order tangencies.
Theorem 1. Let C be a set of n irreducible algebraic curves in C2, each of degree at most D. Let
k ≥ 1 be an integer. Then ∑
p∈C2
mk,C(p) = OD,k(n
k+2
k+1 ). (1)
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Remark 2. In [2], Ellenberg, Solymosi, and Zahl proved a bound on the number of (first order)
tangencies determined by a collection of plane algebraic curves in F 2, where F is an arbitrary field
whose characteristic is not too small compared to the number of curves. While we conjecture that a
similar result should hold for higher order tangencies, several of the techniques in the present paper
only work over C.
Our proof will use the “lifting” method developed by Ellenberg, Solymosi, and Zahl in [2]. The
basic idea is to lift a plane curve γ ⊂ C2 to a space curve Lk(γ) ⊂ C
2+k. The curve Lk(γ) will have
the property that if (x, y, z1, . . . , zk) ∈ Lk(γ), then (x, y) ∈ γ and the numbers z1, . . . , zk describe
the k-th order tangency data of γ at (x, y). This will be made precise in the lemma below.
Lemma 1 (Lifting). Let γ ⊂ C2 be an irreducible curve of degree at most D that is not a vertical
line, and let k ≥ 1 be an integer. Then there exists an irreducible curve Lk(γ) ⊂ C
2+k of degree
OD,k(1) with the following property. For each smooth point (x, y) ∈ γ where γ does not have vertical
tangent, there is a neighborhood U of (x, y); a neighborhood V of x; and a function g : V → C so
that γ ∩ U = {(t, y˜) ∈ U : y˜ = g(t)}. For all (t, y˜) ∈ γ ∩ U , we have (t, y˜, z1, . . . , zk) ∈ Lk(γ) if and
only if zj =
dj
dtj
g(t), j = 1, . . . , k.
Proof. Let f ∈ C[x, y] be an irreducible polynomial with Z(f) = γ. Consider y (locally) as a
function of x, and implicitly differentiate ddxf(x, y) k times; we obtain the k polynomial equations
P1(x, y, y
′) = 0, P2(x, y, y
′, y′′) = 0, . . . , Pk(x, y, y
′, . . . , y(k)) = 0. For example, if f(x, y) = x2 +
y2 − 1 and if k = 2, we obtain the equations 0 = P1(x, y, y
′) = 2x+ 2yy′ and 0 = P2(x, y, y
′, y′′) =
2 + 2(y′)2 + 2yy′′.
Define
L˜k(γ) = {(x, y, z1, . . . , zk) ∈ C
2+k : f(x, y) = 0, P1(x, y, z1) = 0,
P2(x, y, z1, z2) = 0, . . . , Pk(x, y, z1, . . . , zk) = 0}.
The polynomial f(x, y) is non-zero, and for each j = 1, . . . , k, the polynomial Pj(x, y, z1, . . . , zj)
is of the form zjQj(x, y, z1, . . . , zj−1) + Rj(x, y, z1, . . . , zj−1), where Qj is non-zero. In particular,
this means that L˜k(γ) is a proper intersection of k + 1 hypersurfaces in C
2+k, so it is a (possibly
reducible) algebraic space curve of degree OD,k(1).
Let pi : C2+k → C2 be the projection to the xy plane. The projection of each irreducible
component of L˜k(γ) is either Zariski dense in γ or is a union of finitely many points. If (x, y) ∈ γ
is a smooth point with non-vertical tangent, then by the implicit function theorem there exists a
neighborhood U of (x, y), a neighborhood V of x, and a function g : V → C so that γ∩U = {(t, y˜) ∈
V : y˜ = g(t)}. Then if (t, y˜) ∈ U , we have (t, y˜, z1, . . . zk) ∈ L˜k(γ) if and only if zj =
dj
dtj
g(t), j =
1, . . . , k. In particular, if γ is not a vertical line, then the fiber of the projection pi : L˜k(γ) → γ
above a generic point of γ has cardinality one. This implies that there exists a unique irreducible
component of L˜k(γ) whose projection is dense in γ. Call this component Lk(γ). We have already
established that Lk(γ) has the claimed properties.
We will also need the following two elementary results from complex analysis.
Theorem 2 (Holomorphic implicit function theorem). Let U ⊂ C2+k be open and let f : U → C be
holomorphic. Let (x, y, z1, . . . , zk) ∈ U and suppose f(x, y, z1, . . . , zk) = 0. If
d
dzk
f(x, y, z1, . . . , zk) 6=
0, then there exists an open set V ⊂ C2+(k−1) containing (x, y, z1, . . . , zk−1), a holomorphic function
g : V → C, and a neighborhood W ⊂ U of (x, y, z1, . . . , zk) so that
{(x˜, y˜, z˜1, . . . , z˜k) ∈W : f(x˜, y˜, z˜1, . . . , z˜k) = 0} = {(x˜, y˜, z˜1 . . . , z˜k) ∈W : z˜k = g(x˜, y˜, z˜1, . . . , z˜k−1)}.
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Theorem 3 (Nonlinear Cauchy-Kowalevski theorem for ODE). Let U ⊂ C2+(k−1) be a neighbor-
hood of the point (x, y, z1, . . . , zk−1). Let g : U → C be holomorphic. Then there exists a neighbor-
hood V of x so that there is a unique function h : V → C that satisfies the Cauchy problem


h(k)(t) = g(t, h(t), h′(t), . . . , h(k−1)(t)) for all t ∈ V,
h(x) = y,
h(j)(x) = zj , j = 1, . . . , k − 1.
Next we will establish several results that connect the behavior of the curve γ and its lift Lk(γ).
Lemma 2. Let P ∈ C[x, y, z1, . . . , zk]. Let γ, γ˜ be irreducible plane curves. Let k ≥ 1 be an integer
and let (x, y, z1, . . . , zk) ∈ C
2+k. Suppose that
• (x, y, z1, . . . , zk) ∈ Lk(γ) ⊂ Z(P ).
• (x, y, z1, . . . , zk) ∈ Lk(γ˜) ⊂ Z(P ).
• (x, y) is a smooth point of γ and γ˜ where neither curve has vertical tangent.
• ddzkP (x, y, z1, . . . , zk) 6= 0.
Then γ = γ˜.
Proof. By the implicit function theorem (Theorem 2), there exists a neighborhood U of (x, y, z1, . . . , zk−1)
and a holomorphic function g : U → C with g(x, y, z1, . . . , zk−1) = zk and
P (x˜, y˜, z˜1, . . . , z˜k−1, g(x˜, y˜, z˜1, . . . , z˜k−1)) = 0 for all (x˜, y˜, z˜1, . . . , z˜k−1) ∈ U.
Again by the implicit function theorem, there is a neighborhood V of x and functions h(t), h˜(t) : V →
C so that (t, h(t)) (resp. (t, h˜(t))) is a parameterization of γ (resp. γ˜) in a neighborhood of (x, y).
Thus for all t ∈ V , we have
(
t, h(t), h′(t), . . . , h(k)(t)
)
∈ Lk(γ),
and (
t, h(t), h′(t), . . . , h(k−1)(t)
)
∈ U.
Since Lk(γ) ⊂ Z(P ), we have
h(k)(t) = g
(
t, h(t), h′(t), . . . , h(k−1)(t)
)
for all t ∈ V,
i.e. the function h(t) satisfies the Cauchy problem


h(k)(t) = g(t, h(t), h′(t), . . . , h(k−1)(t)) for all t ∈ V,
h(x) = y,
h(j)(x) = zj , j = 1, . . . , k − 1.
On the other hand, the function h˜(t) satisfies the same Cauchy problem. By Theorem 3, we
conclude that there exists a neighborhood W ⊂ V of x so that h(t) = h˜(t) for all t ∈ W. Thus
γ = γ˜.
If distinct curves γ and γ′ satisfy the first three hypotheses of Lemma 2, then the fourth
hypothesis must fail. We will record this observation as the following corollary.
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Corollary 1. Let γ and γ˜ be distinct irreducible curves in C2, let P ∈ C[x, y, z1, . . . , zk], and
suppose that Lk(γ) ⊂ Z(P ) and Lk(γ˜) ⊂ Z(P ). Let (x, y, z1, . . . , zk) ∈ Lk(γ)∩Lk(γ˜). Suppose that
(x, y) is a smooth point of γ and γ˜ where neither curve has vertical tangent. Then
(x, y, z1, . . . , zk) ∈ Z(Q); Q =
d
dzk
P.
Since the curve Lk(γ) has degree OD,k(1), if Lk(γ) intersects Z(Q) in more than OD,k(degP )
places then by Be´zout’s theorem Lk(γ) must be contained in Z(Q). We will record this observation
as the following corollary.
Corollary 2. Let C be a set of irreducible algebraic curves in C2, each of degree at most D and
none of which are a vertical line. Let k ≥ 1 be a positive integer, let P ∈ C[x, y, z1, . . . , zk], and
suppose that Lk(γ) ⊂ Z(P ) for each γ ∈ C. Then for each curve γ ∈ C we have that either
|{Lk(γ) ∩ Lk(γ˜) : γ˜ ∈ C, γ˜ 6= γ}| = OD,k(degP ),
or
Lk(γ) ⊂ Z(Q); Q =
d
dzk
P.
We are now ready to prove Theorem 1. Our proof will use “polynomial method” ideas originally
developed by Dvir [1] and Guth and Katz [3]. The specific formulation used here is closely related
to the arguments used by Kaplan, Sharir, and Shustin in [4] to solve the joints problem in Rd.
Proof of Theorem 1. Applying a rotation if necessary, we can assume that none of the curves in C
are vertical lines and that no two curves in C are tangent at a point of vertical tangency.
For each subset C˜ ⊂ C, define
P2(Lk(C˜)) =
⋃
γ,γ˜∈C˜
γ 6=γ˜
Lk(γ) ∩ Lk(γ˜).
Observe that ∑
p∈C2
mk,C(p) =
∑
γ∈C
|P2(Lk(C)) ∩ Lk(γ)|.
Let CD,k be a large constant depending only on D and k. Let C0 = C. For each j = 1, . . . , let
Cj ⊂ Cj−1 be the set of curves for which |P2(Lk(Cj−1)) ∩ Lk(γ)| ≥ CD,kn
1
k+1 . With this definition,
we obtain an infinite sequence of nested sets C0 ⊃ C1 ⊃ C2 ⊃ . . . . Let N be the smallest index so
that CN = CN+1; we have N ≤ n. It might be the case that CN = ∅. Observe that
∑
γ∈C
|P2(Lk(C)) ∩ Lk(γ)| ≤ 2
N−1∑
j=0
∑
γ∈Cj\Cj+1
|P2(Lk(Cj)) ∩ Lk(γ)|+
∑
γ∈CN
|P2(Lk(CN )) ∩ Lk(γ)|.
The first (double) sum on the right contains at most |C| = n terms, each of which have size at
most CD,kn
1
k+1 . Thus the sum has size OD,k(n
k+2
k+1 ). To complete the proof, it suffices to show that
the second sum has size OD,k(n
k+2
k+1 ). We will show the stronger statement that |CN | = OD,k(n
1
k+1 )
(this in fact implies that CN = ∅ if the constant CD,k is chosen sufficiently large, though we will
not need this fact).
Let Pk ∈ C[x, y, z1, . . . , zk] be a non-zero polynomial of minimal degree that vanishes on the
curves {Lk(γ) : γ ∈ CN}. We have degPk = OD,k(|CN |
1
k+1 ) = OD,k(n
1
k+1 ). By Corollary 2, we have
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that if CD,k is chosen sufficiently large then Lk(γ) ⊂ Z(Qk), Qk =
d
dzk
Pk, for each γ ∈ CN . Since
degQk < degPk, we conclude that Qk = 0, i.e. Pk(x, y, z1, . . . , zk) = Pk−1(x, y, z1, . . . , zk−1) for
some non-zero polynomial Pk−1 ∈ C[x, y, z1, . . . , zk−1] of degree degPk−1 = degPk.
Observe that Pk−1 is a polynomial of minimal degree in C[x, y, z1, . . . , zk−1] that vanishes on
the curves {Lk−1(γ) : γ ∈ CN}; indeed, if there was a polynomial R(x, y, z1, . . . , zk−1) of smaller
degree that vanished on the curves {Lk−1(γ) : γ ∈ CN}, then the polynomial R˜(x, y, z1, . . . , zk) =
R(x, y, z1, . . . , zk−1) would contradict the requirement that Pk is a non-zero polynomial of minimal
degree that vanishes on the curves {Lk(γ) : γ ∈ CN}.
Repeating the above argument, we see that each of the curves Lk−1(γ), γ ∈ CN is contained in
Z(Qk−1), Qk−1 =
d
dzk−1
Pk−1, and thusQk−1 = 0, so Pk−1(x, y, z1, . . . , zk−1) = Pk−2(x, y, z1, . . . , zk−2).
Iterating this process k times, we obtain a polynomial P0 ∈ C[x, y] of degree OD,k(n
1
k+1 ) whose
zero-locus contains each of the curves from CN . We conclude that |CN | = OD,k(n
1
k+1 ).
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