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NEW ESTIMATES FOR A TIME-DEPENDENT
SCHRO¨DINGER EQUATION
MARIUS BECEANU
Abstract. This paper establishes new estimates for linear Schro¨dinger
equations in R3 with time-dependent potentials. Some of the results are
new even in the time-independent case and all are shown to hold for
potentials in scaling-critical, translation-invariant spaces.
The proof of the time-independent results uses a novel method based
on an abstract version of Wiener’s Theorem.
1. Introduction
1.1. Overview. Consider the linear Schro¨dinger equation in R3
i∂tZ +HZ = F, Z(0) given, (1.1)
where
H = H0 + V = −∆+ V, (1.2)
where V may be real or complex-valued, in the scalar case and
H = H0 + V =
(
∆− µ 0
0 −∆+ µ
)
+
(
W1 W2
−W 2 −W1
)
, µ > 0 (1.3)
in the matrix nonselfadjoint case. W1 is always taken to be real-valued, while
W2 may also be complex-valued. We treat all cases in a unified manner.
Let R0(λ) = (H0−λ)−1 be the resolvent of the unperturbed Hamiltonian,
R0(λ
2)(x, y) =
1
4π
eiλ|x−y|
|x− y| (1.4)
in the scalar case (1.2) and
R0(λ
2 + µ)(x, y) =
1
4π

− e−
√
λ2+2µ|x−y|
|x−y| 0
0 e
iλ|x−y|
|x−y|

 (1.5)
in the matrix case (1.3). For a multiplicative decomposition V = V1V2, such
that V2R0(λ)V1 ∈ L(L2, L2) (bounded from L2 to itself), the exceptional set
E is defined as the set of λ ∈ C such that (I + V2R0(λ)V1)−1 6∈ L(L2, L2).
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Throughout this paper we make the simplifying assumption that E is
disjoint from the spectrum of H0. In R3, this assumption holds generically.
The opposite situation requires separate treatment.
In proving our estimates for the solution Z of (1.1), we use an abstract
version of Wiener’s Theorem, which also presents independent interest.
Theorem 1.1. Let H be a Hilbert space and K = L(H,MtH) be the algebra
of bounded operators from H to MtH, where MtH is the space of H-valued
Borel measures on R of finite mass, see (2.1).
If A ∈ K is invertible then Â(λ) is invertible for every λ. Conversely,
assume Â(λ) is invertible for each λ, A = I + L, and
lim
ǫ→0
‖L(·+ ǫ)− L‖K = 0, lim
R→∞
‖(1− χ(t/R))L(t)‖K = 0 (1.6)
Then A is invertible in K.
Moreover, if A is supported on [0,∞), then so is A−1, by Lemma 2.5.
Another helpful result is the following:
Proposition 1.2. Let H0 be as in (1.2) or (1.3). Then∫
R
‖eitH0f‖L6,∞ dt ≤ C‖f‖L6/5,1 . (1.7)
We actually prove the stronger inequality∑
n∈Z
2n sup
t∈[2n,2n+1)
‖eitH0f‖L6,∞ ≤ C‖f‖L6/5,1 . (1.8)
We use Proposition 1.2 in the context of Theorem 1.1 — to show, for specific
weights V1 and V2, that V2e
itH0V1 is an operator-valued measure of finite
mass.
Finally, let L
3/2,∞
0 be the weak-L
3/2 closure of the set of bounded com-
pactly supported functions. The following is the main result for time-
independent potentials:
Theorem 1.3. Let Z be a solution of the linear Schro¨dinger equation (1.1)
i∂tZ +HZ = F, Z(0) given.
Assume that H = H0+V , V is as in (1.2) or (1.3), and that no exceptional
values of H are contained in σ(H0). Then Strichartz estimates hold: if
V ∈ L3/2,∞0 then
‖PcZ‖L∞t L2x∩L2tL6,2x ≤ C
(
‖Z(0)‖2 + ‖F‖L1tL2x+L2tL6/5,2x
)
(1.9)
and if V ∈ L3/2,1 then
‖PcZ‖L1tL6,∞x ≤ C
(
‖Z(0)‖L6/5,1 + ‖F‖L1tL6/5,1x
)
. (1.10)
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Here Pc is the projection on the continuous spectrum of H.
Equation (1.1) is invariant under rescaling: replacing Z(t, x) in this equa-
tion by Z(α2t, αx), V (x) by α2V (αx), and F (t, x) by F (α2t, αx), the equa-
tion remains valid. It is natural to study (1.1) under scaling-invariant norms.
Our results are scaling-invariant in that V appears with scaling-invariant
norms and in that the constants in (1.7), (1.9), and (1.10) remain the same
after rescaling.
Using Lorentz spaces instead of the more usual Sobolev spaces is essential
in the statements and proofs of (1.7) and (1.10). It also allows an improve-
ment in (1.9) — from L3/2, proved in [Gol1], to weak-L3/2, the weakest
space of potentials for which Strichartz estimates are known so far. Esti-
mate (1.10) is entirely new.
Note that if V is scalar, real-valued, and in L3/2, then it is enough to
assume that zero is not an eigenvalue or a resonance of H. This follows
from [IoJe]. Proposition 2.9 summarizes the known spectral properties of H
if V ∈ L3/2,∞0 .
Overall, Lorentz spaces provide a convenient unified framework for our
methods, some of which are based on real interpolation (see the Appendices).
Remark 1.4. For Z(0) = 0, the dual of (1.10) is
‖PcZ‖L∞t L6,∞x ≤ C‖F‖L∞t L6/5,1x . (1.11)
Real interpolation between (1.9) and (1.10) produces
‖PcZ‖LptL6,px ≤ C
(‖Z(0)‖Lq,p + ‖F‖L1tLq,px +LptL6/5,px ), (1.12)
where 1 ≤ p ≤ 2 and 3/(2q) = 1/p + 1/4.
In particular, this estimate and its dual have a simple form for p = 6/5:
Proposition 1.5. For Z(0) = 0 and V ∈ L3/2, provided zero is not a
resonance or eigenvalue for H = H0 + V ,
‖PcZ‖L6/5t L6,6/5x ≤ C‖F‖L6/5t,x ; ‖PcZ‖L6t,x ≤ C‖F‖L6tL6/5,6t,x . (1.13)
Other estimates, such as t−3/2 decay estimates or wave operator estimates,
will be the subject of separate papers, such as [BeGo] or [Bec3]. These results
make use of Wiener’s Theorem, Theorem 1.1, in an even more general form.
1.2. Time-dependent potentials. We turn to time-dependent potentials.
The difference is that, in this case, the Fourier transform of a kernel T (t, s)
which is not invariant under time translation is no longer a multiplier T̂ (λ) :
H → H for each λ; it is a family of non-local operators instead. Such a
generalization was studied by Howland [How].
We shall not follow this direction here; instead, we look only at perturba-
tions of operators that are invariant under time translation, whose Fourier
transform is then a perturbation of a multiplier operator.
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Our results in the time-dependent case are, to some extent, independent
from those for time-independent potentials. If Strichartz estimates or (1.10)
hold, no matter how they were obtained, then we can extend them to the
case of time-dependent potentials.
Theorem 1.3 implies the following easy generalization of itself:
Corollary 1.6. Let Z be a solution of
i∂tZ +HZ + V˜ (t, x)PcZ = F, Z(0) given. (1.14)
Let H = H0 + V be such that no exceptional values of H are contained in
σ(H0). If V ∈ L3/2,∞0 and if ‖V˜ ‖L∞t L3/2,∞x is sufficiently small, then
‖PcZ‖L∞t L2x∩L2tL6,2x ≤ C
(
‖Z(0)‖2 + ‖F‖L1tL2x+L2tL6/5,2x
)
. (1.15)
If V ∈ L3/2,1 and if ‖V˜ ‖
L∞t L
3/2,1
x
is sufficiently small, then
‖PcZ‖L1tL6,∞x ≤ C
(
‖Z(0)‖L6/5,1 + ‖F‖L1tL6/5,1x
)
. (1.16)
In other words, we can add a small time-dependent potential term, which
depends in an arbitrary manner on both x and t.
If instead of V˜ (t, x)PcZ we have V˜ (t, x)Z, this term may interact with the
point spectrum, so we need to control PpZ in the same norm: for example,
‖PcZ‖L1tL6,∞x ≤ C
(
‖Z(0)‖L6/5,1 + ‖F‖L1tL6/5,1x + ‖PpZ‖L1tL6,∞x
)
. (1.17)
The situation is different for large time-dependent potentials, which may
destroy dispersive estimates. However, we shall study a particular kind of
time-dependent potentials, for which dispersive estimates still hold.
Consider the following manifold of unitary transformations U : R4 ×
SO(3) → L(L2, L2), given by a combination of translations, rotations, and
change of complex phase:
U(D,A,Ω) = ΩeD∇+iAσ3 (1.18)
in the matrix case and
U(D,A,Ω) = ΩeD∇+iA (1.19)
in the scalar case. Here D represents the translation, Ω the rotation, and A
the change of complex phase.
Within this manifold, we consider a one-parameter family of transforma-
tions U(t) := U(π(t)), governed by a parameter path π(t):
π : R→ R4 × SO(3), π(t) = (D(t), A(t),Ω(t)), (1.20)
where D(t) ∈ R3, A(t) ∈ R, and Ω(t) ∈ SO(3). Thus,
U(t) = Ω(t)eD(t)∇+iA(t)σ3 , respectively U(t) = Ω(t)eD(t)∇+iA(t). (1.21)
In the sequel, we assume that the derivative of π is essentially bounded:
‖π′‖∞ <∞. In particular, SO(3) is a Lie group, endowed with a canonical
Riemannian metric; we use it to measure ‖Ω′‖∞.
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We plug this family of unitary transformations into the equation (1.1) as
follows, obtaining a time-dependent potential:
i∂tR(t) + (H0 + U(t)−1V U(t))R(t) = F (t), R(0) given. (1.22)
The Hamiltonian at time t is a conjugate of H:
H0 + U(t)−1V U(t) = U(t)−1HU(t) = U(t)−1(H0 + V )U(t), (1.23)
since H0 and U commute.
The change of phase eiA is trivial in the scalar case, since it commutes
with V , but eiAσ3 is nontrivial in the matrix case, since eiAσ3V 6= V eiAσ3 .
If U is of the form (1.18), then (1.22) becomes
i∂tR(t) + (H0 + V (t, x))R(t) = F (t), R(0) given, (1.24)
where
V (t, x) =
(
W1(Ω(t)x− Ω(t)D(t)) eiA(t)W2(Ω(t)x− Ω(t)D(t))
−e−iA(t)W 2(Ω(t)x− Ω(t)D(t)) −W1(Ω(t)x− Ω(t)D(t))
)
.
(1.25)
The potential V (x, t) has the same shape at all times t, but can rotate or
change position and complex phase.
In the scalar case, the equation looks the same, but V (t, x) is given by
V (t, x) = V (Ω(t)x− Ω(t)D(t)), (1.26)
so A(t) does not even enter the equation.
Assume that π is continuous and a.e. differentiable. Then, denote Z(t) =
U(t)R(t) and rewrite the equation in the new variable Z:
i∂tZ(t)−i∂tU(t)U(t)−1Z(t)+H0Z(t)+V Z(t) = U(t)F (t), Z(0) = U(0)R(0).
(1.27)
In case U is given by (1.19) and Ω(t) = I, (1.27) becomes
i∂tZ − iD′(t)∇Z +A′(t)σ3Z +HZ = UF, Z(0) given. (1.28)
In this formulation the potential is constant, plus the higher-order pertur-
bation −iD′(t)∇+A′(t)σ3.
More generally, we can also consider a manifold of transformations U(π),
a one-parameter path U(t) := U(π(t)) within it, and construct a time-
dependent potential like above. The subsequent theorem is formulated ab-
stractly, for such a general situation, but we always keep in mind the concrete
cases (1.18) and (1.19).
The main abstract result in the time-dependent setting is the following:
Theorem 1.7. Consider equation (1.22), for H = H0 + V as in (1.2) or
(1.3) and V in L
3/2,∞
0 , not necessarily real-valued:
i∂tR(t) + (H0 + U(t)−1V U(t))R(t) = F (t), R(0) given.
Let Pc be the continuous spectrum projection of H and
Pc(t) = U(t)
−1PcU(t), Pp(t) = U(t)−1PpU(t) = I − Pc(t). (1.29)
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Assume that U(t), t ∈ R, is a family of maps determined by an a.e. differ-
entiable parameter path π(t), with the following properties:
P1 U(t) and U(t)−1 are uniformly Lp-bounded maps, for 1 ≤ p ≤ ∞.
P2 For every t ∈ R, U(t) commutes with H0.
P3 For some N and for almost every τ ∈ R
lim
‖π′‖∞→0
sup
t−s=τ
∥∥∥〈x〉−N(U(t)U(s)−1ei(t−s)H0 − ei(t−s)H0)〈x〉−N∥∥∥
2→2
= 0.
(1.30)
P4 For any eigenfunction f of H or H∗, ‖∂tU(t)U−1(t)f‖L6/5,2 ≤ C‖π′‖∞.
Assume that ‖π′‖∞ is sufficiently small (in a manner that depends on V )
and there are no exceptional values of H embedded in σ(H0). Then, one has
‖Pc(t)R(t)‖L∞t L2x∩L2tL6,2x ≤ C
(
‖R(0)‖2+‖F‖L1tL2x+L2tL6/5,2x +‖Pp(t)R(t)‖L2tL6,2x
)
.
(1.31)
Further assume that V ∈ L3/2,1 and P4 holds with L6/5,1. Then
‖Pc(t)R(t)‖L1tL6,∞x ≤ C
(
‖R(0)‖L6/5,1 + ‖F‖L1tL6/5,1x + ‖Pp(t)R(t)‖L1tL6,∞x
)
.
(1.32)
By Lemma 2.16, we show that U(t) given by (1.18) or (1.19) and (1.20)
has properties P1–P4, so Theorem 1.7 applies. In particular, we obtain
Corollary 1.8. Consider a solution of (1.24), where V (x, t) is in the form
(1.25) or (1.26). Assume that V ∈ L3/2,∞0 , H has no exceptional values in
(−∞,−µ] ∪ [µ,∞), and that ‖Ω′‖L∞t , ‖D′‖L∞t , and ‖A′‖L∞t are sufficiently
small, in a manner that depends on V . Then
‖Pc(t)R‖L∞t L2x∩L2tL6,2x ≤ C
(
‖R(0)‖L2 + ‖F‖L1tL2x+L2tL6/5,2x + ‖Pp(t)R‖L2tL6,2x
)
.
(1.33)
If V ∈ L3/2,1, then
‖Pc(t)R‖L1tL6,∞x ≤ C
(
‖R(0)‖L6/5,1 + ‖F‖L1tL6/5,1x + ‖Pp(t)R‖L1tL6,∞x
)
. (1.34)
We also formulate the analogous conclusion for (1.28):
Corollary 1.9. Consider a solution of (1.28). Assume that V ∈ L3/2,∞0 ,
that H has no exceptional values in (−∞,−µ] ∪ [µ,∞), and that ‖D′‖L∞t
and ‖A′‖L∞t are sufficiently small, in a manner that depends on V . Then
‖PcZ‖L∞t L2x∩L2tL6,2x ≤ C
(
‖Z(0)‖L2 + ‖F‖L1tL2x+L2tL6/5,2x + ‖PpZ‖L2tL6,2x
)
.
(1.35)
If V ∈ L3/2,1, then
‖PcZ‖L1tL6,∞x ≤ C
(
‖Z(0)‖L6/5,1 + ‖F‖L1tL6/5,1x + ‖PpZ‖L1tL6,∞x
)
. (1.36)
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We omit the proofs of Corollary 1.8 and Corollary 1.9, since they are
straightforward applications of Theorem 1.7.
One can find numerous other families satisfying properties P1–P4 of The-
orem 1.7. As an example, let U˜(t) = ei(
∫ t
0 β(τ) dτ)|∇|s), 0 ≤ s < 1/4. It then
suffices to see that (ei|ξ|
s
)∧ ∈ L1 on R3.
1.3. History of the problem. The scalar selfadjoint case. The study of
decay estimates for Schro¨dinger’s equation with a potential has a long his-
tory. In the 1970’s, Rauch [Rau] and Jensen–Kato [JeKa] studied the local
decay of solutions to (1.1) in weighted L2 spaces, under suitable conditions
on the potential V and taking into account threshold eigenvalues or reso-
nances. Global decay of solutions was later established by Journe´–Soffer–
Sogge, [JSS], who proved in Rn that
‖eit(−∆+V )Pcf‖L∞ ≤ C|t|−n/2‖f‖L1 , (1.37)
when n ≥ 3, zero is neither an eigenvalue, nor a resonance, and, roughly,
|V (x)| ≤ C|x|−4−n and V̂ ∈ L1.
Keel–Tao [KeTa] obtained endpoint Strichartz estimates for the free Schro¨-
dinger and wave equations and introduced a method for obtaining such end-
point inequalities, which can also be used in more general situations.
Based on [KeTa], Rodnianski–Schlag [RoSc] proved nonendpoint Strichartz
estimates for large potentials with 〈x〉−2−ǫ decay. Yajima obtained disper-
sive estimates for Schro¨edinger’s equation, under rapid decay assumptions
on the potential, both directly [Yaj1] and by proving the boundedness of
wave operators first [Yaj2]. His estimates [Yaj3] also apply in the presence
of threshold eigenvalues or resonances.
Goldberg proved, in [Gol2], dispersive estimates for almost-critical po-
tentials and, in [Gol1], Strichartz estimates for L3/2 — thus scaling-critical
— potentials. Burq–Planchon–Stalker–Tahvildar-Zadeh, in [BPST1] and
[BPST2], obtained decay and Strichartz estimates for a class of L3/2,∞ po-
tentials (under specific regularity assumptions).
Lorentz spaces are essential in the statement of (1.10): Lebesgue spaces
will only lead to decay rates of the form t−s for s ∈ R, which are never
integrable (in particular, t−1 is not integrable). Lorentz spaces enable us to
replace t−1 by an integrable rate of decay, in a scaling-invariant setting.
Estimates (1.10) and (1.13) are related to the more general ones of Foschi,
[Fos]. His result, stated here in a form relevant for comparison, is that if
‖e−itHPceisH∗P ∗c ‖L(L1,L∞) ≤ C|t− s|3/2, (1.38)
then
‖e−itHPceisH∗P ∗c F‖LqtLrx ≤ C‖F‖Lq˜′t Lr˜′x . (1.39)
q˜′ and r˜′ are dual exponents to q˜ and r˜ and both (q, r) and (q˜, r˜) must satisfy
1 ≤ q, r ≤ ∞, 1
q
<
3
2
− 3
r
, q ≤ r, (1.40)
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and likewise for (q˜, r˜); in addition,
1
q
+
1
q˜
=
3
2
(
1− 1
r
− 1
r˜
)
, r˜ < 3r, r < 3r˜. (1.41)
Then, (1.10) is in a forbidden region under Foschi’s conditions, being
given by (q, r) = (1, 6), (q˜, r˜) = (∞, 6). (1.13) is the allowed endpoint case
(q, r) = (6, 6), (q˜, r˜) = (6/5, 6); however, (1.38) is not generally true if V is
only in L3/2, so (1.13) does not follow from [Fos] either.
The result of Foschi differs even more from that of the current paper in the
nonselfadjoint case, where H 6= H∗, but such differences can be overcome;
see, for example, [Bec1].
The matrix nonselfadjoint case. The Hamiltonian (1.3) is nonselfadjoint,
leading to specific difficulties not present in the selfadjoint case. In par-
ticular, one needs to reprove the boundedness of the wave operators, the
limiting absorption principle, or even the L2 boundedness of the time evolu-
tion. They do not follow as in the selfadjoint case, where, for example, the
unitarity of the time evolution immediately implies the L2 boundedness.
In [Sch], Schlag proved L1 → L∞ dispersive estimates for the Schro¨dinger
equation with a nonselfadjoint Hamiltonian, as well as non-endpoint Stric-
hartz estimates. Erdogˆan–Schlag [ErSc] proved L2 bounds for the evolution
and a more detailed analysis of decay in the presence of threshold eigenval-
ues or resonances. In [Bec1], endpoint Strichartz estimates in the nonselfad-
joint case were obtained following the method of Keel–Tao. More recently,
Cuccagna–Mizumatchi [CuMi] derived all of the above from the boundedness
of the wave operators, under more stringent conditions on the potential V .
Time-dependent estimates. Many estimates concerning the linear Schro¨-
dinger equation with time-dependent potentials refer to the time-periodic
case. These include the work of Goldberg [Gol1], of Costin–Lebowitz–
Tanveer [CLT], of Galtbayar–Jensen–Yajima [GJY], of Bourgain [Bou2] (for
quasiperiodic potentials), and of Wang [Wan].
Other results in the time-dependent setting belong to Howland [How],
Kitada–Yajima [KiYa], Rodnianski–Schlag [RoSc], to Bourgain [Bou1], [Bou3],
[Bou4], and to Delort; see [Del].
The current paper’s result, Theorem 1.7, allows only for a specific kind of
time dependence of the potential: it can change its position, but not its pro-
file. However, this case is important because it exactly describes the motion
of a soliton that arises as the solution of a semilinear dispersive equation.
The linear estimates are then useful in controlling a solution that is close to a
soliton, hence in proving the latter’s stability or instability under small per-
turbations. The same considerations apply to other nonlinear phenomena,
such as vortices.
An even more general situation, studied in this paper, is one where the
potential can not only move, but also rotate. Estimates in this case are
useful in studying the stability of a soliton that is not radially symmetric
and is free to rotate.
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Concretely, making use of the techniques introduced here, recent papers
such as [Bec2], [NaSc1], or [NaSc2] improve upon older results in [Bec1] or
[Sch] — by allowing perturbations in energy-space or better, without decay
— and upon [CuMi], by allowing the soliton and its perturbations to have
a translation movement.
1.4. Paper outline. Time-independent potentials. We use Wiener’s The-
orem in the form of Theorem 1.1, as follows. Consider a decomposition of
the potential V into
V = V1V2, V1 = |V |1/2 sgnV, V2 = |V |1/2. (1.42)
In the matrix nonselfadjoint case (1.3), an analogous decomposition is
V = V1V2, V1 = σ3
(
W1 W2
W 2 W1
)1/2
, V2 =
(
W1 W2
W 2 W1
)1/2
, σ3 =
(
1 0
0 −1
)
.
(1.43)
By Duhamel’s formula,
Z(t) = eitHZ(0)− i
∫ t
0
ei(t−s)HF (s) ds
= eitH0Z(0)− i
∫ t
0
ei(t−s)H0F (s) ds + i
∫ t
0
ei(t−s)H0V Z(s) ds.
(1.44)
In addition, for any multiplicative decomposition V = V1V2 of the potential,
V2Z(t) = V2
(
eitH0Z(0)−i
∫ t
0
ei(t−s)H0F (s) ds
)
+i
∫ t
0
(V2e
i(t−s)H0V1)V2Z(s) ds.
(1.45)
Consider the kernel defined by
(TV2,V1F )(t) =
∫ t
0
(V2e
i(t−s)H0V1)F (s) ds (1.46)
and its Fourier transform in regard to time
T̂V2,V1(λ) = iV2R0(λ)V1. (1.47)
To apply Theorem 1.1, we need to establish that the kernel of TV2,V1 is time
integrable. We do this by Proposition 1.2, which implies that, for H = L2
and V1, V2 ∈ L3,2 as given by (1.42) and (1.43), TV2,V1 ∈ K = L(H,MtH).
Invertibility of I−iTV2,V1 within K, addressed by Theorem 1.1, is directly
related to Strichartz estimates. Indeed, at least formally we can write
V2Z(t) = (I − iTV2,V1)−1V2
(
eitH0Z(0)− i
∫ t
0
ei(t−s)H0F (s) ds
)
. (1.48)
If the operator I − iTV2,V1 can be inverted, then the computation is jus-
tified. However, as we shall see in Lemma 2.16, this is not the case and we
need to introduce a correction, to account for the eigenvalues.
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Accordingly, in Lemma 2.16 we construct V˜1 and V˜2, which equal V1 and
V2 plus exponentially small terms, such that I − iTV˜2,V˜1 is invertible, then
carry on the demonstration for this operator instead.
Time-dependent potentials. The results in this case are derived in a per-
turbative manner from those for time-independent potentials. However, the
perturbation is not small in Strichartz or similar spaces, so we use a partic-
ular method to account for it.
Denote
T˜V˜2,V˜1F (t) =
∫ t
−∞
V˜2e
i(t−s)H0U(t)U(s)−1V˜1F (s) ds, (1.49)
respectively
T˜V˜2,IF (t) =
∫ t
−∞
V˜2e
i(t−s)H0U(t)U(s)−1F (s) ds. (1.50)
Following several transformations, we reduce equation (1.22) to
(I − iT˜V˜2,V˜1)V˜2Z˜(t) = T˜V˜2,I(−iF˜ (s) + δs=0Z˜(0)). (1.51)
If we can invert I− iT˜V˜2,V˜1 , this will imply the desired estimates. To do this,
we show that
lim
‖π′‖∞→0
‖T˜V˜2,V˜1 − TV˜2,V˜1‖ → 0 (1.52)
where TV˜2,V˜1 has the form (1.46). Then, we use the Strichartz estimates
obtained in the time-independent case to show that I − iTV˜2,V˜1 is invertible.
Indeed, if A is an invertible operator and ‖A−B‖ < 1/‖A−1‖, then B is
also invertible and its inverse is given by
B−1 = A−1 +A−1(A−B)A−1 + . . . . (1.53)
This is the case here, so I − iT˜V˜2,V˜1 is invertible.
2. Proof of the results
2.1. Wiener’s Theorem. Let H be a Hilbert space, L(H,H) be the space
of bounded linear operators from H to itself, and MtH be the set of H-
valued measures of finite mass on the Borel algebra of R. MtH is a Banach
space, with the norm
‖µ‖MtH = sup
{ n∑
k=1
‖µ(Dk)‖H | Dk disjoint Borel sets
}
. (2.1)
Note that the absolute value of µ ∈MtH given by
|µ|(D) = sup
{ n∑
k=1
‖µ(Dk)‖H |
n⋃
k=1
Dk = D, Dk disjoint Borel sets
}
(2.2)
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is a positive measure of finite mass (bounded variation) and ‖µ(D)‖H ≤
|µ|(D). By the Radon–Nikodym Theorem, µ is in MtH if and only if it has
a decomposition
µ = µ∞|µ| (2.3)
with |µ| ∈ Mt (the space of real-valued measures in t of finite mass) and
µ∞ ∈ L∞d|µ|(t)H.
Furthermore, ‖µ‖MtH = ‖|µ|‖M and the same holds if we replace H by
any Banach space.
Definition 2.1. Let K = L(H,MtH) be the algebra (under convolution) of
bounded operators from H to MtH.
Remark 2.1. Examples of elements of K are:
• the identity I: I(h) = δt=0h for any h ∈ H;
• scalar functions or measures, in general: if f ∈ L1t or Mt and h ∈ H, let
f(h) = f(t)h;
• product form operators k(t) = f(t)A0, where f ∈ Mt, A0 ∈ L(H,H):
for h ∈ H, let A(t)h = f(t)(A0h);
• collections of operators A(t), such that A(t) ∈ L(H,H) for almost all t
and
∫ ‖A(t)‖L(H,H) dt <∞;
• finally, we also give an example that falls under none of the above cate-
gories, but is covered by the definition of K. Let H = L2(R), f0 ∈ L2(R)
be fixed, and A(t) =
(
f(t)f0(t)
)
f0. Then, for any f ∈ L2∫
R
‖A(t)f‖2 dt ≤ ‖f0‖2
∫
R
|f(t)f0(t)| dt ≤ ‖f0‖22‖f‖2, (2.4)
so A ∈ K, but A(t) is not bounded on L2 for any t, because L2 6⊂ L∞.
The following lemma also serves to clarify Definition 2.1:
Lemma 2.2. K takes MtH into itself by convolution, is a Banach algebra
under convolution, and multiplication by bounded continuous functions (and
L∞ Borel measurable functions) is bounded on K:
‖fA‖K ≤ ‖f‖∞‖A‖K . (2.5)
Furthermore, by integrating an element A of K over R one obtains
∫
R
A ∈
L(H,H), with ‖ ∫
R
A‖L(H,H) ≤ ‖k‖K .
Proof. Boundedness of multiplication by continuous or L∞ functions follows
from the decomposition µ = µ0|µ| for µ ∈MtH. The last stated property is
a trivial consequence of the definition of MtH.
Let µ ∈ MtH, A ∈ K. Consider the product measure µ˜ first defined on
product sets D1 × D2 ⊂ R × R by µ˜(D1 × D2) = k(µ(D2))(D1). This is
again a measure of finite mass, µ˜ ∈Mt,sH, and
‖µ˜‖Mt,sH ≤ ‖A‖K‖µ‖MtH . (2.6)
We then naturally define the convolution of an element of K with an element
of MtH, by setting A(µ)(D) = µ˜({(t, s) | t+ s ∈ D}).
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Thus, each A ∈ K defines a bounded translation-invariant linear map
from MtH to itself:
‖A(µ)‖MtH ≤ ‖A‖K‖µ‖MtH . (2.7)
The correspondence is bijective, as any translation-invariant A˜ ∈ L(MtH,MtH)
defines an element A ∈ K by A(h) = A˜(δt=0h). These operations are indeed
inverses of one another.
Associativity follows from Fubini’s Theorem. K is a Banach space by
definition. The algebra property of the norm is immediate from (2.7). 
Note that, due to our choice of a Hilbert space H, if A ∈ K then A∗ ∈ K
as well.
Define the Fourier transform of any element in K by
Â(λ) =
∫
R
e−itλ dA(t). (2.8)
This is a bounded operator from H to itself. By dominated convergence,
Â(λ) is a strongly continuous (in λ) family of operators for each A and, for
each λ,
‖Â(λ)‖H→H ≤ ‖A‖K . (2.9)
This follows from (2.5).
The Fourier transform on R of the identity is Î(λ) = I for every λ;
Â∗ = (Â)∗. Also, the Fourier transform takes convolution to composition.
If a kernel A ∈ K has both a left and a right inverse, they must be the
same, b = b ∗ I = b ∗ (A ∗B) = (b ∗ A) ∗B = I ∗B = B.
Fix a cutoff function χ supported on a compact set and which equals one
on some neighborhood of zero. We specify that the inverse Fourier transform
on R is
f∨(t) =
1
2π
∫
R
eitλf(λ) dλ. (2.10)
Theorem 2.3. Let K be the operator algebra of Definition 2.1. If A ∈ K
is invertible then Â(λ) is invertible for every λ. Conversely, assume Â(λ)
is invertible for each λ, A = I + L, and
lim
ǫ→0
‖L(·+ ǫ)− L‖K = 0, lim
R→∞
‖(1 − χ(t/R))L(t)‖K = 0. (2.11)
Then A is invertible.
Remark 2.4. If L is in a closed unital subalgebra of K with some specific
properties, then its inverse will also belong to the same. This stability
property helps in proving a precise decay rate for the inverse.
For example, if ‖A(t)‖ ≤ C〈t〉−3/2, then ‖A−1(t)‖ ≤ C˜〈t〉−3/2 as well.
We do not use compactness or Fredholm’s alternative explicitly. A subset
of L1t is precompact if and only if its elements are equicontinuous and decay
uniformly at infinity — conditions that are actually required above, but not
equivalent to compactness on L1tH.
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The set Kc of equicontinuous operators, that is
Kc = {L ∈ K | lim
ǫ→0
‖L(·+ ǫ)− L‖K = 0} (2.12)
is a closed ideal, is translation invariant, contains the set of those kernels
which are strongly measurable and L1 (but Kc is strictly larger), and I is
not in it.
Likewise, the set K0 of kernels that decay at infinity, that is
K0 = {L ∈ K | lim
R→∞
‖χ|t|>RL(t)‖K = 0}, (2.13)
is a closed subalgebra. It contains the strong algebras that we defined
above. Note that for operators A ∈ K0 the Fourier transform is also a
norm-continuous family of operators, not only strongly continuous.
The proof will also ensure that, if I + L belongs to (Kc ∩K0) ⊕ CI and
is invertible in K, then its inverse is of the same form.
Proof of Theorem 2.3. If A is invertible, that is A ∗ A−1 = A−1 ∗ A = I,
then applying the Fourier transform yields
Â(λ)Â−1(λ) = Â−1(λ)Â(λ) = I (2.14)
for each λ, so Â(λ) is invertible.
Conversely, assume Â(λ) is invertible for every λ. Without loss of gen-
erality, we can replace A with A ∗ A∗. Then, the theorem’s hypotheses are
preserved and, in addition, Â(λ) is non-negative for every λ.
A non-negative operator is invertible if and only if it is strictly positive,
so Â(λ) > 0 for every λ.
Fix λ0 ∈ R and let χ be a Schwartz-class function, such that suppχ ⊂
[−2, 2] and χ(λ) = 1 for t ∈ [−1, 1]. Also let η = χ̂, ηǫ(t) = ǫη(ǫt) = χ̂(ǫ−1·).
For any kernel B ∈ K0 — that decays at infinity — we next show that∥∥((eisλ0ηǫ(s)) ∗B)(t)− eitλ0ηǫ(t)B̂(λ0)∥∥K → 0. (2.15)
On one hand, outside a large radius,
lim
R→∞
‖(1− χ(t/R))B(t)‖K = 0, (2.16)
while on a fixed ball of radius R, as ǫ→ 0,∥∥∥∥
∫
|s|≤R
(
ηǫ(t)−ηǫ(t−s)
)
B(s) ds
∥∥∥∥
K
≤ ‖B‖K ·
∥∥∥ sup
|s|≤R
(
ηǫ(t)−ηǫ(t−s)
)∥∥∥
L1t
→ 0.
(2.17)
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By taking R→∞ and integrating separately inside and outside this radius,
we evaluate the following expression in t:∥∥∥∥((eisλ0ηǫ(s)) ∗B)(t)− eitλ0ηǫ(t)
∫
R
e−isλ0B(s)ds
∥∥∥∥
K
≤
≤
∥∥∥∥eitλ0
∫ (
ηǫ(t)− ηǫ(t− s)
)
χ(s/R)B(s) ds
∥∥∥∥
K
+ 2‖ηǫ‖1
∥∥(1− χ(t/R))B(t)∥∥
K
≤
∥∥∥∥
∫
|s|≤2R
(
ηǫ(t)− ηǫ(t− s)
)
B(s) ds
∥∥∥∥
K
+ 2‖ηǫ‖1
∥∥(1− χ(t/R))B(t)∥∥
K
→ 0.
(2.18)
In (2.18) we employ the fact that ‖ηǫ‖1 = ‖η‖1 is independent of ǫ.
Let
Aǫ(t) = (I − eitλ0ηǫ(t)) + (eitλ0ηǫ(t)) ∗A,
A˜ǫ(t) =
(
I − eitλ0ηǫ(t)
)
+ eitλ0ηǫ(t)Â(λ0).
(2.19)
Note that Âǫ(λ) = Â(λ) when |λ− λ0| ≤ ǫ:
Âǫ(λ) =
(
1− χ(ǫ−1(λ− λ0))
)
I + χ(ǫ−1(λ− λ0))Â(λ). (2.20)
By virtue of (2.15),
lim
ǫ→0
‖Aǫ − A˜ǫ‖K = 0. (2.21)
The Fourier transform of A˜ǫ has the form
A˜∧ǫ (λ) =
(
1− χ(ǫ−1(λ− λ0))
)
I + χ(ǫ−1(λ− λ0))Â(λ0). (2.22)
Since Â(λ0) > 0 is a strictly positive operator, A˜
∧
ǫ (λ) is also a positive
operator for every λ, so it can be inverted for every λ:
‖A˜∧ǫ (λ)−1‖L(H,H) ≤ max(2, 2‖Â(λ0)−1‖L(H,H)). (2.23)
We can easily differentiate A˜∧ǫ (λ) as a function of λ, taking values in L(H,H):
∂λA˜
∧
ǫ (λ) = ǫ
−1χ′(ǫ−1λ)(Â(λ0)− I). (2.24)
Thus, we can do the same for its inverse:
∂λ(A˜
∧
ǫ )
−1(λ) = −A˜∧ǫ (λ)−1ǫ−1χ′(ǫ−1λ)(Â(λ0)− I)A˜∧ǫ (λ)−1. (2.25)
Repeating this an arbitrary number of times, we obtain that the inverse is
infinitely differentiable in λ, in a strong sense.
Moreover, A˜∧ǫ (λ)− I is compactly supported in λ, so the same is true for
the inverse: A˜∧ǫ (λ)−1 − I is compactly supported.
Since A˜∧ǫ (λ)−1 − I is compactly supported and infinitely differentiable, it
follows that its Fourier transform is in L1. Therefore, (A˜ǫ)
−1 ∈ K.
Because under rescaling A˜ǫ(t) = ǫA˜1(ǫt), the same holds for their inverses,
so ‖A˜−1ǫ ‖K is independent of ǫ. By (2.21), it follows that Aǫ is also invertible
for sufficiently small ǫ.
We have to consider infinity separately. As above, let ηR = Rχ
∨(R·) and
AR = (I − ηR) ∗ A+ ηR, (2.26)
NEW ESTIMATES FOR A TIME-DEPENDENT SCHRO¨DINGER EQUATION 15
so that ÂR(λ) = Â(λ) when |λ| > 2R:
ÂR(λ) = (1− χ(R−1λ))Â(λ) + χ(R−1λ)I. (2.27)
Then
AR − I = (I − ηR) ∗ (A− I) = (I − ηR) ∗ L. (2.28)
At this step we use the equicontinuity assumption of the hypothesis, namely
lim
ǫ→0
‖L− L(·+ ǫ)‖K = 0. (2.29)
We write ηR = (χ[−ǫ,ǫ]ηR)+(1−χ[−ǫ,ǫ])ηR, where χ[−ǫ,ǫ] is the characteristic
function of [−ǫ, ǫ]. As ǫ→ 0,
‖(χ[−ǫ,ǫ]ηR) ∗ L−
( ∫
R
χ[−ǫ,ǫ](s)ηR(s) ds
)
L‖K ≤
≤
(∫
R
χ[−ǫ,ǫ](s)|ηR(s)| ds
)
sup
δ≤ǫ
‖L− L(·+ δ)‖K → 0,
(2.30)
because
∫
R
|ηR(s)| ds is independent of R. At the same time,
lim
R→∞
‖(1 − χ[−ǫ,ǫ])ηR‖1 → 0, (2.31)
so we obtain
lim
R→∞
‖(I − ηR) ∗ L‖K = 0. (2.32)
Thus, we can invert AR for large R. It follows that on some neighborhood
of infinity the Fourier transform of A equals that of an invertible operator.
Finally, consider a finite open cover of R of the form
R = D∞ ∪
n⋃
j=1
Dj , (2.33)
where Dj are open sets and D∞ is an open neighborhood of infinity, such
that for 1 ≤ j ≤ n and for j = ∞ we have Â−1 = Â−1j on the open set Dj .
Take a smooth partition of unity subordinate to this cover, that is
1 =
∑
j
χj, suppχj ⊂ Dj , χj smooth. (2.34)
Then the following element of K is the inverse of A:
A−1 =
n∑
j=1
χ̂j ∗ A−1j + (I −
n∑
j=1
χ̂j) ∗ A−1∞ . (2.35)

We are also interested in whether, if A is upper triangular, meaning that
A is supported on [0,∞) in the t variable, the inverse of A has the same
property.
Lemma 2.5. Given A ∈ K upper triangular with A−1 ∈ K, A−1 is upper
triangular if and only if Â can be extended to a weakly analytic family of
invertible operators in the lower half-plane, which is continuous up to the
boundary, uniformly bounded, and with uniformly bounded inverse.
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Intuitively, this lemma shows that convolution operators inK with Volter-
ra-type kernels (i.e. no future dependence) have inverses with the same prop-
erty, if the inverses exist.
Proof. In one direction, assume that both A−1 and A are upper triangular.
Then, one can construct Â(λ) and Â−1(λ) in the lower half-plane, as their
defining integrals converge there. Strong continuity follows by dominated
convergence and weak analyticity by means of the Cauchy integral formula.
Furthermore, both Â(λ) and Â−1(λ) are bounded, by ‖A‖K and ‖A−1‖K
respectively, and they are inverses of one another.
Conversely, let A− = χ(−∞,0]A−1 and A+ = χ[0,∞)A−1. Taking the
Fourier transform, one has that for each λ
Â−(λ) + Â+(λ) = Â−1(λ). (2.36)
On the lower half-plane, Â−1(λ) = (Â)−1(λ) is uniformly bounded by hy-
pothesis. Likewise, Â+(λ) is bounded as the Fourier transform of an upper
triangular operator. Thus, Â−(λ) too is bounded on the lower half-plane.
However, A− is lower triangular, so its Fourier transform is also bounded
in the upper half-plane. It follows that Â− is a holomorphic function,
bounded on the whole plane. By Liouville’s theorem, then, Â− must be
constant, so A− can only have singular support at zero. Therefore A is
upper triangular. 
If V ∈ L3/2, then we need an analogue of Wiener’s Theorem for neither
L(L2, L2) = L̂∞ nor L(L1, L1) =M, but an interpolation space of the two.
Theorem 2.6. Let A ∈ K6/5 := (K, L̂∞λH)[1/3]. Assume Â(λ) is invertible
for each λ, A = I + L, and
lim
ǫ→0
‖L(·+ ǫ)− L‖K6/5 = 0, limR→∞ ‖(1 − χ(t/R))L(t)‖K6/5 = 0. (2.37)
Then A is invertible in K6/5.
Proof. Note that elements of K give rise to bounded operators on L1tH,
while elements of L̂∞λH do so for L2tH, so by interpolation elements of
K6/5 are bounded on L
6/5
t H.
Furthermore, both L1tH and L̂
∞
λH are translation-invariant algebras and
their elements have Fourier transforms bounded in L(H,H); thus, K6/5 also
possesses the same properties.
Then, the proof is identical to that of Wiener’s Theorem, Theorem 1.1,
earlier in this section. 
We next apply this abstract theory to the particular case of interest.
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2.2. The free evolution and resolvent in three dimensions. We re-
turn to the concrete case (1.2) or (1.3) of a linear Schro¨dinger equation on R3
with scalar or matrix nonselfadjoint potential V . For simplicity, the entire
subsequent discussion revolves around the case of three spatial dimensions.
In order to apply the abstract Wiener theorem, Theorem 2.3, it is neces-
sary to exhibit an operator-valued measure of finite mass. Accordingly, we
start by proving Proposition 1.2.
Proof of Proposition 1.2. We provide two proofs — a shorter one based
on real interpolation and a longer one, using the atomic decomposition of
Lorentz spaces (Lemma A.2), that exposes the proof machinery underneath.
Without loss of generality, we consider only the interval [0,∞).
Following the first approach, note that by duality (1.8) is equivalent to
∑
n∈Z
2n
∫ 2n+1
2n
|〈eitH0f, g(t)〉| dt ≤ C‖f‖L6/5,1‖g‖L1tL6/5,1x (2.38)
holding for any f ∈ L6/5,1 and g ∈ L1tL6/5,1x .
From the usual dispersive estimate
‖e−it∆f‖p′ ≤ t3/2(1−2/p)‖f‖p (2.39)
we obtain that∫ 2n+1
2n
|〈eitH0f, g(t)〉| dt ≤ 2n(3/2−3/p)‖f‖p‖g‖L1tLpx . (2.40)
Restated, this means that the bilinear mapping
T : Lp × L1tLpx → ℓ∞3/p−3/2 (following the notation of Proposition B.4),
T = (Tn)n∈Z, Tn(f, g) =
∫ 2n+1
2n
〈eitH0f, g(t)〉 dt
(2.41)
is bounded for 1 ≤ p ≤ 2.
Interpolating between p = 1 and p = 2, by using the real interpolation
method (Theorem B.2) with θ = 1/3 and q1 = q2 = 1, directly shows that
T : (L1, L2)1/3,1 × (L1tL1x, L1tL2x)1/3,1 → (ℓ∞3/2, ℓ∞0 )1/3,1 (2.42)
is bounded. By Proposition B.4,
(L1, L2)1/3,1 = L
6/5,1,
(L1tL
1
x, L
1
tL
2
x)1/3,1 = L
1
t (L
1
x, L
2
x)1/3,1 = L
1
tL
6/5,1
x ,
(ℓ∞3/2, ℓ
∞
0 )1/3,1 = ℓ
1
1.
(2.43)
Hence T is bounded from L6/5,1 × L1tL6/5,1x to ℓ11, which implies (1.8).
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The alternative approach is based on the atomic decomposition of L6/5,1.
By Lemma A.2,
f =
∑
j∈Z
αjaj , g(t) =
∑
k∈Z
βk(t)bk(t), (2.44)
where aj and, for each t, bk(t) are atoms with
µ(supp(aj)) = 2
j , ess sup |aj| = 2−5j/6,
µ(supp(bk(t))) = 2
k, ess sup |bk(t)| = 2−5k/6
(2.45)
(here µ is the Lebesgue measure on R3), and the coefficients αj and βk(t)
satisfy ∑
j∈Z
|αj | ≤ C‖f‖L6/5,1 ,
∑
k∈Z
|βk(t)| ≤ C‖g(t)‖L6/5,1 . (2.46)
Integrating in time and exchanging summation and integration lead to∑
k
∫ ∞
0
|βk(t)| dt ≤ C‖g‖L1tL6/5,1x . (2.47)
Since (2.38) is bilinear in f and g, it suffices to prove it for only one pair of
atoms. Fix indices j0 and k0 ∈ Z; the problem reduces to showing that∑
n∈Z
2n
∫ 2n+1
2n
〈eitH0aj0 , βk0(t)bk0(t)〉 dt ≤ C
∫ ∞
0
|bk0(t)| dt. (2.48)
The reason for making an atomic decomposition is that atoms are in L1∩L∞,
instead of merely in L6/5,1, enabling us to employ both L1 to L∞ decay and
L2 boundedness estimates in the study of their behavior. For each n,∫ 2n+1
2n
〈eitH0aj0 , βk0(t)bk0(t)〉 dt ≤ C2−3n/2‖aj0‖1 sup
t
‖bk0(t)‖1
∫ 2n+1
2n
|βk0(t)| dt
= C2−3n/22j0/62k0/6
∫ 2n+1
2n
|βk0(t)| dt
(2.49)
as a consequence of the L1 → L∞ decay estimate. At the same time, by the
L2 boundedness of the evolution,∫ 2n+1
2n
〈eitH0aj0 , βk0(t)bk0(t)〉 dt ≤ C‖aj0‖2 sup
t
‖bk0(t)‖2
∫ 2n+1
2n
|βk0(t)| dt
= C2−j0/32−k0/3
∫ 2n+1
2n
|βk0(t)| dt.
(2.50)
Using the first estimate (2.49) for large n, namely n ≥ j0/3 + k0/3, and the
second estimate (2.50) for small n, n < j0/3 + k0/3, we always obtain that∫ 2n+1
2n
〈eitH0aj0 , βk0(t)bk0(t)〉 dt ≤ C2−n
∫ 2n+1
2n
|βk0(t)| dt. (2.51)
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Multiplying by 2n and summing over n ∈ Z we retrieve (2.48), which in turn
proves (2.38). 
The resolvent of the unperturbed Hamiltonian, R0(λ) = (H0 − λ)−1, is
given by (1.4) in the scalar case (1.2) and (1.5) in the matrix case (1.3). In
either case, R0(λ) = (H0 − λ)−1 is an analytic function, on C \ [0,∞) or
respectively on C \ ((−∞,−µ]∪ [µ,∞)). It can be extended to a continuous
function in the closed lower half-plane or the closed upper half-plane, but
not both at once, due to a jump discontinuity on the real line.
The resolvent is the Fourier transform of the time evolution. We formally
state the known connection between eitH0 and the resolvent R0 = (H0−λ)−1.
Lemma 2.7. Let H0 be given by (1.2) or (1.3). For any f ∈ L6/5,1 and λ
in the lower half-plane, the integral
lim
ρ→∞
∫ ρ
0
e−itλeitH0f dt (2.52)
converges in the L6,∞ norm and equals iR0(λ)f or iR0(λ − i0)f in case
λ ∈ R.
Furthermore, for real λ,
lim
ρ→∞
∫ ρ
−ρ
e−itλeitH0f dt = i(R0(λ− i0)−R0(λ+ i0))f, (2.53)
also in the L6,∞ norm.
Proof. Note that (2.52) is dominated by (1.7),∫ ∞
0
‖eitH0f‖L6,∞ dt, (2.54)
and this ensures its absolute convergence. Next, both (2.52), as a conse-
quence of the previous argument, and iR0(λ + i0) are bounded operators
from L6/5,1 to L6,∞. To show that they are equal, it suffices to address this
issue over a dense set. Observe that∫ ρ
0
e−it(λ−iǫ)eitH0f dt = iR0(λ− iǫ)(f − e−iρ(λ−iǫ)eiρH0f). (2.55)
Thus, if f ∈ L2 ∩ L6/5,1, considering the fact that eitH0 is unitary and
R0(λ− iǫ) is bounded on L2,
lim
ρ→∞
∫ ρ
0
e−it(λ−iǫ)eitH0f dt = iR0(λ− iǫ)f. (2.56)
Letting ǫ go to zero, the left-hand side in (2.56) converges, by dominated
convergence, to (2.52), while the right-hand side (also by dominated conver-
gence, using the explicit form (1.4)-(1.5) of the operator kernels) converges
to iR0(λ− i0)f . Statement (2.53) follows directly. 
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2.3. The exceptional set and the resolvent. This section and the next
mainly consist in a generalization of known results, following models such
as [Agm], [Sch], and others cited. The main novelty is doing the proofs in a
scaling- and translation-invariant setting.
We explore properties of the perturbed resolvent RV . Important in this
context is the Birman-Schwinger operator,
T̂V2,V1(λ) = iV2R0(λ)V1, (2.57)
where V = V1V2 and V1, V2 are as in (1.42) or (1.43).
The Birman-Schwinger operator is uniformly bounded on L2 for λ ∈ C,
including boundary values of λ along the real line.
Lemma 2.8. Take V ∈ L3/2,∞; then there exists C such that for any λ ∈ C
‖V2R0(λ)V1‖L(L2x,L2x) ≤ C <∞. (2.58)
Proof. By (1.4) or (1.5), the convolution kernel of R0(λ) is in L
3,∞ with
uniformly bounded norm. Likewise, V1 and V2 are in L
3,∞. Then
‖V2R0(λ)V1f‖L2x ≤ C‖R0(λ)V1f‖L6/5,2x ≤ C‖V1f‖L6,2x ≤ C‖f‖L2x . (2.59)
Indeed, by Proposition B.5, L6/5,2 ∗ L3,∞ 7→ L6,2, L2 · L3,∞ 7→ L6/5,2, and
L6,2 · L3,∞ 7→ L2. 
The relation between the Birman-Schwinger operator and the perturbed
resolvent RV = (H0 + V − λ)−1 is that
RV (λ) = R0(λ)−R0(λ)V1(I + V2R0(λ)V1)−1V2R0(λ) (2.60)
and
(I + V2R0(λ)V1)
−1 = I − V2RV (λ)V1. (2.61)
Both follow by direct computation from the resolvent identity:
RV (λ) = R0(λ)−R0(λ)V RV (λ) = R0(λ)−RV (λ)V R0(λ). (2.62)
Definition 2.2. Given V ∈ L3/2,∞0 , its exceptional set E is the set of λ in the
complex plane for which I − iT̂V2,V1(λ) is not invertible from L2 to itself.
Other choices of V1 and V2 such that V = V1V2, V1, V2 ∈ L3,∞ lead to the
same operator up to conjugation.
Below we summarize a number of observations concerning the exceptional
sets of operators in the form (1.2) or (1.3).
Proposition 2.9. Assume V ∈ L3/2,∞0 is a potential as in (1.2) or (1.3)
and denote its exceptional set by E.
i) E is bounded and discrete outside σ(H0), but can accumulate toward
σ(H0). E ∩ σ(H0) has null measure (as a subset of R). Elements of
E \ σ(H0) are eigenvalues of H = H0 + V .
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ii) If V is real and matrix-valued as in (1.3), then embedded exceptional
values must be eigenvalues, except for the endpoints of σ(H0), which
need not be eigenvalues. If V is complex matrix-valued as in (1.3),
there is no restriction on embedded exceptional values.
iii) If V is complex scalar as in (1.2) or complex matrix-valued as in
(1.3), then E is symmetric with respect to the real axis. In case V is
real-valued and as in (1.3), E is symmetric with respect to both the
real axis and the origin.
Proof. By Lemma 2.8, for V ∈ L3/2,∞, V2R0(λ)V1 is L2-bounded for every λ.
The Rollnick class is the set of measurable potentials V whose Rollnick
norm
‖V ‖R =
∫
(R3)2
|V (x)||V (y)|
|x− y|2 dx dy (2.63)
is finite. The Rollnick class R contains L3/2. For a potential V ∈ R, the
Birman-Schwinger operator T̂V2,V1(λ) is Hilbert-Schmidt for every value of
λ in the lower half-plane up to the boundary.
Since V ∈ L3/2,∞0 , by Proposition A.3 V1 and V2 are in L3,∞0 so there exist
V n1 → V1 and V n2 → V2 in L3,∞ bounded and of compact support. It follows
that T̂V2,V1 is compact whenever V is in L
3/2,∞
0 .
By the analytic and meromorphic Fredholm theorems (for statements see
[ReSi3], p. 101, and [ReSi4], p. 107), the exceptional set E is closed, bounded,
and consists of at most a discrete set outside σ(H0), which may accumulate
toward σ(H0), and a set of measure zero contained in σ(H0).
Assuming that V ∈ L3/2,∞0 is real-valued and scalar, the exceptional set
resides on the real line. Indeed, if λ is exceptional, then by the Fredholm
alternative ([ReSi1], p. 203) the equation
f = −V2R0(λ)V1f (2.64)
must have a solution f ∈ L2. Then g = R0(λ)V1f is in |∇|−2L6/5,2 ⊂ L6,2
and satisfies
g = −R0(λ)V g. (2.65)
If λ ∈ E \ σ(H0), the kernel’s exponential decay implies that λ is an
eigenvalue for H and that the corresponding eigenvectors must be at least
in 〈∇〉−2L6/5,2; in fact, by Agmon’s argument, they have exponential decay.
Furthermore, by applying H0 − λ to both sides we obtain
(H0 + V − λ)g = 0. (2.66)
In the case of a real scalar potential V , H0 + V is self-adjoint, so this is a
contradiction for λ 6∈ R. In general, exceptional values off the real line can
indeed occur.
For real-valued V ∈ L3/2,∞0 having the matrix form (1.3), any embedded
exceptional values must be eigenvalues, following the argument of Lemma 4
of Erdogan–Schlag [ErSc].
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Explicitly, consider λ ∈ E∩σ(H0)\{±µ}; without loss of generality λ > µ.
It corresponds to a nonzero solution G ∈ L6,2 of
G = −R0(λ− i0)V G. (2.67)
We show that G ∈ L2 and that it is an eigenfunction of H. Let
G =
(
g1
g2
)
, V =
(
W1 W2
−W2 −W1
)
, H0 =
(
∆− µ 0
0 −∆+ µ
)
, (2.68)
where W1 and W2 are real-valued. We expand (2.67) accordingly into
g1 = (−∆+ λ+ µ)−1(W1g1 +W2g2)
g2 = (−∆− (λ− µ− i0))−1(W2g1 +W1g2).
(2.69)
This implies that g1 ∈ L1 ∩ L6 and
〈g2,W2g1 +W1g2〉 = 〈(−∆ − (λ− µ− i0)−1(W2g1 +W1g2), (W2g1 +W1g2)〉,
〈g1,W2g2〉 = 〈(−∆+ λ+ µ)−1(W1g1 +W2g2),W2g2〉,
〈g1,W1g1〉 = 〈(−∆+ λ+ µ)−1(W1g1 +W2g2),W1g1〉.
(2.70)
However,
〈g2,W2g1 +W1g2〉 = 〈g1,W 2g2〉+ 〈g2,W1g2〉. (2.71)
Since W2 is real-valued, it follows that
〈(−∆− (λ− µ− i0)−1(W2g1 +W1g2), (W2g1 +W1g2)〉 (2.72)
is real-valued. Therefore the Fourier transform vanishes on a sphere:
(W2g1 +W1g2)
∧(ξ) = 0 (2.73)
for |ξ|2 = λ − µ. We then apply Agmon’s bootstrap argument, as follows.
By Corollary 13 of [GoSc], if f ∈ L1 has a Fourier transform that vanishes
on the sphere, meaning fˆ(ξ) = 0 for every ξ such that |ξ|2 = λ 6= 0, then
‖R0(λ± i0)f‖2 ≤ Cλ‖f‖1. (2.74)
Interpolating between this and
‖R0(λ± i0)f‖4 ≤ Cλ‖f‖4/3, (2.75)
which holds without conditions on fˆ , we obtain that for 1 < p < 4/3 and
for fˆ = 0 on the sphere of radius
√
λ > 0
‖R0(λ± i0)f‖L2p/(2−p),2 ≤ Cλ‖f‖Lp,2 . (2.76)
Thus, starting with the right-hand side of (2.69) in L6/5,2, we obtain that
g2 ∈ L3,2, a gain over L6,2. Iterating twice, we obtain that g2 ∈ L2. There-
fore g is an L2 eigenvector.
Thus, for a real-valued V ∈ L3/2,∞0 having the matrix form (1.3), the
exceptional set consists only of eigenvalues, potentially together with the
endpoints of the continuous spectrum ±µ.
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For a complex potential of the form (1.3), neither of the previous argu-
ments holds. Embedded exceptional values can occur and they need not be
eigenvalues.
Next, we examine symmetries of the exceptional set E . If V is real-valued
and scalar, we have already characterized E as being situated on the real
line. If V is scalar, but complex-valued, then consider an exceptional value
λ, for which, due to compactness, there exists f ∈ L2 such that
f = −|V |1/2 sgnV R0(λ)|V |1/2f. (2.77)
Then
(sgnV f) = −|V |1/2R0(λ)|V |1/2 sgnV (sgnV f), (2.78)
so the adjoint has an exceptional value at λ. However, σ(T̂V2,V1(λ)) =
σ(T̂V1,V2(λ)
∗), so all this proves that the exceptional set E is symmetric
with respect to the real axis.
If V has the matrix form (1.3), then note that σ1V σ1 = −V , σ3V σ3 = V ∗,
where σ1 is the Pauli matrix
σ1 =
(
0 1
1 0
)
, σ1σ3 = −σ3σ1. (2.79)
Let λ be an exceptional value, for which
f = −σ3(σ3V )1/2R0(λ)(σ3V )1/2f. (2.80)
Here σ3V =
(
W1 W2
W 2 W1
)
is a selfadjoint matrix.
Then
f = −σ3(σ3V )1/2R0(λ)(σ3V )1/2f
= −σ3(σ3V )1/2σ3R0(λ)σ3(σ3V )1/2σ3f
= −σ3(σ3V )1/2R0(λ)(σ3V )1/2σ3f
(2.81)
since R0 commutes with σ3, so whenever λ is an exceptional value so is λ.
If V as in (1.3) is a real-valued matrix, then by the same methods we
obtain that −λ is an exceptional value whenever λ is an exceptional value.

2.4. The time evolution and projections. We begin with a basic lemma,
which applies equally in the time-dependent case.
Lemma 2.10. Assume V ∈ L∞ and the Hamiltonian is described by (1.2)
or (1.3). Then the equation
i∂tZ +HZ = F, Z(0) given, (2.82)
admits a weak solution Z for Z(0) ∈ L2, F ∈ L∞t L2x and
‖Z(t)‖2 ≤ Cet‖V ‖∞‖Z(0)‖2 +
∫ t
0
e(t−s)‖V ‖∞‖F (s)‖2 ds. (2.83)
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Proof. We introduce an auxiliary variable and write
i∂tZ +H0Z = F − V Z1, Z(0) given. (2.84)
Over a sufficiently small time interval [T, T + ǫ], whose size ǫ only depends
on ‖V ‖∞, the map that associates Z to some given Z1 is a contraction, in a
sufficiently large ball in L∞t L2x. The fixed point of this contraction mapping
is then a solution to (2.82).
This shows that the equation is locally solvable and, by bootstrapping,
since the length of the interval is independent of the size of F and of the
initial data Z(T ), we obtain an exponentially growing global solution. The
bound (2.83) follows by Gronwall’s inequality. 
For a nonselfadjoint operator such as H given by (1.3), the projections
on various parts of the spectrum need not be selfadjoint operators. The
following lemma characterizes such Riesz projections (following [Sch], where
it appeared in a different form).
Lemma 2.11. Assume V ∈ L3/2,∞0 .
i) To each element ζ of the exceptional set of H outside of σ(H0) there
corresponds a family of operators
P kζ =
1
2πi
∫
|z−ζ|=ǫ
RV (z)(z − ζ)k dz. (2.85)
They have finite rank, P kζ = 0 for all k ≥ n, for some n, P 0ζ = (P 0ζ )2,
and more generally (P kζ )(P
ℓ
ζ ) = P
k+ℓ
ζ .
ii) The ranges of P kζ and of their adjoints (P
k
ζ )
∗ are spanned by expo-
nentially decaying functions that also belong to 〈∇〉−2L6/5,2 ⊂ L6,2.
Thus, each such projection is bounded from L6/5,2+L∞ to L1∩L6,2.
Functions in RanP kζ are called generalized eigenfunctions of H.
We also refer the reader to Hundertmark-Lee, [HuLe], who proved the L2
exponential decay of (generalized) eigenfunctions in the gap −µ < Re ζ < µ
under more general conditions.
Proof. If RV (ζ) = (H0 + V − ζ)−1 exists as a bounded operator from L6/5,2
to L6,2, then ζ is not in the exceptional set and vice-versa, as a consequence
of (2.60) and (2.61).
Form the contour integral, following Schlag [Sch] and Reed–Simon [ReSi1],
P kζ =
1
2πi
∫
|z−ζ|=ǫ
RV (z)(z − ζ)k dz. (2.86)
This integral is independent of ǫ if ǫ is sufficiently small and P kζ = 0 for k ≥ n.
Using the Cauchy integral, it immediately follows that (P kζ )(P
ℓ
ζ ) = P
k+ℓ
ζ .
Furthermore,
HP 0ζ = P 1ζ + ζP 0ζ . (2.87)
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It is a consequence of Fredholm’s theorem that the range of P 0ζ is finite
dimensional; from (2.85) it follows that Ran(P 0ζ ) ⊂ L2∩L6,2. Also, Ran(P 0ζ )
is the generalized eigenspace of H− ζ, meaning
Ran(P 0ζ ) =
⋃
k≥0
Ker((H − ζ)k). (2.88)
One inclusion follows from (2.87) and the fact that P kζ = 0 for k ≥ n. The
other inclusion is a consequence of the fact that, if (H − ζ)f = 0, then
RV (z)f = (ζ − z)−1f and, using the definition (2.85), P 0ζ f = f . For higher
values of k we proceed by induction.
Furthermore, Ran(P 0ζ ) consists of functions in 〈∇〉−2L6/5,2. If f is a
generalized eigenfunction, meaning f ∈ L2 ∩ L6,2 and (H− ζ)nf = 0, then
(H0 + V )f = ζf + g, (2.89)
where g is also a generalized eigenfunction. Assuming by induction that
g ∈ 〈∇〉−2L6/5,2 (or is zero, to begin with), the same follows for f .
Likewise, if g is in L1 or exponentially decaying, we can infer the same
about f . Indeed, assume that g ∈ e−ǫ|x|L6/5,2, for some small ǫ. Note that
f = R0(ζ)(−V f + g) = (I +R0(ζ)V2)−1R0(ζ)(−V1f + g), (2.90)
where V = V1+V2. We choose V1 and V2 such that V1 has compact support
and V2 is small in the L
3/2,∞ norm. It follows that R0(ζ)(−V1f + g) is
in e−ǫ|x|L6,2, while (I + R0(ζ)V2)−1, given by an infinite Born series, is a
bounded operator on the same space.
Thus, f ∈ e−ǫ|x|L6,2 is exponentially decaying. By suitably choosing
a finite sequence of epsilons, the conclusion follows for all the generalized
eigenfunctions associated to ζ.
The range of (P 0ζ )
∗ is the generalized eigenspace of H∗ − ζ, which means
that it is also finite-dimensional and spanned by exponentially decaying
functions in 〈∇〉−2L6/5,2. 
Throughout the sequel, we assume that there are no exceptional values
embedded in σ(H0). By Fredholm’s analytic theorem, this implies that there
are finitely many exceptional values overall.
Then we can define Pc, the projection on the continuous spectrum, sim-
ply as the identity minus the sum of all projections corresponding to the
exceptional values (which coincide, in this case, with the point spectrum):
Pc = I − Pp = I −
n∑
k=1
P 0ζk . (2.91)
Pc commutes with H and with eitH, as a direct consequence of the definition
and of Lemma 2.11.
In order to characterize Pc, we employ the subsequent lemma, which
appeared in Schlag [Sch] under more stringent assumptions.
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Lemma 2.12. Consider V ∈ L3/2,∞0 and assume that there are no excep-
tional values of H embedded in the spectrum of H0. Then for sufficiently
large y
〈f, g〉 = i
2π
∫
R
〈(RV (λ+ iy)−RV (λ− iy))f, g〉 dλ (2.92)
and the integral is absolutely convergent. Furthermore,
〈f, g〉 = i
2π
∫
σ(H0)
〈(RV (λ+ i0)−RV (λ− i0))f, g〉 dλ+
n∑
k=1
〈P 0ζkf, g〉 (2.93)
where P 0ζk are projections corresponding to the finitely many eigenvalues ζk.
Proof. Assume at first that V ∈ L∞ and take y > ‖V ‖∞. Then
I + V2R0(λ± iy)V1 (2.94)
must be invertible. Indeed, V1 and V2 are bounded L
2 operators of norm at
most ‖V ‖1/2∞ and
‖R0(λ± iy)‖2→2 ≤ 1
4π
∫
R3
e−
√
y|x|
|x| dx = 1/y. (2.95)
Therefore one can construct the inverse (I+V2R0(λ± iy)V1)−1 by means of
a power series. Thus
RV (λ± iy) = R0(λ± iy)−R0(λ± iy)V R0(λ± iy)+
+R0(λ± iy)V1(I + V2R0(λ± iy)V1)−1V2R0(λ± iy)
(2.96)
is a bounded L2 operator.
By Lemma 2.10 χt≥0〈eitHe−ytf, g〉 is an exponentially decaying function
of t and its Fourier transform is∫ ∞
0
〈e−(y+iλ)teitHf, g〉 dy = −i〈RV (λ− iy)f, g〉. (2.97)
Combining this with the analogous result for the positive side, we see that
(〈eitHe−y|t|f, g〉)∧ = i〈(RV (λ+ iy)−RV (λ− iy))f, g〉. (2.98)
The right-hand side is absolutely integrable, because
RV (λ) = R0(λ)−R0(λ)V R0(λ) +R0(λ)V1(I + V2R0(λ)V1)−1V2R0(λ)
(2.99)
and∫ ∞
−∞
|〈(R0(λ+ iy)−R0(λ− iy))f, g〉| dλ
≤
∫ ∞
−∞
1
2i
(〈(R0(λ+ iy)−R0(λ− iy))f, f〉+ 〈(R0(λ+ iy)−R0(λ− iy))g, g〉) dλ
=
1
2
(‖f‖22 + ‖g‖22).
(2.100)
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The remaining terms are absolutely integrable due to smoothing estimates:∫ ∞
−∞
‖|V |1/2R0(λ± iy)f‖22 dλ ≤ C‖f‖22. (2.101)
By the Fourier inversion formula, (2.98) implies
i
2π
∫
R
〈(RV (λ+ iy)−RV (λ− iy))f, g〉 dλ = 〈f, g〉. (2.102)
We then shift the integration contour toward the essential spectrum σ(H0),
leaving behind circular contours around the finitely many (by Fredholm’s
Theorem) eigenvalues. Each contour integral becomes a corresponding Riesz
projection.
What is left is Pc, the projection on the continuous spectrum. The integral
is still absolutely convergent due to (2.99), (2.100), and smoothing estimates.
(2.93) follows.
In the beginning we assumed that V ∈ L∞. Now consider the general
case V ∈ L3/2,∞0 and a sequence of approximations by bounded potentials
V n = V n1 V
n
2 ∈ L∞, such that ‖V n − V ‖L3/2,∞ → 0 as n→∞. Let E be the
exceptional set of V . On the set {λ | d(λ, E) ≥ ǫ}, the norm
‖(I + V n2 R0(λ)V n1 )−1‖L2→L2 (2.103)
is uniformly bounded for large n. For some sufficiently high n, then, E(Vn) ⊂
{λ | d(λ, E) < ǫ}. If
y0 = sup{| Imλ| | λ ∈ E}, (2.104)
then for any y > y0 and sufficiently large n
i
2π
∫
R
χ(λ)〈(RV n(λ+ iy)−RV n(λ− iy))f, g〉 dλ = 〈f, g〉. (2.105)
Both for V and for V n the integrals (2.102) and (2.105) converge absolutely
and as n → ∞ (2.105) converges to (2.102). To see this, subtract the
corresponding versions of (2.99) from one another and evaluate.
This proves (2.93) for potentials V ∈ L3/2,∞0 , under the spectral assump-
tion concerning the absence of embedded eigenvalues. 
By Lemma 2.12, it follows that
Pc = χ(H) = i
2π
∫
σ(H0)
(
RV (λ+ i0) −RV (λ− i0)
)
dλ. (2.106)
Pc is bounded on L
2, but, since each projection P 0ζk is bounded from L
∞ +
L6/5,2 to L6,2 ∩ L1, the same holds for Pp = I − Pc.
Therefore Pc is bounded on L
6/5,q, q ≤ 2, and on L6,q, q ≥ 2, as well as
on intermediate spaces.
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2.5. Technical lemmas. In order to apply Wiener’s Theorem — Theorem
1.1 —, we first need to exhibit an element of K. By Proposition 1.2,
TV2,V1(t) = V2e
itH0V1 (2.107)
is a such an element. However, another condition is that the Fourier trans-
form I − iT̂V2,V1 should be invertible at every λ ∈ R. By Lemma 2.7,
I − iT̂V2,V1(λ) = I + V2R0(λ)V1 (2.108)
and this is invertible for each λ, except for λ ∈ E . This suffices only if there
are no exceptional values; otherwise we need a correction.
By (2.60), we see that the problem is that RV is not uniformly bounded
in the lower half-plane in L(L6/5,2, L6,2). The solution will be to replace
RV with RV Pc − (λ + iδ)−1Pp, which is uniformly bounded in the lower
half-plane when δ > 0.
Our construction involves using, instead of V1 and V2, the following mod-
ified versions:
Lemma 2.13. Consider V ∈ L3/2,∞0 (R3) and H = H0 + V as in (1.2) or
(1.3) such that H has no exceptional values embedded in σ(H0). Then, for
any δ ∈ C, there exists a decomposition
V − Pp(H− iδ) = V˜1V˜2, (2.109)
where Pp = I −Pc, such that V˜1, V˜ ∗2 ∈ L(L2, L6/5,2), and the Fourier trans-
form of I − iTV˜2,V˜1 is uniformly invertible in the lower half-plane:
sup
Imλ≤0
‖I − iT̂V˜2,V˜1(λ)‖L(L2,L2) <∞. (2.110)
Here
(TV˜2,V˜1F )(t) =
∫ t
−∞
V˜2e
i(t−s)H0 V˜1F (s) ds. (2.111)
Furthermore, V˜1 and V˜
∗
2 can be approximated in the L(L2, L6/5,2) norm by
operators that are bounded from L2 to 〈x〉−NL2, for any fixed N .
Finally, if V ∈ L3/2,1 then L6/5,2 can be replaced by L6/5,1.
Note that V˜1 and V˜2 are the same as V1, respectively V2, up to exponen-
tially small perturbations; however, while V1 and V2 are functions, V˜1 and
V˜2 are operators.
Our interest in them is explained by (2.110), which is not guaranteed for
V1 and V2 by themselves, as explained above.
Proof of Lemma 2.13. Consider a potential V such that H has no excep-
tional values embedded in σ(H0). Having finite rank, Pp has the form
Ppf =
n∑
k=1
〈f, fk〉gk, (2.112)
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where fk and gk belong to 〈∇〉−2L6/5,2. Take the standard polar decompo-
sition of Pp, with respect to L
2:
Pp = UA, (2.113)
where A = (P ∗p Pp)1/2 ≥ 0 is a nonnegative L2 operator of finite rank. More
specifically, A has the form
Af =
n∑
j,k=1
ajk〈f, fk〉fj. (2.114)
A maps to the span of fk, while U is a partial L
2 isometry defined on the
range of A. U maps the span of fk to the span of gk and can be extended
by zero on the orthogonal complement:
Uf =
n∑
j,k=1
ujk〈f, fk〉gj . (2.115)
From these explicit forms we see that both U and A are bounded operators
from 〈∇〉2L6,2, which includes L2, to 〈∇〉−2L6/5,2.
Also let V = V1V2, where V2 ≥ 0 is a nonnegative operator on L2, meaning
〈f, V2f〉 ≥ 0 for every f ∈ Dom(V2), and V1, V2 ∈ L3,∞.
Then, define the bounded L2 operators G1 = V2/(V2 + A) and G2 =
(H + iδ)Pp/(V2 +A), initially on Ran(V2 +A), by setting
G1((V2 +A)f) = V2f, G2((V2 +A)f) = (H + δ)Ppf (2.116)
and extending them by continuity to Ran(V2 +A). On the orthogonal com-
plement
Ran(V2 +A)
⊥ = {f | Ppf = 0, V f = 0} (2.117)
we simply set G1 = G2 = 0. We then make the construction
V − Pp(H− iδ) = V˜1V˜2,
V˜2 = V2 +A,
V˜1 = V1G1 −G2.
(2.118)
Upon inspection, V˜1 and V˜
∗
2 are bounded from L
2 to L6/5,2.
We next prove that V˜1 and V˜2 can be approximated by operators in better
classes, as claimed. Firstly, consider a family of smooth compactly supported
functions χn such that 0 ≤ χn ≤ 1 and χn → 1 uniformly on compact sets
as n→∞. Let
Fn1 = χnV1G1 − χnG2χn,
Fn2 = χnV2 + χnAχn.
(2.119)
It is plain that Fn1 and (F
n
2 )
∗ take L2 to 〈x〉−NL2. They also approximate
V˜1 and V˜
∗
2 in L(L2, L6/5,2). Indeed, as n→∞
‖χnVj − Vj‖L(L2,L6/5,2) → 0 (2.120)
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because V decays at infinity and
‖χnG2χn −G2‖L(L2,L2) → 0,
‖χnAχn −A‖L(L2,L6/5,2) → 0,
(2.121)
because G2 and A have finite rank.
Finally, we show that the Fourier transform I − iT̂V˜2,V˜1(λ) is always in-
vertible. Lemma 2.7 implies that
I − iT̂V˜2,V˜1(λ) = I + V˜2R0(λ)V˜1. (2.122)
As we see by (2.129),
(I + V˜2R0V˜1)
−1 = I − V˜2(RV Pc − (λ− iδ)−1Pp)V˜1. (2.123)
By (2.60) and (2.61), RV (λ) is bounded from L
6/5,2 to L6,2 if and only if
λ is not an exceptional value. Our assumption regarding the absence of
embedded exceptional values implies that RV (λ) is uniformly bounded for
λ ∈ σ(H0). Furthermore, RV is uniformly bounded away from the finitely
many exceptional values.
Using the representation formula (2.106) for Pc, for f , g ∈ L2
〈RV (λ0)Pcf, g〉 = 1
2πi
∫
σ(H0)
〈
RV (λ0)(RV (λ− i0)−RV (λ+ i0))f, g
〉
dλ
=
1
2πi
∫
σ(H0)
〈 1
λ− λ0 (RV (λ− i0)−RV (λ+ i0))f, g
〉
dλ
(2.124)
and the integral converges absolutely. Here we used the resolvent identity:
for all λ1, λ2 in the resolvent set,
RV (λ1)−RV (λ2) = (λ1 − λ2)RV (λ1)RV (λ2).
For some fixed λ1 6∈ σ(H0), RV (λ1) is bounded from L6/5,2 to L6,2. Then,
for any other value λ2 6∈ σ(H0), one has that
〈RV (λ1)Pcf, g〉 − 〈RV (λ2)Pcf, g〉 =
=
1
2πi
∫
σ(H0)
〈 λ2 − λ1
(λ− λ1)(λ− λ2)(RV (λ− i0)−RV (λ+ i0))f, g
〉
dλ.
(2.125)
Since the integrand decays like λ−2, it follows that
sup
λ∈C
‖RV (λ)Pc‖L6/5,2→L6,2 <∞. (2.126)
By (2.123), (I + V˜2R0(λ)V˜1)
−1 is then uniformly bounded in the lower
half-plane, for δ > 0, and (2.110) follows. 
As we replace V1 and V2 by V˜1, respectively V˜2, we use the following
identities:
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Lemma 2.14. For δ > 0, consider the decomposition of Lemma 2.13:
V − Pp(H + iδ) = V˜1V˜2. (2.127)
Let R˜V (λ) = (PcH− iδPp − λ)−1. Then
R˜V (λ) = RV (λ)Pc − (λ− iδ)−1Pp (2.128)
and the following identities hold:
R˜V (λ) = R0(λ)−R0(λ)V˜1(I + V˜2R0(λ)V˜1)−1V˜2R0(λ), (2.129)
(I + V˜2R0(λ)V˜1)
−1 = I − V˜2R˜V (λ)V˜1. (2.130)
Proof. Direct computation shows that
(PcH + iδPp − λ)(RV (λ)Pc − (λ− iδ)−1Pp) = I. (2.131)
We use the fact that P 2c = Pc, P
2
p = Pp, PcPp = PpPc = 0, and everything
commutes in (2.131).
Then, note that
PcH− iδPp = H0 + V − Pp(H + iδ) = H0 + V˜1V˜2. (2.132)
We write the resolvent identity, for this case, as
R˜V (λ) = R0(λ)−R0(λ)V˜1V˜2R˜V (λ) = R0(λ)− R˜V (λ)V˜1V˜2R0(λ), (2.133)
which implies (2.129) and (2.130). 
We prefer to study the modified evolution eitHPc−δtPp , rather than eitH or
eitHPc. We define this modified evolution simply by means of the equation
i∂tZ +HPcZ + iδPpZ = 0, Z(0) = Z0, (2.134)
and take eitHPc−δtPpZ0 := Z(t).
Lemma 2.15. Assume ‖V ‖∞ <∞; then
eitHPc−δtPp = eitHPc + e−δtPp. (2.135)
For Imλ < ‖V ‖∞,
(eitHPc−δtPp)∧(λ) = R˜V (λ). (2.136)
Proof. By Lemma 2.10, this modified evolution is L2-bounded when V ∈
L∞:
‖eitHPc−δtPp‖L(L2,L2) ≤ Cet‖V ‖L∞t . (2.137)
Since H, Pc, and Pp all commute, we can also rewrite it as
eitHPc−δtPp = eitHPc−δtPpPc + eitHPc−δtPpPp = eitHPc + e−δtPp. (2.138)
(2.137) allows one to define the Fourier transform for Imλ < −‖V ‖∞. A
direct computation then shows (2.136). 
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2.6. Time-independent potentials.
Proof of Theorem 1.3. Replace the original equation (1.1) by the following:
i∂tZ +HPcZ + iδPpZ = F. (2.139)
This equation is fulfilled by PcZ, PcF , and PcZ(0) (as Z, F , and Z(0)
respectively).
By Duhamel’s formula, since
HPc + iδPp = H0 + V − Pp(H − iδ) = H0 + V˜1V˜2,
a solution of (2.139) satisfies
Z(t) = eitH0Z(0)−i
∫ t
0
ei(t−s)H0F (s) ds+i
∫ t
0
ei(t−s)H0(V−Pp(H−iδ))Z(s) ds.
(2.140)
Assume V ∈ L∞. Let F , G ∈ L∞t (L1x ∩ L2x) have compact support in t
and consider the forward time evolution
(TV F )(t) =
∫
t>s
ei(t−s)HPc−δ(t−s)PpF (s) ds. (2.141)
By Lemma 2.15,
T̂V F (λ) = iR˜V (λ)F̂ (λ). (2.142)
For y > ‖V ‖∞, both e−yt(TV F )(t) and eytG(t) belong to L2t,x. Taking the
Fourier transform in t, by Plancherel’s theorem∫
R
〈(TV F )(t), G(t)〉 dt = 1
2π
∫
R
〈(
e−yt(TV F )(t)
)∧
,
(
eytG(t)
)∧〉
dλ
=
1
2πi
∫
R
〈
R˜V (λ− iy)F̂ (λ− iy), Ĝ(−t)(λ− iy)
〉
dλ.
(2.143)
Here 〈·, ·〉 is the real dot product.
Following (2.129) and (2.130), we express R˜V in (2.143) as
R˜V = R0 −R0V˜1V˜2R0 +R0V˜1
(
V˜2R˜V V˜1
)
V˜2R0. (2.144)
The first term represents the free Schro¨dinger evolution:
1
2πi
∫
R
〈
R0(λ− iy)F̂ (λ− iy), Ĝ(−t)(λ− iy)
〉
dλ. (2.145)
It is bounded by virtue of the endpoint Strichartz estimates of [KeTa].
Likewise, by means of Strichartz or smoothing estimates for the free
Schro¨dinger equation, one obtains that∥∥V˜2R0(λ− i0)F̂ (λ− i0)∥∥L2λ,x ≤ C‖F‖L2tL6/5,2x ,∥∥V˜ ∗1 R0(λ+ i0)Ĝ(λ− i0)∥∥L2λ,x ≤ C‖G‖L2tL6/5,2x .
(2.146)
The same holds for the integral along any other horizontal line, meaning
that for every y ∈ R, V˜2R0(λ+ iy)F̂ (λ+ iy) and V˜ ∗1 R0(λ+ iy)Ĝ(λ+ iy) are
in L2λ,x. This allows shifting the integration line toward the real axis.
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Taking into account the fact that, by (2.128) and (2.126),
sup
Imλ≤0
‖V˜2R˜V V˜1‖L(L2t,x,L2t,x) <∞ (2.147)
and following (2.144) and (2.146), we obtain∫
R
〈(TF )(t), G(t)〉 dt ≤ C‖F‖
L2tL
6/5,2
x
‖G‖
L2tL
6/5,2
x
. (2.148)
Then, we remove our previous assumption that F and G should have com-
pact support. This establishes the estimate∥∥∥∥
∫
t>s
ei(t−s)HPc−δ(t−s)PpF (s) ds
∥∥∥∥
L2tL
6,2
x
≤ C‖F‖
L2tL
6/5,2
x
. (2.149)
By taking the Pc projection, we obtain the more usual Strichartz retarded
estimate. Then, using Duhamel’s formula (2.140), we obtain (1.9).
Given V ∈ L3/2,∞0 , we approximate it in the L3/2,∞ norm by L∞ potentials
whose exceptional sets are still disjoint from σ(H0). Since the conclusion
stands for each approximation, uniformly, we pass to the limit and it also
holds for V itself.
Next, we prove (1.10). Assume V ∈ L3/2,1. With V˜1 and V˜2 as in Lemma
2.13 (meaning V˜1 and V˜
∗
2 are bounded from L
2 to L6/5,1), let
(TV˜2,V˜1F )(t) =
∫ t
−∞
V˜2e
i(t−s)H0 V˜1F (s) ds. (2.150)
We need to establish that TV˜1,V˜2 ∈ K, where K is the Wiener algebra of
Definition 2.1 for H = L2x. By Proposition 1.2 and Minkowski’s inequality,
TI,IF (t) =
∫ t
−∞
ei(t−s)H0F (s) ds (2.151)
takes L1tL
6,1
x to L1tL
6/5,∞
x . Therefore TV˜2,V˜1 takes L
1
tL
2
x to itself and, for the
Hilbert space H = L2x, belongs to the algebra K. Following Lemma 2.7, the
Fourier transform of TV˜2,V˜1 is given by
T̂V˜2,V˜1(λ) = iV˜2R0(λ)V˜1. (2.152)
By Lemma 2.13, I − iT̂V˜2,V˜1(λ) is invertible for Imλ ≤ 0.
Considered as an operator from Lp, p < 6/5, to its dual, TI,I(t) decays at
infinity faster than |t|−1 in norm:
‖TI,I(t)‖L(Lp,Lp′) ≤ C|t|3/2−3/p (2.153)
and 3/2 − 3/p < −1 for p < 6/5. Thus, if V˜1 and V˜ ∗2 were in L(L2, Lp),
‖χ|t|>RTV˜2,V˜1‖K ≤
∫ ∞
t
‖TV˜2,V˜1(t)‖L(L2,L2) ≤ C|t|5/2−3/p → 0 (2.154)
as t→∞. By approximating V˜1 and V˜2 in the operator norm, it follows that
TV˜2,V˜1 belongs to the subalgebra K0 ⊂ K of kernels that decay at infinity.
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Moreover, consider approximations of V˜1 and V˜2, call them F
n
1 and F
n
2 ,
as given by Lemma 2.13. Then for each t
‖(Fn2 e−i(t+ǫ)∆Fn1 − Fn2 e−it∆Fn1 )f‖2 ≤ Cǫ1/4‖e−it∆Fn1 f‖H˙1/2loc (2.155)
and therefore ∫ t
−t
‖(Fn2 ei(t+ǫ)H0Fn1 − Fn2 eitH0Fn1 )f‖2 dt
≤ Cǫ1/4t1/2
(∫ t
−t
‖e−it∆Fn1 f‖2H˙1/2loc dt
)1/2
≤ Cǫ1/4t1/2‖f‖2.
(2.156)
Since TFn2 ,Fn1 decays at infinity, (2.156) implies that TFn2 ,Fn1 is equicontinu-
ous. By passing to the limit, we find that the same holds for TV˜2,V˜1 .
Therefore I − iTV˜2,V˜1 satisfies all the hypotheses of Theorem 2.3, with
respect to the Hilbert space L2 and the algebra K of Definition 2.1. The
inverse (I − iTV˜2,V˜1)−1 then belongs to K and is supported on (−∞, 0] in t
by Lemma 2.5.
Let TI,V˜1 and TV˜2,I be respectively given by
(TI,V˜1F )(t) =
∫ t
−∞
ei(t−s)H0 V˜1F (s) ds (2.157)
and
(TV˜2,IF )(t) =
∫ t
−∞
V˜2e
i(t−s)H0F (s) ds. (2.158)
Given the decomposition V − Pp(H + iδ) = V˜1V˜2, (2.140) becomes
V˜2Z(t) = V˜2
∫ t
0
ei(t−s)H0(−iF (s) + δs=0Z(0)) ds + i
∫ t
0
(V˜2e
i(t−s)H0 V˜1)V˜2Z(s) ds.
(2.159)
Then (
I − iTV˜2,V˜1
)
V˜2Z = TV˜2,1(−iF + δt=0Z(0)). (2.160)
Consequently, we can rewrite (2.140) as
Z = TI,I(−iF + δt=0Z(0)) + TI,V˜1(I − iTV˜2,V˜1)−1TV˜2,I(−iF + δt=0Z(0)).
(2.161)
By Proposition 1.2,
‖TV˜2,1(−iF + δt=0Z(0))‖L1tL2x ≤ C(‖F‖L1tL6/5,1x + ‖Z(0)‖L6/5,1x ) (2.162)
The convolution kernel (I − iTV˜2,V˜1)−1 then takes L1tL2x into itself again,
while the last operator T1,V˜1 takes L
1
tL
6/5,1
x into L1tL
6,∞
x . We obtain that
PcZ ∈ L1tL6,∞x , as desired. 
For completeness, we also sketch the proof of Proposition 1.5.
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Proof of Proposition 1.5. If V ∈ L3/2,1, then (1.14) follows directly by in-
terpolation between (1.9) and (1.10), which are both satisfied. If V ∈ L3/2,
then we use Theorem 2.6.
We need to show in this case that TV2,V1 belongs to K6/5. By complex
interpolation between
‖TV2,V1F‖L1tL2x ≤ C‖V1‖L3,2‖V2‖L3,2‖F‖L1tL2x ,
which follows by Proposition 1.2, and
‖TV2,V1F‖L2t,x ≤ C‖V1‖L3,∞‖V2‖L3,∞‖F‖L2t,x ,
which follows by the endpoint Strichartz estimate for e−it∆, we obtain that
‖TV2,V1F‖L6/5t L2x ≤ C‖V1‖L3‖V2‖L3‖F‖L6/5t L2x ,
so, by definition, TV2,V1 ∈ K6/5.
Since TV˜2,V˜1 − TV2,V1 has finite rank, a similar interpolation argument
shows that TV˜2,V˜1 ∈ K6/5.
From this point, the proof follows that of (1.10). 
2.7. The time-dependent case.
Proof of Corollary 1.6. Introduce an auxiliary function Z1 = PcZ1 (sup-
ported on the continuous spectrum) and write (1.14) in the form
i∂tZ +HZ + V˜ (t, x)PcZ1 = F, Z(0) given. (2.163)
By the Strichartz estimate (1.9),
‖PcZ‖L∞t L2x∩L2tL6,2x ≤ C
(
‖Z(0)‖2 + ‖F‖L1tL2x+L2tL6/5,2x +
+ ‖V˜ ‖
L∞t L
3/2,∞
x
‖PcZ1‖L2tL6,2x
)
.
(2.164)
For two different values of Z1, call them Z
1
1 and Z
2
1 , we subtract the corre-
sponding copies of (2.163) from one another. The contributions of Z(0) and
F cancel, so we obtain
‖PcZ1 − PcZ2‖L∞t L2x∩L2tL6,2x ≤ C‖V˜ ‖L∞t L3/2,∞x ‖PcZ
1
1 − PcZ21‖L2tL6,2x .
(2.165)
Thus, if ‖V˜ ‖
L∞t L
3/2,2
x
is sufficiently small, the map that associates the solu-
tion PcZ to the auxiliary function PcZ1 is a contraction inside some ball of
large radius in L2tL
6,2
x . The fixed point of this contraction is a solution to
(1.14) and (2.164) then implies (1.15).
The proof of (1.16) is entirely analogous. 
Consider the family of isometries U given by (1.18) or (1.19). In the
subsequent lemma we encapsulate the properties of U that we actually use
in our study of (1.22) and (1.27).
Lemma 2.16. Let U(t) be defined by (1.18) or (1.19). Then U possesses
properties P1–P4 listed in Theorem 1.7.
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Proof. With no prejudice, we only consider the matrix case (1.18).
It is straightforward to verify properties P1 and P2: U(t) are isometries,
so they preserve any isometry-invariant Banach space. The Laplace operator
∆ (hence H0, too) commutes with translations and rotations.
The third property, P3, concerns a comparison between
T (t, s) = ei(t−s)H0 (2.166)
and
T˜ (t, s) = ei(t−s)H0U(t)U(s)−1
= ei(t−s)H0Ω(t)e(D(t)−D(s))∇+i(A(t)−A(s))σ3Ω(s)−1.
(2.167)
We first study the model operator with Ω ≡ I and D ≡ 0, so we only
have to handle the oscillation A. Denote this by
T˜1(t, s) = e
i(t−s)H0ei(A(t)−A(s))σ3 . (2.168)
One has
eia − 1 ≤ Cmin(1, a) (2.169)
and then, by the L1 to L∞ t−3/2 dispersive estimate, for large enough N
‖〈x〉−N (T (t, s)− T˜1(t, s))〈x〉−N‖2→2 ≤ C‖T (t, s)− T˜ (t, s)‖1→∞
≤ C|t− s|−3/2|A(t)−A(s)|
≤ C|t− s|−1/2‖A′‖∞.
(2.170)
Next, consider the case when Ω ≡ I, but D and A need not be zero. Let
T˜2(t, s) = e
i(t−s)H0e(D(t)−D(s))∇+i(A(t)−A(s))σ3 . (2.171)
We start with the Leibniz-Newton formula
T˜2(t, s)− T˜1(t, s) =
∫ t
s
D′(τ)∇ei(t−s)H0e(D(τ)−D(s))∇+i(A(t)−A(s))σ3 dτ,
(2.172)
which implies
‖〈x〉−N (T˜2(t, s)− T˜1(t, s))〈x〉−N‖2→2 ≤
≤ C‖D′‖∞|t− s| · sup
τ∈[s,t]
‖〈x〉−N∇e(D(τ)−D(s))∇T˜1(t, s)〈x〉−N‖2→2
= C‖D′‖∞|t− s| · sup
τ∈[s,t]
‖〈x〉−N∇e(D(τ)−D(s))∇∇T (t, s)〈x〉−N‖2→2.
(2.173)
From the explicit form of the fundamental solution of the free Schro¨dinger
equation, we obtain the following bound for the kernel of ∇T (t, s):
|∇T (t, s)|(x, y) ≤ C |x− y||t− s|5/2 . (2.174)
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Then,
|∇e(D(τ)−D(s))∇T (t, s)|(x, y) = |∇T (t, s)|(x +D(τ)−D(s), y)
≤ C |x|+ |y|+ |τ − s|‖D
′‖∞
|t− s|5/2 .
(2.175)
(2.173) and (2.175) imply that, for sufficiently large N ,
‖〈x〉−N (T˜2(t, s)−T˜1(t, s))〈x〉−N‖2→2 ≤ C(|t−s|−3/2‖D′‖∞+|t−s|−1/2‖D′‖2∞).
(2.176)
Finally, if Ω 6= I, let D˜(τ) = Ω(s)D(τ); then
T˜ (t, s) = ei(t−s)H0Ω(t)Ω(s)−1e(D˜(t)−D˜(s))∇+i(A(t)−A(s))σ3 . (2.177)
We use a concrete description of Ω′(t): there exists an infinitesimal rotation
ω(t) = (x · e1(t))∂e2(t) − (x · e2(t))∂e1(t) (2.178)
such that ∂tΩ(t) equals |Ω′(t)| times ω(t), applied to Ω(t):
∂tΩ(t)f = |Ω′(t)|ω(t)Ω(t)f. (2.179)
By the Leibniz-Newton formula again,
T˜ (t, s)− T˜2(t, s) =
∫ t
s
|Ω′(τ)|ω(t)ei(t−s)H0Ω(τ)Ω(s)−1
e(D˜(t)−D˜(s))∇+i(A(t)−A(s))σ3 dτ.
(2.180)
This implies
‖〈x〉−N (T˜ (t, s)− T˜2(t, s))〈x〉−N‖2→2 ≤
≤ C‖Ω′‖∞|t− s| · sup
τ∈[s,t]
sup
ω
‖〈x〉−NωΩ(τ)Ω(s)−1T˜2(t, s)〈x〉−N‖2→2
= C‖Ω′‖∞|t− s| · sup
τ∈[s,t]
sup
ω
‖〈x〉−NωT˜2(t, s)〈x〉−N‖2→2,
(2.181)
where the supremum is taken over all infinitesimal rotations ω.
From the explicit form of the fundamental solution, we get that
sup
ω
|ωT (t, s)|(x, y) ≤ C |x||y||t− s|5/2 . (2.182)
Then,
sup
ω
|ωT˜2(t, s)|(x, y) = sup
ω
|ωT (t, s)|(x+ D˜(τ)− D˜(s), y)
≤ C (|x|+ |D(τ)−D(s)|)|y||t− s|5/2 .
(2.183)
For sufficiently large N , this implies
‖〈x〉−N (T˜ (t, s)− T˜2(t, s))〈x〉−N‖2→2 ≤
≤ C(|t− s|−3/2‖Ω′‖∞ + |t− s|−1/2‖Ω′‖∞‖D′‖∞). (2.184)
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By (2.170), (2.176), and (2.184),
‖〈x〉−N (T˜2(t, s)− T (t, s))〈x〉−N‖2→2 ≤
≤ C(|t− s|−3/2(‖Ω′‖∞ + ‖D′‖∞) + |t− s|−1/2(‖Ω′‖∞‖D′‖∞ + ‖D′‖2∞ + ‖A′‖∞)).
(2.185)
This proves property P3.
Finally, P4 follows from the fact that eigenfunctions ofH are in 〈∇〉−2L6/5,2,
by Lemma 2.11. Indeed, by (2.179),
∂tU(t)U
−1(t) = |Ω′(t)|ω(t) + (Ω(t)D′(t))∇ +A′(t)σ3, (2.186)
where ω(t) is an infinitesimal rotation.
Then, let f ∈ 〈∇〉−2L6/5,2 solve, with λ 6∈ (−∞,−µ] ∪ [µ,∞),
f = R0(λ)V f. (2.187)
It is immediate that
‖(Ω(t)D′(t))∇f‖+ ‖A′(t)σ3f‖L6/5,2 ≤ C(|D′|+ |A′|)‖f‖〈∇〉−2L6/5,2 . (2.188)
If V ∈ L3/2,1, then f ∈ 〈x〉−2L6/5,1, implying that (Ω(t)D′(t))∇f+A′(t)σ3f ∈
L6/5,1 instead.
For the Ω(t) component of U(t), P4 reduces to knowing that ωf ∈ L6/5,2.
However,
|ωR0(λ)|(x, y) ≤ C(1 + |x− y|)|R0(λ)|(x, y). (2.189)
P4 follows because V f ∈ L6/5,2 and |R0(λ)|(x, y) decays exponentially.
If V ∈ L3/2,1, then V f ∈ L6/5,1 implies that ωf ∈ L6/5,1. 
Proof of Theorem 1.7. To begin with, assume that V ∈ L∞. This endows
the Schro¨dinger evolution with a meaning, in the space of exponentially
growing functions in the L2 norm. In the end, one can discard this assump-
tion following an approximation argument.
Write the equation in the form (1.28) and let
Z˜ = PcZ, F˜ = PcU(t)F − i[Pc, ∂tU(t)U(t)−1](Z˜ + PpZ). (2.190)
The equation becomes
i∂tZ˜ − i∂tU(t)U(t)−1Z˜ +HZ˜ = F˜ , Z˜(0) = PcU(0)R(0) given. (2.191)
Fixing δ > 0, we rewrite (2.191) in the equivalent form
i∂tZ˜ − i∂tU(t)U(t)−1Z˜ + (HPc + iδPp)Z˜ = F˜ . (2.192)
Note that
HPc + iδPp = H0 + V − Pp(H− iδ). (2.193)
Lemma 2.13 provides a decomposition
V − Pp(H− iδ) = V˜1V˜2, (2.194)
where V˜1 and V˜
∗
2 are in L(L2, L6/5,2) and can be approximated in this space
by operators Fn1 and F
n
2 , such that F
n
1 , (F
n
2 )
∗ ∈ L(L2, 〈x〉−NL2).
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Thus, we obtain
i∂tZ˜ − i∂tU(t)U(t)−1Z˜ + (H0 + V˜1V˜2)Z˜ = F˜ . (2.195)
As a general model, consider a solution of the equation
i∂tf − i∂tU(t)U(t)−1f +H0f = F, f(0) given. (2.196)
Letting f = U(t)g, F = U(t)G, the equation becomes
i∂tg +H0g = G, g(0) = U(0)−1f(0), (2.197)
so
g = eitH0g(0) − i
∫ t
−∞
ei(t−s)H0G(s) ds (2.198)
and
f = eitH0U(t)U(0)−1f(0)− i
∫ t
−∞
ei(t−s)H0U(t)U(s)−1F (s) ds. (2.199)
In particular, we obtain that
Z˜ =
∫ t
−∞
ei(t−s)H0U(t)U(s)−1(δs=0Z˜(0)− iF˜ (s) + iV˜1V˜2Z˜) ds. (2.200)
Denote
T˜V˜2,V˜1F (t) =
∫ t
−∞
V˜2e
i(t−s)H0U(t)U(s)−1V˜1F (s) ds, (2.201)
respectively
T˜V˜2,IF (t) =
∫ t
−∞
V˜2e
i(t−s)H0U(t)U(s)−1F (s) ds. (2.202)
Then, rewrite Duhamel’s formula (2.200) as
(I − iT˜V˜2,V˜1)V˜2Z˜(t) = T˜V˜2,I(−iF˜ (s) + δs=0Z˜(0)). (2.203)
We compare T˜V˜2,V˜1 with the kernel, invariant under time translation,
TV˜2,V˜1F (t) =
∫ t
−∞
V˜2e
i(t−s)H0 V˜1F (s) ds. (2.204)
Indeed, I − iTV˜2,V˜1 is invertible, see (2.216), and we want to prove the same
for T˜ , so that we can invert in (2.203).
We make the comparison in the following algebra K˜, whose definition
parallels that of K, Definition 2.1.
Definition 2.3. K˜ = {T (t, s) | sups ‖T (t, s)f‖MtL2x ≤ C‖f‖2}.
Here MtL
2
x is the set of L
2-valued measures of finite mass on the Borel
algebra of R. K˜ contains operators that are not translation-invariant in t
and s, is naturally endowed with a unit, but is not a C∗ algebra.
To carry out the comparison of T and T˜ , let
f(π, τ) = sup
t−s=τ
‖〈x〉−N (U(t)U(s)−1ei(t−s)H0−ei(t−s)H0)〈x〉−N‖2→2 (2.205)
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and observe that
‖〈x〉−N (U(t)U(s)−1ei(t−s)H0 − ei(t−s)H0)〈x〉−N‖K˜ ≤
∫
R
f(π, τ) dτ. (2.206)
By condition P3, for almost every τ
lim
‖π′‖∞→0
f(π, τ) = 0. (2.207)
On the other hand, by combining the L2 boundedness and the L1 → L∞
decay estimates,
‖〈x〉−N (U(t)U(s)−1ei(t−s)H0 − ei(t−s)H0)〈x〉−N‖2→2 ≤
≤ ‖〈x〉−NU(t)U(s)−1ei(t−s)H0〈x〉−N‖2→2 + ‖〈x〉−N ei(t−s)H0〈x〉−N‖2→2
≤ Cmin(1, |t − s|−3/2).
(2.208)
Equivalently,
|f(π, τ)| ≤ Cmin(1, |t − s|−3/2), (2.209)
so f(π, τ) is uniformly integrable in τ . By dominated convergence,
lim
‖π′‖∞→0
∫
R
f(π, τ) dτ = 0, (2.210)
hence
lim
‖π′‖∞→0
‖〈x〉−N (U(t)U(s)−1ei(t−s)H0 − ei(t−s)H0)〈x〉−N‖K˜ = 0. (2.211)
Therefore, for each approximation Fn1 and F
n
2 of V˜1 and V˜2
lim
‖π′‖∞→0
‖TFn2 ,Fn1 − T˜Fn2 ,Fn1 ‖K˜ = 0. (2.212)
Since Fn2 and F
n
1 are approximations of V˜2 and V˜1, by (1.9)
lim
n→∞ ‖TFn2 ,Fn1 − TV˜2,V˜1‖L(L2t,x,L2t,x) = 0,
lim
n→∞ ‖T˜Fn2 ,Fn1 − T˜V˜2,V˜1‖L(L2t,x,L2t,x) = 0.
(2.213)
When V ∈ L3/2,1, one can replace L(L2t,x, L2t,x) by K˜ in (2.213), using (1.10)
instead of (1.9).
Therefore, when V ∈ L3/2,∞0
lim
‖π′‖∞→0
‖TV˜2,V˜1 − T˜V˜2,V˜1‖L(L2t,x,L2t,x) = 0 (2.214)
and when V ∈ L3/2,1
lim
‖π′‖∞→0
‖TV˜2,V˜1 − T˜V˜2,V˜1‖K˜ = 0. (2.215)
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However, the operator I − iTV˜1,V˜2 is invertible in L(L2t,x, L2t,x). Indeed, its
inverse is formally (say, for compactly supported functions in t) given by the
following formula:
(I − iTV˜1,V˜2)−1F (t) = F (t)− i
∫ t
−∞
V˜2e
i(t−s)HPc−δ(t−s)Pp V˜1F (s) ds.
(2.216)
Due to the Strichartz estimates of Theorem 1.3, this formal inverse actually
is in L(L2t,x, L2t,x).
For the same reason, when V ∈ L3/2,1, I − iTV˜1,V˜2 is also invertible in the
K˜ algebra of Definition 2.3.
By (2.214), it follows that when ‖π′‖∞ is small enough I − iT˜V˜2,V˜1 is also
invertible in L(L2t,x, L2t,x), respectively K˜.
Using the invertibility of I − iT˜V˜2,V˜1 in (2.203) results in
‖V˜2Z˜‖L2t,x ≤ C‖TV˜2,I(−iF˜ + δs=0Z˜(0))‖L2t,x
≤ C(‖F˜‖
L1tL
2
x+L
2
tL
6/5,2
x
+ ‖Z˜(0)‖L2x
)
,
(2.217)
respectively
‖V˜2Z˜‖L1tL2x ≤ C‖TV˜2,I(−iF˜ + δs=0Z˜(0))‖L1tL2x
≤ C(‖F˜‖
L1tL
6/5,1
x
+ ‖Z˜(0)‖
L
6/5,1
x
)
.
(2.218)
Plugging this back into Duhamel’s formula (2.200) leads to the desired esti-
mates.
Finally, we account for the right-hand side term ∂t[Pc, ∂tU(t)U(t)
−1]Z˜.
Property P4 and the structure of Pc (see (2.91) and Lemma 2.11) imply
‖∂t[Pc, ∂tU(t)U(t)−1]Z˜‖L2tL6/5,2x ≤ C‖π
′‖∞‖Z˜‖L2tL6,2x . (2.219)
Thus, the commutator ∂t[Pc, ∂tU(t)U(t)
−1]Z˜ is controlled by Strichartz in-
equalities and a fixed point argument in L2tL
6,2
x , if ‖π′‖∞ is small.
The same goes in regard to the proof of (1.32), where the commutation
term is controlled by P4 and a fixed point argument in L1tL
6,1
x . 
Acknowledgments
I would like to thank Michael Goldberg, Wilhelm Schlag, and the anony-
mous referee for their useful comments.
Appendix A. Atomic decomposition of Lorentz spaces
Our computations take place in Lebesgue and Sobolev spaces of functions
defined on R3+1. This corresponds to three spatial dimensions and one extra
dimension that accounts for time.
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We denote the Lebesgue norm of f by by ‖f‖p. The Sobolev norms of
integral order W n,p are then defined by
‖f‖Wn,p =
( ∑
|α|≤n
‖∂αf‖pp
)1/p
(A.1)
for 1 ≤ p <∞ and
‖f‖Wn,∞ = sup
|α|≤n
‖∂αf‖∞. (A.2)
when p = ∞. In addition, we consider Sobolev spaces of fractional order,
both homogenous and inhomogenous:
‖f‖W s,p = ‖〈∇〉sf‖p, respectively ‖f‖W˙ s,p = ‖|∇|f‖p. (A.3)
Here 〈∇〉s and |∇|s denote Fourier multipliers — multiplication on the
Fourier side by 〈ξ〉s = (1 + |ξ|2)s/2 and |ξ|s respectively.
When p = 2, the alternate notation Hs = W s,2 or H˙s = W˙ s,2 is custom-
ary.
In addition, we are naturally led to consider Lorentz spaces. Given a
measurable function f on a measure space (X,µ), consider its distribution
function
m(σ, f) = µ({x | |f(x)| > σ}). (A.4)
Definition A.1. A measurable function f belongs to the Lorentz space Lp,q
if its decreasing rearrangement
f∗(t) = inf{σ | m(σ, f) ≤ t} (A.5)
fulfills
‖f‖Lp,q =
(∫ ∞
0
(t1/pf∗(t))q
dt
t
)1/q
<∞ (A.6)
or, respectively,
‖f‖Lp,∞ = sup
0≤t<∞
t1/pf∗(t) <∞ (A.7)
when q =∞.
We list several important properties of Lorentz spaces.
Lemma A.1. i) Lp,p = Lp and Lp,∞ is weak-Lp.
ii) The dual of Lp,q is Lp
′,q′, where 1/p+ 1/p′ = 1, 1/q + 1/q′ = 1.
iii) If q1 ≤ q2, then Lp,q1 ⊂ Lp,q2.
iv) Except when q = ∞, the set of bounded compactly supported func-
tions is dense in Lp,q.
For a more complete enumeration, see [BeLo¨].
We conclude by proving a lemma concerning the atomic decomposition
of Lorentz spaces. In preparation for that, we give the following definition:
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Definition A.2. The function a is an Lp atom, 1 ≤ p <∞, if a is measurable,
bounded, its support has finite measure, and a is Lp normalized:
ess sup
x
|a(x)| <∞, µ(supp a) <∞, (ess sup
x
|a(x)|)p ·µ(supp a) = 1. (A.8)
Again, note that a is an atom if and only if |a| is one.
We call a sequence lacunary if the quotient between two successive ele-
ments is bounded from below by a number greater than one.
Lemma A.2 (Atomic decomposition of Lp,q). Consider a measure space
(X,µ). A function f belongs to Lp,q(X), 1 ≤ p, q < ∞, if and only if it is
a linear combination of Lp atoms
f =
∑
k∈Z
αkak, (A.9)
where the atoms ak have disjoint supports of lacunary sizes and (αk)k ∈
ℓq(Z). Furthermore, ‖f‖Lp,q ∼ ‖αk‖ℓq and the sum (A.9) converges uncon-
ditionally in the Lp,q norm.
In the limiting case Lp,∞, a similar decomposition exists, but only con-
verges when f is in Lp,∞0 — the closure within L
p,∞ of the set of bounded
functions of finite-measure support.
Note that, for 1 < p < ∞, Lp′,1 is the dual of Lp,∞0 and Lp,∞ is the dual
of Lp
′,1, but the dual of Lp,∞ can be quite complicated.
Proof. In one direction, assume that f ∈ Lp,q; without loss of generality, we
may consider |f | in its stead.
Let fk = f
∗(2k), for f∗ as in (A.5). Since the distribution function is
decreasing, by (A.6) one has that(∑
k
(2(k+1)/pfk)
q
)1/q
≥ ‖f‖Lp,q ≥
(∑
k
(2k/pfk+1)
q
)1/q
(A.10)
or, equivalently,
21/p
(∑
k
(2k/pfk)
q
)1/q
≥ ‖f‖Lp,q ≥ 2−1/p
(∑
k
(2k/pfk)
q
)1/q
. (A.11)
Thus,
(∑
k(2
k/pfk)
q
)1/q
is comparable to ‖f‖Lp,q .
Let Bk = |f |−1([fk,∞)). By definition, µ(Bk) ≤ 2k and |f(x)| ≥ fk on
Bk. Observe that if µ(Bk) > µ(Bk−1), then µ(Bk) > 2k−1.
For any k ∈ Z, let
n(k) = min{n | µ(Bn \Bk) ≥ 2k}, m(k) = max{m | µ(Bk \Bm) ≥ 2k−1},
(A.12)
and set n(k) = +∞ or m(k) = −∞ if the sets are empty. Observe that, for
k ≤ ℓ < n(k), fℓ = fk and, for k > ℓ ≥ m(k), fℓ = fk−1.
Define recursively the finite or infinite sequence (kℓ)ℓ∈Z by
k0 = 1, kℓ+1 = n(kℓ) for ℓ ≥ 0, and kℓ−1 = m(kℓ) for ℓ ≤ 0. (A.13)
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Then fk = fkℓ whenever kℓ ≤ k < kℓ+1. Since
2−1/p2kℓ+1/p ≤
kℓ+1−1∑
k=kℓ
2k/p ≤ 2
−1/p
1− 2−1/p 2
kℓ+1/p, (A.14)
it follows that
(∑
ℓ(2
kℓ+1/pfkℓ)
q
)1/q
is comparable to ‖f‖Lp,q .
Let Aℓ = |f |−1([fkℓ , fkℓ−1)). Note that µ(Aℓ) ≥ 2kℓ−1 by the definition of
the kℓ sequence and also that µ(Aℓ) = µ(Bℓ \Bℓ−1 > 2kℓ−1−2kℓ−1 . We infer
that µ(Aℓ) > 2
kℓ−2. On the other hand, µ(Aℓ) ≤ µ(Bℓ) ≤ 2kℓ .
Set
αℓ = µ(Aℓ)
1/p ess sup{|f(x)| | x ∈ Aℓ},
aℓ = (χAℓf)/αℓ.
(A.15)
Note that aℓ is an atom for each ℓ and
2kℓ/pfkℓ−1 > αℓ > 2
(kℓ−2)/pfkℓ. (A.16)
In particular, ∑
ℓ
αqℓ <
∑
ℓ
2kℓ/pfkℓ−1 ≤ C‖f‖Lp,q , (A.17)
so ‖αk‖ℓq ≤ C‖f‖Lp,q .
In order to establish the converse, consider
f =
∑
k∈Z
αkak, (A.18)
where ak are L
p atoms of disjoint supports of size 2k and only finitely many
of the coefficients αk are nonzero. One needs to show that
‖f‖Lp,q ≤ C‖αk‖ℓq , (A.19)
with a constant that does not depend on the number of terms.
Observe that each atom ak has ess sup |ak(x)| = 2−k/p. Since the mea-
sures of supports of atoms ak, for k < k0, add up to at most 2
k0 , it follows
by the definition of the distribution function that
f∗(2k0) ≤ ess sup
k≥k0, x∈X
|αkak(x)| = sup
k≥k0
2−k/p|αk|. (A.20)
Then, the integral that appears in the definition (A.6) can be bounded by∫ ∞
0
(t1/pf∗(t))q
dt
t
≤
∑
k0∈Z
(
2k0/p( sup
k≥k0
2−k/p|αk|)
)q
≤
∑
k∈Z
( ∑
k0≤k
2k0q/p
)
2−kq/p|αk|q
=
2q/p
2q/p − 1
∑
k∈Z
|αk|q.
(A.21)
It follows that ‖f‖Lp,q is indeed finite and fulfills (A.19). The unconditional
convergence of
∑
k |αk|q implies the unconditional convergence of
∑
αkak.
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This proof of the converse easily generalizes to the case when the atom
sizes are only in the order of, not precisely equal to, 2k, as well as to the
case when there are at most some fixed number of atoms of each dyadic size
instead of just one (in particular, to the case of a lacunary sequence). 
A characterization of Lp,∞ is given by (A.7) or, equivalently,
Lp,∞ = {f | sup
t
tpµ({x | |f(x)| > t}) <∞}. (A.22)
Next, we characterize Lp,∞0 , the closure in L
p,∞ of the set of bounded func-
tions of finite support, in a similar manner.
Proposition A.3. For 1 ≤ p <∞, Lp,∞0 ⊂ Lp,∞ is characterized by
Lp,∞0 = {f ∈ Lp,∞ | limt→∞ t
pµ({x | |f(x)| > t}) = 0,
lim
t→0
tpµ({x | |f(x)| > t}) = 0}. (A.23)
Proof. If f ∈ Lp, then∫ ∞
0
tp dµ({x | |f(x)| > t}) <∞, (A.24)
implying (A.23). Since Lp is dense in Lp,∞0 , the same follows for L
p,∞
0 .
Conversely, (A.23) implies that f can be approximated by
fn(x) = f(x)χ{x|1/n<|f(x)|<n}(x) (A.25)
and fn are bounded and of compact support. 
Appendix B. Real interpolation
Our presentation of interpolation follows Bergh–Lo¨fstro¨m, [BeLo¨], and is
included only for the sake of completeness. The reader is advised to consult
this reference work for a much more detailed exposition.
For any couple of Banach spaces (A0, A1), contained within a wider space
X, their intersection, A0 ∩A1, and their sum
A0 +A1 = {x ∈ X | x = a0 + a1, a0 ∈ A0, a1 ∈ A1} (B.1)
give rise to two potentially new Banach spaces.
Given a couple of Banach spaces (A0, A1) as above, define the so-called
K functional — method due to Peetre — on A0 +A1 by
K(t, a) = inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1). (B.2)
Definition B.1. For 0 ≤ θ ≤ 1, 1 ≤ q ≤ ∞, the interpolation space
(A0, A1)θ,q = Aθ,q is the set of elements f ∈ A0 +A1 whose norm
‖f‖Aθ,q =
(∫ ∞
0
(t−θK(t, f))q
dt
t
)1/q
(B.3)
is finite.
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(A0, A1)θ,q is an exact interpolation space of exponent θ between A0 and
A1, meaning that it satisfies the following defining property:
Theorem B.1. Let T be a bounded linear mapping between two pairs of
Banach spaces (A0, A1) and (B0, B1), i.e.
‖Tf‖Bj ≤Mj‖f‖Aj , j = 0, 1. (B.4)
Then
‖Tf‖(B0,B1)θ,q ≤M1−θ0 Mθ1 ‖f‖(A0,A1)θ,q . (B.5)
For two couples of Banach spaces, (A
(1)
0 , A
(1)
1 ) and (A
(2)
0 , A
(2)
1 ),
(A
(1)
0 ×A(2)0 , A(1)1 ×A(2)1 )θ,q = (A(1)0 , A(1)1 )θ,q × (A(2)0 , A(2)1 )θ,q. (B.6)
The following multilinear interpolation theorem is due to Lions–Peetre:
Theorem B.2. Assume that T is a bilinear mapping from (A
(j)
0 ×A(j)1 ) to
Bj for j = 0, 1 and
‖T (a(1), a(2))‖Bj ≤Mj‖a(1)‖A(1)j ‖a
(2)‖
A
(2)
j
. (B.7)
Then
‖T (a(1), a(2))‖(B0,B1)θ,q ≤ C‖a(1)‖(A(1)0 ,A(1)1 )θ,q1‖a
(2)
j ‖(A(2)0 ,A(2)1 )θ,q2 , (B.8)
if 0 < θ < 1, 1/q − 1 = (1/q1 − 1) + (1/q2 − 1), 1 ≤ q ≤ ∞.
Another bilinear real interpolation theorem is the following (see [BeLo¨],
Section 3.13.5(b)):
Theorem B.3. Let A0, A1, B0, B1, C0, and C1 be Banach spaces, and
assume that the bilinear operator T is bounded as follows:
T : A0 ×B0 7→ C0, T : A0 ×B1 7→ C1, T : A1 ×B0 7→ C1. (B.9)
If 0 < θ0, θ1 < θ < 1, 1 ≤ a, b, r ≤ ∞ and 1 ≤ 1a + 1b , θ = θ0 + θ1, then
T : (A0, A1)θ1,ar × (B0, B1)θ2,br → (C0, C1)θ,r. (B.10)
Below we list the results of real interpolation in some standard situations:
Proposition B.4. Let Lp be the Lebesgue spaces defined over a measure
space (X,µ) and Lp,q be Lorentz spaces over the same. Then
1. (Lp0,q0 , Lp1,q1)θ,q = L
p,q, for p0, p1, q0, q1 ∈ (0,∞], p0 6= p1, 1/p =
(1− θ)/p0 + θ/p1, 0 < θ < 1.
2. For a Banach space A, define the weighted spaces of sequences (ho-
mogenous and inhomogenous, respectively)
ℓ˙qs(A) =
{
(an)n∈Z | ‖(an)‖ℓqs(A) =
( ∞∑
n=−∞
(2ns‖an‖A)q
)1/q
<∞
}
ℓqs(A) =
{
(an)n≥0 | ‖(an)‖ℓqs(A) =
( ∞∑
n=0
(2ns‖an‖A)q
)1/q
<∞
} (B.11)
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Then
(ℓ˙q0s0(A0), ℓ˙
q1
s1(A1))θ,q = ℓ˙
q
s((A0, A1)θ,q),
(ℓq0s0(A0), ℓ
q1
s1(A1))θ,q = ℓ
q
s((A0, A1)θ,q),
(B.12)
where 0 < q0, q1 <∞, s = (1− θ)s0 + θs1, 1/q = (1− θ)/q0 + θ/q1,
0 < θ < 1.
3. (Lp0(A0), L
p1(A1))θ,p = L
p((A0, A1)θ,p), for 1/p = (1−θ)/p0+θ/p1.
Again, the reader is referred to [BeLo¨] for the proofs and for more details.
Finally, real interpolation yields a short proof of sharpened Young’s and
Ho¨lder’s inequalities that we use throughout the paper:
Proposition B.5. Assume that f ∈ Lp1,q1 and g ∈ Lp2,q2, 1 ≤ p1, q1, p2, q2 ≤
∞. If 1p = 1p1 + 1p2 , 1q = 1q1 + 1q2 , 1 < p1, p2 <∞, then f g ∈ Lp,q.
If 1p˜ =
1
p1
+ 1p2 − 1 and 1 < p1, p2, p <∞, then f ∗ g ∈ Lp˜,q.
Proof. Interpolate by Theorem B.3 between
‖fg‖L∞ ≤ ‖f‖L∞‖g‖L∞ , ‖fg‖L1 ≤ ‖f‖L∞‖g‖L1 , and ‖fg‖L1 ≤ ‖f‖L1‖g‖L∞ ,
(B.13)
with interpolation exponents θ0 =
1
p1
, θ1 =
1
p2
, θ = 1p , ar = q1, br = q2, and
r = q. We obtain that f g ∈ Lp,q.
Concerning Young’s inequality, interpolate by Theorem B.3 between
‖f∗g‖L1 ≤ ‖f‖L1‖g‖L1 , ‖f∗g‖L∞ ≤ ‖f‖L∞‖g‖L1 , and ‖f∗g‖L∞ ≤ ‖f‖L1‖g‖L∞ ,
(B.14)
with interpolation exponents θ0 = 1− 1p1 , θ1 = 1− 1p2 , θ = 2− 1p1− 1p2 = 1− 1p˜ ,
ar = q1, br = q2, and r = q. We obtain exactly that f ∗ g ∈ Lp˜,q. 
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