This paper reports on a robust RGB-D SLAM system that performs well in scarcely textured and structured environments. We present a novel keyframe-based continuous visual odometry that builds on the recently developed continuous sensor registration framework. A joint geometric and appearance representation is the result of transforming the RGB-D images into functions that live in a Reproducing Kernel Hilbert Space (RKHS). We solve both registration and keyframe selection problems via the inner product structure available in the RKHS. We also extend the proposed keyframe-based odometry method to a SLAM system using indirect ORB loop-closure constraints. The experimental evaluations using publicly available RGB-D benchmarks show that the developed keyframe selection technique using continuous visual odometry outperforms its robust dense (and direct) visual odometry equivalent. In addition, the developed SLAM system has better generalization across different training and validation sequences; it is robust to the lack of texture and structure in the scene; and shows comparable performance with the state-of-theart SLAM systems.
Introduction
Visual SLAM has been a focused research topic and widely applied to areas like 3D reconstruction [22, 34] , augmented reality [14, 21] , and mobile robotics [10, 18] . The feature-based SLAM has long been regarded as the mainstream method [4, 26] . Key strengths for the featurebased SLAMs are their computational efficiency and reliable place recognition performance. However, using a sparse set of features comes at the cost of discarding most of the image information, resulting in tracking lost and lack of robustness. Direct methods have been recently successful in odometry and SLAM systems [1, 5, 6, 13, 28, 31] . The fundamentally novel formulation of the sensor registration problem Figure 1 : An example of the proposed keyframe-based continuous visual SLAM compared with DVO SLAM [12] on TUM fr1/plant sequence [29] .
in [8] is continuous and models the action of an arbitrary Lie group on any smooth manifold. In this approach, unlike direct energy formulation there is no need for constructing an image pyramid and solving the same registration problem at different resolutions.
In this paper, building on the Continuous Visual Odometry (CVO) in [8] , we propose a robust RGB-D SLAM system that performs well in scarcely textured and structured environments. In particular, this work has the following contributions:
1. We develop an intrinsic keyframe selection technique using the continuous visual odometry that directly operates on 3D colored point clouds. We show that the proposed technique is effective and can improve tracking performance. The keyframe-based continuous vi-sual odometry is extended to a SLAM system. We use loop-closure constraints that combine indirect loopclosure detection via ORB features and direct transformation estimation with continuous visual odometry.
2. We present extensive evaluations on publicly available benchmarks and show that the developed keyframe selection technique using continuous visual odometry outperforms its equivalent robust dense (and direct) visual odometry. Furthermore, the SLAM system has better generalization across different training and validation sequences; it is robust to the lack of texture and structure in the scene; and shows comparable performance with the state-of-the-art SLAM systems.
3. An open-source implementation of this work is available for download at: https://bitbucket.org/ perl-sw/cvo-slam/src/master/ The remaining of this paper is organized as follows. A review of related work is given next. A background on continuous sensor registration is given in Section 3. Section 4 presents the keyframe-based continuous visual odometry. Sections 5 and 6 discuss the extension of the keyframebased odometry to a SLAM system via loop-closure constraints generation and robust pose graph optimization. The experimental results and discussion are presented in Section 7. Finally, Section 8 concludes the paper and shares future work ideas.
Related work
Henry et al. [9] proposed an RGB-D Iterative Close Point (ICP) method. The RGB-D-ICP initializes the sensor motion with SIFT feature matching and utilizes the ICP algorithm to estimate the pose. The SIFT features are also used for loop-closures detection. A pose graph optimization is applied to maintain global consistency. In KinetFusion, Newcombe et al. [22] proposed 3D scene reconstruction using depth cameras and the truncated signed distance function. The camera pose is tracked using a coarse-to-fine ICP by aligning each frame to the global model. The align and fuse strategy associates the current frame with measurements from the past, thereby establishes the loop-closure and reduces the drift compared with the frame to frame tracking. Whelan et al. extended KinetFusion to an RGB-D system [32] . Elastic Fusion also used the same frameto-model tracking approach [33] . Surface loop-closure is applied frequently to maintain the consistency of the map.
In [1, 13, 28] , direct image alignment is achieved by minimizing the energy function that corresponds to the photometric error. Kerl et al. [11] [12] [13] combined this method with a keyframe-based pose graph SLAM, where the Gaussian entropy ratio was proposed as a metric of similarity between frames. The keyframe selection and the loop-closure validation are based on the hard thresholding of such a ratio. As for loop-closure detection, they choose the metrical nearestneighbor search. While the reported performance was good, this strategy is only functional within a small indoor environment with sufficiently accurate odometry estimation, which can make the application of the proposed system restricted.
The recent BAD SLAM presents a fast direct Bundle Adjustment (BA) formulation [27] . Starting from the keyframe-based direct RGB-D tracking, the BAD SLAM creates dense surfels for each keyframe. The surfels are associated with descriptors and tracked carefully with BA. The BAD SLAM can achieve high-accuracy trajectory estimation on sequences recorded with a well-calibrated global shutter camera. However, as the number of keyframes increases, the number of tracked surfels grows linearly, and the system runtime violates the real-time requirement within a minute. Moreover, even with the ideal camera setup, this method is volatile to motion blur. As soon as the image gets blurry, the method diverges, and recovery rarely can happen.
Background on continuous sensor registration
Consider two (finite) collections of points, X = {x i }, Z = {z j } ⊂ R 3 . We want to determine which element h ∈ SE(3), where R ∈ SO(3) and T ∈ R 3 , aligns the two point clouds X and hZ = {hz j } the "best." To assist with this, we will assume that each point contains information described by a point in an inner product space, (I, ·, · I ).
To this end, we will introduce two labeling functions, X : X → I and Z : Z → I.
In order to measure their alignment, we will be turning the clouds, X and Z, into functions f X , f Z : R 3 → I that live in some reproducing kernel Hilbert space, (H, ·, · H ). 
(
We follow the same steps in [8] with an additional step in which we use the kernel trick to kernelize the information inner product. For the kernel of our RKHS, H, we first choose the squared exponential kernel k :
for some fixed real parameters (hyperparameters) σ and , and · 3 is the standard Euclidean norm on R 3 . This allows us to turn the point clouds to functions via
We can now define the inner product of f X and f Z by
(4) We use the well-known kernel trick in machine learning [2, 20, 24] to substitute the inner products in (4) with the appearance (color) kernel. The kernel trick can be applied to carry out computations implicitly in the high dimensional space, which leads to computational savings when the dimensionality of the feature space is large compared to the number of data points [24] . After applying the kernel trick to (4) , we get
where we choose k c to be also the squared exponential kernel with fixed real hyperparameters σ c and c that are set independently.
Keyframe-based continuous visual odometry via inner product ratios
When performing consecutive frame odometry, i.e., frame-to-frame odometry, the total trajectory drift is accumulated at every frame. To reduce the total drift, we adopt the idea of keyframe-based tracking [12, 15, 16, 30] . Instead of estimating the global pose at the current frame with respect to that of the last frame, the current pose is computed using the current keyframe pose and keyframeto-frame odometry.
The overall pipeline of the developed keyframe-based odometry is shown in Figure 2 
Keyframe-based transformation estimation
When receiving a new image n, we first track it with respect to the last frame n − 1 to get the consecutive transformation T n−1 n by solving an instance of Problem 1:
where we denote T n n−1 = (T n−1 n ) −1 . In (6), f Xn−1 and f xn are point functions at the last frame n − 1 and current frame n, and h 0 is the initial pose for the solver, which is set to the previous pose T n−2 n−1 . This assumption can also be interpreted as a constant velocity motion model for consecutive tracking initialization.
To get the transformation from the current keyframe m to the current frame n, T m n , we similarly solve another instance of Problem 1:
In (7), we set the initial value h 0 using the current frameto-keyframe pose T n−1 m and the consecutive pose T n n−1 . Consequently, the estimated pose of the current frame in the world frame, T W n , can be obtained multiplying the current keyframe pose T W m with the keyframe-to-frame pose T m n .
New keyframe selection
For keyframe selection, we define a novel parameter that is intrinsic to CVO using the ratio of two inner products:
where f Xm and f Xn have the same definition as those of (6) and (7) . Since the frame next to the current keyframe m + 1 is the closest frame to the current keyframe m, the images are highly similar and T m m+1 is expected to be more accurate than future frames. Therefore, point cloud X m and the aligned point cloud T m m+1 X m+1 are also expected to be more similar than future point clouds. As such, the inner product f Xm , T m+1 m .f Xm+1 H computed using (5) serves as a reference value for evaluating the alignment quality between current keyframe m and current frame n.
The inner product ratio γ indicates the relative alignment quality of the current keyframe-to-frame transformation T m n . In addition, γ is a relative quantity, which means it is independent of the scale variation in absolute inner product values. A consequence of this property is that we can set a fixed threshold γ thres .
In addition, we also want to keep consecutive keyframes to be close to each other spatially and to have similar view angles, which means that the difference between position and orientation of consecutive keyframe poses. i.e. T m n = T m W T W n , should not be large. We use the absolute value of the misalignment angle, θ mn , computed through is created for the current frame and the transformations at the current frame are set to be new edges (blue lines). Otherwise, the current local pose graph will be added to the global pose graph and a new local pose graph will be initialized. n/a n/a n/a n/a n/a n/a n/a n/a fr1/xyz 0.0240 where Tr(·) denotes the trace of a matrix. For the translational difference we use the Euclidean norm of translation part of T m n , denoted as t mn 3 . We set a translation norm threshold t thres for t mn 3 and a misalignment angle threshold θ thres for θ mn . If any of them exceeds the threshold, the difference between two keyframes is considered too large; hence, a new keyframe is initialized.
In summary, we select a new keyframe that has good image alignment quality with respect to the last keyframe and acceptable pose difference with last keyframe. When γ < γ thres or t mn 3 > t thres or θ mn > θ thres , we set the last frame n − 1 to be a new keyframe m + 1.
Local pose graph update
Along with the tracking process, we also maintain and update a local pose graph, which is similar to that of DVO SLAM [12] . The pose graph structure and update process are shown in Figure 2 . Every time the keyframe-based tracking of the current frame is completed, a new node is created in the local pose graph. The pose T m n is set to be the estimation of an edge between the keyframe and the current frame nodes. The edge between the last frame and the current frame nodes is set to T n−1 n . When a new keyframe is created, the current local pose graph is complete and inserted into the global pose graph in the backend. Then a new local pose graph is initialized. Table 1 shows the keyframe-based tracking results using TUM RGB-D Benchmark [29] . The proposed keyframebased continuous visual odometry denoted KF-CVO, has, respectively, 19% and 21% improvement on translational drift over frame-to-frame CVO tracking [8] in fr1 training and validation sequences; on average, the rotational drifts are also better. Compared to the state-of-the-art dense visual odometry method DVO [11] and keyframe-based DVO, which is used in DVO SLAM [12] , KF-CVO also has a better overall performance.
Evaluation

Loop-closure detection and transformation estimation
To correct accumulated tracking drift, we perform indirect loop-closure detection among keyframes using ORB features [25] . We obtain an initial pose estimate between any loop-closure keyframes using matched point clouds that are generated by matched features and their corresponding depth values. Then, we use our continuous visual odometry initialized by the previously estimated pose to compute a more accurate loop-closure pose. A schematic pipeline for loop-closure detection is shown in Figure 3 (The part inside the blue dash line box).
Loop-closure detection via ORB features
When a new keyframe is selected, following the corresponding steps in ORB-SLAM2 [19] and bag-of-words definition in [7] , we extract ORB features from its image and compute a bag-of-words vector for it. Once the current local pose graph in tracking is complete and inserted to the global pose graph, loop-closure detection between the current keyframe and other keyframes except the last keyframe is performed; because the transformation from the last keyframe to current keyframe is already computed in keyframe-based visual odometry.
To measure the similarity between the images of current keyframe and other keyframes, following the definition in [7] and repeated for convenience here in (10), we compute the 1 -score s(v i , v j ) between the bag-of-words vector of the current keyframe v i and that of each previous keyframe except the last keyframe as
The range of these scores is related to query images and the distribution of words in bag-of-words vectors. Thus we use normalized scores η(v i , v j ) [7] . Since the indirect method is only used in loop-closure detection between keyframes, bag-of-words vectors are kept only for keyframes. We expect v i−1 , the bag-of-words vector of the keyframe just before the current keyframe, to be the most similar to v i and give the best score s(v i , v i−1 ). Therefore, we compute η(v i , v j ) = s(vi,vj ) s(vi,vi−1) and set a fixed threshold to accept all previous keyframes that have greater η than the threshold to be loop-closure candidates.
Loop-closure transformation estimation
For each candidate keyframe, we match its ORB features to those of the current keyframe using the feature matching method in ORB-SLAM2 [19] and perform the RANSAC algorithm to get inlier matches. Since we have access to RGB-D images, we can directly get the corresponding 3D points of the matched features. The rigid body transformation between these two sets of points with known correspondences can be computed using a singular value decomposition (SVD) as described in [23] , which serves as an initial pose, T i j , from the current keyframe i to the previous keyframe j. This approach has been named as sparse-todense, first proposed in [3] .
Since the number of features extracted in indirect methods is limited, the point clouds used to compute an initial pose are often sparse. To get a more accurate estimate of the pose, we use our continuous visual odometry, which is a direct method and has good alignment quality for close and similar images. We note that the similarity of the two images was established by the indirect detection method described earlier. The final loop-closure pose is equivalent to solving the following problem.
Before we decide to add a loop-closure edge into the global pose graph, we conduct quality control. In keyframebased odometry, we use the inner product of CVO functions as a proxy for the alignment quality. We also use it here and define a parameter α as follows.
where f Xi , f Xj H corresponds to the case where two frames are identical, T rel = T i W T W j , and T W i and T W j are the global pose estimates for two loop-closure keyframes. If α > 0, it means that T CV O has better image alignment quality in the sense of CVO inner product than other transformations. Therefore, we accept the loop-closure for incorporation into the global pose graph.
Robust pose graph optimization
After new loop-closures are added to the global pose graph, we optimize the pose graph to correct the accumulated error of the trajectory. Figure 3 shows this process (inside green dash line box). Since the size of the global pose graph grows fast, it would be inefficient if we frequently performed optimization on the entire graph. Instead, we extract keyframe nodes and edges between them for the optimization.
We first perform optimization on the current local pose graph with its keyframe node being set as fixed temporarily, updating the pose estimates of ordinary frames with respect to that of the keyframe node. This is equivalent to solving (13), where P is the set of all poses in the local pose Figure 3 : Pipeline for CVO SLAM. When a new scan is fed into the system, both frame-to-frame tracking and keyframe-based tracking will be performed. The resulting transformations will then be added to the local pose graph. A pose graph optimization is performed on the local pose graph before it is inserted into the global pose graph. When a new keyframe is decided, ORB features will be extracted from the frame, and a bag-of-words vector will be computed accordingly for future loop-closure detection. The loop-closure detection will be triggered whenever a local pose graph is added to the global pose graph. Then Cauchy robust kernel is added to all edges in current local pose graph and loop-closure edges. When the SLAM process finishes, a final optimization will be performed on the global pose graph.
graph, e ij is the error (residual) between pose i and j estimates and their relative pose measurement T ij . arg min
where Ω ij is the information matrix of edge ij in the pose graph. Then, the fixed condition for the current node is removed, and we optimize all keyframe nodes and edges between them, which is called a keyframe pose graph optimization in Figure 3 . However, there is still a problem here. Although we try to accept high-quality loop-closures, the conditions are not sufficient, and outliers can exist, which can affect the optimization result. As such, before new loopclosures are used in the optimization, we add a Cauchy robust kernel, using g2o library [17] , where the Cauchy loss function is ρ(x) = δ 2 log( x δ 2 + 1). δ can be tuned to adjust where the function starts becoming sublinear. ρ(x) weakens the influence of large error terms and makes optimization more robust to outliers.
Experimental results
To evaluate the performance of CVO SLAM, we conduct experiments using TUM RGB-D dataset [29] and ETH3D RGB-D dataset [27] . We also run DVO SLAM [12] , ORB-SLAM2 [19] , and BAD SLAM [27] for comparison. Since CVO [8] is a semi-dense method, we followed the point selection approach proposed in Direct Sparse Odometry (DSO) [5] . The point selection process selects around 3000 pixels per image and creates a semi-dense point cloud. When point clouds are being generated, normalized gradients of the gray-scale image are also computed and, along with the RGB values, are used as the appearances of the point cloud. These appearances are then utilized as the labels in (5) . All experiments are performed on a Lenovo Y700 laptop with Intel i7-6700HQ CPU (4 cores with 2.60 GHz each) and 16GB RAM. The parameters, shown in Table 2 , are only tuned on fr1 training sequences of the TUM RGB-D dataset and used for all experiments, i.e., the parameters remained the same across all experiments. Since BAD SLAM is brittle on the TUM dataset, we use the best out of three successful trials (ignoring failed cases) as its final outcome.
TUM RGB-D SLAM dataset: Freiburg1
In this section, we presents results on the fr1 sequences of TUM RGB-D dataset [29] . The fr1 sequences are recorded indoor with sufficient texture and structure in the environment. Because of some missing frames in the original video of fr1/floor [33] , we exclude this sequence. Table 3 shows the Root-Mean-Squared Error (RMSE) of the Absolute Trajectory Error (ATE) of the four SLAM methods. ORB-SLAM2 has the best performance across the sequences. This is reasonable since ORB-SLAM2 extracts ORBs from the image and maintains a map as part of its back-end graph. ORBs are expected to work well in environments that have rich textures. However, compared with DVO SLAM, which is also a direct method, CVO SLAM shows similar performance on the training sequences and has an overall lower average RMSE error on the validation sequences. Table 4 shows the experimental results using fr3 sequences in TUM RGB-D dataset [29] which are recorded in structure/nostructure and texture/notexture environments. The result shows that CVO SLAM has a better overall performance without tracking failure. ORB-SLAM2 failed in cases without texture, which is expected. As for sequences that ORB-SLAM2 succeeded to complete, CVO SLAM also achieved a smaller average ATE RMSE than that of DVO SLAM and BAD SLAM. For the two most challenging sequences, namely no structure and no texture near and far, CVO SLAM significantly outperforms all the compared baselines. This experiment shows the robustness of CVO SLAM by verifying the ability to perform under no structure or no texture environment without failing on both training and validation sets.
Structure vs. texture: Freiburg3
ETH3D RGB-D dataset
To evaluate the performance of CVO SLAM under different situations, we also ran it on all 61 training se- Figure 4 : Cumulative error visualization plot for CVO SLAM and SLAM benchmark results on training sequences of the ETH3D RGB-D dataset. ETH3D dataset and SLAM benchmark results for several RGB-D SLAM methods that we use here are proposed by Schöps et al. [27] . We plot the cumulative error of CVO SLAM as light blue curves and compute the area under curves for evaluation. When the maximum ATE RMSE error is set to 10 cm, the overall performance of CVO SLAM is as good as ORB-SLAM2 in terms of area under the curve. When maximum ATE RMSE error is set to 30 cm, the overall performance of CVO SLAM is as good as DVO SLAM.
quences of the ETH3D RGB-D dataset proposed by Schöps et al. [27] . Since the parameters we used were only tuned in fr1 training sequences of the TUM dataset [29] , the ETH3D training sequences serve as test sequences here. Figure 4 shows the cumulative error plot for the results of CVO SLAM and other RGB-D SLAM systems. This plot is introduced in the benchmark results of ETH3D datasets. Although the error curve of CVO SLAM does not grow fast at the beginning, indicating that the number of sequences with very small ATE RMSE error is low, it keeps growing steadily afterward. Hence it shows that the number of successful sequences with an error smaller than a given threshold keep growing steadily as the threshold increases. The area under the CVO SLAM error curve was roughly the same as that of ORB-SLAM2 and DVO SLAM when maximum ATE RMSE error is set to 10 cm and 30 cm, respectively, showing that CVO SLAM has equivalent performance.
Discussions and limitations
From the experiments and comparison with the stateof-the-art SLAM systems, the developed CVO SLAM shows promising and, overall, good performance in different indoor domains and under challenging camera motion regimes. The current results show that CVO SLAM is robust to severe cases where no structure or texture present in the scene. Besides, the same set of parameters works for different datasets, indicating it generalizes well across different domains.
Nevertheless, there are certain aspects of the current work that can be improved. First, ORB-SLAM2 and BAD-SLAM use bundle adjustment and maintain a map that can be used for localization. Since setting correct covariances for each edge in the pose graph is challenging, using the map in the graph for relocalization gives better performance. The current CVO SLAM framework only maintains a pose graph. In the future, we shall explore how to exploit a sparse and semi-dense map in the graph optimization directly. Another important factor to consider is that CVO is a locally optimal algorithm. As such, similar to other compared baselines in this work, the performance depends on the initial guess. We used the estimate from any registration to initialize the next registration, which is a common way of providing a warm start. We expect initialization using an inertial measurement unit can bring noticeable improvements to the system.
Conclusion and future work
We developed a robust keyframe-based RGB-D visual odometry that performs well in scarcely textured and structured environments and has better generalizability across different training and validation sequences. The proposed approach models RGB-D images using a nonparametric joint geometric and appearance representation in a Reproducing Kernel Hilbert Space (RKHS). We showed the alignment of two RGB-D images, as well as keyframe selections, that could be done using the inner product structure of the RKHS. We extended the developed keyframe-based odometry to a SLAM system using indirect ORB loop-closures and showed comparable performance with the state-of-theart using publicly available datasets.
Given the promising results in this work, we consider the following topics as interesting future work. The addition of an inertial measurement unit can improve the initialization during tracking. Maintaining a sparse or semi-dense map in the back-end graph analogous to the bundle adjustment problem will make relocalization in the map possible and most likely improve the performance. We conjecture the latter using our experience in working with the ORB-SLAM2 system. Finally, our current implementation is not real-time; a real-time implementation of the developed keyframe-based continuous visual odometry on GPUs can bring robustness to visual front-end and SLAM systems.
