This paper presents a novel method for view-dependent rendering for monitor-based Augmented Reality (AR) applications that enhances natural visual perception. A typical monitor-based AR workstation incorporates a large monitor that acts as a window to the physical workspace in front of it. Although these workstations are often used in industrial AR applications, they unfortunately do not provide natural visual perception. This research focuses on the development of AR system and a novel method for real-time rendering of the augmented scene that incorporates the user's point of view. Thus, the user gets the impression of natural visual perception while moving in front of the monitor. This paper introduces the hardware setup, geometric registration to determine the correct view, and image processing. A sequence of images is presented that demonstrates the advantages of this method. 
INTRODUCTION
Augmented Reality (AR) technology is a human-computer interaction technique that superimposes the natural visual perception of a user, generally provided with a video camera, with computer-generated information (i.e., 3D models, annotation, and texts). AR presents this information in a context-sensitive way to the user. Special viewing devices are necessary to use AR. A common viewing device is the socalled head mounted display (HMD). An HMD is a device similar to eyeglasses that use small displays instead of lenses.
AR systems generally support natural visual perception. An interface is described as natural if its technical realization is effectively veiled from the user [1] . With HMD-based AR natural visual perception is generally achieved with stereoscopic viewing integrated with head tracking to generate graphics view frusta that correspond exactly to the user's eye positions in the physical world. This enables virtual geometry to be rendered in exactly the same perspective as the video stream onto which it is superimposed. Humans perceive the world stereoscopically, which enables us to estimate distances and to accurately evaluate three-dimensional shapes, etc. Stereoscopic viewing in AR leads to similar advantages: distances and the size of virtual objects can be better estimated (see [2] [3] [4] ).
In industrial applications that require a relatively large workspace and perhaps multiple users, a simpler AR implementation is often used. A typical industrial AR workstation is a large monitor that acts as a window to the physical workspace in front of the monitor [5] [6] [7] . In these applications, the video camera and the monitor are arranged back-to-back so that the user looks through the monitor onto the workspace as through a window. The computer-generated objects augment the retrieved video stream.
However, the current generation of AR workstations do not provide a natural visual perception. The typical setup captures monocular images from the physical workspace behind the monitor and the user is not tracked. The retrieved images remain static regardless of the viewer's position. Thus, the user loses one of the main advantages of AR applications.
An important visual perceptual cue is perspective viewing. View-dependent rendering can simulate this cue. Viewdependent rendering is a method that, in general, adapts the perspective of the computer-generated information to the viewing position of the user. It emerges in the field of virtual reality and usually is based on head tracking. Different methods exist that facilitate the generation of a plausible view for responsive workspaces, projector-based applications, such as CAVEs, and so called "fish-tank" VR systems based on monitors. However, these VR approaches do not adapt the view of the physical environment, which in AR, typically come from video images.
This research develops a novel method for monitor-based AR based on view-dependent rendering that presents a the combined video/virtual AR image corresponding to the user's head position. Thus, the user sees a geometrically correct view when moving his/her head in front of the monitor. The paper is
RELEATED WORK
The related work focuses on two fields: AR workstations and view-dependent rendering. The literature review shows that many basic methods exist. However, no view-dependent rendering methods for monitor-based AR workstations have been developed to date.
Augmented Reality Workstations
A representative example of a contemporary industrial AR system was introduced recently by Geißel et al [8] . The authors present an AR application for the review of 3D models within the context of a physical prototype. In general, the main view of the application shows a physical car (a section of it) via video. The video image of the physical car is superimposed by 3D models. Their system includes a monitor and a camera mounted on a pivot arm. The pivot arm measures the position and orientation of the camera, which enables the correct alignment of the 3D models relative to the objects captured in the video. The application facilitates the design review of the construction and aids during assembly training.
Similar setups are introduced in [5] , [6] , and [7] . In general, these AR workstations implement a monocular video stream on a monitor. The monitor screen acts as a window to the physical workspace and virtual objects are superimposed onto the scene. However, the combined video/virtual (AR) view remains static when the user moves in front of the monitor. Thus, the user looses the advantages of a natural viewing, such as better estimation of distances and sizes, which facilitate accurate pick and place operations as well as assembly operations [2] [3] [4] . In the case of design reviews and assembly training this capability may be critical.
Two conclusions can be made: 1) Typical industrial AR applications utilizes a monitor-based approach. However, many of the advantages of AR are lost when using a monitor. 2) Natural viewing enhances AR applications like assembly training applications. Today, this can be realized using HMDs only. This demonstrates the need for a natural visual interface for monitor-based AR workstations.
View-dependent rendering
View-dependent rendering is widely used in the field of computer graphics. Many different methods for large-scale models, virtual reality, animation, and network rendering have been introduced. For example, view-dependent rendering for VR involves tracking the user's head position in physical space, with offsets locating each eye position. The bounds of the VR display (bench top display surface, CAVE wall, or fish-tank monitor extents) are used with the eye position to construct a view frustum for the virtual scene. The next frame is rendered with a similar frustum created with the alternative eye position.
The images rendered are presented to the appropriate eye in either a frame-sequentially fashion (with liquid crystal shutter glasses) or continuously (via polarization filters on projectors and glasses). See for example, [9] [10] [11] [12] .
However, these methods do not facilitate view-dependent rendering of AR scenes that are shown as video stream. This requires view-dependent rendering of images.
View-dependent rendering for AR applications can potentially be accomplished by adapting an image. The foundation of this is a method was first introduced by Debevec in 1998 [13] , referred to as the view-dependent texture map, which is essentially a way to render different views of one scene. The approach from Debevec requires a 3D model of the real scene. The images of the scene are transformed to conform to the new point of view.
Heigl et al. present an enhanced approach that estimates a model automatically [14] . The estimated model is a depth map representing the real scene. As result, they are able to compute different views of a scene based only on one image.
In [15] the authors present a similar approach. They estimate a depth map by moving a binocular camera. Thus a depth map is estimated which is the basis for the viewdependent texture mapping.
Mori et al. [16] present an approach for so-called multiview images. They use image-warping techniques to create different views of one image. These images are arranged with respect to their spatial position. Thus, a user can see the image from different positions. A similar method was introduced by Würmllin et al. [17] . Two comprehensive surveys of this field are presented in [18] and [19] . While these methods suggest a possible approach for AR, they are typically used for single images only. In addition, the methods do not facilitate spatial registration between real and virtual objects. Smolic [20] presents the first solution that works with video streams.
Bimber et al. [21] introduces the first projection-based AR application. They use a projector to augment a physical background with computer-generated images and thus developed a method for spatial registration. However, only the perspective of the virtual objects are adapted with respect to the background. The perception of the physical background does not need to be changed.
In summary: several methods exist that facilitate viewdependent rendering of virtual objects only, based on head tracking. In addition, several methods for view-dependent rendering of images also exist. These methods are based on view-dependent texture maps. However, most of the methods facilitate the adaption of single images only. The coherence and plausibility of the visual appearance in a sequence of images is not warranted. The AR application of Bimber superimposes a physical background and does not need a to adapt the physical background.
As a consequence, there is a need for a novel method that integrates two aspects of view-dependent rendering for AR applications: 1) the adaption of the AR scene shown in a video stream and 2) the registration between real and virtual objects.
SYSTEM SETUP OVERVIEW
This section introduces the hardware and software system developed to address these needs. First, the hardware setup is described. Afterwards, the software setup is introduced. Figure 1 shows the hardware setup for the view-dependent rendering AR workstation. The main user working area is a table top. A monitor is mounted on one side of the table such that the angle between table and monitor is 50°, and an opening between table and monitor gives access to the working area. The opening from the table to the lower edge of the monitor measures 30cm. The monitor is a 40" Samsung Series 5 TV with a resolution of 1920 x 1080 dpi and a physical size of 88cm x 59cm. A 15cm reflective hemisphere is attached to the back of the monitor. The hemisphere reflects the entire environment, including the working area, and provides an omnidirectional image of the environment. It is mounted at the center of the monitor in order to reduce the distance between the center of the screen and the center of the sphere. A video camera stands on the opposite side of the table. In this implementation, a Creative Webcam Chat HD with a resolution of 1280 x 720 pixel (aspect ration 16:9) at 30 fps was used. The video camera captures images of the table top via the reflective sphere.
Hardware Setup

Figure 1. Overview of the hardware setup
A second video camera is attached on top of the monitor. It observes the user, particularly the movements of his/her head. It is also a Creative Webcam Chat HD with a resolution of 1280 x 720 pixel (aspect ration 16:9) at 30 fps. The entire setup works for one user only. The prototype system is implemented on a PC with a 3.5 GHz Intel Xeon processor, 6GB RAM and an NVIDIA Quadro 5000 graphics processing unit (GPU).
The position and orientation of all video cameras, the sphere, and the TV are aligned manually. As a consequence, the entire system cannot be moved after calibration. The calibration step is also carried out manually.
Software Setup
This subsection provides an overview of system software. Figure 2 shows the software architecture of the entire system, which consists of two major components: 1) an AR application and 2) a head tracking application. 
Augmented Reality Application
The main task of the AR application is to retrieve images from the main camera, select a subset of this image corresponding to the users view point, adapt this subimage to apply proper perspective, and finally augment it with computergenerated information. Therefore, the software is separated into three modules: subset selection, view-dependent adaption, and augmentation. The three modules work in a sequential order. The output of the previous module is the input of the next module.
The processing of these three modules is referred to as view-dependent AR rendering and is described in detail in the following.
The task of the subset selection module is to select the subset of the omnidirectional image reflected from the sphere that corresponds to the head position of the user. The spatial head position of the user and the image of the sphere are the input data. The sub-image is the output. This module is written in C++, the transformations are realized as GLSL shader code. The image management and auxiliary functions are based on OpenCV (http://opencv.willowgarage.com), an imageprocessing library.
The task of the view-dependent adaption module is to modify the retrieved subimage to fit to the required view perspective of the user and to the form factors of the screen. Therefore, it needs the head position of the user as input as well as the geometry of the hardware setup.
The next (augmentation) module applies the spatially correct augmentation of the 3D model with respect to the head position of the user and the form factors of the subimage. Therefore, it modifies the position and orientation of a virtual camera and the 3D models. ARToolkit, a computer visionbased tracking system written in C, is implemented for tracking [22] . For rendering, Open Scene Graph (OSG, www.openscenegraph.org) is used, a scene graph library that provides functions for the representation of 3D models and their rendering. Finally, this module provides the superimposed image as output.
Head Tracking
The head tracking application tracks the head of one user in front of the monitor and provides the position of the head P user (Figure 3 ). It is subdivided into two modules: face detection and a camera-to-world transformation.
The face detection module is implemented with a treebased technique: the so-called Haar classifier [23] . Since it is a state-of-the-art detector, it is only briefly summarized here. The head detector is a so-called supervised detector in that it needs training samples to be able to detect and track faces. These training samples are the source of reference images which are arranged in a tree. Each node of this tree represents a so-called rejection cascade; a test which checks whether an area of an input image is a head or not. The test is essentially a comparison: does an area of the input image meet the reference image? The nodes are ordered from the least to the most complex reference image. This minimizes the number of computations because many areas of an input image can be rejected (i.e., not part of the searched object) on an early cascade level. When an area passes all nodes, it is considered as a face. OpenCV provides a set of functions to train reference images and carry out the test. The module provides the position of the face in screen coordinates.
The camera-to-world transformation transfers the position of the head from image coordinates into Cartesian world coordinates. The center of the screen is the origin. This is done using a pinhole camera mode [24] (Figure 3) :
The input is the position of the user's face in screen coordinates P user,screen , T camera describes the position of the video camera in world coordinates, and K is the projection matrix of the camera lens.
The head tracking applications operates at 30 frames per second and submits its data to the AR application using a network connection (UDP/IP).
VIEW-DEPENDED RENDERING
This section describes the method for view-dependent rendering. Figure 3 shows an overview of the geometric relations of the AR workstation. From left to right, the figure shows the user, the screen, the hemisphere, and the camera. The origin is the center of the hemisphere and the center of the monitor. Both positions are considered to be physically identical. The variables of Figure 3 are explained in the following subsections.
Figure 3. Geometrical relations of the setup
The input image for the view-dependent rendering is denoted as image I. It shows the reflection of the sphere. The output is a view-dependent image that is shown on screen and presents the working surface beneath the monitor in a correct perspective. It appears to the user as if looking through a window.
In order to realize this, three steps are necessary. First, a subset of the omnidirectional image I that corresponds to the user's view needs to be determined. Second, this image must be corrected and transformed into the correct perspective. The result is an image that shows the work space from the users's viewpoint. Third, a 3D model has to be superimposed onto this image. This requires its spatially correct rendering to facilitate a plausible looking scene. In the following, the method is described in this order.
Determination of the subimage
The objective is to determine the subset of the entire image I, which is retrieved from the video camera. The subset is denoted by S(u, v) , the entire image is denoted by I(u, v) where u and v are the pixel coordinates. Since the image I represents an omnidirectional image of the environment a so-called sphere mapping [25] technique is necessary.
The following formulation assumes an input image that shows the sphere. In addition the center of the image corresponds to the center of the sphere. Thus, the influence of the distance between camera and sphere C and a possible displacement of the camera can be ignored.
First, the position of the center of the subimage S is determined, which is indicated by:
The vector V user describes the viewing direction of the user with respect to the sphere. Input for this calculation is the head position of the user P user . At this time, it is assumed that the head tracking application provides this vector. Eq. 1 assumes that the user is looking through the center of the screen. Second, the size of the subimage S needs to be calculated. The size depends on the field of view of the user and the radius of the sphere. The horizontal field of view is calculated using the two vectors that indicate the corners of the screen and the scalar product:
with (5) The vertical field of view is calculated in a similar manner by using the vectors a and c. Knowing the field of view, the size of the subimage S can be calculated by:
with w s and h s , the height and the width of the subimage S and r, the radius of the sphere. This calculation defines the subimage as a spherical rectangle, which can be mapped to a corresponding planar rectangle via a spherical mapping technique. However, directly employing a general spherical mapping (topologically from a sphere to a cube) could result in a subimage rectangle that spans two faces of the cube, as shown in Figure 4a . Furthermore, spherical maps generally introduce image distortion, which reaches its maximum near the boundary of the spherical image. So positioning the subimage near the center of a cube face will minimize image distortion. Thus, an additional transformation is required before the sphere map is applied.
View-dependent Adaption
The view-dependent adaption undistorts the sphere map image (i.e., positions the spherical subimage so that the mapped image is centered on one cube face), retrieves the subimage S, and fits it to the form factors of the hardware setup. The basis for the entire transformation is a cube map and a sphere to cube map transformation according to Reinhard et al. [25] . A cube map represents a texture as a six-sided cube. Each side of the cube is aligned with one principal direction and shows an image with respect to its alignment (Figure 4a ). The cube map is denoted by CM, where CM i is one face of the cube map and cm i , j = (x, y, z) the corner j of face i in x, y, z coordinates. CM i (u c , v c , t c ) denotes the image with texture coordinates u c , v c , t c of side i.
Three steps are necessary to retrieve the subimage S. First the cube map is rotated by a transformation that moves the subimage to one face of the cube map. Second the sphere map is transformed into the cube map and the subimage is retrieved. Third, the subimage is sheared to comply with the users current perspective and the hardware form factors.
Step1
In the first step the cube map is transformed by two rotations (Figure 4) . These transformations will move the center of the front face of the cube map to the center of the subimage. This is carried out by: where R x and R y are two transformation matrices that rotate the image with respect to the head position of the user P user .:
with ϕ h and ϕ v , the horizontal and vertical angles between the screen and the screen normal N ( Figure 5 ). Step 2 In the second step the sphere-to-cube map transformation is applied (Figure 6a ). This transformation copies every pixel of the sphere map into a pixel of one side of the cube map. Therefore, the sphere-to-cube map transformation calculates for each pixel CM i (u c , v c , t c ) of each side of the cube map the related pixel I(u,v) in the sphere map [25] : (11) (12) The result of this transformation is the cube map. However, due to eq. 8, only one side of the cube map is necessary (Figure 6b ). This side shows the relevant scene. Knowing each texture coordinate, the subimage S is retrieved per pixel by limiting the texture coordinates with respect to w s and h s . The boundaries are computed by applying the width w s , the height h s and the center to equation 11 and eq. 12. A world-to-texture coordinate transformation provides the center C and the boundaries 1 to 4 (Figure 6b ). The texture coordinates are used to crop the image.
Prerequisite for this is to know the size of the physical scene, which is reflected by the sphere. This could be calculated. However, an initial manual calibration provides better results. This calibration is described in the next section.
Step 3
The objective of the third step is to transform the image so that it complies with the view of the user. When the user's head position P user does not comply with the screen normal N the field of view must be sheared. The shearing increases with an increasing angle between N and P user . To get a proper view onto the physical workspace, this shear is simulated by a perspective transformation that causes a tangential displacement of the image. Figure 7 shows this displacement. The left figure shows the nominal projective view when P user aligns with N. Thus, the image is a rectangle. When the user moves his/her head to the left/right and top/bottom, a projective transformation corrects the view of the subimage S by adapting the texture coordinates: (13) (14) (15) (16) where CM' and CM'' are the cube maps. The resulting image is mapped to camera coordinates to get a visual correct aligned image and then mapped to the form factors of the screen. The final rendering process generates a rectangular image again, which show the correct view. Finally this image is shown on the screen.
Augmentation
Spatially correct augmentation means that a virtual object must be superimposed onto the subimage S in a such a way that it is correctly aligned with respect to the physical objects that are shown in S. To ensure this, the subimage S itself must comply with the physical form factors of the monitor and conform to the perspective of the user's view onto the workspace. Both requirements are fulfilled by the method described above.
Virtual objects are rendered by defining a virtual camera. Thus the definition of the virtual camera must conform to the view of the user, i.e., its position and orientation as well as its view frustum must be defined appropriately. Figure 8 shows a schematic representation of the virtual scene. The figure shows the virtual camera and a 3D model. The work space and the monitor screen are also indicated. The origin of the scene lies at the center of the screen. This origin also corresponds to the origin of the physical scene.
Figure 8. Virtual scene of the AR application
It is assumed that the user looks onto the physical workspace through the center of the physical sphere. Thus the virtual camera position corresponds to the head position of the user P user , and the viewing direction of this virtual camera is V user .
In addition to the viewing position, the field of view of the virtual camera is adapted with respect to the viewing position and the physical form factors of the screen. The field of view has already been determined in equation 4, the adaption is represented by the equations 13 through 15. This adaption is reused to define the proper parameters for virtual camera.
The position and orientation of the 3D model is specified using a common transformation matrix in homogeneous coordinates. This matrix is denoted as T model (Figure 8 ). This matrix is determined by the ARToolkit in order to move and rotate the model on the workspace.
IMPLEMENTATION AND RESULTS
This section presents the application as well as the results. Figure 9 shows the prototype setup of the AR workbench, which has been used to generate the results. The hemisphere is attached on the back of monitor. The video camera stands on the opposite site on a tripod.
Figure 9. The prototypic setup of the AR workbench
The following section is separated into three subsections. The first subsection describes relevant implementation details. The second subsection presents the results. The results are discussed in the third subsection.
Implementation Details
The view dependent AR rendering method has been implemented as scene graph-based application. Figure 10 shows its simplified scene graph. The circles represent the nodes of the scene graph, the triangles the geometry nodes, and the convex boxes referenced node objects.
Figure 10. The scene graph of the application
The scene graph has three major branches. From the left to the right: the first branch is used to retrieve video images from the camera, the second branch contains the sphere-to-cube map transformation, and the third branch renders the background image and the 3D models. The application processes the scene graph from the left to the right. The numbers indicate the processing sequence.
To retrieve a camera image, a node with a callback function is used (a function that is called once per frame). The callback function keeps a reference of the camera and asks for one image per frame (1) . The video camera process itself runs asynchronously in a separate thread and stores the images at a distinct position. The scene graph, in particular the callback node, retrieves the latest image frame-synchronously. Finally, this branch provides an image of the sphere map.
The second branch implements the subimage selection and the sphere-to-cube map transformation (2) . The cube map is realized as texture. OSG provides a CubeMap class for that purpose. The subset selection and the transformation are implemented using OpenGL Shader Language (GLSL). Thus, everything is carried out during a render process. Therefore, the relevant side of the cube map is assigned to a geometry, a plane with four vertex points. Listing 1 shows the vertex program and Listing 2 shows the fragment program of the cube-to-sphere map transformation. The variable transformation contains the rotation matrices of eq. 9 and eq. 10, and the last line of the code implements eq. 8. The texture sampler2D tex is the input sphere map. The code implements eq. 11 and eq. 12. The result is one face of the cube map. The whole branch is rendered as a hidden render step. The resulting image remains in the texture memory of the GPU.
The third branch implements the rendering process of the background image and the rendering of the 3D models. The cube map image generated during the hidden render process is used as the background image. This image is assigned as a texture to a rectangle plane (3) . Eq. 15 is used to determine the texture coordinates. Thus, the correct section of the image is shown on screen. At last, the 3D models are rendered (4) .
Results
This subsection presents the results achieved using the prototypical setup. Table 1 The AR scene shows a virtual car in a scale of 1:4 on the table. In addition to this virtual car, a physical cube is placed on top of the table. The size of the cube is 50 x 50 x 50 mm. This cube is used as a reference. Thus, a virtual red box with the same size is superimposed on the cube. When the user moves his/her head, the virtual cube should cover the real cube. To recognize a movement, the box is rendered semi-transparent. The images show that the method provides a view onto the table with respect to the user's head position. The view changes from the left to the right and from the top to the bottom. The entire application works in real time. The view to the table changes immediately when the user is moving.
In addition, a slight displacement between the red virtual cube and the physical cube can be observed. The images in Table 1 shows that the virtual and the physical cube fit well. Nevertheless, there is a slight displacement of the virtual cube: the edges of the virtual cube do not meet the edges of the physical cube exactly.
Discussion
The development of this AR workbench and the implementation of the method show, that view-dependent rendering is a viable solution to provide natural visual perception for monitor-based augmented reality. The entire view of the scene behaves the user expects. The image on the main screen shows the expected section of the working space. Thus, one finding of this work is the correctness of the presented method.
In addition, the utilization of a sphere and a sphere-to-cube map transformation fulfills the real time requirements. The implementation of the sphere-to-cube map transformation is fast enough to calculate 30 images per second. Thus, the view of the working area changes immediately. The user does not register a noticable delay.
At this time we assume that the user looks through the center of the screen to the table. This limits the effect and the usage of the AR workstation. However, this is not a limitation of the method rather than a limitation of the head tracking / face tracking system. It tracks the position of the face only.
One drawback is the relatively low resolution of the resulting image. Because the presented image is only a subset of the entire image captured by the camera, its resolution is lower than the that of the whole image. The current solution generates an image with a physical resolution of approx. 800 x 400 pixel. An image with that resolution, shown on a screen with a physical resolution of 1920 x 1080 pixel, results in a blurred image without sharp edges.
Furthermore, the subset selection works like a zoom. Image errors, noise, and other effects are also magnified. In particular camera noise is disruptive because it appears as constantly flickering snow. The only way to reduce this effect is to use a high quality camera with a low signal-to-noise ratio.
SUMMARY AND FUTURE WORK
This paper presents a method for view-dependent rendering for AR workstation. The method adapts the combined video/virtual image to the viewpoint of the user. The novel solution is to use a hemisphere and to select a subset of this hemisphere with respect to the position of the user's head. The mathematical model, as well as implementation details are described. The AR workbench and the method have been realized and tested. In summary, results indicate that the method facilitates view-dependent AR rendering that provides a plausible image of the workspace. This novel method can enhance natural visual perception for monitor-based AR workstations. This work focuses in particular on enhancing the perception of one visual cue for natural viewing: perspective.
Further enhancements will focus on the simulation of additional visual cues: depth cues. The current solution shows a flat image, without any depth cues. The proper perspective facilitates estimation of the size of a virtual object. However, additional visual cues may be helpful. For example, it may be possible to estimate the distance between the camera and the objects on the table using an optical flow approach. The calculated depth values could be used to simulate visual cues like the perspective of single objects (rather than adapting the perspective of the entire scene), shadows, and motion parallax.
Finally the entire system will be tested by a group of users. Comparing human performance using this system compared to text or 2D graphical instructions for a relatively detailed task such as manual assembly may expose the benefits of enhanced visual-spatial perception.
In addition, future work will strive to address the problems described above, such as the slight displacement of the 3D model and the low resolution. The displacement offset can be corrected by a non-affine image transformation. This transformation will change the viewpoint of the user. In addition, the calibration procedure will be enhanced. At this time, the camera, the monitor, the sphere, and the workplace are measured manually. The dimensions are used as parameters in the software. This will be replaced by a template-based calibration procedure. A template with a known geometry will be placed on the table. A set of images of this template will be used to calibrate the entire system accurately and automatically. Finally, to address low resolution a second camera can be added that captures the more of hemisphere so that both images are merged onto one sphere map.
