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Abstract
We present a variational framework for studying the existence and regu-
larity of solutions to elliptic free boundary problems that do not necessarily
minimize energy. As applications, we obtain mountain pass solutions of critical
and subcritical superlinear free boundary problems, and establish full regular-
ity of the free boundary in dimension N = 2 and partial regularity in higher
dimensions.
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1
1 Introduction
The purpose of this paper is to present a variational framework for studying the
existence and regularity of solutions to elliptic free boundary problems that do not
necessarily minimize energy.
Let Ω be a bounded domain in RN , N ≥ 2 with C2,α-boundary ∂Ω. We consider
the problem
−∆u = g(x, (u− 1)+) in Ω \ F (u)
|∇u+|2 − |∇u−|2 = 2 on F (u)
u = 0 on ∂Ω,
(1.1)
where
F (u) = ∂ {u > 1}
is the free boundary of u, (u − 1)+ = max (u − 1, 0) is the positive part of u − 1,
∇u± are the limits of ∇u from the sets {u > 1} and {u ≤ 1}◦, respectively, and g is
a locally Ho¨lder continuous function on Ω× [0,∞) satisfying
(g1) g(x, 0) = 0 for all x ∈ Ω,
(g2) for some a1, a2 > 0,
|g(x, s)| ≤
a1 e
a2s2 if N = 2
a1 + a2 s
2∗−1 if N ≥ 3
for all (x, s) ∈ Ω × [0,∞), where 2∗ = 2N/(N − 2) is the critical Sobolev
exponent when N ≥ 3.
The right-hand side of the equation −∆u = g(x, (u − 1)+) is zero on the free
boundary by (g1). The growth condition (g2) ensures that the associated variational
functional
J(u) =
∫
Ω
[
1
2
|∇u|2 + χ{u>1}(x)−G(x, (u− 1)+)
]
dx,
where χ{u>1} is the characteristic function of the set {u > 1} and
G(x, s) =
∫ s
0
g(x, t) dt, s ≥ 0
2
is the primitive of g, is defined on the Sobolev space H10 (Ω).
However, the functional J is nondifferentiable, so we approximate it by
C1-functionals as follows. Let β : R→ [0, 2] be a smooth function such that β(s) = 0
for s ≤ 0, β(s) > 0 for 0 < s < 1, β(s) = 0 for s ≥ 1, and
∫ 1
0
β(t) dt = 1. Then set
B(s) =
∫ s
0
β(t) dt,
and note that B : R→ [0, 1] is a smooth nondecreasing function such that B(s) = 0
for s ≤ 0, 0 < B(s) < 1 for 0 < s < 1, and B(s) = 1 for s ≥ 1. For ε > 0, let
Jε(u) =
∫
Ω
[
1
2
|∇u|2 + B
(
u− 1
ε
)
−G(x, (u− 1)+)
]
dx, u ∈ H10 (Ω),
and note that the functional Jε is of class C
1.
Critical points of Jε coincide with weak solutions of the problem
−∆u = −
1
ε
β
(
u− 1
ε
)
+ g(x, (u− 1)+) in Ω
u = 0 on ∂Ω.
(1.2)
If u is a weak solution of this problem, then it is also a classical C2,α-solution by
elliptic regularity theory. If u is not identically zero, then it is nontrivial in a stronger
sense, namely, u > 0 in Ω and u > 1 in a nonempty open set. Indeed, if u ≤ 1
everywhere, then u is harmonic in Ω by (g1) and hence vanishes identically since
u = 0 on ∂Ω. Furthermore, in the set {u < 1}, u is the harmonic function with
boundary values 0 on ∂Ω and 1 on ∂ {u ≥ 1}, and hence strictly positive since Ω is
connected.
Our main convergence result as εց 0 is the following theorem.
Theorem 1.1. Assume (g1) and (g2). Let εj ց 0 and let uj be a critical point of
Jεj . If (uj) is bounded in H
1
0 (Ω) ∩ L
∞(Ω), then there exists a Lipschitz continuous
function u on Ω such that u ∈ H10 (Ω)∩C
2(Ω\F (u)) and, for a renamed subsequence,
(i) uj → u uniformly on Ω,
(ii) uj → u strongly in H
1
0 (Ω),
(iii) J(u) ≤ lim Jεj(uj) ≤ lim Jεj(uj) ≤ J(u) + L({u = 1}), where L denotes the
Lebesgue measure in RN , in particular, u is nontrivial if lim Jεj(uj) < 0 or
lim Jεj(uj) > 0.
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Moreover, u satisfies the inequality −∆u ≤ g(x, (u− 1)+) in the distributional sense
in Ω and the equation −∆u = g(x, (u− 1)+) in the classical sense in Ω \ F (u).
Theorem 1.1 will be proved in Section 2. The following nondegeneracy estimate
is needed to establish more detailed properties of the free boundary of the singular
limit u in this theorem.
Definition 1.2. We say that a function u ∈ C(Ω) is nondegenerate if there exist
constants r0, c > 0 such that whenever x0 ∈ {u > 1} and r := dist (x0, {u ≤ 1}) ≤ r0,
u(x0) ≥ 1 + cr.
If the limit u is nondegenerate, then it is a weak viscosity solution in the following
sense by the results of Lederman and Wolanski in [12].
Definition 1.3. We say that a function u ∈ C(Ω) satisfies the free boundary condi-
tion
|∇u+|2 − |∇u−|2 = 2
in the weak viscosity sense if whenever there is a ball B ⊂ {u > 1} tangent to F (u)
at a point x0, either there are α > 0 and β > 0 such that α
2 ≤ 2, β2 ≤ 2, and
u(x) = 1 + α 〈x− x0, ν〉+ + β 〈x− x0, ν〉− + o(|x− x0|) as x→ x0
with ν the interior normal to ∂B at x0, or else there are α > 0 and β ≥ 0 such that
α2 − β2 = 2 and
u(x) = 1 + α 〈x− x0, ν〉+ − β 〈x− x0, ν〉− + o(|x− x0|) as x→ x0.
If the ball B ⊂ {u ≤ 1}◦, then the second asymptotic formula holds with α and β as
above, but with ν the exterior normal to ∂B at x0.
The case where u > 1 on both sides of the free boundary can be ruled out and
we can obtain a stronger form of viscosity solution if u has the following positive
density property.
Definition 1.4. We say that a function u ∈ C(Ω) has the positive density property
for {u > 1} and {u ≤ 1} if there exist constants r0, c > 0 such that whenever x0 ∈
F (u) and 0 < r ≤ r0,
c ≤
L({u > 1} ∩Br(x0))
L(Br(x0))
≤ 1− c.
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The lower bound by c in this definition follows from the nondegeneracy of Def-
inition 1.2. The upper bound by 1 − c is a complementary nondegeneracy for the
region {u ≤ 1}. We will prove the following proposition in the next section.
Proposition 1.5. If the limit u in Theorem 1.1 is nondegenerate and has the positive
density property for {u > 1} and {u ≤ 1}, then it satisfies the free boundary condition
in the viscosity sense, i.e., whenever there is a ball B tangent to F (u) at a point x0,
u has an asymptotic expansion of the form
u(x) = α 〈x− x0, ν〉+ − β 〈x− x0, ν〉− + o(|x− x0|) as x→ x0
with α > 0, β ≥ 0, and α2− β2 = 2, where ν is the interior unit normal to ∂B at x0
if B ⊂ {u > 1} and the exterior unit normal if B ⊂ {u ≤ 1}◦.
We also need u to be a variational solution in the following sense in order to
establish regularity of the free boundary.
Definition 1.6. We say that a function u ∈ H10 (Ω) satisfies the free boundary
condition in the variational sense if∫
Ω
[(
1
2
|∇u|2 + χ{u>1}(x)−G(x, (u− 1)+)
)
div Φ−∇u (DΦ) · ∇u
]
dx = 0 (1.3)
for all Φ ∈ C10(Ω,R
N).
The corresponding regularized equation∫
Ω
[(
1
2
|∇u|2 + B
(
u− 1
ε
)
−G(x, (u− 1)+)
)
div Φ−∇u (DΦ) · ∇u
]
dx = 0 (1.4)
is the critical point equation for Jε with respect to domain variations. Indeed, the
mapping x 7→ x − tΦ(x) is a diffeomorphism of Ω for sufficiently small t, and the
left-hand side of the equation (1.4) is
d
dt
∣∣∣∣
t=0
Jε(u(x− tΦ(x))).
In the next section we will prove the following proposition showing that the con-
vergence of the critical values is sufficient for the singular limit to be a variational
solution.
Proposition 1.7. If Jεj(uj)→ J(u) in Theorem 1.1, then u satisfies the free bound-
ary condition in the variational sense.
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Our main regularity result is the following theorem establishing full regularity of
the free boundary in dimension N = 2 and partial regularity in higher dimensions.
Theorem 1.8. Assume (g1) and (g2). Let u ∈ H
1
0 (Ω) ∩ C
2(Ω \ F (u)) be a non-
degenerate and Lipschitz continuous solution of the equation −∆u = g(x, (u − 1)+)
in Ω \ F (u). Assume further that u has the positive density property for {u > 1}
and {u ≤ 1}, and satisfies the free boundary condition in the viscosity sense and in
the variational sense. Then its free boundary F (u) has finite (N − 1)-dimensional
Hausdorff measure and is a C∞-hypersurface except on a closed set of Hausdorff
dimension at most N − 3. In particular, F (u) is smooth in dimension N = 2 and
has at most finitely many nonsmooth points in dimension N = 3. Near the smooth
subset of F (u), (u − 1)± are smooth and the free boundary condition is satisfied in
the classical sense.
This theorem is proved by the methods of Caffarelli [4, 5, 6, 7], Caffarelli and
Salsa [3], Lederman and Wolanski [12], Jerison and Kamburov [10], and Weiss [15],
who studied the case where u is harmonic in Ω \ ∂ {u > 0}. The details of the case
where u solves the inhomogeneous equation −∆u = (u − 1)p−1+ in Ω \ F (u), where
p > 2 if N = 2 and 2 < p < 2∗ if N ≥ 3, are given in Jerison and Perera [11]. There
are no substantial differences between the proof in that case and the proof in the
general case considered here.
To apply Theorem 1.8 to the singular limit u in Theorem 1.1, we have to show
that u is nondegenerate, has the positive density property, and that Jεj(uj)→ J(u).
Then u satisfies the free boundary condition in the viscosity sense by Proposition
1.5 and in the variational sense by Proposition 1.7, so the conclusions of Theorem
1.8 hold for u. In particular, the free boundary of u has finite (N − 1)-dimensional
Hausdorff measure and is smooth except on a closed set of Hausdorff dimension at
most N − 3. We carry out this program for a class of superlinear free boundary
problems next.
We assume that the nonlinearity g satisfies, in addition to the conditions (g1) and
(g2),
(g3) g(x, s) > 0 for all x ∈ Ω and s > 0,
(g4) there exists µ > 2 such that the mappings
s 7→
g(x, s)
sµ−1
, s 7→
1
µ
sg(x, s)−G(x, s)
are nondecreasing for all x ∈ Ω and s > 0.
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Some examples of nonlinearities that satisfy the conditions (g1)–(g4) are as fol-
lows:
(1) For the subcritical pure power case g(x, s) = sp−1, where p > 2 if N = 2 and
2 < p < 2∗ if N ≥ 3, considered in Jerison and Perera [11], (g1)–(g4) hold with
µ = p.
(2) A sum of powers
g(x, s) =
n∑
i=1
spi−1,
where pi > 2 if N = 2 and 2 < pi ≤ 2
∗ if N ≥ 3, satisfies (g1)–(g4) with
µ = min pi.
(3) Let µ > 2 if N = 2 and 2 < µ ≤ 2∗ if N ≥ 3, and let a be a C1-function on
Ω× [0,∞) satisfying
(i) a(x, s) > 0 for all x ∈ Ω and s > 0,
(ii) for some a3, a4 > 0,
a(x, s) ≤
a3 e
a4s2 if N = 2
a3 + a4 s
2∗−µ if N ≥ 3
for all (x, s) ∈ Ω× [0,∞),
(iii) the mapping s 7→ a(x, s) is nondecreasing for all (x, s) ∈ Ω× [0,∞).
Then g(x, s) = a(x, s) sµ−1 satisfies (g1)–(g4).
The conditions (g3) and (g4) imply the well-known Ambrosetti-Rabinowitz su-
perlinearity condition
0 < µG(x, s) ≤ sg(x, s) ∀(x, s) ∈ Ω× (0,∞). (1.5)
This together with (g2) implies
G(x, s) ≥ G(x, 1) sµ − C ∀(x, s) ∈ Ω× [0,∞) (1.6)
for some constant C > 0, so G grows superquadratically. The condition (g4) also
implies that
g(x, ts) ≤ tµ−1g(x, s) if t ∈ [0, 1] (1.7)
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and
g(x, ts) ≥ tµ−1g(x, s) if t ∈ [1,∞) (1.8)
for all (x, s) ∈ Ω× [0,∞). When g(x, ·) ∈ C1([0,∞)) for all x ∈ Ω, (g4) is equivalent
to
s
∂g
∂s
(x, s) ≥ (µ− 1) g(x, s) ∀(x, s) ∈ Ω× [0,∞).
If u is a solution of problem (1.1), then u is harmonic in Ω \ {u > 1} by (g1), so
u is either positive everywhere or vanishes identically by the maximum principle. If
u ≤ 1 everywhere, then u is harmonic in Ω and hence vanishes identically again. So
if u is a nontrivial solution, then u > 0 in Ω and u > 1 in a nonempty open subset of
Ω, where it satisfies the equation −∆u = g(x, u − 1). Multiplying this equation by
u−1 and integrating over the set {u > 1} shows that u satisfies the integral identity∫
Ω
|∇u+|2 dx =
∫
Ω
u+g(x, u+) dx,
where u+ = (u − 1)+. Thus, setting W =
{
u ∈ H10 (Ω) : u
+ 6= 0
}
, all nontrivial
solutions of problem (1.1) lie on the set
M =
{
u ∈ W :
∫
Ω
|∇u+|2 dx =
∫
Ω
u+g(x, u+) dx
}
.
This set will play an important role in our study of superlinear free boundary prob-
lems. By (g3) and (g4),
J(u) >
∫
Ω
[
1
2
|∇u+|2 −G(x, u+)
]
dx >
∫
Ω
[
1
µ
u+g(x, u+)−G(x, u+)
]
dx ≥ 0
for all u ∈M.
We will see that (1.6) and (1.7) imply that the functional J has the mountain
pass geometry. Let
Γ =
{
γ ∈ C([0, 1], H10(Ω)) : γ(0) = 0, J(γ(1)) < 0
}
be the class of paths joining the origin to the set {u ∈ H10 (Ω) : J(u) < 0}, and let
c := inf
γ∈Γ
max
u∈γ([0,1])
J(u) > 0 (1.9)
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be the mountain pass level. Our goal is to prove the existence and regularity of a
nonminimizing solution of mountain pass type at this level. We recall that u ∈ H10 (Ω)
is a mountain pass point of J if the set {v ∈ V : J(v) < J(u)} is neither empty
nor path connected for any neighborhood V of u (see Hofer [9]). The following
proposition, proved exactly as in Jerison and Perera [11, Proposition 4.2], shows
that if c = infM J and u is a minimizer of J |M, then u is a mountain pass point.
Proposition 1.9. We have
c ≤ inf
v∈M
J(v).
If u ∈M and J(u) = c, then u is a mountain pass point of J .
Let εj ց 0. We will show that each approximating functional Jεj has a critical
point uj of mountain pass type, apply Theorem 1.1, and show that the singular limit
u is in M and satisfies
J(u) = c = inf
v∈M
J(v).
Proposition 1.9 will then show that u is a mountain pass point of J , and Proposition
1.10 bellow, proved in Section 3, will give us the nondegeneracy estimates needed to
apply Theorem 1.8.
Proposition 1.10. Assume (g1)–(g4). Let u ∈ H
1
0 (Ω)∩C
2(Ω \F (u)) be a Lipschitz
continuous minimizer of J |M that satisfies the equation −∆u = g(x, (u − 1)+) in
Ω\F (u). Then u is nondegenerate. If, in addition, u satisfies the inequality −∆u ≤
g(x, (u−1)+) in the distributional sense in Ω, then u has the positive density property
for {u > 1} and {u ≤ 1}.
First we consider the subcritical case where (g2) is replaced with the more re-
strictive growth condition
(g′2) for some a1, a2 > 0,
g(x, s) ≤ a1 + a2 s
p−1
for all (x, s) ∈ Ω× [0,∞), where p > 2 if N = 2 and 2 < p < 2∗ if N ≥ 3.
We note that p ≥ µ by (1.6).
For example, let p > µ > 2 if N = 2 and 2 < µ < p < 2∗ if N ≥ 3, and let a be a
C1-function on Ω× [0,∞) satisfying
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(i) a(x, s) > 0 for all x ∈ Ω and s > 0,
(ii) for some a3, a4 > 0,
a(x, s) ≤ a3 + a4 s
p−µ
for all (x, s) ∈ Ω× [0,∞),
(iii) the mapping s 7→ a(x, s) is nondecreasing for all (x, s) ∈ Ω× [0,∞).
Then g(x, s) = a(x, s) sµ−1 satisfies (g1), (g
′
2), (g3), and (g4).
Our main result in the subcritical case is the following theorem.
Theorem 1.11. Assume (g1), (g
′
2), (g3), and (g4). Then problem (1.1) has a Lips-
chitz continuous mountain pass solution u ∈ H10 (Ω)∩C
2(Ω\F (u)) at the level c that
satisfies the equation −∆u = g(x, (u − 1)+) in the classical sense in Ω \ F (u). The
free boundary condition is satisfied in the viscosity sense and in the variational sense.
The free boundary F (u) has finite (N − 1)-dimensional Hausdorff measure and is a
C∞-hypersurface except on a closed set of Hausdorff dimension at most N −3. Near
the smooth subset of F (u), (u − 1)± are smooth and the free boundary condition is
satisfied in the classical sense.
This theorem will be proved in Section 4. Finally we let N ≥ 3 and consider the
critical problem
−∆u = κ (u− 1)2
∗−1
+ + λ (u− 1)
µ−1
+ in Ω \ F (u)
|∇u+|2 − |∇u−|2 = 2 on F (u)
u = 0 on ∂Ω,
(1.10)
where κ, λ > 0 are parameters and 2 < µ < 2∗. Let
J(u) =
∫
Ω
[
1
2
|∇u|2 + χ{u>1}(x)−
κ
2∗
(u− 1)2
∗
+ −
λ
µ
(u− 1)µ+
]
dx, u ∈ H10 (Ω)
be the associated variational functional and let
c := inf
γ∈Γ
max
u∈γ([0,1])
J(u) > 0,
where Γ = {γ ∈ C([0, 1], H10(Ω)) : γ(0) = 0, J(γ(1)) < 0}, be its mountain pass level.
Our main result for this problem is the following theorem.
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Theorem 1.12. Let N ≥ 3 and assume that 2 < µ < 2∗. Then there exists a κ∗ > 0
such that for 0 < κ < κ∗ and all λ > 0, problem (1.10) has a Lipschitz continuous
mountain pass solution u ∈ H10(Ω) ∩ C
2(Ω \ F (u)) at the level c that satisfies the
equation −∆u = λ (u− 1)µ−1+ + κ (u− 1)
2∗−1
+ in the classical sense in Ω \ F (u). The
free boundary condition is satisfied in the viscosity sense and in the variational sense.
The free boundary F (u) has finite (N − 1)-dimensional Hausdorff measure and is a
C∞-hypersurface except on a closed set of Hausdorff dimension at most N −3. Near
the smooth subset of F (u), (u − 1)± are smooth and the free boundary condition is
satisfied in the classical sense.
This theorem will be proved in Section 5. The limiting case µ = 2 was considered
in Yang and Perera [16], where a nondegenerate mountain pass solution that satisfies
the free boundary condition in the viscosity sense was obtained for sufficiently small
κ > 0 and λ > λ1, the first Dirichlet eigenvalue of −∆ in Ω. However, the question
of regularity of the free boundary was not considered in [16].
Notation. Throughout the paper we write
u+ = (u− 1)+, u
− = u− u+.
2 Regularization
In this section we prove Theorem 1.1 and Propositions 1.5 and 1.7.
The crucial ingredient in the passage to the limit in the proof of Theorem 1.1 is
the following uniform Lipschitz continuity result of Caffarelli et al. [8].
Lemma 2.1 ([8, Theorem 5.1]). Let u be a Lipschitz continuous function on B1(0) ⊂
R
N satisfying the distributional inequalities
±∆u ≤ A
(
1
ε
χ{|u−1|<ε}(x) + 1
)
for some constants A > 0 and 0 < ε ≤ 1. Then there exists a constant C > 0,
depending on N , A, and
∫
B1(0)
u2 dx, but not on ε, such that
max
x∈B1/2(0)
|∇u(x)| ≤ C.
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Proof of Theorem 1.1. We may assume that 0 < εj ≤ 1. Since (uj) is bounded in
L∞(Ω), |g(x, (uj − 1)+)| ≤ A0 for some constant A0 > 0 by (g2). Let ϕ0 > 0 be the
solution of−∆ϕ0 = A0 in Ωϕ0 = 0 on ∂Ω.
Since β ≥ 0, −∆uj ≤ A0 in Ω, and hence
0 ≤ uj(x) ≤ ϕ0(x) ∀x ∈ Ω (2.1)
by the maximum principle. The majorant ϕ0 gives a uniform lower bound δ0 > 0 on
the distance from the set {uj ≥ 1} to ∂Ω. Since uj is positive, harmonic, and bounded
by 1 in a δ0 neighborhood of ∂Ω, it follows from standard boundary regularity theory
that the sequence (uj) is bounded in the C
2,α norm, and hence compact in the C2
norm, in a δ0/2 neighborhood.
Since 0 ≤ β ≤ 2χ(−1,1),
±∆uj = ±
1
εj
β
(
uj − 1
εj
)
∓ g(x, (uj − 1)+) ≤
2
εj
χ{|uj−1|<εj}(x) + A0.
Since (uj) is bounded in L
2(Ω), it follows from Lemma 2.1 that there exists a constant
C > 0 such that
max
x∈Br/2(x0)
|∇uj(x)| ≤
C
r
(2.2)
whenever r > 0 and Br(x0) ⊂ Ω. Hence uj is uniformly Lipschitz continuous on the
compact subset of Ω at distance greater or equal to δ0/2 from ∂Ω.
Thus, a renamed subsequence of (uj) converges uniformly on Ω to a Lipschitz
continuous function u with zero boundary values, with strong convergence in C2 on
a δ0/2 neighborhood of ∂Ω. Since (uj) is bounded in H
1
0 (Ω), a further subsequence
converges weakly in H10 (Ω) to u.
Since β ≥ 0, testing the equation
−∆uj = −
1
εj
β
(
uj − 1
εj
)
+ g(x, (uj − 1)+) (2.3)
with any nonnegative test function and passing to the limit shows that
−∆u ≤ g(x, (u− 1)+) (2.4)
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in the distributional sense.
Next we show that u satisfies the equation −∆u = g(x, (u − 1)+) in the set
{u 6= 1}. Let ϕ ∈ C∞0 ({u > 1}). Then u ≥ 1 + 2 ε on the support of ϕ for some
ε > 0. For all sufficiently large j, εj < ε and |uj − u| < ε in Ω, so uj ≥ 1 + εj on the
support of ϕ. So testing (2.3) with ϕ gives∫
Ω
∇uj · ∇ϕdx =
∫
Ω
g(x, (uj − 1)+)ϕdx,
and passing to the limit gives∫
Ω
∇u · ∇ϕdx =
∫
Ω
g(x, (u− 1)+)ϕdx (2.5)
since uj converges to u weakly in H
1
0 (Ω) and uniformly on Ω. Hence u is a distribu-
tional, and hence a classical, solution of −∆u = g(x, (u− 1)+) in the set {u > 1}. A
similar argument shows that u satisfies ∆u = 0 in the set {u < 1}.
Now we show that u is also harmonic in the possibly larger set {u ≤ 1}◦. Since
u is harmonic in {u < 1}, min (u, 1) satisfies the super-mean value property. This
implies that
−∆min (u, 1) ≥ 0 (2.6)
in the distributional sense (see, e.g., Alt and Caffarelli [1, Remark 4.2]). It follows
from (2.6), (2.4), and (g1) that ∆u = 0 as a distribution in {u ≤ 1}
◦, and hence also
in the classical sense.
Since uj ⇀ u in H
1
0 (Ω), ‖u‖ ≤ lim ‖uj‖, so it suffices to show that lim ‖uj‖ ≤ ‖u‖
to prove (ii). Recall that uj converges in the C
2 norm to u in a neighborhood
of ∂Ω in Ω. Multiplying (2.3) by uj − 1, integrating by parts, and noting that
β((t− 1)/εj) (t− 1) ≥ 0 for all t gives∫
Ω
|∇uj|
2 dx ≤
∫
Ω
g(x, (uj − 1)+) (uj − 1) dx−
∫
∂Ω
∂uj
∂n
dσ
→
∫
Ω
g(x, (u− 1)+) (u − 1) dx−
∫
∂Ω
∂u
∂n
dσ, (2.7)
where n is the outward unit normal to ∂Ω. Fix 0 < ε < 1. Taking ϕ = (u− 1− ε)+
in (2.5) gives∫
{u>1+ε}
|∇u|2 dx =
∫
Ω
g(x, (u− 1)+) (u− 1− ε)+ dx, (2.8)
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and integrating (u− 1 + ε)−∆u = 0 over Ω yields∫
{u<1−ε}
|∇u|2 dx = −(1 − ε)
∫
∂Ω
∂u
∂n
dσ. (2.9)
Adding (2.8) and (2.9), and letting εց 0 gives∫
Ω
|∇u|2 dx =
∫
Ω
g(x, (u− 1)+) (u− 1) dx−
∫
∂Ω
∂u
∂n
dσ
since
∫
{u=1}
|∇u|2 dx = 0 and (g1) holds. This together with (2.7) gives
lim
∫
Ω
|∇uj|
2 dx ≤
∫
Ω
|∇u|2 dx
as desired.
To prove (iii), write
Jεj(uj) =
∫
Ω
[
1
2
|∇uj|
2 + B
(
uj − 1
εj
)
χ{u 6=1}(x)−G(x, (uj − 1)+)
]
dx
+
∫
{u=1}
B
(
uj − 1
εj
)
dx.
Since B((uj − 1)/εj)χ{u 6=1} converges pointwise to χ{u>1} and is bounded by 1, the
first integral converges to J(u) by (i) and (ii), and
0 ≤
∫
{u=1}
B
(
uj − 1
εj
)
dx ≤ L({u = 1})
since 0 ≤ B ≤ 1, so (iii) follows.
Next we prove Proposition 1.5.
Proof of Proposition 1.5. Let
fj(x) = −g(x, (uj(x)− 1)+), f(x) = −g(x, (u(x)− 1)+), x ∈ Ω,
and note that fj converges uniformly to f since uj converges uniformly to u. Since uj
solves (1.2) with ε = εj and u is nondegenerate, Corollaries 7.1 and 7.2 of Lederman
and Wolanski [12] then imply that u satisfies the free boundary condition in the
weak viscosity sense. The fact that L({u ≤ 1} ∩ Br(x0)) ≥ cr
N rules out the case
β < 0.
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In preparation for the proof of Proposition 1.7, next we show that uj is a varia-
tional solution of the regularized problem (1.2) with ε = εj.
Lemma 2.2. If u ∈ H10 (Ω) is a critical point of Jε, then the equation (1.4) holds for
all Φ ∈ C10(Ω,R
N).
Proof. For Φ ∈ C10 (Ω,R
N),
div
[(
1
2
|∇u|2 + B
(
u− 1
ε
)
−G(x, (u− 1)+)
)
Φ− (∇u · Φ)∇u
]
=
(
1
2
|∇u|2 + B
(
u− 1
ε
)
−G(x, (u− 1)+)
)
div Φ−∇u (DΦ) · ∇u
+
(
−∆u+
1
ε
β
(
u− 1
ε
)
− g(x, (u− 1)+)
)
(∇u · Φ).
Since u satisfies (1.2), integrating over Ω using the divergence theorem and noting
that Φ = 0 on ∂Ω gives (1.4).
We are now ready to prove Proposition 1.7.
Proof of Proposition 1.7. Let Φ ∈ C10(Ω,R
N). Then∫
Ω
[(
1
2
|∇uj|
2 + B
(
uj − 1
εj
)
−G(x, (uj − 1)+)
)
div Φ−∇uj (DΦ) · ∇uj
]
dx = 0
(2.10)
for all j by Lemma 2.2. Since Jεj (uj)→ J(u), and (i) and (ii) hold,
lim
∫
Ω
B
(
uj − 1
εj
)
dx = L({u > 1}),
and hence
lim
∫
{u≤1}
B
(
uj − 1
εj
)
dx ≤ L({u > 1})− lim
∫
{u>1}
B
(
uj − 1
εj
)
dx. (2.11)
On the other hand,
lim
∫
{u>1}
B
(
uj − 1
εj
)
dx ≥ L({u ≥ 1 + δ})
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for all δ > 0 by (i), and letting δ ց 0 gives
lim
∫
{u>1}
B
(
uj − 1
εj
)
dx ≥ L({u > 1}). (2.12)
It follows from (2.11) and (2.12) that
lim
∫
{u≤1}
B
(
uj − 1
εj
)
dx = 0,
so
lim
∫
Ω
B
(
uj − 1
εj
)
div Φ dx = lim
∫
{u>1}
B
(
uj − 1
εj
)
div Φ dx =
∫
{u>1}
div Φ dx
by the dominated convergence theorem. Now passing to the limit in (2.10) using (i)
and (ii) gives (1.3).
3 Nondegeneracy
In this section we prove Proposition 1.10. Note that u− 6= 0 for u ∈ W. Let
ζu : [−1,∞)→ H
1
0 (Ω) be the path
ζu(t) =
(1 + t)u
− if t ∈ [−1, 0]
u− + tu+ if t ∈ (0,∞),
which joins the origin to “infinity” and passes through u at t = 1, and let
ϕu(t) = J(ζu(t)).
For t ∈ [−1, 0],
ϕu(t) =
(1 + t)2
2
∫
Ω
|∇u−|2 dx
and is strictly increasing in t. For t ∈ (0,∞),
ϕu(t) =
∫
Ω
[
1
2
|∇u−|2 +
t2
2
|∇u+|2 −G(x, tu+)
]
dx+ L({u > 1}) (3.1)
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and
ϕ′u(t) =
∫
Ω
(
t |∇u+|2 − u+g(x, tu+)
)
dx. (3.2)
So
lim
tց0
ϕu(t) = ϕu(0) + L({u > 1})
and hence ϕu has a jump equal to L({u > 1}) at t = 0, and ζu(t) lies on M if and
only if t > 0 and ϕ′u(t) = 0, in particular, u ∈ M if and only if ϕ
′
u(1) = 0.
Writing (3.2) as
ϕ′u(t) = t
[∫
Ω
|∇u+|2 dx−
∫
Ω
u+
t
g(x, tu+) dx
]
,
the last integral is strictly increasing in t by (g4), goes to zero as tց 0 by (1.7), and
goes to infinity as t → ∞ by (1.8), so there exists a tu > 0 such that ϕ
′
u(t) > 0 for
t ∈ (0, tu), ϕ
′
u(tu) = 0, and ϕ
′
u(t) < 0 for t ∈ (tu,∞). So
M = {ζu(tu) : u ∈ W} ,
and ϕu(t) is strictly increasing for t ∈ (0, tu), attains its maximum at t = tu, is
strictly decreasing for t ∈ (tu,∞), and goes to −∞ as t→∞ by (1.6).
For u ∈ W, the path ζu intersects M exactly at one point, namely, where t = tu.
If u ∈ M, then tu = 1 and hence ζu(tu) = u. So we can define a (nonradial)
continuous projection π :W →M by
π(u) = ζu(tu) = u
− + tuu
+.
By (3.1),
J(π(u)) =
∫
Ω
[
1
2
|∇u−|2 +
t2u
2
|∇u+|2 −G(x, tuu
+)
]
dx+ L({u > 1}). (3.3)
We have the following estimates for tu.
Lemma 3.1. If
∫
Ω
|∇u+|2 dx ≤
∫
Ω
u+g(x, u+) dx, then∫
Ω
|∇u+|2 dx∫
Ω
u+g(x, u+) dx
≤ tµ−2u ≤ 1, (3.4)
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and if
∫
Ω
|∇u+|2 dx ≥
∫
Ω
u+g(x, u+) dx, then
1 ≤ tµ−2u ≤
∫
Ω
|∇u+|2 dx∫
Ω
u+g(x, u+) dx
. (3.5)
Proof. Since ϕ′u(tu) = 0, (3.2) gives
tu
∫
Ω
|∇u+|2 dx =
∫
Ω
u+g(x, tuu
+) dx. (3.6)
If
∫
Ω
|∇u+|2 dx ≤
∫
Ω
u+g(x, u+) dx, then ϕ′u(1) ≤ 0 and hence tu ≤ 1. Then∫
Ω
u+g(x, tuu
+) dx ≤ tµ−1u
∫
Ω
u+g(x, u+) dx
by (1.7), which together with (3.6) gives (3.4). The proof of (3.5) is similar.
We are now ready to prove the first part of Proposition 1.10.
Proof of the nondegeneracy in Proposition 1.10. Assume that r ≤ 1, Br(x0) ⊂ {u > 1},
and ∃ x1 ∈ ∂Br(x0) such that u(x1) = 1. Setting
v(y) =
1
r
(u(x0 + ry)− 1), y ∈ B1(0),
we will show that there exists a constant c > 0 such that
α := v(0) =
1
r
(u(x0)− 1) ≥ c. (3.7)
We have
−∆v = rg(x0 + ry, rv) in B1(0)
and
0 < v(y) =
1
r
(u(x0 + ry)− u(x1)) ≤
L
r
|x0 + ry − x1| ≤ 2L ∀y ∈ B1(0), (3.8)
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where L > 0 is the Lipschitz constant of u. Let h be the solution of the problem−∆h = rg(x0 + ry, rv(y)) in B1(0)h = 0 on ∂B1(0).
Since g(x0 + ry, rv) is nonnegative and bounded by (g1)–(g3) and (3.8), 0 ≤ h ≤ c1r
for some c1 > 0. So applying the Harnack inequality to v − h + c1r, there exists a
constant c2 > 0 such that
v(y) ≤ c2(α + r) ∀y ∈ B2/3(0).
Take a smooth cutoff function ψ : B1(0) → [0, 1] such that ψ = 0 in B1/3(0),
0 < ψ < 1 in B2/3(0) \B1/3(0), and ψ = 1 in B1(0) \B2/3(0), let
w(y) =
min (v(y), c2(α + r)ψ(y)) if y ∈ B2/3(0)v(y) otherwise,
and set
z(x) = 1 + rw
(
x− x0
r
)
.
Since u is a minimizer of J |M,
J(u) ≤ J(π(z)).
Since z− = u−, z = 1 in Br/3(x0), and {z > 1} = {u > 1} \ Br/3(x0), this inequality
reduces to∫
Ω
[
1
2
|∇u+|2 −G(x, u+)
]
dx+L(Br/3(x0)) ≤
∫
Ω
[
t2z
2
|∇z+|2 −G(x, tzz
+)
]
dx. (3.9)
Since u, π(z) ∈M,∫
Ω
|∇u+|2 dx =
∫
Ω
u+g(x, u+) dx =: A
and ∫
Ω
t2z |∇z
+|2 dx =
∫
Ω
tzz
+g(x, tzz
+) dx,
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so the last inequality implies∫
Ω
[
1
2
u+g(x, u+)−G(x, u+)
]
dx <
∫
Ω
[
1
2
tzz
+g(x, tzz
+)−G(x, tzz
+)
]
dx.
Since the mapping s 7→
1
2
sg(x, s) − G(x, s) is nondecreasing by (g4) and z
+ ≤ u+,
this leads to a contradiction if tz ≤ 1, so tz > 1.
Let y = (x− x0)/r and let
D =
{
x ∈ B2r/3(x0) : v(y) > c2(α+ r)ψ(y)
}
.
Then z = u outside D, so the inequality (3.9) together with the fact that G(x, s) ≥ 0
by (g3) implies
t2z
2
∫
D
|∇z+|2 dx+
t2z − 1
2
∫
Ω\D
|∇u+|2 dx+
∫
D
G(x, u+) dx
+
∫
Ω\D
[
G(x, u+)−G(x, tzu
+)
]
dx ≥ L(B1/3(0)) r
N . (3.10)
We will show that (3.7) follows from this inequality if r > 0 is sufficiently small.
First we note some estimates. We have∫
D
|∇z+|2 dx = c22 (α + r)
2 rN
∫
{y:x∈D}
|∇ψ|2 dy = O(rN) (3.11)
since 0 < α ≤ 2L by (3.8). Since u+ ≤ 2Lr in Br(x0) by (3.8),∫
D
u+g(x, u+) dx = O(rµ+N) (3.12)
by (1.7), and hence∫
D
G(x, u+) dx = O(rµ+N) (3.13)
by (1.5).
Since tz > 1,
tµ−2z ≤
∫
Ω
|∇z+|2 dx∫
Ω
z+g(x, z+) dx
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by Lemma 3.1. We have∫
Ω
|∇z+|2 dx =
∫
Ω\D
|∇u+|2 dx+
∫
D
|∇z+|2 dx ≤ A +
∫
D
|∇z+|2 dx,
and since g(x, s) ≥ 0 by (g1) and (g3),∫
Ω
z+g(x, z+) dx =
∫
Ω\D
u+g(x, u+) dx+
∫
D
z+g(x, z+) dx
≥
∫
Ω
u+g(x, u+) dx−
∫
D
u+g(x, u+) dx ≥ A − c3 r
µ+N
for some c3 > 0 by (3.12). In view of (3.11), it follows that
t2z ≤ 1 +
2
(µ− 2)A
∫
D
|∇z+|2 dx+ c4 r
ν+N
for some c4 > 0, where ν = min (µ,N) ≥ 2. Since
∫
Ω\D
|∇u+|2 dx ≤ A, (3.13) holds,
and G(x, s) is increasing in s by (g3), the inequality (3.10) now implies
µ
(µ− 2) rN
∫
D
|∇z+|2 dx+O(rν) ≥ 2L(B1/3(0)).
This together with the first equality in (3.11) gives (3.7) for sufficiently small r.
In preparation for the proof of the second part of Proposition 1.10, let L > 0
denote the Lipschitz constant of u in Ω and let
δ0 = dist ({u > 1} , ∂Ω) > 0.
Lemma 3.2. There exist constants 0 < r0 ≤ δ0 and λ > 0 such that whenever x0 ∈
{u > 1} and r := dist (x0, {u ≤ 1}) ≤ r0, there is a point x1 ∈ ∂Br(x0) satisfying
u(x1) ≥ 1 + (1 + λ) (u(x0)− 1).
Proof. Suppose not. Then there exist sequences λj ց 0 and xj ∈ {u > 1} with
rj := dist (xj , {u ≤ 1})→ 0 such that
max
x∈∂Brj (xj)
u(x) < 1 + (1 + λj) (u(xj)− 1).
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Since u is nondegenerate, we may assume that u(xj) ≥ 1 + crj for some constant
c > 0. Noting that Brj (xj) ⊂ {u > 1} and ∃ x
′
j ∈ ∂Brj (xj) such that u(x
′
j) = 1, set
vj(y) =
1
rj
(u(xj + rj y)− 1), yj =
1
rj
(x′j − xj).
Then vj ∈ C(B1(0)) ∩ C
2(B1(0)) satisfies
−∆vj = rj g(xj + rj y, rj vj) in B1(0), (3.14)
max
y∈∂B1(0)
vj(y) < (1 + λj) vj(0), (3.15)
vj(0) ≥ c, vj(yj) = 0. (3.16)
We have
0 ≤ vj(y) =
1
rj
(u(xj + rj y)− u(x
′
j)) ≤
L
rj
|xj + rj y − x
′
j | ≤ 2L ∀y ∈ B1(0),
(3.17)
|vj(y)− vj(z)| =
1
rj
|u(xj + rj y)− u(xj + rj z)| ≤ L |y − z| ∀y, z ∈ B1(0),∫
B1(0)
|∇vj(y)|
2 dy = r−Nj
∫
Brj (xj)
|∇u(x)|2 dx ≤ c1L
2
for some c1 > 0. Thus, for suitable subsequences, vj converges uniformly on B1(0)
and weakly in H1(B1(0)) to a Lipschitz continuous function v and yj converges to a
point y0 ∈ ∂B1(0). For any ϕ ∈ C
∞
0 (B1(0)), testing (3.14) with ϕ gives∫
B1(0)
∇vj · ∇ϕdx = rj
∫
B1(0)
g(xj + rj y, rj vj)ϕdx,
and passing to the limit gives∫
B1(0)
∇v · ∇ϕdx = 0
since rj → 0 and g(xj + rj y, rj vj) is bounded by (3.17) and (g2). So v is harmonic
in B1(0). By (3.15),
max
y∈∂B1(0)
v(y) ≤ v(0),
22
and hence v is constant by the maximum principle. On the other hand,
v(0) ≥ c > 0 = v(y0)
by (3.16), which is impossible for constant v.
Lemma 3.3. There exist constants 0 < r0 ≤ δ0 and γ > 0 such that whenever
x0 ∈ F (u) and 0 < r ≤ r0, there is a point x ∈ Br(x0) \Br/2(x0) satisfying
u(x) ≥ 1 + γr.
Proof. Let r0 and λ be as in Lemma 3.2, let x0 ∈ F (u), and let 0 < r ≤ r0. Since
x0 ∈ F (u), ∃ x1 ∈ Br/4(x0) such that u(x1) > 1. Then
r1 := dist (x1, {u ≤ 1}) ≤ |x1 − x0| <
r
4
< r0,
so ∃ x2 ∈ ∂Br1(x1) such that
u(x2)− 1 ≥ (1 + λ) (u(x1)− 1)
by Lemma 3.2. Repeating the argument, for j = 1, . . . , k, ∃ xj+1 ∈ ∂Brj (xj), rj =
dist (xj , {u ≤ 1}) such that
u(xj+1)− 1 ≥ (1 + λ) (u(xj)− 1), (3.18)
provided that x2, . . . , xk ∈ Br(x0). Then
u(xk+1)− 1 ≥ (1 + λ)
k (u(x1)− 1).
Since u is bounded, it follows that eventually xk+1 /∈ Br(x0).
Since u is nondegenerate, we may assume that u(xj) ≥ 1 + crj, j = 1, . . . , k for
some constant c > 0. Then (3.18) gives
u(xj+1)− u(xj) ≥ λ (u(xj)− 1) ≥ λcrj , j = 1, . . . , k − 1,
so
u(xk) ≥ u(x1) + λc
k−1∑
j=1
rj > 1 + λc
k−1∑
j=1
|xj+1 − xj | ≥ 1 + λc |xk − x1| (3.19)
by the triangle inequality. If xk ∈ Br/2(x0), then
|xk+1 − xk| = rk = dist (xk, {u ≤ 1}) ≤ |xk − x0| <
r
2
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and hence
|xk+1 − x0| ≤ |xk+1 − xk|+ |xk − x0| < r,
contradicting xk+1 /∈ Br(x0), so xk /∈ Br/2(x0). Since x1 ∈ Br/4(x0), then |xk − x1| >
r/4 and hence u(xk) ≥ 1 + λcr/4 by (3.19).
Lemma 3.4. There exist constants 0 < r0 ≤ δ0 and λ, ν > 0 such that whenever
x0 ∈ F (u) and 0 < r ≤ r0, there is a point x1 ∈ ∂Br(x0) satisfying
u(x1)− 1 ≥ λr, (3.20)
and
−
∫
∂Br(x0)
(u− 1)+ dσ ≥ νr. (3.21)
Proof. Suppose there are no such r0 and λ. Then there exist sequences rj , λj ց 0
and xj ∈ F (u) such that
u− 1 < λj rj on ∂Brj (xj).
Since
(u(x)− 1)+ ≤ |u(x)− u(xj)| ≤ L |x− xj | < Lrj ∀x ∈ Brj(xj)
and g(x, s) is nondecreasing in s by (g4),
−∆(u− 1) ≤ g(x, (u− 1)+) ≤ g(x, Lrj) ≤ r
µ−1
j g(x, L) in Brj (xj)
for all sufficiently large j by (1.7). Consider the barrier function vj solving the
problem−∆vj = r
µ−1
j g(x, L) in Brj(xj)
vj = λj rj on ∂Brj (xj).
Since g(x, L) is bounded by (g2),
vj ≤ λj rj + c2r
µ−1
j
for some c2 > 0. On the other hand, there exist a constant γ > 0 and for all
sufficiently large j a point yj ∈ Brj (xj) \ Brj/2(xj) such that u(yj) − 1 ≥ γrj by
Lemma 3.3. Since u(yj)− 1 ≤ vj(yj), then
0 < γ ≤ λj + c2r
µ−2
j
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and the last expression goes to zero since µ > 2, a contradiction.
Let x1 ∈ ∂Br(x0) satisfy (3.20). Then u − 1 > λr/2 in Bλr/2L(x1) by Lipschitz
continuity, which implies (3.21) for some constant ν > 0 depending on N , λ, and
L.
Lemma 3.5. There exist constants 0 < r0 ≤ δ0 and ε0, c, C > 0, depending on N
and L, such that whenever x0 ∈ F (u), 0 < r ≤ r0,
σ({u ≤ 1} ∩ ∂Br(x0)) ≤ εr
N−1 (3.22)
for some 0 < ε < ε0, where σ denotes the (N − 1)-dimensional Hausdorff measure,
and v is the harmonic function in Br(x0) with v = u on ∂Br(x0), we have∫
Br(x0)
|∇v|2 dx ≤
∫
Br(x0)
|∇u|2 dx− crN , (3.23)
∫
Br(x0)
|∇v−|2 dx ≤ Cε1/NrN , (3.24)
∫
Br(x0)
u+g(x, u+) dx+
∫
Br(x0)
v+g(x, v+) dx ≤ Crµ+N , (3.25)
∫
Br(x0)
G(x, u+) dx+
∫
Br(x0)
G(x, v+) dx ≤ Crµ+N . (3.26)
Proof. Let r0 be as in Lemma 3.4. The estimates (3.23) and (3.24) follow exactly as
in Jerison and Perera [11, Lemma 7.3]. Since
|u(x)− 1| = |u(x)− u(x0)| ≤ L |x− x0| < Lr ∀x ∈ Br(x0)
and g(x, s) is nondecreasing in s by (g4),
µG(x, u+) ≤ u+g(x, u+) ≤ Lr g(x, Lr) ≤ Lrµg(x, L) in Br(x0)
for r ≤ 1 by (1.5) and (1.7). Since v is harmonic in Br(x0) and equals u on ∂Br(x0),
where |u− 1| ≤ Lr, we also have |v − 1| ≤ Lr in Br(x0) by the maximum principle,
so similar estimates hold for G(x, v+) and v+g(x, v+). So (3.25) and (3.26) follow
from (g2).
We are now ready to prove the second part of Proposition 1.10.
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Proof of the positive density property in Proposition 1.10. Let r0 be as in Lemma
3.5, let x0 ∈ F (u), and let 0 < r ≤ r0. Taking r0 smaller if necessary, there ex-
ist a constant γ > 0 and a point x1 ∈ Br/2(x0) \Br/4(x0) such that u(x1) ≥ 1+ γr/2
by Lemma 3.3. Let κ = min {1/2, γ/2L}. Then
u(x) ≥ u(x1)− L |x− x1| > 1 +
(γ
2
− Lκ
)
r ≥ 1 ∀x ∈ Bκr(x1),
so
L({u > 1} ∩Br(x0))
L(Br(x0))
≥ κN .
Suppose the above volume fraction is not bounded away from 1. Then for arbi-
trarily small λ, ρ > 0, ∃ x0 ∈ F (u) such that
L({u ≤ 1} ∩ Bρ(x0)) < λρ
N . (3.27)
Then ∫ ρ
ρ/2
σ({u ≤ 1} ∩ ∂Br(x0)) dr < λρ
N ,
so for some r ∈ [ρ/2, ρ],
σ({u ≤ 1} ∩ ∂Br(x0)) < 2λρ
N−1 ≤ 2NλrN−1,
i.e., the inequality (3.22) in Lemma 3.5 holds with ε = 2Nλ. Let v be as in Lemma 3.5,
and set w = v in Br(x0) and w = u in Ω\Br(x0). We will show that J(π(w)) < J(u)
if r and ε are sufficiently small, which is a contradiction since π(w) ∈ M and u
minimizes J |M.
We have∫
Ω
|∇w|2 dx ≤
∫
Ω
|∇u|2 dx− crN , (3.28)
∫
Ω
|∇w−|2 dx ≤
∫
Ω
|∇u−|2 dx+ Cε1/NrN , (3.29)
∣∣∣∣∫
Ω
w+g(x, w+) dx−
∫
Ω
u+g(x, u+) dx
∣∣∣∣ ≤ Crµ+N , (3.30)∣∣∣∣∫
Ω
G(x, w+) dx−
∫
Ω
G(x, u+) dx
∣∣∣∣ ≤ Crµ+N (3.31)
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by (3.23)–(3.26). By (3.27),∫
Br(x0)
|∇u−|2 dx ≤
∫
Bρ(x0)
|∇u−|2 dx < L2λρN ≤ L2εrN ,
which together with (3.28) gives∫
Ω
|∇w+|2 dx ≤
∫
Ω
|∇u+|2 dx−
c
2
rN (3.32)
for sufficiently small ε. Estimate (3.27) also implies
L({w > 1}) ≤ L({u > 1} \Br(x0)) + L(Br(x0)) = L({u > 1})
+ L({u ≤ 1} ∩ Br(x0)) < L({u > 1}) + λρ
N ≤ L({u > 1}) + εrN . (3.33)
Since u, π(w) ∈M,∫
Ω
|∇u+|2 dx =
∫
Ω
u+g(x, u+) dx (3.34)
and ∫
Ω
t2w |∇w
+|2 dx =
∫
Ω
tww
+g(x, tww
+) dx. (3.35)
By (3.32), (3.34), and (3.30),∫
Ω
|∇w+|2 dx ≤
∫
Ω
u+g(x, u+) dx−
c
2
rN
≤
∫
Ω
w+g(x, w+) dx−
( c
2
− Crµ
)
rN ≤
∫
Ω
w+g(x, w+) dx
for sufficiently small r. Then tw ≤ 1 by Lemma 3.1. Combining this with (3.3),
(3.35), and (g4) gives
J(π(w)) =
∫
Ω
[
1
2
|∇w−|2 +
(
1
2
−
1
µ
)
t2w |∇w
+|2 +
1
µ
tww
+g(x, tww
+)
−G(x, tww
+)
]
dx+ L({w > 1})
≤
∫
Ω
[
1
2
|∇w−|2 +
(
1
2
−
1
µ
)
|∇w+|2 +
1
µ
w+g(x, w+)−G(x, w+)
]
dx
+L({w > 1}).
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This together with the estimates (3.29)–(3.33) and (3.34) gives
J(π(w)) ≤
∫
Ω
[
1
2
|∇u−|2 +
(
1
2
−
1
µ
)
|∇u+|2 +
1
µ
u+g(x, u+)−G(x, u+)
]
dx
+L({u > 1}) +
1
2
Cε1/NrN −
(
1
2
−
1
µ
)
c
2
rN +
(
1
µ
+ 1
)
Crµ+N + εrN
= J(u)−
[(
1
2
−
1
µ
)
c
2
−
1
2
Cε1/N −
(
1
µ
+ 1
)
Crµ − ε
]
rN
< J(u)
for sufficiently small r and ε.
4 Subcritical case
In this section we prove Theorem 1.11. Let εj ց 0. We will show that each ap-
proximating functional Jεj has a critical point uj of mountain pass type and apply
Theorem 1.1.
Recall that Jεj satisfies the Palais-Smale compactness condition at the level c ∈ R,
or the (PS)c condition for short, if every sequence (uk) inH
1
0 (Ω) such that Jεj(uk)→ c
and J ′εj(uk)→ 0 as k →∞, called a (PS)c sequence for Jεj , has a strongly convergent
subsequence.
Lemma 4.1. The functional Jεj satisfies the (PS)c condition for all c ∈ R.
Proof. Let (uk) be a (PS)c sequence for Jεj . Since g satisfies the subcritical growth
condition (g′2), it suffices to show that (uk) is bounded in H
1
0 (Ω) by a standard
argument. We have
Jεj(uk) =
∫
Ω
[
1
2
|∇uk|
2 + B
(
uk − 1
εj
)
−G(x, (uk − 1)+)
]
dx = c+ o(1) (4.1)
and
J ′εj(uk) v =
∫
Ω
[
∇uk · ∇v +
1
εj
β
(
uk − 1
εj
)
v − g(x, (uk − 1)+) v
]
dx = o(‖v‖) (4.2)
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for all v ∈ H10 (Ω). Subtracting (4.2) with v = u
+
k /µ from (4.1) and using (1.5) gives(
1
2
−
1
µ
)∫
Ω
|∇u+k |
2 dx+
1
2
∫
Ω
|∇u−k |
2 dx+
∫
Ω
[
B
(
u+k
εj
)
−
1
µ
β
(
u+k
εj
)
u+k
εj
]
dx
≤ c + o(‖u+k ‖ + 1).
Since µ > 2, and B(t) ≥ 0 and β(t) t ≤ 2 for all t ∈ R, it follows from this that ‖u±k ‖,
and hence also ‖uk‖, is bounded.
Next we show that Jεj has the mountain pass geometry. Clearly, Jεj(0) = 0.
Lemma 4.2. There exist ρ > 0 and u1 ∈ H
1
0 (Ω) with ‖u1‖ > ρ such that
‖u‖ ≤ ρ =⇒ Jεj(u) ≥
1
3
‖u‖2 (4.3)
and
Jεj(u1) < 0. (4.4)
Proof. By (g′2),
G(x, s) ≤ a3 (1 + s
p) ∀(x, s) ∈ Ω× [0,∞)
for some a3 > 0. Noting that (s− 1)+ ≤ |s| for all s ∈ R, this gives
G(x, (s− 1)+) ≤ 2a3 |s|
p ∀(x, s) ∈ Ω× R.
Since B is nonnegative, then
Jεj(u) ≥
1
2
∫
Ω
|∇u|2 dx− 2a3
∫
Ω
|u|p dx ∀u ∈ H10 (Ω),
and this together with the Sobolev embedding theorem gives (4.3) since p > 2.
To prove (4.4), take a function u0 ∈ H
1
0 (Ω) with u
+
0 6= 0 and let u1 = u
−
0 +tu
+
0 , t >
0. Then
Jεj(u1) =
∫
Ω
[
1
2
|∇u−0 |
2 +
t2
2
|∇u+0 |
2 + B
(
u1 − 1
εj
)
−G(x, tu+0 )
]
dx→ −∞
as t → ∞ since B is bounded and G satisfies (1.6) with µ > 2, so (4.4) holds for
sufficiently large t.
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By Lemma 4.2, the class of paths
Γj =
{
γ ∈ C([0, 1], H10(Ω)) : γ(0) = 0, Jεj(γ(1)) < 0
}
is nonempty and
cj := inf
γ∈Γj
max
u∈γ([0,1])
Jεj (u) ≥
1
3
ρ2. (4.5)
Lemma 4.3. The functional Jεj has a (nontrivial) critical point uj at the level cj.
Proof. For a ∈ R, set
Jaεj =
{
u ∈ H10 (Ω) : Jεj (u) ≤ a
}
.
Since Jεj satisfies the (PS)cj condition by Lemma 4.1, if Jεj has no critical point at
the level cj , then a standard deformation argument gives a constant 0 < δ ≤ cj/2
and a continuous map
η : Jcj+δεj → J
cj−δ
εj
such that η is the identity on J0εj (see, e.g., Perera and Schechter [13, Lemma 1.3.3]).
By the definition of cj, there exists a path γ ∈ Γj such that
max
u∈γ([0,1])
Jεj(u) ≤ cj + δ.
Then γ˜ := η ◦ γ ∈ Γj and
max
u∈γ˜([0,1])
Jεj(u) ≤ cj − δ,
contradicting the definition of cj .
Since uj is nontrivial, it is positive in Ω as noted in the introduction. Next we
note that cj is below the mountain pass level of J given by (1.9).
Lemma 4.4. We have cj ≤ c, in particular, c > 0.
Proof. Since B((t − 1)/εj) ≤ χ{t>1} for all t ∈ R, Jεj(u) ≤ J(u) for all u ∈ H
1
0 (Ω).
So Γ ⊂ Γj and
cj ≤ max
u∈γ([0,1])
Jεj(u) ≤ max
u∈γ([0,1])
J(u)
for all γ ∈ Γ.
30
Now we obtain the a priori estimates needed to apply Theorem 1.1.
Lemma 4.5. The sequence (uj) is bounded in H
1
0 (Ω) ∩ L
∞(Ω).
Proof. As in the proof of Lemma 4.1,(
1
2
−
1
µ
)∫
Ω
|∇u+j |
2 dx+
1
2
∫
Ω
|∇u−j |
2 dx+
∫
Ω
[
B
(
u+j
εj
)
−
1
µ
β
(
u+j
εj
)
u+j
εj
]
dx ≤ cj .
Since µ > 2, B(t) ≥ 0 and β(t) t ≤ 2 for all t ∈ R, and cj ≤ c by Lemma 4.4, it
follows from this that (uj) is bounded in H
1
0 (Ω).
We have
−∆uj = −
1
εj
β
(
u+j
εj
)
+ g(x, u+j ) ≤ (a1 + a2) (u
+
j )
p−1 ≤ (a1 + a2) u
p−1
j
by (g1) and (g
′
2). This together with the fact that (uj) is bounded in H
1
0 (Ω) implies
that (uj) is also bounded in L
∞(Ω) (see Bonforte et al. [2]).
We are now ready to prove Theorem 1.11.
Proof of Theorem 1.11. Let (uj) be the sequence of critical points of the functionals
Jεj constructed above, and let u ∈ H
1
0 (Ω)∩C
2(Ω\F (u)) be the Lipschitz continuous
limit of a suitable subsequence of (uj) given by Theorem 1.1. Since Jεj(uj) = cj,
lim Jεj(uj) ≥
1
3
ρ2 > 0
by (4.5), so u is nontrivial by Theorem 1.1 (iii). Since u satisfies the equation
−∆u = g(x, (u − 1)+) in Ω \ F (u), if u ≤ 1 everywhere, then u is harmonic in Ω
by (g1) and hence vanishes identically by the maximum principle, so u > 1 in a
nonempty open subset of Ω. In the interior of {u ≤ 1}, u is harmonic with boundary
values 0 on ∂Ω and 1 on F (u), so u is positive in Ω. In the set {u > 1}, u satisfies
the equation −∆u = g(x, u − 1), and integrating this equation multiplied by u − 1
shows that u ∈ M. Combining this with Proposition 1.9, Theorem 1.1 (iii), and
Lemma 4.4 gives
c ≤ inf
v∈M
J(v) ≤ J(u) ≤ lim Jεj(uj) ≤ lim Jεj(uj) ≤ c,
so
c = inf
v∈M
J(v) = J(u) = lim Jεj(uj).
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Then u is a mountain pass point of J by Proposition 1.9. Moreover, since u minimizes
J |M and satisfies the inequality −∆u ≤ g(x, (u− 1)+) in the distributional sense in
Ω, u is nondegenerate and has the positive density property for {u > 1} and {u ≤ 1}
by Proposition 1.10. Hence u satisfies the free boundary condition in the viscosity
sense by Proposition 1.5. Since Jεj(uj) → J(u), u also satisfies the free boundary
condition in the variational sense by Proposition 1.7. So it follows from Theorem 1.8
that the free boundary F (u) has finite (N − 1)-dimensional Hausdorff measure and
is a C∞-hypersurface except on a closed set of Hausdorff dimension at most N − 3,
and that near the smooth part of F (u), (u− 1)± are smooth and the free boundary
condition is satisfied in the classical sense.
5 Critical case
In this section we prove Theorem 1.12. Let εj ց 0. As in the last section, we will
show that each approximating functional
Jεj(u) =
∫
Ω
[
1
2
|∇u|2 + B
(
u− 1
εj
)
−
κ
2∗
(u+)2
∗
−
λ
µ
(u+)µ
]
dx
has a critical point uj of mountain pass type and apply Theorem 1.1.
Let
S = inf
u∈H1
0
(Ω)\{0}
∫
Ω
|∇u|2 dx(∫
Ω
|u|2
∗
dx
)2/2∗ (5.1)
be the best constant for the Sobolev embedding H10 (Ω) →֒ L
2∗(Ω). The functional
Jεj has the following compactness property.
Lemma 5.1. If
0 < c <
1
N
SN/2
κN/2−1
,
then every (PS)c sequence for Jεj has a subsequence that converges weakly to a non-
trivial critical point u of Jεj satisfying Jεj(u) ≤ c.
Proof. Let 0 < c < SN/2/NκN/2−1 and let (uk) be a (PS)c sequence for Jεj . We have
Jεj(uk) =
∫
Ω
[
1
2
|∇uk|
2 + B
(
uk − 1
εj
)
−
κ
2∗
(u+k )
2∗ −
λ
µ
(u+k )
µ
]
dx = c+o(1) (5.2)
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and
J ′εj(uk) v =
∫
Ω
[
∇uk · ∇v +
1
εj
β
(
uk − 1
εj
)
v − κ (u+k )
2∗−1 v − λ (u+k )
µ−1 v
]
dx
= o(‖v‖) (5.3)
for all v ∈ H10 (Ω). Subtracting (5.3) with v = u
+
k /µ from (5.2) gives(
1
2
−
1
µ
)∫
Ω
|∇u+k |
2 dx+
1
2
∫
Ω
|∇u−k |
2 dx+
∫
Ω
[
B
(
u+k
εj
)
−
1
µ
β
(
u+k
εj
)
u+k
εj
]
dx
+ κ
(
1
µ
−
1
2∗
)∫
Ω
(u+k )
2∗ dx = c + o(‖u+k ‖ + 1).
Since 2 < µ < 2∗, and B(t) ≥ 0 and β(t) t ≤ 2 for all t ∈ R, it follows from this that
‖u±k ‖, and hence also ‖uk‖, is bounded. So a renamed subsequence of (uk) converges
to some u weakly in H10 (Ω), strongly in L
q(Ω) for all 1 ≤ q < 2∗, and a.e. in Ω. Since
β is bounded, passing to the limit in (5.3) gives∫
Ω
[
∇u · ∇v +
1
εj
β
(
u− 1
εj
)
v − κ (u+)2
∗−1 v − λ (u+)µ−1 v
]
dx = 0 (5.4)
for all v ∈ C∞0 (Ω), and hence also for all v ∈ H
1
0 (Ω) by density. So u is a critical
point of Jεj .
Suppose u = 0. Then (5.2) and (5.3) with v = uk reduce to
1
2
∫
Ω
|∇uk|
2 dx−
κ
2∗
∫
Ω
(u+k )
2∗ dx = c+o(1),
∫
Ω
|∇uk|
2 dx−κ
∫
Ω
(u+k )
2∗ dx = o(1),
respectively, so∫
Ω
|∇uk|
2 dx = Nc + o(1),
∫
Ω
(u+k )
2∗ dx =
Nc
κ
+ o(1).
Combining this with∫
Ω
|∇uk|
2 dx ≥ S
(∫
Ω
|uk|
2∗ dx
)2/2∗
≥ S
(∫
Ω
(u+k )
2∗ dx
)2/2∗
gives c ≥ SN/2/NκN/2−1, a contradiction. So u is nontrivial.
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It remains to show that Jεj(u) ≤ c. We have
Jεj(u) = Jεj(u)−
1
2∗
J ′εj(u) u =
1
N
∫
Ω
|∇u|2 dx+K(u)
and
c = Jεj(uk)−
1
2∗
J ′εj(uk) uk + o(1) =
1
N
∫
Ω
|∇uk|
2 dx+K(uk) + o(1),
where
K(u) =
∫
Ω
[
B
(
u− 1
εj
)
−
1
2∗ εj
β
(
u− 1
εj
)
u+
κ
2∗
(u+)2
∗−1 −
λ
µ
(u+)µ
+
λ
2∗
(u+)µ−1 u
]
dx.
Since uk ⇀ u and K(uk)→ K(u), the desired conclusion follows.
As in the last section, Jεj has the mountain pass geometry and the minimax level
cj defined in (4.5) satisfies
inf cj > 0. (5.5)
Let u0 ∈ H
1
0 (Ω) with u
+
0 6= 0. For t > 0,
Jεj(u
−
0 + tu
+
0 ) ≤
∫
Ω
[
1
2
|∇u−0 |
2 +
t2
2
|∇u+0 |
2 −
λtµ
µ
(u+0 )
µ
]
dx+ L(Ω)
since B ≤ 1 and κ > 0. Since µ > 2, the right-hand side goes to −∞ as t → ∞,
so there exists a t1 > 0 such that Jεj(u
−
0 + t1u
+
0 ) < 0 for all j. Let γ be any path
joining the origin to u−0 + t1u
+
0 . Then γ ∈ Γj and hence
cj ≤ max
u∈γ([0,1])
Jεj(u) ≤ max
u∈γ([0,1])
∫
Ω
[
1
2
|∇u|2 −
λ
µ
(u+)µ
]
dx+ L(Ω).
Since the last expression is independent of j and κ, there exists a κ∗ > 0 such that
for 0 < κ < κ∗,
cj <
1
N
SN/2
κN/2−1
(5.6)
for all j.
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Lemma 5.2. For 0 < κ < κ∗, Jεj has a nontrivial critical point uj satisfying
Jεj(uj) ≤ cj.
Proof. In view of Lemma 5.1, (5.5), and (5.6), it suffices to show that Jεj has a (PS)cj
sequence. Suppose not. Then Jεj satisfies the (PS)cj condition vacuously and hence
has a critical point u0 at the level cj as in the proof of Lemma 4.3. But then the
constant sequence (u0) is a (PS)cj sequence for Jεj , a contradiction.
As in the last section, uj > 0 in Ω and cj ≤ c, in particular, c > 0. In order to
apply Theorem 1.1, first we show that (uj) is bounded in H
1
0 (Ω).
Lemma 5.3. There exists a constant C1 > 0, independent of j and κ, such that
‖uj‖ ≤ C1 ∀j.
Proof. As in the proof of Lemma 5.1,(
1
2
−
1
µ
)∫
Ω
|∇u+j |
2 dx+
1
2
∫
Ω
|∇u−j |
2 dx+
∫
Ω
[
B
(
u+j
εj
)
−
1
µ
β
(
u+j
εj
)
u+j
εj
]
dx
+ κ
(
1
µ
−
1
2∗
)∫
Ω
(u+j )
2∗ dx = cj .
Since 2 < µ < 2∗, B(t) ≥ 0 and β(t) t ≤ 2 for all t ∈ R, and cj ≤ c, it follows from
this that ‖uj‖ is bounded independently of j and κ.
Next we show that (uj) is also bounded in L
∞(Ω) if κ is further restricted. We
will make use of the following L∞ bound obtained in Perera and Silva [14].
Proposition 5.4 ([14, Lemma A.1 & Remark A.3]). Let u ∈ H10 (Ω) be a weak
solution of the problem
−∆u = h(x, u) in Ω
u > 0 in Ω
u = 0 on ∂Ω,
(5.7)
where h is a Carathe´odory function on Ω× (0,∞). Assume that there exist r > N/2
and a ∈ Lr(Ω) such that h(x, t) ≤ a(x) t for a.a. x ∈ Ω and all t > 0. Then there
exists a constant C > 0, depending only on Ω, |a|r, and |u|2, such that
|u|∞ ≤ C,
where |·|p denotes the L
p-norm.
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Lemma 5.5. There exist constants 0 < κ∗ ≤ κ
∗ and C2 > 0, independent of j and
κ, such that for 0 < κ < κ∗,
|uj|∞ ≤ C2 ∀j.
Proof. The function uj ∈ H
1
0 (Ω) is a weak solution of problem (5.7) with
h(x, t) = −
1
εj
β
(
t− 1
εj
)
+κ (uj(x)−1)
4/(N−2)
+ (t−1)++λ (uj(x)−1)
µ−2
+ (t−1)+.
We have
h(x, t) ≤
[
κuj(x)
4/(N−2) + λuj(x)
µ−2
]
t ∀(x, t) ∈ Ω× (0,∞).
Let r = N2/2 (N − 2) and wj = u
N/(N−2)
j . Then r > N/2 and
|u
4/(N−2)
j |r = |w
4/N
j |r = |wj |
4/N
2∗ ,
so it suffices to show that |wj|2∗ is bounded for sufficiently small κ by Proposition
5.4 and Lemma 5.3.
By (5.1),
S
(∫
Ω
w2
∗
j dx
)2/2∗
≤
∫
Ω
|∇wj|
2 dx =
(
N
N − 2
)2 ∫
Ω
u
4/(N−2)
j |∇uj|
2 dx. (5.8)
Since uj ∈ C
1(Ω) by standard regularity arguments, we may test
−∆uj = −
1
εj
β
(
u+j
εj
)
+κ (u+j )
2∗−1+λ (u+j )
µ−1 ≤ (κ+τε1/τλ) u2
∗−1
j +
(1− τ) λ
ε1/(1−τ)
uj,
where τ = (µ− 2)/(2∗ − 2) and ε > 0, with u2
∗−1
j to get
N + 2
N − 2
∫
Ω
u
4/(N−2)
j |∇uj|
2 dx ≤ (κ+ε1/τλ)
∫
Ω
u
4/(N−2)
j w
2
j dx+
λ
ε1/(1−τ)
∫
Ω
u2
∗
j dx. (5.9)
Since ∫
Ω
u
4/(N−2)
j w
2
j dx ≤
(∫
Ω
u2
∗
j dx
)2/N (∫
Ω
w2
∗
j dx
)2/2∗
by the Ho¨lder inequality, and |uj|2∗ is bounded by Lemma 5.3 and the Sobolev
embedding, it follows from (5.8) and (5.9) that |wj |2∗ is bounded if κ and ε are
sufficiently small.
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We are now ready to prove Theorem 1.12.
Proof of Theorem 1.12. Let 0 < κ < κ∗ and let (uj) be the sequence of critical points
of the functionals Jεj given by Lemma 5.2. Then (uj) is bounded in H
1
0 (Ω)∩L
∞(Ω)
by Lemmas 5.3 and 5.5. Let u ∈ H10 (Ω) ∩ C
2(Ω \ F (u)) be the Lipschitz continuous
limit of a suitable subsequence of (uj) given by Theorem 1.1. Since J
′
εj
(uj) = 0,
J ′εj(uj) uj =
∫
Ω
[
|∇uj|
2 +
1
εj
β
(
u+j
εj
)
uj − κ (u
+
j )
2∗−1 uj − λ (u
+
j )
µ−1 uj
]
dx = 0,
and since uj > 0, this together with the Sobolev embedding theorem gives
‖uj‖
2 ≤
∫
Ω
(
κu2
∗
j + λu
µ
j
)
dx ≤ C
(
‖uj‖
2∗ + ‖uj‖
µ
)
for some constant C > 0. Since uj is nontrivial and 2 < µ < 2
∗, this implies that
inf ‖uj‖ > 0, and since uj → u in H
1
0 (Ω), then u is nontrivial. Since u satisfies the
equation −∆u = κ (u−1)2
∗−1
+ +λ (u−1)
µ−1
+ in Ω\F (u), if u ≤ 1 everywhere, then u
is harmonic in Ω and hence vanishes identically by the maximum principle, so u > 1
in a nonempty open subset of Ω. In the interior of {u ≤ 1}, u is harmonic with
boundary values 0 on ∂Ω and 1 on F (u), so u is positive in Ω. In the set {u > 1},
u satisfies the equation −∆u = κ (u − 1)2
∗−1 + λ (u − 1)µ−1, and integrating this
equation multiplied by u− 1 shows that u is in
M =
{
u ∈ W :
∫
Ω
|∇u+|2 dx =
∫
Ω
[
κ (u+)2
∗
+ λ (u+)µ
]
dx
}
,
where W =
{
u ∈ H10 (Ω) : u
+ 6= 0
}
. Combining this with Proposition 1.9, Theorem
1.1 (iii), and
Jεj(uj) ≤ cj ≤ c
gives
c ≤ inf
v∈M
J(v) ≤ J(u) ≤ lim Jεj(uj) ≤ lim Jεj(uj) ≤ c,
so
c = inf
v∈M
J(v) = J(u) = lim Jεj(uj).
Then u is a mountain pass point of J by Proposition 1.9. Moreover, since u min-
imizes J |M and satisfies the inequality −∆u ≤ κ (u − 1)
2∗−1
+ + λ (u − 1)
µ−1
+ in the
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distributional sense in Ω, u is nondegenerate and has the positive density property
for {u > 1} and {u ≤ 1} by Proposition 1.10. Hence u satisfies the free boundary
condition in the viscosity sense by Proposition 1.5. Since Jεj (uj)→ J(u), u also sat-
isfies the free boundary condition in the variational sense by Proposition 1.7. So it
follows from Theorem 1.8 that the free boundary F (u) has finite (N−1)-dimensional
Hausdorff measure and is a C∞-hypersurface except on a closed set of Hausdorff di-
mension at most N −3, and that near the smooth part of F (u), (u−1)± are smooth
and the free boundary condition is satisfied in the classical sense.
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