[1] We introduce a novel scheme, DGCrack, to simulate dynamic rupture of earthquakes in three dimensions based on an hp-adaptive discontinuous Galerkin method. We solve the velocity-stress weak formulation of elastodynamic equations on an unstructured tetrahedral mesh with arbitrary mesh refinements (h-adaptivity) and local approximation orders (p-adaptivity). Our scheme considers second-order fault elements (P2) where dynamic-rupture boundary conditions are enforced through ad hoc fluxes across the fault. To model the Coulomb slip-dependent friction law, we introduce a predictor-corrector scheme for estimating shear fault tractions, in addition to a special treatment of the normal tractions that guarantees the continuity of fault normal velocities. We verify the DGCrack by comparison with several methods for two spontaneous rupture tests and find excellent agreement (i.e., rupture times RMS errors smaller than 1.0%) provided that one or more fault elements resolve the fault cohesive zone. For a quantitative comparison, we introduce a methodology based on cross-correlation measurements that provide a simple way to quantify the similarity between solutions. Our verification tests include a 60 dipping normal fault reaching the free surface. The DGCrack method reveals convergence rates close to those of well-established methods and a numerical efficiency significantly higher than that of similar discontinuous Galerkin approaches. We apply the method to the 1992 Landers-earthquake fault system in a layered medium, considering heterogeneous initial stress conditions and mesh adaptivities. Our results show that previously proposed dynamic models for the Landers earthquake require a reevaluation in terms of the initial stress conditions that take account of the intricate fault geometry.
Introduction
[2] The availability of high-quality near-field records of large subduction earthquakes in the last few years makes it possible to test and validate physics-based rupture models. The development of sophisticated models to explain such aggregate of observations is now largely justified. Huge efforts have been made by the seismological community in the last ten years to overcome technical limitations preventing most methods for dynamic rupture calculations from integrating the effect of fault geometry in the spontaneous rupture of earthquakes. Because of both its simplicity and efficiency, the finite difference (FD) method has been one of the first and most persistent approaches to simulate rupture dynamics along planar faults [e.g., Andrews, 1976; Madariaga, 1976; Miyatake, 1980; Day, 1982; Virieux and Madariaga, 1982; Harris and Day, 1993; Madariaga et al., 1998; Peyrat et al., 2001; Day et al., 2005; Dalguer and Day, 2007] . Although different strategies have been proposed in recent years to integrate complex fault geometries into such methods [Cruz-Atienza and Virieux, 2004; Kase and Day, 2006; CruzAtienza et al., 2007; Kozdon et al., 2012] , most common approaches handle numerical lattices (meshes) that are adaptable to the problem geometry (i.e., fault geometry). One set of methods is based on well established boundary integral equations (BIE), [e.g., Das and Aki, 1977; Andrews, 1985; Cochard and Madariaga, 1994; Kame and Yamashita, 1999; Aochi et al., 2000; Lapusta et al., 2000; Hok and Fukuyama, 2011] . However, since these methods discretize only boundaries and require semi-analytical approximations of Green functions, they have difficulties integrating heterogeneities of the bulk properties into which the fault is embedded. The other set consists of domain methods based on weak formulations of the 1 elastodynamic equations, and can be separated into two subgroups depending on how the lattice boundaries are treated. On one hand the continuous finite element methods (FEM), whose formulations require continuity between the mesh elements except where special treatments of boundary conditions are imposed [e.g., Oglesby and Day, 2001; Ampuero, 2002; Festa and Vilotte, 2006; Ma and Archuleta, 2006; Kaneko et al., 2008; Ely et al., 2009; Barall, 2009] . On the other, the discontinuous finite element methods, better known as the discontinuous Galerkin (DG) methods, which only consider fluxes between elements and, therefore, do not impose any field continuity across their boundaries.
[3] When studying the earthquakes source physics, the discontinuity produced across the fault by the rupture process must be accurately treated, so that the DG strategy is naturally suitable for tackling this problem.
[4] The first dynamic rupture model based on a DG approach was introduced in two dimensions (2D) by Benjemaa et al. [2007] for low-order (P0) interpolation functions. In this case, where the basis functions are constants, the DG schemes are also known as finite volume (FV) methods [LeVeque, 2002] and provide computationally efficient algorithms that are as fast as second order FD schemes (i.e., they are equivalent in efficiency on rectangular meshes). However, the extension to three dimensions (3D) of this model [Benjemaa et al., 2009] revealed convergence problems for unstructured tetrahedral grids (e.g., non-planar faults) [Tago et al., 2010] . On these irregular grids, P0 elements have zero-order convergence for wave propagation modeling due to the centered flux approximation [Brossier et al., 2009; Remaki et al., 2011] , so increasing the element interpolation order to achieve a proper numerical convergence of wave propagation with a DG scheme is mandatory. Nevertheless, in practice, high-order convergence rates are not clearly observed for the dynamic-rupture numerical problem (i.e., 4th order or higher), and second order interpolation methods are often the most accurate and efficient approximations for applying the corresponding fault boundary conditions Moczo et al., 2007; Rojas et al., 2009; Kozdon et al., 2012] . A notable case for which the convergence rate is essentially insensitive to increments in the interpolation order is the ADER-DG discontinuous Galerkin method for 2D and 3D geometries by de la Puente et al. [2009] and Pelties et al. [2012] , respectively, despite its spectral convergence for the wave propagation problem [Dumbser and Käser, 2006] . The ADER-DG is based on a modal interpolation formulation, instead of the nodal interpolation we consider here. Both formulations are mathematically equivalent but computationally different [Hesthaven and Warburton, 2008] . Our choice of using the nodal approximation essentially relies on the fact that the evaluation of fluxes requires fewer computations than in a modal scheme, as we shall explain on section 4.1.
[5] In this work we introduce a novel discontinuous Galerkin approach, namely the DGCrack method, to model the dynamic rupture of earthquakes in 3D geometries. The numerical platform of our model is the GeoDG3D parallel code developed for the elastic wave propagation. For the parallel implementation it uses the Message Passing Interface (MPI) and achieves $80% strong scalability. GeoDG3D accounts for free surface boundary conditions along arbitrary topographies, and includes Convolutional Perfectly Matching Layer (CPML) absorbing boundary conditions at the external edges of the physical domain [Etienne et al., 2010, and references therein] . Furthermore, intrinsic attenuation has been recently introduced into GeoDG3D via the rock quality Q [Tago et al., 2010 ], but will not be discussed in the present work. To maximize both the efficiency and the accuracy of the scheme depending on the model properties and geometry, the method handles unstructured mesh refinements (i.e., hadaptivity) and locally adapts the order of the nodal interpolations (i.e., within every grid element; p-adaptivity) .
[6] We first introduce the mathematical and computational concepts for the 3D dynamic rupture problem, and then assess both its accuracy and convergence rate by comparing calculated solutions with those yielded by finite difference (DFM), finite element (FEM), spectral boundary integral (MDSBI) and spectral element (SPECFEM3D) methods for two spontaneous rupture benchmark tests [Harris et al., 2009] . Since one of our major goals in the near future is the investigation of dynamic rupture propagation along realistic (nonplanar) fault geometries, we take special care to verify the accuracy of the normal stress field across the fault during rupture propagation, as the fault normal tractions strongly determine the radiated energy throughout the Coulomb failure criterion. We finally illustrate the capabilities of the DGCrack method through a spontaneous rupture simulation along the 1992 Landers earthquake fault system, which is a geometrically intricate and physically interesting study case.
Elastodynamic Equations
[7] Velocities and stresses induced by the propagation of waves in a homogeneous elastic medium can be modeled with a first order hyperbolic system [Madariaga, 1976] . Following the transformation proposed by Benjemaa et al. [2009] , a pseudo-conservative form of the system is given by
whereṽ ¼ v x ; v y ; v z À Á T is the velocity vector ands ¼ w; w ′ ; w ″ ; s xy ; s xz ; s yz À Á T . To avoid physical properties on the right hand side of (1), a change of variables is applied to the stress vector leading to its first three components
which involve the mean and the deviatoric stresses.
[8] In this model, the physical properties of the medium are the density, r, and the medium matrix L = diag(3/(3l + 2G), 3/(2G), 3/(2G), 1/G, 1/G, 1/G) which is composed of the Lamé parameters l and G. The terms M q and N q are constant real matrices whose definition can be seen in Appendix B.
The hp-Adaptive Discontinuous Galerkin Scheme
[9] To construct the local approximation of the hyperbolic system (1), we first decompose the domain W into K elements, such that
where each D i is a straight-sided tetrahedron and the mesh (i.e., decomposed domain) is assumed to be geometrically conforming. By applying a Discontinuous Galerkin approach to the weak formulation of (1) as proposed by Etienne et al. [2010] , we obtain the following velocity-stress iterative scheme in every i-tetrahedron, where the superscript n indicates the time step, N i is the group of adjacent elements to the i-tetrahedron and represents the tensor product. The matrices involved are the mass matrix, K i , the stiffness matrices, E iq , for all q 2 {x, y, z}, the flux matrices, F ik and G ik , and the auxiliary flux matrices, Q ik and P ik . A derivation of the numerical scheme and the matrices definition can be found in Appendix A. The size of these matrices depends on the order of the polynomial basis (e.g., P0, P1, P2, …, Pk) used for the nodal interpolation. Staggered time integration is done through a second-order explicit leap-frog scheme, which allows the alternation of velocities and stresses computation.
[10] One of the main features of this scheme is the h-adaptivity, which allows working with unstructured tetrahedral meshes and thus to adapt the mesh geometry to both the physical properties of the medium and the problem geometry (i.e., mesh refinement). Furthermore, the padaptivity is possible thanks to the fluxes between neighboring elements, which are such that two adjacent tetrahedra may have different interpolation orders. The fluxes are computed via a non-dissipative centered scheme that allows choosing different degrees of freedom (DOF) in every tetrahedron. As shown by Etienne et al. [2010] , the p-adaptivity is a powerful tool for the optimization of the domain discretization by adapting the element order to the medium waves speed. Our scheme includes finite volume approximation orders, P0 (i.e., constant functions), linear interpolation functions, P1, and quadratic interpolation functions, P2. Etienne et al. [2010] have shown that this scheme is efficient and accurate enough for modeling wave propagation in large domains and in highly heterogeneous elastic media. The accuracy for P2 elements with unstructured tetrahedral meshes is achieved with 3 tetrahedra per minimum wavelength, which is comparable with the 5 grid points required by the fourth-order staggered-grid finite difference method [Levander, 1988] , while the stability is determined with an heuristic criterion proposed by Käser and Dumbser [2008] expressed as
where r i is the radius of the sphere inscribed in the element indexed by i, v p i is the P-wave velocity in the element and k i is the polynomial degree used in the element.
[11] The distribution of interpolation orders in the computational domain is such that P0 elements describe the CPML slab while elements with both P1 and P2 approximations discretize the physical domain depending on their sizes. This enhances the accuracy of the scheme and minimizes the computational load. Current computational developments will allow us in the near future to consider higher interpolation orders away from the rupture zone for large-distance wave propagation.
Dynamic Rupture Model
[12] Earthquakes are highly nonlinear phenomena produced by sliding instabilities along geological faults. The stability of the rupture system depends on several physical factors, like the initial state of stresses in the earth, the material properties and rheology, the sliding rate, the fault geometry, and the constitutive relationship governing the mechanics of the rupture surface. During rupture propagation, fault tractions evolve dynamically depending on all these factors, and the accuracy of an earthquake model strongly depends on the correctness of boundary conditions applied to these tractions in accordance with the fault constitutive relationship (i.e., friction law), which in turn depends on the accurate energy transportation through elastic waves in the medium. Insuring the accuracy of both boundary conditions (local feature) and wave propagation (global feature) has long been a difficult task for many seismologists. In the next sections, we shall introduce both the fault boundary conditions and the friction law used in our dynamic source model and then its formulation into the DG scheme. In spite of the attention they deserve, we will not discuss the features of wave propagation in this study since they have been previously analyzed by Etienne et al. [2010] and Tago et al. [2010] .
Boundary Conditions and Friction Law
[13] The fault, G, is a piecewise discretized surface with a directed normal vectorñ, such that each side of each surface element is clearly identified. Slip and stresses over G are related through a friction law in such a way that the fault tangential tractions evolve according to that law, which in turn depends, for instance, on some fault kinematic parameter (i.e., slip and slip rate) and wave propagation in the surroundings of the rupture tip. On the other hand, the strain field is accommodated, in the elastic medium, through displacement (i.e., velocity) discontinuities across G. It is thus convenient to split our domain into a plus-and a minus-side with respect to the fault ( Figure 1 ) and express the limiting velocity field,ṽ, over G as
[14] Furthermore, we define the normal and tangential components ofṽ AE with respect toñ as
[15] Now we can define the vectorṼ as the velocity discontinuity across G, where its fault tangential component, namely the fault slip rate, is
and its fault normal component is
[16] The slip magnitude at any time t is thus defined as the integral of the modulus ofṼ T over time given by
[17] The dynamic rupture boundary conditions on the fault are the following two jump conditions, involving the tangential fields [Day et al., 2005] ,
and a third jump condition applied to (7)
whereT T is the fault tangential traction vector and t c is the fault frictional strength. The fault strength is determined by the Coulomb friction law, which depends on the fault normal stress (with negative values for compression), s N , the friction coefficient, m, and the fault cohesion, C, as
[18] Condition (9) provides an upper bound to the magnitude ofT T to the fault strength, t c , that always acts opposite to sliding on G. The second condition (10) forces the slip rate to be parallel toT T , the tangential traction. Another implication of these jump conditions is that, whenever the inequality of (9) holds, the slip rate vector is zero, which can be easily seen through the modulus of (10). Finally, condition (11) implies that there is neither fault opening nor mass interpenetration across the fault during rupture propagation.
[19] In nature, the friction coefficient depends on the fault slip, slip rate and state variables accounting for the sliding history and fault age [e.g., Dieterich, 1979; Ruina, 1983] . However, we shall assume a simple slip weakening law [Ida, 1972; Palmer and Rice, 1973] , which makes m linearly depend on the slip as
where H (⋅) is the Heaviside function, m s and m d are the static and dynamic friction coefficients, respectively, and d 0 is the critical slip weakening distance.
[20] A series of studies have tried to estimate d 0 from historical earthquakes based on indirect source observations through the inversion of strong motion seismograms [e.g., Ide and Takeo, 1997; Mikumo and Yagi, 2003 ]. However, due to the limited bandwidth of the seismograms, the slip weakening distance was poorly resolved in these studies. Moreover, dynamic models based on such indirectly inferred d 0 values may be biased and not able to resolve the stress breakdown process over the fault [Guatteri and Spudich, 2000; Spudich and Guatteri, 2004] . Direct observation of d 0 from near-field data is seldom possible ; except for some isolated cases where rupture propagated with supershear speeds [Cruz-Atienza and Olsen, 2010] .
[21] The manner by which we incorporate the fault model given by both the jump conditions (9) to (11), and the friction law (12) and (13), into our DG scheme is presented next.
Discrete Source Model
[22] The domain decomposition introduced in equation (3) should account for the presence of G, such that the fault surface is discretized by triangles lying on the faces of adjacent tetrahedra ( Figure 1) ; that is, we preclude G to be embedded inside any tetrahedron D i . The physical domain, W, is then decomposed as follows Figure 1 . Second-order (P2) interpolation-order tetrahedra illustrating two mesh elements shearing the fault surface G.
Red dots represent the six split nodes (i.e., two collocated nodes, one per element) lying on the fault from which the fluxes across G are computed and the dynamic-rupture boundary conditions applied.
where each D i is a straight-sided tetrahedron with surface S i and the union of all K elements describes a geometrically conforming mesh. The order of the polynomial basis chosen in our method corresponds to P2 quadratic functions because higher approximation orders do not significantly improve neither the accuracy of the dynamic-rupture numerical schemes nor their convergence rate [e.g., Moczo et al., 2007; Rojas et al., 2009; Pelties et al., 2012] . As we shall see, keeping a low approximation order (i.e., P2 interpolation functions) provides both good accuracy and efficiency to our numerical scheme.
[23] Since every tetrahedron has its own nodes in the nodal form of the DG method (i.e., ten independent nodes for P2 elements, Figure 1 ), a fault node is then composed of two colocated nodes (i.e., a split-node). One of them belongs to the i-tetrahedron within the plus-side of the domain and the other to the adjacent k-tetrahedron in the minus-side (see Figure 1 ). This means that each split-node lies between two tetrahedra sharing a fault element. Furthermore, since the DG method does not require field continuity over the element faces, the dislocation produced by the rupture may be handled naturally over the fault, G, through the discontinuity of the tangential velocitiesṽ
However, this should be treated carefully because most of the elastic fields must remain continuous across G.
[24] System (4) and (5) is solved everywhere inside W except over G, where jump conditions (9) to (11) must be verified. However, as pointed out by Benjemaa et al. [2009] , before treating the fault fluxes accordingly we should notice that the system is not symmetric because of
which is due to the variable transformation (2) required to group all the medium properties on the left-hand side. Although our method does not require the system to be symmetric, that condition is convenient because then our scheme for P0 elements essentially reduces to the one proposed by Benjemaa et al. [2009] (i.e., finite volume approach), which was derived from energy balance consideration across the fault.
[25] To obtain a symmetric system, we first multiply (5) by the symmetrical positive definite matrix S , defined in Appendix B, and then we isolate the updated field values to get the equivalent symmetric system
where
Since the fluxes across the fault elements S iG = {S ik ⊆ G|S ik := S i ∩ S k } must satisfy the jump conditions (9) to (11), we cannot simply use the centered scheme proposed by Etienne et al. [2010] for fluxes between regular elements. Introducing the fault vector fluxesf i andg i for the velocity and stress schemes, respectively, the system (14) and (15) may be rewritten as where d G is a Kronecker delta that is 1 if S iG ≠ ; and 0 otherwise.
[27] Since the fault boundary conditions (9) to (11) must be applied to the traction vectorT, following Benjemaa et al. [2009] we notice that the flux in the velocity scheme (14) through any element surface may be expressed in terms of tractions as
[28] By imposing continuity ofT i over the fault element S iG (i.e.,T 
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order in the two tetrahedra sharing the element (i.e., F ik ¼ G ik ), we set the flux vector across the fault,f n i , to the unique traction vectorT n ik , and define the flux across the fault as
[29] By substituting (18) into the velocity scheme (16) and regrouping the terms excluding the flux across the fault oñ R n i , we obtaiñ
Because the fault normal stress determines the frictional strength via (12), and because boundary conditions are applied to the shear tractions, the fault traction vectorT n ik has to be decomposed into its tangential,T n ik T , and normal,T n ik N , components to rewrite the velocity scheme (19) as
Fluxes Across the Fault for the Velocity Scheme (20)
[30] For updating velocities on G, we need to specify the flux across the fault in (20). For this we requireT n ik T such that the jump conditions (9) and (10) are fulfilled, andT n ik N such that the continuity of the fault normal velocity is also guaranteed (condition (11)). All traction conditions must be verified at every fault node and for every time step.
[31] Let us assume that S iG ≠ ; so d G = 1 in (20), where the i-and k-tetrahedra lie at the plus-side and the minus-side of the fault G, respectively. Then we defineṼ ik to be the velocity discontinuity between the i-and k-tetrahedra over the face G. To compute the fault tangential tractions,T n ik T , we first notice that the inequality of condition (9) along with the modulus of (10) implies thatṼ
which means that, wheneverT n ik T remains below the frictional strength, t c , the tangential traction must ensure the continuity of the tangential velocities at every fault node shared by the i-and k-tetrahedral.
[32] Since we only deal with fault nodes, we thus construct the matrix K À1 i G , which is the inverse mass matrix whose components depend exclusively on those nodes. It is simply constructed from K À1 i by eliminating its rows and columns associated with the off-fault nodes.
[33] The computation ofT n ik T verifying condition (21) requires both tetrahedra sharing a fault element to have the same order, so that the nodes in both sides of the fault match to each other (see Figure 1 ). Besides this, for the specific contribution ofT n ik T , we need to compute the volume and surface integrals of K À1 i G and F ik , respectively, in a standard element [Zienkiewicz et al., 2005] 
where V i , the i-tetrahedron volume, and S ik , the i-tetrahedron fault surface, are the corresponding Jacobians. Then by substituting (19) into definition (6) and using (22), we express the slip rate vector as
For computing the tangential traction, we use (21) into (23), which leaves us the following expressioñ
[34] This procedure ensures the continuity of the tangential velocity across the fault. However, if the time-dependent frictional strength, t c n , is overcome by the modulus of the tangential traction,T n ik T , rupture must occur and the tangential velocity is no longer continuous across the associated fault node. In that case, the equality of condition (9) holds so that
[35] Therefore, to compute the slip rate (23) at every fault node and for every time step, the tangential traction is adjusted according to the following criterion, which depends on whether or not the fault point has broken:
[36] Since the nodes within a fault element are coupled through the flux matrix, F ik , and the mass matrix, K i G , when rupture happens in a given node and the condition (25) is imposed, tractions in the remaining nodes change for the same time step. Thus, to accurately and simultaneously satisfy (25) on every fault node, i.e., to allow rupture propagation inside the fault elements, we use an iterative predictor-corrector (PC) scheme. If n fault is the number of nodes in a given fault element (i.e., six for P2 elements) and n broken is the number of nodes that have broken, then the PC scheme operates only if 0 < n broken < n fault . The PC scheme will basically find the tangentail tractions,T n ik T , in the unbroken nodes, given the boundary condition applied in the broken nodes for the same time step. Thus, the procedure will only influence the two interacting elements sharing the same breakable portion of the fault surface.
[37] Our PC scheme is simple and converges fast: when a fault node breaks in a given element, the modulus of its tangential traction is set to t c n (condition (25)). Once this condition applies, the predicted tangential tractionsT n ik T in the unbroken nodes of the same element must be recomputed accordingly via (24). For this purpose, a new mass matrix, K unbroken e G , must be constructed considering only the unbroken fault nodes while for the broken nodes the tangential traction condition is set. If the magnitude of the new-predicted tractions overcomes the fault strength, then it is corrected by setting it to t c n . This updating cycle continues iteratively through new predictions and corrections until no other node breaks inside the element after the last correction. The maximum number of possible iterations is given by the order of approximation, i.e., DOF, used in the fault elements, and will always be smaller than n fault (i.e., five or less iterations for P2 elements). The PC procedure has to be performed locally in each piece of fault surface. It is an efficient iterative verification of boundary conditions and represents an additional reason to preserve low interpolation orders (i.e., P2 specifically) in the tetrahedra sharing a fault segment.
[38] Since the DG schemes do not enforce continuity of the fields between two adjacent tetrahedra, and the accuracy of our method depends on the special treatment of velocities over the fault, we must take care of the fault normal tractions in the same manner as for the tangential components. We now derive a formula to compute the normal traction,T n ik N , which ensures continuity of the fault normal velocity field. This model constrain is given by the jump condition (11).
[39] As done for the tangential slip rate (23), definition (7) may be written as
Using condition (11) to force continuity of the normal velocity, we then define the fault normal tractioñ
from which the fault normal stress is given by
The frictional strength, t c n , can now be computed on every fault node using (12) as a function of both s N n and the friction coefficient, m n , which depends on the fault slip, U n (8), through the slip weakening law (13).
[40] Definitions given for the normal (26) and tangential (24) traction components finally allow us to update the velocity field in every fault node via equation (20). 3.2.2. Fluxes Across the Fault for the Stress Scheme (17) [41] For the stress scheme and within the i-tetrahedron, the flux across the fault,g i , is computed using only the velocity field in that tetrahedron, through the equation (20), so that the flux is given bỹ
[42] The simplicity of this flux stems from the computation of a unique traction vector on the fault that guarantees either the continuity or discontinuity of the velocity field depending on whether the fault has broken or not. This faultflux approximation is equivalent to the one proposed by Benjemaa et al. [2009] for P0 elements, where the flux estimation is based on an energy balance consideration across the fault, but the simpler form of definition (27) is due to the continuity of the fault normal velocity implicit in the computation ofT n ik N through (26).
Rupture Model Verification, Convergence and Efficiency
[43] Verification of dynamic rupture models is a particularly difficult task. Since no analytical solution exists for the spontaneous rupture problem (i.e., closed form equations for the resulting motions), the only possible way to be confident of a given approach is the comparison of results for a wellposed rupture problem between various numerical techniques based on different approximations. This kind of exercise has been systematically performed in recent years by an international group of modelers [Harris et al., 2009] . In this section we present results for two benchmark tests proposed by this group, TPV3 and TPV10 (see: http://scecdata.usc.edu/ cvws/index.html), and compare them with those obtained with finite difference, finite element, spectral element, discontinuous Galerkin and spectral boundary integral methods. Based on these comparisons, we assess the numerical convergence rate of our method, its efficiency and determine numerical criteria to guarantee its accuracy.
The Problem Version 3 (TPV3)
[44] Consider the spontaneous rupture of a vertical rightlateral strike-slip fault embedded in a homogeneous full-space with P-and S-waves speeds of 6000 m/s and 3434 km/s, respectively, and density of 2670 kg/m 3 . The fault is rectangular and measures 30 km in length by 15 km in width (Figure 2 ). Rupture nucleation happens in a 3 km by 3 km square region, centered both along-strike and along-dip, because the initial shear stress there is higher than the fault strength. The friction law is linear slip-weakening with zero cohesion (Equations (12) and (13)), and both static and dynamic friction coefficients are constant over the fault. The initial fault normal traction is also constant, as are the static and dynamic fault strengths. Values for all source parameters, i.e., initial stress conditions and friction parameters, are shown in Table 1 . Results for this problem are compared with those obtained by the DFM finite difference scheme [Day et al., 2005] , the ADER-DG discontinuous Galerkin scheme [Pelties et al., 2012] and the spectral boundary integral equation method by Geubelle and Rice [1995] with the implementation of E.M. Dunham (MDSBI: Multidimensional Spectral Boundary Integral, version 3.9.10, 2008); all of them for an equivalent grid size of 50 m.
[45] All DGCrack solutions presented in this section were calculated for the same 100 Â 110 Â 95 km 3 physical domain discretized with unstructured h-adaptive meshes such that the element characteristic lengths extends from 1 km in the CPML slab to the desired length over the fault plane (i.e., 1.0, 0.8, 0.5, 0.4, 0.3, 0.2 and 0.1 km).
[46] Our first comparison corresponds to the rupture times on the fault plane with the DFM method (Figure 3) . We have used a characteristic elements size of 100 m over the fault (i.e., an effective grid size (internode distance) of about 50 m in our P2 elements approximation). The fit between both solutions is almost perfect. No significant difference may be seen in this comparison. Figure 4 compare DGCrack seismograms at fault points PI (pure in-plane deformation) and PA (pure anti-plane deformation) (see Figure 2) for the slip (4a), shear traction (4b) and slip rate (4c and 4d) fields with those obtained by the DFM, ADER-DG and MDSBI methods. Except for weak oscillations, the comparison is also excellent. Besides the stress build-ups, which are nicely resolved at both observational points before failure, let us notice how the friction law is well resolved as compared to the other solutions, with stress overshoots around 7 s and 8 s at PI, and 8.5 s and 10.5 s at PA. The associated slip reactivations are also well modeled and can be seen in the slip rate functions at both points. Stopping phases from the fault edges strongly determine the slip rate and are well resolved at 6.5 s and 7 s at PI, and at 4 s and 7.5 s at PA. A closer comparison of slip rates at both observational points (Figure 4d ) suggests that the closest two solutions to each other correspond to ours and the one generated by the spectral boundary integral method (MDSBI). Despite weak oscillations present in the DFM, MDSBI and DGCrack waveforms, both amplitude and phase of the DGCrack and MDSBI solutions are remarkably similar.
[47] Since no analytic solution exists for this problem, quantitative comparisons between all the approximations may give insights about their correctness. Figure 5b presents a quantitative comparison of all numerical solutions based on cross-correlation, cc, measurements of the slip rate time series on both PI and PA observational points. Each colored square of the Cross-Correlation Matrix, CCM, corresponds to a cc-based metric between two solutions: for a given method, its metrics with respect to the other approaches are those corresponding to its associated raw and column of the matrix. Values in the upper triangular part of CCM are given by
where cc ij is the maximum cross-correlation coefficient between the i and j solutions, and subscript min reads for the smallest coefficient of all possible combinations. Values in the lower triangular part of CCM are given by
where dt ij is the delay in seconds between the i and j solutions for the maximum correlation coefficient, and the max subscript means the maximum delay of all possible combinations. Both measures provide a quantitative mean to assess the similarity between solutions relative to the worst comparison found between all combinations. However, they do not provide absolute cross-correlation information except for the auto-correlations along the CCM diagonal. While the ADER-DG solution is the closest to both the DGCrack and MDSBI solutions in terms of correlation coefficients (see CCM upper in Figure 5b ), the smallest phase error is found between the DGCrack and MDSBI solutions (see CCM lower ). As may also be seen in Figure 4d , the solution with the lowest correlation metrics with respect to the other ones is that from DFM (i.e., first column and first row). By averaging both metrics per solutions couple, we may better assess which time series are the closest to each other. Figure 6 presents the results of this exercise, where the two discontinuous Galerkin solutions reveal to be the more similar, although very close to the one yielded by the Boundary Integral method. Measures provided by this method should be interpreted carefully since Figure 2 . TPV3 rupture problem geometry. The gray square represents the nucleation patch, and the PA and PI dots represent the pure-antiplane and pure-inplane observational fault points, respectively. The initial shear stress points to the along-strike direction. Medium properties outside the fault represent an infinite barrier. they do not account for the computational cost required by each method to achieve its solution.
[48] One important issue in dynamic rupture modeling is the control of spurious oscillations produced by the advance of the crack tip throughout the discrete lattice. Using either artificial viscosity or intrinsic dissipation procedures in rupture models is a delicate matter because the associated damping does not distinguish between numerical and physical contributions. In other words, if badly handled, dissipation may absorb frequencies belonging to the physical-problem bandwidth affecting, for instance, peak slip rates and rupture speeds, as shown by Knopoff and Ni [2001] . This is probably why the ADER-DG scheme [de la Puente et al., 2009] , which uses intrinsically dissipative Godunov fluxes [LeVeque, 2002; González-Casanova, 2006] , requires high interpolation orders to achieve good accuracy (e.g., compare O2 with O3 or higher order solutions in Pelties et al. [2012] ). In the DGCrack scheme, in contrast, the centered flux scheme is conservative such that the energy is not intrinsically dissipated [Hesthaven and Warburton, 2008] but, because it is dispersive, contains spurious oscillations. However, since these oscillations remain reasonable small and we expect them to be even smaller for physically attenuating media or different friction laws (e.g., rate-and state-dependent), we have decided not to integrate an artificial viscosity.
[49] The upper horizontal axis in the Figures 5a and 5c represents the number of fault elements in the cohesive zone, N c , associated to the characteristic element sizes shown in the lower horizontal axis. The cohesive zone is the fault area next to the crack tip where the shear stress drops from its static to its dynamic value. N c is measured along the rupture-front propagation direction and its values correspond to the reference DFM solution for h = 50 m reported in Day et al. [2005] .
[50] To assess the convergence rate of the DGCrack scheme and to determine a quantitative criterion that guaranties its accuracy, Figures 5a and 5c present two different error metrics, defined by Day et al. [2005] as the relative root mean square difference between a given solution and the reference one (i.e., the DFM solution for h = 50 m), as a function of the characteristic elements size on the fault. These metrics correspond to the rupture times over the fault and the peak slip rates at fault points PA and PI (Figure 2 ). Both figures reveal a power law convergence rate of the DGCrack method with regression exponents reported in Table 2 and compared to those for other methods. We also report in that table the exponent for the final slip on both observational points (not shown in the figure). It is important to notice that all DGCrack solutions presented in the manuscript correspond to unstructured meshes with refinements around the rupture surfaces. As mentioned by de la Puente et al. [2009] , this is a critical issue since the accuracy of solutions significantly depends on the quality of the tetrahedral lattice built independently using standard tools (in this work we have used the Gmsh software developed by Geuzaine and Remacle [2009] ), as can been seen in the error dispersion on both Figures 5a and 5c with respect to the regression lines.
[51] The accuracy of dynamic rupture models depends on the resolution of the cohesive zone, which may vary during rupture evolution. N c is thus the numerical criterion that guaranties a given accuracy level. Figures 5a and 5c also reveal that one or more fault elements inside the cohesive zone (i.e., N c ≥ 1) is enough to achieve errors smaller than 1% and 10% for rupture times and peak slip rates, respectively. In the TPV3 test case, this condition implies fault element sizes smaller or equal to $450 m.
[52] We finally address a fundamental question in computational sciences: the numerical efficiency. Pelties et al. [2012] have recently introduced a method to solve the dynamic rupture problem based on a discontinuous Galerkin scheme that incorporates a sophisticated strategy allowing arbitrarily high order approximations in space and time, i.e., the ADER-DG method. Since both the DGCrack and ADER-DG methods share many different capabilities linked to the DG approximation, it is worth comparing their differences and to estimate the computational cost of each method to achieve the same accuracy level. Since the ADER-DG method is based on a modal approximation, the fluxes across the element faces are sensitive to all modes across the element. In a nodal approximation, however, like in the DGCrack method, they only depend on the nodes lying on the element face where the flux is computed. This difference translates into fewer computations in the nodal approximations [Hesthaven and Warburton, 2008] . Figure 5d presents a quantitative comparison of rupture times errors as a function of total computing times (i.e., the CPU time, which is given by the duration of each simulation multiplied by the number of cores) for both methods. The DGCrack simulations were run on a parallel computer with 172 cores (2.33 GHz quad-core Xeon processors) of the Department of Seismology at UNAM. Since the computational cost is not reduced by the ADER-DG method when using high approximation orders [Pelties et al., 2012] , values reported in Figure 5d correspond to the ADER-DG O3 solution. Both regression lines have about the same slope; so similar CPU time differences between the methods are expected for any grid size. If we take the same accuracy level used to establish the N c condition in the last paragraph (i.e., 1% error for rupture times) then the CPU time of the ADER-DG O3 
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method is about 30 times larger than the one required by the DGCrack method in our computing platform. Since the simulation times reported by Pelties et al. were obtained using a 0.85 GHz BlueGene parallel computer, the actual CPU time difference would be reduced to a factor of $10 if both methods were run on the same platform, which still is a significant factor, especially if multiple large scale simulations are required. This comparison was made with the available data reported by Pelties et al. [2012] , however it would be interesting to design a speed test of dynamic rupture simulations that could better reflect the CPU time required by both schemes. Besides, it is important to notice that ADER-DG shows smooth time series on the fault and accurate wave propagation away from it [Dumbser and Käser, 2006] . Theses characteristics are not quantified here and may be essential for long-range wave propagation problems.
The Problem Version 10 (TPV10)
[53] Our last verification test consists of a 60 dipping normal fault reaching the free surface of a homogeneous halfspace ( Figure 7 ) with P-and S-waves speeds of 5716 m/s and 3300 km/s, respectively, and density of 2700 kg/m 3 . The fault has the same dimensions as in TPV3 (i.e., 30 km, 15 km wide) but the center of its 3 Â 3 km 3 nucleation patch is located deeper, at 12 km along dip. Frictional and initial stress conditions on the fault plane are reported in Table 3 , where the cohesion term of equation (12) is not zero, and both pre-stress conditions are dependent on the along-dip distance, h d . The unstructured h-adaptive tetrahedral mesh used to obtain the DGCrack solution in shown in Figure 7 , which has a characteristic element size of 100 m over the fault plane.
[54] This test case has interesting features that are essential to verify a dynamic rupture model for non-planar faults. Since we deal with a dipping normal fault reaching the Earth's surface, reflected waves are bounced back to the source, inducing transient variations of the fault traction vector that significantly affect rupture propagation via the Coulomb failure criterion (12) [Nielsen, 1998; Oglesby et al., 1998 ]. Figure 8 presents a comparison of rupture times over the fault obtained with three different methods [Harris et al., 2009] : a finite element (FaulMod; Barall [2009] ), a spectral element (SPECFEM3D [Kaneko et al., 2008] ) and the DGCrack methods. The three solutions were computed with a fault elements size of 100 m. Despite the complexity of the rupture Figure 7 . TPV10 60 dipping normal-fault (orange rectangle) problem geometry discretized with an unstructured mesh. The CPML slab is discretized by the blue tetrahedra while the physical domain by the green tetrahedra. The blue square represents the nucleation patch, and the yellow crosses represent the fault point (FP) and hanging wall free-surface ground point (GP) where solutions were obtained and compared (see Figure 9) . The initial shear stress points to the along-dip direction. h d is the alongdip distance measured in meters from the free surface. Medium properties outside the fault represent an infinite barrier. model, the match between all solutions is remarkably good. Dynamic effects on rupture propagation due to the presence of the free surface are clearly seen in the upper most 2 km, where a secondary rupture front propagating down-dip is initiated about 2.5 s after nucleation.
[55] Figure 9 shows on-and off-fault waveforms computed by the same three methods with (lower traces) and without (upper traces) low-pass filtering at 3 Hz. From top to bottom, the left column presents the time evolution of the slip rate, shear stress and normal stress at fault point FP (Figure 7) , which is aligned along strike with the center of the nucleation patch and located 1.5 km from the free surface along dip. On-fault solutions reveal that the best fits along the entire waveforms correspond to the DGCrack and SEM signals during the first 10 s, and to the DGCrack and FEM signals during the remaining 5 s. This suggests that, despite the spurious oscillations present in the latter part of the DGCrack waveforms, this method provides the most robust solution for this problem compared to the SEM and FEM methods. The right column of Figure 9 shows, from top to bottom, the two horizontal components (i.e., fault parallel, FP, and fault normal, FN, components) of the ground velocity and vertical displacements at the ground point GP (Figure 7) , which is located 3 km in the along strike direction from the fault extremity and 3 km away from the fault trace on the hanging wall. In the ground motion synthetics the situation is slightly different. The closest two solutions along the entire records are those produced by the DGCrack and FEM methods (see filtered velocities and displacements up to 10 s). Although both the DGCrack and SEM solutions present spurious oscillations, the 3 Hz low pass filter did not eliminate longerperiod oscillations in the DGCrack seismograms, particularly present after 10 s. Since similar noise is found in the on-fault seismograms, this inaccuracy is probably due either to longrange numerical dispersion associated with the centered fluxes across the fault or wave reflections associated with the mesh coarsening around the fault surface.
Rupture Along the 1992 Landers-Earthquake Fault System
[56] The 28 June 1992 Landers earthquake (Mw 7.3) in southern California produced one of the most valuable data sets ever recorded. The amount and diversity of geophysical observations allowed constraining the earthquake rupture history, revealing a large complexity of the slip pattern in a wide frequency range (<0.5 Hz) [e.g., Campillo and Archuleta, 1993; Wald and Heaton, 1994; Olsen et al., 1997; Hernández et al., 1999] . The large rupture size (80 km long, 16 km wide), the long rupture duration (>20 s) and the intricate fault-system geometry bring an exceptional opportunity to test our discontinuous Galerkin source model. However, to fully understand the detailed rupture process of the Landers earthquake deserves an extensive analysis that goes beyond the purpose of this work. For this reason we shall mainly use this study case for illustrating the capabilities of the DGCrack approach in realistic conditions, and to elucidate some essential aspects of such an event related to the initial stress conditions along the fault.
[57] The Landers earthquake broke four main right-lateral faults, namely the Johnson Valley, Homestead Valley and Emerson and Camp Rock faults, which are connected through jogs and step-overs (Figure 12b ) forming a complex nonplanar fault system (Figure 10 and red segment in Figure 12b ). The detailed fault geometry was taken from the Community Fault Model for Southern California [Plesch et al., 2007] , which essentially consists of several strike-slip vertical segments, as shown in Figure 12b with grey dots. To discretize the model we considered a 1D layered medium [Wald and Heaton, 1994] (see L1, L2 and L3 layer boundaries on Figure 10 ) and took advantage of the hp-adaptivity. [Barall, 2009] and SEM [Kaneko et al., 2008] methods, all of them obtained with an effective mesh increment over the fault of 100 m.
This means that we refined the mesh around the rupture surface and simultaneously adapted the bulk elements sizes to resolve 0.5 Hz waves according to each layer properties, so that the wave-propagation accuracy criterion determined by Etienne et al. [2010] is largely satisfied (i.e., five elements per minimum wavelength). The gradual mesh coarsening from 300 m over the fault to 1100 m throughout the CPML region produced a discrete lattice with 4.48 millions tetrahedra, from which 48.6% are P1 elements and belong to the CPML slab (Figure 10) , and the rest (51.4%) are P2 elements and discretize the physical domain. Dimensions of the computational volume are 67.0 Â 101.6 Â 29.0 km 3 in the x, y and z directions, respectively, such that to complete a 20 s simulation, the DGCrack model spent a total CPU time of 1.73 Â 10 6 s, which correspond to 9.6 hours in 50 cores of our Pohualli parallel platform.
[58] The initial stress conditions in the fault (i.e., pre-stress conditions) correspond to the initial shear tractions, t 0 , determined by Peyrat et al.
[2001] on a planar fault (Figure 12a ), which represent an improved version of those used by Olsen et al. [1997] . To estimate these initial conditions, they computed the static stress change in a planar fault associated with the total slip found by Wald and Heaton [1994] (Figure 12d ), reversed its sign and added a homogeneous tectonic field of 5 MPa. Peyrat et al. [2001] also considered a constant static fault strength t s = s 0 ⋅ m s = 12.5 MPa, m d = 0.0, and an upper bound for t 0 equal to 0.95 ⋅ t s everywhere on the fault. We proceed in the same way except in the uppermost 2.5 km, where we obtained unreasonable large slips in our first simulations. For producing reasonable simulation results, we thus lowered the upper bound of t 0 to 0.9 ⋅ t s over the whole fault and multiplied t 0 by a linear taper going from 1 at 2.5 km depth to 0 at the free surface. Instead of searching suitable friction coefficients to explain the observed ground motions as done in previous studies [Aochi and Fukuyama, 2002; Aochi et al., 2003] we simply set them homogeneous over the fault such that both the strength excess and the dynamic stress drop exactly match those considered by Figure 9 . TPV10 (left) on-fault at FP and (right) off-fault at GP (see Figure 7) waveforms comparison for three methods (inset) with (lower traces) and without (upper traces) 3 Hz low-pass filtering. Peyrat et al. [2001] , except in the shallow part where the taper was applied and within those small regions where the initial shear stress was upper bounded to 0.9 ⋅ t s . As expected when including the real fault geometry, to allow spontaneous rupture propagation through the stepovers and fault kinks we had to reduce fracture energy by a factor of two as compared with Peyrat et al. [2001] model by setting d 0 , the stress breakdown slip (i.e., the slip-weakening distance (13)), equal to 40 cm instead of 80 cm. Rupture was nucleated in a 7 km deep circular patch with 1 km of radius [Olsen et al., 1997] located 67 km from the northern fault edge in the along-strike direction [Wald and Heaton, 1994] (Figure 12a ). To initiate a sustained rupture, we raised the initial shear stress 5% above the fault strength in that patch. As a result, an initial stressdrop kick of about 0.6 MPa initiated the earthquake.
[59] Figure 11 shows a series of snapshots of the slip rate (left column) and shear stress (right column) on the fault during rupture propagation. Interesting rupture patterns appeared in the rupture process, as reflected waves in the layers interfaces (2.9 s snapshot), rupture front jumps (5.1 s snapshot) and bifurcations (7.9 s snapshot), and supershear fault segments (11.3 s snapshot), among others.
[60] Previous models of the Landers earthquake have shown that considering both the fault system geometry and the heterogeneities of the surrounding medium is critical to explain different geophysical observations [e.g., Fialko, 2004; Cianetti et al., 2005; Cruz-Atienza, 2006] . Our results (Figures 11 and 12 ) lead to the same conclusion. If the fault geometry did not play a major role during the earthquake, both the initial stress conditions and frictional parameters adopted by Peyrat et al. [2001] , which were determined assuming a planar rupture surface [Olsen et al., 1997] , would have been valid over the real fault-system geometry. Instead, the fault geometrical barriers (i.e., kinks) strongly affect the energy budget, making the spontaneous rupture propagation more difficult. The effect of fault geometry into that budget is clear in our results, since we had to reduce the planar-fault fracture energy by a factor of two to allow rupture propagation along the entire fault system. It can be said that half of the amount of energy that Peyrat et al. [2001] found to be dissipated through cohesive forces (i.e., frictional work) with constant normal tractions seems to be related with other physical mechanisms promoting energy leakage possibly related to the fault geometry, such as offfault anelastic processes [Duan and Day, 2008] [61] Figure 12 finally shows a comparison between the final slip determined by Wald and Heaton [1994] over a three planar fault segments projected into a single plane (Figure 12d ) and the one yielded by our simulation deployed over a plane (Figure 12c ). There is clearly an underestimation of the seismic moment in our model, which is based on the static stress change produced by the final slip of Wald and Heaton [1994] in a planar fault [Olsen et al., 1997] . Notice that both fault segments where the final slip is dramatically underestimated are either confined between (i.e., Kickapoo stepover) or overlapping (i.e., stepover joining the Homestead Valley and Emerson faults) fault kinks. Since the final slip we obtained is so different to the one found by Wald and Heaton [1994] that explains a large set of observed data (e.g., regional seismograms and GPS records), we do not expect our earthquake model to be realistic (i.e., to fit the ground surface observations). This finally leads us to conclude that a realistic dynamic source model of the Landers earthquake may only be constructed by considering its real and intricate fault geometry when determining the initial fault-traction conditions.
Conclusions
[62] In this work we have introduced a novel discontinuous Galerkin method, the DGCrack, to simulate the dynamic rupture propagation of earthquakes in 3D along faults with intricate geometries (i.e., non-planar). The method is hpadaptive, which means that the elements of the unstructured tetrahedral mesh discretizing the simulation domain may adapt both their sizes (h-adaptivity) and approximation orders (p-adaptivity) depending on the problem geometry and the medium properties (i.e., P0, P1 or P2 elements in the wave propagation domain, and P2 elements over the fault). To guarantee a fast convergence rate, our scheme imposes the dynamic-rupture boundary conditions through ad hoc fluxes across the fault that verify both the jump conditions introduced by Day et al. [2005] and an additional condition Figure 12 . Landers earthquake fault parameters displayed in a single plane with major geometrical barriers (i.e., kinks) indicated with black dotted lines. (a) Initial shear stress used in this study; (b) discretization (grey dots) of the Landers earthquake fault system taken from the Community Fault Model for Southern California [Plesch et al., 2007] . The red line indicates the fault geometry used in this study ( Figure 10) ; (c) final slip produced by the DGCrack dynamic rupture simulation; and (d) final slip and fault discretization for the 1992 Landers earthquake found by Wald and Heaton [1994] .
forcing the continuity of the fault-normal velocity field. The jump conditions imply the continuity of the tangential fault velocities on the fault nodes where rupture did not happen, and the collinearity of both the fault shear traction and the slip rate in those nodes where rupture has occurred. On the other hand, the additional condition guarantees the numerical stability and accuracy of the fault normal tractions required in the Coulomb slip-dependent friction law. For modeling rupture propagation throughout the interior of each fault element, we have introduced an efficient predictor-corrector scheme on these elements that accurately estimates the shear tractions at every fault node for every time step.
[63] A convergence analysis based on the SCEC-USGS TPV3 spontaneous-rupture benchmark has revealed power law convergence rates of the DGCrack method for three different fault-observable RMS error metrics [Day et al., 2005] , with exponents equal to 1.65 for rupture times, 1.52 for final slip and 1.83 for peak slip rates. These estimates are similar to those reported for well-established finite difference (DFM and SGSN), discontinuous Galerkin (ADER-DG) and boundary integral (BI) methods. We have obtained excellent results (i.e., rupture times and peak slip rate RMS errors smaller than 1% and 10%, respectively) provided that the cohesive zone is resolved by one or more fault elements (i.e., N c ≥ 1). For the TPV3 test case, this condition translates into fault element smaller or equal than $450 m. Since both the DGCrack and ADER-DG methods share many different capabilities linked to the DG approximation, we have assessed the difference in computational cost to achieve the same accuracy level for rupture times. We find that DGCrack is about 10 times faster than ADER-DG irrespectively of the mesh size if they were run in the same computing platform.
[64] Since no analytical solution exists for the spontaneous rupture problem, quantitative comparisons between different approximated solutions may give insights about the correctness of the numerical approaches to solve a given problem. We have thus introduced a simple way to assess the similarity among solutions for TPV3 generated by four different methods, based on the phase and cross-correlation coefficients of slip rate time series. Results of this exercise show that the DGCrack and ADER-DG discontinuous Galerkin solutions are the most similar, although very close to the one computed by the spectral boundary integral method (i.e., the MDSBI approach). As suggested by J. P. Ampuero (personal communication, 2012) , this procedure may be systematically used to quantitatively compare approaches for different rupture problems like those undertaken by the international group of modelers promoted by SCEC-USGS (see http:// scecdata.usc.edu/cvws/) [Harris et al., 2009] .
[65] To complete the verification of the DGCrack method, we have also solved TPV10 [Harris et al., 2009] , which consists of a 60 dipping normal fault reaching the free surface. This test case has interesting features that are essential to verify a dynamic rupture model for non-planar faults, because reflected waves in the Earth's surface are bounced back to the source inducing transient variations of the fault traction vector that significantly affect rupture propagation via the Coulomb failure criterion. Comparison of rupture times and both on-fault and ground-motion seismograms with those calculated by the SEM [Kaneko et al., 2008] and FEM [Barall, 2009] approaches reveal a very good overall agreement among all solutions (especially between the DGCrack and FEM solutions), including the strong dynamic perturbations on the fault normal tractions close to the free surface. Numerical oscillations in the DGCrack solution are mainly present after 10 s of the earthquake nucleation, which is probably due either to long-range numerical dispersion associated with the centered fluxes across the fault or reflections associated with the unstructured mesh coarsening around the fault. However, since these oscillations remain reasonable small and we expect them to be even smaller for physically attenuating media [Tago et al., 2010] or different friction laws (e.g., rate-and state-dependent), we have decided not to integrate an artificial viscosity into the scheme.
[66] We finally applied the DGCrack method to study some aspects of the 1992 Landers earthquake considering a realistic fault-system geometry. Our simulation deploy a 1D layered medium and took advantage of the hp-adaptivity by refining the unstructured mesh around the rupture surface and simultaneously adapting the elements sizes to resolve 0.5 Hz waves everywhere in the simulation domain. 48.6% of the 4.48 millions tetrahedra in the mesh are P1 elements and belong to the CPML slab, while the rest (51.4%) are P2 elements and discretize the entire physical domain. Our source model is based on a slightly modified version of the heterogeneous initial shear stress determined by Peyrat et al.
[2001] on a planar fault from the final slip found by Wald and Heaton [1994] . Since both we had to reduce fracture energy by a factor of two with respect to the earthquake model proposed by Peyrat et al. [2001] to allow rupture propagation along the entire non-planar fault system, and obtained a significant seismic moment underestimation, we conclude that generating realistic pre-stress conditions for the Landers earthquake from its final slip distribution requires considering the fault-system geometry.
[67] Recent large subduction earthquakes have raised fundamental questions concerning the stability and segmentation of the subduction zones. To study this seismogenic regions accounting for more realistic physical behaviors, introducing into DGCrack both flexible friction laws (e.g., rate-and state-dependent) and the presence of fluids in the fault zone (i.e., thermal pressurization) would be essential in the near future.
Appendix A: DG-FEM Method for Wave Propagation
[68] To solve the hyperbolic system (1), which models the wave propagation in an elastic medium, we follow the DG-FEM method proposed by Etienne et al. [2010] . The method requires a discretization of the entire domain into sub-domains called elements. The DG-FEM is a mixture of two well-known methods: the Finite Element method (FEM), because it uses a space of basis functions and a space of test functions in each element [Zienkiewicz et al., 2005] , and the Finite Volume method (FVM), since the elements are decoupled from each other but integrated through the evaluation of fluxes across the elements faces [LeVeque, 2002] . The result of this combination is a method that ensures the geometric flexibility that supports local resolution adaptivity and that can deal with wave-dominated problems. However, the cost of having decoupled elements is an increment of the total amount of degrees of freedom (DOF).
[69] For the space approximation we adopted the nodal form of the DG-FEM formulation, i.e., the solution in each element has a spatial support (nodes) that depends on the amount of degrees of freedom chosen for the discretization [Hesthaven and Warburton, 2008] . To approximate the stress and velocity vectors in the i-element we writễ
wherex 2 D i , t is the time and d i is the number of nodes or DOF associated with the interpolation Lagrangian polynomial basis function j i j relative to the j-node located atx j . This representation differs from the modal form in that the DOF,ṽ i j ands i j , are space dependent.
[70] For the DG-FEM formulation we require a weak formulation of (1). The weak form makes the residual to be orthogonal to a space of test functions. The case when that space is the same as the space of interpolation functions is called Galerkin. To do so, we multiply (1) by a test function j i r and integrate the system over the volume of the i-element 
where V i is the volume of the i-element. 
where S i is the surface of the i-element andñ is the outward pointing unit normal vector with respect to S i .
[72] The second terms of the right-hand side of (A3) correspond to the fluxes of the stress and velocity wavefields across S i . In the classical FEM, the fluxes are canceled between adjacent elements because the surface nodes are unique, i.e., the method enforces continuity of the wavefields. In contrast, since each element has its own nodes in the DG-FEM, the elements are coupled through the fluxes, similar to the FVM. To evaluate the fluxes, we chose the centered flux scheme for its computational efficiency and its non-dissipative property [Remaki, 2000; Benjemaa et al., 2009; Delcourte et al., 2009] .
[73] Using the approximation (A1) and assuming constant physical properties per element, the weak formulation (A3) can be approximated as 
where N i represents the adjacent elements to the i-element and S ik is the face between the i-and k-element. The matrices P ik and Q ik are defined as follows
where n ikq is the component along the q axis of the unit normal vectorñ ik of the face S ik which points from the i-to the k-element.
[74] The local nature of DG-FEM is illustrated in (A4) through the surface integrals that only require the faces shared with the neighbor elements. Because the orthogonality of the residual must be accomplished with the complete space of test functions and using the tensor product , we obtain the expression
where I 3 represents the identity matrix. In system (A5), the vectorsṽ i ands i should be read as the collection of all nodal values of the velocity and stress components in the i-element, respectively. The matrices involved in (A5) are: the mass matrix The scheme (A5) allows different approximation orders between adjacent elements, (i.e., p-adaptivity), and mesh refinement, (i.e., h-adaptivity). For more details see Etienne et al. [2010] .
[75] This method was selected to implement the dynamic rupture because it is suitable for handling discontinuities across the elements boundaries through the application of ad hoc fluxes. Besides, the implementation of the DGCrack method into the GeoDG3D code (developed by Etienne et al. [2010] ) was straightforward since we only need to recognize the fault surface in the domain and substitute the centered scheme fluxes with the ad hoc expressions derived in sections 3.2.1 and 3.2.2 over the fault, while leaving intact the rest of the code.
Appendix B: Matrices Used in the DG-FEM Formulation
[76] The following matrices are used in the DGCrack method and where previously introduced by Benjemaa et al. [2009] .
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