We investigate the problem of minimizing the weighted number of tardy jobs on a single machine subject to availability constraints. We consider the case of semi-resumable jobs (1, h k |r i , sr − a| w i U i ). We show that the problem is equivalent to a similar problem without availability constraints, but where the processing times of jobs are a stepwise function of their starting time. We design a Mixed Integer Linear Program (MILP) to model the problem and solve it with help of a commercial MILP solver. Computational experiments on randomly generated instances show that using this method allows solving optimally most 300-job problems within 1000 seconds, and provides excellent heuristic solutions in 100 seconds.
INTRODUCTION
In most scheduling problems, we assume that a job can be processed anytime after its release date. However, more and more research papers study scheduling problems subject to machine or job availability constraints. In this context, machines or jobs can be unavailable for processing during given time intervals. This reflects real constraints that cannot be ignored in many practical situations like, in real production scheduling, maintenance operations or pauses imposed by labor laws.
The problem we study is defined by a set I = {J 1 , . . . , J n } of n jobs. Each job J i is characterized by a release date r i , a due date d i , a processing time p i and a weight w i . All jobs must be processed on a single machine, so that the weighted number of late jobs is minimized. A job cannot be preempted by another one: if a job starts on the machine, no other job can start until the first one completes. A set of K time intervals [B s , F s ], s ∈ {1, . . . , K}, when the machine is unavailable, is given as input. Moreover, we add without loss of generality two fictitious unavailability periods 0 and K + 1, such that B 0 = F 0 = 0 and B K+1 = F K+1 = ∞. All data are integer and deterministic. Ma et al. (2010) distinguish three possible behaviors of jobs regarding unavailability constraints. First, jobs may be resumable: a job may start before a unavailability period and be resumed after it. In this case, the completion of the job is simply postponed for the duration of the unavailability periods crossed by the job. This problem is denoted by 1, h k |r i , r − a| w j U j in the standard three-field notation (Graham et al., 1979) . When jobs are non-resumable, if a job has started but has not completed before an unavailability period, it must be restarted from zero after the unavailability period. Thus, it is equivalent to forbid jobs to be preempted by unavailability periods. This problem is denoted by 1, h k |r i , nr − a| w i U i . We are interested in the semi-resumable case, where jobs can be resumed but must be partially restarted after an availability period (this corresponds in practice to, for example, a setup time required after a maintenance). More precisely, Lee (1999) introduces a parameter α, which denotes the fraction of an operation that needs to be reprocessed after the machine is available. Previous published work considering semiresumable operations consider at most one unavailability period by machine. In this paper, we consider an arbitrary number of these intervals and we assume that all data are integer. So we make the following assumption: when a part of job J i has to be reprocessed after a machine downtime [B s , F s ], the reprocessed part's duration is equal to min(α i , B s+1 − F s ), with α i = αp i . The motivation for this hypothesis is that, if the reprocessed part corresponds to a setup time, the setup operation after F s will sometimes not be finished before B s+1 , and another setup time will be performed after F s+1 . So, in many practical situations, the job will just be deferred until F s+1 . Note that the method presented in this paper does not depend on this assumption.
The objective of this paper is to provide a Mixed Integer Linear Programming (MILP) to solve 1, h k |r i , sr − a| w i U i . Section 2 gives a short literature review and a complexity results. The construction of the MILP model is performed in three stages. First, the instance of 1, h k |r i , sr − a| w i U i is converted into an instance of 1|r i , p i (t) =f i (t)| w i U i , i.e. a similar problem without availability constraints, but where the processing times of jobs are a stepwise function of their starting time. Second, the latter is expressed as a more general problem of selecting and scheduling jobs subject to time windows and group constraints, with a constant processing time (which we call ST W P , Section 4). In Section 5, we generalize a MILP model presented in Detienne et al. (2011) to formulate and solve the problem. Finally, Section 6 reports computational experiments and we conclude in Section 7.
STATE OF THE ART AND COMPLEXITY
Although a number of papers handle scheduling problems with availability constraints, only a few ones deal with the minimization of the number of late jobs. Ma et al. (2010) only reports the paper of Lee (1996) , which shows that 1, h 1 |r − a| U i is polynomial and that Moore-Hodgson's algorithm (Moore, 1968) lead to an absolute error of 1 to solve the problem 1, h 1 |nr − a| w i U i . Another survey (Schmidt, 2000) cites Lawler and Martel (1989) , which studies the minimization of the number of late jobs on two machines whose speeds can vary (and possibly be null) over time, when preemption is allowed. Chen (2009) studies a special case of 1, h k |nr − a| U i in which unavailability intervals correspond to periodic maintenance. Concerning the semi-resumable feature, Lee (1999) and Kubzin and Strusevich (2004) present complexity and approximation results for the two-machine job-shop problem and the minimization of the makespan as optimization criterion.
The following result can be proved, for example, by polynomial reduction from 3-Partition. Proposition 1. The problem 1, h k |sr − a| U i is strongly NP-hard.
REMOVING AVAILABILITY CONSTRAINTS
The transformation proposed in this section relies on the following idea: unavailability periods have two consequences on jobs. First, no job can start during one of them. Second, the completion of a job crossing one or several unavailability period(s) is postponed for a deterministic, known in advance, amount of time. For the sake of conciseness, we only give some intuitive insight of the proofs of the following propositions. Proposition 2. For any job J i ∈ I, for any time instant t ≥ r i , the completion time of J i starting at t is:
where:
and s(t) = arg max{s|B s < t}.
One can verify that β(t, i, s) is the completion time of a job J i starting at t, if we take into account unavailability periods up to period s. The actual completion time of J i is related to the earliest unavailability period that does not postpone the end of J i . Hence, the time during which the machine will be unavailable for processing another job if J i starts at t isf i (t) = C i (t) − t. Taking this variable duration as the processing time of J i allows us to take implicitly into account the unavailability periods of the machine. Indeed, it ensures that, in any feasible solution, no job starts during an unavailability period (or there is exactly one such job, which is late and can be removed without changing the cost of the schedule). Moreover, the completion time of each job will be correctly postponed. The following dominance property reduces the set of possible starting times for each job. Proposition 3. There is at least one optimal solution such that, for all J i ∈ I and all s ∈ {1, . . . , K},
Intuitively, if one such job exists in an optimal solution, it starts before B s and causes a setup time after F s . Delaying the job to start it at F s removes the setup time and does not make the job complete later. Next proposition states that the duration of occupation of the machine by each job is a stepwise function of its starting time. Proposition 4. Let J i ∈ I and t ≥ 0 such that
A formal proof would go by showing that J i crosses the same unavailability periods when it starts at t and t , and so is subject to the same setup times. The following proposition allows us to consider a problem without unavailability constraints, for the reasons exposed above. Note that the value off i (t) changes either when t or C(t) jumps to another availability periods. Thus, at most 2K+1 intervals are required to definef i (t).
and with a variable processing time
Note that the only events that can occur during an unavailability period are release or due dates, which can be shifted to the beginning of the corresponding period without consequences. Therefore, contracting the horizon during unavailability periods, i.e. considering that no time elapses during them, yields an equivalent problem. Proposition 6. Let us define the following function:
In the instance (P ), for all jobs J i ∈ I , we can replace r i by ∆(r i ), d i by ∆(d i ) and p i (t) by ∆(C i (t)) − ∆(t) while keeping an equivalent set of solutions.
The function ∆ aims at shifting a time instant from a problem with unavailability periods to a problem without unavailability periods, by removing them and considering that no time elapses during them. In its definition, the first case applies when t lies between two unavailability periods, while the second is for situations where t falls during an unavailability period. 
CONVERSION INTO ST W P

Definition of ST W P
An instance of (ST W P ) is defined by the following data. For the sake of clarity, notations related to this problem are written with a tilde, like "r i ":
• A setĨ = {J 1 , . . . ,Jñ I } ofñ I jobs;
• A partitionG ofĨ intoñ G disjoint groups:G = {G 1 , . . . ,Gñ G }, and a costw g for each groupG g ; • For each jobJ i ∈ I, the following integer are given: a release dater i , a deadlined i , and a processing timẽ p i .
A feasible solution of this instance of (ST W P ) satisfies the following constraints. For each groupG g , g ∈ {1, . . . ,ñ G }, at most one job inG g must be processed. If no job is processed inG g , then a costw g is generated. If it is selected, jobJ i must be processed without preemption, within its processing time window [r i ,d i ]. The objective is to minimize the total cost of the solution.
Conversion from
The principle of the transformation from an instance (P ) of 1|r i , p i (t) =f i (t)| w i U i to an instance (P ) of ST W P is to create one job in (P ) for each job in (P ) and each interval on which the processing time of the job is constant. Jobs of (P ) associated with the same job of (P ) are put together in the same group. Formally, for each job J i ∈ I , we create a group of jobsG i defined by:
,s2 corresponds to the execution of J i such that it starts between unavailability periods s 1 − 1 and s 1 and completes between unavailability periods s 2 − 1 and s 2 . Its characteristics arer i,s1,s2 = ∆(max(r i ,
It is possible to determine the set of jobsĨ in O(nK) operations. Moreover,w i = w i for all i ∈ {1, . . . , n}.
A MODEL FOR SOLVING ST W P
Characterization of feasible selections of jobs
The MILP characterization of feasible selections of jobs presented in this section is derived from Detienne et al. (2011) , where the authors present MILP models for minimizing a regular step cost function of the job completion times on parallel machines. The same principle was also used in Dauzère-Pérès and Sevaux (2002) for minimizing the number of late jobs on a single machine. The current work differs by focusing on the feasibility of a selection of jobs, while the two others focus on the optimality of a sequence of jobs and lead to slightly different MILP models. Moreover, we propose original improvements for the derived model. Finally, in current work we address a more general problem containing problems of both previous papers. The core idea can be seen as an extension of the Earliest Due Date rule. Suppose that all release dates are null, and consider a setJ ⊆Ĩ of jobs that are selected for processing, such that all constraints on groups are satisfied. Then each jobJ i ∈J must be scheduled in [0,d i ]. We know that it is possible (the selection is feasible) if and only if, when jobs are sequenced with no idle time and in a non-decreasing order of their deadlines, they all meet their deadline (Jackson, 1955) . However, this result does not hold in the presence of non-equal release dates. In this case, we show that, by inserting virtual jobs with appropriate time windows, we can establish a similar dominant order.
For the sake of conciseness, we do not give a formal proof of the result. This proof would be similar to the one described in Detienne et al. (2011) . Let us intuitively show how we build the set of virtual jobs. Let us consider a feasible selection and schedule of jobs. LetJ i andJ j be two jobs processed consecutively in this solution (J i precedesJ j ). Concerning the positions ofJ i andJ j with respect to their release dates and deadlines, the three following cases can occur. Case 1:d i ≤d j . JobsJ i andJ j are scheduled according to a non-decreasing order of their deadlines (see Figure 1 ). Case 2:r i ≥r j andd i >d j . It can be seen from Figure 2 thatJ i andJ j can be swapped, so that the schedule before and after them does not change andJ i and d h(i,j) r j r idjdĩ JiJj JjJ i Fig. 3 . Case 3:r i <r j andd i >d j . SwappingJ i andJ j may lead to an infeasible schedule. So we cannot derive an other optimal schedule satisfying the usual non-decreasing order of the deadlines. A virtual jobJ h(i,j) is added to the group of jobJ i , with the same characteristics asJ i except its deadlined h(i,j) =d j . SchedulingJ i beforeJ j comes to selectingJ h(i,j) andJ j , which can be scheduled in a non-decreasing order of their deadlines.
J j still meet their deadlines. Moreover, in the resulting schedule,J i andJ j are scheduled according to a nondecreasing order of their deadlines. Case 3:r i <r j and d i >d j . JobsJ i andJ j are not scheduled according to a non-decreasing order of their deadlines (see Figure 3) . Moreover, interchanging their processing order may result in delaying the jobs processed afterJ i andJ j , or simply the completion time of jobJ i exceeding its deadline. We propose to insert a virtual jobJ h(i,j) in the group of job J i , so that the current feasible solution can be obtained by selectingJ h(i,j) , equivalent to selectingJ i , and schedule it beforeJ j while keeping a sequence of jobs satisfying a nondecreasing order of their deadlines.
Thus, in case 1, the feasible solution is obtained by schedulingJ i andJ j in the order of their deadlines. In case 2, interchangingJ i andJ j leads to another feasible schedule, in which they are scheduled in the order of their deadlines.
In case 3, once we have added the adapted set of virtual jobs, the feasible solution can be obtained by selecting the virtual jobJ h(i,j) corresponding to schedulingJ i beforẽ J j , so thatJ h(i,j) andJ j are scheduled in a non-decreasing order of their deadlines, ties being broken according to a non-decreasing order of their release dates. We use the fact that there exists at least one feasible schedule in which the processed job are scheduled according to this order, to write an MILP model that determines the optimal selection of jobs.
Formally, for each jobJ i ∈Ĩ, we define the set of associated virtual jobs by:
where h(i, j) denotes the index of the virtual job, satisfying h(i, j) = h(i , j ) if i = i or j = j , and h(i, j) ∈ {ñ I + 1, . . . ,ñ I } withñ I =ñ I + | ∪ñ I k=1H k |. Moreover, let us denote by h −1 (l) the index of jobJ j such that ∃i|h(i, j) = l, i.e. the index of the job that generatedJ l . IfJ l ∈Ĩ (J l is not a virtual job), we set h −1 (l) = ∅. Each jobJ l ∈H i , i ∈ {1, . . . ,ñ I } has the following characteristics:r l =r i ,
The set of jobs of the enhanced problem isĨ = {J 1 , . . . ,Jñ I } and the new groups of jobs areG =
MILP model
In order to build our Mixed Integer Linear Programming model, let us assume that (virtual and real) jobs are sorted according to a non-decreasing order of their deadlines, ties being broken according to an arbitrary non-decreasing order of their release dates.
Then, the problem (ST W P ) can be expressed as:
In this model, variable t k denotes the completion time of the k th job, if it is processed. Otherwise, it is a lower bound of the starting time of the next processed job. Variable x k is equal to 1 if and only if the k th job is processed, and is equal to 0 otherwise. U g is equal to 1 if no job of group G g is processed, 0 otherwise. Constraints (3) ensure that at most one job of each group is selected. Constraints (4) state that each job cannot start before its release date, while Constraints (5) express the resource and conjunctive constraints (the machine can handle at most one job at a time, and selected jobs are processed in the correct order). Constraints (6) forces each job to complete before its deadline. Expression (2) is the objective function, which minimizes the sum of the costs of selected jobs.
Improvements
Proposition 7 and 8 exploit the classical selections on disjunction (see e.g. Carlier (1982) ) to remove some virtual jobs and to strengthen the model. Similar propositions are also used in Dauzère-Pérès and Sevaux (2002) or Detienne et al. (2011) .
is useless and can be removed from the model.
Proof. ProcessingJ i beforeJ j is not feasible. Hence, if bothJ i andJ j are scheduled,J j precedesJ i and case 3 (Figure 3 ) cannot occur.
Proposition 8. LetJ i ∈Ĩ andJ j ∈Ĩ, i = j. Ifr i +p i + p j >d j andr j +p j +p i >d i , then the following inequality holds:
Proof. The inequality just expresses thatJ i andJ j (or one of their corresponding virtual jobs) cannot be both processed in a feasible solution.
Proposition 9 strengthens the model by removing some equivalent feasible solutions. Proposition 9. If at least one feasible solution exists, there exists at least one feasible solution such that the following inequalities hold:
Proof. The relation k = h −1 (k ) expresses the fact that the virtual jobJ k has been generated to represent a job J i processed beforeJ k , because of case 3. IfJ k is not processed, then there is no need to consider the virtual job J k associated with it. Thus, we allow selecting a virtual job only if the real job that generated it is selected.
Proposition 10 tightens the upper bound of variables t k and reduces the constants used in Constraint (4). Proposition 10. Let δ = min {k∈1,...,ñ I }rk . Constraints (4) and (6) can be replaced by:
and:
Proof. First, it is easy to see that all dates can be shifted together from any number δ of time slots without changing the set of integer solutions. One can verify that δ is chosen so that the constants of Constraints (4) are nonnegative and as small as possible. Second, according to Proposition 9, a virtual job can be selected only if the real job that generated it is selected. Thus, ifJ k is a virtual job, then it must complete beforeJ h −1 (k) , which must himself complete befored k . Hence,J k must complete befored k − p h −1 (k) . So, we can decrease the upper bound of t k down to this value, if we do not to overconstrain the preceding jobs, i.e. if we do not prevent that t k−1 =d k−1 .
COMPUTATIONAL EXPERIMENTS
This section reports computational results obtained by solving the problem through the transformations described in the paper, with help of the commercial MILP solver IBM ILOG Cplex v12.3, on a Personal Computer equipped with a 3.2 GHz quad-core processor and 3 GB RAM. The OS used is Windows Seven 32 bits.
In order to test our solution method, we generated instances for 1, h k |r i , sr − a| w i U i in a similar way as Dauzère-Pérès and Sevaux (2002) . More precisely, the generator takes the following parameters as input: the number n of jobs, a release date factor R and a due date factor D. We introduce two additional parameters. K is the number of unavailability periods in the instance, and U R is the ratio of unavailability of the machine over the planning horizon. For each job J i , a processing time p i is drawn from a uniform distribution {1, . . . , 100}. To each job i is assigned a release date r i drawn from a uniform distribution {0, . . . , nR}, and a due date d i drawn from a uniform distribution {r i + p i , . . . , r i + p i + nD}. Parameter R controls the dispersion of the release dates, while parameter D controls the size of the job execution windows. We then
. If two generated periods overlap or are adjacent, the instance is rejected. The parameters used to build our test bed are the combinations of n ∈ {50, 70, 100, 200, 250, 300}, R ∈ {1, 5, 10, 20}, D ∈ {1, 5, 10, 20}, K ∈ {1, 3, 5}, and U R ∈ {1, 5, 10}. Five instances are generated for each combination of these parameters, and two values are tested for the setup factor α ∈ {0.1, 0.25}, leading to a total of 8640 instances.
From Table 1 , we see that more than 94% of the 300-job instances are solved optimally within 1000 seconds. After 100 seconds, all 70-job instances are solved, and only one 100-job instances is left open. Unfortunately, this instance is not solved within 1000 seconds, pointing out a slight lack of robustness of our solution method, which may be due to rare ill-conditionned MILP models. We did not find any computational result about our problem in the literature. However, its special case 1|r i | w i U i (without unavailability constraints) has been widely studied. Tested on this problem (by simply removing unavailability periods from the input data), the solver applied on (A) solves optimally all 200-job instances from our test bed, and more than 96% of 300-job instances within one hour. For this problem, M'Hallah and Bulfin (2007) describe a dedicated exact method which allows solving optimally instances with up to 200 jobs. It is likely that their method would perform better at the time we are writing our paper, but the results we obtain are very good for a generic MILP-based approach.
Regarding the impact of the different generation parameters on the performance of the algorithm, the value of α does not seem to affect much the hardness of the problems, since 95% of 300-job instances are solved when α = 0.1 and 94.6% are solved when α = 0.25. Nonetheless, the single unsolved 100-job instances is generated with α = 0.25. Although this is not statistically relevant, we can still assume that larger values of α yields larger coefficients in Constraints (9) and (5) and degrade the quality of the linear relaxation of (A), thus making it harder to solve by a solver. Instances with more unavailability periods are slightly more difficult to solve: when K = 1, 95.6% of 300-job instances are solved, while only 92.7% are solved when K = 5. This is explained by the larger number of jobs created in problem (P ), generating a larger MILP. Oppositely, instances with a larger unavailability ratio are slightly easier to solve: 92.9% of 300-job instances are solved when U R = 1, whereas 95.6% are solved when U R = 10. The more the machine is unavailable, the less possible placements there is for each job, reducing the number of feasible solutions to explore, and the more the horizon can be contracted (Proposition 6), producing smaller coefficients in Constraints (9) and (5).
The release and due date factors have a significant influence on the performance of the solver: Table 2 shows that only 36.6% of 300-job instances are solved optimally when R = 20 and D = 1, whereas at least 90% of the instances with other generation parameters are solved optimally. A possible explanation is that the parameter R = 20 generates large release dates, which make the linear relaxation of the model weaker because of Constraints (9). Besides, parameter T = 1 generates narrow time windows and, thus, more constrained problems compared to other parameter combinations. The method can also be used to provide heuristic solutions when the instance cannot be solved within a given time limit. Moreover, the MILP solver supplies a lower bound of the optimum of the problem, giving information about the quality of the feasible solution. Table 3 gathers excellent average gaps obtained after 1000 seconds for unsolved instances only, and after 100 seconds for all instances. The gap reported is equal to best upper bound -best lower bound best lower bound .
CONCLUSION
The modeling procedure presented in this paper, consisting in successive transformations of the problem, allows designing a solution method which does not require heavy implementation efforts, although it provides very good computational results. Hence, it is a promising basis to study other similar problems or to solve more efficiently 1, h k |r i , sr − a| w i U i by developing more powerful dedicated methods to solve ST W P . Moreover, it can be directly adapted to the parallel machine case.
