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In acoustics, wave tailoring refers to the manipulation of the propagation of waves or energy that 
are generated due to some form of dynamic loading. It includes real world examples ranging from 
impact mitigation to sensors and communication applications and is typically accomplished 
through the design of material properties. There are two approaches to designing materials for 
wave tailoring: the first is to develop new materials by tailoring their atomic structure—for 
example metallic alloys, ceramic crystals and polymers. The second approach, adopted in this 
work, is to build “metamaterials” using the existing materials as building blocks and leveraging 
local architecture to develop new engineered materials with extraordinary properties. The 
properties of metamaterials can be controlled by treating local architecture and local material 
properties as optimizable design parameters to exploit their “coupled” behavior to achieve 
properties and behaviors that cannot be found in nature and often surpass the physical limits 
imposed by the atomic structure of materials. Nonlinearity, especially strong nonlinearity, 
introduces additional dynamics that are not accessible in the linear dynamic regime such as 
frequency-amplitude dependence, sudden transitions (jumps), bifurcations, saturation effects, 
internal resonances, and chaos. In this work we harness this nonlinear behavior in the form of 
nonlinear coupling in acoustic waveguides. Common methods of achieving strongly nonlinear 
behavior are reviewed and a novel class of nonlinear 2D materials is developed and characterized 
revealing that it is highly tunable and can robustly produce various nonlinear behaviors including 
strongly softening and strongly stiffening regimes. Importantly, the design readily lends itself to 
scalable manufacturing processes on both the macro and micro/nanoscales.  
Wave tailoring applications of nonlinear interactions are studied—for example, micro-granular 
contact interactions in 1D granular crystals supported by a linear substrate. The propagation of 
waves through this granular crystal can be tailored through tuning the substrate stiffness, that 
governs the formation of local clusters which is strongly associated with huge increases in effective 
damping of the crystal. Several studies on the use of strongly nonlinear metamaterials to passively 
break acoustic reciprocity—a fundamental property of linear, time-invariant acoustic systems—
are performed and nonreciprocity is successfully demonstrated, both theoretically and 
experimentally. This is accomplished using two different schemes: first, a system involving 
nonlinearity and internal scale hierarchy in mass, and, second, a system consisting of two 
dissimilar coupled lattices. Both these systems contain the two main requirements for 
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nonreciprocity in unbiased, time invariant systems: nonlinearity and asymmetry. In the first 
system, nonreciprocity stems from the nonlinear energy sink – like behavior of one of the 
asymmetric small-scale masses leading to targeted resonance captures. In the second system, the 
mechanism of nonreciprocity is the intentional mismatch of the band structures of the lattice in 
combination with the frequency-amplitude dependence that is characteristic of nonlinearity. In 
both cases, nonreciprocity is achieved in a controllable, predictable manner.  
Following this, we advanced into the nanoscale in which, due to scaling, there are many practical 
applications, e.g., NEMS/MEMS sensors and communication devices such as filters, frequency 
synthesizers, and temperature-compensated MEMS resonators. We consider two linear 
nanophononic waveguides connected by strongly nonlinear couplings. The band structures are 
highly tunable, and, either the nonlinear coupling, or the linear waveguides can introduce the 
asymmetry required for nonreciprocity. In this case the nonlinearity is due to electrostatic 
interactions that are readily accessible in the nanoscale.  
Nonlinear acoustic metamaterials signify a departure from traditional physical constraints and 
facilitate previously inaccessible acoustic phenomena and applications, e.g., one-way energy 
transmission, passive wave redirection, advanced acoustic mitigation devices, new classes of 
sensors with tunable transmission and receiving patterns, energy-dependent frequency-based 
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In acoustics, wave tailoring refers to the manipulation of the propagation of waves or energy from 
some form of dynamic loading. It includes real world examples ranging from impact mitigation to 
sensors and communication applications and is typically accomplished through the design of 
material properties. There are two approaches to designing materials for wave tailoring: the first 
is to develop new materials in the traditional sense—for example metallic alloys, polymers and 
composites such as fiberglass and carbon fiber. The second approach is to build “metamaterials” 
using the existing conventional materials as building blocks. The idea is to leverage local material 
architecture to develop materials with extraordinary properties. The properties of metamaterials 
can be controlled by treating local architecture and local material properties as optimizable design 
parameters to exploit their “linked” or “coupled” behavior to achieve properties and behaviors that 
cannot be found in nature and often surpass the physical limits imposed on traditional materials. 
One of the earliest examples of a mechanical metamaterial is presented in the classical work of 
Lakes in 1987 demonstrating for the first time a material capable of exhibiting a negative Poisson’s 
ratio (Lakes, 1987). Likewise, previously unattainable properties were gradually achieved though 
metamaterial design over the following years including materials with dynamically negative 
effective properties such as density (Lee, Park, Seo, Wang, & Kim, 2009) and compliance (Correa 
et al., 2015; Dong & Lakes, 2012; Lakes, 2001a; Wang & Lakes, 2005). Such properties have huge 
implications on the acoustics of the medium and exhibit behaviors such as extreme dissipation 
(Lakes, 2001a), frequency dependent refractive indexes (Naify et al., 2013), and unidirectional 
transmission and cloaking (Ma & Sheng, 2016). 
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Interestingly the above examples all rely on constitutively linear behavior.  Note that “constitutive” 
is used loosely here to describe bulk material properties as opposed to “material nonlinearity” 
created through micro structural geometric nonlinearity—where microstructure in this context is 
referring to the local, subwavelength architecture of the material and not the constituent material’s 
microstructure itself. Nonlinearity, especially strong nonlinearity, introduces dynamics that are not 
accessible in the linear dynamic regime such as frequency-amplitude dependence of nonlinear 
modes. Nonlinearity also violates properties that are typically expected in linear systems such as 
invariance (if the motion is initiated in a specific mode, the remaining modes stay quiescent for all 
time), and modal superposition (all oscillations can be expressed as linear combinations of the 
modes). Additionally, nonlinear systems can also exhibit other complex behaviors like jumps, 
bifurcations, saturation, internal resonances and chaos. Nonlinear behavior has been achieved 
through a variety of methods, including large deformations of beams (Ikeda et al., 1989), buckled 
structures (Wang, Casadei, Shan, Weaver, & Bertoldi, 2014) and active elements (Popa & 
Cummer, 2014). Ordered granular crystals are another example of a strongly nonlinear 
metamaterial. A plethora of highly nonlinear phenomena have been studied in ordered granular 
crystals including: the formation of acoustic bullets through a nonlinear granular lens (Spadoni & 
Daraio, 2009, 2010), sonic vacua (Raghunath, 2013), energy trapping (Daraio, Nesterenko, 
Herbold, & Jin, 2006; Hong, 2005) and macroscale analogs of the quantum Landau-Zener effect 
(Hasan et al., 2015).  
More recently, there has been a need to use metamaterials to passively break acoustic reciprocity—
a fundamental property in linear, time-invariant acoustic systems. Reciprocity is directly related 
to time-reversal symmetry through the Onsager-Casimir principle of microscopic reversibility 
(Casimir, 1945; Onsager, 1931a, 1931b), and breaking it is only possible by breaking time reversal 
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symmetry on the microlevel (Fleury, Sounas, Haberman, & Alù, 2015). Nonreciprocity has been 
achieved in linear systems through applying odd-symmetric external biases (Cummer, 2014; 
Fleury, Sounas, Sieck, Haberman, & Alù, 2014; Tsakmakidis et al., 2017), or time-variant 
properties (Cummer, 2014; Fleury, Sounas, & Alù, 2015; Popa & Cummer, 2014). Nonreciprocity 
can also be broken through the introduction of nonlinearities (Boechler, Theocharis, & Daraio, 
2011; Li, Anzel, Yang, Kevrekidis, & Daraio, 2014; Liang, Guo, Tu, Zhang, & Cheng, 2010; 
Maldovan, 2013; Zhang et al., 2015) which has the advantage of not requiring external field or 
bias that typically necessitate an energy input into the system as in the case of linear nonreciprocal 
systems.  
The study of nonlinear acoustic metamaterials allows us to surpass traditional physical constraints 
and could facilitate previously inaccessible acoustic phenomena, such as one-way energy 
transmission, passive wave redirection, advanced acoustic mitigation devices, new classes of 
sensors with tunable transmission and receiving patterns, energy-dependent frequency-based 
energy partitions, and heretofore unachievable acoustic logic devices and acoustic computers.  
1.2 Outline of Thesis 
The focus of this dissertation is to further advance the field of nonlinear acoustic metamaterials by 
developing new ways in which nonlinearity can be utilized to design metamaterials with 
unprecedented properties that facilitate mechanical/acoustic wave tailoring. This dissertation 
consists of six chapters each of which has its own self-contained figures, tables and references. In 
chapter 2, we discuss several methods for achieving strong nonlinearity on various length scales 
and their advantages, weaknesses and special features. We place in context several concepts 
ranging from geometric nonlinearity of strings, spheres in contact including van der Waals 
interactions, and clamped beams with electrostatic forces-induced nonlinearity. We also propose, 
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develop and characterize a novel class of materials exhibiting nonlinear stiffness that is highly 
tunable, and can robustly exhibit various nonlinear behaviors, including strongly softening and 
strongly stiffening regimes. Importantly, the design also readily lends itself to scalable 
manufacturing processes on both the macro and micro/nanoscales.  
In Chapter 3, we study the application of one of the previously discussed nonlinearities, namely, 
microgranular interactions, to longitudinal wave propagation in an impulsively excited finite 1D 
micro-granular “stiff” chain composed of linearly elastic spherical beads laying on a “soft” tunable 
elastic substrate. We consider the possibility of loss of contact between neighboring beads, as well 
as hysteresis due to adhesion at the micro-scale. The transient impulse responses of one-
dimensional micro-granular chains are studied and changes in behavior are compared to an 
equivalent granular system in the macro-scale. The Nesterenko solitary pulses propagating with 
no dispersion in macro-granular homogeneous chains are found to disintegrate in the micro-scale, 
and new strongly nonlinear phenomena, such as transient clustering and low-to high frequency 
energy transfers, emerge. The propagation of waves through this system can be tailored through 
tuning the substrate stiffness; for example, to tune the maximum allowable cluster size, which, in 
turn governs the formation of local clusters with each having a different frequency content that 
varies directly with cluster size. Additionally, effective properties such as effective damping can 
also be tailored through both substrate stiffness and impulse energy. The phenomena discussed are 
shown to be robust and are predicted to exist over a wide range of physically feasible conditions. 
Furthermore, peaks in effective damping are proven to be related to high re-clustering rates on, 
both, an instantaneous case-by-case basis, as well as, a more universal correlation over a range of 
impulse energies and substrate stiffness.  
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In Chapter 4, we focus specifically on using nonlinear coupling to achieve nonreciprocal acoustics 
passively (i.e., without external bias) in the macro scale. Two different impulsively excited 
macroscale 1D lattices in which the nonlinear coupling is realized in the form of a geometrically 
nonlinear wire are studied, and nonreciprocity is successfully achieved in both cases. In the first 
system, a combination of asymmetric scale hierarchy and strongly nonlinear coupling is used. A 
two-regime behavior is discovered: in the low energy regime, energy is strongly directionally 
localized whereas in the high energy regime, energy can propagate completely through the system. 
Interestingly, the quantitative measure of nonreciprocity is distinct from the localization behavior 
and is observed to increase steadily with impulse energy. The underlying mechanism of 
nonreciprocity is identified to be the nonlinear energy sink-like behavior of one of the degrees of 
freedom leading to transient resonance captures when the impulsive load is applied close to it. In 
the second system, the same form of nonlinear coupling is used but the asymmetry is instead 
shifted to the linear grounding stiffness. Two homogeneous nonlinear lattices with different 
grounding stiffnesses are coupled together. The system exhibits a three-regime behavior: at low 
energies there is incomplete propagation of energy in both directions, at intermediate energies 
there is complete propagation in only one direction and at high energies there is complete 
propagation in both directions. In this case the mechanism of nonreciprocity is the asymmetric 
mismatching of the nonlinear band structure of the lattices in combination with the frequency-
amplitude dependence introduced by strong nonlinearity. The two-lattice system allows for precise 
control over the transitions between regimes since they are purely tunable through the relative 
position of the lattices’ passbands with respect to each other. Both the systems studied in this 
chapter are limited by the inherent large dissipation which is typical for systems in the macroscale 
with many components and degrees of freedom.  
6 
 
Chapter 5 further develops the ideas of the second system in Chapter 4 and extends them into the 
nanoscale. Two nanophononic lattices, each with their associated passbands, are coupled through 
a nonlinear coupling element— just as in the previous chapters — providing a combination of 
asymmetry and nonlinearity. Operating on the nanoscale addresses some of the previous 
difficulties faced by the systems in Chapter 4, namely, inherent variation between unit cells and 
excessive dissipation. Lattices capable of transmitting waves through more than 60 unit cells are 
successfully modeled, fabricated, characterized and tested. At this length scale, electrostatic forces 
are used to provide the source of nonlinearity as they are more practical than the previously utilized 
geometrically nonlinear stiffness elements. This is a work in progress and, presently, the 
waveguides and nonlinear couplings have only been studied independently and have yet to be 
combined into one complete, functional system. This study lays the groundwork for a robust 
development platform on which asymmetry, nonlinearity and very low dissipation can be 
accomplished in a highly controllable, tunable manner towards the further development of 
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2 Approaches for Strongly Nonlinear Coupling  
2.1 Introduction 
A constitutive force-displacement behavior in which the linear stiffness component is vanishingly 
small is referred to as strong nonlinearity. In addition to frequency-amplitude dependence that is 
characteristic of weakly nonlinear systems, strongly nonlinear systems also exhibit broadband 
resonances owing to the lack of a preferential linear frequency at low energies and can passively 
tune themselves in an internal resonance with its surrounding systems (Cho, Yu, Vakakis, 
Bergman, & McFarland, 2010; Hubbard, McFarland, Bergman, Vakakis, & Andersen, 2014; 
Vakakis et al., 2008). Such nonlinearities can also be used to create unusual wave propagation 
including the breaking of acoustic reciprocity (Bunyan et al., 2018; Moore et al., 2018), vanishing 
speed of sound (Rafsanjani, Akbarzadeh, & Pasini, 2015; Raghunath, 2013) and as acoustic 
metamaterials with switchable band structures (Wang et al., 2014). Broad regimes of zero stiffness 
behavior known as quasi zero stiffness (QZS) have also been studied. QZS vibration isolators can 
attenuate a wide range of external disturbances over a broad range of frequencies. Such isolators 
have been achieved through the introduction of negative stiffness spring elements through 
precompression of buckling elements (Carrella, Brennan, Waters, & Lopes Jr, 2012; Kovacic, 
Brennan, & Waters, 2008; Liu, Huang, & Hua, 2013; Yang, Xiong, & Xing, 2013). While 
uncommon in nature, one such example is the cochlea within the ear which relies on a strong 
nonlinearity to achieve compression of dynamic range, sharp tuning for quieter sounds and 
generation of combination tones (Eguíluz, Ospeck, Choe, Hudspeth, & Magnasco, 2000). In this 
chapter we study ways in which such strong nonlinearities can be achieved, including well 
established methods such as geometric nonlinearity and granular contact mechanics, and discuss 
their limitations. Moreover, we consider additional novel methods such as microscale contact 
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mechanics and controlled asymmetric strut buckling that successfully address some of these 
limitations.  
2.2 Established Methods of Producing Strong Nonlinearity 
2.2.1 Geometric nonlinearity of a transversely perturbed wire/beam 
One example of a strong nonlinearity is the geometrical nonlinearity of a linear elastic wire of 
length L with tension T on either side of a central point that is being perturbed transversely as 
depicted in Figure 2.1. If the wire is assumed to have a linear stiffness 𝑘, it follows that perturbation 
by the force 𝐹 results in the following force-displacement relationship: 
𝐹 = 2 (𝑘𝑥 (1 − 𝐿(𝐿2 + 𝑥2)−
1
2) + 𝑇(𝐿2 + 𝑥2)−
1
2)      (2.1) 









+ 𝑂(𝑥4)      (2.2) 
and substituting it back into Eq. 2.1 while noting that 𝑘 =
𝐸𝐴
𝐿
 for a wire of uniform cross-sectional 








) 𝑥3 +  𝑂(𝑥5)      (2.3) 
In the case of 𝑇 = 0, that is that the wire is initially untensioned, under transverse deformation at 
its center it acts as strongly nonlinear, nearly cubic spring; that is, its force-displacement law is 
approximately cubic with no linear component.  If, however, the wire is preloaded with a tension 
𝑇 then an undesirable linear term proportional to 𝑇 appears in the force-displacement relationship 
making it linearizable and thus diminishing the broadband nature of such a nonlinearity. 
Additionally, if the wire does not have a sufficiently large aspect ratio the bending stiffness is not 
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negligible, an additional linear term will appear. Accounting for the stiffness of the flexure can be 
modeled by different approaches each with various stiffness and accuracy (Awtar & Sen, 2010; 
Beck, Sencer, Balasubramanian, & Meader, 2018; Su, Shi, & Yu, 2011). An intuitive method to 
approximate this behavior is discussed below. Due to the symmetric nature of the forces and 
geometry involved, the wire can be considered as two cantilevered beams under opposite and equal 




3 𝑥     (2.4) 
where 𝐸 is the Young’s modulus, 𝐼 is the second moment of area and 𝐿𝑐 is the cantilevered length 
𝐿𝑐 = 𝐿/2 (Gere, & Timoshenko, 1997). Since the cantilevers are connected end to end, they 
behave as two identical linear springs in series thus the stiffness will be halved. However, since 
we are considering an analogous case to Figure 2.1 where there is one complete beam on either 
side of the point at which the wire is being perturbed, the stiffness is doubled—negating the 
previously mentioned halving. Finally, combining Eq. 2.4 and Eq. 2.3 an approximate expression 








) 𝑥 + (
𝐸𝐴−𝑇
𝐿3
) 𝑥3 +  𝑂(𝑥5)    (2.5) 
A typical plot for this behavior over small displacements is illustrated in Figure 2.2(b).  
Geometrically nonlinear stiffnesses are utilized in the dynamic systems discussed in Chapter 4 and 
the effects of the aforementioned non-ideal terms are discussed in more detail. By tailoring the 
material properties and geometry in Eq. 2.5, different stiffness behaviors can be obtained under 
the same range of displacements. This is accomplished in Chapter 4 where the cross sections and 
lengths of steel wires and flexures are chosen to produce different stiffnesses that are either linear-
dominant or cubic-dominant to couple different parts of the system.  
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2.2.2 Electromagnetic attraction  
Electromagnetic forces are typically associated with negative stiffnesses as the presence of an 
electrical field acts as a nonlinear negative stiffness between the surface of interest and the ground. 
However, when used in conjunction with positive stiffnesses, they can provide an example of a 
highly tunable source of nonlinearity. Hence, a variety of behaviors can be obtained such as linear, 
softening and stiffening including strongly nonlinear behavior. A simplified example is depicted 
in Figure 2.3. A ribbon with cross sectional area 𝐴, second moment of inertia 𝐼, length 𝐿 is clamped 
on both sides subject to pretension 𝑇 with Young’s modulus 𝐸. A rigid electrode pad (gold) is 
attached to the center and is constrained to remain normal to the z-direction (the beam is displaced 
by 𝑧 when subject to the perturbing force 𝐹). The restoring force of the beam is already given by 







)      (2.6) 
where 𝜖 is the permittivity of the space between the electrodes, 𝑉 is the potential difference across 
the electrodes, 𝐴𝑒is the area of the electrodes and 𝑑 is the initial distance between the electrodes.  
Considering the Taylor expansion for the term in parenthesis, 












+ 𝑂(𝑧4)    (2.7) 













) 𝑧 − (
3ϵV2𝐴𝑒
2𝑑4






) 𝑧3 +  𝑂(𝑧4) (2.8) 
The resulting force displacement relationship has linear, cubic and quadratic terms, as well as a 
constant force term due to the purely attractive nature of the electromagnetic force. The presence 
of a quadratic term has important implications on the dynamics and stability of the system 
including the breaking of inversion symmetry of the nonlinear modes, as a consequence of 
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breaking of the symmetry in the force-displacement relationship (Figure 2.3(c)). If required, the 
substitution 𝑧 = 𝑧𝑠𝑡 + 𝑧𝑑 can be made where 𝑧𝑠𝑡 is the static equilibrium position that results in 
zero net force on the electrode when the dynamic displacement 𝑧𝑑  is zero. Note that this solution 
is valid under the assumption that 𝑧 is small. Special care must be taken in cases involving such 
statically offset equilibrium positions to ensure that the total displacement including the static 
offset remains small. Owing to the abundance of design parameters appearing in each coefficient 
in Eq. 2.7, the form of nonlinearity can be highly tunable provided the appropriate care is taken to 
ensure small displacements, and that there is a net positive stiffness close to the static equilibrium 
𝑧𝑠𝑡 to maintain stability. This topic is discussed in more detail by (Chan, 1999; Hu, Chang, & 
Huang, 2004; Zhang, Meng, & Chen, 2007). Such a nonlinearity is used and discussed in more 
detail in Chapter 5. 
2.2.3 Hertzian contact between two spherical masses 
Hertzian contact between two spheres (Figure 2.4) is another example of a well-established form 
of essential (and highly discontinuous) stiffness nonlinearity. The strongly nonlinear nature of 
Hertzian interactions stems from two types of nonlinearities: first, the non-linearizable Hertzian 
interaction law between elastic spheres in contact (Coste & Gilles, 1999), and second, the 
possibility of loss of contact in the absence of compressive forces and ensuing collisions between 
beads rendering the constitutive law non-smooth. For two linearly elastic, perfect spheres in 









       (2.10) 
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]     (2.12) 
where 𝑅, 𝐸 and 𝜈 are the radius, Young’s modulus and Poisson’s ratio, and the subscripts denote 
the two spherical particles that are interacting. It then follows that 𝑃 ∝ 𝛿3/2  for 𝛿 ≥
0 (compression) corresponding to a stiffening nonlinearity that is only linearizable under 
precompression; moreover, when 𝛿 < 0 there is bead separation and the interaction force becomes 
zero. The case in which there is no precompression is depicted in Figure 2.4.  
2.3 Microgranular Interactions Including Surface Forces and Adhesion 
While various spring or wire configurations can be used to create geometric nonlinearities in the 
macro scale, such structures are exceedingly difficult to realize in the nano- and micro- scales. One 
possible method of realizing essentially nonlinear behavior on these scales is contact interactions 
similar to the Hertzian contact. However, because of scaling laws, additional effects such as 
surface forces and adhesion become non-negligible and must be considered. Throughout this 
manuscript surface forces will refer to forces that are present when two bodies are brought together 
(for example, during loading) and adhesive forces will refer to forces that hold the said bodies 
together (for example, during unloading). If the nonlinear interaction between two particles is 
perfectly elastic, then no energy dissipates during this interaction, and the surface forces and 
adhesive forces are equal in magnitude. Typically, however, the adhesion is greater than any initial 
attraction, resulting in adhesion hysteresis. This section is concerned only with the interaction of 
spherical, elastic (no plastic deformation), smooth (no asperities, roughness and friction), 
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uncharged (no dipole electromagnetic interactions), inert (no chemical bonding) particles in a 
vacuum (no capillary or meniscus effects). As such the surface and adhesive forces are related only 
to the interplay of attractive forces known as van der Waals (vdW) forces and mechanical contact 
and deformation of the surface. 
2.3.1 Nano- and Micro- scale contact models 
Even with the prior assumptions, contact interactions at the nano-/micro- scale represents a 
complex behavior and can be described by a variety of models each of which are applicable under 
different conditions. One such model was developed by Derjaguin-Muller-Toporov (DMT) 
(Derjaguin, Muller, & Toporov, 1975) and assumes that the particle interaction behaves like the 
previously discussed Hertzian model but also accounts for vdW attraction which appears as an 
attractive offset term. However, it only considers vdW forces acting outside the contact area and 
as a result tends to underestimate the contact area, while not capturing the adhesion hysteresis. The 
DMT model is typically accurate for small, hard particles. Another popular model was proposed 
by Johnson-Kendall-Roberts (JKR) (Johnson, Kendall, & Roberts, 1971). This model assumes that 
there are no forces between the surfaces when they are not in contact. However, once contact is 
established attractive vdW forces act between the particles within the contact area. Because of this, 
the contact geometry is no longer constrained to remain Hertzian. During unloading, a connective 
neck is formed between the particles and eventually the particles snap apart at a critical point 
depending upon the bulk material properties and adhesive properties of the particles. The JKR 
model is typically accurate for large, soft particles. An even more complex and accurate description 
was formulated by Maugis (MD) (Maugis, 1992), where the adhesion is modeled analagous to a 
plastic zone ahead of a crack and represented by a constant traction acting over an annular region 
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around the contact area. The model is parametric in a term called the Maugis parameter 𝜆 which 










     (2.13) 
where 𝑅 is the reduced radius and 𝐾 is the reduced modulus defined in Eq. 2.11 and Eq. 2.12, 
while 𝑤 is the work of adhesion for the interaction. The Maugis parameter represents the relative 
stickiness vs. hardness of interacting particles and indeed as 𝜆 → 0 or 𝜆 →  ∞ the DMT and JKR 
models are recovered from the MD model. A comparison of the force-displacement relationships 
for these models is depicted in Figure 2.5. A shortcoming of the MD model is that while it does 
yield an analytical solution, it is still parametric in 𝜆. 
Alternative models such as the one developed by Schwarz (Schwarz, 2003) have been developed 
for the intermediate regime between the DMT and JKR models. This model combines the 
successful assumptions of the DMT and JKR models to include two parts: (i) longer-range vdW 
forces outside the contact area (similar to DMT), and (ii) short-range vdW forces acting within the 
contact area (similar to JKR). The contributions of each component are scaled based on the portion 
of surface energy in each interaction. In addition to being able to recover both the DMT and JKR 
limits and matching the MD model well in the intermediate regime, the Schwarz model produces 










+ 2𝑤) ,      (2.14) 
where 
𝑎 = (𝑅/𝐾)1/3(√3𝐹𝑐 + 6𝜋𝑅𝑤 ± √𝐹 − 𝐹𝑐)
2/3   (2.15) 
and 𝛿 is the displacement, 𝐹 the applied force and 𝐹𝑐  the critical force that acts as a transition 
parameter varying between the DMT and JKR limits.  The transition parameter 𝐹𝑐 is related to the 
Maugis parameter 𝜆 through the Carpick-Ogletree-Salmeron empirical approximation: 
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𝜆 = −0.924 𝑙𝑛( 1 − 1.02√−3 − 6𝜋𝑅𝑤/𝐹𝑐).   (2.16) 
A typical force-displacement curve following this model for the intermediate regime is depicted 
in Figure 2.6. The hysteretic nature of this interaction stems from the disparity between the surface 
forces and the adhesion forces. There is no force when spheres are approaching one another until 
contact has been established at 𝛿 = 0; however, once contact has been established limited tensile 
loads can be supported during separation for 𝛿 < 0 since the spheres extend the effective range of 
contact by deforming when pulled apart. More precisely, in the tensile regime adhesive forces 
deform the spheres which eventually snap apart at the minima of 𝛿(𝑎) from Eq. 2.14. In the 
compressive regime (𝛿 > 0) the force-deformation relationship is qualitatively similar (but not 
identical) to Hertzian contact. The Schwarz contact model is used extensively in the discussion of 
wave tailoring in 1D micro-granular chains in Chapter 3. 
2.4 Controlled Buckling of Elastomeric Struts 
Another shortcoming of classical geometrical nonlinearity methods when applied to cellular lattice 
materials for applications in wave tailoring is that construction of wire couplings to achieve purely 
cubic nonlinearity is challenging. Often, small pretensions are imposed on the wires and 
maintaining a large enough aspect ratio for bending stiffness to be negligible is often impractical—
as previously discussed. Furthermore, if many such couplings are required, maintaining uniformity 
over many elements is an additional challenge as these elements are often individually assembled.  
In this section, we explore a method to create a variety of nonlinearities including softening, 
stiffening, and quasi-zero-stiffness (QZS) behaviors through scalable 2D manufacturing 
techniques. Often, buckling of elastomeric structures is seen as a method to introduce negative 
stiffnesses into systems. It then stands that if the geometry of buckling elastomeric structures is 
controlled, a configuration that can exhibit zero stiffness behavior without transitioning through a 
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negative regime is possible. Two such geometries are established and studied in detail. Both 
geometries consist of elastic strut elements undergoing coordinated asymmetric buckling leading 
to a wide range of stress plateaus followed by stiffening (Figure 2.7).  
The first structure consists of two legs on a base forming a triangle. The base is clamped and an 
indenting flat surface is brought into sliding contact with the apex of the triangle (pictured in Figure 
2.7). Though this structure resembles a von Mises truss (Frantík, 2007), its behavior is 
fundamentally different because of its boundary conditions—pinned struts vs. clamped struts. It is 
henceforth referred to as a 𝜏-spring due to its shape in the post-buckling regime. The second 
structure consists of two mirrored 𝜏-springs joined at the apex with a sufficiently thick connecting 
bridge such that the apexes of the two halves are not allowed to rotate with respect to each other, 
henceforth referred to as a 𝜒-spring due to its resemblance to the Greek letter 𝜒. Both ends of the 
χ-spring element are clamped and there is no sliding contact between the indenter and the element. 
There are some similarities and differences between the behavior of the 𝜏- and 𝜒- springs. The 
force-displacement responses of both the τ- and χ-springs can be divided into three regimes (Figure 
2.7). Regime I is approximately linear and dominated by local compression of the material at the 
contact interface, axial compression of the legs and symmetric buckling modes. Eventually, the 
legs buckle asymmetrically resulting in a flat plateau in the force-displacement curve (regime II in 
Figure 2.7).  
Regime III starts once additional points of contact are established (densification) causing a 
nonlinear stiffening behavior. In the case of the τ-spring the contact points are between the strut 
elements and the indenting surface, as well as between strut elements, while in the case of the χ- 
spring the contact points are only between strut elements. The combination of regimes II and III 
constitute the sought-after strongly (or essentially) nonlinear behavior.  
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Similar three-regime behavior has historically been observed in the compression of many foams—
disordered or cellular, elastic or plastic, open cell or closed cell (Ashby, 2006; Ashby & Medalist, 
1983; Gibson & Ashby, 1999). The three-regime behavior allows for additional tunability of the 
elastic elements without altering the geometry or material properties of the elements themselves. 
For example, if χ- springs are arranged in a precompressed state, their ideal flat plateau region II, 
followed by the stiffening regime III will behave similarly to a vibro-impacting system or quasi 
zero stiffness system. Additionally, by tuning the precompression differently, as the linear region 
I transitions into the plateau region II, it will behave as a softening nonlinearity instead. By altering 
the geometry of the struts, it is also possible to achieve weak negative stiffness in regime II, 
however, this does not necessarily result in bistability of the element since it occurs at sufficiently 
large precompressions, and the force does not drop below zero (so this case is not discussed here). 
The τ- and χ-springs are considered unit cells which, depending on the application, can be used 
either as individual spring elements, or in a repetitive fashion to construct periodic lattice 
metamaterials. The pictures associated with each regime in the force-displacement response depict 
the mechanism responsible for the corresponding behavior. 
2.4.1  Fabrication of samples and experiment 
The τ- and χ-  springs are fabricated through laser cutting a 3/16-inch-thick sheet of polyurethane 
rubber (Abrasion-Resistant Polyurethane Rubber 60A) using a laser cutter (Epilog Mini 18). A 
custom-built mechanical testing device is used for testing (Figure 2.8). Data collection and control 
of the test setup is done using NI DAQ input modules connected to a Futek LSB200 10lb loadcell 
while actuation of the sample is done through a Thorlabs LNR50S stepper motor controlled 
through a BSC201 controller. Samples are subject to compression and each sample is cyclically 
loaded and unloaded several times to eliminate initial hysteresis, as is commonly done in testing 
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elastomeric materials. Following the initial three to five cycles, the response is repeatable. Tensile 
tests of a dog bone sample of the polyurethane rubber are conducted to determine the constitutive 
properties of the material. Several load cycles were conducted at increasing loads until the material 
plastically deformed. Data from the largest elastic strain cycle was used to fit a hyper elastic 
constitutive model. The data is best described by a Mooney-Rivlin constitutive law with 𝐶01 =
0.29𝑀𝑃𝑎  and 𝐶10 = 0.35𝑀𝑃𝑎  (Figure 2.9). In the small strain limit, this corresponds to a 
Young’s modulus of 𝐸 = 3.84𝑀𝑃𝑎. 
The experimental force-displacement relationships for τ-spring and 𝜒 -spring samples with 
measured width, length and thickness of 22mm, 14mm and 1.72 mm, are depicted in Figure 2.10 
and Figure 2.11, respectively. Snap shots of the deformed elements at the beginning of regime I 
(A), the transition to regime II (B), the middle of regime II (C) and the transition to regime III (D) 
are also depicted. Comparing the force-displacement relationships for the 𝜏- and 𝜒- springs, the 
behavior is similar except that, for the 𝜒-spring, the plateau region (regime II) is more than three 
times wider – persisting to larger deformations – and the stiffening behavior (regime III) is much 
more pronounced. Unlike the τ-spring, additional points of contact are not initiated at the apex but 
between the legs and base at much larger compressions. The plateau region is extended due to the 
absence of new contact points initiating at the apex-indenter interface. Initiation of contact occurs 
at two regions almost simultaneously, namely at the top and bottom bases, and the deformed 
structure is much closer to densification at the onset of the stiffening behavior (regime III).  
2.4.2 2D finite element modeling 
A 2D plane stress four-node finite element analysis (FEA) model created in ABAQUS is used to 
better understand the local stress state leading to essentially nonlinear behavior. A small 
perturbation 𝜖 = 0.1 mm is applied to the apex of the elements in the FEA model to facilitate 
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buckling into the asymmetric mode. Simulations using the hyperelastic Mooney-Rivlin model 
produce almost identical results when the elasticity model is linearized despite isolated regions of 
large local strains. As such, all subsequent simulations use the linear elastic model (Figure 2.9). In 
each simulation, it is verified that the total kinetic energy of the deforming body is much smaller 
than the total internal energy—that is, the deformation is quasi-static. The accuracy of each mesh 
is verified through mesh refinement. All simulations are purely 2D and do not capture 3D effects, 
such as out of plane buckling. All cross-sections are assumed to be rectangular. In both 𝜏- and 𝜒-
springs the base-to-apex length, base length, out-of-plane thickness and leg thickness is 14mm, 
22mm, 4.76mm and 1.72mm, respectively, where 1.72mm is the nominal thickness of each leg—
nominal thicknesses are smaller than the designed thicknesses due to tapering cross sections that 
is introduced by the laser cutting process.  
For the 𝜏-spring (Figure 2.12) nodes along the horizontal base are subject to a clamped boundary 
condition. The indenter is modeled as a rigid plane that is displaced vertically downwards and 
horizontal motion of the indenter is not allowed. Contact between the indenter and the bumper is 
modeled by hard contact normal behavior and a friction penalty tangential behavior with 
coefficient of friction 𝜇 = 0.4. Self-contact pairs (shown on Figure 2.12) are also included to 
capture densification behavior. For the 𝜒-spring (Figure 2.13) nodes along the lower horizontal 
base are subject to a clamped boundary condition. The upper horizontal base is subject to a 
displacement constraint in the vertical direction and horizontal motion is not allowed. Self-contact 
between the indenter and bumper is defined with hard contact normal behavior and a frictionless 
tangential behavior. Including a friction penalty did not produce a notable change in the outcome 
of the simulation in terms of the deformed shape or force-displacement relationship. As such, 
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frictionless contact was used to reduce the computational overhead. The various contact pairs that 
were required to capture the densification behavior are depicted in Figure 2.13.  
For both simulations, the total internal energy is numerically differentiated with respect to 
compression 𝛿 to produce the force-displacement relationships plotted in Figure 2.10 and Figure 
2.11. The simulation results agree with the experimental measurement well, capturing the initial 
linear regime I, the plateau regime II and the hardening regime III. This agreement with FEA 
indicates the possibility to predictively design these lattice materials using numerical tools. There 
is, however, slight deviation between the experiments and FEA near the transition to the 
asymmetric buckling mode (regime I to regime II transition), as well as minor delays of the onset 
of hardening in the simulations. These transitions appear to be sensitive to defects in fabrication 
and assembly such as out-of-plane tapering and other minor defects, including non-rectangular 
cross sections.  
2.4.3 Reduced order models 
To better understand the governing mechanisms, the bending energy in the struts elements is 
estimated using a Kratky-Porod model (Kratky, & Porod, 1949). The displacement field for nodes 
along the centroid of the bumper (highlighted in red in Figure 2.12 (a)) are extracted (Figure 
2.14(a)) and used to compute energy in bending and compressive modes. Bending energy in each 








     (2.17) 
where 𝐿𝑖 is the length of the i-th leg, 𝐶𝑖(𝑠) is the local curvature of the cubic spline interpolant of 
the i-th leg at position 𝑠 along its arc, 𝑘𝑓 = 𝐼𝑎𝐸 is the flexural rigidity and 𝐼𝑎 = 𝑤𝑡
3/12  is the 
second moment of area of the cross-section of the leg where 𝑤 = 4.76𝑚𝑚 and 𝑡 = 1.72𝑚𝑚. 
Using the estimated bending energy to represent total internal energy, a force-displacement 
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relationship is computed and plotted against that of the full 2D plane stress model in Figure 2.14(b). 
Compressive energy is numerically estimated as the energy stored in a linear spring with constant 
𝐾𝑎 = 𝐸𝑤𝑡/𝐿0 where 𝐿0 is the nodal spacing at the undeformed state. The compression of each 
spring is computed based on the relative displacements of neighboring nodes. The estimate of 
energy in compression only includes compression along the section centroid and does not capture 
energy stored in locally compressed/stretched regions such as corners. Shear is not considered in 
this model. It should be noted that this model is not a predictive model, but it can be used to 
estimate the bending energy in the struts and to assess the role of bending strain energy in the 
observed strongly nonlinear response.  
The force-displacement relationship obtained from the bending component alone is depicted in 
Figure 2.14(b) and closely follows the FEA simulation. This indicates the major role of bending 
energy in the observed mechanical behavior. In Figure 2.14 the estimated energy in the bending 
and compressive modes are compared. Bending clearly dominates the behavior of the asymmetric 
buckling regime. Specifically, a larger agreement over regime II than that within the linear 
behavior in regime I and the transition to regime III is observed. The disagreement in the initial 
linear regime I can be attributed to the effect of local compression at the apex and axial 
compression of the legs, both of which are not captured by the Kratky-Porod model which only 
considers bending. The onset of the asymmetric buckling mode coincides with the plateau region. 
During regime II, over 85% of the structure’s energy is estimated to be in the bending mode. 
Since the constitutive terms are constant and can be pulled out of the integral in Eq. 2.17, the 
plateau observed in regime II must be a purely geometric effect. The transition to regime III is not 
captured as the beam undergoes complex contact interactions during densification as well as larger 
deformations resulting in non-negligible shear loads shifting the neutral axis away from the 
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centroid of the legs. This analysis demonstrates that the stress plateau can be obtained by bending-
dominated τ- and 𝜒-springs made of linear elastic materials, but the behavior at the transition 
regions (I, III) is sensitive to complex contact interactions as well as local effects.  
Based on this insight, a predictive Timoshenko beam model is used to simulate the behavior of 𝜏- 
and 𝜒- springs using ABAQUS. Since the element undergoes large displacements and large local 
strains, geometric nonlinearity is included in the simulation. The cross-section of the beam 
elements corresponds to the geometries used in the experiments, and the linear elastic material 
constitutive properties described previously are used. Deformation is applied by a purely vertical 
displacement boundary condition. No contact interactions are included in the model. The same 
constitutive law as in the previous simulations is used and the cross section of the beam is still 
given by 𝑤 × 𝑡 = 4.76𝑚𝑚 × 1.72𝑚𝑚. In both 𝜏- and 𝜒-springs the initial shapes of the beams 
are equivalent to the centroid of the previously discussed 2D FE simulations. For the 𝜏-spring 
(Figure 2.15) nodes at the lower end of each leg are fixed and the node at the apex is constrained 
to move only in the vertical direction. The internal angles 𝜃1 and 𝜃2 in Figure 2.15(b) are fixed. 
The apex node is subject to a vertical displacement constraint. For the 𝜒-spring (Figure 2.16) nodes 
at the lower end of the lower legs are fixed and the node at the upper end of the upper legs are 
constrained to move only in the vertical direction. The angles 𝜃1, 𝜃2 and 𝜃3 in Figure 2.16(b) are 
fixed. The upper end nodes on the upper legs are subject to a vertical displacement boundary 
condition. Again, total internal energy is numerically differentiated with respect to compression 𝛿 
to produce force-displacement relationships plotted in Figure 2.10 and Figure 2.11, respectively. 
No contact interactions are included in these simulations as the goal is to determine a simple model 
that captures the behavior of interest, namely, the plateau region. Since contact is not considered, 
these simulations cannot predict regime III behavior.  
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The resulting force-displacement curves as well as snapshots of the deformed elements are 
depicted in Figures 2.10 and 2.11. The beam initially deforms in symmetrical buckling mode 
resulting in a linear behavior that does not coincide with the experimental data over regime I since 
it is caused by a different mechanism. Following an initial linear response, a flat zero-stiffness 
plateau is obtained. Hence, the Timoshenko beam model FEA can also simulate the springs and 
predict the behavior in regime II. Notably, the transition from regime I to II using the Timoshenko 
model takes place earlier than in the experiments or the other FEA approaches. This premature 
transition is attributed to the fundamental differences in regime I between the Timoshenko model 
(symmetric buckling) and the 2D model and experiments (local compression, as well as symmetric 
buckling). The linear regime and transition into the asymmetric buckling mode plays an important 
role in the amount of energy that can be stored by the element over regime I and regime II. 
Specifically, by delaying the onset of regime II, more energy can be stored over a compression 
spanning regimes I and II. The plateau persists over the entire compression range as the stiffening 
behavior (regime III) is not captured due to the absence of contact interactions.  
2.4.4 Robustness of phenomenon 
In all the discussed cases, regime II has been described as a zero-stiffness plateau. In reality, the 
stiffness can deviate from this ideal behavior demonstrating slightly positive or slightly negative 
load-displacement slope. The behavior of the essentially nonlinear material can be described by 
the average stiffness in the plateau region, the width of the plateau, and the energy stored within 
regimes I and II before the stiffening. An experimental parametric study is conducted to probe the 
range of tunability of the essentially nonlinear response of the τ- and χ-springs. Specifically, the 
struts’ thickness is varied in the range 1.5𝑚𝑚 ≤ 𝑡 ≤ 2.5𝑚𝑚 and the struts’ length is varied in the 
range 10𝑚𝑚 ≤ 𝐿 ≤ 18𝑚𝑚 in increments of 0.25mm and 2mm respectively. Results for both the 
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τ- and χ-springs are depicted in Figures 2.17(a) and 2.17(b), respectively. First, the average plateau 
stiffness defined as the slope of the line of best fit over the plateau (regime II) is considered. The 
closer the average plateau stiffness approaches zero, the closer the spring is to the ideal behavior 
within the essentially nonlinear regime II. In the case of the τ-springs, the plateaus remain 
relatively flat compared to the linear stiffness of order 𝑂(1𝑁/𝑚𝑚). within the range of L > 14mm 
and t < 2mm. The τ- and χ- springs with L = 10mm and t = 2.5mm do not buckle asymmetrically 
and are excluded. There is no clear trend between positive and negative average plateau stiffness 
over the range of geometrical parameters tested. In the case of the χ-springs, the plateaus are almost 
flat, corresponding to nearly ideal zero-linear stiffness compared to the regime I stiffness of order 
𝑂(1𝑁/𝑚𝑚) over the range of parameters tested. Note that 𝜒-springs with L < 14mm exhibit weak 
negative stiffness over the plateau while samples with L > 14mm exhibit weak positive stiffness 
over the plateau. When 𝐿 is very long with respect to the base width (large aspect ratio), χ-springs 
buckle out of plane and were not included in the study (corresponding to the hatched region in 
Figure 2.17(b)).  
Next, the width of the zero-stiffness plateaus is studied. We found that 𝜏- and χ- springs having 
thinner, taller struts exhibit wider plateaus. Plateau width limits the maximum stroke of the element 
before stiffening and densification (regime III) occurs. The ability to tune the width of the plateau 
is a useful design attribute of these springs, and we believe that this is the first study that focuses 
on these attributes and their relation to the geometry of the structure. The final attribute of the τ- 
and χ- springs is the amount of energy stored over regimes I and II. The energy stored is computed 
as the area under the force-displacement curve, and is parametrically plotted in Figure 2.17(a, b). 
For both springs, struts with thicker legs tend to store the most energy as they tend to persist in 
regime I longer, and require greater force to buckle asymmetrically into regime II— plateaus occur 
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at a larger compressive force. This parametric study illustrates both the robustness of the 
phenomenon as well as the highly tunable strongly nonlinear nature of the 𝜏- and 𝜒- springs.  
2.5 Conclusions 
Several methods of achieving strong nonlinearity have been discussed including geometric 
nonlinearity through thin wires (utilized in the systems discussed in Chapter 4), micro-granular 
contact mechanics (utilized in the system discussed in Chapter 3), electromagnetic interactions 
with geometrically nonlinear structures (utilized in the system discussed in Chapter 5) and a novel 
class of tunable 2D materials that can robustly produce a variety of strong, nonlinearizable 
nonlinearities and lend themselves readily to modern scalable manufacturing processes such as 
laser cutting, additive printing and lithographic methods.  
2.6 Figures 
 
Figure 2.1. Geometric strongly nonlinear behavior from transverse perturbation of a thin wire 
(linear spring); (a) schematic representation; (b) typical force-displacement curves for purely 







Figure 2.2. Stiffness model for the linear flexural stiffness of a wire/beam based on the clamped-







Figure 2.3. Model of a clamped-clamped beam with additional nonlinearity introduced through 
an electromagnetic field; (a) Isometric view; (b) simplified schematic showing deformed geometry; 







Figure 2.4. Strongly nonlinear behavior of the Hertzian contact interaction between two spheres; 
(a) schematic representation; (b) typical force-displacement curve; Inset diagrams represent the 






Figure 2.5. Maugis contact mechanics showing normalized force-displacement relationship for 
various values of 𝜆. Low 𝜆 values approach DMT mechanics and large 𝜆 values approach JKR 







Figure 2.6. force-displacement relationship for the Hertz contact model (macro-scale) based on a 
3/2 power law (dashed line) and corresponding relationship for the Schwarz contact model (micro-
scale) indicating zero force for large separations, a hysteretic loop due to adhesive interactions at 
intermediate separations, and Hertz-like force in compression (solid line); Inset diagrams 






Figure 2.7. 2D Elastic elements: 𝜏-spring (top) and 𝜒-spring (bottom) with characteristic force-
displacement behavior under compression showing three different regimes of behavior. Snapshots 







Figure 2.8. Manufacturing and testing; (a) Polyurethane sheet being laser cut into individual 
samples using Epilog Mini 18 laser cutter; (b) Test setup for performing compression tests on 
samples. 
 
Figure 2.9. Material characterization; (a) Dog bone tensile test sample; (b) Stress vs. stretch 
relationship for the dog bone sample in (a). A two-parameter Mooney-Rivlin model (red) is fit to 




Figure 2.10. Force-displacement relationship for 𝜏-spring; (a) Experimental data plotted against 
simulated response using various models; (b, c, d) snap shots of the deformed state of the 𝜏-spring 
with 𝑡 = 1.72𝑚𝑚 , 𝐿 = 14𝑚𝑚 , 𝑤 = 22𝑚𝑚  at various points of interest along the force-
displacement curve for the experiment, 2D finite element model and Timoshenko beam finite 






Figure 2.11. Force-displacement relationship for 𝜒-spring; (a) Experimental data plotted against 
simulated response using various models; (b, c, d) snap shots of the deformed state of the 𝜒-spring 
with 𝑡 = 1.72𝑚𝑚 , 𝐿 = 14𝑚𝑚 , 𝑤 = 22𝑚𝑚  at various points of interest along the force-
displacement curve for the experiment, 2D finite element model and Timoshenko beam finite 






Figure 2.12. FE Model of 𝜏-spring; (a) Mesh representing the bumper with 1649 nodes and 1474 
elements. Nodes along the centroid are highlighted in red and are used for additional analysis; 
(b) Schematic representation of the FE model showing contact pairs, boundary conditions and 
constraints.  
 
Figure 2.13.  FE Model of 𝜒-spring with 3332 nodes and 2998 elements; (a) Mesh representing 
the bumper; (b) Schematic representation of the FE model showing contact pairs, boundary 






Figure 2.14. Estimate of energy stored in bending and compressive modes; (a) Snap shots of the 
beam τ-spring centroid at various levels of compression; (b)  force-displacement relationship 
predicted by the full 2D FEM solution plotted against the force-displacement relationship 
computed from only bending energy estimated by application of a Kratky-Porod model to the 
centroid extracted from the 2D FEM solution in Figure 2.12; (c) Estimated energy in bending and 






Figure 2.15. FE Beam model of τ-spring; (a) Mesh representing the bumper with 143 nodes and 




Figure 2.16. FE Beam model of 𝜒-spring; (a) Mesh representing the bumper with 285 nodes and 







Figure 2.17. Parametric study of the effects of geometry on the average stiffness over regime II 
(left plots), width of regime II (middle plots) and the energy stored in the elements over regime I 
and II (right plot) for the (a) 𝜏-spring and (b) 𝜒-spring. Hatched regions in (b) indicate parameters 
over which the samples buckled out of plane. Regions with inset schematic depict the symmetrical 










2.7 References   
Ashby, M. (2006). The properties of foams and lattices. Philosophical Transactions of the Royal 
Society of London A: Mathematical, Physical and Engineering Sciences, 364(1838), 15-
30.  
Ashby, M. F., & Medalist, R. M. (1983). The mechanical properties of cellular solids. 
Metallurgical Transactions A, 14(9), 1755-1769.  
Awtar, S., & Sen, S. (2010). A generalized constraint model for two-dimensional beam flexures: 
Nonlinear strain energy formulation. Journal of mechanical Design, 132(8), 081009.  
Beck, J., Sencer, B., Balasubramanian, R., & Meader, J. (2018). Design of a flexure-based active 
fixture system for precision robotic deburring. Paper presented at the ASME 2018 13th 
International Manufacturing Science and Engineering Conference. 
Bunyan, J., Moore, K. J., Mojahed, A., Fronk, M. D., Leamy, M., Tawfick, S., & Vakakis, A. F. 
(2018). Acoustic nonreciprocity in a lattice incorporating nonlinearity, asymmetry, and 
internal scale hierarchy: Experimental study. Physical Review E, 97(5), 052211.  
Carrella, A., Brennan, M., Waters, T., & Lopes Jr, V. (2012). Force and displacement 
transmissibility of a nonlinear isolator with high-static-low-dynamic-stiffness. 
International Journal of Mechanical Sciences, 55(1), 22-29.  
Chan, E. K. L. (1999). Characterization and modeling of electrostatically actuated polysilicon 
micromechanical devices (Doctoral dissertation). Stanford University,  
Cho, H., Yu, M.-F., Vakakis, A. F., Bergman, L. A., & McFarland, D. M. (2010). Tunable, 
broadband nonlinear nanomechanical resonator. Nano letters, 10(5), 1793-1798.  
Coste, C., & Gilles, B. (1999). On the validity of Hertz contact law for granular material acoustics. 
The European Physical Journal B-Condensed Matter and Complex Systems, 7(1), 155-168.  
Derjaguin, B. V., Muller, V. M., & Toporov, Y. P. (1975). Effect of contact deformations on the 
adhesion of particles. Journal of Colloid and Interface Science, 53(2), 314-326.  
Eguíluz, V. M., Ospeck, M., Choe, Y., Hudspeth, A., & Magnasco, M. O. (2000). Essential 
nonlinearities in hearing. Physical Review Letters, 84(22), 5232.  
Frantík, P. (2007). Simulation of the stability loss of the von Mises truss in an unsymmetrical stress 
state. Engineering Mechanics, 14(3), 155-161.  
Gere, J. M., & Timoshenko, S. P. (1997). Mechanics of materials: PWS Pub Co. 
Gibson, L. J., & Ashby, M. F. (1999). Cellular solids: structure and properties: Cambridge 
university press. 
Hu, Y.-C., Chang, C., & Huang, S. (2004). Some design considerations on the electrostatically 
actuated microstructures. Sensors and Actuators A: Physical, 112(1), 155-161.  
Hubbard, S. A., McFarland, D. M., Bergman, L. A., Vakakis, A. F., & Andersen, G. (2014). 
Targeted energy transfer between a swept wing and winglet-housed nonlinear energy sink. 
AIAA journal, 52(12), 2633-2651.  
Johnson, K., Kendall, K., & Roberts, A. (1971). Surface energy and the contact of elastic solids. 
Paper presented at the Proceedings of the Royal Society of London A: Mathematical, 
Physical and Engineering Sciences. 
Kovacic, I., Brennan, M. J., & Waters, T. P. (2008). A study of a nonlinear vibration isolator with 
a quasi-zero stiffness characteristic. Journal of sound and vibration, 315(3), 700-711.  
Kratky, O., & Porod, G. (1949). Röntgenuntersuchung gelöster fadenmoleküle. Recueil des 
Travaux Chimiques des Pays‐Bas, 68(12), 1106-1122. 
42 
 
Liu, X., Huang, X., & Hua, H. (2013). On the characteristics of a quasi-zero stiffness isolator using 
Euler buckled beam as negative stiffness corrector. Journal of Sound and Vibration, 
332(14), 3359-3376.  
Maugis, D. (1992). Adhesion of spheres: the JKR-DMT transition using a Dugdale model. Journal 
of Colloid and Interface Science, 150(1), 243-269.  
Moore, K. J., Bunyan, J., Tawfick, S., Gendelman, O. V., Li, S., Leamy, M., & Vakakis, A. F. 
(2018). Nonreciprocity in the dynamics of coupled oscillators with nonlinearity, 
asymmetry, and scale hierarchy. Physical Review E, 97(1), 012219.  
Rafsanjani, A., Akbarzadeh, A., & Pasini, D. (2015). Snapping mechanical metamaterials under 
tension. Advanced Materials, 27(39), 5931-5935.  
Raghunath, J. K. (2013). Strongly nonlinear acoustics of one-dimensional granular sonic vacua: 
University of Illinois at Urbana-Champaign. 
Schwarz, U. D. (2003). A generalized analytical model for the elastic deformation of an adhesive 
contact between a sphere and a flat surface. Journal of Colloid and Interface Science, 
261(1), 99-106.  
Su, H.-J., Shi, H., & Yu, J. (2011). Analytical compliance analysis and synthesis of flexure 
mechanisms. Paper presented at the ASME 2011 International Design Engineering 
Technical Conferences and Computers and Information in Engineering Conference. 
Vakakis, A. F., Gendelman, O. V., Bergman, L. A., McFarland, D. M., Kerschen, G., & Lee, Y. 
S. (2008). Nonlinear targeted energy transfer in mechanical and structural systems (Vol. 
156): Springer Science & Business Media. 
Wang, P., Casadei, F., Shan, S., Weaver, J. C., & Bertoldi, K. (2014). Harnessing buckling to 
design tunable locally resonant acoustic metamaterials. Physical review letters, 113(1), 
014301.  
Yang, J., Xiong, Y., & Xing, J. (2013). Dynamics and power flow behaviour of a nonlinear 
vibration isolation system with a negative stiffness mechanism. Journal of Sound and 
Vibration, 332(1), 167-183.  
Zhang, W.-M., Meng, G., & Chen, D. (2007). Stability, nonlinearity and reliability of 





3 Wave Tailoring in 1D Micro-Granular Chains 
3.1 Introduction 
The dynamics of ordered granular chains in the macro-scale in which contact interactions between 
beads provide the strongly nonlinear coupling has been studied extensively. Such systems exhibit 
a plethora of tunable dynamic mechanical behaviors. In particular, the impulsive responses of 
uncompressed macro-granular chains composed of spherical elastic beads in contact are highly 
nonlinear, in fact, being characterized as “sonic vacua” (Nesterenko, 2001) due to absence of linear 
acoustics and vanishing speed of sound as defined in classical linear acoustics. In the macro-scale 
these highly discontinuous passive media support Nesterenko solitary waves (Nesterenko, 2001) 
and have been applied to stress wave trapping and arrest (Daraio et al., 2006; Fraternali, Porter, & 
Daraio, 2009), frequency banding and acoustic filtering (Jayaprakash, Starosvetsky, Vakakis, 
Peeters, & Kerschen, 2011), dynamics and acoustics that are tunable with energy (Christophe, 
Coste, & Gilles, 2008; Nesterenko, 2001), nonlinear acoustic lensing (Donahue, Anzel, Bonanomi, 
Keller, & Daraio, 2014; Spadoni & Daraio, 2010), and nonlinear stress wave tailoring (Leonard, 
Fraternali, & Daraio, 2013; Manjunath, Awasthi, & Geubelle, 2014; Starosvetsky, Hasan, Vakakis, 
& Manevitch, 2012).  These behaviors stem from the strongly nonlinear nature of macro-scale 
Hertzian contact discussed in Chapter 2. In addition to this already strongly nonlinear behavior, in 
the micro- or nano- scale it is expected that the physics governing their dynamics and acoustics 
will be further altered through the addition of nonnegligible surface forces and adhesion— also 
discussed in Chapter 2.  
In their pioneering work, Boechler et al. observed “avoided crossings” in the dispersion relations 
between local micro-sphere resonances and substrate Rayleigh waves in micro-granular lattices. 
This was accomplished by studying the contact resonances of a 2-D hexagonal close-packed 
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monolayer of soft polystyrene micro-beads interacting with long wavelength surface acoustic 
waves on a silicon substrate excited through laser-induced transient grating (Boechler et al., 2013; 
Manjunath et al., 2014). However, in that work the observed behavior was governed by the beads 
oscillating as individual resonators on an elastic substrate, rather than in terms of waves 
propagating through the micro-granular medium and governed by interactions between 
neighboring micro-beads. Accordingly, loss of contact between adjacent micro-beads was not 
considered. 
In this chapter we consider longitudinal wave propagation in an impulsively excited finite 1-D 
micro-granular “stiff” chain composed of linearly elastic spherical beads laying on a “soft” tunable 
elastic substrate and consider the possibility of loss of contact between neighboring beads, as well 
as hysteresis due to adhesion at the micro-scale. We consider the transient impulse responses of 
one-dimensional micro-granular chains, to study the nonlinear dynamics and observe changes in 
behavior compared to an equivalent system in the macro-scale. The underlying nonlinear dynamics 
and their relationship to the changes in effective material properties of this medium, as well as the 
robustness and tunability with energy (impulse intensity) of these phenomena, are examined in 
detail. 
3.2 Model and Governing Equations 
A micro-granular chain (Figure 3.1(a)) composed of 𝑁 identical spherical ceramic ( -Alumina) 
beads of 2.5𝜇𝑚 diameter subject to impulse excitation is studied. The chain is bounded by fixed 
spherical beads of the same diameter. An ideal impulse is applied to the first bead and each bead 
is modeled as a point mass interacting nonlinearly with its neighbors, supported by an elastic 
substrate modeled as a linear elastic foundation. This is considered to represent the effect of the 
chain’s interaction with any supporting or confining surface. In this case, the beads can be assumed 
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to be pinned and rocking by very small angles which lead to linear displacement of their centers 
by a few nanometers. Alternatively, the stiffness of the substrate can be represented by torsion 
springs at the pinning contact area between the bead and substrate (Peri & Cetinkaya, 2005). This 
will not change the following results presented in this chapter.  
The spherical beads are assumed to have the following mechanical properties: 𝐸 = 338 𝐺𝑃𝑎 the 
Young’s modulus, 𝜈 = 0.21  the Poisson’s ratio. The work of adhesion 𝑤 = 0.146 𝐽𝑚−2  is 
theoretically calculated using 𝑤 = 𝐴12/12𝜋𝐷0
2 where 𝐷0 is the interfacial contact separation and 
𝐴12 = 15(10
−20𝐽) is the non-retarded Hamaker constant for two alumina surfaces interacting in 
a vacuum (inert air) at room temperature. The interfacial contact separation is generally accepted 
to be 𝐷0 = 0.165𝑛𝑚  for a variety of ordinary common materials, and this value has been 
experimentally proven to be accurate within 10-20% (Israelachvili, 2011). The Maugis parameter 
is then calculated using Eq. 2.13 to be 𝜆 = 0.64  for the chosen materials and geometry 
corresponding to a contact interaction between the DMT and JKR limits. Since neither the DMT 
or JKR contact models are applicable, the inter-bead interaction is modeled by the robust Schwarz 
contact model, which was discussed in Chapter 2.  
The hysteretic nature of this interaction is shown in Figure 3.1(b). According to this model, there 
is no force when beads are approaching one another until contact has been established at 𝛿 = 0; 
however, once contact has been established limited tensile loads can be supported during 
separation for 𝛿 < 0 since the beads extend the effective range of contact by deforming when 
pulled apart. More precisely, in the tensile regime surface adhesion forces deform the beads which 
eventually snap apart at the minima of 𝛿(𝑎) from Eq. 2.15. In the compressive regime (𝛿 > 0) the 
force-deformation relationship is qualitatively similar (but not identical) to Hertzian contact 
described by 𝐹𝐻(𝛿) = 𝐾√𝑅𝛿+
3/2
, with subscript (+) indicating that 𝐹𝐻 = 0 when contact is lost for 
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𝛿 < 0 (Figure 3.1(b)). The effect of the van der Waals (vdW) force is as follows. Consider for 
example if a uniform micro-bead chain were to be formed, where motion is constrained by 
frictionless walls to 1D and no substrate is present: the chain would be in a state of self-
compression.   More precisely, in the absence of boundary conditions or substrate (modeled in this 
manuscript by linear springs as discussed later), two interacting beads in contact will attract each 
other until the attractive surface forces are counteracted by the contact forces from local 
compression. Accordingly, two or more adjacent micro-beads will have a non-zero contact radius. 
We set the initial conditions such that the beads are in contact without being deformed; 
accordingly, due to attractive forces the chain is in an initial state of pre-tension (𝐹𝜇 < 0) as shown 
in Figure 3.1. The substrate forces and the rigid boundaries maintain a state of self pre-tension in 
the unpertubed chain, to avoid its preferential (natural) state of locally pre-compressed beads; that 
is, the entire chain is initially in a state of pre-tension resulting in pre-stored potential energy.  
In addition to hysteresis, material (grain boundary) dissipation is also included and modeled as 
weak unilateral linear viscous damping between beads with damping coefficient 𝐶+ =
0.1𝜇𝑁𝑠𝑚−1 (Orban, 2011) where subscript (+) indicates that the damping coefficient is non-zero 
only in the contact regime (Figure 3.1(a)). Viscous damping has been proven to provide a good 
approximation to granular dissipative dynamics (Herbold & Nesterenko, 2007; Potekin et al., 
2013; Rosas, Romero, Nesterenko, & Lindenberg, 2007).  
As described above, the linear elastic substrate acts as grounding and provides a restoring force 
equal to, 
𝐹𝑠(𝑥𝑖) = 𝐾1 𝑥𝑖 , 𝑖 = 1, . . . , 𝑁,     (3.1) 
where 𝐹𝑠 is the force acting on the beads from the substrate and 𝑥𝑖 the bead displacement (Figure 
3.1(a)). Moreover, the grounding stiffness is chosen to be much “softer” compared to the “stiffer” 
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inter-bead dynamics described in Eq. 3.1 and Eq. 2.14 so that a corresponding time-scale 
separation between the stiff granular dynamics and the soft elastic foundation forces occurs. The 
governing nonlinear equations of motion of the micro-granular chain are then expressed as, 
 
𝑚𝑖?̈?𝑖 = 𝐹𝜇(𝑥𝑖−1 − 𝑥𝑖 + 𝛿0) − 𝐹𝜇(𝑥𝑖 − 𝑥𝑖+1 + 𝛿0) − 𝐾1𝑥𝑖 
+(?̇?𝑖−1 − ?̇?𝑖)𝐶+ − (?̇?𝑖 − ?̇?𝑖+1)𝐶+, 𝑖 = 1, . . . , 𝑁,      (3.2) 
 
where 𝐹𝜇(∙) is the force as a function of deformation that is depicted in Figure 3.1(b) and calculated 
through Eq. 2.14 and Eq. 2.15. The boundary conditions are implemented by setting 𝑥0 = 𝑥𝑁+1 ≡
0. In Eq. 3.2  𝑚𝑖  is the mass of the 𝑖 − 𝑡ℎ bead, and the parameter 𝛿0 is the initial deformation and 
set to 𝛿0 = 0 .  The equations of motion are written in non-dimensional form using the 
transformations, 𝑥 = 𝑝?̂?, 𝐹𝜇(𝛿) = 𝜂?̂?𝜇(𝛿/𝑝) and 𝜏 = 𝑞𝑡. Applying these transformations to the 
original equation we obtain, 
 
𝑚𝑖𝑝𝑞
2 = 𝜂?̂?𝜇(?̂?𝑖−1 − ?̂?𝑖) − 𝜂?̂?𝜇(?̂?𝑖 − ?̂?𝑖+1) − 𝐾1𝑝?̂?𝑖 
+𝑝𝑞(?̂? ′𝑖−1 − ?̂?𝑖
′)𝐶+ − 𝑝𝑞(?̂?𝑖
′ − ?̂?𝑖+1
′ )𝐶+,  𝑖 = 1, . . . , 𝑁,         (3.3) 
 
where prime denotes differentiation with respect to rescaled time 𝜏. Dividing by 𝑚𝑖𝑝𝑞
2 and setting 
𝑞2 = 𝜂/(𝑚𝑖𝑝) we obtain the non-dimensional equation of motion for the 𝑖 − 𝑡ℎ bead: 
 
?̂?𝑖′

















where 𝑝 = (𝜋2𝑅2𝑤2𝐾−2)1/2 and 𝜂 = 𝜋𝑅𝑤 represent characteristic length and force scales for the 
inter-bead interaction model.  
Due to the strongly nonlinear nature of this system and our interest in the long-time dynamics, our 
study is performed computationally as these nonlinear effects pose significant challenges to the 
analytical study of the dynamics and acoustics of these media and prevent the application of 
commonly used techniques based on linearized approaches, homogenization, and classical 
asymptotic analysis. The equations of motion subject to initial conditions are integrated 
numerically in a sequence of small piecewise continuous segments each terminating at jump 
discontinuities in inter-bead forces due to changes in the contact state. The classical Nesterenko 
solitary pulse (Nesterenko, 2001) propagating with no dispersion seen in the macro-scale, quickly 
disintegrates in the micro-scale, and phenomena such as local clustering and energy transfers from 
low-to-high frequencies emerge and drastically alter the effective properties of the micro-granular 
medium compared to equivalent macro-granular ones.  
3.3 Results: Micro-scale Effects 
In Figure 3.2(a, b) the spatiotemporal evolution of the instantaneous kinetic energies of 
impulsively excited macro- and micro-granular chains with 𝑁 = 20  beads is depicted. As a 
reference, the impulse response of the micro-beads is compared to an equivalent macro-scale 
granular chain. The timescales are normalized by dividing the time variable in each of the two 
simulations by the time needed for the primary Nesterenko solitary pulse to travel twice from one 
boundary to the other in each case; moreover, in each case the applied impulse energy is scaled by 
matching the corresponding speeds of the primary Nesterenko solitary pulses in the macro- and 
micro-systems. When required, the time for the normalization is an extrapolation of the partial 
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primary solitary wave shortly after the impulse was applied. The substrate stiffness is adjusted so 
that 𝐾1 is non-dimensionally equivalent for the systems to ensure that it introduces same-scale soft 
dynamics relative to the stiffer inter-bead dynamics; the damping coefficient 𝐶+ is also scaled 
similarly. The stiffness and damping coefficients for the two systems are tabulated in Table 3.1, 
together with the corresponding normalized coefficients used in Eq. 3.4.  
To be able to visually observe the dynamics of the granular chains for an extended period of time 
and study the impulsive energy decay, the kinetic energy is normalized at each time step by the 
maximum kinetic energy of any bead at that time instant. In the micro-granular chain the initial 
solitary Nesterenko solitary pulse quickly disintegrates due to the micro-scale attractive forces, 
and this is accompanied by bead cluster formation, unusual fragmentation of the chain, and spatial 
localization of the kinetic energy as shown in Figure 3.2(b). Cluster boundaries or “fragmentation” 
(breakage) in the chain defined by loss of contact between micro-beads is represented by solid 
horizontal lines in Figure 3.2(b). Bead clustering is the result of instantaneous dynamic balance of 
near-field attractive, elastic, and substrate forces, so cluster disintegration and reformation 
continuously occurs until the beads have insufficient energy to escape from their respective 
clusters. The elastic substrate, in addition to introducing slow-time effects, tunes the formation and 
sizes of the clusters, including those not directly connected to the fixed boundaries. This 
localization of energy within clusters as well as the internal reflections of waves within isolated 
clusters is an example of the wave tailoring potential of micro-scale granular chains and will later 
be shown to indeed be tunable through the grounding stiffness. These effects, however, are not 
observed in the macro-granular chain response depicted in Figure 3.2(a) where there is sustained 
propagation of the Nesterenko solitary pulse, with small dispersion appearing at later times due to 
the elastic substrate and dissipation due to viscoelastic effects. In the simulations for the macro-
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granular chain the Schwarz contact model 𝐹𝜇(𝛿) is replaced by the Hertzian contact model 𝐹𝐻(𝛿), 
and the same non-dimensionalization is applied as in the micro-granular chain. The use of the 
simpler Hertzian model to represent the macro-scale case is justified in that for macro-beads the 
Schwarz and Hertzian models produce similar results since the attractive forces between beads are 
negligible compared to the compressive ones. Comparing the results of Figure 3.2(a) and Figure 
3.2(b) we conclude that the observed dynamic behavior in the micro-granular chain is caused by 
the adhesive nature of the micro-beads which allows for a state of self-stress.  The balance of forces 
between the soft grounding stiffness, the elastic contact forces and the near-field attractive forces 
between beads leads to the formation of clusters of micro-beads which temporarily localize kinetic 
energy.  
The formation of temporary clusters in the micro-granular chain is a scale-effect phenomenon and 
alters the system response compared to the macro-scale. The contact model indicates that there can 
be no energy transfer between neighboring clusters until cluster disintegration and re-clustering 
takes place, causing spatial redistribution of energy in the newly formed clusters. Figure 3.2(c) 
shows the evolution of the total kinetic energies in the two chains normalized by the impulse 
energy. It is apparent from Figure 3.2(b, c) that cluster disintegration and reformation rate is related 
to the kinetic energy evolution and continues until the beads within clusters do not have enough 
energy to escape to neighboring clusters. There is notably faster dissipation of kinetic energy in 
the micro-granular chain, indicating an increase in effective dissipation. In the case of micro-beads 
the normalized kinetic energy is observed to increase beyond its initial value as stored strain energy 
is released and converted into kinetic energy during clustering events. Interestingly, even with this 
influx of energy into the system, the total normalized kinetic energy in the system decays faster 
compared to the macro-bead system. 
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To explain this result, the effective dissipation in the system is assessed quantitatively. Dissipation 
measures in linear materials, such as 𝑡𝑎𝑛 Δ, have been defined to study steady state inherent 
dissipation under harmonic excitation, where 𝛥 is the phase between stress and strain in steady 
state harmonic vibration (Lakes, 2009). Such linear (or linearized) measures are inapplicable to 
the strongly nonlinear transient dynamics of the granular chains under consideration. Hence, the 
following alternative effective damping measure based on direct processing of bead transient 
responses is formulated. For a given granular chain response and at each time instant an 
“equivalent” single degree of freedom system is defined with effective mass 𝑚𝑒𝑓𝑓 = 𝑁𝑚 , 
deformation 𝑥𝑒𝑓𝑓(𝑡), and time varying stiffness 𝐾𝑒𝑓𝑓(𝑡) and damping 𝐶𝑒𝑓𝑓(𝑡), which up to that 
time instant has accumulatively dissipated an equal amount of energy as in the granular chain 
under study. It follows that the energy dissipated accumulatively by the equivalent model is given 
by: 




.        (3.5) 
Realizing that 2𝑇𝑒𝑓𝑓 = 𝑚𝑒𝑓𝑓?̇?𝑒𝑓𝑓




,       (3.6) 
where 𝑇𝑒𝑓𝑓 is the instantaneous effective kinetic energy of the single degree of freedom system. 
For the 𝑁 bead system, the accumulated dissipated energy up to the given time instant is given by 
𝐸𝑑(𝑡) = 𝐸0 − 𝑇(𝑡) − 𝑉(𝑡) , where 𝐸0  is the initial energy, and 𝑇(𝑡) , 𝑉(𝑡)  the instantaneous 
kinetic and potential energies. By enforcing that the instantaneous kinetic energy and energy 
dissipated accumulatively are instantaneously equal for both systems, and implementing numerical 











,      (3.7) 
where ⟨•⟩ denotes a smooth cubic spline fit, and ⟨⟨•⟩⟩ the mean of the cubic spline interpolants of 
the envelopes of the minima and maxima of the instantaneous kinetic energy in time. Figure 3.2(d) 
depicts the normalized effective damping coefficient ?̄?𝑒𝑓𝑓(𝑡) (calculated through normalizing Eq. 
3.7 by the linear viscous damping coefficient 𝐶+) for the impulsively excited micro- and macro-
granular chains. Comparing ?̄?𝑒𝑓𝑓(𝑡) for the micro-granular chain and the clustering formation in 
Figure 3.2(b), we note that increases in effective damping correspond to clustering and re-
clustering events following the disintegration of the initial Nesterenko solitary pulse. A consistent 
feature in the considered cases is that the increase in effective damping coincides with the rapid 
decrease in kinetic energy in Figure 3.2(c). Importantly, the final stored energy of the system is 
less than the initial stored energy, indicating dissipation of initial stored potential as well as the 
applied kinetic energy owing to the unique transient nonlinear dynamics. As discussed later, these 
phenomena are robust and observed over a range of impulse energies and substrate stiffness.  
3.4 Mechanisms of Energy Dissipation in Micro-Granular Chains 
In this section the different mechanisms responsible for the observed enhanced effective damping 
in the micro-scale are studied in detail and correlated to the transient nonlinear dynamics unique 
to the micro-granular chain. The salient feature of the micro-granular chain is the temporary 
clustering, cluster disintegration, and re-clustering of the micro-beads. Re-clustering events give 
rise to relatively high transient frequencies of relative oscillations of the compressed beads inside 
newly formed clusters, causing increased dissipation within the clusters due to viscoelastic 
interactions between beads. Moreover, effective damping is further enhanced by the hysteresis 
illustrated in Figure 3.1(b) which becomes profound at the instants of cluster formation, escape 
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and re-clustering. This explains the sudden jumps in the normalized energy and effective damping 
dissipation measures of Figures 3.2(c, d). These two dissipative effects are absent in the macro-
granular chain where impulsive energy is transferred by the (near-zero frequency) Nesterenko 
solitary pulse and no clustering occurs (due to the absence of attractive forces), so the 
corresponding effective dissipation measure is smaller and slowly varying.  Each of these effects 
are discussed in more detail below. 
3.4.1 Linearized dynamics within clusters 
The formation, disintegration and re-formation of local clusters in the micro-granular chain of 
Figure 3.2(b) are reconsidered in Figure 3.3(a) with dashed boxes representing clusters defined by 
temporary loss of contact between micro-beads. The resulting energy localization at the clusters is 
clear in Figure 3.3(a) where propagating pulses can be seen reflecting within cluster boundaries 
and energy is localized away from beads 1-10 after about 1.6 characteristic periods (a characteristic 
period is defined as twice the duration of the Nesterenko primary pulse). Given that beads within 
a cluster are in a condition of compression and that their oscillation amplitudes are sufficiently 
small, the dynamics inside a cluster can be studied by linearizing Eq. 2.14 around the natural 
equilibrium (denoted by the star in Figure 3.1(b)) and solving the resulting eigenvalue problem. 
Previous results on finite homogeneous macro-granular chains showed that, typically, most of the 
energy of propagating pulses can be captured by in the lowest frequency in-phase mode (standing 
wave) (Starosvetsky, Jayaprakash, Vakakis, Kerschen, & Manevitch, 2012). In Figure 3.3(b-e) the 
wavelet transform spectra of the middle beads of transient clusters I through IV of Figure 3.3(a) is 
depicted. Superimposed dashed horizontal lines in the same plots indicate the first (in-phase) and 




The agreement between the wavelet spectra and the linearized predications for the fundamental 
modes of the clusters indicate that the dynamics within each transient cluster are almost linear due 
to the compression between micro-beads generated during cluster formation. As expected, the 
dynamics in higher energy clusters I, II and III deviates further from the linearized predicted modes 
than the dynamics in the low energy cluster IV. The slight difference in the low energy cluster IV 
is thought to be due to the neglected non-uniformity of strain in the elastic substrate.  Figure 3.4 
shows the spatiotemporal variation of the amplitudes of relative velocities between neighboring 
beads after the impulse in the micro-granular chain has been applied. Note that within the persisting 
clusters II, III and IV the viscous damping mechanism is rather ineffective as it dissipates energy 
proportional to the small relative motion of beads in the in-phase mode; this agrees with the small 
values of the effective damping measure effC  for at low energies in Figure 3.2(d). On the contrary, 
a high re-clustering rate (leading to short-lived clusters) gives rise to relatively high relative 
velocities between neighboring beads and to corresponding high effective damping measures. 
Indeed, the time instants of high relative velocity amplitudes in Figure 3.4 correlate to high re-
clustering rate in Figure 3.3(a) and high effective dissipation measure for the micro-granular chain 
in Figure 3.2(d). We note also the relatively high-frequency bead oscillations within the clusters 
(compared with the near-zero frequency solitary pulse propagation in the macro-granular system), 
and the fact that the linear dynamics within each cluster coexist with the nonlinear re-clustering 
phenomena occurring in other regions of the micro-granular chain. Similar linear analysis cannot 
be performed for highly transient clusters with lifetimes much shorter than the first fundamental 




3.4.2 Energy dissipation due to nonlinear reclustering 
In this section, the cluster dynamics and its relationship to the effective damping measure are 
studied. Considering Figure 3.4 local increases in relative velocity occur close to 0.2 and 0.3 μs, 
and coincide with increase in density of re-clustering events as well as peaks in instantaneous 
kinetic energy (Figure 3.4 and Figure 3.2(c)) unlike the linear dynamics within persisting (long-
living) clusters. Hence, during transient re-clustering, both hysteretic and viscous damping 
mechanisms are active. Accordingly, the increase in effective damping is a result of higher 
frequencies introduced through short duration transient re-clustering rather than long duration 
linearized dynamics within stable clusters. Moreover, these transient high-frequency oscillations 
are amplified by the release of the pre-stored potential energy in the granular chain. While it can 
be argued that attractive micro-scale forces in effect amount to negative stiffness (the snapping to 
and away from contact in Figure 3.1(b)) and can introduce unstable states in a system (Dong & 
Lakes, 2012; Lakes, 2001a, 2001b; Lakes, Lee, Bersie, & Wang, 2001), in this case they are 
stabilized by boundary and elastic substrate forces. Clustering events represent instantaneous 
dynamic balance between these effects. These results indicate that micro-scale granular materials, 
supported by elastic substrates against agglomeration, possess higher energy dissipation and 
effective damping than their macro-scale counterparts owing to attractive surface forces.  
3.5 Relationship Between Effective Damping and Re-clustering Rate 
To quantitatively study this effect, the cumulative number of newly formed clusters needs to be 
calculated. The cumulative number of clusters is defined as the number of clusters (not necessarily 
unique) that have existed up to a given time 𝑡. The cumulative number of clusters is inherently 
non-smooth as there are periods over which no re-clustering occurs (See Figure 3.5(a)). A smooth 
56 
 
equivalent curve is derived by first performing a cubic spline interpolation between the midpoints 
of each segment. Special treatment of the first and last segments is applied to constrain the starting 
point to the origin and the spline to be a flat straight line over the final stable segment. However, 
this treatment alone does not guarantee a sufficiently smooth curve due to numerical artifacts 
emerging from segments that occur over exceptionally small times. An additional cubic spline 
averaged fit is performed to smooth out these artifacts and the final curve is the one that accurately 
captures the behavior of the non-smooth curve (Figure 3.5(a)).  
From the plot of Figure 3.5(a) it is clear that the time interval of the simulation can be divided into 
segments over which no re-clustering events occur. The mean of the instantaneous effective 
damping 𝐶𝑒𝑓𝑓(𝑡)  within each of these segments is used as a representation of the effective 
damping for the lifespan of that segment (Figure 3.5(b)). Unlike the discretization of effective 
damping, discretized re-clustering rate of a segment is simply estimated as the difference in 
number of clusters between that segment and the next one divided by the segment lifespan. This 
is schematically depicted for the m-th segment in Figure 3.5(c), where 𝐶𝑒𝑓𝑓,𝑚 is the corresponding 
discretized effective damping, and 𝑟𝑐,𝑚  the discretized re-clustering rate. Although there is 
physically no re-clustering in each one of the segments, this estimate is still representative of the 
local re-clustering rate in the neighborhood of the segment and is qualitatively similar to the 
smooth curve in Figure 3.5(a) such that clusters with longer lifespans lower the local re-clustering 
rate and the simultaneous formation of many clusters raise the local re-clustering rate. By 
inspection, maxima in effective damping coincide with steepening of the slope of cumulative 
number of clusters, therefore we are only concerned with maxima of the discretized effective 
damping curve and we choose the segment with the maximum discretized effective damping and 
57 
 
its corresponding discretized re-clustering rate to represent its respective case as a single data point 
in the statistical analysis discussed later.  
Taking the numerical time derivative of the smooth cumulative number of clusters in Figure 3.5(a) 
produces the instantaneous re-clustering rate depicted in Figure 3.6. This measure of re-clustering 
rate correlates to the re-clustering density depicted in Figure 3.2(b), and shows that high re-
clustering rates are categorically related to peaks in effective damping in this system. Note that 
slightly negative re-clustering rates in Figure 3.6 are artifacts of the smoothing algorithm, and, 
therefore, are non-physical. 
3.6 Robustness of the Phenomenon for Varying Stiffness and Damping  
The nonlinear phenomena described in the previous section are robust over a range of impulse 
energies and substrate stiffness. Figure 3.7, Figure 3.8 and Figure 3.9 depict the spatiotemporal 
kinetic energy distribution, effective damping coefficients and re-clustering rates respectively for 
a variety of cases with various grounding stiffnesses and impulse energies. The case that has been 
studied in detail previously is denoted by a star in these figures. The effective damping measure is 
consistently observed to increase rapidly following the disintegration of the initial Nesterenko 
solitary pulse and decrease once the clusters have become persistent. The previously discussed 
relationship between re-clustering rates and peaks in effective damping is observed to be robust 
even for delayed peaks in effective damping— for example, the lowest two impulse energies with 
4.6𝑁𝑚−1 substrate stiffness (Figure 3.9). Elevated re-clustering rates only indicate the occurrence 
of effective damping maxima and do not necessarily correlate to the instantaneous value of 
effective damping. Transient energy localization in the micro-granular chain is also observed to 
be robust and be realized over a broad range of parameters (Figure 3.7). However, due to the highly 
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nonlinear nature of the dynamics it is not possible to predict or control precisely where or when 
clustering and energy localization occur. 
The elastic substrate stiffness plays an important role in the dynamics despite it being much 
“softer” compared to the “stiffer” bead-bead dynamics. The nominal clusters sizes are tunable 
through the substrate stiffness.  Beads within a cluster tend to agglomerate and become compressed 
due to attractive forces, while the elastic substrate provide restoring forces. This dynamic interplay 
between the bead-bead and bead-substrate interactions tunes the maximum allowable cluster size, 
and, as a result, a higher number of relatively smaller clusters due to stiffer substrate enhances 
localization as is evidenced by the abundance of localization for stiffer substrates in Figure 3.7. It 
is apparent that by tuning the substrate stiffness of the system, the overall wave propagation can 
be tailored to produce for example strong localization of energy away from the boundaries of the 
system in the limit of higher substrate stiffnesses and that this trend persists over several impulse 
energy levels. Additionally, impulse inputs with broadband frequency content results in spatially 
confined regions oscillating in primarily the in-phase mode with frequency proportional to the size 
of the local cluster—that is an incoming solitary wave can be split into several frequencies that are 
each confined within their own region of space and by tuning the substrate stiffness, the size of 
these local clusters and thus the attainable frequencies can be tuned. Notably, in macro-scale 
granular materials, no such clustering is possible; energy localization in one-dimensional granular 
chains can only be produced by intruders of variable diameters (Aubry, 2006; Job, Santibanez, 
Tapia, & Melo, 2009) or by granular containers (Hong, 2005).  
3.7  Correlation Between Re-clustering and Effective Damping 
To study the statistical relation between the re-clustering rate and the effective damping measure 
for a wide range of substrate stiffness and impulse intensities we performed a series of simulations.  
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For each case a single mean effective damping measure and a single re-clustering rate is 
determined.  Discretized values of effective damping are defined as the mean effective damping 
for time periods between re-clustering events as described in the previous section (Figure 3.5(a-
c)). As discussed previously, for each simulated case only the time period with the maxima of 
effective damping is considered and is chosen to represent the that test case. A re-clustering rate 
for this segment is estimated as the difference in number of clusters in the segment and the 
following segment divided by the lifespan of the segment (Figure 3.5(a-c)). Figure 3.10 depicts 
the maximum discretized effective damping plotted against the corresponding discretized re-
clustering rate for 91 test cases over the same range of parameters shown in Figures 3.7-3.9. The 
impulse intensity and substrate stiffness for each case are also depicted through the size and color 
of each “data circle” on Figure 3.10 respectively. A positive correlation is established between 
maximum effective damping and re-clustering rate over the range of parameters tested.  No clear 
trend between substrate stiffness and impulse energy in relation to effective damping is observed.  
At this point, no conclusions can be made on the significance of the slope value as it varies 
according to the number of data points. However, the existence of a consistently positive slope for 
different sized data sets implies that there is, in fact, a significant positive correlation between the 
maximum effective damping and its corresponding re-clustering rate over the range of impulse 
energies and substrate stiffnesses considered. Furthermore, this trend is also continued if the 
second highest effective damping segments are included, however, this introduces several outlying 
points that are more than two standard deviations away from the line of best fit and can be traced 




In this chapter we studied the application of strong nonlinearity introduced through the interaction 
of micro-beads described by the Schwarz model. Homogeneous micro-granular chains are 
observed to exhibit fundamentally different dynamics compared to their macro-scale counterparts 
and have increased capacity for intrinsic energy dissipation. In addition to well-studied Hertzian 
effects, the attractive nature of the beads at the micro-scale manifests itself in the form of snapping 
discontinuities as well as dissipation through hysteresis in the force law. The Nesterenko solitary 
pulses propagating with no dispersion in macro-granular homogeneous chains disintegrate in the 
micro-scale, and new strongly nonlinear phenomena such as transient clustering and low-to high 
frequency energy transfers emerge. The propagation of waves through the system can be tailored 
through tuning the substrate stiffness for example to tune the maximum allowable cluster size 
which in turn governs the formation of local clusters each with frequency content that varies 
directly with cluster size. Additionally, effective properties such as effective damping can also be 
tailored through both substrate stiffness and impulse energy. The phenomena discussed are shown 
to be robust and are predicted to exist over a wide range of physically feasible conditions. For 
example, a physical realization of this system can be hard micro-beads such as Al2O3 or SiO2, 
assembled on the circumference of thin pillar arrays with negligible bending stiffness.  
Furthermore, peaks in effective damping are proven to be related to high re-clustering rates on, 
both, an instantaneous case-by-case basis as well as a more universal correlation over a range of 




3.9 Figures and Table 
 
 
Figure 3.1. (a) Supported homogeneous micro-granular chain bound by fixed end beads subject 
to impulsive force F; (b) force-deformation relationship for the Hertz contact model (macro-scale) 
based on a 3/2 power law (dashed line) and corresponding relationship for the Schwarz contact 
model (micro-scale) indicating zero force for large separations, a hysteretic loop due to adhesive 
interactions at intermediate separations, and Hertz-like force in compression (solid line); Inset 






Figure 3.2. Spatiotemporal evolution of kinetic energy (red is high, blue is low) in, (a) the macro-
granular chain of 2.5𝑚𝑚 bead diameter with solitary pulse propagation; (b) the micro-granular 
chain of 2.5𝜇𝑚 bead diameter with pulse disintegration and emergence of clustering (denoted by 
black lines); (c) evolution of the normalized instantaneous kinetic energies of the media; (d) 
normalized effective damping coefficient ?̄?𝑒𝑓𝑓(𝑡) plotted against normalized time for the macro- 




Figure 3.3. Clustering in the micro-granular chain considered in Figure 3.2: (a) Spatiotemporal 
distribution of kinetic energy (red is more, blue is less) with solid line segments showing cluster 
boundaries and dashed boxes denoting clusters I–V; (b-e) wavelet transform spectra of the middle 
beads in the clusters in regions I–IV. Dashed lines denote first and second linearized modes of the 
clusters. Wavelet transform spectra of the responses in cluster V (not shown) are qualitatively 





Figure 3.4. Spatiotemporal evolution of the amplitude of relative velocities (red is high, blue is 
low) between neighboring beads in the micro-granular chain considered in Figure 3.3; note that, 
unlike Figure3.3(a), in this plot there is no normalization of the relative velocity amplitudes at 
each time step.  
 
Figure 3.5. (a) Cumulative number of newly formed clusters and smooth spline fit for the same 
case as in Figure 3.3; (b) instantaneous effective damping 𝐶𝑒𝑓𝑓(𝑡) and its corresponding segment 
averaged discretized effective damping for the same case as in Figure 3.3; (c) schematic 





Figure 3.6. Re-clustering rate plotted against time for the micro-granular chain depicted in Figure 
3.3; increases in re-clustering rate are observed to coincide with increases in effective damping 






Figure 3.7. Parametric study of spatiotemporal distribution of kinetic energy of impulsively excited 
micro-granular chains composed of N=20 beads and varying impulse energy (left scale) and 




Figure 3.8. Parametric study of effective damping of impulsively excited micro-granular chains 





Figure 3.9. Parametric study of re-clustering rate of impulsively excited micro-granular chains 





Figure 3.10.  Maximum effective damping plotted against the   of the re-clustering rate for the 
corresponding segment; color of each data circle relates to substrate stiffness, whereas the radius 
of the data circle relates to impulse intensity — as shown in the scale bars (note log scale of 
impulse intensity scale bar).  
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4  Acoustic Nonreciprocity in 1D Cellular Lattices with 
Strongly Nonlinear Coupling 
4.1 Introduction 
In this chapter we consider the application of strongly nonlinear coupling to cellular 1D lattice 
waveguides to achieve a specific wave tailoring phenomenon: the breaking of acoustic reciprocity. 
Reciprocity is a basic property in linear time invariant (LTI) acoustic systems going back to the 
work of H.v. Helmholtz (von Helmholtz, 1896) and J.W. Strutt (Lord Rayleigh) (Strutt, 1871). It 
is a fundamental property of LTI acoustics and elastodynamics governed by self-adjoint operators 
and symmetric Green’s functions (Courant & Hilbert, 1965). Reciprocity is directly related to time-
reversal symmetry through the Onsager-Casimir principle of microscopic reversibility (Casimir, 
1945; Onsager, 1931a, 1931b), and breaking of reciprocity is only possible by breaking time 
reversal symmetry on the microlevel (Fleury, Sounas, Haberman, et al., 2015).  
Basic ways to break reciprocity (and time-reversal symmetry) in LTI systems is by applying odd-
symmetric external biases (Cummer, 2014; Fleury et al., 2014; Tsakmakidis et al., 2017), inducing 
time-variant properties (Cummer, 2014; Fleury, Sounas, & Alù, 2015; Popa & Cummer, 2014), or 
incorporating nonlinearities (Boechler et al., 2011; Li et al., 2014; Liang et al., 2010; Maldovan, 
2013; Zhang et al., 2015). In the nonlinear case, no external field or bias, which typically 
necessitates an energy input into the system, is required, and the system is completely passive. 
This is henceforth referred to as passive nonreciprocity. However, nonlinearity alone is neither a 
necessary nor sufficient condition for nonreciprocity to occur. As shown in (Blanchard, Sapsis, & 
Vakakis, 2018) breaking of reciprocity in nonlinear elastodynamics depends on the boundary 
conditions, the symmetries of the governing nonlinear operators, and the choice of the spatial 
points where the nonreciprocity criterion is tested. An added benefit of such systems involving 
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strongly nonlinear coupling is that nonlinearity introduces frequency-amplitude dependence, thus 
these systems can exhibit different dynamic phenomenon depending on the strength of excitation 
on the system making them highly tunable with respect to the input energy.   
In the following sections, two different methods to achieve nonreciprocity passively using strong 
nonlinear couplings will be discussed in detail. The study of breaking of reciprocity in dynamical 
and acoustical systems has important potential applications, such as mechanical diodes, acoustic 
logic, preferential and irreversible propagation of sound, and targeted energy transfer in 
preferential directions within complex systems.  
4.2 Nonreciprocal Dynamics of a Cellular Lattice Incorporating Asymmetric 
Internal Scale Hierarchy 
4.2.1  Introduction 
Moore et al. studied, a unit cell of two coupled oscillators composed of a grounded, weakly damped 
linear oscillator representing a large scale (LS) which was nonlinearly coupled to an ungrounded 
oscillator of smaller mass, representing a small scale (SS) (Moore et al., 2018). Theoretical 
analysis and experimental testing of this nonlinear unit cell under impulsive excitation revealed 
that it exhibited nonreciprocity: When the LS was excited there occurred irreversible energy 
transfer to the SS, whereas when the SS was excited there occurred energy localization and absence 
of similar energy transfer to the LS. Since this non-reciprocal phenomenon occurred within a single 
unit cell it was referred to as local dynamic nonreciprocity. It was shown that the irreversibility 
and unidirectionality of the energy transfer from the LS to the SS was caused by the frequency-
energy dependence of the strongly nonlinear (nearly non-linearizable) stiffness coupling the two 
scales, yielding either early or delayed transient resonance captures in the transient dynamics. 
Generalization of nonreciprocity to unit cells composed of a LS coupled to multiple SSs was also 
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discussed (Moore et al., 2018). This kind of nonreciprocity is referred to as “local nonreciprocity” 
owing to the nonreciprocal behavior of a single unit cell. Whereas “global nonreciprocity” refers 
to the nonreciprocal behavior of the system (in this case chain of cells) as a whole.  
The work discussed in this section is an extension of the aforementioned work that aims to study 
and experimentally verify global acoustic nonreciprocity in a lattice of three identical unit cells, 
with each cell composed of two scales coupled by a strongly nonlinear stiffness. As previously 
discussed, in addition to strong nonlinearity, asymmetry is also required to produce nonreciprocity. 
In this case asymmetry in the lattice is introduced by linearly coupling the LS of each unit cell to 
the SS of the unit cell to its right, and impulsive excitation is considered.  
4.2.2 Theoretical overview of nonlinear nonreciprocity 
In this section an overview of nonlinear nonreciprocity in a lattice incorporating nonlinearity, 
internal hierarchy and asymmetry is provided. As shown in Figure 4.1 a lattice system composed 
of 𝑝 repeated, linearly coupled identical unit cells with internal nonlinear hierarchical structure is 
considered. Introducing appropriate normalizations, each unit cell consists of a linear oscillator 
with unit mass grounded through the linear stiffness 𝜔0
2 in parallel to the weak viscous damping 
𝜆 representing the large scale (LS) of the system which is nonlinearly coupled to a series of 𝑛 
strongly nonlinear oscillators in series. These oscillators have increasingly smaller mass (or finer 
scale) and represent the small scales (SSs) of the unit cell (labeled as SS1 – SSn). The 𝑘th small 
oscillator, SSk, has mass equal to 𝑘 ≪ 1, with 𝑛 ≪ 𝑛−1 ≪ ⋯ ≪ 𝑘 ≪ ⋯ ≪ 1 ≪ 1 to enforce 
the internal hierarchy of small scales in the unit cell. In addition, the SSs are coupled to each other 
and to the LS by means of essentially nonlinear stiffnesses with pure (or nearly pure) cubic 
characteristics with stiffness constants 𝐶1, 𝐶2, … , 𝐶𝑛, respectively, in parallel to the weak viscous 
dampers 𝜆1, … , 𝜆𝑛 . As shown later a small linear component in the nonlinear stiffness 
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characteristics would not significantly affect the results. Note that the weak linear viscous dampers 
of each unit cell are scaled by the small parameter 0 < << 1. Asymmetry in the lattice is 
introduced through the coupling elements between cells; specifically, the smallest scale of each 
unit cell, SSn, is coupled to the LS of its adjacent LS of the unit cell on its right through the linear 
stiffness 𝑎. An exception is the last unit cell 𝑝, where the smallest scale lacks a coupling element. 
Considering each unit cell in isolation, it was shown both theoretically and experimentally (Moore 
et al., 2018) that local dynamic nonreciprocity occurs. Specifically, when the LS of the unit cell is 
forced by an impulsive excitation there is intense transfer of energy from the LS to the internal 
SSs. On the contrary, when the smallest scale (SSn) of the unit cell is excited by the same impulse 
the resulting nonlinear response is mainly localized to the smallest scale and the small scales that 
neighbor it, but no energy transfer to the LS is realized. It follows that nonreciprocal energy 
transfer from large to small scales within each unit cell occurs. Key to the local dynamic 
nonreciprocity is the strongly nonlinear coupling of the SSs, as the SSs have no preferential 
resonance frequencies due to their pure cubic stiffness; as such their oscillation frequencies are 
fully tunable with energy (Moore et al., 2018). Assuming for simplicity that there is only a single 
SS, when the LS is impulsively excited a 1:1 transient resonance capture – (TRC) (Mücket, 1989; 
Vakakis, & Gendelman, 2001) occurs in the initial, high-energy regime of the transient dynamics 
as the SS tunes its instantaneous frequency to the (fixed linear) resonance frequency ω0 of the LS, 
passively absorbing energy from it (Vakakis et al., 2008); in this case this is the only characteristic 
frequency where resonance capture can occur in the system since the directly excited LS has the 
fixed preferential resonance frequency ω0 (i.e., its frequency does not depend on the instantaneous 
energy of the LS). However, completely different dynamics occur where the small scale is 
impulsively excited, since in the initial highly energetic regime of the transient dynamics the 
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instantaneous oscillation frequency of the SS is relatively high (≫ ω0) as its stiffening response is 
tunable with energy and its frequency increases with increasing energy; in this case there is no 
characteristic frequency for resonance capture in the initial highly energetic regime, and resonance 
capture at the characteristic frequency ω0 can only occur after sufficient reduction of the frequency 
of the SS occurs due to viscous damping dissipation. In that case, no 1:1 TRC can occur in the 
initial highly energetic regime of the response, but rather, only delayed 1:1 TRC with the LS can 
be realized at a reduced-energy regime after the instantaneous frequency of the SS decreases due 
to energy viscous dissipation and becomes comparable to the linear resonance frequency ω0. This 
restricts the amount of energy that can be transferred from the SS to the LS at the regime of the 
delayed 1:1 TRC and yields energy localization in the SSs. 
Considering then the lattice of Figure 4.1 in its entirety it was computationally proven (Fronk, 
Tawfick, Daraio, Vakakis, & Leamy, 2017) that global acoustic nonreciprocity occurs. Hence, it 
was shown that strong nonreciprocity in the scale of each unit cell and in the scale of all unit cells 
in unison occurs. Note that the smallest scale (innermost oscillator) of each hierarchical unit cell 
is coupled to the large scale (outer oscillator) of the next unit cell on its right via a linear stiffness 
in such a manner as to break left-to-right (L-R) and right-to-left (R-L) symmetry. This asymmetry, 
combined with the strong nonlinearity in each cell, leads to globally nonreciprocal acoustics as 
follows: 
• L-R: Propagating waves transfer energy from the large to the smaller scales (LS to SSs) 
via TRCs. The smallest internal scale then transfers energy to the LS of the next (right) 
cell via linear coupling; energy transfer and propagation continues. 
77 
 
• R-L: Propagating waves arrive at the smallest scale of a cell via linear coupling from the 
LS of the cell on its right, but due to restricted SS to LS energy transfer, the wave is 
arrested.  
Note that the internal nonlinear scale hierarchy (asymmetry) of the cells also breaks time-reversal 
symmetry. In forward time leftward propagating disturbances transfer energy from the LSs to the 
inner SSs within a cell, and then across cells (to LSs) via the linear coupling; this propagation is 
consistent with the preferred energy transfer direction. Upon time reversal, this propagation would 
violate the preferred small-to-large scale energy transfer direction. 
 
4.2.3 Experimental setup and reduced order modeling through system identification 
The main aim of this chapter is to experimentally validate acoustic nonreciprocity in a three-cell 
nonlinear lattice of the general configuration of Figure 4.1, incorporating two-scale internal 
hierarchy (a LS and a SS in each unit cell) and linear coupling between cells. The experimental 
lattice composed of three unit cells (labeled as cells 1-3) is depicted in Figure 4.2, together with a 
schematic representation of a unit cell indicating how strong nonlinearity, internal scale hierarchy 
and linear coupling are realized. Each unit cell is composed of a LS coupled to a SS, both 
oscillating in the direction indicated by the double-sided arrow in Figure 4.2(c). Adjacent cells are 
coupled by linear springs. All LSs and SSs are fabricated with acrylic and are laser cut to shape. 
Each LS is grounded to an optical table using 80/20 T-slotted aluminum extrusions, aluminum L-
brackets, steel flexures, and bolts. The steel flexures serve as the linear grounding stiffnesses and 
are bolted to the 80/20 members.  
To achieve strong nonlinearity, the (lightweight) SS in each unit cell is suspended from the 
corresponding LS using two parallel, initially untensioned, steel wires of 0.035 in thickness, with 
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fixed ends; these are realized by clamping the two wires to the LS using thin acrylic strips. This 
kind of nonlinearity was previously discussed in Chapter 2. In practice, due to their thickness, the 
wires always possess a small bending stiffness, this gives rise to a small linear stiffness in addition 
to the strongly nonlinear stiffness. It follows that a small linear term in the spring that couples the 
LS and SS is unavoidable in practice, but this can be made small by reducing as much as possible 
the thickness-to-length ratio of the clamped wires. Ultimately, this small linear term is observed 
to not affect the nonreciprocity. 
Prior to performing the experimental tests for acoustic nonreciprocity, characterization of the 
experimental three-cell lattice is conducted, and a six degree-of-freedom (DOF) reduced-order 
model (ROM) is constructed. The two DOF ROM of each of the three experimental unit cells is 
presented in Figure 4.3, where 𝑀 and 𝑚 are the masses of the LS and the SS, k1 and d1 are the 
linear stiffness and linear viscous damper of the grounding connection of the LS, k3 and d2 are 
nonlinear (cubic) stiffness and linear viscous damper connection between the LS and the SS, and 
𝑘4 is the linear stiffness coupling the SS of the i − th unit cell to the LS of the (i + 1) − th unit 
cell of the lattice. In addition, a small linear part (due to the discussed nonidealities) is identified 
in the nonlinear connection between the LS and SS of each unit cell, and is denoted by the linear 
stiffness k2. Accordingly, the ROM of the experimental lattice is governed by the following set of 
ordinary differential equations with zero initial conditions: 
𝑀?̈?𝑖 + 𝑑1?̇?𝑖 + 𝑑2(?̇?𝑖 − ?̇?𝑖+1) + 𝑘1𝑥𝑖 + 𝑘2(𝑥𝑖 − 𝑥𝑖+1) + 𝑘3(𝑥𝑖 − 𝑥𝑖+1)
3 + ⋯
… + 𝑘4(𝑥𝑖 − 𝑥𝑖−1)(1 − 𝛿𝑖1) = 𝐹𝑖(𝑡)
𝑚?̈?𝑖+1 − 𝑑2(?̇?𝑖 − ?̇?𝑖+1) − 𝑘2(𝑥𝑖 − 𝑥𝑖+1) − 𝑘3(𝑥𝑖 − 𝑥𝑖+1)
3 + ⋯
… + 𝑘4(𝑥𝑖+1 − 𝑥𝑖+2)(1 − 𝛿𝑖5) = 0
𝑥𝑖(0) = ?̇?𝑖(0) = 𝑥𝑖+1(0) = ?̇?𝑖+1(0) = 0,   𝑖 = 1,3,5
  (4.1) 
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where 𝛿𝑖𝑗 is the Kronecker delta symbol, indicating that the LS of unit cell 1 and the SS of unit 
cell 3 are not coupled to a SS and LS, respectively. As mentioned previously the coupling 
configuration between the LSs and SSs of the unit cells is the source of asymmetry in the lattice 
which is one of basic prerequisites for the realization of acoustic nonreciprocity (Blanchard et al., 
2018; Fronk et al., 2017). Moreover, for generality excitation of each of the LSs of the unit cells 
is accounted for, as indicated by the forcing functions 𝐹𝑖(𝑡), 𝑖 = 1, 3, 5. 
Characterization of the experimental lattice is performed by nonlinear system identification 
(Hubbard et al., 2014; Kerschen, Lenaerts, & Golinval, 2003; Kerschen, Worden, Vakakis, & 
Golinval, 2006; Masri & Caughey, 1979; Noël & Kerschen, 2017). The aim of the identification 
is to estimate the parameters of the two DOF ROM of each of the three unit cells (Figure 4.3) so 
that the overall six DOF ROM of the experimental lattice reproduces (predicts) as close as possible 
the experimental measurements under varying impulsive forcing conditions. The mathematical 
ROM will be used to (i) confirm that the experimental results indeed reproduced the theoretically 
predicted nonlinear acoustics, and (ii) perform predictive design, i.e., for parametric studies and 
optimization of the nonlinear acoustic nonreciprocity. The optimized system parameters of each 
unit cell of the model of Figure 4.3 is conducted so that the simulation transient responses match 
as closely the experimental measurements as closely as possible. 
First, the system parameters of each unit cell are identified by decoupling them from the lattice 
(i.e., by setting 𝑘4 = 0 in the ROM (Eq 4.1)) and characterizing them separately. The masses of 
the LS and SS of each unit cell of the experimental lattice are directly measured. Then, an 
impulsive load of small magnitude (to excite mainly the linearized dynamics of the unit cell) is 
applied to the LS of each decoupled unit cell by means of a modal hammer, and the corresponding 
transient accelerations of the LS and the SS are measured by means of accelerometers. Next, the 
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accelerations are numerically integrated, and the resulting velocities are high-pass filtered using a 
third-order Butterworth filter with a cutoff frequency of 20 Hz. By performing a fast Fourier 
transform (FFT) on the velocity time series two linearized natural frequencies (peaks) are 
identified in the FFT plot corresponding to two linearized modes of the cell. One of these 
frequencies is due to the linear grounding spring (𝑘1) of the LS. The other is caused by a linear 
component in the coupling spring between the LS and the SS (𝑘2). System identification analysis 
of the FFT results yielded good initial estimates of the linear components of the grounding and 
coupling stiffnesses of each unit cell.  
The final identification of the system parameters of the ROM of each decoupled unit cell is 
performed by optimally matching the simulated ROM and the experimentally measured transient 
responses. To accomplish this, the response of the ROM of each decoupled unit cell subject to the 
actual experimental impulsive force (which was interpolated in the time domain) is simulated using 
MATLAB’s ode45, and the optimization is carried out using MATLAB’s patternsearch algorithm 
with the objective to minimize the following ratio for each unit cell independently: 
𝑃 =




∑ (𝑢𝑒𝑥𝑝𝑡(𝑡𝑘) − ?̅?𝑠𝑖𝑚)2𝑡𝑘
+




∑ (𝑣𝑒𝑥𝑝𝑡(𝑡𝑘) − ?̅?𝑠𝑖𝑚)2𝑡𝑘
                     (4.2) 
where the overbar denotes temporal mean, 𝑡𝑘  the discrete time instants where the responses are 
computed, the superscripts “expt” and “sim” refer to experimental and simulated time series, 
respectively; 𝑢, 𝑣 refer to the transient velocity responses of the LS and the SS of the decoupled 
unit cell, respectively; and the set 𝒫 = {𝑘1, 𝑘2, 𝑘3, 𝑑1, 𝑑2} represents the optimization parameters. 
Initial guesses for these parameters are determined based on assumed material properties and lower 
and upper bounds for the parameters were defined as 𝑘1 ∈ (0, 10
5) , 𝑘2 ∈ (0, 10
4) , 𝑘3 ∈
(105, 1011) , 𝑑1 ∈ (0, 10
2) , and 𝑑2 ∈ (0, 10
1) . In all cases, the optimization algorithm 
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successfully converged to a minimum in the neighborhood of the initial guesses. The minimization 
of the ratio 𝑃 is equivalent to the maximization of the R-squared fit between the simulated and 
experimentally measured velocity time series simultaneously for the both the LS and SS of the 
unit cell.  
As a second step, the linear springs coupling adjacent unit cells are identified by removing the SSs 
and the nonlinear stiffness elements from the cells of the lattice and coupling pairs of the resulting 
linear LSs through the coupling springs. Applying the restoring force method (Kerschen et al., 
2003; Masri, & Caughey, 1979) to the resulting linear fixture of two coupled LSs yields accurate 
identification of the linear coupling springs, and, in addition, verification of the absence of any 
dissipative effects. This completes the characterization of the experimental lattice. 
The identified system parameters of the unit cells of the experimental lattice are listed in Table 
4.1. Note that the unit cells are not identical, but rather small variations of the system parameters 
are estimated; this is inevitable due to manufacturing, material and geometrical imperfections, as 
well as uncertainties and unmodeled effects in the system identification procedure. Yet, as shown 
later these small imperfections do not affect in any significant way the realization of acoustic 
nonreciprocity in the experimental lattice. 
As an example of the efficacy of the nonlinear system identification, in Figure 4.4 the comparison 
between the experimentally measured velocity time series and the corresponding predicted 
simulated results of the ROM of the uncoupled unit cell 2 is depicted for impulsive excitation of 
the LS of the unit cell with maximum magnitude equaling 17.3 N. These experimental responses 
are used for identifying the ROM of the uncoupled unit cell 2. The responses of the LS and the SS 
of the unit cell are considered separately in Figure 4.4(a, b), respectively, and comparisons of the 
velocity time series, corresponding modulus of their continuous wavelet transform spectra and 
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FFTs are provided in each case. The identified ROM accurately reproduces the experimental 
measurements, validating the system identification procedure. As a further test of the accuracy and 
robustness of the identified ROM, Figure 4.5 depicts the analogous comparisons for the case of a 
higher magnitude impulse applied to the LS where it is anticipated that the nonlinear effects are 
more profound. For the comparisons shown in Figure 4.5 the ROM identified from the 
experimental time series of Figure 4.4 are used. Yet, the responses of the ROM accurately capture 
the nonlinear measured responses even for this higher energy (and stronger nonlinear) case, which 
validates the identified ROM. 
The experimental three-cell lattice is forced by impulsive excitations applied sequentially to the 
left and right boundaries at the LSs of the unit cells. Specifically, impulsive excitations of varying 
intensity are applied first to the LS of unit cell 1, and then to the LS of unit cell 3 by means of a 
modal impact hammer. The acceleration time series of the LSs of all three unit cells of the lattice 
are measured by attached accelerometers, and from these measurements the velocity and 
displacement time series are obtained using numerical integration and high-pass filtering. In 
(Fronk et al., 2017), it was theoretically predicted that for sufficiently low-intensity impulsive 
loads strong acoustic nonreciprocity occurs, in the sense that waves generated due to excitation of 
(the left) unit cell 1 propagated through the lattice (i.e., there occurred L-R wave propagation); on 
the contrary, when (the right) unit cell 3 was forced by similar low-intensity impulsive loads there 
occurred localization of the response in that cell and absence of R-L wave propagation. However, 
for sufficiently high-intensity impulsive excitations, although the acoustic nonreciprocity 




The theoretically predicted global acoustic nonreciprocity phenomena are fully confirmed 
experimentally with the three-cell lattice of Figure 4.2. Numerous experimental tests 
corresponding to impulsive excitations of varying intensity are conducted and can be found in the 
Supplementary Information Section 4.2.7.  Only three representative experimental cases 
corresponding to impulsive excitations of low (Figure 4.6), intermediate (Figure 4.7) and high 
intensity (Figure 4.8) are discussed in detail as these sufficiently capture all the dynamics of 
interest. In each case the lattice is forced by impulsive excitations applied separately at cells 1 and 
3; whereas exact replication of the left- and right impulsive loads is not possible experimentally, 
the applied excitations are similar (in each case the maximum magnitudes of the impulsive 
excitations applied to cells 1 and 3 are reported). For each case of impulse excitation, the 
spatiotemporal variation of the normalized (with respect to the total input impulsive energy) 
instantaneous energies of the three cells of the lattice are depicted; these plots are constructed by 
computing the potential and kinetic energy of each unit cell, depicting them in contour plots in 
space and time, and interpolating the results to get continuous graphs. In addition, the temporal 
variations of the non-normalized total energy of the lattice following the application of the 
impulsive load are depicted together with the temporal variations of the non-normalized energies 
of each of the three cells. These plots show the overall energy decay in the experimental lattice 
following the impulsive excitation, as well as interesting energy exchanges between unit cells. 
Finally, as a direct measure of global acoustic nonreciprocity in the lattice, the response of the LS 
of cell 1 when the impulsive excitation is applied to the LS of cell 3 is compared to the response 
of the LS of cell 3 when a similar impulse excitation is applied to the LS of cell 1. These 
experimental plots depict clearly the propagating or localizing nature of the lattice response when 
excited at the LSs on its left or right boundary cells. 
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Considering first the case of low-intensity impulsive loads depicted in Figure 4.6, different regimes 
of energy propagation are observed in the R-L and L-R directions. Specifically, note the wave 
transmission and response localization in Figures 4.6(a, b) when unit cells 1 and 3 are excited, 
respectively. Judging from the decay of the overall energy of the lattice in these two plots, it is 
interesting to note that for excitation applied to cell 3 the overall energy decay in the lattice is 
faster, which indicates that response localization in cell 3 results in more efficient overall energy 
dissipation in the lattice. Finally, for this low-intensity excitation the response of the LS of cell 1 
when the impulse is applied to cell 3 is similar to the response of the LS of cell 3 when a similar 
impulse is applied to cell 1, with their difference being of 𝒪(10−6m)  indicating weak 
nonreciprocity.  
Considering now the case of intermediate-intensity impulsive loads (~100 N) depicted in Figure 
4.7, nonlinear acoustic nonreciprocity in the lattice is observed with L-R wave transmission when 
unit cell 1 is excited, and response localization when the impulsive excitation is applied to unit cell 
3. In this case the global acoustic nonreciprocity is more profound compared to the previous low-
intensity load case, as indicated by the relatively large difference in the time series of the cell 
responses, which now is on the order of 𝒪(10−5m). In addition, for impulsive excitation applied 
to cell 1 the energy exchanges between cells are more pronounced, as can be deduced from the 
temporal energy variations in Figures 4.7(a, b). From these plots much more efficient overall 
energy dissipation when cell 3 is excited (case of localization) is observed compared to when cell 
1 is excited (case of L-R wave propagation). 
Finally, the case of high-intensity applied loads (~800 N) is depicted in Figure 4.8, where 
qualitatively different nonlinear acoustics are noted in the lattice. The time series comparisons of 
Figure 4.8 indicate there is strong acoustic nonreciprocity in this case, but both L-R and R-L wave 
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propagation is realized and there is an absence of response localization when unit cell 3 is excited 
by the impulsive load (as in the previous two cases); this result is in full agreement with the 
theoretical predictions of Fronk et al. (Fronk et al., 2017). Another qualitative difference of the 
nonlinear acoustics in this case compared to the low- and intermediate-intensity impulse cases is 
that the response of cell 1 when cell 3 is impulsively excited is now much higher than the response 
of cell 3 when cell 1 is excited. This result, which correlates with the spatiotemporal normalized 
energy plots of Figures 4.8(a, b), reveals that for high-intensity impulse excitation R-L wave 
propagation is much stronger than L-R wave propagation. This result contrasts to the results of 
Figures 4.6 and 4.7, where only L-R wave propagation occurred, and localization was realized for 
cell 3 excitation.  
Finally, like the previous cases there is much stronger overall energy dissipation in the lattice when 
cell 3 is impulsively excited, compared to when cell 1 is excited. This is clearly deduced by the 
overall energy decay plots shown in Figures 4.8(a, b). For high-intensity impulsive excitation there 
occur energy exchanges between cells for both left- and right-applied loads, confirming L-R and 
R-L wave propagation in this case. 
At this point, the mechanism of nonreciprocity in the lattice is examined. The asymmetric 
localization in the system is introduced by the specific arrangement and coupling of the cells. In 
the studied configuration the “free” SS of cell 3 is activated quickly after the impact to the LS of 
cell 3 and behaves as a nonlinear energy sink (NES) in resonance, absorbing and dissipating a 
considerable amount of the input energy; as a result, localization occurs in cell 3. On the contrary, 
when the LS of cell 1 is excited by an impact, the corresponding SS of cell 3 is not “free” to act as 
an NES since it is linearly coupled to the LS of the neighboring cell 2. As a result, there is absence 
of localization when cell 1 is excited by the impulse, so wave propagation through the lattice 
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occurs. Comparing the L-R and R-L cases it can be concluded that the free SS mass plays a 
significant role in the energy localization. Moreover, it has been shown that the effectiveness of 
an NES at dissipating energy is related to the input energy— at low input energy levels the NES 
is not activated to its full capacity, however, in intermediate input energy levels the energy 
dissipated by the NES grows and reaches its peak value (Vakakis et al., 2008). As the input energy 
further increases the effectiveness of the NES to absorb and dissipate input energy diminishes 
(Vakakis et al., 2008). It is conjectured at this time that the same mechanism holds for the 
hierarchical lattice: in the R-L configuration at low to intermediate energy levels the NES 
dissipates a significant portion of the input energy which leads to localization of energy at the right 
side of the system; however, as the input energy increases and the maximum dissipative capacity 
of the NES is exceeded, a smaller fraction of the input energy is dissipated locally by the NES in 
cell 3, and the remaining energy is released to propagate through the lattice. The mechanism of 
global nonreciprocity shown here is fundamentally different than the mechanism of local 
nonreciprocity studied by Moore et al. in which energy flowed preferentially from large to small 
scales within each unit cell (Moore et al., 2018).  
4.2.4 Quantification of nonreciprocity 
In this section, we assess quantifiably the nonreciprocal behavior of the system. While the 
spatiotemporal energy plots are a good way to assess energy distribution and distinguish between 
the different types of responses (i.e., localization versus propagation when the system is forced L-
R or R-L), the normalization at each timestep in the plots with respect to the total instantaneous 
energy in the system does not help to assess quantitatively the nonreciprocity in the system. As a 
result, the spatiotemporal plots of Figures 4.6-4.8 cannot be used directly to assess quantitatively 
the degree of nonreciprocity in the system and should only be used to distinguish between the 
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regimes of energy localization or propagation. Instead, to quantify the degree of nonreciprocity in 
the system and its evolution as energy increases another measure is considered as follows. Based 
on the adopted forcing protocol of this study, i.e., sequential excitation of the system at two 
different points of the lattice using the same force, say, 𝑖 and 𝑗, a measure of the normalized 
difference of the corresponding responses at these points is computed, and a “global” measure of 
nonreciprocity, 𝛿[𝑥𝑖, 𝑥𝑗] , in the lattice is calculated following the scheme used by Blanchard et al. 
























      (4.3) 
where T is the time window of the data recorded and 𝑥𝑖 and 𝑥𝑗 are the responses at the reciprocal 
points 𝑖  and 𝑗 . In the following results the LSs of each of the three cells are used as the 
measurement points and assembled in pairs to compute the nonreciprocity measure (Eq 4.3) based 
on the recorded responses. Note that in a fully reciprocal system the measure should vanish (𝛿 =
0) for any combination of reciprocal points 𝑖 and 𝑗 and at any excitation level. In Figure 4.9 the 
resulting measure 𝛿 for various impulse intensities is depicted.  
First, nonreciprocity in the lattice only manifests when the end cell 3 is considered as one of the 
reciprocal points indicating the important role that the “free” SS of the right-end cell 3 plays in 
nonreciprocity. This claim is further investigated in a brief study of a 5-cell lattice in the 
Supplementary Information  in Section 4.2.8. 
Second, nonreciprocity appears to increase with increasing force intensity, even though there are 
different response regimes in the lattice with increasing energy, i.e., localization at cell 3 versus 
wave propagation for increasing energy. Indeed, at the lower impulse intensities the apparent 
nonreciprocity observed at all measurement points is small even though the distribution of energy 
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throughout the system is fundamentally different (Figure 4.6). However, at larger impulse 
intensities strong nonreciprocity is still maintained even though the localization phenomenon is 
lost (Figure 4.8), indicating that the nonreciprocity and localization are distinct phenomenon. This 
is consistent with the form of nonlinearity in the system that couples the SS to the LS—a linear 
plus cubic stiffness. At low energies, the nonlinearity is less efficient due to the small linear 
component of stiffness. Interestingly, a global maximum value of 𝛿 occurs experimentally at an 
impulse intensity of ~250N.  
4.2.5 Computational verification of reduced order model 
As a final task of this study we aim to show that the six-DOF mathematical ROM of the three-cell 
lattice with system parameters listed in Table 4.1 accurately reproduces the experimental results. 
This provides confidence in the interpretation of the experimental results, but also validates the 
ROM as an accurate and reliable tool for predictive design of the lattice, e.g., for optimization of 
global acoustic nonreciprocity according to certain criteria. 
In Figure 4.10 the results of the numerical simulations of the ROM for the case of low-intensity 
impulsive excitation corresponding to the results of Figure 4.6 are depicted. To perform these 
simulations, two separate impulsive excitations are considered, first applied to unit cell 1 and then 
to unit cell 3, respectively. Moreover, the actual experimentally measured impulsive loads 
corresponding to the plots of Figure 4.6 are used in each of these simulations to get a direct 
comparison between simulation and experiment. These results agree with the corresponding 
experimental results of Figure 4.6 both qualitatively and quantitatively. The ROM accurately 
predicts L-R wave propagation and response localization depending on the point of application of 
the excitation. In addition, the nonlinear energy exchanges or beats between cells during L-R wave 
propagation (the left plot of Figure 4.10(b)) are accurately reproduced by the ROM. 
89 
 
Similar conclusions are drawn from the ROM results depicted in Figures 4.11 and 4.12, 
corresponding to the experimental results of Figures 4.7 and 4.8, respectively. For intermediate 
impulsive excitation (Figure 4.11) the ROM simulations confirm L-R wave propagation for cell 1 
excitation and response localization for cell 3 excitation. For strong impulsive excitation (Figure 
4.12), the ROM accurately predicts both L-R and R-L wave propagation, in accordance with the 
experiments (Figure 4.8). The energy exchanges between cells are also recovered. 
 Like the experimental results, for the reduced-order model the corresponding measure of 
nonreciprocity 𝛿 is calculated (Figure 4.9) using as measurement points the LSs of each cell. The 
experimental and simulated trends are in good agreement for low-to-intermediate impulse 
excitations but diverge for very large impulse excitations for measurement points involving cell 3. 
In addition, in contrast to the experimental results, no global maximum is predicted by the ROM 
simulation. Nonetheless, the satisfactory agreement between experiment and ROM simulations 
provides a first confirmation of the efficacy of the ROM to accurately predict and model the 
nonlinear nonreciprocal acoustics of the lattice up to intermediate impulse intensities. In the case 
of large and intermediate impulse energies (Figures 4.11 and 4.12) the ROM simulation, predicts 
that a portion of the impulse energy remains localized while the same is not observed in the 
experiment. This might explain the divergence between computation and experiment of the 
nonreciprocity measure 𝛿 for high impulse intensities that is observed in the plots of Figure 4.9. 
4.2.6 Summary 
Numerical and experimental tests confirm fully the theoretical predictions in (Fronk et al., 2017) 
and prove experimentally the realization of strong nonlinear acoustic nonreciprocity in the three-
cell lattice of Figure 4.2. For low- and intermediate-intensity applied impulsive loads there occurs 
only L-R wave propagation in the lattice, and strong response localization when the right cell is 
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excited. Increasing the impulse intensity eliminates the localization phenomenon and both L-R and 
R-L wave propagation occurs in the lattice. In cases of intermediate and strong excitations, 
however, strong global acoustic nonreciprocity occurs in this nonlinear, asymmetric, hierarchical 
lattice. The localization and nonreciprocity are observed to be distinct phenomenon: at weak 
excitation intensity there is strong localization and weak nonreciprocity, at intermediate excitation 
there is strong localization and strong nonreciprocity, at strong excitation there is weak localization 
and strong nonreciprocity. This nonreciprocity affects drastically the dissipative capacity of the 
lattice, with impulsive excitations applied to cell 3 yielding much stronger dissipation of energy. 
4.2.7 Supplementary Information: Extra test cases  
In this section additional experimental results for the normalized spatio-temporal evolution of 
instantaneous energy in the 3-cell system at varying levels of impulse excitation as well as total 
energy of each cell as a function of time are presented. The data presented in Figures 4.13-4.20 are 
similar to those of Figures 4.6-4.8, except that cases where the first, second and third cells are 
excited are all considered. Each test case presented here corresponds to a data point in the 
experimental data presented in Figure 4.9. Figures 4.13-4.20 show in more detail the gradual 
transition from the localizing regime to the propagating regime as the efficiency of SS3 as an NES 
diminishes.  
4.2.8 Supplementary Information: Extension to a five unit cell system 
In this Section we briefly consider theoretically the system comprised of five of the unit cells 
depicted in Figure 4.3 and described by Eq 4.1 to show that the results and conclusions for the case 
of three cells discussed previously are applicable for lattices with a larger number of unit cells. 
This is done computationally using the previously discussed model and the same parameters for 
cells 1 through 3 that are tabulated in Table 4.1. The parameters pertaining to cells 4 and 5 are 
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assumed to be identical to cell 3; this is a reasonable assumption since the simulations and the 
associated nonlinear phenomena are not sensitive to minor variations in the system parameters. In 
this system configuration, cell 5 contains the free SS which will behave as an NES. The same 
experimentally measured impulsive loads corresponding to the plots of Figures 4.13-4.20 are used 
as the input loads in the simulations. The corresponding measure of nonreciprocity 𝛿 defined in 
Eq 4.3 is calculated for a choice of reciprocal points 𝑖 and 𝑗. The LSs of each of the five cells were 
considered as measurement (sensing) points and were assembled in pairs to compute the 
corresponding nonreciprocity measures (Eq. 4.3) based on the simulated responses. Figure 4.21 
depicts the resulting measure 𝛿 for various impulse intensities. The computed 𝛿 for all test cases 
at various forcing levels are plotted on the same axes. Comparing the results of the systems with 
three unit cells (Figure 4.9) and five unit cells (Figure 4.21) it is apparent that the same qualitative 
behavior persists. That is, a choice of test points that is “internal” to the system and do not contain 
the last cell with the free SS will produce strongly reciprocal behavior (𝛿 is close to zero) whereas 
a choice of test points containing the last unit cell with the free SS will exhibit strongly 
nonreciprocal behavior at intermediate and strong excitation levels due to transient resonance 
capture (TRC) by the SS acting as an NES.  
4.3 Tunable Acoustic Nonreciprocity in Nonlinear Asymmetric Waveguides 
4.3.1 Introduction 
In this Section we consider a different method for achieving passive nonreciprocity by employing 
an asymmetric lattice waveguide. Like the system in Section 4.2, thin wires are used to create 
intentional strongly nonlinear coupling stiffnesses in the system and flexures are used to couple 
unit cells to the ground. However, in this case the asymmetry is not introduced through scale 
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hierarchy and instead is achieved by coupling two dissimilar, strongly nonlinear lattices. Each 
lattice has uniform dynamical properties throughout. Moreover, compared to each other, they only 
differ in their elastic on-site grounding stiffness, henceforth referred to as the “stiff” and “soft” 
lattices. The introduction of such intentional nonlinearities and asymmetries permits passive 
tunability of the system through strong frequency-energy dependence. Considering one-
dimensional wave transmission, this waveguide is studied using numerical simulations and 
theoretical predictions are validated through experiments. The waveguide resembles a lattice 
material capable of transmitting acoustic waves in one direction, while arresting their propagation 
in the opposite direction at intermediate energies; while allowing propagation both ways at high 
energies and arresting propagation in both directions at low energies. 
4.3.2 Theoretical principle and reduced order model 
A reduced order model (ROM) for the waveguide is depicted in Figure 4.22(a). The waveguide 
consists of an array of 10 cells, with each cell consisting of a lumped mass 𝑚 grounded by a linear 
spring (𝑘𝑔,1  or 𝑘𝑔,2 ) – viscous damper (𝑑𝑔,1  or 𝑑𝑔,2 ) pair. All cells are coupled by uniform 
nonlinear stiffnesses (𝑘𝑛𝑙) – viscous damping (𝑑𝑐) pairs. If 𝑘𝑔,1 > 𝑘𝑔,2 the left (right) five cells 
comprise the “stiff” (“soft”) lattice. Moreover, the force-displacement characteristic of the 
nonlinear coupling stiffnesses are assumed in the form of 𝐹 = 𝑘𝑛𝑙𝛿
3 where 𝛿 is the transverse 
extension of the nonlinear spring and 𝐹 is the resulting force; it follows that the waveguide is 
strongly nonlinear, since the coupling stiffnesses lack any linear components (although the results 
will not be affected by presence of a small linear component). The requirement of strong stiffness 
nonlinearity is important as it is needed in order to initiate the governing transient resonance 
captures and targeted energy transfers that break reciprocity (Moore et al., 2018).  
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Hence, the nonlinear waveguide is the synthesis of a left stiff lattice and a right soft lattice. The 
left end of the stiff lattice and the right end of the soft lattice are free, and the nonlinear stiffness-
viscous damper pair that couples the 5th cell (right-most cell of the stiff lattice) and the 6th cell 
(left-most of the soft lattice) is henceforth referred to as the “interface” of the two lattices. For a 
given direction of wave propagation, the lattices preceding and following the interface are referred 
to as the “upstream” and “downstream” lattices, respectively. The acoustics of this type of strongly 
nonlinear (but uniform and unbounded) lattices were studied analytically and numerically in 
(Mojahed, & Vakakis, 2019), and it was found that they can support traveling breathers – traveling 
oscillatory wave-packets with spatially localized envelopes (Aubry & Cretegny, 1998; Flach & 
Kladko, 1999; MacKay, 2000; MacKay & Sepulchre, 2002). Moreover, as shown in (Mojahed & 
Vakakis, 2019) these traveling breathers are realized close to the upper boundary of propagation-
zone (PZ) (or pass band) of the nonlinear lattice in frequency-energy space and energy dependent. 
Similar to linear periodic systems, a PZ is defined as the region in the frequency-energy domain 
where waves can propagate unhindered in the unbounded uniform lattice. The complementary 
regions to the PZ in the frequency-energy domain define attenuation-zones (AZs) (or stop bands) 
where no traveling wave can be realized, but only localized, near-field waves exist. In contrast to 
linear PZs, nonlinear PZs are energy-dependent (Mojahed & Vakakis, 2019). 
Considering the waveguide of Figure 4.22(a), the unbounded extensions of the stiff and soft lattices 
possess their own energy-dependent PZs, at different frequency ranges– Figure 4.22(b). The 
asymmetry between the PZs of the stiff and soft lattices is key to breaking acoustic non-reciprocity 
in the nonlinear waveguide.  
The equations of motion of the 10-cell waveguide are given by, 
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𝑚?̈?𝑖 + 𝑘𝑔,𝑗𝑥𝑖 + 𝑑𝑔,𝑗?̇?𝑖 + 𝑘𝑛𝑙(𝑥𝑖+1 − 𝑥𝑖)
3 − 𝑘𝑛𝑙(𝑥𝑖 − 𝑥𝑖−1)
3 + ⋯
… + 𝑑𝑐(?̇?𝑖+1 − ?̇?𝑖)− 𝑑𝑐(?̇?𝑖 − ?̇?𝑖−1) = 𝑓𝑖(𝑡),
𝑥𝑖(0) = 0, ?̇?𝑖(0) = 0, 𝑖 = 1, … ,10
   (4.4) 
where 𝑗 = 1 for 𝑖 = 1, … ,5 and 𝑗 = 2 for 𝑖 = 6, … ,10. The force applied to the i-th oscillator is 
𝑓𝑖(𝑡). A numerical method to approximately estimate the PZs of the two lattices is to compute their 
nonlinear normal modes  – NNMs (Mojahed, Gendelman, & Vakakis, 2019), (Vakakis, Manevitch, 
Mikhlin, Pilipchuk, & Zevin), i.e., the periodic orbits of the detached lattices. Then the lowest 
(highest) in-phase mode (out-of-phase mode) provides an approximation to the upper (lower) 
boundary of the PZ of the corresponding boundless lattice. This is computed numerically using 
the NNMcont algorithm developed by (Peeters, Viguié, Sérandour, Kerschen, & Golinval, 2009). 
The boundaries of the PZs of the two lattices are schematically represented in Figure 4.22(b), 
where the offset between the two PZs can be tuned by adjusting the values of the linear grounding 
stiffnesses 𝑘𝑔,1 and 𝑘𝑔,2. The lower boundary of each PZ is a horizontal line in the frequency-
energy domain due to its linear nature. In contrast, the out-of-phase mode and consequently, the 
upper boundary of the PZs are strongly nonlinear since they involve deformations of the nonlinear 
coupling stiffnesses – Figure 4.22(b).  
4.3.3 Governing mechanism of nonlinear acoustic nonreciprocity 
Considering each of the two lattices, traveling wavepackets can be initiated if they contain 
frequencies within the corresponding PZ of the stiff or soft lattice where it is initiated. The unique 
feature, however, of the nonlinear waveguide is that the PZs of the two constituent lattices are 
tunable with energy. Accordingly, while the PZs of the soft and stiff lattices are separated at low 
energy levels (allowing for wave-packet propagation only in one of the two lattices, but not through 
their interface), the PZs have partial overlap at higher energies – Figure 4.22(b). This indicates that 
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traveling wave-packets in the common area of the two PZs can potentially be transmitted through 
the interface between the soft and stiff lattices. Motivated by this observation, the overlap between 
the two PZs is designed to occur in the vicinity of a practical energy level, indicated by the vertical 
dashed line in Figure 4.22(b). The grounding linear stiffness coefficients 𝑘𝑔,1 and 𝑘𝑔,2, and the 
other system parameters are listed in Table 4.2. These values correspond to the corresponding 
averaged parameter values that are identified for the experimental realization of the waveguide, as 
discussed later. 
In this study the focus is only on primary wave propagation, that is, only on traveling breathers 
(Mojahed & Vakakis, 2019) initiated in either lattice following the application of impulses at the 
free boundaries of the waveguide. Traveling breathers initiated by impulses applied to cell 1 (the 
first cell of the stiff lattice) and propagating towards the interface are referred to as propagating in 
the stiff-soft direction – represented schematically by the heavier-colored arrows in Figure 4.22(b). 
In the opposite soft-stiff direction, traveling breathers are initiated at cell 10 (the last cell of the 
soft lattice) and propagate towards the interface – these are represented by the lighter-shaded 
arrows in Figure 4.22(b). In both cases, the frequency contents of the propagating breathers are 
close to the upper boundaries of the corresponding PZs of the lattices where they are initiated 
(Mojahed & Vakakis, 2019), and follow these upper boundaries with decreasing energy due to 
dissipation and/or residual local “ringing” at the sites of each individual oscillator of the waveguide 
after the traveling breather has passed. Due to energy-tunability of the PZs of the two lattices, 
depending on the intensity of the applied impulse, there are three distinguishable energy regimes 
as schematically described in Figure 4.22(b-e).  
For weak excitations (blue arrows in Figure 4.22) traveling breathers can only propagate through 
the lattice where they are initiated due to the absence of overlap between the two PZs at low 
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energies –  Figure 4.22(b, c); as a result, incoming breathers are reflected back at the interface from 
either direction. Critical-energy excitations (green arrows in Figure 4.22) correspond to energies 
close to the energy level where there the two PZs start overlapping – dashed line in Figure 4.22(b). 
Hence, propagating breathers in the soft-stiff direction are partially transmitted through the 
interface, since their frequency content partially overlaps with the PZ of the stiff; this is 
schematically presented by the “fork” of light-green arrow in Figure 4.22(b). In contrast, 
propagating breathers in the stiff-soft direction are reflected back at the interface since their 
frequency content does not overlap with the PZ of the soft lattice. This results in strong acoustic 
non-reciprocity at that energy range – Figure 4.22(b, d). Finally, for strong excitations (orange 
arrows in Figure 4.22), propagating wave-packets in both soft-stiff and stiff-soft directions have 
frequency contents that overlap with both PZs – orange forks in Figure 4.22(b) – thus allowing for 
wave transmission through the interface in both directions. Since the offset between the two PZs 
along the frequency axis depends on the grounding linear stiffness coefficients 𝑘𝑔,1 and 𝑘𝑔,2, the 
three energy regimes can be tuned by appropriate choice of 𝑘𝑔,1 and 𝑘𝑔,2.  
4.3.4 Numerically simulated results 
Based on the obtained numerical results from ROM (Eq 4.4), the instantaneous total energies of 
the unit cells are computed, and the spatio-temporal energy evolution in the entire waveguide is 
shown in Figure 4.23(a-c). For clarity and to account for the diminishing amplitudes of the wave 
due to dissipation, at each time-instant the energy of each cell is normalized by the value of the 
total remaining energy in the entire waveguide at that time-instant. Considering the results, 
following the application of the impulse a traveling breather is initiated in the stiff or soft lattice 
(Mojahed & Vakakis, 2019) and propagates towards the interface. Depending on the direction of 
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wave propagation and the amplitude of the impulse, different wave scattering phenomena occur at 
the interface, as discussed previously. 
Focusing exclusively on primary wave propagation, for weak excitation the breather propagates 
only in the upstream lattice and is reflected back at the interface (Figure 4.23(a) and Figure 
4.22(b)). After the first (and main) reflection there occur secondary reflections but these, too, are 
localized in the upstream lattice. A different result is obtained, however, for critical-energy 
excitation – Figure 4.23(b). In this case the breather initiated in the soft lattice is only partially 
reflected at the interface, while a propagating wave-packet is transmitted in the stiff lattice as 
predicted in Figure 4.22(b). In contrast, the breather initiated in the stiff lattice is completely 
reflected at the interface, confirming the prediction in Figure 4.22(b). This yields strong acoustic 
non-reciprocity in the waveguide, as waves can only propagate in one direction, that is the soft-
stiff direction. Finally, for strong excitation, Figure 4.23(c), traveling wave-packets transmit in 
both directions, undergoing only partial reflections at the interface, as in Figure 4.22(b). Note that 
following the excitation of the primary wave packet by the applied impulse, there occur additional 
interactions between the wave packet and its “tail”, as well as secondary interfacial reflections, but 
they are at very low energy levels and are inconsequential to the overall acoustics. In this numerical 
study, the amplitudes of the impulse loads are chosen to be identical to those used in the 
experimental study described below.  
Based on the numerical study of the ROM (Eq. 4.4), the regime of strong acoustic non-reciprocity 
(unidirectional wave transmission) was realized in the range of impulsive amplitudes 25.9 𝑁 to 
45 𝑁. Below these impulsive amplitudes there occurrs complete breather reflection at the interface 
(weak excitation), and above these amplitudes, transmission of waves in both stiff-soft and soft-
stiff directions (strong excitations). 
98 
 
4.3.5 Experimental setup and system identification 
To corroborate the previous computational results, a series of experimental measurements are 
performed. Figure 4.24(a, b) depicts the schematic and experimental realization of the 
experimental fixture corresponding to the 10–cell ROM of Figure 4.22(a). Each unit cell is 
composed of an aluminum mass whose unidirectional motion is tracked through an attached 
accelerometer. The aluminum mass is grounded by a pair of 50𝜇𝑚 – thick 1080 spring steel 
flexures which, under bending, provide the linear grounding stiffness of the ROM. Similar to the 
flexures described in Section 4.2, this stiffness is adjusted by cutting out square sections of the 
flexure to produce different force-extension relationships for the stiff and soft lattice groundings 
with stiffness constants 𝑘𝑔,1 and 𝑘𝑔,2, respectively – Figure 4.24(c). This method of stiffness tuning 
is robust and can be used to reliably produce a variety of stiffnesses to shift the PZs of the stiff and 
soft lattices as desired. Hence, the energy levels corresponding to the three previously discussed 
regimes of passive non-reciprocity can be tuned experimentally. Neighboring unit cells are coupled 
to each other through clamped 0.006” thick 1080 spring steel clamped wires, with special care 
being taken to maintain each wire in a nearly untensioned/unbuckled state during assembly. As 
discussed previously in Section 2.2.1 and Section 4.2, in practice, small linear term in this coupling 
spring is unavoidable, but this can be made small by reducing as much as possible the thickness-
to-length ratio of the clamped wires. The results are observed to be not sensitive to this linear term 
provided is sufficiently small.  
The waveguide is excited by a modal hammer with a force transducer attached to its impacting 
end to experimentally measure the applied impulsive force. Data is collected from both this force 
transducer and the 10 accelerometers attached to the unit cells through an m+p VibPilot dynamic 
system analyzer. Due to the inherent variation in manufacturing, tolerances and other unmodelled 
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effects, the masses, stiffnesses and structural damping coefficients of the 10 cells of the 
experimental waveguide cannot be identical (as in the theoretical ROM). Furthermore, since the 
excitation is provided manually through the modal hammer, exact replication of the impulsive 
loads in the soft-stiff and stiff-soft directions was not possible experimentally. The mass of each 
unit cell (including adjustments for the attached accelerometer) is measured, and its linear and 
nonlinear stiffness, as well as the damping coefficients in the grounding flexures and the coupling 
elements are estimated through nonlinear system identification (Kerschen et al., 2003, 2006; Masri 
& Caughey, 1979; Noël & Kerschen, 2017) following the restoring-force method adapted from 
(Bunyan et al., 2018; Moore et al., 2018). The experimental spatio-temporal energy plots to verify 
the previous three theoretical non-reciprocity regimes (Figure 4.23) are then constructed as 
follows. Following the application of the impulsive load, acceleration measurements for the unit 
cells are post processed (filtered, detrended and numerically integrated) to estimate the cell 
displacements. Additional details about the experiment as well as the identified parameter values 
for each unit cell are included in the Supplementary Information  in Section 4.3.8, and the averages 
of these values are listed in Table 4.2. 
4.3.6 Experimental validation of theoretical prediction 
To validate the discussed predictions and numerical results, several tests are conducted at various 
excitation levels in both the stiff-soft and soft-stiff directions on the designed experimental setup 
in Figure 4.24. The processed data is then used in conjunction with the identified parameters of 
the system in Table 4.2 to compute the instantaneous total energy of each unit cell as a function of 
time. From these the spatio-temporal plots are computed at weak, critical and strong energy levels 
in both directions as depicted in Figure 4.25(a-c). These plots represent the experimentally realized 
counterparts of the computational results of Figure 4.23(a-c). Focusing only on primary wave 
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propagation, like the theoretical predictions, in the case of weak impulsive excitation - Figure 
4.25(a) – the primary breathers initiated by the impulse only propagate in the upstream lattices and 
are completely reflected at the interface. In the case of critical energy excitation – Figure 4.25(b) 
– there is wave propagation in the soft-stiff direction but not in the stiff-soft direction. Finally, in 
the case of strong excitation – Figure 4.25(c) – there are wave transmission and partial reflection 
at the interface in both directions. Hence, the three computational nonlinear non-reciprocity 
regimes were reproduced in the experiments.  
The experimental regime of strong acoustic non-reciprocity (yielding only soft-stiff wave 
transmission) was found in the approximate range of impulsive amplitudes 25.9 𝑁 to 49 𝑁, and 
below or above that range there occurred either complete breather reflection at the interface or 
wave transmission in both stiff-soft and soft-stiff directions, respectively. The upper boundary of 
the experimental range slightly exceeded the corresponding computational value of 45 𝑁.  
Moreover, the numerical and experimental results for the secondary waves (generated by later 
reflections) agreed to a lesser extent. These discrepancies are expected since the ROM (Eq. 4.4) of 
the waveguide assumes uniformity in the stiff and soft lattices and accounts neither for the slight 
parameter variations of the experimental waveguide nor for additional unmodeled experimental 
effects such as nonlinear friction, flexibility of the grounding flexures, or non-ideal connections to 
ground and between cells. 
To experimentally study the non-reciprocity mechanism of Figure 4.22(b) the frequency contents 
of the velocity responses at selected unit cells of the waveguide are examined. This is achieved by 
computing numerical wavelet transforms for the measured time series of the cells, which illustrates 
the temporal evolutions of the harmonics of the corresponding responses. In the stiff-soft direction 
the responses of unit cells 5, 6 and 7 are considered, whereas in the soft-stiff direction the responses 
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of cells 6, 5 and 4. The choice of cells corresponds to one upstream cell and two downstream cells 
relative to the interface. The wavelet transform spectra of the experimental responses shown in 
Figure 2.25(a-c) are depicted in Figure 4.26(a-c), respectively. 
For the case of weak excitation depicted in Figure 4.26(a) – in the stiff-soft direction (left plots) 
the incident breather has high frequency content just above the PZ of the upstream stiff lattice – 
dark gray dashed line (see cell 5), and there are no frequency components in the PZ of the soft 
lattice (just above the light grey dashed line) that are sufficiently strong to initiate a transmitted 
traveling wave packet in the downstream soft lattice (see cells 6 and 7). Likewise, in the soft-stiff 
direction (right plots) – there are no frequency components in the PZ of the downstream stiff lattice 
(see cells 4 and 5) indicating no wave transmission through the interface of the two lattices. 
Different acoustic scattering phenomena occur in the case of critical excitation considered in 
Figure 4.26(b). Indeed, in the stiff-soft direction (left plots) the incident primary breather has 
strong frequency content in the PZ of the stiff lattice (see cell 5), but fails to transmit through the 
interface, as evidenced by lack of strong frequency components in the PZ of the downstream soft 
lattice (see cells 6 and 7). However, in the soft-stiff direction (right plots) the strong frequency 
content of the incident primary breather in the PZ of the soft lattice (see cell 6) “converts up” in 
frequency as the breather scatters at the interface, yielding strong frequency components in the PZ 
of the stiff lattice (see cells 5 and 4), thus initiating traveling wave-packets downstream. This 
results in acoustic non-reciprocity, confirming the theoretical scenario outlined in Figure 4.22(b). 
Similar nonlinear scattering phenomena are observed for the case of strong impulsive excitation 
depicted in Figure 4.26(c), where for both stiff-soft and soft-stiff directions there are “frequency-
down” and “frequency-up” conversions, respectively, at the interface which enables their partial 




A combination of computational simulations and experiments is used to demonstrate that strongly 
nonlinear lattices can be designed to exhibit passively tunable diode-like behavior. A new class of 
waveguides is introduced consisting of two coupled nonlinear lattices, one stiffer than the other, 
which at certain energy levels allow wave propagation in only one direction. This phenomenon is 
predicted through design of the system in the frequency-energy domain (Figure 4.22(b)) and then 
corroborated by simulations and experiments (Figures 4.23-4.26). Specifically, it is shown that at 
certain energy ranges, wave-packets initiated within the softer lattice propagate through the 
waveguide, whereas wave-packets initiated within the stiffer lattice are arrested and backscattered 
at the coupling-site of the two lattices. Additionally, the energy level at which the nonlinear 
acoustic nonreciprocity occurs is highly tunable by adjusting the linear grounding stiffnesses—
this is both conceptually and practically feasible.  
4.3.8 Supplementary Information : Experimental setup and system identification 
The experimental setup consists of aluminum masses grounded via 50μm thick 1080 spring steel 
flexures which, under bending, provide the linear grounding stiffness. These comprise unit cells 
that are coupled to their neighboring unit cells through clamped 0.006” thick 1080 spring steel 
wires. These wires when they deform transversely, provide hardening nonlinear force-
displacement relations. The mechanical properties of this system are identified in two steps to best 
fit the proposed reduced order model to the experimental data.  
Step 1: Linear system identification of each unit cell. The linear stiffness and damping coefficients 
of each unit cell are identified by uncoupling that mass from its adjacent masses.  
Step 2: Nonlinear system identification of the coupling stiffnesses. The waveguide is excited by a 
force-measuring modal hammer (PCB, model 084A14) then measured data is collected from the 
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force transducer attached to the modal hammer (to identify the applied impulse) through an m+p 
VibPilot dynamic system analyzer, while the cells accelerations are tracked and similarly recorded 
through attached PCB accelerometers (models 353B15, 356A11, 356B21, 356M41) attached to 
each unit cell. Additional pictures of the experimental setup are depicted in Figure 4.27. 
Step 1: Linear system identification of each unit cell: 
For each of the ten unit-cells the following reduced order model (ROM) is considered, 
 
, , ( ), (0 ) 0, (0 ) 0i g i i g i i i i imx d x k x f t x x+ + = + = + =  (Eq 4.5) 
where 1,2,3,...,10i = , ,g id , ,g ik  and ( )if t  are the linear grounding damping coefficient, 
grounding stiffness coefficient  and the exerted force to the i-th unit cell, respectively, and ( )ix t  
represents the response (displacement) of the i-th unit cell. The mass of each unit cell is 22g by 
design, hence, 0.022kgm = is assumed throughout the identifications (inclusive of the mass of the 
accelerometers and cable). To identify ,g id  and ,g ik , an impact is applied to the i-th mass by the 
modal hammer and the impulse is recorded along with the acceleration of the cell. The acceleration 
is first detrended, then integrated and bandpass-filtered by a 4th order Butterworth filter with cutoff 
frequencies of 3 Hz and 250 Hz. Then, the corresponding displacement is obtained by following a 
similar approach (second numerical integration). Next, the measured impulse is substituted in Eq. 
4.5 and the response of the reduced order model was optimized with respect to ,g id  and ,g ik , by 
employing the patternsearch toolbox of the software MATLAB®, with objective function, 
21S R= − , where 2R  is the coefficient of determination. For a representative example the 
comparison between the experimental response of only the 3rd unit cell with that of the ROM (Eq. 
4.5) is considered below. Figure 4.28(a) shows the 3rd uncoupled unit cell which is being excited 
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by the modal hammer, and Figure 4.28(b) depicts the corresponding reduced order model (Eq. 
4.5).  
Figure 4.29 shows the results of the linear system identification, together with a comparison 
between the experimental and theoretically predicted displacement time series of the 3rd unit cell. 
The identified system parameters after optimization are ,3 1508.55 N/mgk = , ,3 0.077 Ns/mgd =  
with 2 0.9936R = . The stiffness and damping coefficient of other masses are identified in a similar 
manner. Following a similar linear system identification procedure, the identified linear parameters 
of the 10 unit cells of the waveguide are tabulated in Table 4.3.  
Step 2: Nonlinear system identification of the coupling stiffnesses: 
In this step, the nonlinear characteristics of the coupling stiffnesses between unit cells provided by 
the wires is identified. To this end, pairs of coupled cells 1 and 2, 3 and 4, 5 and 6, 7 and 8, and 9 
and 10, are considered separately. An example of this setup as well as the associated ROM is 
depicted in Figure 4.30. An impulsive load is applied to each pair by the modal hammer, and the 
applied impulse along with the accelerations of the two coupled unit cells are recorded. The 
corresponding displacements are obtained by numerical integrations as described in Step 1. The 
ROM of each pair of coupled cells is given by: 
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mx d x k x d x x
k x x C x x F t
x x x
+ + + +
+ +
+ + + + + + +
+ + + + +
+ + + − + − +
+ − =
+ + + − +
+ − + − =




Next, the same optimization approach to Step 1 is employed to determine the unknown nonlinear 
coupling parameters. Note that the linear parameters ,g ik , ,g id , ,( 1)g ik +  and ,,( 1)g id +  are identified 
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in the previous step, so the only parameters remain to be identified are the coupling parameters 
( 1)i id + , ( 1)i ik +  and ( 1)i iC + , which are the linear coupling damping coefficient, linear coupling 
stiffness coefficient and the nonlinear coupling stiffness coefficient, respectively. Moreover, iF  
and 1iF +  are the applied forces to the i-th and (i+1)-th unit cells respectively.  
In what follows some representative results of the nonlinear system identification procedure are 
discussed. Figure 4.31 shows the force applied by the modal hammer to unit cell 1 which is used 
as force 1( )F t  in the ROM (Eq 4.6) while 2 ( ) 0F t = . Figure 4.32 depicts the response and 
corresponding wavelet transform spectrum of the ROM (Eq. 4.6) and its comparison with the 
experimental measurements for the pair of unit cells 1 and 2. The corresponding identified 
parameters through optimization are 12 0.0411 Ns/md = , 12 40.75 N/mk =  and 
9 3
12 1.9407 10  N/mC =   with 
2 0.9748R = . Similarly, Figure 4.33 shows the impulse applied to 
unit cell 6, which is used as force 6 ( )F t  while setting 5 ( ) 0F t =  in the ROM (Eq. 4.6). Figure 4.34 
depicts the comparison between the predicted by the ROM versus the experimental response 
mesurements for the pair of unit cells 5 and 6. In this case the identified coupling parameters were 
56 0.0206 Ns/md = , 56 0.0002 N/mk =  and 
9 3
56 3.2960 10  N/mC =   with 
2 0.9445R = . These 
results confirm the predictive capacity of the ROM (Eq. 4.6), and the accuracy of the system 
identification procedure followed. 
In Figure 4.34, the discrepancy between the ROM and the experiment is more evident than in 
Figure 4.32. Considering the ROM (Eq. 4.6) we note that the nonlinear coupling force is an odd 
function of displacement, which means that only odd harmonics of the fundamental harmonics of 
the nonlinear response are taken into account in the theoretical predictions. This is confirmed by 
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examining the wavelet transform of the ROM response for unit cell 5 – Figure 4.34(a) – where 
only the 3rd harmonic of the lower mode of vibration (the lower shaded region at frequency 
~ 30 Hz ) appears at frequency ~ 90 Hz . By contrast, in the wavelet transform spectrum of the 
corresponding experimental response there appears a 2nd harmonic of the lower mode at frequency 
~ 60 Hz , which, clearly, cannot be captured by the ROM (Eq. 4.6). However, even with this 
discrepancy between the experimental system and the ROM the identified parameters can be 
trusted since most of the input energy is contained in the fundamental harmonics of the modes of 
vibration of the system and the ROM reproduces these mentioned fundamental harmonics 
accurately. 
Finally, to identify the remaining nonlinear coupling elements in the waveguide, i.e., the couplings 
between the unit cells 2 and 3, 4 and 5, 6 and 7 and 8 and 9, a different approach is utilized which 
expedites the identification process at the expense of a slight damping coefficient overestimation. 
The approach is demonstrated as follows. Supposing that the objective is to identify the coupling 
parameters between the unit cells 8 and 9, the neighboring unit cells to cell 9, i.e., cells 8 and 10, 
are grounded – Figure 4.35(a) – and an impulse is applied to cell 9 via the modal hammer. The 
force exerted by the hammer, 9 ( )F t , and the measured acceleration of unit cell 9 is then recorded 
and treated in the same manner as in Step 1 to obtain the displacement of unit cell 9. Then, like 
Step 1, the response of the following ROM (Eq. 4.7) is optimized to identify the unknown coupling, 
i.e., between cells 8 and 9. The ROM is governed by the following equation, 
3
, , ( 1) ( 1) ( 1)
3
( 1) ( 1) ( 1) ( ), (0 ) 0, (0 ) 0
i g i i g i i i i i i i i i i i
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                     (4.7) 
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where ,g id , ,g ik  and one of the following sets of the parameters,  ( 1) ( 1) ( 1), ,i i i i i id k C+ + +  or 
 ( 1) ( 1) ( 1), ,i i i i i id k C+ + + , are identified in the previous steps. Following nonlinear system 
identification, the theoretically predicted and experimentally measured displacements of the 7th 
unit cell subject to the experimental impulse shown in Figure 4.36, are depicted in Figure 4.37 
respectively. The identified parameters in this case are 67 0.1883 Ns/md = , 67 38.1875 N/mk =  
and 
9 3
67 1.3345 10  N/mC =   with 
2 0.9633R = . 
As can be seen in Figure 4.37(a), the response of the ROM (Eq. 4.7) at later times does not 
completely match the experimental response of unit cell 7. This is because it is assumed that the 
ROM (Eq. 4.7) is perfectly grounded by the nonlinear stiffnesses on its right and left; in actuality, 
however, the neighboring unit cells to cell 7 proved not to be perfectly grounded and so oscillated 
with very small (but non-negligible) amplitude. Accordingly, since the objective is to identify the 
nonlinearity, the optimization routine only considers the first 0.3s of the response, during which 
the energy of the oscillator is high, and the effects of the nonlinearity are more profound than in 
later times when energy has decreased. This is the reason that the coefficient of determination, 
which is computed only for the first 0.3s of the response in Figures 4.32, 4.34 and 4.36, despite of 
the discrepancy between the response of the model and the experimental data in the limit of long 
times, is relatively high. Implementing the described approach, the rest of the unknown parameters 
are identified and tabulated in Table 4.3 and Table 4.4. Omitting outliers, the theoretical ROM for 
the waveguide incorporated the averaged values of these identified parameters (Table 4.2). 
4.3.9 Supplementary Information: Extra test cases   
In this section, additional experimental results for the spatio-temporal evolution of the energy in 
the waveguide at varying levels of applied impulsive excitations are presented. In these plots the 
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total instantaneous energy in the waveguide is normalized with respect to the total remaining 



















Making use of the ROM (4.4) we express, 
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where ( )iE t  is the approximate instantaneous total energy of i-th unit cell, and 
01 1011 01 1011 0k k C C= = =  . The advantage of this representation is that the generated propagating 
wave packets can be clearly tracked. All presented results are obtained from experimental tests. 
Each of the following Figures consists of two sub-figures which indicate the spatio-temporal plots 
of the normalized energy evolution of the waveguide for the cases where its soft or stiff ends are 
excited—similar to the plots of Figure 4.25. Figure 4.38 represents the case where the input energy 
is sufficiently low, so that the initiated breather lacks the energy to propagate from the lattice where 
it is initially initiated through the interface to the other lattice. Figure 4.38(a) depicts the spatio-
temporal evolution of the normalized instantaneous energy of the waveguide when its stiff end is 
excited by an impulse of maximum amplitude 16.75 N. Figure 4.38(b) presents the corresponding 
experimental responses when the waveguide is excited at its soft end by an impulse of maximum 
amplitude 15.64 N. In the next three cases, Figures 4.39-4.41, the initiated traveling breather in 
the soft lattice is partially transmitted through the interface to the stiff lattice, but the reverse is not 
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true; that is, the initiated traveling breather in the stiff lattice is completely reflected at the interface 
and so remains localized in the stiff lattice throughout. Finally, Figure 4.42 depicts a case of strong 
impulse excitation where propagating breathers initiated in both constituent lattices of the 
waveguide can partially transmit through the interface. These results complement the experimental 
plots of Figure 4.25 of this study. 
4.3.10 Supplementary Information: Design of unit cells   
The design and construction of each unit cell (including an expanded view) is provided in Figure 
4.43. Each unit cell is assembled from a main central body (yellow) attached to a base piece (grey), 
through two flexures (green). The flexures are glued to the body using a permanent metal-metal 
adhesive. Unit cells are coupled to their neighbors by clamping a long thin wire between the 
extrusion at the front of a unit cell and the two extrusions at the back of next unit cell using 
clamping blocks (red). The base pieces bolt into a substrate with holes matching the countersunk 
holes in the base piece. The central body (yellow), clamps (red) and base (grey) are made from 
aluminum. The grounding flexures (green) are 1.350in×0.7in and cut out of 50μm thick spring 
steel stock using electrical discharge machining (EDM). The rectangular cutout is widened or 
narrowed to tune the resulting flexure stiffness. Part drawings for the central body (Figure 4.44), 
base piece (Figure 4.45) and clamps (Figure 4.46) are also provided.  
4.4 Conclusions 
In this chapter we discussed two systems that break reciprocity through the use of strongly 
nonlinear coupling as well as asymmetry while still remaining completely passive, i.e., without 
requiring any form of external source of energy (e.g., external biases or time-varying system 
properties); this contrasts to many current applications which do require an external energy input. 
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As demonstrated in this chapter, breaking reciprocity can be used towards wave tailoring, such as 
the two-regime system considered in Section 4.2 where, depending on the energy level, two 
distinct wave phenomena occurred, namely, localization and nonreciprocity. Indeed, at low 
impulsive loads (i.e., at low energies) energy waves could be transmitted preferentially in only one 
direction, while at higher applied impulses waves could propagate in both directions, but the 
acoustics became highly nonreciprocal (when considering only the first and last unit cells as test 
points). Unlike the system in Section 4.2, the system in Section 4.3 exhibits a three-regime acoustic 
phenomenon where the propagation of traveling breathers is manipulated (tailored) based on the 
level of the impulse energy applied to the system. Below a critical energy threshold, the acoustics 
is localized in the part of the system where it is initially generated regardless of direction. Near the 
critical energy level energy is preferentially propagated in one direction but not the other. Finally, 
above another critical energy threshold, energy can be transmitted in both directions regardless of 
direction. Clearly, such passive, nonreciprocal, nonlinear waveguides can find applications in the 
field of acoustic wave tailoring, e.g., to fabricate new classes of mechanical diodes; in acoustic 
logic; in preferential and irreversible propagation of sound; and in targeted energy transfer in 
preferential directions within complex acoustic systems. 
The tunability with energy demonstrated by these systems is a direct consequence of the intentional 
inclusion of strong nonlinearity and the frequency-amplitude dependence introduced by it. 
Additionally, in the system in Section 4.3, the critical energy level itself is also tunable with respect 
to the grounding stiffness of each constituent lattice due to the lower bound of the propagation 
zone (PZ) being completely determined by the linear grounding stiffness. This allows for precise 
control of the transition between the three observed regimes through a semi-analytical approach 
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(i.e., the intersection of the lower bound of one PZ with the upper bound of the other PZ) and 
through a practically convenient parameter—the grounding stiffness.  
Finally, reduced order models (ROMs) as well as methods for the identification of experimental 
system parameters are developed and utilized in the study of these systems. Hence, powerful 
optimization techniques are closely tied to the understanding and implementation of the 
intentionally nonlinear mechanisms that govern acoustic nonreciprocity in this type of nonlinear, 




4.5 Figures and Tables 
 
Figure 4.1. The nonreciprocal lattice system composed of 𝑝 linearly coupled unit cells; each unit 
cell is composed of a system of coupled oscillators in series, and incorporates strong stiffness 
nonlinearity, high asymmetry, and large-to-small scale hierarchy; LS denotes the large scale 





Figure 4.2. Experimental three-cell lattice: (a) top view, (b) unit cell, and (c) schematic of the unit 
cell – yellow parts constitute the large scale (LS), red parts the small scale (SS), blue elements the 
linear coupling springs between cells, green parts the linear grounding stiffness of the LS, and the 
two transverse wires suspend the SS and generate the strong nonlinear stiffness coupling the LS 











Figure 4.4. Comparison of experimental and identified ROM responses for the uncoupled unit cell 
2, impulse of maximum magnitude 17.3 𝑁 applied to the LS: (a) LS, and (b) SS responses; this 




Figure 4.5. Comparison of experimental and identified ROM responses for the uncoupled unit 
cell 2, of maximum magnitude 281.6 𝑁 applied to the LS: (a) LS, and (b) SS responses; the ROM 




Figure 4.6. Small impulsive intensity: (a) impulsive magnitude 15.28 N applied to cell 1, (b) 
impulsive magnitude 18.01 N applied to cell 3: Spatiotemporal variation of normalized energy 
(with respect to input energy) for each cell (top), temporal variations of the lattice energy and the 
non-normalized energy of each cell (middle), and LS response of cell 3 (cell 1) when the LS of cell 




Figure 4.7. Intermediate impulsive intensity: (a) impulsive magnitude 102.04 N applied to cell 1, 
(b) impulsive magnitude 96.19 N applied to cell 3: Spatiotemporal variation of normalized energy 
(with respect to input energy) for each cell (top), temporal variations of the lattice energy and the 
non-normalized energy of each cell (middle), and LS response of cell 3 (cell 1) when the LS of cell 




Figure 4.8. Intermediate impulsive intensity: (a) impulsive magnitude 856.99 N applied to cell 1, 
(b) impulsive magnitude 835.72 N applied to cell 3: Spatiotemporal variation of normalized energy 
(with respect to input energy) for each cell (top), temporal variations of the lattice energy and the 
non-normalized energy of each cell (middle), and LS response of cell 3 (cell 1) when the LS of cell 







Figure 4.9. Nonreciprocity measure 𝛿 for reciprocal points as the LS of cells (a) 1 and 2, (b) 2 






Figure 4.10. Numerical simulation results of the ROM for small impulsive intensity, impulsive 
magnitude 15.28 N applied to cell 1, and impulsive magnitude 18.01 N applied to cell 3: (a) 
spatiotemporal variation of normalized energy (with respect to input energy) for each cell, and (b) 
and temporal variations of the lattice energy and the non-normalized energy of each cell; these 




Figure. 4.11. Numerical simulation results of the ROM for intermediate impulsive intensity, 
impulsive magnitude 102.04 N applied to cell 1, and impulsive magnitude 96.19 N applied to cell 
3: (a) spatiotemporal variation of normalized energy (with respect to input energy) for each cell, 
and (b) and temporal variations of the lattice energy and the non-normalized energy of each cell; 




Figure 4.12. Numerical simulation results of the ROM for large impulsive intensity, impulsive 
magnitude 856.99 N applied to cell 1, and impulsive magnitude 835.72 N applied to cell 3: (a) 
spatiotemporal variation of normalized energy (with respect to input energy) for each cell, and (b) 
and temporal variations of the lattice energy and the non-normalized energy of each cell; these 





Figure 4.13. Impulse intensity of approximately 17N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 




Figure 4.14. Impulse intensity of approximately 57N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 




Figure 4.15. Impulse intensity of approximately 97N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 




Figure 4.16. Impulse intensity of approximately 254N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 




Figure 4.17. Impulse intensity of approximately 363N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 




Figure 4.18. Impulse intensity of approximately 532N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 






Figure 4.19. Impulse intensity of approximately 618N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 






Figure 4.20. Impulse intensity of approximately 839N applied to (a) LS1 (b) LS2 (c) LS3. 
Spatiotemporal variation of normalized energy (with respect to input energy) for each cell (top), 
temporal variations of the lattice energy and the non-normalized energy of each cell (bottom). 







Figure 4.21. Nonreciprocity measure 𝛿 for reciprocal test points chosen as the LS of cells for a 
system of five unit cells. The choice of reciprocal test points is provided in the legend. Only points 








Figure 4.22. Nonreciprocal 10-cell waveguide composed of two dissimilar lattices: (a) Reduced-
order model of the waveguide with uniform nonlinear coupling elements  – the “stiff” lattice is 
composed of cells 1 to 5 with springs and viscous dampers 𝑘𝑔,1 and 𝑑𝑔,1, respectively, whereas the 
“soft” lattice consists of cells 6 to 10 with parameters 𝑘𝑔,2 and 𝑑𝑔,2; (b) breather transmission in 
the propagation zones (PZs) of the two lattices, with the breather frequency band being 
represented by arrows for weak (blue), critical (green) and strong (orange) impulsive excitation 
applied to the free end of the stiff (darker shade) or soft (lighter shade) lattice – forks in the arrows 
indicate successful initiation of a wave packet in the PZ of the downstream lattice; (c-e) schematic 
representation of breather propagation in the waveguide for weak (c), critical (d), and strong (e) 
excitation, respectively – heavier-colored arrows denote stiff-soft, and lighter-colored arrows soft-






Figure 4.23. Computational spatio-temporal evolution of the total instantaneous energy in the 
waveguide for an impulse applied to the stiff (left column) and soft (right column) lattice, with red 
squares indicating the cell where the half-sine impulse is applied, and darker shades 
corresponding to higher energy levels: (a) Weak impulses – 16.75 N impulse amplitude for the stiff 
and 15.64 N for the soft lattice, (b) critical-energy impulses – 31.96 N for the stiff and 31.47 N for 
the soft lattice, and (c) strong impulses – 55.18 N for the stiff and 53.04 N for the soft lattice (for 
clarity and to account for viscous dissipation, at each time instant the energy is normalized with 




Figure 4.24. Waveguide composed of 10 unit cells: (a) Schematic top view of unit cells 4-7 (top) 
and experimental realization (bottom); the waveguide is excited with a modal hammer fitted with 
a force transducer, and the response of each unit cell is measured by means of ten accelerometers 
attached to the cells; (b) detailed isometric view of the schematic design and the experimental 
realization of the first unit cell showing the Aluminum mass (yellow) grounded to a rigid frame 
(grey) through linear flexure springs (green) whose stiffness is tuned through the geometry of the 
flexures; adjacent unit cells are coupled through thin wires (black) attached by clamps (red) and 
bolts (purple) – this provides the essentially nonlinear stiffness; (c) Schematic representation of 
the force-extension relationships of the different stiffness elements of the waveguide – stiff linear 
grounding (dotted line), soft linear grounding  (dashed line) and nonlinear coupling (solid line), 
which is responsible for the frequency-energy tunability of the two PZs of the constituent lattices 




Figure 4.25. Experimental spatio-temporal evolution of the total instantaneous energy in the 
waveguide for an impulse applied to the stiff (left column) and soft (right column) lattice, with red 
squares indicating the cell where the impulse is applied, and darker shades corresponding to 
higher energy levels: (a) Weak impulses, (b) critical-energy impulses, and (c) strong impulses – 
in all cases the impulse magnitudes are identical to those of the numerical simulations of Figure 
4.23 (for clarity and to account for viscous dissipation, at each time instant the energy of each cell 





Figure 4.26. Transient frequency content of the experimentally obtained velocities one upstream 
and two downstream cells relative to the interface—cells 5-6-7 in the case of stiff-soft and cells 6-
5-4 in the case of soft-stiff. Cell numbers are on the top right corner of each plot. Horizontal lines 
indicate the lower boundaries of the PZ of the stiff (black dashed) and soft (grey dash-dotted) 
lattices. Darker regions on the colormap indicate a larger amplitude. Red triangles point to the 
frequency content in the primary wave as it propagates through each cell; (a) weak excitation of 
16.75N and 15.64N applied to the stiff and soft lattice respectively; (b) critical excitation of 31.96N 
and 31.47N applied to the stiff and soft lattice respectively; (c) Strong excitation of 55.18N and 




Figure 4.27. Waveguide being excited: (a) from the left end (free boundary of the stiff lattice), (b) 
from the right end (free boundary of the soft lattice). 
 
 
Figure 4.28. (a) The uncoupled single degree of freedom, 3rd unit cell, (b) corresponding reduced 




Figure 4.29. Linear system identification of the 3rd unit cell: (a) Force applied by the modal 
















Figure 4.32. Comparison of simulated and experimental displacements for (a) unit cell 1, and (b) 








     
 
Figure 4.34. Comparison of simulated and experimental displacements for (a) unit cell 5, and (b) 





Figure 4.35. (a) Single unit cell with grounding nonlinear stiffnesses, (b) corresponding ROM. 
 




Figure 4.37. (a) Predicted and experimental displacement of the unit cell 7 subject to the impulse 
depicted in Figure 4.36, and wavelet transform spectrum of, (b) the experimental response, and 





Figure 4.38. (a) Impulse (16.75 N) applied to the stiff lattice and corresponding spatio-temporal 
evolution of the normalized instantaneous total energy of the waveguide, and (b) impulse (15.64 
N) applied to the soft lattice and corresponding spatio-temporal evolution of the normalized 
instantaneous total energy of the waveguide. 
 
 
Figure 4.39. (a) Impulse (26.19 N) applied to the stiff lattice and corresponding spatio-temporal 
evolution of the normalized instantaneous total energy of the waveguide, and (b) impulse (25.55 
N) applied to the soft lattice and corresponding spatio-temporal evolution of the normalized 



















Figure 4.40. (a) Impulse (44.27 N) applied to the stiff lattice and corresponding spatio-temporal 
evolution of the normalized instantaneous total energy of the waveguide, and (b) impulse (45.72 
N) applied to the soft lattice and corresponding spatio-temporal evolution of the normalized 
instantaneous total energy of the waveguide. 
 
 
Figure 4.41. (a) Impulse (50.09 N) applied to the stiff lattice and corresponding spatio-temporal 
evolution of the normalized instantaneous total energy of the waveguide, and (b) impulse (47.87 
N) applied to the soft lattice and corresponding spatio-temporal evolution of the normalized 




















Figure 4.42. (a) Impulse (55.18 N) applied to the stiff lattice and corresponding spatio-temporal 
evolution of the normalized instantaneous total energy of the waveguide, and (b) impulse (53.04 
N) applied to the soft lattice and corresponding spatio-temporal evolution of the normalized 




Figure 4.43. Construction of a single unit cell with an aluminum central body (yellow) connected 
to an aluminum base piece (grey) via spring steel flexures (green). Neighboring unit cells are 
coupled through a long, thin wire clamped using clamping pieces (red).  (a) fully assembled; (b) 













































Stiffness (𝑘𝑔 ,𝑖  ) 
[N/m] 








(𝑓𝑖  ) [Hz] 
1 0.022 1361.3658 0.0569 0.005199 39.5910 
2 0.022 1467.2408 0.0360 0.003168 41.1017 
3 0.022 1508.5533 0.0769 0.006674 41.6763 
4 0.022 1500.2408 0.1476 0.01284 41.5613 
5 0.022 1498.9515 0.1062 0.009247 41.5435 
6 0.022 687.5267 0.0620 0.007971 28.1354 
7 0.022 704.6829 0.0908 0.01153 28.4843 
8 0.022 670.4344 0.2000 0.02604 27.7835 
9 0.022 772.4954 0.0960 0.01164 29.8234 

















Cells 1&2 40.75 0.0411 1.9407x109 
Cells 2&3 0.0078 0.2929 1.2040x109 
Cells 3&4 52.9062 0.0189 3.9927x109 
Cells 4&5 39.1895 0.2253 1.5146x109 
Cells 5&6 0.0002 0.0206 3.2960x109 
Cells 6&7 38.1875 0.1883 1.3345x109 
Cells 7&8 36.3271 0.0046 2.5278x109 
Cells 8&9 39.9960 0.0839 5.2500x109 
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5 Acoustic Wave Tailoring in 1D Cellular Lattices with 
Strongly Nonlinear Coupling 
5.1 Introduction 
In this chapter we extend several of the ideas discussed in Chapter 4 into the nano/micro scales. 
These devices are referred to as Nano/Micro Electromechanical Systems (NEMS/MEMS). There 
are several benefits of working in the nanoscale. For example, in the nanoscale the effects of 
damping which are often detrimental to the rich dynamics of nonlinear systems are minimized by 
the reduction in scale as well as by the added compatibility with vacuum chambers— allowing for 
systems consisting of more unit cells and higher degrees of complexity without sacrificing 
performance (resulting to dispersion and response decay due to damping) to be feasible. 
Additionally, since microfabrication techniques often result in many features being fabricated 
simultaneously, variation in the manufacture and assembly of unit cell arrays is also minimized. 
Another advantage of the nanoscale is that nonlinear regimes are more easily accessed due to easily 
attainable large deformations through reduction in damping (Andres, Foulds, & Tudor, 1987; Gui, 
Legtenberg, Tilmans, Fluitman, & Elwenspoek, 1998; Ikeda et al., 1989; Tudor, Andres, Foulds, 
& Naden, 1988). Electrostatically induced nonlinearity (Hu et al., 2004; Rhoads, Shaw, & Turner, 
2010; Younis & Nayfeh, 2003), and surface force induced nonlinearities are also accessible 
(Bunyan, Vakakis, & Tawfick, 2015). Nonlinearity can also be introduced using nonlinear 
piezoelectric materials such as gallium arsenide (Karabalin, Cross, & Roukes, 2009), zinc oxide 
(Mahmoodi, Jalili, & Daqaq, 2008) and polymers (Asadi, Li, Peshin, Yeom, & Cho, 2017). 
Compared to their macroscale counter parts, nanoscale systems also have the added benefit of 
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miniaturization and occupy a much smaller footprint, in space, power consumption and required 
input loads.  
NEMS/MEMS utilizing mechanical vibrations have applications in sensors (Arlett, Myers, & 
Roukes, 2011; Chaste et al., 2012), signal processors (Loh & Espinosa, 2012; Mahboob & 
Yamaguchi, 2008), surface acoustic waves and even in the study of microscopic quantum 
mechanics (Chan et al., 2011; O’Connell et al., 2010). Additionally, acoustic NEMs devices can 
be designed as transducers that can bridge, otherwise only weakly coupled, physical processes 
(Balram, Davanço, Song, & Srinivasan, 2016). To elaborate, they can be designed to share 
temporal frequencies with typical radio frequency (RF) devices (around 100MHz to 10GHz) 
allowing for strong coupling via piezo transduction while simultaneously sharing wavelengths 
with optical devices (around 1𝜇𝑚) allowing for strong coupling via Fabry-Perot interference as 
well as photoelasticity (Balram, Davanço, Lim, Song, & Srinivasan, 2014; Safavi-Naeini et al., 
2011). The acoustic system then acts as a bridge to strongly couple RF and optical waves. For a 
given frequency, the acoustic wave velocity is much slower than the electromagnetic wave velocity 
so an acoustic wave has a smaller wavelength for an acoustic wave device compared to an 
electromagnetic wave device. Subsequently, many previous applications of acoustic wave tailoring 
such as filtering, buffering, localization, energy harvesting, delay lines and nonreciprocity can be 
applied also to optical waves or RF waves through the said strong acoustic-optical transduction in 
much more compact devices (Srinivasan, 2017).  
5.2 Concept: Nonlinear Coupling of MEMS Phononic Waveguides 
In Chapter 4.3, two acoustic lattices each with their own nonlinear pass bands and attenuation 
bands were coupled together, and the interaction of the propagating wave with the band structure 
at the interface facilitated the onset of acoustic nonreciprocity, as well as diode-like behavior in a 
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predictable, tunable manner. In this chapter we consider a similar approach using phononic crystals 
– the acoustic analog of photonic crystals— to form the left and right waveguides. In these systems 
the boundaries of a phonon waveguide are defined by the surrounding 2D phononic crystal lattice 
which supports a phonon band gap at the waveguide’s frequencies, enabling those frequencies to 
be effectively confined and guided by the waveguide (Deymier, 2013). A complication that arises 
in typical nonlinear waveguides like the ones in Chapter 4.3 is the dependence of propagation and 
attenuation zones on energy. To reduce the complexity of the dynamic behavior of the system, in 
this case the system is designed with two linear waveguides instead of two strongly nonlinear 
waveguides as in chapter 4. The two linear waveguides are then coupled by one or more nonlinear 
elements. An example of wave tailoring (in this case acoustic non-reciprocity) with such a system 
is depicted schematically in Figure 5.1. Here, the two waveguides do not necessarily need to be 
identical. The coupling nonlinearity can be designed to work in several ways, including bridging 
the gap between pass bands of the two lattices or inducing intentional scattering of propagating 
waves out of the passbands depending on the amplitude and direction of the incident wave. A 
divide-and-conquer approach is taken to design this system. First the mechanics of the linear 
phononic waveguide are considered in detail and then the nonlinear coupling is designed around 
the identified parameters of the linear waveguides.  
5.3 A Highly Tunable Linear Phononic Waveguide 
5.3.1  Design and computational modeling 
A requirement for the design of the band structure of the linear phononic waveguide is that it has 
band gaps that are tunable, as well as unique group velocities in the vicinity of the band gap— a 
wave packet with a given carrier frequency can only propagate at one corresponding group 
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velocity. In other words, there should be only one branch of frequencies close to the upper and 
lower limits of the band gaps. Such a waveguide was proposed and studied by Hatanaka et al. 
computationally and experimentally (Hatanaka, Mahboob, Onomitsu, & Yamaguchi, 2014). 
Analytical solutions for such spatially periodic structures have been studied by Watanabe et al. 
(Watanabe & Sugimoto, 2005). In their work Hatanaka et al. used GaAs/AlGaAs to produce a 
hetero structure suspended above a circular aperture and deposited a gold electrode on top of it to 
create a piezoelectric actuator. In this study, while the general principle is the same, the waveguide 
is redesigned for more traditional microfabrication techniques and materials. The design of a single 
linear waveguide is depicted in Figure 5.2. It consists of 𝑡 = 65𝑛𝑚 thick 10.2𝜇𝑚 diameter disks 
of super low stress Silicon nitride (deposited through Low Pressure Chemical Vapor Deposition – 
LPCVD) suspended on top of a circular aperture of an electrically insulative layer— Silicon 
dioxide. Each disk is strongly coupled to its neighbor by having a spatial separation 𝑎 = 7𝑛𝑚 that 
is smaller than the diameter. The waveguide formed by this array of “overlapping” circular 
geometry is monolithic. Suspending the array creates an acoustic impedance mismatch between 
the waveguide and the surrounding bulk material (Silicon dioxide), and as a result energy is 
confined to the waveguide. The waveguide and Silicon dioxide aperture then sit on super highly 
doped n++ Silicon which behaves electrically like a metal when a small DC voltage is applied to 
it. Finally, gold electrodes are placed such that they partially cover the first/last unit cells of the 
waveguide. The gold electrodes in conjunction with the n++ silicon act as capacitive plates and 
apply electrostatic force actuation to the waveguide. Cha and Daraio have independently studied 
a similarly designed system with gold electrodes deposited over every unit cell to apply tunable 
tension to the waveguide (Cha & Daraio, 2018).  
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Numerical simulations with COMSOL Multiphysics 5.3a are used calculate the dispersion 
relationship and thus the band structure for the linear waveguides. Due to the periodic nature of 
the waveguide, only a single unit cell corresponding to the first Brillouin zone needs to be 
considered (Deymier, 2013; Hakoda, Rose, Shokouhi, & Lissenden, 2018). The choice of this unit 
cell is depicted in Figure 5.2(b) and the corresponding COMSOL representation is depicted in 
Figure 5.3(a). The material properties are Young’s modulus 𝐸 = 290𝐺𝑃𝑎 , density 𝜌 =
3000𝑘𝑔/𝑚3  and Poisson’s ratio 𝜈 = 0.27. In addition to the stated dimensions some typical 
nonidealities associated with fabrication are also considered. In conjunction with residual stress 
that is typical in nanoscale structures, nonuniformity of the cross-sectional thickness is also 
considered and has important implications on the dynamics that will be discussed in more detail 
later. The cross-sectional thickness of the unit cell is defined to vary radially and is 61𝑛𝑚 at its 
thickest location (along the circular boundary) and 51𝑛𝑚 at its thinnest (along the circumference 
of the central hole). These values are guided by the metrology of the fabricated samples. As 
indicated in Figure 5.3(a), the circular boundary regions are subject to clamped boundary 
conditions. Since we are searching for traveling solutions, the boundaries that would connect to 




} is the wave vector in the 𝑥 direction, 𝒖 is the displacement field vector, and 𝑎 is the 
imposed periodicity. The Bloch boundary condition is implemented through COMSOL’s Floquet 
periodicity function. COMSOL’s prestressed eigenfrequency module is used for the study. Since 
residual stress is being considered, an initial static step is computed to determine the static relaxed 
state of the cell as shown in Figure 5.3(b). Because of the nonuniformity of the cross-sectional 
thickness, the out of plane buckling is always in the positive 𝑧 direction. This solution is used as 
the initial condition for a linearized eigenfrequency analysis which solves for the first six 
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eigenmodes for swept nondimensional wavenumbers 𝑘𝑥𝑁 = 𝑘𝑥
𝑎
𝜋
. The solutions are assembled 
into the frequency dispersion relationships in Figure 5.4. The corresponding mode shapes for the 
long wavelength limit 𝑘𝑥𝑁 = 0 (left) and 𝑘𝑥𝑁 = 1 limit (right) are plotted for each branch. As 
expected, the lowest branch (acoustic branch), in the long-wavelength limit, coincides with the 
synchronous mode shapes expected in the dispersion branch of acoustic waves in a homogeneous 
medium and the second branch (optical branch) coincides with mode shapes analogous to out of 
phase motions (Deymier, 2013; Hussein, Leamy, & Ruzzene, 2014). Bandgaps exist below the 
acoustic branch (acoustic band gap) as well as between the acoustic and optical branches (optical 
band gap).  
Considering only the acoustic and optical bands, the group velocities 𝑣𝑔 of traveling waves in the 
wave guide are calculated by taking the derivatives of the eigenfrequencies with respect to the 
wave number and are plotted in Figure 5.5. Clearly the group velocity of a propagating wave packet 
can be controlled through its carrier. To further investigate the tunability of the waveguide, a study 
is conducted in which the periodicity 𝑎 is varied for a fixed diameter 𝑑. Snapshots of the band 
structure at various values of 𝑎 are plotted in Figure 5.6(a). As the periodicity is reduced, the 
frequency dispersion resembles that of a simple rectangular waveguide, and the optical band gap 
is lost; while increasing the periodicity leads to a reduction of the acoustic band with widening of 
the optical band gap. An additional study is conducted in which the diameter 𝑑 is varied while also 
scaling the periodicity 𝑎 such that 𝑎 = 0.7𝑑. The resulting band structures at various values of 𝑑 
are plotted in Figure 5.6(b). Inverse scaling of frequencies with 𝑑 are observed (Figure 5.6(b)). 
With a variation of just 0.2𝜇𝑚, the optical band gaps can be shifted, demonstrating the highly 
tunable nature of the system.  
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5.3.2 Fabrication of samples and experimental setup 
A major advantage of this design is that the construction of the waveguide lends itself to standard 
microfabrication processes such as photolithography, lift off and dry and wet chemical etching—
the fabrication of such a waveguide is highly scalable and several hundred devices are fabricated 
per 4-inch silicon wafer. The fabrication begins with a wet oxide growth of 120nm of Silicon 
dioxide on an n++ doped Silicon wafer followed by a low-pressure chemical vapor deposition 
(LPCVD) of 100nm Silicon nitride. The Silicon dioxide serves as a sacrificial layer that will be 
partially removed though an isotropic etching process to release the membranes. The wafer is 
cleaned using acetone and isopropyl alcohol and then etched in an oxygen plasma briefly to remove 
organic surface contaminants. Molecular vapor deposition (MVD) is used to prime the surface of 
the wafer using Bis(trimethylsilyl)amine (HMDS)— this assists in the adhesion of the photoresist 
(PR) to the wafer surface. An image reversal resist (AZ5214E) is spun onto the wafer but used as 
a positive tone resist. It is chosen because it can be spun thinner than typical positive tone resists, 
and so increases the achievable resolution. The gold electrode patterns are transferred to the PR by 
hard plus vacuum (H+V) contact mode photolithography with an EVG 620 mask aligner and 
developed in a 2:1 solution of AZ917MIF: deionized water. The wafer was briefly cleaned in an 
Oxygen plasma again and then sputtered with 5nm of chromium and 45nm of gold. The wafer is 
immersed in AZ400T PR stripper and placed in an ultrasonic bath to lift off unwanted gold while 
leaving behind the patterned gold electrodes. The wafer is then cleaned, primed and spun with 
AZ5214E, again following the same procedure as before and the pattern for the arrays of holes is 
transferred using H+V contact photolithography. Reactive Ion Etching (RIE) in an Oxygen and 
Tetrafluoromethane (𝐶𝐹4) plasma is used to etch the patterned holes through the topmost layer of 
Silicon nitride. The wafer is then diced on a dicing saw into 5mm×4mm dies and the dies are 
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immersed in a 10% buffered Hydrogen Fluoride (BOE) solution to etch the sacrificial Silicon oxide 
and undercut the Silicon nitride creating the freestanding waveguides (See Figure 5.7). The 
completed dies are attached to KD-S82528-C-02 chip carriers and the electrical interconnects were 
made using ball bonding (Figure 5.7(a)). A more detailed recipe of the microfabrication process 
can be found in the Supplementary Information, in Section 5.6.1.  
5.3.3 Experimental verification of the computational model 
Samples are tested using a phase-locked Michelson interferometer that employs a balanced 
homodyne detection scheme in conjunction with a high-frequency lock-in amplifier. Some 
samples were collaboratively sent to the Caltech group of Prof. C. Daraio (daraio.caltech.edu) for 
testing with the same experimental setup used in (Cha & Daraio, 2018), and the experimental data 
presented in in this section are the results of these tests. A small DC voltage of 2V as well as a 
swept harmonic component of 40mV is applied to one end of the waveguide and the interferometer 
measures the frequency response of the last unit cell located on the opposite end of the waveguide 
from the excitation source. Data for each sample is averaged over several tests to reduce the noise 
floor. All measurements are performed in a vacuum environment maintained at < 0.7𝜇𝑇𝑜𝑟𝑟. 
Figure 5.8 depicts the frequency responses of several lattices with 61 unit cells each. The variation 
in band gaps is thought to be due to residual stress in the Silicon nitride. This is supported by the 
fact that different samples exhibit varying degrees of out-of-plane buckling. Since the anisotropic 
residual stress is not known, it is used as a fitting parameter to reconcile the computational model 
and experimental results. To better understand the effects of the anisotropic residual stress a 
parametric study is performed in which both residual stress in the 𝑥  (length) and 𝑦  (width) 
directions are varied between -50MPa to 150MPa. Noting that the acoustic band gap is bounded 
by the mode labeled “I” in Figure 5.4 and the optical band gap is bounded by the modes labeled 
164 
 
“II” and “III”, only these three modes are solved for in this analysis. The evolution of these three 
modes and consequently the band structure defined by them with respect to residual stress are 
plotted in Figure 5.9. Interestingly, with increasing residual stress in either the 𝑥 or 𝑦 directions, 
the optical band gap shifts to higher frequencies and the bandwidth decreases monotonically. As 
expected from the mode shape of the first mode in the long-wavelength limit, the acoustic band 
gap is invariant to the residual stress in the 𝑥 direction. This invariance greatly simplifies the 
procedure to determine the pair of residual stresses that will reconcile the model with the 
experimental data. The application of this procedure to data from one of the samples depicted in 
Figure 5.8 is depicted in Figure 5.10. Since it is invariant to 𝜎𝑥  the plane defining mode I is 
collapsed into a single line (See Figure 5.9(b)) as a function of 𝜎𝑦 and the point at which the curve 
intersects the experimental upper limit of the acoustic band gap determines 𝜎𝑦 = −20.81𝑀𝑃𝑎 
(Figure 5.10(b)). Once 𝜎𝑦 is determined, the planes for modes II and III are reduced to lines (Figure 
5.10(c)). However, since there is only one fitting parameter 𝜎𝑦 and two points (the upper and lower 
limit of the optical band gap) to fit, the center of the band gap is used to determine 𝜎𝑥 =
−1.62𝑀𝑃𝑎. Using these residual stresses, the full band structure can be computed using the 
COMSOL model and the computed frequency response of the phonon group velocities is plotted 
in Figure 5.10(d). The good agreement between the bandwidth of the experimentally obtained band 
gap and the computed band gap (even though only two fitting parameters were used to match three 
points) supports the validity of the model. Similar fits are obtained for other samples as well, but 
these are not shown.  
5.3.4 Thermoelastic tunability of the band structure 
In some samples, we have observed a new mode resulting in an apparent split in the acoustic band 
gap (Figure 5.11). More interestingly, we observed that this behavior is strongly dependent on 
165 
 
temperature. In this section, we will discuss this behavior and present our current understanding 
of the origin of the thermoelastic tunability of the band structure. After fabrication, varying degrees 
of out-of-plane buckling occur on the samples. Interestingly, the shape of a buckled membrane is 
not periodic in both 𝑥 aand 𝑦 directions as the interference fringes seen in optical microscope 
images of the sample suggest (Figure 5.11(a)). Note that the samples discussed in Figure 5.11 have 
smaller diameters (8.1 𝜇𝑚 ) compared to the previous samples and models. Atomic Force 
Microscopy (AFM) is used to profile the surface of the membrane in the 𝑦 (red dashed line in 
Figure 5.11(a) and plot of Figure 5.11(b)) and 𝑥 (blue dashed line in Figure 5.11(a) and plot of 
Figure 5.11(c)) directions revealing that the buckling happens only across the waveguide; this 
implies that residual stress in the 𝑥 direction is indeed much smaller than that in the 𝑦 direction. 
This agrees with the predictions of the model discussed in the previous section. The periodic 
fringing seen in the 𝑥  direction in Figure 5.11(a) is due to the periodic nonuniformity of the 
underlying cavity (Figure 5.11(d)). Across many samples, various degrees of buckling are 
observed between 3nm to 21nm. Samples with very small buckling (close to 3nm or less) exhibit 
the predicted two-band gap behavior. At very large degrees of buckling (over 15nm), the dynamics 
of the unbuckled system appear to be destroyed. However, at intermediate buckling (around 7nm 
to 14nm) qualitatively different behavior is observed and depicted in Figure 5.11(e). The data in 
Figure 5.11(e) is collected using a Fabry-Perot interferometer—the mechanical motion is detected 
by measuring the signal from shining a 520nm diode laser focused on the membrane. Partial 
reflections from the membrane as well as the underlying Silicon cavity interfere (Fabry-Perot 
interference), and the resulting signal is modulated by the change in position of the membrane with 
respect to the Silicon cavity and detected by a photodetector. A lock-in amplifier is used to provide 
a harmonic swept input and measure the signal. Averaging is used to reduce the noise floor. All 
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measurements are performed in an optical cryostat at various controlled temperatures in a vacuum 
pressure of < 5𝜇𝑇𝑜𝑟𝑟. The interferometer used is the same as the one used in (Kim, Yu, & van 
der Zande, 2018) and additional details about the experimental setup can be found in Section 5.6.2. 
The measured frequency response behavior is repeatable and observed over many samples. There 
is still an acoustic band gap (green arrows in Figure 5.11(e)) and an optical band gap (purple arrows 
in Figure 5.11(e)) that are qualitatively similar to the prediction by the COMSOL model, however, 
there is also a new frequency dispersion branch created in the acoustic band gap (between green 
arrows in Figure 5.11(e)) that is not predicted by the model.  
To further probe the phenomenon, the tests are repeated while also sweeping temperature between 
80K to 280K, and the results for one of the samples are plotted in Figure 5.12(a) where the color 
axis represents amplitude (green is high, and blue is low). Note that this behavior is repeatable and 
not affected by the direction of the temperature sweep or even any cyclic temperature changes. 
Snapshots of the frequency-amplitude response are plotted in Figure 5.12(b). For temperatures 
below 180K the measured behavior is qualitatively consistent with what is previously predicted 
by the COMSOL model. However, at 220K and above, a new frequency branch emerges, splitting 
the acoustic band gap. The optical band gap also changes unexpectedly at this critical temperature. 
The boundaries of the optical band gap (highlighted in yellow in Figure 5.12(a)) are extracted and 
plotted for more clarity in Figure 5.12(c). Based on the results in Figure 5.9, the optical band is 
expected to monotonically shift upwards in frequency with increasing tension—the effect of 
decreasing temperature is similar to an increase tension. However, above 220K the center of the 
band gap instead shifts down along the frequency axis with decreasing temperature (increasing 
tension). While this behavior is currently not well understood nor predicted by the computational 
models it demonstrates another possible venue of tunability for the device, that is, temperature. 
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Rather than just shifting the band structure, the variation of temperature introduces new dynamics 
while not shifting the optical and acoustic bands drastically.  
5.4 Discussion of Nonlinear Coupling 
5.4.1 A potential design of the nonlinear coupling element(s)  
In this section we discuss the design requirements, as well as conduct computational analysis of 
one potential design for the nonlinear coupling that can bridge two aforementioned linear 
waveguides. Based on the analysis of the linear waveguide, the nonlinearity is required to have a 
bandwidth comparable to the optical band gap such that it can effectively scatter the frequency 
content of the incident wave packet into or around the band gap of the downstream waveguide. 
Additionally, it would be beneficial if the nonlinearity could be tuned/adjusted without requiring 
changes to the geometry of the system.  
One possible implementation using an electrostatically induced nonlinearity is now studied. This 
form of nonlinearity can be easily implemented by depositing an additional gold electrode on top 
of the existing linear waveguide as depicted in Figure 5.13(a, b). The electrode is made of 5nm 
Chromium and 45nm Gold. In the model this is treated as one isotropic material with properties 
calculated using geometric averages of 18100𝑘𝑔/𝑚3  density, 98𝐺𝑃𝑎  Young’s modulus and 
0.417 Poisson’s ratio. The electrode is positioned at the junction of two linear waveguides. The 
fabrication process is exactly the same as that of the linear waveguides except that there are 
additional features on the photomask used during the gold patterning step. A fabricated sample 
with an electrode is depicted in Figure 5.13(b) with schematic cross-section illustrated in Figure 
5.13(c). Due to the electrically conductive nature of the n++ Silicon substrate, introducing a DC 
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voltage between the gold pad and the Silicon will produce an attractive electrostatic force per unit 










2)     (5.1) 
where 𝑤  is the displacement of the surface in the 𝑧  direction, 𝜖 = 8.854 × 10−12𝐹/𝑚  is the 
permittivity of the space between the electrodes, 𝑉𝐷𝐶  is the potential difference across the 
electrodes, 𝐴𝑒 is the area over which the force acts and 𝑑𝑒𝑓𝑓  is the effective initial distance 
between the electrodes. In reality, the shape of the Silicon cavity is not a flat plane (see Figure 
5.11(d)) so 𝑑𝑒𝑓𝑓  is used as a fitting parameter to fine-tune the model to match the experimental 
results and is determined to be approximately 143nm.  
5.4.2 Computational study of the effect of DC voltage on statics and linear dynamics 
In Chapter 2, electrostatic nonlinearity was discussed, and it was determined that there will be a 
complex balancing of geometric, electrical and mechanical properties that determines the final 
form of the nonlinearity; hence, the nonlinear interaction force will consist of at least linear, 
quadratic and cubic terms. While this remains true, the approximations made in Chapter 2 are no 
longer valid since here both large static deformations under DC voltage, as well as large amplitude 
transient behavior are considered. For this reason, the COMSOL model depicted in Figure 5.13(a) 
is used to quantitatively study the nonlinear behavior instead. The model consists of 4 unit cells 
with an 50nm thick electrode added in the middle. The circular boundaries are subject to clamped 
boundary conditions. The electrode is highlighted in blue and the surface traction (force per unit 
area) 𝑃 is applied to the surface at the intersection of the electrode and the waveguide. The flat 
ends of the waveguide are terminated with stress-free boundary conditions. The geometry and 
material properties of the waveguides remain unchanged from the computations in Section 5.3.1. 
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As before, an initial step is conducted in which the structure can come into equilibrium with the 
residual stress and then the voltage applied to the electrode 𝑉𝐷𝐶  is gradually increased. This is 
implemented in the COMSOL model by setting the surface load 𝑃 equal the value given by Eq. 
5.1. The center displacement of the electrode is plotted against the applied DC voltage in Figure 
5.14. At 0V, the waveguide buckles slightly out-of-plane as usual, and as the voltage is increased, 
it deforms towards the Silicon cavity below it. At a critical voltage 𝑉𝐷𝐶 = 20.1𝑉 known as the 
pull-in voltage, the membrane is pulled down beyond the point of instability—that is, the 
waveguide will rapidly snap towards the underlying electrode (Hu et al., 2004; Rhoads et al., 2010; 
Zhang et al., 2007).  
Since, the applicable range of voltages, as well as the static equilibrium states at each of these 
voltages are now known, a linearized eigenfrequency analysis is performed at each of these 
equilibrium states using COMSOLs Eigenfrequency module. The evolutions of the first four 
linearized modes with respect to voltage are plotted in Figure 5.15. Interestingly, while the first 
mode softens as expected, the higher modes stiffen close to the pull-in voltage. Note that the terms 
“softening” and “stiffening” here refer to the static behavior and are not a statement about the 
nature of the dynamic nonlinearity in the system. The curve for the first (lowest) mode indicates 
that the nonlinearity’s operational frequency can indeed be tuned by applying DC voltage to the 
electrode, thus satisfying the design requirement of tunability. Unfortunately, the range over which 
these modes can be tuned falls within the acoustic band gap of the linear waveguides that are being 
studied. Nonetheless, this can be adjusted by changing the geometry of the unit cells so that the 
tunable range is more ideal. 
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5.4.3 Computational study of nonlinear dynamics 
The next step is to verify that the dynamics near the gold electrode are indeed nonlinear and that 
they have enough bandwidth to strongly scatter frequencies at the interface between the two linear 
waveguides. Additionally, the nature of the nonlinearity (hardening and/or softening) also needs 
to be determined. Classical traits of nonlinear behavior that will be searched for are wide 
bandwidths, frequency-amplitude dependence and loss of response-load proportionality.  
Consider the 4 unit cell model in Figure 5.13(a) with the same geometrical and material parameters 
as well as the same boundary conditions as stated previously. Again, a two-step analysis is adopted 
to properly handle the large static deflection under DC voltage. The static equilibrium of the system 
is first determined—in this case the static voltage applied is 19V which results in the system being 
close to the pull-in point but far enough such that it does not cross it under large oscillations. The 
system is then excited by an impulse load and its free response is simulated using COMSOLs 
Time-Dependent module. The impulse load is provided though a modification to the surface 
traction 𝑃 in Figure 5.13(a). During the static step 𝑃 is identical to Eq. 5.1, but in the free response 
step an additional time-dependent impulse term is added. The impulse is modeled as a half-sine 
wave of width 15𝜇𝑠 and is depicted in Figure 5.16(a). Special care is taken to choose this width 
such that the spectral band of this impulse (Figure 5.16(b, c)) attenuates by less than 1% over the 
frequency band of interest (5-20MHz) represented by the red dashed lines in Figure 5.16(c). At a 
static voltage of 19V, the total electrostatic force acting on the electrode is estimated to be of order 
O(1000nN). Likewise, the impulse loads were chosen to be 500, 1000 and 1500nN distributed 
uniformly over the electrode. Proportional damping is added to the model to ensure that the 
response decays with time. Whereas the chosen damping values have no physical justification, 
they are chosen so that the response decays sufficiently within 200-300 cycles. The free response 
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of the system to three varying load cases are plotted on top of each other in Figure 5.17(a). After 
some transients, all the responses decay close to zero. Interestingly, the displacement envelope of 
the positive displacements is different than that of the negative displacements with the peak 
displacements differing by almost 2nm in the highest load case. This is because the electrostatic 
interactions introduce quadratic stiffness terms as discussed in Chapter 2. These terms grow with 
negative displacement and diminish with positive displacement resulting in asymmetric envelopes 
in the free response, and also breaking inversion symmetry of the nonlinear normal modes in such 
systems. To better assess the nature of the nonlinear behavior, wavelet transforms of the timeseries 
for each load case are computed and plotted in Figure 5.17(b). Wavelet transforms reveal the 
temporal evolutions of the dominant harmonic components of the oscillations with increasing time. 
In each of the three load cases the frequency of the dominant harmonic decreases with time. Since 
amplitude is also monotonically decreasing with time, this corresponds to a stiffening or hardening 
nonlinearity—where the resonant frequency decreases with decreasing amplitude. More 
interestingly, it appears that the drop-in frequency is delayed in each case and that this delay is 
proportional to the amplitude. This kind of behavior is usually indicative of resonance captures 
(Moore et al., 2018). Presently, the cause of this behavior is not well understood and should be 
studied in more detail in future work. The Fast Fourier Transform (FFT) of the signal is computed 
to illustrate more clearly the bandwidth of the nonlinear behavior. Note that here “bandwidth” is 
in the context of transient free response, and so is used very loosely to define the range of 
frequencies with high gain. In this case the -6dB (half-amplitude) bandwidth for the three load 
cases varies between 1-1.35MHz which is comparable with the optical band gap of 2.4MHz. Two 
peaks are also observed around 5.6MHz and 6.32MHz where the second peak corresponds to the 
predicted linearized eigenfrequency in Figure 5.15. As a final test of nonlinearity, the amplitudes 
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of the two peaks in the FFTs in Figure 5.17(c) are normalized with respect to the minimum and 
plotted against the applied load also normalized with respect to the minimum in the inset of Figure 
5.13(a). In a purely linear system, an increase of normalized load should produce a proportional 
increase in the normalized amplitude—for example, if the force doubles, then the amplitude should 
also double. This proportionality is broken by the first peak as its amplitude falls below the 
expected amplitude for a linear system. The second peak amplitude does double in the first load 
doubling, however, in the next load case the proportionality is broken illustrating that the behavior 
in Figure 5.17 is indeed nonlinear.  
5.5 Moving Forward: Phononic Waveguide Design with Nonlinear Coupling 
The objective of this study is to build a system composed of two linear waveguides coupled 
through a nonlinear element to tailor acoustic waves— for example nonreciprocity. So far, the 
design for a linear waveguide has been proposed, computationally modeled and experimentally 
tested. The design features a band structure with two band gaps and well-defined group velocities 
in the vicinity of those band gaps while also exhibiting excellent tunability with geometrical 
parameters, as well as with temperature. Additionally, the design lends itself to scalable 
manufacturing using conventional microfabrication techniques. The design for a nonlinear 
coupling element is studied computationally and reveals that adding an electrode and applying DC 
voltage does indeed produce a nonlinearity that is stiffening/hardening in nature and, for 
amplitudes of 3nm and above, has a bandwidth comparable to the width of the optical band gap. 
The linearized frequency (the low amplitude frequency) of the nonlinearity can also be shifted by 
adjusting the DC voltage to the electrode. However, for the current geometry, the range of 
attainable linearized frequencies is lower than where it needs to be to interact with waves 
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propagating through the waveguides’ optical band—this can be tweaked by adjusting the overall 
geometry.  
Two possible methods of combining these elements are discussed below in the context of 
nonreciprocity. As studied in Chapter 4, achieving nonreciprocity through nonlinearity requires 
also an element of asymmetry. In the first method, the asymmetry is introduced through a series 
of two differently tuned nonlinear gates. Such a hypothetical implementation is presented in Figure 
5.18. In this case two identical linear waveguides with the shown group velocity curves are coupled 
through two nonlinear couplings tuned such that one of them has a lower linearized frequency than 
the other. Figure 5.18(a) depicts the case of a left to right propagating wave. A wave packet is 
initiated in the optical band just above the optical band gap (green circle) and travels with minimal 
dispersion through the left linear waveguide. Due to damping, the packet is constantly losing 
energy as it propagates. When it arrives at the first coupling whose frequency-amplitude curve is 
schematically depicted, the frequency content of the wave packet is scattered downward following 
the curve (similar to the wavelet transforms in Figure 5.17(b)). Passing through the second 
coupling, however, the frequency content is further scattered downwards as its amplitude decays 
as it passes through and at least some frequency content overlaps with the acoustic band of the 
right lattice and can propagate into and through the right lattice. Figure 5.18(b) depicts the case of 
a right to left wave. A wave packet with the same carrier frequency and amplitude as the previous 
case is initiated in the right waveguide and propagates until it reaches the first nonlinear coupling. 
However, it does not interact strongly with it and is only scattered downwards by the next nonlinear 
coupling. A large component of its frequency content is now in the optical band gap of the 
receiving waveguide and cannot propagate through it. The system behaves like an acoustic diode. 
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Note that the amplitudes of the wave packets are not graphically represented here but will play an 
important role in the interaction with the nonlinear couplings. 
A second method of achieving a similar result is depicted in Figure 5.19. In this case, there is only 
one nonlinear coupling and instead the asymmetry is incorporated into the choice of linear 
waveguides where the left waveguide is different from the right waveguide. In this example, the 
waveguide group velocities depicted correspond to the unit cells with 10.2𝜇𝑚 diameter (left) and 
10𝜇𝑚 diameter (right) from Figure 5.6(b). In the case of left to right propagation, the wave packet 
propagates through the acoustic band of the left waveguide with minimal dispersion until it reaches 
the nonlinear coupling. If the nonlinear coupling is sufficiently efficient at scattering a large 
portion of the wave to low enough frequencies before the packet passes through it, a lot of the 
energy will be transferred from the optical band of the right lattice into the acoustic band of the 
left lattice. In the case of right to left propagation, however, the carrier frequency of the wave 
packet directly overlaps with the optical band gap and so no wave packets can propagate in the left 
lattice. This system has the advantage of a simplified mechanism of wave directionality in that 
only one nonlinear coupling is required. However, the coupling must be highly efficient to 
sufficiently scatter the incoming wave. Additionally, some interesting acoustic phenomena and 
dynamic regimes may be lost compared to the first design. It the case of two nonlinear couplings 
(Figure 5.18), depending on the amplitude of the incoming waves there could be plausibly 
propagation in either both ways, one way, or not no propagation at all. Whereas in the case of one 
nonlinear coupling (Figure 5.19) there can never be right to left propagation at the indicated carrier 
frequency, regardless of amplitudes of the wave components.  
Moving forward, the nonlinear dynamics of the proposed electrode induced nonlinearity need to 
be examined in more detail both computationally and experimentally. Moreover, additional 
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designs for nonlinear couplings can be explored such as ones involving multiple or even nested 
electrodes to allow for more tunable parameters that do not involve re-fabrication of the system 
with slightly different geometries. In particular, it would be interesting to consider scale hierarchy 
in the nonlinear coupling element(s), that is geometric nonlinearities that involve multiple spatial 
scales. As a last step, the final configuration for the linear waveguides and nonlinear couplings 
need to be combined, and the integrated assembly needs to be fabricated, characterized and tested 
under varying broadband and narrowband excitations. 
5.6 Supplementary Information: Microfabrication and Experimental Setup 
5.6.1 Sample fabrication recipe  
Key: 
▪ IPA   Isopropyl alcohol 
▪ DI   Deionized water 
▪ Cr   Chromium 
▪ Au   Gold 
▪ 𝑂2   Oxygen 
▪ 𝑁2   Nitrogen 
▪ HMDS   Bis(trimethylsilyl)amine 
▪ 𝐶𝐹4   Tetrafluoromethane 
▪ BOE   Buffered Oxide Etchant 
▪ H+V   Hard+Vacuum 
▪ MVD   Molecular Vapor Deposition 
▪ RIE   Reactive Ion Etch 
 
Step 1: Lithography for Cr-Au liftoff 
1. Rinse wafer with Acetone, IPA, DI, IPA then dry with Nitrogen. 
2. Dehydration bake 110C for 2m 
3. 𝑂2 RIE for 1m at 100W 
4. Prime wafer surface by MVD of HMDS 
5. Spin 2000µL AZ5214E at 5000rpm for 60s (1.2-1.3µm) 
6. Soft bake at 110C for 1m 
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7. Expose electrode pattern mask with H+V contact and dose 85𝑚𝐽/𝑐𝑚2 
8. Develop in 2:1 AZ917MIF:DI for 5m. Quench in DI for 1m. Rinse in DI. Nitrogen dry.  
9. Check for complete development and no residue under microscope 
10. 𝑂2 RIE for 1m at 100W 
 
Step 2: Sputter Cr-Au and liftoff 
1. Sputter Cr for 12s at 300W (~5nm) 
2. Sputter Au for 2m at 300W (~45nm) 
3. Liftoff in AZ400T for 20m in ultrasonic bath on low setting. Rinse with DI then quench 
for 1m 
4. Ultrasonic Acetone bath for 2m. IPA bath in ultrasound 2m. DI rinse. IPA rinse. Dry with 
𝑁2  
5. Check for remaining particles and residue under microscope 
 
Step 3: Lithography for 𝐶𝐹4 RIE 
1. Rinse wafer with Acetone, IPA, DI, IPA then dry with Nitrogen 
2. Dehydration bake 110C for 2m 
3. 𝑂2 RIE for 1m at 100W 
4. Prime wafer surface by MVD of HMDS 
5. Spin 2000µL AZ5214E at 5000rpm for 60s (1.2-1.3µm) 
6. Soft bake at 110C for 1m 
7. Expose hole pattern mask with H+V contact and dose 65𝑚𝐽/𝑐𝑚2. Special care must be 
taken to minimize misalignment of features (See Figure 5.21) 
11. Develop in 2:1 AZ917MIF:DI for 5m. Quench in DI for 1m. Rinse in DI. Nitrogen dry 
12. Check for complete development and no residue under microscope 
13. 𝑂2 RIE for 1m at 100W 
 
Step 4: 𝐶𝐹4 RIE 
1. RIE with 𝐶𝐹4 and 𝑂2 at 800W for 1.5m 
2. Submerge in AZ400T stripper in ultrasonic bath on low setting for 25m. DI rinse then 
quench in DI for 1m 
3. Acetone bath for 5m 
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8. Rinse wafer with Acetone, IPA, DI, IPA then dry with Nitrogen 
 
Step 5: Dicing 
1. Bond wafer to sacrificial carrier wafer using Crystal Bond 509 at 170C 
2. Rinse wafer with Acetone, IPA, DI, IPA then dry with Nitrogen 
3. Spin 5000µL SPR220 at 3000rpm for 30s (5µm) 
4. Soft bake at 60C for 2m and 110C for 1m with cover over wafer 
5. Dice wafer into 4mm×5mm dies. Do not cut through sacrificial wafer 
6. Heat wafer stack to 80C to soften Crystal Bond and remove diced samples 
6. Ultrasonic Acetone bath for 10m 
9. Rinse individual samples with Acetone, IPA, DI, IPA then dry with Nitrogen  
10. Inspect under microscope for particles or residue (repeat step 9 if required) 
14. 𝑂2 RIE for 1m at 100W 
 
Step 6: BOE wet etch 
1. Etch with 10% BOE for 45-55m at 22C. See Figure 5.20. 
2. DI quench for 10m. From this stage samples should not be allowed to dry until they are in 
the super critical dryer 
3. Transfer samples to IPA for 5m with slight agitation 
15. Transfer samples to fresh IPA 
16. Transfer to super critical dryer and dry samples 
 
Step 7: Preparing samples for testing 
1. Carefully scratch Silicon nitride on backside of die to expose conductive n++ Si 
2. Bond die to chip carrier with silver paint. Ensure paint connects exposed n++ Si and carrier 
electrically  




5.6.2 Details of experimental setup  
The Fabry-Perot interferometer setup used in this study is custom built by The van der Zande Lab 
(vanderzandelab.mechse.illinois.edu) and is the same as the one used in (Kim et al., 2018) that is 
schematically depicted in Figure 5.22. A photograph of the actual setup is depicted in Figure 5.23. 
Applying a DC voltage between the n++ silicon back gate and gold electrode leads to electrostatic 
attraction, tensioning the membrane. Applying a small harmonic voltage in addition to the applied 
DC voltage with a spectrum analyzer will drive the membrane at that frequency. The mechanical 
motion is then detected by measuring the dynamic optical reflectance of a 520 nm diode laser 
focused on the opposite end of the membrane waveguide (Figure 5.23). Due to Fabry−Perot 
interference, the reflected light is modulated by the change in position of the membrane with 
respect to the reflecting n++ silicon back gate. Measurements are performed in an optical cryostat 
at room temperature in a vacuum with a pressure of < 5 × 10−6 𝑇𝑜𝑟𝑟. 
Additionally, the laser can be controlled with a confocal scan-mirror system, which allows the 
laser spot to either be fixed at the center of the membrane while the drive frequency is swept with 
a spectrum analyzer to measure the resonance mode or the laser spot is rastered over the membrane 
at a fixed modulation frequency to measure the position dependent eigenmodes. However, this 




5.7 Figures  
 
Figure 5.1. Schematic of proposed nonreciprocal phononic lattice system. Two linear lattices are 




Figure 5.2. Schematic representation of the linear waveguide. The Silicon nitride monolithic 
waveguide sits on an electrically insulative annular layer of Silicon dioxide which itself sits on a 
conductive layer of n++ Silicon. Gold electrodes are deposited on the first and/or last unit cells 
and the waveguide can be drive electrostatically by applying a voltage between the n++ Silicon 








Figure 5.3.  Bloch unit cell that is studied computationally using COMSOL; (a) clamped and Bloch 






Figure 5.4. Numerical frequency dispersion curves showing band structure of the model in Figure 
5.3. Mode shapes of the unit cell at different frequencies corresponding to the limits 𝑘𝑥𝑁 = 0 (left) 













Figure 5.6. Parametric studies showing the effect of changing geometrical parameters. Schematics 
of unit cells for these geometries are inset; (a) Diameter 𝑑 = 10.2𝜇𝑚 is held constant while the 
periodicity 𝑎 = 3𝜇𝑚,  6𝜇𝑚,  9𝜇𝑚  (left to right) is varied; (b) diameter 𝑑 =





Figure 5.7. Fabrication, preparation and anatomy of samples; (a) A completed 4-inch Silicon 
wafer with 169 samples is diced into 5𝑚𝑚 × 4𝑚𝑚 dies which are then attached to a chip carrier 
and the interconnects are gold ball bonded; (b, c) Optical microscope images of the fabricated 
linear waveguides; (d) Scanning Electron Microscope (SEM) image of the cross-section (A-A’ in 
(c)) showing free standing membrane waveguide, undercut Silicon oxide vacuum cavity and n++ 






Figure 5.8. Frequency response of wave guides with 61 unit cells each. Green arrows denote 
acoustic band gaps and purple arrows denote optical band gaps. Response shown for 4 identical 





Figure 5.9. Evolution of Mode I, II and III with respect to the residual stresses 𝜎𝑥 and 𝜎𝑦. The 
optical band gap lies between Mode II (green) and Mode III (orange) and the acoustic band gap 
lies below Mode I (blue); (a) Isometric view; (b) same as (a) but viewed along the 𝜎𝑥 axis showing 





Figure 5.10. Example of fitting process used to determine 𝜎𝑥  and 𝜎𝑦  that will reconcile the 
experimental frequency response (a) with the predicted frequency response (d); (b) Collapse of 
the Mode I plane in Figure 5.9 into a line due to invariance to 𝜎𝑥; (c) Collapse of Mode II and 
Mode III planes in Figure 5.9 into lines once 𝜎𝑦 is fixed; (d) Simulated group velocity showing 






Figure 5.11. Anatomy and dynamics of samples exhibiting intermediate degrees of buckling 
(between 7-14nm) (a) optical microscope image of a waveguide with a diameter of 8.1𝜇𝑚; (b) 
AFM height trace across the waveguide (red dashed line in (a)); (c) AFM height trace across the 
length of the waveguide (blue dashed line in (a)); (d) AFM height trace of a sample after removal 
of Silicon nitride waveguide using an ultrasonic bath; (e) Frequency response of four different 





Figure 5.12. Effect of temperature on the frequency response of an intermediately buckled 
waveguide (a) Evolution of frequency response with temperature. Optical band gap outlined in 
yellow; (b) Sections of (a) for temperatures of 180, 220 and 280K; (c) Extracted evolution of upper 






Figure 5.13. Nonlinear coupling sample and model (a) COMSOL model of a 4 unit cell system 
(grey) with an electrode (blue) deposited on top, clamped boundary conditions (yellow) along the 
curved periphery, free boundary conditions (dark grey) on the straight edges and a surface 
traction 𝑃 acting at the interface of the electrode and unit cells; (b) Experimental realization of 






Figure 5.14. Center displacement of the system in 5.13(a) as DC voltage is increased. Insets depict 
the shape of the system at 5V increments (circle markers). Positive displacements are denoted by 






Figure 5.15. Evolution of first 4 linearized eigenmodes with respect to applied DC voltage. Insets 
depict the shape of the system at 0V and 20V limits in the respective order. Positive displacements 






Figure 5.16. Unit impulse applied to the electrode: (a) Time domain, (b) Frequency domain, (c) 
Zoomed in version of (b) showing region of interest (between vertical red dashed lines) and ideal 
frequency response (horizontal dashed line); the time width of the impulse is chosen so that the 







Figure 5.17. Free-response dynamics of the nonlinear coupling: (a) Time series of free-response 
to 500, 1000, 1500nN impulse loading, inset shows normalized load against normalized amplitude 
for the dominant harmonics; (b) Wavelet transformation of the time series in (a), note shortened 





Figure 5.18. Schematic showcasing hypothetical mechanism of producing nonreciprocity in a 
system consisting of two identical linear waveguides coupled through two different nonlinear 




Figure 5.19. Schematic showcasing hypothetical mechanism of producing nonreciprocity in a 
system consisting of two different linear waveguides coupled a single nonlinear coupling: (a) left 




Figure 5.20. Etched membrane diameter plotted against etch time for 10% BOE etch at an ambient 
temperature of 22C. Diameter expands by approximately 174nm/min. 
 
 
Figure 5.21. Left and right alignment marks showing alignment between etched nitride (dark) 
features and gold (light) features on a completed wafer. Alignment marks feature Vernier scales 
in x and y directions with a scale of 0.2𝜇𝑚. In this case the two masks are aligned to within 200𝑛𝑚 




Figure 5.22: Schematic of the experimental Fabry-Perot interferometer setup. The laser is focused 
near center of the last unit cell on the opposite side of the waveguide relative to the driven side. 
The drive frequency is swept to measure the frequency response of the waveguide. Adapted from 







Figure 5.23. Photograph of the experimental setup that is schematically depicted in Figure 5.22. 
The pictured Fabry-Perot interferometer is custom built by The van der Zande Lab 
(vanderzandelab.mechse.illinois.edu). Vacuum chamber (not shown) attaches to the translating 
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6 Concluding Remarks and Suggestions for Future 
Work 
6.1 Summary 
In this dissertation, we have studied and discussed the inclusion of intentional strong nonlinearity 
in 1D cellular lattices in the macro-, micro- and nano- scales in the context of elastic wave tailoring. 
Each of these length scales are susceptible to different physical phenomena and are associated with 
distinct sets of advantages, opportunities and challenges.  
In Chapter 2, we reviewed several well-established methods of achieving strong nonlinearity on 
various length scales and discussed their special features, strengths and weaknesses. We also 
proposed, developed and characterized a novel class of nonlinear 2D materials that is highly 
tunable and can robustly produce various nonlinear behaviors, including strongly softening and 
strongly stiffening regimes. Importantly, the design readily lends itself to scalable manufacturing 
processes on both the macro and micro/nanoscales.  
In Chapter 3, we studied an application of one of the types of strong nonlinearities discussed in 
Chapter 2, namely micro granular interactions, to 1D chains of microspheres. The nature of these 
particular nonlinear interactions is driven by an equilibrium between surface forces (van der Waals 
interactions) and mechanical contact. This behavior is only accessible in the micro- or nanoscales 
and gives rise to unique clustering behavior resulting in drastic increases in instantaneous 
dissipation in the system following an impulsive perturbation.  
In Chapter 4, we studied two different macroscale 1D lattices coupled nonlinearly through 
geometrically nonlinear wires, with the goal of passively breaking acoustic reciprocity. In both 
cases this goal was achieved. In the first system, a combination of asymmetric scale hierarchy and 
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strongly nonlinear coupling was employed. A two-regime behavior was discovered: in the low 
energy regime, energy was strongly directionally localized whereas in the high energy regime, 
energy could propagate completely through the system. Interestingly, the quantitative measure of 
nonreciprocity was distinct from the localization behavior and observed to increase steadily with 
impulse energy. In the second system, the same form of nonlinear coupling was used but the 
asymmetry was instead shifted to the linear grounding stiffness. Two homogeneous nonlinear 
lattices with different grounding stiffnesses were coupled together. The system exhibited a three-
regime behavior: at low energies there was impossibility of propagation of energy in both 
directions, at intermediate energies there was complete propagation in only one direction, and at 
high energies there was complete propagation in both directions. This two-lattice system allowed 
for precise control over the transitions between regimes since they were purely tunable through 
the relative position of the lattices’ pass-zones with respect to each other.  
In Chapter 5, the ideas developed and tested in Chapter 4 were further developed and extended to 
a nanophononic system. Two nanophononic lattices, each with their associated passbands, were 
coupled through a nonlinear element—once again providing a combination of asymmetry and 
nonlinearity. Moving to the nanoscale addressed some of the previous difficulties faced with the 
system in Chapter 4, namely, inherent variation between unit cells and excessive dissipation in the 
system. Lattices capable of transmitting waves through more than 60 unit cells were successfully 
modeled, built and tested. At this length scale, electrostatic forces were used as the source of 
nonlinearity since they were more practical than the previously utilized geometrically nonlinear 
wire. Presently, the waveguides and nonlinear couplings have only been studied independently 
and have yet to be combined into one complete, functional system.  
204 
 
6.2 Suggestions for future work 
In this section  we discuss possible future research directions that extend the work presented in this 
Thesis, while following the current state-of-the-art by incorporating some possible new 
developments. 
6.2.1 Exploiting the nonlinear dynamics of the - and - springs  
In Chapter 2, strongly nonlinear elastic strut buckling was discussed. The nonlinear stiffness 
elements studied in that Chapter exhibited highly tunable stiffnesses ranging from linear to 
softening and to hardening regimes. However, the elastomeric material used in the fabrication 
inherently introduces viscoelastic damping, making it unsuitable for applications such as nonlinear 
energy sinks, targeted energy transfer and energy harvesting. Additionally, the establishment and 
loss of contact in the hardening regime add additional inherent dissipation. By avoiding the 
hardening regime and operating only in the softening regime while simultaneously using high 
aspect ratio geometry with low loss factor materials, the damping can be greatly reduced while 
retaining recoverable large deformation behavior as well as greatly reducing weight. Indeed, even 
classically brittle materials such as ceramics have been designed to exhibit recoverable large 
deformations purely through geometrical scaling (Meza, Das, & Greer, 2014). The 2D nature of 
the systems considered enables their scaling down to the nanoscale using microfabrication 
techniques such as photolithography, where the current state of the art is 14nm features (Lucas et 
al., 2012). The elements of Chapter 2 are designed to be manufactured as single monolithic parts 
and can be used as individual nonlinear “springs” and attached to otherwise linear structures to 
achieve desirable behaviors such as vibration mitigation (Liu, Mojahed, Bergman, & Vakakis, 
2019; Mojahed, Moore, Bergman, & Vakakis, 2018); or they can be used in the fabrication of a 
nonlinear cellular lattice material. A cellular lattice material with these elements may behave 
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conversely to classical granular media—in the case of granular media, the interesting nonlinear 
dynamics such as their features as sonic vacua (Nesterenko, 1994; Raghunath, 2013) and granular 
containers (Daraio et al., 2006) are diminished under strong precompression; however, with 
softening behavior such systems would become increasingly more nonlinear with increasing 
precompression.  
6.2.2 Continuation of study of the nonlinearly coupled phononic waveguides 
In Chapter 5, we proposed two hypothetical ways to obtain nonreciprocity using two tunable linear 
waveguides with nonlinear coupling elements. To realize the hypothetical system, first, the 
nonlinear dynamics of the proposed electrostatically induced nonlinearity needs to be examined in 
more detail both computationally and experimentally. Additionally, alternative designs for 
nonlinear couplings can be explored such as ones involving multiple or even nested electrodes to 
allow for more tunable parameters. Clearly, the final configuration consisting of the linear 
waveguides with the nonlinear coupling elements need to be combined and the system needs to be 
holistically studied following a similar procedure to Chapter 4.3. This project could provide the 
groundwork for the robust development platform in the nano-scale, where asymmetry, nonlinearity 
and very low dissipation can be accomplished in a highly controllable, tunable manner towards 
the further development of metamaterial systems for acoustic wave tailoring. The resulting 
integrated systems, owing to their scale, may find practical applications in NEMS/MEMS sensors 
and communication devices including filters, frequency synthesizers, temperature-compensated 
MEMS resonators, where miniaturization and typically low power consumption are advantageous 
over current solutions (Enz & Kaiser, 2012).  
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6.2.3 Acousto-optical coupling in nanophononic waveguides 
Acoustic wave devices were suggested and studied as a promising chip-scale platform to 
effectively couple radio frequency and optical fields (Balram et al., 2017). The mechanism for 
acousto-optic coupling that they studied was photoelasticity (Balram et al., 2014; Balram et al., 
2016; Srinivasan, 2017). Another route to achieve similar results is by modifying phononic 
waveguides like the ones discussed in Chapter 5 through Focus Ion Beam (FIB) milling to create 
nano-kirigami structures integrated into the waveguide. Such structures have been shown to exhibit 
unique electromagnetic properties such as 3D optical chirality (Liu et al., 2018) that could be used 
to manipulate the polarization of electromagnetic waves for optical applications or even sensing 
applications.  
Another avenue that can be explored is mechanically coupling phononic waveguides to granular 
crystals. 2D granular crystals have been shown to exhibit interesting optical behaviors (Lal, Link, 
& Halas, 2007) and could be another method of achieving strong acousto-optical coupling. 1D 
granular crystals have already been studied in Chapter 3 and exhibit rich and interesting nonlinear 
dynamics. A natural extension of this work would be to study a 2D monolayer micro/nanogranular 
crystal in which the linear substrate (as studied in Chapter 3) is replaced with nanophononic 
waveguides (as studied in Chapter 5). Boechler et al. studied the interaction of a 2D microgranular 
crystal with surface acoustic waves (Boechler et al., 2013). However, this study is limited to small 
oscillations and only the interaction between the microspheres and the underlying substrate is 
considered (i.e., sphere-sphere interaction is neglected). Under large substrate oscillations it is 
reasonable to expect extremely nonlinear mechanical behavior. Alternatively, instead of placing a 
2D nanogranular crystal on top of a phononic waveguide, the waveguide itself could be fabricated 
from nanoparticle sheets or ribbons (He et al., 2010; Lee et al., 2013).  
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6.2.4 Engineering nanophononic systems with integrated transduction 
While the devices studied in Chapter 5 are useful to understand fundamental nonlinear acoustic 
phenomena, there is a need to transform the anticipated results into engineering devices. For 
instance, while we study the device performance using optical interferometry, the engineered 
devices will need to send and receive acoustic waves while operating in a vacuum-sealed chip 
carrier packaging where interferometry cannot be performed.  
One possibility is electrostatic transduction. The current system already uses electrostatic forces 
for actuation and the viability of adding more gold electrodes and accompanying electrical 
components for measuring output through changes in capacitance can be studied. 
The use of integrated transducers such as interdigital transducers (IDTs) (White & Voltmer, 1965) 
similar to those commonly implemented for the excitation and measurement of surface acoustic 
wave (SAW) devices is another area to be investigated. One complication with this method is that 
the underlying substrate needs to be a piezoelectric material such as quartz or lithium niobite.  
A piezoelectric bimorph is another possible implementation. This involves two piezo active layers 
that are isolated electrically from each other and have been used for actuation (Low & Guo, 1995), 
as well as sensing and even energy harvesting (Jiang et al., 2005). Alternatively, a bimetal coupled 
to a heat source can be considered as a thermally active bimorph. Recently, even electrostatically 
actuated bimorphs have been developed (Conrad et al., 2015).  
Each of the above methods will alter the fabrication process and may also alter the underlying 
nonlinear dynamics if not implemented and characterized diligently. 
6.2.5 The use of 2D materials and single atomic layer membranes 
A concern with the design of the phononic waveguides in Chapter 5 is that the gold electrodes 
increase damping and reduce the quality factor of the device as shown by (Cha & Daraio, 2018). 
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The quality factor can be enhanced by replacing the gold electrodes with atomic monolayer 
materials such as graphene which have been shown to have extremely high quality factors (Will 
et al., 2017). Graphene is typically deposited through dry or wet transfers (Suk et al., 2011), both 
of which introduce ripples in the surface, uneven stress distribution and surface contaminants or 
impurities (Kim et al., 2018). Molybdenum disulphide (𝑀𝑜𝑆2 ) is an alternative material to 
graphene that has the additional advantage that it can be grown as a monolayer on Silicon dioxide 
through CVD and so avoids the complicated transfer printing procedures typically associated with 
graphene (Samanta, Arora, Vaidyuala, Raghavan, & Naik, 2019). These materials also exhibit 
interesting electrical and optical properties (Kusmartsev, Wu, Pierpoint, & Yung, 2015; Q. H. 
Wang, Kalantar-Zadeh, Kis, Coleman, & Strano, 2012) whose interaction with the nonlinear 
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