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In this note we use ideas of Farhi, Goldstone, Gosset, Gutmann, Nagaj and Shor who link a lower bound on the run
time of their quantum adiabatic search algorithm to an upper bound on the energy gap above the ground-state of the
generators of this algorithm. We apply these ideas to the quantum random energy model (QREM). Our main result is a
simple proof of the conjectured exponential vanishing of the energy gap of the QREM.
PACS numbers: 03.67.Ac, 75.10.Nr, 64.70.Tg
I. QUANTUM SEARCH ALGORITHMS
Finding the minimum value in an unstructured energy landscape u : {1, . . . ,M} → R is a task which by any classical
algorithm generally amounts to order M trials to succeed. Ever since Grover proposed his algorithm, it is known that this search
can be sped up by a factor of
√
M through quantum computations.12,13 Shortly after, Farhi and collaborators8,9 proposed another
quantum search algorithm which has the advantage of being based on the continuous time-evolution without using quantum
gates. Their idea was to encode the energy landscape u in a diagonal matrix U = diag (u(1), . . . , u(M)), which is sometimes
referred to as the ‘Problem-Hamiltonian’, and acts on CM . The task of finding a minimum is now equivalent to the search for a
ground-state of U . To accomplish this, the authors suggested to use the quantum evolution with an adiabatic time-scale T > 0
i
d
dt
ψ(t) = h(t/T )ψ(t) , ψ(0) ∈ CM . (I.1)
The time-dependent generators are taken to be of the form
h(s) = hD(s) + c(s)U ,
satisfying the following assumptions:
a1 c : [0, 1]→ [0, 1] is twice-continuously differentiable with c(0) = 0 and c(1) = 1,
a2 hD : [0, 1]→ Herm(CM×M ) is twice-continuously differentiable with hD(1) = 0,
a3 h(s) has a non-degenerate ground-state φ(s) ∈ CM for any s ∈ [0, 1].
Since h(1) = U , this in particular requires u to have a unique minimum which we will denote by u(j0) = mink u(k). The
quantum search for this minimum then amounts to starting the time-evolution (I.1) in the known ground-state φ(0) = ψ(0) of
the ’Driving-Hamiltonian’ hD(0) = h(0), and reading out the components of the state ψ(T ) at the final time in the canonical
basis e1, . . . eM ∈ CM . If the adiabatic time T > 0 is large enough, the hope is to arrive in the unique ground-state φ(1) = ej0
of h(1) = U . More quantitatively, the probability |〈φ(1), ψ(T )〉|2 = |〈ej0 , ψ(T )〉|2 that the time-evolution ends up in the state
φ(1) = ej0 is estimated with the help of the adiabatic theorem of Kato.17 The following is an explicit version taken from Ref. 14.
Theorem 1 (cf. Ref. 14). Let h : [0, 1]→ Herm(CM×M ) be a family of twice continuous differentiable hermitian matrices with
1. a non-degenerate ground-state φ(s) ∈ CM , and
2. an energy-gap γ(s) > 0 above the ground-state.
Then the unique solution of the initial-value problem (I.1) satisfies:√
1− |〈ψ(T ), φ(1)〉|2 ≤ 1
T
[
1
γ(0)2
‖h′(0)‖+ 1
γ(1)2
‖h′(1)‖+
∫ 1
0
7
γ(s)3
‖h′(s)‖2 + 1
γ(s)2
‖h′′(s)‖ds
]
, (I.2)
where ‖ · ‖ denotes the operator norm.
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2The adiabatic theorem hence ties the value of the energy gap γ(s) to the run time of the quantum adiabatic search. Usually,
bounds on the energy gap are used to estimate the run time. In this paper, we follow an idea of Fahri, Goldstone, Gosset,
Gutmann, and Shor11 to deduce a bound on the smallest gap, mins∈[0,1] γ(s), from a lower bound on the run-time of the
quantum adiabatic algorithm. Our main novel point presented in Section II below is the application of this idea to the quantum
random energy model (QREM). Before, presenting the QREM let us summarize the results of Refs. 10 and 11 needed below.
A. The scrambled ensemble and a lower bound on the run time
Initially, the aim was to outperform the Grover algorithm in the set-up of quantum adiabatic computing described above. In
particular, in case of search problems which belong to the NP-complete class the hope was to have identified a quantum search
algorithm which has polynomial run time. That this is not the case was realised shortly after. From a computational complexity
point of view the above quantum search algorithm is equivalent to all other models for universal quantum computation.1
Farhi, Goldstone, Gutmann, and Nagaj10 later quantified this fact through the following lower bound on the run time of the
algorithm. More specifically, their result concerns scrambled versions of the original search problem,
Upi = diag
(
u(π−1(1)), . . . , u(π−1(M))
)
, (I.3)
where π ∈ SM denotes a permutation of the M elements. Let hpi(s) := hD(s)+ c(s)Upi denote the generator of the scrambled-
time adiabatic evolution
i
d
dt
ψpi(t) = hpi(t/T )ψpi(t) (I.4)
each starting from the same initial state ψpi(0) = φ(0) ∈ CM . The set of permutations for which the quantum adiabatic search
succeeds with probability b ∈ [0, 1] will be denoted by
PM (b) =
{
π ∈ SM |
∣∣〈epi(j0), ψpi(T )〉∣∣2 ≥ b} . (I.5)
Note that the minimum value corresponding to Upi is now found in the π(j0)th entry on the diagonal. Clearly, the number
|PM (b)| of such permutations is less or equal to the total number of permutations M !. Knowing that |PM (b)| consitutes a
substantial fraction is enough to deduce a lower bound on the run-time T > 0 of the quantum adiabatic search.
Theorem 2 (cf. Ref. 10). Consider the scrambled quantum-time evolution (I.4) with generators hpi(s) = hD(s) + c(s)Upi
satisfying a1-2 and common initial state ψpi(0) = φ(0) ∈ CM . Suppose that for some ε, b ∈ (0, 1) the set PM (b) contains at
least εM ! elements. Then:
T ≥ ε
2b(M − 1)− 2ε
√
2ε(M − 1)
16 σM (u)
, [=: TM (b, ε)]
where σM (u) :=
√∑M
k=1(u(k)− u(j0))2 is assumed to be strictly positive.
The proof of this theorem is found Ref. 10.
If the energy gaps of u are of order one, the quantity σM (u) will be of order
√
M . The above theorem, then implies that the
quantum search algorithm is not faster than order
√
M – the timescale of the Grover algorithm.12,13 This is a well-known fact
which has been discussed early on in various special cases.6,10
B. A gap estimate in the scambled ensemble
Fahri, Goldstone, Gosset, Gutmann, and Shor11 now combined the lower bound on the run time with the adiabatic theorem
to obtain an upper bound on the gap γpi(s) above the ground-state energy of the family of scambled Hamiltonians hpi(s) =
hD(s) + c(s)Upi, or more precisely on
γ#min,pi := min
s∈[0,1]
min
{
γpi(s)
3, γpi(s)
2
}
. (I.6)
Their argument proceed as follows. The adiabatic theorem (Theorem 1) yields for all T > 0:√
1− ∣∣〈ψpi(T ), epi(j0)〉∣∣2 ≤ nM
Tγ#min
. (I.7)
3where nM := maxpi∈SM
(
9maxs∈[0,1]max{‖h′pi(s)‖ , ‖h′pi(s)‖2}+maxs∈[0,1] ‖h′′pi(s)‖
)
. Consider now ε ∈ (0, 1] and M ≥
max{4, 128/ε} such that
TM (
1
2 , ε) ≥
ε2M
128σM(u)
> 0 . (I.8)
The adiabatic estimate (I.7) with T = TM (12 , ε)/2 implies that for all permutations π ∈ SM for which γ#min,pi ≥ 2
√
2nM
TM (
1
2
,ε)
, the
search algorithm succeeds with probability
∣∣〈ψpi(T ), epi(j0)〉∣∣2 ≥ 12 . By Theorem 2 this implies that the set of such permutation,
GM (ε) :=
{
π ∈ SM | γ#min,pi ≥
2
√
2nM
TM (
1
2 , ε)
}
, (I.9)
can only make up a fraction of at most ε of the total number M ! of permutations. Otherwise one would have a contradiction to
Theorem 2. This is summarized in the following corollary taken from Ref. 11.
Corollary 3 (cf. Ref. 11). Assume that the family of scambled Hamiltonians hpi(s) = hD(s) + c(s)Upi satisfies the assumptions
a1-3 with h replaced by hpi for all π ∈ SM and all s ∈ [0, 1]. Then for all ε ∈ (0, 1] and M ≥ max{4, 128/ε}:
|GM (ε)| ≤ εM ! . (I.10)
II. APPLICATION: QREM
Among the physically relevant examples of unstructured energy landscapes are spin glasses. The simplest (mean-field version)
is the random energy model (REM) by Derrida in which one considers the configuration spaceQN = {0, 1}N ofN Ising spins.5,7
To each of these M = 2N spin configurations, one assigns a random energy
u(σ) =
√
N g(σ) , σ ∈ QN , (II.1)
where {g(σ)}σ∈QN are independent and identically standard normally distributed random variables. The scaling factor in (II.1)
ensures that the values of u are found on in the range −Nκc . u(σ) . Nκc with
κc =
1√
2 ln 2
.
More precisely, for x > − lnN/ ln 2 let vN (x) ∈ R be the unique solution of
∫∞
vN (x)
e−t
2/2 dt√
2pi
= 2−Ne−x. Then
√
N vN (x) =
N
κc
+ κc x− κc
2
ln
(
4π ln 2N
)
+ o(1) , N →∞ ,
and the extremal value statistics of the REM reads:
Proposition 4 (cf. Ref. 5 and 18). The distribution of the minimum of the REM is asymptotically as N →∞ given by
P
(
min u ≥ −
√
N vN (x)
)
=
(
1− 2−Ne−x)2N → e−e−x . (II.2)
Moreover, the process−(vN )−1(−g(σ)) = u(σ)κc + Nκ2c −
1
2 ln
(
4π ln 2N
)
+o(1), σ ∈ QN , converges in distribution to a Poisson
process with intensity measure eτdτ .
Since the extremal small values of the REM converge to a Poisson process, the ground-state of the REM is typically separated
by order one from the first excited state.
One may render QN a graph by declaring vertices σ, σ′ ∈ QN as neighbours, i.e. σ′ ∼ σ, if they differ by one spin flip. The
graph Laplacian on this so-called Hamming-cube is then given by
(∆ψ) (σ) =
∑
σ′∼σ
ψ(σ′)−Nψ(σ) , ψ ∈ ℓ2(QN ) ∼= C2
N
.
4By identifying the canonical basis in C2N with the joint eigenbasis of the third-components σzj , j = 1, . . . , N , of the spin-
operators of N spin-1/2 particles, the Laplacian may be interpreted as a transversal constant magnetic field on those spins,
−∆ = N−∑Nj=1 σxj . Adding the REM energies in form of a diagonal matrix U gives rise to the quantum random energy model
(QREM):
H(κ) = −∆+ κU , κ > 0 . (II.3)
Among the interesting properties of this model is a first-order phase transition of the ground-state ofH(κ) at κ = κc. Numerical
findings of Jo¨rg, Krzakala, Kurchan and Maggs15 suggest that:
Case κ < κc: the ground-state is delocalised with energyE0(κ) = −κ2+o(1) whose fluctuations are suppressed exponentially
in N .
Case κ > κc: the ground-state is localised approximately in the eigenvector corresponding to the unique minimum of u with
energy E0(κ) = N + κ minu+O(1) = N(1− κκc ) +O(lnN),
Case κ = κc: The energy gap Γ(κ) = E1(κ)− E0(κ) above the unique ground-state closes exponentially in N .
In this context, it is useful to recall that the spectrum of the Laplacian H(0) can be easily computed (as a sum of N commuting
operators). It coincides with the even integers {0, 2, . . . , 2N} and the unique ground-state is the maximally delocalised state
φ(0) = 1√
2N
(1, . . . , 1)T ∈ C2N .
The full justification of the above sketched low-energy properties of the QREM will be the topic of another paper.20 Our main
aim here is to point out that the conjectured vanishing of the gap Γ(κ) at some κ > 0 is a straightforward corollary of the general
considerations in the first section.
Theorem 5. There is a numerical constant C < ∞ such that the energy gap above the unique ground-state of the QREM
satisfies:
lim
N→∞
P
(
min
κ∈(0,N3)
(E1(κ)− E0(κ)) ≤ C N5 2−N6
)
= 1 . (II.4)
Before giving the short proof let us add a few comments:
1. The arguments only yield the existence of some value of the coupling κ ∈ (0, N3) at which the gap closes exponentially
and do not determine the conjectured value κ = κc. In particular, the value of the critical coupling could still be dependent
on N and the realisation of the REM. This can only be excluded in a more detailed analysis.20
Nevertheless, the established bound (II.4) already distinguishes the low-energy properties of the QREM from those of the
REM, where the energy gap above the ground state is typically order one, cf. Proposition 4.
As will be seen in the subsequent proof, the upper bound κ < N3 on the interval in which the phase transition can occur
is far from being optimized. In order to keep the paper simple, we however refrain from optimising this value.
2. The fact that first-order phase transitions of the ground-state are the stumbling block to speeding up polynomially the
search in various problems in spin-glass theory is well-known - the REM landscape is just one example. Other interesting
examples are random optimisation problems from the SAT class (for instances having a unique satisfying assignment), see
Refs. 2, 3, 16, and 19 and the recent review Ref. 4 and references therein.
Proof of Theorem 5. We aim to apply Corollary 3 with M = 2N and
hpi(s) = −(1− s)∆ + sUpi , s ∈ [0, 1] .
To do so, we note that Assumption a1 as well as a2 are evidently satisfied. It remains to check a3. Since hpi(s) generates for
each s ∈ [0, 1) and π a positivity improving semigroup, the ground-state of hpi(s) is unique by the Perron-Frobenius theorem.
In case hpi(1) = Upi the almost-sure uniqueness of the ground-state follows from the almost-sure non-degeneracy of the 2N
Gaussian random variables. Moreover, we may estimate
σM (u) ≤
√
M 2‖u‖∞ ,
‖h′pi(s)‖ ≤ ‖∆‖+ ‖U‖ ≤ 2N + ‖u‖∞ ,
5and h′′(s) = 0. For all realisations of the REM aside from a fraction whose probability vanishes exponentially as N → ∞, we
also have ‖u‖∞ = maxσ |u(σ)| ≤ 2N/κc. This follows from the extremal value statistics (II.2) of the REM. Thus nM ≤ CN2
with some numerical constant C <∞ and we may conclude from (I.10) with ε = N−1 that for all N large enough
1
M !
∑
pi∈SM
1
[
min
s∈[0,1]
min
{
γpi(s)
3, γpi(s)
2
} ≤ CN9/2√
M
]
≥ 1−N−1 ,
where C < ∞ is again a numerical constant. The right side in the indicator function 1[. . . ] is smaller than one for N large
enough, such that that 1M !
∑
pi∈SM 1
[
mins∈[0,1] γpi(s) ≤ CN3/2/M1/6
] ≥ 1 − N−1. We now use the permutation invariance
of the distribution of the REM to conclude for all N large enough
P
(
min
s∈[0,1]
γ(s) ≤ CN3/2/M1/6
)
=
1
M !
∑
pi∈SM
P
(
min
s∈[0,1]
γpi(s) ≤ C N
3/2
M1/6
)
≥ 1− 2N−1 . (II.5)
(The factor of two accounts for disregarding all realisations for which ‖u‖∞ > 2N/κc which occur even with exponentially
small probability.) In order to relate the QREM to h(s), we write
H(κ) = (1 + κ)h
(
κ
1 + κ
)
such that Γ(κ) = (1 + κ) γ
(
κ
1+κ
)
and hence limN→∞ P
(
minκ≥0 Γ(κ)/(1 + κ) ≤ C N3/2 2−N6
)
= 1.
The fact that the minimum value of the ratio Γ(γ)/(1+κ) is attained at κ > 0 is elementary. That it is attained with asymptot-
ically full probability at some κ < N3 is seen using the variational principle. The latter yields the following elementary bounds
E1(κ) ≥ κu1 and E0(κ) ≤ N + κu0, where minu =: u0 < u1 denote the minimum and second smallest value of the REM
energies. Since the difference u1 − u0 is bounded from below by N−1 with asymptotically full probability (cf. Proposition 4),
the resulting lower bound Γ(κ)/(1+κ) ≥ κ(u1−u0)/(1+κ)−N/(1+κ) is bounded from below by a positive constant times
N−1 for all κ ≥ N3 with asymptotically full probability. This completes the proof.
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