The problem of the validity of simulation is particularly relevant for studies in evolutionary robotics. In fact, despite the fact that it has been demonstrated that training or evolving robots in the real environment is possible [8, 10] , the number of trials needed to train the system discourages the use of physical robots during the training period. We will examine the problem of building a simulator in the context of evolutionary robotics [4, 5] : That is, we will try to develop control systems for autonomous robots through the use of artificial evolution. In particular, we will show how the problems described above can be overcome by carefully designing the simulator. By evolving neural controllers for a Khepera robot in simulation and then transferring the control system obtained to the physical environment we will show that (a) an accurate model of a particular robot-environment dynamics can be obtained by sampling the real world through the sensors and the actuators of the robot; (b) the performance gap between behaviors obtained in the simulated and real environment may be significantly reduced by introducing a "conservative" form of noise; and (c) if a decrease in performance is observed when the system is transferred to the real environment, successful and robust results can be obtained by continuing the evolutionary process in the real environment for a few generations. 2 
Related Work
Recently, some researchers investigated the problem of transferring control systems of autonomous robot agents from simulation to reality in the context of the evolutionary robotics approach. Miglino , Nafasi, and Taylor [17] describe a mobile Lego robot controlled by an artificial neural network that is supposed to explore an open arena. The network was trained in simulation by using an evolutionary technique and then transferred to the real robot. In this work the authors showed that the addition of noise to the sensors in the simulated environment can reduce the discrepancy between the simulated and the embodied conditions. The authors also showed that there is an optimal amount of noise that should be used and that this optimal value can be computed by comparing performances in simulated and embodied conditions. Nolfi, Miglino, and Parisi (described in [22] ) presented some experiments in which the miniature mobile robot called Khepera (see below) performed an obstacle-avoidance task. The authors developed a simulator based on empirically sampled sensor readings and claim that this sampling procedure can reduce the performance gap between the embodied and unembodied conditions. Using an evolutionary technique, the authors also showed that the degradation in performance after the transfer of the system from the simulated to the embodied condition can easily be recovered by continuing the evolutionary process in the real environment for a few generations. Recently, Nolfi and Parisi [25, 26] showed how this approach can be generalized to a more complex task in which a Khepera with an arm and a gripper evolves an ability to recognize and pick up small round objects while avoiding walls. The control systems evolved in simulation were found to be capable of accomplishing the task even after transfer to the real environment.
Jakobi, Husbands, and Harvey [11] also described some experiments with Khepera performing obstacle-avoidance and light-approaching tasks. As was previously demonstrated by Miglino, Nafasi, and Taylor [17] , the authors found that noise may reduce the discrepancy between the simulated and the embodied condition. The authors also claim that by adding an optimal amount of noise, almost identical behaviors are observed in the two conditions. Several other authors have described experiences of successful transfer of systems evolved in simulation in the real environment. For example, Yamauchi and Beer [27] describe an experiment in which dynamical neural networks were evolved in simulation to solve a landmark recognition task using a sonar. Such networks were then tested on a Nomad 200 robot with a built-in wall-following behavior. [7, 10, 17] . (However, in [10] , the authors used a simplified version of the formula taking into account only the first two terms.) Each Figure 3 ). The resulting matrices were then used by the simulator to set the activation levels of the simulated agent depending on [11, 17] ). The effect of these two forms of noise will be described in the following section. A similar approach is described in [11] . By using the speed sensors of Khepera and letting it move in the real environment, we empirically calculated the value of three constants of the formula used to determine the movements of the robot in the simulated environment. Further, we used a similar procedure that, however, did not take into account the differences between each sensor in modeling Khepera's infrared sensors. 
The Control System
To implement the control system we decided to use a neural network. Although within the evolutionary robotics community there are examples of controllers for autonomous robots implemented with explicit programs written in a high-level language [3, 131 or with a form of classifier systems [7] , many researchers have opted for neural networks [5, 8, 17, 22, 27] [1, 21] . We used a feed-forward neural network with eight input units (clamped to the infrared sensors), two bias units, and two output units directly connected to the motors (see Figure 5 ).
The Evolutionary Process
To evolve neural controllers able to perform the task described above we used a form of genetic algorithm. We began with 100 randomly generated genotypes, each representing a network with a different set of randomly assigned connection weights. This is Generation 0 (GO). GO Table 1 ). This means that performances of evolved individuals in the conservative-noise condition do not significantly differ in the simulated and real environments.
We also compared, for each of the three conditions, the performance in the real environment of the 500 individuals of Generation 200 with performance of individuals of Generation 219 (i.e., individuals trained also in the real environment). The analysis revealed a statistically significant effect in all three cases (see Table 2 ). This means that in all cases, performance increases significantly as the evolutionary process in the real environment continues.
All the analyses described above refer to performance (fitness scores). In order to verify what happens at the level of behavior, we compared the trajectories of the best individuals of Generation 200 (i.e., individuals evolved in the simulated environment) in the simulated and in the real environment. For each experiment, we tested the best individual by placing it in the same position in the simulated and in the real environment and then let it move 500 steps. Figures 9, 10, and 11 show, for each of the three conditions and for each of the five experiments, the trajectories observed in the two environments.
As could be expected from the analysis of the performances, individuals evolving in the conservative-noise condition are the ones that perform more similarly in the simulated and in the real environments. Trajectories match almost perfectly for individuals evolving in the conservative-noise condition (see Figure 11) where (xj, yj) and (xs, js) are the positions of the real and simulated robots, respectively, at step j. Figure 12 shows the result of this analysis. As can be seen, conservative noise appears to reduce the discrepancy between behaviors in simulated and real environments very significantly. We also claim that it may prove unnecessary to eliminate completely the gap between the simulated and the real environment. The problem of reducing the gap may be viewed as the problem of how to produce artificial genotypes able to adapt to different environments (e.g., simulated and real environments). In this perspective, evolutionary robotics intersects other interesting research fields in artificial life such as phenotypic plasticity [6, 12, 23] , preadaptations [14, 18] ontogenetic and phylogenetic evolution [2, 24] . Evolutionary robotics could play a crucial role in the future in providing greater insight into these phenomena when more complex behaviors in more complex environments are addressed.
