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Abstract 
This t hesis studies three related topics important to rislc management. finance and 
insurance. The relative entropy bootstrap option pricing models are simulated 
pricing models where asset price movements are drawn from a set of historically 
observed movements. In particular, relative ent ropy is used to select the distribu- 
tion that is closest to the empirical distribution and satisfies some prescribed m e  
ment conditions, such as the martingale constraint on the discounted asset price. 
.A salibration algorithm for simulated pricing models is developed. The algorithm 
accommodates a set of options with different rnoneyness as ive11 as across maturi- 
ties. Finally. ive establish the link betneen relative entropy and distort ion. This 
connection gives a new perspective to the growiug body of literature in which the 
Choquet integral is used to measure and price risks. 
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This thesis has evolved into a study of three related topics of importance in fi- 
nance. risk management and insurance. The relative entropy bootstrap (REB) 
option pricing models are simulated pricing models in which asset price movements 
are drawn frorn a set of historically observed movements. While developing these 
simulated pricing models. the problem of cdibration kept surfacing. This led to 
the creation of an algorithm to calibrate general simulated pricing models. Along 
the way, the similarity of minimum relative entropy distributions and distorted 
probability distributions became apparent. A formal link bettveen distortion and 
minimum relative entropy as methods for re-weighting probability distributions has 
been established. This link provides new insight into the construction and testing 
of risk measures. 
The rest of this section provides a brief summary of each of the three topics 
while the  remaiiider of t his chapter giïrs motilat ion for developing the REB option 
pricing models. Some basic concepts in financial economics are given. almg with a 
discussion of option pricing in incomplete markets. Section 1.4 int roduces entropy 
methods, used extensively in Chapters 2 and 4, and gives a short sumrnary of its use 
in financial applications. A discrete-time Markov market model is established in 
Section 1.5, providing the framework in which to cast the REB models of Cbapter 2. 
This chapter concludes with a brief explanation of the bootstrap, ahich has different 
meaning in finance than it does in statistics. Chapter 2 contains the development 
and application of the REB pricing models. The cali bration algori t hm for simulated 
pricing models is discussed in Chapter 3. Following this. Chapter 4 establishes the 
connecrion between relative entropy aud distort ion. Application of this link to 
problems in finance. risk management and insurance are discussed. 
1.1.1 The Relative Entropy Bootstrap 
These are pricing models in which assct price movenients are siniulated from a set 
of historically observed movements. Relative entropy is used as a tool to adjust 
the empirical distribution of the observed price movements to allow risk-neutral 
valuation. These models generalise a nonparametric option pricing model proposed 
by Stutzer (1996). Desirable features of asset price movements such as fat tails and 
skewness are automatically incorporated into the model. provided that t hese fea- 
tures have been observed in the past. By simulating from the observed increments, 
the REB-1 model provides a way to model asset price movenients on the original 
scale and in such a rnanner as to preserve the discrete price jumps. These issues 
are typically ignored by many pricing models. 
We show that REB rnodels are more consistent with the market prices of traded 
options than both the Black-Scholes and Stutzer models. Since price paths are gen- 
erated during the simulation, REB models can value European securities with arbi- 
trary payoff functions (e.g., barrier options). Furthermore, stochast ic interest rate. 
dividend and volatili ty models can be accommodated, providing anor her attractive 
aspect of the REB models. 
1.1.2 Calibration Algorithm for Simulated Pricing Models 
Option pricing models typicdly have a parameter 0 that governs the behaviour 
of the underlying stochastic variables. To produce reasonable prices. the model 
must be calibrated to the market by determining a value for B that minimises. for 
example. the sum of squared pricing errors (model price minus market price) for a 
set of options. Models having a closed-form solution such as Black-Scholes are easily 
calibrated by taking derivat ives and using standard gradient-bnsed op t ixiiisat ion 
procedures. Hotvever. derivatives are unamilable for simuiated models and. due 
to the simulation noise, mode1 prices are not exactly known. These facts exclude 
many optimisation schemes. 
Here. we approximate the pricing error locally with a polynomial function of B. 
The local polynomial is used to compute and optimise the sum of squared pricing 
errors. In order to fit the approximating polynomial, simulations must be perforrned 
at a number of different parameter settings. Clearly the computational expense 
increases with the number of settings. .As such, the number of settings should 
kept to a minimum ahile still providing enough information for a reasonable fit 
of the local polynomial. We use methods from experimental design to select these 
parameter settings. These methods are weli-known in statistics and have the ability 
to maximise the information obtained in a fixed number of experimental runs. To 
the best of this author's knowledge, this is the first application of statistically 
designed experiments to the problem of calibrating simulated pricing models. 
Furthermore, the algorithm can handle a set of options with different moneyness 
as well as across maturities. Exarnples using two well-known pricing models, dong 
with the REB models developed here illustrate the success of the algorithm. 
1.1.3 Relative Entropy, Distortion and Risk 
Relative entropy and distort ion are two ways of re-weighting probability distribu- 
tions while maintaining the support set of the original distribution. Theorem 4.2 
formaily es tablishes the link between relative entropy and distortion. This link p r e  
vides addit ional intuition behind the many premium principles and risk measures 
having a Choquet integral representation. Relative entropy provides an easy way 
of constructing new risk measures with a Choquet integral representation through 
the set of moment constraints. LVe provide conditions on the moment constraints, 
equivalent ly the dis tort ion function. t hat ensure the constructed rish measure satis- 
fies certain propert ies such as coherence. Furthermore. results are given that allow 
one to verify some properties of a given ri& measure having a Choquet integral 
represent ation. 
The connection between relative entropy and distortion gives a new perspec- 
tive to the growing body of literature in which the Choquet intrgral is appiied to 
problerns in finance. risk management and insurance. 
1.2 Motivation for the REB 
Traditional approaches to option pricing are typically three-step processes. First . 
one assumes a particular stochastic process that drives the underlying asset price. 
This process specifies the dynamics of the asset under the objective or physical 
measure ( P). Then, this process is transformed into a risk-neutral process. either 
using arguments about dynamic hedging, or by imposing assumptions about the 
market price of risk. The adjusted process governs asset prices under the risli- 
neutral measure (Q).  The parameters of the process are estiniated. giving a set of 
prices of options (Jackwert h ( 1999)). Intui t ively, the process under t lie P measure 
and the risk-neutral process should be sirnilar, and historically observed prices 
should appear to have been generated by the posited process. 
There have been man' niodels proposed to describe the beliatioiir of assets in 
the P rneasure. By far the niost popular. partly because of its tractability, is a 
stochastic differential equation wi t h geomet ric Brownian hIot ioxi. Here. the returns 
on a stock are assumed to be lognormally distributed. Adjustment of t liis process to 
the risli-neutral measure is accomplished through dynamic hedgiug requitements. 
The celebrated Black-Scholes mode1 for European options is derived in this manner 
(Black and Scholes (1973)). 
However, empirical evidence reveais some fairly serious problems rvith the log- 
normal assumption. One of the problems is t hat the distribution of observed returns 
Figure 1.1: Histogram of daily logreturns on the S&P500 (March 15, 1991 to May 
10, 1999). with fitted normal density. 
typically has fatter tails than that assumed by the lognormal distribution. In other 
words, returns of large magnitude occur more often in the real world than cm be 
explained by this type of model. Real retums have also been knorn to exhibit 
more skewness than is possible under this model. Exarnples of these problems are 
seen in Figure 1.1 ahich shows a histogram of the daily logreturns of the SkP500 
index from March 15, 1991 to May 10, 1999. A normal density fit to this data is 
superimposed on the histogram, clearly showing that the returns are not lognor- 
mally distributed. Similar evidence that the returns are not lognormal is seen in 
Figure 1.2, which is a histogram of the daily logreturns on Royal Bank of Canada 
shases. 
A multitude of stochastic volatility models, geometric Brownian motion subor- 
dinated to a random dock and other processes such as jump diffusions and gamma 
Figure 1.2: Histograrn of daily logretums on the Royal Bank shares ( Wov. 11, 1990 
to Dec. 31. 1996). with fitted normal density. 
processes are some approaçhes that have been used to address these deficiencies 
with ~arying degrees of success. Merton (1976), Cox and Ross (1976), Jarrow and 
Rudd ( 19S2), Engle ( 19S2). Rubinstein (1985). Bollcrslev ( 19S6), Wiggins (1987). 
Hull and White (1987). Stein and Stein (1991). Heston (1993). Heston (1993), Amin 
and Ng (1993). Duan (1995). Redekop (1995), Duan (1997). Bakshi, Cao and Chen 
(1997). McLeish (199s). Hardy (1999) and Ritchken and Trevor (1999) are but 
some of the references in the literature to the specification. implementation and 
evaluation of these alternative models. Most of the above models impose some sort 
of cont inuous. parametric assunipt ions on the underlying stock price process. 
h o t  her problem wi t h the lognormal approach is the assump t ion t hat asset 
returns are continuous. This problern. and its devance to option pricing, was 
noted in Merton (1976). Since returns are computed from the asset price, the 
CH.4 PTER 1. ISTROD t'CTIOX S 
assumption thar :eturns are continuous is a consequence of the assumption that the 
asset price is continuous. In fact, this is not a valid assumption. Some eschanges 
quote stock prices to the nearest hth or knd of o dollar while ot hers quote prices to 
the nearest cent. Nevertheless, prices are contained on a discrete lattice of points 
which fail to produce a continuum of possible returns. Numerical difficulties are 
somet imes experienced when t rying to estimate cont inuous models from discrete 
data (Hasbrouck (1999)). 
Furthermore, several studies have shown evidence of pRce clustering, the ten- 
dency for prices to fail more frequently on certain values than on others. enhancing 
the efTect of the discrete nature of prices (see Chapter 3 of Campbell et ai (1997)). 
Reasons for these values being favoured over others will not be investigated here. 
Price discreteness and tick size are important in the setting of the bid/ask spread, 
as discussed by Hasbrouck ( 1999). 
As an illustration of price discreteness and clustering, consider the daily closing 
value, St , of the Royal Bank of Canada shares from November 11. 1990 to December 
31, 1996. There are over 1500 observed daily increments. ASt = St - St- ,, yct only 
76 unique values are present. Figure 1.3 is a histogram shoring the frequency of 
these unique incrernents. with each value as its own bin (each bar is centred over a 
unique increment value). Notice the large spikes that correspond to observed daily 
th  th 
changes in the stock price of O ,  fi , i , kgth and k fth of a dollar. 
Stock prices and options written on s toch are not the only financiai instruments 
in which price discreteness is an issue. In fact, the prices of al1 instruments are 
inherently discrete. Interest rates are quoted to the nearest basis point (1 basis 
Figure 1.3: Histogram of daily increments of Royal Bank Shares (Nov. 11. 1990 to 
Dec. 31. 1996) with each unique increment as the centre of its own bin. 
point=O.O1%) and the Cad/C'S exchange rate to the nearest hundredth of a cent. 
Comrnodity futures are sometimes quoted to the nearest f cent per unit (dong wit h 
the number of units in the contract size) or to the nearest hundredth of a cent per 
unit. For example. on the New York Mercantile Exchange (NYM) each Heating Oil 
Xo. 2 futures contract is for 12,000 gallons and the price is quoted to the nearest 
teu thousandth of a dollar per gallon (Hull (1997)). The price of this contract must 
then be a multiple of $4.20. 
The problem of price discreteness is not unique to the lognormal model. but 
to any continuous-state model of asset price returns (or asset prices). Essentially 
d l  diffusion models and all ot her models assuming a cont inuous-s tate stochastic 
process for the asset returns (prices) such as the gamma model for stock option 
pricing (Gulko (1998)) and the shifted gamma and shifted inverse gaussian models 
(Gerber and Shiu (l994) 1 have this shortcorning. Howver. it  is unclear if price 
discreteness has a major impact on the pricing and hedging of deril-atives and this 
issue may be more of theoretical interest than practical importance. 
The option pricing models proposed in Chapter 2 do not make any parametric 
distributional assumptions about the stock price d ~ a m i c s .  Bp using the empiri- 
cal distribution of observed price movements. t hese models capture the observed 
skewness and kurtosis. The REB-1 mode1 specifically addresses the issue of price 
discreteness by simulating from the observed daily increments. On the other band. 
REB-L1 and REB-L2 ignore the issue of price discreteness as they simuiate move- 
ments from the observed logreturns. In addition. they have computational advan- 
tages over REB-I and are niore attractive from the perspective of stationarity. 
1.3 Basic Principles of Finance 
In this section we review some well-known definitions, concepts and results of mod- 
ern financial theory. Further results and (formal) definitions can bc found in Duffie 
(1996), Panjer et al ( 19%) and Bjork (1998). We begin with the definition of arbi- 
trage, and the usual assumption regarding arbitrage and the market in a discrete- 
time setting. 
Definition 1.1 (Arbitrage). .An arbitrage is an opport unity to make riskless 
profits in the market. 
Assumption 1.1 (No Arbitrage Opportunities). The market does not admit 
arbitrage opportunities. or if it does. the opportunities disappear immediately. 
Definition 1.2 (Self-financing Trading Strategy). .-\ portfolio or trading strat- 
egy, et ,  represents the portfolio held after trading at time t = O. 1. . . . . T. .\ trad- 
ing strategy is self-jinuncing if there are no exogenous infusions or wit hdrawals of 
money. 
Definition 1.3 (Reachable Contingent Clairn). -4 contingent claim wi th ma- 
turity date T is random variable whose value is known at tirne T. A contingent 
claim is reachable if it can be reproduced by some self-financing trading strategy. 
This strategy is called the replicating or hedgzng portfolio. 
Definition 1.4 (Complete Market). h market mode1 is complete if al1 contin- 
gent claims are reachable. otherwise it is incomplete. 
Complete Markets 
In a discrete multiperiod market. suppose there is a probability space (R,  3. P) and 
a filtration (3;) defined on (R. 3, P). Also. suppose t bere is an asset (possibly a 
vector) with price process {St} and a risk-free bond with price process { B i }  such 
that St and Bt are Ft-measurable for al1 t. Furthermore. trading takes place only 
at the discrete times {O. 1.2,. . . ,T} and there are no transaction costs. We have 
the following ivell-known result . 
Theorem 1.1 (EMM). If the market is cornpiete and Assumption 1.1 holds. then 
there ezists a unique measure Q such that for ail t < 7' 
This unique memure Q is called the Equident hlartingale XIeasure. EMM. as 
Q is equivdent to the rneasure P and the nonnalised price process { g }  U a Q 
martingale. 
The measure Q is also known as the Rsk-neutral meusure. 
Incomplete Markets 
Suppose we have the same setup as above. Then, the following result for incomplete 
markets is analogous to Theorem 1.1 for complete markets, with the notable absence 
of uniqueness of the measure Q. 
Theorem 1.2 ( E M M ) .  If the market is incomplete and Assumption 1.1 holds, 
then there ex i s t s  a measure Q such that for al1 t < T 
where Q is equivalent to P .  
Wi t h appropriate changes CO the defini t ions, there are corresponding results to 
Theorems 1 .L and 1 .Z in continous-time market rnodels. 
1.3.1 Specibing a Risk-neutral Measure 
In complete markets, the risk-neutral measure is uniquely specified. However, in 
incomplete markets, Theorem 1.2 asserts only the existence of an equivalent mar- 
tingale measure. Q. There mas be many measures equivalent to P that satisfy 
Equation 1.2. Typically the market may impose more constraints than Equation 

the asset? 
A paper by Chernov and Ghysels (1998) provides information about the first corn- 
ponent. Many methods have been proposed to address the second question. 
One approach is to specify risk preferences through a utility function and then 
select the measure that maximises the expected utility of terminal wealth (Iiaratzas 
et al (1991), Rogers (1994), and Karatzas and Shreve (1999)). Another tactic is 
to select a measure that minimises some risk function (Follmer and Sondermann 
( 1986), Follmer and Schweizer (1991), Fdlmer and Leukert (1998), Colwell and 
Elliot (1993), and Carr et al (2000)). One can also select an EMM by choosing 
the one that is closest to the physical measure P while satisfying the required 
moment constraints. Minimum relative entropy is a natural tool to perform this 
type of measure selection (Frittelli (2000)). Related to minimum relative entropy 
are conditional Esscher transforms which are discussed by Bühlmann et al (1996). 
Of course there are connections among al1 of these methods as noted by Bühlmann 
et al (1996), Samperi (1998), Karatzas and Shreve (1999), Frittelli (2000), and 
Rouge and El Karoui (2000). for example. 
The pricing models developed here use minimum relative ent ropy to select a risk- 
neutral measure. Also, the link between relative entropy and distortion in Chapter 
4 reveals that distortion methods can also be used to select a pricing measure. 
Gsing its relationship to relative entropy, it may be interesting to investigate how 
dis tort ion relates to ot her met hods of measure selection. 
1.3.2 The Inverse Problem 
Reverse financial engineering is another approach of determining a risk-neutral 
measure by solving an inverse problem. Specifically, given a set of market prices of 
options, a natural question to pose is if these option prices contain any information 
about the distribut ion or stochastic process driving the price of the underlying 
asset. O bviously, only t hose dist ributions/processes that are compatible wit h the 
observed option prices are plausible. 
Breeden and Litzenberger (19'8) were the first to show that market prices of 
options contain informat ion about the condi t ional (risk-neutral) distribut ion of the 
underlying asset. In particular, for European options expiring at time T .  they show 
t hat 
where q~ is the conditional risk-netitral density, C( II. T)  is the market price of the 
option with strike li. and erT is a interest factor. Thus, knowledge of the option 
prices over ail possible strikes is enough CO co~npletely deterniine the pricing measure 
(in complete niarkets). This work was estended by Dupire (1994) and Derman and 
Kani ( 1994) who showed t hat the risk-neutral diffusion process can be inferred from 
a complete set of option prices (al1 strikes and al1 maturities). Bick ( 1982) extends 
the Breeden and Litzenberger result to the case where the underlying stock returns 
are discont inuous. 
Alt hough t heoret ically appealing. t hese result s depend on a continuum of option 
prices and complete markets. Of course. no real market is complete, nor does it 
have a continuum of option prices. Recent papers by Derrnan and I k n i  ( 199S), 
Ledoit and Santa-Clara ( 1 998), and Brit t e d o n e s  and Neuberger (2000) estend the 
above results to include stochastic volatility, aithough their methods still require a 
complete set of options. 
There have been many recent papers proposing solutions to the inverse prob- 
lem. Jackwerth (1999) gives a survey on these various methods and classifies them 
into two main categories-parametric and nonparamet ric. Parametric met hods are 
divided into three groups. The first c o u p  is expansion methods which start nith a 
basic distribution and add correction terms to make it more flexible. An example 
of this is a recent article by Rubinstein (1998) who starts with a binomial mode1 
and adds correction terms using Edgeworth expansions. 
The second group consists of parametric distributions that are more flexible than 
the lognormal distribution. The gamma distribution, different Burr distributions 
and the Johnson family of distributions have all been used (Jackwerth (1999)). The 
t hird parametric group involves mixture models in which a flexible distribution 
is created from mixing standard distributions. Melick and Thomas ( 1997) use a 
mixture of t hree lognormal distributions to imply the risk-neutral distribution of 
crude oil futures from American option prices. 
Nonparametric methods are also spiit up into t hree categories. Kernel estima- 
tors, such as that used by ~lt-sahalia and Lo (1998) malre up the first category. 
Entropy methods make up the second group. These will be discussed more fully in 
the next section. 
The other group is called curve-fitting by Jackwerth. Generally, these meth- 
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ods try to fit implied volatilities or the risk-neutral probability density as well as 
possible with some flexible function. Methods for fitting the volatility smile can 
be found in Jackwerth (1999). The fitted risk-neutrai density is typically the one 
that minimises the distance to a prior distribution, subject to pricing the options 
correctly. Rubinstein (1994) and Jackwerth and Rubinstein (1996) are two pa- 
pers advocating this approach. In the latter, the authors show that the implied 
risk-neutral distribut ion is robust to the choice of distance measure. 
1.4 Entropy Methods 
1.4.1 Maximum Entropy 
Entropy is a measure of the flatness and smoothness of a distribution. It can be 
thought of as a measure of uncertainty of a random ~ar iable  S having distribution 
P. The higher the entropy. the more uncertainty there is about the randorn variable 
and its distribution is more spread out. Given a finite number of states. entropy 
is maximised ahen P is a discrete uniform distribution (maximum uncertainty) 
and i t is rninimised when one of the states occurs rvi th probability one (minimum 
uncer t aint y).  
Definition 1.5 (Entropy). The entropy of a discrete probability measure P hav- 
ing support set X is defined as 
where pk = P(stare k )  for each k E X. The entropy of a discrete randoni nriable 
X, H ( X ) ,  is defined using the distribution induced by S. 
Remark 1.1. It is sometimes useful to think of entropy as an expected va.lue by 
rewriting Equation 1.5 as 
E~ [In t] = - x p t i n p t  = H(P), 
kEX 
where Y is a random variable defined by P ( Y  = p k )  = pk for al1 k E X .  
Remark 1.2. There is a corresponding definition of entropy when P is a continuous 
probability measure. Specifically, if g is the density function of a random variable 
*Y with distribution P. then the differential entropy is 
~ h e r e  R is the support of S (e. g., the real line) (Cover and Thomas (1991). Iiapur 
and Kesatan (1992)). 
Entropy maximisation is a commonly used approach to solve under-specified 
inverse problems not just in finance, but in many other areas of science. Suppose 
that we have a discrete state space. R, and some moment conditions like Equation 
1.3. The state space and the moment constraints together form the information set, 
1. This could be an under-specified problem, as there may be many distributions 
defined on R t hat satisfy the constraints. Entropy mauirnisation selects a unique 
distribution consistent with I in the most unbiased aay. That is. of al1 the distri- 
butions consistent with I, the distribution that maximises entropy is the one that 
is least committal with respect to unknown or missing information. In this sense 
there is no reason to prefer any other distribution over the masimumentropy distri- 
bution (MED) (Samperi (1998). Cover and Thomas (1991), Gulko (1998). Buchen 
and Kelly (1996)). Essentidy. this is the maximum entropy principle as stated in 
Kapur and Iiesavan (1992). 
The MED, P., solves a convex optimisation problern. Specifically, given a dis- 
crete state space with rn possible states and a random variable -Y which is in one 
of the m possible states, P' solves 
subject to = i, 
1= 1 
E'[G,(x)] = C,. for 1 5 j N .  
where Gi,. .  , GN and Ci. .  . . . C,v are defined as in Equation 1.3. Note that the 
first constraint combined with the positivity constraints force P' to be a distribu- 
tion. This optimisation problem is easily solved by Lagrangian methods. 
Theorem 1.3. 
unique solution 
If t h e n  is et lewt one meBsirre satisfyng the constraints, then the 
P' to the constrained rnazimum entropy optimisîtion problern is 
p: = exp 
and tl, aatisfies 
(Couer and Thomas (1 991 ) . Kapur and Kesavan (1 992)). 
.4 result analogous to Theorem 1.3 also holds in the case where P is a continuous 
distribution (Gulko (1998), Cover and Thomas (1991). Kapur and Kesavan ( 1992)). 
1 A.2 Minimum Relative Entropy 
While entropy measures the amount of uncert ainty about a probability distribution. 
relative entropy provides a measure of distance from one probability distribution to 
another. Relative entropy is also knomi as a measure of directed divergence from 
one distribution to another. There are many different versions of relative entropy. 
The Kullback-Leibler rneasure is by far the most popular and. unless otherwise 
specified will be taken as the measure of relative entropy used throughout this 
thesis. The following subsection gives a family of generalised measures of directed 
divergence that is used in Chapter 4. 
Definition 1.6 (Relative Entropy). Let P and Q be tw:, discrete probability 
measures. The relative entropy or cross-entropy of Q with respect to P is 
= +OG, ot herwise, 
where Q << P means that Q is absolutely continuous with respect to P. The relative 
entropy of a random variable Y with respect to the random variable S. H ( Y I X ) .  
is defined using the distributions induced by Y and S. Xote that H(Q1P) < oc 
implies Q < P. 
Remark 1.3. There is a corresponding definition of relative entropy when P and Q 
are continuous probability measures. Specifically. 
= +m. ot herwise. 
where 3 is the Radon-Nikodyrn derivative of P with respect to Q. 
Remark 1.4. In the special case where the prior distribution P is uniform (discrete 
or continuous), then minirnising the relative entropy of Q with respect to P is 
equivalent to maïirnising the entropy of Q. 
Remark 1.5. As in Remark 1.1. it is may be useful to think of relative entropy as 
an expected value by rewriting it as 
when Q « P and with the obvious interpretation when Q and P are discrete 
rneasures. 
Remark 1.6. Although H(Q1P) 2 O, with equality if and oniy if Q = P. relative 
entropy is not a metric since it is asymmetric in its arguments. At times, it may 
be convenient to work with the symmetric version 
Note that H(Q, P) < oo implies Q - P (Q and P have the same nul1 sets) (for 
further information. see Cover and Thomas (1991), Samperi (199s). or Iiapur and 
Iiesavan ( 1992)). 
In Section 1.4.1 we found the MED, Pm, consistent with some information set Z. 
This set contained only the state space, 0, and the iV moment constraints. It did 
not include any other information about the distribution, Pl of the random variable 
S. Typically. we may have some information or may want to make assumptions 
about this distribution. Then. intuitively we would like to find the distribution. Q, 
satisfying the N moment constraints that is as close to P as possible. This is the 
principle of minimum relative entropy given in Kapur and Kesavan (1992). 
W e  measure closeness with relative entropy, H ( Q I P ) ,  and it can be thought of 
as the information lost by using Q in place of P. We would like to minimise this 
information loss by finding the distributioii, Q', t hat minimises H(QI P). 
The minimum relative entropy distribution (MRED), Q', solves a convex opti- 
misation problem. Specifically, given a discrete state space with m possible states 
and a random variable -Y which is in one of the m possible states with prior dis- 
tribution. P, Q' sdves 
subject to 1 q, = 1. 
q, 2 O for al1 i. 
where C l , .  . . . GN and C l , .  . . , Ch. are defined as in Equation 1.3. Note that the 
first constraint combined with the nonnegativity constraints force Q' to be a dis- 
tribution. This optimisation problem is easily solved by Lagrangiari methods. 
Theorem 1.4. If there is a rrteasure sa trs fpg  the constraints. then the unique 
solution. Q'. to the constrairied rnir~zmum relative entropy optimisatiorc problem & 
A,G~(Z,) - C * ( A ~ .  . . . )is) fori  = l . . . .  .nz, (1.17) 
where 
and  2. satisfies 
(Couer and Thomas ( 1  991). Kapvr and Kesauan (1 992)). 
A result analogous to Theorem 1.4 is also amilable in the continuous case (Sam- 
peri (1998), Cover and Thomas (1991). Buchen and Kelly (1996). Iiapur and Iie- 
savan (1992)). 
In the field of information theory, the distribution Q' is also known as the 
minimum cross entropy distribution (Buchen and Kelly (1996), Cover and Thomas 
(lggl), Jackwerth and Rubinstein (1996)). While in statistics, Q' is the ezponential 
tilt of P (Efron and Tibshirani (1993)) and in actuarial science. it is the fischer 
ttansfom of P (Gerber and Shiu (1994), Panjer et al (1998)). 
1.4.3 Generalised Entropy 
As mentioned above, there are many measures of directed divergence. Kapur and 
Kesavan (1992) suggest six properties that a measure of directed divergence may 
possibly be required to satisfy. These are: 
2. R(QI P) = O if and only if Q = P. 
5. H ( Q I P )  is a convex function of Q, and 
6. when H ( Q I  P) is rninimised subject to some given linear constraints using 
Lagrange's rnethod. the minimising probabilities should be > 0. 
In order to provide a measure of distance it is essential that Ii satisfies properties 1 
and 2. Properties 3 and 4 are desirable as these are characteristics of a rnetric. while 
propert ies 5 and 6 are wanted for mat hemat ical convenience. The Iiullback-Leibler 
measure satisfies properties 1,2.5 and 6. 
Definition 1.7 (Generdised Measure of Relative Entropy). Measures satis- 
fying properties 1,2, and 5 are called generalised measures of relative entropy or 
directed divergence. 
Definition 1.8 (Csiszer's Directed Divergence). For continuous distributions, 
Csiszer's family of measures of directed divergence is given by 
whrre o is a twice-differentiable convex function for which ~ ( 1 )  = 0. 
Csiszer's mrasure satisfies properties l,2 and 5 for ail appropriate 9, and some- 
tirnes satisfies property 6 (Kapur and Kesavan (1992) Section 7.2). The Iiullback- 
Lei bler measure is a special case of t his family wi t h P ( x )  = x ln x. In Section 
4.5.2 we use the generalised entropy optimisation principle stated below to define 
a generalised rneasure of directed divergence given an a priori distribution, an a 
posteriori distribution and a set of moment constraints. We restrict our search of 
a generalised measure to Csiszer's farnily of directed divergences and determine an 
appropriate func t ion O. 
Remark 1.7 (The Generalised Entropy Optimisation Principle) . Given any three of 
the following four probabilistic entities: 
1. a priori probability distribution P. 
2. a posteriori probability distribut ion Q ,  
3. the set of moment constraints C, and 
4. the measure of entropy or relative entropy hf, 
the fourth should be chosen such that either the entropy of Q is maximum or the 
relative entropy of Q relative to P is minimum (Kapur and Kesavan (1992) p.29S). 
1.4.4 Entropy Applications in Finance 
There are many recent examples in the financial literature making use of the con- 
cept of entropy. In his PhD thesis, Gulko develops the Entropy Pricing Theory 
(EPT), which gives an economic justification for using MED's to price options. In 
his framework. he shows that the EPT includes the usual Arbitrage Pricing Theory 
(APT) and also derives entropic versions of the Black-Scholes and capital asset 
pricing models (Gulko ( 1998)). Mnimuni reiat ive entropy also has an economic 
justification, as s h o w  by Sarnperi (l998), who develops an equivalence relation 
between ut ility maximisation and minimising the relative entropy to a prior distri- 
bution. Gerber and Shiu (1994) derive alternative European option pricing models 
using various prior dis tri butions and the Esscher transform. 
The use of entropy as a calibration or inverse problem solving tool is the area 
in which most of the applications have appeared. Buchen and Kelly (1996) show 
the MED accurately estimates a known distribution given simulated option prices 
at different strikes. In the same article. they also show that the NRED accurately 
est imates a known distribution given simulated option prices at different strikes. 
Given a set of market option prices over a range of strikes and expiration dates. 
Samperi (1998), Aveilaneda et al (1997), Avellaneda (1998), and Laurent and Leisen 
(1999), use minimum relative entropy to infer the risk-neutral dynamics of the 
underlying asset consistent with these market prices. None of the above applications 
make use of historical information of the underlying asset in defining the prior 
distribution (diffusions and trinomial tree models are used). These methods rely 
on a lot of current market information and use entropy to fil1 in the gaps between 
the observed prices. 
Recently, Avellaneda et al (2001) use minimum relative entropy to calibrate 
Monte Car10 asset pricing models. They mention using historical information on 
the underlying asset, such as rates of return and volatility, as well as current market 
information of iiquid instruments. However. they use Gaussian random shocks in 
t heir simulation and they make no mention of the issue of price discreteness. As 
with the above methods, this method is designed to use a lot of current market 
informat ion. 
Stutzer (1996) uses a nonparametric model for stock returns calibrated using 
minimum relative entropy to price European stock options. In particular. he uses 
the historical distribution of asset price returns to constnict a prior distribution. 
Options are then priced using the MRED with the only constraint that the dis- 
counted underlying asset is a martingale. He advocates this approach over other 
met hods as it does not impose a parametric model on the underlying asset and it 
does not require market prices covering a wide range of strikes. This is a predictiw 
mode1 for pricing options. rather than interpolating the price of a rien- option be- 
tween strikes and across expiration dates. An approach similar to this is developed 
for pricing bond futures options (Stutzer and Chowdhury (1999)). Drawbacks to 
Stutzer's approach are that the prior distribution of returns is rather restrictive and 
no attempt is made to address the issue of price discreteness. 
Other examples of entropy methods in finance include an alternative to gener- 
alised method of moments (GMIM) estimation proposed by Kitamura and Stutzer 
(1997) and a method of testing conditional distributions in dynamic models pro- 
posed by Duan and So (1999). Entropy methods have also been used for some 
time in insurance applications (Berliner and Lev (1980), hiaeder (19S2) and Sundt 
(1982)). 
1.5 Markov Market Mode1 
The setup used here is an extended version of that used by Laurent and Leisen 
(1999). Here. we use a generic state variable to describe the evolution of the market, 
while they used only the discounted asset price (they noted the extension to a more 
general state variable in their article). 
Suppose there is a finite set of states. S = {sl.. . . , s, }, a discrete set of dates, 
7 = {O,. . . , T}, a state variable, { .Yt} tET, and a sequence { Z t } t c T  where Et  c S 
denotes the set of possible states of St and Nt is the cardinality of Et for each 
t E 7. Furthermore. suppose there is a sequence of matrices ( I I t } trT\T such that 
for each t ?  IIt i s  a stochastic matrix on Et x Stil of dimension Art x LV,+~ (i.e., the 
elements of IIi are nonnegative and the rows sum to one). The notation 7 \ T 
denotes the set of times {O, 1.. . . , T - l} escluding tinie T. 
Define the set of possible paths as R = BtE7St, let 3 be the set of al1 subsets 
of R, and define a filtration {3 t } teTon R as Fr = o(-Yo, ... ,.Yt} for each t E 7. 
Suppose (Xt ) tET is a Markov Process. Then, the evolutioo of ou R is 
described by the probability measure Pk defined by 
for all states St E Y(, dt+i E C,+,. for each t E 7 \ T. and where k corresponds to 
some initial state in S. By definition, So = k and IIo has only one row. 
.A simple result of the Markovian assumption, is that the probability of any 
sample path X = (&, .YI, .  . . . -YT) E R can be computed as 
Note that a condition for S to be in R is for .Y0 = k. hlso. for any times r,, ~2 E 7 
with r, < r2, we can compute a matrix of transition probabilities between dates q 
and TZ by 
We now have a well-defined probability space, (R,  3, Pc) .  a filtration, (3t}teT 
defined on R, and sequences {C I } tET  and { I I t } t E 7 \ ~  describing the sets of possible 
states and the 1-step transition probabilities at each time. Note that by the con- 
struction of {FtItET. -y; is Tt-measurable for al1 t E 7. The spirit of the ?&do\. 
assumption is made apparent in the Lemma below (similar to Lemma 3C in Duffie 
( 1996)). 
Lemma 1.5. Assume that {XtJrf is a Markou process. For any t E 7 dejine an 
arbitrary function f : @:=,Eu H 72 where 72 is the range off. Then there elists o 
j ùed  function gk : Cr ct R such that for any initial state k E S ,  
where EPk denotes ezpectation under Pk. 
To show how Lemma 1.5 applies to modeling of asset prices, consider the sit- 
uation in which the state ~ariable .Yt is the price of a risky asset at time t. On 
&,XU define the functioo f (.Yt. .. . , -YT) = .YT. the price of the asset at time T. 
With this definition. the range of f is a subset of Er.  Now given the initial price 
of the asset -Ya = k. Ive have 
for some functiou gn. L'nder Assumption 1.1 Equation 1-25 can be converted to a 
more useful form by using a risli-free bond and an equivalent martingale measure. 
1.5.1 Risk-neutral Measure for a Markovian Price Process 
Suppose thar we have the same setup as above and that the state variable -Yt = St . 
the asset price at time t. W e  are assuming the asset price process is a 
discrete-time Markov chain with initial value So = k whose evolution on R is 
described by the sequences {Ci) and {nt } tE7\T. Furt herrnore. assume t here is 
a risk-free bond worth $ at time t. Also. ive make the usual assumptious of a 
frictionless market where trading occurs only at times t = 0 .1 .2  . . . . T .  
Gnder the assurnption of no arbitrage opportunit ies. Theoreni 1.2 asserts the 
existence of a risk-neutral measure. Q k ,  such that 
As in Section 1.3.1. there may be addi t ional ( linearly independerit ) moment con- 
straints imposed on Qt at each t € 7 \ T iiamely. 
E~~[G,,~(S~+~)/F~I=C,,~. for 2 5 n 2 5 . V t .  ( 1.26) 
where G2,1. . . . . GA,, i are given Ft+,-measurable functions and . . . . C,tr,,t are 
given Ft -measurable funct ions. 
Since is Markovian. Lemma 1.5 asserts tliat for each t E 7 \ T the 
moment constraints cm be evprcssed as 
with the martingale constraint corresponding to rn = 1.  
We select our risk-neutral measure. QI. by taliing the URED that satisfies the 
required constraints and is absolutely continuous with respect to f i .  Naniely. Qi 
solves 
subject to 1 Q k ( S  = S) = 1, 
If there is at least one measure satisfying the constraints in 1.28, then by Theo- 
rem 1.4 the unique solution. Q;. to the above optimisation problem has transition 
matrices with elements 
w here 
for al1 sr E Xi. sr+, E Etcl and t E 7 \ T. The function cVt satisfies 
-- avi - c,, for m = 1'. . . . art. v t .  
aL . t  
Thus. the risk-neut ral probability of any sample path S = (So. SI.  . . . ST) E R can 
be computed as 
Note that since S E 0. this implies that JO = k. 
If there is no measure that satisfies the constraints. then one of the assumptions 
of the market mode1 has been violated. There may be an arbitrage opportunity, or 
one or more inappropriate moment constraints were imposed on (SL}tE7 Assuming 
a frictionless market. or ignorance of the bid/asl spread of the asset price are two 
other possible explanations for t h e  non-existence of Q,. Also. the market may not 
be hlarkovian. or if i r  is lfarkovian. the correct state xariable ma) not have been 
used (i.e., perhaps an estended stated variable of the asset price paired with the 
current volatility is necded). Theoretically, the  state variable can be extended until 
the market is Markovian. leaving one (or more) of the other possible assumption 
violations as the reason for the non-esistence of (2; (Campbell et al (1997)). 
1.6 The Bootstrap 
The nonparametric bootstrap is a resampling technique that allows researchers to 
analyse problems wi thout making any distribut ional assumptions about the data. 
Thrre is also a parametric bootstrap which assumes some distributional form. The 
bootstrap is computationally intensive but, as modern cornputers euolve, its use 
is becoming increasingly popular. Here, we will primarily be concerned with the 
nonparanetric bootstrap. 
Often, it is of interest to estimate characteristics (e.g., mean. variance, quantiles) 
of some unknown distribution F. These quantities can be thought of as functionals 
of the distribution function, O( F). Consider independent and ident ically distributed 
(i.i.d.) observations r i , .  . . , I, from an unknown distribution F. Then, an estimate 
of 8( F) is given by 9( F) where F is the ernpirical distribution function of F. 
Now, consider drawing a simple random sample with replacement ( S r ,  . . . , S m n  ) 
frorn F. This is called a bookitrap sample. The functional of interest can then be 
estimated using the bootstrap sample, denoted d-( F). If ive draw B independent 
bootstrap samples and average the estimate from each sample, we obtain the boot- 
strap estimate of the functional, 
rhere &F) is the estimate of O ( F )  for the bth bootstrap sample. The standard 
eaor of the bootstrap estimate is easily obtained by calculating the standard de- 
viation of the & F I ' S  and dividing by a. Pointwise confidence intervals can be 
constructed in the obvious manner ( Efron ( 19S3)). Asymptot ic properties of boot- 
s trap est imators. such as consis tency, have been estensively esplored and are fairly 
well-known (see Efron and Tibshirani (1993) for more information). 
Chapter 2 
The Relative Entropy Bootstrap 
2.1 Introduction 
In most of this chapter, ive use the d u e  of a stock (or indes), St , as the state vari- 
able. We ignore the fact that the assunied discrete-time inarket model is violated 
by trading between the time points. Related to  this point is the nonsynchronow 
ttudzng effect which occurs when time series are taken to be recorded a t  time in- 
tervals of one length when, in fact. they are recorded at time i n t e r d s  of other. 
possibly irregular lengths (see Chapter 3.1 of Campbell et al ( 1997)). For example, 
the daily closing d u e  is the value at which the last reported trade occurred on 
that business dayo and the actual tirnes between successive closing values may be 
different than 24 hours. This effect is ignored here. 
We use the discrete-time Markovian market model of Section 1.5 to develop 
relative entropy bootstrap (REB) option pricing models based on the observed 
history of the underlying asset. The REB-1 pricing model introduced in Section 
2.2.1 attempts to preserve the observed price discreteness/clustering by simulating 
risk-neutral price movements from the observed increments. An alternative to this 
approach is to simulate risk-neutral price movements frorn the observed logreturns. 
Two bootstrap models, REB-L1 and REB-L2, use this approach and are developed 
in Section 2.2.2. The differences between REB-L1 and REB-L2 are due to moment 
constraints imposed directly on the stock price versus moment constraints placed 
on the logreturns. Section 2.3 discusses the differences between these approaches. 
in the context of the Black-Scholes (lognormal) model and the REB models. The 
REB pricing models are generdisations of a nonpararnetric pricing model proposed 
by Stutzer (1996) which is briefly described iu Section 2.4. This is followed by 
a discussion of the calibration of pricing models to the market prices of options. 
Section 2.6 provides a short description of pricing options and estimating hedging 
parameters via simulation. 
A s  an illustration, these models along with the Black-Scholes model are used to 
price S9rP500 index cal1 options and are compared with the observed market prices. 
Furthermore, hedging parameters for the REB models are estimated and compared 
to the corresponding Black-Scholes hedging parameters. This section ends wi t h a 
discussion of the benefits and drawbacks of the REB models. 
The remainder of the chapter investigates two possible reasons for the pricing 
error pattern observed in the SkPSOO example. Section 2.5 gives the results of a 
simulation study, showing that the pricing error pattern observed for the SLP5OO 
example can be obtained when the underlying data generating process is the Hull- 
White stochastic volatility model (Hull and White (19Si)) .  The chapter ends with 
a section investigating the assumption of independence of the logreturns in the 
risk-neutral world. üsing the observed SkP500 call option prices, implied risk- 
neutral distributions are computed at a number of difierent maturities. These 
implied distributions clearly show that any model for the risk-neutral evolution 
of the underlying asset must have some sort of dependency or a jump component 
of sufficient persistence 
medium term. If i t does 
full set of option prices. 
that it ovenides the central limit theorem (CLT) in the 
not, then the pricing model will not be consistent with the 
2.2 REB 
In this section. three models are preseuted that Ive call relative entropy bootstrap 
models. These models are dyiamic versions of the mode1 proposed by Stutzer 
( 1996) that is described in Section 2.4. The first model simulates future stock price 
movements by randomly drawing increments from the set of observed increments. 
This model will be referred to as REB-1. The ot her two models simulate future stock 
price moves by randomly drawing logreturns frorn the set of observed logreturns. 
In one model. moment constraints are placed on the stock price, while in the other 
model, moment cons t raints are prescribed on the logreturns. These models shall 
be referred to as REB-Ll and REB-L2 respectively. 
In Section 2.3 ive explore the differences between REB-L1 and REB-L2, showing 
t hat , for the maturi t ies considered, there is essent ially no difference between them. 
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We also compare these trvo models with REB-1 and notice some difference in the 
cdfs particularly at the shortest maturity studied. 
Suppose we have a fairly long history of closing prices, so, . . . , s x .  with man' "ups" 
and "downsn at many different levels of the price (i.e., a dataset where i t is possible 
to get estimates of the P transition probabilities). From this history. r e  compute 
the observed increments, y,, = s, - for n = 1, . . . . Ar, and then construct the 
set of unique observed increments X. Corresponding to each r E .Y is the observed 
relative frequency, w,, of that increment. That is, 
where [(.a) = 1 if .4 is true and is zero otherwise. 
Let the initial stock price be k and consider the somewhat naive approacli of 
using a random walk on the observed increments to mode1 the dynamics of the 
stock price under the measure Pt (see Equation 2.3). In other words, given St . 
where St+I is an increment drawn from X according to Pk (S,+, is not to be 
confused with the state variable). 
üsing the notation of Section 1.5 and Co = k, we construct the set of possible 
prices at t = 1 by SI = Eo @ X. where $ denotes adding each element of Co with 
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each element of X. Similarly. X2 = 2, 6 X and we continue in this fashion until 
Sr  = 9 X. Then, the set of al1 possible paths is defined as il = 
the o-algebra 3 is the set of all possible subsets of R and the filtration {3t}tgT is 
defined by Ft = o(So, ... ,Sc) for al1 t E 7. 
Assuming the stock price follows a random wdk on the observed increments, 
the evolution of on R is described by the probability measure Pk defined 
b y 
for ali states JI E St . E St+ll for each t E 7 \ T and for some increment 
x E .Y. From the Markov property of the random walk, the probability of any path 
S = (So, SI,. .. . ST) E R can be computed as 
Given So = CI, suppose we want to simulate a stock price path to time T. At 
each t E 7 \ T. Ive need only a draw random increment, from X according 
to Il, and use Equation 2.2 to update the price of the stock. In order to c a r y  out 
this simulation. we must specify the elements of IIt. -4s we are assuming a random 
r d k ,  it is natural to estimate these probabilities with the empirical distribution of 
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the increments. namely 
tc, if = il + x 
n, [s i .  st+i) = (2.5) 
ot herwise, 
for each Sc E E t ,  5t+1 E Sl+l, for sorne s E A' and ail t E 7 \ T. Let & denote the 
est imated measure. 
Under t his specificat ion, the simulated stock price pat hs are equivalently gener- 
ated using a nonpararnetric bootstrap of the observed increments. However, these 
bootstrap paths are not geaerated under a risk-neutral rneasure. The results of Sec- 
tion 1.5.1 give a method to generate risk-aeutral bootstrap price paths as described 
below. 
A Risk-neutral Bootstrap 
Typical pricing models constrain the niean (drift) and the variance (vo-olatility) 
of the stock price dynamics. The required niean is dictated by the no rrrbitrage 
assumption. imposing the martingale restriction on the discounted stock price, while 
a (stochastic) volatility mode1 determines the required variance of the increments. 
To generate a risk-neutral bootstrap. the idea is to reweight the sampling prob- 
abilities used to draw the random increment at each tirne point. These new weights 
should impose the required niean and variance on the random incrernent and be as 
close as possible to the observed relative frequencies. -4s mentioned in Chapter 1 
relative entropy is used as the measure of closeness beiween two distributions. 
Given SQ = k. consider simulating a stock price path S E R to time T from the 
observed increments. .At each t. suppose the annualised risk-free interesr rate from 
t to t + 1 (of length At) is tt and ut is the required volatility of the increnients. 
Then, we want the measure Q; that solves 
Q k ( S  = 4 min H ( Q ~ ~ R ~  = min {x Qi(S = 4 ln 
Q k  Q k  
r En q(s = s) 
subject to 1 Qk(S = s) = 1, 
r f  R 
EQk[st+1 l ~ t ]  = StertAt. V t E 7 \ T, 
If there is at least one measure satisfying the constraints in 2.6, then by Theo- 
rem 1.4 the unique solution, Qi,  to the above optimisation problem has transition 
matrices wit h elements 
where 
for al1 st E T t ,  st+i E SC+i and t E 7 \ T. The Lagrange multipliers X I , t  and A2,t 
are uniquely determined to satisfy the constraints for each t E 7 \ T. Therefore, 
the risk-neutral probability of an- sample path S = (So. Si.. . . . Sr) E I! is 
The REB-1 mode1 has the advantage of modekng stock price movements in 
the original scale and preserves the observed price discreteness. However, the P 
A 
measure transition matrices (IIt or the estimates IIt) do not reflect relative changes 
in the stock price (a possible stationarity issue). Relative price changes are reflected 
in the risk-neutral transition matrices. but these are computed to be close to their P 
measure counterparts. Another drawback of this approach is a positive probability 
that the asset price will become negative. although ive have not encountered this 
probleni to date. 
2.2.2 REB-Logreturns 
.Ut hough REB-I preserves the ohservcd price discrcteness. an obvious crit icism of 
tliis approach is that the empirical distribution of the increments does not reflect 
relative price changes. An alternative is to use a bootstrap on the observed log- 
returns. This approach heips to address the stationarity issue as the P measure 
now accounts for relative price changes. but ignores the observed price discreteness. 
Another appealing feature of this approach over REB-1 is that the possibility of 
negative asset prices is elirninated. 
From the observed price history of daily closing prices, we compute the observed 
daily logreturns, i, = ln (e), for n = 1,. . . , N ,  and then construct the set of 
unique observed logreturns 72. Corresponding to each r E '72 is the observed relative 
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frequency, tu,' of that logreturn. That is. 
Suppose that the initial stock price is k and consider modelling the dynarnics 
of the stock price under the measure Pk (see Equation 2.10) as a random ralk on 
the observed logreturns. In other words, given Si, 
where E 'R is a logreturn dratvn from 72 according to Pk. 
Using the notation of Section 1.5 and So = k, the set of possible prices at t = 1 is 
constructed by C = Ela (2) e ( R ) ,  where e ( R )  denotes element-wise exponent iation of 
the set R and (3 denotes mulitplying each element of So ni t  h each element of e ( R ) .  
Similarly. Y2 = CI (3 e(R)  and we continue in this fashion until Y T  = Er- :.zl e(R) .  
Then, the set of al1 possible paths is defined as R = QtETPt. the O-algebra 3 is 
the set of al1 possible subsets of R and the filtration (3t}tE7 is defined by Ft = 
o(So,. - .  .St) for dl t E 7. 
Assuming the stock price follows a random walk on the observed logreturns, the 
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evolution of {St}téT on is described by the probability measure Pk defined by 
for al1 states St E S t . S t + l  E for each t E 7 and for some logreturn r E R. 
From the Markov property of the random walk on the observed logreturns. the 
probability of any path S = (So, Si'. . . , ST) E R can be computed as 
Given So = k? suppose ive want to simulate a stock price path to time T. At 
each t E 7 \ T. we need only a draw randoni logreturn, Rtil, from R according to 
II, and use Equation 2.9 to update the price of the stock. In order to carry out this 
simulation, we must specify the elements of II,. Since we are assuming a random 
walk on the observed logreturns, it is natural to estimate these probabilities with 
the ernpirical distribution. namely 
1 O ot herwise, 
for each St E Ct, St+l E Ct+i. for some r E R and al1 t E 7 \ T. 
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Cnder this specification. the simulated stock price paths are equisalently gener- 
ated using a nonparametric bootstrap of the observed logret urns. However. t hesr 
bootstrap paths are not generated under a risk-neutral measure. -4s rvith REB-1. 
relative entropy minimisation is used to adjust the selection probabilities in order 
to simulate price paths under an appropriate pricing measure. 
REB-LI 
For this model, moment constraints are imposed on the stock price St and the 
risk-neutral transition probabilities are computed analagously to REB-1. with the  
obvious substitution of increments for logreturns. 
Given Su = k. consider simulating a stock price patli S E R to time T from the 
observed logreturns. At each t, suppose the annualised risk-free interest rate from 
t to t + 1 (of length At) is r, and ut is the required volatility of SI. Then. we want 
the measure Q; that solves 
Note that these are the same moment constraints imposed in Equation 2.6. The 
difierence bttttveen these two optimisation problems is due to the different prior 
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distributions a. 
If there is at least one measure satisfying the constraints in 2.13. then by The* 
rem 1.4 the unique solution, Q;, to the above optimisation problem has transition 
matrices wit h elements 
n;csit % + i )  = f i tcs t ,  sr+*) exp { h , t s t + i  + ~ z . t s : + l  - W k t ,  X2 . t )  } 
w here 
for d s t  E Et, st+i E C t + l  and t € 7 \ T. The Lagrange niultipliers A i e t  and Azet 
are uniquely determined to satisfy the constraints at each t E 7 \ T. Therefore the 
risk-neutral probability of any sample path S = (So, Si.. . . . ST) E R is 
Xlthough considerable effort has been spent casting REB-L1 in the Markov 
market mode1 terminology, i t  can be described in a much simpler fashion. Equa- 
tion 2.10 shows that the P transition probabilities are independeut of the current 
state. These transition probabilities are also independent of the initial state So = k. 
Therefore, the moment constraints in 2.13 can be writ ten unconditionally as con- 
st raints on the observed logret urns. namely. 
This explicitly shows that REB-L1 is a nonparametric bootstrap of the observed 1~ 
greturns, wit h the selection probabilit ies suitably re-weighted via minimum relative 
entropy. 
Here. moment constraints are placed on the logreturn, RI,  rather than the stock 
price as in REB-L1. W e  shall dispense with the notation of the Markov market 
model and note that the distribution of logreturns is independent of the stock 
price. The moment constraints we propose to use are consistent with the moments 
of the logreturns in the Black-Scholes model. Specifically, we replace the moment 
constraints in Equation 2.17 with 
This method does not guarantee that the discounted stock price is a Q martingale. 
The idea behind this method is that, for short time intervals, the behaviour of the 
observed logreturns may be rvell-approximated by a diffusion. The moment con- 
straints in Equation 2.16 are derived using a series expansion of eRctl and ignoring 
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higher order terms. If the higher order terms CM be ignored. then the risk-neutral 
moments of the observed logreturns should be similar to those from a diffusion. 
This method is computationally more stable than REB-L1 and is consistent with 
the Black-Scholes mode1 when the returns are lognormal. The differences between 
REB-L1 and REB-L2 are examined in Section 2.3.2 and are shorvn to be insigiiifi- 
cant for daily time i n t e d s .  
2.3 Mean Logreturn vs Mean Stock Price 
In this section, we discuss the difierences in the MRED resulting from niornent 
constraints imposed on the (discounted) stock price versus the MRED obtained 
when the moment constraints are prescribed on the logreturns. We first discuss 
the typical assumption that the stock price at some future time T is lognorrnally 
distributed. Another example investigates the REB models of the previous sections. 
2.3.1 Lognormal Distribution 
Let us assume that under the P measure, the stock price at time T is lognormally 
distributed. That is. assume ttiat ST = SoeSf ivhere Sr - L V ( ~ T .  a 2 T ) .  for some 
mean PT and variance 0 2 T .  Let f& and fX, denote the lognormal density function 
of ST and the normal density function of Sr under the P measure respectively. 
Furthermore, assume that r is the constant risk-free rate of return (continuously 
cornpounded). 
The goal is to compute an asset pricing measure. The theory of financial eco- 
nornics asserts that under a risk-neutral measure the discounted asset price is a 
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martingale (a consequence of the no-arbitrage assumption). Tivo approaches using 
minimum relative entropy tvill be used to construct pricing measures. The first 
approach works directly with the lognormal densi ty f& and moment coristraints 
are imposed on the stock price. The second approach assumes that under Q. the IO- 
greturn is normally dist ributed and the martingale constraint dict ates the required 
mean of the logreturn. 
Mean Stock Price 
Relative entropy is used to select the density for ST that is closest to fS, and 
satisfies the martingale constraint . Specifically, ive seek the solution to 
subject to j(s)ds = 1. 
Ej[ST] = soerT. 
By Theorem 1.4 the solution to this problem is the hIRED with density 
- 1 (ln s - 
- s f i o f l  W T  
ahere $'(A) = SoerT- Clearly. f:; is not a lognormal density function. Also 
notice the appearance of the parameter p in the density function. Both of these 
obserkations are counter to the Black-Scholes mode1 even though Ise started with 
a lognormal density for Sr under the P rneasure. The disappearance of p in the 
Black-Scholes mode1 is due to the argument of continuously rebaiancing the hedging 
portfolio. This argument effectively keeps the stock price distribution lognormal 
under Q and adjusts the mean logreturn to ensure that the martingale constraint 
is satisfied. Horvever, when hedging is not continuously performed, the martingale 
constraint alone is not sufficient to eusure that the stock price distribution rernains 
lognormal under Q. hence the appcarance of p in the risk-neutral density function. 
Mean Logret urn 
Sotice tliat, in the above argument ive do not assume that. under Q. the stock price 
at tirne T is lognocmally distributed. If ive make the assumption that the logreturn 
ST - S ( + T . e 2 T )  in the risk-neutral world, then the martingale constraint on the 
discounted stock price implies that 
Therefore. under t his ajsurnption the risk-neutrd density of the logreturn, fz: is 
normal with mean ( r  - $)T and variance à2T. Gerber and Shiu (1994) use this 
approach of assuming that the logreturns have the sarne distributional form in the 
risk-neutral and physical worlds in their derivation of option pricing models using 
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the Esscher transform. 
The risk-neutral distribut ion. f: nlso solves the relative entrop! optimisation 
problem 
rubject to /n &)dr = 1, 
.p.] = ( r -  f )  T, 
Note that the variance of .YT is unchanged giving ü2 = u2. The change of vari- 
able ST = SoeXf gives the risk-neutral density for the stock price f!;, which is 
lognormai. This method of constraining the mean logreturn and then malring a 
change of variable agrees with the Black-Scholes model. Notice the absence of 
the parameter p in the resulting risk-oeutral distribution. In his PhD thesis. Gulko 
uses this method to corne up with a generalised Black-Scholes pricing formula using 
entropy optimisation principles. However, it should be noted that this rnethod as- 
sumes knowledge of the distributional fom under the risk-neutral measure (Gulko 
(199s)). 
To compare fsl with f s ~  , we cornpute t hese densities assurning So = 1336.1, p = 
O. lj ,  u = 0.22 and r = 0.01 at a number of different maturit ies T. Figure 2.1 shows 
that for a time horizon of 1 day, these densities are virtually indistinguishable. 
Increasing the time horizon, we see that slight differences become apparent as T 
increases (see Figures 2.2 and 2.3). We conclude that for short tirne horizons it does 
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Figure 2.1: Comparison of risk-neutral densities for a 1 day horizon. 
not matter which transformation to a pricing measure one uses, as they produce 
essentially the same distribution. 
2.3.2 REB 
Here. we esaniine the differences of the REB models with particular interest on the 
cornparison between REB-L1 and REB-L2. To investigate this we use the SSrP5OO 
data described in Section 2.7.1. The risk-free rate is assumed to be r = 0.05 and 
each of the niodels is calibrated (see Sections 2.5 and 2.7.2) to the 10-day cal1 options 
(in order for the volatility of each of the models to be correct).  Figure 2.4 shows 
the cdf of Sio based on 50,000 simulations for each of the REB models. Figure 2.5 
gives the corresponding picture for the 29-day options. The cdf's from REB-L1 and 
REB-L2 are indistinguishable at each of the maturities. As in the previous section, 
Figure 2.2: Comparison of risk-neut rai densities for a 1 month horizon. 
Figure 2.3: Comparison of risk-neutrd densities for a 6 month horizon. 
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Figure 2.4: Cornparison of REB risk-neutral cdfs for a 10 day horizon. 
this shows that for short time increments it does not matter which transformation 
to a pricing measure one uses. REB-1 has a slightly different cdf at the 10-day 
maturity than those produced with the other bootstrap models. This difference 
disappears at the longer maturity due to the effect of the CLT. 
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Figure 2.5: Cornparison of REB risk-neutral cdfs for a 29 day horizon. 
Stutzer (1996) proposed a nonparametric option pricing model based on the price 
history of the underlying asset. 111 a certain sense. to be made clear in what follows. 
the REB models are gencralisations of t h  approach. Although this model can be 
cast in the Markov market niodel. it is sirnpler not to iuvoke its Iieavy notational 
machinery. 
As with the bootstrap models. we start with a history of daily closing prices, 
so.. . . . s , ~ .  and suppose WC wish to price vanilla cal1 options that mature in T days. 
In this model. the first step in building the P measure is to cornpute the (rolling) 
T-day gross returns from the price history The observed T-day gross returns are 
for 
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The set of unique observed T-day gros returns R is constructed and corresponding 
to each r E 72 is the observed relative frequency, ut,. of that gross return. That is. 
Suppose So is the current stock price, then the set of possible stock prices at 
time T is constructed by 
S r ( r )  = &r, for al1 r E R. (2.25) 
This determines the support of the P measure and each of these outconies is as- 
signed probability equal to the observed relative frequency of the unique gross 
return. That is. 
P (ST = Sr(r)lSo) = w,. for al1 r f 'K. (2.36) 
As with the REB models. relative entropy is niinimised to transfocm this P 
measure to a pricing measure, Q, subject to some prescribed moment constraints 
(e.g., the martingale constraint on the discounted stock price). .As usual. prices for 
vanilla cal1 options espiring at time T are t hen computed as the espec tcd discounted 
value of the payoff. with the espectation taken under the Q measure. 
It should noiv be clear that the REB models are dynarnic versions of Stutzet's 
model. That is. the REB models construct a risk-neutral process from time O to 
time T, rather than a risk-neutral distribution at time T .  Potential adtantages 
of Stutzer's model over the REB models include the capturing of the T-day de- 
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pendence of the stock price by the P measure. exact model option prices (i.e.. no 
simulation error ), and fas ter computations. However, the REB rnodels produce a 
much richer set of possible prices at time T and, since price paths are generated. 
REB models can be used to price European derivatives with arbitrary payoffs. Fur- 
thermore, REB models are able to price options at more t han one maturity while 
Stutzer's model is valid only at a single maturity. In Section 2.7, REB models are 
shown to be superior to Stutzer's model when pricing S6rP500 options at a single 
maturity. 
2.5 Calibration 
.4n important feature of any derivatives pricing mode1 is the ability to calibrate the 
parameters of the model to accurately reflect the current market prices of traded 
derivat ives. For esample, the Black-Scholes cal1 option pricing forrnuia is a function, 
BS(So ,  T. r-. fi. a). of the current stock price Sol the time until the option expires 
T. the risk-free rate r, the strike price K and the voiatility o. With the exception 
of a. al1 of these parameters are known directly from the market (Sa and r) or from 
the specification of the option (T and 1;). Suppose the current market price of this 
option is C. Then. the value of o that gives C as the model price can be computed 
by nunierically inverting the function BS. That is, 
BS(So, T, r .  h; O,,,) = C, 
and O,,, is called the Black-Scholes irnplied volatility. 
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NOW, consider the more general framework in which there are J cal1 options 
at a single maturity ivith market prices P, corresponding to strike prices I ï ,  for 
j = , . . . , J. Vie wish to price these options using some general pricing model 
that depends on a (possibly vector-valued) cdibrating parameter O.  Let P,(0) and 
Dj(0) = P,(8) - P, be the model price at 0 and the pricing error at 8 for option j 
respectively, for j = 1, . . . , J. .41so, let P(0)  and D(6) be the corresponding J x 1 
column vectors. 
Here, 0 is a parameter of the pricing model whose d u e  will be deterrnined by 
calibrating the mode1 to the observed market prices. In this section, we consider 6 
to be a positive scaiar parameter that governs the second moment (i.e., volatility) 
of the logreturns or stock prices. Ty~ically, when 0 is a scalar. no single value 
exactly reproduces the market prices of al1 options at one maturity. However, a 
calibrating value of 0 is determined by minimising. for example, the sum of squared 
pricing errors (SSPE) as a function of 0 (other Ioss functions can also be used). 
Specificaily. 
fl,.~ = arg min D(QiD(6) = arg min 1 [ D , ( B ) ] ~ ,  
8>0 e>o 
where ('1 denotes transpose. 
For pricing models having a closed-form (e.g.. Black-Scholes) the pricing error 
D(0) and its gradient VD(B) are preciseiy knotvn. Thus, the above optimisation 
problem is easily solved using a Xewton-Raphson technique and we find that Bai 
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sat isfies 
However, the calibration of sirnulated pricing models (e.g., REB models) is 
not as straightforward. For these models, the pricing error D ( 0 )  is not knonn 
precisely and must be estimated via simulation. Of course, this estimate d l  contain 
simulation error. Furt hermore, since the mode1 is not in closed-form, analytic 
derivatives are unavailable. The lack of a gradient rules out many root finding or 
optimisation packages, while the simulation noise in the est imate of the pricing error 
presents another problem. These issues motivated the development of a method 
for calibrating simulated pricing models presented in Chapter 3. This algorithm is 
quite general as it can handle a vector of calibrating parameters as well as options 
covering a range of strike prices and rnaturities. PIease refer to Chapter 3 for more 
details. 
2.6 Simulated Pricing Models 
2.6.1 Bootstrap Valuation of European Options 
Suppose ive wish to value an abritrary European option paying g~ at time T, where 
g~ is necessarily FT-measurable. For example, a plain vanilla cal1 option with strike 
Ii expiring at time T has the payoff function 97 = (ST - K)+ = rnax(ST - K,O). 
Another example is a path-dependent option paying gr = (ST - s )+ ,  where s is 
the average closing value of the stock from t = O to t = T. 
In the laquage of Section 1.6. g~ is the functional of the distribution of Sr 
that ive want to estimate (for ease of notation, we will suppress the distributional 
dependence of gT). Starting with the current price So, one of the REB models 
is used to generate a bootstrap stock price path (So, Si,, . . . . , S;,,). The option 
~ayo f f  based on this path is tjj.,, (note that & is F+neasurable, where 3fT1 = 
4 s 0 ,  s;,,1 . v S;*lN. 
Suppose we generate B bootstrap sample paths, then the bootstrap estimate of 
g~ is given by 
nhere 9; is the estimate of g~ from the bth bootstrap sarnple path. The bootstrap 
estimate of the current price of the option is just jr; discounted by the risli-free 
rate. Obvioiisly the bootstrap is equ iden t  to Monte Carlo estimation where the 
random variables are drawn from an empirical distribution funct ion. rat her t han 
from some parametric famil .  
2.6.2 Hedging Parameters 
Hedging paranieters for sitiiulated priciiig niodels can easily be es timated from the 
simulation. For example. to calculate the sensitivity of an option to a change in the 
underlying stock price (Le.. the option's A )  first assume the initial stock price is So 
and estirnate the option price P ( s ~ )  by simulation. Then. using the same randorn 
number stream estimate the option price assuming the initial stock price is So + h 
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for some smail positive number h.  Cali this estimate f(so + h ) .  The option's A is 
then estimated by 
Other hedging parameters can be estimated in a similar rnanner (Hull (1997)). This 
is the method used to calculate the A's for REB-1 in Section 2.7. 
For REB-L1 and REB-L2, the stock price at maturity can be arittea as 
for some random variable .YT whose distribution does not depend on So. .4ssurning 
that the interchange of limits is allowed, the A of a c d  option tvith strike I< is 
est imated by 
h 
where E[ - ]  denotes expectation with respect to the simulated risk-neutrai measure. 
This method is used to calculate the A's for REB-L1 and REB-L'Z in Section 2.7. 
Another approach for estimating hedging parameters for simulated pricing mod- 
els h a .  recently been proposed by Avellaneda et al (1999) and hvellaneda and 
Gamba (2000). It may be interesting to use these methods with the bootstrap 
models. 
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2.7 Example: S&P500 Index Options 
2.7.1 Background Information 
The REB models were used to price European call options on the SkP5OO index. 
The SSrP500 was chosen due to the availability of historical data on the indes 
and the current market prices of a wide range of index options (i.e., options with 
difierent strikes and maturities). Although the SkP5OO is not an ideal choice from 
the perspective of modelling the price discreteness. we still gain the advantage of 
valuing options ivi thout any paramet ric distributional assumptions on the evolu tion 
of the index. 
The historicd data used in our analysis is the daily closing level of the SkPSOO 
index from blarch 15, 1991 to May 7 .  1999. Note that this time period is completely 
arbitrary and issues such as the time period studied and the length of the price 
history are not investigated here. The market data used are the bid/ask spreads of 
traded SkP500 call options at 3:30pm on May 10, 1999 and the closing value of the 
index on May 10 is 1336.43. In what follows. we take the midpoint of the bid/ask 
spread as the market price of each option. 
Options are priced at a single maturity and Ive assume that the risk-free rate 
and volatility are constant. that is, r,  = r and a, = a for al1 t. This allows for valid 
cornparisons of the REB. Black-Scholes and S t ut  zer pricing niodels. The risk-free 
rate is taken from the market as the rate earned on the Treasury bill that expires 
nearest to the option expiration date ( r  = 0.05). Here, we ignore the dividend 
Stream on the index as it will have little effect on the short-term options priced in 
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Table 2.1: Calibrating volatilities for SkP5OO cal1 options. 
Calibrating Volatility 
this example. 
For both maturities studied here. the bootstrap rnodels use 1-day time intervals. 
To try and capture some dependence and elude the effects of the CLT by summing 
fewer terms, we aiso use 2-day time intervals for the 10-day options and 5-day 
(weekly) time intervais for the 29-day options. We price the 29-day options as  if 












For each maturity and for each pricing model, a calibrating volatility is computed. 
The  values for the Black-Scholes and Stutzer niodels are computed exactly via 
Xewton-Raphson while the calibration algorithm of Chapter 3 is used for the REB 
models. The calibrating volatilities are given in Table 2.1. 
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Pricing Errors of Traded Options 
.A convenient way to assess pricing models is to plot the pricing error (the inodel 
price minus the market price) against the strike price. Figure 2.6 is a plot of the 
pricing error of the models against the strike price for the 10-day call options using 
At = i in the REB models. Figure 2.7 is the pricing error plot using At = 2. 
Figures 2.8 and 2.9 are the corresponding plots for the 29-day call options with 
At = 1 and At = 5 respectively. At both maturities, the REB niodel prices are 
computed using 50,000 simulations. 
From these plots. it is easily seen that the REB models do a Letter job at 
reproducing the market prices of the options than the Black-Scholes and S tutzer 
models. The REB modeis using time intervals of 2 and 5 days outperform the 
REB models with At = 1. Figure 2.8 shows that the REB (At = 1) and Black- 
Scholes models perform well at-the-money but produce significant pricing errors for 
in- t he-nioney and out-of- the-money options. Thc S t utzer model perfornis poorly 
as i t underprices at-t he-money options and overprices in- the-money aiid out  -of- t he- 
money options. Due to this poor performance, we decided not to estimate tiedging 
parameters for this model. Similar pricing error patterns to those observed for the 
29-day options emerge when pricing options at longer rnaturities using 1-day time 
intervais. 
REB models seem to have an advant age over Black-Scholes at shor ter mat urities. 
However, as the maturit? increases this advantage tends to disappear. .At longer 
maturities more price movements are added together in the bootstrap modeis. The 
more terms added together. the stronger the effect of the CLT. Therefore. at longer 
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Figure 2.6: Pricing Errors for 10-day S&P500 cal1 options (Ai = 1). 
maturities the CLT governs the distribution of ST, rendering the REB models 
similar to Black-Scholes. 
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Figure 2.7: Pricing Errors for 10-day SSiP5OO call options (At  = 2) .  
Figure 2.5: Pricing Errors for 29-day SkPSOO call options (At = 1). 
Figure 2.9: Pricing Errors for 29-day S&P500 cal1 options (At  = 5 ) .  
Hedging Parameters 
Hedging parameters were estimated using the methods outlined in Section 2.6.2. 
Figures 2.10 and 2.11 plot the A's for the 10-dq  options corresponding to At = 1 
and At = 2 respectively. Figures 2.12 and 2.13 are the corresponding plots for the 
29-day options with At = 1 and At = 5 respectively. These estimates are based on 
the same simulations as those used to price the options. The estimates for REB-1 
tvere produced using h = O.OISo. an arbitrarily chosen perturbation of 1% of the 
initial index level. There are some differences between the A's for the REB rnodels 
and those from the Black-Scholes model. The differences are most apparent for the 
10-day options and the 29-day options wit h At = 5. Since the REB rnodels are more 
consis tent with the observed option prices in these cases, REB-estimated hedging 
parameters may have an advantage over t heir Black-Scholes counterparts. At longer 
Figure 2.10: Y s  for 10-day SkP5OO cal1 options (At = 1). 
maturities or using short time increments, this advantage tends to disappear due 
to the effect of the CLT. 
a t o.itm Sm. Ra(n 
Figure 2.12: A's for 29-day SkP500 call options (A t  = 
CHAPTER 2. THE RELUI\  'E EXTROPY BOOTSTRAP 
Figure 2.13: A's for 29-day S&P500 cal1 options (At = 5 ) .  
2.7.3 Discussion 
The REB models outperforrn the Black-Scholes and S tutzer models. part icularly at 
a short maturity. .4t the longer maturities studied to date, the REB with At = 1 
and Black-Scholes models perform well at-the-money, but have significant pricing 
mors  otherwise. Using longer time increments in the REB models yields an im- 
provement in pricing performance. On the other hand, S tutzer's model performs 
poorly at-t he-money and, since most of the market activity involves at-the-money 
options. we conclude that this model is not appropriate for the options studied here. 
The dynamic REB models are clearly more consistent with the options considered 
here t han the s t at ic nonparamet ric model of Stutzer . 
Adjusting the REB models to time increments of At = 2 and At = 5 bas two 
desirable features. First, possible autocorrelations in the daily price movements are 
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captured and, since fewer terms are summed. the adjustment also helps to stave off 
the effect of the CLT. 
The pricing error pattern exhibited by the REB (At = 1) and Black-Scholes 
models (under pricing in-the-money options and overpricing out-of-the-money op- 
tions) indicates that a distribution t hat is more skewed and heavier-t ailed is required 
to accurately reproduce the market prices of options. This pattern is consistent with 
that observed by Dumas, Fleming and Whaley (1998). Heston (1993) shows how 
this type of pattern can be reproduced using a stochastic volatility mode1 that is 
correlated with the asset price movements. 
Benefits of REB Models 
REB models are completely nonpararnetric models that rely on the historical dis- 
tribution of the asset, rather than imposing some inappropriate parametric mode1 
on the stock price dynarnics. Desirable features of asset price rnovements such as 
fat tails and skewness are automatically incorporated into the model, provided that 
these features have been observed in the past. The REB-1 model provides a way 
to model asset price movements on the original scale and in such a manncr as to 
preserve the discrete price jumps. 
Compared with Stutzer's model, the REB models produce a much richer dis- 
tribution at a given maturity. We have shoivn that this feature gives the REB 
models a pricing advantage over the Stutzer's model. Since a risk-neutral prw 
cess rat her thau a distribution is generated, there are ot her obvious benefits of the 
REB compared to Stutzer's model. For example, one can value European secu- 
rit ies with pat h-dependent payoff funct ions (e.g., barrier options). Fur thermore. 
both stochastic interest rate and volatility models can be incorporated irito the 
REB models with minimal difficulty. We need only adjust the required conditional 
mean and variance at each time point to current estimates of the risk-free rate and 
volatility. A (stochastic) dividend model can also be similarly incorporated into 
the REB models. Clearly, the extension of the static model proposed by St utzer to 
the dynarnic REB models has many potential benefits. 
Drawbacks of REB Models 
REB models tacitly assume that the distribution of future movements in the as- 
set price is cornpletely supported by the empirical distribution of the observed 
niovements (increments for REB-1 and logreturns for REB-L1 and REB-L?). In 
other words. when sirnulating bootstrap price paths, ooly changes that have been 
observed in the past are possible in the simulated paths. One can argue that, pro- 
vided there is a sufficient price history, this problem is not too severc and that the 
gains from the bootstrap approach outweigh this potential problem. 
As previously mentioned. the assumption of a randoni walk on the observed 
increments (REB-1) may also be invalid. Typically, large changes in the price of 
the asset occur more frequently when the asset price is high than when it is low. 
This can be particularly problematic if the majority of the observcd increments 
occurred at prices much different than the current d u e  of the asset. Furthermore, 
with the additive random cvalk assumption there is positive probability tLat the 
asset price can become negative. This problem has not been encountered in any 
exarnples st udied to date. 
Another drarvbacli of REB models is the significant amount of computational 
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time required to estimate a price. Attempts were made to improve the efnciency 
of the REB models through commonly-known \a.riance reductioc techniques. In 
fact. antithetic and control variates, importance sampling and best linear unbiased 
estimators (BLUE) were d l  tried wi th limited success. Antit hetic variables were the 
most successful at reducing variance, although the gains in efficiency were miniscule. 
Martingale variance reduction techniques (Clewlow and Carverhill (1995)) were 
also tried, but again only a minor gain in efficiency was redised. Because of the 
intricate nature of the REB simulations (REB-1 in particular), the best d a n c e  
reduction technique may be a function of many things such as the strike price, tirne 
to maturity, volatility and risk-free rate. Thus, the best method will probably vary 
from case to case. 
2.8 Hull- White Simulation Study 
The purpose of this section is to investigate one of the possible causes for the pricing 
error pattern for the 29-day cal1 options in Figure 3.S. -4s stated earlier, this pattern 
has also been observed in other studies on SkPJOO options. Furthermore, Heston 
(1993) shows how this pattern may be induced by using a stochastic volatility model 
that is negatively correlated with the stock price. 
To see if stochastic volatility is a possible explanation for the observed REB 
pricing errors, we pcrformed a simulation study using the Hull-White stochastic 
volatility stock price model (Hull and White (1987)). This model is explained in 
niore detail in Section 3.3.2. The same parameter values as those used in Section 
3.3.2 for the zeredrift variance process are used here. The parameter values are 
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So = 1336.13. At = &, r = 0.01. = 0.1326. p = -0.5942 and ,C = 0.7934. A 
5 year history of daily closing d u e s  is generated with these parameter \aliies and 
the 20-day option prices given in Section 3.3.2 are used as the market option prices. 
The simulated 5 year history of closing prices is used to define the P nieasure for 
the REB models. 
We proceed as in Section 2.7.2, assuming a constant risk-free rate of 0.04 and 
a constant volatility. The REB models are then calibrated to the simulated option 
prices via the method in Chapter 3 and the pricing error is plotted agaiust strike 
price in Figure 2.11. The pricing error pattern observed here is consistent with that 
obtained for the 29-day SkP500 options. This suggests that a model with changing 
volatility mas have been more appropriate when pricing this set of options. In 
fact, in Section 3.4.3 it is s h o w  that the Hull-White stochastic volatility mode1 is 
appropriate for the 29-day SkP5OO options. This esample also highlights the need 
to develop a bootstrap mode1 for changing volatility (possibly by using observed 
squared returns), something that is left for future work. 
2.9 Assumption of Independence 
Results of this chapter cal1 into question the assumption of the independence of 
daily stock price movements (ei ther increments or logret urns) in the  risk-neutral 
world. Indeed. the simulation study in the previous section suggests that some of 
the dependence may be captured using a niodel of changing volatility. However. 
in this section ive continue to assume that volatility is constant. W e  investigate 
whet her any model t hat assumes the risk-neut r d  independence of the logret urns 
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Figure 2.11: Pricing errors for 20-day Hull-White simulated call options. 
can produce a risk-neutral process for the underlping stock price that is consistent 
with option prices at a number of different maturities. 
2.9.1 Implied Risk-neutral Distributions 
In this section. ive calculate implied risk-neutral distributions of the S t P 5 O O  index 
from the market prices of call options. This is done at a number of different ma- 
turities. As mentioned in Section 1.3.2. many methods can be used to solve this 
problem. In keeping with the spirit of this thesis. we shall use relative entropy 
to determine the implied risk-neut rd distributions. The implied skewness of these 
distributions is calculated, revealing some interest ing implications. 
Met hodology 
Suppose at a single maturity, T. we have the market prices of J cal1 options. 
C l , .  . . , C J ,  corresponding to strike prices K i , .  . . , I<J. Let So and r be the current 
stock price and the risk-free rate respectively. CVe use the mode1 
to describe the Sr in terms of its logreturn -YT and take a lognormal distribution for 
Sr (i.e.. a normal distribution for -YT) as a candidate for the risk-neutral distribu- 
tion. Obviously. this is the usual Black-Scholes setup. By calculating a calibrating 
volatility + as in Section 2.7'2 for this set of options. the candidate risk-neutral 
distribution for In(&-) is 
Cal1 the corresponding densi ty funct ion g. 
The implied risk-neutrd distribution. F ,  is defined as the W I E D  with density 
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f that solves 
subject to In &)d= = 1, 
= s0erT, 
= Cl, for 1 < j  5 J ,  
<< g* 
By Theorem 1.4 the solution (if one exists) is given by 
wbere & = O. Co = SoerT, and = CC, for j = 0 , .  . . , J .  
2.9.2 Example: S&P500 
We have the market prices (midpoint of the bid/ask spread) of both cal1 and put 
options on the SkP500 at a number of different maturities (the maturities are 29, 
50, 93, 281 and 407 days). Using the method described above, we compute an 
implied risk-neutral distribution at each of t hese maturities. 
Put-cal1 parity was used to determine the implied risk-free rate minus the div- 
idend stream giving r - 6 = 0.04. This is the typical adjustment for continuous 
dividends and is used in place of the risk-free rate. A s  ive are pricing long-term 
options, it tvas decided to be more careful than in the previous examples in deter- 
Blaturity (T in days) 4inisT, 
29 -0.6659 
Table 2.2: Skewness of the implied risk-neutrd distributions. 
mining the correct discounting factor. 
At each maturity, only those c d  options with an implied Black-Scholes volatility 
are used. At some of the maturities, there are a large number of options and. in 
order to speed the computation, some options are arbitrarily excluded from the 
set of moment constraints. At each maturity, the implied distribution was used to 
price the  entire set of options and we found that the excluded options were priced 
correct lu. 
Figures 2.15 to 2.19 are the implied risk-neutrd distributions of ln(ST) at each 
riiatiirity. It is clear that al1 of these distributions have a significant negative skew, 
evidence of the crash-o-phobia effect. Table 2.2 gives the skewness of the implied 
risk-neutral distribut ion (of l n ( & - ) )  at each maturity. Notice the persistence in 
the skewness across maturities. From this obser~ation alone, it is obvious that the 
CLT is not governing these distributions. The implied kurtosis at each maturity 
mas approximately 3. This is due to the fact that outside the range of the strike 
prices. the options do not provide information about the tails of the risk-neutral 
distribution. Sirlce we starred with a normal distribution, the implied distribution 
essen t iall y has normal t ails. 
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Risk-neut rai distribution for 1n(Sso) implied from the 50-day SkP500 
Figure 2.17: Risk-neut rd distribution for ln(&) implied from the 93-da)? SS;PJOO 
cal1 options. 
Figure 2.13: Risk-neutral distribution for 1n(SzaL) implied froni the 2SLday SkP500 
c d  options. 
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Figure 2.19: Risk-neutral distribution for in(S40:) implied from the 407-da)- S%P500 
cal1 options. 
2.9.3 Risk-neutral Moments 
Here, ive use a discrete-time mode1 for the risk-neutral evolution of the logarithm 
of the stock price. In particular tinie is discretised into intervals of equal length 
and that at time T (i.e.. after T time intervals) 
where So is the current stock price and 1;. t = 1.. . . , T are i.i.d. random variables 
with some distribution Fu. W e  assume that 
- Pk- 
[(Y-'Y)'] UY 
=y. and E [ ( y o y  )'] = s r -  
Here. the parameters 7 y  and KY are the sketvness and kurtosis of f i - .  Xote that 
this model contains the (discrete-time) Black-Scholes model as a special case when 
the distribution Fy is nomai. 
Under the assumption that the logretums are i.i.d., the skewness and kurtosis of 
ln(ST) can be expressed in terms of the corresponding quantities of the logret urns. 
.4fter some simple algebra, we obtain 
and 
Norv. since we are summing up T i.i.d. random variables with finite variance. 
the CLT implies that 
where AN denotes asymptotically normal. This shows that even for moderate 
values of T (e.g., 30 days)? the skewness and kurtosis of Fi. have little effect on the 
distribution of h (ST) .  Lcoking at Equations 2.40 and 2.41. we see that 7in(sT) + O 
at a rate of and rii,,(s,l -t 3 at a rate of $. Of course. t hese limiting values are 
those of a normal distribution. This is the effect we satv when pricing the 29-da). 
options using the REB models with At = 1. 
Given a set of traded options at maturing at time T, suppose that one wants 
to find a calibrating value not only for the volatility, but also for the skewness and 
kurtosis. Let and Gncss) be these calibrating d u e s .  Rearrauging Equations 
2.40 and 2.41 we obtain the calibrating skewness and kurtosis of the logreturns, 
narnel y, 
and 
If is much different from O or kl,,(s,) is much different from 3, then and 
k y  may impose unreasonably extreme (or unachievable) skewness and kurtosis on 
the distribution of Fu, especially as the maturity date increases. This is the case 
for the S&PJ.OO options with skewness hovering around -0.7 at each maturity. 
Xote that similar results can be derived when the i.i.d. assurnption on the 
logreturns is relaxed. One need only apply a generalised CLT to show that h ( S T )  
has a risk-neutra distribution that is asymptoticaliy normal. For example. Theorem 
35.12 in Billingsley ( 1995) is a martingale CLT that applies under sorne very miid 
dist ribut ional assumpt ions. 
2.10 Conclusion 
To surnmarise. the REB models are a dynarnic version of Stutzer's nonparamet- 
ric option pricing model. We have shown that the REB models outperform both 
the Black-Scholes and Stutzer models in pricing S&PSOO options. At short matu- 
rities the bootstrap models are significantly bet ter than Black-Scholes. However, 
at longer maturities this advantage disappears due to the effect of the CLT. The 
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persistent skewness of the implied risk-neut rd distributions in Section 2.9.2 clearly 
show that any model consistent with the full set of options must have a feature 
that offsets the CLT. 
In Chapter 3 we show that the Hull-White stochastic volatility model with cor- 
relation between the variance and stock price processes is consistent with traded 
S&P500 options at a single maturity. However, this model (with constant parame- 
ters) fails across maturities leading us to believe that the persistent negative skew 
likely cornes from a risk-neutral jump component corresponding to the crash-* 
phobia effect. In fact Andersen and hndreason ( 1999) show that the risk-neutral 
process in continuous time has a significant jump cornponent. 
Chapter 3 
A Calibration Algorithm for 
Simulated Pricing Models 
3.1 Introduction 
Mauy pricing models require simulation in order to evaluate asset prices. The reason 
these models require simulation is that they are so conlplicated that no analytic 
solution or formula exists. Typically. these models rely on a vector of parameters 
that governs. for example. the dynamics of some underlying stochastic variables. 
There is a great deal of econometric literature dealing rvith the estimation of 
these parameters under the physical measure P (e.g.. time series analysis and gen- 
eralised method of moments (GMM) (Campbell et al (1997))). However, these 
estimates are typically not appropriate when pricing options. For example, the 
Black-Scholes implied volatili ty is typically higher than the volatili ty estimated 
from historical information. Carr et al (2000) also note that the parameter val- 
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ues for their process estimated under the P measure are much diffcrent tkan the 
parameter values obtained from calibrating the model to option prices (i-e.. esti- 
mating the parameters under a risk-neutral measure Q ) .  Pricing models having 
an analytic form can be calibrated using weil-knoun numericd techniques such as 
Newton's method, while the calibration of simulated modeis is a much more difficult 
task. 
GhlM-type met hods have b e n  applied to simulat ion-based est imators of as- 
set pricing models. referred to as simulated moment methods (SMhI) (Duffie and 
Singleton (1993)) or the method of indirect inference (Gouriérous et al (1993)). 
These procedures use times series on the underlying asset and possibly related 
asset prices to glcan information about the parameters of the data generating pro- 
cess. The methods t hat use tirne series option price information may be thought of 
as calibration procedures. The reader is referred to Gallant and Tauchen (1996), 
Christensen arid Kiefer (2000). Gouriéroux et a1 (2000). Martin and Pagan (2000), 
hIcFadden (19S9) and Pakes and Pollard (1989) for more information on simula- 
t ion est irnators, SM91 and indirect inference. Recently Avellaneda et al (2001) 
have developed a niethod for calibrating simulated pricing modeis by reweighting 
the sample paths from the simulation to correctly price a set of benchmark assets. 
However. parameter estimates of the underlying data generating process are not 
directly produced by t his method. 
Pastorello et al (1999) use the indirect inference procedure to estimate the pa- 
rameters of a stochastic volatility model for the underlying asset. In particular, 
the? show that using at-the-money implied volatilities provide more accurate es- 
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timates of the parameters of the variance process than estimates obtained using 
information only on the underlying asset. Hotvewr. t hey note the absence of a 
met hod for handling options with different moneyness, as well as the need to relax 
some of the restrictions of the structural model they employ. Specifically, they re- 
strict thernselves to the case where the stock returns and changes in volatility are 
uncorrelated. 
The method presented here addresses both of these issues by incorporating 
options of different moneyness and allowing for correlation betaeen stock ret urns 
and volatility. However, t his method is a cross-sectional approach in the sense chat 
no time series data on the options and the underlying are employed. Adapting this 
method to include time series on the underlying and the set of options is left for 
future work. The information set consists of the prices of European options. across 
a range of strikes and maturities, and the level of the underlying asset recorded at 
the same time. 
3.2 Method of Calibration 
3.2.1 The Setup 
Consider a set of J European options with market prices P,, j = 1.. . . . J .  These 
options mas have different maturities and denote the expiry date of the longest 
term option by T. Valuation of these options by simulation requires a model for 
the underlying stochastic variables. with a (p  x 1) parameter vector 4 E O governing 
the behaviour of these variables (8 is the paraneter  space). 
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Let Pl ( B )  be the model price for option j = 1. . . . . J at parameter d u e  8. Also. 
let Dj(B) = P,(B)- P, be the pricing error for option j = 1.. . . . J at paranieter d u e  
O and let P(B) and D(0)  be the corresponding ( J  x 1) vectors. The objective is to 
calibrate this mode1 to the market prices by finding the parameter 8 that minimises 
the sum of squared pricing errors (SSPE). In other words, e is the solution to 
9 = arg min D(B)'D(B) = arg min ~ [ D , ( B ) ] ~ .  
8 6 8  BE8 
]=l 
This is the familiar nonlinear least-squares problem studied extensive!' in stat is- 
tics. In the analytic setting, this optimisation problem is solved by equating the 
derivative of the objective function to zero and solving for 8. In other rvords, @ 
Solution of this problem requires the functional form of both D and VD. For 
simulation- based models, t his informat ion is no t available and i t is proposed to 
approximate D with a polynomid function of B .  This approach of modelling the 
pricing error from which loss statistics can be predicted and optimised is consistent 
with Welch et al (1990) who use this approach in the area of quality improvement. 
The idea is chat the individual responses are much simpler and hence easier to 
model accurat ely t han loss funct ions. 
The loss function D(B)'D(O) can be generalised to D(B)'QD(B) where R is a 
suitable weight ing mat rix. Information such as moneyness, the option price, trading 
volume. open interest and time-to-maturity can be used in the coristruction of R. 
affecting the contribution of each option to the loss function. In this manlier. 
options used as benchmarks and t hose that are heavily traded can contribute more 
weight to the loss function and those options deemed less important c m  have their 
influence reduced. 
3.2.2 Approximation of the Pricing Error 
All smooth functions can be locally approsimated by a polynomial (e.g.. a linear or 
quadratic funct ion, depending on the funct ion and region of local approximation). 
Of critical importance to the method of calibration proposed here is the assurnption 
t hat the pricing error function is sufficiently well-behaved for t his approximation 
to be valid. From this local approximation. estimates of both the function and 
its gradient are easily obtained. These estimates are then used in au iterative 
procedure to find the value of the parameters that minimises the est imated sum of 
squared pricing errors (a Rob bins-Monro-type procedure t hat is a stochastic analog 
to the method of steepest descent). 
In order to fit the local polynomial, the pricing error function needs to be 
sampled at a number of different parameter settings. The parameter settings are 
chosen with the objective of producing a reasonable estimate of the function and 
its gradient with minimal computational effort. Since there are more coefficients 
to estimate. fitting a quadratic function requires evaluating the pricing error at 
more parameter settings than that needed to fit a linear function. Although the 
quadratic may provide a better fit to the function, this increased accuracy cornes 
at the expense of increased computational tirne. The analyst must decide whether 
the additional accuracy of the quadratic approsimation justifies the increase in 
comput at ional expense. That is. the increased accuracy of the quadrat ic function 
may reduce the number of iterations needed, but each iteration takes longer, as 
more function evaluations are required. This type of study is left for future aork. 
3.2.3 Simulation and Experiment al Design 
The study of experimental design is an important and useful area of statistics. 
Many research areas have been significantly influenced by the concepts of esper- 
imental design. From agriculture and manufact uring to chemis t ry and medicine. 
experimental design assists investigators in the design. data coilection and data 
anaiysis phases of their study. 
Suppose that an investigator wants to examine the ef€ect of sorne controllable 
factors on a response variate. For example, in a chemical esperiment. the factors 
could be temperature. pressure and arnount of catalyst. ivhile the response could 
be the amount of the desired chemical produced. A common objective is to deter- 
mine the combination of factor levels maximising the amount of chemical produced. 
Experimental design concepts can be used by the investigator to choose the levels 
of the factors that will provide the most information in a fixed number of runs of 
the experiment. Clearly. the amount of information increases cvith the number of 
experimental runs, but so too does the cost of the experiment. 
.A cornputer simulation can be thought of as an experirnent. When calibrating 
a simulated pricing mode1 to the market prices of options, the parameters that 
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control the dynamics of the underlying stochastic variables are the factors in the 
experiment. the pricing error is the response kariate and the simulation time can 
be thought of as the cos t . 
It is proposed to use a factorial or a fmctional factorial design to determine 
the parameter settings for runs of the experiment. The reader is referred to an' 
introductory textbook on experimental design such as Box, Hunter and Hunter 
(1978) or Montgomery (1997) for information on factorial and fractional factorial 
designs and t heir proper t ies. In many circums t ances t hese designs maximise the 
information obtained in a given number of experimental runs. 
Typically, information is measured using some function of the covariance matris 
of the estimated parameters, or the variance of a predicted response at a giveen 
factor setting. Optimal designs select factor settings that optimise these functions. 
such as minimising the variance of prediction. Factorial and fractional factorial 
designs are known to be optimal for many different response models and information 
functions (Box and Draper (19S7)). Although these designs may be optimal at a 
given iteration of this calibration aigorithm. we make no claim that they give a 
sequent ially optimal design across i terations. 
As an example, corisider the case where t hree parameters control the simulation 
and a linear function approximates the pricing error. The experiment is to be 
run at the current estimate of the minimum, tvhich will also be the centre of the 
experimental region, as ive11 as at other parameter settings (i.e., at a level above 
and below the current estimate of the minimum). The parameters are coded so 
that the centre is assigned the talue of zero and the higher and lower levels are 
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Esperimental Run 8, B2 d3 
Table 3.1: Layout for a fractional factorial experiment a i th  3 factors at 2 levels. 
plus a centre point. 
coded plus and minus one respectively .1 layout for this experiment is given by 
Table 3.1. Each column of the table corresponds to a parameter (factor) and each 
row corresponds to a run of the experiment. That is, the simulation is performed 
with t hat combinat ion of parameter set tings. 
In this layout the third column is the product of the first two columns. resulting 
in a 2-level fractional factorial design with one centre point. This layout leads to the 
following design marrix (in coded variables), with the column of ones corresponding 
to the iutercept term in the linear model. 
There are many other layouts that would be appropriate for this erperiment. For 
example. a 2-level / d l  factorial design could have been used. but this would require 
8 runs. plus the run at the centre point. effectively doubling the tinie required to 
perform the experiment . Alternat ively. factorid designs wi t h niore levels for the 
factors could be used but this would increase the nurnber of experimental r u s .  
The above design is simple, requires a smdl number of r u s  and still allows for 
estimation of the coefficients in the linear mode1 as described below. 
3 .Z.4 Fitting the Local Polynomial 
Let the index i = O, 1, . . . , indicate the number of iterations the algorithm has 
performed. At iteration i, there is a subset of the parameter space. 0' c O ,  that 
is the current experimental region. That is. 8' contains dl pararneter settings 
at which the experiment is performed on t his iteration. Then, for each pararne 
ter setting, 0; E O', k = O,. . . , h", ive perform N independent replications of the 
experiment. In generd, the number of parameter settings and the number of sim- 
ulations could depend on i. Here, we make the simplifying assumption that these 
are the same for al1 iterations. For each replication J pricing errors are produced 
corresponding to the set of 3 options. This gives a multivariate response for each 
sinidation. Cornmon random numbers are used at each pararneter setting to cut 
down on simulation noise. This results in a more accurate estirnate of the gradient 
of the function. Then, using a local linear approximation to the pricing error, the 
following response model is fit. 
where = + c&,. for n = 1,. . . . N. j = 1 , .  . . . J and k = O..  . . .K. The 
response variate l& is a random tariable whose distribution represents the range 
of possible pricing errors for option j at parameter set ting k on the i th iteration of 
the algorithm. Here. the rrror terrns r)Jk and citll. correspond to the (nonrandom) 
error due to  the local linear approximation and to the (random) error from the 
siindation respectively. Table 3.2 provides a rcference for the many symbols used 
in the model. To easc notation. the above equation cau be written in vector form. 
i = iteration indes 
p = dimension of B 
J = total number of options 
j = option index 
' I< = number of runs at each iteration 
k = run index 
hi = number of simulations at each iteration 
n = simulation index 
p = linear approximation error 
E = simdat ion error 
é = total error 
t - 
B = pararnetersettings 
= coefficients of linear model 
Table 3.2: Symbols for the linear model. 
For each replication, define the ( ( K  + 1) J x 1 )  response vector as 
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for n = 1.. . . . N .  Also. define the ( ( K  + 1) x (p + 1)) matris 
which serves as the building block for the ((K + l ) J  x (p + l )J )  block diagonal 
design matrix, -ta, defined by 
.ta = 
where O is the ( ( Ii + 1 ) x ( p +  1 ) ) mat rix of zeroes. Furthermore, define the coefficient 
vec tors 
3; = and 9' = 
for j = 1. . . . . J .  so that 3' is a ( ( p  + l)J x 1) column vector. Also define the 
(nonrandom) linear approximation error vectors 
Tl; = and q' = 
for j = 1,. . . . J so that q' is a ( ( K  i l)J x 1) column vector. Similarly. ive define 
error vectors corresponding to the (random) simulation error. They are 
en, = and c i  = 
for n = 1.. . . , N and j = 1,. . . . J so that eh is a ((1; + 1)J x 1) column vector. 
Combining the error vectors qt and c',. ive define a ((Ii + l)J x 1 )  column vector 
corresponding to the total error. namely 
for n = 1. . . . . !V. Thus. for each replication the response mode1 is 
for n = 1, . . . , N ,  rvhere the ~ k ' s  are i.i.d. random vectors ivith mean 7' and ( ( K  + 
1) J x ( K+ 1) J) covariance mat rix 2'. That is. the randorn simulation error vector ck 
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has mean zero and covariance matris f '. The covariance of the pricing errors a i ses  
from the use of common randorn numbers. -iow define the ( ( K  + 1)J.Y x 1) \recrors 
Y' = [(Y:)', .. . ,(Y;)']'. ci = [ ( E : ) ' ,  . . . ,(ck)']' and the ((K + 1 ) J N  x ( p  + 1 ) J )  
matrix 
where .Y" is repeated N times. Then, the response mode1 can be written in the 
familias form, 
where E[ilj = q:, is the ( ( K  + 1)JS x 1 )  vector constructed by stacking the vector 
q' together N tinies and Cou(?) = Y ,  is block diagonal with 2' repeated S times 
dong the diagonal ('3' is of dimension (( K + 1)J;V x ( K + 1) JiV)). 
The estimation of the above mode1 is easily accomplished using CVeighted Least 
Squares (WLS). In particular, the parameter J I  is estimated by. 
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The expectation of this estimator is 
revealing that. because of the linear approsirnation error, $' is a biased estimator 
of ,P. However, as the experimental region shrinks, the error due to the linear 
approximation gets small provided that D is a sufficiently well-behaved function of 
0 and the bias in the above estirnator goes CO zero. That is, as 8' shrinks IIq'II + O 
and E[$'] + BI, where II-II denotes the Euclidean norm. Therefore, provided that 
the experimental region shrinks at a certain rate from one iteration to the xiest. we 
will eventually obtain an exact local linear approximation to the function D and 
the parameter estirnates 3' will be unbiased. 
The covariance matrix of the estiniator is 
which assunies 
simulations the 
that the covariance niatris f a  is known. For a large number of 
h 
sarnple covariance rnatris = 2'. In our case 3- is large and the 
covariance mat rix is well-es t imated by 
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For a parameter setting 8 E 8'. define the (J x ( p + l ) J )  design rnatris .A(@ as 
where (1 è') is repeated J times and O is the (1 x (p  + 1)) row vector of zeros. Then. 
the predicted rnean pricing error at 9 is 
The (J x J )  covariance matrix corresponding to this estimator is 
which can be estimated in the obvious way. 
3.2.5 Updating the Estimated Optimum 
.At iteration i rve have a current estimate of the minimum, 88 E O'. Also suppose 
that the simulation has been performed and the coefficients of the approximating 
polynomial have been estimated as in Section 3.2.4. Again. for illustration purposes 
the approximating polynomial is a linear function of 8. Extension of the updating 
scheme to the quadratic case is straightforivard. 
The task is to find the value of dFL E (3' that minimises the SSPE. The fitted 
pricing error obtained from estirnating the linear mode1 ~ ' ( 0 )  is used as an appros- 
imation to D ( 0 ) .  A search direction for a new estimate of the minimum is giveii by 
the gradient of the fitted SSPE at 9;. Specifically the gradient is 
( where the j th row oivb is , , 3' P.] ) for j = 1 .... . J .  
Since g' is computed using the estimated linear approximation for D. there is 
no guarantee that values of 8 in the direction g' from I&, d l  have an actual SSPE 
t hat is less than SSPE(&). However, the fitted SSPE will be less for these values 
of 8. For this reason we accept a new candidate for the minimum as the new 
estirnate of the optimum only if its SSPE is less than S S P E ( ~ ~ ) ,  where the SSPE's 
arc estimated with the sarne random number stream. Candidates for the new 
estimated minimum are computed using g' as the disec tion in a line search method 
combiuing step-halving and alternating directions. The details of this procedure. 
as well u the updating of the mperimental region. are described in the program 
below. 
1. Cornpute a candidate for the new minimum by 
where 6' is the current step size. The step size can be either a scalar or vector 
and is chosen to ensure B A ,  E 8'- 
2. Ll'ith the same random number Stream. run the simulation ar 00, and estimate 
(a) set @' = ê ~ , ~  and go to Step 5(a).  
4. Else let 8' = 6' and h = O. Then 
(a) let 8' = -5' (to reverse direction) and calculate a new candidate for the 
minimum by 
( b )  \\'ith the same random niimber streani. ruri the simulation at B;,,, and 
estirnate SSPE(~; ,~ , ) .  
(c) tf SSPE@;,,, ) 5 SSPE(&) 
i. set &+' = é;,, and go to Step 5. 
(d)  Else 
i. let h = h + 1. 8' = -0.58' ( to step-half and reverse direction) and 
calculate a new candidate for the minimum by 
ii. With the same random nurnber Stream. run the simulation at d;,cz 
and estirnate S S P E ( ~ ~ , ~ , ) .  
iii. If SSPE(&,,) 5 SSPE(&) 
A. set &+' = &,c2 aiid go to Step 5.  
iv. Else if h = H (H is the maximum number of times step-halving is 
allowed) 
A. declare @, a local minimum and terminate the algorithm. 
v. Else 
A. go to Step 4(a) with the current step s i x  di. 
5 .  If h = O (no step-halving was performed in Step 4), 
(a) set 6'+' = 6' and let Oi+' be the translation of O' having eh*' at its 
centre, keeping the size of the experimental region the same. 
6. Else ( h  > O and step-halving was performed in Step 4)  
(a) curwture is suspected or random error larger tban the decrease in di- 
rection of the gradient is present and ae shrink the experimental region 
to help ensure that the local linear approximation is ialid. Thus. first 
translate O' so that @' is at its centre, then shrink the region by rnuli- 
plying its boundary coordinates by a positive constant a < 1. This new 
region defines El'+' and set dl+' = ad'. 
Note that one can transform the parameters so that they al1 lie on the same scale, 
using the logistic transform, for example. This transform is employed in the ex- 
amples that follow and rnakes the search for the optimal parameter settings easier, 
since the transformed parameter space is 9 i P  as opposed to some bounded subset 
of P. 
3.2.6 Calibration Algorithm 
Below are the steps of the proposed calibration algorithm. followed by a short 
discussion. 
1. Set i = O and choose a starting value for the estimated minimum 9;. Then. 
define an initial experimental region 8' C 8 with centre 8: = 48 and also 
define an appropriate initial step size 6'. 
2. Choose a set of Ii parameter settings such that 0; E 0'. k = 1.. . . . Ii, for a 
total of li + 1 parameter settings including 86 (see Section 3.2.3). 
3. Using common randorn numbers. estimate (by simulation) the pricing error, 
D, (Bi) for option j at parameter setting k. j = 1. . . . . J. k = O. . . . , li. 
4. Fit the approxirnating polonomial as in Section 3.2.4. 
5 .  Update the est imated riiininium and esperimental region as  in Section 3.2.5. 
6. Let i = i + 1 and iterate Steps 2-6. 
This aigorithm is a Robbins-Llonro-type stochastic approximation procedure. Robbins- 
SIonro procedures and their variants have been extensively studied and the inter- 
ested reader is referred to Benveniste et al (1990) and Ermoliev and Wets (198s) 
for more informat ion on the propert ies of es timators derived from these procedures. 
It is important to note that this algorithm does not ensure that a global mini- 
mum is achieved. In fact. for a finite number of iterations. and due to the simulation 
noise it is unclear if an esact local minimum is achieved. However, the estimated 
minimum should be close to a local minimum. Iieeping in mind the objective of 
this algorithm. neither problem poses a serious concern. The goal is to  determine a 
parameter setting that yields option prices within the bid/ask spread. In fact, there 
may be many parameter settings able to achieve this objective. If one such set ting 
is produced, then the pricing model is calibrated at this setting and the algorithni 
is deemed successful (dong with the pricing model). The theory of option pricing 
in incomplete markets asserts that there may be many risk-neutral measures consis- 
tent with a set of options. Thus, the non-uniqueness of the calibrating parameters 
does not pose a problem from a theoretical finance perspective. Each parameter 
setting that calibrates the model corresponds to a different risk-neutral mesure. 
That is, there exists 8' c O such that for al1 0 E 8' the model prices computed 
using 0 are consistent with the observed market prices. 
M'hen calibrating a certain pricing model to a set of option prices there may be 
no parameter settings that price al1 options within the bid/ask spread. However. 
as long as the SSPE is minimised, the rnodel is considered calibrated. We take 
the average of the bid aiid ask prices as the market price an option. The fact 
that the calibrated rnodel incorrectly prices some options is due to a failure iu the 
underlying model, rather than the calibration algorithm. An obvious example of a 
model's inability to correctly price al1 options. yet still be considered calibrated is 
given by the Black-Scholes model. Typically there is no single value of the volatility 
of the underlying asset that yields correct prices for ail options at a single maturity. 
The volatility smile/srnirk is a well-documented phenornenon. However, for a given 
maturity, analysts can compute a Black-Scholes calibrat ing volat ili ty t hat minimises 
the SSPE (see Equation 3.34). 
3.3 Calibration Examples: Model Option Prices 
3.3.1 Black-Scholes Model 
The Black-Scholes modei assumes that the price of the underlying asset evolves 
according to geometric Brownian motion (GBM) with constant drift p and constant 
diffusion o (Black and Scholes (1973)). After a change of measure, the risk-neutral 
evolution of the asset is described by 
where r is the risk-free rate of interest and II.; is a risk-neutral standard Brownian 
mot ion. 
This setup leads to the famous Black-Scholes pricing formula for European cal1 
options. namely 
where So is the current price, T is the time until maturity, .,Y is the strike price, 
ln(So/X)+(r+e 1 
cii = oJr 2 ) T ,  d2 = dl - cra, and N ( - )  is the standard normal cumulative 
distribution function (CDF). 
From the market one can obtain Sa, r and the price of the option. Obviously. 
the strike price and time to maturity are also available. The only information 
Table 3.3: Black-Scholes model call option prices. 
not directly observabie is the diffusion parameter a. Typically practitioners invert 
Strike 
80 
the Black-Scholes formula and quote an option price in terms of its Black-Scholes 





market price. In other words, a is used as a calibrating parameter. 
Option Price 
2.13 
Since an aaalytic form for the option price exists (Equation 3.27), simulation is 
obviously not required to price options using t his niodel. Hoivever. simulation can 
be used to value options with this model and. since esact solutions are available, 
t his framework provides a simple illustration of the proposed calibrat ion algorithm. 
In this esample. call option prices at a single niaturity are generated froni Equa- 
tion 3.24 a i t h  So = 100, r = -05 and T = 0.5 years. The volatility is a = 0.1693 
and was chosen at  random from the interbal [O. 1.0.41 using the continuous uniform 
distribution dcfined on this interval. The optiou prices, along with the strike prices 
are given in Table 3.3. These option prices are used as inputs to the calibration 
procedure. The starting value for the calibration algorithm is = 0.25 (the centre 
of the range of possible values). Simulations are run at  3 levels of volatility tvhich 
can be coded (+l,-1,O). At each iteration and for each level of volatility 20,000 
simulations are performed. 
Figure 3.1: Average SSPE versus iteration number for the Black-Scholes mode1 
calibration to model-produced options. 
Two simulations are perforined at 6'. one at iteration i - 1 and another at 
iteration i. Corresponding to the different random number strearns used at iteration 
i - 1 and i. two unbiased estirnates of the  SSPE at this parameter setting are 
available. Figure 3.1 plots the average SSPE (of these two estimates) against the 
iteration number to illustrate the convergence of the algorithm. 
Using the estimate after the last iteration as the calibrating value (ô = 0.1690), 
option prices are computed and compared with the true option prices in Table 3.4. 
It is obvious from these results that the calibration algorithm is quite successful 
here. As an alternative to using the estimated parameter value at the last (10th) 
iteration, one could average ô' across iterations that give low d u e s  of SSPE. From 
Figure 3.1 i t  is observed that the average SSPE is small for iterations 3 to 10. 
Averaging over these d u e s  gives b = 0.16934. which is equal to the true d u e  to 
Table 3.4: Calibrated Black-Scholes option prices computed using û = 0.1690 dong 
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3.3.2 Hull-White Mode1 
The Hull-White model is a stochastic volarility model where the \ariarice of the 
stock price folloivs its own stochastic process. Specifically, in a risk-neutral world a 
stock price (S) and its instantaneous variance (a2)  follow the stocliastic processes 
and 
ivhere r is the risk-free rate and Ci,' and Z are N'iener processes with instantaneous 
correlation p. The parameters p and ( may depend on S as well as a aiid t .  ..\ssunie 
that a' is uncorrelated with aggregate consuniption so that risk-neutral valuation 
can be used (see Hull and White (19s;) for niore details). 
In general. option prices based on this inodel niust be cornputed via sindat ion.  
Using M equally-spaced time intervals of length At  (i.e.. t  = M A t  ). the simulation 
of S and a is performed by 
and 
where Sm is the stock price at time m l t .  o i  is the kariance at rinie t i ~ U  and 
um and cm are independent standard normal random variables for rn = 1.. . . . JI. 
Note that the values of p and { are updated using O;-, and Sm-i. 
The calibrating parameters for this mode1 are the drift and diffusion (IL and () 
of the stochastic process for the variance, the correlation between the stock price 
and variance processes (p) and the initial variance (0:) used in the simulation. The 
functional forms of p and [ dictate the total number of calibrating parameters. 
Zero-drift Variance Process 
Here the drift of the variance process is set equal to zero ( p  = 0)  and ( is assumed 
to be constant so that three parameters require calibration (O& and (). It  is 
assurned that o,Z E [0.01,0.17] and p E [-1,1]. From Equation 3.31 and with p = O 
it is easily seen that 
.-\ plausible range of values for ( is determined using a probabilistic argument. If we 
constrain the absolute percentage change in volatility ( I * m d ~ œ d ~ - '  1) to be less than 
10% for nearly every time step. then this translates to a probability statement such 
as 
from which a reasonable value of : can be easily computed. Solving the above 
equation gives : = 1.6. Since ( > O. a reasonable constrairit on ,C is tLat ,E E 
[O.l! 3.11. 
With So = 1336.43. At = &. r = 0.04, O: = 0.1326. p = -0.5942 and 
( = 0.7934. the prices of European cal1 options covering a range of strike prices with 
maturities of 20 and 40 days were computed using 50,000 simulations. The above 
parameter values were chosen at random using the continuous uniform distribution 
defined on the appropriate ranges. These prices, given in Table 3.5, are used as the 
known market prices in the calibration algorithm. We ignore the siniulation error 
presect in these prices. 
The starting d u e  for each cdibrating parameter is the center of its range of 
possible values. At each iteration the simulation is run at five differerit parameter 
combinations according to the lqou t  given in Table 3.1. Twenty thousand replica- 
tioiis are used at each conhination. The width of the currerit esperimental region 
(0') has an effect on the qualit' of the liriear approximation as rvell as horv much 
the estimate of the minimum moves at each iteration. Care must be taken to select 
a width for the aigorithm to proceed as expected. 
Figure 3.2 shows the average SSPE versus the iteration number illustrating the 
convergence of the algorithm. A s  before the average SSPE is computed by averaging 
the two estirnates of S S P E ( ~ ' )  obtained with the different randorn nurnber streams 
used at iterations i - 1 and 1 .  From the final iteration the calibrated values of 
the parameters are 6: = 0.1296. 6 = -0.2711 and ( = 0.9031. Figures 3.3 and 
3.4 show point estimates of the pricing errors along tvith approximate pointwise 
r Strike 1 20-day Option Price 1 40-day Option Price 1 
Table 3.5: Cal1 option prices computed from the zero-drift Hull-White bfodel a i t h  
ai = 0.1326. p = -0.5942, f = 0.7934 based on 50,000 simulations (- indicates 
no option for that strike). 
Figure 3.2: Average SSPE versus iteration number for the zero-drift Hull-White 
model calibration to model-produced 20-day and 40-day options. 
95% confidence intervals computed using the calibrated parameters for the two 
maturities. Note that these results are based on the sarne simulation. Since zero is 
within the coiifiderice i n t e n d  of the pricing error at al1 strikes and both rnaturities. 
the calibrat ion algorit hm is successful at calibrating the zero-drift Hull-White model 
to simulated option prices at two maturities. 
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Figure 3.3: Point estimates and approximate pointwise 95% confidence intenals 
- - 
of the pricing error of the 20-day zero-drift Hull-White model call options using 
6; = 0.1296, ji = -0.2711 and ( = 0.9031 based on 20,000 simulations. 
Figure 3.1: Point estimates and approximate point~~ise  95% confidence intervals 
of the pricing error of the 40-day zero-drift Hull-White model call options using 
5: = 0.1296. & = -0.2711 and i = 0.9031 based on 20,000 simulations. 
Mean-reverting Variance Process 
In this example. the variance is assumed to follow a mean-reverting process and ( 
is constant. Specificaily, p = r r ( i f 2  - u2)  where r. is the rate of mean reversion and 
a* is long-run mean of the variance. This mode1 has five parameters (O:, p. :. h: and 
02) that could be used for calibration. However, ù2 can be set at a reasonable level 
such as the historically-observed variance or a Black-Scholes calibrating volatility. 
leaving four calibrating parameters. 
As in the above example, ai E [0.01,0.17], p E [-1,1] and f E [Q.I. 3.11. It is 
also assumed that K E [O.l,5] and a2 = 0.04, so that O:, p .  ( and ti are the cali- 
brating parameters. The prices of European cal1 options covering a range of strike 
prices with maturities of 20 and 40 days are computed using 50,000 simulations. 
The parameter values oi = 0.1414, p = -0.1106, ( = 1.3671 and K = 3.081 were 
randomly chosen from the appropriate continuous uniforrn distributions. Tliese 
parameter values along with Su = 1336.43. At = and r = 0.01 generated the 
option prices given in Table 3.6. Tliese are used as the knoivn market prices in the 
cali brat ion algorit hm. The simulation error in t hese prices is ignored. 
The starting value for each calibrating parameter is the center of its range of 
possible values. At  each iteration the simulation is run at nine different pararn- 
eter combinations according to the layout given in Table 3.7. Tiventy thousand 
replications are used with each combination. 
The average SSPE plotted against the iteration number in Figure 3.5 shows the 
SSPE converges to a small value. From the final iteration. the calibrated parame- 
ter values are &; = 0.1400, 6 = -0.2073, = 0.7425 and k = 2.0603. Figures 3.6 
Table 3.6: Cal1 option prices computed from the mean-reverting Hull-White Mode1 
with oi = 0.1414. p = -0.1106. ( = 1.3671. K = 3.OS1 based on 50,000 simulations 
( -  indicates no option for that strike). 
Experimcrital Run & d2 d3 O4 
?O-day Option Price ' 
252.24 
Strike 
n o 0  
Table 3.7: Layout for a fractional factorial experiment with 4 factors at 2 levels 
plus a centre point. 
20-day Option Price 
- 
Figure 3.5: Average SSPE versus iteration number for the mean-reverting Hull- 
White mode1 calibration to model-produced 20-day and 40-day options. 
and 3.7 show the estimated pricing errors along with approximate pointtvise 95% 
confidence intervals computed using the calibrated parameters for the two matu- 
rities. Sote that thcse results are based on the same simulation. The caiibration 
algorithm has clearly achieved its goal, as zero is withiri the confidence ixitertal of 
the pricing error at al1 strikes and both maturities. 
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Figure 3.6: Point estimates and approximate pointwise 95% confidence intervals of 
the pricing error of the 20-day mean-reverting Hull-White model cal1 options using 
= 0.1400, j = -0.2073. = 0.7425 and ;i = 2.0603 based on 20,000 simulations. 
Figure 3.7: Point estimates and approximate pointwise 95% confidence intervals of 
the pricing error of the 40-day mean-reverting Hull-White model c d 1  options using 
5; = 0.1400. fi  = -0.2073, i = 0.7425 and i = 2.0603 based on 20,000 simulations. 
3.4 Calibration Examples: S&P500 Options 
3.4.1 Black-Scholes Mode1 
In this example, the Black-Scholes model is calibratcd to the market prices of 
SkP5OO call options. Calibration is performed by numericaily solving for an exact 
d u e  of 0-1 (the usuai rnethod for Black-Scholes) as well as with the calibration 
algorit hm presented in t his paper. The results show t hat the simulation-based 
catibration method produces nearly the same d u e  for the calibrating volatility as 
the exact method. However. neither rnethod reproduces the market prices of the 
options revealing the failure of the Black-Scholes model. 
The option prices are the average of the bid/ask spread of traded SS-P5OO call 
options at 3:30pm on Slay 10. 1999. The closing value of the index on this day is 
1336.43. Here. only call options that expire in Jtirie. 1999 arc considered, so the 
tiriie to iiiarurity of the options is - yrars. The risk-frer rate is j'% tvhich is taken 
from t hr nearest espiring T-bill. Table 3.S giws  t hc priccs of the June  options. as 
well as tliosc espiring in July which are used in Section 3.4.3. 
The exact met hod of calibrat ion cornputes t hc volat ility (acar ) t hat solves 
acai = arg min C[P,(O) - P,]'.
n >O 
where P,(a) and P, are the Black-Scholes and market prices of option j respectively. 
For this set of options a,~ = 0.2213 and this corresponds to SS P E(oai)  = 240.17. 
Figure 3.5 reveals that the average SSPE converges very quickly to a neigh- 
bourhood of the true taiue (240.47) and then randornly bounces around in this 
Table 3.8: SkP500 cal: option prices for June (29-day ) and July (50-day) maturities 
(- indicates no option for that strike). 
S t r i h  
1 
1100 
June Option Price 
- 
July Option Price 
250.8s 
Figure 3.S: A~rerage SSP E versus iteration number for the Black-Scholes rnodel 
calibration to 29-day S&P500 options. 
neighbourhood. In fact. after only 2 iterations a reasonable estimate of the cali- 
brating volatility is produced (& = 0.2119). By averaging û' over iterations 2 to 
25. ari estinlate of thr calibrating volatility equal to the true \%lue to three decirnal 
. . 
places 1s a,,, = 0.2210. Figure 3.9 s h o w  point estimates of the pricing errors as 
wel! as approsimate pointwise 95% confidence intervals based on 200,000 simula- 
tions and using 6 = 0.2210. 
Sot surprisinglu. there is significant mispricing of options that are not at-the- 
money. -4s previously ment ioned. t his is evidence of a failure of the Black-Scholes 
model. not a failure of the simulation-based calibration procedure. 
Figure 3.9: Point estimates and approximate pointwise 95% confidence intervals of 
the Black-Scholes pricing error of 29-day S&P5OO cal1 options using 6 = 0.2210 and 
based on 200,000 sirnulat ions. 
3.4.2 REB Models 
The REB models of Chapter 2 are calibrated to the 29-day options. For al1 three 
models we use both 1-day and 5-day time intervals. The options are treated as  
30-day options when using 5-day time intervals. ignoring the effect of the estra 
day. Figures 3.10, 3.12 and 3.14 show that for al1 threemodels and with both time 
intervals, the average SSPE decreases as the iteration number increases, clearly 
showing the success of the calibration algorithm. The values of the calibrating 
volatilities are given in Table 2.1. Figures 3.11, 3.13 and 3.15 give point estimates 
and approximate pointwise 95% confidence intervals based on 200,000 simulations 
for REB-1, REB-L1 and REB-L2 respectively. -4s discussed in Chapter 2, REB 
models with 1-day time intervals are not appropriate for these options. However. 
Figure 3.10: Average SSPE versus iteration number for REB-I calibration to 29-day 
SkP500 options. 
REB rnodels with 5-day tinie intervals are much more consistent wi th  al1 of the 
options. 
Figure 3.1 1: Point es timates and approximate pointwise 95% confidence intervals of 
the REB-I pricing error of 29-day SScP5OO cal1 options based on 200,000 simulations. 
Figure 3.12: Average SSPE versus iteration nurnber for REB-LI calibration to 
29-day SS-PJOO options. 
Figure 3.13: Point estimates and approximate pointwise 95% confidence intervals 
of the REB-LI pricing enor of 29-day S&P500 cal1 options based on 200,000 sim- 
ulations. 
Figure 3.14: Average SSPE versus iteration number for REB-L2 calibration to 
29-day SkPjOO options. 
Figure 3.13: Point estimates and approximate point~vise 95% confidence intervals 
of the REB-L2 pricing error of 29-day SSrP500 cal1 options based on 200,000 sim- 
ulat ions. 
3.4.3 Hull-White Mode1 
Here. the Hull-White model with a zero-drift variance process is used as the under- 
lying risk-neutral data generating process. First' this model is calibrated only to the 
29-day options used in the previous example. The calibration algorit hm stopped 
after 28 i terations as a local minimum was found (i.e., step-halving occurred the 
maximum number of times at the final iteration). Figure 3.16 shows the average 
SSPE decreases as the iteration number increases. The calibrated parameter values 
are à: = 0.056;. p = -0.9047 and E = 2.SO55. The Hull-White mode1 SSPE of 
approximately 4 is a clear improvement over the Black-Scholes model SSPE of 240. 
Figure 3.17 gives point estimates and approximate pointwise 95% confidence inter- 
vals of the pricing errors dong with the bid/ask spreads of the options. Clearly, 
this model is appropriate for pricing these 29-day options. 
To explore if this model is t d id  at another maturity, it is calibrated to the 50- 
day options in Table 3.8. Here, the algorithm terrninated after only S i terations (see 
Figure 3.18) giving 5: = 0.0620, = -0.8062 and = 2.6672 as the calibrating 
parameter values. Figure 3.19 gives point estimates and approximate pointwise 
95% confidence intervals of the pricing errors along with the bid/ask spreads of the 
options. Again, this model is appropriate for pricing options at a single maturity. 
There is a substantial difference betaeen the 29-day and 50-day calibrated pa- 
rarneter values and it is interesting to examine if a single set of constant parameters 
can correctly price the options at both maturities. Thus, the mode1 is calibrated 
using al1 of the options in Table 3.5. Figure 3.20 shows that the mode1 is well- 
calibrated. That is, the average SSPE decreases to a neighbourhood and then 
randomIy bounces around in this neighbourhood. The calibrated parameter values 
are 8; = 0.0594. i, = -0.8966 and = 2.6617. Figures 3.21 and 3.22 sLoiv point 
estimates and approsimate pointwise 95% confidence intervals of the pricing errors 
along with the bid/ask spreads of the options for the two maturities. While the 
model does a reasonable job of pricing in-the-money options at both rnaturities. 
it misprices at-the-money and out-of-the money options. This is evidence that 
the constant parameter zero-drift Hull-White model fails at pricing options across 
different maturities. 
Figure 3.16: Average SSPE versus iteration number for the zero-drift Hull-White 
model calibration to 29-day S&P500 options. 
Figure 3-17: Point estimates and approximate pointrvise 95% confidence intervals 
of the pricing error of 29-day SkP500 cal1 options using the zeredrift Hull-White 
model with ô; = 0.0567, = -0.9047, and i = 2.8055 based on 200,000 simulations 
(only 29-day options are used in the calibration). 
Figure 3.18: Average SSPE versus iteration number for the zero-drift Hull-White 
mode1 calibrat ion to 50-day StP5OO options. 
Figure 3.19: Point estimates and approsimate pointwise 95% confidence i n t e rd s  
of the pricing error of 50-day SLP5OO cal1 options using the zero-drift Hull-White 
mode1 wit h 00 = 0.0620. p = -0.S062. and ( = 2.6672 based on 200,000 simulations 
(only 50-day options are used in the calibration). 
Figure 3.20: Average SSPE versus iteration nurnber for the zero-drift Hull-White 
model calibration to 29-day and 50-day SkPSOO options. 
Figure 3.21: Point est imates and approximate pointwise 95% confidence intervals 
of the pricing error of 29-day S&PJOO cal1 options using the zero-drift Hull-White 
model with 5; = 0.0594, = -0.8966. and ( = 2.6617 based on 200.000 simulations 
(29-day and 50-day options are used in the calibration). 
CH-APTER 3. C.4LIBRATIO.Y ALGORITHAI FOR SIMULdTED PRICI-YG 
AIODELS 133 
Figure 3.22: Point estimates and approximate pointwise 95% confidence intervals 
of the pricing error of 50-day SkPJOO cal1 options using the zero-drift Hull-White 
mode1 with 6: = 00.0394, = -0.5966, and ( = 2.6617 based on 200,000 simulations 
(29-day aud 50-day options are used in the calibration). 
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3.5 Conclusion 
The calibration method proposed here is successful at calibrating simulated modeis 
to option prices. It handles options from a range of moneyness and also allows for 
correlation between the stock and the variance processes as in the case of the Hull- 
White model. Experimentd design methods are used to facilitate a polynomial 
approximation to the pricing error with a small number of experimental runs. 
If a calibrated model matches market option prices at a single maturity it is 
considered an adequate model for these options (we have showxi the Black-Scholes 
is inadequate at a single maturity). When a number of different maturities are 
considered, models wit h cons tant parame ters typically fail. Mode1 failure can be 
circumvented by using time and/or strike price dependent paranieters (e.g., Dupire 
(1991), Derman and Kani ( 1994). Avellaneda et al (1997) and Andersen and An- 
dreasen (1999)). We find that the calibrated Hull-White model is consistent with 
market prices at a single maturity but fails to allow for different maturities with con- 
s tant parameters. This is clear evidence against the constant paranieter zero-drift 
Hull- Whi te model as the underlying risk-neut rd data generating process. This faii- 
ure across maturities is similarly observed for other rnodels (e.g., Carr et ai (2000) 
and ~?t-sahal ia  nd Lo (199s)). 
Chapter 4 
Relative Entropy, Distortion and 
Risk 
4.1 Introduction 
As we have seen in prrvious chapters. relative eritropy provides a nicthod of de- 
forming one probability distribution to aiiother. Specifically, let S be a random 
variable with cumulative distribution function (cdf) F and M be a set of moment 
constraints that we want S to satisfy under the new distribution. Using relative en- 
tropy as a measure of distance. the minimum relative entropy distribution (SIRED) 
F is the rneasure that is closest to F .  satisfies the moment constraints .M and is 
absolutely continuous with respect to F. The MRED F is sirnply a rerveighting of 
the measure F. 
Another way to reweight a probability measure is to apply a suitable distortion 
function g on the decumulative distribution function (ddf) S. The function S' = 
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g o S is a ddf and defines a distorted probability distribution (DPD) provided g is 
a distort ion function (Defini tion 4.3). 
At first glance, the distortion approach of applying an operator on the ddf 
appears different than the relative entropy met hod of imposing certain moment 
constraints on the reweighted distribution. However, according to the Entropy 
Optimisation Postulate, the DPD can also be obtained as the solution to an entropy 
optimisation problem. 
Remark 4 . 1  (Entropy Optimisation Postdate).  Every probability distribution, the- 
oretical or observed. is an entropy optimisation distribution. i.e., it can be obtained 
by mavimising an appropriate entropy measure or by minimising a cross-entropy 
measure with respect to an appropriate a priori distribution, subject to its satisfying 
appropriate constraints (Kapur and Kesavan (1992) p.297). 
We establish the connection between MRED's and DPD's and also show the 
relation between the set of moment constraints M imposed on the distribution 
and the distortion function g. This relation provides a method for colistructing 
distortion functions through M as rvell as some intuition about the effect of a 
given distort ion function on the original distribution. In Section 1.2.4 some exam- 
ples show the equivalence of certain moment constraints with particular distortion 
func t ions. 
Following rhis we discuss the application of DPD's and MRED's to measur- 
ing risks. üsing the Choquet integral (Definition 4.6). ive show how coherent risk 
measures are easily constructed through distortion. The link to relative entropy 
provides further insight into the properties of the resulting risk measure. Further- 
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more relative entropy and distortion provide a means for testing the coherence of a 
given risk measure. The final section discusses the pricing of financial assets using 
the Choquet integral and a distortion function suggested by Wang (1999). As seen 
in Example ES. the DPD generated by this distort ion function does not correspond 
to an MRED with a constraint on the mean of the underlying asset. Lié develop 
a generalised measure of relative entropy t hat , when rninirnised subject to a con- 
straint on the mean of the underlying asset, results in the same distribution as that 
produced t hrough distort ion. This shows t hat the dis torted measure is consistent 
with typical pricing measures as  it fixes the mean of the underlying asset. 
In this chapter, we use the term density to refer to probability density functions 
(pdf) and probability functions (pf). -4s such, integrals u d  derivatives should be 
interpreted as surns and slopes where appropriate. 
4.2 Relative Entropy and Distortion 
4.2.1 Relative Entropy 
Relative entropy. introduced in Section 1-43, provides a notion of distance from one 
probability distribution to another. Here. we restate its definition and the results 
showing how it is used as the objective function in a convex optimisation problem 
to determine hIRED's. 
Definition 4.1 (Relative Entropy). Suppose f and j are two pdf's. The rela- 
t w e  entropy, ~ ( j l  f ), of j with respect to f is defined as 
{ if j «  f 
+or, otherwise. 
The likelihood ratio 5 is a Radon-Nikodym derivative of j wit h respect to f .  
Definition 4.2 ( M R E D ) .  A minimum relative entropy dbtribution with pdf f' 
solves a convex optimisation problem. Specifically, given a random variable X with 
prior pdf f ,  f' solves, 
where Gi ,. . . . GN axe given functions and Ci, . . . , C,v are given constants. 
Note that the first constraint combioed with the absolute continuity constraint 
force f '  to be a ialid pdf. This optimisation problem is easily solved by Lagrangian 
methods, yielding an explicit expression for the MRED. 
Theorem 4.1. If there W- a measure satisfying the constraznts in 4.2, then the 
unique solution, f', to the constrained minimum relative entropy optimisation prob- 
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lem has the  f o m  
f œ ( z )  = f (z) exp 
where 
and A = ( A , ,  . . . . AN)' is d e t e m i n e d  uniquely by the moment constraints, that is 
d cl 
- = Cl, for j = 1,.  .. ,N. 
8 4  
4.2.2 Distortion 
Distorted probabiliry distributions are special cases of the more general theory 
of monotone set furictions and non-additive measutes. The reader is referred to 
the book by Denneberg ( 1994) for a careful treatment of the more general theory. 
Here. ive do not use t his level of abstraction and ive caution the reader that the 
usual suspects of measure theory such as set functions and o-algebras lurk in the 
background. We begin by defining a distortion function and a DPD. 
Definition 4.3 (Distort ion Fùnction). A distortion function, g. is an? non-decreasing 
function such that g : [O, 11 c> [O. 11 with g ( 0 )  = O and g( i )  = 1. 
Definition 4.4 (DPD). Let .Y be a random variable wi th  decumulative distribu- 
tion function (ddf) S and let g be a distortion function. A distorted probability 
distribution, Sm. is defined by 
We use the ddf rather than the cdf as it is compatible with the Choquet integral 
(Definition 4.6). The dual distortion function is defined below and will be referred 
to in future sections. 
Definition 4.5 (Dual Distortion Rinction). G i w n  a distortion function g. the 
dual distortion function of g is given by 
g(u)  = 1 -g(1 - u ) .  
For differentiable dis tort ion funct ions. Equat ion 4.1 provides a way to compute 
the distorted probability density function (dpdf). Kamely, when .Y is continuous 
where f is the original pdf of X. Furthermore, the DPD derived using the dual 
distort ion func t ion has pdf 
This is exactly the density one obtains by using F instead of S in the distortion 
function g. The dpdf in the discrete case has a similar forrn, with the derivative 
replaced by a slope. 
4.2.3 Link Between Relative Entropy and Distortion 
Equations 1.6 and 1.3 reveal an obvious link betiveen DPD's and MRED's. The 
theorem below formalises this relationship. 
Theorem 4.2 (DPD's and MREDTs). Let .Y be a random variable with pdf f 
and ddf S. 
1 .  If S' Ls the MRED satisbng a set of moment comtraznts M .  then S' is the 
DPD corresponding to some distortion function g , ~  . 
2. If Sm is the DPD f o r  a diferentiable distortion function g ,  then Sm is the 
MR ED satisfying some set of moment constraints M g .  
Proof (continuous case): 
1. Suppose that Sm is an MRED. then by Theoreni 
Thus. by Equation 4.6 
The change of variable u = S(r) and integration give 
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The condition g M ( 0 )  = O is obviously satisfied and Equation 4.S ensures t hat 
gmc<(l) = 1 is satisfied. 
2. Equation 4.6 shows that the dpdf is 
and let us write 9' in the form 
g 1 ( S ( x ) )  = exp 
J =  I 
for some functions <!. h, and constants A, deterrnined by " = C, for some 
3% 
constants C,, j = 1.. . . . S. By Theorem 4.1. Sm is the MRED that solves 
min il f) = min 
s {/,ilz)ln {"J d x }  I f ( 4  
subject to j(r)dr = 1. (4 13) 
h consequence of Theorem 4.2 is that distortion functions are implicitly defined 
through the formulation of a minimum relatii-e entropy problem. The implied 
distortion is given by 
For the applications studied later in this chapter, it is of interest to know wheri 
a distortion function is concave or convex. The following theorem gives a neces- 
sary and sufficient condition on the moment constraints to ensure the concavity or 
convexi ty of the corresponding distort ion funct ion. 
Theorem 4.3. Suppose that a distortion function g is defined by the moment con- 
sttuints in a relative entropy optimisation problem. Thus g is of the f o m  giuen in 
Equation 4.14 and define the functions h, = G, 0 S-' for j = 1. . . . . Y. Then 
1.  g is concave if and only if CI=, Xth:(u) < O for all u E [O, 11. 
4. y is conveî if and only if c:, - X,h:(u) 2 O for al1 ti E [O. 11. 
Proof (continuous case): 
DifTerentiating g' rve get 
Since g is a distortion function it is non-decreasing. hence g' 2 O. Further- 
more. since g is a nonnegative trvice differentiable function with g' > O, we 
have 
(a) g is concave f 5 O w CL, X,h:(u) < O for al1 u E [O, 11. 
(b) g is conves g" 2 0 xLl Aih:(u) 2 O for al1 u E [O, 11. 
One can also construc t more complicated distort ion functions through mising 
and composing esis t ing ones. These operations preserve the property of concavi ty 
or convexity as stated in the following lemma (Wang 1996). 
Lemma 4.4. Let gi, i = 1, . . . . n be concave (convez) distortion functiow. 
1. For pi 1 O un'th C:=, pi = 1. the function g = C:=, p,g, is a concave (convez) 
distortion function. 
2. The function g = g2 0 gl is a concave (convez) distortion function. 
Proof: The proof of this lemma is trivial. 
4.2.4 Examples 
In t his section n e  provide a number of examples illus trat ing the distort ion functions 
that certain moment constraints define. Table 4.1 summarises the examples and 
we discuss each one individually. Throughout this section, let .Y be a continuous 
random variable tvith f. F and S its pdf. cdf and ddf respectively. 
Example E l  
The hIRED is the conditional distribution of .Y given that X E ( F - ' ( a ) ,  F - * ( f i ) ] .  
This can be seen using the connection between DPD's and MRED's. The derivat ive 
Resulting Distort ion 
( ~ - ( i  - J I ) +  d u ) = m i n (  .1) 
g ( u )  = min (1 + r ) u .  ( a r + (  1 -O( 1 + r ) )u  1-0 
1 -=-au 
g ( u )  = -. o > O 
1 
a-l (&l)b-L 
S ( U )  = IU ' dt 
a > O .  b > O  
g ( u )  = ua 
a > O  








Pj[l - P 5 S ( X )  < 1 - a] = 1 
O < Û C ~ ~  
Pj[O 5 S(.Y) < a] = o(l + T )  
O < a < l ,  - l ~ r ~ ; - l  
Ei [ S ( S ) ]  = C 
Ei [- ln(S(X))] = Cl 
Ei [- In(F(X))I = Cz 
Ei [@(-Y)] = Cl 
El [O(S) ]  = C? 
Ei [- ln (S(S) ) ]  = C 
or Ei [@(-Y)] = C 




Table 4.1 : Moment const raints and result ing distort ion funct ions. 
or Ei [ O ( S ) ]  = C 1 b > O  
Ei [ln(a + bS(.Y) ) ]  = C 
a > O .  ( a + b ) > O  
Ei (9-l(S(S))] = C 
is the N ( O . l )  cdf 
E j  [h 1 (-Y)] = Ci 
and Ei [ h 2 ( X ) ]  = C2 
In(d+bu)-ln a 
In(a+b)-lna ' i f i = O  du) = (u+bu)' -a' 
(a+b)'-a' ' i f - ,  > O  
g ( u )  = 4 [ + - y u )  + a] 
see Equation 4.11 
(111 -al rhere A = 1, h(u)  = ) and $(A)  = O. Then, Theorems 4.2 and 4.1 
together imply that C = $'(A) = O and the moment constraint is 
which is true if and only if the indicator random variable equals one almost surely 
under f .  Thus, the moment constraint is equivalent to 
showing indeed that the MRED is the conditionai distribution of .Y given that 
-Y E ( F-' (a). F- ' ($)]  (this is the reason for the term on the right side in Equation 
4.17). If we take the limit as ,d 1 a, we get a degenerate distribution at the quantile 
o. that is Pi[X = F-i (a)] = 1. It is ob~ious to see that the  distortion function g 
is coricave if and only if 3 = 1 and is convex if and oniy if û = 0. 
Example E2 
This constraint leads to a piece-wise linear distortion function. The MRED is 
the conditionai distribution of .Y given that Pi[F-'(1 - a)  < .Y 5 F-'(I)] = 
a(l + r). Another interpretation is that the (1 - Q )  quantile, F - ' ( l  - a). of 
the original distribution becomes the (1 - û(r  + 1)) quantile of the SIRED. The 
connection between the MRED and the DPD is determined using an argument with 
an indicator random variable similar to that used in Exarnple El. This distortion 
function is concave if and only if a(1 t r )  2 a o r 2 O and is conves if and only 
if r 5 0. 
Example E3: Exponential Distortion 
This distortion function is just the cdf of an esponential random   ri able con- 
strained to the unit interval. The easiest way to determine the parameter a in 
terms of C is to differentiate the distortion ftinction and use the link between 
DPD's and MRED's. Here ive have 
= esp {Xh(u)  - c*(X) }  
where h ( u )  = u ,  A = -a and o(A) = -ln (*). Theorems 4.2 and 4.1 together 
imply t har 
Furthermore, since h'(u) = 1 we have that Xh'(u) = -a. Thus Theorem 4.3 
implies that g is concave if and only if a > O. 
Example E4: Beta Distortion 
The distortion function is the incomplete beta function (the cdf of a d ( a ,  b) random 
variable) which is defined as 
where 
ï ( a )  = ta - 'edtdt  is the gamma function and the parameters a and b are boîh 
positive. This transform includes the transforms in Examples Ej and E6 as special 
cases when b = 1 and a = 1 respectively. 
As in the above example, ive use the link between MRED's and DPD's to 
determine the parameters (a,  6 )  in terrns of (Cl. C2). The derivative of g is 
where h i ( u )  = -ln(u), hz (u )  = -ln(l - u ) ,  X I  = 1 - a .  X2 = 1 -band dl(Xl,A2) = 
ln(p(i - Xi, 1 - A,)). Then, Theorems 4.2 and 4.1 together imply that 
and 
In trrxiis of the  parameters a ancl b 
From Theorem 1.3. g is concave if and only if 
for al1 u E [O' 1 1. It is easy to show the above condition is true if and only if a 5 1 
and b 3 1. Similarly g is convex if and ody if a 2 1 and b 5 1. 
By working ivit h the moment const raints, more intuition a bout the differences 
between the MRED and the distribution of .Y can be gleaned. Firsr. let f'. F' 
and Sm be the pdf, cdf and ddf of the MRED respectively. Then under F'. the 
random variables S' (X) and F' (X) are U [ O ,  1) random variables. Furt hermore. 
- 1n(Sm(.Y)) and - ln( F' (X)) are exponential random variables wit h meari 1 under 
Fm. Therefore, the MRED satisfies the moment cons traints 
and E - (  = C2+ 1.
For another interpretation, note that for any continuous nonnegati~re random 
variable .Y, the ddf has the representation 
S ( r )  = erp {- lx ~(t)dt) 
where $ ( t )  = - is the usual (forward-time) hazard rate. Siinilarly, tlie cdf has 
the representation 
ivhere ë ( t  ) = & is the reverse-time hazard rate. Using t hese representations for 
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S and F. the hIRED can equivaiently be deriwd using the moment constraints 
where @(r) = $:d(t)dt and QI) = Jrw8(t)dt are the integrated fortvard and 
reverse-t ime hazard rates of the original distribution respect ively. 
Providing that we can interchange the order of integration, we obtain 
where the 1 s t  espectat ion is under the original distribution. .A siniilar esercisc 
with the other moment 
where the expec tat ions 
constraint shows that the MRED satisfies 
are taken under the original measure. Using the likelihood 
the expectations in the above constraints c m  be changed to expectations under the 
MRED. Specficdy, the MRED also satisfies 
Example E5: Proportional Hazards Distortion 
As previously mentioned. this transform is a special case of the beta distortion 
obtained by setting b = 1. Although the analysis of the  previous section applies, in 
this case there is a much simpler relationship between C and a .  The derivative of 
g is 
where h ( u )  = -ln(u), X = 1 - a .  and c(X) = ln (&) .  Theorems 4.2 and 4.1 
toget her imply t hat 
Furthermore, we have Ah'(u) = ( a  - 1):. Thus by Theorem 4.3. g is concave if 
and only if a 5 1 and is convex if and only if a 2 1. Therefore. g is eirher concave 
or convex (or both if a = 1). 
hl1 of the different formulations of the moment constraints performed for the 
beta distortion apply. Using the form for the ddf in Equation 4.29 Ive see chat 
Therefore the DPD has a hazard rate of a @ .  hence the name proportional hazards 
(PH) distortion. 
Example E6: Dual Power Distortion 
The dual power distortion is a special case of the beta distortion obtained by setting 
a = 1. Frorn Definition 4.5, ive see that g is the dual distortion function to the PH 
distortion. hence the name dual poiver distortion. As with the PH transform. it is 
instructive to obtain the relationship between C and b. The deri~ative of g is 
9' (u)  = b ( l  - u ) ~ - '  (4.39) 
= exp { ( b  - 1) ln(l - u )  + In(b)} 
= exp { W u )  - $ ( A ) } ,  
where h(u)  = - h(l - u ) ,  X = 1 - b, and $(A)  = In (A). Theorems 4.2 and 4.1 
together imply that 
Furthermore, we have Xht(u)  = 2- Thus by Theorern 4.3, g is concave if and 
only if b 2 1 and is conves if and only if b  5 1. Therefore, g is either concave or 
convex (or both if b = 1). .As with the PH transform, al1 of the different moment 
forinulations from the beta distortion section are valid for the dual power distortion. 
Example E7 
Tliis moment cons t raint implies bot h logarit hmic and power distort ion funct ions 
depending on the value of the constant C. As usual, we exploit the li& between 
DPD's and hlRED9s to determine the parameter C. 
Logarithmic Distortion (7 = 0) 
The derikative of the distortion function is 
= exp (Ah(u )  - u ~ ( A ) }  ,
where $(A)  = O. A = 1 and 
Clearly, we have that kv'(X) = O which would lead one to think that C = O. However. 
ive can write Ir as 
which leads to the moment constraint 
For conditions when g is concave or convex. we examine Ahl (u )  = -& and see 
that g is concave if and only if b 2 O and is convex if and only if b < O 
4.3). The reader is reminded of the other restrictions a > O and ( a  + 
(by Theorem 
b )  > O. 
Power Distortion (7 f O) 
In the case of the power distort ion. the derivat ive is 
(y - l)ln(a + bu) +In 
a+b A + '  - a A + l  
nhere h ( u )  = In(a + bu), X = 7 - 1 and + ( A )  = ln (J ) .  Theorans 4.2 
and 4.1 together imply that 
Thus by Theorem 1.3, g is concave Furthermore, we have Ahl(u) = (7 - 1)=. 
if and only if either (b  2 O and y 5 1) or ( - a  < b 5 O and 7 2 1 ) .  Similarly 
g is convex if and only if either ( 6  2 O and y 2 1 )  or (-a < b 5 O and y 5 1) .  
Of course, this transform is a square root transform for 7 = and a quadratic 
transform for y = 2. 
Example E8: Normal Distortion 
Through the inverse probability transform, the random variable -Y is mapped to a 
normal random variable whose rnean is then shifted by ai. It tums out that this 
distortion is a special case of the exponential family distortions discussed in Section 
4.5. .As usud, the derivative of g helps to get the relation between C and a. In 
this case. the derivative is 
where 6 is the standard normal density function, X = -a, h(u)  = W 1 ( u )  and 
p(X) = - 2 -  Theorems 4.2 and 4.1 toget her irnply that 
-a Furthermore. ive have Aht(u) = Thus by Theorem 4.3, g is concave 
if and only if a 2 O and is conves if and only if a 5 O. .\lso. the dual distortion 
function of g is 
which is just the inverse of g, a consequence of the symmetry property of the normal 
distributiou. 
In a relative entropy problem it is sometimes more natural to think about imposing 
moment constraints on the random variable .Y rather than on the ddf. Note that 
rve can ar i te  any function h as 
This explicitly shows that the moment constraints in this example can be wi t ten  
as 
where h ,  = hl  o S-l and h2 = hl O S-' . The derivative of the distortion function is 
g'(u) = erp { h h t  ( s - ' ( u ) )  + A2h2 ( S - ' ( u ) )  - c ~ ( X ~ ,  4} . (4.52) 
which, upon substituting u = S(r) becomes 
Wit h h2 = O, this is the generalised Esscher transform given in Kamps ( 1998). That 
is. the distribution obtained t hrough a generalised Esscher transform is exactly the 
MRED obtained by constraining the espected value of hl(S). If h l ( u )  = u in 
addition CO h2 = O the MRED is the distribution obtaioed by the usual Esscher 
t ransforrn. 
From an asse t pricing perspective, arbitrage considerations t ypicdly prescri be 
the mean of the underlying asset. which gives hl ( u )  = u and h2 = O .  In addition to 
the constraint on the mean. suppose NT wish to impose a calibrating volatility on 
the underlying asset. This is accomplished with h l ( u )  = ti and h z ( u )  = IL'. Thesc 
are exactly the constraints used in the option pricing models developed in Chapter 
4.3 Choquet Integral 
In this section, we define the Choquet integral and list some of its well-knomn prop- 
ert ies. Properties about the Choquet integral that are useful in the construction of 
insurance premium principles and risk measures with desirable characteristics are 
then provided. Since many insurance premium principles and risk measures have 
a Choquet integral representation, (Wang (l996), Wang et al (1997). Wirch and 
Hardy (1999)), these properties may also be used to verify if a given risk measure 
or premium principle has a certain characteristic. Desirable characteristics of risk 
measures and premium principles are briefly mentioned in passing here and are 
discussed more fully in the next sectiou. Although this section focusses almost en- 
t irely on distort ion funct ions. the reader is reminded of the equivalence of relative 
entropy and distortion. 
Definition 4.6 (Choquet Integral). For any random variable -Y with ddf S, the 
Choquet integral with respect to distortion function g is defined by 
( Denneberg ( 1994)). 
Note that Hg(-) is not to be confused with the notation for entropy and relative 
ent rop',. 
Lemma 4.5. For any rmdom variable .Y with ddf S and any distortion function 
g ,  the Choquet tntegral L9 equivalent to the ezpected value of S under the DPD with 
ddf S.. That is. 
where Es* [a] denotes ezpectation under the distorted meaure. 
Define .Y+ = rnax(.Y,O) and .Y- = mas(-S.0).  Then .Y cari be rvritten as 
= -Y+ - -Y- and the espected value is 
It is easily shown that 
'X; 
Es. [A?] = / S m ( . r ) d r  and Es. [-Y-] = (1 - S * ) ) .  (4.57) 
O 
Combining t hese expressions wi t h Equat ion 4.56 Ive have 
Definition 4.7 (Comonotonic Random Variables). Two random variables S 
and 1' are comonotonic if there exists another random tariable Z and increasing 
real-valued functions u and v such that 
A class (C) of random variables is called comonotonic if and only if each pair of 
random variables in C is comonotonic (Denneberg (1994)). 
If .Y and k' represent risks and are comonotonic. this means that one is not 
a hedge for the other. CVe now List some well-knorvn properties of the Choquet 
integral (Denneberg (1994) Chapters 5 and 6). 
T heorem 4.6 (Properties of Hg). For any  distortton fund ion  g and  real-valued 
randorn variables S. Y*, the followzng properties hold: 
Positive Honogeneity  
H&Y) = cH,(.Y) for c >_ O .  
If -Y = c for any  constant c. then H , ( S )  = c 
Translation Invariant 
&(-Y + c) = Hg(x) + c for any  constant c. 
Comonotonic Additivity 
If -Y, Y are cornonotonic, then H,(X + Y )  = H,(X)  + Hg(Y) . 
6.  Subadditive for Concave g 
If g i s  concave then H,(S + 1') 5 H J X )  + H,(Y). 
7. Superadditive for Conuez g 
If g is convex then H , ( S  + Y) 2 H,(X)  + H J Y ) .  
8. Asyrnmetry 
H g ( - X )  = -Hg(S) where g is the dual distortion function of g .  
Note that the monotonicity property above ensures that 
for any distorrion g and any random variable S. This corresponds to the prin- 
ciple of non-excessive loading. That is. the  price of a risk should not exceed the 
maximum possible loss. Subadditivity is another nice property for a risk measure. 
which siniply states tliat there should be no incentive to split risks. The following 
proposition addresses t hc issue of subaddi tivi ty of the Choquet integral. 
Proposition 4.7. Let g be a turice continvovsly differentiable distortion function. 
Then. g W concave if and only if Hg is subadditive. 
1. Sufficiency is giwn bu Theoreni 4.6 and is true for al1 concave distortions (not 
necessarily diffrrent iable) . 
2. A modified version of a proof from Wirch and Hardy (2000). Concavity as a 
necessary condition is proven via a contrapositive argument. Suppose that g 
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Table 4.2: .Joirit distribution of .Y. Y. 
is not concave. Then, since g is twice contiriuously differentiable, therc is at 
least one interval (o .  b )  C [O, 1) wliere g is strictly convex. Let c = '3 be the 
rnidpoint of the interval (a. 6). Tlicri for any : E (O, by) the strict coiivcxity 
of ij implics 
Now. consider the random vari.zl>lt.s .Y an(! 1. with the discrt~t(. joint distrihi- 
tion for an? iu > O and  for an)- 2 E (O,  b=;") givcn in Tablc 4.3. TIw Ctioqitet 
i ri  t cgrals arc 
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Subtracting we see that 
Thus, for a twice continuously differentiable distortion function g, we have 
shown that if g is not concave then there exist random variables X and 
Y where H,(X + Y) > H,(X) + H,(Y) (i.e., the Clioquet integral is not 
subnddi t ive). Therefore, by a contraposit ive argument we have shown t hat 
H , ( S  + Y )  5 H , ( X )  + & ( Y )  for dl random variables .Y aiid Y implies that 
g is concave. 
For insurance and risk management applications of the Choquet integral, it 
is iiscful t o  knorv conditions on the distortion function that ensure the integral is 
bouridt~cl beiow by the expected d u c  of the random variable (nonnegative loading). 
Proposition 4.8. For a distortion furiction g ,  g ( u )  2 u for all u E [O, 11 if and 
only rf E [ S ]  5 &(.Y) for al1 random variables .Y. 
1. Siippose g ( u )  2 if for al1 u E [O, 11. Using the identity function as the distor- 
t ion func t ion in Lenirna 4.5 we havc 
where the inequality follows from the assumption that g ( u )  2 u for al1 u E 
[o. 11. 
2 .  A modificd versiori of a. proof frotii Wirch and Hardy (2000). \Ve prove the 
other direction rvith a coritrnpcisitivc argunient. Suppose thero exists uo E 
[O. II such that g ( u o )  < 110 aiiti cfetiiic the randorxi variable 
Therefore. hy contrapositive ive have shown tliat H,(S) 2 E [ X ]  for al1 ran- 
doni variables i m p k s  tiiat g ( [ ~ )  $ for ail i~ E [O. 11. 
For the purposes of constrticting risk meastires v ia  the Ctioquct integral and 
distort ion (or relative entropy). t tic folloiving restilt says that  concavi ty of the dis- 
tort ion furizt ioxi g is siifficient to ensure that H, is subadditive and bounded below 
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bu the mean. 
Corollary 4.9. If g is a concave distortion furrctiorr then Hg is subadditive and 
EIXl 5 H , ( X ) .  
Proof: 
Theorem 4.6 gives the subadditivity property. By noting that concavity im- 
plies g(u) 2 u for al1 u E [O, 11, Proposition 4.5 gives E [ X j  5 H J X ) .  
In Theorem 4.2 we show the equivalence of DPD's and blRED7s. The followiiig 
corollary ties together i )  Choquet integrals that are subadditive and bounded below 
by the mean, ii)  concave distortion functions, alid i i i )  conditions on the nionient 
constraints in the corresponding relative entropy optimisation problem. This rnay 
be used to test whether a given risk measure with a Choquet integral represent a t '  1011 
is subadditive and bounded below by the expected value. 
Corollary 4.10. For afl random variables and a tw'ce contin~uozlsly diflerentioble 
distortion function g m'th 
9 f ( u )  = exp ( 1 m ( u )  - 40) ) 7 
where h,  are given functions and X = ( X I , .  . . , An)' and $ satisEJ = C, for given 
nurnbers C,, i = 1,. . . , N .  the fo[fouring are equivafent: 
1 .  Hg is subadditive and E ( X ]  5 H,(.Y). 
2- g is a concave distortion function. 
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P roof: 
Proposition 4.7 shows that 1 + 2. 
Corollary 4.9 shows that 1 e 2. 
Thcorem 4.3 shows that 2 o 3 (continuous case). 
4.4 Measuring Risks 
Risk measutes are used cxtensively in finance and insurance. Prices of risks such 
;fi ail insurance prerniuni are determined by measuring the risks associated with 
thp product. Exchsriges and clearing houses determine margin requirements by 
rneastiring t t i c  riskincss of an investor's portfolio. Risk rneasures are also used to set 
çapi t al requiremerits to Iielp ensure the solvency of a Company. These reqiiirements 
rnay Iic imposed L>y a regulator or by a company's interna1 risk managrnent protocol. 
Coriipariies with rnariy lines of business use risk niessures to rate the performance 
of each business line throtigh its risk-adjusted return on capital (RAROC). The 
nred for good risk mcasures is quite apparent. 
Recently. the Choqiiet integral has been revealed as an important tool in the 
n iesur ing  and pricing of financial and insurance risks. Chateauueuf et al (1996) 
use i t to explain apparent discrepancies in observed market prices, such as violation 
of put-cal1 parity. duc to friction in the market caused by the bid/ask spread. 
The Choquet integral with normal distortion of Example ES has been proposed 
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to price both financial and insuraice risks (Wang (1999)). Many recent papers in 
the irisuraiice literature illustrate the use of the Choquet integral as a prcniiurn 
principle. Some examples are Wang (1995, 1996), Wang and Young (1998), Kamps 
(1998) and Wang and Dhaene (1998). 
By taking an axiornatic approach to insurance prices, Wang et  al (1997) show 
that any market premium functional satisfying the prescribed axiorris has a Choquet 
integral representation. Artzner et al (1999) use a similar axiomatic approach for 
general risk measures. We outlinr the axionis of Artzner et al in the following 
section and show the Choquet integral is useful not only in constructing good risk 
measures, but also in testing the properties of a given risk measure ( Wirch (1999)). 
The link betweeri relative entropy and distortion gives further insight about risk 
measures wi t h a Choquet integral rcpreserit at ion. 
4.4.1 Colierent Risk Measures 
The definitions and axioms presented herc arc slightly modified versions of the 
definitions and axioms given by Ar tmer  et al (1999). 
Definition 4.8 (Risk). A ri&, .Y, is a randoni variable representing the future 
net loss of an investor at some particular time in the future. If X < O t his represents 
a gain and ?i 2 O represerits a loss. 
Definition 4.9 (Risk Measure). A r isk  measure, p, is a functional rnapping .Y 
to the real line, that is p : X ct 91. 
For sirnplicity, we assume that the risk-free rate of interest is zero. Artzner et al 
(1999) give the following axioms tliat are desirable characteristics of a risk measure: 
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1. Monotonicity 
If P ( X  5 Y) = 1 then p(S) 5 
2. Positive Hornogeneity 
For dl A 2 0. p ( & Y )  = X p ( S )  
3. Translation Invariance 
For al1 risks and real numbers a. P(>: + a) = p ( X )  + a. 
4. Subadditivity 
For al1 risks X. Y, p ( X  + Y) < p ( X )  + p(Y) .  
5 .  Relevance 
For al1 nonnegstive risks with P ( S  > 0) > O. p ( X )  > 0. 
The monotonicity axioni says that if risk Y is alrvays greater than risk S. then 
the risk measure for Y shoiilcl also be greater than the risk rneasure for S. It  
ensures the property of non-excessive loading is satisfied, ruling out the standard 
deviation principle. Positive homogeneity reflects that the sizc ( A )  of a position 
taken on risk X increases the risk measurc associated with .Y by a factor of A. 
Translation invariance means that adding (subtracting) the sure amount a to the 
risk X increases (decresscs) the  risk measure by a. That is. if o units of the risk- 
free asset is removed frorii a portfolio, then the risk measure should increasc by the 
sanie amount. Subadditivity can be restated as ;-a merger does not create extra 
risk", or "there is no incentive to split risks'. The relevance axiom is a necessary. 
but not sufficient, condition to prevent concentration of risks to remain undetected. 
Definition 4.10 (Coherent Risk kleasure). A risk measure is cohe~ent if it 
sat isfies t lie four axioins of moriot onici t y. positive hornogenei ty, translation invari- 
ance and subaddi tivi ty. 
From Propositioii 4.1 in Artzner et al (1999). we see that if p is a coherent risk 
mrasure. then it is boiin(led below by the niean net loss, that is 
for al1 risks 'r'. WC d l  refer to this as the norinegative loading property to be 
consistent with iiisiirancc prcniiurn terminology. 
From Theorem 4.6 we sec tha t  for any distortion function, the Choquet integral 
satisfies tlie axiorns of nioriot oriici ty, positive honiogencity and translation invari- 
ance. The other resiilts in Section 4.3 address nccessary arid sufficient conditions on 
the distortion function for tlic Clioquet integral to be siibadditive and satisfy the 
nonnegative loading property. A s  such, thc Choquet integral is a naturd tool for 
coristriicting coherent risk niemires by specifying an appropriate distortion func- 
tion. Furtherniore, if a given risk riieasure has a Choquet integral representation, 
the  results from Section 4.3 allow one to verify if the risk measure is coherent. 
Definition 4.11 (Distorted Risk Measure). A risk measure is a distorted risk 
measure if it has a Choquet iritegral representation. The notation p, is used to 
denote the distorted risk measure with distort ion function g. 
Conimonly used risk meastires sucii as Value-at-Risk (VaR) and Tail-VaR have a 
C'hoquet integral represrnt at ion as discussed in Section 4.4.2, hence they are exarn- 
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ples of distorted risk measures (Wirch and Hardy (1999)). Corollary 4.3 provides 
sufficient conditions on the distortion function to ensure that a distorted risk mea- 
sure is coherent. This is useful for constructing coherent risk measures. Lire restate 
the result in terms of coherence of the clistartcd risk measure. 
Corollary 4.11. if g is a corrcavti distortion juriction then the distortcd n'sk nrea- 
sure p , ( X )  is coherent. 
Typically risk rneasures are used to cornpute capital requirernents or rcserves to 
protect a Company against ruin. A risk measure that considers oniy t h e  loss part of 
the distribution is conservative as potential losses are not offset by poteritial gains. 
.As stated in Artzner et al ( 1999) Rcrrlark 4-5,  actuaries have beeii corisicicririg only 
thc loss part of the distribution since thc  1800's. The condition g( u )  2 niin (1, &) 
for al1 u E [O. 11 is sufficient to ensiire t lie relevance axioni is satisficd as otily tlic loss 
part of the distribution is used to calculate the distorted risk nieasire. Huwrver, it 
is quite strong and can probably bc rclased soniewhat for particiilar distribtit ions. 
Finally, note that distorted risk mmstires always satisfy the relcvniicc axioni for 
nonnegat ive random variables. 
As previously stated. the propcrties of the Choquet integral cari be used to test 
the coherence of a given distorted risk nieasure. The following corollary provides 
a test for certain distortion fiinctions anri also rerninds us of the link to relative 
entropy (compare with Corollary 4-10). 
Corollary 4.12. For ail randorn variubies and u tun'ce contirtous& diffwentiable 
distort ion /irrrctiorr y urith 
where h ,  are given functions and A = (X I  : . . . , AN)' and $ satisfy = Ci for piven 
nombers C, . i = 1, . . . y N ,  the J'ollowing are equivaient: 
1 .  the distorted risk rnecrnrre p,(X)  is coherent. 
2. g is a concave distortion Junction. 
Risk Preferences Through Distortion 
For al1 randorri variables. the distorted risk measure is p J X )  = Ese[.Y] where the 
vxpectation is taken with respect to the DPD (equimlently the MRED) S'. One 
can thirik of the distort ion function, or equivalently the moment constraints, as 
reflecting at t i t iidcs toivarcis risk. Distorted risk measures cm therefore be tailored 
t o  speçific risk st  t itucles t lirough specificatiori of the distortion function and its 
paramcters. 
In fact . for noririegat ive random variables and differentiable distort ion functions, 
distorted risk niexsiires caxi be regzrded as expected utility, for some implied utility 
futictiuri u ( lVircli  and Hardy (1999)). In particulsr, 
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where u(y) = ygt(S(y))? y < O is a iitility function. This iinderlines the fact 
that distortion fiinctions. or equivalrritly moment constraints in a relative entropy 
uptiniisation problem, retiect risk preferences. Note t h  the implied utili ty function 
u tlepends on the distribution S as ive11 as the distortion function g. 
Distorted risk rneasures also play a large role in two othcr economic theories. 
One of which is due to Yaari ( 1987). the other to Schnieidler ( 1989). 
4.4.2 Examples 
- 
For the purposes of expositioii. in al1 of these examples usiltrie that -Y is a contin- 
uous random variable and riatc t hat distorted risk rwéisiircs are espectations taken 
ivith respect to the DPD. or tqtiivalrntly, the hlRED. 
Example E l  
In tliis example. t hc distort ion fiinction 
is concave if and only if d = 1. Thus by Corollary 4.1 1. the distortcd ri& measure 
p, is coherent only for J = 1. In this case p, is the risk measure known as the con- 
ditional tajl expectation (CTE) or Tail-VaR defiiied as E [ S I S  > F- ' (a) ] .  When 
F - ' ( 0 )  is sübtracted f r ~ n i  p, ive obtain p,(-y) - P ( a )  = E[.Y - F-l(a)lS > 
F-' (a)], which is the mean excess function of S. 
If we take the lirnit as 3 1 o. the distortion function becomes a step function 
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with a step of height 1 at o. In this case 
p , ( X )  = inf(x1 P[X 5 x] 2 a). (4.71) 
which is the Value-at-Risk or quant ile reserve at the 1000th percent ile. Value-at- 
Risk does not satisfy the subadditivity property and hence is not coherent (Artzner 
et al 1999). 
Exarnple E2 
Here, the piece-wise linear distortion function 
for O < a < 1, - 1 r 5 ' 0 - 1 is coiicaveif and only i fa (1  + r )  2 a -a r 2 O. 
Thercfore by Corollary 4.11. the distorted risk measure p, is cohcrent only for r 3 0. 
With a = 0.5 and for r 1 0, p, is Denneberg's absolute deviation principle (Wang 
(1996)). 
Example E3: Exponential Distortion 
In t his case, the distort ion funct ion 
is always concave and is twice continuously differentiable. Hence. p, is a coherent 
ris k nieasure j by Corollary 4.1'2). 
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Exarnple E4: Beta Distortion 
Iii this example. t Iic distortion function 
is concave if and only if a < 1 and b 2 I .  Furthermore, g is twice continously 
different i able. Tkiercfore by Corollary 3.12. the beta-distorted risk measure p, is 
cohererit if and only if a 5 1 and b 2 1. The parameters a and b control the effect 
of uppcr arid l o w r  tails respectively. The application of the beta transform to risk 
riicastirtPnicrit i v a s  first proposed by Wirch (1399). 
Exaniple E5: Proportional Hazards Distortion 
Ttic. PH ilisturtioii is a special case of ttie bcta distortion obtsintrl when I = 1. 
Frorri tlic abovi ilisciissiuri. p, is cohenint i f  3 r d  only if a < 1, which has the effect 
of inHatin% th<. riqht tail of ttic distribution of X. This  distorted risk measure has 
bwii  rstcrisivrly stiitlitd iii insurriiice applications (Wang ( 1995, 1996, 1996), Wang 
ct ai (1991)). 
Exaniple E6: Dual Power Distortion 
The diid powrr distortion is a speçial case of the  beta distortion obtaiiied by setting 
a = 1. Agairi, bu the discussion of the beta distortion, p, is coherent if and only if 
I 2 1. The parmieter b has the effect of deflating the lower tail of the distribution 
(Warig ! 1996) 1. 
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Example E7 
Logarit hmic Distortion (7 = 0) 
The logarit hrnic distortion functiou 
ln(a + bu) - ln a 
g(u )  = In(a + b)  - ina a > O ,  ( a + b )  > 0, 
is concave if and only if b 2 0. Furthermore, g is twice continuously differentiùble. 
Hence by Corollary 4.12, the distorted risk measure p, is cohcrent if ancl only if 
b 2 0. When a = 1 and b = r > O this corresponds to the logarithrnic transform 
given in Wang (1996). 
Power Distortion (7 # 0) 
In t his case, the distort ion function 
is concave if and only if either (b > O and y 5 1) or ( - a  < b 5 O and -t 2 1) which 
are exact ly the conditions for the cohercnce of the corresponding distorted ris k 
measure (Corollary 4.12). As stated earlier, 7 = 0.5 gives a square mot transform 
and 7 = 2 gives a quadratic distortion, which also corresponds to the Gini principle 
in the st udy of income distributions (Wang ( 1996)). 
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Example E8: Normal Distortion 
The normal distortion function is concave if and only if CI 1 O. Since g satisfies the 
conditions of Corollary 4.12, o 2 O if and only if the corresponding distorted risk 
measure is coherent. 
Example E9 
üsing only 1 moment constraint by setting h2 = 0, the distortcd risk measure p, 
takes the form of sonie comrnon premium priaciples. Namely. pg is 
1. the net premiuni principle wlien h l  ( u )  = I. 
2. a niodified variance principlc when h i ( u )  = lu i l .  and 
3. the Esscher premium principle when h [ ( u )  = ii (Iiamps ( 1998)). 
We will not talk about coherence for these cases, as the distortion function depends 
very niuch on the ddf of X. Wticn h l  corrcsponds to a ddf. the resulting p,  has a 
certain renewal-theoretic intcrpretation (liamps ( 1998)). 
4.5 Example: Exponent ial Family Distort ions 
The use of the normal distortion in Example ES to price financial and insurance risks 
ttirough the C h q u e t  integral w u  originally proposed by Wang (1998). He shows 
that this transform has some desirable properties. In particuiar, this distortion 
is able to reproduce and gerieralise the Capital Asset Pricing Mode1 (CAPM), to 
reproduce the Black-Scholes formula and provides a synimetric treatment of assets 
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and liabilities (due to the syiiinictric nature of the normal density function). Here, 
we propose a generalised tlistort ion t hat includes the  normal tlistortion as n special 
case and also provide the moment constraints in a relative entropy formulation of 
the DPD. 
Let F, be the cdf of a random variable who is a member of the exponential 
family. Since Fe is a rnember of the exponential family, its density function, f., cm 
be written as 
for some functions h,' t,b and some constants X I .  Now, dcfine the  distortion function 
9 ( 4  = Fe  [F;'(u) + a]  , (4.75) 
where is the inverse of Fe. The derivative is 
where h l @ )  = h,(F;l(u) + a) - h,(F;'(u)) and ;(A) = 0. Note that we constrain 
Fe to be a member of the exponential family only so that it is possible to rvrite g' 
explicitly as an exponential function. 
Let -Y be a continuous rmdoni variable with ddf S. Sincc y is differentiable, 
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Theorem 4.2 implies that the DPD S' is also an MRED where the set of mornent 
constraints is determined by the distortion funct ion g. In particular, t his distribu- 
t ion sat isfies 
The second derivative of g is 
where Bi = ( h , ( F c l ( u )  + a )  - hi(F; ' (u) ) ) .  Theorcm 4.3 implies tliat a riecrssary 
and sufficicnt condition for g to be concave is 
Corollary 4.12 says that this is also a necessary and sufficient roridition for the 
coherence of the corresponding distorted risk mesure. 
The normal transforrn corresponds to the case Fe = O where O is the X ( 0 , l )  
cdf. If we insist on symmetric treatment of assets and liabilities, tlien this can be 
accomplished with any symmetric distribution Fe. 
4.5.1 Option Pricing via Normal Distortion 
In finance, it is usual to value assets by computing expectatioris with respect to a 
suitable pricing rneasure. With a complete market model, the pricirig riieasiirc ir 
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uriiqiie arid its ronstriiction is coriipletrly dictated by t h e  market model (e.g., the 
Girsanov r tiarigc of mcasirre in i tic Black-Scholes market model). The completeness 
of the  rnarkrt rnodel does not allow ariy flexibility in how one transforms or distorts 
tlie P measurt. into a Q measure. However, in an incomplete market model there 
may be a set of pricing measures and, to value an asset in this model, a method of 
selecting a pricing measure must be decided (e.g., relative entropy, utility function, 
distort ion). In this case, there is some latitude in how one distorts the P measure 
iiito a O mcasurc. 
In Example ES. wc have shown that  the risk-adjusted distribution (having den- 
sity f,;.) obtained from applying the normal distortion is also an MRED where 
relative crit ropy is niinimised subject to the constraint 
h fundamental result i r i  financial ecoriornics is that the underiying asset, properly 
discotirittd. is a martingale with respect to a pricing measure. This implies a 
co~ist raint on tlic rrieaii of the underlying assssrt under Q, namely 
for sornc constant 7, wliere fq is a pdf in the set of acceptable pricing measures. 
This moment constraint rcsults in an MRED having a density of the forrn 
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tvhere + ; ( A q )  = 7. I t  is intereshg to irivestigatc if therc arc coriditions under 
which the tivo densities fF, and j; are the sanic. 
Lemma 4.13. The risk-adjusted densities fi\ and f; are the same (ie., f i ( r )  = 
f~(4 for al1 x) if and orily if the original distribution is r i o n a l .  
WC have that  
and 
fG(r) = f(x) exp ( X q x  - < Q ( X ~  ) )  . 
Thus f,;(x) = f&) for al1 r if and only if 
for al1 z. Solving for the ddf gives 
This is true for al1 x if and only if S is the ddf of a i ~ ( g ( $ ~ ( X ~ )  - $), (%)') 
randorn variable. 
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4.5.2 Normal Distort ion froin Generalised Relative Entropy 
Optimisation 
In view of the Generalised Entropy Optiniisation Principle in Remark 1.7, it is 
interesting to investigate whether a distribution distorted with the normal tram- 
form may be derived using a generalised measure of relative entropy, with the more 
natural constraint on Et, [XI. 
Let us restrict ourselves to Csiszer's family of measures of directed divergence 
which, for continuous random variables is givcn by 
where 9 is a twicr-differentialle convex furict ion for whicli ik (1) = O and f and / 
are density functions. 
Let .Y be a continuous random variable with pdf f and let jii be the dpdf 
computed using the normal transform. CVe wish to constrain the rnean of X under 
f . Then. the problem is to find a functiori @ sucfi that when H e  is minimised 
using Lagrange's method subject to the coristraint on the mean of .Y, the solution 
is given by fb. 
Following Section 7.2.2 in Kapur and Kesavan (1992), wc see that Q must satisfy 
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O f  
Furthermore. froni oiir analysis of distortion functions, the likelihood ratio is 
Using t lie change of variable 
and combinirig with the condition ik(1) = O gives 
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w tierc 
Therefore, using the normal transform to compute a pricing measure is equiva- 
lent to comput ing the distribution t hat minimises the generalised relative entropy 
with respect to the original distribution, subject to the moment condition constrain- 
ing the mean of the underlying asset. The generalised relative entropy is givcn by 
Csiszer's measure with 9 defined as above. 
Usirig the spccial case X -- N ( p ,  a*), it is easily shown that 
giving 
which is the usual measure of relative entropy. This result is another argument 
explairiing why the normal distortion is able to reproduce the CAPM and the 
Black-Scholes formulae. In these cases, the logreturns are assumed to be normally 
distributed and constraints are placed on the mean returns (see Section 2.3 for a 
discussion on constraining the mean return versus the mean stock price). 
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4.6 Conclusion 
WC have established the lirik betwcen relative entropy and distortion. Conditions 
on the distortion functioii or niornent constraints that ensure the coherency of the 
corrcsponding distorted risk niessure are provided. Furtherrnore, wc have given 
results that allow oiie to verify rvhether a risk measure with a Clioquet integral 
representation is coherent. 
Risk preferences are contairied in the tlistortion fiinction or in the equivalent 
rrioment constrairits in the relative eritropy framework. The link to relative entropy 
provides addi tional irit cii tiun beliind the  inany premiitni principles and risk measures 
havirig a Clioquet iritegral representation. In addition, relative entropy provides an 
c a v  wiiy of  coiistructing new coliercnt risk rncasiires by prescribing a new set of 
riiuiricnt wnstraints. It rriny p r o w  iritcrcsting to apply concepts from extreme 
value tliwry in the constructiori of risk rrieasiires. For exaniple, a set of constraints 
riiw hc iniposvil siich ttiat tiic RIRED lias the sariie niran cxcess function as the 
grntdiscd  Parcto clistrihitiori (CPD). The GPD is an integral tool in extreme 
value theor? as it appenrs as the lirnit distribution of scaled excesses over high 
tliresliolds (Enibrechts et a1 ( 1997)). 
Ir1 finuicial econoniics, tppical priçing measures impose a constraint on the 
mean of irnderlyiiig asset. H u w w r .  the normal tlistortion does not correspond to 
tliis nionient constraint when working $vit ii the iisual m e s u r e  of relative entropy. 
To rectify this. a generalised measure of relative entropy is constructed such that, 
rvhen rninimised subject to a ronstraint on the mean. the same distribution as that 
ubt ainrd Ly the riorriid distortioii is prodiiced. 
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In closing, the connection between relative eritropy and distortiori gives a ricw 
pcrspectiw to the growing body of literature where the Choquet is applicd tu  
problems in finance, risk management and insurance. 
Chapter 5 
Open Questions and Directions 
for Future Work 
There reniain somc open questions alid directions for fut iirti rvork on t lir riiree 
topics presented in this thesis. For exarnplc, it may be intercsting to invvstigate 
the sensitivity of the REB models to thc historical data set. The inclusion of 
large crashes siich as that observed in October of 1987 may Iiavve soriie impact on 
the performance of these models. However. we do not cxpect this inipact to be 
very significânt . The reweighted distribution wi t h  a prescribcd mean and variance 
will inflate the probability of large gains, or deflate the probability of large losses. 
offset ting the impact of the observed large crashes on thc priçing of options. 
The  results of Chapter 2 suggest that price discreteness is not a large factor in 
the pricing of S&PSOO options. We performed a smali study to Further investigate 
the effect of discreteness. In particular. we roiinded t lie historically observcd prices 
to different accuracies and found that the rounding had little effect ou the mode1 
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option pricrs. I t  is of interest to scib i f  discrcteness bas a significant effect when 
pricing esotic options and/or options on individual stocks. 
Further work on variance reduction is needed for the REB models to become 
efficient pricirig tools. Also, it would be interesting to generalise the REB by de- 
veloping a nonparametric bootst rap of volatili ty, possibly by using the observed 
squared returns. Another potential direction is to apply the REB models to the 
pricing of foreign exchangc and fixed income securities. Stutzer and Chowdhury 
(1  999) have cxtended S tutzer's approadi to pricing bond futures options, providing 
the  groundwork for future comparisons witli the dynamic REB models. 
It niay be possible to rxtend the calibration algorithm of Chapter 3 to a dynaniic 
version by using time serics information on the underlying andfur set of options. 
Iri addition, by assuming sonic pcior distribution for the parameters, a Bayesian 
adaptation of this dgorithm iriay prove useful. hnother open question is if the 
failitrc of models ivith constant parameters across maturities, such as that observed 
by the Hull-Whitc rnodel, is apparent when pricing options on a wide ~ r i e t y  of
individual stocks. 
Further stiidies on the links bctween relative cntropy, distortion and utility 
theory are nwded to gain a deeper understanding of these relationships. The ap- 
plicatiou of ext renie valiie theory in the construction of risk nieasures using relative 
entropy is mot  her ~ a t  h wort hy of investigation. Finally, the exponential family dis- 
tortions of Scctiori 4.5 riiay be exterided to include more general transformations. 
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