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In an observational study of treatment effects, subjects are not randomly assigned to treatment or control, so
differing outcomes in treated and control groups may reflect a bias from nonrandom assignment rather than a
treatment effect. After adjusting for measured pretreatment covariates, perhaps by matching, a sensitivity
analysis determines the magnitude of bias from an unmeasured covariate that would need to be present to
alter the conclusions of the naive analysis that presumes adjustments eliminated all bias. Other things being
equal, larger effects tend to be less sensitive to bias than smaller effects. Effect modification is an interaction
between a treatment and a pretreatment covariate controlled by matching, so that the treatment effect is larger
at some values of the covariate than at others. In the presence of effect modification, it is possible that results
are less sensitive to bias in subgroups experiencing larger effects. Two cases are considered: (i) an a priori
grouping into a few categories based on covariates controlled by matching and (ii) a grouping discovered
empirically in the data at hand. In case (i), subgroup specific bounds on p-values are combined using the
truncated product of p-values. In case (ii), information that is fixed under the null hypothesis of no treatment
effect is used to partition matched pairs in the hope of identifying pairs with larger effects. The methods are
evaluated using an asymptotic device, the design sensitivity, and using simulation. Sensitivity analysis for a test
of the global null hypothesis of no effect is converted to sensitivity analyses for subgroup analyses using closed
testing. A study of an intervention to control malaria in Africa is used to illustrate.
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E¤ect Modication and Design Sensitivity
in Observational Studies
Jesse Y. Hsu1, Dylan S. Small, Paul R. Rosenbaum
University of Pennsylvania, Philadelphia
Summary. In an observational study of treatment e¤ects, subjects are not randomly assigned
to treatment or control, so di¤ering outcomes in treated and control groups may reect a bias
from nonrandom assignment rather than a treatment e¤ect. After adjusting for measured
pretreatment covariates, perhaps by matching, a sensitivity analysis determines the magnitude
of bias from an unmeasured covariate that would need to be present to alter the conclusions
of the naive analysis that presumes adjustments eliminated all bias. Other things being equal,
larger e¤ects tend to be less sensitive to bias than smaller e¤ects. E¤ect modication is an
interaction between a treatment and a pretreatment covariate controlled by matching, so that
the treatment e¤ect is larger at some values of the covariate than at others. In the presence of
e¤ect modication, it is possible that results are less sensitive to bias in subgroups experiencing
larger e¤ects. Two cases are considered: (i) an a priori grouping into a few categories based on
covariates controlled by matching, (ii) a grouping discovered empirically in the data at hand.
In case (i), subgroup specic bounds on P-values are combined using the truncated product of
P-values. In case (ii), information that is xed under the null hypothesis of no treatment e¤ect
is used to partition matched pairs hoping to identify pairs with larger e¤ects. The methods are
evaluated using an asymptotic device, the design sensitivity, and using simulation. Sensitivity
analysis for a test of the global null hypothesis of no e¤ect is converted to sensitivity analyses
for subgroup analyses using closed testing. A study of an intervention to control malaria in
Africa is used to illustrate.
Keywords: Design sensitivity; Fishers combination of P-values; power of a sensitivity analysis;
observational study; sensitivity analysis; Stephensons test; truncated product of P-values; U-
statistic; Wilcoxon test
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1 Treatment E¤ects that Vary with Covariates
1.1 If e¤ect size varies with covariates, does sensitivity to bias vary in parallel?
In an observational study of treatment e¤ects, subjects are not assigned at random to
treatment or control, so they may di¤er visibly with respect to measured pretreatment
covariates, x, and may also di¤er with respect to a covariate not measured, u. Visible
di¤erences in x are removed by adjustments, such as matching, but there is invariably
concern that adjustments failed to compare comparable individuals, that di¤ering outcomes
in treated and control groups reect neither a treatment e¤ect nor chance but rather
a systematic bias from failure to control some unmeasured covariate, u. A sensitivity
analysis asks: What would u have to be like in order to materially and substantively alter
the conclusions of an analysis that presumes adjustments for the observed x su¢ ce to
eliminate bias?
The rst sensitivity analysis in an observational study was conducted by Corneld et
al. (1959) in their discussion of heavy smoking as a cause of lung cancer, concluding that
only very large biases could explain away the observed association as something other than
an e¤ect caused by smoking. Since then various methods of sensitivity analysis have
been proposed; e.g., Rosenbaum and Rubin (1983), Yanagawa (1984), Rosenbaum (1987;
2002, §4), Manski (1990), Gastwirth (1992), Marcus (1997), Imbens (2003), Altonji et al.
(2005), Yu and Gastwirth (2005), Small (2007), Ichino et al. (2008), Hosman et al. (2010),
Millimet and Tchernis (2012), Pepper (2012), and Schwartz et al. (2012). Several of these
methods place bounds on inference quantities, such as P -values or point estimates, for a
specied magnitude of departure from random treatment assignment. For instance, the
method in Rosenbaum (1987; 2002, §4) says that two subjects with the same observed
covariates x may di¤er in their odds of treatment by at most a factor of    1 because of
di¤erences in u, and for several values of   computes the possible range of inferences; this
method is briey reviewed in §2.2.
Once one can measure sensitivity to bias, it is natural to ask: What aspects of design
and analysis a¤ect sensitivity to bias? An aid to answering this question is the power of
a sensitivity analysis and a number, the design sensitivity, that characterizes the power
in large samples (Rosenbaum 2004). Some test statistics tend to exaggerate the reported
sensitivity to unmeasured biases (Rosenbaum 2010a), whereas some design elements tend to
make studies less sensitive to bias (Rosenbaum 2004; 2010b, Part III; 2011a). Generally,
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larger e¤ects are less sensitive than smaller ones. This last point suggests that e¤ect
modication  that is, an interaction between a pretreatment covariate and the magnitude
of a treatment e¤ect  might matter for sensitivity to unmeasured biases. Unfortunately,
such an interaction may be uncertain or unexpected. How should one conduct a sensitivity
analysis in the absence of a priori knowledge of where the e¤ect with turn out to be large
or small? Before developing the technical aspects, it is helpful to consider a motivating
example.
1.2 Motivating example: malaria in West Africa
Working with the government of Nigeria, the World Health Organization contrasted several
strategies to control malaria (Molineaux et al. 1980). We will look at one of these,
namely spraying with an insecticide, propoxur, together with mass administration of a
drug, sulfalene-pyrimethamine at high frequency. Matching for an observed covariate x
consisting of age and gender, we paired 1560 treated subjects with 1560 untreated controls,
making I = 1560matched pairs. As is typically true in statistical applications of matching,
there are 1560 + 1560 = 3120 distinct individuals in the 1560 matched pairs  that is, no
one is used twice. Also, the matching used only age, gender and assigned treatment and
so is on the basis of x alone in the sense of Rosenbaum and Rubin (1985); therefore,
if individuals were independent prior to matching, then outcomes in distinct pairs are
conditionally independent given x, treatment assignment and the pairing.
The outcome is a measure of the frequency of plasmodium falciparum in blood samples,
that is, the frequency of a protozoan parasite that causes malaria. A slide containing blood
is divided into elds, and the outcome is the number of elds with plasmodium falciparum
per 200 elds examined. Blood samples were collected in a series of surveys, and we com-
puted baseline scores using the four surveys (#5-8) immediately prior to treatment and
posttreatment scores using the four surveys (9-12) immediately subsequent to treatment.
To be included, an individual had to have at least two measurements from the four pre-
treatment surveys and at least two measurements from the four post treatment surveys.
The 2-to-4 pretreatment measures were summarized using Hubers m-estimate with its
scale parameter xed to trim at 100, so it is essentially a mean but with a little control
of wild uctuations within a person. In the same way, the 2-to-4 posttreatment measures
were summarized into one number per person. The data appendix contains details about
the data and the matching.
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Figure 1 displays (i) the close match for age, (ii) after-minus-before changes in para-
site frequency in treated and control groups, ignoring the matching, (iii) the matched pair
treated-minus-control di¤erence in after-minus-before changes in parasite frequencies, and
(iv) a density estimate for this di¤erence in changes. Density estimates use the default
settings in R but with double the default bandwidth. Although declines in parasite fre-
quency are more common in the treated group, many di¤erences in changes are close to
zero.
Columns I and II of Table 1 display two sensitivity analyses for these 1560 matched
pair di¤erences, using the method reviewed in §2.2. The rst analysis in column I uses
Wilcoxons signed rank test, which has the virtue of being familiar. Using Wilcoxons
statistic, we would judge the results to be sensitive to a bias of magnitude   = 2, because the
upper bound on the one sided P -value testing no treatment e¤ect exceeds the conventional
0.05 level. The other analysis in column II reports insensitivity to larger biases, and theory
suggests this is to be expected, because Wilcoxons statistic is an unwise choice in sensitivity
analyses; see Rosenbaum (2010a, 2011b). In Table 1, the U-statistic (m1;m2;m) =
(7; 8; 8) is one of the more attractive members of the family of U-statistics discussed in
Rosenbaum (2011b). The general statistic (m1;m2;m), with 1  m1  m2  m, looks at
all
 
I
m

subsets ofm of the I pairs, sorting thesem pairs into increasing order of the absolute
pair di¤erence in responses, and then totals the number of positive response di¤erences
among the pairs holding positions m1; : : : ;m2 in this order. The statistic (m1;m2;m) =
(1; 1; 1) is the sign statistic, and (m1;m2;m) = (2; 2; 2) is the U-statistic that is virtually
identical to Wilcoxons signed rank statistic. The statistic (m1;m2;m) = (m;m;m) was
proposed by Stephenson (1981), and it approximates the locally optimal ranks for detecting
a treatment e¤ect that benets some treated people and has no e¤ect on many others; see
Conover and Salsburg (1988) and Rosenbaum (2007a). Many members of this class of
U-statistics report less sensitivity to unmeasured biases than does Wilcoxons statistic. In
particular, if the treatment e¤ect shifts the distribution of di¤erences, then (m1;m2;m) =
(7; 8; 8) has greater power in a sensitivity analysis than Wilcoxons statistic for errors from
the Normal, the logistic, and the t-distribution with 3 or 4 degrees of freedom. In Table
1, the U-statistic (7; 8; 8) is insensitive at   = 2:6, in contrast to Wilcoxons statistic which
is sensitive at   = 2. Stephensons statistic with (m1;m2;m) = (m;m;m) is superior to
(7; 8; 8) when only some units respond to treatment, in the sense discussed by Conover and
Salsburg (1988), and (m1;m2;m) = (6; 7; 8) is superior for the longer tailed t-distribution
with 2 degrees of freedom; see Rosenbaum (2011b, Table 3). In the current paper, we
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do not want to focus attention on the choice of test statistic, so we use only Wilcoxons
statistic with (m1;m2;m) = (2; 2; 2) and the U-statistic with (m1;m2;m) = (7; 8; 8), often
referring to the latter briey as the U-statistic.
Figure 2 splits the 1560 pairs into two groups, 447 pairs of young children aged 10 or
less, and 1113 pairs of individuals older than ten years. The impression from Figure 2 is
that the treatment was of much greater benet to young children than to older individuals.
Columns III-VI of Table 1 repeat the sensitivity analyses separately for young children and
for older individuals. Despite the reduced sample size, the 447 pairs of young children
exhibit an association with treatment that is far less sensitive to unmeasured bias than
the full sample of 1560 pairs, with the U-statistic being insensitive at   = 6 even if the
Bonferroni inequality is applied to double the smaller of two P -values. What is a good
strategy for conducting a sensitivity analysis when the treatment e¤ect may or may not
vary across two or a few pretreatment subgroups?
2 Notation and Review: Experiments and Observational Studies
2.1 Randomization inference in experiments
There are I pairs, i = 1; : : : ; I, of two subjects, j = 1, 2, one treated indicated by Zij = 1,
the other control indicated by Zij = 0, so Zi1+Zi2 = 1 for each i. The pairs are matched for
observed covariates, xi1 = xi2 = xi, say, but may possibly di¤er in terms of an unobserved
covariate, ui1 6= ui2. A subject ij exhibits response rT ij if treated, Zij = 1, or response
rCij if control, Zij = 0, so ij actually exhibits response Rij = Zij rT ij + (1  Zij) rCij , and
the e¤ect of the treatment rT ij   rCij is not observed for any subject; see Neyman (1923),
Welch (1937) and Rubin (1974). Fishers (1935) sharp null hypothesis of no e¤ect is H0 :
rT ij = rCij , i = 1; : : : ; I, j = 1; 2. Write F = f(rT ij ; rCij ;xij ; uij) ; i = 1; : : : ; I; j = 1; 2g,
and write Z = (Z11; : : : ; ZI2)
T , R = (R11; : : : ; RI2)
T , rC = (rC11; : : : ; rCI2)
T , for the 2I-
dimensional vectors, with a similar notation for rT and u. Let Z be the set containing
the 2I possible values z of Z, so z 2 Z if zij 2 f0; 1g with zi1 + zi2 = 1 for each i, and in
conditional probabilities abbreviate conditioning on the event Z 2 Z as conditioning on Z.
Write jAj for the number of elements in a nite set A, so jZj = 2I . In a randomized paired
experiment, Pr (Z = z j F ; Z ) = 2 I for each z 2 Z. If H0 is true, then R = rC , and
in a randomized experiment the null distribution Pr (T  v j F ; Z ) of any test statistic
T = t (Z;R) = t (Z; rC) is simply the proportion of treatment assignments z 2 Z with
t (z; rC)  v  that is, Pr (T  v j F ; Z ) = jfz 2 Z : t (z; rC)  vgj = jZj  because rC is
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xed by conditioning on F and Z is uniform on Z.
Let Yi be the treated-minus-control di¤erence in observed responses in pair i, Yi =
(Zi1   Zi2) (Ri1  Ri2), so that Yi = (Zi1   Zi2) (rCi1   rCi2) =  (rCi1   rCi2) if H0 is
true. Let qi  0 be a function of jYij such that qi = 0 if jYij = 0, and let sgn (y) = 1 if
y > 0 and sgn (y) = 0 if y  0, so that under H0 in a paired randomized experiment, the
test statistic T =
P
sgn (Yi) qi is the sum of I independent random variables, i = 1; : : : ; I,
taking the value 0 with probability 1 if qi = 0 and otherwise taking the values qi and 0
with equal probabilities 1=2. For instance, if qi is the rank of jYij, then this yields the
familiar null distribution of Wilcoxons signed rank statistic, and many other statistics may
be expressed in this form, including the permutational t-statistic (Welch 1937), tests based
on order statistics (Noether 1973, Brown 1981), M-statistics (Maritz 1979), and various
U-statistics (Stephenson 1981, Brown and Hettmansperger 1994, Rosenbaum 2011b).
2.2 Sensitivity analysis in observational studies: bounds on inferences for biases of
limited magnitude
A simple model for sensitivity analysis in an observational study says that in the population
before matching, treatment assignment probabilities ij = Pr (Zij = 1 j F ) are unknown
but two subjects, ij and i0j0 with the same observed covariates may di¤er in their odds of
treatment by at most    1,
1
 
 ij
 
1  i0j0

i0j0 (1  ij)    whenever xij = xi
0j0 , (1)
and then returns the distribution of Z to Z by conditioning on Zi1 + Zi2 = 1 for all i in
pairs matched for x. Write U = [0; 1]2I for the 2I-dimensional unit cube. It is easy to
check that (1) and conditioning on Z 2 Z is the same as assuming
Pr (Z = z j F ; Z ) =
IY
i=1
exp f (zi1ui1 + zi2ui2)g
exp (ui1) + exp (ui2)
=
exp
 
zTu
P
b2Z exp (bTu)
with u 2 U (2)
where  = log ( ). See Rosenbaum (2002, §4) for the straightforward derivation, in which
uij is obtained from ij in (1) as uij = [log (ij) min flog (i1) ; log (i2)g] =. Let T be
the sum of I independent random variables taking the value 0 with probability 1 if qi = 0
and otherwise the value qi with probability  = (1 +  ) and the value 0 with probability
1= (1 +  ), and dene T similarly but with  = (1 +  ) and 1= (1 +  ) interchanged. It is
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straightforward to show that under (2), if H0 is true, then
Pr
 
T  v j F ; Z   Pr (T  v j F ; Z )  PrT  v j F ; Z  for all u 2 U , (3)
and, as I !1, the upper bound Pr

T  v j F ; Z

in (3) may be approximated by
Pr

T  v j F ; Z

:
= 1  
2664 v   f = (1 +  )gP qirn
 = (1 +  )2
oP
q2i
3775 ; (4)
see Rosenbaum (1987; 2002, §4; 2007b). The upper bounds on the P -values in Table 1 are
obtained from (4) with v replaced by the observed value of the test statistic T .
The U-statistic (m1;m2;m) is a signed rank statistic with qi = 0 if jYij = 0 and
otherwise
qi =

I
m
 1 m2X
`=m1

ai   1
`  1

I   ai
m  `

(5)
where ai is the rank of jYij, and
 
A
B

is dened to equal zero for B < 0; see Rosenbaum
(2011b, §3.1).
2.3 Sensitivity analyses for point estimates, condence intervals and equivalence tests
As is commonly done, point estimates, condence intervals and equivalence tests are
formed by inverting tests of the hypothesis H0 of no e¤ect. For instance, the hypoth-
esis of an additive treatment e¤ect, H0 : rT ij = rCij + 0, 8ij, implies the treated-
minus-control pair di¤erence, Yi, equals Yi = (Zi1   Zi2) (Ri1  Ri2) = 0 + i where
i = (Zi1   Zi2) (rCi1   rCi2). If H0 were true, then Y
0
i = Yi   0 would satisfy the
null hypothesis of no treatment e¤ect, so H0 may be tested in a randomized experiment
by applying the methods in §2.1 to Y
0
i , and sensitivity to bias may be examined by applying
the methods in §2.2 to Y
0
i .
The hypothesis of a Tobit e¤ect %0 asserts H%0 : rT ij = max (rCij   %0; 0) and it
is more appropriate for a response, such as the frequency of plasmodium falciparum,
that can equal zero but cannot be negative: it says the treatment may drive a posi-
tive response under control, rCij > 0, to zero under treatment, rT ij = 0, but not be-
yond zero. In parallel with the hypothesis of an additive e¤ect, if H%0 were true, then
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R
0
ij = max fRij   (1  Zij) %0; 0g = rT ij satises the null hypothesis of no treatment e¤ect,
and Y
00
i = (Zi1   Zi2)

R
0
i1  R
0
i2

= (Zi1   Zi2) (rT i1   rT i2), so again the methods in §2.1
and §2.2 may be applied to Y
00
i to test H%0 . See Rosenbaum (2010b, §2.4.5) for discussion,
an example, and analogous developments for other hypotheses about treatment e¤ects.
By the duality of condence intervals and hypothesis tests (e.g., Lehmann and Romano
2005, §3.5), a 1  condence interval for an additive e¤ect  or a Tobit e¤ect % is formed
by testing each hypothesis, H0 or H%0 , and retaining for the condence interval the values
not rejected at level . See, for instance, Maritz (1979). The sensitivity of condence
intervals to unmeasured biases is analogous: if, for a specic    1, the upper bound on
the P -value testing H0 is   then at this  , the value 0 is excluded from the 1   
condence interval for  in the presence of a bias no larger than  ; see Rosenbaum (2002,
§4.3.5) for details and a numerical example.
In a randomized experiment, point estimates of  or % are obtained from tests by the
device of Hodges and Lehmann (1963): the hypothesis, H0 or H%0 , which equates the
test statistic T to its null expectation under randomization is the point estimate. In a
sensitivity analysis for xed    1, there is not one null expectation of T but rather an
interval of possible expectations, and this yields an interval of point estimates for each  ,
the interval becoming longer as   increases; see Rosenbaum (1993; 2002, §4.3.4; 2007b).
An equivalence test is a test of the null hypothesis that a treatment e¤ect is of substan-
tial magnitude, so rejection in an equivalence test is evidence that the treatment e¤ect is
not of substantial magnitude; see, for instance, Bauer and Kieser (1996) or Berger and Hsu
(1996). An equivalence test correctly replaces the common error of taking failure to reject
a null hypothesis of no e¤ect as evidence that the null hypothesis is approximately true.
With an additive treatment e¤ect, rT ij = rCij +  , the null hypothesis of inequivalence
asserts H : j j   and rejection of H is evidence in favor of j j < , where  > 0 denes
a negligible e¤ect. As discussed by Bauer and Kieser (1996) or Berger and Hsu (1996),
the two-one-sided-test procedure may be used: specically H may be rejected at level 
if both (i) for all 0  , the null hypothesis H0 is rejected at level  in a one-sided test
against the alternative that H
0
0 :  > 0, and (ii) for all 0   , the null hypothesis H0
is rejected at level  in a one-sided test against the alternative that H
0
0 :  < 0. In an
observational study, an apparent absence of treatment e¤ect may be highly insensitive to
unmeasured biases, so that only a large bias, measured by  , could have masked a large
treatment e¤ect as an apparent absence of e¤ect. Again, an analogous procedure is used to
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conduct a sensitivity analysis for an equivalence test: for a specic    1, the hypothesis of
inequivalence H : j j   is rejected at level  if the upper bounds on the P -values testing
H0 would lead to rejection in an equivalence test; see Rosenbaum and Silber (2009) where
an absence of cost-savings from a certain medical practice was found to be insensitive to
unmeasured biases.
2.4 Design sensitivity: the sensitivity of a data generating process
If after matching for observed covariates, an observational study were free of bias from
unmeasured covariates u in the sense that Pr (Z = z j F ; Z ) = 2 I , and if the association
between treatment Z and response R were the consequence of a treatment e¤ect, not bias,
then there would be no way to know this from the data. Call the situation just described,
with an e¤ect and no unmeasured bias, the favorable situation. An investigator cannot
know if she is in the favorable situation, and the best she can hope to say is that the
conclusions are insensitive to small and moderate biases as measured by  . The power of
a sensitivity analysis is the probability that she will be able to say this when she is indeed
in the favorable situation. That is, for a specic  , the power of an -level sensitivity
analysis is the probability that the upper bound on the P -value in (4) is less than or equal
to , this probability being computed in the favorable situation.
In the favorable situation, there is typically a value e  called the design sensitivity such
that, as the sample size increases, I ! 1, the upper bound on the P -value in (4) tends
to zero when the analysis is performed with   < e  and it tends to 1 when the analysis is
performed with   > e . Somewhat more precisely, if the Yi are independent and identically
distributed observations from some distribution, and if H0 is rejected for a specic    1
when the upper bound on the P -value in (4) is  , conventionally  = 0:05, then the
probability of rejection or the power of the sensitivity analysis is tending to 1 for   < e  and
to 0 for   > e  as I !1; see Rosenbaum (2004; 2010b, Part III). For example, if Yi = +"i
where the "i are sampled from the standard Normal distribution and  = 1=2, then e  = 3:2
for Wilcoxons signed rank statistic and e  = 5:1 for the U-statistic (m1;m2;m) = (7; 8; 8),
whereas if  = 1 and the "i are sampled from the t-distribution on 3 degrees of freedom,
the corresponding design sensitivities are e  = 6:0 for Wilcoxons statistic and e  = 6:8 for
the U-statistic; see Rosenbaum (2011b, Table 3).
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3 E¤ect Modication in a Few Nonoverlapping Prespecied Groups
3.1 Combining independent P -values using their truncated product
Let P`, ` = 1; : : : ; L, be valid, statistically independent P -values testing hypotheses H`,
` = 1; : : : ; L, respectively, so Pr (P`  )   for all  2 [0; 1] if H` is true. In the context
of the current paper, the I pairs have been partitioned into L nonoverlapping groups of
pairs based on a pretreatment covariate controlled by matching, and H` asserts that there
is no treatment e¤ect in group `. The conjunction H^ = H1 ^H2 ^    ^HL asserts that
all L hypotheses are true, so H^ is Fishers H0 in §2.1. Fisher (1932) proposed testing the
conjunction H^ using minus twice the log of the product of the P -values,
QL
`=1 P`, which
is stochastically smaller than the chi-square distribution on 2L degrees of freedom if H^
is true, and is exactly chi-square distributed on 2L degrees if additionally Pr (P`  ) = 
when H` is true.
In general, a valid P -value must satisfy so Pr (P`  )   if H` is true, but it need not
satisfy Pr (P`  ) = . If H` is a composite hypothesis, then the composite hypothesis
may be true in a manner such that Pr (P`  ) < . For instance, if H` asserts that
the expectation is nonpositive for independent Normal random variables with constant
variance, then H` is true if the expectation is strictly negative, but in this case the P -value
from the t-test satises Pr (P`  ) < . As a consequence, Fishers method may be quite
conservative when H^ is false but many H` are true with Pr (P`  ) < , because this
makes
QL
`=1 P` excessively large.
This phenomenon occurs in an acute fashion in sensitivity analyses. If the L tests
have di¤erent design sensitivities, then for certain values of   some of the L P -values P`
are tending to zero with increasing sample size while others are tending to one. As a
consequence, for some values of  , one may see several very small P` and many others that
are near 1. The relevant question is whether there are an excess of very small P`s.
With general issues of this sort in mind, Zaykin, Zhivotovsky, Westfall and Weir (2002)
proposed testing H^ using a truncated product of P -values, P^ =
QL
`=1 P
(P`e)
` , where
 (E) = 1 if event E occurs and  (E) = 0 otherwise, so P^ is the product of the P -
values that are less than or equal to e. Taking e = 1 yields Fishers statistic, but takinge =  = 0:1 computes the product of those P -values less than or equal to 0.1.
Zaykin et al. (2002, p. 173) give the distribution of P^ when Pr (P`  ) =  and this
yields the needed null reference distribution of P^ when Pr (P`  )  . For e < 1, the
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truncated product P^ is a larger number than Fishers
QL
`=1 P`, so the null distribution of
P^ is stochastically larger than the gamma distribution for Fishers procedure, and the P -
value from P^ can be either larger or smaller than the P -value from Fishers
QL
`=1 P`. As an
example, consider the case of L = 2 hypotheses with e = 0:05, so only P -values  0:05 are
included in P^. The Bonferroni inequality would reject at level 0.05 with L = 2 hypotheses
ifmin (P1; P2)  0:05=2 = 0:025, and in this case P^  0:025 and
QL
`=1 P`  0:025; however,
Fishers method gives P -value 0.1172 if
QL
`=1 P` = 0:025 whereas the method of Zaykin
et al. (2002) gives P -value 0.05 if P^ = 0:025, so P^ rejects whenever the Bonferroni
inequality rejects and would also reject if P1 = P2 = 0:05, but Fishers method may not
reject when min (P1; P2)  0:025.
Zaykin et al. obtain the distribution of P^ by a calculus argument, but it may alterna-
tively but equivalently be written as a binomial mixture of gamma distributions. In this
paragraph, the exponential and gamma distributions refer to their standard forms with
scale parameter equal to one. Let Fk () be the cumulative gamma distribution with shape
parameter k, so that, in particular, Fk (w) = 0 for w < 0, and recall that the sum of k in-
dependent exponential random variables has distribution Fk (). If the P` are independent
uniform random variables, then for 0 < w  1
Pr (P^  w) =
LX
k=1

L
k
ek (1  e)L k 1  Fk   log wek

(6)
or in R,
Pr (P^  w) = sum(dbinom(1 : L; L; e)  (1  pgamma( log(w=(e^(1 : L))); 1 : L))):
To see (6), recall that: (i)   log (P ) is exponential if P is uniform, (ii) by the memoryless
property of the exponential distribution, the conditional distribution of E =   log (P=e)
given P  e is exponential, (iii) the probability that exactly k of the L independent
uniforms are less than or equal to e is  Lkek (1  e)L k, and (iv) the conditional cumulative
distribution of P^ given exactly k of the L independent uniforms are less than or equal toe is 1  Fk n  log w=eko. If the P` are independent and stochastically larger than the
uniform, Pr (P`  )  , then Pr (P^  w) is less than or equal to the right side of (6).
Indeed, if the P` are dependent but (P1; : : : ; PL)
T is stochastically larger than the uniform
distribution on the L-dimensional unit cube [0; 1]L, then Pr (P^  w) is less than or equal
to the right side of (6); see Brannath, Posch and Bauer (2002) and Rosenbaum (2011c, §2)
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for discussion of dependent P -values of this form.
3.2 Using the truncated product in sensitivity analysis
Suppose the I pairs are divided to L groups, ` = 1; : : : ; L, based on mutually exclusive
and exhaustive categories formed from an observed covariate, xij , controlled by matching,
so xi1 = xi2 for each i. In §1.2, the pairs were divided into L = 2 nonoverlapping groups
based on an age less than or equal to ten years or an age greater than ten years, where
the pairs were matched for age. Because these categories do not overlap and distinct pairs
are independent, analyses performed separately in each of the L groups are independent.
Let H` be the hypothesis asserting that there is no treatment e¤ect in the `th group of
pairs, so Fishers hypothesis of no e¤ect asserts that H` is true for every `, ` = 1; : : : ; L,
or H0 = H1 ^ H2 ^    ^ HL. For ` = 1; : : : ; L, using just the pairs in group `, let P`
be a P -value testing H` using the pairs in group ` and computed from (2) for a specic
unknown u and  = log ( ), and let P ` be the corresponding upper bound in (3). For
instance, in Table 1, P 1 and P 2 were computed separately for those under and over ten
years of age for several  .
If the bias is at most  , then (3) implies P`  P ` and Pr

P `   j F ; Z


Pr (P`   j F ; Z )   for  2 [0; 1], ` = 1; : : : ; L. Because the truncated product is
a monotone increasing function, it follows that P ^ =
QL
`=1

P `
P `e
is an upper
bound for P^ =
QL
`=1 P
(P`e)
` . Combining these two facts, if the bias is at most   then
Pr

P ^  w j F ; Z

 Pr (P^  w j F ; Z ) where Pr (P^  w j F ; Z ) is at most (6). If
we calculate w such (6) equals , conventionally  = 0:05, and if we reject H0 when
P ^  w, then we will falsely reject H0 with probability at most  if the bias is at most  .
Columns VII and VIII of Table 1 perform these calculations for the malaria data usinge = 0:05. In 1, P `, ` = 1; 2 are computed for young and old pairs, and these are combined
into the truncated product P ^, whose P -value is determined from (6). The results in
columns VII and VIII Table 1 testing H0 using P ^ are much less sensitive to bias than
the results in columns I and II using all of the pairs in a single analysis. To emphasize,
combining two independent sensitivity analyses yields less sensitivity to unmeasured bias
than a single sensitivity analysis that uses all of the data, and this occurred because the
treatment e¤ect appears to be much larger for children aged 10 or less. Indeed, the
sensitivity   for P ^ is only slightly worse than knowing a priori that attention should
focus on the young pairs in Table 1.
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The degree of sensitivity to unmeasured bias is a measurable fact in the data  for
example, H0 becomes marginally plausible in the last column of Table 1 for   > 6  but
the actual degree of bias in treatment assignment probabilities is not known. A bias of
  = 6 is a large bias, su¢ cient in magnitude to explain away the e¤ects of heavy smoking on
lung cancer in Hammonds (1964) study; see Rosenbaum (2002, §4.3.2). The last column
of Table 1 says that if the bias from unobserved covariates in (1) is at most   = 6 for all
values of the observed covariates x, then such a bias is too small to render plausible the
null hypothesis H0 of no e¤ect. It is, of course, possible that the maximum degree of bias
in (1) is di¤erent for di¤erent values of x, but it would have to exceed   = 6 for at least
some value of x to render H0 plausible. If one had reason to believe that departures from
random assignment were smaller at some values of x than at others, then a more complex
sensitivity analysis could have a di¤erent  x for each x. In the example with L = 2, ` = 1
for young, ` = 2 for old, Table 1 would then vary a 2-dimensional sensitivity parameter,
( 1; 2), comparing
QL
`=1

P `;`
P `;`e to (6). The last column in Table 1 would then
correspond with  1 =  2 =  .
3.3 Design sensitivity of the truncated product of P -values
Proposition 1 indicates that the pattern seen in Table 1 is the pattern expected in general
if the sample size, I, is su¢ ciently large. Although Proposition 1 is stated in terms of
matched pairs, a similar result and proof would apply for many situations that yield upper
bounds on P -values.
Proposition 1 Suppose there are L nonoverlapping subgroups of pairs dened by a covari-
ate controlled by matching, and allow the number of pairs I to increase, I ! 1, with L
xed, in such a way that the fraction of pairs in each subgroup is tending to a nonzero con-
stant. Suppose that the test in subgroup ` has design sensitivity e `. Then for any e with
0 < e  1, the design sensitivity of the truncated product P^ is e max = maxe 1; : : : ; e L.
Proof. If the sensitivity analysis is performed at a   > e max, then all L bounds P ` on
P -values are tending to 1 as I ! 1, so P ^ is tending to 1. Let `0 be any ` such thate `0 = e max. If the sensitivity analysis is performed with   < e max = e `0 , then P `0 is
tending to zero as I !1, and P ^ is also tending to zero. So the power of the sensitivity
analysis using P ^ is tending to 1 for   < e max and to zero for   > e max, proving the
proposition.
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3.4 Testing hypotheses about subgroups using closed testing
Rejecting H0 in §3.2 suggests there is an e¤ect in at least one subgroup `, but it does not
provide an inference about specic subgroups. Of course, it would be interesting to know
which subgroups are a¤ected.
Closed testing was proposed by Marcus, Peritz and Gabriel (1976) as a general method
for converting a test of a global null hypothesis into a multiple inference procedure for
subhypotheses. Let L  f1; 2; : : : ; Lg be a nonempty subset, and let HL =
V
`2LH` be
the subhypothesis that asserts H` is true for ` 2 L, so HL asserts that a specic set of jLj
hypotheses are all true. Let PL =
Q
`2L P
(P`e)
` and P L =
Q
`2L

P `
P `e
be the
truncated products of P -values for these hypotheses, these being compared to (6) with jLj
in place of L. Closed testing rejects HL at level  if PL0   for all L0 such that L  L0,
and Marcus et al. (1976) show that the chance that closed testing rejects at least one true
hypothesis is at most . Of course, PL depends upon the unknown u and  = log ( ) in
(2), but if the bias is at most  , then PL  P L, and a procedure that rejects HL at level
 if P L0   for all L0 such that L  L0 will falsely reject a true null hypothesis with
probability at most .
Using the U-statistic in Table 1 with   = 1, closed testing rejects no e¤ectH0 = H1^H2,
and then rejects both H1 and H2. Using the U-statistic in Table 1 with   = 6, closed
testing rejects no e¤ect H0 = H1 ^H2, and then rejects H1 but not H2. In words, there
is some evidence of a treatment e¤ect for both those under and over ten years of age, the
evidence about the young children being insensitive to a large bias of   = 6, while the
evidence for older individuals is sensitive to some biases smaller than   = 2.
3.5 Simulation when several groups are dened a priori
Table 2 simulates the power of a 0.05-level sensitivity analysis testing the null hypothesis
of no e¤ect, H0, that is, the probability that the upper bound (3) on the one-sided P -
value is at most 0.05. In Table 2, four sampling situations are considered, in which the
Yi are independent and Y1; : : : ; Y500  N (1; 1) and Y501; : : : ; Y1000  N (2; 1). Two
test statistics are compared, Wilcoxons statistic with (m1;m2;m) = (2; 2; 2) and the U-
statistic with (m1;m2;m) = (7; 8; 8). Eight testing methods are used. The one-test
method uses all 1000 matched pairs. The other methods compute two bounds P 1 and
P 2, on two P -values and combine them. The truncated product of P -values is used with
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e = 0:05, 0.10, 0.015 and 0.20, and Fishers method is used, the last being the same ase = 1. The Bonferroni inequality rejects if minP 1; P 2  0:05=2. The Simes (1986)
procedure rejects if either min

P 1; P 2

 0:05=2 or max

P 1; P 2

 0:05. Each
sampling situation is replicated 10,000 times, so the power is estimated with a standard
error of at most
p
0:25=10; 000 = 0:005. By denition, the Simes procedure is always at
least as powerful as the Bonferroni procedure, and as expected from Rosenbaum (2011b),
(m1;m2;m) = (7; 8; 8) yields more power than Wilcoxons statistic.
Table 2 exhibits some notable patterns. In Table 2, there are 12 contests among
methods dened by four patterns of (1; 2) and three values of  . The single test based
on the U-statistic with all pairs is best when there is no e¤ect modication, 1 = 2, but it is
only slightly better in this case than Fishers combination (e = 1) or the truncated product
P^ with e = :2 when applied to the U-statistic. However, even for slightly unequal e¤ects,
1 = :6 > :4 = 2, the single test is inferior to all methods that combine two independent
P -values, and the gap in performance widens as j1   2j increases. In the cases covered by
Table 2, Fishers method o¤ers little advantage over the truncated product P^ with e = :2,
and Fishers method is inferior in several cases. In Table 2, the truncated product P^ withe = :05 is similar to the Bonferroni and Simes procedures, though perhaps ever so slightly
more powerful. As suggested by considerations of the design sensitivity in Proposition 1
and related results for the Bonferroni inequality (Rosenbaum and Silber 2009), the power
of the single test may be tending to zero while methods that combine P -values may have
power tending to one as I !1. The one disaster in Table 2 is not competitive in terms of
power in any of the 12 contests: it is Wilcoxons statistic applied to all I pairs. Moreover,
with   = 5, 1 = 1 > 0 = 2, both the Wilcoxon method and the U-statistic have power
0.00 using the one-test method and power 1.00 using all methods that combine two-P -
values. Reducing e increases power when 1  0:6 > 0:4  2 and reduces power when
1 = 2. Table 3 is similar, except there are now ve groups rather than two groups, 200
pairs per group rather than 500 pairs, with logistic errors rather than Normal errors.
3.6 Designs other than matched pairs
Although the example in §1.2 involves matched pairs, because (6) combines P -values, it
may be used with any design and method of sensitivity analysis that yields upper bounds
on P -values. For instance, if each treated person had been matched to three untreated
controls for age and gender, then the matched sets could be grouped into age  10 and
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> 10, as in §3.2, yielding for each    1 a pair

P 1; P 2

of upper bounds on the
two P -values derived from separate sensitivity analyses in the two age groups, and these
could be combined as before using (6). The computation of P 1 and P 2 for matched
sets with more than one control is not di¢ cult, though it is slightly di¤erent than (4);
see, for instance, Rosenbaum (2007b, §4). With either pairs or sets, the pairing may be
supplemented by covariance adjustment for an observed covariate incompletely controlled
by matching; see Rosenbaum (2007b, §5).
In full matching, a matched set has either: (i) one treated subject and one or more
controls, or (ii) one control and one or more treated subjects; see Rosenbaum (1991)
for motivation, and see Hansen and Klopher (2006) and Hansen (2007) for optimal full
matching as implemented in R. Full matching can use every available subject, and it is
the structure of the closest match that does use every subject. Sensitivity analysis for full
matching has the same form as sensitivity analysis for matching with multiple controls, as
discussed in the previous paragraph.
4 E¤ect Modication Discovered Using the Data
4.1 Locating possible e¤ect modication by grouping pairs
In §3, the investigator came to the data with an a priori partition of the pairs based on
observed covariate xi. Can one obtain appropriate inferences using a partition discovered
with the aid of the data at hand?
If Fishers hypothesis H0 of no e¤ect were true, then jYij = jrCi1   rCi1j is a function
of F , and hence is xed by conditioning on F in (2). In testing H0 using (2), we may,
therefore, select a specic test statistic having examined jYij while obtaining the same level
 for this test as if we had selected the test based on a priori considerations. For instance,
in a di¤erent context, Jones (1979) uses this approach to improve e¢ ciency. This would
not be true if we used Yi rather than jYij to select the test, because unlike jYij, the signed
di¤erence Yi depends on Z even under H0 and it is not a function of F , so it is not xed
by conditioning on F . Because xi1 = xi2 = xi is in F , xi is also xed by conditioning on
F in (2).
We would like to select a test statistic that would yield good power in a sensitivity
analysis in the favorable situation, that is, if H0 were false because the treatment actually
had an e¤ect and if Yi were correctly describing that e¤ect because there actually is no
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unmeasured bias, Pr (Z = z j F ; Z ) = 2 I for each z 2 Z. In this case, with good power,
we would be likely to be able to assert that the observed association between treatment
Zij and outcome Rij cannot easily be dismissed as noncausal  that only a moderately
large bias could explain it. In the current paragraph only, suppose that we are in the
favorable situation and before conditioning on F , the treated-minus-control di¤erence in
outcomes Yi in pairs matched for xi was generated by Yi =  (xi) + i where  (xi)  0
and all of the i were sampled independently from the same continuous, unimodal density
symmetric about 0. For instance, in Table 2, this model applied with  (xi) = 1  0 or
 (xi) = 2  0 and with i having the standard Normal distribution. We cannot estimate
 (xi) from jYij and xi under this model, but we do know that jYij is stochastically larger
than jYi0 j if  (xi) >  (xi0); see Jogdeo (1977, Theorem 2.2). This suggests dening groups
in terms of xi empirically using the jYijs so that, at certain xi values, the distribution of
jYijs appears to be larger. A simple strategy takes the ranks of the jYijs, regresses these
ranks in some fashion on the xi, identies a group of xis associated with large ranks of
jYijs, and then performs the test and sensitivity analysis in this group.
Several di¢ culty suggest themselves. If the distribution of i were not the same, but
became more unstable at some values of xi, then large jYij at these xi might indicate greater
instability rather than a higher median  (xi), and there is no point in giving greater weight
to more unstable Yi. Similarly, if some  (xi)s were positive, other  (xi)s were negative,
then jYij would not reveal this. Ultimately, despite these di¢ culties, one would like a
procedure that is never much worse than the aggregate test, but sometimes much better.
We proceed naively at rst in §4.2, ignoring these potential di¢ culties, and then fully
address them in §4.3.
4.2 Example: Values of xi associated with large jYij
In §1.2, the matching controlled for age and gender. Using the regression trees of Breiman
et al. (1983), as implemented in R with default settings in the rpart package of Therneau
and Atkinson (1997), we regressed the ranks of jYij on age and gender. Working with
these ranks of absolute di¤erences in outcomes, the algorithm ignored gender and split age
into four bins with three cuts at 7.5 years, 17.5 years and 32.25 years. Beginning with the
youngest, the bins contained 340 individuals under age 7.5, 243 between 7.5 and 17.5, 413
between 17.5 and 32.25, and 564 at least 32.5 years old, where 1560 = 340+243+413+564.
The ranks, of course, ranged from 1 to 1560, but the mean ranks were 1241 below age 7.5,
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992 between ages 7.5 and 17.5, 659 between 17.5 and 32.5, and 501 above 32.5. This
partition turned out to be fairly good advice.
If one connes attention to the 340 children under age 7.5 with the largest mean ranks
of jYij, then the sensitivity analysis for the U-statistic with (m1;m2;m) = (7; 8; 8) yields an
upper bound (4) on the one-sided P -value of 0.030 at   = 6, similar to Table 1 which cut
at 10 years and used 447 pairs. If the split is made at 17.5 years, using 340 + 243 = 583
pairs, the results are more sensitive to bias, with an upper bound on the one-sided P -value
of 0.16 at   = 6.
To repeat, we may select pairs to analyze based on the relationship between jYij and
xi, because under H0 these quantities are functions of F , which is xed by conditioning
in (2), so this process of selecting pairs does not a¤ect the level  of the test, although
it is expected to a¤ect the power and the design sensitivity. In the example, using the
youngest pairs in this way yielded much less sensitivity to bias than using either all pairs
in Table 1 or the two youngest groups combined, those under age 17.5.
There are several di¢ culties with the approach just described. First, as mentioned in
§4.1, large values of jYij at certain values of xi are compatible with either a large typical
e¤ect,  (xi), or with greater instability at this xi, and we cannot distinguish these before
looking at Yi and Z, which we cannot do without a¤ecting the level of the test. Second,
combining a few leaves of a small tree may produce higher expected ranks of jYij, but it
also a lowers the sample size, and one cannot shop around for the most favorable of several
analyses without paying a price for multiple testing. Section 4.3 provides a solution that
always yields the highest design sensitivity.
4.3 Multiple analyses derived from regression trees
Instead of performing one test of H0, as in §4.2, while being uncertain as to which one
test to perform, the current section performs four tests of one H0, adjusting for multiple
testing using the technique in Rosenbaum (2012). The four tests concern hypotheses H1,
H12, H123, and H1234 in Figure 3, where H1234 is the same as Fishers hypothesis H0 of no
e¤ect. Because these are four tests of one null hypothesis, all computed from the same
data, the tests are highly correlated, and a correction for multiple testing that takes the
high correlation into account is a small correction. Specically, the problem is represented
as picking the largest of four standardized deviates computed from statistics that score the
jYijs di¤erently. Under mild conditions, for each  , the large sample joint null distribution
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of these four standardized deviates is a correlated multivariate Normal distribution, with
known correlation, from which the relevant correction for multiple testing is derived; see
Rosenbaum (2012) for specics. It is shown there that this multiple test procedure has
the largest design sensitivity of the four component tests. The number of tests depends
upon the number of leaves of the regression tree, namely four in §4.2, but under H0 the
jYijs and xis are xed by conditioning on F , so the regression tree is xed, and so is the
number of tests.
The rst test uses the one bin with the highest tted jYij in §4.2, namely the 340
pairs with age below 7.5 years, the second test combines the two highest bins, that is the
340 + 243 = 583 pairs with age below 17.5 years, the third test uses the three highest
bins, and the fourth test uses all the pairs. In (5), the U-statistic (m1;m2;m) = (7; 8; 8) is
computed using I = 340 pairs, using I = 340+243 = 583 pairs, using I = 340+243+413 =
996 pairs, and using all I = 1560 pairs.
Taking this approach, the largest of the four standardized deviates is found using the
children under age 7.5 years, and after correcting for multiple testing, the upper bound
on the one-sided P -value for the four-test procedure is 0.0475 at   = 5:8. So the four-
test procedure is almost as insensitive as knowing a priori that the test should focus on
children under age 7.5, because in §4.2 that single test had a P -value bound of 0.030 at
  = 6. Again, this is expected in large samples because the combination of four tests
has the same design sensitivity as the best of the four individual tests (Rosenbaum 2012,
Proposition 2).
The computations are straightforward in R. The L = 4 bins in Figure 3 were obtained
by regressing the ranks of jYij on age and gender using the rpart package. Other methods
of regression might be substituted. The trade-o¤ is between larger predicted ranks of jYij
and a smaller sample size, so the four hypotheses involve the one, two, three or four groups
with the largest predicted ranks of jYij as indicted by the horizontal lines in Figure 3, with
sample sizes I = 340, I = 583 = 340 + 243, I = 996 = 340 + 243 + 413, and I = 1560.
The on-line appendix to Rosenbaum (2011b) at the journals web-page contains the few
lines of R-code computing qi for xed I in (5) with a numerical example. The rank scores
qi of jYij are scored for the U-statistic (m1;m2;m) = (7; 8; 8) using (5) separately for each
group with its own value of I, then qi is set to 0 for pairs not in this group; e.g., qi is
determined from (5) for the I = 340 children in the youngest group under age 7.5 years,
with ai ranging from 1 to 340; then qi is set to zero for the 1560  340 = 1220 individuals
over age 7.5. This creates four signed rank statistics with the same sgn(Yi) but with four
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di¤erent rank scores qi. As I !1, there is a single u in (2) that provides the upper bound
(3) for all L = 4 signed rank statistics, and the L = 4 upper bound statistics T tend to an
L = 4 dimensional Normal distribution as I !1 with easily computed covariance matrix
given by Lemma 1 in Rosenbaum (2012). The relevant tail-probability is one minus the
probability in a lower quadrant of this L-dimensional Normal distribution and is computed
using the pmvnorm function in the mvtnorm package in R; see Rosenbaum (2012, §2.2).
4.4 Simulation with groups discovered using regression trees
The simulation compares the power of a sensitivity analysis with one test using all I pairs
(called one-test) to tree-based grouping and multiple testing (called tree). The tree
procedure is the same as in §4.2: it (i) nds the tree-based regression of the ranks of jYij
on a covariate xi, yielding say L leaves, (ii) forms L overlapping groupings of the I pairs,
the rst consisting of all I pairs, the second omitting the one leaf with the lowest mean
rank of jYij, the third omitting the two lowest leaves, and so on, until the Lth which uses
the one leaf with the highest mean rank, (iii) calculates L test statistics for the L groups,
and corrects the smallest upper bound on the L P -values using the method in Rosenbaum
(2012).
The sampling situation is the same as in Table 2, but permits unequal variances: there
are I = 1000 independent pairs, the rst 500 pairs having Yi = 1 + 1i, i = 1; : : : ; 500,
the last 500 pairs having Yi = 2 + 2i, i = 501; : : : ; 1000, where i  N (0; 1). Because
(1 + 2) =2 = 0:5 and 21 + 
2
2 = 2 in all nine columns of Table 4, the mean pair di¤erence
Y = I 1
P
Yi is N (0:5; 1=1000) in all nine columns.
Unlike Table 2, the procedure regresses the rank of jYij on the covariatei and must
discover the single step from 1 to 2 at i = 500. In Table 4, there is no step to discover
when 1 = 2. The situations 1 = 2 = 0:5, 21 = 1:5, 
2
2 = 0:5 (column 5) and 1 = 0:75,
2 = 0:25, 21 = 0:5, 
2
2 = 1:5 (column 7) are unfavorable to the tree-based test: in both
situations, the jYij are elevated where ` is not elevated because of a larger variance 2` , so
the tree-procedure emphasizes the wrong stratum.
The sensitivity analysis is done using the U-statistic with (m1;m2;m) = (7; 8; 8) or
Wilcoxons statistic both with   = 4. The design sensitivity using (7; 8; 8) and all pairs ise  = 5:1 for 1 = 2 = 0:5, and is e  = 40:5 for 1 = 2 = 1, whereas for Wilcoxons statistic
it is e  = 3:2 for 1 = 2 = 0:5 and e  = 11:7 for 1 = 2 = 1; see Rosenbaum (2011b, Table
3). If the U-statistic is used and 1 = 1, 2 = 0, then the design sensitivity in group 1
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would be e  = 40:5 if groups 1 and 2 are successfully distinguished; however, the average
e¤ect if the groups are merged remains (1 + 2) =2 = 0:5.
In Table 4, each sampling situation is replicated 10,000 times. For   = 4, Table 4
reports the power as the proportion of times the upper bound on the P -value was less than
or equal to  = 0:05. Table 4 also reports the median upper bound on the P -value for
  = 4. The parameters of the rpart function in R are set to require each leaf of the tree
to include at least 50 pairs (minsplit=100, minbucket=50).
If the tree-based splitting makes no split, then the one-test and tree-test procedures
are the same, yielding the same upper bound on the P -value. The frequency of ties in the
P -values is recorded in Table 4, as is the number of times the one-test procedure had the
smaller P -value, and the number of times that the tree-procedure had the smaller P -value.
Table 4 also reports the number of trees of 10,000 with 1, 2, 3 or > 3 leaves. The ideal
tree would have 1 leaf if 1 = 2 and two leaves if 1  2.
When 21 = 
2
2 in Table 4, the tree-procedure performs either acceptably or extremely
well. In column 1 of Table 4, when 1 = 2 = 0:5 with 21 = 
2
2, the tree procedure does
little harm, because in more than 95% of cases no split is made. In contrast, when 1 = 1
and 2 = 0 with 21 = 
2
2, the gains from the tree procedure are enormous. When 1 = 0:6
and 2 = 0:4 with 21 = 
2
2, there are small gains. The tree procedure does some harm
in the case 1 = 2 = 0:5 with 21 = 1:5, 
2
2 = 0:5, doing two tests in about 95% of cases
and correcting for multiple testing when it would be better to do one test. Because the
tree-based procedure does a test using all I pairs, at worst it pays an unnecessary price for
multiple testing.
Not shown in Table 4 but as expected from theory, under the null hypothesis of no
e¤ect in a randomization test with   = 1, the tree-based splitting procedure had the
correct level. In 10,000 simulated situations with 1 = 2 = 0, 21 = 
2
2 = 1, the tree-based
splitting procedure using Wilcoxons test falsely rejected no e¤ect in 474 cases (4.74%)
whereas a conventional single application of Wilcoxons test to all pairs falsely rejected
in 476 cases (4.76%). Using the U-statistic with (m1;m2;m) = (7; 8; 8), the tree-based
splitting procedure falsely rejected in 4.86% of cases whereas a single application of U-
statistic to all pairs falsely rejected in 4.90% of cases. In 96% of cases, the tree-based
splitting procedure did not split, so only one test using all pairs was actually performed.
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5 Discussion: summary; sample spitting to identify e¤ect modication; appli-
cation to evidence factors
Other things being equal, larger e¤ects are less sensitive to unmeasured biases than smaller
e¤ects. When the magnitude of e¤ect varies with an observed covariate xij controlled by
matching but the stability of the responses does not vary with xij , the results may be less
sensitive to bias for a subset of pairs dened by xij . Both an a priori grouping of pairs
and a grouping discovered in the data have been considered in §3 and §4, respectively. Use
of closed testing converts a test of the global null hypothesis H0 of no e¤ect at all into
a multiple testing procedure that provides separate sensitivity analyses within subgroups
dened by xij .
When the sample size I is large, an alternative to the tree-procedure in §4 is sample
splitting, as discussed by Heller et al. (2009). In this case, a fraction, perhaps 10%, of
the pairs are sampled at random. On the basis of this 10% planning sample, the study
is designed, perhaps identifying e¤ect modication in certain groups dened by xij . The
planning sample is then discarded, and there is now an a priori plan for the analysis of
the remaining 90% of the pairs. Although sample splitting discards some data, it can use
the Yis to form groups, thereby avoiding certain potential errors discussed in §4 that can
arise when jYijs are used to form groups. In a di¤erent context, Zhang et al (2011) used
sample splitting to increase design sensitivity in an observational study.
As discussed in §3, when compared to Fishers method, Zaykin et al. (2002)s trun-
cated product of P -values pays little attention to the very large P -values that can arise in
sensitivity analysis, focusing instead on the number and size of the small P -values. This
is relevant to e¤ect modication as seen in §3, but also to other sensitivity analyses that
combine P -values, for instance with evidence factors (Rosenbaum 2011c, Zhang et al 2012).
Data Appendix
The GARKI project is described by Molineaux and Gramiccia (1980). Assignment to treat-
ment or control groups was based on the judgement and convenience of the investigators
(Molineaux and Gramiccia 1980, pages 28-30). Issues that weighed on the investigators
minds in assigning treatments included the practical aspects of spraying the insecticide,
frequent data collection about mosquitoes, obtaining repeated blood samples, geography
and logistics. Of 7777 study participants, 2599 did not have two blood measurements
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before treatment and two after treatment, leaving 5178 subjects for our analysis, of whom
1560 were treated and 3618 were control. The 1560 pairs were formed by matching for
age and gender using the pairmatch function in the optmatch package in R (Hansen 2007)
applied to a distance matrix that combined a caliper on an estimated propensity score with
a rank based Mahalanobis distance (Rosenbaum 2010b, §8).
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Table 1: Various sensitivity analyses for the treated-minus-control di¤erence in after-minus-
before changes in parasite frequency in blood samples. The aggregate analyses use all
I = 1560 matched pairs. There are 447 pairs in the young group, age 10 or under, and
1113 pairs in the older group, greater than age 10. The table gives the upper bound on the
one-sided P -value. Sensitivity analyses using the truncated product of subgroup specic
P -values use e = 0:05. In each column, the largest P -value less than or equal to 0.05 is in
bold.
Analysis Aggregate Subgroup Specic Trucated Product
Label I II III IV V VI VII VIII
Statistic Wilcoxon U-statistic Wilcoxon U-statistic Wilcoxon U-statistic
(m1;m2;m) (2,2,2) (7,8,8) (2,2,2) (7,8,8) (2,2,2) (7,8,8)
Sample Size 1560 1560 447 1113 447 1113 1560 1560
  All All Young Old Young Old P -values combined
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1.9 0.011 0.000 0.000 1.000 0.000 0.967 0.000 0.000
2 0.072 0.000 0.000 1.000 0.000 0.991 0.000 0.000
2.6 0.996 0.034 0.000 1.000 0.000 1.000 0.000 0.000
3 1.000 0.365 0.000 1.000 0.000 1.000 0.001 0.000
4 1.000 1.000 0.071 1.000 0.000 1.000 1.000 0.000
5 1.000 1.000 0.524 1.000 0.004 1.000 1.000 0.010
6 1.000 1.000 0.905 1.000 0.025 1.000 1.000 0.049
6.5 1.000 1.000 0.969 1.000 0.048 1.000 1.000 0.094
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Table 2: Power of a 0.05-level sensitivity analysis testing the null hypothesis of no treatment
e¤ect when the analysis is performed with   = 3, 4, or 5. There are 500 matched pairs
with Yi s N(1; 1) and 500 matched pairs with Yi s N(2; 1). The statistics are either
Wilcoxons (W) statistic or the U-statistic (U) with (m1 = 7;m2 = 8;m = 8). The
combined test uses all 1000 pairs, whereas the other four methods each combine two P -
values. Each situation is sampled 10,000 times.
  = 3   = 4   = 5
W U W U W U
Equal e¤ects 1 = 0:5 and 2 = 0:5
Combined 0.15 1.00 0.00 0.53 0.00 0.04
Truncated e = 0:05 0.11 0.97 0.00 0.37 0.00 0.04
Truncated e = 0:10 0.11 0.98 0.00 0.41 0.00 0.03
Truncated e = 0:15 0.12 0.99 0.00 0.45 0.00 0.04
Truncated e = 0:20 0.13 0.99 0.00 0.48 0.00 0.04
Fisher 0.13 0.99 0.00 0.48 0.00 0.04
Bonferroni 0.10 0.97 0.00 0.35 0.00 0.03
Simes 0.11 0.97 0.00 0.36 0.00 0.03
Slightly unequal e¤ects 1 = 0:6 and 2 = 0:4
Combined 0.13 0.99 0.00 0.51 0.00 0.04
Truncated e = 0:05 0.66 1.00 0.02 0.85 0.00 0.39
Truncated e = 0:10 0.65 1.00 0.02 0.84 0.00 0.35
Truncated e = 0:15 0.60 1.00 0.01 0.80 0.00 0.30
Truncated e = 0:20 0.57 1.00 0.01 0.77 0.00 0.26
Fisher 0.51 1.00 0.01 0.76 0.00 0.22
Bonferroni 0.67 1.00 0.02 0.85 0.00 0.38
Simes 0.67 1.00 0.02 0.85 0.00 0.38
Unequal e¤ects 1 = 0:75 and 2 = 0:25
Combined 0.06 0.98 0.00 0.37 0.00 0.02
Truncated e = 0:05 1.00 1.00 0.82 1.00 0.17 0.99
Truncated e = 0:10 1.00 1.00 0.80 1.00 0.16 0.99
Truncated e = 0:15 1.00 1.00 0.76 1.00 0.12 0.98
Truncated e = 0:20 1.00 1.00 0.73 1.00 0.11 0.98
Fisher 1.00 1.00 0.66 1.00 0.07 0.96
Bonferroni 1.00 1.00 0.82 1.00 0.17 0.99
Simes 1.00 1.00 0.82 1.00 0.17 0.99
E¤ect only in stratum 1 1 = 1:00 and 2 = 0:00
Combined 0.00 0.89 0.00 0.09 0.00 0.00
Truncated e = 0:05 1.00 1.00 1.00 1.00 1.00 1.00
Truncated e = 0:10 1.00 1.00 1.00 1.00 1.00 1.00
Truncated e = 0:15 1.00 1.00 1.00 1.00 1.00 1.00
Truncated e = 0:20 1.00 1.00 1.00 1.00 1.00 1.00
Fisher 1.00 1.00 1.00 1.00 1.00 1.00
Bonferroni 1.00 1.00 1.00 1.00 1.00 1.00
Simes 1.00 1.00 1.00 1.00 1.00 1.00
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Table 3: Power of a 0.05-level sensitivity analysis testing the null hypothesis of no treatment
e¤ect when the analysis is performed with   = 4. For j = 1; :::; 5, there are 200 matched
pairs with Yi = j + i, making 1000 pairs in total, where i are independent observations
from the standard logistic distribution. The statistics are either Wilcoxons (W) statistic
or the U-statistic (U) with (m1 = 7;m2 = 8;m = 8). The combined test uses all 1000
pairs, whereas the other methods each combine ve P -values. Each situation is sampled
10,000 times.
(1; 2; 3; 4; 5) (1,1,1,1,1) (1.5,1,1,1,.5)
Statistic W U W U
Combined 0.02 0.76 0.01 0.71
Truncated e = 0:10 0.01 0.52 0.46 0.86
Truncated e = 0:15 0.01 0.59 0.40 0.87
Truncated e = 0:20 0.01 0.62 0.37 0.88
Fisher 0.01 0.68 0.34 0.88
Bonferroni 0.02 0.25 0.68 0.83
Simes 0.02 0.28 0.68 0.85
(1; 2; 3; 4; 5) (1.2,1.2,1.2,0,0) (1.2,1.2,0,0,0)
Statistic W U W U
Combined 0.00 0.00 0.00 0.00
Truncated e = 0:10 0.31 0.84 0.15 0.59
Truncated e = 0:15 0.31 0.86 0.12 0.54
Truncated e = 0:20 0.30 0.85 0.09 0.48
Fisher 0.18 0.75 0.03 0.25
Bonferroni 0.21 0.64 0.15 0.50
Simes 0.22 0.68 0.15 0.52
(1; 2; 3; 4; 5) (1.2,1,1,.8,0) (1.5,0,0,0,0)
Statistic W U W U
Combined 0.00 0.01 0.00 0.00
Truncated e = 0:10 0.04 0.49 0.38 0.47
Truncated e = 0:15 0.03 0.50 0.28 0.34
Truncated e = 0:20 0.03 0.50 0.21 0.25
Fisher 0.01 0.44 0.07 0.05
Bonferroni 0.08 0.36 0.69 0.80
Simes 0.08 0.38 0.69 0.80
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Table 4: Power of a 0.05-level sensitivity analysis testing the null hypothesis of no treatment
e¤ect with tree-based testing and with one test using all pairs. There are I = 1000 pairs,
Yi = 1 + 1i for i = 1; :::; 500 and Yi = 2 + 2i for i = 501; :::; 1000 where is are
independently drawn from the standard Normal distribution. In all 9 sampling situations,
the mean of the 1000 pairs is Normal with expectation 0.5 and variance 1/1000. The one-
test P -value uses all 1000 pairs. The tree-testing P -value performs L component tests if
there are L leaves, adjusting for multiple testing, and one of these L component tests uses
all 1000 pairs. The sensitivity analysis is done at   = 4.
Parameters Sampling Situation: 1, 2, 21, 
2
2
1 0.50 0.60 0.75 1.00 0.50 0.75 0.75 0.75 1.00
2 0.50 0.40 0.25 0.00 0.50 0.25 0.25 0.25 0.00
21 1.00 1.00 1.00 1.00 1.50 1.50 0.50 1.00 1.00
22 1.00 1.00 1.00 1.00 0.50 0.50 1.50 1.00 1.00
1=1 0.50 0.60 0.75 1.00 0.41 0.61 1.06 0.75 1.00
2=2 0.50 0.40 0.25 0.00 0.71 0.35 0.20 0.25 0.00
Statistic U statistic with (m1 = 7;m2 = 8;m = 8) Wilcoxon
Procedure Power of a 0.05-level Sensitivity Analysis
One Test (O) 0.53 0.51 0.37 0.08 0.26 0.58 0.02 0.00 0.00
Tree Testing (T) 0.53 0.56 0.91 1.00 0.20 0.92 0.02 0.66 1.00
Higher power Tie T T T O T Tie T T
Procedure Median Upper Bound on the P -value
One Test 0.043 0.048 0.086 0.308 0.143 0.036 0.626 1.000 1.000
Tree Testing 0.043 0.038 0.000 0.000 0.195 0.003 0.657 0.015 0.000
Procedure Which procedure had the smaller P -value?
Methods Tied 9543 8066 1074 0 0 0 6622 1065 0
One test wins 334 401 27 0 9957 213 3279 0 0
Tree testing wins 123 1533 8899 10000 43 9787 99 8935 10000
Description of the tree
Leaves = 1 9543 8066 1074 0 0 0 6622 1065 0
Leaves = 2 387 1742 8424 9514 9462 9573 3100 8492 9495
Leaves = 3 65 179 449 425 465 374 253 399 448
Leaves > 3 5 13 53 61 71 53 25 44 57
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Figure 1: Age and parasite density in 1560 treated/control pairs matched for age and sex.  After 
matching, the distribution of ages is similar, whereas the after‐minus‐before changes in parasite density 
exhibit a greater decline in the treated group.  The treated‐minus‐control pair differences in changes in 
parasite density are typically negative, though many are near zero, with a long thick negative tail to their 
density. 
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Figure 2:  Density of the treated‐minus‐control difference in changes in parasite density separately for 
pairs of children 10 years old or younger and for individuals older than 10 years. 
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Figure 3:  The regression tree formed four groups of matched pairs fitting rank(|Yi|) using age and 
gender, where it decided to ignore gender.  As it turned out, the fitted means of rank(|Yi|) were 
decreasing in age, so four hypotheses were tested simultaneously: (i) H1 no effect for age < 7.5, (ii) H12 
no effect for age < 17.5, (iii) H123 no effect for age < 32.5, (iv) H0 = H1234 no effect for every age.  The 
smallest P‐value was for H1 at G=5.8, and after correcting for multiple testing it was 0.0475. 
Regression Tree
Age<17.5 Age>17.5
Age<7.5 Age>7.5 Age<32.25 Age>32.25
Mean rank 1241 992 659 501
# Pairs 340 243 413 564
Hypotheses
H1
H12
H123
H1234
