We investigate the role of the 1-and ∞-norm of eigenvectors in spectral graph theory. In particular, we produce several randomized algorithms which show that various graph-theoretic parameters can be tightly bounded to within a linear factor of eigenvalues depending upon the norms of the corresponding eigenvectors. Further, in some cases, these inequalities can determine the parameters exactly. Our results include: a spectral bound for the densest subgraph problem, an adapted converse to the Expander Mixing Lemma, and spectral methods for 2-and 3-coloring graphs.
Introduction
It is well-known that many graph properties can be studied by considering the spectrum of certain corresponding matrices. In fact, the underlying concept of spectral graph theory is to translate combinatorial problems into linear algebra whereby each variable (or vector component) is restricted to a small set of values. Using eigenvalues and eigenvectors, one can generate approximation solutions to the original combinatorial problem with provable guarantees.
These guarantees are the basis for many approximation algorithms regarding various combinatorial problems, including graph partitioning [15] and the maxflow problem [10] , among others [1, 16] . However, in most cases, these guarantees are tightly controlled by a specific eigenvalue but not within a linear factor.
In this article, we will derive quantified guarantees for three combinatorial problems: the densest subgraph problem, discrepancy, and graph coloring. Our contribution is to provide several spectral bounds for these problems that consider the eigenvector norms in addition to the eigenvalues. These bounds are tight to within a linear factor, and hence, in many cases provide an improvement over existing bounds. The common thread among our results is two-fold. First, the main techniques we use are probabilistic. In particular, in order to prove our results, we produce a randomized algorithm based on the eigenvalues and eigenvectors to generate an instance (e.g., a set, a pair of sets, or a coloring) which achieves the given bound in expectation. The second common element is the notion that eigenvector norms can elegantly bound these combinatorial parameters. In fact, a recurring theme will be to provide "sandwich" variations of classical norm inequalities including Hölder's inequality and the norm-equivalence inequalities.
The densest subgraph of a graph is the subgraph with the largest average degree. In many cases, the densest subgraph is in fact the whole graph itself. There are polynomial-time algorithms to find the optimal subgraph [9] . However, a more interesting problem arises when the size of the desired subgraph is fixed or constrained; in which case, finding the optimal subgraph is NP-hard [8] .
In Section 3, we relate the maximum subgraph density, ρ G , to the maximum eigenvalue by proving the following (Theorem 1):
where v is a corresponding unit eigenvector to λ max . Next, in Section 4, we investigate the relationship between the discrepancy of the the graph and the the second largest singular value, σ 2 = max[λ 2 , −λ min ]. Loosely speaking, the discrepancy describes how "random-like" a graph is by comparing the portion of vertices within two sets to the number of edges between them. Specifically, the discrepancy of a d-regular graph is defined as the least constant, β, such that for all sets of vertices S, T :
The Expander Mixing Lemma [2] and its celebrated "converse" by Bilu and Linal [4] , together show that the discrepancy of a graph is tightly controlled by σ 2 to within a logarithmic factor
where the left-hand side is the standard Expander Mixing Lemma and the righthand side is the "converse." Bilu and Linial show, further, that the logarithmic factor is necessary [4] . We will derive an alternative "converse" Expander Mixing Lemma by replacing this logarithmic factor with a factor determined by the norms of the corresponding eigenvector. We prove (Theorem 2):
where v is a corresponding unit eigenvector to σ 2 . In addition, we apply these techniques to several variations of discrepancies specific to directed graphs, extending the work of Butler [5] (Theorem 3) as well as Chung and this author [7] (Theorem 4). Finally, in Section 5, we relate the minimum eigenvalue to coloring the graph. It is a classical result in spectral graph theory that λ min = −λ max if and only if the graph is bipartite (i.e., 2-colorable). A "converse" of these concepts applies as well: Bauer, Hua and Jost showed that, loosely speaking, if λ min ≈ −λ max , then there is a large nearly-bipartite induced subgraph; this idea is quantified in more detail by the dual Cheeger constant [3] . We study a slight variation of this concept. Specifically, given a d-regular graph G, let p be the smallest proportion of the edges which are monochromatic over all (improper) 2-colorings of V (G), then we prove (Theorem 7):
where v is a corresponding unit eigenvector to λ min . We also extend this result to 3-colorings as well (Theorem 8).
Preliminaries
In this paper, we consider simple unweighted graphs, G = (V, E), where V and E are the sets of vertices and edges respectively. Throughout, n will denote the number of vertices, |V |. We will consider both directed and undirected graphs. In the undirected case, E is a set of unordered pairs, and in the directed case, they are ordered pairs. Given sets S, T ⊂ V , we let E(S, T ) denote the number of edges between S and T , with any edge with both ends in S and T counted twice. For the directed case, E(S, T ) specifically denotes the number of edges from S to T with each direction counted separately. Hence, E(S, T ) may differ from E(T, S). The degree of a vertex v ∈ V is simply E({v}, V ). For directed graphs, the out-degree is E({v}, V ) and the in-degree is E(V, {v}). An undirected graph is called d-regular whenever all vertices have degree d; a directed graph is d-regular when all vertices have both in-and out-degree d.
We will be concerned with several graph-theoretic parameters including the densest subgraph and discrepancy defined as follows:
Definition 1 (Maximum Density). For a graph G, the maximum density of a graph, ρ G is given by:
Definition 2 (Discrepancy). The discrepancy of a d-regular undirected graph G is the least β such that for all subsets S, T ⊂ V (G):
For a matrix M, we let M * denote the conjugate transpose of M. When M is symmetric, we denote the maximum (necessarily real) eigenvalue, λ max , the second maximum eigenvalue λ 2 , the second minimum eigenvalue λ n−1 , and the minimum eigenvalue λ min . For a general matrix A, we let σ max denote the maximum singular value, and σ 2 denote the second maximum singular value. In some cases, we will use M to denote the spectral norm (i.e., the maximal singular value) of M. We use I and J to denote the identity and all-ones matrices, respectively. In addition, we will let 1 denote the all-one vector and 1 S to denote the indicator function of a set S.
For v ∈ R n , we utilize several vector norms:
i , and v ∞ = max i |v i |. Throughout, it may be useful to keep in mind the relationships among these norms, particularly Hölder's inequality, v 2 2 ≤ v 1 v ∞ , and the norm-equivalence inequalities,
In fact, almost all the results in the paper are "sandwich" variations of the preceding inequalities.
We introduce a new infinity-style norm involving complex vectors. For a vector v ∈ C n , we let v ∞, be the least value k such that all components of v are within the convex hull of {ke αi, ke 2πi/3+αi , ke 2πi/3+αi } for some α ∈ [0, 2π/3]. In other words, v ∞, is the smallest circumradius of any equilateral triangle centered at 0 in the complex plane enclosing all the components of v.
Many of the results within this paper are two-sided inequalities. In general, one side follows directly from the Rayleigh quotient:
Proposition 1 (Rayleigh-Ritz, see for example [12] ). Let M be an n × n real symmetric matrix. Let x ∈ C n be any nonzero vector, then
Further, let v be an eigenvector of λ max . If x * v = 0, then, in fact:
We will use the adjacency matrix of G, denoted A, which is a |V | × |V | matrix, indexed by the vertices of G. If G is undirected, A ij = 1 if and only if {i, j} is an edge; otherwise A ij = 0. Hence, when G is undirected, A is a real symmetric matrix. If G is directed, then A ij = 1 if and only if (i, j) is an edge; since (i, j) may be an edge but (j, i) may not, A need not be symmetric when G is directed.
We can interpret the quadratic and bilinear forms of A as follows:
Throughout the paper, we make use of probability. For a random variable X we let EX denote the expected value of X, and for an event A, we let PA denote the probability of A. One of the main techniques we apply is the random quadratic form of a random complex vector x over a given matrix A. We let µ := Ex denote the entry wise expectation of x with variance-covariance matrix
In which case we have the following:
Proposition 2 (Expectation of Random Quadratic Forms, see for example [14] ). Let x ∈ C n be a random vector with Ex = µ and variance-covariance matrix Σ. Then for an n × n real-symmetric matrix A,
where Tr(·) indicates the trace of the matrix.
However, throughout, we will use a stronger form of the previous proposition:
Corollary 1. Let x ∈ C n be a random vector whose entries are pairwise independent. Let Ex = µ. Then for an n×n real-symmetric matrix A, with
Proof. It suffices to show that Tr(ΣA) = 0.
A random variable X has the Bernoulli distribution with parameter p if X = 1 with probability p and X = 0 otherwise. In which case, we write, X ∼ Bernoulli(p).
We will make use of "Big O" asymptotic notation. We say
f (n) = 0. For our purposes, we emphasize that for asymptotics all other parameters besides n, the number of vertices, are fixed.
Densest Subgraph
In this section, we focus on the maximum density, ρ G , of a graph. In particular, we prove the following: Theorem 1. Let G be an undirected graph with adjacency matrix A. Let ρ G denote the maximum average degree over all nonempty subgraphs of G. If v is the unit eigenvector of A with eigenvalue λ max , then ρ G obeys:
To prove this theorem, we will focus on the following lemma which will quickly imply Theorem 1: Lemma 1. Let A be a real symmetric nonnegative n × n matrix with A ii = 0 for all i. Let λ max denote the maximum eigenvalue of A with corresponding unit eigenvector v.
Define:
Further, there is a family of such matrices where both the first and last inequalities are simultaneously asymptotically tight with β/α = O( √ n).
Proof. The second inequality follows from the definition of α and β, and the last inequality follows from standard bilinear bounds. Hence, we will focus on the first inequality. Let v be the unit eigenvector of A with eigenvalue λ max . Notice that by Perron-Frobenius, v is non-negative. Let x be a random vector such that for each entry
) independent from all other entries. By Corollary 1, E[x * Ax] = µ * Aµ.
On the other hand,
If we let S = supp x (that is, S is the set where x is 1), then continuing from above, we have:
Hence, altogether, we have α
For the final portion, consider the n × n matrix A with A ij = 1 if i = 1 xor j = 1 and A ij = 0 otherwise (the adjacency matrix of the star on n vertices). Then, by simple calculation
* is a unit eigenvector of A with eigenvalue √ n − 1. In which case,
Observe that for any adjacency matrix of a graph, G, α is the largest average degree among all induced subgraphs of G. In the case of a star, the average degree of a subgraph cannot exceed 2; hence α = 2. As for β, observe that when x = (1, 0, . . .)
* and y = (0, 1, 1, . . .) * , the bilinear form
Recall the equivalence of norms for x ∈ R n :
Hence, the maximum possible value of x 2 2 is √ n x 1 x ∞ which is achieved up to a factor of 2 in the previous lemma.
We will now prove Theorem 1 to relate the above Lemma in terms of the maximum density:
Proof of Theorem 1. Since induced subgraphs will have higher average degrees than corresponding non induced subgraphs, it suffices to consider only induced subgraphs.
Observe that if A is an adjacency matrix of a graph, and 1 S is a 0-1 vector corresponding to the indicator vector of a set S ⊂ V (G), then
which is precisely the average degree of the subgraph induced by S. Applying Lemma 1 to A completes the proof.
Discrepancy and the "Converse" Expander Mixing Lemma
In this section, we relate the discrepancy of a graph to various eigenvalues and eigenvector norms. We prove the following: Theorem 2 ("Converse" Expander Mixing Lemma for undirected graphs with eigenvector norms). Let G be a d-regular undirected graph with adjacency matrix A. Suppose β is the least constant such that for all sets of vertices S, T :
In order to prove Theorem 2 we will follow the beautiful proof of the original "Converse" by Bilu and Linial [4] which has been replicated in other applications including directed graphs [5, 7] as well as graph limits [6] . Our key lemma is the following: Lemma 2. Let A be a real n × n matrix with maximum singular value σ max , and corresponding left and right unit singular vectors u, v.
Then, 
(and similar for u + and u − ). Define χ i = χ
Where necessary, we apply the binary expansion: 1 = (0.11111 . . .) 2 .
where line 8 follows from the definition of β, line 11 follows from the CauchySwartz inequality, and line 12 follows from the fact that for 0-1 vectors χ, χ 2 2 = χ 1 . Solving for β yields the desired inequality. The result may seem out-of-place, as the proof above does not utilize any probability at all. This stands in contrast to Lemmas 1, 4 and 5 which use a randomized method to generate sets with a specific property. However, observe that Lemma 2 implicitly generates a probability distribution on various subsets of vertices based on the support of each the χ i and the φ i . In particular, the proof can be viewed probabilistically in the following way: Choose the set S to be the support of χ i with the probability 2 −i (and likewise for T and φ i , independent of S). Set x = 1 S and y = 1 T , and finally, compare the expected value of |x * Ay| to β x 2 y 2 . In this sense, Lemma 2 actually produces a randomized algorithm similar to the other results in this paper.
Before proving Theorem 2, we need the following fact:
Fact 2. If G is a d-regular graph (directed or undirected) with adjacency matrix A, then:
• w = 1/ √ n is a unit left-and right-eigenvector of A with eigenvalue d.
• Let σ 2 be the second largest singular value of A (in the undirected case 
Hence,
and applying Lemma 2 to A − dJ n completes the proof. In actuality, we proved: Theorem 3 ("Converse" Expander Mixing Lemma for directed graphs with eigenvector norms). Let G be a d-regular directed graph with adjacency matrix A. Suppose β is the least constant such that for all sets of vertices S, T :
Then, the second largest singular value, σ 2 , with unit singular vector pair, u, v, obeys:
The proof follows similarly to the proof of Theorem 2 by applying Fact 2 and is omitted.
We next apply Lemma 2 to a variation of discrepancy for directed graphs know as skew-discrepancy introduced in [7] : Definition 3 (Skew-discrepancy). Let G be a d-regular directed graph. The skew-discrepancy is the least constant β such that for all sets of vertices S, T :
As shown in [7] , the skew-discrepancy is tightly correlated to the skewsymmetric part of the corresponding matrix. We will apply the following lemma:
Lemma 3 (see, for example, [7] ). Let Z be an n × n real skew-symmetric matrix. Then, the eigenvalues of Z are purely imaginary, and further if u + iv (u, v ∈ R n ) is a right unit eigenvector of Z with eigenvalue i Z , then:
• u and v are orthogonal, and denote the skew-symmetric part of A with u + iv (u, v ∈ R n ) as a unit eigenvector of Z with eigenvalue i Z . Then,
Proof. By Lemma 3, the eigenvalue of Z is purely imaginary, and the eigenvector u + iv has √ 2u and √ 2v as unit left and right singular vectors. By applying Fact 1, observe that for any 0-1 vectors 1 S , 1 T :
Hence, the skew-discrepancy β obeys β = max 
Nearly-Bipartite and Tripartite Graphs
In this section, we focus on two-and three-coloring undirected graphs. A graph coloring with k colors is an assignment g : V → {1, . . . , k}. A proper coloring is a coloring where g(i) = g(j) whenever {i, j} is an edge. For our purposes, we allow for improper colorings which is an assignment where g(i) = g(j) for some edge {i, j}; such an edge is called monochromatic. Later we will consider a partial coloring where some vertices remain unassigned. In all cases, the aim is to minimize the number of monochromatic edges.
The results in this section have a foundation in the Hoffman bound for chromatic number:
Theorem 5 (Hoffman Bound for graph coloring, Hoffman [11] ). Let G be an undirected graph with adjacency matrix A and maximum and minimum eigenvalues λ max and λ min , then if G has a proper k-coloring, then
In [13] , this was extended to improper colorings:
Theorem 6 (Hoffman Bound for improper graph colorings, K. [13] ). Let G be an undirected d-regular graph with adjacency matrix A and minimum eigenvalue λ min , then if G has a (perhaps improper) k-coloring with at most p|E| monochromatic edges (for p ∈ [0, 1]), then
In Theorems 7 and 8, we derive "converse" variants of these results for the case k = 2, 3. In particular, in Theorem 7, we show that in the case of a d-regular graph, λ min ≈ −d if and only if it is nearly 2-colorable. Theorem 7. Let G be a d-regular undirected graph with adjacency matrix A and minimum eigenvalue λ min with corresponding unit eigenvector v. Define p to be the minimum proportion of monochromatic edges over all 2-colorings of G, then
To prove this theorem, we will utilize the following lemma:
Lemma 4. Let A be a real symmetric (not necessarily nonnegative) n×n matrix with A ii = 0 for all i and minimum eigenvalue λ min with corresponding unit eigenvector v. Define:
Proof. The right-hand side is clear by the standard Rayleigh quotient. Hence we will focus on the left-hand side. Let x be a random vector which takes on only values +1 or −1. For each entry, x i ∼ 2 Bernoulli
independently from all other entries. That is, x i = 1 with probability 
Hence E
. In which case, there must be some 0-1 vector y for which y * Ay
We are now ready to prove the Theorem.
Proof of Theorem 7. For any 2-coloring, let S be the set of vertices of one color, and T be the set of vertices of the other color. Let x := 1 S − 1 T . Hence x is a vector where each entry is either +1 or −1. We observe
Hence, x * Ax = 2p|E| − 2(1 − p)|E| where p is the proportion of monochromatic edges for that coloring (Note that E(S, S) and E(T, T ) counts edges twice.). Therefore, x * Ax = pnd − (1 − p)nd = nd − 2pnd. In which case, we have that for any 2-coloring of G, we have that the corresponding x has x * Ax = pnd − (1 − p)nd = nd − 2pnd. In particular, since every ±1 vector x encodes a coloring, and vice versa, we can apply Lemma 4 with Ω = d − 2dp . In which case, p obeys:
Solving for p completes the proof.
The main idea of Theorem 7 is that if G is a nearly bipartite d-regular graph then −λ min ≈ d, where how "near" to bipartite and how close −λ min is to d depends on the eigenvector at hand.
We can also adapt this technique to 3-coloring as well:
Theorem 8. Let G be a d-regular undirected graph with adjacency matrix A and two minimum eigenvalues λ n and λ n−1 with corresponding orthogonal unit eigenvectors v n and v n−1 . Let w ∈ C n be a complex linear combination of v n and v n−1 . Define p to be the minimum proportion of monochromatic edges over all 3-colorings of G; then
where · ∞, is as defined in Section 2.
To prove the previous theorem, we will utilize the following lemma:
Lemma 5. Let A be a real symmetric (not necessarily nonnegative) n×n matrix with A ii = 0 for all i and minimum eigenvalues λ n and λ n−1 with corresponding orthogonal eigenvectors v n and v n−1 . Let w be a complex linear combination of v n and v n−1 , and let ω = e 2πi/3 . Define Ω := min x∈{ω,ω 2 ,1} n x * Ax n .
Then,
≥ Ω ≥ λ min .
Proof. The proof is similar to that of Lemma 4:
The right-hand side is clear by the standard Rayleigh quotient. Hence we will focus on the left-hand side.
Without loss of generality, we will assume that w is within the convex hull of {ω w ∞, , ω 2 w ∞, , w ∞, } (if not, rotate w in the complex plane accordingly by a different complex linear combination of v n and v n−1 ). Consider . Let x be a random vector which takes on only values ω, ω 2 , and 1. For each entry, x i = ω with probability a i , x i = ω 2 with probability b i , and x i = 1 with probability c i where the determination of each entry is independent from the others. Hence by applying Corollary 1:
.
Hence E . In which case, there must be some vector y with only components ω, ω 2 , 1 for which
