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Abstract
In this paper, sufficient conditions are given for the controllability of a class of partial stochastic func-
tional differential inclusions with infinite delay in an abstract space with the help of the Leray–Schauder
nonlinear alternative. An example is provided to illustrate the theory.
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1. Introduction
Random neutral differential and integral inclusions play an important role in characterizing
many social, physical, biological and engineering problems. The global existence results for
functional integro-differential stochastic evolution equations in Hilbert space have been studied
elaborately in [18]. Also Taniguchi et al. [26] established the unique solution of stochastic func-
tional differential equations in Hilbert spaces using the contraction mapping principle. The theory
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and monographs (see, for example, [3,10,17,24]). In particular Benchohra and Ntouyas [7] and
Liu [22] studied respectively existence and controllability results for neutral functional differen-
tial inclusions. The existence results of differential inclusions have been generalized to stochastic
differential inclusions (see [1,19]) and for functional differential inclusions (see [4,6]) by using
the fixed point argument.
Semigroup theory gives a unified treatment of a wide class of stochastic parabolic, hyperbolic
and functional differential equations, and much effort has been devoted to the study of controlla-
bility results for such evolution equations. Stochastic control theory is a stochastic generalization
of classical control theory. Controllability of linear stochastic systems is a well-known problem
discussed in the literature [2,11,23,27]. Controllability of a linear stochastic system in a Hilbert
space recently has been extended to semilinear stochastic delay evolution equations by Balasub-
ramaniam and Dauer [5] using Carathéodory successive approximations.
In this paper, we are interested in the controllability of the following nonlinear neutral sto-
chastic functional differential inclusions in a Hilbert space:
d[x(t)− f (t, xt )] ∈ [Ax(t)+Bu(t)]dt +G(t, xt ) dw(t), t ∈ J := [0, b],
x(t) = φ(t) ∈ L2(Ω,B), for a.e. t ∈ J0 := (−∞,0], (1)
where A is the infinitesimal generator of an analytic semigroup of bounded linear operators
T (t), t  0, on a separable Hilbert space H with inner product (·, ·) and norm ‖ · ‖. Let K be
another separable Hilbert space with inner product (·, ·)K and norm ‖ · ‖K . Suppose {w(t)}t0
is a given K-valued Brownian motion or Wiener process with a finite trace nuclear covariance
operator Q 0. We are also employing the same notation ‖ · ‖ for the norm of L(K,H), where
L(K,H) denotes the space of all bounded linear operators from K into H . For the infinite
delays (see [15]), the histories xt belong to some abstract phase space B defined axiomatically
(see Section 2); f :J ×B → H and G :J ×B → P(LQ(K,H)) (P(LQ(K,H)) is the family
of all nonempty subsets of LQ(K,H)) are respectively measurable and multivalued measurable
mappings such that f (t,0) and g(t,0) ∈ G(t, xt ) are respectively locally bounded H -norm and
LQ(K,H)-norm. Here LQ(K,H) denotes the space of all Q-Hilbert–Schmidt operators from
K into H . The control function u(·) taking values in L2(J,U) of admissible control functions
for a separable Hilbert space U and B is a bounded linear operator from U into H .
The paper is organized as follows. In Section 2, we recall some necessary preliminaries. In
Section 3, we prove our main result on controllability. Finally, in Section 4, an example is pre-
sented which illustrates the main theorem.
2. Preliminaries
For details of this section, the reader may refer to [9] and references therein. Let (Ω,F,P )
be a complete probability space furnished with a complete family of right continuous increasing
sub-σ -algebras {Ft : t ∈ J } satisfying Ft ⊂ F.
An H -valued random variable is an F-measurable function x(t) :Ω → H . Usually we sup-
press the dependence on w ∈ Ω in the stochastic process S = {x(t,w) :Ω → H : t ∈ J } and
write x(t) instead of x(t,w) and x(t) :J → H in place of S. We suppose that 0 ∈ ρ(A) and that
the semigroup T (·) is uniformly bounded, that is to say, ‖T (t)‖ M¯1, for some constant M¯1  1
and every t  0. For 0 < α  1, it is possible to define the fractional power operator (−A)α , as a
closed linear operator on its domain D((−A)α). Furthermore, the sub-space D((−A)α) is dense
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after we represent by Hα the space D((−A)α) endowed with the norm ‖ · ‖α . Then the following
properties are well-known [25].
Lemma 2.1. Suppose that the preceding conditions are satisfied.
(a) Let 0 < α  1. Then Hα is a Banach space.
(b) If 0 < β  α then Hα ↪→ Hβ , the imbedding is continuous.
(c) For every 0 < α  1, there exists a positive constant Mα such that∥∥(−A)αT (t)∥∥ Mα
tα
, 0 < t  b.
In this work we will employ an axiomatic definition of the phase space B introduced by Hale
and Kato [14]. The axioms of the space B are established for F0-measurable functions from J0
into H , endowed with a seminorm ‖ · ‖B. We will assume that B satisfies the following axioms:
(ai) If x : (−∞, a) → H , a > 0, is continuous on [0, a) and x0 in B, then for every t ∈ [0, a)
the following conditions hold:
(1) xt is in B;
(2) ‖x(t)‖ L‖xt‖B;
(3) ‖xt‖B  K(t) sup{‖x(s)‖: 0  s  t} + N(t)‖x0‖B, where L > 0 is a constant;
K,N : [0,∞) → [0,∞), K is continuous, N is locally bounded and L, K , N are
independent of x(·).
(aii) For the function x(·) in (ai), xt is a B-valued function [0, a).
(aiii) The space B is complete.
The B-valued stochastic process xt :Ω → B, t  0, is defined by setting xt = {x(t + s)(w):
s ∈ (−∞,0]}. The collection of all strongly-measurable, square-integrable H -valued random
variables, denoted by L2(Ω,F,P ;H) ≡ L2(Ω;H), is a Banach space equipped with norm
‖x(·)‖L2 = (E‖x(·;w)‖2H )1/2, where the expectation, E is defined by E(h) =
∫
Ω
h(w)dP . Let
J1 = (−∞, b] and C(J1,L2(Ω;H)) be the Banach space of all continuous maps from J1 into
L2(Ω;H) satisfying the condition supt∈J1 E‖x(t)‖2 < ∞.
Let Z be the closed subspace of all continuous processes x that belongs to the space
C(J1,L
F
2 (Ω;B)) consisting of measurable and Ft -adapted processes such that φ ∈ B and the
restriction x :J → LF2 (Ω;B) is continuous. Let ‖ · ‖Z be a seminorm in Z defined by
‖x‖Z =
(
sup
t∈J
‖xt‖2B
)1/2
,
where
‖xt‖B  N¯E‖φ‖B + K¯ sup
{
E
∥∥x(s)∥∥: 0 s  b},
N¯ = supt∈J {N(t)}, K¯ = supt∈J {K(t)}. It is easy to verify that Z furnished with the norm topol-
ogy as defined above, is a Banach space.
In a Hilbert space H, a multivalued map M :H → P(H) is convex (closed) valued, if M(x) is
convex (closed) for all x ∈ H . M is bounded on bounded sets if M(V ) =⋃x∈V M(x) is bounded
in H , for any bounded set V of H (i.e., supx∈V {sup{‖y‖: y ∈ M(x)}} < ∞).
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empty, closed subset of H , and if for each open set V of H containing M(x∗), there exists an
open neighborhood N of x∗ such that M(N) ⊆ V .
M is said to be completely continuous if M(V ) is relatively compact, for every bounded
subset V ⊆ H .
If the multivalued map M is completely continuous with nonempty compact values, then M
is u.s.c. if and only if M has a closed graph (i.e., xn → x∗, yn → y∗, yn ∈ Mxn imply y∗ ∈ Mx∗).
M has a fixed point if there is x ∈ H such that x ∈ Mx.
In the following Pb,cl,cv(H) denotes the set of all nonempty bounded, closed and convex
subsets of H .
A multivalued map M :J → Pb,cl,cv(H) is said to be measurable if for each x ∈ H the
mean-square distance between x and M(t) is measurable function on J . For more details on
multivalued maps, see [10,16].
For each x ∈ L2(LQ(K,H)) define the set of selections of G by
g ∈ NG,x =
{
g ∈ L2
(
LQ(K,H)
)
: g(t) ∈ G(t, xt ) for a.e. t ∈ J
}
.
The consideration of this paper is based in the following alternative [12].
Theorem 2.2 (Nonlinear alternative for Kakutani maps). Let Y be a Hilbert space, C a closed
convex subset of Y ,  an open subset of C and 0 ∈. Suppose that F :→Pc,cv(C) is a upper
semicontinuous compact map; here Pc,cv(C) denotes the family of nonempty, compact convex
subsets of C. Then either
(i) F has a fixed point in , or
(ii) there are v ∈ ∂ and λ ∈ (0,1) with v ∈ λF(v).
Definition 2.3. The multivalued map F :J ×B→ P(H) is said to be L2-Carathéodory if:
(i) t 
→ F(t, v) is measurable for each v ∈B;
(ii) v 
→ F(t, v) is upper semicontinuous for almost all t ∈ J ;
(iii) for each q > 0, there exists hq ∈ L1(J,R+) such that∥∥F(t, v)∥∥2 := sup{E‖g‖2: g ∈ F(t, v)} hq(t)
for all ‖v‖2B  q and for a.e. t ∈ J.
The following lemma is crucial in the proof of our main result.
Lemma 2.4. [20] Let I be a compact interval and Y be a Hilbert space. Let G be an L2-
Carathéodory multivalued map with NG,x = ∅ and let Γ be a linear continuous mapping from
L2(I, Y ) to C(I,Y ). Then the operator
Γ ◦NG :C(I,Y ) →Pb,cl,cv(C(I,Y )), x 
→ (Γ ◦NG)(x) = Γ (NG,x),
is a closed graph operator in C(I,Y )×C(I,Y ).
3. Main result
Before stating and proving our main result, we give first the definition of a mild solution.
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Cauchy problem (1) if x0 = φ ∈B on J0 satisfying ‖φ‖2B < ∞; the restriction of x(·) to the in-
terval [0, b) is a continuous stochastic process, for each s ∈ [0, t) the function AT (t − s)f (s, xs)
is integrable and g ∈ NG,x is a selection of G(t, xt ) such that
x(t) = T (t)[φ(0)− f (0, φ)]+ f (t, xt )+
t∫
0
AT (t − s)f (s, xs) ds
+
t∫
0
T (t − s)Bu(s) ds +
t∫
0
T (t − s)g(s) dw(s), for a.e. t ∈ J. (2)
Definition 3.2. The nonlinear neutral stochastic differential inclusion (1) is said to be controllable
on the interval J1, if for every continuous initial stochastic process φ ∈ B defined on J0, there
exists a stochastic control u ∈ L2(J,U) which is adapted to the filtration {Ft }t0 such that the
solution x(·) of (1) satisfies x(b) = x1, where x1 and b are preassigned terminal state and time,
respectively.
Theorem 3.3. Assume that:
(H1) the semigroup T (t) is compact for t > 0 and there exists M1  1 such that∥∥T (t)∥∥2 M1, for all t  0;
(H2) the linear operator W from LF2 (J,U) into L2(Ω;H), defined by
Wu =
b∫
0
T (b − s)Bu(s) ds,
has an induced inverse operator W−1 which takes values in LF2 (J,U) \ KerW (see [8,21]
for an example of e−At a C0 semigroup satisfying the condition) and there exist positive
constants M3, M4 such that
‖B‖2 M3 and
∥∥W−1∥∥2 M4.
(H3) (i) the function f is xβ -valued, (−A)βf :J ×B→ H is completely continuous and such
that the operator f1 :B→B defined by (f1φ)(t) = f (t,φ) is compact;
(ii) there exist constants 0 < β < 1, c1, c2 such that∥∥(−A)βf (t, v)∥∥2  c1‖v‖2B + c2, for every (t, v) ∈ J ×B;
(H4) G :J ×B→P(LQ(K,H)) is an L2-Carathéodory function;
(H5) there exists a continuous nondecreasing function ψ :R+ → (0,∞), P ∈ L1(J,R+) such
that ∥∥G(t, v)∥∥2
Q
= sup{‖g‖2Q: g ∈ G(t, v)} P(t)ψ(‖v‖2B)
for almost all t ∈ J and v ∈B, and there exists a constant M∗ with
[1 − (N2 +N4) b2β−12β−1 ]M∗
N + (N +N )ψ(M ) ∫ b P (s) ds > 1,1 3 5 ∗ 0
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M¯ = 9M1‖φ‖2B{1 + c1M0} + 9c2M0{M1 + 1} +
9M21−βc2b2β
2β − 1
+ 81M1M3M4b2
{
‖x1‖2 +M1‖φ‖2B +M1M0
[
c1‖φ‖2B + c2
]+M0c2
+ M
2
1−βc2b2β
2β − 1
}
,
M0 =
∥∥(−A)−β∥∥2, N0 = 1 − 18K¯c1M0(1 + 9M1M3M4b2)> 0,
N1 = 2(N¯‖φ‖
2
B + K¯M¯)
N0
, N2 =
162K¯M1M3M4b3M21−βc1
N0
,
N3 = 162K¯M
2
1 TrQM3M4b
2
N0
, N4 =
18K¯bM21−βc1
N0
, N5 = 18K¯M1 TrQ
N0
with (N2 +N4) b2β−12β−1 < 1.
Then system (1) is controllable on J1.
Proof. Using hypothesis (H2), for an arbitrary x(·) define the control
ubx(t) = W−1
{
x1 − T (b)
[
φ(0)− f (0, φ)]− f (b, xb)−
b∫
0
AT (b − s)f (s, xs) ds
−
b∫
0
T (b − s)g(s) dw(s)
}
(t), for a.e. t ∈ J, (3)
where g ∈ NG,x = {g ∈ L2(LQ(K,H)): g(t) ∈ G(t, xt ) for a.e. t ∈ J }.
Let Bb be the space of all functions x : (−∞, b] → H such that x0 ∈ B and the restriction
x :J → H is continuous. Let ‖ · ‖b be the seminorm in Bb defined by
‖x‖b = ‖x0‖B + sup
{∥∥x(s)∥∥: 0 s  b}, x ∈ Bb.
Let Zb = C(J1,L2(Ω;Bb)). Consider the multivalued map Φ :Zb →P(Zb) defined by Φx,
the set of h ∈ Zb such that
h(t) =
⎧⎪⎨
⎪⎩
φ(t), if t ∈ J0,
T (t)[φ(0)− f (0, φ)] + f (t, xt )+
∫ t
0 AT (t − s)f (s, xs) ds
+ ∫ t0 T (t − η)Bubx(η) dη + ∫ t0 T (t − s)g(s) dw(s), for a.e. t ∈ J,
where g ∈ NG,x . We shall show that the operator Φ has a fixed point, which then is a solution of
system (1). Clearly, x1 ∈ (Φx)(b).
For φ ∈ Z, let y(·) : (−∞, b) → Zb be the function defined by
y(t) =
{
φ(t), if t ∈ (−∞,0],
T (t)φ(0), if t ∈ J.
Set x(t) = z(t)+ y(t), −∞ < t  b. It is clear that x satisfies (3) if and only if z satisfies z0 = 0
and
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t∫
0
AT (t − s)f (s, zs + ys) ds
+
t∫
0
T (t − η)Bubz+y(η) dη +
t∫
0
T (t − s)g(s) dw(s), t ∈ J,
where ubz+y(t) is obtained from (3) by replacing xt = zt + yt .
Let B0b = {z ∈ Bb: z0 = 0 ∈B}. For any z ∈ B0b we have
‖z‖b = ‖z0‖B + sup
{∥∥z(s)∥∥: 0 s  b}= sup{∥∥z(s)∥∥: 0 s  b}.
Thus if Z0b = C(J1,L2(Ω;B0b)), then (Z0b,‖ · ‖b) is a Banach space. Set
Bq =
{
z ∈ Z0b : ‖z‖2b  q
}
for some q  0;
then, Bq ⊆ Z0b is uniformly bounded and, for z ∈ Bq , we remark that
‖zt + yt‖2B  2
(‖zt‖2B + ‖yt‖2B) 4(K¯2(q +M1∥∥φ(0)∥∥2)+ N¯2‖φ‖2B) := q ′. (4)
Let the operator Q :Z0b →P(Z0b) be defined by Qz, the set of h¯ ∈ Z0b such that
h¯(t) =
⎧⎪⎨
⎪⎩
0, t ∈ J0,
−T (t)f (0, φ)+ f (t, zt + yt )+
∫ t
0 AT (t − s)f (s, zs + ys) ds
+ ∫ t0 T (t − η)Bubz+y(η) dη + ∫ t0 T (t − s)g(s) ds, t ∈ J.
We divide the proof into several steps.
Step 1. Qz is convex for each z ∈ Z0b .
In fact, if h¯1, h¯2 belong to Qz, then there exist g1, g2 ∈ NG,z such that
h¯i (t) = −T (t)f (0, φ)+ f (t, zt + yt )+
t∫
0
AT (t − s)f (s, zs + zs) ds
+
t∫
0
T (t − η)BW−1
{
x1 − T (b)
[
φ(0)− f (0, φ)]− f (b, zb + yb)
−
b∫
0
AT (b − s)f (s, zs + ys) ds −
b∫
0
T (b − s)gi(s) dw(s)
}
(η) dη
+
t∫
0
T (t − s)gi(s) dw(s), i = 1,2, t ∈ J.
Let 0 ρ  1. Since the operators B and W−1 are linear, t ∈ J , we have(
ρh¯1 + (1 − ρ)h¯2
)
(t)
= −T (t)f (0, φ)+ f (t, zt + yt )+
t∫
AT (t − s)f (s, zs + ys) ds0
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t∫
0
T (t − η)BW−1
{
x1 − T (b)
[
φ(0)− f (0, φ)]− f (b, zb + yb)
−
b∫
0
AT (b − s)f (s, zs + ys) ds
−
b∫
0
T (b − s)[ρg1(s)+ (1 − ρ)g2(s)]dw(s)
}
(η) dη
+
t∫
0
T (t − s)[ρg1(s)+ (1 − ρ)g2(s)]dw(s).
Since NG,z is convex (because G has convex values), then ρh¯1 + (1 − ρ)h¯2 ∈Qz.
Step 2. Q maps bounded sets into bounded sets in Z0b .
Indeed, it is enough to show that there exists a positive constant  such that, for each h¯ ∈Qz,
z ∈ Bq = {z ∈ Z0b : ‖z‖2b  q}, one has ‖h¯‖2b  .
If h¯ ∈Qz, then there exists g ∈ NG,z, such that, for each t ∈ J ,
h¯(t) = −T (t)f (0, φ)+ f (t, zt + yt )+
t∫
0
AT (t − s)f (s, zs + ys) ds
+
t∫
0
T (t − η)Bubz+y(η) dη +
t∫
0
T (t − s)g(s) dw(s). (5)
Observe that
E
∥∥uby+z∥∥2  9M4
[
‖x1‖2 +M1‖φ‖2B +M1M0
[
c1‖φ‖2B + c2
]
+M0[c1q ′ + c2] +
M21−βb2β
2β − 1 (c1q
′ + c2)+M1 TrQ‖hq ′ ‖L1
]
:= G;
here hq ′ is chosen as in Definition 2.3. By hypotheses (H1)–(H5) and (4), we have, for t ∈ J ,
E
∥∥h¯(t)∥∥2  9E∥∥(−A)−βT (t)(−A)βf (0, φ)∥∥2 + 9E∥∥(−A)−β(−A)βf (t, zt + yt )∥∥2
+ 9E
∥∥∥∥∥
t∫
0
(−A)1−βT (t − s)(−A)βf (s, zs + ys) ds
∥∥∥∥∥
2
+ 9E
∣∣∣∣∣
t∫
0
T (t − η)Bubx(η) dη
∣∣∣∣∣
2
+ 9E
∥∥∥∥∥
t∫
0
T (t − s)g(s) dw(s)
∥∥∥∥∥
2
 9M1M0
(
c1‖φ‖2B + c2
)+ 9M0(c1q ′ + c2)+ 9bq ′
b∫
M21−βc1
(t − s)2(1−β) ds0
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2
1−βc2b2β
2β − 1 + 9M1M3Gb
2 + 9M1 TrQ‖hq ′ ‖L1 := .
Then, for each h¯ ∈Q(Bq), we have ‖h¯‖2b  .
Step 3. Q maps bounded sets into equicontinuous sets of Z0b .
Let 0 < t1 < t2  b. For each z ∈ Bq and h¯ ∈Qz, there exists g ∈ NG,z such that (5) holds.
Thus,
E
∥∥h¯(t2)− h¯(t1)∥∥2  9M0∥∥[T (t2)− T (t1)](c1‖φ‖2B + c2)∥∥2
+ 9M0
∥∥(−A)βf (t2, zt2 + yt2)− (−A)βf (t1, zt1 + yt1)∥∥2
+ 9M0b
t2∫
0
∥∥T (t2 − s)− T (t1 − s)∥∥2(c1q ′ + c2) ds
+ 9(t2 − t1)
t2∫
t1
M21−β
(t1 − s)2(1−β) (c1q
′ + c2) ds
+ 9M1M3Gb
t2∫
0
∥∥T (t2 − η)− T (t1 − η)∥∥2 dη
+ 9M1M3G(t2 − t1)
t2∫
t1
∥∥T (t1 − η)∥∥2 dη
+ 9 TrQ
t2∫
0
∥∥T (t2 − s)− T (t1 − s)∥∥2∥∥g(s)∥∥2Q ds
+ 9 TrQ
t2∫
t1
∥∥T (t1 − s)∥∥2∥∥g(s)∥∥2Q ds.
The right-hand side of the inequality above is independent of z ∈ Bq and tends to zero as t2 → t1,
since f is completely continuous and since the compactness of T (t) for t > 0 implies the conti-
nuity in the uniform operator topology. Thus, the set {Qz: z ∈ Bq} is equicontinuous.
Next, since it is easy to see that the family QBq is uniformly bounded, we shall show that
QBq is compact. Again, we have shown that QBq is an equicontinuous collection; it suffices to
show by Arzelá–Ascoli theorem that Q map Bq into a precompact set in Z0b .
Let 0 < t  b be fixed and let ε be a real number satisfying 0 < ε < t . For z ∈ Bq , we define
(Qεz)(t) = −T (t)f (0, φ)+ f (t − ε, zt−ε + yt−ε)+
t−ε∫
0
AT (t − s)f (s, zs + ys) ds
+
t−ε∫
T (t − η)Bubz+y(η) dη +
t−ε∫
T (t − s)g(s) dw(s).
0 0
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every ε, 0 < ε < t . Moreover, for every z ∈ Bq , we have
E
∥∥(Qz)(t)− (Qεz)(t)∥∥2
 9
∥∥f (t, zt + yt )− f (t − ε, zt−ε + yt−ε)∥∥2 + 9
∥∥∥∥∥
t∫
t−ε
AT (t − s)f (s, zs + ys) ds
∥∥∥∥∥
2
+ 9M3Gε
t∫
t−ε
∥∥T (t − η)∥∥2 dη + 9M1 TrQ
t∫
t−ε
hq ′(s) ds.
Therefore,∥∥(Qz)(t)− (Qεz)(t)∥∥2 → 0, as ε → 0+,
and there are precompact sets arbitrary close to the set {(Qz)(t): z ∈ Bq}. Hence, {(Qz)(t):
x ∈ Bq} is precompact in Z, which is the desired conclusion.
As a consequence of Steps 2, 3, and hypothesis (H3)(i) together with the Arzelá–Ascoli theo-
rem, we conclude that Q :Z0b →P(Z0b) is a compact multivalued map.
Step 4. Q has a closed graph.
Let z(n) → z(∗), h¯n ∈Qz(n) and h¯n → h¯∗. We shall prove that h¯∗ ∈Qz(∗). Now h¯n ∈Qz(n)
means that there exists gn ∈ NG,z(n) such that
h¯n(t) = −T (t)f (0, φ)+ f
(
t, z
(n)
t + yt
)+
t∫
0
AT (t − s)f (s, z(n)s + ys)ds
+
t∫
0
T (t − s)(Bub
z(n)
)
(s) ds +
t∫
0
T (t − s)gn(s) dw(s), t ∈ J,
where ub
z(n)
(t) is obtained from (3) by replacing xt = z(n)t + yt . Similarly we must prove that
there exists g∗ ∈ NG,z(∗) such that h¯∗(t) and respective ubz(∗) (t) holds.
Set
u¯bz (t) = W−1
{
x1 − T (b)
[
φ(0)− f (0, φ)]− f (b, zb + yb)
−
b∫
0
AT (b − s)f (s, zs + ys) ds
}
(t).
Since f , W−1 are continuous, then u¯z(n) (t) → u¯z(∗) (t) for t ∈ J . Clearly, we have that∥∥∥∥∥
(
h¯n(t)+ T (t)f (0, φ)− f
(
t, z
(n)
t + yt
)−
t∫
AT (t − s)f (s, z(n)s + ys)ds0
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t∫
0
T (t − s)Bu¯z(n) (s) ds
)
−
(
h∗(t)+ T (t)f (0, φ)− f
(
t, z
(∗)
t + yt
)−
t∫
0
AT (t − s)f (s, z(∗)s + ys)ds
−
t∫
0
T (t − s)Bu¯z(∗) (s) ds
)∥∥∥∥∥
2
→ 0
as n → ∞. Consider the linear continuous operator Γ :LF2 (LQ(K,H)) → Z
g 
→ Γ (g)(t) =
t∫
0
T (t − s)
{
BW−1
( b∫
0
T (b − τ)g(τ ) dw(τ)
)
(s) ds + g(s) dw(s)
}
.
Clearly, Γ is linear and continuous. Indeed, one has
‖Γg‖2  2bM1 TrQ
(
M1M3M4b
2 + 1)‖g‖2Q.
From Lemma 2.4, it follows that Γ ◦ SG is a closed graph operator. Moreover,(
h¯n(t)+ T (t)f (0, φ)− f
(
t, z
(n)
t + yt
)−
t∫
0
AT (t − s)f (s, z(n)s + ys)ds
−
t∫
0
T (t − s)Bu¯z(n) (s) ds
)
∈ Γ (NG,z(n) ).
Since z(n) → z(∗), it follows from Lemma 2.4 that
h¯∗(t)+ T (t)f (0, φ)− f
(
t, z
(∗)
t + yt
)−
t∫
0
AT (t − s)f (s, z(∗)s + ys)ds
−
t∫
0
T (t − s)Bu¯z(∗) (s) ds
=
t∫
0
T (t − s)
{
BW−1
( b∫
0
T (b − τ)g∗(τ ) dw(τ)
)
(s) ds + g∗(s) dw(s)
}
,
for some g∗ ∈ NG,z(∗) . Therefore Q is a completely continuous multivalued map, u.s.c. with
convex closed values.
In order to prove that Q has a fixed point by Theorem 2.2, we need one more step.
Step 5. We show there exists an open set ⊆ Z with x /∈ λΦx for λ ∈ (0,1) and x ∈ ∂.
Let λ ∈ (0,1) and let x ∈ λΦ(x). Then there exists g ∈ NG,x such that
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t∫
0
AT (t − s)f (s, xs) ds
+ λ
t∫
0
T (t − η)Bubx(η) dη + λ
t∫
0
T (t − s)g(s) dw(s), t ∈ J.
By hypotheses (H1)–(H5), we have, for each t ∈ J ,
E
∥∥x(t)∥∥2  9M1‖φ‖2B + 9M1M0[c1‖φ‖2B + c2]+ 9M0[c1‖xt‖2B + c2]
+ 9b
{ t∫
0
M21−βc1
(t − s)2(1−β) ‖xs‖
2
B ds +
M21−βc2b2β
2β − 1
}
+ 81M1M3M4b2
{
‖x1‖2 +M1‖φ‖2B +M1M0
[
c1‖φ‖2B + c2
]
+M0
[
c1‖xb‖2B + c2
]+ b
b∫
0
M21−βc1
(b − s)2(1−β) ‖xs‖
2
B ds +
M21−βc2b2β
2β − 1
+M1 TrQ
b∫
0
P(s)ψ
(‖xs‖2B)ds
}
+ 9M1 TrQ
t∫
0
P(s)ψ
(‖xs‖2B)ds.
Consider the function μ defined by μ(t) = sup{‖xs‖2B: 0 s  t}, 0 t  b. Then
μ(t) 2N¯E‖φ‖2 + 2K¯{E∥∥x(t)∥∥2}
 2N¯‖φ‖2B + 2K¯
{
M¯ + 9c1M0μ(t)+ 9bM21−βc1
t∫
0
μ(s)
(t − s)2(1−β) ds
+ 81M1M3M4b2
{
c1M0μ(t)+ bM21−βc1
b∫
0
μ(s)
(b − s)2(1−β) ds
+M1 TrQ
b∫
0
P(s)ψ
(
μ(s)
)
ds
}
+ 9M1 TrQ
t∫
0
P(s)ψ
(
μ(s)
)
ds
}
N1 +N2
b∫
0
μ(s)
(b − s)2(1−β) ds +N3
b∫
0
P(s)ψ
(
μ(s)
)
ds
+N4
t∫
μ(s)
(t − s)2(1−β) ds +N5
t∫
P(s)ψ
(
μ(s)
)
ds, t ∈ J.0 0
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‖μ‖Z N1 + (N2 +N4) b
2β−1
2β − 1‖μ‖Z + (N3 +N5)ψ
(‖μ‖Z)
b∫
0
P(s) ds,
and therefore
[1 − (N2 +N4) b2β−12β−1 ]‖μ‖
N1 + (N3 +N5)ψ(‖μ‖)
∫ b
0 P(s) ds
 1.
Then by (H5), there exists M∗ such that ‖x‖Z = M∗. Set  = {v ∈ Z: ‖v‖Z < M∗}. From
the choice of  there is no v ∈ ∂ such that v ∈ λΦ(v) for λ ∈ (0,1). As a consequence of the
Leray–Schauder alternative for Kakutani maps (Theorem 2.2) we deduce that Φ has a fixed point
and therefore problem (1) is controllable on J1. 
4. Example
In this section an example is presented for the controllability results to the following neutral
stochastic type Burgers inclusion without distributional derivative:
∂
∂t
v(t, ξ) ∈ γ ∂
2
∂ξ2
v(t, ξ)+ ∂
∂t
f
(
t, v(t − h, ξ))+ b(ξ)u(t)+G(t, v(t − h, ξ))dβ(t),
0 ξ  1, h > 0, t ∈ J = [0, b], (6)
with viscosity γ > 0, the Dirichlet boundary conditions
v(t,0) = v(t,1) = 0, t  0, (7)
and the initial condition
v(t, ξ) = ϕ(t, ξ), t ∈ J0, 0 ξ  1. (8)
Following a well-known approach of [9,13] we will rewrite system (6)–(8) as an evolution equa-
tion
d
[
x(t)− f (t, xt )
] ∈ [Ax(t)+Bu(t)]dt +G(t, xt ) dβ(t) (9)
in the space H = L2[0,1], β(t) stands for a standard cylindrical Wiener process in H defined
on a stochastic basis (Ω,F,P ), f (t, xt ) and G(t, xt ) are bounded operators. Let A :H → H be
the linear operator defined by A = γ (∂2/∂ξ2), where D(A) = {y ∈ H : y, dy/dx are absolutely
continuous, and (d2/dx2)y ∈ H , y(0) = y(1) = 0}. Let B ∈ L(R,H) be defined as Bu(t) =
b(ξ)u, 0 ξ  1, u ∈ R, b(ξ) ∈ L2[0,1].
Then A generates a symmetric C0-semigroup e−tA in H and so that there exists an M1 >
0 such that ‖e−tA‖  M1, hypothesis (H1) is verified. Also note that there exists a complete
orthonormal set {ζn} (n = 1,2,3, . . .) of eigenvectors of A with ζn(x) = √2/π sinnx. Then,
the operator A−1/2 is given by A1/2ζ = ∑∞n=1 n〈ζ, ζn〉ζn on the space D[A1/2] = {ζ(·) ∈ H :∑∞
n=1 n〈ζ, ζn〉ζn ∈ H } (for more details see [25]).
Further for Wu = ∫ b0 e−(t−s)ABu(s) ds, W is a bounded linear operator but not necessarily
one-to-one. Let KerW = {u ∈ L2(J,U): Wu = 0} be the null space of W and [KerW ]⊥ be its
orthogonal complement in L2(J,U). Let W0 : [KerW ]⊥ → Range(W) be the restriction of W to
[KerW ]⊥, W0 is necessarily one-to-one operator. The inverse mapping theorem says that W−1 is0
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values in L2(J,U) \ KerW , hypothesis (H2) is satisfied. Let α < 0, define the phase space
B=
{
φ ∈ C(J0,H): lim
θ→−r e
αθφ(θ) exists in H
}
and let ‖φ‖B = supθ∈J0{eαθ‖φ(θ)‖L2}. Then, (B,‖φ‖B) is a Banach space which satisfies (ai)–(aiii) with L = 1, K(t) = max{1, e−αt }, N(t) = e−αt . Thus for (t, φ) ∈ J ×B, where φ(θ)(ξ) =
ϕ(θ, ξ), (θ, ξ) ∈ J0 × [0,1], let v(t)(ξ) = v(t, ξ) and define the functions f :J × B → H and
G :J ×B→ L(H) for the infinite delay as follows:
(−A)1/2f (t,φ)(x) =
0∫
−∞
μ1(θ)φ(θ)(x) dθ,
G(t,φ)(ξ) =
0∫
−∞
μ2(t, ξ, θ)G1
(
φ(θ)(ξ)
)
dθ,
where
(a) the function μ1(θ) 0 is continuous in J0,
0∫
−∞
μ21(θ) dθ < ∞ and c1 =
(
− 1
2α
0∫
−∞
μ21(θ) dθ
)1/2
;
(b) the function μ2(t, ξ, θ) 0 is continuous in J × [0,1] × (−∞,0),
0∫
−∞
μ2(t, x, θ) dθ = p1(t, x) < ∞ and
( 1∫
0
p21(t, x) dx
)1/2
= P(t) < ∞;
(c) the function G1(·) is continuous, 0G1(v(θ, x))ψ(‖v(θ, ·)‖L2), for (θ, x) ∈ J0 ×[0,π],
where ψ(·) : [0,∞) → (0,∞) is continuous and nondecreasing.
Thus, under the above for hypotheses (H3) and (H5), we have
∥∥(−A)1/2f (t,φ)∥∥
L2
=
[ 1∫
0
( 0∫
−∞
μ1(θ)φ(θ)(x) dθ
)2
dx
]1/2

( 0∫
−∞
μ21(θ) dθ
)1/2( 1∫
0
0∫
−∞
φ2(θ)(x) dθ dx
)1/2

( 0∫
−∞
μ21(θ) dθ
)1/2( 0∫
−∞
e−2αθ dθ
)1/2{
eαθ
( 1∫
0
φ2(θ)(x) dx
)1/2}
=
((
− 1
2α
) 0∫
μ21(θ) dθ
)1/2
× sup
θ∈J0
{
eαθ
∥∥φ(θ)∥∥
L2
}= c1‖φ‖B
−∞
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∥∥G(t,φ)∥∥
L2
=
[ 1∫
0
( 0∫
−∞
μ2(t, x, θ)G1
(
φ(θ)(x)
)
dθ
)2
dx
]1/2

[ 1∫
0
( 0∫
−∞
μ2(t, x, θ)ψ
(∥∥φ(θ)(·)∥∥
L2
)
dθ
)2
dx
]1/2

[ 1∫
0
( 0∫
−∞
μ2(t, x, θ)ψ
(
eαθ
∥∥φ(θ)∥∥
L2
)
dθ
)2
dx
]1/2
=
( 1∫
0
p21(t, x) dx
)1/2
×ψ(‖φ‖B)= P(t)ψ(‖φ‖B).
All the conditions stated in Theorem 3.3 have been satisfied for the inclusion (6)–(8), and so,
the system is controllable on J1.
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