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Abstract
In this paper we describe the possible spectra among matrices congruent to a given nonsin-
gular matrix A ∈ Mn(C) such that 0 is a boundary point of its field of values. In the process
we give a reducible form under congruence for A. If A is either singular or such that 0 is not a
boundary point of its field of values, the possible spectra among matrices congruent to A were
studied in [Linear and Multilinear Algebra 49 (2001) 243].
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1. Introduction
Let A ∈ Mn. The matrix B ∈ Mn is said to be congruent to A if there is an invert-
ible C ∈ Mn such that
B = C∗AC.
Clearly, congruence imposes an equivalence relation on Mn.
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The field of values of A is
F(A) ≡ {x∗Ax : x ∈ Cn, x∗x = 1},
a compact convex subset of the complex plane [5]. The set
F ′(A) ≡ {x∗Ax : 0 /= x ∈ Cn},
is the smallest angular sector that contains F(A) and is called the angular field of
values of A.
Congruent matrices have the same angular field of values, though the field of
values can vary. The location of 0 relative to F(A) (and F ′(A)) is invariant under
congruence.
Note that the field of values of a principal submatrix of A is in F(A). In particular,
by Schur’s unitary triangularization theorem [4] and because two unitarily similar
matrices have the same field of values, it follows that the spectrum of A is in F(A).
Given A ∈ Mn, we denote by IntF(A) and F(A) the interior and the boundary
of F(A), respectively.
We call A ∈ Mn rotationally Hermitian if there is an angle θ such that eiθA is
Hermitian.
In [3] the possible spectra among matrices congruent to a given A ∈ Mn were
described, except when 0 is a boundary point of F(A) and A is not diagonalizable
by congruence. In this paper we consider this case, completing the study of spectral
variation under congruence.
2. Reducible form under congruence
In this section we give a reduced form under congruence for a matrix A such that
0 ∈ F(A).
Notice that, if A is a singular matrix such that 0 ∈ F(A), then A is unitarily
similar to a matrix of the form 0k ⊕ A′, where k = n− rankA and A′ ∈ Mn−k is
nonsingular (0 /∈ IntF(A′)). In fact, by Schur’s unitary triangularization theorem, A
is unitarily similar to an upper triangular matrix with at least the first k principal
entries equal to zero. If this matrix had not the mentioned form then it would have a





with γ1, γ2 complex numbers and γ1 /= 0. In this event 0 would be an interior point
of F(A), which we suppose does not occur. Then a reduced form for the singular
A follows from a reduced form for the nonsingular A′ and, consequently, we may
confine our attention to the nonsingular case.
Following classical results [1], in [10] a canonical simultaneous reduced form
under congruence for a pair of Hermitian matrices is given. Because A = H(A)−
i(iS(A)), in which H(A) = (A+ A∗)/2 and iS(A) = i(A− A∗)/2 are Hermitian
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matrices, congruence of a single matrix is equivalent to simultaneous congruence of a
pair of Hermitian matrices. For this reason we eventually make use of the mentioned
canonical pair form. In preparation for this, we determine where the (angular) field
of values of certain key blocks lay (and the relative position of 0) in our first three
lemmas. The first two are proven by straightforward calculations.







As usual, we consider the range of arctan given by ]−π/2, π/2[.
Lemma 1. Let β be a real number, δ ∈ {−1,+1} and
D2(β) =
[
0 β − i
β − i 1
]
.
Then F ′(δD2(β)) = {x + yi ∈ C : δx > −δβy} ∪ {0}.Moreover, the matrix δD2(β)
has the same angular field of values as Q(θ), with
θ =
{
arctanβ if δ = 1,
arctanβ + π if δ = −1.







Then F ′(δG2) = {x + yi ∈ C : δy > 0} ∪ {0}. Moreover, the matrix δG2 has the
same angular field of values as Q(θ), with
θ =
{
π/2 if δ = 1,
−π/2 if δ = −1.



































In particular, D1(γ ) = [γ − i] and G1 = [−1]. Then the following conditions are
satisfied:
(a) if β ∈ R, 0 ∈ F(D2(β)) and 0 ∈ IntF(Dk(β)) for k > 2;
(b) if α ∈ C\(R ∪ {−i, i}), 0 ∈ IntF(El(α)) for l  1;
(c) 0 ∈ F(G2) and 0 ∈ IntF(Gj ) for j > 2.
Proof. Note that, since, for k  2, l  1 and j  2, Dk(β), El(α) and Gj have
a principal entry equal to 0, it is clear that 0 belongs to F(Dk(β)), F (El(γ ))
and F(Gj ). It follows from Lemmas 1 and 2 that 0 ∈ F(D2(β)) and 0 ∈ F(G2),
otherwise the corresponding angular field of values would be either all the complex
plane or a sector of less than π . A straightforward calculation shows that 0 is an
interior point of the field of values of E1(α), Dk(β) and Gj, with k, j ∈ {3, 4}.
When k is odd and greater than 3 then D3(β) is a principal submatrix of Dk(β).
When k is even and greater than 4 then D4(β) is a principal submatrix of Dk(β). So
0 ∈ IntF(Dk(β)) when k  3. The matrix E1(α) is a principal submatrix of El(α)
for l > 1. So 0 ∈ IntF(El(α)) for l  1. When j is odd and greater than 3 then G3 is
a principal submatrix of Gj . When j is even and greater than 4 then G4 is a principal
submatrix of Gj . So 0 ∈ IntF(Gj ) for j  3. 
Lemma 4. The matrix Q(θ), θ ∈ R, is not diagonalizable under congruence.
Proof. It follows from lemmas 1 and 2 that F ′(Q(θ)) includes an open half plane
through 0. If Q(θ) were congruent to a diagonal matrix then either F ′(Q(θ)) would
be on a line through 0 and, consequently, Q(θ) would be rotationally Hermitian, or
F ′(Q(θ)) would be a sector of less than π . Since neither of these cases occur, we
conclude that Q(θ) is not diagonalizable under congruence. 
The following theorem states a canonical (reducible) form for a nonsingular ma-
trix A ∈ Mn such that 0 /∈ IntF(A).
Theorem 5. Let A ∈ Mn be a nonsingular matrix such that 0 /∈ IntF(A). There is
























with θ − π/2  θ1  · · ·  θk1  θ + π/2 and n = k1 + 2k2. If 0 ∈ F(A), either
A is rotationally Hermitian (in which case there are two choices for θ, one of which
lies between 0 and π) or θ is uniquely determined. If 0 ∈ F(A), there is a continuum
of choices for θ and the first and last inequality above may be taken to be strict.
Proof. Write A = H(A)+ S(A), in which H(A) = (A+ A∗)/2 is the Hermitian
part of A and S(A) = (A− A∗)/2 is the skew Hermitian part of A. The matrices
H(A) and iS(A) are Hermitian matrices. Since A = H(A)− i(iS(A)) and det(A) /=
0, it follows from [10, Lemma 2] that A is congruent to a direct sum of blocks of the
following types: δDk(β), El(α) and δGj , where δ ∈ {−1,+1}, β ∈ R, α ∈ C\(R ∪
{−i, i}) and Dk(β), El(α) and Gj are the matrices defined in Lemma 3. According
to Lemma 3, k  2, j  2 and a block of type El(α) cannot appear, otherwise 0 ∈
IntF(A). Then A is congruent to a matrix of the form A1 ⊕ A2, in which A1 ∈ Mk1
is diagonal and A2 ∈ M2k2 is a direct sum of 2-by-2 blocks.
Clearly, if k1 > 0, there is a nonsingular diagonal real matrix C such that U =
C∗A1C has the form (2). If 0 ∈ F(A) (then k2 = 0), there is θ ∈ [0, 2π[ such that
θ − π/2 < θ1  · · ·  θn < θ + π/2. If k2 = 0 and 0 ∈ F(A) then there is θ ∈
[0, 2π[ such that θ − π/2 = θ1  · · ·  θn = θ + π/2 (θ is unique, unless A is ro-
tationally Hermitian). Suppose that k2 > 0. Then 0 ∈ F(A). Since the angular field
of values of a principal submatrix of A is in F ′(A), according to Lemmas 1 and
2, only one of the blocks D2(β), −D2(β),G2,−G2 can appear in A2 (the block
that appears is uniquely determined by F ′(A)). Also, by Lemmas 1 and 2, there is
θ such that F ′(Q(θ)) and F ′(A2) are the same set (θ is unique, modulo 2π). Since,
by Lemma 4, Q(θ) is not congruent to a diagonal matrix, then, in particular, Q(θ)
and the 2-by-2 block that appears in A2 are congruent. Then A2 is congruent to
D = Q(θ)⊕ · · · ⊕Q(θ) and A is congruent to a matrix of the form (1).
To complete our proof, we only need to show the uniqueness of k2 and the angles
θ1, . . . , θk1 (modulo 2π). Though it follows as a consequence of the uniqueness of
the simultaneous reduced form for a pair of Hermitian matrices [10], the arguments
we give here are instructive. Suppose that T is congruent to A and has the form pre-
scribed in the theorem. Then the matrices A−1A∗ and T −1T ∗ are similar. It is easy to
see that the number of blocksQ(θ) in T is the number of Jordan blocks of size 2 in the
Jordan form of T −1T ∗ (and, thus, ofA−1A∗) and, consequently, the uniqueness of k2
follows. Also note that, since the eiθj ’s lie in F ′(A), the θj ’s different from θ − π/2
and θ + π/2 (all the θj ’s, if 0 /∈ F(A)) are uniquely determined from the eigenvalues
of A−1A∗ associated with Jordan blocks of size 1 and the location of F ′(A). Now
suppose, without loss of generality, that A is congruent to A′ ⊕X′ and A′ ⊕X′′, in
which A′ is a direct sum of copies of the block Q(θ) and the eiθj ’s different from
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ei(θ−π/2) and ei(θ+π/2), and X′ and X′′ are diagonal matrices with eigenvalues in
{ei(θ−π/2), ei(θ+π/2)}. Since ei(θ−π/2), ei(θ+π/2) /∈ F ′(A′), the maximum dimension
of a subspace S such that, for all x ∈ S, x∗Ax belongs to
{




s = s1 + s′2 = s1 + s′′2 , (4)
where s1 is the maximum dimension of a subspace S1 such that for all y ∈ S1,
y∗A′y = 0 and s′2 (resp. s′′2 ) is the maximum dimension of a subspace S′2 (resp. S′′2 )
such that for all y ∈ S′2 (resp. y ∈ S′′2 ), y∗X′y (resp. y∗X′′y) belongs to (3). It is easy
to see that s′2 and s′′2 are the numbers of eigenvalues equal to ei(θ−π/2) in X′ and X′′,
respectively. From (4), s′2 = s′′2 , and, consequently, X′ = X′′. 
We now introduce some helpful terminology. Let A ∈ Mn be a nonsingular matrix
and suppose that 0 ∈ F(A). According to Theorem 5, A is congruent to a direct sum
of a unitary matrix U and k2  0 copies of the block Q(θ), for some θ ∈ [0, 2π[.
We call the matrix U the unitary summand of A. The numbers θ1, . . . , θk1 ∈ [θ −
π/2, θ + π/2] are called the canonical angles for A. This definition extends the
concept of canonical angles for a unitoid matrix given in [8]. If A is not rotationally
Hermitian then the angle θ is unique and is called the directorial angle for A. Note
that in this event
F ′(A) ⊆
{
keiγ : k  0 and θ − π
2




If A is rotationally Hermitian, we say that θ is the directorial angle for A if 0 
θ < π and (5) holds (θ is unique). If j1 is the number of θi’s equal to θ − π/2 and
j2 is the number of θ ′i s equal to θ + π/2, we call (j1, j2) the boundary canonical
angle pair for A. We call the number k2 the limit canonical angle index for A. The
angles θ − π/2, θ + π/2 (k2 times each) are the limit canonical angles for A. Clearly,
when 0 ∈ F(A), then either k2 > 0 or j1j2 > 0. If k2 = 0 then A is congruent
to a unitary matrix and this situation is covered by the results of [8] (as the case
0 /∈ F(A)).
When 0 ∈ F(A), we call the canonical angles and the limit canonical angles for
A, the generalized canonical angles for A.
For convenience, we extend some definitions given above to the case A is such
that 0 /∈ F(A). Thus, for such A, the generalized canonical angles and the canonical
angles coincide. Also, the limit canonical angle index for A is 0.
If A is congruent to a matrix of the form (1), the arguments of the eigenvalues
of A−1A∗ are −2θ1, . . . ,−2θk1 ,−2θ + π, . . . ,−2θ + π . Notice that the limit ca-
nonical angles and the canonical angles on the boundary of F ′(A) produce the same
eigenvalues for A−1A∗.
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A simple consequence of theorem 5 is the following corollary that extends [8,
Corollary 4].
Corollary 6. Let A,B ∈ Mn be nonsingular matrices such that 0 ∈ F(A) and 0 ∈
F(B). Then A and B are congruent if and only if they have the same directorial
angle and the same canonical angles (and, consequently, the same limit canonical
angle index).
Suppose that A ∈ Mn is nonsingular and 0 ∈ F(A). According to Theorem 5,
there is a nonsingular C ∈ Mn such that B = C∗AC is a direct sum of a unitary
matrix U and k2  0 copies of the block Q(θ), in which θ is the directorial angle for
A. For ε > 0, let Bε = B + εeiθ In. Note that 0 /∈ F(Bε) and Bε approaches B, as ε
approaches 0. Let Aε = (C∗)−1BεC−1. Clearly, 0 /∈ F(Aε) and, as ε approaches 0,
Aε approaches A. Moreover, the canonical angles for Aε and Bε are the same. It is
easy to see that the canonical angles for
eiθ
[
1 + ε 2
0 1 + ε
]
approach the angles θ − π/2, θ + π/2, the limit canonical angles for Q(θ). Then
it follows easily that the canonical angles for Aε approach the generalized canoni-
cal angles for A. In general, if (Bε)ε>0 is an arbitrary sequence of matrices that
approaches B, as ε approaches 0, and 0 /∈ F(Bε), then the limit of the canonical
angles of Bε, and, thus, of (C∗)−1BεC−1, are the generalized canonical angles of A.
To see this let θ1  · · ·  θn, with θn − θ1 < π, θ − π  θ1 < θ + π, be the gener-
alized canonical angles of A and θε1  · · ·  θεn , with θεn − θε1 < π, θ − π  θε1 <
θ + π, be the canonical angles of Bε. Note that the first j1 + k2 angles θi are equal
to θ − π/2 while the last j2 + k2 are equal to θ + π/2, with (j1, j2) the boundary
canonical angle pair for A. Since the eigenvalues of B−1ε B∗ε approach the eigenvalues
of B−1B∗, the sequence (−2θεi ) approaches (−2θi), as ε approaches 0. Thus, be-
cause of the location of F(B), it is clear that exactly n− j1 − j2 − 2k2 canonical
angles ofBε approach the canonical angles of B different from θ − π/2 and θ + π/2,
while the other j1 + j2 + 2k2 approach either θ − π/2 or θ + π/2. We just need to
see that there are exactly j1 + k2 canonical angles of Bε that approach θ − π/2, as
ε approaches 0. By continuity, for sufficiently small ε, the eigenvalues of Bε are
arbitrarily close to the eigenvalues of B. Thus, if γ ε1  · · ·  γ εn are the arguments
of the eigenvalues of Bε, n− 2k2 angles γ εi approach the canonical angles of A (the
arguments of the eigenvalues of U) while the other 2k2 approach θ . According to [3],
the angles (γ εi ) majorize the angles (θεi ), i.e.,
θε1 + · · · + θεi  γ ε1 + · · · + γ εi , i ∈ {1, . . . , n− 1},
θε1 + · · · + θεn = γ ε1 + · · · + γ εn ,
a concept that we will use later. Because of what was mentioned earlier, n− j1 −
j2 − 2k2 of both the angles θεi and the angles γ εi approach those θi’s different from
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θ − π/2 and θ + π/2. It then follows from the majorization equality that, for suffi-
ciently small ε, the sum of the j1 + j2 + 2k2 canonical angles θεi near either θ − π/2
or θ + π/2 is arbitrarily close to j1(θ − π/2)+ 2k2θ + j2(θ + π/2). This means
that the number of θεi close to θ − π/2 is exactly j1 + k2 and that the angles θεi
approach the angles θi, i = 1, . . . , n.
The case in which 0 /∈ F(A) andAε,with 0 /∈ F(Aε), approachA, as ε approaches
0, may be viewed as one in which k2 = j1 = j2 = 0. Then the same argument yields
that the canonical angles of Aε approach those of A.
Next we give a result concerning the generalized canonical angles for a nonsin-
gular principal submatrix of a nonsingular matrix A such that 0 ∈ F(A).
Lemma 7. Let A ∈ Mn be a nonsingular matrix such that 0 ∈ F(A) and suppose
that B ∈ Mk is a nonsingular principal submatrix of A. Let α1  · · ·  αn and β1 
· · ·  βk, αn − α1 = π, βk − β1  π, α1  β1 < α1 + 2π, be the generalized ca-
nonical angles for A and B, respectively. Then
αj  βj  αj+n−k,
j ∈ {1, . . . , k}.
Proof. Without loss of generality suppose that B is the principal submatrix of A
that lies in the first k rows and columns. Note that either 0 /∈ F(B) or 0 ∈ F(B).
Let (Aε) be a sequence of matrices that approaches A, as ε approaches 0, and such
that 0 /∈ F(Aε). For each ε > 0, let Bε ∈ Mk be the principal submatrix of Aε that
lies in the first k rows and columns. Note that, as ε approaches 0, the sequence
(Bε) approaches B. Since 0 /∈ F(Aε), then 0 /∈ F(Bε) and Aε and Bε are congru-
ent to unitary matrices. Let αε1  · · ·  αεn, αεn − αε1 < π, θ − π  αε1 < θ + π, and
βε1  · · ·  βεk , βεk − βε1 < π, αε1  βε1 < αε1 + 2π, be the canonical angles for Aε
and Bε, respectively, with θ the directorial angle for A. It follows from [6, Lemma
8] that
αεj  βεj  αεj+n−k, (6)









j = βj , j ∈ {1, . . . , k}.
The proof follows by applying limits in (6). 
3. Spectral variation under congruence
In this section we describe the possible spectra among matrices congruent to a
given nonsingular A ∈ Mn such that 0 ∈ F(A).
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We denote the spectrum of A ∈ Mn by σ(A).
As mentioned in [3], since detCC∗ > 0, when A is a nonsingular matrix, a nec-







in which σ(A) = {r1eiθ1 , . . . , rneiθn} and σ(C∗AC) = {s1eiτ1 , . . . , sneiτn} are polar
representations of the two spectra. Notice that if 0 /∈ IntF(A), then, modulo 2π, the
argument of detA is the sum of the generalized canonical angles for A.
Because of Schur’s unitary triangularization and the possibility of composition
with a diagonal congruence, if the spectrum {r1eiθ1 , . . . , rneiθn}, ri > 0, i = 1, . . . , n,
occurs for some matrix in the congruence class of A, so does any scaled spectrum of
the form {s1eiθ1 , . . . , sneiθn}, si > 0, i = 1, . . . , n.
Let A be a nonsingular matrix such that either 0 /∈ F(A) or both 0 ∈ F(A) and
the limit canonical angle index for A is 0. In this event A is congruent to a unitary
matrix (A is diagonalizable under congruence). If A is rotationally Hermitian, the
possible spectra of a matrix congruent to A follows from Sylvester’s law of inertia. If
A is not rotationally Hermitian, the arguments of the possible eigenvalues of C∗AC,
C nonsingular, are restricted by majorization, using [6,3]. If θ1  · · ·  θn, θn−
θ1  π, are the canonical angles for A then there is a matrix B congruent to A such
that σ(B) = {s1eiτ1 , . . . , sneiτn}, si > 0, i = 1, . . . , n, τ1  · · ·  τn, τn − τ1  π,
θ1  τ1 < θ1 + 2π, if and only if
θ1 + · · · + θi  τ1 + · · · + τi, i ∈ {1, . . . , n− 1}
θ1 + · · · + θn = τ1 + · · · + τn.
We say that the angles τi’s majorize the angles θi’s and we denote this relationship
by (θ1, . . . , θn) ≺ (τ1, . . . , τn).
If 0 ∈ F(A) and the limit canonical angle index for A is nonzero, then A is
not diagonalizable under congruence. In this event the arguments of the possible
eigenvalues of a matrix congruent to A are again restricted by majorization, but now
some inequalities are strict. A full answer to this case is given in this section.
The following lemma follows from [6, Lemma 12] and the proof of [6, Lemma 5].
Lemma 8. Let A ∈ Mn be a nonsingular matrix. Suppose that the arguments
of the eigenvalues of A are α1  · · ·  αn, αi+1 − αi < π, αn − α1  2π. Let β1 
· · ·  βn be real numbers. If (α1, . . . , αn) ≺ (β1, . . . , βn) then there is a matrix
B such that B is congruent to A and σ(B) = {s1eiβ1 , . . . , sneiβn}, si > 0, i = 1,
. . . , n.
The following theorem is our main result.
Theorem 9. Let A ∈ Mn be a nonsingular matrix such that 0 ∈ F(A) and suppose
that the limit canonical angle index for A is k2 > 0. Let α1  · · ·  αn, αn − α1 = π,
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be the generalized canonical angles and (j1, j2) be the boundary canonical angle
pair for A. Then there is a matrix B such that B is congruent to A and σ(B) =
{s1eiτ1 , . . . , sneiτn}, si > 0, i = 1, . . . , n, τ1  · · ·  τn, τn − τ1  π, α1  τ1 <
α1 + 2π, if and only if
α1 + · · · + αi  τ1 + · · · + τi, i ∈ {1, . . . , j1},
α1 + · · · + αj1+i < τ1 + · · · + τj1+i , i ∈ {1, . . . ,min{n− 1, n− j1 − j2}},
α1 + · · · + αn−j2+i  τ1 + · · · + τn−j2+i , i ∈ {1, . . . , j2 − 1},
α1 + · · · + αn = τ1 + · · · + τn.
We denote the last relationship by
(α1, . . . , αn) ≺j1,j2 (τ1, . . . , τn). (7)
Proof. Denote by θ the directorial angle for A. Note that α1 = · · · = αj1+k2 = θ −
π/2 and αn−j2−k2+1 = · · · = αn = θ + π/2.
Necessity. Because of Schur’s unitary triangularization and the possibility of com-
position with a diagonal congruence, suppose, without loss of generality, that B is
congruent to A and σ(B) = {eiτ1 , . . . , eiτn}. Note that θ − π/2  τ1, τn  θ + π/2
and, from a previous remark,




i : τi = θ − π2
}
and r ′ = #
{
i : τi = θ + π2
}
.
Since an eigenvalue on the boundary of the field of values is normal [5, p. 51], B is
unitarily similar to a matrix of the form
ei(θ−π/2)Ir ⊕ ei(θ+π/2)Ir ′ ⊕ A′, (9)
in which A′ ∈ Mn−r−r ′ , 0 /∈ IntF(A′) and σ(A′) = {eiτr+1 , . . . , eiτn−r′ }. It follows
from Theorem 5 that r  j1, r ′  j2, the generalized canonical angles for A′ are
αr+1  · · ·  αn−r ′ , the limit canonical angle index for A′ is k2 > 0 and the bound-
ary canonical angle pair for A′ is (j ′1, j ′2) = (j1 − r, j2 − r ′). We will prove that
αr+1 + · · · + αr+i < τr+1 + · · · + τr+i , (10)
i ∈ {1, . . . , n− r − r ′ − 1}. Note that, from (8),
αr+1 + · · · + αn−r ′ = τr+1 + · · · + τn−r ′ . (11)
Clearly, condition (7) follows from (10) and (11).
To prove (10) we proceed by induction on n− r − r ′. Since k2 > 0, then αn−r ′ =
θ + π/2, and, from (11),
αr+1 + · · · + αn−r ′−1 < τr+1 + · · · + τn−r ′−1, (12)
otherwise τn−r ′  θ + π/2,which does not occur. If n− r − r ′ = 2 the proof is com-
plete. Note that in this caseA′ is congruent toQ(θ). Now suppose thatn− r − r ′ > 2.
By a unitary similarity, suppose, without loss of generality, that A′ has the form






in which A′′ ∈ Mn−r−r ′−1 has eigenvalues whose arguments are τr+1  · · · 
τn−r ′−1. Let βr+1  · · ·  βn−r ′−1, βn−r ′−1 − βr+1  π, etc., be the generalized
canonical angles, k′′2 be the limit canonical angle index and j ′′1 (resp. j ′′2 ) be the
number of canonical angles for A′′ equal to θ − π/2 (resp. θ + π/2). Note that
j ′′1  j ′1, otherwise A′ would be congruent to a matrix with more than j ′1 (normal)
eigenvalues equal to ei(θ−π/2), which does not occur.
If k′′2 > 0, according to the induction hypothesis,
βr+1 + · · · + βr+i < τr+1 + · · · + τr+i , (13)
i ∈ {1, . . . , n− r − r ′ − 2}. Bearing in mind Lemma 7, condition (10) holds for i ∈
{1, . . . , n− r − r ′ − 2}.
Now suppose that k′′2 = 0. Then A′′ is diagonalizable under congruence and by
[6,3] (even if A′′ is rotationally Hermitian)
(βr+1, . . . , βn−r ′−1) ≺ (τr+1, . . . , τn−r ′−1). (14)
Note that, since k2 > 0 and j ′′1  j ′1, then j ′′1 < j ′1 + k2  n− r − r ′ − 1. Also, be-
cause of the definition of j ′′1 ,βr+j ′′1 +1 > θ − π/2. Consequently,θ − π/2 = αj1+k2 <
βr+j ′′1 +1  βj1+k2 . Then, bearing in mind Lemma 7, condition (10) follows from
(14), for i ∈ {j1 + k2 − r + 1, . . . , n− r − r ′ − 2}. Clearly, condition (10) holds for
i ∈ {1, . . . , j1 + k2 − r}.
Thus, for any k′′2 , condition (10) also holds for i ∈ {1, . . . , n− r − r ′ − 2}.
Sufficiency. Suppose that condition (7) is satisfied. Let r = #{i : τi = θ − π/2}
and r ′ = #{i : τi = θ + π/2}. Clearly, r  j1 and r ′  j2. It follows from Theorem
5 that A is congruent to a matrix of the form (9) with
A′ = ei(θ−π/2)Ij1−r ⊕ ei(θ+π/2)Ij2−r ′ ⊕ U ⊕D,
in which U = diag(eiαj1+k2+1 , . . . , eiαn−k2−j2 ) and D is a direct sum of k2 > 0 copies
of the block Q(θ). From (7) it follows that (10) and (11) hold. Let δ be a positive
real number such that α′r+1  · · ·  α′n−r ′ and
α′r+1 + · · · + α′r+i < τr+1 + · · · + τr+i , (15)
i ∈ {1, . . . , n− r − r ′ − 1}, with
α′i = αi + δ if i ∈ {j1 + 1, . . . , j1 + k2},
α′i = αi − δ if i ∈ {n− j2 − k2 + 1, . . . , n− j2},
α′i = αi other cases.
Note that α′r+i+1 − α′r+i < π, i ∈ {1, . . . , n− r − r ′ − 1}, and
α′r+1 + · · · + α′n−r ′ = τr+1 + · · · + τn−r ′ . (16)
Since ei(θ+π/2−δ) ∈ F ′(Q(θ)) and (θ + π/2 − δ)+ (θ − π/2 + δ) = 2θ =
arg det(Q(θ)), from [7, theorem 1] Q(θ) is congruent to a matrix Q′ with eigen-
values ei(θ+π/2−δ), ei(θ−π/2+δ). Then A′ is congruent to
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A′′ = ei(θ−π/2)Ij1−r ⊕ ei(θ+π/2)Ij2−r ′ ⊕ U ⊕D′,
in which D′ is a direct sum of k2 > 0 copies of Q′. Note that the arguments of the
eigenvalues of A′′ are α′r+1, . . . , α′n−r ′ . From (15) and (16) it follows that(
α′r+1, . . . , α′n−r ′
) ≺ (τr+1, . . . , τn−r ′) .
According to Lemma 8, A′′ is congruent to a matrix with eigenvalues whose argu-
ments are τr+1, . . . , τn−r ′ . Then A is congruent to a matrix with eigenvalues whose
arguments are τ1, . . . , τn and consequently A is congruent (via the composition of
a unitary matrix with a diagonal real matrix) to a matrix with spectrum {s1eiτ1 , . . . ,
sne
iτn}. 
We note that the measurement of angles (both canonical angles of A and the argu-
ments of the eigenvalues of a matrix congruent to A) in the statement of [3, Theorem
1] is assumed clock-wise, relative to a fixed reference, for certain locations of F(A).
We now prefer the more general way, relative to a variable, intrinsic reference, used
herein to measure such angles; no positional assumptions are necessary.
Together with the results of [3], which cover the cases 0 /∈ F(A), 0 ∈ IntF(A),
certain singular cases and reduction of the remaining singular cases to the nonsingu-
lar one, the present results constitute a complete solution to the problem of what spec-
tra are possible over congruences of A. The solution depends remarkably subtlely
upon the location of the field of values of A.
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