Abstract: We propose a new hybrid ARQ scheme that utilizes reliability estimates generated by soft-input, soft-output (SISO) SISO decoders can be used with many modern error-control coding schemes. These decoders typically accept estimates of the a priori probabilities and output estimates of the a posteriori probabilities (APPs) for the message bits. For the class of codes on graphs, suboptimal iterative decoding schemes are used that approximate an APP decoder. In this paper, we present results for a modified turbo coding scheme that uses an iterative SISO decoder. However, the results apply to iterative decoding of many other codes. The code we use has an extremely low error floor, so the performance is limited by the failure of the decoder to converge to the maximumlikelihood (ML) solution. Decoder convergence can be improved if additional information is provided for some subset of bits for which the decoder produces poor estimates. The reliabilitybased hybrid ARQ (RB-HARQ) scheme that we propose provides additional information for the bits that are determined to be unreliable in the iterative decoding process.
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The RB-HARQ technique is motivated by an understanding of the limitations of iterative decoding. At high E b /N 0 the performance of turbo codes with iterative decoding is the same as the ML decoder. However, at lower E b /N 0 , the performance is limited by the failure of the decoder to converge to the ML solution. This decoder failure is linked to fixed points of the decoding algorithm [1] .
We have observed that the fixed points of the iterative decoding algorithm are usually linked to a small subset of bits, which we refer to as weak bits. The weak bits are information bits that are involved in preventing the iterative decoding algorithm from converging to the correct Analysis of error packets reveals that the decoder can accurately identify the weak bits. Consider a block of 900 information bits encoded by a concatenated code that uses an outer rectangular parity-check code and an inner rate 1/3 3GPP turbo code (RPCC+turbo code) [2] for transmission over an AWGN channel. For each error packet, rank the bits at the output of the turbo decoder by the magnitude of their soft-decision log-APP values. The bit with the smallest soft output is considered the least reliable (0), and the bit with the largest soft output is considered most reliable (899). The probability of error for each bit by rank is illustrated in Fig. 1 .
These results indicate that the least reliable bits correspond to errors about 50% of the time, while very reliable bits are rarely in error.
Thus, the iterative decoding algorithm identifies the weak bits as those for which the magnitudes of the log-APP are small. The log-APPs consist of intrinsic and extrinsic information that is used in the iterative decoding process. Thus, the decoder may converge if additional information can be used to improve upon the soft-decision estimates for the weak bits. We provide this additional information by retransmissions in a hybrid-ARQ scheme. This ARQ 3 technique is significantly different from the common technique of puncturing the turbo code to increasingly higher rates and then sending subsets of the punctured bits in response to incremental redundancy requests (see, for example, [3] ). RB-HARQ directly attacks the problem of decoder convergence that will be the primary performance limitation in future systems that employ iterative decoding.
We present some initial results to illustrate the potential of RB-HARQ. Let S be the source radio and D be the destination radio for some information. For this initial investigation, we assume that there is a highly reliable link from D back to S that can be used to request retransmissions and that has a high capacity that can be used for a special large retransmission request packet. Initially, S sends a packet of coded bits to D. D attempts to decode the message and sends a retransmission request to S if the packet fails to decode correctly. The retransmission request contains a list of the least-reliable information bits, based on the log-APPs. For the results we present in this paper, S then retransmits the set of requested bits. No coding is used on the retransmission other than the option of repetition.
The code we consider is a rate 0.3125 RPCC+turbo code [2] . The turbo code has the same constituent convolutional codes as the rate 1/3 3GPP turbo codes. The block size is 900 information bits, and the interleavers are random. The results in Fig. 2 illustrate the throughputs that can be achieved using RB-HARQ. The code rates in Fig. 2 refer to the initial rate of transmission for the code. These initial rates are achieved by puncturing the parity bits at the output of the turbo encoder in an unoptimized, regular pattern. After 10 iterations, if the packet has not decoded correctly, then 60 message bits that have the smallest soft-outputs are retransmitted. This process is repeated up to 50 times. The results show that RB-HARQ can achieve performance within 0.5 dB to 1.0 dB of capacity for −8 dB< E s /N 0 < 3 dB if the initial code rate is selected properly or if a rate-compatible punctured turbo code with only a few code rates is used.
We consider a more practical scenario in which only 4 retransmissions are allowed with 10 iterations between retransmissions. The block length is 900 information bits, and each retransmission contains N s systematic bits, each of which is repeated r times, such that rN s = 60.
Thus each retransmission consists of 60 channel symbols for BPSK modulation and amounts to approximately 2.1% incremental redundancy. The retransmissions effectively reduce the rate of the code and hence increase E b /N 0 at the receiver. We account for this additional received The results in Fig. 3 illustrate the packet error probability for RB-HARQ applied to a system that uses the RPCC+turbo code. The code is unpunctured and thus has initial rate 0.3125. The channel is an AWGN channel. The results show that to achieve a packet error probability less than 10 −2 , the ARQ schemes that retransmit 60 bits with no repetition or 30 bits with repetition 2 require approximately 0.5 dB lower E b /N 0 than the same system with no ARQ. This is a significant improvement, and it was achieved with an arbitrary choice of parameters and the weakest possible coding (repetition coding) on the retransmissions. 
