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1. Introduction {#wrcr23380-sec-0001}
===============

The need to assess the impact of climate change on different sectors, e.g. water, has motivated the development of climate models capable of representing the complexity of natural processes in both space and time (Arheimer et al., [2017](#wrcr23380-bib-0001){ref-type="ref"}; Giorgi et al., [2009](#wrcr23380-bib-0013){ref-type="ref"}). However, uncertainties (epistemic and aleatoric) in such models (e.g. structural hypotheses, boundary conditions, and chaotic behavior of the climate system) can influence the future climatic projections and, further, their sectorial impact (Déqué et al., [2007](#wrcr23380-bib-0009){ref-type="ref"}; Knutti & Sedláček, 2012; Murphy et al., [2004](#wrcr23380-bib-0036){ref-type="ref"}; O\'Gorman, [2014](#wrcr23380-bib-0039){ref-type="ref"}). Production of a large multi‐model ensemble of climate simulations suitable for impact modeling studies is an attempt to enhance our knowledge about the associated uncertainties in future projections (Clark et al., [2016](#wrcr23380-bib-0008){ref-type="ref"}; Pechlivanidis et al., [2017](#wrcr23380-bib-0045){ref-type="ref"}; Samaniego et al., [2017](#wrcr23380-bib-0052){ref-type="ref"}). Nevertheless, practical designs of sectorial impact assessment studies are typically restricted to using small numbers of climate projections thereby providing users with a subset that is manageable for planning studies; accordingly communication of uncertainty between modelers and users can be challenging (Grafton et al., [2013](#wrcr23380-bib-0014){ref-type="ref"}). It would, therefore, be useful to have access to methodologies for the selection of representative subsets of climate/impact modeling projections from the large ensemble of available projections that may be available (Evans et al., [2014](#wrcr23380-bib-0012){ref-type="ref"}; Vautard et al., [2014](#wrcr23380-bib-0056){ref-type="ref"}).

Identifying representative subsets from a high‐dimensional sample space is not a straightforward task. Some models share the same systematic errors and selecting two similar models would result in a double‐counting problem where the same result is counted twice leading to bias in the overall result. Ideally, one would like the selected subset to capture as much of the full range in simulated future changes as possible (and hence maximize model diversity), and failure to incorporate relevant scenarios in the analysis could lead to inadequate assessments of uncertainty in the indicators of interest (Cannon, [2015](#wrcr23380-bib-0006){ref-type="ref"}; Christensen et al., [2010](#wrcr23380-bib-0007){ref-type="ref"}; Evans et al., [2013](#wrcr23380-bib-0011){ref-type="ref"}; McSweeney & Jones, [2016](#wrcr23380-bib-0029){ref-type="ref"}). Within the ENSEMBLES project, *van der* Linden and Mitchell ([2009](#wrcr23380-bib-0055){ref-type="ref"}) highlighted that "*Choosing a subset of the available RCMs based on the weights is not necessarily the best strategy. It might lead to an under‐sampling of uncertainty. The minimum requirement would seem to be to use results based on two or more Regional Climate Models that are forced by at least two Global Climate Models*". Similar conclusions were drawn by Weigel et al. ([2010](#wrcr23380-bib-0057){ref-type="ref"}). Until now, such selection has often been made subjectively, e.g. by hand‐picking simulations depending on availability, fidelity (representation of physical processes), resolution (the higher the better), performance (over the historical period), and/or context/representativeness (selecting the most extreme simulations of the climate change signals) (Knutti et al., [2013](#wrcr23380-bib-0021){ref-type="ref"}; McSweeney et al., [2012](#wrcr23380-bib-0030){ref-type="ref"}; Murdock & Spittlehouse, [2011](#wrcr23380-bib-0035){ref-type="ref"}; Salathe et al., [2007](#wrcr23380-bib-0051){ref-type="ref"}).

Recently, more diagnostic approaches have aimed to maximize preservation of information within the limitations dictated by impact studies (Olson et al., [2016](#wrcr23380-bib-0040){ref-type="ref"}; Wilcke & Bärring, [2016](#wrcr23380-bib-0060){ref-type="ref"}). Among the available methods for subset selection, clustering seems to be favored since it can be applied to various combinations of variables and climatic indices (Houle et al., [2012](#wrcr23380-bib-0015){ref-type="ref"}; Masson & Knutti, [2011](#wrcr23380-bib-0028){ref-type="ref"}; Mendlik & Gobiet, [2016](#wrcr23380-bib-0031){ref-type="ref"}). Clustering aims at maximizing the between group variance of an ensemble while minimizing the within‐group variance, and can therefore help in selection of members that are representative of high‐density regions of the projection space. However, in the case where certain models have contributed many simulations while others have contributed only a few, such "high‐density" regions in the projection space may likely be caused by the poorly representative nature of the ensemble (Cannon, [2015](#wrcr23380-bib-0006){ref-type="ref"}). Finally, some clustering algorithms (i.e. *k*‐means) for subset selection may not provide consistent results (with different initial partitions resulting in different final clusters) and so clustering may not produce an ordered sequence of solutions (Jain et al., [1999](#wrcr23380-bib-0016){ref-type="ref"}).

Information theory makes available several powerful tools that can help us in relating multiple interconnected data streams to process understanding (Koutsoyiannis, [2005](#wrcr23380-bib-0023){ref-type="ref"}; Pechlivanidis et al., [2014b](#wrcr23380-bib-0042){ref-type="ref"}; Ruddell & Kumar, [2009](#wrcr23380-bib-0050){ref-type="ref"}). In general, these tools make no assumptions about the underlying system dynamics or relationships among the system variables (e.g. they measure any‐order correlations/dependencies among time‐series/data sets). The fundamental basis for these tools is the mathematical concept of "entropy" as a quantitative measure of the information content (or conversely, the lack of precision) associated with a signal (in our case hydro‐climatic simulations). Information‐based metrics have been used in a wide spectrum of topical areas (including climatology, hydrology, environmental and water resources) (Molini et al., [2006](#wrcr23380-bib-0034){ref-type="ref"}; Pechlivanidis et al., [2016b](#wrcr23380-bib-0043){ref-type="ref"}; Peters‐Lidard et al., [2017](#wrcr23380-bib-0046){ref-type="ref"}; Singh, [2000](#wrcr23380-bib-0054){ref-type="ref"}; Weijs et al., [2013](#wrcr23380-bib-0058){ref-type="ref"}). Among the various applications, information theory has been used as an avenue to identify where relevant information is present and/or conflicting; e.g., in the optimization, design and management of hydro‐meteorological monitoring networks (Li et al., [2012](#wrcr23380-bib-0025){ref-type="ref"}; Ridolfi et al., [2014](#wrcr23380-bib-0049){ref-type="ref"}; Xu et al., [2015](#wrcr23380-bib-0061){ref-type="ref"}). Such problems are addressed via a multi‐objective optimization approach, in which redundant information (which in information theory terms is described by the total correlation) is to be minimized whilst total information (described by the joint entropy) is to be maximized. This concept has been termed "*Maximum Information Minimum Redundancy*" (MIMR) (Li et al., [2012](#wrcr23380-bib-0025){ref-type="ref"}).

To date, there seems to have been no formal application of the MIMR concept to the identification of representative subsets from an ensemble of hydro‐climatic projections. What an impact‐modeler eventually would like to base the subset selection on is its representativeness with respect to some output variables of the impact model (e.g. discharge, soil moisture, evapotranspiration etc.). However, to fulfill the goal of reducing the number of impact model simulations, subset selection has to also be based on the input variables of an impact model. Meanwhile, choosing a subset based on the input data alone may not provide an optimal choice with respect to the output variable.

In this paper, we analyze the representativeness of selected subsets with respect to both the input and the output variables of hydrological impact models and pose the following scientific questions: 1) *What is the information content in hydro‐climatic projections?* 2) *If one has N projections, how can one quantify their representativeness with respect to a larger set of projections?* 3) *If one has to select N projections from a larger set, which projections should one choose?*

The paper is organized as follows. In Section [2](#wrcr23380-sec-0002){ref-type="sec"}, the region and data are introduced. Basic entropy theory is briefly presented in Section [3](#wrcr23380-sec-0005){ref-type="sec"} for ease of understanding the basis for the MIMR criterion. Section [4](#wrcr23380-sec-0010){ref-type="sec"} presents results of an experiment in identification of a representative hydro‐climatic subset. A discussion on the potential of the proposed framework, application over other hydro‐climatic gradients, and comparison with other sub‐selection methods is presented in Section [5.](#wrcr23380-sec-0015){ref-type="sec"} Finally, Section [6](#wrcr23380-sec-0019){ref-type="sec"} states the conclusions.

2. Study Area, Data and Models {#wrcr23380-sec-0002}
==============================

2.1. Study Area and Climatic Data {#wrcr23380-sec-0003}
---------------------------------

Sweden covers a surface area of about 450,000 km^2^ with forest dominating the country\'s land use (about 65%), yet major agricultural areas are present in the south. The country is drained by a large number of rivers that have their sources in the west (mountainous areas) and run eastwards to the Baltic Sea and southwest to the North Atlantic. The climatic patterns over the country can be clustered into four regions following analyses of long‐term records and scenario modeling (Figure [1](#wrcr23380-fig-0001){ref-type="fig"}a) (Lindström & Alexandersson, [2004](#wrcr23380-bib-0026){ref-type="ref"}). The river basins in these regions also show similarities in morphology, but also represent the catchments of the marine basins (Arheimer & Lindström, [2015](#wrcr23380-bib-0002){ref-type="ref"}).

![(a) The four climate regions in Sweden, and (b) the HBV model performance (in terms of NSE) at 69 test‐basins over the country with long‐term records.](WRCR-54-5422-g001){#wrcr23380-fig-0001}

The large ensemble set consists of 16 available climate projections for Sweden (Table [1](#wrcr23380-tbl-0001){ref-type="table"}) (Bergström et al., [2012](#wrcr23380-bib-0004){ref-type="ref"}). It includes 3 different emission scenarios, 5 GCMs, 6 RCMs, and two spatial resolutions. Note that the ensemble does not sample all the uncertainty sources of the modeling chain in a systematic manner; the ECHAM5 GCM, RCA3 RCM, and the A1B emission scenario are dominating the ensemble. In addition, there are cases in which the model combination (modeling chain) is the same but projections are generated at different spatial resolutions (i.e. projection ID 3 and 4). Thus, it is rather an ensemble of opportunity constructed of readily available data, as it is often the case in real world impact studies. Nevertheless, we assume here that all available climate models are equally valuable for application in Sweden; i.e., that they do not contain any systematic errors and have acceptable historical performance.

###### 

Projections Used in the Larger Ensemble to Produce Hydrological Climate Impact Projections

  ---------------------------------------------------------------------------------------------
  ID    Emission scenario   GCM          RCM\                   Abbreviation\
                                         (Resolution)           (Emission‐GCM‐RCM‐resolution)
  ----- ------------------- ------------ ---------------------- -------------------------------
  *1*   *A1B*               *ECHAM5r1*   *SMHI‐RCA3 (\*)*       *A1B‐ECHAM5r1‐RCA3\**

  2     A1B                 ECHAM5r2     SMHI‐RCA3 (\*)         A1B‐ECHAM5r2‐RCA3\*

  *3*   *A1B*               *ECHAM5r3*   *SMHI‐RCA3 (\*)*       *A1B‐ECHAM5r3‐RCA3\**

  4     A1B                 ECHAM5r3     SMHI‐RCA3 (\*\*)       A1B‐ECHAM5r3‐RCA3\*\*

  5     B1                  ECHAM5r1     SMHI‐RCA3 (\*)         B1‐ECHAM5r1‐RCA3\*

  6     A1B                 ARPEGE       SMHI‐RCA3 (\*)         A1B‐ARPEGE‐RCA3\*

  *7*   *A1B*               *CCSM3*      *SMHI‐RCA3 (\*)*       *A1B‐CCSM3‐RCA3\**

  *8*   *A1B*               *ARPEGE*     *CNRM‐ALADIN (\*\*)*   *A1B‐ARPEGE‐ALADIN\*\**

  9     A1B                 ECHAM5r3     KNMI‐RACMO (\*\*)      A1B‐ECHAM5r3‐RACMO\*\*

  10    A1B                 ECHAM5r3     MPI‐REMO (\*\*)        A1B‐ECHAM5r3‐REMO\*\*

  11    A2                  ECHAM5r3     SMHI‐RCA3(\*\*)        A2‐ECHAM5r3‐RCA3\*\*

  12    A1B                 HadCM3Q0     HC‐HadRM3 (\*\*)       A1B‐HadCM3Q0‐HadRM3\*\*

  13    A1B                 HadCM3Q16    SMHI‐RCA3(\*\*)        A1B‐HadCM3Q16‐RCA3\*\*

  14    A1B                 BCM          DMI‐HIRHAM (\*\*)      A1B‐BCM‐HIRHAM\*\*

  15    A1B                 HadCM3Q0     DMI‐HIRHAM (\*\*)      A1B‐HadCM3Q0‐HIRHAM\*\*

  16    A1B                 ECHAM5r3     DMI‐HIRHAM (\*\*)      A1B‐ECHAM5r3‐HIRHAM\*\*
  ---------------------------------------------------------------------------------------------

*Note*. Projections in italics are only available for the period 1981--2051. RCMs with (\*) and (\*\*) have a 50x50 and 25x25 km spatial resolution, respectively

In a recent study by Kjellström et al. ([2016](#wrcr23380-bib-0018){ref-type="ref"}) the uncertainty of an ensemble downscaled by RCA4 (a newer version of RCA3) has been compared to a larger ensemble of EURO‐CORDEX projections. The uncertainty in the RCA4 ensemble was shown to be substantially smaller than in the larger ensemble. Hence, it is very likely that the ensemble used here tends to underestimate the uncertainty in the climate projections.

The PTHBV 4x4 km gridded data set for observed precipitation and temperature over Sweden (Johansson, [2002](#wrcr23380-bib-0017){ref-type="ref"}) was used as a reference (period 1961--1990) for the bias‐correction of the climate projections. The Distribution Based Scaling, DBS (Yang et al., [2010](#wrcr23380-bib-0062){ref-type="ref"}) method was applied to conduct the bias correction. DBS is a variant of the quantile‐mapping bias‐correction methods; see more details in Yang et al. ([2010](#wrcr23380-bib-0062){ref-type="ref"}).

2.2. Hydrological Modeling {#wrcr23380-sec-0004}
--------------------------

The HBV model (Lindström et al., [1997](#wrcr23380-bib-0027){ref-type="ref"}) is applied over Sweden with a spatial resolution of some 1,000 basins (average 450 km^2^). The model produces daily values for hydrological variables over historical periods and in forecasting (Pechlivanidis et al., [2014a](#wrcr23380-bib-0041){ref-type="ref"}). It includes conceptual numerical descriptions of hydrological processes at the catchment scale, i.e. snow accumulation and melting, evapotranspiration, soil moisture, discharge generation, groundwater recharge, and routing through rivers and lakes. For basins of considerable elevation range a subdivision into elevation zones is also made. Each elevation zone is further divided into different vegetation zones (e.g., forested and non‐forested areas). The model is reasonably well calibrated with a Nash‐Sutcliffe Efficiency (Nash & Sutcliffe, [1970](#wrcr23380-bib-0038){ref-type="ref"}) greater than 0.70 at all 69 selected indicator basins, for all of which real‐time discharge observations are available and for which there is little or no upstream regulation (Figure [1](#wrcr23380-fig-0001){ref-type="fig"}b). This indicates that the HBV model structure and the identified parameters can appropriately represent the dominant hydrological processes over Sweden, avoiding unreliable portrayals of climate change impacts. The model was forced with daily precipitation and temperature from the bias‐corrected climate model projections simulating the period 1981--2100 (apart from projections with ID 1, 3, 7 and 8 which are available until 2051).

3. Methods {#wrcr23380-sec-0005}
==========

3.1. Information Theory Metrics {#wrcr23380-sec-0006}
-------------------------------

Entropy (*H*) is a quantitative measure of the amount of information content (or uncertainty) in a system, represented in the probability distribution of independent draws of a discrete non‐negative random variable *X* (Shannon, [1948](#wrcr23380-bib-0053){ref-type="ref"}), i.e.: $$H\left( X \right) = - {\sum\limits_{i = 1}^{N}{p\left( x_{i} \right) \cdot \log_{2}\left\lbrack {p\left( x_{i} \right)} \right\rbrack}}$$where *p(x~i~)* is the probability of occurrence of outcome *x~i~*, *N* is the number of possible outcomes. Entropy is measured in bits (average number of binary digits), when the base of the logarithm equals 2. Entropy takes values between 0 (complete information) and log~2~ (*N*) (no information); a low value of entropy indicates a high degree of structure and a low uncertainty.

In the case of an ensemble of *M* (multivariate) discrete non‐negative random variables, the joint entropy (*JH*) is defined as a measure of the overall information retained by the random variables, i.e.: $$JH = H\left( {X_{1},\ldots,X_{M}} \right) = - {\sum\limits_{i_{1} = 1}^{N_{1}}{\ldots{\sum\limits_{i_{M} = 1}^{N_{M}}{p\left( x_{1},\ldots,x_{M} \right) \cdot \log_{2}p\left( x_{1},\ldots,x_{M} \right)}}}}$$where *p(x~1,\ ...,~ x~M~)* is the joint probability of the *M* variables. Quantitatively, *JH* is less than or equal to the sum of its one‐dimensional marginal entropies; the equality holds only when the random variables are stochastically independent.

Within an ensemble of variables, it is probable that information regarding one random variable (e.g. *X~1~*) can be inferred from knowledge of another (e.g. *X~2~*). Mutual information (also known as transinformation, *T*) is a measure of dependence (linear and nonlinear) between two random variables. $$T\left( {X_{1};X_{2}} \right) = {\sum\limits_{x_{1}}{\sum\limits_{x_{2}}{p\left( x_{1},x_{2} \right) \cdot \log_{2}\frac{p\left( x_{1},x_{2} \right)}{p\left( x_{1} \right) \cdot p\left( x_{2} \right)}}}}$$

Total correlation (*C*) measures the amount of redundant (duplicated) information among random variables, i.e.: $$C\left( {X_{1},\ldots,X_{M}} \right) = {\sum\limits_{i = 1}^{M}{H\left( X_{i} \right) - H\left( X_{1},\ldots,X_{M} \right)}}$$where *H(X~i~)* is the marginal entropy of the *i*th random variable and *H(X~1~,..., X~M~)* is the joint entropy of the *M* random variables. The total correlation is non‐negative, and takes on the value 0 when all random variables are independent.

3.2. Data Discretization {#wrcr23380-sec-0007}
------------------------

Most entropy‐based metrics (i.e. *T* and *C*) are based on the evaluation of probability density functions (PDFs), whose estimation (marginal and joint probabilities) is not trivial when the space is of high dimension (e.g., when there are a large number *M* of ensemble members). This problem is typically tackled using data discretization methods, of which the most frequently used methods are the data‐binning/histogram method and the mathematical floor function (Mishra and Coulibaly, [2010](#wrcr23380-bib-0032){ref-type="ref"}; Ridolfi et al., [2014](#wrcr23380-bib-0049){ref-type="ref"}). Herein, we use the first method since this avoids the need to select a mathematical form for the distribution to fit the continuous data; however a selection (by optimization) of the number of bins is required (note that entropy‐based metrics can be sensitive to the bin size (Pechlivanidis et al., [2016b](#wrcr23380-bib-0043){ref-type="ref"})). Through the discretization, a continuous value is converted to an integer and hence into entropy values, which are no longer measures of information of the continuous random variables, but the information of the newly discretized value (see an example in [supporting information](#wrcr23380-supinf-0001){ref-type="supplementary-material"} Figure [S1](#wrcr23380-supitem-0001){ref-type="supplementary-material"}). However, in hydro‐climatic projections, where precise quantification of the information content is typically not critical, this approximation is reasonable and can be accepted. Nevertheless it is important that the relative dependency among projected changes is preserved in terms of information content. For evaluating further the joint PDFs from more than two variables, it is necessary due to computational challenges to agglomerate the values (usually rounded to the greatest integer) and generate a new variable with similar properties. Consequently, no joint probabilities from a large ensemble of variables are needed for the calculation of the entropy metrics (Li et al., [2012](#wrcr23380-bib-0025){ref-type="ref"}).

3.3. The Maximum Entropy Minimum Redundancy (MIMR) Approach {#wrcr23380-sec-0008}
-----------------------------------------------------------

The basic concept of the MIMR approach is to select and rank members from a large ensemble of a variable. MIMR aims to select sets that: 1) maximize the overall information content (joint information), 2) maximize the overall information transition ability (transinformation), and 3) minimize the redundant information (total correlation) (Li et al., [2012](#wrcr23380-bib-0025){ref-type="ref"}).

In the case of *M* random members of a variable, there are several records of the variable (*X*) distributed in space over the domain. Let S be the case of optimal selection of a set of members, whose elements are denoted as *X~S1~*, *X~S2~* ..., *X~SM~*. The multi‐objective optimization problem is to select an optimal subset, which can convey effective information as much as possible, while retaining redundant information (if any) as little as possible. All objectives are needed because simply minimizing the total correlation could result in a set of non‐redundant variables (members) that would not necessarily provide enough information content. Likewise, only maximizing joint entropy could result in a set of very informative but highly redundant variables. The multi‐objective goal is mathematically expressed as: $$Max\left( {JH} \right) = Max\,\left\{ H\left( {X_{S_{1}},\ldots,X_{SM}} \right) \right\}$$ $$Max~\left( T \right) = Max\,\left\{ T\left( {X_{S1},\ldots,X_{SM}} \right) \right\}$$ $$Min\left( C \right) = Min\,\left\{ C\left( {X_{S1},\ldots,X_{SM}} \right) \right\}$$where *JH* is the joint entropy, *T* is the transinformation, and *C* is the total correlation of *M* random variables.

3.4. Experimental Design {#wrcr23380-sec-0009}
------------------------

For this analysis, we aggregated all data to the four climatic regions (Region 1--4), and the entire domain (All) (Figure [1](#wrcr23380-fig-0001){ref-type="fig"}a). At that level of spatial aggregation, we derived climate change signals of: 1) seasonal (\'DJF', \'MAM', \'JJA', \'SON') and annual (\'Annual') scales, 2) mean and extreme (10^th^ and 90^th^ percentile) statistical values, and 3) several different variables (i.e. precipitation, temperature and discharge). In doing so, we masked out the results for the low extremes (10^th^ percentile) of precipitation since these values correspond to 0 mm, and hence artifacts could be introduced into the relative change signal under climate change. The climate change signals were estimated as differences between the corresponding statistics of the future 30‐year scenario periods 2021--2050 (early‐century) and 2046--2075 (mid‐century), and the reference period 1981--2010. We chose a reference period closer to the present than the one used in bias‐correction. As we are studying the climate change signal only, the choice of reference period is not restricted to the same period that has been used for bias‐correction. Note that internal variability will impact on the climate change signal and thus results differ depending on the choice of the reference period. This is even more so in the case of analyzing climate change signal of extremes (see for example Figure 5 in Arheimer and Lindström ([2015](#wrcr23380-bib-0002){ref-type="ref"})) Keeping this effect in mind, we restrict all further analysis here to the climate change signals with respect to only one reference period. Figure [2](#wrcr23380-fig-0002){ref-type="fig"} shows an outline of the selection process.

![Scheme for the identification of representative subsets of hydro‐climatic projections from a hydro‐climate model ensemble.](WRCR-54-5422-g002){#wrcr23380-fig-0002}

4. Results {#wrcr23380-sec-0010}
==========

4.1. Future Changes in Long‐Term Seasonal Means {#wrcr23380-sec-0011}
-----------------------------------------------

The patterns of changes in precipitation and temperature were analyzed for each climate model and the percentiles of changes were computed ([supporting information](#wrcr23380-supinf-0001){ref-type="supplementary-material"} Figures [S2](#wrcr23380-supitem-0001){ref-type="supplementary-material"} and [S3](#wrcr23380-supitem-0001){ref-type="supplementary-material"}). As expected, projected changes depend on the climate model, region and season; in general, however, changes in precipitation and temperature seem to be more prone to seasonal variations than to geographical locations. Overall, the results indicate an increase in precipitation over most of the country, including areas where precipitation amounts are already quite high (e.g., the mountain range at the borders with Norway). The signal of increased precipitation is stronger during the winter in comparison to the remaining seasons; however, the deviation in the direction of trends increases during the warm months (MAM and JJA). A spatial North‐South gradient is visible with smaller precipitation increases (or even decrease during summer) in the South. Precipitation increases are strongest in the mountain regions in the North‐West. Temperature increases in all seasons and over the whole domain. Increases are strongest during winter. In general, there is also a North‐South gradient with larger increases in the North.

These climatic changes also affect discharge and its spatiotemporal regime ([supporting information](#wrcr23380-supinf-0001){ref-type="supplementary-material"} Figure [S4](#wrcr23380-supitem-0001){ref-type="supplementary-material"}). In particular, the projections show remarkably different results between the northern‐central and the southern regions. In the south, the increasing temperature lead to higher evapotranspiration which overcompensates for the small increase in precipitation and leads to a decrease of mean discharge in all seasons except winter. In summer, projections indicate decreasing discharge in the whole domain and the opposite is projected for winter. It is clear that projected changes in discharge are determined by a combination of temperature and precipitation changes.

4.2. Information Content (Marginal and Joint) in Hydro‐Climatic Projections {#wrcr23380-sec-0012}
---------------------------------------------------------------------------

We next address the question "*What is the information content in hydro‐climatic projections?*" For this, we analyze the information content (described by marginal entropy (H)) from each projection and the information properties (mutual information (MI) and joint entropy (JH)) when projections are inter‐compared and/or combined in a pairwise manner. Figure [3](#wrcr23380-fig-0003){ref-type="fig"} shows the information matrix (H, MI, and JH) for the three variables (mean annual statistics) averaged over the entire Sweden. Results highlight the presence of highly informative projections, however any given projection is not always highly informative for all variables (e.g. ID10 (A1B‐ECHAM5r3‐REMO\*\*)).

![Information matrix with entropy (H) in diagonal, mutual information (MI) in lower triangle, and joint entropy (JH) in upper triangle for mean precipitation, temperature and discharge over the entire Swedish domain and during early‐century.](WRCR-54-5422-g003){#wrcr23380-fig-0003}

Note that the information content of a single projection or the joint information from two projections is higher for precipitation than for temperature. This is due to precipitation\'s spatiotemporal patterns being generally characterized by high variance (thus containing a lot of information). Climate models represent this high variance fairly well, which results in a small range for MI (MI for precipitation and temperature are as large as 34% and 43% respectively).

Further, although precipitation drives the hydrological response, dampening mechanisms at the basin scale act to filter the information content. Results show MI values between projections to be as large as 40%, which indicates the presence of redundant information in a potential combination, and hence suggests that a random sub‐selection could introduce bias into a resulting analysis.

In particular, of the 16 projections, ID5 (B1‐ECHAM5r1‐RCA3\*) has the highest H (information content) and generally high MI with all remaining projections, particularly for precipitation. Consequently, ID5 can be used as a starting projection for subset selection. Other highly informative projections include ID1 (A1B‐ECHAM5r1‐RCA3\*), ID12 (A1B‐HadCM3Q0‐HadRM3\*\*) and ID14 (A1B‐BCM‐HIRHAM\*\*), which share the same emission scenario (A1B; which generally predicts a fast rising mean temperature in the early‐century and a smooth rise in the middle of the century), but different GCM and RCM.

4.3. Information Gain in Hydro‐Climatic Projections {#wrcr23380-sec-0013}
---------------------------------------------------

Here, we address the question "*if one has N projections, how can one quantify their representativeness with respect to a larger set of projections?*" For this, we investigate the cumulative distribution of the joint information where projections are introduced into the subset in a step‐wise manner (Figure [4](#wrcr23380-fig-0004){ref-type="fig"}). This is done for all variables and their statistical properties, future periods and regions of the domain.

![Cumulative joint information with increasing number of projections for different statistics of the annual hydro‐climatic variables and for two future periods (early‐ and mid‐century).](WRCR-54-5422-g004){#wrcr23380-fig-0004}

As expected, the slope of the distributions differs between the variables; interestingly, however, they also differ between regions. This could be due to the different impact (relative change) that climate change can have in the four regions and overall. Precipitation and temperature cumulative distributions are characterized by sharp rises, in comparison to the smoother increase in total information associated with discharge.

An important characteristic of this analysis lies in the diagnostic ability of MIMR to quantify the minimum number of projections needed to represent a certain fraction of the total information. For instance, if 80% of the total information from the large ensemble is sufficient to represent the changes due to climate, our results indicate that one could select as few as 4 (or even 3) climatic projections and 5 (or 4) hydrological projections (see also [supporting information](#wrcr23380-supinf-0001){ref-type="supplementary-material"} Figure [S5](#wrcr23380-supitem-0001){ref-type="supplementary-material"}). This is a key finding in regards to climate and impact studies, and even climate services, since any additional projections (with extra associated computational costs) can only increase the total available information by about 20%.

This is particularly true in results for the mid‐century where, in general, fewer projections are needed to represent 80% of the total information. Although the general pattern is that the ensemble spread gets wider with increasing lead time, here many of the models project a similar pattern of climatic changes for the mid‐century period. This is probably because we are still within the time horizon when internal variability (i.e. decadal variability) is dominant, and hence only a smaller subset of projections is needed when compared with the corresponding subset for the early‐century. The homogeneity of mid‐century climate change and its impact over the entire country results into a more consistent (less spread) distribution of total information between the regions.

The size of the optimal representative subset also varies with regional hydro‐climatic characteristic. A larger subset is generally required for the representation of changes in precipitation in region 1 during winter and spring compared to the other regions and seasons. Precipitation over region 1 shows high spatial variability that is strongly related to the high elevation differences. Temperature is more variable over regions 1 and 2, resulting in the need for a larger subset of projections. Elevation is also a factor controlling temperature\'s spatial variability in these two regions, yet Sweden is characterized by a temperature gradient from north to south. It is interesting to note that temperature seems to require a larger subset than precipitation when mean changes are assessed. However, if one focuses on high extremes, the stochastic nature of precipitation results in values with high spatiotemporal variability, and hence representativeness of a subset requires more projections for precipitation than for temperature.

The results further show that discharge occasionally needs the largest subset of projections to adequately represent the information content from the climate change signal compared to the other two variables. The spatiotemporal variability in discharge is subject to effects of joint precipitation and temperature spatiotemporal patterns, resulting into a regime with snow‐driven and rain‐driven high flows in northern--central and southern Sweden, respectively; snow melt results in spring floods in the northern‐central region. However, the river systems in the northern‐central parts of the country are characterized by long memory (following climatology), which has a dampening effect on variability in the precipitation‐discharge relationship. Regions 3 and 4 respond quickly to precipitation and are more sensitive to variability in its patterns and therefore a representative subset consists of more projections compared to the subsets for regions 1 and 2.

4.4. Identification of an Optimal Subset {#wrcr23380-sec-0014}
----------------------------------------

We finally address the question "*if one had to select N projections from a larger set, which projections should one choose?*" We address this as a function of variable, future period, season, and region. The MIMR approach allows ranking of the projections based on the fraction of information they add to the total information in a selected subset. These results are presented in Figure [5](#wrcr23380-fig-0005){ref-type="fig"} for the mean statistics for all regions, variables, seasons and future periods.

![Ranking (from 1 to 16 with 1 being the most important) of projection members for the mean statistic of the hydro‐climatic variables, and for different seasons, future periods, and regions in Sweden. Boxes with a red dot indicate membership to a subset representing 80% of the total information from the large ensemble.](WRCR-54-5422-g005){#wrcr23380-fig-0005}

The results show that the identification of a consistent subset of projections that is highly informative (or optimum) for all of the factors investigated (region, variables, seasons and future periods) is not straightforward. As expected, the optimum number of projections to represent 80% of the total information from the large ensemble varies between different combinations. These results highlight the need for the investigation to be tailored to the objective of the user, given for instance that the optimum subset for winter differs from the optimum subset for summer in a region. Similar conclusions were drawn when other statistics (e.g. extremes) were used.

It is also important to note that the overall pattern of ranking for precipitation and temperature differs to the pattern for discharge. This is a key finding, and it contradicts the traditional strategy of identifying hydrological projections based only on information from climate projections. Despite the computational requirements, a robust selection of representative hydro‐climatic projections requires both hydrological and climate modeling, and detailed analysis of these results.

Although, in general, spatial patterns are difficult to decompose, an emerging pattern (here defined from the count of red points in a selected period) seems to be identifiable and be consistent for all factors. Projections ID4 (A1B‐ECHAM5r3‐RCA3\*\*) or ID5 (B1‐ECHAM5r1‐RCA3\*) have been selected in most investigations. This is particularly the case for the later scenario period for which differences between emissions scenarios become clearer (see for e.g. Hawkins & Sutton 2009). Other most highly selected projections include ID12 (A1B‐HadCM3Q0‐HadRM3\*\*), and ID14 (A1B‐BCM‐HIRHAM\*\*). ID12 and ID14 have modeling chains with differing GCM and RCM from ID4 or ID5 and that is also believed to be an important factor in selecting independent models (Déqué et al., [2007](#wrcr23380-bib-0009){ref-type="ref"}). In addition, ID1 (A1B‐ECHAM5r1‐RCA3\*) is also listed among the selected projections, however interestingly in most cases ID1 is not selected if ID4 is selected, which could indicate interchangeability (both projections have the same model chain).

It is also interesting to note which projections were not often selected. ID11 (A2‐ECHAM5r3‐RCA3) gets rarely selected despite a differing emission scenario. The emission scenario A2 does not differ much from A1B until mid‐century (Nakicenovic & Swart, [2000](#wrcr23380-bib-0037){ref-type="ref"}), which may partly explain its exclusion from the selected subset. Also, ID15 and ID16 are rarely selected. They belong to the DMI‐HIRHAM sub‐ensemble which is already represented by ID14 in the selected subset. In general, the overrepresentation of ECHAM5 in the ensemble is efficiently eliminated from the selected subset.

The final sub‐selection resulted in a subset that consists of 2 emission scenarios, 3 GCMs, and 3 RCMs (out of 3, 5, and 6 respectively); hence respecting to a wide extent the divergence of the climate probability distribution function from the large ensemble. Note that this is not the optimum combination for all investigations but a generally informative set of projections. This means that despite the different structure of the climate models, similar information is present within their setups.

5. Discussion {#wrcr23380-sec-0015}
=============

5.1. Sub‐Selection Using the MIMR Concept {#wrcr23380-sec-0016}
-----------------------------------------

Uncertainty characterization is not straightforward because the uncertainties are not explicitly encapsulated in the differences among the models. The set of projections used here could offer a biased sample of the range of possible futures, but this is commonly the "real case" where the ensemble set‐up is based on availability. Regardless, we assume here that: 1) all available climate models do not contain any systematic errors and are equally valuable (in terms of process representation) for application in our geographic domain, and 2) all climate models are equally performing and hence suited to drive the hydrological model.

Our results indicate that an ensemble of hydro‐climatic projections used in climate change impact studies is characterized by significant redundant information. Our exploration of the information content in hydro‐climatic projections suggests that the identification of the optimum representative subset should be characterized by maximum total information and transition ability, and minimum redundant information. Our findings demonstrate that the identification (and ranking) of representative projections must be treated as a set and not individually, whilst the differentiation of the hydrological from the climatological analysis can again lead to biased subsets. A marginal and/or joint information content analysis provides diagnostic value, however even at this stage a subset selection is subjective (for example, the selection of the most marginally informative projections may not result into the most highly informative subset (in term of total information) due to the potential of introducing redundant information) and can further lead to artifacts. The MIMR algorithm has the potential to quantify the added information value when a new member is introduced in a pre‐selected subset, which further allows structuring the optimum subset.

It is unfortunate that results do not lead to general rules for subset selection; this is because identifiability of optimum subsets depends on a number of factors, e.g. variables, regions, seasons, future periods, and acceptable level of representativeness (here, 80% of total information from the large ensemble). However, a list of solutions is provided that are optimal for different objectives, explicitly considering projection uncertainty and information content. This is important from a practical perspective providing users of climate information with a manageable subset of projections for decision‐making.

5.2. Applicability Over a Global Hydro‐Climatic Gradient {#wrcr23380-sec-0017}
--------------------------------------------------------

In the context of the relevance of our approach to the global scale, we note that Sweden\'s characteristics undoubtedly describe only a portion of the global or even other regional hydro‐climatic gradients (for instance, India experiences stronger spatiotemporal variability in atmospheric and hydrologic fluxes than Sweden) (Berghuijs et al., [2014](#wrcr23380-bib-0003){ref-type="ref"}; Pechlivanidis et al., [2016a](#wrcr23380-bib-0044){ref-type="ref"}). Here, we found a dependency between the identified representative subset and the regional hydro‐climatic characteristics, but this link is dependent on the changes in the fluxes as these are derived from hydro‐climatic projections.

Although, climate change and its impact at the global and regional scale have been assessed using a large ensemble of projections (Krysanova et al., [2017](#wrcr23380-bib-0024){ref-type="ref"}; Prudhomme et al., [2014](#wrcr23380-bib-0048){ref-type="ref"}), the potential for reduction of the number of ensembles has heretofore not being investigated. Although, our demonstration focuses on Sweden (due to the data availability), our proposed approach is not limited to a geographic location. Our results show that average increases in temperature in the mountainous regions affect snowpack seasonality more than changes in precipitation (Destouni et al., [2013](#wrcr23380-bib-0010){ref-type="ref"}; Molini et al., [2011](#wrcr23380-bib-0033){ref-type="ref"}). Snow/ice and lake processes can strongly influence the river response (as in Sweden and other regions around the globe), however the various human impacts (reservoir regulation, irrigation etc.) on the current future regimes are uncertain (Arheimer et al., [2017](#wrcr23380-bib-0001){ref-type="ref"}). We therefore expect that such anthropogenic influences may mask potential patterns in change and further bias the representative subsets.

5.3. Comparison With Other Sub‐Selection Methods {#wrcr23380-sec-0018}
------------------------------------------------

As indicated by our results, the common 'hand‐picking' approach can easily introduce artifacts into the analysis of expected impact, including e.g. underestimation of internal variability and model uncertainty. Recent state of the art sub‐selection methods instead aim to fulfill certain objective criteria for the indicators of interest; i.e. to respect the spread of change signals, accounting for model independency, and ensure model performance.

Approaches to respect the spread of change signals commonly rely on clustering methods, which are indeed a step forward and can diagnostically guide towards a representative subset. The basic concept is to group the ensemble members for a set of climate impact indicators and then either select representative members out of each group (Mendlik & Gobiet, [2016](#wrcr23380-bib-0031){ref-type="ref"}; Wilcke & Bärring, [2016](#wrcr23380-bib-0060){ref-type="ref"}) or select the most extreme projections and hence maximize model diversity (Cannon, [2015](#wrcr23380-bib-0006){ref-type="ref"}). However, clustering methods only aim, non‐systematically due to the random initial partition, at sampling from the defined clusters, without quantifying the information gain with respect to the large set (something capable with the MIMR method), and typically without being capable of respecting higher‐order moments (clustering is usually dependent on first and second order moments). Consequently, this can lead to overestimation of the optimum number of members within the subset. Moreover, in the case where certain models have contributed several simulations to the ensemble, high‐density regions in the projection space are formed, affecting the properties of the cluster groups.

Agreement between models may arise due to the similarity of process representation, featuring further similar errors (Bishop &Abramowitz, 2013; Knutti et al., [2010](#wrcr23380-bib-0020){ref-type="ref"}). Consequently, models in a large ensemble commonly do not represent independent information, and in the case of double‐counting, they could introduce biases in the statistical analysis (Pirtle et al., [2010](#wrcr23380-bib-0047){ref-type="ref"}). Pairwise distance metrics have been applied to define similarity between models in an ensemble leading to "family trees" in which the spatial fields (seasonal cycle, interannual variations, spatial correlation) of the variables of interest are similar. However, in that approach one needs to analyze (for each projection) the metric and variables that are important and further how the distance in the present relates to the distance in predicted changes (Knutti et al., [2013](#wrcr23380-bib-0021){ref-type="ref"}; Evans et al., [2013](#wrcr23380-bib-0011){ref-type="ref"}). Here, our results show that the proposed MIMR approach down‐weights the modeling chains that have similar control biases to avoid biased projections from near duplicate models leading in a robust solution for a specific set of objectives (e.g. variables, seasons, future periods).

Sub‐selection can also be based on model performance evaluation (for the past), with or without regard to the spread in the change signal (Knutti, [2010](#wrcr23380-bib-0019){ref-type="ref"}; Wilby, [2010](#wrcr23380-bib-0059){ref-type="ref"}). However it is widely argued that approaches to sub‐selection of models should not depend solely on model performance (Weigel et al., [2010](#wrcr23380-bib-0057){ref-type="ref"}). Historical model performance is not strongly correlated to future hydro‐climatic change signals, which means that the "best" historically performing models might not be the most realistic with regard to change signals (Knutti et al., [2010](#wrcr23380-bib-0020){ref-type="ref"}). Further, performance is subjectively defined; e.g. "best" performance in terms of agreement with observations and if so for which variables and which data sets? "best" in terms of physical representation? Finally, although climate models are increasingly documented in the literature in terms of process representation and performance, they commonly still remain as massive and complex black boxes to many impact modelers.

6. Conclusions {#wrcr23380-sec-0019}
==============

Herein, we have investigated the information content present in a number of hydro‐climatic projections and, consequently, the factors affecting the identification of a representative subset in an available ensemble. Because large model ensembles will typically contain redundant information, we propose that a subset be selected that maximizes independence and minimizes redundancy. Via implementation of this multi‐objective information‐based approach, representative hydro‐climatic projections can be identified and artifacts/biases introduced by hand‐picking projections for climate change impact assessments can be reduced.

Over Sweden\'s hydro‐climatic gradient, a subset of 20--35% of the total available projections can represent a large fraction (\>80% of total information) of the ensemble range for changes in precipitation, temperature and discharge. The selection of subset is sensitive to choice of variables and seasons. The spatiotemporal pattern of precipitation is more variable compared to temperature and discharge, and this results in higher information content provided by a single precipitation projection. We find that the information content in the hydro‐climatic projections changes with time, and hence the representative set of projections can vary depending on the period of interest. Results show that a representative subset for the mid‐century has fewer members compared to the identified subset for the early‐century, due to the similarity of change pattern (and hence information content) during mid‐century.

The size of the representative subset is also related to the hydro‐climatic characteristics of the river system. High variability in precipitation and temperature changes are observed in the northern‐central Sweden, resulting in a larger subset size compared to the southern part of the country. However, this part of the country characterized from rain‐driven flows is more prone to change and hence a representative subset is larger than the subset for the snow‐fed northern‐central river basins. We finally conclude that identified representative subsets of projections vary in both in space and time (i.e. regions, variables, seasons and future periods). Accordingly climate change impact assessments should target the objective of the user and/or investigation, and identification of subsets should not be solely based on climatic information but should consider hydrological information as well.
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