Abstract. We investigate the motion of a liquid drop as it flows along the interface of a liquid film. Steady, two-dimensional solutions are found in the lubrication limit for a horizontal and inclined plane. The effects of the physical parameters on the interface shapes are studied. When the plane is inclined, solutions are found only for a special set of parameter values.
1. Introduction. Spreading of one liquid over another occurs in many interesting and important physical processes, with applications in various fields. Specific examples include liquid waste spills on bodies of water (e.g., oil spreading on the sea or chemical waste spills on ponds), spills into partially saturated porous materials, polymer-polymer coextrusion, and aerosol delivery of bronchial medicated mists. In each of these situations, the spreading process is strongly influenced by the surface tension of the liquid interfaces and the physics of the triple junction, where the three phases intersect. In order to obtain a better understanding of the effect of the triple junction on the dynamics of the flow, we consider here a model problem of the spreading of a liquid droplet along a thin liquid film flowing down an inclined plane. We assume that the fluids are immiscible and that the motion is two-dimensional, and we obtain steady solutions in the lubrication limit. These steady solutions are found only for a limited set of parameter values when the plane is inclined. The effects of the physical parameters on the steady solutions are investigated.
If a drop of one liquid is placed on top of a second immiscible liquid, a three-phase point can exist at the gas/liquid/liquid intersection. We refer to this point as the triple junction. Clearly, for a droplet resting on a liquid interface in two dimensions, there are two triple junctions. The boundary conditions imposed at the triple junction have a major influence on how one liquid spreads over another. For example, if the spreading coefficient is positive, an equilibrium solution is impossible without additional assumptions [14] . If a droplet is spreading over a base liquid bounded above by air, a positive spreading coefficient, S > 0, indicates that the surface tension of the base liquid with air, Σ F , is larger than the sum of the surface tension of the droplet with air, Σ D , and the surface tension between the liquid and the droplet, Σ DF ; i.e., S = Σ F − Σ D − Σ DF > 0. Because of the relative strength of the surface tension Σ F , the droplet will completely wet the second liquid in such a case. Such a situation has been investigated by DiPietro, Huh, and Cox [3] , DiPietro and Cox [4] , and Foda and Cox [5] , who developed a theory for the spreading of a droplet in the completely wetting case. Their model included the additional effect of a leading precursor (monolayer) film. The addition of the precursor film to the model allowed them to obtain steady and similarity solutions. The positive spreading coefficient case has also been investigated by Joanny [8] in the lubrication limit. By adding van der Waals forces into his model, he was able to make statements concerning steady state solutions and spreading rates. In particular, he showed that the radius of a wetting droplet will increase like t 1/7 , where t is time. These results were confirmed experimentally by Fraaije and Cazabat [6] . Also recently, Brochard-Wyart, Debregeas, and de Gennes [2] have examined the spreading of a viscous droplet on a nonviscous liquid and determined that the droplet radius should increase like t 1/4 . Less work has been done for negative spreading coefficients, S < 0. In this case an equilibrium situation is possible without the additional assumption of a monolayer precursor film. An example of such a situation would be seen in a water droplet on top of a pool of carbon tetrachloride or nearly any other organic liquid. Equilibrium solutions of droplets resting on a liquid interface were computed by Pujado and Scriven [13] . Recently, a lubrication model was used by Wilson and Williams [17] to study the problem of a dragged film emerging through the free surface of a second liquid. They determined the final thickness of the coating film as a function of the density ratio and the surface tension of the interfaces. Also recently, a similarity solution for the dynamics of a triple junction was investigated by Miksis and Vanden-Broeck [11] . They were able to determine the location of the triple junction and the resulting capillary waves along the interface as a function of the physical parameters. The models used in these investigations forced equilibrium boundary conditions, i.e., zero net force, at the triple junction. The zero-net-force condition will also be assumed here.
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Physical description.
We consider the two-dimensional flow of a two-phase system consisting of a liquid drop floating on a liquid substrate which completely coats a flat solid surface, as illustrated in Figure 1 . The fluids are Newtonian, incompressible, and immiscible, forming a well defined interface between the drop and film. We assume that the gas above the drop and film is passive, with sufficiently small viscosity and density so as to impose no effect upon the system.
Our primary concern is to study the behavior of the interfaces:H(X,T ), the surface of the film;Ā(X,T ), the upper surface of the drop; andB(X,T ), the interface between the drop and film. Here,X is the spatial coordinate parallel to the solid surface, andT is time. The surface tensions associated with the interfaces are Σ for the film, Σ D for the drop, and Σ DF for the interface between the drop and film. These surface tensions are such that
Here, S is the dimensionless spreading parameter. We assume that Σ F , Σ D , Σ DF , and S are well defined for our two liquids, and that they remain constant for all time. The validity of these assumptions is discussed in [7] .
Consider the two triple junctions, or contact points,X =X L,R (T ). We assume that the three interfaces meet here at a well defined massless point. The point bears no mass, and so the surface tension forces must sum to zero, in accordance with Newton's laws. Using the notation shown in Figure 2 , this fact is written as
This force balance is sometimes illustrated through the use of the Neumann triangle, a discussion of which can be found in [14] . Our task is now to determine the dynamics of the droplet illustrated in Figure 1 . The liquids are assumed to be viscous, incompressible, and to obey the Navier-Stokes equations. The boundary conditions are no-slip along the solid walls, the continuity of tangential stress at the liquid interfaces, plus the condition that the jump in normal stress is given by the surface tension times the curvature of the interface. Finally, the boundary conditions (2) are assumed to hold at each of the triple junctions. This is a difficult free boundary problem. To simplify matters, we will assume that the liquids are thin, so that the lubrication approximation may be applied. The resulting simplified system of equations for the interface shapes can then be more readily solved.
Lubrication approximation.
Beyond considering our spreading parameter to be negative, we further assume that it is very small in magnitude,
If the spreading parameter were identically zero, then (2) would indicate that
That is, in the neighborhood of the contact point, the three interfaces would fall upon one shared line. Because S does not vanish, but is very close to zero, we expect that θ D − θ F − π and θ DF − θ F − π should not vanish, but they should be very small. If we assume that θ F is small in magnitude, then θ D and θ DF must be very near π, and so all the interface slopes are very small at the contact points.
SinceH(X,T ),Ā(X,T ), and B(X,T ) all vary slowly inX near the triple junctions, we seek solutions forH,Ā, andB that vary slowly inX everywhere. This suggests that we use a long-wave theory, or, equivalently, that we use the lubrication equations. In order to formally derive the lubrication equations, we introduce two distinct length scales. If the thickness of the film or drop can be characterized by a distance d, we seek solutions that vary over a distance of L, which might characterize the length of the drop, and we seek solutions for which d/L = 1. Choosing this lubrication ratio equal to √ −S leads to a consistent, simplified system. The details of this derivation for our problem can be found in [9] . Here we give only an outline of the derivation and the resulting nonlinear system of evolution equations for the film interfaces.
In order to obtain the leading order lubrication equations in the small parameter , the Navier-Stokes equation along with the boundary conditions are made dimensionless by the change of variables
Here µ i and ρ i are the viscosity and density of the film (i = F ) and drop (i = D), and g is the gravitational acceleration. Following the standard lubrication assumptions [1] , [9] , the velocity in the direction normal to the plane is assumed to be one order higher in than the velocity tangent to the plane. In addition, we need to introduce the dimensionless density ratio, viscosity ratio, and Reynolds number,
We assume that this Reynolds number is o (1) . The dimensionless parameter
measures the importance of surface tension. We assume that this parameter, which is the reciprocal of a Bond number, is O(1). Finally, we introduce dimensionless surface tension ratios
We seek solutions of the dependent variables in the dimensionless equations of motion as regular perturbation expansions in . To order O( ), the resulting partial differential equations that describe the evolution of the interfaces are (see [9] )
Note that the derivation of these equations parallels the calculation for a single liquid thin film along a substrate; see, e.g., Oron, Davis, and Bankoff [12] . The difference in the calculation occurs in the region where there are two liquid interfaces. The leading order equations from the Navier-Stokes equations are similar to the single-phase case, but when the boundary conditions across the drop/fluid interface are applied, the fluid motion in both liquid regions becomes coupled, resulting in the second two equations in (3) . In order to solve the evolution equations (3), we must supply boundary conditions at the contact points (triple junctions), far-field information, and initial conditions. It is important to keep in mind that the leading order equations we derive have an associated length scale. The equations are therefore really valid only away from the triple junctions, and care also needs to be taken when discussing the far-field. Hence, a proper matched asymptotic analysis needs to be done that accounts for the behavior of the solutions in these different regions. The leading order contact and balance of force conditions at the triple junction follow from a straightforward matched asymptotic analysis, while the derivation of the other conditions local to the triple junction can be found in [9] .
The first condition imposed at the triple junctions is continuity of the interfaces. To leading order at X = X R,L these are
The balance of surface tension forces (2) must also be imposed at the triple junctions.
At O(1), the force balance at the contact line (2) implies
while by pursuing the same equations to O( ) and O ( 2 ), we obtain the boundary
These conditions affect our leading order system and may be rephrased as
The final conditions at the contact points are determined by imposing continuity of pressure and horizontal velocity through the triple junction. To O(
2 ), these conditions imply
We must also supply some information about h(X, T ) far upstream and downstream. We will seek solutions for which h(X, T ) tends to a constant height, h up , far upstream. Initial conditions for the problem consist of the interface shapes themselves at T = 0. A final piece of information that proves to be useful is the speed of the contact points,
It is clear that these speeds must be equivalent to the horizontal component of the velocity of the fluid in the drop at these points. It can be shown that
4. Steady equations and rescaling.
Equations of motion.
The system (3)- (8) has been derived in part by introducing two different length scales, L and d. We have used as our dimensionless horizontal coordinate X =X/L, and T = ρ F gdT /3µ F as our dimensionless measure of time. If, instead, we use d as our only length scale, and if we employ
3µ F as our dimensionless variables, then (3)- (8) are somewhat transformed. Introducing
as the Bond number and
as the dimensionless locations of the contact points, the transformed system of the partial differential equations can be obtained. We wish to investigate here only the possibility of steady solutions. Such a solution represents a drop of constant shape moving at a constant speed over the substrate.
The conditions under which such a solution is possible must be determined, as must the speed of the drop and the shape of all interfaces.
The system resulting from the above rescaling may be posed in a moving frame by substituting x new = x old + Ut, where U is the speed of either contact point. For steady solutions, the shape of each interface does not vary in time, and so all time derivatives vanish. Upon integrating the resulting equations, we find that
where primes denote differentiation with respect to x. The boundary conditions (4) and (7) have been used in the integration of the differential equations (3) to evaluate the constant of integration M = Uh up − h 3 up sin α, which is the flux of the lower film. The fact that the film thickness approaches the constant h up far upstream has also been used. The boundary conditions needed to supplement (9) at the contact points are
It should be noted that, by evaluating the first of the equations (9) at the contact points and using the expressions (8), the frame speed U can be simply written as
which implies (12) so long as α = 0. We see that, for a solution to be steady, the height of both contact points must be the same.
In seeking steady solutions, we need not concern ourselves with the initial conditions of the system. We must, however, specify the volume of the drop, V :
More properly, of course, this volume is actually an area.
A few points should be kept in mind as we solve the system (9)- (13) . First, we have assumed that S is very small in deriving our system, and so a small value should be used if the results are to be meaningful. Second, we should expect that our solutions will vary slowly in x. For example, the slopes of our solutions such as h x should be O( |S|), since we have assumed that the slopes written as h X would be O (1) . Third, because our solutions should be slowly varying in space, we expect surface tension effects to be important when Bo is small, namely, O(|S| 3/2 ). Finally, in deriving our system, we have retained terms to O( ). The O( ) quantities have manifested themselves in the cos α terms. Later, the importance of these presumably small terms is investigated.
Far-field conditions.
In order to solve (9), we must provide some far-field information. Far upstream away from the drop, we have assumed that h(x) approaches the value h up . Far downstream, we expect h(x) to tend to a limiting value h dn . From the first of the equations (9), we see that h dn must satisfy the algebraic equation
which has solutions
We observe that at most two of these solutions are positive and physically significant. If h(x) does tend to a limiting value far downstream, it must asymptote to one of these two allowable values if there is to be a steady solution. A discussion of third order ODEs similar to these can be found in Tuck and Schwartz [15] .
In an effort to understand the behavior of h(x) for large values of |x|, we seek solutions of the form h(x) ∼ h ∞ + ζ(x), where h ∞ is one of the two values h up or h dn and ζ 1. We substitute this form into the steady equation (9) and retain only linear terms in ζ. The equation admits solutions ζ = e rx , where r satisfies the characteristic equation
which has solutions r = r 1 , r 2 , r 3 . This fact is written as (r − r 1 )(r − r 2 )(r − r 3 ) = 0, or, by expanding,
By comparing this cubic equation with the characteristic equation, we first can note that r 1 + r 2 + r 3 = 0. Also, we see that the sign of r 1 r 2 r 3 is determined by the sign of the quotient
If Q = 0, then we can be sure that none of the roots are zero. Because we are solving a cubic equation with real coefficients, we are certain that at least one of the roots is real. The fact that the sum of the roots vanishes suggests that one of the roots, r 1 , has a negative real part, while another of the roots, r 2 , has a positive real part. If Q < 0, then the product of the roots is negative. For the product of the roots to be negative, r 1 must be real, and r 3 must be either the complex conjugate of r 2 or a positive real number, provided that r 2 is real. In summary, r 1 is a negative real number, while the other roots are either positive real numbers or complex conjugates with positive real parts.
If, for the time being, we assume that our steady solution has a contact point height such that h(x l ) < 2h up , we see that Q < 0. By the preceding analysis, we see in this case that there is one growing mode as x → −∞. Far downstream, h(x) can approach one of two values, h dn . If, for the time being, we assume that our steady solution has a contact point height such that h(x l ) < 2h dn as well, we see that Q < 0. By the preceding analysis, we see in this case that there are two growing modes as x → ∞. Additional discussion of the roots for nonnegative values of Q can be found in Kriegsmann [9] .
We will apply the conclusions of the linear analysis to our nonlinear problem and assume that Q < 0. To suppress the growth mode far upstream, we require only that
while far downstream we require that
to eliminate both growth modes. It should be understood that these boundary conditions are to be imposed numerically on a finite computational domain. Note that we have assumed that the upstream height h up and the downstream height h dn both take on values such that Q < 0. This fact must be checked in all calculated solutions. Later, the possibility for solutions where this constraint is not met is discussed.
Our steady problem is now fully stated. The differential equations (9) must be solved with boundary conditions (10), extra conditions (11)- (13), and numerical boundary conditions (16) , as given by (5). Finally, we should remark about the behavior of the interfaces near the contact point. For the steady problem, Kriegsmann [9] has shown that the interfaces have finite first, second, and third derivatives at the triple junction, but in the time dependent case only the second derivative is known to be finite. He also showed that this model implies integrable stresses in the neighborhood of the triple junction.
5. Zero-tilt-angle solutions. 5.1. Equations. We now consider steady solutions when α = 0. These are presented to illustrate the effects of the physical parameters in our model. Pujado and Scriven [13] calculated such steady solutions for a more general drop-film system. They permited the interfaces to vary on a length scale similar to the thickness, and they also found both two-dimensional and three-dimensional solutions. We consider only two-dimensional solutions that vary on a length scale much larger than the thickness.
For any such solution, the frame speed U and the flux M must vanish. The steady equations (9) simplify considerably. In order to solve the system, an origin must be selected. This is done by selecting the midpoint of the drop so that the contact points are located at x = ±x c . In addition to the conditions at the contact points and the volume constraint we must also impose the constraint lim x→−∞ h 0 = h up . Note that we will denote the zero-tilt-angle solutions with a zero subscript. The resulting system is linear in h 0 , b 0 , and a 0 , but it is nonlinear in x c . This can be seen by rescaling x so that the contact points would be located at x = ±1. The differential equations would then have factors of x 2 c present. The zero-tilt-angle version of (9) can be integrated, yielding
where we have retained only symmetric terms. Enforcing the boundary conditions at only one contact point and also the condition for x → −∞, we are left with seven algebraic equations to solve for the seven unknown variables C h , C hh , C b , C bb , C a , C aa , and x c . This algebraic system is linear in all the variables except x c and is solved numerically (see Kriegsmann [9] for details).
One should note that, of our eight free parameters for the steady problem, α, Bo, σ D , S, β, λ, h up , and V , we set α to zero, but the rest are free. For some values of the parameters, the solutions might not be realizable. For example, the drop might dip below the solid surface. In general, however, we may choose the parameters as we please. One should also note that the zero-tilt-angle solutions do not depend upon our choice of λ in any way. This could be anticipated. Since there is no fluid motion, viscosity should not come into play, and λ is a measure of viscosity. Figure 3 . The film height monotonically approaches the value h up both upstream and downstream, though this is not obvious in every graph. The views of the drop and film are chosen as such so that the drop can be seen in greater detail. Also, the labeling conventions shown in the first graph hold for all of the solutions shown in this paper.
Solutions. Some zero-tilt-angle solutions are shown in
In an effort to understand the importance of the density ratio, β is varied while the other dimensionless parameters are held constant. As we consider drops which are progressively more dense, the drops sink progressively lower into the liquid substrate. In the case when β = 0.7, we see that the film has a constant height h(x) = h up for |x| > x c . This is true in any situation when β = σ D (see [9] ). If β = σ 
, as the tension of the upper surface of the drop is increased, the tension of the lower surface of the drop is necessarily decreased. This is not to say that the surface tensions are dependent on one another; rather a limitation of our model demands that we consider only interactions between liquids for which our assumption (5) is met, i.e., interactions with small spreading coefficients.
That having been said, it can be seen from the solutions that when the tension on the upper surface of the drop is relatively low, the upper surface deforms more dramatically than the lower surface, as expected. On the other hand, if the tension on the upper surface of the drop is relatively high, the upper surface deforms less dramatically than the lower surface. Figure 5 illustrates the dependence of solutions on the spreading parameter S. It should be remembered that S is the basis of our lubrication approximation. We have agreed to study cases in which S is very small, and we have argued that because of the small magnitude, solutions should vary slowly in x. Because we have derived our equations in this limit, it is pushing the limits of reason to consider a solution to our equations if S = −1. Nevertheless, the solutions depicted in Figure 5 show that as the magnitude of S is increased, the width of the drops becomes shorter. This is to be expected, as we have assumed that the ratio of the film thickness to the width of the drop is O( √ −S). Finally, we investigate the importance of overall surface tension by varying the Bond number. As the value of Bo is decreased, the surface tension associated with each interface becomes greater and the deformation of each interface is lessened, as shown in Figure 6 . The solutions shown thus far are all accurate solutions of the mathematical system (9)-(13), though they do not all necessarily reflect accurate physical solutions. In the extreme case shown in Figure 3 , with β = 4, we have found a mathematical solution for which the slopes are not small. Nevertheless, by pressing the domains of validity to the extreme, we are easily able to see trends in the solutions.
6. Finite-tilt-angle solutions. We now seek steady solutions when α is greater than zero. The zero-tilt-angle solutions we have found thus far all share the trait that the film height far downstream tends to the upstream height, i.e., h dn = h up . Although we will not impose this far-field condition, the solutions we have found for nonzero tilt-angle all share this trait. Hence in this section we will use h up when referring to both the downstream and upstream heights. Here we will assume that the height of the contact point is less than 2h up , and so it is necessary to apply the boundary conditions (16), (17). 6.1. Numerical method. In order to numerically approximate solutions, we follow a multiple-step procedure. Since we are free to select an origin, we pick it halfway between the contact points so that x r = −x l = x c . Next, we guess at the values of h(x c ), h (−x c ), b (x c ), a (x c ), and x c that are to be held by the steady solution. We further recall that b(x c ), a(x c ), b(−x c ), a(−x c ), h(−x c ), and h(x c ) are all equal by the boundary conditions (10), (12) .
We now solve for the interface shapes individually. Here we only briefly outline the numerical method; details are given in Kriegsmann [9] . To begin, we solve the first of the differential equations (9) for x < −x c , given the facts that h (x) approaches zero for large |x| and that h(−x c ) and h (−x c ) take on their guessed values. As mentioned earlier, for the film to the left of the drop we impose two boundary conditions at the contact point and one at the end of the computational domain. Next, we solve the same differential equation for x > x c , given the facts that h(x) tends to h up for large x, its slope similarly tends to zero, and that h(x c ) takes on its assumed value. Again as previously mentioned, for the film to the right of the drop, we impose one boundary condition at the contact point and two conditions at the end of the computational domain. Finally, we solve the two coupled differential equations for a and b in (9) Given these tentative interface solutions, we check to see whether they satisfy all of the conditions (10), (13) . By our construction, the first two conditions of (10) are satisfied at each contact point, leaving us with three conditions at each contact point in addition to the volume constraint. We have made a guess for five different scalars, and we see that seven equations (constraints) must be satisfied. We suspect that there is not always a solution for a given set of physical parameters. In this case, we expect that we may freely select six of the eight physical parameters, for example, α, Bo, σ 
Numerical results.
6.2.1. Small-angle solutions. We begin by considering a steady solution for a very small tilt-angle. Figure 7 shows a steady solution for α = 0.05, Bo = 0.1, σ D = 0.9, S = −0.1, h up = 1, V = 1, β = 0.172, and λ = 0.148. In this graph, as in most of the graphs to follow in this paper, the computational domain is not shown in its entirety, so that the details near the drop may be observed. Figure 8 illustrates an even closer view of the same solution compared with a solution to the linearized problem, as found by Kriegsmann [9] , and a solution to the zero-tilt-angle problem. 
Fig. 8. Comparison between the zero-tilt-angle solution (dotted), solution to the linearized problem (dashed), and solution to the nonlinear problem (solid).
By linearized, we imply solutions close to the zero-tilt-angle results, valid in the limit of a small tilt-angle. For the zero-tilt-angle problem, all the same parameters are used, with the exception of α = 0. For the linearized problem, the same parameter values are used except for the viscosity ratio, for which the required value is slightly altered, λ = 0.150. We can see that the solution to the linearized problem is, as expected, a small perturbation away from the zero-tilt-angle solution. The solution to the fully nonlinear problem is reasonably close to the linear solution in this case, for α = 0.05. This is to be expected, as solutions to the linearized problem should be accurate in the limit α 1. Figure 9 . The surface tension ratio σ D is varied, and so the required values of β and λ change as well. In varying σ D , we see in the steady solutions the same trend present in the zero-tilt-angle solutions. That is, when the surface tension on the upper surface of the drop is relatively low, the upper surface deforms more dramatically than the lower surface. Conversely, when the surface tension on the upper surface of the drop is relatively high, the upper surface deforms less dramatically than the lower surface of the drop.
Large-tilt-angle solutions I. Several nonlinear solutions are shown in
In fact, the other trends discussed earlier in reference to the zero-tilt-angle solutions are present in the nonlinear finite-tilt-angle solutions as well. As the value of S is raised, the width of the drops becomes shorter. As the Bond number is decreased, the deformation of each interface is lessened. Although these trends are shared by the zero-tilt-angle and finite-tilt-angle solutions, and in truth the solutions even look quite similar, there are quantitative differences. Also, although it is not obvious to the naked eye, the finite-tilt-angle solutions, unlike the zero-tilt-angle solutions, are asymmetric.
As repeatedly mentioned, we have been able to find steady translating solutions only for select sets of physical parameters. In the eight-dimensional parameter space described by α, Bo, σ Given that the steady solutions never stray too far from the zero-tilt-angle solutions, this final fact is somewhat intuitive. The speed of the drop has been written as
.
For the zero-tilt-angle solutions, the contact point height h (x c ) is seen to depend most strongly on the relation between β and σ D (see Figures 3-6 ). The steady solutions, which are similar to the corresponding zero-tilt-angle solutions, all include as part of the solution a value of β such that the contact point height h (x c ) is on the same order as the upstream film thickness h up . Since this is true, the drop speed can be approximated:
This value is the same as the speed of a fluid element on the surface of a perfectly flat film of thickness h up , and it matches the speeds shown in Figures 10-13 almost exactly.
Large-tilt-angle solutions II.
The steady finite-tilt-angle solutions found thus far have been to some degree tame. The solutions exist only for a restricted choice of parameters, which conspire to keep the interfaces near those of the corresponding zero-tilt-angle solutions. In some cases, the steady finite-tilt-angle solutions are indistinguishable from the zero-tilt-angle solutions, and in all cases, the drop moves down the plane almost exactly with the surface speed of the undisturbed film.
In order to locate each of these steady solutions, we have considered λ and β as dependent variables. We can also seek solutions by designating different parameters as dependent variables. By choosing h up and λ as such, we are now free to specify the value of β. Many of the solutions described by Figures 10-13 require that β be very near σ D , and these solutions are somewhat uninteresting, in that they very closely resemble zero-tilt-angle solutions. We may now dictate that β be far from σ D and hope for more interesting solutions. Figure 16 shows a family of steady solutions, which are calculated by specifying all the parameters except h up and λ. By comparing the steady solutions for α = 0.5 It is interesting to note that for the solutions shown in Figure 16 , the required value of h up increases with β. On the other hand, the solutions themselves are still unexciting, in that they closely resemble zero-tilt-angle solutions. Also, steady solutions still have not been found for β > σ 
Importance of O( ) terms.
In section 4 it is observed that, in deriving our system, we retained terms to O( ), and that these O( ) effects are felt in the cos α terms. Very little difference is noticed in the solutions obtained with and without the O( ) term, except for α near zero; this is illustrated in Figure 17 , where we plot the values that β and λ must assume for the existence of a steady solution if the O( ) terms are retained or discarded. We see that for α = π/2 the cos α terms obviously have no effect. For α very near zero, we see that the removal of the cos α terms changes the results noticeably. In such a limit, we could not have been justified in neglecting these terms in the formulation of our lubrication equations (seeAcheson Figure 17 shows that, although we can find a zero-tilt-angle solution for any values of β and λ, this limit is singular, since β and λ take on single limiting values as α → 0.
To view this result from another angle, consider the case when Bo = 0.1, σ D = 0.5, S = −0.1, h up = 1, V = 1, β = 0.465, and λ = 0.999. If α = 0, a steady solution can be found. If α is increased slightly, our claim thus far is that there is no steady solution. If α is further increased to 0.1, then we find that there is a steady solution. Our computations show that the profiles of these two solutions are nearly identical, yet if we perturb α slightly away from 0.1, there is no steady solution. Alternatively, if we perturb any other parameter, there is no steady solution for α = 0.1. It would seem reasonable to expect a steady solution if α were between 0 and 0.1, yet we have not found this to be the case.
7.
Discussion. In finding all of the preceding finite-tilt-angle solutions, we have found that the downstream film height tends to h up , the upstream film height, and we have assumed that the value of h up is such that the quotient Q is negative (see (15) ). These two conditions are not violated by any of the preceding solutions, and so our solution process has been self-consistent.
Previous research (e.g., [10] , [16] ) has shown that when an external pressure acts on a thin film, in general the downstream height tends to a different value than the upstream height. The case we have considered, where h dn = h up , is more the exception than the rule, according to these sources. It is true that our problem is different than one involving a simplified external forcing; in our problem, the drop shape and speed are unknowns coupled with the film dynamics, while in [10] , the external forcing is prescribed. Nevertheless, there exists the distinct possibility that we have found solutions that are exceptions to the general rule, and we must consider cases when h dn = h up .
It seems possible that a steady solution might exist for which 2h dn < h(x l ) < 2h up . In this case, we see from (15) that Q is negative upstream and positive downstream. The arguments presented in section 4.2 suggest that there is now only one growth mode both upstream and downstream, and that we need only impose reduced far-field conditions, lim x→−∞ h (x) = 0 and lim x→∞ h (x) = 0, numerically at the ends of the finite computational domain. Hence, it may now be possible to find solutions with h dn = h up . Although neither h up nor h dn , the value of which is given by (14) , is specified directly through boundary conditions, the values are felt through the flux and speed quantities in the differential equations.
In this situation, following the discussion of our numerical method, we now may guess at six scalars to satisfy seven equations, and so solutions might presumably be found as a one-parameter family. For example, β could now be chosen arbitrarily, while λ alone would be a dependent function of the other parameters. Such a result was found in the linearized case by Kriegsmann [9] . If h up is instead chosen as the auxiliary dependent variable, it seems possible that steady solutions could be found for relatively arbitrary choices of the other physical parameters. The time dependent solutions in [10] show, for a simpler problem, the possibility of a film's evolving towards a steady state with adjusted heights upstream and downstream. These heights are determined as part of the steady solution.
In summary, we note that here we have found steady solutions only for certain select parameter sets. The effects of surface tension, spreading coefficient, and viscosity on the solutions have been studied. We speculate that, in the cases for which the parameter sets are chosen differently, there may be steady solutions for which h dn = h up .
