Abstract-This paper outlines the first steps to enable a set of large industrial freezer warehouse units to act as flexible loads in a smart grid setting. We describe the modeling and identification of individual freezer units, focusing on the governing thermal dynamics and corresponding electric-energy consumption. By relying on the model identified, we show how optimal supervisory control inputs can be computed with the goal of tracking a predefined power consumption schedule. Our algorithm is applied to a real freezer warehouse, and its performance with respect to power reference tracking is evaluated and discussed. We show that the freezer system can follow a predefined power schedule despite the currently limited availability of actuators.
I. INTRODUCTION
To balance the electrical power supply and consumption, novel approaches to cost effectively and securely provide balancing power are urgently needed. This becomes particularly important in the presence of increasing amounts of renewable energy and highly fluctuating generation. Thus, not only generation units, which are expensive to build and operate and may present environmental risks, but also flexible loads are becoming the subject of growing interest. There are several examples of flexible loads such as stationary and mobile batteries [1] , [2] , residential freezers [3] , and heating systems [4] . Depending on the energy volumes and response times, such loads can be used to provide balancing power services to the grid. In this regard, a load's ability to consume energy precisely according to predefined schedules is essential.
In this paper, we present ongoing work in the FLEXLAST project [5] , in which large commercial freezer warehouses in Switzerland are used to provide balancing power. In this project, three warehouses are subdivided into units, each having its own cooling system. The units are further partitioned into modules that share a cooling system, but have separately controlled evaporators. The cooling system is required to keep the temperatures inside the modules between -24.5 and -29 degrees centigrade, and its power rating is on the order of hundreds of kW. Each unit has an existing low-level control system that is designed to keep the temperature in the modules close to a given setpoint. The focus of this paper is to describe the development of a supervisory control system that bridges the gap between the existing low-level control system and the balancing power services.
To provide balancing power to the grid, it is necessary to quantitatively characterize and predict the system's energetic capacity available for balancing services. The prediction is expected to capture the full energetic flexibility while at the same time accounting for the amount of energy needed by the cooling system to keep the temperature within the allowed range. The approach presented here relies on a mathematical model that captures the fundamental thermodynamic and electrical behavior of the modules and their cooling system. The model is used to predict the energetic flexibility as well as to determine the control signals sent to the low-level control system.
The remainder of this paper is organized as follows: Sec. II provides a system overview, including the ICT. In Sec. III, we derive and identify a thermal model of the freezer system. Our approach of using the model to compute actuator schedules with the goal of providing ancillary services is outlined in Sec. IV. In Sec. V, we present initial tests conducted with the real freezer system, followed by a discussion of the test results. Finally, in Sec. VI, we provide a conclusion and outline future work.
II. SYSTEM OVERVIEW AND ICT
Each individual freezer's control system is linked to a datacollection environment using Open Process Control (OPC) protocols which rely on conventional database technology to record time-series of sensor data. Sensor data include freezer temperatures, power consumption values, settings of control unit levels, weather and weather forecast data as well as logistics information.
To forward the data to the flexibility-computation subsystem, we use an event-driven queuing system into which changes of sensor values are inserted and read by the destination. The data-collection environment tracks approximately 300 sensors, with a sampling interval of 10 sec or longer, depending on the dynamics of the sampled signals.
The control system does not allow direct control of the cooling system's large electric loads, i.e. , the compressors. Instead, the system has to be indirectly influenced by sending temperature setpoints and cooling commands for each module. The cooling system comprises four compressors that are used jointly for all modules. In contrast, each module is equipped with its own set of evaporators. An overview of the system is shown in Fig. 1 . 
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Evaporator set 1 Evaporator set 2 Evaporator set 3 Evaporator set 4 Figure 1 . Overview of the system comprising four storage modules and four compressors. The blue line represents the cooling circuit and the red line denotes the electric circuit. Note that the cooling circuit, in reality, is more complex and that the figure shows a simplified view only.
III. SYSTEM MODELING & IDENTIFICATION
As will be describe explicitly in Sec. IV, both the computation of the energetic flexibility of the freezer system and the control algorithm rely fundamentally on a model that relates the freezer's energy consumption to the temperatures of its individual modules. This overall model comprises two sub-models. The first model aims at capturing the thermal dynamics of the warehouse, whereas the second model maps the state of the cooling system to the corresponding total power consumption. The derivation and identification of both models are illustrated below; we focus on a single warehouse unit consisting of four modules, cf. Fig. 1 . However, the same modeling approach also applies to the other two cooling units.
A. Modeling the thermal dynamics
The freezer warehouse considered here consists of four modules, denoted by the superscript (j), j = 1, . . . , 4, that can be cooled individually. For the sake of simplicity, we assume that a module consists of two thermal energy buffers only. The first buffer represents the thermal energy contained in the heavy structure of the building as well as in the stored goods. This accounts for the biggest portion of the warehouse's total thermal energy. The second buffer is defined to be the indoor air, which absorbs heat from the warmer goods and passes it to the cooling liquid. Thermal models of this kind can be conveniently described by means of equivalent resistorcapacitor (RC) networks, cf. Fig. 2 , and e.g. [6] , [7] . Note that in our model we neglect both the energy inflow due to incoming goods as well as any heat exchange with the environment. We refer the reader to Sec. VI for a discussion of the implications of those simplifications.
The state of an individual module is fully determined by its air temperature, T (j) air , and the temperature of the module's heavy structure and the goods, lumped into T (j) s . The only heat flow that we control is the heat absorbed by the cooling system. The cooling state of the module can either be on or off, which we denote by u (j) = 1 or u (j) = 0, respectively. We further assume that the energy absorbed by the cooling liquid is proportional to the cooling state with the unknown constant of proportionality, α (j) . By applying Krichoff's current law at every node of the network in Fig. 2 , the differential equations governing the Figure 2 . Thermal model of a single module j as an equivalent electric circuit. The first energy buffer is given by the indoor air, whose energy level is specified by the air temperature, T
air . The second energy buffer represents the thermal energy contained in the heavy structure of the warehouse as well as in the stored goods. Its energy level is determined by the corresponding lumped temperature, T (j) s .
thermal dynamics can be derived as (1)- (2) can be written as the matrix equatioṅ
which is a linear time-invariant (LTI) state-space system in the standard forṁ
Note that since we can only measure the air temperature T (j) air (t), the system output y (j) (t) is given by
where
Each of the warehouse's four modules is modeled by the system (3). As we are interested in the behavior of the overall system, we combine the individual models and let
denote the state, the output, and the input of the overall systeṁ
with the matrices A ∈ R 8×8 , B ∈ R 8×4 , and C ∈ R 4×8 , which are obtained by concatenating the matrices A (j) , B (j) , and C (j) , j = 1, . . . , 4.
B. Identifying the thermal model
For each individual model (3), we have to identify the unknown model parameters {C
Based on historical measurement data of the cooling state, u (j) (t), and the air temperature, T Given estimates of all the model parameters, the overall system (6) is fully determined and, after time-discretization, can be simulated starting from an initial state x 0 . Note, however, that we cannot measure the full state vector x(t), but only its components T s (t), j = 1, . . . , 4, is a hidden state. For this reason, we apply a standard Kalman filter to obtain estimates of the complete state vector x(t) that can be used as an initial state for simulation. Fig. 3 compares the air temperatures measured during testing with the predictions of the identified model (6) . Prediction error statistics for each module are summarized in Tab. I.
C. Modeling the power consumption
In addition to the thermal model (6), we need a model that relates the cooling state to the total power consumption of the system. As defined in (??), we denote the cooling state of the overall system by the binary vector u ∈ R 4 . Therefore, the total number of possible cooling configurations is 2 4 = 16. Each cooling configuration u i , i = 1, . . . , 16, is assigned a vector v i ∈ R 16 whose d th element is
This particular choice of assignment can be written as a linear mapping u = Hv ,
where H ∈ R 4×16 . The goal of this section is to find a mapping P : v → p that assigns each cooling configuration a corresponding total power consumption p ∈ R + 0 . By assuming the mapping P to be linear, i.e.
a Least Squares approach can be used to compute an estimatê θ of the parameter vector θ ∈ R 16 based on historical measurements of the actual cooling configurations and the corresponding power consumption at discrete points in time, {v(k), p(k)}, k = 1, . . . , M . Each element inθ is an estimate of the total power consumption for a specific cooling configuration. The bottom graph in Fig. 4 shows the 16 discrete power consumption levels that correspond to different cooling configurations.
IV. SUPERVISORY CONTROL SYSTEM
For the remainder of this paper, we will consider a timediscretized version of (6) written as
where k = 0, 1, . . . denotes the discrete time index and where we substituted u(k) by Hv(k) according to (7) .
A. The power reference
As mentioned in Sec. I, our goal is to control the freezer's cooling system such that it consumes power according to a given reference. If we allow the grid operator to choose this reference for a finite planning horizon k = 0, . . . , N − 1, the freezer can be used as a flexible load capable of providing ancillary services to the power grid. However, because the system's energetic capacity is limited, it is necessary to quantitatively capture its flexibility with regard to energy consumption over time. We adopt the notion of flexibility as defined in [2] , where the flexibility is determined by the minimum and the maximum cumulative energy the system is able to consume over a given period of time together with the corresponding power limits, cf. Fig. 4 . To be feasible, the reference power schedule chosen must lie within those limits. For initial testing, we manually chose a feasible reference schedule, cf. Fig. 4 . In the future, the power reference will be computed automatically by an aggregator, that manages several flexible loads.
The following sections describe how our supervisory control system computes the temperature setpoints for individual modules of the freezer, such that its overall power consumption follows the desired consumption as closely as possible.
B. Computing cooling schedules

Given the desired power schedulep
N , the goal is to compute the optimal cooling scheduleṽ
T such as to minimize the 1-norm of the power tracking error. The optimal cooling schedule is the minimizer of the following optimization problem.
where Hṽ is the expected power consumption based on (8) .
The constraints are (C) Particular cooling configurations might not be allowed. We prohibit configurations in which only one module is cooling. (X) State constraints defining the allowed range of the module air temperature ([-24.5
• C, -29
• C]). The above constraints fundamentally rely on the model identified (9) and can be written as linear inequality constraints [10] .
Given the optimal cooling schedule in terms of v * , the corresponding u * can be easily computed via (7).
C. Translating cooling schedules into setpoints
The optimal cooling state schedule cannot be fed directly into the existing low-level control system. Rather, it has to be translated into temperature setpoints and cooling signals that are accepted as inputs by the low-level controller. To ensure that a module's evaporator set is switched on when cooling is required, the temperature setpoint T set of the module is set to its minimum allowed value and the cooling is activated (C set = 1). Equally, when the cooling state of the module is required to be off, the temperature setpoint is set to its maximum level and the cooling is disabled (C set = 0). The translation rules read as follows.
where u * j (k) denotes the optimal cooling state of module j at time k = 0, . . . , N − 1.
V. INITIAL TESTS
Initial tests have been conducted with the goal of evaluating the system's power-tracking performance. Accurate tracking is crucial for the delivery of ancillary services to the power system. The optimal cooling schedule corresponding to the reference schedule depicted in Fig. 4 has been computed via (11) and is shown in Fig. 5 . Setpoint commands are obtained from (12)-(13) and are precomputed at the beginning of the test. No re-computation of the schedules has been made.
The performance measure based on which we evaluate our tests reflects the objective in (11) and is given in [kWh] by
wherep denotes the power actually consumed and t s is the sampling time. That is, we linearly penalize deviations from the power reference values over the entire testing period. Fig. 6 compares the desired and expected power consumption with the power actually consumed during the test run. The expected power is the power consumption obtained if the optimal cooling schedule is mapped to power via (8) .
As the optimal cooling schedule has to satisfy all constraints given in (11), we are not able to follow the reference exactly. During the first four hours of the test, the system cannot consume 150kW as desired because this power level is infeasible. The feasible power level closest to the desired 150kW is at 234kW which corresponds exactly to the expected power values. After the first two ours, the cooling configuration has to change because the maximum up time constraints (U T max ) in (11) become active. Therefore, the system chooses the next best power level (292kW) for the following 30 min (which is the minimum down time) until it switches back to the initial configuration. Furthermore, the 50kW consumed during the final four hours are due to cooling of the truck-loading ramp, which our algorithm neither controls nor plans for.
In addition to the discrepancy between the desired and the expected (feasible) power consumption, the actual power values also deviate from the expected values. This is clearly visible after the step in the reference after the first four hours of the test where a time delay 45 min and an overshoot of approximately 70kW are observed. The time delay is due to the low-level control system's inherent inertia and cannot be compensated for. The overshooting is caused by the fact that we are not directly controlling the electric loads, i.e. the compressors, but we are only allowed to influence the system by setting temperature setpoints and cooling signals. In fact, the compressors are controlled by the low-level control system that relies on the temperature of the cooling liquid whose dynamics are not considered by our planning algorithm.
VI. CONCLUSION
In this work, we have shown that large freezer systems can be used as flexible loads. The advantage of these thermal systems lies in the fact that their electric load is several orders of magnitude larger than that of regular residential heating systems. This reduces the need for aggregating large numbers of loads to provide a sufficiently large amount of energetic capacity to meet the balancing service requirements.
The results in this paper show that it is possible to follow a desired power schedule by changing only the temperature setpoints and the cooling signals of individual cooling subsystems. The reference power tracking performance is weakened by the choice of restrictive input and state constraints, by the simplifications made in the modeling such as the negligence of weather and logistic forecasts, as well as by the fact that we do not control the compressors directly.
Future work will focus on extending the planning algorithm as to better compensate for the freezer's low-level control system and improving the accuracy of the models by taking logistics and weather data into account. Moreover, the aggregation of multiple cooling units would result in a larger number of feasible power levels and, consequently, would enable more flexible and more accurate reference tracking.
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