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ABSTRACT Polarization—the clear and persistent localization of different signaling molecules to opposite ends of the cell—is
critical for effective chemotaxis in eukaryotic systems. In many systems, polarization can also occur without an externally
imposed chemical gradient. We build a modeling framework to study the relationship between the intrinsic capacity for polar-
ization, and that induced by an external gradient. Working within this framework, we analyze different scenarios for the inter-
action of these pathways. The models are qualitatively simpliﬁed, motivated by known properties of the signaling pathways.
We also examine the possible role of nonlinear transitions occurring in the polarization pathways. The modeling framework
generates testable predictions regarding the relationship between intrinsic polarization and that induced during chemotaxis, and
is the ﬁrst step toward a systematic analysis of the interaction between these pathways.
INTRODUCTION
There is much interest in achieving a quantitative under-
standing of the underlying signal transduction networks that
regulate biological processes, an area referred to as ‘‘Systems
Biology.’’ Eukaryotic chemotaxis—the directed migration
of eukaryotic cells in response to gradients of external
chemicals—is an excellent candidate for such a detailed
theoretical and experimental study for various reasons. First,
it incorporates basic biological elements such as motility and
the sensing and response to external signals. Second, it is
implicated in many physiological processes including wound
healing, tumor metastasis, and development.
Experimentally, single-cell chemotaxis is studied in a di-
verse number of cells (1–3). Because chemotaxis is a com-
plex process, many experimental and modeling efforts have
focused on the ﬁrst stage of this process, known as gradient
sensing: the process by which cells convert information
about the chemical concentration of their surroundings into
an internal signal to guide their motion (4–10). In many
systems, the gradient sensing process is functional in cells
where the actin cytoskeleton has been impaired (2,11,12).
Valuable insights into gradient sensing have been obtained
by modeling the process in this simpler setting (13,14). Other
phenomenological efforts focus on the description of random
motility, biased random walk and persistent chemotaxis (15).
Additional features need to be understood to make a tran-
sition from gradient sensing to chemotaxis and cell migra-
tion, including a detailed study of the interaction of gradient
sensing with the actin cytoskeleton leading to motility. Here,
we focus on a crucial feature of chemotaxing cells: polarity.
Though it has long been recognized that cell polarity is of
critical importance in migration (16), there are few system-
atic experimental or theoretical studies of cell polarity in this
context. In fact, the term ‘‘cell polarity’’ is used to mean
somewhat different things by different researchers. We un-
derstand cell polarity to be the localization of various signal-
ing components to opposite ends of the cell in a persistent
fashion, with any attendant morphological change (4,5). This
deﬁnition of polarity is appropriate for our purpose, because
the formation of a persistent front and back is of vital im-
portance for efﬁcient chemotaxis. Polarity as a phenomenon,
that is, the establishment of an axis, is a topic that cuts across
many biological processes, and is of relevance in develop-
ment, cell growth and division besides cell migration (17,18).
In chemotaxing cells, polarization occurs at a timescale of
one to a few minutes after exposure to an external chemo-
attractant gradient. However, cells can also become polarized
without an externally imposed gradient (19,20). For instance,
neutrophils polarize (in an apparently random direction)
when stimulated by a spatially homogeneous dose of chemo-
attractant. Dictyostelium cells become highly polarized in the
course of their development (5). Thus, in these systems, there
is an intrinsic capability for polarization that does not need
an externally imposed gradient. Different assumptions regard-
ing how this intrinsic polarization may be exploited for che-
motaxis have been made, either explicitly or implicitly (9,21).
There are many questions regarding this polarization pro-
cess: how does it come about in the absence of externally
imposed chemical gradients? How, if at all, does the cell
exploit this capability to polarize, when subject to a chemical
gradient? What are the factors that control the intrinsic cell
polarity and how do receptor signals interact with them? Are
there any differences in the timescales of these processes?
What are the roles of nonlinear dynamic phenomena and
self-organization in these processes?
Here, we develop a modeling framework to address
various aspects of the polarization process, including the
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interaction between intrinsic polarization, such as the one
induced during development in Dictyostelium cells, and that
driven by an externally applied chemoattractant gradient. We
employ simpliﬁed models, motivated by experimental data
on various pathways involved in gradient sensing and
motility. We study the implications of various scenarios
regarding the interaction. This analysis provides us with
insight into how external signals and intrinsic processes may
interact, and makes various testable predictions that do not
require full knowledge of the biochemical entities involved.
It also brings into focus the possible role of nonlinear
dynamic transitions in the polarization process.
The modeling framework
We develop a modeling framework to investigate the rela-
tionship between intrinsic and externally induced polarity;
see Fig. 1 A. We consider several possibilities for the under-
lying mechanisms in a way that suggests experiments that
can distinguish between them, thus enabling us to study po-
larity from a systematic perspective and focus on several key
questions.
A polarized chemotaxing Dictyostelium cell has different
components localized near either end. For instance, PI3K,
PI(3,4,5)P3, PI(3,4)P2, F-actin, PAK1, and Rac are found
preferentially near the front, whereas PTEN, Rho, ACA, and
myosin-II are found near the rear of the cell (21–23). The
G-protein coupled receptors are present mostly uniformly
along the cell surface, though they apparently exhibit a slightly
nonuniform distribution in strongly polarized cells (24,25).
We focus on biochemical entities that are early in the polar-
ization pathways, many of which are also involved in gradi-
ent sensing.
Much of the recent biochemical focus related to gradient
sensing has been on phosphoinositide lipids (PI(3,4,5)P3 and
PI(3,4)P2) and the enzymes (PI3K and PTEN) that regulate
them (26–28). Further regulation, related directly or indi-
rectly to the actin cytoskeleton, contributes to a sharp local-
ization of these lipids at the leading edge (12). The ampliﬁed
production of these lipids relative to unstimulated cells aris-
ing from the dual contribution of PI3K and PTEN has been
previously modeled (13,29). A model describing this dual
regulation and relating it to adaptation to homogeneous
stimulation has been previously presented (14).
To study the interaction of externally induced and intrinsic
polarity, we employ qualitatively simpliﬁed, rather than de-
tailed biochemical models, because many biochemical details
that are most pertinent to this problem are not known (e.g.,
details regarding receptor regulation of PI3K, PTEN, regu-
lation of Ga and Gbg proteins). The simpliﬁed models are
motivated by known aspects of the biochemical pathways.
Our model includes signaling pathways corresponding to
both receptor-mediated and intrinsic polarity: these regulate
common biochemical components leading to motility. We
ﬁrst discuss various elements of the model and then present
the underlying variables and equations.
Receptor-mediated signaling
Our modeling framework incorporates two types of receptor-
regulated pathways: global and local (Fig. 1 B). Local path-
ways are those where the extent of regulation of downstream
components depends on the degree of local occupancy of
receptors. In contrast, global pathways offer downstream
regulation, dependent on receptor occupancy averaged over
the cell periphery and involve components that are highly
diffusible. Both local and global pathways can regulate
downstream processes in either excitory or inhibitory capac-
ities. The combination of local and global pathways is able to
account for gradient sensing and polarization consistent with
adaptation to spatially homogeneous signals (30).
Intrinsic polarity
How polarity arises independently of externally imposed
gradients remains unclear. For example, in Dictyostelium
cells, a change occurs during the developmental process (5).
FIGURE 1 Schematic of cell and receptor-mediated pathways in the
simpliﬁed models. (A) We assume that cell polarization is dictated by a
combination of intrinsic and receptor-mediated pathways. (B) Receptor-
mediated signaling involves both local and global pathways, and regulates
F1* and B1*. These species regulate F2*, which controls the motility element
Fm*. In a gradient, F1* and B1* play dual roles in leading to a greater F2* at
the leading edge. An intrinsic pathway (not shown) regulates the frontness
and backness components (see text). The inset shows the deﬁnition of the
spatial parameter used in the simulations.
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Cells that are 4 h in the developmental process are, at best,
weakly polarized: they do not have a clear and persistent
separation of front and back. Though these cells are motile,
they extend pseudopods in more-or-less random directions.
In contrast, cells 7 h into development have sharp and
persistent localization of various components at both ends of
the cell.
The transition from unpolarized to a strongly polarized
state may result from some kind of symmetry-breaking (31).
It is possible to build models that give rise to a nonuniform
steady state, representative of a persistent front and back,
based on symmetry breaking (32–35). However, the sym-
metry breaking may not necessarily be induced by, or related
to the chemotactic pathway. Moreover, there are different
ways in which symmetry might break to give rise to polarity
cues. It is possible that landmarks for polarity cues are es-
tablished earlier in development (spatial symmetry break-
ing), and the polarity pathways are activated by another
temporal signal later in development, as in Saccharomyces
cerevisiae (20). To keep our approach as general as possible,
we assume that the intrinsic polarity pathways are controlled
by signals with concentration proﬁles that are localized at
the front (F) and back (B). Below, we will consider how
these signals may interact with receptor-mediated signaling.
Model domain
Because most of the important reactions regulating chemo-
taxis take place on the cell membrane and cell cortex, we
assume that all the elements of our model reside there. The
spatial coordinate, s, corresponds to the arc-length of the
membrane (see Fig. 1 B). We do not make use of cytosolic
dynamics explicitly; these can also be incorporated in a
simple manner by including an additional compartment that
has transport to and from the membrane. Periodic boundary
conditions are invoked. Though polarization involves a
change of shape from an essentially circular cell to a more
elongated cell (see Appendix A), we assume that this shape
change is a downstream effect of the polarization of the
various signaling components; possible feedback effects of
shape change on the concentration proﬁles of the compo-
nents will not be dealt with here. When we employ global
entities, we assume that diffusion is through the cell mem-
brane. This provides essentially the same kind of global
regulation as the case where diffusion is cytosolic, and is
sufﬁcient for our purpose. In general, the time taken to re-
cruit a species from the cytosol to the cell membrane through
diffusion or any other transport limitations can be accounted
for by a suitable choice of the corresponding rate constants.
One-dimensional gradients
As chemotaxis and polarization occur in response to rela-
tively simple concentration ﬁelds, such as those with varia-
tion in mainly one direction, we concentrate on this case in
detail. We assume a two-dimensional circular cell in the
plane subject to a concentration ﬁeld varying only in one
direction. This one-dimensional variation allows us to ad-
dress issues relating to the motility without having to con-
sider the complexity associated with motility in higher
dimensions. In this case, the cell either remains stationary or
moves to either the left or right, depending on the net signal
from the motility apparatus (described below). For cells
whose shapes are surfaces of revolution, if the angular
coordinate of an element of the surface is u, the symmetry of
the cell shape and external concentration ﬁeld implies that,
for the receptor occupancy R, R(u) ¼ R(–u) for –p # u# p.
The symmetry condition implies that dR/du ¼ 0 at u ¼ 0, p;
equivalently, dR/ds ¼ 0 at the front and back of the cell.
Turning mechanism
We need to incorporate into the model the ability of the cell
to turn sharply in response to changing and/or unsuitable
gradients (36–38). Because we do not model the mechanics
of the cell in detail, we treat the turning of the cell in a phe-
nomenological way. We incorporate a simple mechanism
acting as a turning indicator. This is necessary to describe the
response of a cell to an external gradient, even with variation
in only one direction. The mechanism involves the inter-
conversion of two components (T and T*) according to
dT
dt
¼ ktS3 T1 ktT;
dT

dt
¼ ktS3 T  ktT:
The directional regulator signal, S, is related to the re-
ceptor signal by a local excitation, global inhibition mech-
anism (30); see Eq. 3 below. This mechanism determines a
condition for the cell to turn that incorporates contributions
from both the local concentration at the front, and the spatial
average of the concentration around the cell. In our one-
dimensional model, we make the cell reverse orientation
instantaneously (i.e., R(s) is replaced by R(l/2 – s)) if the
signal T* at the current ‘‘front’’ of the cell falls below a
threshold value, Tcr. The T* value is reset to its basal level
whenever the cell turns. This mechanism allows for a cell to
change direction abruptly, without necessarily rearranging
its intrinsic polarity.
Thus, a cell moving in the direction opposite the direction
of a strong enough gradient will eventually change its
direction either by creating a new pseudopod at the current
‘‘back’’ of the cell (reorganization of polarity), or by turning
abruptly based on this criterion. The rate constants kt and k–t
quantify the sensitivity and tendency of the cell to turn: a cell
may take either a relatively long (small kt, k–t relative to other
rate constants) or short (large kt and k–t) time to decide to turn
sharply. It is also possible to choose parameters so that the
tendency of the cell to turn sharply in reasonable gradients is
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suppressed (this is done by simply choosing a low enough
value for Tcr), in which case the only option for a cell to
change direction is to reorganize its polarity. Thus, the in-
corporation of this module allows the model to exhibit a
variety of responses to changing spatial and/or temporal
signals, by variation of parameters.
Model variables and equations
The model equations presented below describe signaling
pathways from the receptor (R) to a motility element (Fm) via
intermediate components (Fig. 1). The nature of signaling
from the receptor involves both local (L) and global (G)
pathways (14,30) regulating a signaling element (S) that is
able to account for adaptation to homogeneous stimuli:
@L
@t
¼ klRðsÞ  klL; (1)
@G
@t
¼ kgRðsÞ  kgG1D1@
2G
@s
2 ; (2)
@S
@t
¼ ksL3 ð1 SÞ  ksG3 S: (3)
These signals are responsible for regulation of further down-
stream frontness components F1*, F2*, and Fm*, represen-
tative of biochemical components PI3K, PI(3,4,5)P3/PI(3,4)P2,
and F-actin, respectively; and backness component B1*,
representative of PTEN. Fm* is the motility signal that deter-
mines the direction of motion of the cell.
The equations
@F1
@t
¼ kpL3 F11 kpG3 F11D2
@
2
F1
@s2
; (4)
@F

1
@t
¼ 1 kpL3 F1  kpG3 F11D2
@
2
F

1
@s
2 ; (5)
and
@B1
@t
¼ kqG3 B11 kqL3 B11D3
@
2
B1
@s2
; (6)
@B

1
@t
¼ 1 kqG3 B1  kqL3 B11D3
@
2
B

1
@s
2 ; (7)
depict the receptor regulation of the frontness (F1*) and
backness (B1*) components early in the polarization path-
ways (such as PI3K and PTEN), via a combination of local
and global pathways, similar to those of Ma et al. (14).
Though the local and global pathways regulating each of
these components could be different, we will assume for
simplicity that the respective local and global pathways have
the same properties.
The signals F1* and B1* are propagated further down the
pathways; the frontness pathways are governed by the equa-
tions
@F2
@t
¼ krF1F21 krB1F21D4
@
2
F2
@s2
; (8)
@F

2
@t
¼ 1 krF1F2  krB1F21D4
@
2
F

2
@s
2 ; (9)
with similar equations for B2 and B2*. The regulation of the
component F2* involves dual contributions from F1 and B1,
similar to the regulation of PI(3,4,5)P3 and/or PI(3,4)P2 by
PI3K and PTEN. Finally, we assume the regulation of
motility components Fm* (representative of F-actin or re-
lated GTPases) by F2* in a feedforward manner:
@Fm
@t
¼ kmF2Fm1 kmFm1D5
@
2Fm
@s
2 ; (10)
@F

m
@t
¼ 1 kmF2Fm  kmFm1D5
@
2
F

m
@s2
: (11)
The intrinsic polarity pathways are initiated by species that
have localized concentration proﬁles at each end. The front-
ness cue, which is a species with a concentration proﬁle F(s)
localized near the front, controls a pathway that regulates the
reaction involving the species F1 and F

1. The governing
reactions of this intrinsic polarization pathway are given by
the interconversion between components IF and IF*. For
simplicity, we assume these to be nondiffusible, leading to
the equations
@IF
@t
¼ kcFðsÞIF1 kcIF; (12)
@IF

@t
¼ 1 kcFðsÞIF kcIF: (13)
In the same way, the backness cue—a species with
concentration proﬁle B(s) localized to the near—regulates
backness pathways. The governing reactions of this pathway
are given by
@IB
@t
¼ keBðsÞIB1 keIB; (14)
@IB

@t
¼ 1 keBðsÞIB keIB: (15)
All equations are nondimensionalized using appropriate
time (1 s), spatial (5 mm), and concentration (e.g., total F11
F1* ¼ 1 under basal conditions for variable F1, etc.) scales.
We employ an illustrative set of parameter values in our
simulations (detailed parametric sensitivity analysis will be
performed in a subsequent investigation). The diffusion
coefﬁcients for the species (except for the local and global
pathways) correspond to values of 1–5 mm2/s. The higher
diffusion coefﬁcient for the global pathways results in these
species quickly equilibrating at values corresponding to the
spatial average of the receptor occupancy. Our simulations
are performed by spatially discretizing the resulting partial
differential equations, and integrating the resulting ordinary
differential equations using the solver ode45 in MATLAB
(The MathWorks, Natick, MA). Simulations are performed,
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for any given level of intrinsic polarity, by allowing the
network to reach a steady state with respect to that level of
intrinsic polarity, and then introducing the gradient. The
intrinsic variables are kept ﬁxed, unless the receptor-
mediated pathways inhibit them.
As our main focus in this study is on the relation between
intrinsic and receptor-mediated polarization pathways, we
use simpliﬁed models most relevant to this investigation. We
omit a number of other features that may be relevant in actual
cells, including static nonlinearities and thresholds in the
pathways, oscillatory effects involved in cell motility signal-
ing, a realistic description of the pseudopod, as well as shape
change.
RESULTS
We ﬁrst consider the response of the receptor-mediated
pathway under the assumption that the cell is not intrinsically
polarized (Eqs. 1–11 above, corresponding to a ¼ b ¼ 0 in
the equations below; see also Fig. 2). The steady-state re-
sponse, which is a function only of the external concentration
ﬁeld, depends on the relative gradient as a consequence of
signaling through a combination of local and global path-
ways (12,30,39). The frontness components are above their
basal values in the front, and below them at the back; the
opposite holds for the backness signals.
We also consider the effect of the intrinsic polarity path-
way (Eqs. 12–15) when no external gradient is present (see
Fig. 3). The intrinsic polarity components (IF*, IB*) become
increasingly pronounced with the progression of intrinsic
polarity (Fig. 3 A) and this affects all the downstream com-
ponents (see Fig. 3, B and C).
We now examine different scenarios describing the
interaction between the receptor-regulated and intrinsic
pathways.
Parallel regulation by receptor and intrinsic cues
We assume that receptor and intrinsic cues act in parallel
(Fig. 4 A) and regulate common components in an additive
manner. In this case, Eqs. 4–7 are replaced with
@F1
@t
¼ kpL3 F11 kpG3 F1  aIF 3 F11D2
@
2
F1
@s
2 ;
@F

1
@t
¼ 1 kpL3 F1  kpG3 F11aIF 3 F11D2
@
2
F

1
@s
2 ;
and
@B1
@t
¼ kqG3 B11 kqL3 B1  bIB3 B11D3
@
2
B1
@s
2 ;
FIGURE 2 Polarity response in a gradient arising from receptor-mediated
pathways. Shown is the network response along the perimeter of the cell to an
external gradient R(s) ¼ 0.8 1 0.2 cos(2ps/l) assuming that the intrinsic
pathways are inactive. The value s is the arc-length coordinate. Parameter
values are kl¼ 0.8, k–l¼ 0.6; kg¼ 0.5; k–g¼0.3; kp¼ kq¼ km¼1.0; k–p¼ k–q¼
k–m¼ 1.0; ks¼ 0.5; k–s¼ 4.0 ks¼ k–s¼ 1.0; kt¼ 0.1; k–t¼ 0.1; g ¼ 1.0; and
Tcr ¼ 0.30. Diffusion coefﬁcients are D1 ¼ 50, D2 ¼ D3 ¼ D4 ¼ D5 ¼ 0.1.
FIGURE 3 Polarity response arising from intrinsic pathways. (A) The
intrinsic polarity component IF* indicative of two different levels of
intrinsic polarization. The higher curve corresponds to a maximum level
of intrinsic polarization. (B,C) Downstream response in the network to
the stronger of the two intrinsic polarity signals in panel A. Parameter values
are kc ¼ ke ¼ 0.0025, k–c ¼ k–e ¼ 0.005, a ¼ 3.0, and b ¼ 3.0.
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@B

1
@t
¼ 1 kqG3 B1  kqL3 B11bIB 3 B11D3
@
2
B

1
@s
2 :
The parameters a and b describe the effect of intrinsic
polarity on the frontness and backness components. The
relative values of these parameters and those of the receptor-
controlled pathways (kp, k–p, etc.) determine the relative
strengths of the two pathways in establishing a steady
response; higher values denote a stronger contribution of the
intrinsic polarity.
We ﬁrst assume that cell is motionless. However, unlike
cells that are immobilized through actin inhibitors (12,40),
we assume that all signaling components are intact. We
consider a scenario where this intact cell is anchored to the
surface. This anchoring could be achieved by engineering
the microenvironment of cultured cells causing them to
adhere to the surface (41). In our model, an anchored cell
implies that it is subject to a static gradient and that it is
incapable of turning (sharply); that is, the turning mechanism
has no effect on the cell.
Whenever the external gradient is coaligned with the
intrinsic polarity, the net result is that the external signal
reinforces the intrinsic polarity and leads to stronger polar-
ization than is possible from either (see Fig. 4, B and C).
Note that for a ﬁxed external gradient, the contribution of the
receptor-controlled pathways need not necessarily be dom-
inant. When an external gradient is imposed in a direction
opposite to the intrinsic polarity, the two pathways work
against each other (Fig. 4, D and E). The counteractive ef-
fects of the receptor controlled and intrinsic pathways are
particularly acute when the external gradient cannot over-
come the intrinsic polarity, which happens when the intrinsic
polarity is strong (Fig. 4 E). In this case, the resulting steady-
state proﬁles of F1* and B1* indicate a polarity opposite to
the direction of the external gradient. An analytical descrip-
tion of parallel regulation by receptor-mediated and intrinsic
cues is presented in Appendix A.
We now assume that the cell is not anchored to the surface,
but is free to move and turn. This movement is assumed to be
sufﬁciently slow so that the cell experiences an essentially
static signal in the timescales of interest. Also, note that if the
external gradient is in the same direction as the intrinsic
polarity, the turning signal is not triggered and the effect is
purely additive, so that the results are identical to those of the
anchored cell (Fig. 4, B and C).
Different results arise, however, when the direction of the
applied gradient is opposite to the cell’s intrinsic polarity. If
the intrinsic polarity is weak, then it is counteracted by the
external gradient leading to net polarization in the direction
of the applied gradient. Eventually, a stronger protrusive
force develops in the rear—F*m is greatest at s ¼ 61/2 in
Fig. 4 D—causing the cell to change its direction of motion
by the gradual reorganization of polarity.
If the cell’s intrinsic polarity is sufﬁciently strong, then the
receptor-mediated pathways regulate the downstream path-
ways and attempt to reorganize its polarity. In this case, the
turning mechanism induces the cell to turn sharply (ﬂip); see
Appendix A. This has the effect of aligning the intrinsic po-
larity with the external gradient. At this point, the net effect is
reinforcement of the intrinsic polarity by the external gradi-
ent because, after turning, the proﬁle is the same as when
the external gradient’s direction coincided with the intrinsic
polarity (Fig. 4 C). This is true even though, initially, the
external gradient was opposite to the intrinsic polarity.
For intermediate levels of intrinsic cell polarity, which
effect—turning or protrusion at the old rear—dominates will
depend on the relative timescales for meeting the turning
threshold and for developing strong net protrusive force
(correlated with concentration of Fm*) at the back of the cell.
Clearly, an increase in the intrinsic polarity works in favor of
turning, as opposed to the reorganization of polarity, because
FIGURE 4 Polarity responses arising from a combination of intrinsic and
receptor-mediated signals in anchored cells. (A) Schematic of the signaling
pathway. The intrinsic polarization signals (IF and IB) act in parallel of the
receptor-mediated signals. (B–E) Front (F1*, solid) and rear (B1*, dashed)
responses. (B) The quasi-steady response, when the cell is in the weaker of
the intrinsic polarity states of Fig. 3 A, and an external gradient in the same
direction is applied: R(s) ¼ 0.8 1 0.2 cos(2ps/l). (C) The cell is in the
stronger of the intrinsic polarity states of Fig. 3 A; the same gradient is
applied. (D) With the weaker of the intrinsic polarity states, an external
gradient in the opposite direction is applied: R(s) ¼ 0.8  0.2 cos(2ps/l).
The net response is correlated with the location of the receptor-mediated
signal’s maximum. (E) As in panel D, except the cell is in the stronger of the
intrinsic polarity states. Note that the location of the net polarity response is
opposite to that of the external signal. In all these cases, the concentration
proﬁles of F1* and B1* lead to the polarization of downstream components
F2* and Fm*.
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the external signal has to counteract the existing inhibitory
effect at the old rear of the cell. For a sufﬁciently polarized
cell in a weak opposing gradient, turning sharply is its only
option for chemotaxis. On the other hand, if the capability to
turn is removed (as in an anchored cell), then the cell relies
entirely on the reorganization of polarity by the gradient to
change direction. In this case, a purely one-dimensional gra-
dient of insufﬁcient strength to counteract the intrinsic
polarity will not be able to elicit a change in direction.
Inhibition of intrinsic pathways by
receptor pathways
In various contexts in polarity generation, it is assumed that
external signals inhibit intrinsic cues (17,20). In our setting,
we examine the possibility that receptor-mediated pathways
inhibit intrinsic pathways while imposing their own contri-
bution to downstream signaling components.
Direct local inhibition
The simplest possible receptor-mediated inhibition mecha-
nism is a direct local inhibition of both intrinsic frontness and
backness pathways (see Fig. 5 A). This inhibitory mechanism
is incorporated into the dynamic equations of the compo-
nents IF, IF*, IB, and IB* in a simple way, by replacing
Eqs. 12–15 with
@IF
@t
¼ kcFðsÞIF1 kcIF1 kifRðsÞIF;
@IF

@t
¼ 1 kcFðsÞIF kcIF  kifRðsÞIF;
and
@IB
@t
¼ keFðsÞIB1 keIB1 kibRðsÞIB;
@IB

@t
¼ 1 keFðsÞIB keIB  kibRðsÞIB:
The extent of inhibition is determined by the rate constants
kif, kib. In this direct scheme, increasing receptor occupancy
uniformly through homogeneous stimulation inhibits the
intrinsic frontness and backness pathways (Fig. 5 B). This
inhibitory effect naturally leads to a decreased degree of
polarity of downstream components such as F1*, B1*, F2*,
and Fm* (not shown). Moreover, an increase in the magni-
tude of the stimulus leads to greater reduction in cell polarity.
We note from the steady-state proﬁles
IF
ðsÞ ¼ kcFðsÞ=ðkcFðsÞ1 kc1 kifRðsÞÞ;
IB
ðsÞ ¼ keBðsÞ=ðkeBðsÞ1 ke1 kibRðsÞÞ;
that local inhibition leads to the inhibition of intrinsic
polarity components even in a gradient. In contrast to the
purely additive case, coalignment of the external gradient
with intrinsic polarity does not simply reinforce polarity.
Instead, the result is a combination of the receptor-mediated
and inhibited intrinsic pathways, with inhibition effects be-
ing highest at the location where the external signal is
maximum. Thus, disruption of the receptor-mediated path-
ways implies that a uniform stimulus still reduces intrinsic
polarity. We also note that if kib, kif  kc, k–c, ke, and k–e,
then the inhibition mechanism in a homogeneous external
signal leads to the effective destruction of intrinsic polarity.
Similar conclusions can be drawn for gradients too.
We note that if an inhibition mechanism is able to suppress
the source of intrinsic cue formation itself, then homoge-
neous stimulation of sufﬁcient magnitude could lead to the
complete dismantling of the intrinsic polarity. In this case,
receptor-mediated inhibition would lead to the network gov-
erning polarity cue formation being unable to sustain the
stable formation/persistence of a cue (for example, the mod-
ule in that parameter regime may not be capable of exhibiting
inhomogeneous states). The net behavior would then be
completely determined by the external signal, independent of
the state of intrinsic polarity.
Inhibition involving local and global pathways
We now examine a more complex receptor-mediated inhibi-
tion mechanism involving both local and global pathways.
We ﬁrst note that if the inhibitory mechanism involves only
global intermediates, the behavior in response to a uniform
stimulus is essentially the same as that above under homo-
geneous stimulation and leads to a weakening of intrinsic
polarity pathways and reduced polarity.
We consider an inhibitory mechanism that does not lead to
any permanent inhibitory effect of intrinsic pathways when
the cell is subject to homogeneous inputs (so that the in-
hibition disappears as the cell adapts to the homogeneous
stimulus). The inhibitory signal is regulated by the receptor
by a combination of local and global pathways (see Fig. 5 C).
Representative equations are
@IF
@t
¼ kcFðsÞIF1 kcIF1 kifRFinðsÞIF;
@IF

@t
¼ 1 kcFðsÞIF kcIF  kifRFinðsÞIF;
and
@IB
@t
¼ keBðsÞIB1 keIB1 kibRBinðsÞIB;
@IB

@t
¼ 1 keBðsÞIB keIB  kibRBinðsÞIB:
The signals RFin and RBin describe the receptor-mediated
inhibition of IF* and IB*. We can consider different sce-
narios in which such an inhibition could occur. In one such
case, the inhibitory signal RFin results from the receptor via a
local-inhibition, global-excitation mechanism, and the signal
RBin results from a receptor pathway involving a local-
excitation, global-inhibition mechanism. There are, of course,
different combinations of local and global regulation of this
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inhibition mechanism, and they can all be analyzed in
exactly the same way. The equations governing RFin, RBin are
@RBin
@t
¼ kbLð1 RBinÞ1 kbG3 RBin;
@RFin
@t
¼ kaGð1 RFinÞ1 kaL3 RFin:
In a gradient, R(s) ¼ a 1 b cos(2ps/l), the steady-state
proﬁles of these variables are
RBinðsÞ ¼ kbklkgða1 bcos½2ps=lÞ
kbklkgða1 bcos½2ps=lÞ1 kbkgkla;
RFinðsÞ ¼ kakgkla
kakgkla1 kaklkgða1 bcos½2ps=lÞ;
where we have used the fact that the global pathway is highly
diffusible. From the steady-state expressions for IF* and IB*,
IF
 ¼ kcFðsÞ=ðkcFðsÞ1 kc1 kifRFinðsÞÞ;
IB
 ¼ keBðsÞ=ðkeBðsÞ1 ke1 kibRBinðsÞÞ;
and noting the nature of regulation of RFin, RBin by the re-
ceptor, we see that in homogeneous signals, this additional
term contributes a constant value in the denominator inde-
pendent of the external stimulus. In the case considered, in a
gradient, RFin becomes less than its basal value (and attains
its minimum) at the location where the external signal is
maximum, and RBin becomes greater than its basal value
(and attains its maximum) here. Thus, if the external gradient
is coincident with the intrinsic polarity of an anchored cell,
this inhibition actually reinforces the polarity; whereas when
the external gradient is opposite to the direction of intrinsic
polarity, this inhibitory mechanism does partially suppress
intrinsic polarity (Fig. 5, D and E).
From the expressions for IB* and IF* above, we note that
if kib, kif  kc, k–c, and ke and k–e, then the equations for RFin
and RBin enforce a state of weak intrinsic polarity. This is true
under both the homogeneous stimulation (b ¼ 0), irrespec-
tive of strength (in which case RFin and RBin do not depend
on a), and in the gradients. Thus, for such a complex
inhibition mechanism to work in gradients, we require that
kib and kif be of the same order as kc, k–c, ke, and k–e.
Because of the tendency to suppress the intrinsic polarity
pathways, this inhibitory mechanism would tend to reduce,
or delay the tendency of a polarized cell to turn sharply in
this case, when compared to the case of no inhibition. Of
course, it remains to be seen if such an inhibitory mechanism
exists at all. Therefore, rather than vary the effect of such an
inhibition, experiments that could point to the presence of
such an inhibition would prove more useful. These effects
could be detected by modifying receptor-controlled path-
ways of downstream components, such as PI3K. Thus, in-
hibiting the last component in the PI3K recruitment pathway
starting from the receptor (which is not part of the intrinsic
pathway), and subjecting a cell with some degree of intrinsic
polarization to a gradient, would give useful information. If
there was genuinely an inhibitory mechanism as described
above, a gradient would affect the PI3K localization (which
results from intrinsic pathways), even though the direct path-
way leading from the receptor has been disrupted. Such ex-
periments, however, require more biochemical knowledge
regarding the receptor regulation of PI3K than is currently
known.
In conclusion, it is certainly possible that inhibitory path-
ways emanating from the receptor could impact upon
intrinsic pathways. However, the presence or absence of
such pathways may not be easily directly discerned. Inhib-
itory pathways that are either local or global (but not both)
FIGURE 5 Receptor-mediated pathways inhibit intrinsic polarization
pathways. The cell is originally possessed of a high level of intrinsic
polarity (IF* and IB* corresponding to the high curve in Fig. 3 A). (A)
Receptor-mediated pathways inhibit intrinsic polarization via local path-
ways. Thus, homogeneous stimulation results in a reduction of the intrinsic
polarity signals IF* (B) and IB* (not shown), and this propagates to the
downstream pathways. Parameter values are kif ¼ kib ¼ 2.5; ke ¼ kc ¼ 2.5;
k–e ¼ k–c ¼ 0.5, and the external homogeneous stimulation is R ¼ 0.8. (C)
Inhibition of intrinsic polarization by the receptor signals involves a
combination of local and global pathways: here homogeneous stimulation
would not result in a permanent effect on intrinsic polarization. Parameters
are as in panel B; those of the local and global pathways are ka ¼ k–a ¼ kb ¼
k–b ¼ 1.0. In panel D, the external signal is R(s) ¼ 0.8 1 0.2 cos(2ps/l) and
is in the same direction as the intrinsic polarity; in panel E, it is in the
opposite direction: R(s) ¼ 0.8  0.2 cos(2ps/l). The intrinsic polarity
dominates in the latter case, but the net effect is not as strong as Fig. 4 E
because of the inhibition of intrinsic pathways. Simulations were repeated
for the case ke ¼ kc ¼ 0.0025, k–e ¼ k–c ¼ 0.005 (which corresponds to the
same IF* and IB* proﬁles). In the case of local inhibition, the intrinsic
polarity components IF*, IB* are essentially nulliﬁed. Similarly in the case
of complex inhibition depicted in panel C, the net result in any nonzero
homogeneous stimulus is a very weak polarity; the behavior in a gradient
also shows a small modulation of this weak polarity (see text).
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could be detected by experiments that focus on the effect of
a homogeneous stimulus on intrinsic polarity components.
However, if the inhibition were to involve local and global
pathways, and itself adapt to homogeneous inputs, the only
way of proving its presence would be to perform experi-
ments in gradients, by comparing regular cells and cells
where the direct receptor controlled pathway was disrupted.
CONCLUSIONS AND DISCUSSION
Much of the recent attention in eukaryotic chemotaxis at the
single-cell level has been on the process of gradient sensing.
To connect gradient sensing to chemotaxis and migration
in these cells, a number of important issues need to be ad-
dressed. Among these is a thorough understanding of the
relation and interaction between gradient sensing and cell
polarization, and the role of the actin cytoskeleton therein.
We have focused on some core issues related to polarity,
the process by which different signaling components localize
at opposite ends of the cell persistently, along with any at-
tendant morphological change (5,16,26,42–44). This deﬁni-
tion includes the ability of the cell to polarize in the absence
of externally imposed gradients. We described a modeling
framework to analyze how this inherent polarity can be
reconciled with that induced by externally imposed chemo-
attractant gradients.
One example of an intrinsic polarization process is that
which occurs during Dictyostelium development: cells 7 h
into the developmental cycle are strongly polarized (36,45).
Our modeling framework deals with different ways in which
such an intrinsic polarization process may be exploited by
the chemotactic pathways. Thus, we formulated our frame-
work to deal with the relationship between the intrinsic and
chemotactically induced polarity processes, and addressed
different questions regarding their interaction. While our
modeling framework was constructed in a speciﬁc setting,
its insights are relevant to other systems/situations involving
competing polarity mechanisms.
Our modeling framework includes only the most impor-
tant aspects of signaling pathways and information ﬂow in
the actual system, relevant to the issues at hand. This allowed
us to deal with the main questions of interest and relate some
core hypotheses to implications in a transparent manner. Our
framework was qualitatively simpliﬁed rather than detailed
biochemical since many relevant biochemical details, such as
the dynamics and regulation of the Ga and the Gbg proteins,
as well as the regulation of Raps, PI3K, and PTEN by the
receptor, are still under experimental investigation. We also
did not incorporate change in morphology, feedforward
nonlinearities and thresholds in signaling, a realistic descrip-
tion of a pseudopod, or oscillatory effects in motility sig-
naling. These aspects will be dealt with in future studies.
The model was formulated on a membrane of a two-
dimensional representation of a cell exposed to a one-
dimensional external gradient that is able to induce chemotaxis
and polarization. This restriction allows us to treat motility in
a simple manner. Different aspects of motility in the one-
dimensional setting have been previously studied (46,47).We
also incorporated, in a phenomenological manner, a mech-
anism describing the cells’ ability to turn sharply when faced
with a changing and/or unsuitable gradient—a behavior that
has been observed in both strongly polarized neutrophils and
Dictyostelium cells (36). This was accomplished by the
incorporation of a ‘‘turning module.’’ Different parameters in
this module allow for the possibility of sharp turning, and also
for its abolition.Wemodeled the initiation and progression of
intrinsic polarity, as controlled by some polarity cues that were
described phenomenologically.
We considered different scenarios regarding the interac-
tion of intrinsic and externally induced polarity pathways. In
the ﬁrst case, we assumed that these pathways act in parallel
and regulate common downstream components (Fig. 4). The
implications of this possibility were most transparent when
the intrinsic pathway dynamics are much slower than those
of the receptor-controlled pathways. Stimulation of a cell,
anchored to the surface but otherwise intact, led to additive
effects: if the gradient was in the same direction as the in-
trinsic polarity, stronger polarity ensues. In contrast, a gradi-
ent in the opposite direction acted to counteract the intrinsic
polarity. Thus, cells that have sufﬁciently strong intrinsic
polarization do not reorganize their polarity in response to
weak external gradients, so that the net resulting polarity was
opposite to that of the external gradient. In contrast, motile
cells with sufﬁciently strong intrinsic polarization changed
direction when exposed to a gradient in the opposite direc-
tion as a result of the competition between the tendencies of
the cell to reorganize its polarity and then to turn sharply. For
strongly (intrinsic) polarized cells, turning dominates be-
cause of the greater time taken to reorganize polarity.
The parallel action of externally induced and intrinsic
pathways has important implications for chemotaxis. It
suggests that cells with sufﬁciently strong intrinsic polarity
can respond to relatively weak gradients only by reorienting
themselves appropriately and not by the reorganization of
their polarity. This is also relevant to the cell’s response to
multiple sources/chemotactic cues: the history of the cell’s
exposure to these cues and the location of these cues relative
to the front of the cell is crucial in determining the cell’s
response. Thus, the nature of the response is different from
that in immobilized cells (39) and weakly polarized cells.
We also considered an implicit assumption made in
different contexts that extrinsic polarity effects (receptor-
mediated pathways in this context) suppress intrinsic ones
(Fig. 5). The simplest scenario examined was one involving
direct local inhibition of intrinsic pathways. This assumption
implies that homogeneous stimulation of intrinsically polar-
ized cells leads to a reduction in the concentration of intrinsic
polarity components and, hence, overall polarity, and that the
extent of reduction of polarity depended on the degree
of stimulation. We also considered the possibility that the
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suppression could occur downstream of an adaptation
mechanism, in which case, spatially homogeneous stimula-
tion would have minimal effect in suppressing intrinsic
pathways. In this case, depending on the manner of the
suppression, the net polarity in a gradient emerges from the
combination of external and intrinsic pathways in a nontriv-
ial way. Experiments performed with gradients imposed in
the same and opposite direction as the intrinsic polarity could
test the presence/absence of such suppressive pathways.
While feedforward nonlinearities, feedback, and other
interactions affect signal propagation in the polarity path-
ways, the inclusion of these effects does not alter our main
conclusions. This is because the critical issue remains as to
how the intrinsic and receptor-mediated signals are coupled.
Finally, it is worth considering the possible role of non-
linear dynamic transitions in polarization and chemotaxis
(see Appendix B). Other models of eukaryotic gradient sens-
ing employ nonlinear dynamic transitions to describe the
origin of polarization in homogeneous stimulation, and the
same nonlinear dynamic transition is at the core of the am-
pliﬁcation effects in gradient sensing (9,10,32). In Dictyos-
telium, the basal state is always one in which the cell is
moving, even if the cells are weakly polarized. Weakly
polarized cells move by extending pseudopods in apparently
random directions. The homogeneous stimulation of these
cells does not lead to strong persistent polarization but in-
stead results in a degree of polarization that is essentially the
same as before stimulation. Thus, unlike the scenario de-
scribed by the aforementioned models, we do not have a
situation where homogeneous stimulation necessarily or-
chestrates a nonlinear dynamic transition leading to a
strongly polarized state.We note that it is possible that homo-
geneous stimulation could actually regulate the signaling sys-
tem so that it transiently passes through a parameter regime
that supports multiple asymptotic states, but we know of no
corroborating experimental evidence yet.
We investigated whether nonlinear dynamic transitions
could occur in the propagation of polarization. As demon-
strated in Appendix B, a spatially varying receptor signal is
able to induce multiple steady states as a result of the inter-
play between nonlinearities and heterogeneity, and activate a
transition. With upstream regulation of this mechanism
arising from a combination of local and global pathways, it is
possible for such a nonlinear transition to be involved in
signal propagation either at the front or at the back of the cell.
While some pattern-forming process may be responsible for
the creation of intrinsic polarization, we see from this article
that it is entirely possible that this process is not directly
exploited by the chemotactic pathways.
Our results demonstrate the need for systematic experi-
mental investigations contrasting the relative effects of in-
trinsic and external pathways on both frontness and backness
components. This entails performing experiments with the
same imposed gradients on cells at different stages of their
developmental state, for example. Systematically varying the
external gradient and measuring the response of the cells is
also important. It is also important to work with static ex-
ternal gradients. Gradients established in microﬂuidic de-
vices may be especially useful here (48,49). The clearest way
to address various related issues is to perform experiments on
cells that are anchored, thus preventing or minimizing mo-
tility without impairing the actin cytoskeleton. Environments
where the cells are made to adhere strongly to the surface
and/or changing surface properties to minimize movement
could prove particularly useful (41). Investigating the re-
sponse of such cells to homogeneous increases and decreases
in receptor stimulation provides further important informa-
tion. These experimental settings would allow for a clearer
investigation of the roles of intrinsic and receptor-mediated
pathways than experiments performed with transient external
signals and moving cells. Such controlled experiments
would provide invaluable information on how the response
of migrating cells depends on both signal detection and their
intrinsic state. Experimentally checking for the presence of
a nonlinear dynamic transition is more difﬁcult, especially if
homogeneous stimulation does not yield useful information.
The signature of a nonlinear transition would be a discon-
tinuous response as the gradient is varied.
For the most part, we have sidestepped the issue of what
processes may be involved in generating the intrinsic po-
larity cues. This would involve symmetry breaking, but the
crucial issue is related to the exact stage where the symmetry
breaks, and whether this is at all related to chemotaxis.
Employing a concrete model for symmetry breaking, similar
to that of Narang (32) to describe the generation of intrinsic
cues, does not alter our main conclusions.
Polarity generation is a complex and subtle process. In this
article, we have constructed a simpliﬁed model as a ﬁrst step
to address this complex problem. Nevertheless, several issues
remain to be addressed. For example, how the intrinsic po-
larity cues generated, and whether they depend on an intact
actin cytoskeleton. Thus, the role of adding actin inhibitors
to cells at different stages of development (and in general, in
different stages of intrinsic polarity) needs to be studied
systematically. In our model, we have assumed that we are
working with cells with an intact cytoskeleton in which the
developmental process or any other progression of intrinsic
polarity is unimpaired.
An additional aspect that deserves special attention is the
origin of an apparent random motility in essentially unpo-
larized cells. It appears that there is an intrinsic process that is
responsible for this seemingly random pseudopod genera-
tion, and this is functional even in cells where the receptor is
not expressed (50). However, this process is overridden by
gradients in weakly polarized cells. Recent experiments have
suggested that small levels of chemoattractant induce
random pseudopod extension leading to random cell motility
(51). However, this cannot explain how cells lacking the
receptor extend pseudopods randomly (50). We further note
that even if a low level of chemoattractant were to cause
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symmetry breaking, resulting in the transition from a com-
pletely immobile cell to a mobile cell with pseudopod exten-
sion, it does not result in a strong and persistent polarity as
produced, for example, during development. In our work, we
assume that there is always a small basal amount of chemo-
attractant.
A systematic experimental and theoretical investigation of
the interaction between chemotactic signals and intrinsic
polarity is of critical importance in understanding chemo-
taxis. The extent to which this differs between eukaryotes
would shed light on how and to what extent cells might
employ this intrinsic capacity for chemotaxis. Finally, this
also provides an example of interaction of different cues in
polarization, which could have analogs in developing and
other biological systems.
APPENDIX A: ANALYSIS OF PARALLEL
REGULATION BY RECEPTOR-MEDIATED AND
INTRINSIC CUES
Insight into the parallel regulation of downstream pathways by receptor-
mediated and intrinsic cues can be obtained by examining analytical expres-
sions for the proﬁles of various downstream elements. We consider the case
of parallel regulation, in the limiting case where the diffusion coefﬁcients are
D2¼ D3¼ D4¼ D5¼ 0. In this case, analytical expressions for steady-state
proﬁles of the components of the polarity pathways F1*, B1*, F2*, Fm* can
be obtained.
We assume that the dynamics of the intrinsic polarity is slow on the
timescales of interest, so that the proﬁle IF*, IB* can be treated as quasi-
steady. Based on the nondimensionalization of variables, and the fact that
the upstream pathways affect only the interconversion of F1, F1* and B1,
B1*, it is easy to see that F1 1 F1* ¼ 1, B1 1 B1* ¼ 1. The steady-state
equilibrium conditions for F1*, B1* are
F

1=F1 ¼ ðkpL1aIFÞ=ðkpGÞ;
B1=B1 ¼ ðkqG1bIBÞ=ðkqLÞ:
The steady-state proﬁles of the pathways L, G in a (nonzero) external signal
assuming highly diffusible global pathways are L ¼ kllR and G ¼ kggÆRæ,
where kgg ¼ kg/k–g and kll ¼ kl/k–l and Ææ denotes spatial average over the
circumference of the cell. Thus, the steady-state proﬁles of F1*, B1* are
F

1 ¼ ðkpkllR1aIFÞ=ðkpkllR1aIF1 kpkggÆRæÞ;
B

1 ¼ ðkqkggÆRæ1bIBÞ=ðkqkggÆRæ1bIB1 kqkllRÞ:
The proﬁles of downstream components are then easily obtained as
F

2 ¼ ksF1=ðksF11 ksB1Þ
F

m ¼ kmF2=ðkmF21 kmÞ
from the proﬁles of F1, B

1 above. The expressions for the proﬁles F

1, B

1 in
particular give insight into the coupling between the pathways. We note that
IF*(IB*) is a proﬁle which is localized near the front(back), and has zero or
close-to-zero concentration far away from the front(back).
Further insight can be obtained by substituting expressions for the
external gradient, and the intrinsic polarity signals. A linear external signal
can be described by the expression R(s) ¼ a 1 b cos(2ps/l). For illustrative
purposes and analytical insight, we use representative expressions for
localized intrinsic polarity variables as IF* ¼ af exp(– s2/d2) and IB* ¼ ab
exp(– (s – l/2)2/d2). In these expressions, the condition that d  1/2 is
implicit, so that the each relevant intrinsic polarity variable is localized near
each end, and hence these signals are effectively of zero strength far away
from the relevant ends. Replacing these expressions into the relevant
equations results in
F

1ðsÞ ¼
kpkllða1 bcos½2ps=lÞ1aaf expðs2=d2Þ
kpkllða1 bcos½2ps=lÞ1aaf expðs2=d2Þ1 kpkgga
;
B1ðsÞ ¼
kqkgga1bab expððs l=2Þ2=d2Þ
kqkgga1bab expððs l=2Þ2=d2Þ1kqkllða1 bcos½2ps=lÞ
:
These expressions determine the effective response of F1*, B1*. We can
consider the cases where b . 0 (coincident intrinsic and receptor-mediated
polarity) and b , 0 (opposing intrinsic and receptor-mediated polarity).
First, if a¼ b¼ 0, so that the cell has no intrinsic polarity, then F1*, B1*
both exhibit perfect adaptation to homogeneous signals, with an equilibrium
value independent of the level of stimulus. This is seen in the above ex-
pressions, where b ¼ 0: the dependence on a drops out. Small values of the
coupling parameters a, b result in small perturbations of this scenario. This
is also the case for weak levels of the intrinsic polarity (i.e., small values of af
and ab). For other values of the coupling parameters, the steady-state proﬁles
depend on both the level of the external signal (R) and the level of intrinsic
polarity (IF*, IB*). We note, however, that when the proﬁles of IF* and IB*
are sharply localized spatially, then outside these regions, the steady state
will be essentially independent of the level of external stimulus.
Higher values of the coupling parameter lead to less relative dependence
on the value of the external homogeneous signal, for a ﬁxed level of intrinsic
polarity. Here again, since the proﬁles of IF* and IB* are localized, there are
regions far away from the front and back that equilibrate at levels essentially
independent of the external signal.
These expressions also reveal the effect of external gradients. The steady
state of F1* shows the additive inﬂuence of the intrinsic polarity, which is
stronger either as the coupling parameter or the level of intrinsic polarity
variable af increases; exactly the same conclusion can be made for IB*.
Again, the expressions also make transparent how a weak gradient is unable
to effectively oppose a strong intrinsic polarity and in general, how the
strength of the gradient as well as the strength of the intrinsic polarity
variables combine to determine an effective response.
Effects of intrinsic polarization on adaptation
We have examined the interaction of the receptor-mediated and intrinsic
pathways under both homogeneous and spatially varying stimuli. A central
point has been the fact that certain receptor-mediated pathways lead to an
adaptive response. In our modeling framework, we examined in detail how
parallel additive regulation of receptor-mediated and intrinsic pathways
could affect downstream pathways.
The additive regulation occurs via the variables F1* and B1*. The way in
which the additive mechanism was constructed results in the property of
perfect adaptation being lost as intrinsic polarity becomes stronger. We now
demonstrate that, depending on the nature of the integration of the adaptive
and intrinsic mechanism, the exact adaptation property can be retained.
Consider a frontness variable regulated by the receptor in exactly the
same way as the variable F1*:
@F0
@t
¼ kpL3 F01 kpG3 F01D0
@
2
F0
@s
2 ;
@F

0
@t
¼ 1 kpL3 F0  kpG3 F01D0
@
2
F

0
@s
2 :
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By construction, F0 is a frontness signal that is also able to adapt to homo-
geneous signals. We now incorporate the additive regulation with intrinsic
polarity at the next step:
@F1
@t
¼ kf1F0 3 F1  aIF3 F11 km1F11D2
@
2
F0
@s
2 ;
@F

1
@t
¼ 1 kf1F03 F11aIF 3 F1  km1F11D2
@
2
F

1
@s
2 :
When the cell is subject to homogeneous stimulation, the steady state is
obtained from the above equation, where the steady value of F0* is sub-
stituted. Because this does not depend on the value of the external signal R,
neither does the resulting proﬁle of F1*. An exactly analogous argument can
be made for B1*. Thus, depending on how the adaptation and intrinsic po-
larity processes are integrated, it is possible to preserve the exact adaptation
property for downstream variables subject to both these inﬂuences. In this
scenario, adaptation occurs before the integration of receptor-mediated and
intrinsic polarity. Thus, in this case and irrespective of the degree of intrinsic
polarity, the cell can show perfect adaptation to homogeneous signals.
Turning signal
We now demonstrate that, as discussed in the main text, the turning
mechanism can be triggered in a cell with sufﬁciently strong intrinsic
polarization that experiences a gradient in the opposite direction. This is seen
by examining the steady state of the turning indicator: T* ¼ S/(k–t/kt 1 S),
where the steady-state value of S is S ¼ kskll(a1 b)/(kskll(a1 b)1 k–skgga).
In the absence of a gradient (b ¼ 0), the corresponding T* is above the
threshold Tcr. If the cell is polarized in a direction opposite to the external
gradient (b, 0), then the corresponding S and T are below their basal level.
In sufﬁciently large gradients—as in the case of the simulation of Fig. 4—the
latter can be made to fall below Tcr. Thus, unless the polarity of the cell is
itself reorganized during the course of attaining its steady state, the variable
in the turning module T* will trigger the decision to reverse direction.
Effect of cell shape and size
The above expressions can also be used to analyze the dependence of
response of the networks on cell size and shape. In general, the dependence
of cell size and shape occurs through the receptor occupancy signal, for a
ﬁxed external ﬁeld. For a change in cell shape, the receptor occupancy
changes from a cosine signal. We considered the effect of a change of shape
from a circle (sphere) to a geometry corresponding to a rectangular
(cylindrical) center (of length d) with circular (spherical) caps of radius r0 at
the front and back. This was compared to a circular cell with the same front
to back distance in the same concentration ﬁeld (i.e., same gradient and
midplane concentration). Calculations analogous to those above show that
the essential features and behavior are unaffected by this shape change. In
fact, the peak values of the frontness and backness variables at the front and
back are unaffected. The proﬁles are slightly altered owing to a change in
curvature, but all the main conclusions of our study hold.
APPENDIX B: NONLINEAR DYNAMIC EFFECTS
IN THE POLARIZATION PATHWAYS
Here we examine some critical issues in gradient sensing and polarity
generation: the possible role of nonlinear dynamic effects. This is relevant in
this context for more than one reason. First, symmetry-breaking and pattern
formation may play an important role in determining intrinsic polarity.
Second, the role of nonlinear dynamic transitions lying at the heart of the
chemotactic sensing process has been suggested (9,32). In fact, it was some
of these questions that led us to formulate our modeling framework as one
dealing with the interaction of receptor-mediated and intrinsic polarity. It is
natural to ask a number of nonlinear dynamic-centric questions in this
context: what kind of nonlinear dynamic processes could be responsible for
intrinsic cue generation? Are these exploited by the receptor-controlled
pathways? Can nonlinear dynamic transitions be involved in the propagation
of polarization pathways? Is it possible for a nonlinear dynamic transition
to be consistent with adaptation to homogeneous stimulation?
We start by examining whether it is possible for nonlinear dynamic
transitions to be involved in the propagation of polarization. A characteristic
feature of many nonlinear systems is that they exhibit multiple attractors;
that is, the system can reach different states asymptotically by varying only
the initial conditions. Thus, we focus on the system changing attractors, but
we do not consider essentially static nonlinear effects that may have an
important effect in ampliﬁcation or relative input-output response (see
(8,13,14)). We then address the question whether it is possible that the
polarization pathways can involve a nonlinear transition, even if there is no
evidence of one when the cell is subject to homogeneous stimulation. We
show that the answer is yes.
We demonstrate the possibility of the existence of nonlinear dynamic
transition in polarization pathways by means of a simpliﬁed mechanism
involving a single diffusible component described by
@v
@t
¼ kvð1 vÞðv aÞ  aðsÞv1D@
2
v
@s
2:
This is posed on a one-dimensional region (i.e., membrane) and periodic
boundary conditions are imposed. The receptor signal is incorporated into
a(s). For purposes of illustration, we assume that a(s) ¼ c – b cos(ps/l).
Under basal conditions, a(s) is assumed spatially homogeneous (b ¼ 0). We
choose the parameters c ¼ 0.235, k ¼ 1, D ¼ 0.01, and a ¼ 0.2.
We ﬁrst note that the homogeneous steady states are given by v ¼ 0, as
well as solutions to the equation k(1 – v)(v – a) ¼ a, which has real roots
only when (a – 1)2 $ 4a/k. For the parameters chosen, this translates to
a # 0.16. Thus, a ¼ 0.16 corresponds to the transition between mono-
stability and bistability.
We now assume that a varies spatially, and this is parameterized by the
parameter b. In this system, information from the receptor is encoded in the
dynamics of the parameter a (discussed below). We ﬁrst perform
simulations starting from v ¼ 1. When b ¼ 0.08, there are regions (i.e.,
values of s) where the kinetics exhibit the property of bistability; these
correspond to a local value of a decreasing below the critical value of 0.16.
By performing the simulation where v is nondiffusible (D ¼ 0), we see that
the net steady state attained shows the effect of this bistability: there is a
region where the steady-state concentration of v is high, and everywhere else
this concentration is 0 (Fig. 6 A).
However, repeating the simulation with diffusion present leads to a zero
steady state everywhere (Fig. 6 A). This is a consequence of the so-called
Maxwell condition (52) in spatially uniform bistable media: if an initial
condition is chosen so that a small region is at one stable steady state, and the
surrounding region is at another (stable) steady state, then generically one of
these steady states ‘‘wins’’. Either the small region expands to cover the
entire medium, or it is ‘‘swallowed up’’ by the surrounding medium (as is
seen here). The Maxwell condition for a spatially uniform bistable medium
described by ut ¼ f(u) 1 uxx, with homogeneous steady states u ¼ u0, u1 is
given by
R u0
u1
f ðuÞdu ¼ g R ðu2x=2Þdx. The quantity g is a scaled version of
the speed of the front connecting the two steady states and its sign deter-
mines which of the homogeneous steady states emerges as dominant.
Although our mechanism is a spatially heterogeneous version of a
bistable medium, and is in fact not even bistable everywhere, essentially the
same effect is found here. The localized region of the higher steady state is
consumed by the lower steady state. Increasing the heterogeneity amplitude
further (b¼ 0.12) leads to a steady state with a region of high v, even though
v diffuses (Fig. 6 B). In this region, which is narrower than that where
bistability exists, the Maxwell area condition is favorable for the upper
steady state. Note that because the system is spatially varying, the attainment
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of an ampliﬁed steady state does not precisely correlate with a favorable
Maxwell condition; there has to be a big enough spatial region where this
condition is favorable. Increasing the heterogeneity amplitude even further
(b ¼ 0.13) shows a broader spatial region where the effect of the nonlinear
transition is felt. Thus, we have shown a genuine nonlinear transition with
just a single component.
Building on this mechanism, we address two remaining issues. The ﬁrst is
the creation of a suitable initial burst in v so that the system can effectively
employ any bistability that results. This is easily accomplished by adding an
extra term in the equation
@v
@t
¼ kvð1 vÞðv aÞ  aðsÞv1 gðx; tÞ1D@
2
v
@s
2:
Initially, g(x, t) ¼ 0, but undergoes a transient burst after stimulation before
returning to its prestimulus level. This burst is sufﬁcient to induce a transient
jump in v, so that it can effectively ‘‘jump attractors.’’ Note that v ¼ 1 is not
a steady basal state; the inclusion of this additional term allows the system to
reach the same steady state as above starting from the homogeneous steady
state v ¼ 0. This effect could alternatively also be accomplished by suitably
adjusting the temporal regulation of a by the receptor.
The remaining issue is how this mechanism might be regulated by the
receptor. The parameter a(s) may be regulated by the receptor using a
combination of local and global pathways. In contrast, the bursting term can
be controlled by purely local or global pathways. In this case, homogeneous
stimulation would allow a to regain its original value at steady state. In a
gradient, a shows a graded proﬁle. The homogeneous stimulation of the cell
would lead to adaptation (as long as basal conditions are chosen so that the
kinetics is in a monostable regime, this is guaranteed). An inhomogeneous
stimulation of the cell (of sufﬁcient inhomogeneity amplitude) would lead to
a genuine nonlinear dynamic transition. We note that the heterogeneity
induced in this mechanism is not an inherent one, but arises from upstream
signals.
We can make a number of conclusions from this mechanism. First, the
regulation of the parameter a by the receptor using a combination of local
and global pathways leads to adaptation in homogeneous stimulation with
no permanent difference, while a gradient can cause a genuine nonlinear
dynamic transition. Thus, it is possible for nonlinear dynamic transitions to
occur in polarization pathways consistent with adaptation to homogeneous
signals. The above analysis also shows that it is possible for a nonlinear
transition to be involved in either the frontness or backness pathways.
Second, depending on what combination of local and global pathways are
involved in regulating the parameter a, a transient increase or decrease in
this parameter in homogeneous stimulation can be correlated with a non-
linear transition at the leading edge in a gradient. For example, regulation of
a by a combination of local, fast excitation and global, slow inhibition leads
to a transient increase in homogeneous stimulation and a nonlinear transition
at the leading edge. Equivalently, a transient increase in the parameter a in a
uniform stimulus could be associated with a nonlinear transition either at the
front or back of the cell. Third, a removal of the external gradient causes the
system to revert to the original state. Finally, a one-species system that is
bistable and heterogeneous can indeed sustain multiple steady states in
different regions, even though the species is diffusible. This property is not
(generically) shared by one component spatially homogeneous bistable sys-
tems. Thus, it is possible to orchestrate a bistable transition without requiring
additional diffusible inhibitors.
This discussion demonstrates that it is possible for nonlinear dynamic
effects to play important roles in polarization pathways, with no signature of
them being observed in homogeneous stimulation.
Nonlinear dynamic and pattern-forming
mechanisms in gradient detection
The latter models of Narang and co-workers (9,10,32) invoke strong non-
linear dynamic effects at the core of the gradient sensing pathways and are
aimed at capturing a phenomenon observed in some systems: the fact that a
homogeneous stimulation of the cells can lead to a persistent response and
polarization in some (apparently random) direction. This behavior is
observed in neutrophils that are treated with endogenous lipid PI(3,4,5)P3
(53). This polarization behavior is captured in the models by postulating that
the receptor regulates a signal that pushes a downstream subsystem into a
parameter regime where the homogeneous state is unstable; thus noise is
able to cause a transition from the unstable homogeneous state to a hetero-
geneous state by means of the Turing instability (33). This mechanism is an
instability mechanism that crucially depends on differences in diffusion
coefﬁcients of the species involved. In these models, the system at basal state
does not have multiple attractors; however, it is easily pushed into a regime
of multiple attractors, by varying receptor occupancy, even homogeneously.
Most important is the fact that this nonlinear dynamic effect is also utilized
in the gradient sensing pathway.
We discuss the possibility of nonlinear effects in the context of one
speciﬁc kind of intrinsic polarity process: that occurring during Dictyoste-
lium development. The basal state of these cells is not stationary: cells 4 h
into development are weakly polarized at best (in its early stages of intrinsic
polarization), but are still moving by extending pseudopods in random
directions (5). When these cells are stimulated by a homogeneous signal,
they exhibit a transient (so-called cringe) response; however, they do not
become strongly (and persistently) polarized with a clear, sharp, and per-
sistent separation of front and back. Thus, a homogeneous input does not
induce the kind of (persistent) polarization that is observed in the course of
development. We therefore conclude that the presence of an intrinsic
polarization process in Dictyostelium such as that in development does not
necessarily imply a pattern-forming/instability mechanism involved in the
gradient-sensing and polarization pathways. Further, a nonlinear dynamic
transition in the polarization pathways would have to be consistent with no
signature of such a transition in homogeneous stimulation: we have demon-
strated exactly how such a scenario can occur.
FIGURE 6 Spatial gradient can trigger a nonlinear dynamic transition.
Steady state of the nonlinear mechanism described in Appendix B, starting
from initial condition v ¼ 1. Parameters are k ¼ 1, a ¼ 0.2, D ¼ 0.01, and
a(s)¼ 0.235 – b cos(2ps/l). (A) When b¼ 0, the resulting steady state is the
solution v¼ 0 (solid line). Though a local bistability is present in the kinetics
in certain parts of the domain when b¼ 0.08, the steady-state solution is still
v ¼ 0. However, a heterogeneous proﬁle is seen for this value of b when
D ¼ 0 (dashed). (B) Increasing b to 0.12 (solid) or 0.13 (dashed) leads to a
heterogeneous proﬁle for v resulting from a combination of the heteroge-
neous proﬁle of a and a nonlinear transition.
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Pattern-forming mechanisms and intrinsic polarity
Regarding the intrinsic polarity process itself, inhomogeneous polarity cues
must ﬁrst be created, which itself would need some kind of symmetry-
breaking/pattern-forming mechanism. We have avoided formulating a
speciﬁc model to describe this. It is possible to employ a mechanism
similar to that of Narang (32) to lead to the formation of frontness and
backness proﬁles, with the difference that the signal pushing the system into
a pattern-forming regime is an intrinsic signal, and is not necessarily related
to receptor pathways. Purely intrinsic processes would lead to the formation
of polarity cues, which then regulate various components of the chemotactic
pathways. More generally, from our analysis in this article, we see that it is
entirely possible that the symmetry-breaking mechanism responsible for
generation of polarity cues is not employed by the chemotactic pathways.
Finally, we brieﬂy address a related question: given the above evidence,
is it possible that the intrinsic polarity cue generation pattern-forming
process is actually employed/controlled by receptor-mediated pathways? As
we have discussed before, this is certainly not necessary. However, it is not
ruled out either. The analysis of a different mechanism of the activator-
inhibitor type similar to Subramanian and Narang (10) with the important
difference that the critical parameter is regulated by the receptor via local and
global pathways shows that it is possible for a nonlinear pattern-forming
mechanism to be responsible for the generation of intrinsic cues. Because of
the nature of the receptor regulation, homogeneous stimulation would cause
adaptation, and the behavior in a gradient would employ in a heterogeneous
fashion, i.e., a nonlinear transition. In this case, there would be a pattern-
forming mechanism employed by both intrinsic pathways, and the receptor
controlled pathways, without any nonlinear transition in homogeneous
stimulation. This kind of mechanism would be somewhat similar to the
mechanisms of the literature (10,32) except that the critical parameter is
regulated by the receptor by a combination of local and global pathways,
leading to adaptation in homogeneous stimulation. This would imply a
nonlinear transition early in the receptor-controlled polarization pathways;
however, we know of no evidence for this effect.
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