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Abstract
We derive scaling limits for integral functionals of Itoˆ processes with fast nonlinear mean-
reversion speeds. In these limits, the fast mean-reverting process is “averaged out” by integrating
against its invariant measure. The convergence is uniformly in probability and, under mild
integrability conditions, also in Sp. These results are a crucial building block for the analysis of
portfolio choice models with small superlinear transaction costs, carried out in the companion
paper of the present study [11].
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1 Introduction and Main Results
Motivation Superlinear trading costs play an important role in financial engineering as reduced-
form models for the adverse price impact generated by large trades, cf., e.g., [3, 2] as well as many
more recent studies. In this context, optimal policies typically prescribe to track some “target
portfolio” at a finite, absolutely-continuous rate [15, 16, 6, 9, 10, 4, 25, 17, 18]. If trading costs are
quadratic, this trading speed is linear in the deviation from the target [15, 16, 25, 17], leading to
Ornstein-Uhlenbeck dynamics of the deviation in the small-cost limit. The well-known properties
of this process can in turn be used to analyze the asymptotic performance of the corresponding
tracking portfolios [9, 10].
However, empirical studies suggest that actual trading costs are superlinear but also sub-
quadratic, corresponding to the “square-root law” for price impact advocated by many practi-
tioners [24, 5]. For such trading costs, optimal trading rates become nonlinear: compared to the
quadratic case, trading slows down near the target, where costs are higher. Conversely, trading is
sped up far away from the target, where costs are comparatively lower. In the limiting case where
the trading costs become proportional, this leads to “reflecting” singular controls: no transactions at
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all inside some “no-trade region” and instantaneous reflection by trading at an “infinite rate” once
its boundaries are breached [12]. The controlled deviation from the target process in turn follows
a reflected diffusion process. In the small-cost limit, its study boils down to the analysis of doubly-
reflected Brownian motion. Whence, the asymptotic analysis of the corresponding singular tracking
strategies can also be performed by appealing to well-known probabilitic results [20, 1, 9, 10]. In
addition to these law of large numbers type results, even a central limit theorem has been derived
for the asymptotic performance in this context [8].
However, such results are not available for the empirically most relevant transaction costs that
fall between linear and quadratic. The corresponding controlled deviations then correspond to
processes with nonlinear mean-reversions speeds [18, 11]. In this paper, we determine the scaling
limits of such processes in the regime where the mean-reversion speed becomes large. This is
a main building block for the derivation of asymptotically optimal trading strategies with small
superlinear trading costs in the companion paper of the present study [11]. There, the results from
the present paper are used to compute both the expected transaction costs incurred by a given
tracking strategy, and its average squared displacement from the target. Trading off these two
terms in an optimal manner in turn leads to the asymptotically optimal performance.
Our scaling limits also contribute to the classical literature on “averaging results”, where a
“fast variable” is averaged out appropriately as it oscillates faster and faster. Results of this
kind were first developed by [34, 35, 23, 26]; textbook treatments can be found in [13, 33]. Our
probabilistic approach allows us to extend existing results of, e.g, [27, 28] that require a Markovian
or semimartingale structure on the drift and diffusion coefficients of the SDEs to general unbounded
drift and diffusion coefficients.
Setting Let (Ω,F , (Ft)t∈[0,T ],P) be a filtered probability space satisfying the usual conditions.
For a (small) parameter ε > 0, we consider the following family of mean-reverting stochastic
differential equations (SDEs):
dXεt =
(
bt − ctLt
ε
g
(
MtX
ε
t
ε
))
dt+
√
ctdWt, X
ε
0 = x
ε
0, t ∈ [0, T ]. (1.1)
Here, W is a standard Brownian motion, the processes b, c, L,M are adapted and continuous and
c, L,M are positive. The function g describes the nonlinear nature of the mean reversion. It is
locally Lipschitz, odd, non-decreasing and nonnegative on R+ (so that X
ε is indeed always steered
back towards zero), and of superlinear polynomial growth at infinity:1
lim inf
x→∞
g(x)
xq
> 0, for some q > 1. (1.2)
(Larger values of q correspond to faster mean-reversion for large deviations, which allow to weaken
the integrability requirements that need to be imposed on the other primitives of the model in
Assumption 2.) The antiderivative of g is denoted by G(x) =
∫ x
0 g(y)dy. The processes b, c, L,M
and the function g are all independent of the scaling parameter ε. In contrast, the initial value
xε0 ∈ R of Xε may depend on ε as long as lim supε→0 |xε0|/ε <∞.
Interpretation In the context of portfolio optimization with small nonlinear trading costs [11],
Xε corresponds to the deviation of the frictional portfolio process from its frictionless counterpart.
1In sufficiently regular Markovian settings, weaker growth conditions suffice to ensure the recurrence of the diffusion
Xε, cf. [27]). Weaker versions of our results under such conditions are discussed in Remark 1.5.
2
b and c correspond to the drift and diffusion coefficients of this target position, whereas the mean-
reverting part of the drift of (1.1) is the absolutely continuous control applied to steer the actual
position in its direction. Up to rescaling, the asymptotic parameter ε corresponds to the size of
the trading cost. As it decreases, the mean-reversion becomes faster and faster and the frictional
positions eventually converge to their frictionless counterparts.
In order to determine asymptotically optimal portfolios, the average squared values of the
deviations (1.1) need to be traded off against the corresponding trading costs (a nonlinear functional
of the control that is applied). In the present paper, we develop limit theorems that allow, in
particular, to compute both of these terms in closed form at the leading-order for small ε.
Results We first establish that the SDE (1.1) is well posed despite the superlinear growth of its
drift rate at infinity; for better readability, the proof of this result is deferred to Section 3.
Proposition 1.1. For each ε > 0, and xε0 ∈ R, there exists a unique strong solution of the
SDE (1.1).
In order to formulate our scaling limits for the quickly mean-reverting processes (1.1), we fix
a function f : R → R that is even,2 of finite variation on compacts and satisfies the following
polynomial growth condition:
|f(x)| 6 Cf (|x|q
′
+ 1), for some q′ > 0 and some Cf > 0. (1.3)
We can now formulate our first scaling limit, whose proof is delegated to Section 4. Since this
first result only asserts convergence in probability, it does not require any integrability assumptions
on the primitives of the SDE (1.1).
Theorem 1.2. Let (Ht)t∈[0,T ] and (Kt)t∈[0,T ] be nonnegative, continuous, adapted processes. Then,
as ε→ 0, the following limit holds uniformly in probability:∫ ·
0
Hsf
(
KsX
ε
s
ε
)
ds −→
∫ ·
0
Hs
∫
R
f
(
Ks
Ms
y
)
exp
(− 2 LsMsG(y))dy∫
R
exp
(− 2 LsMsG(y))dy ds. (1.4)
The intuition for the limit (1.4) is the following. As the mean-reversion speed of the processes
(1.1) becomes faster and faster, one can essentially treat the “slow” processes H, K, b, c, L, M
as constant on each time step in a fine partition of [0, T ]. In contrast, the rescaled process Xε/ε
converges to a mean-reverting one-dimensional diffusion on each of these infinitesimal intervals. The
limit (1.4) asserts that, as ε→ 0, one can replace Xε/ε in the integrand by an integral with respect
to the stationary distribution of this limiting process, which is given in terms of its normalized and
rescaled speed measure.3
Results similar to Theorem 1.2 have been developed under abstract assumptions and verified
for the simplest case of linear mean-reversion speeds in [10, Section 3.2]. Here, we extend this to
the nonlinear trading speeds arising naturally in the context of square-root price impact and show
that convergence in probability remains valid under minimal assumptions also in this case.
2The assumption that f is even is crucially used in the arguments leading to Lemma 4.2. In its proof, we bound
the process (Xε)2 from above and below by positive processes, and the fact that f is even allows us in turn to derive
bounds for f(Xε).
3In the limiting case where the rescaled process is a reflected diffusion, the stationary law is uniform, as exploited
in [1, 9, 10]. Conversely, if the rescaled process has linear mean reversion, it is Gaussian, compare [9, 10]. More
general averaging results for Markovian settings are developed in [27, 28], for example.
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Our second main result provides conditions under which this limit theorem can be lifted to
convergence in expectation. (For better readability, the proof is delegated to Section 4.) This
is needed to study the small-cost asymptotics of expected utility maximization problems rather
than the pathwise, quadratic criteria of [9]. Unlike for singularly- or impulse-controlled deviations
(where integrability is inherited directly from the corresponding trading boundaries [1, 14, 19]),
this necessitates further delicate estimates that require the following integrability assumptions on
the processes b, c, L,M,H,K appearing in the SDE for Xε and the scaling limit (1.4):4
Assumption 1. E[exp(8
∫ T
0
b2t
ct
dt)] <∞.
Assumption 2. For p > 1, there exists η > 0 such that
E
[
sup
u∈[0,T ]
(Lucu ∧Mu)−
2(q+1)(4pq′(1+η)∨2)
q−1
]
+ E
[
sup
u∈[0,T ]
c8pq
′(1+η)∨4
u
]
+ E
[∫ T
0
H
p(1+η)
t dt
]
+ E
[∫ T
0
(
HtK
q′
t
)2p(1+η)
dt
]
+ E
[∫ T
0
(
1
Ls ∧Ms
)4pq′(1+η)
dt
]
+ E
[∫ T
0
(
Mt
Lt
)4p(1+η)
dt
]
+ E
[∫ T
0
exp
(
η
Lt
Mt
)
dt
]
<∞.
Remark 1.3. If q = 1 in (1.2), then the first moment condition of Assumption 2 is to be understood
as essinfu∈[0,T ](Lucu ∧Mu) > 0.
We now turn to our second main result, which is the main tool for the analysis of asymptotically
optimal trading strategies with nonlinear trading costs in the companion paper of the present
study [11]:
Theorem 1.4. Suppose that Assumptions 1 and 2 are satisfied for some p > 1. Then the scaling
limit (1.4) also holds in Sp([0, T ]).5
Remark 1.5. (i) For sufficiently regular Markovian settings, Theorem 1.2 with convergence in
probability for all t ∈ [0, T ] and Theorem 1.4 with convergence in Lp instead of Sp are consequences
of [28, Theorem 4].
(ii) [28, Theorem 4] requires weaker growth conditions for the function g than (1.2). Under
additional assumptions on the diffusion coefficient of Xε, our results can be extended in this direc-
tion. (We are grateful to one of the referees for pointing this out.) To illustrate this, suppose that
ct = σ
2 > 0 is constant and that, instead of (1.2) for g, there exists C, C˜ > 0 such that, for all
x > C˜,
Ltg(Mtx) > C, t ∈ [0, T ], and G(x) > Cx. (1.5)
Assume moreover that the integrability conditions from Assumption 2 are satisfied (except for the
first two terms, which are not needed in this case). Then, the convergence result in Theorem 1.2
holds in probability for all t ∈ [0, T ] instead of uniformly on compacts in probability. Likewise, the
convergence in Theorem 1.4 holds in Lp instead of in Sp.
4Assumptions 1 and 2 are required to apply Ho¨lder’s inequality in Lemmas A.1, A.3, B.4, and D.6.
5Sp ([0, T ]) denotes the set of ca`dla`g adapted processes whose running supremum on [0, T ] has finite absolute p-th
moments. A sequence of processes (Y (n))n∈N converges to Y in S
p([0, T ]) if limn→∞ E[supt∈[0,T ] |Y
(n)
t − Yt|
p] = 0.
Assumption 2 guarantees that the limit in Theorem 1.4 is finite, cf. Lemma D.6.
4
The above extension heavily relies on the comparison theorem for SDEs; cf. Remark 4.5. For
more general diffusion coefficients, one would have to extend the arguments in Veretennikov [36] to
non-constant volatilities. As the latter will typically depend on the asymptotic parameter ε, this
is rather challenging.
The remainder of this article is organized as follows. Section 2 describes a localization argument
that allows to reduce the analysis to the case of bounded coefficients. This crucially relies on a
uniform integrability result (Lemma A.3) established in Appendix A. Section 3 contains the proof
of Proposition 1.1 and introduces the fundamental time and measure changes used throughout
the rest of the paper. Section 4 contains the proof of our main result, Theorem 1.4; due to the
localization argument from Section 2, the proof of Theorem 1.2 turns out to be a simple corollary.
The proof of Theorem 1.4 is rather delicate. First, in Section 4.1 we establish a local scaling
limit on a small interval. This combines sandwiching and approximation arguments with ergodic
theory for one-dimensional diffusions. A key difficulty for the ergodic result in Lemma 4.3 is that
the diffusions under consideration also depend on the time horizon (via the small parameter ε).
In a second step, we concatenate the local limit theorems to a global limit theorem in Section
4.2. Appendix A contains the already mentioned result on uniform integrability. Appendix B
proves a maximal inequality in the spirit of Peskir [29] necessary for the concatenation argument
in Section 4.2. Appendix C establishes some comparison and existence results for SDEs, and
Appendix D concludes with some other auxiliary results.
2 Reduction to Bounded Coefficients
In this section, we show why – up to the results on uniform integrability in Appendix A – it suffices
to establish all results for the case of bounded coefficients. For fixed κ ∈ (0, 1), define the stopping
time τκ by
τκ := inf
{
t ∈ [0, T ] :
∫ t
0
b2u
cu
du >
1
κ
,Ht >
1
κ
,Kt >
1
κ
,
ct /∈
[
κ,
1
κ
]
, Lt /∈
[
κ,
1
κ
]
,Mt /∈
[
κ,
1
κ
]}
∧ T. (2.1)
Note that the stopping times τκ are non-increasing in κ, and for every ω outside of a null set, there
is a κ(ω) > 0 such that τκ = T for 0 < κ 6 κ(ω), by continuity of b, c,H,K,L,M and positivity of
c, L,M . This in turn implies that
lim
κ→0
P[τκ = T ] = 1. (2.2)
For Υ ∈ {b, c,H,K,L,M}, introduce the stopped processes
Υκt := Υ
τκ
t , t ∈ [0, T ],
and consider for fixed ε > 0 the corresponding SDE
dXε,κt =
(
bκt −
cκt L
κ
t
ε
g
(
Mκt X
ε,κ
t
ε
))
dt+
√
cκt dWt, X
ε,κ
0 = x
ε
0, t ∈ [0, T ]. (2.3)
Note that the SDE for Xε,κ coincides with the SDE (1.1) for Xε on J0, τκK.
Now suppose that Proposition 1.1 as well as Theorems 1.2 and 1.4 have been established for
Xε,κ, Hκ, and Kκ for each fixed κ ∈ (0, 1). Then Proposition 1.1 for Xε follows from (2.2) and
pathwise uniqueness of strong solutions. In particular, we have
Xε = Xε,κ on J0, τκK. (2.4)
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Next, to establish Theorem 1.2 for Xε, set
wt :=
∫
R
f
(
Kt
Mt
y
)
exp
(
−2 LtMtG(y)
)
dy∫
R
exp
(
−2 LtMtG(y)
)
dy
, wκt :=
∫
R
f
(
Kκt
Mκt
y
)
exp
(
−2 LκtMκt G(y)
)
dy∫
R
exp
(
−2 LκtMκt G(y)
)
dy
,
for t ∈ [0, T ] and κ ∈ (0, 1). Then (2.4) and Theorem 1.2 for each Xε,κ give
lim
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds−
∫ t
0
Hswsds
∣∣∣∣ ∧ 1
]
6 lim
ε→0
E
[(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Hκs f
(
KκsX
ε,κ
s
ε
)
ds−
∫ t
0
Hκsw
κ
s ds
∣∣∣∣ ∧ 1
)
1{τκ=T}
]
+ P[τκ < T ]
6 P[τκ < T ].
Now Theorem 1.2 for Xε follows from one of the equivalent characterizations of the convergence in
probability (cf. [21, p. 63]) by letting κ→ 0 and using (2.2).
Finally, by (2.4), Theorem 1.4 for each Xε,κ, and Ho¨lder’s inequality, we obtain
lim
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds−
∫ t
0
Hswsds
∣∣∣∣p
]
6 lim
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Hκs f
(
KκsX
ε,κ
s
ε
)
ds−
∫ t
0
Hκsw
κ
s ds
∣∣∣∣p 1{τκ=T}
]
+ sup
ε>0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds −
∫ t
0
Hswsds
∣∣∣∣p 1{τκ<T}
]
6 sup
ε>0
E
[(∫ T
0
Hsf
(
KsX
ε
s
ε
)
ds+
∫ T
0
Hswsds
)p
1{τκ<T}
]
6 sup
ε>0
E
[(∫ T
0
Hsf
(
KsX
ε
s
ε
)
ds+
∫ T
0
Hswsds
)p(1+η)] 11+η
P[τκ < T ]
η
1+η ,
with η as in Assumption 2. Now Theorem 1.4 for Xε follows by letting κ → 0, using (2.2) and
noting that, under Assumption 1 and 2,
sup
ε>0
E
[(∫ T
0
Hsf
(
KsX
ε
s
ε
)
ds+
∫ T
0
Hswsds
)p(1+η)]
<∞. (2.5)
Indeed, using the elementary inequality (a+ b)p(1+η) 6 2p(1+η)(ap(1+η) + bp(1+η)) for a, b > 0, (2.5)
follows from
sup
ε>0
E
[(∫ T
0
Hsf
(
KsX
ε
s
ε
)
ds
)p(1+η)]
<∞ and E
[(∫ T
0
Hswsds
)p(1+η)]
<∞.
Here, the first estimate follows from Jensen’s inequality and Lemma A.3, the second estimate follows
from Lemma D.6.
In summary, it therefore remains to establish Proposition 1.1 and Theorem 1.4, respectively,
for uniformly bounded coefficients in order to prove Proposition 1.1 and Theorem 1.2. To establish
Theorem 1.4 for general coefficients, it additionally remains to be shown that the integrability
conditions from Assumptions 1 and 2 imply Lemmas A.3 and D.6.
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3 Proof of Proposition 1.1
In this section, we establish that the SDE (1.1) has a unique strong solution on [0, T ] for each fixed
ε > 0 and xε0 ∈ R given that the processes b, c, L and M are bounded from above by 1/κ and c, L
andM are bounded from below by κ, for some κ > 0. By the localization argument from Section 2,
this assumption is without loss of generality in the context of Proposition 1.1.
First, note that it suffices to show that the SDE (1.1) has a unique strong solution after a
bijective time change, after which the SDE has constant volatility. To this end, for fixed ε > 0, set
ξε =
∫ T
0
ε−2ct dt, (3.1)
and make the following standard observation:
Lemma 3.1. For each ε > 0, the family of stopping times (indexed by ξ)
uεξ :=
{
inf
{
s ∈ R+ :
∫ s
0 ε
−2cr dr > ξ
}
, ξ 6 ξε,
T, ξ > ξε,
is strictly increasing in ξ on [0, ξε(ω)] for almost every ω ∈ Ω, forms a stochastic time change, and
satisfies uεξε = T . Moreover, for almost every ω ∈ Ω, ξ 7→ uεξ(ω) is differentiable with derivative
ε2/cuε
ξ
(ω)(ω) on [0, ξ
ε(ω)].
We proceed to define a time-changed Brownian motion. Set
W˜ εξ =
∫ uε
ξ
0
ε−1
√
csdWs, ξ > 0. (3.2)
This is a P-Brownian motion, stopped at ξε, relative to the filtration Gε = (Gεξ )ξ∈R+ with Gεξ = Fuεξ .
By Lemma 3.1 and Itoˆ’s formula, it suffices to show that the process (X˜εξ )ξ>0, defined by
X˜εξ := X
ε
uεξ
/ε, ξ > 0, (3.3)
is the unique strong solution of the SDE
dX˜εξ =
(
ε
buεξ
cuεξ
− Luε
ξ
g
(
Muε
ξ
X˜εξ
))
1{ξ6ξε}dξ + 1{ξ6ξε}dW˜
ε
ξ , X˜
ε
0 = x
ε
0/ε. (3.4)
Next, observe that it suffices to show that the SDE (3.4) has a unique strong solution on J0, ξεK
(after ξε, X˜ε is trivially constant) under a measure Q that is equivalent to P on FT = Gξε . Set
dQ
dP
:= exp
(
−
∫ T
0
bt√
ct
dWt − 1
2
∫ T
0
(bt)
2
ct
dt
)
:= exp
(
−
∫ ξε
0
ε
buεξ
cuεξ
dW˜ εξ −
1
2
∫ ξε
0
ε2
(
buεξ
cuεξ
)2
dξ
)
,
(3.5)
so that the first part of the drift of (3.4) is absorbed by the corresponding change of measure. (Note
that Q is well defined by Novikov’s condition given that
∫ t
0
b2u
cu
du ≤ 1κ .) By Girsanov’s Theorem,
W˜ ε,Qξ = W˜
ε
ξ +
∫ ξ∧ξε
0
ε
buεy
cuεy
dy, ξ > 0, (3.6)
in turn is a Q-Brownian motion, stopped at ξε, relative to the filtration Gε. Thus, it suffices to
show that there is a unique strong solution of
dX˜εξ = −Luεξg
(
MuεξX˜
ε
ξ
)
1{ξ6ξε}dξ + 1{ξ6ξε}dW˜
ε,Q
ξ , X˜
ε
0 = x
ε
0/ε. (3.7)
This is established in the following result:
Proposition 3.2. For each ε > 0, there is a unique strong solution X˜ε of the SDE (3.7).
Proof. For n ∈ N, define the bounded function
g(n)(x) = sgn(x) (|g(x)| ∧ n) ,
and consider the same SDE as above but with truncated drift,
dX˜ε,nξ = −Luεξg(n)
(
Muε
ξ
X˜εξ
)
1{ξ6ξε}dξ + 1{ξ6ξε}dW˜
ε,Q
ξ . (3.8)
The function g(n) is Lipschitz continuous with Lipschitz constant Kn (because g is locally Lipschitz
and {g 6 n} is compact). As a consequence, the (random) function f : (ξ, ω, x) 7→ −Luεξg(n)(Muεξx)
satisfies
|f (ξ, ω, x)− f (ξ, ω, y)| 6 KnLuεξ(ω)Muεξ(ω) |x− y| , for all (ξ, ω, x, y) ∈ R+ × Ω× R2.
The random variable K = Kn supt∈[0,T ] LtMt is almost surely finite by continuity of L and M on
[0, T ]. Hence, [30, Theorem V.7] shows that there exists a unique strong solution of the truncated
SDE (3.8). Define the stopping time
ξε,n := inf
{
ξ ∈ [0, ξε] : ∣∣Muε
ξ
Xε,nξ
∣∣ > g−1(n)} ∧ ξε, (3.9)
where g−1(n) = inf{x > 0 : g(x) > n}. On J0, ξε,nK, the processes X˜ε and X˜ε,n satisfy the same
SDE with the same initial condition and are therefore indistinguishable. The squared truncated
process (X˜ε,nξ )
2
ξ∈R+
has dynamics
d
(
X˜ε,nξ
)2
=
(
1− 2Luε
ξ
X˜ε,nξ g
(n)
(
Muε
ξ
X˜ε,nξ
))
1{ξ6ξε}dξ + 2
√(
X˜ε,nξ
)2
sgn
(
X˜ε,nξ
)
1{ξ6ξε}dW˜
ε,Q
ξ .
By Le´vy’s characterisation of Brownian motion (cf. [22, Theorem 3.3.16]), the process
B˜ε,Q,nξ =
∫ ξ
0
sgn
(
X˜ε,ny
)
dW˜ ε,Qy
is a Q-Brownian motion, stopped at time ξε. Moreover, x 7→ xg(n)(x) is an even function. Therefore,
we can rewrite the dynamics of the squared truncated process as
d
(
X˜ε,nξ
)2
=
(
1− 2Luε
ξ
√(
X˜ε,nξ
)2
g(n)
(
Muε
ξ
√(
X˜ε,nξ
)2))
1{ξ6ξε}dξ + 2
√(
X˜ε,nξ
)2
1{ξ6ξε}dB˜
ε,Q,n
ξ .
Let Y ε,n be the unique strong solution of
dY ε,nξ = 1{ξ6ξε}dξ + 2
√
Y ε,nξ 1{ξ6ξε}dB˜
ε,Q,n
ξ , Y
ε,n
0 = (x
ε
0)
2/ε2.
This process is – for each n – the square of a 1-dimensional Bessel process started at (xε0)
2/ε2 and
stopped at time ξε (cf. [31, Definition XI.1.1]). In particular, it is a submartingale that has finite
8
moments at all bounded stopping times – independent of n; see [31, Chapter XI]. The comparison
theorem for SDEs in the form of Lemma C.1 yields
Q
[
Y ε,nξ >
(
X˜ε,nξ
)2
, for all ξ ∈ R+
]
= 1.
Hence, for y > 0 and n ∈ N, by the definition of ξε,n, the above comparison argument, the bound
on M and Doob’s maximal inequality applied to the non-negative submartingale Y ε,n, we obtain
Q [ξε,n < y ∧ ξε] 6 Q
[
sup
{∣∣∣MuεξX˜ε,nξ ∣∣∣ : ξ ∈ [0, y ∧ ξε]} > g−1(n)]
6 Q
[
sup
{(
X˜ε,nξ
)2
: ξ ∈ [0, y ∧ ξε]
}
> κ2g−1(n)2
]
6 Q
[
sup
{
Y ε,nξ : ξ ∈ [0, y ∧ ξε]
}
> κ2g−1(n)2
]
6
EQ
[
Y ε,ny∧ξε
]
κ2g−1(n)2
6
BES1(y)
κ2g−1(n)2
,
where BES1(y) denotes the expectation at time y of the square of a 1-dimensional Bessel process
started at (xε0)
2/ε2. Letting n → ∞ and using that limn→∞ g−1(n) = ∞ shows that for arbitrary
x > 0,
Q
[
lim
n→∞
ξε,n ∧ x ∧ ξε = x ∧ ξε
]
= 1.
Therefore, the solution of (3.7) exists Q-a.s. on R+ and in particular, on J0, ξ
εK. The solu-
tion on R+ is unique as it coincides Q-a.s. with all the solutions on the smaller interval J0, ξ
ε,nK.
These solutions are unique by global existence and uniqueness for functionally Lipschitz SDEs [30,
Theorem V.7].
The next result holds for processes as in our main setting (b adapted and locally bounded, c, L
and M adapted, continuous and positive), provided Assumption 1 is satisfied.
Proposition 3.3. Suppose that Assumption 1 is satisfied. Then for each k ≥ 0,
sup
s∈[0,t]
E
[∣∣X˜εs ∣∣k] <∞, for all t ≥ 0. (3.10)
Proof. This assertion follows by a similar argument as in the proof of Proposition 3.2. Here, we
compare (X˜ε)2 to the unique strong solution of the SDE
dY
(ε)
ξ = 1{ξ6ξε}dξ + 2
√
Y
(ε)
ξ 1{ξ6ξε}dB˜
ε,Q
ξ , Y
(ε)
0 = (x
ε
0)
2/ε2,
where
B˜ε,Qξ =
∫ ξ
0
sgn
(
X˜εy
)
dW˜ ε,Qy
is a Q-Brownian motion stopped at ξε. We then use Doob’s maximal inequality and that the square
of the 1-dimensional Bessel process is a submartingale and has finite moments of all orders at all
finite times [31, Chapter XI]. Combined with Ho¨lder inequality and Assumption 1, this in turn
yields (3.10) and thereby completes the proof.
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4 Proofs of Theorems 1.2 and 1.4 for Bounded Coefficients
We now turn to the proof of our main results, Theorems 1.2 and 1.4. By the localization argument
from Section 2, we can and will assume throughout without loss of generality that there is κ ∈ (0, 1)
such that∫ T
0
b2u
cu
du 6
1
κ
,Ht 6
1
κ
,Kt 6
1
κ
, ct ∈
[
κ,
1
κ
]
, Lt ∈
[
κ,
1
κ
]
,Mt ∈
[
κ,
1
κ
]
, t ∈ [0, T ]. (4.1)
Under (4.1), Assumptions 1 and 2 are trivially satisfied. Thus we can appeal to the results from the
appendices for processes with such bounded coefficients and, after this localization, Theorem 1.2
is simply a corollary of Theorem 1.4 because Sp convergence implies uniform convergence in prob-
ability. In order to prove Theorem 1.2 for general coefficients, it therefore remains to establish
Theorem 1.4 with bounded coefficients as in (4.1). To complete the proof of Theorem 1.4 for gen-
eral coefficients, it additionally remains to establish Lemma A.3 to ensure the uniform integrability
required for the localization argument from Section 2, and Lemma D.6 to ensure the integrability
of the limit.
Furthermore, we assume in the following that the function f is nondecreasing on R+. This is
without loss of generality: since f is of finite variation on every compact of R and even, it can
be written as the difference of two non-decreasing and even functions, f1 and f2. Then, applying
Theorem 1.2 and 1.4 to f1 and f2 yields the results for f . Finally, the result still holds after addition
of a constant to f ; we will therefore assume without loss of generality that f is positive on R.
4.1 Local estimation
We start by estimating the integral on the left-hand side of (1.4) “locally”, i.e., on the intervals
[t, t + ε] for t ∈ [0, T ) and ε > 0 sufficiently small.6 More precisely, we study the limit of the
normalised integral
ε−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds. (4.2)
To this end, we proceed in three steps. First, we rescale and time change the process Xε as in
Section 3 and also use some stopping arguments to bound the integral (4.2) from above and from
below by expressions only involving the rescaled and time-changed process X˜ε from (3.3) and Ft-
measurable random variables. In a second step we approximate those Ft-measurable random vari-
ables by elementary random variables. In a final step, we use ergodic theorems for one-dimensional
diffusions to compute the “local limits” (4.2).
Step 1: Stopping and time change. In order to keep the “slowly-varying” processes c, H, K,
L, and M in a small interval around their values at time t, we define for fixed ε ∈ (0, κ2(T−t)4 ) and
δ ∈ (0, κ2 ) the stopping time
τ ε,δt = inf
{
s ∈ [t, t+ ε] : Hs
cs
/∈
[
Ht(1− δ)
ct
,
Ht + δ
ct
]
, cs /∈ [ct(1− δ), ct(1 + δ)] ,
Ls /∈ [Lt − δ, Lt + δ],Ms /∈ [Mt − δ,Mt + δ],Ks /∈ [Kt(1− δ),Kt + δ]
}
∧ (t+ ε) . (4.3)
6Note that the length of the interval could alternatively be taken equal to εr, for any r ∈ (0, 2), in which case
(4.2) is modified to ε−r
∫ t+εr
t
Hsf
(
KsX
ε
s
ε
)
ds. We choose r = 1 to obtain the simplest formulas.
10
By uniform continuity of c,H,K,L,M on [0, T ], there exists a random variable εδ > 0 (which is
independent of t) such that, for ε ∈ (0, κ2(T−t)4 ), we have
τ ε,δt = t+ ε on {0 < ε 6 εδ}.
It follows that for ε ∈ (0, κ2(T−t)4 ),
ε−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds = ε−1
∫ τε,δt
t
Hsf
(
KsX
ε
s
ε
)
ds on {0 < ε 6 εδ}. (4.4)
We proceed to study the integral on the right-hand side of (4.4). To this end, we pass to time-
changed quantities as in Section 3, with the difference that we start time at t. So set
ξεt =
∫ T
t
ε−2csds, ξ
ε,δ
t =
∫ τε,δt
t
ε−2csds, u
ε,t
ξ = u
ε
ξ+
∫ t
0
ε−2csds
, X˜ε,tξ = X
ε
uε,tξ
/ε.
Here, ξεt and ξ
ε,δ
t denote the lengths of the intervals [t, T ] and [t, τ
ε,δ
t ] after the time change, u
ε,t
ξ
is the family of stopping times introduced in Lemma 3.1, shifted to start at the time change of t,
and X˜ε,t denotes the rescaled and time-changed process X˜ε restarted at the time change of t. Note
that for ε ∈ (0, κ2(T−t)4 ),
ε−1ct(1− δ) 6 ξε,δt 6 ε−1ct(1 + δ) on {0 < ε 6 εδ}. (4.5)
Moreover, note that since c ∈ [κ, κ−1] and δ ∈ (0, 1), we have ξεt > ε−2κ(T − t) and 2ε−1ct(1+ δ) 6
4ε−1/κ. Together with κ(T − t) > 4κ−1ε, this yields
2ε−1ct(1 + δ) 6 ξ
ε
t . (4.6)
Hence, even though ε−1ct(1 + δ) might be larger than ξ
ε,δ
t with positive probability, it is always
smaller than the remaining time to the time horizon ξεt after the time change. By considering X˜
ε,t
on the interval [0, ξε,δt ], we can now separate the quickly-oscillating displacement from the other,
more slowly-varying processes in the estimation:
Lemma 4.1. Let t ∈ [0, T ), ε ∈ (0, κ2(T−t)4 ) and δ ∈ (0, κ2 ). Then:
1{ε6εδ} (1− δ)2Ht
(
1
ε−1ct(1− δ)
∫ ε−1ct(1−δ)
0
f
(
Kt(1− δ)X˜ε,tξ
)
dξ
)
6 1{ε6εδ}ε
−1
∫ t+ε
t
Hrf
(
KrX
ε
r
ε
)
dr
6 1{ε6εδ} (1 + δ) (Ht + δ)
(
1
ε−1ct(1 + δ)
∫ ε−1ct(1+δ)
0
f
(
(Kt + δ)X˜
ε,t
ξ
)
dξ
)
.
(4.7)
Proof. On {0 < ε 6 εδ}, (4.4) and the time change s = uε,tξ give
ε−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds = ε−1
∫ τε,δt
t
Hsf
(
KsX
ε
s
ε
)
dr = ε
∫ ξε,δt
0
Huε,tξ
cuε,tξ
f
(
Kuε,t
ξ
X˜ε,tξ
)
dξ.
Now, (4.7) follows by using that, by definition of τ ε,δt ,
Huε,tξ
cuε,t
ξ
∈
[
(1− δ)Ht
ct
,
Ht + δ
ct
]
, and Kuε,tξ
∈ [Kt(1− δ),Kt + δ], ξ ∈ [0, ξε,δt ],
and also taking into account (4.5), and that the function f is even and non decreasing on R+.
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Step 2: Approximation by elementary random variables. We now turn to the estimation
of the terms that appear in the bounds from Lemma 4.1. To this end, we approximate Kt and ct
by elementary Ft-measurable random variables and the SDE for X˜ε,t by an SDE with coefficients
that are constant over time and elementary Ft-measurable random variables.
To this end, for n ∈ N with n > 2κ , Υt ∈ {ct, Lt,Mt,Kt}, and i ∈ N set
Ωi,Υt,n :=
{
i
n
6 Υt <
(i+ 1)
n
}
, (4.8)
and define the random variables cn,+t , c
n,−
t , L
n,+
t , L
n,−
t ,M
n,+
t ,M
n,−
t ,K
n,+
t ,K
n,−
t for n ∈ N with
n > 2κ by
Υn,+t =
∞∑
i=0
i+ 1
n
1{Ωi,Υt,n} and Υ
n,−
t =
∞∑
i=0
i
n
1{Ωi,Υt,n}, (4.9)
where Υ ∈ {c, L,M,K}. Note that, for fixed n > 2κ , and for δ ∈
(
0, κ2
)
,
P
[
Ωi,Υt,n
]
= 0 for Υt ∈ {ct, Lt,Mt} and i ∈ N with i
n
6 δ (4.10)
because c, L,M > κ.7 This implies that cn,+t , c
n,−
t , L
n,+
t , L
n,−
t ,M
n,+
t ,M
n,−
t > δ. Moreover, note
that for each n ∈ N with n > 2κ by the fact that ct > κ,
cn,+t 6 ct +
1
n
6 ct +
κ
2
6 2ct.
Together with (4.6), this yields the important estimate
ε−1cn,+t (1 + δ) 6 ξ
ε
t . (4.11)
By construction,
Υn,−t 6 Υt 6 Υ
n,+
t , n >
2
κ
, and lim
n→∞
Υn,−t = Υt = limn→∞
Υn,+t , Υ ∈ {c, L,M,K}, (4.12)
and we have for Υt ∈ {ct, Lt,Mt},
∞⋃
i=1
Ωi,Υt,n = Ω and
∞⋃
i=0
Ωi,Kt,n = Ω. (4.13)
We proceed to approximate X˜ε,t (or more precisely (X˜ε,t)2). It follows from (3.7) that the
process X˜ε,t satisfies on J0, ξεt K the SDE
dX˜ε,tξ = −Luε,tξ g
(
Muε,tξ
X˜ε,tξ
)
dξ + dW˜ ε,Q,tξ , X˜
ε,t
0 = X
ε
t /ε,
where W˜ ε,Q,tξ := W˜
ε,Q
ξ+ξε,t0
−W˜ ε,Q
ξε,t0
is theQ-Brownian motion from (3.6) restarted at ξε,t0 =
∫ t
0 ε
−2csds 6
ξε. Define the process Bε,Q,t by
Bε,Q,tξ =
∫ ξ
0
sgn(X˜ε,ty )dW˜
ε,Q,t
y , ξ > 0.
7Note that P [Ω0,Kt,n] may be positive as K is only nonnegative.
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By Le´vy’s characterisation [22, Theorem 3.3.16], this is a Brownian motion, stopped at ξεt . As the
function g is odd, Itoˆ’s formula gives
d
(
X˜ε,tξ
)2
=
(
1− 2Luε,tξ
√(
X˜ε,tξ
)2
g
(
Muε,tξ
√(
X˜ε,tξ
)2))
1{ξ6ξεt }
dξ + 2
√(
X˜ε,tξ
)2
1{ξ6ξεt }
dBε,Q,tξ .
To bound (X˜ε,tξ )
2 from above and from below, we proceed as follows. For ε > 0, δ > 0 and constants
l,m > δ (which are independent of ε) and an Ft-measurable initial value y > 0 (which may depend
on ε), let Y y,l,m,ε,δ,+, and Y y,l,m,ε,δ,− be the unique strong solutions of the following two SDEs:
dY y,l,m,ε,δ,±ξ =
(
1− 2 (l ∓ δ)
√
Y y,l,m,ε,δ,±ξ g
(
(m∓ δ)
√
Y y,l,m,ε,δ,±ξ
))
1{ξ6ξεt }
dξ
+ 2
√
Y l,m,ε,δ,±ξ 1{ξ6ξεt }dB
ε,Q,t
ξ , Y
y,l,m,ε,δ,±
0 = y. (4.14)
Existence and uniqueness of strong solutions for (4.14) follows from Lemma D.1.8 Note that the
SDEs (4.14) depend on ε only via the Brownian motion Bε,Q,t and their starting value y.
Moreover, for an Ft-measurable random variable y > 0 and each n ∈ N \ {0} define the contin-
uous semimartingales (Y
y,Ln,+t ,M
n,+
t ,ε,δ,−
ξ )ξ≥0 and (Y
y,Ln,−t ,M
n,−
t ,ε,δ,+
ξ )ξ≥0 by
Y
y,Ln,+t ,M
n,+
t ,ε,δ,−
ξ =
∑
i>0
∑
j>0
Y
y,(i+1)/n,(j+1)/n,ε,δ,−
ξ 1Ωi,Lt,n1Ωj,Mt,n , (4.15)
Y
y,Ln,−t ,M
n,−
t ,ε,δ,+
ξ =
∑
i>0
∑
j>0
Y
y,i/n,j/n,ε,δ,+
ξ 1Ωi,Lt,n1Ωj,Mt,n . (4.16)
Now (4.12), the definition of τ ε,δt in (4.3), the assumption that g is non-decreasing and the
comparison theorem for SDEs in the form of Lemma C.1 give, for each n ∈ N with n > 2κ and all
i, j ∈ N,
P
[
Y
Y ε0 ,(i+1)/n,(j+1)/n,ε,δ,−
ξ 1Ωi,Lt,n1Ωj,Mt,n 6
(
X˜ε,tξ
)2
1Ωi,Lt,n1Ωj,Mt,n
6 Y
Y ε0 ,i/n,j/n,ε,δ,+
ξ 1Ωi,Lt,n1Ωj,Mt,n for all 0 6 ξ 6 ξ
ε,δ
t
]
= 1,
where
Y ε0 :=
(
X˜ε,t0
)2
= (Xεt )
2/ε2.
Together with (4.15) and (4.16), (4.8), (4.10) and (4.13), this yields
P
[
Y
Y ε0 ,L
n,+
t ,M
n,+
t ,ε,δ,−
ξ 6
(
X˜ε,tξ
)2
6 Y
Y ε0 ,L
n,−
t ,M
n,−
t ,ε,δ,+
ξ for all 0 6 ξ 6 ξ
ε,δ
ξ
]
= 1. (4.17)
To simplify the notation in the subsequent results, define for constants c, k, l,m (independent
of ε) with c, l,m > δ and an Ft-valued random variable y (which may depend on ε) the following
two random variables:
vε,δ,+y (c, k, l,m) :=
1
ε−1c(1 + δ)
∫ ε−1c(1+δ)
0
f
(
(k + δ)
√
Y y,l,m,ε,δ,+ξ
)
dξ,
vε,δ,−y (c, k, l,m) :=
1
ε−1c(1− δ)
∫ ε−1c(1−δ)
0
f
(
k(1− δ)
√
Y y,l,m,ε,δ,−ξ
)
dξ.
8More precisely, the solution of (4.14) corresponds to a solution of (D.1), stopped at time ξεt .
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Note that by (4.6), vε,δ,+y (c, k, l,m) and v
ε,δ,−
y (c, k, l,m) are FT -measurable for c 6 1/κ. Moreover,
by comparison of SDEs in their initial values, they are non decreasing in y (see Lemma C.1 and
the proof of Lemma D.1).
Now combining (4.17) and (4.12) with Lemma 4.1 and the fact that f is even and nondecreasing
on R+ yields the following result.
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Lemma 4.2. Let t ∈ [0, T ), ε ∈ (0, κ2(T−t)4 ), δ ∈ (0, κ2 ), and n ∈ N \ {0}. Then:
1{ε6εδ} (1− δ)2Ht
cn,−t
cn,+t
vε,δ,−Y ε0
(cn,−t ,K
n,−
t , L
n,+
t ,M
n,+
t )
6 1{ε6εδ}ε
−1
∫ t+ε
t
Hrf
(
KrX
ε
r
ε
)
dr
6 1{ε6εδ} (1 + δ) (Ht + δ)
cn,+t
cn,−t
vε,δ,+Y ε0
(cn,+t ,K
n,+
t , L
n,−
t ,M
n,−
t ),
(4.18)
where cn,+, cn,−, Kn,+, Kn,−, Ln,+, Ln,−, Mn,+, Mn,− are defined as in (4.9).
Step 3: Limit theorems. We now combine the sandwiching inequalities from Lemma 4.2 with
an ergodic theorem for one-dimensional diffusions (cf. Lemma D.4) to calculate the following “local”
scaling limit:
lim
ε→0
ε−1
∫ t+ε
t
Hrf
(
KrX
ε
r
ε
)
dr, t ∈ [0, T ).
To this end, we first establish an ergodic result, which is non-standard in that both the time
horizon and the underlying process change with the small parameter at hand. As a consequence,
the ergodic limit only holds in probability here rather than almost surely. To formulate this result,
define for constants k > 0 and l,m > δ > 0, the two continuous functions
wδ,+(k, l,m) :=
∫
R+
f
(
(k+δ)
m−δ x
)
exp
(
−2 l−δm−δG (x)
)
dx∫
R+
exp
(
−2 l−δm−δG (x)
)
dx
,
wδ,−(k, l,m) :=
∫
R+
f
(
k(1−δ)
m+δ x
)
exp
(
−2 l+δm+δG (x)
)
dx∫
R+
exp
(
−2 l+δm+δG (x)
)
dx
.
With this notation, our ergodic result reads as follows:
Lemma 4.3. Let t ∈ [0, T ), δ ∈ (0, κ2 ), and n ∈ N with n > 2κ be fixed. Then the following two
limits hold in probability:
lim
ε→0
vε,δ,±Y ε0
(cn,±t ,K
n,±
t , L
n,∓
t ,M
n,∓
t ) = w
δ,±(Kn,±t , L
n,∓
t ,M
n,∓
t ). (4.19)
Proof. We only spell out the argument for the “−”-limit in (4.19); the “+”-limit is established
analogously. By one of the equivalent characterizations of convergence in probability, we have to
show that
lim
ε→0
E
[∣∣∣vε,δ,−Y ε0 (cn,−t ,Kn,−t , Ln,+t ,Mn,+t )− wδ,−(Kn,−t , Ln,+t ,Mn,+t )∣∣∣ ∧ 1] = 0.
9Note that compared to Lemma 4.1, the processes in the upper and lower bounds are replaced by the simpler
approximating diffusions introduced in (4.14) here and the frozen coefficients are approximated by finitely many
values, as c,K,L and M are bounded from above.
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Since both vε,δ,−Y ε0
(cn,−t ,K
n,−
t , L
n,+
t ,M
n,+
t ) and w
δ,−(Kn,−t , L
n,+
t ,M
n,+
t ) are FT -measurable and the
measure Q defined in (3.5) is equivalent to P on FT , it suffices to show that
lim
ε→0
EQ
[∣∣∣vε,δ,−Y ε0 (cn,−t ,Kn,−t , Ln,+t ,Mn,+t )− wδ,−(Kn,−t , Ln,+t ,Mn,+t )∣∣∣ ∧ 1] = 0.
For ic, iK , iL, iM ∈ N set
Ωic,iK ,iL,iM := Ω
ic,ct,n ∩ΩiK ,Kt,n ∩ΩiL,Lt,n ∩ΩiM ,Mt,n,
where, for Υt ∈ {ct,Kt, Lt,Mt} and i ∈ {ic, iK , iL, iM}, the set Ωi,Υt,n is defined as in (4.8). By
dominated convergence and (4.8) it suffices to show that
lim
ε→0
EQ
[(∣∣vε,δ,−Y ε0 (cn,−t ,Kn,−t , Ln,+t ,Mn,+t )− wδ,−(Kn,−t , Ln,+t ,Mn,+t )∣∣ ∧ 1)1Ωic,iK,iL,iM ] = 0,
for all ic, iK , iL, iM ∈ N. So fix ic, iK , iL, iM ∈ N with Q[Ωic,iK ,iL,iM ] > 0. Note that by (4.10) and
P ≈ Q, this implies in particular that ic/n, iL/n, iM/n > δ. Using that cn,−t ,Kn,−t , Ln,+t ,Mn,+t take
the constant values ic/n, iK/n, (iL + 1)/n, (iM + 1)/n on Ωic,iK ,iL,iM we have, for each fixed ε > 0,
EQ
[(∣∣vε,δ,−Y ε0 (cn,−t ,Kn,−t , Ln,+t ,Mn,+t )−wδ,−(Kn,−t , Ln,+t ,Mn,+t )∣∣ ∧ 1)1Ωic,iK,iL,iM ]
= EQ
[(∣∣∣vε,δ,−Y ε0 ( icn , iKn , iL + 1n , iM + 1n )− wδ,−
(
ic
n
,
iK
n
,
iL + 1
n
,
iM + 1
n
) ∣∣∣ ∧ 1)1Ωic,iK,iL,iM ].
(4.20)
We proceed to estimate the right-hand side of (4.20). To simplify notation, set
w¯ := wδ,−
( ic
n
,
iK
n
,
iL + 1
n
,
iM + 1
n
)
(4.21)
and note that this is a constant. For λ > 0, we split up the expectation to the disjoint events
{0 6 Y ε0 6 1λ} and {Y ε0 > 1λ}. On the event {0 6 Y ε0 6 1λ}, we use that vε,δ,−y (c, k, l,m) is non
decreasing in y together with the elementary inequality |z− w¯| 6 |zmin− w¯|+ |zmax− w¯| for w¯ ∈ R
and zmin 6 z 6 zmax ∈ R. On the event {Y ε0 > 1λ}, we use that the random variable inside the
expectation on the right-hand side of (4.20) is bounded from above by 1. Together, this yields
EQ
[∣∣∣∣vε,δ,−Y ε0
(
ic
n
,
iK
n
,
iL + 1
n
,
iM + 1
n
)
− w¯
∣∣∣∣ ∧ 1]
6 EQ
[∣∣∣∣vε,δ,−0 (icn , iKn , iL + 1n , iM + 1n
)
− w¯
∣∣∣∣ ∧ 1]
+ EQ
[∣∣∣∣vε,δ,−1
λ
(
ic
n
,
iK
n
,
iL + 1
n
,
iM + 1
n
)
− w¯
∣∣∣∣ ∧ 1]+Q [Y ε0 > 1λ
]
. (4.22)
Next, note that for y ∈ {0, 1λ} independent of ε, the random variables vε,δ,−y (ic/n, iK/n, (iL +
1)/n, (iM + 1)/n) depend on ε only via the Brownian motion B
Q,ε,t which also is the only source
of stochasticity. In particular, the law of vε,δ,−y (ic/n, iK/n, (iL+1)/n, (iM +1)/n) does not depend
on ε. Thus, if we replace the Q-Brownian motion BQ,ε,t by any other fixed Brownian motion B
(on some different probability space), the result does not change. Hence, we can apply the ergodic
theorem for one-dimensional diffusions in the form of Lemma D.4 to conclude that the first two
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terms on the right-hand side of (4.22) converge to zero as ε→ 0.10 Finally, by Markov’s inequality
and Lemma A.1,11 there is a constant C2 independent of ε such that
Q
[
Y ε0 >
1
λ
]
= Q
[(
X˜ε,t0
)2
>
1
λ
]
= Q
[(
Xεt
ε
)2
>
1
λ
]
6 λEQ
[(
Xεt
ε
)2]
6 λC2. (4.23)
The claim in turn follows by letting λ go to zero.
Sending the localization parameter δ from Lemma 4.1 to zero and the discretization parameter
n from (4.8) to infinity, we now obtain the following scaling limit:
Proposition 4.4. For t ∈ [0, T ), the following limit holds in probability:
lim
ε→0
ε−1
∫ t+ε
t
Hrf
(
KrX
ε
r
ε
)
dr = Ht
∫
R
f
(
Kt
Mt
x
)
exp
(
−2 LtMtG (x)
)
dx∫
R
exp
(
−2 LtMtG (x)
)
dx
.
Proof. Fix t ∈ [0, T ). For ε ∈ (0, κ2(T−t)2 ), δ ∈ (0, κ2 ), and n ∈ N with n > 2κ , set
aε,δ,n,−t := 1{ε6εδ} (1− δ)2Ht
cn,−t
cn,+t
vε,δ,−Y ε0
(cn,−t ,K
n,−
t , L
n,+
t ,M
n,+
t ),
aε,δ,n,+t := 1{ε6εδ}(1 + δ)(Ht + δ)
cn,+t
cn,−t
vε,δ,+Y ε0
(cn,+t ,K
n,+
t , L
n,−
t ,M
n,−
t ),
a1,ε,δt := 1{ε6εδ}ε
−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds,
a1,εt := ε
−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds,
a2t := Htw(Kt, Lt,Mt),
where, for constants k > 0 and l,m > 0,
w(k, l,m) :=
∫
R
f
(
k
mx
)
exp
(−2 lmG (x)) dx∫
R
exp
(−2 lmG (x)) dx .
Note that the choices for ε and κ ∈ (0, 1) ensure that t+ ε 6 T . Furthermore, by Lemma 4.2, we
have
aε,δ,n,−t 6 a
1,ε,δ
t 6 a
ε,δ,n,+
t . (4.24)
We want to show that, in probability, limε→0 a
1,ε
t = a
2
t . To this end, we use the subsequence
criterion for convergence in probability, cf. [21, Lemma 4.2]. Let (εm)m∈N be a sequence of positive
real numbers converging to zero. By Lemma 4.3 and the subsequence criterion, there exists a
subsequence (mk)k∈N of N such that
lim
k→∞
v
εmk ,δ,±
Y
εmk
0
(cn,±t ,K
n,±
t , L
n,∓
t ,M
n,∓
t ) = w
δ,±(Kn,±t , L
n,∓
t ,M
n,∓
t ) a.s.
10This also uses crucially the estimate (4.11) and the fact that ic/n > κ/2.
11Note that all assumptions in Lemma A.1 are satisfied by (4.1).
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Hence,
lim
k→∞
a
εmk ,δ,n,−
t = (1− δ)2Ht
cn,−t
cn,+t
wδ,−(Kn,−t , L
n,+
t ,M
n,+
t ) a.s.,
lim
k→∞
a
εmk ,δ,n,+
t = (1 + δ) (Ht + δ)
cn,+t
cn,−t
wδ,+(Kn,+t , L
n,−
t ,M
n,−
t ) a.s.
Moreover, (4.24) and εδ > 0 give
lim
k→∞
a
εmk ,δ,n,−
t 6 lim inf
k→∞
a
1,εmk ,δ
t = lim inf
k→∞
a
1,εmk
t 6 lim sup
k→∞
a
1,εmk
t = lim sup
k→∞
a
1,εmk ,δ
t
6 lim
k→∞
a
εmk ,δ,n,+
t a.s. (4.25)
Finally, using that Υn,±t (defined in (4.9)) converges almost surely to Υt as n → ∞ for Υ ∈
{K,L,M}, we obtain by dominated convergence (and continuity of f) that
lim
δ→0
lim
n→∞
lim
k→∞
a
εmk ,δ,n,−
t = Htw(Kt, Lt,Mt) = lim
δ→0
lim
n→∞
lim
k→∞
a
εmk ,δ,n,+
t .
Together with (4.25), this shows that
lim inf
k→∞
a
1,εmk
t = lim sup
k→∞
a
1,εmk
t = Htw(Kt, Lt,Mt) = a
2
t a.s.
The assertion in turn follows from the subsequence criterion.
4.2 Concatenation of the local estimates
We now piece together the local estimates from Proposition 4.4 to establish Theorem 1.4. For each
ε ∈ (0, T ), define as above the product-measurable processes (a1,εt )t∈[0,T ] and (a2t )t∈[0,T ] by12
a1,εt = 1{06t6T−ε}ε
−1
∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds, a2t = Htw(Kt, Lt,Mt).
It follows from Fubini’s theorem that, for each t ∈ [0, T ]:∫ t
0
a1,εs ds =
∫ T
0
∫ T
0
1{06s6t∧(T−ε)}1{s6r6s+ε}ε
−1Hrf
(
KrX
ε
r
ε
)
drds
=
∫ T
0
∫ T
0
1{r−ε∨06s6r∧t∧(T−ε)}ds1{06r6(t+ε)∧T}ε
−1Hrf
(
KrX
ε
r
ε
)
dr
=
∫ T
0
∫ T
0
(
1{r−ε∨06s6r} − 1{t∧(T−ε)<s6r}
)
ds1{06r6(t+ε)∧T}ε
−1Hrf
(
KrX
ε
r
ε
)
dr
=
∫ ε
0
ε−1rHrf
(
KrX
ε
r
ε
)
dr +
∫ (t+ε)∧T
ε
Hrf
(
KrX
ε
r
ε
)
dr
−
∫ (t+ε)∧T
t∧(T−ε)
ε−1
(
r − (t ∧ (T − ε))Hrf (KrXεr
ε
)
dr (4.26)
6
∫ T
0
Hsf
(
KsX
ε
s
ε
)
ds. (4.27)
12The indicator of the set {0 6 t 6 T − ε} is needed now as we define a1,εt on [0, T ] for fixed ε > 0.
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Rearranging and recalling the growth condition (1.3) for f and the fact that K and L are uniformly
bounded from above by 1/κ yields
sup
t∈[0,T ]
∣∣∣∣∫ t
0
a1,εs ds−
∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds
∣∣∣∣ 6 ∫ ε
0
Hsf
(
KsX
ε
s
ε
)
ds
+ sup
t∈[0,T ]
(∫ (t+ε)∧T
t
Hsf
(
KsX
ε
s
ε
)
ds
)
+ sup
t∈[0,T−ε]
(∫ t+ε
t
Hsf
(
KsX
ε
s
ε
)
ds
)
6 3 sup
t∈[0,T ]
(∫ (t+ε)∧T
t
1
κ
Cf
((∣∣∣∣Xεsε
∣∣∣∣ 1κ
)q′
+ 1
)
ds
)
6 3Cf
(
1
κ
)1+q′
ε
(
sup
t∈[0,T ]
∣∣∣∣Xεtε
∣∣∣∣q′ + κq′
)
.
Thus, it follows from Lemma B.4 that
lim
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
a1,εs ds−
∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds
∣∣∣∣p
]
= 0. (4.28)
Now, by Proposition 4.4, for each t ∈ [0, T ), we have
P-lim
ε→0
a1,εt = a
2
t .
Next, recall that Assumptions 1 and 2 are satisfied due to the uniform boundedness assump-
tion (4.1). Therefore, Lemma D.6 ensures that a2 is in Lp(P ⊗ Leb|[0,T ]). Moreover, Jensen’s
inequality and computations similar to the ones leading to (4.27) give∫ T
0
∣∣a1,εt ∣∣p(1+η)dt 6 ∫ T
0
Hp(1+η)s f
(
KtX
ε
t
ε
)p(1+η)
dt,
which, with Lemma A.3 yields
sup
ε>0
E
[∫ T
0
∣∣a1,εt ∣∣p(1+η)dt] <∞. (4.29)
By de la Valle´e-Poussin’s criterion for uniform integrability (cf., e.g., the remark before [21,
Lemma 4.10]), (4.29) implies that (a1,ε)p is uniformly integrable with respect to P⊗ Leb|[0,T ].
Hence, it follows from Lemma D.5 that
lim
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
a1,εs ds −
∫ t
0
a2sds
∣∣∣∣p
]
= 0. (4.30)
Theorem 1.4 now follows by putting together (4.30) and (4.28).
Remark 4.5. To prove the variant of the results mentioned in Remark 1.5, the argument in Section
4.2 needs to be changed at two places. The first is the use of moments of Xε/ε to obtain (4.23).
This requires a version of Lemma A.1 valid under the alternative assumptions of Remark 1.5. To
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this end, we argue as in Veretennikov [36, Lemmas 1-5]: Fix ε > 0 and compare the SDE satisfied
by X
ε
· = X
ε
ε2· under Q,
dX
ε
s = −σ2Lε2sg
(
Mε2sX
ε
s
)
ds+ σdW
ε,Q
s , X
ε
0 = x
ε
0/ε,
where W
ε,Q
is some Q-Brownian motion, to the SDE satisfied by the process X
V,ε
under Q given
by13
dX
V,ε
s = −
σ2C
2
1
X
V,ε
s
ds+ σdW
ε,Q
s + dAs, X
V,ε
0 =
xε0
ε
∨ 2, (4.31)
where A is a non-decreasing process increasing on {XV,ε = 1}, starting at 0 and such that
At =
∫ t
0
1
{X
V,ε
s =1}
dAs, and EQ
[ ∫ ε−2T
0
1
{X
V,ε
s =1}
ds
]
= 0.
The process X
V,ε
has a non-sticky reflecting boundary at 1. In view of (1.5), [36, Lemma 2] then
shows that
Q
[∣∣Xεt ∣∣ 6 ∣∣XV,εt ∣∣, ∀ t ∈ [0, ε−2T ]] = 1. (4.32)
The existence of all moments for Xε/ε then follows from the existence of all moments for X
V,ε
,
cf. [36, Lemmas 3-5] and the assumption lim supε→0 |xε0|/ε <∞ made on the initial condition.
The second adaptation is necessary in the arguments after (4.27). Fix 0 < ε 6 1. Starting from
(4.26), using that f and H are nonnegative and f is non-decreasing, the comparison result (4.32)
(which remains true under P), the elementary inequality (a+b)p 6 2p(ap+bp) for a, b > 0, Jensen’s
inequality (using also that p ≥ 1 and ε 6 1), the growth condition (1.3) for f , Fubini’s theorem
and the moments assumptions on H and K, we obtain for fixed t ∈ [0, T ]
E
[ ∣∣∣∣∫ t
0
a1,εs ds−
∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds
∣∣∣∣p ]
6 E
[∣∣∣∣ ∫ ε
0
Hsf
(
KsX
ε
ε−2s
)
ds+ 2
∫ (t+ε)∧T
t∧(T−ε)
Hsf
(
KsX
ε
ε−2s
)
ds
∣∣∣∣p]
6 E
[∣∣∣∣ ∫ ε
0
Hsf
(
KsX
V,ε
ε−2s
)
ds+ 2
∫ (t+ε)∧T
t∧(T−ε)
Hsf
(
KsX
V,ε
ε−2s
)
ds
∣∣∣∣p]
6 2pE
[∫ ε
0
Hps f
(
KsX
V,ε
ε−2s
)p
ds
]
+ 4pE
[ ∫ (t+ε)∧T
t∧(T−ε)
Hps f
(
KsX
V,ε
ε−2s
)p
ds
]
6 4pCpf
∫ ε
0
E
[
Hps
(
Kpq
′
s
∣∣∣XV,εε−2s∣∣∣pq′ + 1)]ds
+ 8pCpf
∫ (t+ε)∧T
t∧(T−ε)
E
[
Hps
(
Kpq
′
s
∣∣∣XV,εε−2s∣∣∣pq′ + 1)]ds. (4.33)
Next, apply the Cauchy–Schwarz inequality twice and use the integrability Assumption 1 and [36,
Lemma 5]. This together with the elementary inequality x1/2 ≤ x + 1 for x ≥ 0 gives for some
13This process is denoted by v in [36, Lemma 2]. Note, moreover, that X
V,ε
depends on ε only through the
Brownian motion W
ε,Q
.
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constant C independent of s,
E
[
Hps
(
Kpq
′
s
∣∣∣XV,εε−2s∣∣∣pq′ + 1)] 6 E[H2ps K2pq′s ] 12EQ[ dPdQ ∣∣∣XV,εε−2s∣∣∣2pq′
] 1
2
+ E
[
Hps
]
6 E
[
H2ps K
2pq′
s
] 1
2
E
[(
dP
dQ
)] 1
4
EQ
[∣∣∣XV,εε−2s∣∣∣4pq′] 14 + E[Hps ]
6 CE
[
H2ps K
2pq′
s
] 1
2
+ E
[
Hps
]
6 C
(
E
[
H2ps K
2pq′
s
]
+ 1
)
+ E
[
Hps
]
.
Plugging this into (4.33), using Fubini’s theorem and Assumption 2 finally gives
E
[ ∣∣∣∣∫ t
0
a1,εs ds−
∫ t
0
Hsf
(
KsX
ε
s
ε
)
ds
∣∣∣∣p ]→ 0 as ε→ 0.
This establishes convergence in Lp (and a fortiori in probability) for all t ∈ [0, T ].14
A Integrability Results
In this appendix, we establish moment estimates that are needed at various stages of the proof of
Theorem 1.4. Most importantly, we show in Lemma A.3 that the p-th moment of the expression on
the left-hand side of (1.4) is uniformly integrable. This is crucial both for the reduction to bounded
coefficients in Section 2 and the concatenation argument in Section 4.2. The main ingredient to
this result is to establish that Xε/ε has uniformly bounded moments. This is done in Lemma A.1.
A.1 A First Moment Estimate
The following result is the key ingredient for Lemma A.3. It is also used in the proof of Lemma 4.3.
Lemma A.1. Let N > 2 be a real number. Suppose that Assumption 1 is satisfied and
E
[
sup
u∈[0,T ]
c2Nu
]
+ E
[
sup
u∈[0,T ]
(Lucu ∧Mu)−
2(q+1)N
q−1
]
<∞ if q > 1,
or
E
[
sup
u∈[0,T ]
c2Nu
]
<∞ and essinfu∈[0,T ](Lucu ∧Mu) > 0 if q = 1.
Then for each 0 6 n 6 N , there exists a constant Cn > 0 such that for all t ∈ [0, T ] and ε > 0,
EQ
[∣∣∣∣Xεtε
∣∣∣∣n] 6 Cn, (A.1)
where Q is the probability measure defined in (3.5).
14Uniform convergence results would require extending our maximal inequality to sublinear mean-reversion speeds.
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Proof. Note that dQdP is square integrable under P by Assumption 1 and Novikov’s criterion. The
Cauchy-Schwarz inequality implies that
EQ [|A|] 6 E
[
A2
] 1
2 E
[(
dQ
dP
)2] 12
<∞
for any random variable A that is square-integrable under P. This estimate will be used throughout
the proof without further mention.
Define the process (X
ε
s)s∈[0,ε−2T ] by
X
ε
s := X
ε
ε2s/ε.
Then, X
ε
satisfies under Q the SDE
dX
ε
s = −Lε2scε2sg
(
Mε2sX
ε
s
)
ds+
√
cε2sdW
ε,Q
s , X
ε
0 = x
ε
0/ε. (A.2)
Moreover, for 2 6 n 6 N , the n-th power of
∣∣Xε∣∣ satisfies the SDE
d
∣∣Xεs∣∣n =(−n Xεs ∣∣Xεs∣∣n−2 Lε2scε2sg (Mε2sXεs)+ n(n− 1)2 cε2s ∣∣Xεs∣∣n−2
)
ds
+ n sgn
(
X
ε
s
) ∣∣Xεs∣∣n−1√cε2sdW ε,Qs , ∣∣Xε0∣∣n = (xε0/ε)n , (A.3)
where W
ε,Q
is a Q-Brownian motion.
Comparing (A.3) for n = 2 to the SDE
dY
ε
s = cε2sds+ 2
√
Y
ε
s
√
cε2sdB
ε,Q
s , Y
ε
0 = (x
ε
0)
2/ε2,
where B
ε,Q
s =
∫ s
0 sgn
(
X
ε
u
)
dW
ε,Q
u for s ∈ [0, ε−2T ], we obtain by Lemma C.1 that
Q
[∣∣Xεs∣∣2 6 Y εs, for all s ∈ [0, ε−2T ]] = 1.
By Lemma D.2 and the integrability assumption on c this implies that supt∈[0,ε2T ] |Xεt | has moments
of orders up to 2N under Q. Together with Ho¨lder’s inequality, it follows that, for each 2 6 n 6 N ,
EQ
[∫ ε−2T
0
n2
∣∣Xεs∣∣2(n−1) cε2sds
]
6 n2ε−2TEQ
[
sup
s∈[0,ε−2T ]
(
Y
ε
s
)n]n−1n
EQ
[
sup
u∈[0,T ]
cnu
] 1
n
<∞.
Hence, the local martingale term in (A.3) is a Q-martingale.
We now show that the supremum of the positive part of the integrand in the ds-term in (A.3)
is Q-integrable. To this end, we compute
sup
s∈[0,ε−2T ]
{(
−n Xεs
∣∣Xεs∣∣n−2 Lε2scε2sg (Mε2sXεs)+ n(n− 1)2 cε2s ∣∣Xεs∣∣n−2
)+}
6 sup
s∈[0,ε−2T ]
n(n− 1)
2
cε2s
∣∣Xεs∣∣n−2 .
Now the claim follows from the Cauchy-Schwarz inequality, the stated integrability assumptions
and the fact that supt∈[0,ε−2T ] |Xεt | has moments of orders up to 2N under Q.
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Thus, the function jn,ε : [0, ε
−2T ]→ R ∪ {−∞} given by
jn,ε(t) = −nEQ
[
X
ε
t
∣∣Xεt ∣∣n−2 Lε2tcε2tg (Mε2tXεt)]+ n(n− 1)2 EQ [cε2t ∣∣Xεt ∣∣n−2] (A.4)
is well defined and bounded from above. Define the function Jn,ε : [0, ε
−2T ] → R by Jn,ε(t) =
EQ
[∣∣Xεt ∣∣n]. After taking Q-expectations in (A.3), Fubini’s theorem and the fundamental theorem
of calculus for Lebesgue-measurable functions show that Jn,ε is absolutely continuous and almost
everywhere differentiable with derivative jn,ε. In particular jn,ε is almost everywhere finite and
Lebesgue-integrable.
We proceed to derive a differential inequality for Jn,ε. To this end, we first use the fact that g
is odd and that by condition (1.2), xg(x) > 0 and xg(x) > a |x|q+1 − a˜ for some constants a, a˜ > 0
and all x ∈ R. This yields
jn,ε(t) 6 −nEQ
[
Lε2tcε2t ∧Mε2t
Mε2t
∣∣Xεt ∣∣n−2 (a ∣∣Xεt ∣∣q+1M q+1ε2t − a˜)]+ n(n− 1)2 EQ [cε2t ∣∣Xεt ∣∣n−2]
6 −anEQ
[
(Lε2tcε2t ∧Mε2t)q+1
∣∣Xεt ∣∣n−1+q]+ EQ [(na˜+ n(n− 1)2 cε2t
) ∣∣Xεt ∣∣n−2] . (A.5)
We now estimate the first term on the right-hand side of (A.5). We consider two cases separately
for the growth condition (1.2): strictly superlinear growth (lim infx→∞
g(x)
xq > 0 for q > 1) and
linear growth (lim infx→∞
g(x)
x > 0). In the first case, we use the reverse Ho¨lder inequality (with
power nn+q−1) and the inequality |x|
n+q−1
n > |x| − 1 for x ∈ R. This gives
EQ
[
(Lε2tcε2t ∧Mε2t)q+1
∣∣Xεt ∣∣n−1+q ] > EQ [∣∣Xεt ∣∣n]n+q−1n EQ [(Lε2tcε2t ∧Mε2t)− (q+1)nq−1 ]− q−1n
>
(
EQ
[∣∣Xεt ∣∣n]− 1)EQ
[
sup
u∈[0,T ]
(Lucu ∧Mu)−
(q+1)n
q−1
]− q−1
n
.
In the second case, we obtain similarly from Assumption 2 (see Remark 1.3) that
EQ
[
(Lε2tcε2t ∧Mε2t)2
∣∣Xεt ∣∣n ] > ess infu∈[0,T ] {(Lucu ∧Mu)2}EQ[ ∣∣Xεt ∣∣n ]
Plugging this into (A.5) and setting
Cn :=
an EQ
[
supu∈[0,T ] (Lucu ∧Mu)−
(q+1)n
q−1
]− q−1
n
, if q > 1,
an ess infu∈[0,T ]
{
(Lucu ∧Mu)2
}
, if q = 1,
this yields
jn,ε(t) 6 −CnJn,ε(t) + Cn1{q>1} + EQ
[(
na˜+
n(n− 1)
2
cε2t
) ∣∣Xεt ∣∣n−2] . (A.6)
We now establish (A.1) for n = 2 and use it to prove the result for general integer n > 3 by
induction. For n = 2, the Q-expectation on the right hand side of (A.6) can be bounded by
EQ
[
2a˜+ supu∈[0,T ] cu
]
and then (A.1) follows from Lemma A.2. For n > 3, assume that Jn−1,ε(t) 6
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Cn−1 for some Cn−1 > 0. Then Ho¨lder’s inequality and the inequality (a+b)
n−1 ≤ 2n−1(an−1+bn−1)
for a, b ≥ 0 give
jn,ε(t) 6 −CnJn,ε(t) + Cn1{q>1} + 2
(
(na˜)n−1 +
(n(n− 1)
2
)n−1
EQ
[
sup
u∈[0,T ]
cn−1u
]) 1
n−1
C
n−2
n−1
n−1 .
Now (A.1) follows from Lemma A.2.
The following differential inequality is used in the proof of Lemma A.1.
Lemma A.2. Let C,C ′ > 0 ∈ R be constants and J : [0, T ] → R be an absolutely continuous
function with almost everywhere derivative j satisfying the differential inequality
j(t) 6 C −C ′J(t) a.e., J(0) = J0.
Then there exists a positive constant C ′′ such that J(t) 6 C ′′ on [0, T ].
Proof. Define the function t 7→ C1(t) := j(t) + C ′J(t). Then C1 6 C a.e. and J satisfies the ODE
j(t) = C1(t)− C ′J(t) a.e, J(0) = J0.
This ODE has the explicit solution J(t) = e−C
′t
(
J0 +
∫ t
0 C1(s)e
C′sds
)
, which yields the desired
bound:
J(t) 6 J0 +
C
C ′
, t ∈ [0, T ].
Note that we could not use Gronwall inequality here, as the factor in front of the function J is
negative.
A.2 A Uniform Integrability Result
With the help of Lemma A.1, we can now establish our result on uniform integrability:
Lemma A.3. Suppose that Assumptions 1 and 2 are satisfied. Then:
sup
ε>0
E
[∫ T
0
H
p(1+η)
t f
(
KtX
ε
t
ε
)p(1+η)
dt
]
<∞. (A.7)
Proof. Using the polynomial bound (1.3) for f and Ho¨lder’s inequality, we obtain
E
[∫ T
0
H
p(1+η)
t f
(
KtX
ε
t
ε
)p(1+η)
dt
]
6 CfE
[∫ T
0
H
p(1+η)
t
∣∣∣∣KtXεtε
∣∣∣∣pq′(1+η) dt
]
+ CfE
[∫ T
0
H
p(1+η)
t dt
]
6 CfE
[∫ T
0
(
HtK
q′
t
)2p(1+η)
dt
] 1
2
E
[∫ T
0
∣∣∣∣Xεtε
∣∣∣∣2pq′(1+η) dt
] 1
2
+ CfE
[∫ T
0
H
p(1+η)
t dt
]
. (A.8)
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By Assumption 2, the first expectation in the first term and the last term on the right-hand side of
(A.8) are finite and independent of ε. By Fubini’s theorem, Lemma A.1, Ho¨lder’s inequality and
Assumption 1 the second expectation in the first term is also finite,
E
[∫ T
0
∣∣∣∣Xεtε
∣∣∣∣2pq′(1+η) dt
]
=
∫ T
0
E
[∣∣∣∣Xεtε
∣∣∣∣2pq′(1+η)
]
dt =
∫ T
0
EQ
[
dP
dQ
∣∣∣∣Xεtε
∣∣∣∣2pq′(1+η) ]dt
6
∫ T
0
EQ
[(
dP
dQ
)2] 1
2
EQ
[ ∣∣∣∣Xεtε
∣∣∣∣4pq′(1+η) ] 12dt
= TE
[
dP
dQ
] 1
2
√
C4pq′(1+η) <∞.
This concludes the proof.
B A Maximal Inequality for Square-Root Processes
In this section, we establish a maximal inequality for square-root processes which is inspired by
a result of Peskir [29].15 This estimate is crucial for establishing Lemma B.4 which in turn is
necessary to concatenate the infinitesimal estimates from Proposition 4.4 to establish Theorem 1.4
in Section 4.2, but also of independent interest.
Proposition B.1. Let (Yt)t>0 be the unique strong solution of the SDE
dYt = ν(θ − Yt) dt+ σ
√
YtdBt, Y0 = y0, (B.1)
where y0 > 0, the constants ν, θ, σ > 0 satisfy
2νθ
σ2
< 1, and (Bt)t>0 is a Brownian motion on some
filtered probability space. Set γ := 2ν
σ2
and, for n ∈ N, define
C1(y0, γ, σ, n) :=
(
1 + 8n
(
yn0 + γ
−2n + 4nσn
))(
2 +
(
2nyn−10 +
2 + 8nγ−2n
y0
)(
1 +
12
y0
((n+ 1)!) γ−1
))
,
C2(y0, γ, n) := 4
nγ−n
(
2 +
(
2nyn−10 +
2 + 8nγ−2n
y0
)(
1 +
12
y0
((n+ 1)!) γ−1
))
.
Then for any n > 0 and any finite stopping time τ ,
E
[
max
06t6τ
Y nt
]
6C1(y0, γ, σ, n) + C
2(y0, γ, n)E [log(τ ∨ 1)n] . (B.2)
Proof. For n = 0, the claim is trivial. So fix n > 0. The SDE satisfied by Y n for n ∈ N\{0} is
d (Y nt ) =
(
n
(
νθ +
n− 1
2
σ2
)
(Y nt )
n−1
n − nν (Y nt )
)
dt+ nσ (Y nt )
n− 12
n dBt, Y
n
0 = y
n
0 .
We sharpen the arguments of [29] in the present context. We first compute for z > yn0 the scale
function S and the speed measure m of the diffusion Y n. The derivative of S is given by
S′(z) = exp
(
−2
∫ z
yn0
n
(
νθ + n−12 σ
2
)
y
n−1
n − nνy
n2σ2y
2n−1
n
dy
)
=
(
z
yn0
)− 2(νθ+n−12 σ2)
nσ2
exp
(
2ν
σ2
(
z
1
n − y0
))
.
15For square-root processes, the arguments from [29] can be sharpened to obtain constants explicit in the model
parameters. This is needed for the application of the estimate in the companion paper [11].
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The speed measure m in turn is given by
m(yn0 , z] =
∫ z
yn0
2
n2σ2S′(y)
y−
2n−1
n dy
=
2
n2σ2
exp
(
2νy0
σ2
)
y
− 2νθ
σ2
+1−n
0
∫ z
yn0
y
−(2n−1)σ2+2(νθ+n−12 σ2)
nσ2 exp
(
−2ν
σ2
y
1
n
)
dy
=
2
n2σ2
exp
(
2νy0
σ2
)
y
− 2νθ
σ2
+1−n
0
∫ z
yn0
y
2νθ
nσ2
−1 exp
(
−2ν
σ2
y
1
n
)
dy
=
2
n2σ2
exp
(
2νy0
σ2
)
y
− 2νθ
σ2
+1−n
0
∫ z 1n
y0
x
2νθ
σ2
−1 exp
(
−2ν
σ2
x
)
dx.
Define the function F : [yn0 ,∞)→ [0,∞) (as in [29, Theorem 2.5]) for x > yn0 by
F (x) =
∫ x
yn0
m(yn0 , z]S
′(z)dz =
2
nσ2
∫ x
yn0
z−
2(νθ+n−12 σ2)
nσ2 exp
(
2ν
σ2
z
1
n
)∫ z 1n
y0
y
2νθ
σ2
−1 exp
(
−2ν
σ2
y
)
dy dz
=
2
σ2
∫ x 1n
y0
v−
2νθ
σ2 e
2ν
σ2
v
∫ v
y0
y
2νθ
σ2
−1e−
2ν
σ2
ydy dv
=
2
σ2
∫ x 1n
y0
v−γθeγv
∫ v
y0
yγθ−1e−γydy dv, (B.3)
where γ := 2νσ2 . It is not difficult to check that F is strictly increasing with limx→∞ F (x) = +∞,
continuously differentiable on [yn0 ,∞) and twice continuously differentiable on (yn0 ,∞). Next, define
the function G : [0,∞) → [0,∞) by G(x) = 1{x>yn0 }F (x). Note that G is twice continuously
differentiable everywhere, except at yn0 . Applying Itoˆ’s formula as in [32, Exercise 4.20] to G(Y
n
t )
(note that the infinitesimal generator of the diffusion Y n applied to G gives 0 on [0, yn0 ) and 1 on
(yn0 ,+∞), and that G(Y n0 ) = 0), we obtain
G(Y nt ) 6 t+
∫ t
0
G′ (Y nt )nσ (Y
n
t )
n− 12
n dBs.
By localization of Y n and the monotone convergence theorem (G is nondecreasing), it follows that,
for any finite stopping time τ ,
E [G(Y nτ )] 6 E[τ ].
Denote by H : [0,∞) → [yn0 ,∞) the inverse of F , which like F is increasing and continuously
differentiable on [0,∞). Then by Lenglart’s domination principle in the form of [29, Lemma 2.1]
with Zt = G(Y
n
t ) and At = t, we obtain for any finite stopping time τ ,
16
E
[
sup
06t6τ
H(G(Y nt ))
]
6 E
[
H˜ (τ)
]
,
where the function H˜ : [0,∞)→ [0,∞] is given by
H˜(y) = y
∫ ∞
y
1
z
H ′(z)dz + 2H(y).
16Note that the assumption that H(0) = 0 can be replaced by H(0) > 0 in [29, Lemma 2.1].
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Now using that H(G(x)) = x for x ∈ [yn0 ,∞) and H(G(x)) = H(0) = yn0 > x for x ∈ [0, yn0 ), we
obtain for any finite stopping time τ ,
E
[
sup
06t6τ
Y nt
]
6 E
[
sup
06t6τ
H(G(Y nt ))
]
6 E
[
H˜ (τ)
]
. (B.4)
We proceed to estimate H˜(y). A change of variable yields
H˜(y) 6
(
sup
x>yn0
F (x)
x
∫ ∞
x
dz
F (z)
+ 2
)
H(y), y ∈ [0,∞). (B.5)
In order to estimate both factors on the right-hand side of (B.5), we need to establish lower and
upper bounds for the function F .
First, we establish an upper bound for F . It follows from (B.3) and the assumption γθ < 1 that
for x ∈ [yn0 ,∞),
F (x) =
2
σ2
∫ x 1n
y0
v−γθeγv
∫ v
y0
yγθ−1e−γydy dv 6
2
σ2
y−γθ0 y
γθ−1
0
∫ x 1n
y0
eγv
∫ v
y0
e−γydy dv
6
2
γσ2y0
∫ x 1n
y0
eγv
(
e−γy0 − e−γv) dv 6 2e−γy0
γσ2y0
∫ x 1n
y0
eγvdv 6
2e−γy0
γ2σ2y0
(
eγx
1
n − eγy0
)
6
2e−γy0
γ2σ2y0
eγx
1
n . (B.6)
Next, we establish a lower bound for F . Set
x¯ := 2nyn0 + 1 + 8
nγ−2n > 2nyn0 +
(
4 log(2)
γ
∨ 8
γ2
)n
>
(
y0 +
2 log(2)
γ
)n
∨ 8
n
γ2n
,
where the first inequality follows from the fact that 8γ2 >
4 log(2)
γ for γ < 2/ log(2) and
4 log(2)
γ ≤
2 log(2)2 < 1 for γ ≥ 2/ log(2), and the second inequality follows from the elementary inequality
(a+ b)n 6 2n(an + bn) for a, b, n > 0.
Then using γθ < 1 together with the elementary inequalities of Lemma B.2, we obtain for x > x¯:
F (x) =
2
σ2
∫ x 1n
y0
v−γθeγv
∫ v
y0
yγθ−1e−γydy dv >
2
σ2
∫ x 1n
y0
v−γθvγθ−1eγv
∫ v
y0
e−γydy dv
>
2
γσ2
∫ x 1n
y0
v−1eγv
(
e−γy0 − e−γv) dv > e−γy0
γσ2
∫ x 1n
y0+
log(2)
γ
v−1eγvdv
>
e−γy0
γσ2
x−
1
n
∫ x 1n
y0+
log(2)
γ
eγvdv =
e−γy0
γ2σ2
x−
1
n
(
eγx
1
n − eγ(y0+
log(2)
γ
)
)
>
e−γy0
2γ2σ2
x−
1
n eγx
1
n (B.7)
>
e−γy0
2γ2σ2
e
γ
2
x
1
n . (B.8)
In view of (B.8) and since F is increasing, it follows that
H(y) 6
(
2 log(y)
γ
+ 2y0 +
4
γ
log(2γσ)
)n
6
(
2 log(y)
γ
+ 2y0 + 8σ
)n
6 4nγ−n log(y)n + 8nyn0 + 32
nσn, for y > F (x¯). (B.9)
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Here, we have used in the last two steps the elementary inequalities log(x) 6 x for x ∈ (0,∞) and
(a+ b)n 6 2n(an + bn) for a, b, n > 0. Moreover, for y ∈ [0, F (x¯)], using again that F is increasing,
we have
H(y) 6 x¯. (B.10)
Combining (B.9) and (B.10), we obtain for all y ∈ [0,∞),
H(y) 6 4nγ−n log(y ∨ 1)n + 1 + 8n(yn0 + γ−2n + 4nσn). (B.11)
Finally, we derive an upper bound for supx>1
F (x)
x
∫∞
x
dz
F (z) + 2. First, by (B.7), a change of
variables, and Lemma B.3 (noting that (x¯)
1
nγ > 1), we obtain for x > x¯ that∫ ∞
x
dz
F (z)
6 2γ2σ2eγy0
∫ ∞
x
z
1
n e−γz
1
n dz = 2nγ2σ2eγy0
∫ ∞
x
1
n
wne−γwdw
6 6n(n!)γσ2eγy0xe−γx
1
n
6 6(n + 1)!γσ2eγy0xe−γx
1
n . (B.12)
Putting together Equations (B.6) and (B.12), we obtain for x > x¯,
F (x)
x
∫ ∞
x
dz
F (z)
6
12
y0
((n + 1)!) γ−1. (B.13)
Using that F is increasing, and the estimate (B.13), we obtain for x ∈ [y0, x¯],
F (x)
x
∫ ∞
x
dz
F (z)
6
1
y0
(∫ x¯
x
F (x)
F (z)
dz + F (x¯)
∫ ∞
x¯
dz
F (z)
)
6
1
y0
(∫ x¯
x
dz + x¯
F (x¯)
x¯
∫ ∞
x¯
dz
F (z)
)
6
1
y0
(
x¯+ x¯
12
y0
((n+ 1)!) γ−1
)
. (B.14)
Combining (B.14) and (B.13) gives
sup
x>1
F (x)
x
∫ ∞
x
dz
F (z)
+ 2 6 2 +
x¯
y0
(
1 +
12
y0
((n+ 1)!) γ−1
)
. (B.15)
Now, the result follows from (B.4), (B.5), (B.11), and (B.15).
The following elementary estimates are used in the proof of Proposition B.1:
Lemma B.2. Let γ > 0 and y > 0. Then:
1
x
exp(γx) > exp
(γ
2
x
)
, for all x >
8
γ2
, (B.16)
exp(γx)− exp(γy) > 1
2
exp(γx), for all x > y +
log(2)
γ
, (B.17)
exp(−γy)− exp(−γx) > 1
2
exp(−γy), for all x > y + log(2)
γ
. (B.18)
Lemma B.3. Let γ > 0, n ∈ N and y > 1γ . Then:∫ ∞
y
xn exp(−γx)dx 6 3(n!)γ−1yn exp(−γy).
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Proof. Set w := γy > 1. Then by a change of variables,∫ ∞
y
xn exp(−γx)dx = γ−1−n
∫ ∞
w
zn exp(−z)dz.
Moreover, integration by parts (and induction) together with w > 1 give∫ ∞
w
zn exp(−z)dz =
n∑
k=0
wn−k
n!
(n− k)! exp(−w) 6 w
n exp(−w)
n∑
k=0
n!
(n− k)!
6 3(n!)wn exp(−w).
Using Proposition B.1, we now establish a moment estimate for the supremum of Xε/ε that is
used in Section 4.2.
Lemma B.4. Suppose that Assumption 1 is satisfied and there is κ ∈ (0, 1) such that
Lt,Mt ∈
[
κ,
1
κ
]
, t ∈ [0, T ]. (B.19)
Set
z0 := 2 lim sup
ε→0
(xε0)
2/ε2 ∨ 1. (B.20)
Then, for n ∈ N and ε > 0:
E
[
max
06t6T
(
Xεt
ε
)n]
6 EP
[
dP
dQ
] 1
2
(√
C1(z0, aκ2, 2, n) +
√
C2(z0, aκ2, n)×
× E
[(
dQ
dP
)2 ] 1
2
E
[
log
( ∫ T
0
ε−2ctdt ∨ 1
)2n] 14)
= O
(
log
(
1
ε
)n
2
)
. (B.21)
Here, the functions C1 and C2 are defined as in Proposition B.1, and a is a positive constant such
that xg(x) > a |x|2 − 14 for all x ∈ R.
Proof. Using Proposition B.1, we show below that
EQ
[
max
06t6T
(
Xεt
ε
)2n]
6 C1(z0, aκ
2, 2, n) + C2(z0, aκ
2, n)EQ [log(ξ
ε ∨ 1)n] , (B.22)
where ξε :=
∫ T
0 ε
−2ctdt is as in (3.1). Then by the Cauchy–Schwarz inequality, the elementary
inequality
√
b+ c 6
√
b+
√
c for b, c > 0, and again the Cauchy–Schwarz inequality, we obtain
E
[
max
06t6T
(
Xεt
ε
)n]
6 EQ
[(
dP
dQ
)2] 1
2
EQ
[
max
06t6T
(
Xεt
ε
)2n] 12
6 E
[
dP
dQ
] 1
2 (√
C1(z0, aκ2, 2, n) +
√
C2(z0, aκ2, n)EQ [log(ξ
ε ∨ 1)n] 12
)
6 E
[
dP
dQ
] 1
2
(√
C1(z0, aκ2, 2, n) +
√
C2(z0, aκ2, n)E
[(
dQ
dP
)2 ] 1
2
E
[
log(ξε ∨ 1)2n] 14)
= O
(
log
(
1
ε
)n
2
)
.
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It remains to prove (B.22). The definition of the rescaled and time-changed process (3.3) gives
EQ
[
max
06t6T
(
Xεt
ε
)2n]
= EQ
[
max
06ξ6ξε
(
X˜εξ
)2n]
. (B.23)
Under Q, (X˜εξ )
2 satisfies the SDE
d
(
X˜εξ
)2
=
(
1− 2LuεξX˜εξ g
(
MuεξX˜
ε
ξ
))
1{ξ6ξε}dξ + 2
√(
X˜εξ
)2
1{ξ6ξε}dB˜
ε,Q
ξ ,
where
B˜ε,Qξ =
∫ ξ
0
sgn
(
X˜εy
)
dW˜ ε,Qy
is a Q-Brownian motion stopped at ξε. Furthermore, the growth condition of g (1.2) implies that
there exist a constant a such that xg(x) > a |x|2 − 14 . In view of (B.19),
1− 2Luε
ξ
xg
(
Muε
ξ
x
)
6 1− 2
Luεξ ∧Muεξ
Muεξ
Muε
ξ
xg
(
Muε
ξ
x
)
6 1− 2
Luεξ ∧Muεξ
Muεξ
(
aM2uε
ξ
|x|2 − 1
4
)
6
3
2
− 2aκ2 |x|2 , a.s., for x ∈ R.
Using the comparison result established in Lemma C.1, we have Q
[(
X˜εξ
)2
6 Zξ, for all 0 6 ξ 6 ξ
ε
]
,
where Z is the solution of the SDE
dZt =
(
3
2
− 2aκ2Zt
)
dt+ 2
√
ZtdB˜
ε,Q
t , Z0 = z0,
where z0 is defined in (B.20). This is a special case of the equation (B.1) studied in Proposition
B.1 with ν = 2aκ2, θ = 34aκ2 , σ = 2 and γ = aκ
2. Combining (B.23) and (B.2), we finally obtain
the asserted estimate:
EQ
[
max
06t6T
(
Xεt
ε
)2n]
6 EQ
[
max
06ξ6ξε
Znξ
]
6 C1(z0, aκ
2, 2, n) + C2(z0, aκ
2, n)EQ [log (ξ
ε ∨ 1)n] .
This completes the proof.
C A Comparison Result for SDEs
In this appendix, we establish a comparison result for one-dimensional SDEs that is used at various
points in the proofs of our main results. It extends the standard argument from [22, Proposi-
tion 5.2.18] to the case of random initial conditions as well as drift and diffusion coefficients that
are not globally Lipschitz:
Lemma C.1. Let (Ω,F ,F = (Ft)t>0,P) be a filtered probability space satisfying the usual condi-
tions. Let τ be an F-stopping time taking values in [0,∞], (ct)t>0 an Rd-valued, locally bounded
and F-adapted process, (Wt)t>0 a continuous F-adapted process that is a standard Brownian motion
on J0, τK, and Ω0 ∈ F0. Suppose (Y (1)t )t>0 and (Y (2)t )t>0 are continuous F-adapted processes that
satisfy the SDEs
dY
(i)
t = b
(i)(ω, t, Y
(i)
t )1{t6τ}dt+ h
(
ct, Y
(i)
t
)
1{t6τ}dWt, Y
(i)
0 = y
(i)
0 , (C.1)
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where y
(i)
0 > 0 is F0-measurable and b(i) is F-predictable for i = 1, 2, and h is 1/2-Ho¨lder continuous
in its second variable: ∣∣h(c, x)− h(c, y)∣∣ 6 K(c)√|x− y|,
where K is a locally bounded function from Rd to R+. Set
Ω˜τ0 := {(ω, t) ∈ Ω× [0,∞) : ω ∈ Ω0, t ∈ [0, τ(ω)]}
and assume that:
(i) b(1)(ω, t, y) 6 b(2)(ω, t, y) for all (ω, t) ∈ Ω˜τ0 and y ∈ R+;
(ii) y
(1)
0 (ω) 6 y
(2)
0 (ω) for all ω ∈ Ω0;
(iii) Either b(1) or b(2) is locally one-sided Lipschitz in x, uniformly in (ω, t) ∈ Ω˜τ0, i.e.
∀x1 ∈ R,∃rx1 : ∀x2 ∈ [x1 − rx1 , x1], b(i)(ω, t, x1)− b(i)(ω, t, x2) 6 Kx1(x1 − x2),
for some Kx1 > 0 and all (t, ω) ∈ Ωτ0.
Then
P
[
1Ω0Y
(1)
t 6 1Ω0Y
(2)
t , for all t > 0
]
= 1. (C.2)
Proof. We may assume without loss of generality that b(1) satisfies (iii). By a standard localization
argument, we may assume that b(1) is globally one-sided Lipschitz in x, uniformly in (ω, t) ∈ Ω˜τ0 ,
with Lipschitz constant K > 0. By a further localization argument, we may assume that c, the
function K, Y (1) and Y (2) are bounded by a constant L > 0.
By the construction in the proof of [22, Proposition 5.2.13], there exists a nondecreasing sequence
(ϕn)n∈N\{0} of nonnegative C
2 functions such that:
(a) for each n, ϕn is supported on [an,∞) for some constant an > 0, and satisfies 0 6 ϕ′n(x) 6 1
and 0 6 ϕ′′n(x) 6
2
nx for x > 0;
(b) limn→∞ ϕn(x) = x
+ for x ∈ R.
Fix t > 0 and n ∈ N \ {0}. Set ∆t := Y (1)t − Y (2)t . By Itoˆ’s formula, the 1/2-Ho¨lder continuity of
h, the fact that 0 6 ϕ′′n(x) 6
2
nx for x > 0 by Property (a), and the assumption that K 6 L, we
obtain
ϕn(∆t) = ϕn(∆0) +
∫ t
0
ϕ′n(∆s)
(
b(1)(ω, s, Y (1)s )− b(2)(ω, s, Y (2)s )
)
1{s6τ}ds
+
1
2
∫ t
0
ϕ′′n(∆s)
(
h
(
cs, Y
(1)
s
)− h(cs, Y (2)s ))2 1{s6τ}ds
+
∫ t
0
ϕ′n(∆s)
(
h
(
cs, Y
(1)
s
)− h(cs, Y (2)s ))1{s6τ}dWs
6 ϕn(∆0) +
∫ t
0
ϕ′n(∆s)
(
b(1)
(
ω, s, Y (1)s
)− b(2)(ω, s, Y (2)s ))1{s6τ}ds+ tLn
+
∫ t∧τ
0
ϕ′n(∆s)
(
h
(
cs, Y
(1)
s
)− h(cs, Y (2)s ))1{s6τ}dWs. (C.3)
Now multiply the inequality (C.3) with 1Ω0 , use that ∆0 6 0 on Ω0 by Assumption (ii), and note
that
∫ ·
0 ϕ
′
n(∆s)h(cs, Y
(i)
s )dWs is a martingale for i ∈ {1, 2} since K(c), Y (1) and Y (2) are bounded
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and 0 6 ϕ′n(x) 6 1 for x > 0 by Assumption (a). Also taking into account Assumption (i), that
ϕ′(x) = 0 on R− and that b
(1) is one-sided Lipschitz in x, uniformly in (ω, t) ∈ Ω˜τ0 , with constant
K > 0, it follows that
E [1Ω0ϕn(∆t)] 6 0 + E
[∫ t
0
1{∆s>0}ϕ
′
n(∆s)1Ω01{s6τ}
(
b(1)(ω, s, Y (1)s )− b(1)(ω, s, Y (2)s )
)
ds
]
+ E
[∫ t
0
ϕ′n(∆s)1Ω01{s6τ}
(
b(1)(ω, s, Y (2)s )− b(2)(ω, s, Y (2)s )
)
ds
]
+
tL
n
+ 0
6 KE
[∫ t
0
1Ω0
∣∣∆s∣∣1{∆s>0}ds]+ 0 + tLn .
Letting n→∞, monotone convergence, Property (b) and Fubini’s theorem give
E
[
1Ω0
(
∆t
)+]
6 K
∫ t
0
E
[
1Ω0
(
∆s
)+]
ds.
Now apply Gronwall’s inequality to the function
h(s) := E
[
1Ω0
(
∆s
)+]
> 0.
This yields h(s) = 0 for s ∈ [0, t], and in turn 1Ω0Y (1)s 6 1Ω0Y (2)s P-a.s. for s ∈ [0, t]. The result
now follows from the continuity of the paths of Y 1 and Y 2.
Remark C.2. Note that this rather general comparison result accommodates, in particular, “bang-
bang”-controlled SDEs of the form
dXεt = −
1
ε
sgn(Xεt )dt+ dWt.
This is because our arguments only require the drift functional to be one-sided Lipschitz, as was
kindly pointed out to as by one of the anonymous reviewers.
D Auxiliary Results
D.1 Existence results for SDEs
The following two strong existence results are somewhat nonstandard because the volatility func-
tions are not locally Lipschitz at 0 and, in the second result, the drift and volatility coefficient are
not necessarily Markov.
Lemma D.1. Let (Ω,F ,F = (Ft)t>0,P) be a filtered probability space satisfying the usual condi-
tions, y0 > 0 be an F0-measurable random variable, and (Wt)t>0 an F-Brownian motion. Moreover,
let b : R→ R be locally Lipschitz, nonnegative on R+, odd and null at zero. Then the SDE
dYt =
(
1− 2
√
Ytb
(√
Yt
))
dt+ 2
√
YtdWt, Y0 = y0, (D.1)
has a unique strong solution.
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Proof. By [22, Corollary 5.3.23], it suffices to show that weak existence and pathwise uniqueness
hold for the SDE (D.1). To establish weak existence, consider the SDE
dZt = −b(Zt)dt+ dWt, Z0 = √y0. (D.2)
It follows by the same argument as in Proposition 1.1 that Z has a unique strong solution. Now
set Y := Z2 and define the Brownian motion B by
Bt =
∫ t
0
sgn(Zt)dWt.
Then Y satisfies the SDE
dYt =
(
1− 2
√
Ytb(
√
Yt)
)
dt+ 2
√
YtdBt, Y0 = y0,
and so (D.1) has a weak solution.
Pathwise uniqueness follows from Lemma C.1 with τ = +∞, Ω0 = Ω and b1(ω, t, y) =
b2(ω, t, y) = 1 − 2√yb(√y) and y10 = y20. Note that x 7→
√
xb(
√
x) is locally Lipschitz under
the assumptions on b.
Lemma D.2. Let (Ω,F ,F = (Ft)t∈[0,T ],P) be a filtered probability space satisfying the usual con-
ditions, y0 > 0 be an F0-measurable random variable, and (Wt)t∈[0,T ] an F-Brownian motion.
Moreover, let n ∈ N \ {0} and (ct)t∈[0,T ] be a positive, continuous and F-adapted process satisfying
E
[∫ T
0
c2ns ds
]
<∞. (D.3)
Then the SDE
dYt = ctdt+ 2
√
Yt
√
ctdWt, Y0 = y0, (D.4)
has a unique strong solution. Moreover,
E
[
sup
t∈[0,T ]
(Yt)
2n
]
<∞. (D.5)
Proof. Existence of a unique strong solution follows by a time change argument. Indeed, use the
time change from Lemma 3.1 with ε = 1 and just write uξ instead of u
1
ξ . Then writing W˜ξ instead
of W˜ 1ξ and setting Y˜ξ := Yuξ , it suffices to show that the SDE
dYξ = dξ + 2
√
YξdW˜ξ, Y˜0 = y0
has a unique strong solution. This is clear as this is the SDE satisfied by the square of a one-
dimensional Bessel process started at y0; cf. [31, Definition XI.1.1] and note that this result extends
to non-trivial initial condition by virtue of [22, Corollary 5.3.23].
We proceed to derive (D.5). Define the process Z by
dZt =
√
ctdWt, Z0 =
√
y0. (D.6)
Then Z is a martingale with finite 4n-th moments by (D.3). In particular by the Burkholder-Davis-
Gundy inequality, E
[
supt∈[0,T ] Z
4n
t
]
< ∞. Define the process Y by Y := Z2. Then Y is a weak
solution of the SDE (D.4). Now (D.5) follows from the fact that supt∈[0,T ] Y
2n
t = supt∈[0,T ] Z
4n
t and
uniqueness in law of any strong or weak solution to (D.4).
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D.2 An Ergodic Result
This section contains an ergodic theorem for the one-dimensional diffusions defined in (4.14), which
is used in the proof of Lemma 4.3. For constants l,m > δ > 0 and y > 0, consider the following
two SDEs on some filtered probability space:
dY ±t =
(
1− 2(l ∓ δ)
√
Y ±t g
(
(m∓ δ)
√
Y ±t
))
dt+ 2
√
Y ±t dBt, Y0 = y, (D.7)
for a standard Brownian motion (Bt)t>0. (Existence and uniqueness follow from Lemma D.1.)
Lemma D.3. The diffusions Y +, Y − are recurrent; their speed measures are finite and have the
following densities:
ν±(y) =
1
2
y−
1
2 exp
(
− 2 l ∓ δ
m∓ δG ((m∓ δ)
√
y) + 2
l ∓ δ
m∓ δG(m∓ δ)
)
1{y>0}.
Proof. To prove that Y +, Y − are recurrent, first note that this property only depends on the
respective laws. Whence, it is enough to verify it for any weak solutions of the SDEs (D.7).
Such solutions are given by the squares of the solutions of the SDE (3.7) with constant coefficients
L = l±δ, M = m±δ, and without stopping. To prove recurrence of Y ± on R+ it is in turn sufficient
to verify recurrence of these solutions on R, which follows from [22, Proposition 5.5.22(a)].
To compute the speed measures of Y +, Y −, first note that the respective scale functions (cf. [22,
Equation (5.42)] are
p±(y) =
∫ y
1
exp
(
−2
∫ x
1
1− 2(l ∓ δ)√zg ((m∓ δ)√z)
4z
dz
)
dx
=
∫ y
1
x−
1
2 exp
(
2
(l ∓ δ)
(m∓ δ)G
(
(m∓ δ)√x)− 2 (l ∓ δ)
(m∓ δ)G(m∓ δ)
)
dx, for y > 0,
where G(x) =
∫ x
0 g(y)dy. The asserted formulas for the densities of the corresponding speed
measures in turn follows directly from the definition [22, Equation (5.51)]. Finiteness follows
from an elementary integration near zero and the growth condition (1.2) for the function g near
infinity.
Lemma D.3, the ergodic theorem as in [7, Section II.35], the growth condition for the functions
f and g, and a change of variable in turn yield the following ergodic limits:
Lemma D.4. Suppose l,m > δ > 0. Then, for any k > 0:
lim
x→∞
1
x
∫ x
0
f
(
(k + δ)
√
Y +t
)
dt =
∫
R+
f
(
(k+δ)
m−δ y
)
exp
(
−2 l−δm−δG(y)
)
dy∫
R+
exp
(
−2 l−δm−δG(y)
)
dy
a.s.
lim
x→∞
1
x
∫ x
0
f
(
k(1− δ)
√
Y −t
)
dt =
∫
R+
f
(
k(1−δ)
m+δ y
)
exp
(
−2 l+δm+δG(y)
)
dy∫
R+
exp
(
−2 l+δm+δG(y)
)
dy
a.s.
D.3 A Result from Measure Theory
The following result from measure theory is used in the proof of Theorem 1.4:
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Lemma D.5. Let (aε,1t )t∈[0,T ] be a family of product-measurable processes indexed by ε ∈ (0, 12) and
(a2t )t∈[0,T ] a product measurable-process. Suppose that, for Leb|[0,T ]-a.e. t ∈ [0, T ], aε,1t converges
in probability to a2t as ε → 0. Moreover, assume that |aε,1|p is uniformly integrable (as a family
indexed by ε) with respect to P ⊗ Leb|[0,T ] and that a2 ∈ Lp(P ⊗ Leb|[0,T ]) for some p > 1. Then∫ ·
0 a
ε,1
s ds→
∫ ·
0 a
2
sds in Sp([0, T ]).
Proof. First, we show that aε,1 converges to a2 in measure under P ⊗ Leb|[0,T ]. Indeed, for fixed
t ∈ [0, T ], convergence in probability of aε,1t to a2t is equivalent to
E
[∣∣∣a2t − aε,1t ∣∣∣ ∧ 1]→ 0 as ε→ 0.
Thus, by Fubini’s theorem and dominated convergence, we obtain
E
[∫ T
0
(∣∣∣a2t − aε,1t ∣∣∣ ∧ 1) dt]→ 0 as ε→ 0,
which is equivalent to convergence in measure under P⊗ Leb|[0,T ] of aε,1 to a2.
Next [21, Proposition 4.12] implies that aε,1 → a2 in Lp(P ⊗ Leb|[0,T ]). The assertion in turn
follows from Jensen’s inequality via
lim sup
ε→0
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
aε,1s ds−
∫ t
0
a2sds
∣∣∣∣p
]
6 T p−1 lim sup
ε→0
E
[∫ T
0
∣∣aε,1s − a2s∣∣p ds] = 0.
D.4 An Integrability Result
The following result is used in the reduction to bounded coefficients in Section 2.
Lemma D.6. Suppose that Assumption 2 is satisfied. Then:
E
[∫ T
0
(
Hs
∫
R
f
(
Ks
Ms
y
)
exp
(− 2 LsMsG(y))dy∫
R
exp
(− 2 LsMsG(y))dy
)p(1+η)
ds
]
<∞. (D.8)
Proof. We start by estimating the fraction appearing in (D.8). By the growth condition (1.3) for
f and the fact that G is even (because g is odd), it follows that∫
R
f
(
Ks
Ms
y
)
exp
(
−2 LsMsG(y)
)
dy∫
R
exp
(
−2 LsMsG(y)
)
dy
6 Cf + Cf
(
Ks
Ms
)q′ ∫∞
0 y
q′ exp
(
−2 LsMsG(y)
)
dy∫∞
0 exp
(
−2 LsMsG(y)
)
dy
. (D.9)
We proceed to estimate the numerator and denominator in the fraction appearing in (D.9). For
the numerator, we use that by the growth condition (1.2) of g, there are x˜ and C > 0 such that
G(x) > Cx, ∀x > x˜.
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Using this, we obtain∫ ∞
0
yq
′
exp
(
−2 Ls
Ms
G(y)
)
dy 6
x˜q
′+1
1 + q′
+
∫ ∞
x˜
yq
′
exp
(
−2 Ls
Ms
Cy
)
dy
6
x˜q
′+1
1 + q′
+
∫ ∞
0
yq
′
exp
(
−2 Ls
Ms
Cy
)
dy
6
x˜q
′+1
1 + q′
+
(
2C
Ls
Ms
)−q′−1 ∫ ∞
0
zq
′
exp (−z) dy
6
x˜q
′+1
1 + q′
+ Γ(q′ + 1)(2C)−q
′−1
(
Ms
Ls
)q′+1
6 C˜
(
1 +
(
Ms
Ls
)q′+1)
, (D.10)
for some constant C˜ > 0. For the denominator in the fraction appearing in (D.9), we use that G is
continuous and nondecreasing on R+ with G(0) = 0 and limx→∞G(x) = ∞. Thus, there is c > 0
such that G(c) 6 η4p(1+η) . This gives∫ ∞
0
exp
(
−2 Ls
Ms
G(y)
)
dy >
∫ c
0
exp
(
−2 Ls
Ms
G(y)
)
dy >
∫ c
0
exp
(
−2 Ls
Ms
G(c)
)
dy
= c exp
(
− Ls
Ms
G(c)
)
> c exp
(
− Ls
Ms
η
4p(1 + η)
)
. (D.11)
It is an elementary exercise in analysis to show that there is a constant A > 0 such that(
1 + x−q
′−1
)
exp
(
η
4p(1 + η)
x
)
6 A
(
x−q
′−1 + exp
(
η
4p(1 + η)
x
))
, x > 0.
Together with (D.10) and (D.11), it follows that there is a constant C¯ > 1 such that∫∞
0 y
q′ exp
(
−2 LsMsG(y)
)
dy∫∞
0 exp
(
−2 LsMsG(y)
)
dy
6 C¯
((
Ms
Ls
)q′+1
+ exp
(
Ls
Ms
η
4p(1 + η)
))
. (D.12)
Now putting together (D.9) and (D.12), and using the elementary inequality abc 6 a2+ b4 + c4 for
a, b, c > 0, we obtain
Hs
∫
R
f
(
Ks
Ms
y
)
exp
(
−2 LsMsG(y)
)
dy∫
R
exp
(
2 LsMsG(y)
)
dy
6 Cf C¯
(
Hs +HsK
q′
s
(
1
Ls
)q′ Ms
Ls
+HsK
q′
s
(
1
Ms
)q′
exp
(
Ls
Ms
η
4p(1 + η)
))
6 Cf C¯
(
Hs +HsK
q′
s
(
1
Ls ∧Ms
)q′ Ms
Ls
+HsK
q′
s
(
1
Ls ∧Ms
)q′
exp
(
Ls
Ms
η
4p(1 + η)
))
6 Cf C¯
(
Hs + 2
(
HsK
q′
s
)2
+ 2
(
1
Ls ∧Ms
)4q′
+
(
Ms
Ls
)4
+ exp
(
Ls
Ms
η
p(1 + η)
))
(D.13)
The claimed estimate (D.8) in turn follows from (D.13), Assumption 2 and the elementary inequality
(a+ b+ c+ d)p(1+η) 6 4p(1+η)
(
ap(1+η) + bp(1+η) + cp(1+η) + dp(1+η)
)
for a, b, c, d > 0.
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