The objective of this paper is to propose a lot-sizing methodology for an inventory system that faces time-dependent random demands and that seeks to minimize total cost as a function of order, purchase, holding and shortage costs. A two-stage stochastic programming framework is derived to optimize lot-sizing decisions over a time horizon. To this end, we simulate a demand time-series by using a generalized autoregressive moving average structure. The modeling includes covariates of the demand, which are used as predictors of this. We describe an algorithm that summarizes the methodology and we discuss its computational framework. A case study with unpublished real-world data is presented to illustrate the potential of this methodology. We report that the accuracy of the demand variance estimator improves when a temporal structure is considered, instead of assuming time-independent demand. The methodology is useful in decisions related to inventory logistics management when the demand shows patterns of temporal dependence.
Introduction and bibliographical review
The use of inventory models is important when managing a logistically efficient organization [1] [2] [3] . A typical objective for evaluating an inventory system is to minimize the total cost (TC), which is a function of purchase cost, ordering cost per lot (or setup), inventory holding cost, and shortage cost [4] . The inventory system should establish an economic order quantity (EOQ) or lot size to satisfy demand [5, 6] . The EOQ model often considers a single period of decision and assumes a constant rate of demand per unit time (DPUT) . Note that this model can also consider multiple periods with more than one level for the decision stages, but in that case the DPUT rate is frequently non-constant. However, the multi-period EOQ model may conduct to an inventory cost greater than that obtained with single-period EOQ model [4] . a1111111111 a1111111111 a1111111111 a1111111111 a1111111111 corresponding ARMA framework. GARMA model parameters can be estimated via the maximum likelihood method, once the underlying distribution has been assumed. Often a normal distribution is considered in the modeling of DPUT [33] , but other distributions might also be assumed; see, for example, [34] . ARMA and GARMA models are often used to predict future values [29, 32] . GARMA models may also be employed to estimate mean values and find the conditional probability density function to past data, such as it occurs with the DPUT when temporal dependence and covariates are present. This last aspect is of particular interest in probabilistic inventory models.
As DPUT can present temporal dependence, there exists a need to propose inventory models involving this dependence [30, 35] . Such a temporal structure may be added into the inventory costs as part of the objective function or into its constraints. Due to the stochastic nature of the serial dependence of the DPUT values to be modeled (in this case the conditional DPUT over time), SP must be employed in the optimization. Often a method named sample average approximation replaces the original SP problem with Monte Carlo sampling-based methods. Then, the objective function is constructed using scenarios that can be estimated with Monte Carlo sampling. This method assumes that the approximating problem is solved exactly [36] . The optimization may be carried out considering different scenarios for the DPUT, allowing us to generate simulated values (possible realizations or observations) of DPUT with these scenarios. Thus, the simulated values may be clustered with some distance measure [37] . When compared to the standard ELS model, using a two-stage SP approach with time-dependent DPUT can give more flexibility to adjust production or purchase quantities, as well as providing robustness against demand fluctuations [34, 38] . The main objective of this paper is to propose a lot-sizing methodology for an inventory system that faces time-dependent random demands and that seeks to minimize TC as a function of holding and shortage costs. The methodology uses several scenarios based on DPUT data with temporal dependence described by GARMA models. These scenarios consider simulated data which allow the inventory TC to be optimized with a two-stage SP approach. Note that, since the sample average approximation method requires Monte Carlo sampling for generating scenarios, it is necessary to have a random number generator for the GLM and GARMA structures. In the GLM case, there is a method available for this generation. However, for GARMA models, we need to develop a method to generate random numbers that follow this model, which is used only to simulate the data for the experiments. To the best of our knowledge, such a method does not exist in the literature. Thus, a secondary objective of this work is to derive this method.
The paper is organized as follows. Sections 2 and 3 introduce the methodologies which, when combined, allow us to achieve the main objective of the work. Section 2 finishes giving a novel generator of GARMA random numbers covering thus our secondary objective. In Section 4, we provide an algorithm which summarizes the proposed methodology and we describe the computational framework. Then, the numerical results of this article are presented in Section 5. First, a Monte Carlo simulation study is performed to compare the methodology when temporal dependence is present or not in the modeling of DPUT. Second, a case study with unpublished real-world data related to drugs supply in a Chilean hospital is conducted to illustrate the proposed methodology and to show its potential. In Section 6, conclusions on the results obtained in this study, as well as their limitations and future research, are discussed.
Statistical methodology
In this section, we introduce the statistical methodology utilized here to represent time-dependent random demands in the probabilistic ELS problem. Specifically, we discuss GLM and GARMA structures and then a novel result on generating random numbers that follow a GARMA model is presented. These results have been implemented computationally in a programming language of the R software; see details of this software in Subsection 4.2.
GLM framework
Let Y be a random variable related to the DPUT. In addition, consider that the distribution of Y belongs to the exponential family of statistical distributions, that is, its probability density function is expressed as 
GARMA models
The GLM framework, connected to the past data set H t defined in Eq (3), can be formulated in terms of a GARMA model of p and q orders, denoted by GARMA(p, q), as
where ϕ h and λ j correspond to the h-th and j-th components of an ARMA(p, q) model, related to the autoregressive and moving average components, respectively, and β is given as in Eq (2) but now associated with the values of r covariates depending over time, denoted by x t = (x 0 , x 1t , . . ., x rt ) > , with x 0 = 1. The link function g(μ t ) = η t of the GARMA model given in Eq (5) can be, for example, the identity function (to represent linear association), the inverse function or the logarithmic -log-function (to represent non-linear association), whereas the corresponding model variance is assumed to be constant over time. In the case of the identity link function, we have that
Now, consider the martingale residual [32] , υ t = y t − μ t , which are uncorrelated and have marginal mean equal to zero. By expressing w t ¼ y t À x > t β and based on Eq (5), we have
Considering lag operators (L) corresponding to the autoregressive and moving average components given by
respectively, we may rewrite Eq (6) as
where
context, [32] demonstrated that the corresponding marginal mean and variance, E(Y t ) and Var(Y t ) namely, are defined by
where [32] .
Given n observations y 1 , . . ., y n of Y t , for t = 1, . . ., n, the corresponding likelihood function is constructed as the product of conditional probability density functions of Y t given the past data
> is the vector of model parameters to be estimated, the associated log-likelihood function for θ is given by
To obtain the maximum likelihood estimate b θ of θ, we must take derivatives of Eq (8) with respect to each parameter β, ϑ t , φ, ϕ and λ. Inference (confidence intervals and hypothesis testing) about θ can be based on the asymptotic normality of the maximum likelihood estimator b θ.
Model checking and diagnostic
The quantile residual is often used in GARMA models as a diagnostic tool to detect their adequacy to the data, which is defined as
where F Y t jH t is the cumulative distribution function of Y t conditional to past data, b θ is the maximum likelihood estimate of θ, and F −1 is the inverse cumulative distribution function of a standard normal distribution. Note that the quantile residual follows the standard normal distribution. For more details about this residual, see [39] . GARMA models have three elements: (i) the distribution of the response; (ii) the link function for the mean; and (iii) a linear predictor containing a set of model parameters, corresponding to regression coefficients associated with the covariates, as well as autoregressive and moving average coefficients. For a specific data set, the building process of a GARMA model consists of comparing several competing models based on different combinations of these elements. The deviance is used as an indicator to compare these models, which is minus two times the log-likelihood ratio of the reduced model (in our case GLM) and the full model (in our case the GARMA model). We can employ model selection tools, such as Akaike (AIC) and Bayesian (BIC) information criteria, to select the best GARMA model. AIC and BIC allow us to compare models by the expressions
with 'ð b θÞ being the log-likelihood function evaluated at θ ¼ b θ and n, m being the sample size and number of model parameters, respectively. AIC and BIC correspond to a penalized log-likelihood function as the model has more parameters, making it more complex. A smaller AIC or BIC indicates a better model; for more details about deviance, AIC and BIC, see [40] . its parameter φ (note that by fixing φ we choose a specific member of the exponential family and then formulate the GARMA model). 5: Obtain values for the covariate matrix X = (x tk ), where each of its k columns x �k = (1, x 1k , . . ., x nk ) > is randomly generated from the uniform distribution in [0, 1] using the Monte Carlo method. 6: Also using the Monte Carlo method, generate a time-series from a GARMA model with t = 1, . . ., n following the steps: 6.1 For t = 1, generate a value of y t from Y t jH t � Fðm t ; φÞ, where F is a member of the exponential family of parameter φ (as defined in
Generator of GARMA random numbers
Step 4) and
> t βÞ, with g and β defined in Step 1 and x t in Eq (3) but numerically calculated from Step 5. Note that definition of μ t is similar to the expression given in Eq (5) for p = 0 and q = 0 (with the identity link function). 6.2 For each t from 2 to n: 6.2.1 Obtain the autorregresive term using
0; t � h: 
0; t � j: 
Stochastic programming methodology
In this section, we present the SP methodology to find the ELS in T periods of decision stages assuming a time-dependent random DPUT. This methodology has been implemented in the R software. In the first stage, we decide whether or not to purchase and how much to purchase, whereas in the second stage, after observing the demand, we obtain inventory and shortage levels. The corresponding SP framework used to minimize the expected TC -E(TC)-of the inventory model can be formulated as [15] minfEðTCÞg ¼ min
Stochastic programming formulation
subject to
where O is the set of selected possible demand scenarios and ω is a specific scenario, with a fixed number of scenarios in each period of the decision stages. The objective function defined in Eq (10) attains a solution that minimizes E(TC) over all scenarios. This minimization can be carried out through the addition of sharing cuts for feasibility and optimality at the resource function, whenever this function or its constraints contain stochastic coefficients that exhibit inter-stage dependency of ARMA type in a multi-stage problem [41] . The approach defined in Eq (10) can be reformulated using the L-shaped method, according to [42] , as a master problem in each period t of the decision variables in two stages by means of
subject to u t Q t � Z t C t , where the decision variables of the first stage Z t and Q t are fixed momentarily until the problem of second stage is solved. Note that
defined in Eq (12) represents the objective function of the second stage (considered here as a subproblem), which is a function in each period t of the decision variables in the first stage, subject to
The subproblem defined in Eq (13), with its constrains given in Eq (14), have a dual form
subject to π 1 � h t and π 2 � s t , where π 1 and π 2 are the dual variables related to these constrains. Next, we indicate how the cuts are generated and added to solve the problem using the Lshaped method. It is known that the optimal solution of a linear programming, if it exists, is attained at a vertex. 
2 Þ be a finite set of vertices related to π 1 and π 2 , respectively. Therefore, the master and dual problems defined in Eqs (12) and (15) , respectively, can be solved by γ 2 (Z t , Q t ) = min{γ 2 }, subject to
where the constraints are called cut tangent planes to the objective function at each point (Z t , Q t ). This is a convex external approximation of the resource function, with γ 2 varying freely. It is possible to solve this mixed integer linear programming defined in Eq (12), often written in short as MILP, by using the lpSolveAPI package of the R software.
Scenarios in two stages
One way of introducing randomness in SP problems is by generating a finite number of scenarios as follows. First, a distribution with estimated or known parameters is assumed, which approximates the true distribution of the DPUT. Second, a large number N of values for the DPUT (for example, N = 10000) is simulated. Third, a number S of scenarios must be established to represent the inherent variability of the DPUT (for example, S = 100). A specification of S is reached by clustering N values into S nodes, which correspond to the centroids of each cluster and are represented in a diagram with the associated probabilities over the nodes [37] . SP provides good solutions if the assumed distribution for the DPUT is adequate statistically.
Recall that, in the two-stage SP model, each level of a scenario tree is a decision stage. Consequently, a two-stage SP model corresponds to a scenario tree with only two levels in each time period. In the first stage of this model, as mentioned, the decision variables are whether to purchase or not, represented by the binary variable Z t , and which ELS must be purchased, represented by the variable Q t , both of which are decided before knowing the values of DPUT Y t . In the second stage, the decision variables are the inventory level I t and the shortage level S t , which are generated after knowing Y t . The representation of each scenario ω 2 O is constructed as follows. In each period t, the primary node shows the first decision stage and the secondary nodes display the second decision stage with the values of Y t and their respective probabilities p o t indicated over the nodes [43] . To obtain the values presented in each node and time t, as well as their respective probabilities, we utilize the values b Y t fitted from GLM or GARMA structures as seeds to simulate 1000 values of Y t . Here, GLM and GARMA parameters required for the simulation can be estimated by the maximum likelihood method using real-world data. These estimates are considered as constant over t. Then, the 1000 simulated values in each period t of the second decision stage are grouped employing non-hierarchical clustering. The analysis of non-hierarchical groups aims to find a clustering of objects. In our case, the objects are values of simulated demands, such that the separation of these groups or clusters is maximized while minimizing the distances within the group in relation to its average or centroid. We use the k-means method to assign simulated demands to a number of groups defined by the user (for example k = 100), which form the scenarios for the SP [44] . We occupy the Ward method [45] to group such that the Euclidean distances between the simulated elements to be clustered is minimized. For more details of non-hierarchical grouping, see [44] . In our case, the possible values to be considered in each node are the centroids of this non-hierarchical clustering, while the probabilities of each branch correspond to the proportion of grouped elements in each centroid with respect to the total of simulated values. Note that the simulated values from a GLM and GARMA structures can be obtained with Algorithm 1 presented in Section 2.
To reach a range of solutions from the SP proposed in Eqs (10) and (11), we apply the approach described above to cases of extreme demand percentiles. Note that considering this is a purely statistical issue, because the 5-th and 95-th percentiles can be used as extreme values of the distribution. In statistics, any value below 5% is considered small and above 95% is large. Thus, we intend to demonstrate that a more accurate range of variables in the first (Q t ) and second (I t , S t ) decisions, as well as E(TC), are obtained when comparing results of the SP proposed in Eqs (10) and (11) to describe the DPUT with GARMA vs. GLM. Specifically, we make this comparison by obtaining the solutions of Eqs (10) are the 5-th and 95-th percentiles, respectively, each in their respective scenario ω of the second decision stage in period t. Given that the distribution parameters are known, we can simulate values of these percentiles in each period t, clustering the data to obtain their value and probability in each node of the second stage; see details of this procedure in steps 3 and 4 of Algorithm 2, and of the generation of SP scenarios in [37] .
Evaluation of SP by using out-of-sample scenarios
To evaluate the purchase plan of the ELS obtained from SP models based on generation of scenarios, it is possible to apply the optimization to a realistic framework of the rolling horizon using out-of-sample scenarios. To generate these scenarios, we use the same distribution and parameters considered in the scenario representation mentioned in Section 3.2. Note that the objective function of the SP does not provide the true cost to be incurred when implementing the solution in a real environment, with out-of-sample data within a rolling horizon framework. Then, we can contrast the value of a solution in stochastic scenarios with respect to a solution obtained in a deterministic scenario, comparing the percentage increase of the TC we pay for ignoring uncertainty [46] . This cost is computed as (DC − SC)/SC, where DC and SC are the TCs accumulated over each simulation run for the deterministic and stochastic models, respectively. Repeating this comparative experience in J instants, we obtain the average percentage cost increase of the deterministic and stochastic solutions (Δ) and its mean absolute deviation (MAD) as
Summary of methodological and computational aspects
In this section, we condense, in an algorithm, the proposed methodology constructed from Sections 2 and 3. Then, the computational framework used to implement this methodology is described. 
Summary of the optimization methodology

Computational framework
We implement the methodology in the R software, a non-commercial and open source package for statistics and graphs which can be secured from www.r-project.org. The R software is currently very popular in the international scientific community. For an application of R in inventory models; see [47] . Some R packages related to statistical distributions that may be useful in inventory models are available in CRAN.R-project.org; see, for example, [40] and [48] . Specifically, we utilize the base package for descriptive statistics, the gamlss.util package to perform a statistical analysis on DPUT values and time-series analysis for GARMA models. We use the RcmdrMisc package for cluster analysis in the setting of inventory models, and the lpSolveAPI package to solve the linear programming with the L-shaped method based on Eq (10), which can also be solved by using several commercial software packages as LINGO and CPLEX. Note that by occupying 100 scenarios of DPUT in three periods of the second decision stage, the processing time is 30 seconds in a computer with the features detailed in Table 3 .
Numerical results
In this section, we first conduct a Monte Carlo simulation study, which allows us to compare the performance of ELS and its inventory TC for different methods when describing DPUT based on GARMA and GLM structures. Second, real-world DPUT data from a drug supply case study in a Chilean public hospital are analyzed with the proposed methodology.
Simulation study
To carry out the aforementioned simulation study, we consider: (i) two samples, one of timedependent DPUT and time-independent DPUT, both using Algorithm 1, are generated; (ii) a range of SP solutions obtained using extreme demand percentiles (5-th and 95-th) are obtained for both decision variables and TCs; and (iii) inventory TC for the ELS model are evaluated by Algorithm 2. We obtain the TC over T = 3 periods of the decision stages and n = 100 by employing GARMA and GLM structures for simulated data with temporal dependence, based on normal and gamma distributions, different link functions and diverse values for standard deviations (SDs). We describe the time-dependent DPUT mean considering the GARMA(1, 1) structure given by
In addition, as comparison for time-independent DPUT, we use the GLM defined as
In both models, we employ link functions: g � {identity, log}. As mentioned in Algorithm (16) and (17), respectively. These fitted values are computed for different fixed values of the corresponding distribution SD, σ namely, and regression coefficients β 0 , β 1 . To compare different distributions, we set diverse configurations for GARMA and GLM structures; see Table 4 . We obtain the 5-th and 95-th percentiles of the DPUT distribution for each period of the decision stages under analysis, by using the quantile function implemented in the gamlss package with qGA and qNO commands for gamma and normal distributions, respectively. For each of the replications, we consider three periods by using three consecutive fitted values as mean of the distributions in each period. The SD is assumed to be constant in each period of the decision stages and estimated by GARMA and GLM structures. Subsequently, by applying Algorithm 2 (from steps 4 to 7): (i) we generate scenarios using simulation with a sample size 1000 in each node; and (ii) we obtain the ELS with its TC over all periods of the decision stages. Fixed values for parameters in all periods of the decision stages are reported in Table 5 .
Through this simulation study, as mentioned, we evaluate e EðTCÞ for two DPUT distributions and two link functions. We are interested in describing the empirical distribution of e EðTCÞ (for reasons of space, we omit the analysis of the decision variables of first and second and b � are not provided here, but these properties can be found in the simulation study presented in [32] . Through this study, we intend to corroborate the differences between the results of the e EðTCÞ when describing the DPUT with GLM and GARMA structures. On the one hand, we make explicit that the variability of these results, reflected in the range of values of the obtained solutions given the extreme demand percentiles under consideration, should always be smaller in the GARMA model than in the GLM, which would provide more accurate results with our proposal. On the other hand, we compare the medians of e EðTCÞ using the Friedman test, with both models for the DPUT and link functions being considered. Table 6 reports the mean, SD, coefficients of skewness (CS), kurtosis (CK), median, and Friedman pvalue of e EðTCÞ for the indicated distribution and link function. Note that, when the parameter σ (related to the SD of the DPUT distribution) increases, the range of e EðTCÞ obtained from the 5-th and 95-th percentiles is smaller in the GARMA model than in GLM, as indicated in Remark 1. Observe that e EðTCÞ under time-independent DPUT is greater than in the case of time-dependent random DPUT, which is explained by higher inventory levels to cover a higher DPUT uncertainty [49] . Then, the conditional DPUT variance obtained from GARMA models under a normal distribution and identity link is smaller than the marginal DPUT variance generated from GLM, which leads to smaller values of e EðTCÞ. (Similar results are obtained for models with a logarithmic link function.) Notice that e EðTCÞ for the case of the gamma distribution presents the largest SD. With respect to the SD, note that, if the DPUT presents temporal dependence, then the SD of the GARMA model is smaller than in GLM, for any distribution and link function considered. However, when a non-identity link function is used, these values are similar. In this simulation study, we find that not only the DPUT variance estimate is smaller when employing GARMA models under temporal dependence, but also the estimator of min{E(TC)} defined in Eq (10) has a smaller variance. Therefore, the best accuracy is obtained when we fit a GARMA model using temporal dependence of the DPUT instead of inventory models obtained under time-independent DPUT.
Following [46] , to evaluate the performance of our SP model, we compare the TCs obtained in 10 simulated instances of the indicated distribution, link function, σ and percentiles with respect to a deterministic solution of out-of-sample scenarios generated from same parameters and distributions. The results of average increase of TCs (Δ and MAD) are reported in Table 7 . Note that, in all cases, the performance of the SP models in terms of Δ and MAD, when modeling the DPUT via GLM or GARMA estructures, are greater than when considering a deterministic scenario, which does not consider uncertainty. In all tested instances, savings are obtained in TC, since Δ = MAD. In general, the performance decreases as σ increases, independent of the distribution and link function considered. In general, for the 95-th percentile of DPUT, performance in terms of Δ and MAD is slightly better than when considering the 5-th percentile, while the results are similar when comparing the link function. This performance is better in the normal distribution than in the gamma distribution and with the GARMA model, independent of the link function considered.
Empirical illustration
First, we describe the problem and data set. Then, we provide an exploratory data analysis, verify the assumptions of the DPUT distribution and estimate the inventory model parameters. The drug supply in pharmacy units of Chilean primary healthcare centers is channeled through their central warehouse, which is provided by an external supplier. The warehouse acts as an intermediary between suppliers and output units, whereas these output units receive the demand for drugs, including its own pharmacy, which dispenses prescriptions to patients. The central warehouse needs to store, conserve and distribute such drugs, delivering the products monthly to all output units by using aggregated demand requirements for each of them in the same periods of the decision stages.
To validate the proposed methodology, we use real-world monthly demand (Y) data of a pharmaceutical product correlated with the known demand of other pharmaceutical product (X). The statistical correlation between demands of these two products is often detected, because frequently more than one drug is used to treat the same disease. Thus, in the GARMA model, the DPUT of a product can co-vary as a predictor of the DPUT of other product. These products are shipped from the warehouse and delivered to a healthcare center, located at the The data set is displayed in Table 8 .
We perform an exploratory data analysis based on Table 9 and Fig 1. Table 9 reports the sample values of DPUT corresponding to: the mean (� y), minimum (y (1) ), maximum (y (48) ), inter quartile range (IRQ), 1st quartile (y (12) ), median (y (24) ), 3rd quartile (y (36) ), SD, CS, CK and coefficient of variation (CV ¼ ðSD=� yÞ � 100%). Fig 1 shows the histogram, standard box plot, box plot adjusted for asymmetric data [50] of DPUT, index-plot of monthly DPUT, scatter-plot between DPUT and DPUT of other correlated products, and ACF/PACF plots of DPUT data. We confirm the stationary nature of the time series with p = 2 using the DickeyFuller augmented test (results omitted here). From Table 9 and Fig 1(A) and 1(B) , note that the median and mean are similar, the CS and CK are close to zero and three, respectively, indicating normality in the DPUT data, which is supported by the histogram and box plots. Fig  1(C) shows a decreasing trend in the DPUT for the studied period. From the scatter-plot presented in Fig 1(D) , it is not easy to identity a suitable link function. Then, we use the logarithmic and identity link functions and compare them . Fig 1(E) and 1(F) provides evidence about seasonality, which can be modeled by an autoregressive component, whereas the component of moving average is not identified by these plots. In summary, from this exploratory data analysis, we assume a GARMA(p, q) model, with p = {0, 1, 2} and q = {0, 1} using a normal distribution for the DPUT and considering a covariate with different link functions for the mean response. To select the best GARMA model, we employ AIC, BIC and deviance, which are reported in Table 10 . Note that, as mentioned in Subsection 4.2, GARMA(0, 0) model � GLM.
From Table 10 , note that the smallest AIC, BIC and deviance correspond to the GARMA(2, 0) model, which corroborated our conjecture from the exploratory data analysis. Therefore, to model the DPUT, we propose the GARMA model given by
where β 0 and β 1 are the regression coefficients, x j is the value of the covariate X, and φ 1 , φ 2 are the autoregressive coefficients. We fit the GARMA model by using the garmaFit command. To confirm the correct fit of the proposed GARMA(2, 0) model in Eq (18), we use the quantile residual (r j ) defined in Eq (9) for DPUT data. In addition, we employ a theoretical probability versus empirical probability (PP) plot to do this evaluation. Note that the PP plot can be linked to the Kolmogorov-Smirnov (KS) test by means of which acceptance bands may be constructed inside of this plot. Fig 2(A) sketches a PP plot with 95% acceptance bands to verify the distributional assumption of the model given in Eq (18) . Observe that the KS p-value is 0.9991, which strongly supports the normality assumption of the quantile residuals obtained from the GARMA(2, 0) model. Fig 2(B) displays an index-plot of this residual, from which no unusual features, such as neither outliers nor heterogeneity, are detected. Therefore, from Fig 2, the assumption that the response follows a normal distribution seems to be quite suitable. Once the statistical model has been identified and estimated based on the available DPUT data, the two-stage SP must be conducted to obtain the values of two sets of decision variables. In its first stage, this indicates both whether the binary variable Z t takes the value one (a purchase must be carried out) in the period t or the value zero for Z t , and if it corresponds, the ELS Q t to be purchased in this period t. In its second stage, once the DPUT fitted values are obtained, these values are organized in a scenario representation of two nodes for each period t = 1, 2, 3. To demonstrate how accurate the ELS inventory model is, depending on GLM or the GARMA (2, 0) ) by using sequential simulation according to [37] . The parameters employed for this simulation are: (i) holding cost of each period (h t ) of 0.0035 USD$/(month per unit); (ii) unitary purchase cost in each period (u t ) of 0.6 USD$/unit; (iii) shortage cost in each period of 0.33 USD$/(shortage unit); and (iv) order cost in each period of 0.86 USD$/order. We compare outcomes of SP for the ELS with inventory shortage in two stages, with and without temporal structure, which is reported in Table 11 . Note that the results for E(TC) and quantities Q t to order in each period are smaller and more accurate when the DPUT is described by a GARMA(2, 0) model than by GLM. This is because the values of y o t obtained with a GARMA model are smaller and have higher accuracy than using GLM.
To evaluate the performance of SP with respect to deterministic out-of-sample scenarios, we divide our data set into two parts. We use 24 of 36 observations to estimate the parameters of GARMA and GLM structures. Then, we make predictions for 12 periods of future decision stages, as expressed previously, and solve the SP as indicated in Algorithm 2. The remaining 12 observations of the sample are used to compare the behavior of the stochastic solutions with respect to the deterministic solutions. The results of average increase of TCs (Δ and MAD) are reported in Table 12 . These results are consistent with those found in our simulation study, since they indicate that the performance of SP obtained by modeling demand with GARMA model are better than when the uncertainty of this variable is not considered.
Conclusions, limitations and future research
This research proposed a methodology to solve a probabilistic ELS problem under timedependent demand. A two-stage SP approach and a GARMA model for generation of scenarios were considered. Our results reported that scenarios with temporal dependence provide more accurate estimates for lot-sizing and smaller amounts of stored and shortage items in the different periods of the decision stages, when compared to time-independent DPUT, represented by GLM. The methodology proposed in this work showed an interesting approach to achieve savings in inventory total costs, assuming the variability of DPUT scenarios linked to time-series. This approach improved the existing results, preventing both unnecessary stockouts and inventory holding. The approach offered the advantage of considering a more realistic and accurate situation of the DPUT. The proposed ELS policy is useful in organizations that have a single supplier to meet their requirements and that are generally characterized by high bureaucracy in their administrative systems. This is the case of public hospitals, where such a behavior in pharmaceutical product DPUT is frequent, and therefore, the supply system can be facilitated [51] . GARMA models give the possibility of achieving an efficient characterization of the mean, as well as the adjustment of other parameters, which may be used in probabilistic ELS problems. Although we employ a normal distribution in this paper, the proposed methodology is valid for any distribution that may be parameterized with respect to the conditional mean of a time-series model, considering linear and non-linear link functions for describing the covariates. On the one hand, this parametrization provides a basis for generating useful scenarios in SP. On the other hand, forecasting to future values based on GARMA models also gives the possibility of evaluating the quality of the prediction. Note that the out-of-sample scenarios used in the simulation correspond to values based on the same parameters and statistical distribution under consideration. However, the out-ofsample scenarios used in the empirical illustration correspond to estimated values based on the real data under analysis. In both simulation and empirical studies, our results of SP confirm an important improvement in the function of total costs. These differences are slightly higher when considering the modeling of the demand through a GARMA model than when using a GLM.
Some limitations of the present research are that we do not consider: (i) random lead times nor restrictions on the fill-rate or service levels; and (ii) multiple products. When there is access to data related to time-dependent demand for more than a single product, the methodology proposed in this study could be extended to multiple products. These limitations generate opportunities for new approaches that take into account such aspects in two-stage SP. Furthermore, as future research, from the point of view of inventory models, we can employ approaches which study restocking cycles with scenarios of random lead time. Also, the use of chance constrains to consider fill-rate or service level may be assumed. From the point of view of statistics, it is possible to improve the statistical modeling if distributions different than the normal model are considered. Furthermore, given that in many products the DPUT in each cycle can be zero, a model employing mixture probability distributions for continuous and/or discrete data, called zero-inflated, may be considered [48] . Also, since outliers are known to be harmful for the estimates of statistical model parameters, diagnostic tools can be considered for the approach proposed in the present work. Even multivariate versions of the statistical models may be assumed to improve the accuracy of the proposed approach [38, [52] [53] [54] .
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