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Theta maps for combinatorial Hopf algebras
Farid Aliniaeifard and Shu Xiao Li
Abstract
There is a very natural and well-behaved Hopf algebra morphism from quasisymmetric func-
tions to peak algebra, which we call it Theta map. This paper focuses on generalizing the peak
algebra by constructing generalized Theta maps for an arbitrary combinatorial Hopf algebra.
The image of Theta maps lies in the odd Hopf subalgebras, so we present a strategy to find odd
Hopf subalgebra of any combinatorial Hopf algebra. We also give a combinatorial description of
a family of Theta maps for Malvenuto-Reutenauer Hopf algebra of permutations SSym whose
images are generalizations of the peak algebra. We also indicate a criterion to check whether
a map is a Theta map. Moreover, precise descriptions of the Theta maps for the following
Hopf algebras will be presented, Hopf subalgebras of quasisymmetric functions, commutative
and co-commutative Hopf algebras, and theta maps for a Hopf algebra V on permutations.
Key Words: Combinatorial Hopf algebras, peak algebra, symmetric functions, quasisymmetric
fucntions.
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1 Introduction
The peak set of a permutation σ ∈ Sn is the collection of positions i such that σ(i − 1) < σ(i) >
σ(i + 1). In particular, it is a subset of {2, 3, . . . , n − 1}. Using enriched P-partitions, Stembridge
defined the peak algebra indexed by all peak sets [25]. The theory of enriched P-paritions gives a nice
generalization of both Schur’s Q functions and Stanley’s P-partitions. Other studies on peak algebra
following Stembridge shows much deeper connections between peak algebra and Schur’s Q functions.
For instance, it is known that the peak algebra Π and the algebra of Schur’s Q functions Γ are odd
Hopf sub-algebras of quasi-symmetric functions QSym and symmetric functions Sym, respectively
(see [1]). Stembridge noticed a natural map from P-partitions to enriched P-partitions, which he
called the Theta map. The Theta map for QSym turns out to be a Hopf morphism. When restricting
to Sym, we recover a classical self-adjoint Hopf morphism on Sym, ΘSym(hn) = ΘSym(en) = qn.
Also, Schur’s Q functions and peak algebra have representation theoretic meaning. Schur’s Q
functions are introduced to characterize the projective representation theory of symmetric groups
[24]. They play analogous role as Schur functions do in the regular representation theory of sym-
metric groups. In [7], the authors give a representation interpretation of the peak algebra as the
Grothendieck rings of the tower of Hecke-Clifford algebras at q = 0, while QSym is known to be
that of 0-Hecke algebra.
The peak algebra appears in other equivalent forms and there have been some attempts to
generalize peak algebra for other Hopf algebras. When we view the non-commutative symmetric
functions NSym as Solomon’s descent algebra, Nyman shows that the dual of peak algebra can
be identified with a sub-algebra of Solomon’s descent algebra [21]. In particular, it is spanned by
elements of the form ∑
σ∈Sn
peak(σ)=S
σ
in the group ring
⊕
kSn and S ⊆ {1, 2, . . . , n − 1}. Moreover, there is a natural descent-to-peak
map from descent algebra to peak algebra, which is the same as the dual Theta map for QSym.
This map is known as the Theta map for NSym.∑
σ∈Sn
Des(σ)=S
σ 7→
∑
σ∈Sn
peak(σ)=S
σ
The peak algebra of type B also has a Hopf algebra structure similar to NSym and SSym, and
a descent-to-peak Theta map is constructed in [14]. And then in [5], the authors generalize the
peak algebra to Mantaci-Reutenauer Hopf algebra of G-colored symmetric groups. Also, in [16], the
authors generalize the combinatorics of marked shifted tableaux and enriched P -partitions further to
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Poirier-Reutenauer Hopf algebra of standard Young tableaux. They introduced the shifted Poirier-
Reutenauer Hopf algebra. However, there is no natural ways to give a nice analoguous Theta map
that is compatible with their construction. The authors give two candidates, but neither is a Hopf
morphism.
In [1], the authors give a unified way of describing the peak algebra and Schur’s Q functions.
In their theory of combinatorial Hopf algebras, the peak algebra and Schur’s Q functions are odd
Hopf sub-algebras of QSym and Sym, and the natural Theta maps are the universal maps for their
odd characters. In this paper, we try to generalize the notion of peak algebra to an arbitrary
combinatorial Hopf algebra, via the Theta maps. We define a generalized peak algebra as image of
Theta maps, and we hope to get analoguous algebraic and combinatorial properties as Schur’s Q
functions and peak algebra.
A character ζ of a graded connected Hopf algebra H is a multiplicative and linear map from
H to C. The set of characters of H form a group under convolution product. The pair (H, ζ) is
called a combinatorial Hopf algebra. We define ζ¯ to be the character such that ζ¯|Hn = (−1)
nζ|Hn .
Consider the canonical characters ζ : C[[x1, x2, . . . ]] → C such that ζ(xi) = δi,1. Restricting this
character to Sym and QSym gives ζSym : Sym→ C, where
ζSym(mλ) =
{
1 if λ = (n) or (),
0 otherwise,
and ζQSym : QSym→ C, where
ζQSym(Mα) =
{
1 if α = (n) or (),
0 otherwise.
Also, SSym has a character ζSSym defined by
ζSSym(Mσ) =
{
1 if σ = 1n or σ ∈ S0,
0 otherwise.
Then we get to the description of the Theta maps in terms of combinatorial Hopf algebras [1]:
ΘSym and ΘQSym are the unique graded Hopf morphism such that ζSym ◦ ΘSym = ζ
−1
SymζSym and
ζQSym ◦ΘQSym = ζ
−1
QSymζQSym, respectively.
In this paper, we are going to develop a general notion of the Theta maps. For each combi-
natorial Hopf algebra (H, ζ), there is a unique graded Hopf morphism Ψ : H → QSym such that
ζ = ζQSym ◦ Ψ. Then, a graded Hopf morphism Θ : H → H is called a Theta map for (H, ζ) if the
following diagram commutes.
H QSym
H QSym
Ψ
Ψ
Θ ΘQSym
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Moreover, if H is self-dual i.e. there exists an isomorphism IH : H → H
∗, then we want the Theta
map to be self-adjoint. This assumption follows from the fact that ΘSym is self-adjoint. And in
general, making the Theta maps self-adjoint would simplify calculations. Using this definition,
ΘSym, ΘQSym and ΘNSym are the unique Theta maps for Sym, QSym and NSym with appropriate
characters. However, the Theta map for a general combinatorial Hopf algebra is not always unique.
Given a character ζ of H, let S−(H, ζ) be the largest graded coalgebra of H such that
∀h ∈ S−(H, ζ), ζ(h) = ζ
−1(h).
The authors in [1] showed that S−(H, ζ) is a Hopf algebra, and they call S−(H, ζ) the odd Hopf
subalgebra of (H, ζ). In fact, Γ, Π and Π∗ are odd Hopf subalgebras of Sym, QSym and NSym
respectively. In Section 3.1, we show that the image of a Theta map for the combinatorial Hopf
algebra (H, ζ) must be in the odd Hopf subalgebra of (H, ζ). In section 4.1, we describe a strategy
to find the odd Hopf subalgebra of any combinatorial Hopf algebra. In section 5, we give the
necessarily and sufficient condition for a Hopf morphism to be a Theta map. Furthermore, we
identify some Theta maps for several families of combinatorial Hopf algebras, including a peak
algebra in two sets of variables.
The initial motivation of the theory of Theta maps is the Malvenuto-Reutenauer Hopf algebra
SSym, which is introduced in [20] and fits nicely into the square
NSym SSym
Sym QSym
ι
ι
π D
Can we find a graded Hopf morphism Θ : SSym→ SSym that makes the following cube commute?
Sym
NSym SSym
QSym
Sym
NSym SSym
QSym
ΘSym ΘQSym
ΘNSym Θ
We will answer this question in the last section, and we find infinitely many Hopf morphism with
the desired property.
Acknowledgement. We wish to express our appreciation to N. Bergeron who suggested the prob-
lem and made significant suggestions for improvement. Also, we would like to thank M. Zabrocki
for his helpful comments.
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2 Preliminaries
In this section, we recall the algebraic structures of some well-known combinatorial Hopf algebras,
and then we present the concept of character theory of combinatorial Hopf algebras. For more
details, we refer to [12].
2.1 The Hopf algebras QSym and NSym
A composition α of n, written α |= n, is a finite tuple of positive integers (α1, . . . , αl) where
α1 + . . . + αl = n. We denote by Comp the set of all compositions. The composition α is said to
be odd if each αi is an odd integer. The length of a composition α, denoted ℓ(α), is the number of
components of α. The concatenation of α = (α1, . . . , αl) |= n and β = (β1, . . . , βk) |= m, denoted
αβ, is the composition (α1, . . . , αl, β1, . . . , βk), and we let
α⊙ β = (α1, . . .αl−1 , αl + β1, β2, . . . , βm).
For a natural number n, let [n] := {1, 2, . . . , n}. There is a one-to-one correspondence I between
the set of all compositions of n and the set of all subsets of [n−1] such that for α = (α1, . . . , αl) |= n
I(α) = {α1, α1 + α2, . . . , α1 + . . . + αl−1}.
We sometimes use the subset of [n− 1] instead of the corresponding composition. Let α, β |= n be
compositions. We write α ≤ β if I(α) ⊆ I(β). For a composition α of n, let
Mα :=
∑
i1<...<il
xα1i1 · · · x
αl
il
be an element of the commutative algebra of formal power series in variables {xi}i≥1. By convention,
M() = 1, where () denotes the unique composition of 0 with no parts. The ring of quasisymmetric
functions is denoted by QSym and is defined as follows
QSym =
⊕
n≥0
QSymn,
where
QSymn = C-span{Mα : α |= n}.
The ring of quasisymmetric functions is indeed a Hopf algebra with product inherited from the ring
of power series and co-product defines as follows,
∆(Mα) =
∑
α=βγ
Mβ ⊗Mγ .
Let Sn denote the set of permutations on [n]. Let Shn,m be the following subset of permutation
group Sn+m
{σ ∈ Sn+m : σ
−1(1) < σ−1(2) < · · · < σ−1(n);σ−1(n+ 1) < · · · < σ−1(n+m)}.
For compositions α, β of length n,m respectively, we define α β to be the multi-set
{γσ(1), γσ(2), . . . , γσ(n+m) : σ ∈ Shn,m}
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where γ is the concatenated composition αβ.
Let α = (α1, . . . , αℓ), and consider the composition β ≤ α where
β = (α1 + · · ·+ αi1 , · · · , αi1 + · · ·+ αi2 , . . . , αℓ−ik+1 + · · ·+ αℓ).
We denote
cαβ =
1
i1!i2! . . . ik!
.
Define
Sα =
∑
β≤α
cαβMβ.
The set {Sα}α∈Comp is a basis for QSym, and it is called shuffle basis. This basis is originally
defined in [20], where it is called the p basis. As it is seen in the following table, the product
and co-product of the shuffle basis are defined by shuffle and de-concatenation, respectively. The
bases for QSym that we use in the rest of this manuscript are shown in the following table. For
description of notations in the product of fundamental basis refer to [12, Section 5].
Name Definition Product Co-product
Fundamental basis Lα :=
∑
α≤β
Mβ LαLβ =
∑
ω∈ωαωβ
Lγ(w) ∆(Lα) =
∑
βγ=α or β⊙γ=α
Lβ ⊗ Lγ
Shuffle basis Sα =
∑
β≤α
cαβMβ SαSβ =
∑
γ∈αβ
Sγ ∆(Sα) =
∑
βγ=α
Sβ ⊗ Sγ
Let V =
⊕
n≥0 Vn be a graded vector space. The graded dual of V is V
∗ =
⊕
n≥0 V
∗
n , where
V ∗n := Hom(Vn,C). The map 〈., .〉 is the bilinear pairing V
∗ × V → C sending 〈f, v〉 to f(v). For
any basis B of V and v ∈ B, let v∗ be the element in V ∗ such that for every w ∈ B, 〈v∗, w〉 = δv,w.
Any linear map φ from V to W induces an adjoint linear map φ∗ from W ∗ to V ∗ such that
〈φ∗(g), v〉 = 〈g, φ(v)〉.
The graded dual of any Hopf algebra is a Hopf algebra. Let NSym be the graded dual of QSym and
let {Hα} be the basis of NSym dual to the basis {Mα} of QSym, i.e., 〈Hα,Mβ〉 = δα,β.
Let Hn := H(n). Then
NSym = 〈H1,H2, · · · ,Hn〉
is the non-commutative algebra freely generated by infinitely many variables {Hn}n≥1 with co-
product
∆(Hn) =
∑
i+j=n
Hi ⊗Hj.
2.2 Permutations and the Malvenuto-Reutenauer Hopf algebra SSym
The elements σ ∈ Sn sometimes are viewed as word σ(1), . . . , σ(n). Let 1n be the trivial permutation
of Sn, i.e., 1n = 12 . . . n. We denote the length of a word w by |w|. If σ ∈ Sn and τ ∈ Sm with
n,m > 0, then (as in [18, Definition 1.9] )
σ\τ = σ(1) +m,σ(2) +m, · · · , σ(n) +m, τ(1), τ(2), · · · , τ(m).
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For example 985764231 = 21\132\1\231 = 1\1\132\1\12\1. A permutation ρ has a global descent
at i if ρ = σ\τ such that σ, τ 6= 10, and σ ∈ Si. Let GD(σ) be the set of all global descents of σ. If
GD(σ) = ∅ we say σ has no global descents. For example GD(985764231) = {1, 2, 5, 6, 8} and the
identity permutation 1n has no global descents.
Note that any permutation σ can be uniquely decomposed to permutations with no global
descents. Throughout this paper, for any permutation σ, when we write σ = σ1\ . . . \σk, it means
each σi has no global descent, unless specified. A permutation σ is said to be odd, if σ = 1n1\ . . . \1nk
and each ni is odd. Let DI be the set of all permutations that decompose to identity permutations.
Let ω be a word with letters in N such that ω(i) 6= ω(j) for all i 6= j. The concatenation of
words u and v is denoted by uv where (uv)(i) = u(i), for 1 ≤ i ≤ |u| and (uv)(i + |u|) = v(i), for
1 ≤ i ≤ |v|. For example, if u = 1435 and v = 4986, then uv = 14354986. The set of inversions of
ω is Inv(ω) = {(a, b) : a < b, ω(a) > ω(b)}. The descent set of ω is Des(ω) = {i : ω(i) > ω(i+ 1)}.
The peak set of ω is peak(ω) = {i : ω(i − 1) < ω(i) > ω(i + 1)}. If ω is a word with no repeated
letter, the standardization of ω, denoted by std(ω), is the unique permutation in S|ω| such that
Inv(ω) = Inv(std(ω)). We have a weak order on the elements of Sn that is σ ≤ τ if Inv(σ) ⊆ Inv(τ).
The shifted shuffle of permutations σ and γ, denoted by σ−→τ , is the set of elements ω ∈ S|σ|+|γ|
such that std(ω−1(σ(1)), . . . , ω−1(σ(|σ|))) = σ and std(ω−1(|σ|+ τ(1)), . . . , ω−1(|σ|+ τ(|τ |))) = τ .
The Malvenuto-Reutenauer Hopf algebra, denoted by SSym, is the graded Hopf algebra
SSym =
⊕
n≥0
SSymn
where
SSymn = C-span{Fσ : σ ∈ Sn}.
The product formula is
Fσ · Fτ =
∑
γ∈σ−→τ
Fγ ,
and the formula for the co-product is
∆(Fσ) =
∑
τγ=σ
Fstd(τ) ⊗ Fstd(γ)
A second basis, introduced in [3], is defined as
Mσ =
∑
σ≤τ
µ(σ, τ)Fτ
where µ(σ, τ) is the Mo¨bius function on the weak order. By Mo¨bius inversion formula,
Fσ =
∑
σ≤τ
Mτ .
The M basis has a particularly nice co-product formula
∆(Mσ) =
∑
i∈GD(σ)∪{0,|σ|}
Mstd(σ(1),...,σ(i)) ⊗Mstd(σ(i+1),...,σ(|σ|)).
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Let {F ∗σ} and {M
∗
σ} be the bases of SSym
∗ dual to {Fσ} and {Mσ}, respectively. The map
ISSym : SSym → SSym
∗
Fσ 7→ F ∗σ−1
is an isomorphism and so SSym is self-dual. We have
M∗σ =
∑
τ≤σ
F ∗τ
and
M∗σ ·M
∗
τ =M
∗
σ\τ .
We have a surjective descent map D : SSym→ QSym
D(Fσ) = LDes(σ).
The dual map is D∗ : NSym→ SSym∗
D∗(Hn) = F
∗
1n .
2.3 The character theory of combinatorial Hopf algebras
A character ζ of a graded connected Hopf C-algebra H = ⊕n≥0Hn is a multiplicative and linear map
from H to C. We mention that ζ|Hn ∈ H
∗
n. A graded connected Hopf algebra usually have infinitely
many characters. A pair (H, ζ) consisting of a combinatorial Hopf algebra H and one of its characters
ζ is called a combinatorial Hopf algebra. A combinatorial Hopf morphism Ψ : (H, ζH) → (H
′
, ζH′ )
is a Hopf morphism Ψ : H→ H′ such that ζH′ ◦Ψ = ζH.
The set of characters of H forms a group, with convolution product ζ · ζ ′ = m◦ (ζ ⊗ ζ ′)◦∆. The
identity element is the counit ǫ, the inverse of σ is given by ζ−1 = ζ ◦ SH where SH is the antipode
of H. We define ζ¯ to be the character such that ζ¯|Hn = (−1)
nζ|Hn . The character theory of Hopf
algebras studied by Aguiar, Bergeron, and Sottile in [1].
Theorem 2.1. [1, Theorem 4.1] For any combinatorial coalgebra (Hopf algebra) (H, ζ), there exists
a unique morphism of combinatorial coalgebras (Hopf algebras)
Ψ : (H, ζ)→ (QSym, ζQSym).
Moreover, Ψ is explicitly given as follows. For h ∈ Hn,
Ψ(h) =
∑
α|=n
ζαMα
where, for α = (α1, . . . , αk), ζα is the composite
H
∆(k−1)
−→ H⊗k ։ Hα1 ⊗ . . .⊗ Hαk
ζ⊗k
−→ C,
where the unlabelled map is the canonical projection onto a homogeneous component. Also, If H is
co-commutative, then Ψ(H) ⊆ Sym.
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We now give a precise description of the Theta maps for QSym and NSym. The Theta map
for QSym is the corresponding combinatorial Hopf morphism to the character ζ−1QSymζQSym. By [1,
Example 4.9], we have that
ζ−1QSymζQSym(Mβ) =


1 if β = (),
2 · (−1)|β|+l(β) if the last part of β is odd,
0 otherwise,
and
ζ−1QSymζQSym(Lα) =


1 if α = (),
2 if α = (1, . . . , 1, k),
0 otherwise.
Let odd(β) be the composition obtained by adding the entries within each maximal segment of
β of the form (even, even, . . . , odd). For example, odd(3, 4, 2, 1, 3, 2, 1) = (3, 7, 3, 3). Then by [1,
Example 4.9] we have
ΘQSym(Mβ) =


1 if β = (),
(−1)|β|+l(β)
∑
α≤odd(β)
2l(α)Mα if the last part of β is odd,
0 otherwise.
Dually, we have Theta map ΘNSym = Θ
∗
QSym for NSym given by
ΘNSym(Hn) =
n∑
k=0
2R(1k ,n−k)
where Rα = L
∗
α is the dual basis of the fundamental basis in QSym, also known as the non-
commutative ribbon basis. The image of ΘQSym is called peak algebra and it is denoted by Π. Also,
the dual of Π is the image of ΘNSym.
3 The odd Hopf subalgebras for combinatorial Hopf algebras
In this section we analyze the image of combinatorial Hopf morphisms, more especially, we show
that the image of a Theta map must be in odd Hopf subalgebra.
Definition. A character ζ of a graded Hopf algebra H is said to be even if
ζ = ζ
and it is said to be odd if
ζ = ζ−1.
Given a character ζ of H, let S−(H, ζ) be the largest graded coalgebra of H such that
∀h ∈ S−(H, ζ), ζ(h) = ζ
−1(h),
9
or equivalently
∀h ∈ S−(H, ζ), ζζ(h) = ǫ(h).
Indeed, by [1, Proposition 5.8] S−(H, ζ) is a Hopf algebra and is called the odd Hopf subalgebra
of (H, ζ). Also, S−(H, ζ) is the set of all elements h ∈ H such that it satisfies one of the following
equivalent relations:
(id ⊗ (ζ − ζ−1)⊗ id) ◦∆2(h) = 0, (3.1)
(id⊗ (χ− ǫ)⊗ id) ◦∆2(h) = 0, (3.2)
where χ = ζζ and ǫ is the counit of H. The character χ is called Euler character of H and the
equations 3.1 and 3.2 are called Generalized Dehn-Sommerville relations for the combinatorial Hopf
algebra (H, ζ). Moreover, S−(H, ζ) is the largest graded Hopf algebra of H contained in ker(χ− ǫ)
(see [1, Remark 5.2 and Proposition 5.8]).
The image of Theta maps for Sym, QSym and NSym are the algebra of Schur’s Q functions, the
peak algebra and the dual of peak algebra, respectively. Therefore, the image of Theta maps for
these Hopf algebras are their odd Hopf subalgebras. We will show that if Θ is a Theta map for
(H, ζ), then the image of Θ must be in S−(H, ζ). Before that we need the following theorem which
also help us to obtain a strategy for finding the odd Hopf subalgebra of any combinatorial Hopf
algebra.
Theorem 3.1. Let (H, ζ) and (H
′
, ζ
′
) be combinatorial Hopf algebras. Let α : (H, ζ) → (H
′
, ζ
′
) be
a combinatorial Hopf morphism.
1. Let I be a Hopf ideal of H such that I ⊆ ker(ζ). Then (H/I, ζI ) is a combinatorial Hopf
algebra where ζI(h+ I) = ζ(h) for every h ∈ H.
2. Let I be a Hopf ideal of H such that I ⊆ ker(ζ). Then S−(H/I, ζI) = S−(H, ζ)/I.
3. If α is surjective, then α(S−(H, ζ)) = S−(H
′
, ζ
′
).
4. Let α−1(S−(H
′
, ζ
′
)) = {h ∈ H : α(h) ∈ S−(H
′
, ζ
′
)}. Then S−(H, ζ) = α−1(S−(H
′
, ζ
′
)).
Proof. (1) Since I is a Hopf ideal, H/I is a Hopf algebra. Also, ζI is a character of H/I because
ζI((h + I)(g + I)) = ζI(hg + I) = ζ(hg) = ζ(h)ζ(g) = ζI(h+ I)ζI(g + I).
(2) Let
p : (H, ζ) → (H/I, ζI )
h 7→ h+ I.
This is a Hopf morphism and by [1, Proposition 5.6(a)], p(S−(H, ζ)) ⊆ S−(H/I, ζI) i.e.,
(S−(H, ζ) + I)/I ⊆ S−(H/I, ζI).
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Since S−(H/I, ζI ) is Hopf subalgebra of H/I, there is a graded coalgebra A of H such that
S−(H/I, ζI) = A/I.
The Hopf algebra S−(H/I, ζI) is the largest graded Hopf subalgebra of H/I contained in ker(χI−ǫI)
where ǫI is the counit of H/I and χI = ζIζI is the Euler character of H/I. Let a be a homogeneous
element in A. Note that S−(H/I, ζI ) = A/I, thus
χ(a)− ǫ(a) = χI(a+ I)− ǫI(a+ I) = 0.
Therefore,
A ⊆ S−(H, ζ).
Since (S−(H, ζ)+ I)/I ⊆ S−(H/I, ζI ) = A/I, we conclude that S−(H, ζ) ⊆ A, and so A = S−(H, ζ).
Thus,
S−(H/I, ζI) = A/I = S−(H, ζ)/I.
(3) Since α is a combinatorial Hopf morphism, ζ
′
◦ α = ζ. Thus, we have ker(α) ⊆ ker(ζ), and
so (H/ ker(α), ζker(α)) is a combinatorial Hopf algebra. Therefore,
α : (H/ ker(α), ζker(α)) → (H
′
, ζ
′
)
h+ ker(α) 7→ α(h).
is well defined and is a Hopf algebra isomorphism. Furthermore, by (2),
α(S−(H, ζ)) = α(S−(H/ker(α), ζker(α))) = S−(H
′
, ζ
′
).
(4) Let h ∈ H such that α(h) ∈ S−(H
′
, ζ
′
). Let
α : (H/ ker(α), ζker(α)) → (Img(α), ζ
′
|Img(α))
h+ ker(α) 7→ α(h).
Then α is an isomorphism, and so by [1, Proposition 5.8 (f)] we have h+ker(α) ∈ S−(H/ ker(α), ζker(α)).
By (2) we have S−(H/ ker(α), ζker(α)) = S−(H, ζ)/ ker(α). Therefore, h ∈ S−(H, ζ).
We now show that the image of a Theta map for (H, ζ) is in the odd Hopf subalgebra of (H, ζ).
Corollary 3.2. Let Θ be a theta map for (H, ζ). Then the image of Θ is in S−(H, ζ).
Proof. A Theta map for a combinatorial Hopf algebra (H, ζ) is a Hopf algebra map
Θ : H→ H
that makes the following diagram commutative
(H, ζ) (QSym, ζQSym)
(H, ζ) (QSym, ζQSym)
Ψ
Ψ
Θ ΘQSym
Therefore, we have Ψ ◦ Θ(H) ⊆ Π. Since Π is the odd Hopf subalgebra of (QSym, ζQSym), by
Theorem 3.1 (4) we have Θ(H) ⊆ S−(H, ζ).
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4 A strategy for finding S−(H, ζ)
In [1, Sections 6,7,8], the authors find the odd Hopf subalgebra of Sym, QSym, NSym, SSym,
and Loday-Ronco Hopf algebra of binary trees. However, their technique does not work for every
combinatorial Hopf algebra. In the following, we present a strategy to find a basis for the odd
combinatorial Hopf subalgebra of an arbitrary combinatorial Hopf algebra.
4.1 The strategy
By using [1, Theorem 4.1] find the unique combinatorial Hopf morphism Ψ : (H, ζ)→ (QSym, ζQSym).
Consider that
(H/ ker(Ψ), ζker(Ψ)) ∼= (Img(Ψ), ζQSym|Img(Ψ)).
Thus,
S−(H/ ker(Ψ), ζker(Ψ)) ∼= S−(Img(Ψ), ζQSym|Img(Ψ)).
Note that by Theorem 3.1 (3),
S−(H, ζ)/ ker(Ψ) ∼= S−(H/ ker(Ψ), ζker(Ψ)),
and by [1, Proposition 5.6],
S−(Img(Ψ), ζQSym|Img(Ψ)) = Img(Ψ) ∩Π.
Therefore,
S−(H, ζ)/ ker(Ψ) ∼= Img(Ψ) ∩Π.
Let {vi} be a basis for ker(Ψ) and let {zj} be a basis for Img(Ψ)∩Π. It now follows from the basic
linear algebra that if {wj} is a set of elements of H such that Ψ(wj + ker(Ψ)) = zj , then
{vi, wj}
is a basis for S−(H, ζ).
4.2 The odd Hopf subalgebra of SSym
We now use the above steps to find the odd Hopf subalgebra of (SSym, ζSSym).
Every permutation σ can be decomposed to permutation with no global descent, i.e.,
σ = σ1\ · · · \σk.
Consider that |GD(σ)| = k − 1. Recall that D is the surjective descent map from SSym to QSym.
Remark that D is the unique combinatorial Hopf morphism from (SSym, ζSSym) to (QSym, ζQSym).
Assume that σ ∈ Sn, by [3, Proposition 1.4] we have that
D(Mσ) =
{
M(α1,...,αk) if σ = 1α1\1α2\ · · · \1αk ,
0 otherwise.
Remember that DI is the set of all permutations that decomposes to identity permutations. Thus,
ker(D) = C-span{Mσ : σ 6∈ DI}.
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Given an odd composition β, set
ηβ =
∑
α≤β
2l(α)Mα,
where l(α) is the length of α. In [1, Proposition 6.5] it was shown that {ηβ}β odd is a basis for Π.
Given an odd permutation σ, set
ησ =
∑
τ≤σ
2|GD(τ)|+1Mτ .
Note that for an odd permutation σ, we have
D(ησ) = D(
∑
τ≤σ
2|GD(τ)|+1Mτ ) =
∑
τ≤σ
2|GD(τ)|+1D(Mτ )
If τ = 1α1\ · · · \1αk , then |GD(τ)| + 1 = l(α) where α = (α1, . . . , αk). Furthermore, D(Mτ ) = 0 if
τ is not decomposed to trivial permutations. Therefore, for an odd permutation σ = 1n1\ . . . \1ns ,
D(ησ + ker(D)) =
∑
τ≤σ
2|GD(τ)|+1D(Mτ ) =
∑
α≤β
2l(α)Mα = ηβ,
where β = (n1, . . . , ns). As a result of Section 4.1,
{Mσ : σ 6∈ DI} ⊔ {ησ : σ odd}
is a basis for S−(SSym, ζSSym).
4.3 The odd Hopf subalgebra of V
In this section, we present another Hopf structure on permutations, the Hopf algebra V [26]. It
also appears as an associated graded Hopf algebra to SSym [4]. Then we use our strategy to find
its odd Hopf subalgebra.
4.3.1 The Hopf algebra V
Let
V =
⊕
n≥0
Vn,
where
Vn = C-span{vσ : σ ∈ Sn}.
By convention when n = 0, S0 is the set of the permutation of empty set and V0 = C-span{1}.
Assume that σ = σ1\ · · · \σn and τ = τ1\ · · · \τm Let
c1\c2\ · · · \cn+m = σ1\ · · · \σn\τ1\ · · · \τm.
Define the shuffle of σ and τ as follows,
σ1\ · · · \σn τ1\ · · · \τm = {cγ(1)\cγ(2)\ · · · \cγ(n+m) : γ ∈ Shn,m}multiset.
Define the product and coproduct for V by
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vσ · vτ =
∑
γ∈σ1\···\σnτ1\···\τm
vγ
and
∆(vσ) =
n∑
i=0
vσ1\···\σi ⊗ vσi+1\···\σn ,
respectively. By this product and coproduct V is a Hopf algebra.
4.3.2 The odd Hopf subalgebra of V
Define the following function,
ζV : V → C
vσ1\···\σn 7→ 1/n!.
Lemma 4.1. The function ζV is a character for V.
Proof. Note that
ζV(νσ · ντ ) =
∑
γ∈σ1\···\σnτ1\···\τm
ζV(vγ) =
∑
γ∈σ1\···\σnτ1\···\τm
1
(m+ n)!
=
1
(m+ n)!
(
m+ n
n
)
=
1
n!
1
m!
= ζV(νσ)ζV(ντ ).
Recall that {Sα}α∈Comp is the shuffle basis for QSym. In the following lemma we find the unique
combinatorial Hopf morphism form (V, ζV) to (QSym, ζQSym).
Lemma 4.2. The map
Ψ : (V, ζV) → (QSym, ζQSym)
vσ1\...\σk 7→ S(|σ1|,...,|σk|).
is a combinatorial Hopf morphism.
Proof. It is clear from the products and co-products of shuffle basis {Sα}α∈Comp for QSym and the
basis {vσ : σ ∈ ⊔n≥0Sn} for V that Ψ is a Hopf morphism. Also
ζQSym ◦Ψ(vσ1\...\σk) = ζQSym(S(|σ1|,...,|σk|)) =∑
β≤(|σ1|,...,|σk|)
c
(|σ1|,...,|σk|)
β ζQSym(Mβ) = c
(|σ1|,...,|σk|)
(n) ζQSym(M(n)) = k!.
Therefore, Ψ is a combinatorial Hopf morphism.
Define a new basis for V,
{Mσ : σ ∈ ⊔n≥0Sn}
where
Mσ1\···\σk =


∑
β≤(|σ1|,...,|σk|)
c
(|σ1|,...,|σk|)
β ν1β1\···\1βl(β)
if σ = 1|σ1|\ · · · \1|σk |,
νσ1\···\σk − ν1|σ1|\···\1|σk|
otherwise.
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If σ = 1|σ1|\ · · · \1|σk |, then
Ψ(M(σ1\...\σk)) = Ψ

 ∑
β≤(|σ1|,...,|σk|)
c
(|σ1|,...,|σk|)
β ν1β1\···\1βl(β)

 =
∑
β≤(|σ1|,...,|σk|)
c
(|σ1|,...,|σk|)
β Ψ(ν1β1\···\1βl(β)
) =
∑
β≤(|σ1|,...,|σk|)
c
(|σ1|,...,|σk|)
β Sβ =M(|σ1|,...,|σk|).
Otherwise,
Ψ(M(σ1\...\σk)) = Ψ(νσ1\···\σk − ν1|σ1|\···\1|σk|
) = S(|σ1|,...,|σk|) − S(1|σ1|,...,1|σk|)
= 0.
Therefore,
Ψ(Mσ1\···\σk) =
{
M(|σ1|,...,|σk|) if σ = 1|σ1|\ · · · \1|σk |,
0 otherwise,
and so
ker(Ψ) = C-span{Mσ : σ 6∈ DI}.
Given an odd permutation σ = 1n1\ . . . \1nk , set
ηVσ :=
∑
α≤(n1,...,nk)
2l(α)M1α1\...\1αl(α)
.
Then
Ψ(ηVσ ) = Ψ(
∑
α≤(n1,...,nk)
2l(α)M1α1\...\1αl(α)
) =
∑
α≤(n1,...,nk)
2l(α)Ψ(M1α1\...\1αl(α)
) =
∑
α≤(n1,...,nk)
2l(α)Mα1,...,αl(α) = η(n1,...,nk).
We conclude that
{Mσ : σ 6∈ DI} ⊔ {η
V
σ : σ odd}
is a basis for S−(V, ζV).
Remark 4.3. Let
QSymV = C-span{Mσ : σ ∈ DI}
and
ΠV = C-span{η
V
σ : σ odd}.
Then both QSymV and ΠV are closed under the product and co-product of V, and so they are Hopf
subalgebras of V. Consider that if σ decomposes to trivial permutations, then Ψ(Mσ) = S(|σ1|,...,|σk|)
and if σ is odd, then Ψ(ηVσ ) = η(|σ1|,...,|σk|). It follows that
Ψ|QSymV : QSymV → QSym and Ψ|ΠV : Π
V → Π
are Hopf isomorphisms.
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5 Theta maps for combinatorial Hopf algebras
In this section, the necessarily and sufficient conditions for existence of a Theta map will be pre-
sented. Later on, we will find Theta maps for several families of Hopf algebras and also for Hopf
algberas V and SSym.
The following theorem gives the necessarily and sufficient condition for a Hopf map to be a
Theta map.
Theorem 5.1. Let (H, ζH) be a combinatorial Hopf algebra and let Ψ : (H, ζH)→ (QSym, ζQSym) be
the unique Hopf morphism. There exists a combinatorial Hopf morphism
ΘH : (H, ζ
−1
QSymζQSym ◦Ψ)→ (H, ζH)
if and only if the following diagram commutes,
H QSym
H QSym
Ψ
Ψ
ΘH ΘQSym
i.e., H has a theta map.
Proof. We have
ζ−1QSymζQSym ◦Ψ = ζH ◦ΘH (ΘH is a combinatorial Hopf morphism)
m
ζ−1QSymζQSym ◦Ψ = ζQSym ◦Ψ ◦ΘH
(
Ψ is a combinatorial Hopf morphism
and so ζH = ζQSym ◦Ψ
)
m
ζQSym ◦ΘQSym ◦Ψ = ζQSym ◦Ψ ◦ΘH (because ζ
−1
QSymζQSym = ζQSym ◦ΘQSym)
m
ΘQSym ◦Ψ = Ψ ◦ΘH.
The last equation is because there is a unique combinatorial morphism form (H, ζQSym ◦ΘQSym ◦Ψ)
to (QSym, ζQSym), and we have ΘQSym ◦ Ψ and Ψ ◦ ΘH are combinatorial Hopf morphism from
(H, ζQSym ◦ΘQSym ◦Ψ) to (QSym, ζQSym), thus they must be equal.
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5.1 Theta maps for Hopf subalgebras of QSym
We find the Theta map for any Hopf subalgebra of QSym.
Theorem 5.2. Let (H, ζ) be a combinatorial Hopf algebra, and assume there is a one-to-one com-
binatorial Hopf morphism β from (H, ζ) to (QSym, ζQSym). Then (H, ζ) has a Theta map if and
only if Img(β) is ΘQSym-invariant (i.e., ΘQSym(Img(β)) ⊆ Img(β)). Moreover, the Theta map for
(H, ζ) is β−1ΘQSymβ.
Proof. Rewrite the map β as follows,
β : (H, ζ) → (Img(β), ζQSym|Img(β))
h 7→ β(h).
Then β is an isomorphism. The map ΘQSym is a combinatorial Hopf morphism, thus the following
diagram commutes,
Img(β) QSym
Img(β)H
H
QSym
ι
ι
ΘQSym ΘQSym
β
β
β−1ΘQSymβ
Therefore, the following diagram commutes,
H QSym
H QSym
β
β
β−1ΘQSymβ ΘQSym
and so β−1ΘQβ is a theta map for (H, ζ).
Conversely, assume that (H, ζ) has a Theta map ΘH. Then the following diagram commutes.
H QSym
H QSym
β
β
ΘH ΘQSym
i.e., ΘQSym(β(H)) = β(ΘH(H)). Therefore, Img(β) is ΘQSym-invariant.
Furthermore, if (H, ζ) has a Theta map, then ΘQSymβ = βΘH, and so β
−1ΘQSymβ = ΘH.
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5.2 Theta maps for commutative and co-commutative Hopf algebras
In the case of symmetric function this theta map originate from plethysm and is defined as follows
ΘSym : Sym → Sym
pn 7→
{
2pn n is odd,
0 n is even,
where pn is the power sum symmetric function. We can see that
ΘSym(pn) = m ◦ (S ◦R−1 ⊗ id) ◦∆(pn)
where R−1(f) = (−1)deg(f)f . We will show that for every commutative and co-commutative com-
binatorial Hopf algebra m ◦ (S ◦R−1 ⊗ id) ◦∆ is a theta map.
Lemma 5.3. If H is commutative and co-commutative, then Φ = m ◦ (S ◦R−1 ⊗ id) ◦∆ is a Hopf
morphism.
Proof. We first show that Φ is an algebra morphism. Let a, b be two homogeneous elements in H,
then by using Sweedler notation
m ◦ Φ⊗ Φ(a⊗ b) = m



∑
(a)
(−1)deg(a1)S(a1)a2

⊗

∑
(b)
(−1)deg(b1)S(b1)b2




=
∑
(a),(b)
(−1)deg(a1+b1)S(a1)a2S(b1)b2.
On the other hand,
Φ ◦m(a, b) = m ◦ (S ◦R−1 ⊗ id) ◦∆ ◦m(a⊗ b)
= m ◦ (S ◦R−1 ⊗ id) ◦ (m⊗m) ◦ (id⊗ T ⊗ id) ◦ (∆⊗∆)(a⊗ b)
= m ◦ (S ◦R−1 ⊗ id)

 ∑
(a),(b)
a1b1 ⊗ a2b2


=
∑
(a),(b)
(−1)deg(a1+b1)S(a1b1)a2b2.
The two sides are the same when H is commutative. Hence, Φ is an algebra morphism.
The proof of coalgebra morphism is similar so it is omitted.
Theorem 5.4. Let (H, ζ) be a commutative and co-commutative combinatorial Hopf algebra (or
m ◦ (S ◦R−1 ⊗ id) ◦∆ be a Hopf morphism), then there is a theta map for (H, ζ) as follows,
ΘH = m ◦ (S ◦R−1 ⊗ id) ◦∆.
Proof. Since (H, ζ) is a combinatorial Hopf algebra by [1, Theorem 4.1] we have a combinatorial
Hopf algebra morphism Ψ from (H, ζ) to (Sym, ζQSym). Note that
m ◦ (S ◦R−1 ⊗ id) ◦∆ ◦Ψ =
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m ◦ (S ◦R−1 ⊗ id) ◦ (Ψ⊗Ψ) ◦∆ =
m ◦ (S ◦R−1 ◦Ψ⊗ id ◦Ψ) ◦∆ =
m ◦ (Ψ⊗Ψ) ◦ (S ◦R−1 ⊗ id) ◦∆ =
Ψ ◦m ◦ (S ◦R−1 ⊗ id) ◦∆,
i.e., the following diagram commutes,
SymH
SymH
Ψ
Ψ
m ◦ (S ◦R−1 ⊗ id) ◦∆ m ◦ (S ◦R−1 ⊗ id) ◦∆
and so m ◦ (S ◦R−1 ⊗ id) ◦∆ is a Theta map for (H, ζ).
Remark 5.5. By definition, Theta maps are dependent on the character of combinatorial Hopf
algebras. In the case of commutative and co-commutative Hopf algebras, the map Φ is always a
Theta map regardless of the choice of character.
Example 5.6. Even though in the case of non-commutative symmetric functions , m ◦ (S ◦R−1⊗
id) ◦ ∆(Hn) = ΘNSym(Hn) =
∑n
k=0 2R(1k ,n−k), m ◦ (S ◦ R−1 ⊗ id) ◦ ∆ is not the Theta map for
NSym since otherwise the dual must be the Theta map for QSym, but the following shows that
m ◦ (S ◦R−1 ⊗ id) ◦∆ is not the Theta map for QSym.
The Theta map for QSym maps M32 to 0, i.e., ΘQSym(M32) = 0 (see 2.3). But,
m ◦ (S ◦R−1 ⊗ id) ◦∆(M32) =
m ◦ (S ◦R−1 ⊗ id)(M32 ⊗ 1 +M3 ⊗M2 + 1⊗M32) =
S ◦R−1(M32) + S ◦R−1(M3)M2 +M32 =
−M23 −M5 +M3M2 +M32 =
−M23 −M5 +M32 +M23 +M5 +M32 = 2M32 6= 0.
5.2.1 Example: Theta maps for diagonally symmetric functions
In this section, we provide an example of a commutative and co-commutative Hopf algebra.
A bipartition λ of length k is a 2× k matrix λ =
(
λ11 λ12 · · · λ1k
λ21 λ22 · · · λ2k
)
such that the columns
are ordered in lexicographic order and no column is
(0
0
)
. The size of λ, denoted by |λ|, is the sum
of all its entries. If the size of λ is n, we write λ ⊢ n. There also exists a generalized bipartition
with length 0 and size 0, called the zero bipartition, denoted by
(0
0
)
.
Let λ, µ be two bipartitions, we say their disjoint union, λ ⊎ µ is the bipartition obtained by
taking the disjoint union of columnns of λ and µ, and re-order in decreasing order.
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Let C[[x,y]] = C[[x1, x2, . . . , y1, y2, . . . ]] be the set of power series in two sets of variables with
bounded degree.
The diagonally symmetric functions, DSym =
⊕
n≥0
DSymn, is sub-ring of the power series C[[x,y]]
that are fixed under diagonal action of the symmetric group. More precisely, f ∈ DSym if
f(x1, x2, . . . , y1, y2, . . . ) = f(xσ(1), xσ(2), . . . , yσ(1), yσ(2), . . . )
for all σ ∈ S(∞) where S(∞) is the set of all bijections from the set of positive integers to itself
that fix all but finitely many numbers.
The diagonally symmetric functions clearly form a graded vector space, and the degree n com-
ponent is spanned by the monomial basis mλ indexed by bipartitions, the sum of all monomials in
the orbit of Xλ = xλ111 y
λ21
1 x
λ12
2 y
λ22
2 · · · x
λ1ℓ(λ)
ℓ(λ) y
λ2ℓ(λ)
ℓ(λ) , for all λ ⊢ n.
Example 5.7. For n = 2, we have
• m( 2
0
) = x21 + x22 + x23 + · · ·
• m( 1
1
) = x1y1 + x2y2 + x3y3 + · · ·
• m( 10
01
) = x1y2 + x2y1 + x1y3 + · · ·
The main reason why DSym is interesting is that the quotient space k[[x,y]]/〈DSym+〉 over the
ideal generated by diagonally symmetric functions with positive degree is known as the diagonal
harmonics. The central result is by Garsia and Haiman [11, 13] where it was used to prove the n!
conjecture and Macdonald positivity.
The product is the regular multiplication of power series. The coproduct is as follows
∆(mλ) =
∑
µ⊎ν=λ
mµ ⊗mν .
It is not hard to see that DSym is a commutative and co-commutative Hopf algebra. We have a
projection given by (λ is a bipartition)
p : DSym → Sym
mλ 7→ msort(λ11+λ21,λ12+λ22,...,λ1ℓ(λ)+λ2ℓ(λ))
and an embedding (λ is a partition)
i : Sym → DSym
mλ 7→ m(λ1λ2···λℓ(λ)
0 0 ··· 0
)
Then, the map Θ = i ◦ ΘSym ◦ p is a Theta map for DSym. The image of Θ is isomorphic to the
image of ΘSym, the space of Schur’s Q functions.
According the theorem 5.4, we have a non-trivial Theta map
ΘDSym = m ◦ (S ◦R−1 ⊗ id) ◦∆.
The image of ΘDSym is a generalization of Schur’s Q functions into two sets of variables. We now
describe the image in more details.
We begin with defining two sets of diagonally symmetric functions
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Definition. For each pair (a, b), we define the homogeneous and elementary functions h( a
b
), e( a
b
)
via the following generating functions
H(s, t) =
∑
a,b
h( a
b
)satb =∏
i
1
1− xis− yit
,
E(s, t) =
∑
a,b
e( a
b
)satb =∏
i
(1 + xis+ yit).
For a bipartition λ,
hλ = h(λ11
λ21
)h(λ12
λ22
) . . . h(λ1ℓ(λ)
λ2ℓ(λ)
),
eλ = e(λ11
λ21
)e(λ12
λ22
) . . . e(λ1ℓ(λ)
λ2ℓ(λ)
).
These functions are introduced by Gessel [9], and he showed that they are bases for DSym.
Remark 5.8. Gessel also defined a third multiplicative basis, the power sum {pλ} where p( a
b
) =
m(a
b
).
Now we study the antipode of DSym. We start with the following observations.
Lemma 5.9. For each pair (a, b), we have the following co-product formula
∆
(
e( a
b
)) = ∑
i+j=a,k+ℓ=b
e( i
k
) ⊗ e( j
ℓ
),
Proof. This follows from the fact that e( a
b
) = m( 1...10...0
0...01...1
) with a copies of (10) and b copies of(0
1
)
.
Proposition 5.10. The antipode S of DSym is S
(
e( a
b
)) = (−1)a+bh( a
b
).
Proof. From the generating functions H(s, t) and E(s, t), it is not hard to see that
1 = H(s, t)E(−s,−t) =

∑
a,b
h( a
b
)satb



∑
a,b
e( a
b
)(−s)a(−t)b

 .
Then, for any pair (a, b) 6= (0, 0), we have∑
i+j=a,k+ℓ=b
(−1)j+ℓh( i
k
)e( j
ℓ
) = 0.
On the other hand, from the coproduct formula of e basis, we know that the antipode is determined
by the relation ∑
i+j=a,k+ℓ=b
S
(
e( i
k
)) e( j
ℓ
) = 0
for all pair (a, b) 6= (0, 0). Compairing these two equations, we will obtain the desired result via
induction.
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Therefore, we have the following formula for ΘDSym.
ΘDSym
(
e( a
b
)) = ∑
i+j=a,k+ℓ=b
h( i
k
)e( j
ℓ
).
Its generating function is
Q(s, t) =
∑
a,b
ΘDSym
(
e( a
b
)) satb =∏
i
1 + xis+ yit
1− xis− yit
.
We denote ΘDSym
(
e( a
b
)) by q(a
b
). We now give some properties of these q(a
b
) that are ana-
loguous Schur’s Q functions qn = ΘSym(en).
Proposition 5.11. The image space ΘDSym(DSym) is generated by
{
q(a
b
) : a+ b is odd}
Proof. Since Q(s, t) = E(s, t)H(s, t), we have that Q(s, t)Q(−s,−t) = 1. Therefore, for each
(n,m) 6= (0, 0), we have ∑
a+c=n
b+d=m
(−1)a+bq( a
b
)q( c
d
) = 0.
When n+m is even, we have
2q( n
m
) = − ∑
a+c=n,b+d=m
(a,b) 6=(0,0),(c,d) 6=(0,0)
(−1)a+bq(a
b
)q( c
d
)
Therefore, by induction, q( n
m
) ∈ C [q( a
b
) : a ≤ n, b ≤ m,a+ b is odd].
Remark 5.12. It presents no difficulty in generalizing this construction to diagonally symmetric
functions in more sets of variables.
5.3 Theta maps for V
Some combinatorial Hopf algebras can have many Theta maps. We show that when a Hopf mor-
phism can be a Theta map for (V, ζV).
Recall that we defined the basis {Mσ : σ ∈ ⊔n≥0Sn} for (V, ζV), where
Ψ(Mσ1\···\σk) =
{
M(|σ1|,...,|σk|) if σ = 1|σ1|\ · · · \1|σk |
0 otherwise.
Moreover, since ζV = ζQSym ◦Ψ, for σ = σ1\ · · · \σk we have that
ζV(Mσ) = ζQSym ◦Ψ(Mσ1\···\σk) =
{
ζQSym(M(|σ1|,...,|σk|)) if σ = 1|σ1|\ · · · \1|σk |,
0 otherwise.
Since
ζQSym(M(|σ1|,...,|σk|)) =
{
1 if k = 1 or σ ∈ S0,
0 otherwise,
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we can conclude that
ζV(Mσ) =
{
1 if σ = 1n or σ ∈ S0,
0 otherwise.
Proposition 5.13. Let ΘV : V → V be a Hopf morphism and let ζ = ζ
−1
QSymζQSym ◦ Ψ. Then the
following statements are equivalent.
1. Ψ ◦ΘV = ΘQSym ◦Ψ, i.e., ΘV is a Theta map for V.
2. ζ = ζV ◦ΘV .
3. Θ∗V : V
∗ → V∗ satisfies that M∗1n 7→ ζ|Vn.
4. Ψ∗ ◦ΘNSym = Θ
∗
V ◦Ψ
∗.
Proof. Note that (1) and (4) are equivalent by duality, and by Theorem 5.1, (1) and (2) are
equivalent. So it is enough to show that (2) and (3) are equivalent.
Now, ζ = ζV ◦ ΘV if and only if ζ(Mσ) = ζV ◦ ΘV(Mσ) for all σ. Fix a σ ∈ Sn, we have that
ζ(Mσ) = ζ|Vn(Mσ), thus
ζV ◦ΘV(Mσ) = ζ(Mσ) = ζ|Vn(Mσ) = 〈M
∗
1n ,ΘV(Mσ)〉 = Θ
∗
V(M
∗
1n)(Mσ).
Therefore, ζ = ζV ◦ΘV if and only if Θ∗V(M
∗
1n)(Mσ) = ζ|Vn(Mσ) for all σ if and only if Θ
∗
V(M
∗
1n) =
ζ|Vn . Therefore, (2) and (3) are equivalent.
5.3.1 A Theta map for V with Π as its image
Let Ψ be the unique combinatorial Hopf morphism from (V, ζV) to (QSym, ζQSym). Recall that
when we restrict Ψ to QSymV = C-span{Mσ : σ ∈ DI}, we have an isomorphism Ψ|QSymV from
QSymV to QSym such that
M1n1\···\1nk 7→M(n1,...,nk).
Also,
V = ker(Ψ)⊕ QSymV .
So any element of V is of the form v +M1n1\···\1nk for some v ∈ ker(Ψ). Note that Ψ is the same
map as the following map
0⊕Ψ|QSymV : ker(Ψ)⊕ QSymV → QSym
such that
0⊕Ψ|QSymV (v +M1n1\···\1nk ) =M(n1,...,nk).
Proposition 5.14. The map
ΘV = (0⊕ (Ψ|QSymV )
−1) ◦ΘQSym ◦ (0⊕Ψ|QSymV )
from V to V is a Theta map for V and its image is isomorphic to Π.
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Proof. Consider that
Ψ ◦ΘV = (0⊕Ψ|QSymV ) ◦ (0⊕ (Ψ|QSymV )
−1) ◦ΘQSym ◦ (0⊕Ψ|QSymV )
= idQSym ◦ΘQSym ◦ (0⊕Ψ|QSymV ) = ΘQSym ◦ (0⊕Ψ|QSymV ) = ΘQSym ◦Ψ.
Therefore, ΘV is a Theta map for V. Also,
ΘV(V) = (0⊕ (Ψ|QSymV )
−1) ◦ΘQSym ◦ (0⊕Ψ|QSymV )(V) =
(0⊕ (Ψ|QSymV )
−1) ◦ΘQSym(QSym) = (0⊕ (Ψ|QSymV )
−1)(Π) = ΠV .
6 Theta maps for Malvenuto-Reutenauer Hopf algebra
In this section, we will construct a family of Theta maps for SSym.
6.1 Tools
We prove a series of lemmas and propositions that we use them to construct Theta maps for SSym
in the next section.
Remember that the map D : SSym → QSym defined by D(Fσ) = LDes(σ). Throughout this
section we let ζ = ζ−1QSymζQSym ◦D and ζSSym = ζQSym ◦D. Note that
ζ(Fσ) = ζ
−1
QSymζQSym(LDes(σ)) =


1 if I−1(Des(σ)) = (),
2 if I−1(Des(σ)) = (1, . . . , 1, k),
0 otherwise.
If I−1(Des(σ)) = (1, . . . , 1, k), then peak(σ) = ∅. Therefore,
ζ|SSymn =
∑
σ∈Sn
peak(σ)=∅
2F ∗σ .
The following proposition gives the necessarily and sufficient condition for a Hopf morphism to
be a Theta map for SSym.
Proposition 6.1. Let Θ : SSym→ SSym be a coalgebra morphism. The following are equivalent.
1. D ◦Θ = ΘQSym ◦D,
2. ζ = ζSSym ◦Θ,
3. Θ∗ : SSym∗ → SSym∗ satisfies that M∗1n 7→ ζ|SSymn ,
4. D∗ ◦ΘNSym = Θ
∗ ◦D∗.
Proof. The proof is same as Proposition 5.13. We only need to check that ζSSym = ζQSym ◦D maps
Mσ to 1 when σ = 1n and 0 otherwise.
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Definition. A map Θ : SSym→ SSym is said to be self-adjoint if Θ∗ ◦ ISSym = ISSym ◦Θ.
Proposition 6.2. If Θ : SSym → SSym is a self-adjoint coalgebra morphism, then it is a Hopf
morphism.
Proof. All we need to show is that Θ is an algebra morphism. If Θ is a coalgebra morphism, then
Θ∗ is an algebra morphism. And the result follows from the composition of algebra morphisms
Θ = I−1
SSym ◦Θ
∗ ◦ ISSym.
Lemma 6.3. A map Θ∗ is self-adjoint if and only if 〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(F ∗τ ), Fσ−1〉.
Proof. We know that〈
F ∗σ , I
−1
SSym(F
∗
τ )
〉
= 〈F ∗σ , Fτ−1〉 = δσ,τ−1 = δτ,σ−1 = 〈F
∗
τ , Fσ−1〉 =
〈
F ∗τ , I
−1
SSym(F
∗
σ )
〉
.
Hence, we have
〈Θ∗(F ∗σ ), Fτ−1〉 = 〈F
∗
σ ,Θ(Fτ−1)〉 =
〈
F ∗σ ,Θ ◦ I
−1
SSym(F
∗
τ )
〉
and
〈Θ∗(F ∗τ ), Fσ−1〉 =
〈
Θ∗(F ∗τ ), I
−1
SSym(F
∗
σ )
〉
=
〈
F ∗σ , I
−1
SSym ◦Θ
∗(F ∗τ )
〉
.
Therefore, 〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(F ∗τ ), Fσ−1〉 if and only if Θ◦I
−1
SSym = I
−1
SSym◦Θ
∗, which is equivalent
to say that 〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(F ∗τ ), Fσ−1〉 if and only if Θ
∗ is self-adjoint.
Lemma 6.4. If M∗σ =M
∗
µ ·M
∗
ν , σ ∈ Sn and µ, ν non-empty, then∣∣{τ ≤ σ : peak(τ−1) = ∅}∣∣ = 2 ∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ν : peak(τ−1) = ∅}∣∣ .
Proof. If τ ∈ Sn and peak(τ−1) = ∅, then τ−1(1) = n or τ−1(n) = n. Hence, τ(n) = 1 or n.
Case 1: σ(n) = 1. Assume µ ∈ Sn−1 such that µ(i) = σ(i)− 1 and ν = 1. Then it suffices to show∣∣{τ ≤ σ : peak(τ−1) = ∅}∣∣ = 2 ∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ .
We construct two bijections. One is between
{
τ ≤ σ : τ(n) = 1,peak(τ−1) = ∅
}
and
{
τ ≤ µ : peak(τ−1) = ∅
}
.
The other one is between
{
τ ≤ µ : peak(τ−1) = ∅
}
and
{
τ ≤ σ : τ(n) = n,peak(τ−1) = ∅
}
.
For each τ ∈
{
τ ≤ µ : peak(τ−1) = ∅
}
, we assign two elements τ˜ = τ\id[1] and τ˜
′ = τn. Since
Inv(τ˜ ′) = Inv(τ), Inv(τ˜) = Inv(τ) ∪ {(a, n) : 1 ≤ a < n}, Inv(τ) ⊆ Inv(µ) and Inv(σ) = Inv(µ) ∪
{(a, n) : 1 ≤ a < n}, we have τ˜ ≤ σ and τ˜ ′ ≤ σ.
Since τ˜(i) = τ(i) + 1 for 1 ≤ i ≤ n− 1 and τ˜(n) = 1, we have τ˜−1(i) = τ−1(i− 1) for 2 ≤ i ≤ n.
Since 2 /∈ peak(τ˜−1) as τ˜−1(1) = n, it follows that τ˜−1(i − 1) < τ˜−1(i) > τ˜−1(i + 1) if and only if
τ−1(i− 2) < τ−1(i− 1) > τ−1(i) for 3 ≤ i ≤ n− 1. Hence, peak(τ˜−1) = ∅.
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Because τ˜ ′(i) = τ(i) for 1 ≤ i ≤ n−1 and τ˜ ′(n) = n, we have τ˜ ′−1(i) = τ−1(i) for 1 ≤ i ≤ n−1.
Since n − 1 /∈ peak(τ˜ ′−1) as τ˜ ′−1(n) = n, it follows that τ˜ ′−1(i − 1) < τ˜ ′−1(i) > τ˜ ′−1(i + 1) if and
only if τ−1(i− 1) < τ−1(i) > τ−1(i+ 1) for 2 ≤ i ≤ n− 2. Hence, peak(τ˜ ′−1) = ∅.
Conversely, for each τ ∈
{
τ ≤ σ : peak(τ−1) = ∅
}
, if τ(n) = 1, we assign τ˜ ∈ Sn−1 that
τ˜(i) = τ(i) − 1, if τ(n) = n, we assign τ˜ ∈ Sn−1 that τ˜(i) = τ(i). By a similar argument,
τ˜ ∈
{
τ ≤ µ : peak(τ−1) = ∅
}
. And they are clearly inverse of each other.
If M∗ν =M
∗
ω ·M
∗
1 for some non-empty ω, then by induction∣∣{τ ≤ ν : peak(τ−1) = ∅}∣∣ = 2 ∣∣{τ ≤ ω : peak(τ−1) = ∅}∣∣
and
∣∣{τ ≤ µ\ω : peak(τ−1) = ∅}∣∣ = 2 ∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ω : peak(τ−1) = ∅}∣∣ .
Therefore,
2
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ν : peak(τ−1) = ∅}∣∣
=4
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ω : peak(τ−1) = ∅}∣∣
=2
∣∣{τ ≤ µ\ω : peak(τ−1) = ∅}∣∣
=
∣∣{τ ≤ σ : peak(τ−1) = ∅}∣∣ .
Case 2: σ(n) > 1. In this case, |ν| ≥ 2. For simplicity, let γ = std(σ(1) · · · σ(n − 1)) and
ω = std(ν(1) · · · ν(|ν| − 1)).
Claim 1: if τ ≤ σ, then τ(n) > 1. If not, (σ−1(1), n) /∈ Inv(σ) but (σ−1(1), n) ∈ Inv(τ).
Claim 2: τ ≤ σ and τ(n) = n if and only if τ ≤ γn. First, γn ≤ σ as Inv(γn) = Inv(σ)\{(a, n) :
1 ≤ a ≤ n−1}. Second, if τ ≤ γn and τ(n) < n then (τ−1(n), n) ∈ Inv(τ) but (τ−1(n), n) /∈ Inv(γn).
Therefore, if τ ≤ γn, then τ ≤ σ and τ(n) = n. Conversely, if τ ≤ σ and τ(n) = n, then
Inv(τ) ⊆ Inv(σ) \ {(a, n) : 1 ≤ a ≤ n− 1} = Inv(γn) i.e. τ ≤ γn.
Therefore,
{
τ ≤ σ : peak(τ−1) = ∅
}
=
{
τ ≤ γn : peak(τ−1) = ∅
}
as peak(τ) = ∅ only if τ(n) =
1 or n.
We also know that
∣∣{τ ≤ γn : peak(τ−1) = ∅}∣∣ = ∣∣{τ ≤ γ : peak(τ−1) = ∅}∣∣ from Case 1. Hence,
by induction, we have
2
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ν : peak(τ−1) = ∅}∣∣
=2
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ω|ν| : peak(τ−1) = ∅}∣∣
=2
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · ∣∣{τ ≤ ω : peak(τ−1) = ∅}∣∣
=
∣∣{τ ≤ µ\ω : peak(τ−1) = ∅}∣∣
=
∣∣{τ ≤ γ : peak(τ−1) = ∅}∣∣
=
∣∣{τ ≤ γn : peak(τ−1) = ∅}∣∣
=
∣∣{τ ≤ σ : peak(τ−1) = ∅}∣∣ .
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6.2 Constructing Theta maps for SSym
Definition. We say a map
f : ⊔n≥0Sn × ⊔n≥0Sn → C
is a Theta map constructor for SSym if it satisfies the following conditions:
1. f(1n, σ) =
{
2 if peak(σ) = ∅
0 otherwise.
2. f(σ, τ) = f(τ−1, σ−1), or equivalently f(σ, τ−1) = f(τ, σ−1).
Construction. For any Theta map constructor f , define a map Θ∗ : SSym → SSym double
inductively on degree and cardinality of the inversion set of σ = σ1\ . . . \σk, as follows
〈Θ∗(F ∗σ ), Fτ−1〉 =


f(σ, τ−1) if σ = 1n or τ = 1n,
f(σ, τ−1) if GD(σ) = GD(τ) = ∅〈 ∑
γ1≤σ1,...,γk≤σk
Θ∗(F ∗γ1) . . .Θ
∗(F ∗γk ), Fτ−1
〉
−
∑
γ<σ
〈
Θ∗(F ∗γ ), Fτ−1
〉
if GD(σ) 6= GD(τ) = ∅
〈Θ∗(F ∗τ ), σ
−1〉 if GD(τ) 6= GD(σ) = ∅〈 ∑
γ1≤σ1,...,γk≤σk
Θ∗(F ∗γ1) . . .Θ
∗(F ∗γk ), Fτ−1
〉
−
∑
γ<σ
〈
Θ∗(F ∗γ ), Fτ−1
〉
otherwise.
Example 6.5. The following tables are structure coefficients in degree 2 and 3. The entry at row
F ∗σ and column Fτ is 〈Θ
∗(F ∗σ ), Fτ 〉.
Degree 2:
F12 F21
F ∗12 2 2
F ∗21 2 2
Degree 3:
F123 F132 F213 F312 F231 F321
F ∗123 2 0 2 2 0 2
F ∗132 0 f(132, 132) f(213, 132) 4− f(132, 132) 4− f(213, 132) 0
F ∗213 2 f(213, 132) f(213, 213) 2− f(213, 132) 2− f(213, 213) 2
F ∗231 2 4− f(132, 132) 2− f(213, 132) f(132, 132) − 2 f(213, 132) 2
F ∗312 0 4− f(213, 132) 2− f(213, 213) f(213, 132) f(213, 213) + 2 0
F ∗321 2 0 2 2 0 2
Proposition 6.6. The map Θ∗ is an algebra and coalgebra morphism.
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Proof. Algebra morphism. Showing that Θ∗ is an algebra morphism is equivalent to showing
that for every σ = σ1\ . . . \σk ∈ Sn, we have
〈Θ∗(M∗σ), τ
−1〉 = 〈Θ∗(M∗σ1) . . .Θ
∗(M∗σk), τ
−1〉.
If k = 1, the result follows. If k > 1, then GD(σ) 6= ∅. We have two cases:
Case1: τ = 1n. Note that
〈Θ∗(M∗σ), F1n 〉 =
∑
τ≤σ
〈Θ∗(F ∗τ ), F1n〉 =
∑
τ≤σ
〈
Θ∗(F ∗1n), Fτ−1
〉
= 2
∣∣{τ ≤ σ : peak(τ−1) = ∅}∣∣ .
If M∗σ =M
∗
µ ·M
∗
ν for some µ, ν non-empty, then〈
Θ∗(M∗µ) ·Θ
∗(M∗ν ), F1n
〉
=
〈
Θ∗(M∗µ)⊗Θ
∗(M∗ν ),∆(F1n)
〉
=
〈
Θ∗(M∗µ)⊗Θ
∗(M∗ν ), F1|µ| ⊗ F1|ν|
〉
=
〈
Θ∗(M∗µ), F1|µ|
〉
·
〈
Θ∗(M∗ν ), F1|ν|
〉
= 2
∣∣{τ ≤ µ : peak(τ−1) = ∅}∣∣ · 2 ∣∣{τ ≤ ν : peak(τ−1) = ∅}∣∣
where the last equality is by induction on degree. Therefore, by Lemma 6.4 we have that
〈Θ∗(M∗σ), F1n〉 =
〈
Θ∗(M∗µ) ·Θ
∗(M∗ν ), F1n
〉
.
Case2: τ 6= 1n. Consider that
〈Θ∗(M∗σ), τ
−1〉 =
∑
γ≤σ
〈Θ∗(F ∗γ ), τ
−1〉.
By the definition of Θ∗,
〈Θ∗(F ∗σ ), Fτ−1〉 =
〈 ∑
γ1≤σ1,...,γk≤σk
Θ∗(F ∗γ1) . . .Θ
∗(F ∗γk), Fτ−1
〉
−
∑
γ<σ
〈
Θ∗(F ∗γ ), Fτ−1
〉
.
Therefore, ∑
γ≤σ
〈
Θ∗(F ∗γ ), Fτ−1
〉
=
〈 ∑
γ1≤σ1,...,γk≤σk
Θ∗(F ∗γ1) . . .Θ
∗(F ∗γk ), Fτ−1
〉
=
〈
 ∑
γ1≤σ1
Θ∗(F ∗γ1)

 . . .

 ∑
γk≤σk
Θ∗(F ∗γk )

 , Fτ−1
〉
=
〈
Θ∗(F ∗σ1) . . .Θ
∗(F ∗σk), Fτ−1
〉
.
Consequently,
〈Θ(M∗σ), τ
−1〉 =
〈
Θ∗(F ∗σ1) . . .Θ
∗(F ∗σk), Fτ−1
〉
.
Co-algebra morphism. We aim to show that the map Θ∗ is a coalgebra morphism i.e., (Θ∗ ⊗
Θ∗) ◦ (∆s,t(M∗σ)) = ∆s,t ◦Θ
∗(M∗σ) for all s, t ≥ 1, s+ t = |σ|.
The equality clearly holds when σ = 11. Suppose |σ| ≥ 2 and we use induction on degree.
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Case 1: GD(σ) = ∅. The equality clearly holds when σ = 1n. In this case it is equivalent to
that ΘNSym is a coalgebra morphism, since D
∗ : NSym → SSym∗ sends Hn to 1∗n. When σ 6= 1n,
by double induction on degree and |Inv(σ)|, it suffices to prove that (Θ∗ ⊗ Θ∗) ◦ (∆s,t(F ∗σ )) =
∆s,t ◦Θ∗(F ∗σ ).
Let ∆s,t(Fσ−1) = Fγ ⊗ Fτ . For all µ ∈ Ss, ν ∈ St, we have
〈∆s,t ◦Θ
∗(F ∗σ ), Fµ ⊗ Fν〉 = 〈Θ
∗(F ∗σ ), Fµ · Fν〉
= 〈Θ∗(F ∗µ−1 · F
∗
ν−1), Fσ−1〉
= 〈(Θ∗ ⊗Θ∗)(F ∗µ−1 ⊗ F
∗
ν−1),∆s,t(Fσ−1)〉
= 〈Θ∗(F ∗µ−1), Fγ〉 · 〈Θ
∗(F ∗ν−1), Fτ 〉
= 〈(Θ∗ ⊗Θ∗)(F ∗γ−1 ⊗ F
∗
τ−1), Fµ ⊗ Fν)〉
= 〈(Θ∗ ⊗Θ∗) ◦∆s,t(F
∗
σ ), Fµ ⊗ Fν)〉.
Case 2: GD(σ) 6= ∅. Let σ = µ\ν, then by induction on degree,
∆(Θ∗(M∗σ)) = ∆(Θ
∗(M∗µ) ·Θ
∗(M∗ν ))
= ∆(Θ∗(M∗µ)) ·∆(Θ
∗(M∗ν ))
=
(
(Θ∗ ⊗Θ∗) ◦∆(M∗µ)
)
· ((Θ∗ ⊗Θ∗) ◦∆(M∗ν ))
= (Θ∗ ⊗Θ∗) ◦
(
∆(M∗µ) ·∆(M
∗
µ)
)
= (Θ∗ ⊗Θ∗) ◦ (∆(M∗σ)) .
Lemma 6.7. The map Θ∗ is self-adjoint.
Proof. By Lemma 6.3, Θ∗ is self adjoint if for all σ, τ ∈ Sn, 〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(F ∗τ ), Fσ−1〉.
If GD(σ) = ∅ or GD(τ) = ∅, then by the definition of Θ∗ we have that 〈Θ∗(F ∗σ ), Fτ−1〉 =
〈Θ∗(F ∗τ ), Fσ−1〉. Let σ, τ ∈ Sn and GD(σ) 6= ∅, GD(τ) 6= ∅. Let σ = µ\ν and τ = δ\ǫ where
µ, ν, δ, ǫ are non-empty. By construction,
〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(M∗σ), Fτ−1〉 −
∑
γ<σ
〈Θ∗(F ∗γ ), Fτ−1〉
= 〈Θ∗(M∗σ), Fτ−1〉 −
∑
γ<σ
〈Θ∗(F ∗τ ), Fγ−1〉
= 〈Θ∗(M∗σ), Fτ−1〉 −
∑
γ<σ
〈Θ∗(M∗τ ), Fγ−1〉+
∑
γ<σ
ρ<τ
〈Θ∗(F ∗ρ ), Fγ−1〉.
Similarly,
〈Θ∗(F ∗τ ), Fσ−1〉 = 〈Θ
∗(M∗τ ), Fσ−1〉 −
∑
ρ<τ
〈Θ∗(M∗σ), Fρ−1〉+
∑
ρ<τ
γ<σ
〈Θ∗(F ∗γ ), Fρ−1〉.
Therefore, by double induction on degrees and inversion sets, 〈Θ∗(F ∗σ ), Fτ−1〉 = 〈Θ
∗(F ∗τ ), Fσ−1〉 if
and only if ∑
γ≤σ
〈Θ∗(M∗τ ), Fγ−1〉 =
∑
ρ≤τ
〈Θ∗(M∗σ), Fρ−1〉.
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Let ∆|µ|,|ν|(M
∗
δ ) =
∑
α,β
Cδα,βM
∗
α ⊗M
∗
β and ∆|µ|,|ν|(M
∗
ǫ ) =
∑
α′,β′
Cǫα′,β′M
∗
α′ ⊗M
∗
β′ . Then
∆|µ|,|ν|(M
∗
τ ) = ∆|µ|,|ν|(M
∗
δ ·M
∗
ǫ ) =
∑
α,β,α′β′
Cδα,βC
ǫ
α′,β′M
∗
α\α′ ⊗M
∗
β\β′ .
By induction on degree, we get∑
ρ≤τ
〈Θ∗(M∗σ), Fρ−1〉 =
∑
ρ≤τ
〈Θ∗(M∗σ), I
−1
SSym
(
F ∗ρ
)
〉 = 〈Θ∗(M∗σ), I
−1
SSym (M
∗
τ )〉
=
〈
Θ∗(M∗µ) ·Θ
∗(M∗ν ), I
−1
SSym (M
∗
τ )
〉
=
〈
Θ∗(M∗µ)⊗Θ
∗(M∗ν ),∆|µ|,|ν|
(
I−1
SSym (M
∗
τ )
)〉
=
〈
Θ∗(M∗µ)⊗Θ
∗(M∗ν ),
(
I−1
SSym ⊗ I
−1
SSym
)
◦
(
∆|µ|,|ν| (M
∗
τ )
)〉
=
∑
α,β,α′,β′
Cδα,βC
ǫ
α′,β′
〈
Θ∗(M∗µ), I
−1
SSym(M
∗
α\α′ )
〉〈
Θ∗(M∗ν ), I
−1
SSym(M
∗
β\β′)
〉
=
∑
α,β,α′,β′
Cδα,βC
ǫ
α′,β′
〈
Θ∗(M∗α\α′), I
−1
SSym(M
∗
µ)
〉〈
Θ∗(M∗β\β′), I
−1
SSym(M
∗
ν )
〉
=
〈
(Θ∗ ⊗Θ∗) ◦
(
∆|µ|,|ν| (M
∗
τ )
)
,
(
I−1
SSym
(
M∗µ
))
⊗
(
I−1
SSym (M
∗
ν )
)〉
=
〈
∆|µ|,|ν| (Θ
∗ (M∗τ )) ,
(
I−1
SSym
(
M∗µ
))
⊗
(
I−1
SSym (M
∗
ν )
)〉
=
〈
Θ∗ (M∗τ ) , I
−1
SSym (M
∗
σ)
〉
=
∑
γ≤σ
〈Θ∗(M∗τ ), I
−1
SSym
(
F ∗γ
)
〉 =
∑
γ≤σ
〈Θ∗(M∗τ ), Fγ−1〉.
Theorem 6.8. The map Θ, the dual of Θ∗, is a Theta map for SSym.
Proof. We have that Θ∗ is a self-adjoint algebra morphism, so by Proposition 6.2 is a Hopf algebra
morphism. Consider that Θ∗(M∗1n) = Θ
∗(F ∗1n), and
〈Θ∗(F ∗1n), F
∗
σ 〉 =
{
2 if peak(σ) = ∅
0 otherwise.
Therefore,
Θ∗(M∗1n) =
∑
σ∈Sn
peak(σ)=∅
2F ∗σ .
Thus by Proposition 6.1, Θ is a Theta map for SSym.
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