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In this paper we study the problem on embedding germs of
smooth diffeomorphisms in ﬂows in higher dimensional spaces.
First we prove the existence of embedding vector ﬁelds for a local
diffeomorphism with its nonlinear term a resonant polynomial.
Then using this result and the normal form theory, we obtain
a class of local Ck diffeomorphisms for k ∈ N ∪ {∞,ω} which
admit embedding vector ﬁelds with some smoothness. Finally we
prove that for any k ∈ N ∪ {∞} under the coeﬃcient topology the
subset of local Ck diffeomorphisms having an embedding vector
ﬁeld with some smoothness is dense in the set of all local Ck
diffeomorphisms.
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1. Introduction and statement of the main results
Let F(x) be a Ck smooth diffeomorphism on a smooth manifold M in Rn with k ∈ N ∪ {∞,ω},
where N is the set of natural numbers and Cω denotes the class of analytic functions. A vector ﬁeld
X deﬁned on the manifold M is called an embedding vector ﬁeld of F(x) if F(x) is the Poincaré map of
the vector ﬁeld X . If the vector ﬁeld X is autonomous, the corresponding ﬂow denoted by {φt, t ∈ R}
is called an embedding ﬂow of F(x), i.e. we have φ1 = F. We note that when we consider the relation
between diffeomorphisms and the Poincaré map of a vector ﬁeld, it appears naturally the embedding
problem.
The embedding problem in the 1-dimensional case has been intensively studied (see for instance,
[8,15–17,6,13]). In the higher dimensional case, Palis [19] in 1974 pointed out that in the Baire sense
there are few diffeomorphisms which can admit embedding ﬂows.
For the existence of periodic embedding vector ﬁeld, Arnold [2, p. 200] in 1988 mentioned that for
n×n real matrices A and B with A= eB , if F(x) = Ax+ o(|x|) is a C∞ diffeomorphism in (Rn,0), then
E-mail address: xzhang@sjtu.edu.cn.
1 The author is partially supported by NNSF of China grants 10671123 and 10831003, and Shanghai Pujiang Program.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.09.013
1604 X. Zhang / J. Differential Equations 248 (2010) 1603–1616F(x) admits a C∞ periodic embedding vector ﬁeld Bx + r(x, t) of period 1 in (Rn,0). In 1992 Kuksin
and Pöschel [14] solved an embedding problem for a local analytic symplectic diffeomorphism to be
embedded in a periodic analytic Hamiltonian vector ﬁeld.
The problem on the existence of the embedding ﬂow of a given diffeomorphism becomes much
more involved. Arnold [2, p. 200] mentioned that it is usually not possible to imbed a given map-
ping in the phase ﬂow of an autonomous system. Li et al. [18] in 2002 proved that for a germ of
C∞ diffeomorphisms in (Rn,0) with the linear part A hyperbolic, if A has a real logarithm B with
the eigenvalues weakly non-resonant, then the germ can be embedded in a germ of C∞ autonomous
vector ﬁelds having the linear part B. Recently this result was extended to the C∞ local diffeomor-
phisms in Banach spaces [24] by using the spectral theory of linear operators, the extended Floquet’s
theory and the C∞ conjugacy in Banach spaces. As we know there are few results on the existence
of embedding ﬂows for both ﬁnite smooth and analytic diffeomorphisms (see [23]). This paper will
tackle this problem. The method of this paper is different from those of [18,24].
It is well known that if X (x) is an embedding vector ﬁeld of a diffeomorphism F(x) on a manifold
M and φt(x) is the corresponding embedding ﬂow, then X (φt(x)) = D(φt(x))X (x) for x ∈ M and
t ∈ R, where Dψ(x) denotes the Jacobian matrix of a differentiable map ψ at x. Consequently, we
have
X (F(x))= D(F(x))X (x). (1.1)
It is called the embedding equation.
Conversely a vector ﬁeld X (x) satisfying equation (1.1) may not be an embedding vector ﬁeld of
the given diffeomorphism F(x). This fact will be veriﬁed via the remark following Example 1.6. Even
though, by solving the embedding equation (1.1) we can obtain some candidate vector ﬁelds which
may be used for solving the embedding problem.
Another way to solve the embedding problem is to use the conjugacy: let G and H be two conju-
gate diffeomorphisms on a manifold, i.e. there exists a diffeomorphism J such that J◦G= H◦ J, if X is
an embedding vector ﬁeld of G then J∗X is an embedding vector ﬁeld of H, where J∗ denotes the tan-
gent map induced by J. So, to solve the embedding problem for a given diffeomorphism we can try to
ﬁnd a conjugate diffeomorphism which has an embedding ﬂow. Since F is conjugate to G := B−1F ◦ B
for any invertible n × n matrix B, in the following we can assume without loss of generality that the
matrix A of the linear part of F is in the lower triangular Jordan normal form.
In this paper we consider the germ F(x) of local Ck diffeomorphisms with k  1 in (Rn,0). Set
F(x) = Ax+ f(x) with A a real square matrix, f(0) = 0 and Df(0) = 0. In order for X (x) = Bx+ v(x) to
be an embedding vector ﬁeld of F(x), the linear part of X should be an embedding vector ﬁeld of Ax.
That is to say, B must be a real logarithm of A, i.e. B= logA. So if X (x) is an embedding vector ﬁeld
of F(x), v(x) should satisfy the equation
v
(
Ax+ f(x))− Av(x) = Df(x)v(x) + Df(x)Bx− Bf(x). (1.2)
Let the n-tuple λ = (λ1, . . . , λn) ∈ Cn be the eigenvalues of A. The eigenvalues λ are resonant
if λi = λm for some i ∈ {1, . . . ,n} and m = (m1, . . . ,mn) ∈ Zn+ with the length |m| =
∑n
j=1mj > 1,
where λm = λm11 · . . . · λmnn , and Z+ = {z ∈ Z; z 0}. The eigenvalues λ satisfy ﬁnite resonant conditions
if the set {m ∈ Zn+; λi = λm for some i ∈ {1, . . . ,n} and |m| > 1} is ﬁnite. For the vector ﬁeld f(x) =
( f1(x), . . . , fn(x)), a monomial amxm of f i(x) is resonant if λi = λm , where am is the coeﬃcient of
the monomial depending on m. The vector ﬁeld f(x) is resonant if its monomials are all resonant. The
ﬁxed point O of F(x) is hyperbolic if A is hyperbolic, i.e. A has no eigenvalues on the unit circle of the
complex plane.
We say that λ belong to the Poincaré domain if the n eigenvalues have modulus either all larger
than 1 or all less than 1. If it is not the case, we say that λ belong to the Siegel domain. For λ
belonging to the Siegel domain, if there exist c, τ > 0 such that
0 = ∣∣λi − λm∣∣ c τ for i = 1, . . . ,n, m ∈ Zn+ and |m| 2,|m|
X. Zhang / J. Differential Equations 248 (2010) 1603–1616 1605we say that λ satisfy the Siegel condition. If
−
∑
k0
lnωk
2k
< ∞,
where ωk = inf{|λi − λm| = 0, 1 i  n, m ∈ Zn+, 2 |m| 2k}, we call λ satisfy the Brjuno diophan-
tine condition. It is known that the Brjuno diophantine condition is weaker than the Siegel condition
(see e.g. [21]).
Our ﬁrst result is on the existence of embedding ﬂows for a polynomial map with its nonlinear
terms all resonant. Its proof will be given in Section 2.
Theorem 1.1. Assume that F(x) = Ax+ f(x) with f(x) a resonant vector-valued polynomial without linear part
and that A is hyperbolic and has a real logarithm B. If the eigenvalues λ of A satisfy ﬁnite resonant conditions,
then F(x) has a unique embedding vector ﬁeld X (x) = Bx+ v(x) with v(x) a resonant polynomial vector ﬁeld.
This result will be the key point to prove the other ones of this paper. In Theorem 1.1 we have
an additional assumption on the ﬁnite resonance of the eigenvalues λ. We should say that if the
eigenvalues λ belong to the Poincaré domain, this assumption will be satisﬁed automatically.
We remark that if the eigenvalues of A satisfy inﬁnitely many resonant conditions, we do not know
whether Theorem 1.1 holds. Because even though F(x) has its nonlinear part consisting of ﬁnitely
many resonant monomials, the candidate embedding vector ﬁeld probably has its nonlinear part
formed by inﬁnitely many number of resonant monomials. If it is the case, we do not know whether
the inﬁnite series is convergent. On the other hand, if the eigenvalues of A satisfy inﬁnitely many res-
onant conditions, our method cannot be used to prove the existence of the embedding vector ﬁeld. For
example, consider the local diffeomorphism G(x, y) = (2x+ xf (xy), y/2+ yg(xy)) in (R2,0) with f , g
polynomials or analytic functions in xy without constant terms. Clearly, the linear part of G has its
eigenvalues satisfying inﬁnitely many resonant conditions (e.g. 2 = 2k+1(1/2)k for all k ∈ N), and the
nonlinear part of G consists of only resonant monomials. From the proof of Theorem 1.1 it follows that
the candidate embedding vector ﬁeld of G is of the form Z(x, y) = (log2x+xp(xy),− log 2y+ yq(xy)),
where p and q are series in xy with all terms having orders no less than 1. But we do not know if
there exist p and q for which Z is an embedding vector ﬁeld of G. According to this we pose the
following
Open problem 1. Let Ω be the set of local hyperbolic diffeomorphisms deﬁned in (Rn,0) of the form
F(x) = Ax+ f(x) with f(x) = o(x) either polynomials or analytic functions consisting of resonant mono-
mials and with A satisfying inﬁnitely many resonant conditions. To characterize the subset of Ω in
which every one has a polynomial or analytic embedding vector ﬁeld.
The next result is on the existence of embedding ﬂows for ﬁnite smooth local diffeomorphisms
in (R2,0).
Theorem 1.2. Assume that F(x) = Ax + f(x) with 2  k < ∞ and f(x) = O (|x|2) is a Ck smooth diffeomor-
phism in (R2,0), and that A is hyperbolic and has a real logarithm B. The following statements hold.
(a) If A is an expansion or a contraction, then the diffeomorphism F(x) has a Ck−1 embedding vector ﬁeld
X (x) = Bx+ v(x) in (R2,0) with v(x) = O (|x|2).
(b) If A is a saddle and its eigenvalues satisfy ﬁnite resonant conditions, then the diffeomorphism F(x) has a
C [(k−1)/2] embedding vector ﬁeld X (x) = Bx+ v(x) in (R2,0) with v(x) = O (|x|2), where [·] denotes the
integer part function.
The proof of Theorem 1.2 will follow from Theorem 1.1 and the Stowe’s normal form theorems [22].
We will present it in Section 3. In fact, we will see from Theorem 3.1 and its proof that we can
strength the conclusions of Theorem 1.2 such that the embedding vector ﬁelds of F(x) have better
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tation of the theorem we did not state it in this way distinguishing all possible cases according the
eigenvalues of A.
We note that the smoothness of the embedding vector ﬁeld is not as good as that of the given
diffeomorphism. Also the embedding vector ﬁelds for either expansions or contractions have much
better regularity than those for saddles. We guess that these difference between the regularities on
smoothness are essential. This can be observed from the Stowe’s Theorems 1, 2 and 3 of [22] in R2,
and also from the Sell’s linearization Theorems 1 and 2 of [20] in Rn .
For Ck smooth hyperbolic diffeomorphisms in (Rn,0) with n  3 and 2 k < ∞ there should be
a similar result than Theorem 1.2 on the existence of embedding vector ﬁelds with some smoothness,
but we cannot prove it at the moment.
In Theorems 1.1 and 1.2 we have a basic assumption: the matrix A has a real logarithm B. This
is a necessary condition for the diffeomorphism F to have an embedding vector ﬁeld. The following
result, due to Li et al. [18], provided the necessary and suﬃcient conditions for a real square matrix
to have a real logarithm.
Proposition 1.3. A nonsingular real square matrix A has a real logarithm if and only if either A has no negative
real eigenvalues, or the Jordan blocks in Jordan normal form of A corresponding to the negative real eigenvalues
appear pairwise, i.e. there is an even number of such blocks: J1, . . . , J2m with J2i−1 = J2i for i = 1, . . . ,m.
In Theorem 1.2 we have studied the existence of the embedding vector ﬁelds for local Ck smooth
diffeomorphisms in (R2,0) with 2 k < ∞. The next result is related to the C1, C∞ and Cω diffeo-
morphisms in (Rn,0).
Theorem 1.4. Assume that F(x) = Ax + f(x) with f(x) = o(|x|) is a local Ck diffeomorphism in (Rn,0) for
k = 1,∞,ω, and that A is hyperbolic and has a real logarithm B. The following statements hold.
(i) For k = 1, the diffeomorphism F(x) has a C0 embedding vector ﬁeld X = Bx + v(x) in (Rn,0) with
v(x) = O (|x|2).
(ii) For k = ∞, if the eigenvalues λ of A satisfy a ﬁnite resonant conditions, then the diffeomorphism F(x) has
a C∞ embedding vector ﬁeld X = Bx+ v(x) in (Rn,0) with v(x) = O (|x|2).
(iii) For k = ω, if the eigenvalues λ of A belong to the Poincaré domain, then the diffeomorphism F(x) has a Cω
embedding vector ﬁeld X = Bx+ v(x) in (Rn,0) with v(x) = O (|x|2).
(iv) For k = ω, if the eigenvalues λ of A satisfy a ﬁnite resonant conditions and also the Brjuno diophan-
tine condition or Siegel condition, then the diffeomorphism F(x) has a Cω embedding vector ﬁeld X =
Bx+ v(x) in (Rn,0) with v(x) = O (|x|2).
The proof of Theorem 1.4 can be completed using Theorem 1.1 and the classical normal form
theorems (see e.g. Poincaré–Dulac normal form theorem [1], Chen’s theorem [10,5,3,4], Hartman–
Grobman’s theorem [11,12] and Brjuno’s theorem [7,21]). We will present it in Section 3. We should
say that for given eigenvalues, it is easy to check if they belong to Poincaré domain or not, but it is
very diﬃcult to check if they satisfy the Brjuno diophantine condition or Siegel condition.
Palis [19] proved that the diffeomorphisms admitting an embedding ﬂow is rare in the Baire sense.
The following result shows that the set of local Ck diffeomorphisms having an embedding vector ﬁeld
with k ∈ N ∪ {∞} is dense in the space formed by all Ck diffeomorphisms in the coeﬃcient topology.
Theorem 1.5. For any k ∈ N∪{∞}, we denote by Uk the topological space formed by local Ck diffeomorphisms
in (Rn,0) with the Ck topology induced by the metric in Ck(Rn,0). Then the following statements hold.
(a) U1 has a dense subset in which every element has a C0 embedding vector ﬁeld.
(b) For 2  k < ∞ and n = 2, Uk has a dense subset in which every element has a C [(k−1)/2] embedding
vector ﬁeld.
(c) U∞ has a dense subset in which every element has a C∞ embedding vector ﬁeld.
We will prove Theorem 1.5 in Section 4.
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phisms having the nonlinear terms resonant polynomials.
Example 1.6. The 3-dimensional diffeomorphisms in (R3,0)
F(x, y, z) =
(2 0 0
0 4 0
0 0 8
)( x
y
z
)
+
( 0
c1x2
c2xy + c3x3
)
, (1.3)
and
G(x, y, z) =
⎛⎝ 12 0 01 12 0
0 0 18
⎞⎠( xy
z
)
+
( 0
0
ax3 + by3 + cx2 y + dxy2
)
, (1.4)
have respectively the unique embedding vector ﬁelds
X (x, y, z) =
( log2 0 0
0 2 log2 0
0 0 3 log2
)( x
y
z
)
+
⎛⎝ 0c1
4 x
2
c2
8 xy + 164 (8c3 − c1c2)x3
⎞⎠ ,
and
Y(x, y, z) =
(− log2 0 0
2 − log2 0
0 0 −3 log2
)( x
y
z
)
+
( 0
0
(8a − 8c + 163 d)x3 + (8c − 16d + 16b)x2 y + (8d − 24b)xy2 + 8by3
)
,
respectively.
Proof. We give a sketch proof to the conclusions in Example 1.6. We can check directly that X
and Y are embedding vector ﬁelds of F and G by verifying (DF )X (x, y, z) = X ◦ F (x, y, z) and
(DG)Y(x, y, z) = Y ◦ G(x, y, z), respectively.
For proving the uniqueness of the embedding vector ﬁeld of F , we assume that the candidate
embedding vector ﬁeld of F is induced by the differential system
x˙ = log2x, y˙ = 2 log2y + ax2, y˙ = 3 log2z + bx3 + cxy, (1.5)
where we have used the fact that the linear part of embedding vector ﬁeld is a real logarithm of the
linear part of F , and that the nonlinear part of the embedding vector ﬁeld contains only resonant
terms by Theorem 1.1 and the nonlinear part of F all resonant. Solving Eq. (1.5) yields the general
solution φt(x, y, z) of (1.5) given by
φt(x, y, z) =
(
elog2t x, e2 log2t
(
ax2t + y), e3 log2t(ab
2
x3t2 + bxyt + cx3t + z
))
.
Then from the equation φ1(x, y, z) = F (x, y, z) because F is the time one map of the ﬂow of (1.5),
we get the unique solution a = c1/4, b = c2/8 and c = c3/8 − c1c2/64, and consequently the unique
embedding vector ﬁeld as described in the example.
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unique embedding vector ﬁeld Y . 
We note that the diffeomorphisms (1.3) and (1.4) are the analytic (resp. C∞) normal forms of
germs of three-dimensional analytic (resp. C∞) diffeomorphisms which have the linear parts same
as those of (1.3) and (1.4), respectively. Applying statements (ii) and (iii) of Theorem 1.4 to Exam-
ple 1.6 and combining the classical Poincaré–Dulac’s normal form theorem and Chen’s theorem (see
Theorems 3.3 and 3.4), we have the following
Corollary 1.7. Any analytic (resp. C∞) diffeomorphism in (R3,0) with the linear part same as that of (1.3) or
of (1.4) has an analytic (resp. C∞) embedding vector ﬁeld.
We remark that for F(x) given in (1.3), Eq. (1.2) in v(x) is homogeneous, and consequently
has always the trivial solution v(x) = 0. Obviously the corresponding vector ﬁeld X (x) = Bx with
B = diag(ln 2,2 ln2,3 ln2) is not the embedding vector ﬁeld of F(x). Furthermore the vector ﬁelds
X (x) = Bx+ (0,ac1x2/4,ac2xy/8+ cx3)T with a and c arbitrary constants also satisfy the embedding
equation (1.1). But if (a, c) = (1, (8c3 − c1c2)/64), X (x) is not an embedding vector ﬁeld of F(x).
Now we present another example with its linear part being a saddle and non-diagonalizable.
Example 1.8. The 4-dimensional diffeomorphisms in (R4,0)
F(x, y, z,w) =
⎛⎜⎝
2 0 0 0
1 2 0 0
0 0 1/3 0
0 0 0 4/9
⎞⎟⎠
⎛⎜⎝
x
y
z
w
⎞⎟⎠+
⎛⎜⎝
0
0
0
c1x2z2 + c2 y2z2 + c3xyz2
⎞⎟⎠ , (1.6)
has the unique embedding vector ﬁelds
X (x, y, z) =
⎛⎜⎝
log2 0 0 0
1/2 log2 0 0
0 0 − log3 0
0 0 0 2 log2− 2 log3
⎞⎟⎠
⎛⎜⎝
x
y
z
w
⎞⎟⎠
+
⎛⎜⎝
0
0
0
( 94 c1 + 332c2 − 916c3)x2z2 + 94c2 y2z2 + ( 94 c3 − 98 c2)xyz2
⎞⎟⎠ .
The corresponding embedding ﬂow is φt(x, y, z,w) given by
φt(x, y, z,w) =
⎛⎜⎜⎜⎜⎜⎜⎝
elog2t x,
elog2 t( 12 xt + y),
e− log3t z,
elog(4/9)t
[ 9
48 c2x
2z2t3 + ( 98c2xyz2 + ( 916c3 − 932c2)x2z2)t2
+(( 94 c1 + 332c2 − 916c3)x2z2 + 94c2 y2z2 + ( 94 c3 − 98 c2)xyz2)t + w
]
⎞⎟⎟⎟⎟⎟⎟⎠ .
We remark that the local diffeomorphism (1.6) in (R4,0) has its linear part matrix with eigenval-
ues satisfying only three resonant conditions. Since the diffeomorphism deﬁned in (1.6) is hyperbolic,
we get from (ii) of Theorem 1.4 the following
Corollary 1.9. Any C∞ smooth diffeomorphism in (R4,0) with the linear part same as that of (1.6) has a C∞
smooth embedding vector ﬁeld.
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values of the linear part do not belong to the Poincaré domain. In fact the eigenvalues satisfy small
divisor conditions. For instance, the relation n1 log2 + n2 log(1/3) − log2 = log(2n1−1/3n2 ) can be ar-
bitrarily approximate to zero for n1,n2 ∈ N suitably chosen. We should say that we have no idea to
check if the eigenvalues satisfy the Siegel condition or the Brjuno diophantine condition. Similar to
Examples 1.6 and 1.8 we can easily ﬁnd examples of two-dimensional smooth differential systems for
which Theorem 1.2 can be the applied. We will not present them here. To ﬁnding an application of
statement (iv) of Theorem 1.4 is not easy, because either the Brjuno diophantine condition or Siegel
condition is diﬃcult to check for concrete examples.
This paper is organized as follows. In Section 2 we will prove Theorem 1.1. The proof of Theo-
rems 1.2 and 1.4 will be given in Section 3. Finally we will prove Theorem 1.5 in Section 4.
2. Proof of Theorem 1.1
For proving Theorem 1.1 we need some preparations. The following result, due to Bibikov [9], will
be used later on.
Lemma 2.1. Denote by Hmn (F) (F = R or C) the linear space of n-dimensional vector-valued homogeneous
polynomials of n variables of degree m with F coeﬃcients. For B ∈ Mn(F) the set of all n × n matrices with
entries in F, we deﬁne a linear operator L in Hmn (F) as follows
Lh(x) = Dh(x)Bx− Bh(x), h ∈ Hmn (F). (2.1)
If μ1, . . . ,μn are the eigenvalues of B, then the spectrum of L is{
n∑
i=1
miμi − μ j; m ∈ Zn+, |m| =m, j = 1, . . . ,n
}
.
The next result will be used in the proof of the main theorems.
Lemma 2.2. For A ∈ Mn(F) to be a lower triangular Jordan normal form matrix with the eigenvalues
λ1, . . . , λn, the linear operator in Hmn (F)
Lh(x) = Ah(x) − h(Ax), h ∈ Hmn (F), (2.2)
has the spectrum {
λ j −
n∏
i=1
λ
mi
i ; mi ∈ Z+,
n∑
i=1
mi =m, j = 1, . . . ,n
}
.
Proof. For h ∈ Hmn (F), its k-th component can be written as
hk(x) =
∑
|q|=m
h(q)k x
q, k = 1, . . . ,n and q ∈ Zn+,
where the coeﬃcients h(q)k depend on the component index k of the vector and also the power q of
the monomial. Every element of Hmn (F) can be arranged in a certain order. We order the coeﬃcients
in the following way: (ki,q) precedes (k j,p) if and only if the ﬁrst non-zero one of the differences
k j − ki , p1 − q1, . . . , pn − qn is positive. This order is called canonical.
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Gk(x) = λkhk(x) + τkhk−1(x) − hk(λ1x1, λ2x2 + τ2x1, . . . , λnxn + τnxn),
where τ j ’s are 0 or 1. The coeﬃcient of xq in Gk(x) is
λkh
(q)
k − λqh(q)k + τkh(q)k−1 −
∑
0< j2+···+ jn<|q|
[
λ
q1− j2
1
n∏
i=2
λ
qi− ji
i τ
ji
i
(
qi
ji
)
h
(q−∑nj=2 ji(ei−1−ei))
k
]
,
where ei = (0, . . . ,1, . . . ,0) is the unit vector with the i-th entry equal to 1 and the others equal
to 0, and all the superscripts and powers are non-negative. In the canonical order, the matrix of the
linear operator L is a lower triangular one with the diagonal entries Λk = λk −λq for k = 1, . . . ,n and
|q| =m. Recall that λq = λq11 . . . λqnn with q= (q1, . . . ,qn) ∈ Zn+ . This proves the lemma. 
From the spectral theory of linear operators, if the matrix B is a logarithm of a matrix A and the
n-tuple λ = (λ1, . . . , λn) are the eigenvalues of A, then μ = (logλ1, . . . , logλn) are the eigenvalues of
B. If the eigenvalues λ of A are resonant in the sense that λ j = λm for some j ∈ {1, . . . ,n}, then the
eigenvalues μ of B are also resonant because we have μ j =∑ni=1miμi .
The following result is related to the resonance of the non-homogeneous components of Eq. (1.2).
Lemma 2.3. If f(x) has only resonant terms, so is the function Df(x)Bx−Bf(x). Moreover, if B is diagonal, then
Df(x)Bx− B f (x) ≡ 0.
Proof. The proof can be obtained from Lemma 2.1. Here we give a direct proof. Assume that B is in
the Jordan normal form, i.e.
B=
⎛⎜⎜⎜⎜⎝
μ1 0 0 0 0
σ2 μ2 0 0 0
0 σ3 μ3 0 0
0 0
. . .
. . . 0
0 0 0 σn μn
⎞⎟⎟⎟⎟⎠ ,
where μi−1 = μi if σi = 1 for i = 2, . . . ,n. Then the i-th component of Df(x)Bx − Bf(x) for i ∈
{1, . . . ,n} is
n∑
j=1
(σ j x j−1 + μ j x j) ∂ f i
∂x j
− (σi f i−1 + μi f i) =
n∑
j=1
σ j x j−1
∂ f i
∂x j
− σi f i−1, (2.3)
where we set σ1 = 0 and have used the fact that each monomial in f i is resonant. This last fact
veriﬁes that
∑n
j=1 μ j x j
∂ f i
∂x j
− μi f i = 0. If σ j = 1, it follows from the deﬁnition of resonance that the
monomials in f j and f j−1 satisfy the same resonant condition because of μ j = μ j−1. This implies
that all monomials in x j−1 ∂ f i∂x j are resonant, and consequently all monomials in Df(x)Bx − Bf(x) are
resonant.
If B is diagonal, i.e. σ j = 0 for j = 2, . . . ,n, the equality (2.3) shows that the i-th component of
Df(x)Bx−Bf(x) is equal to zero for i = 1, . . . ,n. This proves Df(x)Bx−Bf(x) ≡ 0 and consequently the
lemma. 
Proof of Theorem 1.1. First we prove that under the assumptions of the theorem, the embed-
ding equation (1.1) has a resonant polynomial solution. Set f(x) = ∑mj=r f j(x), Df(x)Bx − Bf(x) =
X. Zhang / J. Differential Equations 248 (2010) 1603–1616 1611−∑mj=r b j(x) and v(x) =∑∞j=r v j(x) with 2  r m, where m is the degree of f(x), and b j(x), f j(x)
and v j(x) are vector-valued homogeneous polynomials of degree j. Then we get from Eq. (1.2) that
Avr(x) − vr(Ax) = br(x), (2.4)
Avk(x) − vk(Ax) = −
k−r+1∑
j=r
Dfk+1− j(x)v j(x) + h˜k(x) + bk(x), (2.5)
for k = r + 1, r + 2, . . . and h˜k consists of the homogeneous polynomials of degree k coming from the
expansions of
∑
r j<k v j(Ax+ f(x)) in x, where fs = 0 if s < r.
We assume without loss of generality that A = (aij) is in the lower triangular Jordan normal form
with aii = λi the eigenvalues of A, ai,i−1 = τi = 0 or 1 and other entries equal to zero, where λi−1 = λi
if τi = 1. So Ax + f(x) = (λ1x1 + f1(x), λ2x2 + τ1x1 + f2(x), . . . , λnxn + τn−1xn−1 + fn(x)), where f i(x)
is the i-th component of f(x).
By the assumption and from Lemma 2.3 we get that all monomials in b j(x) for j = r, . . . ,m, are
resonant. Hence it follows from Lemma 2.2 that if Eq. (2.4) has a solution vr(x), its monomials should
be all resonant. Similarly if the right-hand side of (2.5) is a resonant homogeneous polynomial, then
(2.5) has only possible resonant homogeneous polynomial solutions vk(x).
Now we will use the induction to prove that all the monomials in the right-hand side of (2.5) are
resonant. Assume that v j(x) for j = r, . . . ,k − 1 are resonant homogeneous polynomials of degree j.
By the assumption all the monomials f (q)i x
q in f i satisﬁes λq = λi . If τi−1 = 0 then xi−1 satisﬁes the
same resonant conditions as those of xi . Hence, all the monomials in the vector-valued polynomials
h˜k are resonant. In the
∑
of (2.5) the i-th component is the sum of the polynomials of the form
n∑
s=1
∂ fk+1− j,i
∂xs
(x)v j,s(x).
The monomials in ∂ fk+1− j,i/∂xs are of the form xq modulo the coeﬃcient with q satisfying
λq+es = λi . The monomials of v j,s have the power p satisfying λp = λs . This proves that every mono-
mial in the
∑
of (2.5) is resonant, and consequently all the terms in the right-hand side of (2.5) are
resonant.
The above proof shows that if Eq. (1.2) has a solution v(x), it should consist of resonant polynomi-
als. So the solution v(x) must be a polynomial of degree at most l with
l = max{|m|; m ∈ Zn+, λi = λm for some i ∈ {1, . . . ,n} and |m| 2}< ∞,
because the eigenvalues of A satisfy ﬁnite resonant conditions. Clearly we have lm (recall that m is
the degree of f(x)).
Now we prove that Eq. (1.2) has a resonant polynomial solution. First we consider the case that
A is diagonal, i.e. τi = 0 for i = 2, . . . ,n. Then it follows from Lemma 2.3 that Df(x)Bx − Bf(x) = 0.
Hence Eq. (1.2) is simply
v
(
Ax+ f(x))− Av(x) = Df(x)v(x). (2.6)
Since A is hyperbolic and its eigenvalues satisfy ﬁnite resonant conditions, we can assume with-
out loss of generality that A = diag(λ1, . . . , λn) with λi resonant with respect to λ1, . . . , λi−1 only
for i = 2, . . . ,n. In deed, ﬁrstly for any eigenvalues λ j we cannot have λ j = λk11 . . . λ
k j
j . . . λ
kn
n with
kl ∈ Z+ , k1 + · · · + kn  2 and k j  1. Otherwise there will appear inﬁnitely many resonant terms,
in contradiction with the assumption. So we must have k j = 0. Secondly any two eigenvalues λi
and λ j with i < j cannot be resonant each other, that is, we cannot have simultaneously the both
equalities λi = λk11 . . . λki−1i−1 λki+1i+1 . . . λ
k j
j . . . λ
kn
n with k j  1 and k1 + · · · + ki−1 + ki+1 + · · · + kn  2, and
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k j−1
j−1 λ
k j+1
j+1 . . . λ
kn
n with ki  1 and k1 + · · · + k j−1 + k j+1 + · · · + kn  2. Otherwise, we
get from their product inﬁnitely many resonant terms, a contradiction. This proves the claim.
Since v(x) = (v1(x), . . . , vn(x)) is a resonant polynomial (if exist), we get that vs(x) are reso-
nant polynomials in x1, . . . , xs−1 only for s = 1, . . . ,n. In this case we have v1(x) = 0 and v j(x) =
v j(x1, . . . , x j−1) for j = 2, . . . ,n. Now Eq. (2.6) can be written in
v j
(
λ1x1 + f1(x), . . . , λ j−1x j−1 + f j−1(x)
)− λ j v j(x1, . . . , x j−1)
= Df j(x1, . . . , x j−1)v(x), j = 1, . . . ,n. (2.7)
Since v1(x) = f1(x) = 0, the ﬁrst equation of (2.7) is trivial. If λ2 is not resonant with respect to λ1
then v2(x) = f2(x) = 0, Eq. (2.7) with j = 2 is also trivial. If λ2 is resonant with respect to λ1, since
Df2(x1)v(x) = 0 Eq. (2.7) with j = 2 has a resonant polynomial solution v2(x) = v(q)2 xq1 with q ∈ N
satisfying λ2 = λq1 and the coeﬃcient v(q)2 arbitrary.
For j = 3, . . . ,n, we assume that λ3 is resonant with respect to λ1 and λ2. Otherwise Eq. (2.7) with
j = 3 is trivial. Also we assume that λ2 is resonant with λ1. Otherwise we can get easily a resonant
polynomial solution from Eq. (2.7) with j = 3. Let v j(x) be a polynomial containing all possible res-
onant monomials v(q)j x
q = v(q)j xq11 . . . x
q j−1
j−1 with coeﬃcients v
(q)
j arbitrary, q ∈ Z j−1+ satisfying |q| 2
and λ j = λq = λq11 . . . λ
q j−1
j−1 . Equating the coeﬃcients of the polynomials in the two sides of Eq. (2.7)
with j = 3, . . . ,n, we get a system of homogeneous linear algebraic equations which consists of n− 2
subsystems with the i-th one depending on the coeﬃcients of v2(x1), . . . ,vi+2(x1, . . . , xi+1). We de-
note by (S) this linear algebraic system, and by (S j) the j-th linear algebraic subsystem of (S) for
j = 1, . . . ,n − 2.
Since each monomial in Eq. (2.7) is resonant, the number of equations of the linear algebraic sub-
system (S j) is not more than the number of all possible resonant monomials of the form x
q1
1 . . . x
q j−1
j−1
modulo coeﬃcients, i.e. the number of coeﬃcients of v j . So the number of equations of the homoge-
neous linear algebraic system (S) is less than the number of coeﬃcients of v2, v3, . . . , vn . This implies
that the homogeneous linear algebraic system (S) on the coeﬃcients of v2, . . . , vn has at least one
nontrivial solution. Hence Eq. (2.6) has a nontrivial resonant polynomial solution, and consequently
Eq. (1.2) has a nontrivial resonant polynomial solution v(x).
Finally we consider the case that A is not diagonal. Usually b j(x) for j = 1, . . . ,m, given in the
expansion of Df(x)Bx − Bf(x), are not zero. Working in a similar way to the case that A is diagonal,
we can assume that A is in the Jordan normal form
A=
⎛⎝ J1 0 0
0
. . . 0
0 0 Jp
⎞⎠ ,
with Ji the ni × ni matrix of the form
Ji =
⎛⎜⎜⎝
λi 0 · · · 0
1 λi · · · 0
...
. . .
. . .
...
0 · · · 1 λi
⎞⎟⎟⎠ for j = 1, . . . , p,
and λi is resonant with λ1, . . . , λi−1 for i = 1, . . . , p. Then B has a block diagonal form diag(I1, . . . , Ip)
with I j an n j × n j matrix for j = 1, . . . , p. Correspondingly we rearrange f(x) = (f1(x), . . . , fp(x)),
v(x) = (v1(x), . . . ,vp(x)) and x = (x1, . . . ,xp) with gi for g ∈ {f,v,x} an ni-dimensional vector. In these
notations Eq. (1.2) can be separated into p subsystems, the ﬁrst one is composed of the ﬁrst n1
equations of (1.2), the second one is composed of the next n2 equations of (1.2) and so on. We denote
these p subsystems of (1.2) by (1.2) j for j = 1, . . . , p.
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f1(x) = 0 and v1(x) = 0.
This means that Eq. (1.2)1 is trivial. For Eq. (1.2)2, if λ2 is not resonant with λ1 then v2(x) = f2(x) = 0,
so Eq. (1.2)2 is also trivial. We assume that λ2 is resonant with λ1. Then f2(x) may be nonzero. We
can check easily that Df2(x)v(x) = 0. So Eq. (1.2)2 can be written in
v2(J1x1) − J2v2(x1) = Dx1 f2(x1)I1x1 − I2f2(x1), (2.8)
where Dx1 f2(x1) denote the Jacobi matrix of f2 on x1.
We note that v2(x) = v2(x1) = (vn1+1(x1), . . . , vn1+n2 (x1)) and assume that it contains all resonant
monomials in x1 = (x1, . . . , xn1 ). Some simple calculations show that the coeﬃcients of the resonant
monomial containing only x1 in v2(x1) can be arbitrary, because it does not appear in Eq. (2.8). For
i = 1, . . . ,n2 equating the coeﬃcients of the i-th equation of (2.8), we obtain a system of nonhomoge-
neous linear algebraic equations on the coeﬃcients of vn1+i , denoted by (Ni). The coeﬃcient matrix
of (Ni) is upper triangular, and its rank is no less than the number of equations of (Ni), because
if a resonant monomial appears in the right-hand of (2.8) then a corresponding resonant monomial
should appear in the left-hand side of (2.8). This shows that the linear algebraic equation (Ni) has one
solution for i = 1, . . . ,n2. Consequently Eq. (2.8) has a nontrivial resonant polynomial solution v2(x).
Now the subsystem (1.2)3 of Eq. (1.2) can be written in
v3
(
J1x1, J2x2 + v2(x1)
)− J3v3(x1,x2)
= Dx2 f3(x1,x2)v2(x1) + Dx1 f3(x1,x2)I1x1 + Dx2 f3(x1,x2)I2x2 − I3f3(x). (2.9)
Working in a similar way to solve equation (2.8), we can get a nontrivial resonant polynomial solution
v3(x) of Eq. (2.9).
By induction we obtain successively a nontrivial resonant polynomial solution v j(x) of Eq. (1.2) j
for j = 4, . . . , p. This proves that Eq. (1.2) has always a nontrivial resonant polynomial solution v(x).
Consequently the embedding equation (1.1) has at least one solution of the form X (x) = Bx+ v(x).
From the above proof we have obtained the candidate vector ﬁelds which are the only possible
being an embedding vector ﬁeld of the local diffeomorphism F(x). We consider the polynomial differ-
ential systems
x˙ = Bx+ v(x), (2.10)
where v(x) = (v1(x), v2(x), . . . , vn(x)) are vector-valued resonant polynomials with arbitrary coeﬃ-
cients. From the proof of the existence for the solutions of the embedding equation (1.1), we get that
v1(x) = 0 and v j(x) = v j(x1, . . . , x j−1) for j = 2, . . . ,n. Since the matrix B is in lower triangular Jor-
dan normal form, inductively the j-th equation of (2.10) is linear in x j with the other terms resonant
polynomials in x1, . . . , x j−1. Solving Eq. (2.10) inductively we obtain the ﬂow φt(x) of the differential
system (2.10). The time 1 map φ1(x) has the linear part Ax and the nonlinear parts formed by vector-
valued resonant monomial polynomials. Set φ1(x) = F(x). Equating the coeﬃcients of monomials in
each component of this last equation, we get a system, saying (T ), of inductively linear equations in
the coeﬃcients of v(x). Also the number of equations in (T ) is equal to the number of coeﬃcients
of monomials in v(x). Solving these equations inductively, we can get unique solutions on the coef-
ﬁcients of v(x). This proves the existence and uniqueness of the embedding vector ﬁeld of F(x). We
complete the proof of Theorem 1.1. 
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For proving Theorem 1.2 we need the Stowe’s normal form theorem (see Theorem 3 of [22]).
Theorem 3.1. Let f be a Cr diffeomorphism of R2 , 2 r < ∞, with f(0) = 0 and L = Df(0) hyperbolic.
(i) Let L be an expansion with eigenvalues a and b satisfying 1 < a  b. Set ρ = ρ(L) = loga b. Then f is
conjugate to its Taylor polynomial of degree r − 1 by a transformation tangent to the identity of class
either Cr , or Cr−1,α with α = (r − 1)/(ρ − 1), or ∩α<1Cr−1,α provided either ρ < r, or ρ > r, or ρ = r,
where Cr−1,α denotes those classes of functions whose r − 1-th order derivation are Hölder continuous
with exponent α. The same conclusion holds for L to be a contraction.
(ii) For L to be saddle type with eigenvalues a and b satisfying 0 < a < 1 < b. Set σ = σ(L) = | loga b|. Then
f is conjugate to its Taylor polynomial of degree r − 1 by a transformation tangent to the identity of class
either Cs, or ∩α<1Cs−1,α provided that either s is not an integer, or s is an integer, where
s = (r − 1)(1+ σ)−1 for σ  (r − 2)r−1,
= (1+ rσ)(1+ σ)−1 for (r − 2)r−1  σ  1,
= (r + σ)(1+ σ)−1 for 1 σ  r(r − 2)−1,
= (r − 1)σ (1+ σ)−1 for σ  r(r − 2)−1.
As shown in [22] by examples that the values of regularities on the conjugations given in Theo-
rem 3.1 are sharp. Statement (i) of Theorem 3.1 has an easy consequence that if L is an expansion or
a contraction, then f is always Cr−1 conjugate to its Taylor polynomial of degree r − 1. In statement
(ii) of Theorem 3.1 some calculations show that s r/2 in all cases. So it is an easy consequence that
if L is a saddle, then f is always C [(r−1)/2] conjugate to its Taylor polynomial of degree r − 1.
We now show by examples the concrete application of Theorem 3.1. For a C4 local diffeomorphism
f(x) in (R2,0) with the linear part matrix having eigenvalues a and b. If a = 2 and b = 4, then
ρ = 2 < 4 and hence f can be C4 conjugated to its Taylor polynomial of order 3. If a = 2 and b = 32,
then ρ = 5 > 4 and hence f can be C3,0.75 conjugated to its Taylor polynomial of order 3. If a = 2 and
b = 16, then ρ = 4 and hence f can be C3,α conjugated to its Taylor polynomial of order 3 for the
Hölder exponent α ∈ (0,1) arbitrary. If a = 1/4 and b = 2, then σ = 0.5 and so s = 2. Consequently
f can be C1,α conjugated to its Taylor polynomial of order 3 for arbitrary α ∈ (0,1). If a = 1/2 and
b = 2, then σ = 1 and so s = 2.5. Consequently f can be C2,0.5 conjugated to its Taylor polynomial of
order 3.
Proof of Theorem 1.2. By the classical normal form theorem F(x) is analytically equivalent to a dif-
feomorphism G(x) = P(x)+H(x), where P(x) = Ax+P2(x) with P2(x) a resonant polynomial of degree
at most k − 1 and H(x) = O (|x|k). From the remark following Theorem 3.1 we get that if A is an
expansion or a contraction (resp. a saddle), the local Ck diffeomorphism G(x) is Ck−1 (resp. C [(k−1)/2])
conjugate to the local diffeomorphism P(x).
Since we are in the two-dimensional spaces, in the case of expansion or contraction the eigen-
values of A satisfy only ﬁnite resonant conditions. In the saddle case we have assumed that the
eigenvalues of A satisfy ﬁnite resonant conditions. Since the polynomial P2(x) contains only resonant
monomials, we get from Theorem 1.1 that P(x) has an embedding vector ﬁeld with its nonlinear
part a resonant polynomial. The Ck−1 (resp. C [(k−1)/2]) conjugacy between P(x) and G(x) implies that
G(x) has a local Ck−1 (resp. C [(k−1)/2]) embedding vector ﬁeld. Consequently F(x) has a Ck−1 (resp.
C [(k−1)/2]) embedding vector ﬁeld in (Rn,0), because F(x) and G(x) are analytically equivalent. This
proves Theorem 1.2. 
Before proving Theorem 1.4 we recall three classical normal form theorems.
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to its linear part in a neighborhood of its hyperbolic ﬁxed point.
Theorem3.3. (See Chen’s Theorem [10,5,4].) If two C∞ diffeomorphisms are formally conjugate at a hyperbolic
ﬁxed point, then they are C∞ conjugate in a neighborhood of the ﬁxed point.
Theorem 3.4. (See Poincaré–Dulac’s Normal Form Theorem [1].) For a germ of analytic diffeomorphisms in
(Rn,0), if the eigenvalues of its linear part belong to the Poincaré domain, then the germ is analytically equiv-
alent to a polynomial map in (Rn,0) with its nonlinear terms resonant.
Theorem 3.5. (See Brjuno’s Normal Form Theorem [7].) For a germ of analytic diffeomorphisms in (Rn,0),
if the eigenvalues of its linear part satisfy the Brjuno diophantine condition, then the germ is analytically
equivalent to its normal form in (Rn,0) with its nonlinear terms resonant.
Proof of Theorem 1.4. (i) By the Hartman–Grobman’s Theorem and the assumption, we get that the
diffeomorphism F is C0 equivalent to its linear part, i.e. Ax. Since the linear part has an embedding
vector ﬁeld, it follows that F has a C0 embedding vector ﬁeld in (Rn,0).
(ii) By the classical normal theorem we get from the assumption that F(x) is formally equivalent to
a vector-valued polynomial map, saying P(x), with the nonlinear part formed by resonant monomials.
Since F(x) and P(x) have the origin as a hyperbolic ﬁxed point, it follows from the Chen’s Theorem
that F(x) and P(x) are C∞ conjugate. So by Theorem 1.1 P(x) has an embedding polynomial vector
ﬁeld, and consequently F(x) has a C∞ embedding vector ﬁeld.
(iii) The Poincaré–Dulac’s Normal Form Theorem shows that the diffeomorphism F is locally ana-
lytically equivalent to a vector-valued polynomial map, saying P(x), with its nonlinear part formed by
ﬁnitely many number of resonant monomials. Hence it follows from Theorem 1.1 that P(x) admits an
embedding vector ﬁeld with its nonlinear part a resonant polynomial, and consequently F admits an
analytic embedding vector ﬁeld.
(iv) By the assumption on the ﬁnite resonant conditions, we get from the Brjuno’s Normal Form
Theorem that the diffeomorphism F is locally analytically equivalent to a vector-valued polynomial
map with its nonlinear part all resonant. Hence the statement follows. Recall that the Siegel condition
is stronger than Brjuno diophantine condition. This proves Theorem 1.4. 
4. Proof of Theorem 1.5
For proving Theorem 1.5 we need the following result (see Theorem 4 of [18]).
Theorem 4.1. Let F(x) be a germ of C∞ diffeomorphisms having the linear part Ax. If all eigenvalues of A
are not on the unit circle in the complex plane and A has a real logarithm B whose eigenvalues are weakly
nonresonant, then the germ F(x) can be embedded in a germ of C∞ vector ﬁeld with the linear part Bx.
Proof of Theorem 1.5. For any F(x) ∈ Uk with k ∈ N ∪ {∞}, denote by A the matrix of its linear part.
In any  neighborhood of F we can choose a diffeomorphism F ∈ Uk whose linear part, say A , is
hyperbolic and has no eigenvalues located on the negative real axis in the complex plane. Moreover
the eigenvalues of A satisfy at most ﬁnite resonant conditions. So we get from Proposition 1.3 that
A has a real logarithm. Furthermore the matrix A can be chosen such that its real logarithm has the
eigenvalues weakly non-resonant. Recall that the n-tuple μ = (μ1, . . . ,μn) of eigenvalues of a matrix
is weakly non-resonant if for all m= (m1, . . . ,mn) ∈ Zn+ with |m| 2 we have
n∑
i=1
miμi − μ j = 2kπ
√−1, k ∈ Z \ {0}, 1 j  n.
(a) If F(x) is a local C1 diffeomorphism in (Rn, 0), then it follows from statement (i) of Theo-
rem 1.4 that F(x) admits a C0 embedding vector ﬁeld in (Rn, 0).
1616 X. Zhang / J. Differential Equations 248 (2010) 1603–1616(b) If F(x) is a local Ck diffeomorphism in (Rn, 0) with k ∈ N \ {1}, since n = 2 we get from
Theorem 1.2 that F(x) has an at least C [(k−1)/2] smooth embedding vector ﬁeld in (R2,0).
(c) If F(x) is a local C∞ diffeomorphism in (Rn,0), then it follows from Theorem 4.1 that F(x)
admits a C∞ embedding vector ﬁeld in (Rn,0). We complete the proof of Theorem 1.5. 
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