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O trabalho aqui apresentado tem por objectivo o desenvolvimento de um 
gerador de sinais vectoriais baseado em FPGA, para utilização futura num 
sistema de modulação de portadoras ópticas. 
Para isso, foi estudada a ferramenta computacional Xilinx System Generator, 
para desenvolvimento de sistemas de processamento digital de sinal baseados 
em FPGA e com recurso a esta foram desenvolvidos e simulados os modelos 
dos geradores de sinais vectoriais pretendidos.  
A implementação prática dos referidos sistemas foi efectuada com recurso a 
uma placa de desenvolvimento, cujas características foram também estudadas 
no âmbito deste trabalho, sendo aqui apresentados os resultados obtidos após 
esta implementação. 
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abstract 
 
The present work intends to develop an FPGA-based vector signal generator to 
be used in a optical modulation system. 
For this intent, the software tool Xilinx System Generator, for development of 
FPGA-based digital signal processing systems was studied and used to build 
and simulate models of the above-mentioned generator. 
The practical implementation of those systems was supported by a 
development board, whose characteristics were also studied during this project. 
The results of that practical implementation are also presented in this 
document. 
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
De forma a conseguir sustentar o crescimento exponencial da procura dos mu´ltiplos
servic¸os suportados por redes sem fios, a tendeˆncia actual nas redes celulares e´ a uti-
lizac¸a˜o de um maior nu´mero de ce´lulas e de novas bandas de frequeˆncia. Para sustentar
esta evoluc¸a˜o teˆm sido pensadas e desenvolvidas arquitecturas onde todo o processa-
mento digital de sinal e as operac¸o˜es de gesta˜o do tra´fego sa˜o centralizadas, ao inve´s de
se situarem junto a um nu´mero crescente de base stations (BSs), passando estas u´ltimas
a ser constitu´ıdas apenas pelos componentes necessa´rios para a difusa˜o do sinal sem
fios. Esta arquitectura tem a vantagem o´bvia de permitir partilhar a utilizac¸a˜o de
componentes dispendiosos por um conjunto de BSs [1][2]. Ale´m disso, a ligac¸a˜o entre o
sistema central e cada uma das BSs pode ser implementada com recurso a fibra o´ptica,
ja´ que esta apresenta vantagens como uma grande largura de banda, uma atenuac¸a˜o
muito mais reduzida e imunidade aos efeitos do ru´ıdo electromagne´tico, quando com-
parada com uma ligac¸a˜o por cabo. Esta tecnologia, capaz de produzir uma nota´vel
diminuic¸a˜o nos custos da rede, toma o nome de Radio over Fiber (RoF).
A gerac¸a˜o dos sinais para alimentac¸a˜o das antenas remotas utilizando te´cnicas foto´nicas
e´ um objecto de estudo na a´rea do RoF. As te´cnicas tradicionais de gerac¸a˜o de sinais
de ra´dio frequeˆncia requerem a modulac¸a˜o na banda base – ou a uma frequeˆncia in-
terme´dia – e a conversa˜o para uma portadora de frequeˆncia mais elevada, seguida de
amplificac¸a˜o e filtragem para remoc¸a˜o de componentes espectrais indesejadas. Um
processo mais versa´til consiste na utilizac¸a˜o de um modulador vectorial em que o sinal
em banda-base modula directamente a portadora de ra´dio, eliminando converso˜es de
frequeˆncia. Este tipo de arquitectura permite ainda a aplicac¸a˜o de uma grande compo-
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nente de processamento digital de sinal, por exemplo, para gerar o sinal propriamente
dito e/ou introduzir funcionalidades como linearizac¸a˜o, filtragem ou predistorc¸a˜o. Com
este projecto pretende-se estudar e desenvolver um sistema capaz de aplicar algumas
das te´cnicas referidas de modo a sustentar a modulac¸a˜o vectorial de portadoras de
ra´dio frequeˆncia utilizando te´cnicas foto´nicas.
A gerac¸a˜o dos sinais vectoriais em banda-base e o seu processamento podem ser efec-
tuados com recurso a um dispositivo lo´gico reconfigura´vel, nomeadamente uma FPGA
(Field-Programmable Gate Array). Existem, actualmente, ferramentas que permitem
a modelac¸a˜o de sistemas de processamento digital de sinal implementa´veis em FPGA
a partir de uma perspectiva de alto n´ıvel, permitindo assim a utilizac¸a˜o deste tipo
de dispositivos sem um conhecimento aprofundado de modelac¸a˜o com linguagens de
descric¸a˜o de hardware. A par disso, existem igualmente suportes f´ısicos especialmente
concebidos para a implementac¸a˜o deste tipo de sistemas. O estudo e o teste de uma
destas plataformas e das ferramentas computacionais mencionadas anteriormente sa˜o
tarefas fundamentais para a implementac¸a˜o do sistema pretendido, abrindo igualmente
a possibilidade de utilizac¸a˜o do conhecimento obtido para a construc¸a˜o de sistemas fu-
turos.
1.2 Objectivos
Considerando aquilo que foi apresentado na secc¸a˜o anterior, os objectivos deste trabalho
consistem em estudar a ferramenta de desenvolvimento de sistemas implementa´veis em
FPGA, Xilinx System Generator, para com ela desenvolver modelos de sistemas de
gerac¸a˜o de sinais vectoriais. E´ tambe´m objectivo deste trabalho o estudo do suporte
f´ısico para os sistemas desenvolvidos, uma placa de desenvolvimento concebida para
sistemas de processamento digital de sinal, com vista a` implementac¸a˜o pra´tica dos
mesmos e respectiva validac¸a˜o. O diagrama apresentado na Figura 1.1 resume os
objectivos aqui enunciados.
Figura 1.1: Resumo dos objectivos do trabalho aqui apresentado.
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1.3 Estrutura da Dissertac¸a˜o
A estrutura desta dissertac¸a˜o conte´m, para ale´m deste cap´ıtulo introduto´rio, seis ou-
tros cap´ıtulos. Os treˆs primeiros fornecem o enquadramento teo´rico para o trabalho
apresentado nos dois cap´ıtulos seguintes. O u´ltimo cap´ıtulo apresenta as concluso˜es
obtidas e algumas perspectivas de trabalho futuro. Uma descric¸a˜o do conteu´do de cada
cap´ıtulo e´ apresentada de seguida:
• Cap´ıtulo 2 - To´picos sobre Sistemas Baseados em FPGA - Neste cap´ıtulo
e´ feita uma descric¸a˜o gene´rica das caracter´ısticas e da arquitectura de uma FPGA,
acompanhada de uma descric¸a˜o das etapas a percorrer aquando do projecto de um
sistema baseado neste tipo de dispositivo. O cap´ıtulo termina com uma discussa˜o
dos motivos que levam a uma implementac¸a˜o baseada em FPGA e da importaˆncia
deste tipo de dispositivo em sistemas de processamento digital de sinal.
• Cap´ıtulo 3 - O Xilinx System Generator for DSP - Neste cap´ıtulo e´ feita
uma descric¸a˜o da principal ferramenta de projecto utilizada durante o trabalho, que
se inicia com uma apresentac¸a˜o das suas caracter´ısticas gerais e das suas vantagens
e desvantagens em comparac¸a˜o com outras ferramentas. Por fim, sa˜o descritas
algumas caracter´ısticas particulares do System Generator.
• Cap´ıtulo 4 - Te´cnicas Digitais de Modulac¸a˜o - O propo´sito deste cap´ıtulo
e´ descrever algumas te´cnicas digitais de modulac¸a˜o, com um maior eˆnfase colo-
cado na te´cnica OFDM (Orthogonal Frequency-Division Multiplexing), de modo a
fornecer uma base teo´rica que permita compreender as opc¸o˜es tomadas durante o
desenvolvimento e a implementac¸a˜o dos sistemas apresentados neste trabalho.
• Cap´ıtulo 5 - Modelac¸a˜o e Simulac¸a˜o de Geradores de Sinais Vectoriais -
Este cap´ıtulo apresenta os modelos de geradores de sinais desenvolvidos ao longo
deste trabalho, com uma descric¸a˜o de cada um dos seus blocos funcionais. Esta
descric¸a˜o e´ acompanhada por uma breve discussa˜o dos resultados da ana´lise do seu
desempenho teo´rico e de te´cnicas para o melhorar.
• Cap´ıtulo 6 - Implementac¸a˜o em FPGA de Geradores de Sinais Vectoriais
- Este cap´ıtulo inicia-se com uma curta descric¸a˜o da placa de desenvolvimento que
serviu de suporte f´ısico a` implementac¸a˜o do trabalho. Seguidamente, e´ feita a
apresentac¸a˜o e a discussa˜o dos resultados obtidos apo´s esta implementac¸a˜o.
• Cap´ıtulo 7 - Concluso˜es, Contribuic¸o˜es e Trabalho Futuro - Este cap´ıtulo
serve como conclusa˜o da dissertac¸a˜o, enumerando as contribuic¸o˜es originais que
resultam deste trabalho e apresentando algumas hipo´teses para a continuac¸a˜o do
mesmo no futuro.
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Esta dissertac¸a˜o inclui ainda o seguinte apeˆndice:
• Apeˆndice A - Diagramas dos Sistemas Desenvolvidos - Este apeˆndice apre-
senta uma compilac¸a˜o dos diagramas dos sistemas modelados em System Generator
ao longo deste trabalho.
Cap´ıtulo 2
To´picos sobre Sistemas Baseados
em FPGA
2.1 Introduc¸a˜o
O trabalho desenvolvido no aˆmbito deste projecto inclui a gerac¸a˜o de sinais vectori-
ais com base em FPGA. Este cap´ıtulo inicia-se com uma descric¸a˜o das caracter´ısticas
gerais deste tipo de dispositivo e da sua arquitectura. De seguida e´ efectuada uma
descric¸a˜o do fluxo de projecto que uma implementac¸a˜o em FPGA exige, incluindo uma
breve descric¸a˜o de algumas ferramentas computacionais a isso destinadas. Seguida-
mente apresenta-se uma discussa˜o acerca das vantagens e desvantagens de projectar
um sistema com base em FPGA, nomeadamente em comparac¸a˜o com uma eventual im-
plementac¸a˜o baseada num ASIC (Application-Specific Integrated Circuit). O cap´ıtulo
termina com uma discussa˜o das potencialidades da utilizac¸a˜o de dispositivos deste tipo
em sistemas de processamento digital de sinal. A utilizac¸a˜o ao longo deste projecto de
produtos da Xilinx justifica o especial eˆnfase dado a`s caracter´ısticas destes ao longo do
texto.
2.2 Origens e Caracter´ısticas Gerais
Uma FPGA e´ um dispositivo constitu´ıdo por recursos lo´gicos reconfigura´veis, ofere-
cendo assim a possibilidade de a qualquer momento ser programada de forma a im-
plementar um sistema que va´ ao encontro das necessidades do utilizador, consistindo
nisto a sua principal vantagem face aos dispositivos lo´gicos gene´ricos convencionais e
aos dispositivos dedicados a uma aplicac¸a˜o espec´ıfica (ASICs). Este tipo de dispositivo,
inicialmente desenvolvido pela Xilinx, evoluiu a partir de dispositivos lo´gicos de menor
5
6 CAPI´TULO 2. TO´PICOS SOBRE SISTEMAS BASEADOS EM FPGA
complexidade e capacidade como as PLAs e os CPLDs e foi introduzido em 1985 [3].
Outrora utilizadas apenas como dispositivos auxiliares no desenho de um sistema –
nomeadamente para implementar glue logic – as FPGAs evolu´ıram consideravelmente
nos u´ltimos anos, tendo a sua capacidade, o seu nu´mero de pinos de entrada/sa´ıda
e a velocidade aumentado de forma significativa, melhorando, paralelamente, o seu
desempenho energe´tico. Actualmente, os modelos de FPGA com melhor performance
dispon´ıveis no mercado oferecem o equivalente a alguns milho˜es de portas lo´gicas (me-
dida utilizada pelos vendedores de FPGAs para expressar a capacidade lo´gica dos seus
dispositivos), 1200 pinos de entrada/sa´ıda [4] e podem sustentar velocidades de relo´gio
da ordem de algumas centenas de MHz [5][6]. Tudo isto converteu as FPGAs em dis-
positivos capazes de rivalizar com os dispositivos dedicados numa grande variedade de
aplicac¸o˜es, sendo hoje capazes de albergar todo um sistema num so´ chip. Esta evoluc¸a˜o
vem, de uma forma gradual, transformando a FPGA no dispositivo de eleic¸a˜o para de-
senvolvimento de projectos que exijam o desenvolvimento ra´pido de proto´tipos a baixo
custo [7]. Entre os maiores fabricantes de FPGAs encontram-se, a esta data, a Xilinx,
a Altera, a Lattice e a Actel.
2.3 Arquitectura Interna
Uma FPGA e´ constitu´ıda por uma matriz de recursos lo´gicos configura´veis ligados
por canais de interligac¸a˜o e rodeados por blocos de entrada/sa´ıda. Existem diversas
arquitecturas de FPGAs, que variam de acordo com o fabricante, os modelos, a e´poca
de fabrico ou as aplicac¸o˜es alvo. Na Figura 2.1 e´ apresentado um esquema gene´rico
da arquitectura de uma FPGA, com os respectivos blocos funcionais legendados. Este
esquema corresponde a` representac¸a˜o cla´ssica da arquitectura de uma FPGA e possui
a vantagem de ser simples e intuitivo, contudo, como sera´ discutido ao longo deste
cap´ıtulo, os actuais modelos de FPGAs incluem ja´ outro tipo de recursos para ale´m
daqueles que nele se encontram representados.
A arquitectura dos actuais modelos de FPGAs Xilinx consiste numa matriz de blocos
lo´gicos configura´veis (CLBs, do ingleˆs Configurable Logic Blocks). Diferentes modelos
e arquitecturas incorporam diferentes tipos de CLBs, com diferentes funcionalidades e
componentes, mas, de um modo geral, estes sa˜o compostos por lookup tables (LUTs),
registos, circuitos de carry para suportar operac¸o˜es aritme´ticas e multiplexadores. Uma
LUT e´ basicamente uma memo´ria com largura de 1 bit, enderec¸ada pelas suas entra-
das e pode ser utilizada para implementar qualquer func¸a˜o lo´gica com um nu´mero de
varia´veis ma´ximo igual ao nu´mero de entradas da LUT programando directamente a
tabela de verdade da func¸a˜o desejada na memo´ria que esta representa [8]. A generali-
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Figura 2.1: Esquema gene´rico da arquitectura de uma FPGA (Adaptado de [8]).
dade dos modelos da Xilinx utiliza LUTs com 4 entradas, mas modelos mais recentes
ja´ possuem uma arquitectura com LUTs de 6 entradas [9]. Para ale´m de implementar
func¸o˜es lo´gicas, uma LUT pode ser utilizada para armazenar valores arbitra´rios, ser-
vindo assim como elemento de memo´ria e criando uma RAM distribu´ıda. Inclu´ıdos na
maioria das FPGAs actuais encontram-se ainda blocos de RAM dedicada.
Diferentes circuitos implementados numa FPGA exigem diferentes esquemas de ligac¸a˜o
entre os mu´ltiplos CLBs envolvidos na sua construc¸a˜o. Essas ligac¸o˜es sa˜o suportadas
por recursos pro´prios de interligac¸a˜o que sa˜o segmentos de condutores controlados
com recurso a interruptores programa´veis, sendo estes u´ltimos implementados com
recurso, por exemplo, a RAM esta´tica [8] ou EPROMs. E´ este o suporte para a
reconfigurabilidade da FPGA. O controlo dos recursos programa´veis e´ usualmente feito
com recurso a uma memo´ria de configurac¸a˜o [10]. A disposic¸a˜o escolhida pelo fabricante
para os constituintes ba´sicos de uma FPGA e a eficieˆncia com que o software de
projecto leva a cabo a programac¸a˜o e gesta˜o dos recursos dispon´ıveis ira˜o determinar o
desempenho do dispositivo. Outra rede interna, na˜o programa´vel (apesar de poder ser
utilizada de variadas formas) e que possui igualmente uma grande influeˆncia sobre o
desempenho, e´ aquela utilizada para distribuir o sinal de relo´gio atrave´s da totalidade
do chip.
Os blocos de entrada/sa´ıda (IOB, de Input/Ouput Block) fazem a interface entre a
lo´gica interna e os pinos do encapsulamento, existindo um IOB por cada pino. Es-
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tes podem ser configurados para funcionarem como entrada, sa´ıda ou bidireccionais,
podendo possuir capacidade tri-state.
2.4 Projecto de Sistemas Baseados em FPGA
Nesta secc¸a˜o sera´ feita uma descric¸a˜o das etapas usualmente seguidas no projecto de
um sistema com base em FPGA, que servira´ simultaneamente como introduc¸a˜o para a
subsequente descric¸a˜o de algum software de desenvolvimento utilizado ao longo deste
trabalho.
2.4.1 Fluxo de Projecto
O projecto de um sistema baseado em FPGA e´ auxiliado por software e compreende,
como e´ ilustrado pela Figura 2.2, treˆs fases fundamentais: especificac¸a˜o, implementac¸a˜o
e validac¸a˜o [11][12][13]. As particularidades de cada fase sera˜o descritas de seguida.
Figura 2.2: Fluxo de projecto de um sistema baseado em FPGA [11][13].
2.4.1.1 Especificac¸a˜o
O primeiro passo no fluxo de projecto, a especificac¸a˜o, consiste em construir um modelo
daquilo que se pretende colocar na FPGA, sendo que esse modelo pode ser produzido
com recurso a uma linguagem de descric¸a˜o de hardware (VHDL, ABEL, Verilog, etc.),
ou atrave´s de uma representac¸a˜o esquema´tica do sistema a implementar que possa ser
posteriormente sintetizada [12], sendo que neste u´ltimo me´todo, o tipo de representac¸a˜o
pode tomar va´rias formas, consoante o n´ıvel de abstracc¸a˜o.
Com uma HDL o modelo tem a forma de texto, onde, com recurso a uma determinada
sintaxe e a primitivas pro´prias de cada linguagem, sa˜o descritos aspectos do comporta-
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mento do sistema modelado e da disposic¸a˜o estrutural do mesmo, isto e´, da forma como
os diversos constituintes do sistema se interligam e interagem entre si. Por seu lado,
um modelo baseado numa representac¸a˜o esquema´tica tem a forma de um conjunto de
blocos com portos de entrada/sa´ıda que sa˜o interligados de acordo com a respectiva
hierarquia e func¸a˜o dentro do sistema.
Ao longo deste trabalho foi poss´ıvel reconhecer a existeˆncia de dois tipos de repre-
sentac¸a˜o esquema´tica: um tipo de representac¸a˜o de mais baixo n´ıvel, onde todos os
portos e sinais envolvidos sa˜o explicitados e que implica a construc¸a˜o de todas as
ligac¸o˜es presentes no sistema, outra, resultado de uma tendeˆncia mais recente, que se
baseia numa representac¸a˜o de mais alto-n´ıvel em que muitos portos, sinais e ligac¸o˜es
esta˜o muitas vezes presentes de forma impl´ıcita, na˜o implicando um trabalho de co-
nexa˜o ta˜o complexo. Um exemplo deste tipo de representac¸a˜o e´ a utilizada pelo System
Generator (ver Cap´ıtulo 3). E´ poss´ıvel tambe´m desenvolver soluc¸o˜es h´ıbridas, em que
blocos utilizados numa representac¸a˜o esquema´tica sa˜o desenvolvidos pelo pro´prio uti-
lizador com recurso a uma descric¸a˜o em HDL.
Para escolher o tipo de modelo a utilizar e´ necessa´rio compreender as vantagens e
desvantagens de cada um e confronta´-las com as especificidades do projecto que se
esta´ a desenvolver. Uma representac¸a˜o com uma HDL possibilita, de um modo geral,
descrever o comportamento de um circuito evitando desenhar e analisar um diagrama
que pode tornar-se bastante complexo, sobretudo com uma representac¸a˜o esquema´tica
tradicional. Por exemplo, com uma HDL e´ poss´ıvel descrever um circuito com centenas
ou milhares de portas lo´gicas (e.g. RAMs, contadores, registos) em muito poucas
linhas de co´digo. Ao mesmo tempo, uma HDL possibilita alterar paraˆmetros como o
tamanho de palavra utilizado pelo dispositivo alterando apenas uma varia´vel. Ja´ numa
representac¸a˜o esquema´tica que na˜o recorresse a bibliotecas e a blocos pre´-concebidos
isso implicaria refazer um esquema com centenas de ligac¸o˜es e componentes.
Uma HDL permite tambe´m, de um modo geral, um bom controlo dos sincronismos
que um circuito envolve, numa representac¸a˜o esquema´tica isso e´ varia´vel e, geralmente,
a facilidade com que essa varia´vel e´ controlada decresce com o aumento do n´ıvel de
abstracc¸a˜o, por outro lado, utilizar uma HDL implica um conhecimento aprofundado
da sua sintaxe e desenvolver o modelo num ambiente de texto, onde e´ dif´ıcil perceber
o fluxo dos diversos sinais envolvidos.
Por outro lado, uma representac¸a˜o esquema´tica pode ser feita (e e´-o normalmente) com
recurso a blocos pre´-concebidos em HDL ou numa qualquer linguagem de programac¸a˜o
e armazenados em bibliotecas. Alguns destes blocos podem ser nu´cleos de propriedade
intelectual (IP), cuja utilizac¸a˜o aumenta significativamente a produtividade deste tipo
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de especificac¸a˜o [11]. Esta abordagem de alto-n´ıvel, com recurso a uma representac¸a˜o
esquema´tica, revelou-se o me´todo mais simples para modelar sistemas, em particular
sistemas de DSP, e foi a abordagem escolhida neste trabalho. Apesar de mais simples,
este me´todo acarreta, geralmente, algumas perdas de eficieˆncia, em virtude do nu´mero
limitado de componentes que as bibliotecas habitualmente dispon´ıveis podem oferecer,
restringindo as opc¸o˜es de quem desenha o sistema, o que, em consequeˆncia, limita as
possibilidades de optimizac¸a˜o do mesmo [14]. No entanto, a possibilidade de ao longo
do tempo desenvolver componentes pro´prios para integrarem as bibliotecas utilizadas
pode atenuar este u´ltimo problema.
2.4.1.2 Implementac¸a˜o
Apo´s a especificac¸a˜o e´ iniciado o processo de implementac¸a˜o que consiste em treˆs
etapas distintas: mapeamento, colocac¸a˜o e encaminhamento (do ingleˆs map, place and
route). O mapeamento consiste em dividir o projecto nos blocos ba´sicos e fazeˆ-los
corresponder ao tipo de recursos dispon´ıveis na FPGA. Os algoritmos de mapeamento
devem distinguir entre os va´rios tipos de lo´gica (combinato´ria, entrada/sa´ıda, flip-flops)
e atribuir a cada um os recursos apropriados.
Ao mapeamento segue-se a colocac¸a˜o. Este passo consiste em atribuir a cada bloco
lo´gico uma localizac¸a˜o dentro da estrutura concreta do modelo de FPGA para o qual
o sistema e´ desenvolvido. De forma a optimizar o desempenho do sistema produzido,
os algoritmos de colocac¸a˜o devera˜o colocar blocos que comunicam entre si em locais
adjacentes e tambe´m de forma a reduzir o comprimento total das ligac¸o˜es estabeleci-
das [13]. Devido ao aumento da capacidade das FPGAs e a` referida necessidade de
promover o melhor desempenho poss´ıvel, este processo e´, hoje em dia, relativamente
demorado e consome bastantes recursos computacionais, sobretudo em sistemas de
maior complexidade.
A fase de implementac¸a˜o termina com o encaminhamento, que consiste em interligar
os diversos recursos lo´gicos alocados aquando da colocac¸a˜o utilizando os recursos de
interligac¸a˜o dispon´ıveis na FPGA. O desempenho dos algoritmos de colocac¸a˜o e´ funda-
mental para que nesta etapa se aproveite os recursos de interligac¸a˜o da melhor forma
poss´ıvel e o esquema de ligac¸o˜es resultante seja o mais ra´pido poss´ıvel [11].
2.4.1.3 Simulac¸a˜o e Validac¸a˜o
A validac¸a˜o dos resultados obtidos com o sistema que esta´ a ser concebido e´ uma tarefa
essencial do projecto de sistemas para FPGA. De um modo geral, ao longo do projecto
podem ocorrer treˆs tipos distintos de validac¸a˜o: aquando da especificac¸a˜o, depois do
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mapeamento, colocac¸a˜o e encaminhamento e, por fim, apo´s a programac¸a˜o da FPGA.
Estes sa˜o descritos de seguida.
Durante a fase de especificac¸a˜o e´ essencial aferir se o comportamento do modelo desen-
volvido corresponde ao pretendido, e´ nisso que consiste a simulac¸a˜o funcional. Depen-
dendo do tipo de software de desenvolvimento e do tipo de representac¸a˜o utilizados,
e´ poss´ıvel executar esta tarefa, por exemplo, com recurso a test-benches – co´digo em
HDL que implementa instruc¸o˜es de teste definidas pelo utilizador que, posteriormente,
resultam em diagramas temporais – ou, no caso de uma representac¸a˜o esquema´tica,
atrave´s da observac¸a˜o da evoluc¸a˜o temporal dos sinais contidos no sistema. Nesta fase
do processo, a disposic¸a˜o f´ısica dos elementos do sistema dentro da FPGA e as respec-
tivas interligac¸o˜es na˜o sa˜o ainda tidas em conta e, em consequeˆncia, o comportamento
temporal obtido na simulac¸a˜o corresponde, geralmente, a um comportamento ideal.
Apo´s as fases de mapeamento, colocac¸a˜o e encaminhamento, a maioria das ferramentas
possibilita efectuar uma simulac¸a˜o temporal, que, ao contra´rio da simulac¸a˜o funcional
ja´ toma em considerac¸a˜o os atrasos dos dispositivos lo´gicos e das ligac¸o˜es. Com as
ferramentas actuais, este processo tende a ser relativamente demorado e a sua ana´lise
exige um conhecimento aprofundado sobre a arquitectura do sistema implementado.
Depois de programar a FPGA e´ ainda poss´ıvel executar uma validac¸a˜o da imple-
mentac¸a˜o f´ısica do sistema dentro do chip, aquilo a que usualmente se chama “de-
purac¸a˜o”. Existem diferentes me´todos para realizar esta tarefa, entre os quais observar
as formas de onda em diferentes pinos da FPGA ou, mais recentemente, o uso de um
analisador lo´gico interno que permite apresentar num computador, com recurso a um
canal de comunicac¸a˜o concebido para o efeito, sinais internos da FPGA. Por fim, e´
recorrente testar tambe´m o desempenho do chip ja´ programado em conjunto com o
hardware ao qual ele se destina.
2.4.2 Ferramentas de CAD para FPGAs da Xilinx
Nesta secc¸a˜o sera´ feita uma curta apresentac¸a˜o das ferramentas computacionais de-
senvolvidas pela Xilinx que, com diferentes propo´sitos e regularidade, foram sendo
utilizadas para levar a cabo as tarefas descritas nos pontos anteriores.
2.4.2.1 Xilinx ISE Design Suite
A principal ferramenta dispon´ıvel para desenvolvimento de aplicac¸o˜es para FPGAs da
Xilinx e´ o Xilinx ISE Design Suite [15]. Esta ferramenta consiste, na realidade, num
conjunto de aplicac¸o˜es de suporte a`s diferentes etapas do projecto para os diversos
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modelos de FPGAs da Xilinx. O ambiente principal deste software inclui um editor
de texto que, tipicamente, e´ a ferramenta utilizada na especificac¸a˜o de um projecto
com base em HDL e proporciona um suporte para VHDL e Verilog. Esta ferramenta
permite igualmente efectuar a especificac¸a˜o em modo esquema´tico com recurso a um
sistema em que excertos de co´digo sa˜o instanciados sob a forma de blocos [16] e poste-
riormente interligados. Apo´s a especificac¸a˜o, e a partir do referido ambiente que inclui
editor de texto, o ISE leva a cabo todo o processo de s´ıntese e posterior gerac¸a˜o dos
ficheiros de programac¸a˜o da FPGA, existindo a possibilidade de escolher a ferramenta
de s´ıntese mais conveniente. O ISE inclui tambe´m suporte para simulac¸a˜o temporal
e comportamental, nomeadamente com recurso ao ISE Simulator, e ferramentas para
ana´lise do esquema lo´gico resultante de um projecto, para auxiliar o desenho do cir-
cuito, a escolha das restric¸o˜es de pinos a aplicar aquando da implementac¸a˜o na FPGA,
entre algumas outras.
2.4.2.2 Xilinx System Generator for DSP
O Xilinx System Generator for DSP (geralmente apenas referido como System Gene-
rator) e´ um software desenvolvido pela Xilinx para projecto de sistemas para as suas
FPGAs. Este software funciona com o suporte do Simulink, que e´ uma ferramenta para
modelac¸a˜o, simulac¸a˜o e ana´lise de sistemas de variada ordem embutida no Matlab. A
modelac¸a˜o de sistemas em Simulink baseia-se no desenvolvimento de representac¸o˜es
esquema´ticas que utilizam blocos provenientes de um conjunto de bibliotecas especia-
lizadas, sendo que a instalac¸a˜o do System Generator acrescenta treˆs bibliotecas com
diversos componentes implementa´veis em FPGA a`s ja´ presentes no Simulink. Bastante
mais informac¸a˜o sobre o System Generator sera´ apresentada mais a` frente neste tra-
balho, pois, dada a relevaˆncia desta ferramenta no desenvolvimento do projecto aqui
apresentado e o facto de a sua utilizac¸a˜o estar ainda pouco difundida, o Cap´ıtulo 3
deste trabalho e´-lhe dedicado.
2.5 Razo˜es para uma Implementac¸a˜o em FPGA
A evoluc¸a˜o das FPGAs nos anos mais recentes possibilitou a este tipo de dispositivo ri-
valizar com os ASICs numa variedade de aspectos. Uma implementac¸a˜o de um sistema
em FPGA oferece vantagens e, naturalmente, desvantagens, quando comparada com
uma implementac¸a˜o em ASIC. As concluso˜es deste tipo de comparac¸a˜o dependera˜o
de factores como, por exemplo, o tipo de sistema a implementar, o tempo dispon´ıvel,
as quantidades pretendidas, as ferramentas de projecto existentes, a necessidade de
reconfigurar o sistema, entre outros. E´ essa discussa˜o que sera´ feita de seguida.
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Figura 2.3: Fluxos de projecto para FPGA e ASIC (Adaptado de [17]).
Em termos gerais, uma implementac¸a˜o em FPGA evita muitos dos passos habitual-
mente necessa´rios para projectar um ASIC e, consequentemente, reduz de um modo
considera´vel a durac¸a˜o do projecto de um sistema, diminuindo assim o tempo que uma
determinada aplicac¸a˜o leva a estar dispon´ıvel. A disponibilidade de ferramentas de
software para projecto em FPGA cada vez mais poderosas contribui na˜o so´ para o
referido acelerar do projecto como oferece tambe´m um ciclo de projecto (ver Secc¸a˜o
2.4.1) mais simples [17] em comparac¸a˜o com o ciclo de projecto de um ASIC. Ao mesmo
tempo, uma implementac¸a˜o em FPGA elimina toda a fase de desenho e implementac¸a˜o
f´ısica do circuito integrado, evitando os custos, os riscos e as demoras associados a essa
etapa. A acrescer a tudo isto esta´ a total reconfigurabilidade da FPGA que permite
na˜o so´ corrigir falhas de forma sistema´tica, evitando os tempos de espera que seriam
necessa´rios em fases mais avanc¸adas do desenvolvimento de um sistema baseado num
ASIC, mas tambe´m reutilizar o hardware em outros projectos. A Figura 2.3 permite
uma comparac¸a˜o entre o ciclo de projecto com base em FPGA e o ciclo de projecto
de um ASIC, verificando-se que a escolha de um sistema reconfigura´vel evita tarefas
demoradas como a escolha do layout e a espera pela produc¸a˜o do componente pela
indu´stria. Em contrapartida, uma implementac¸a˜o em ASIC oferece a vantagem de
produzir um circuito optimizado para a execuc¸a˜o de uma determinada func¸a˜o, facto
que, na maioria dos casos, proporciona maiores velocidades [17], menores consumos
de poteˆncia. Este tipo de implementac¸a˜o possui ainda a vantagem de, por norma,
oferecer custos por unidade mais reduzidos para aplicac¸o˜es que exijam um elevado vo-
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lume de componentes e, geralmente, resulta em dispositivos com encapsulamentos mais
adequados a` func¸a˜o pretendida.
Em suma, uma implementac¸a˜o em FPGA permite implementar e testar sistemas de
forma ra´pida e repetida e numa gama de aplicac¸o˜es bastante alargada. Este facto vem
sendo traduzido numa crescente utilizac¸a˜o deste tipo de dispositivo nos u´ltimos anos.
Ale´m disto, a utilizac¸a˜o de uma FPGA num projecto como o que aqui se apresenta e´
ainda suportada pelo facto de os mais recentes modelos possu´ırem caracter´ısticas que
os tornam apropriados para implementar sistemas de DSP, assunto que sera´ discutido
na secc¸a˜o que se segue.
2.6 A utilizac¸a˜o de FPGAs em Sistemas de Proces-
samento de Sinal
Uma parte significativa das FPGAs inclui, hoje em dia, para ale´m de milhares de blocos
lo´gicos configura´veis, milhares de registos e memo´ria, recursos adicionais que as tornam
num poderoso suporte para aplicac¸o˜es de processamento digital de sinal, nomeadamente
multiplicadores, acumuladores ou somadores, que possuem elevados comprimentos de
palavra e que podem ser interligados de forma bastante flex´ıvel. Componentes deste
tipo esta˜o inclu´ıdos na generalidade dos modelos das u´ltimas gerac¸o˜es de FPGAs.
Actualmente, os dois maiores fabricantes, a Xilinx e a Altera incluem em todos os seus
modelos componentes dedicados a DSP [18][19], oferecendo, para ale´m disso, linhas
com modelos orientados para DSP na generalidade das famı´lias que comercializam. A
t´ıtulo de exemplo, a Xilinx oferece modelos optimizados para DSP em todas as suas
actuais famı´lias, nomeadamente a Spartan-3A DSP, a Virtex-4 SX e a Virtex-5 SXT,
sendo a FPGA utilizada neste projecto uma Virtex-4 SX35.
A presenc¸a de componentes dedicados ao processamento de sinal, aliada a` topologia da
arquitectura de uma FPGA, permite implementar sistemas altamente paralelos, como
filtros digitais, implementac¸o˜es digitais da transformada de Fourier, multiplicadores
com elevados comprimentos de palavra e outras aplicac¸o˜es t´ıpicas do processamento
de sinal, capazes de operar a velocidades mais elevadas – ja´ que uma menor velocidade
de funcionamento da FPGA e´ compensada pelo facto de poder executar um elevado
nu´mero de operac¸o˜es em simultaˆneo – e com melhores preciso˜es do que as oferecidas
pelos processadores de DSP tradicionais [20][21][22]. Outra vantagem relaciona-se com
o elevado nu´mero de pinos de entrada/sa´ıda que o encapsulamento de uma FPGA
conte´m (actualmente na ordem das centenas), que oferece a possibilidade de transfe-
rir dados de forma paralela [21]. A`s vantagens referidas anteriormente acresce, uma
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vez mais, a reconfigurabilidade da FPGA, que se revela u´til quando se toma em con-
siderac¸a˜o que o processamento digital de sinal e´ uma componente fundamental na
construc¸a˜o, por exemplo, de sistemas de comunicac¸o˜es. Assim sendo, uma FPGA e´
um suporte bastante poderoso para implementar a camada f´ısica de variados standards
de comunicac¸o˜es, sendo poss´ıvel reutilizar interfaces e outros componentes com vista
a testar diferentes standards, ou diferentes verso˜es do mesmo, reprogramando apenas
a FPGA, ou ainda construir sistemas multi-standard de forma bastante flex´ıvel. Esta
particularidade revelou-se um ponto a explorar durante a elaborac¸a˜o deste trabalho.
Acresce a tudo o que foi referido anteriormente o facto de os grandes fabricantes de
FPGAs oferecerem tambe´m, hoje em dia, ferramentas inteiramente vocacionadas para
o desenvolvimento de sistemas de DSP que possibilitam o desenvolvimento de um
sistema num ambiente de alto-n´ıvel e que permitem reduzir o tempo de projecto. Um
exemplo e´ a ferramenta computacional utilizada no desenvolvimento deste trabalho, o
System Generator, desenvolvido pela Xilinx, que sera´ descrito mais adiante, ao longo
do Cap´ıtulo 3.
Resumindo, a sua arquitectura altamente paralela, a vasta oferta de modelos especi-
almente concebidos para o processamento de sinal e o facto de serem reconfigura´veis
permite afirmar que, hoje em dia, as FPGAs se tornaram num dispositivo capaz de ri-
valizar e ate´ ultrapassar a generalidade dos processadores concebidos unicamente para
DSP. Tudo isto parece ser corroborado pela crescente utilizac¸a˜o destes dispositivos em
aplicac¸o˜es de DSP [23][24].
2.6.1 Xilinx XtremeDSP Slice
No ponto anterior foi feita refereˆncia a` inclusa˜o na arquitectura dos mais recentes mode-
los de FPGA de secc¸o˜es concebidas com o propo´sito de melhorar o desempenho destas
em aplicac¸o˜es de processamento digital de sinal. E´ com esse objectivo que os disposi-
tivos da famı´lia Virtex-4 (entre outros) incluem segmentos denominados XtremeDSP
Slices (tambe´m denominados DSP48 ).
Cada XtremeDSP Slice e´ constitu´ıda por 4 secc¸o˜es fundamentais [25]:
• Registos de entrada/sa´ıda para interface com o restante sistema e/ou outras slices
com elevados comprimentos de palavra;
• Um multiplicador 18 por 18, que aceita duas palavras de 18 bits em complemento
para dois e produz um resultado com 36 bits igualmente em complemento para dois
estendido atrave´s da adic¸a˜o de zeros ou uns para 48 bits;
• Um somador/subtractor com 3 entradas (no exemplo que se segue denominadas por
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X, Y e Z) de 48 bits mais um sinal de carry in, capaz de implementar a seguinte
operac¸a˜o: OUT = Z ± (X + Y + CIN);
• Multiplexadores para definic¸a˜o do modo de operac¸a˜o;
Figura 2.4: Esquema lo´gico de uma Xtreme DSP Slice (Xilinx Inc.).
Na Figura 2.4 e´ apresentado o esquema lo´gico de uma Xtreme DSP Slice. Estas podem
operar a velocidades na ordem das centenas de MHz e, no caso da famı´lia Virtex-4,
esta˜o organizadas em colunas que, por sua vez, sa˜o constitu´ıdas por Slices dispostas
em cascata e interligadas por recursos pro´prios e permitem construir implementac¸o˜es
digitais de algoritmos altamente paralelos, como transformadas ra´pidas de Fourier,
filtros FIR ou transformadas discretas de co-seno, capazes de operar a velocidades
considera´veis e capazes de rivalizar com implementac¸o˜es em ASIC, desde que esta
arquitectura seja devidamente explorada. Cumprir este u´ltimo aspecto e´ poss´ıvel,
por exemplo, especificando o sistema de forma a substituir o uso de lo´gica gene´rica
por Slices DSP48 ou implementando topologias em pipeline ao inve´s de topologias
em a´rvore. Pode, portanto, afirmar-se que a utilizac¸a˜o de um modelo com este tipo de
componente simplifica e melhora enormemente o desempenho de aplicac¸o˜es de DSP em
comparac¸a˜o com aplicac¸o˜es implementadas em modelos sem os mesmos, ja´ que nestes
a implementac¸a˜o de arquitecturas com multiplicac¸o˜es e adic¸o˜es de valores com elevado
nu´mero de bits resultava numa longa e, consequentemente, mais lenta, rede de LUTs
e registos [25]. A Xilinx oferece documentac¸a˜o variada com orientac¸o˜es destinadas a
aumentar o desempenho de sistemas baseados neste tipo de dispositivos [26][27].
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2.6.2 Dispositivos da Xilinx Concebidos para DSP
Tabela 2.1: Caracter´ısticas dos actuais modelos da Xilinx concebidos para DSP (Em
destaque o modelo utilizado neste trabalho - Virtex-4 SX35) (Adaptado de [28]).
Famı´lia Spartan-3A DSP Virtex-4 Virtex-5
Modelo 3SD1800A 3SD3400A 4VSX25 4VSX35 4VSX55 5VSX35T 5VSX50T 5VSX95T
Desempenho
GMAC/s
21 32 64 96 256 106 158 352
Ma´x. Freq.
DSP (MHz)
250 250 500 500 500 550 550 550
Slices
Xtreme DSP
84 126 128 192 512 192 288 640
Block RAM
(Kb)
260 373 160 240 384 520 780 1520
Recursos
Lo´gicos
37,440 53,712 23,040 34,560 55,296 34,816 52,224 94,208
Para ale´m dos modelos da famı´lia Virtex-4, a Xilinx oferece outras soluc¸o˜es vocacio-
nadas para a implementac¸a˜o de sistemas de processamento de sinal. Todas elas fazem,
actualmente, uso de Slices Xtreme DSP e oferecem uma relac¸a˜o entre memo´ria dedi-
cada e recursos lo´gicos bastante elevada. Para ale´m da Virtex-4 existe ja´ a famı´lia
Virtex-5, que oferece uma muito maior quantidade de recursos – sobretudo memo´ria,
grac¸as a uma implementac¸a˜o em tecnologia de 65 nm – e que tem caracter´ısticas I/O
melhoradas. Por outro lado, a Xilinx oferece modelos Spartan-3A DSP, que ostentam
uma boa relac¸a˜o desempenho/custo.
A Tabela 2.1 apresenta um resumo das caracter´ısticas dos modelos destinados a DSP
presentemente oferecidos pela Xilinx, permitindo avaliar o desempenho em tarefas de
DSP de cada modelo, com recurso ao valor das GMAC/s (109 de operac¸o˜es de mul-
tiplicac¸a˜o e acumulac¸a˜o por segundo), da frequeˆncia de relo´gio ma´xima que cada um
suporta e do nu´mero de Slices XtremeDSP inclu´ıdas em cada modelo. Sa˜o tambe´m
apresentados valores para a quantidade de memo´ria de bloco que cada dispositivo
conte´m e uma medida da capacidade lo´gica de cada, com o propo´sito de permitir uma
comparac¸a˜o.
2.6.3 Soluc¸o˜es da Altera para Desenvolvimento de Aplicac¸o˜es
de DSP
Para ale´m da Xilinx, tambe´m a Altera, outro grande fabricante de FPGAs, oferece
dispositivos e ferramentas destinadas a implementar sistemas de DSP compara´veis a`s
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da Xilinx. Embora na˜o tenham sido utilizadas soluc¸o˜es da Altera neste trabalho, neste
ponto e´ apresentado um resumo do que este fabricante oferece.
A Altera oferece um conjunto de modelos orientados para DSP entre as famı´lias que
actualmente comercializa, nomeadamente, Stratix IV E, Stratix IV GX, Stratix III E,
Arria GX, Cyclone III e Cyclone II. Todos estes dispositivos incorporam multiplicadores
18 por 18, sendo compara´veis aos dispositivos da Xilinx [29].
Para desenvolvimento de sistemas com base nos seus modelos, a Altera disponibiliza
o software DSP Builder, que, como o Xilinx System Generator, opera com base em
Simulink e possibilita o desenvolvimento de sistemas numa perspectiva de alto n´ıvel
recorrendo a blocos concebidos para o efeito [30].
Cap´ıtulo 3
O Xilinx System Generator for
DSP
3.1 Introduc¸a˜o
Neste cap´ıtulo sera´ feita uma descric¸a˜o aprofundada da ferramenta da Xilinx que foi
utilizada na modelac¸a˜o do sistema implementado em FPGA, o System Generator. Essa
descric¸a˜o sera´ iniciada pela apresentac¸a˜o de conceitos cujo domı´nio se revelou fulcral
para a utilizac¸a˜o da ferramenta, seguida de informac¸o˜es relevantes para a concretizac¸a˜o
dos objectivos do trabalho, nomeadamente aspectos relacionados com modelac¸a˜o, si-
mulac¸a˜o, blocos que esta fornece para implementac¸a˜o de sistemas, aspectos relaciona-
dos com temporizac¸a˜o, sendo, por fim, feita uma descric¸a˜o do processo de gerac¸a˜o dos
ficheiros para programac¸a˜o da FPGA.
3.2 Descric¸a˜o Geral
O System Generator e´ uma ferramenta para projecto de sistemas implementa´veis em
FPGAs da Xilinx, desenvolvida pela mesma empresa, e que funciona com o suporte
do Simulink, uma ferramenta para modelac¸a˜o, simulac¸a˜o e ana´lise de sistemas de va-
riada ordem embutida no Matlab. A modelac¸a˜o de sistemas em Simulink baseia-se
no desenvolvimento de representac¸o˜es esquema´ticas que utilizam blocos provenientes
de uma variedade de bibliotecas (blocksets) dedicadas a uma multiplicidade de a´reas
como, por exemplo, comunicac¸o˜es, controlo, processamento de sinal, v´ıdeo e imagem,
entre outras. Aquando da instalac¸a˜o do System Generator, sa˜o acrescentados ao Si-
mulink 3 blocksets contendo cerca de uma centena de blocos destinados a implementar
em FPGA sistemas para comunicac¸o˜es e processamento digital de sinal, cuja descric¸a˜o
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sera´ feita na Secc¸a˜o 3.4. A mais recente versa˜o do System Generator e tambe´m a mais
utilizada neste trabalho e´ a versa˜o 10.1 [31] e possui suporte para a generalidade dos
modelos de FPGA que a Xilinx actualmente oferece.
Posto isto, a primeira considerac¸a˜o a ser apresentada e´ a de que uma grande vantagem
do System Generator e´ a possibilidade de realizar toda a fase de desenho e/ou teste
de um sistema implementa´vel em FPGA com recurso a` perspectiva de alto-n´ıvel e a`
velocidade de simulac¸a˜o do Simulink, com todos os ganhos de produtividade associados.
Mais tarde e´ poss´ıvel compilar a representac¸a˜o esquema´tica, atrave´s de um processo
de s´ıntese lo´gica, transformando-a numa representac¸a˜o de mais baixo n´ıvel que podera´
ser utilizada para programar uma FPGA.
E´ relevante referir que todas as etapas posteriores ao desenvolvimento e simulac¸a˜o
do sistema, como a referida s´ıntese lo´gica e os processos posteriores de mapeamento,
colocac¸a˜o e encaminhamento para gerac¸a˜o do ficheiro de programac¸a˜o da FPGA, po-
dem ser executados automaticamente e de um modo transparente para o utilizador,
que, desse modo, na˜o necessitara´ de possuir aprofundados conhecimentos pre´vios sobre
FPGAs, HDLs ou sobre as ferramentas de projecto mais tradicionais. Uma descric¸a˜o
suma´ria dos procedimentos e das opc¸o˜es dispon´ıveis para efectuar esta fase do projecto
no System Generator sera´ feita na Secc¸a˜o 3.7.
O System Generator pode, no entanto, ser utilizado com outros propo´sitos para ale´m
do de desenhar, na sua totalidade, sistemas implementa´veis em FPGA, podendo servir
dois outros objectivos: testar um determinado algoritmo ou testar uma porc¸a˜o de um
sistema de maior dimensa˜o. No primeiro caso o System Generator pode auxiliar a
prototipagem e a ana´lise do comportamento de um algoritmo, isto e´, de uma soluc¸a˜o
para um dado problema baseada em FPGA, e fazer uma avaliac¸a˜o dos recursos que este
consumira´ ou o desempenho que podera´ alcanc¸ar, podendo interliga´-lo ou separa´-lo de
outros, sem a necessidade de ajustar os pormenores necessa´rios a uma implementac¸a˜o
efectiva em FPGA. A somar a isto esta´ ainda a vantagem de estes testes poderem
ser auxiliados pelos restantes blocos do Simulink ou por excertos de co´digo Matlab.
No segundo caso, o System Generator pode ser utilizado para desenvolver partes de
um sistema maior desenvolvido numa HDL, no qual e´ integrado um componente nele
desenvolvido. Esta abordagem alia a perspectiva de alto-n´ıvel do System Generator
a` maior flexibilidade para, por exemplo, controlar sincronismos, de uma descric¸a˜o em
HDL.
Uma ilustrac¸a˜o que resume o fluxo de projecto com System Generator e´ apresentada
na Figura 3.1. O processo inicia-se com o desenvolvimento e simulac¸a˜o da repre-
sentac¸a˜o esquema´tica do sistema alvo, utilizando os blocos da Xilinx, a` qual se segue
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a gerac¸a˜o de uma representac¸a˜o de mais baixo-n´ıvel, que podera´ recorrer ao CoreGen,
uma ferramenta de suporte a` utilizac¸a˜o dos IP cores da Xilinx. Posteriormente, esta
representac¸a˜o segue o percurso tradicional de projecto, sendo utilizada para programar
a FPGA com o aux´ılio das ferramentas desenvolvidas pela Xilinx para o efeito. A
qualquer altura do processo e´ poss´ıvel simular o sistema desenvolvido, com a vantagem
de isto ser poss´ıvel no mesmo ambiente onde se desenrola a especificac¸a˜o. A etapa
final do desenvolvimento consiste numa eventual validac¸a˜o pra´tica da funcionalidade
do sistema.
Figura 3.1: Fluxo de projecto com o System Generator (Adaptado de [31]).
3.3 Modelac¸a˜o e Simulac¸a˜o
Como referido anteriormente, a modelac¸a˜o de um sistema com o System Generator e´
feita com recurso a blocos, contidos em 3 blocksets distintos, que sa˜o interligados no
editor esquema´tico do Simulink. Os 3 blocksets acrescentados pelo System Generator
sa˜o o Xilinx Blockset, o Xilinx Reference Blockset e o Xilinx XtremeDSP Kit Blockset.
Todos os blocos inclu´ıdos nestas bibliotecas possuem um menu de configurac¸a˜o, a` se-
melhanc¸a dos restantes blocos do Simulink, e sa˜o acompanhados de refereˆncias pro´prias
no manual do System Generator, que podem ser acedidas atrave´s do referido menu.
De uma forma geral, a utilizac¸a˜o destes blocos, enquanto blocos implementa´veis em
FPGA, acarreta a necessidade de entender na˜o apenas o seu propo´sito, mas tambe´m
os seus paraˆmetros de configurac¸a˜o, a func¸a˜o e as implicac¸o˜es de eventuais sinais de
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controlo e validac¸a˜o, as caracter´ısticas dos dados que estes manipulam, os recursos com-
putacionais, entre outros aspectos t´ıpicos dos sistemas digitais. Este e´ um dos aspectos
fundamentais na distinc¸a˜o entre a modelac¸a˜o com System Generator e a modelac¸a˜o
gene´rica com as bibliotecas do Simulink. Na˜o obstante, o System Generator e´ uma
ferramenta muito intuitiva e este pormenor na˜o desvaloriza a perspectiva de alto n´ıvel
que este oferece. Na secc¸a˜o seguinte sera´ feita uma descric¸a˜o dos blocksets da Xilinx.
A Figura 3.2 apresenta um esquema desenvolvido com o System Generator, ilustrando
tambe´m o ambiente de desenvolvimento oferecido pelo Simulink.
Figura 3.2: Aspecto de um esquema desenvolvido com o System Generator.
Quanto a` simulac¸a˜o efectuada com o System Generator, e´ relevante dizer que a apre-
sentac¸a˜o dos resultados desta imita aquilo que seria poss´ıvel verificar na pra´tica com
um oscilosco´pio, ja´ as ferramentas tradicionais apresentam, por norma, os resultados
em formato nume´rico, mais apropriado a` ana´lise de sistemas lo´gicos, com mu´ltiplos
barramentos de dados e de sinais de enderec¸o, como processadores e dispositivos afins.
A par disso, os resultados da simulac¸a˜o sa˜o correctos tanto ao n´ıvel temporal, como ao
n´ıvel da precisa˜o produzida. Ou seja, os tempos associados aos diversos valores apre-
sentados sera˜o, a` partida, respeitados pela implementac¸a˜o em hardware e um valor
nume´rico apresentado numa scope do Simulink e´ fiel a`quele que sera´ gerado na pra´tica.
E´, naturalmente, noto´rio que a simulac¸a˜o temporal obtida apenas correspondera´ aos
resultados obtidos com a FPGA se as caracter´ısticas f´ısicas desta forem devidamente
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ponderadas aquando da especificac¸a˜o dos paraˆmetros do sistema.
Ainda em relac¸a˜o a` simulac¸a˜o, e´ relevante referir, uma vez mais, que a fiabilidade da
simulac¸a˜o se soma a` velocidade com que o Simulink a produz. Esta velocidade, que
se reflecte em tempos de simulac¸a˜o da ordem de poucos segundos, quando comparada
com as velocidades e a natureza da simulac¸a˜o das ferramentas tradicionais, traduz-se
num elevado ganho de produtividade, ja´ que a produc¸a˜o de resultados com uma das
ferramentas de simulac¸a˜o associadas ao Xilinx ISE, ale´m de requerer a escrita de uma
test-bench, demora um tempo que, sendo proporcional a` complexidade do sistema (o
uso de IP cores como o da FFT ou de um codificador Reed-Solomon, aumenta este
factor substancialmente), demora, no mı´nimo, alguns minutos. Esta caracter´ıstica do
System Generator, que nem sempre e´ um factor relevante na escolha de uma ferramenta
de alto-n´ıvel, e´ mais uma justificac¸a˜o para a abordagem escolhida.
3.4 Os Blocksets da Xilinx
O System Generator acrescenta 3 blocksets ao Simulink [32]. A maioria dos blocos e
tambe´m os blocos utilizados com mais frequeˆncia podem ser encontrados no Xilinx
Blockset, que conte´m 9 secc¸o˜es. Essas secc¸o˜es sa˜o enumeradas de seguida e acompa-
nhadas por uma descric¸a˜o do tipo de blocos que cada uma conte´m:
• Basic Elements, blocos lo´gicos simples;
• Communications, blocos para correcc¸a˜o de erros;
• Control Logic, blocos para implementar ma´quinas de estado e circuitos de controlo
de dados;
• Data Types, blocos para conversa˜o entre diferentes tipos de dados e gateways ;
• DSP, blocos para DSP, nomeadamente filtros FIR e implementac¸o˜es de FFT;
• Math, blocos para implementar algoritmos matema´ticos, como multiplicadores e
func¸o˜es trigonome´tricas;
• Memory, blocos de memo´ria, como registos, FIFOs ou RAMs;
• Shared Memory, blocos para implementar memo´rias partilhadas;
• Tools, blocos que suportam ferramentas de apoio a` simulac¸a˜o e ao projecto em
geral.
Os blocos que implementam func¸o˜es de maior complexidade sa˜o, na sua quase tota-
lidade, baseados em IP cores da Xilinx. E´ ainda relevante referir que este blockset
inclui um bloco que permite integrar uma entidade descrita com uma HDL num bloco
totalmente interliga´vel com os restantes, possibilitando assim estender a quantidade
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de blocos dispon´ıveis com a utilizac¸a˜o de co´digo HDL ja´ desenvolvido e acrescentar,
assim, flexibilidade ao desenvolvimento de sistemas em System Generator.
O segundo blockset, o Xilinx Reference Blockset, e´ constitu´ıdo por blocos cuja diferenc¸a
para os do blockset geral e´ a de implementarem sistemas constru´ıdos com recurso
a blocos mais simples do blockset anteriormente descrito. Ou seja, estes blocos sa˜o
apenas uma ma´scara para um sistema mais complexo e podem ser utilizados na sua
forma base ou servir como base para construir sistemas semelhantes, dado que a sua
estrutura interna e´ apresentada e explicada na respectiva pa´gina do manual. Este
blockset conte´m 5 secc¸o˜es:
• Communication, blocos para simulac¸a˜o de canais AWGN;
• Control Logic, implementac¸o˜es de ma´quinas de estados;
• DSP, blocos para implementac¸a˜o de filtros FIR;
• Imaging, blocos para aplicac¸o˜es de processamento de imagens;
• Math, blocos que implementam os algoritmos CORDIC para o arco de tangente,
logaritmo, seno/co-seno, logaritmo e raiz quadrada.
Um u´ltimo blockset, o Xilinx ExtremeDSP Kit Blockset, possui apenas 6 blocos, repre-
sentando componentes f´ısicos de placas da Nallatech, nomeadamente ADCs, DACs e
LEDs. Este blockset revelou-se bastante u´til ao longo do trabalho, por permitir incluir
no esquema desenvolvido um bloco cujo comportamento emula o comportamento real
dos componentes referidos e por permitir especificar os valores a atribuir aos sinais de
dados e de controlo destes com relativa facilidade.
3.4.1 A Relevaˆncia do Bloco System Generator
Para que um qualquer sistema desenvolvido com recurso ao blockset da Xilinx que esteja
inserido num diagrama em Simulink possa ser simulado, este devera´ estar integrado
numa hierarquia que contenha o bloco System Generator, caso contra´rio surgira´ um
aviso e o sistema so´ podera´ ser simulado na auseˆncia de blocos da Xilinx ou depois de
inserido o referido bloco. Isto implica que se um sistema contiver subsistemas, estes
u´ltimos na˜o necessitam de incluir um bloco System Generator. Assim sendo, devera´ ser
este o primeiro bloco a incluir num diagrama, na˜o so´ pelo motivo referido anteriormente,
mas tambe´m porque este bloco controla a generalidade dos paraˆmetros do sistema a
implementar, nomeadamente os paraˆmetros temporais, paraˆmetros relacionados com
a simulac¸a˜o e com a gerac¸a˜o da representac¸a˜o de baixo-n´ıvel. Estes to´picos sera˜o
descritos nas pro´ximas secc¸o˜es. O menu onde estes paraˆmetros sa˜o determinados e´
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apresentado na Figura 3.3.
Figura 3.3: Aspecto do menu do bloco System Generator onde sa˜o determinados os
paraˆmetros essenciais do sistema.
3.5 Tipos de Dados dentro do System Generator
O System Generator utiliza 3 tipos de dados: booleanos, sem sinal e com sinal em
complemento para 2. Excluindo o tipo booleano, que e´ implementado com recurso a
apenas 1 bit, os restantes 2 tipos podem corresponder a uma representac¸a˜o com um
nu´mero arbitra´rio de bits, com uma parte inteira e uma parte fracciona´ria de dimenso˜es
igualmente arbitra´rias. O tipo de dados e´ indicado por uma notac¸a˜o pro´pria. Por
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exemplo:
• Sem sinal com 12 bits, 8 deles inteiros: Ufix 12 4
• Com sinal com 11 bits, todos inteiros: Fix 11 0
A necessidade de especificar de forma clara o tipo de dados utilizado (a` semelhanc¸a
de uma representac¸a˜o em HDL) contrasta com a modelac¸a˜o tradicional em Simulink,
onde, geralmente, a especificac¸a˜o do tipo de dados e´ uma tarefa menos recorrente. Esta
variedade de representac¸o˜es permite a construc¸a˜o de sistemas digitais flex´ıveis, contudo,
acarreta a necessidade de definir a fronteira entre ambos os tipos de sinal. Para isso
existem blocos denominados Gateway In e Gateway Out, cuja func¸a˜o e´ tambe´m a de
implementar os portos de entrada/sa´ıda do sistema implementado – o que acarreta
a necessidade de atribuir a cada um destes blocos os pinos da FPGA apropriados
(constraints) aquando da gerac¸a˜o do ficheiro de programac¸a˜o da FPGA, tal como
numa especific¸a˜o baseada em HDL. A maioria dos blocos do System Generator possui
a particularidade de poder deduzir a precisa˜o com que deve funcionar a partir da
precisa˜o dos valores que lhe sa˜o apresentados a` entrada, outros, nomeadamente aqueles
que geram ou armazenam sinais, permitem definir qual a precisa˜o pretendida para a
sua sa´ıda.
3.6 Clocks e Amostragem
Como qualquer sistema digital, todos os sistemas implementados no System Generator
funcionam em tempo discreto, desse modo, cada bloco e cada sinal tem a si associado
uma taxa de amostragem. Esta caracter´ıstica torna dispensa´vel a existeˆncia de sinais
de clock expl´ıcitos dentro dos modelos nele desenvolvidos. As diferentes taxas de amos-
tragem que um sistema pode envolver sa˜o determinantes no comportamento temporal
do mesmo e o seu domı´nio revelou-se, ao longo deste trabalho, um desafio fundamen-
tal para obter bons resultados com o System Generator. Os aspectos essenciais deste
mecanismo de sincronizac¸a˜o sera˜o seguidamente discutidos.
Uma abordagem simples para exemplificar o processo de amostragem de um sinal com
o System Generator e´ aplicar uma sinuso´ide a um Gateway In que posteriormente e´
observada numa Scope e comparada com o sinal original. Um exemplo de um circuito
que implementa esse processo e´ apresentado na Figura 3.4 e permite igualmente co-
nhecer melhor o aspecto de um esquema desenvolvido com o System Generator. O
Gateway In utilizado no exemplo esta´ configurado com uma taxa de amostragem de
1, portanto, a cada ciclo de relo´gio e´ amostrado o valor a` sua entrada. Variando esta
taxa de amostragem e´ poss´ıvel controlar a resoluc¸a˜o temporal do sinal amostrado. O
3.6. CLOCKS E AMOSTRAGEM 27
resultado obtido a` sa´ıda deste circuito (em baixo) e´ apresentado na Figura 3.5, em
comparac¸a˜o com o sinal original (em cima), ilustrando em simultaˆneo a forma como os
dados sa˜o apresentados pela ferramenta de simulac¸a˜o do Simulink.
Figura 3.4: Esquema implementado no System Generator para ana´lise do processo de
amostragem.
Figura 3.5: Resultado do processo de amostragem efectuado com o esquema da Figura
3.4.
A correcta definic¸a˜o das taxas de amostragem e´ fundamental na˜o apenas na aquisic¸a˜o
de um sinal proveniente do exterior, mas tambe´m na definic¸a˜o de todo o comportamento
temporal de um sistema desenvolvido com o System Generator. Isto deve-se ao facto de
a taxa de amostragem associada a um determinado sinal de controlo emular a frequeˆncia
do clock que estabelece o sincronismo das operac¸o˜es que aquele sinal controla. O mesmo
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se passa com sinais de dados, sendo a taxa de amostragem de um barramento de dados
responsa´vel por impoˆr a taxa a que este varia.
Um dos variados exemplos deste processo e´ o controlo dos sinais de enable de um FIFO:
a taxa de amostragem do sinal read enable (RE) do FIFO vai controlar a taxa a que
este apresenta os dados na sa´ıda, isto e´, a taxa de amostragem do sinal RE determina a
frequeˆncia do clock de leitura do FIFO e, consequentemente, a taxa dos sinais a` sa´ıda,
que passara˜o a variar de modo mais ra´pido ou mais lento, consoante a relac¸a˜o entre
as taxas do sinal RE e do sinal write enable (WE), ja´ que esta u´ltima controla a taxa
a que os dados sa˜o escritos no FIFO. Naturalmente, para evitar perda ou repetic¸a˜o
de valores, a taxa dos dados apresentados a` entrada do FIFO devera´ ser igual a` taxa
do sinal WE. Outro exemplo e´ o facto de um contador poder ser parametrizado de
modo a que a sua taxa de actualizac¸a˜o seja determinada pela taxa de amostragem do
seu sinal de enable ou definida implicitamente. E´ justamente para sustentar este tipo
de processos que as constantes em System Generator podem ser parametrizadas para
possuir uma taxa de amostragem.
Este mecanismo de ajuste impl´ıcito das taxas de amostragem de determinados sinais e´ o
que suporta a existeˆncia de mu´ltiplas taxas dentro do sistema e explica a total auseˆncia
de sinais de clock dentro de um sistema modelado no System Generator, reforc¸ando
assim a perspectiva de alto n´ıvel por este oferecida. Os modos como este processo pode
ser implementado, ao n´ıvel da simulac¸a˜o e em hardware, sera˜o seguidamente explicados
com mais detalhe.
3.6.1 Implementac¸a˜o de Mu´ltiplas Taxas de Amostragem
O System Generator suporta 3 implementac¸o˜es poss´ıveis para que sistemas com apenas
um clock suportem mu´ltiplas taxas de amostragem. A implementac¸a˜o padra˜o baseia-se
em Clock Enables, existindo, ale´m desta, a opc¸a˜o Clock Generator e a opc¸a˜o Expose
Clock Ports.
O esquema denominado Clock Enables e´ o esquema padra˜o para implementar mu´ltiplas
taxas de amostragem e e´ tambe´m o mais simples de utilizar. Este tem por base o facto
de o System Generator, aquando da compilac¸a˜o da representac¸a˜o esquema´tica, utilizar
a informac¸a˜o relativa a` taxa de amostragem de cada sinal para gerar um sinal que
controle, isto e´, que habilite a aplicac¸a˜o do sinal de clock a um determinado porto.
Para isso e´ criado um sinal que quando esta´ no n´ıvel lo´gico alto, permite que o clock
seja aplicado. Disto resulta a evideˆncia de que o duty cycle desse sinal de clock enable
tera´ de ser inversamente proporcional a` relac¸a˜o entre a taxa de amostragem a ele
associada e a taxa de amostragem fundamental do sistema. A Figura 3.6 apresenta,
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de cima para baixo, o sinal de clock principal do sistema e os sinais de clock enable
associados a`s taxas de amostragem 2, 3 e 4. A imagem foi gerada com recurso a`s
probes Clock Probe e CE Probe, inclu´ıdas no blockset da Xilinx. Nela e´ vis´ıvel que o
per´ıodo do sinal de clock aplicado a todos os blocos e´ o mesmo, simplesmente, se T1
for o per´ıodo do clock do sistema e TN o per´ıodo associado a` taxa de amostragem N ,
o sinal de clock sera´ aplicado a um bloco com uma taxa de amostragem TN apenas 1N
avos do tempo e, como tal, a frequeˆncia impl´ıcita do mesmo e´ N vezes mais baixa. Os
Figura 3.6: Sinal de clock geral do sistema acompanhado de sinais de clock enable.
dois esquemas adicionais sa˜o Clock Generator e Expose Clock Ports. O primeiro pode
ser utilizado em FPGAs com um Digital Clock Manager e devera´ ser aplicado quando
se torna dif´ıcil atingir na pra´tica os tempos de propagac¸a˜o esperados. Neste caso, o
DCM actua sobre o sinal de clock e sobre a respectiva rede de distribuic¸a˜o de forma
a produzir ate´ 3 clocks com taxas diferentes. No entanto, alguns blocos do System
Generator funcionam somente de forma parcial ou na˜o funcionam de todo quando e´
este o esquema seleccionado. O segundo esquema baseia-se na criac¸a˜o de um porto para
cada clock utilizado na entidade gerada apo´s a compilac¸a˜o. Desse modo, o utilizador
devera´ aplicar externamente a cada um desses portos o sinal de clock adequado.
3.6.2 Alterac¸o˜es a` Taxa de Amostragem
Existem no System Generator alguns blocos que alteram a taxa de amostragem de um
sinal de um modo impl´ıcito, colocando a` sua sa´ıda uma versa˜o do sinal de entrada
com uma taxa de amostragem maior ou menor. Estes sa˜o de especial relevaˆncia numa
implementac¸a˜o com mu´ltiplas taxas de amostragem, ja´ que implementam a fronteira
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entre as parcelas do sistema que funcionam com diferentes taxas. Entre os blocos deste
tipo encontram-se, a t´ıtulo de exemplo, os conversores se´rie/paralelo e paralelo/se´rie,
os up samplers e down samplers, entre outros. No bloco “System Generator” e´ poss´ıvel
fazer as taxas de amostragem de cada sinal serem vis´ıveis na representac¸a˜o esquema´tica.
A Figura 3.7 ilustra a alterac¸a˜o da taxa de amostragem de um sinal por interme´dio de
blocos com essa propriedade. Os valores nume´ricos apresentados pelo System Generator
junto aos portos de cada bloco significam, a` semelhanc¸a do que foi referido, a relac¸a˜o
entre a taxa do sinal respectivo e a taxa de amostragem base do sistema. E´ poss´ıvel
ver que a presenc¸a de um bloco Serial to Parallel, neste caso configurado para gerar
uma sa´ıda a cada 16 entradas, altera a taxa de amostragem do sinal de 1 para 16,
o que significa que este vai ter uma frequeˆncia 16 vezes mais baixa. Algo ideˆntico
acontece quando o sinal atravessa um bloco Down Sample, passando a taxa de 16
para 32. Posteriormente, um bloco Parallel to Serial aumenta novamente a taxa de
amostragem. Como referido anteriormente, tambe´m um FIFO (e a generalidade dos
blocos de memo´ria) pode alterar a taxa de amostragem de um sinal, de acordo com a
arquitectura de leitura/escrita que lhe esteja associada.
Figura 3.7: Variac¸a˜o da taxa de amostragem de um sinal ao longo de um circuito.
Resta, por fim, esclarecer duas questo˜es adicionais: Qual e´ o me´todo utilizado para
definir a taxa de amostragem base e o per´ıodo de clock base do sistema e qual a relac¸a˜o
entre estes dois paraˆmetros. A taxa de amostragem base do sistema e o per´ıodo de clock
sa˜o ambos definidos no bloco System Generator. O valor das restantes taxas presentes
no sistema (produzidas por blocos como aqueles referidos no para´grafo anterior) tera´
obrigatoriamente de ser um mu´ltiplo inteiro desta e o valor base da taxa de amostragem
tem sempre uma correspondeˆncia directa com o per´ıodo de clock base do sistema.
Em suma, e no seguimento do que foi descrito neste ponto, se a taxa de amostragem
base tem o valor de, por exemplo, 1 e o per´ıodo de clock e´ 100 ns (10 MHz), um contador
com um sinal de enable com taxa de amostragem igual a 2, sofrera´ um incremento a
cada 200 ns, o que resulta numa frequeˆncia de 5 MHz.
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3.7 Gerac¸a˜o da Representac¸a˜o de Baixo-n´ıvel
Como referido, o System Generator permite, a partir da representac¸a˜o esquema´tica, ge-
rar uma representac¸a˜o de mais baixo-n´ıvel que sera´ utilizada para programar a FPGA.
Todo este processo e´ efectuado com o aux´ılio das ferramentas de s´ıntese da Xilinx e
e´ desencadeado a partir do bloco System Generator. E´ importante referir que o pro-
cesso de compilac¸a˜o da representac¸a˜o pode ser, em contraste com a generalidade dos
processos associados ao System Generator, relativamente demorado.
Aquando da compilac¸a˜o do projecto, sa˜o tidas em conta as caracter´ısticas (dimenso˜es,
comportamento temporal, nu´mero de entradas e sa´ıdas, suporte para DSP, etc.) do
modelo de FPGA a` qual o projecto se destina e, como tal, sera´ imposs´ıvel utilizar
o resultado da compilac¸a˜o em outro modelo que na˜o o seleccionado, sendo para isso
necessa´ria uma nova compilac¸a˜o.
Existem diferentes me´todos para gerar a representac¸a˜o de baixo n´ıvel, permitindo adap-
tar o resultado final da compilac¸a˜o ao tipo de sistema que se modelou e/ou permitir o
uso de ferramentas auxiliares. Estes me´todos sa˜o descritos na seguinte lista:
• HDL Netlist Compilation - Neste caso a ferramenta gera um grupo de ficheiros,
entre eles a representac¸a˜o do sistema na HDL pretendida (.vhd, se for VHDL),
ficheiros relacionados com a utilizac¸a˜o do CORE Generator da Xilinx, os ficheiros
de localizac¸a˜o dos pinos (.xcf ou .ncf), um ficheiro que permite explorar o projecto
com o ISE (.ise), entre outros. Este tipo de compilac¸a˜o e´ u´til quando se pretende
incluir o nosso sistema num sistema de maior dimensa˜o ou se posteriormente se
pretende utilizar as diversas ferramentas associadas ao ISE e nele gerar o bitstream
para programac¸a˜o da FPGA.
• Bistream Compilation - Este tipo de compilac¸a˜o gera uma netlist em HDL que e´
imediatamente transformada numa netlist de um n´ıvel mais baixo pela ferramenta
de s´ıntese pretendida. Por fim e´ corrido o XFLOW que efectua os habituais proces-
sos de map, place and route para gerar o ficheiro de bitstream que podera´ programar
a FPGA. Este tipo de compilac¸a˜o e´ u´til, por exemplo, quando se pretende progra-
mar directamente a FPGA sem recorrer a`s ferramentas da Xilinx embutidas no
ISE.
• Timing Analysis Compilation - Por vezes a implementac¸a˜o em hardware do pro-
jecto criado com o System Generator pode na˜o cumprir as especificac¸o˜es temporais
pretendidas. Para resolver problemas que derivem deste facto, o System Generator
oferece uma ferramenta de ana´lise temporal, adequada ao modelo de FPGA com
32 CAPI´TULO 3. O XILINX SYSTEM GENERATOR FOR DSP
que se esta´ a trabalhar, que mostra, por exemplo, os caminhos mais lentos do sis-
tema ou aqueles que na˜o esta˜o a cumprir as especificac¸o˜es, apresentando me´todos
para resolver este tipo de problemas a par de informac¸a˜o como, por exemplo, a
frequeˆncia ma´xima de funcionamento.
Existem ainda as opc¸o˜es NGC Netlist Compilation, EDK Export Tool, Hardware Co-
Simulation Compilation e Creating Compilation Targets, que oferecem outras funciona-
lidades, como facilitar a importac¸a˜o do sistema para outro de maior dimensa˜o, utilizar
o Embedded Development Kit da Xilinx ou efectuar co-simulac¸a˜o com hardware.
Cap´ıtulo 4
Te´cnicas Digitais de Modulac¸a˜o
4.1 Introduc¸a˜o
A necessidade de transmitir sinais digitais atrave´s da banda passante de um determi-
nado canal conduziu ao desenvolvimento de te´cnicas de modulac¸a˜o espec´ıficas. Nas
te´cnicas mais simples, uma caracter´ıstica – seja a amplitude, a fase ou a frequeˆncia –
da onda portadora e´ comutada entre dois estados poss´ıveis. Contudo, existem te´cnicas
mais complexas, que permitem transmitir mais do que um bit em simultaˆneo, atrave´s
da possibilidade de variar uma ou mais caracter´ısticas da portadora entre mais do que
dois n´ıveis distintos. Este cap´ıtulo iniciar-se-a` com uma apresentac¸a˜o de algumas des-
tas te´cnicas, que, tendo em conta o objectivo de implementar um modulador OFDM
durante este trabalho, pretende ser uma introduc¸a˜o para uma descric¸a˜o mais apro-
fundada desta u´ltima te´cnica de modulac¸a˜o, que e´, simultaneamente, um me´todo de
multiplexagem na frequeˆncia.
4.2 Amplitude-Shift Keying
Na te´cnica Amplitude-Shift Keying (ASK), a amplitude duma portadora e´ comutada
entre dois n´ıveis fixos, geralmente situados nos extremos da excursa˜o de sinal per-
mitida pelo sistema, ou seja, a portadora toma uma forma on-off. Na maioria das
implementac¸o˜es, a um d´ıgito 1 na sequeˆncia bina´ria modulante e´ atribu´ıdo o estado on
e a um d´ıgito 0 o estado off. Assim sendo, um sinal ASK e´ representado da seguinte
forma:
xp(t) = Ap × x(t)× cos (2pifpt) (4.1)
onde x(t) toma o valor de 1 ou 0, em intervalos de T segundos e Ap × cos (2pifpt)
representa uma portadora sinusoidal com amplitude ma´xima Ap e frequeˆncia fp. Um
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exemplo da forma de onda ASK correspondente a uma determinada segueˆncia bina´ria
e´ apresentado na Figura 4.1:
Figura 4.1: Aspecto de um sinal ASK.
4.3 Phase-Shift Keying
Na te´cnica Phase-Shift Keying (PSK), a fase de uma portadora e´ comutada entre
valores fixos consoante o valor do sinal modulante. A forma mais simples do formato
PSK e´ a forma Binary PSK (BPSK), onde a fase toma um de dois valores, normalmente
separados por pi radianos, cada um deles correspondente a um dos dois d´ıgitos bina´rios.
Assim sendo, um sinal PSK pode ser representado pela seguinte expressa˜o:
xp(t) =
{
−Ap × x(t)× cos (2pifpt) para x(t) = 0
Ap × x(t)× cos (2pifpt) para x(t) = 1
(4.2)
onde x(t) representa a sequeˆncia bina´ria modulante e Ap a amplitude da portadora.
Uma forma de onda BPSK tem o aspecto apresentado na Figura 4.2:
Figura 4.2: Aspecto de um sinal PSK.
Apesar de a forma BPSK ser a mais robusta das formas de PSK, visto que e´ necessa´ria
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uma quantidade considera´vel de distorc¸a˜o para provocar uma decisa˜o incorrecta no
receptor, esta te´cnica modula apenas 1 bit por s´ımbolo. Para transmitir mais do
que um bit por s´ımbolo e´ necessa´rio aumentar a quantidade de valores que a fase da
portadora pode tomar. Este assunto e´ discutido na secc¸a˜o seguinte.
4.4 Quadrature PSK e Transmissa˜o Multis´ımbolo
E´ poss´ıvel transmitir mais do que 1 bit por s´ımbolo com recurso a um esquema PSK.
Isto consegue-se fazendo com que o sinal possa tomar mais do que duas fases distintas.
Contudo, se a intenc¸a˜o e´ utilizar N fases distintas, e´ primeiro necessa´rio combinar
log2(N) d´ıgitos bina´rios e definir uma relac¸a˜o biun´ıvoca entre este agrupamento e um
de N s´ımbolos, ao qual correspondera´ um determinado valor de fase. E´ precisamente
este o princ´ıpio por detra´s da transmissa˜o multis´ımbolo, ou M -a´ria, que pode ser
generalizada de forma a acomodar igualmente variac¸o˜es de amplitude, em simultaˆneo,
ou na˜o, com variac¸o˜es de fase da portadora.
O referido princ´ıpio e´ posto em pra´tica, por exemplo, na te´cnica Quadrature PSK
(QPSK), onde a fase da portadora modulada pode comutar entre 4 valores distintos,
separadas de pi/2 radianos, como indica a Equac¸a˜o 4.3:
xp(t) = cos (2pifpt+ (2i− 1)pi
4
), i = 1, 2, 3, 4; 0 ≤ t ≤ 2T (4.3)
onde i representa o ı´ndice dos s´ımbolos poss´ıveis e varia de acordo com a sequeˆncia
bina´ria modulante.
Em simultaˆneo com esta definic¸a˜o do QPSK enquanto te´cnica de modulac¸a˜o qua-
terna´ria, este pode ser entendido tambe´m como uma te´cnica que modula de forma
separada duas portadoras em quadratura, isto e´, a soma de um termo cos 2pifct com
um termo sin 2pifct, tambe´m apelidados de termo em fase (ou termo I, do ingleˆs in-
phase) e termo em quadratura (ou termo Q), respectivamente, sendo que da variac¸a˜o
do coeficiente de cada um destes termos resulta uma variac¸a˜o da fase da portadora.
Para ilustrar formatos que utilizam uma componente em fase e em quadratura para
implementar transmissa˜o multis´ımbolo e´ recorrente a utilizac¸a˜o de diagramas de cons-
telac¸a˜o (ou simplesmente constelac¸a˜o), onde os s´ımbolos que podem ser transmitidos
sa˜o representados como pontos no plano complexo, com o eixo horizontal a represen-
tar a componente em fase e o eixo vertical a componente em quadratura. Os pontos
sa˜o geralmente acompanhados por uma representac¸a˜o da sequeˆncia bina´ria que mo-
dulam. Esta representac¸a˜o permite perceber quais os valores de I e de Q necessa´rios
para produzir cada um dos s´ımbolos poss´ıveis com maior facilidade. Uma constelac¸a˜o
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relativa a um sinal QPSK e´ apresentada na Figura 4.3, onde se pode verificar qual a
fase atribu´ıda a cada grupo de 2 bits.
Figura 4.3: Exemplo de uma constelac¸a˜o QPSK.
4.4.1 Formas Alternativas de Modulac¸a˜o QPSK
Uma das limitac¸o˜es dos sistemas QPSK tradicionais esta´ relacionada com a filtragem
do sinal efectuada de forma a reduzir a radiac¸a˜o fora da banda desejada [33]. Isto
tem a desvantagem de provocar grandes variac¸o˜es na envolvente do sinal transmitido,
sobretudo quanto maiores forem as transic¸o˜es de fase. De forma a mitigar este efeito,
existem te´cnicas que restringem a variac¸a˜o de fase da portadora. Exemplos disso sa˜o as
te´cnicas Offset QPSK (OQPSK) e pi/4-QPSK. Na primeira te´cnica, os bits da sequeˆncia
sa˜o desfasados de um per´ıodo de bit – normalmente e´ o bit que modula a componente
em quadratura que e´ atrasado um per´ıodo – o que significa que as transic¸o˜es de uma das
componentes se da˜o um per´ıodo antes das transic¸o˜es da outra componente, limitando
assim a magnitude das transic¸o˜es de fase a pi/2 radianos. A te´cnica pi/4-QPSK, por
seu lado, emprega duas constelac¸o˜es distintas, desfasadas de pi/4 radianos, sendo que
os s´ımbolos ı´mpares da sequeˆncia a modular seleccionam pontos de uma constelac¸a˜o
e os outros seleccionam pontos da outra. Este me´todo limita a variac¸a˜o de fase da
portadora a 3pi/4 radianos.
Existem igualmente formas de PSK de ordem mais elevada que o QPSK, onde a porta-
dora pode assumir uma de 2N fases seleccionadas por N bits, no entanto, para sistemas
com mais de 8 fases, a probabilidade de erro torna-se demasiado elevada quando com-
parada com a de sistemas QAM (ver Secc¸a˜o 4.5) da mesma ordem, o que limita a
utilidade pra´tica deste tipo de sistemas.
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4.5 Quadrature Amplitude Modulation
A` semelhanc¸a do QPSK, tambe´m a te´cnica QAM (Quadrature Amplitude Modulation)
implementa uma transmissa˜o multis´ımbolo atrave´s da variac¸a˜o dos coeficientes de duas
componentes em quadratura. A diferenc¸a reside no facto de no QAM a amplitude destes
coeficientes e, por conseguinte, da portadora poder tomar mais do que um valor, o que
permite afirmar que o QPSK e´, afinal, um caso particular de QAM em que a amplitude
da portadora se mante´m constante. Assim sendo, o processo para gerar um sinal QAM
inicia-se com a concatenac¸a˜o de N bits para formar uma u´nica palavra que, atrave´s
de um processo de mapeamento, usualmente implementado de forma digital, vai gerar
um coeficiente para a componente em fase e outro para a componente em quadratura.
O sinal QAM e´ formado pela posterior adic¸a˜o de ambas as componentes – tal como
ilustrado pelo esquema da Figura 4.4 – resultando numa onda com variac¸o˜es de fase e
amplitude, o que permite definir alternativamente o QAM como sendo uma combinac¸a˜o
de ASK e PSK com va´rios n´ıveis. Designando os valores I e Q correspondentes a cada
s´ımbolo QAM por ai e bi, respectivamente, o sinal QAM a transmitir tera´ a forma
apresentada na Equac¸a˜o 4.4:
si(t) = ai cos (2pifct) + bi sin (2pifct), i = 1, 2, . . . ,M 0 ≤ t ≤ nT (4.4)
onde, uma vez mais, i representa o ı´ndice dos s´ımbolos poss´ıveis e varia de acordo com
a sequeˆncia bina´ria modulante, sendo n dado por log2(M), ou, alternativamente:
si(t) =
√
a(i)2 + b(i)2 × cos(2pifct+ φi) (4.5)
onde:
φi = arctan
bi
ai
(4.6)
Um sinal QAM pode ser classificado de acordo com o nu´mero de s´ımbolos distintos
que pode transmitir e que e´, naturalmente, func¸a˜o do nu´mero de bits que cada s´ımbolo
codifica. Assim, existem va´rias implementac¸o˜es de QAM, sendo as mais usuais as que
produzem uma constelac¸a˜o quadrada – aquelas onde um s´ımbolo codifica um nu´mero
par de bits – ja´ que este tipo de constelac¸a˜o apresenta uma boa relac¸a˜o entre a sua
energia me´dia e a sua complexidade de implementac¸a˜o. Exemplos disto sa˜o os formatos,
16-QAM, 64-QAM, 256-QAM, que codificam, respectivamente, 4, 6 e 8 bits.
Avanc¸ando para sinais QAM de ordem superior e´ poss´ıvel transmitir mais bits por
s´ımbolo, pore´m, se a energia da constelac¸a˜o se mantiver a mesma – e esta premissa
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Figura 4.4: Esquema de um modulador QAM.
e´ necessa´ria para garantir uma comparac¸a˜o justa entre formatos – os pontos da cons-
telac¸a˜o estara˜o mais pro´ximos e, assim, mais suscept´ıvel ao ru´ıdo a transmissa˜o se
torna. Perante aquilo que foi apresentado, e´ tambe´m poss´ıvel afirmar que os formatos
2-QAM e 4-QAM podem ser considerados ideˆnticos aos formatos BPSK e QPSK, res-
pectivamente. Existe bastante literatura publicada sobre disposic¸o˜es alternativas para
os s´ımbolos numa constelac¸a˜o QAM mas, de um modo geral, o ganho de eficieˆncia
produzido por estas na˜o justifica a acrescida complexidade de implementac¸a˜o [34][35].
Um exemplo de uma constelac¸a˜o para um sinal 16-QAM e´ apresentado na Figura 4.5.
Figura 4.5: Exemplo de uma constelac¸a˜o para um sinal 16-QAM.
4.6 Orthogonal Frequency-Division Multiplexing
Esta secc¸a˜o tem como propo´sito fazer uma descric¸a˜o da te´cnica Orthogonal Frequency-
Division Multiplexing (OFDM), de forma a contextualizar o desenvolvimento de um
gerador de sinais OFDM realizado ao longo deste projecto. A secc¸a˜o inicia-se com
uma discussa˜o das caracter´ısticas gerais desta te´cnica, seguida da apresentac¸a˜o de
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aspectos pra´ticos relacionados com a implementac¸a˜o de um sistema OFDM. Por fim e´
apresentado um resumo das aplicac¸o˜es do OFDM em sistemas de comunicac¸a˜o actuais.
4.6.1 Princ´ıpios Gerais
O OFDM e´ uma te´cnica de transmissa˜o multi-portadora que pode ser encarada como
sendo simultaneamente uma te´cnica digital de modulac¸a˜o e uma te´cnica de multiple-
xagem na frequeˆncia. Nos pontos que se seguem sera´ efectuada uma discussa˜o das
razo˜es que sustentam a utilizac¸a˜o de te´cnicas de multiplexagem na frequeˆncia, (FDM,
do ingleˆs Frequency-Division Multiplexing) ao inve´s de uma transmissa˜o com portadora
u´nica, e a apresentac¸a˜o de algumas caracter´ısticas particulares do OFDM em relac¸a˜o
a`s te´cnicas tradicionais de multiplexagem.
4.6.1.1 Limitac¸o˜es de uma Transmissa˜o com Portadora U´nica
Com o aumento da taxa de transmissa˜o num sistema de transmissa˜o digital – onde a
informac¸a˜o toma a forma de bits ou s´ımbolos M-a´rios – que empregam uma u´nica por-
tadora (single-carrier), a durac¸a˜o de cada bit ou s´ımbolo diminui. Em consequeˆncia, a
transmissa˜o torna-se mais vulnera´vel ao aparecimento de sucessivas re´plicas atrasadas
do sinal enviado, que derivam da existeˆncia de mu´ltiplos percursos poss´ıveis para o
sinal, criados pela presenc¸a de objectos ou feno´menos que provoquem reflexo˜es. Esta
vulnerabilidade deve-se a` aproximac¸a˜o entre o tempo de s´ımbolo e a magnitude dos
atrasos resultantes das reflexo˜es, ja´ que quando a relac¸a˜o entre estes dois paraˆmetros
diminui, a possibilidade de sobreposic¸a˜o com os s´ımbolos seguintes, ou seja, de inter-
fereˆncia entre s´ımbolos, aumenta [36][37]. Tempos de s´ımbolo mais curtos resultam
igualmente numa maior susceptibilidade ao ru´ıdo impulsional [38] e, a par disto, o au-
mento da largura de banda utilizada, decorrente da utilizac¸a˜o de taxas mais elevadas,
eleva a possibilidade de interfereˆncia com canais de transmissa˜o cont´ıguos.
4.6.1.2 Sistemas com Multiplexagem na Frequeˆncia
Um dos me´todos para contrariar a degradac¸a˜o da qualidade da transmissa˜o de sinais
de alto de´bito em canais sem fios e´ a utilizac¸a˜o de um sistema de multiplexagem
na frequeˆncia. Neste tipo de sistema, a largura de banda dispon´ıvel e´ dividida num
conjunto de canais e a totalidade dos dados a transmitir modula um conjunto de
subportadoras com uma taxa de transmissa˜o mais baixa. Isto resulta num tempo de
s´ımbolo mais longo e, por conseguinte, numa diminuic¸a˜o significativa da possibilidade
de interfereˆncia entre s´ımbolos, melhorando o desempenho da transmissa˜o em ambiente
multipercurso. Ale´m disso, se a transmissa˜o provocar atenuac¸a˜o numa pequena banda
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Figura 4.6: Efeito do multipercurso sobre sistemas de transmissa˜o se´rie e paralelo.
de frequeˆncia, ou numa pequena janela temporal – outra potencial consequeˆncia do
multipercurso, denominada em ingleˆs por deep fade – apenas alguns s´ımbolos, ou uma
parcela de cada s´ımbolo, sera˜o afectados. Ja´ num sistema de portadora u´nica isto
poderia resultar na incapacidade para recuperar a totalidade da informac¸a˜o. A Figura
4.6 apresenta uma comparac¸a˜o entre a influeˆncia deste feno´meno sobre uma transmissa˜o
se´rie (portadora u´nica) e uma transmissa˜o em paralelo (FDM).
4.6.1.3 Utilizac¸a˜o de Subportadoras Ortogonais
A forma de garantir a auseˆncia de interfereˆncia entre as diversas subportadoras utiliza-
das num sistema de multiplexagem na frequeˆncia cla´ssico e´ a utilizac¸a˜o de bandas de
guarda entre as frequeˆncias utilizadas. E´ poss´ıvel, no entanto, aproveitar o espectro de
forma bastante mais eficiente, na˜o so´ eliminando estas bandas de guarda, como tambe´m
utilizando bandas de transmissa˜o sobrepostas [38][39]. Pore´m, a utilizac¸a˜o de bandas
sobrepostas exige um mecanismo para evitar interfereˆncia entre as diversas subporta-
doras envolvidas. Isto pode ser conseguido garantindo que as frequeˆncias atribu´ıdas
a estas sejam matematicamente ortogonais entre si, ja´ que enquanto o conjunto de
subportadoras utilizado se mantiver ortogonal e´ poss´ıvel recuperar cada subportadora
individual apesar da sobreposic¸a˜o espectral [38].
Conseguir um melhor aproveitamento do espectro e evitar a interfereˆncia entre subpor-
tadoras explorando a ortogonalidade entre estas e´ justamente o princ´ıpio fundamental
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Figura 4.7: Aproveitamento do espectro por parte de um sinal OFDM (B) em com-
parac¸a˜o com um sinal FDM cla´ssico (A).
do OFDM que assim, a` semelhanc¸a dos outros me´todos de multiplexagem na frequeˆncia,
tambe´m recorre a` divisa˜o de um fluxo de informac¸a˜o digital em mu´ltiplos canais pa-
ralelos com uma taxa de transmissa˜o mais reduzida, mantendo, portanto, as virtudes
para a propagac¸a˜o em canais sem fios. Os ganhos de largura de banda conseguidos pelo
OFDM grac¸as a` utilizac¸a˜o de subportadoras ortogonais, comparados com a utilizac¸a˜o
da banda por um sistema de FDM tradicional, sa˜o apresentados na Figura 4.7. O tema
da gerac¸a˜o de um conjunto de subportadoras ortogonais sera´ desenvolvido na secc¸a˜o
seguinte.
4.6.2 Gerac¸a˜o de Mu´ltiplas Subportadoras
Conceptualmente, o processo ba´sico para gerac¸a˜o das mu´ltiplas subportadoras empre-
gues num sistema OFDM e´ semelhante ao utilizado num sistema FDM cla´ssico. Isto
e´, consiste em converter um fluxo de informac¸a˜o em se´rie – geralmente constitu´ıdo
por s´ımbolos M-a´rios, de forma a conseguir um ritmo de transmissa˜o razoa´vel – num
determinado nu´mero de canais paralelos, sendo depois a informac¸a˜o presente nos ca-
nais resultantes aplicada a um banco de moduladores, cada um com uma frequeˆncia
pre´-determinada que modula a informac¸a˜o de cada canal. Portanto, para N canais
existem N subportadoras, com frequeˆncias f0, f1, . . . , fN−1. Em alternativa, e´ mais
usual colocar f0 no centro da banda passante, correspondendo a DC em banda base,
tomando o conjunto de frequeˆncias a forma de −fN
2
, . . . , f0, . . . , fN
2
. Assim, num sis-
tema que empregue N subportadoras, cada bloco de N s´ımbolos e´ aplicado a um
conversor se´rie/paralelo, de onde resultam N componentes em fase (a0, a1, . . . , aN−1) e
N componentes em quadratura (b0, b1, . . . , bN−1), que sa˜o moduladas de acordo com o
esquema apresentado na Secc¸a˜o 4.5. O esquema da Figura 4.8 ilustra esta te´cnica. O
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ene´simo s´ımbolo modulado produzido pelo sistema e´, enta˜o, dado por:
Xn(t) = an cos (2pifnt) + bn sin (2pifnt) (4.7)
e o sinal a transmitir tem a forma de:
S(t) =
N/2∑
n=−N/2
Xn(t) (4.8)
Figura 4.8: Diagrama de um sistema de gerac¸a˜o de mu´ltiplas subportadoras.
A particularidade que distingue um sistema OFDM de um sistema FDM cla´ssico e´,
enta˜o, o facto do conjunto de frequeˆncias utilizado ser ortogonal. Definindo a subpor-
tadora de ı´ndice k como
ψk(t) = cos(
2pikt
TU
) + j sin(
2pikt
TU
) (4.9)
, a condic¸a˜o que o conjunto de subportadoras devera´ cumprir para garantir a ortogo-
nalidade sera´ [37][40]: ∫ TU
0
ψk(t)ψl(t)
∗ dt = TU × δk,l (4.10)
onde TU e´ o tempo do s´ımbolo OFDM e δk,l e´ delta de Kronecker:
δk,l =
{
1 if k = l
0 if k 6= l (4.11)
Por outras palavras, apesar da sobreposic¸a˜o espectral, e´ poss´ıvel desmodular uma sub-
portadora individual de forma coerente – isto e´, atrave´s da multiplicac¸a˜o por uma
4.6. ORTHOGONAL FREQUENCY-DIVISION MULTIPLEXING 43
frequeˆncia ideˆntica e integrar o resultado – sem que o detector responda a qualquer
uma das restantes subportadoras contidas no s´ımbolo OFDM.
4.6.2.1 Implementac¸a˜o Pra´tica
As implementac¸o˜es pra´ticas de um sistema OFDM diferem do esquema apresentado
anteriormente na te´cnica de gerac¸a˜o das subportadoras, ja´ que poˆr em pra´tica o me´todo
ate´ agora descrito e´ uma tarefa demasiado complexa, pois implica a utilizac¸a˜o de um
modulador e um desmodulador por cada subportadora. Isso agrava-se quando se leva
em conta o facto de que, de um modo geral, as vantagens associadas a um sinal OFDM
sa˜o maiores quanto maior for o nu´mero de subportadoras utilizadas.
Este problema pode, pore´m, ser resolvido implementando a gerac¸a˜o das subportadoras
com recurso a` transformada discreta de Fourier inversa (IDFT, do ingleˆs Inverse Dis-
crete Fourier Transform), ja´ que e´ poss´ıvel demonstrar matematicamente que calcular
a IDFT do bloco original de N s´ımbolos equivale a modula´-los com um conjunto de
subportadoras ortogonais [34]. Ou seja, o sistema trata N s´ımbolos a modular como
informac¸a˜o no domı´nio da frequeˆncia e aplica-os a um bloco de ca´lculo da IDFT que
os transforma em sinais no domı´nio do tempo interpretando-os como coeficientes para
cada uma das sinuso´ides ortogonais que constituem a sua base [38]. A subsequente
soma do conjunto das N subportadoras ja´ moduladas pelos respectivos s´ımbolos em
quadratura produz o s´ımbolo OFDM em banda base. A expressa˜o matema´tica para a
IDFT, apresentada na Equac¸a˜o 4.12, permite perceber que cada s´ımbolo a modular e´
interpretado como um ı´ndice no domı´nio da frequeˆncia e atribui os coeficientes a uma
sinuso´ide real e uma sinuso´ide imagina´ria que sa˜o posteriormente somadas.
xn =
N−1∑
k=0
Xk
(
cos
2pikn
N
+ j sin
2pikn
N
)
n = 0, . . . , N − 1. (4.12)
Na expressa˜o, kn
N
representa a frequeˆncia de cada uma das diversas subportadoras
produzidas, sendo que o paraˆmetro n define o nu´mero inteiro de ciclos de cada subpor-
tadora contidos no intervalo de produc¸a˜o da IDFT, que e´, por sua vez, determinado
pelo paraˆmetro k, que representa o nu´mero de s´ımbolos processados. Isto significa que
as subportadoras estara˜o igualmente espac¸adas por um factor de 1/TU , em que TU e´
a durac¸a˜o do s´ımbolo OFDM [37], e que possuira˜o um nu´mero inteiro de ciclos dentro
desse mesmo intervalo.
Uma implementac¸a˜o com base na (I)DFT traduz-se enta˜o numa simplificac¸a˜o substan-
cial do hardware necessa´rio para construir um sistema OFDM, sobretudo quando se
toma em considerac¸a˜o que nas u´ltimas de´cadas os avanc¸os na tecnologia dos circuitos
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integrados tornaram a implementac¸a˜o pra´tica desta com recurso a algoritmos compu-
tacionais altamente eficientes – nomeadamente a transformada ra´pida de Fourier e a
sua transformada inversa (o par FFT/IFFT) – em operac¸o˜es triviais.
Existem mu´ltiplas implementac¸o˜es da (I)FFT, sendo o algoritmo de Cooley-Tukey [41]
o mais difundido. Este algoritmo pode ser realizado de formas distintas. Por exemplo,
para uma transformada com N pontos, a forma radix-2 do algoritmo de Cooley-Tukey
requer N
2
× log2(N) multiplicac¸o˜es de valores complexos que, na realidade, na˜o sa˜o
mais que rotac¸o˜es de fase [42]. Em resultado de uma manipulac¸a˜o ainda mais apro-
fundada das operac¸o˜es requeridas pela (I)DFT, a implementac¸a˜o radix-4 requer ape-
nas 3N
8
× log2(N − 2) multiplicac¸o˜es complexas [42]. Ambos os algoritmos efectuam
igualmente somas de valores complexos, mas estas sa˜o de uma complexidade de imple-
mentac¸a˜o relativamente mais pequena. Estes valores sa˜o consideravelmente mais baixos
do que aqueles que, em teoria, seriam necessa´rios para o ca´lculo de uma DFT com a
mesma dimensa˜o (N2), e demonstram a existeˆncia de algoritmos altamente eficientes
– tanto em termos de velocidade como de recursos dispendidos na sua implementac¸a˜o
– para o ca´lculo desta, o que sustenta a utilizac¸a˜o generalizada desta abordagem para
implementac¸a˜o de sistemas OFDM.
Para concluir esta secc¸a˜o, a Figura 4.9 apresenta uma representac¸a˜o de um s´ımbolo
OFDM ao longo do tempo, ja´ com um prefixo c´ıclico inclu´ıdo (ver Secc¸a˜o 4.6.3), e na
frequeˆncia, onde e´ poss´ıvel observar que as subportadoras esta˜o espac¸adas de 1/T.
Figura 4.9: Representac¸a˜o de um s´ımbolo OFDM ao longo do tempo e da frequeˆncia.
4.6.3 Utilizac¸a˜o de Intervalo de Guarda e Prefixo C´ıclico
Como referido, uma das razo˜es fundamentais para a utilizac¸a˜o de sinais OFDM e´ o seu
melhor desempenho em canais onde o efeito do multipercurso e´ significativo, ja´ que ao
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dividir um fluxo de dados em N subportadoras, a durac¸a˜o do s´ımbolo torna-se N vezes
superior, reduzindo assim a relac¸a˜o entre o atraso das re´plicas e o tempo de s´ımbolo.
Ainda assim, torna-se necessa´rio introduzir no sinal OFDM um mecanismo que elimine
o efeito da interfereˆncia entre s´ımbolos na sua totalidade [39]. Isto pode ser conseguido
introduzindo entre os s´ımbolos OFDM um intervalo de guarda, que podera´ na˜o conter
qualquer tipo de informac¸a˜o, e cuja durac¸a˜o seja superior ao atraso do canal, tal como
e´ ilustrado na Figura 4.10, onde e´ poss´ıvel verificar que, na presenc¸a deste intervalo, a
u´ltima re´plica chega ao receptor antes do in´ıcio do s´ımbolo seguinte.
Figura 4.10: Papel do intervalo de guarda na prevenc¸a˜o da interfereˆncia entre s´ımbolos.
Num sistema real, todavia, um intervalo de guarda desprovido de informac¸a˜o revela-se
inu´til, pois na˜o impede que o s´ımbolo OFDM interfira com ele pro´prio, naquilo a que
se chama interfereˆncia intrasimbo´lica, ou interfereˆncia entre subportadoras (ICI, do
ingleˆs inter carrier interference). Este feno´meno resulta do facto de os atrasos criarem
desfasamentos entre as subportadoras utilizadas, que levam a que a diferenc¸a entre o
nu´mero de ciclos de cada uma dentro do intervalo de ca´lculo da FFT deixe de ser um
nu´mero inteiro [39], o que significa que estas deixam de ser ortogonais. Para combater
este efeito, o s´ımbolo OFDM e´ prolongado de forma c´ıclica, introduzindo-se, no lugar do
intervalo de guarda, um prefixo composto por re´plicas das u´ltimas amostras do s´ımbolo
e proporcional a` durac¸a˜o do prefixo, podendo este nu´mero de amostras ser varia´vel de
sistema para sistema, e tal como no caso anterior, em func¸a˜o do atraso do canal. Se
estes pressupostos forem garantidos, dentro do intervalo de ca´lculo da FFT havera´
sempre um nu´mero inteiro de ciclos de cada subportadora que constitui o s´ımbolo
OFDM, eliminando-se a ICI. Numa implementac¸a˜o digital, a introduc¸a˜o de um prefixo
c´ıclico e´ um processo trivial, usualmente concretizado atrave´s do armazenamento em
memo´ria da parcela do resultado da transformada que constituira´ o mesmo.
A utilizac¸a˜o de um prefixo c´ıclico resulta, pore´m, numa reduc¸a˜o da relac¸a˜o sinal-ru´ıdo
do sinal transmitido. Esta reduc¸a˜o e´ dada de acordo com a seguinte expressa˜o [43]:
SNRloss = −10log10(1− Tpref
Tsymb+pref
) (4.13)
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4.6.4 Codificac¸a˜o para Correcc¸a˜o de Erros
Como ja´ foi referido, em resultado da transmissa˜o atrave´s de um canal com multiper-
curso, as subportadoras podera˜o chegar ao receptor com diferentes amplitudes. Este
efeito e´ varia´vel no tempo e, eventualmente, a magnitude da atenuac¸a˜o sofrida por al-
gumas subportadoras podera´ torna´-las indetecta´veis. Assim, e apesar de em condic¸o˜es
normais a generalidade das subportadoras poderem ser detectadas sem erros, e´ este o
factor essencial a determinar a taxa de erros numa transmissa˜o OFDM [39]. Isto torna
essencial a inclusa˜o de codificac¸a˜o para correcc¸a˜o de erros no sinal OFDM que, quando
acompanhado por esta te´cnica, e´, por regra, apelidado de COFDM (Coded OFDM).
E´ enta˜o poss´ıvel afirmar que a codificac¸a˜o para correcc¸a˜o de erros em OFDM devera´
focar-se em eliminar a influeˆncia das subportadoras sobre-atenuadas e fazer com que
seja a poteˆncia me´dia recebida a determinar a taxa de erros da transmissa˜o [39]. E´ com
esse propo´sito que na generalidade dos transmissores OFDM sa˜o empregues dois tipos
de te´cnicas conceptualmente distintos para eliminar os erros introduzidos pelo canal:
codificac¸a˜o propriamente dita e interleaving.
A codificac¸a˜o pode ser baseada, por exemplo, em co´digos de blocos – tais como co´digos
de Hamming ou de Reed-Solomon – ou em co´digos convolucionais. O propo´sito deste
tipo de codificac¸a˜o e´ introduzir uma quantidade de redundaˆncia nos dados transmitidos
que permita recuperar a totalidade destes na presenc¸a de uma determinada taxa de
erros. A sequeˆncia resultante da codificac¸a˜o por um co´digo convolucional pode ainda
ver alguns dos seus bits redundantes suprimidos (puncturing), de forma a variar a
taxa de transmissa˜o sem ter de recorrer a uma arquitectura de codificac¸a˜o diferente.
Por exemplo, perante um canal mais favora´vel, um co´digo convolucional com taxa
1/2 pode ser transformado num co´digo 3/4, atrave´s da remoc¸a˜o de 2 bits a cada 6,
evitando a utilizac¸a˜o de um sistema de codificac¸a˜o diferente. Nos sistemas OFDM e´
usual a utilizac¸a˜o de mais do que um tipo de co´digo em simultaˆneo, dando origem a
co´digos concatenados, e tambe´m a utilizac¸a˜o de puncturing, com o intuito de aumentar
o nu´mero de taxas de transmissa˜o permitidas. Por exemplo, as implementac¸o˜es com
OFDM dos standards 802.11 ou 802.16 empregam ambas as te´cnicas.
Geralmente, apo´s a codificac¸a˜o e´ efectuado o interleaving da sequeˆncia resultante,
que consiste em dispersar os bits que inicialmente ocupavam posic¸o˜es cont´ıguas. O
objectivo deste processo e´ imunizar o sistema contra os efeitos de erros do tipo burst
(erros que afectam um elevado nu´mero de bits adjacentes). Este processo e´ de particular
relevaˆncia num sistema OFDM, tendo em conta que o efeito das deep fades de um
canal sem fios e´ a perda da informac¸a˜o transportada por um grupo de subportadoras
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cont´ıguas.
4.6.5 Picos de Poteˆncia em Sinais OFDM
A adic¸a˜o de um elevado nu´mero de subportadoras moduladas de forma independente
resulta num sinal com uma envolvente composta por picos de amplitude aleato´rios
– num caso extremo, se as N subportadoras que compo˜em um sinal OFDM forem
somadas de forma coerente, o resultado da sua soma e´ N vezes a me´dia da amplitude
do sinal [44]. Em resultado disto, a relac¸a˜o entre a poteˆncia de pico de um sinal OFDM
e o valor me´dio do mesmo (PAPR, do ingleˆs Peak to Average Power Ratio) pode ser
bastante grande. Este feno´meno e´ ilustrado na Figura 4.11, que apresenta o aspecto
da variac¸a˜o temporal da amplitude de um sinal OFDM.
Figura 4.11: Variac¸a˜o temporal da amplitude de um sinal OFDM.
Um PAPR elevado e´ uma das principais desvantagens dos sinais OFDM e resulta numa
acrescida complexidade dos sistemas de conversa˜o analo´gico/digital e digital/analo´gico,
que necessitam de maiores resoluc¸o˜es para acomodar os picos, e na saturac¸a˜o dos
amplificadores de poteˆncia dos emissores. Este u´ltimo problema e´ particularmente
relevante, ja´ que as inconstaˆncias na amplitude de um sinal OFDM podem resultar
na saturac¸a˜o dos amplificadores e, em consequeˆncia, provocar a radiac¸a˜o de sinal fora
da banda pretendida. Contrariar isso exige amplificadores mais caros e maior gasto
de poteˆncia [44]. Como consequeˆncia, uma componente considera´vel da investigac¸a˜o
relacionada com sistemas OFDM esta´ relacionada com a caracterizac¸a˜o matema´tica do
PAPR e o desenvolvimento de te´cnicas destinadas de reduc¸a˜o do mesmo.
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Visto que uma discussa˜o mais aprofundada do tema dos picos de poteˆncia em OFDM
excede o aˆmbito deste trabalho, resta acrescentar que a generalidade das te´cnicas
para reduc¸a˜o do PAPR existentes pode ser agrupada em treˆs categorias distintas [45]:
te´cnicas de distorc¸a˜o, que atenuam o valor dos picos por me´todos na˜o lineares, como
as te´cnicas de clipping e peak windowing ; te´cnicas de codificac¸a˜o, que se baseiam na
codificac¸a˜o dos s´ımbolos OFDM para evitar que estes exibam um PAPR elevado e,
finalmente, te´cnicas de scrambling, que permutam o conteu´do de um s´ımbolo OFDM
de modo a obter um s´ımbolo com um PAPR aceita´vel.
4.6.6 Considerac¸o˜es sobre o Projecto de um Emissor OFDM
Apo´s a discussa˜o das caracter´ısticas gerais de um sinal OFDM, e´ poss´ıvel tecer algumas
considerac¸o˜es em relac¸a˜o ao projecto de um gerador de sinais OFDM. Tendo em conta
que a motivac¸a˜o mais comum para a utilizac¸a˜o de um sinal OFDM e´ a sua robustez em
canais com multipercurso, este devera´ ser capaz de lidar com essa natureza dispersiva
do mesmo. Em simultaˆneo, devera´ utilizar a largura de banda dispon´ıvel do modo mais
eficiente poss´ıvel e possuir as caracter´ısticas necessa´rias para resistir a`s na˜o idealidades
do hardware utilizado para o processar [45], dois requisitos usualmente contradito´rios.
Como tal, o dimensionamento de um sistema OFDM pode iniciar-se com a definic¸a˜o
de treˆs paraˆmetros [39]:
• Largura de banda a utilizar;
• Taxa de transmissa˜o necessa´ria;
• Atraso introduzido pelo canal.
O atraso introduzido pelo canal determina directamente a durac¸a˜o do prefixo c´ıclico.
Na literatura publicada sobre OFDM sugere-se que a durac¸a˜o do prefixo c´ıclico seja
simplesmente superior ao maior atraso introduzido pelo canal de transmissa˜o [45]. De
acordo com a Equac¸a˜o 4.13, um decre´scimo de 1 dB na SNR corresponde a um pre-
fixo com a durac¸a˜o de 1/4 do tempo de s´ımbolo u´til. De modo a mitigar o efeito da
introduc¸a˜o do prefixo sobre a relac¸a˜o sinal-ru´ıdo, a durac¸a˜o do s´ımbolo devera´, por-
tanto, ser bastante superior a` durac¸a˜o do intervalo de guarda, na˜o devendo, no entanto,
ser demasiado grande, pois um tempo de s´ımbolo maior implica um maior nu´mero de
subportadoras e/ou maior espac¸amento entre estas e, consequentemente, uma maior
complexidade do sistema, um PAPR maior [46][47] e uma maior vulnerabilidade a`s
imperfeic¸o˜es do emissor, por exemplo, desvios de frequeˆncia [48].
Apo´s a determinac¸a˜o da durac¸a˜o do tempo de s´ımbolo e do intervalo de guarda e´
poss´ıvel determinar o nu´mero de subportadoras adequado, dividindo a taxa de trans-
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missa˜o pretendida pela taxa de transmissa˜o de cada subportadora individual, sendo
esta u´ltima condicionada por paraˆmetros como o tipo de modulac¸a˜o (QPSK, 16-QAM,
64-QAM, etc.), pela taxa dos co´digos de correcc¸a˜o de erros utilizados e pela taxa de
transmissa˜o de cada s´ımbolo [39].
A Figura 4.12 apresenta um diagrama com a estrutura t´ıpica de um transmissor OFDM,
onde esta˜o incorporados os princ´ıpios descritos nas secc¸o˜es anteriores, nomeadamente
codificac¸a˜o para correcc¸a˜o de erros, implementac¸a˜o com recurso a IFFT e a inclusa˜o
de um prefixo c´ıclico.
Figura 4.12: Estrutura t´ıpica de um sistema OFDM.
4.6.6.1 Exemplo Pra´tico
Como exemplo, considere-se o processo de desenho de um sistema OFDM ba´sico, com
as seguintes especificac¸o˜es arbitra´rias:
• Taxa de transmissa˜o = 40 Mbps;
• Atraso do canal = 0.8 µs;
• Largura de Banda a utilizar ≤ 32 MHz.
De modo a acomodar um atraso de canal de 0.8 µs e as variac¸o˜es imprevis´ıveis deste
valor, a durac¸a˜o do prefixo c´ıclico escolhida podera´ ser de 1 µs[49]. Uma durac¸a˜o do
s´ımbolo OFDM 8 vezes superior a este valor resulta num tempo de s´ımbolo total de 9 µs.
A utilizac¸a˜o de um conjunto de frequeˆncias ortogonal implica que o espac¸amento entre
subportadoras seja igual ao inverso de 9 µs−1 µs (o prefixo c´ıclico e´, naturalmente,
irrelevante na determinac¸a˜o deste valor), ou seja, 125 KHz [39][49]. Para atingir uma
taxa de transmissa˜o de 40 Mbps, cada s´ımbolo OFDM devera´ transmitir 40 Mbps × 9
µs, ou seja, 360 bits. Isto pode ser conseguido com recurso, por exemplo, a modulac¸a˜o
16-QAM acompanhada de um co´digo com uma taxa de 1/2, o que resulta em 2 bits
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por cada subportadora. Como tal, sera˜o necessa´rias 180 subportadoras e o modulador
podera´ enta˜o ser implementado com recurso a uma IFFT de tamanho 256.
A necessidade de utilizar um nu´mero de subportadoras bastante inferior a` dimensa˜o
da IFFT e´ u´til, ja´ que permite na˜o utilizar as subportadoras nos extremos da banda e,
assim, reduzir a complexidade do sistema de filtragem, atrave´s da utilizac¸a˜o de filtros
com uma banda de transic¸a˜o mais larga [50][34]. A criac¸a˜o de bandas de guarda e´,
portanto, uma necessidade pra´tica na generalidade dos sistemas OFDM. Um exemplo
disso e´ o standard 802.16 (ver Secc¸a˜o 4.6.8.1). A largura de banda necessa´ria obte´m-se
multiplicando o nu´mero de subportadoras utilizadas pelo respectivo espac¸amento, o
que resulta numa largura de banda de 256 × 125 KHz = 32 MHz.
4.6.7 Vantagens e Desvantagens da Utilizac¸a˜o de OFDM
A transmissa˜o utilizando OFDM, pelo facto de ser uma te´cnica multi-portadora bem
como pelas suas pro´prias caracter´ısticas, apresenta diferentes vantagens, tanto em
relac¸a˜o a outras te´cnicas de multiplexagem na frequeˆncia como em relac¸a˜o a te´cnicas
que empregam uma u´nica portadora. De seguida e´ apresentada uma compilac¸a˜o das
vantagens e desvantagens desta te´cnica, a maior parte delas ja´ discutidas anterior-
mente:
• Uma elevada eficieˆncia espectral, com ganhos de largura de banda na ordem dos
50%, quando comparada com as te´cnicas cla´ssicas de FDM.
• A possibilidade de utilizac¸a˜o de transformadas ra´pidas de Fourier para criar sinais
OFDM, aliada aos avanc¸os na tecnologia dos circuitos integrados – que teˆm vindo
a criar hardware capaz de os implementar com uma eficieˆncia e simplicidade cres-
centes – reduziu drasticamente a complexidade de implementac¸a˜o de um sistema
OFDM, inclusivamente em comparac¸a˜o com sistemas de portadora u´nica [51].
• Transmitir um sinal OFDM atrave´s de canais que produzem atenuac¸o˜es de banda
estreita, ja´ que esta resulta na atenuac¸a˜o de um conjunto limitado de subportadoras.
Isto e´ relevante sobretudo quando se utilizam te´cnicas de correcc¸a˜o de erros que
permitam posteriormente reconstruir a totalidade do sinal.
• Melhor desempenho em canais de comunicac¸a˜o com multipercurso, nomeadamente
com a utilizac¸a˜o de um prefixo c´ıclico, devido a` utilizac¸a˜o de um tempo de s´ımbolo
maior.
• A utilizac¸a˜o de OFDM possibilita a implementac¸a˜o de redes de frequeˆncia u´nica.
Esta tem sido uma das razo˜es por detra´s da adopc¸a˜o do OFDM em sistemas de
comunicac¸a˜o actuais (ver Secc¸a˜o 4.6.8).
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• E´ poss´ıvel permitir que um sinal OFDM seja partilhado por va´rios utilizadores,
atribuindo a cada um uma parcela do conjunto de subportadoras, implementando
assim um sistema de acesso mu´ltiplo. A` utilizac¸a˜o de OFDM com este propo´sito
chama-se Orthogonal Frequency-Division Multiple Access (OFDMA).
Algumas desvantagens do OFDM sa˜o:
• Uma elevada relac¸a˜o entre poteˆncia ma´xima e poteˆncia me´dia (PAPR), em resultado
da sobreposic¸a˜o de um nu´mero elevado de sinais modulados de forma independente,
que aumenta drasticamente a gama de variac¸a˜o da amplitude de um sinal OFDM.
Este e´, geralmente, o principal problema dos sinais OFDM [52] (ver Secc¸a˜o 4.6.5).
• A necessidade de manter o conjunto de subportadoras ortogonal durante a trans-
missa˜o torna os sinais OFDM particularmente sens´ıveis a erros nas frequeˆncias a
estas atribu´ıdas. Estes erros podem resultar de desvios nos osciladores locais e a sua
influeˆncia e´ maior quanto maior for o nu´mero de subportadoras utilizado e decresce
com o aumento do espac¸amento entre estas.
4.6.8 Aplicac¸o˜es do OFDM
O desenvolvimento de hardware capaz de implementar sistemas OFDM, conjugado
com o aparecimento e o crescimento de novas e heteroge´neas redes de comunicac¸a˜o
sem fios, contribuiu para um aumento cont´ınuo da utilizac¸a˜o desta tecnologia nas
u´ltimas duas de´cadas, sobretudo em sistemas onde a toleraˆncia ao multipercurso e´
essencial. O propo´sito desta secc¸a˜o e´ efectuar uma curta discussa˜o acerca da utilizac¸a˜o
de OFDM em alguns sistemas de comunicac¸a˜o contemporaˆneos. Pretende-se, com isto,
demonstrar a relevaˆncia actual do OFDM e tambe´m contextualizar as opc¸o˜es tomadas
durante o desenvolvimento do trabalho desenvolvido e apresentado nos cap´ıtulos que
se seguem.
O primeiro standard a incluir transmissa˜o com recurso a sinais OFDM foi o do sistema
de ra´dio digital DAB (Digital Audio Broadcast), introduzido no in´ıcio da de´cada de 1990
[53]. A raza˜o por detra´s da incorporac¸a˜o do OFDM no sistema DAB foi, sobretudo,
a possibilidade de implementar redes de frequeˆncia u´nica (single frequency networks),
onde um conjunto de transmissores envia o mesmo sinal em simultaˆneo atrave´s do
mesmo canal, assemelhando-se este tipo de transmissa˜o, portanto, a um canal com
multipercurso [54]. Outros standards de ra´dio digital posteriores, como o Digital Radio
Mondiale e o HD Radio, empregam tambe´m OFDM. Pelo mesmo motivo, o OFDM e´
aplicado, entre outros sistemas de televisa˜o digital semelhantes, no sistema de televisa˜o
digital DVB-T (Digital Video Broadcast - Terrestrial) [55], que recorre a uma (I)FFT
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de 2048 ou 8192 pontos.
Tambe´m va´rios standards de redes sem fios de alto-de´bito desenvolvidos na u´ltima
de´cada preveˆem a implementac¸a˜o da sua camada f´ısica com recurso a OFDM, nome-
adamente o standard americano 802.11 (nas especificac¸o˜es a, g e n) [56] e o standard
europeu HiperLAN/2 [57], ambos sa˜o destinados a redes sem fios de a´rea local – a
utilizac¸a˜o do OFDM concede robustez a uma transmissa˜o em espac¸os interiores – e
empregam uma transformada de 64 pontos, com as subportadoras moduladas de forma
varia´vel entre BPSK e 64-QAM.
A Tabela 4.1 apresenta uma descric¸a˜o suma´ria das caracter´ısticas dos sinais OFDM
utilizados em sistemas de comunicac¸o˜es actuais (dada a existeˆncia de diversos modos
de operac¸a˜o dentro de alguns standards, alguns valores sa˜o varia´veis). Os paraˆmetros
relativos ao standard 802.16-2004 sera˜o aprofundados na secc¸a˜o seguinte.
Tabela 4.1: Paraˆmetros do sinal OFDM definidos em alguns standards.
Standard ETSI DAB ETSI DVB-T IEEE 802.11a IEEE 802.16-2004
Ano de ratificac¸a˜o 1995 1997 1999 2004
No de subportado-
ras utilizadas
192, 384, 768, 1536 1705, 6817 52 200
Esquema(s) de
modulac¸a˜o
DQPSK QPSK, 16-QAM, 64-
QAM
BPSK, QPSK, 16-
QAM, 64-QAM
BPSK, QPSK, 16-
QAM, 64-QAM
Tempo de s´ımbolo
u´til TU (µs)
156, 312, 623, 1246 224, 896 3.2 8 - 125
Tempo de prefixo
(fracc¸a˜o de TU )
1/4 1/4, 1/8, 1/16, 1/32 1/4 1/4, 1/8, 1/16, 1/32
Taxa de trans-
missa˜o (Mbit/s)
0.576 - 1.152 4.98 - 31.67 6 - 54 2.5 - 134
Banda(s) utili-
zada(s) (GHz)
0.17 - 0.24 e 1.45 -
1.49
0.17 - 0.23 e 0.47 -
0.86
4.91 - 5.83 2 - 11
4.6.8.1 OFDM no Standard IEEE 802.16
Mais recentemente, o standard para redes de a´rea metropolitana 802.16 [58] (intro-
duzido em 2001) foi expandido de forma a incluir na sua camada f´ısica, para ale´m
de transmissa˜o single carrier, a possibilidade de transmissa˜o sem linha de vista com
recurso a OFDM e a OFDMA. Este standard serve de base a` tecnologia Worldwide In-
teroperability for Microwave Access (WiMAX) e permite a implementac¸a˜o de redes sem
fios de banda larga com base em transmissores fixos ou mo´veis, oferecendo uma elevada
resisteˆncia ao multipercurso, em virtude da referida utilizac¸a˜o de OFDM, e a capaci-
dade de suportar taxas de transmissa˜o varia´veis. Este u´ltimo processo e´ sustentado
atrave´s da estimativa das condic¸o˜es do canal, com o sistema a adoptar um formato de
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modulac¸a˜o e codificac¸a˜o mais robusto perante condic¸o˜es adversas e, perante condic¸o˜es
favora´veis, um formato que resulte numa taxa de transmissa˜o mais elevada.
Figura 4.13: Distribuic¸a˜o das subportadoras do sinal OFDM no standard 802.16.
De acordo com o standard, o sinal transmitido em modo OFDM (OFDM PHY) e´ gerado
com recurso a uma transformada de 256 pontos. Destes, apenas 200 sa˜o ocupados com
dados e pilotos. As subportadoras na˜o utilizadas servem para criar duas bandas de
guarda – uma formada pelas subportadoras de frequeˆncia mais baixa, outra com as
subportadoras de frequeˆncia mais elevada – para permitir um decaimento espectral
mais ra´pido e lidar com as imperfeic¸o˜es do processo de filtragem. A subportadora
que correspondera´ a DC em banda base tambe´m na˜o e´ preenchida. A alocac¸a˜o das
subportadoras e´ ilustrada na Figura 4.13. Ao sinal OFDM base soma-se um prefixo
c´ıclico cuja durac¸a˜o pode variar entre 1/4, 1/8, 1/16 e 1/32 do tempo de s´ımbolo
original, de acordo com a largura de banda utilizada. Um suma´rio dos paraˆmetros que
caracterizam o s´ımbolo OFDM no 802.16 e´ apresentado na Tabela 4.2:
Tabela 4.2: Te´cnicas de modulac¸a˜o e codificac¸a˜o previstas pelo standard 802.16-2004.
Paraˆmetro Valor
No pontos da IFFT (NIFFT ) 256
No de subportadoras utilizadas 200
Largura de banda do canal (BW ) 1.5 MHz - 28 MHz [59]
Espac¸amento entre subportadoras (∆f) ≈ 8
7
×BW ÷NIFFT
Tempo de s´ımbolo u´til (TU ) 1 / ∆f
Dimenso˜es de prefixo c´ıclico permitidas (Fracc¸a˜o de Tb) 1/4, 1/8, 1/16, 1/32
Nu´mero de subportadoras nas bandas de guarda 28 (banda inferior), 27 (banda superior)
I´ndices das subportadoras de guarda -128 a -101 e 101 a 127
I´ndices das subportadoras piloto -88, -63, -38, -13, 13, 38, 63, 88
Formatos de modulac¸a˜o e codificac¸a˜o poss´ıveis BPSK 1/2, QPSK 1/2, QPSK 3/4, 16-QAM
1/2, 16-QAM 3/4, 64-QAM 2/3, 64-QAM 3/4
Cap´ıtulo 5
Modelac¸a˜o e Simulac¸a˜o de
Geradores de Sinais Vectoriais
5.1 Introduc¸a˜o
Neste cap´ıtulo sera´ feita uma descric¸a˜o do proto´tipo de um gerador de sinais QAM
em banda-base e do proto´tipo mais complexo de um gerador de sinais OFDM. Ambos
foram modelados e simulados com recurso ao System Generator e o objectivo deste
desenvolvimento envolvia igualmente a ana´lise das potencialidades desta ferramenta.
Os resultados da implementac¸a˜o em hardware sera˜o apresentados no Cap´ıtulo 6. Du-
rante este trabalho foram tambe´m desenvolvidos modelos em VHDL para suportar o
fornecimento de sinais de clock ao sistema, pore´m, dada a sua natureza, na˜o lhes sera´
feita refereˆncia. Uma compilac¸a˜o dos esquemas dos geradores de sinais desenvolvidos
e´ apresentada no Apeˆndice A.
Cada uma das descric¸o˜es e´ iniciada com um diagrama contendo os blocos funcionais
implementados, seguindo-se uma descric¸a˜o detalhada destes, com algum eˆnfase em par-
ticularidades resultantes da implementac¸a˜o com System Generator. Ale´m da descric¸a˜o
sa˜o tambe´m apresentadas formas de onda em diversos pontos do sistema ressultantes
da simulac¸a˜o do mesmo, tambe´m no ambiente do System Generator. Por fim, e´ efectu-
ada uma breve ana´lise do desempenho teo´rico de cada um dos sistemas desenvolvido,
com o objectivo de discutir algumas das opc¸o˜es que o podem alterar.
5.2 Gerador de Sinais QAM
O gerador de sinais QAM foi desenvolvido com base num modelo gene´rico que pode ser
manipulado de forma a permitir gerar sinais QAM de diferentes ordens e com diferentes
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constelac¸o˜es. Na pra´tica foram apenas modelados geradores 4-QAM (QPSK), 16-QAM,
64-QAM, 256-QAM, com constelac¸o˜es quadradas. Teoricamente, qualquer constelac¸a˜o
e qualquer ordem de modulac¸a˜o podem ser produzidas.
5.2.1 Estrutura
O gerador modelado possui os blocos funcionais apresentados na Figura 5.1 e cada um
destes sera´ descrito ao longo das secc¸o˜es que se seguem. Como e´ vis´ıvel no diagrama, o
sistema possui a particularidade de os dados serem gerados internamente, na˜o existindo
uma entrada externa para estes. A conversa˜o dos dados para o meio analo´gico e´
efectuada por DACs contidas na placa de desenvolvimento que conte´m a FPGA alvo
deste trabalho. Uma curta apresentac¸a˜o destes dispositivos e´ efectuada no Cap´ıtulo 6.
Figura 5.1: Diagrama de blocos do modulador QAM desenvolvido.
5.2.1.1 Fonte de Dados
A fonte dos dados bina´rios a mapear e´ uma ROM com um u´nico porto de entrada e
um u´nico porto de sa´ıda e cujo conteu´do e´ um vector de valores inteiros sem sinal com
largura de 1 bit e que pode ser especificado de modo a ser previamente conhecido ou a
possuir uma natureza pseudo-aleato´ria.
A utilizac¸a˜o de um vector previamente conhecido e´ u´til quando existe a necessidade
de testar o sistema com uma sequeˆncia concreta e facilmente analisa´vel, por exemplo,
de forma a seguir e a validar as variac¸o˜es do sinal ao longo do sistema ou, neste caso
espec´ıfico, a garantir que a totalidade dos pontos da constelac¸a˜o e´ produzida num
intervalo de interesse. No entanto, especificar uma sequeˆncia conhecida torna-se uma
tarefa complexa quando esta e´ muito longa (algumas dezenas de bits). Este vector pode
ser especificado directamente no menu associado a` ROM ou utilizando uma expressa˜o
que invoque uma varia´vel de Matlab em que esta esteja armazenada, ja´ que o System
Generator, por correr no ambiente do Simulink, possui a capacidade de converter uma
expressa˜o de Matlab no seu valor nume´rico e, no caso concreto duma ROM, utiliza´-la
para inicializar o seu conteu´do.
Por outro lado, a utilizac¸a˜o de uma sequeˆncia pseudo-aleato´ria possui a vantagem
de permitir simular uma fonte de dados reais e, por conseguinte, de testar o gerador
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perante essas condic¸o˜es. Naturalmente, a inicializac¸a˜o da ROM com uma sequeˆncia
pseudo-aleato´ria devera´ ser feita com recurso a uma expressa˜o de Matlab, nomeada-
mente round(rand(N,1)), em que N e´ o nu´mero de bits a utilizar. Um nu´mero de bits
mais elevado permite criar uma sequeˆncia que se repete de forma muito mais lenta,
pore´m, quanto maior e´ a sequeˆncia a inicializar, mais recursos f´ısicos da FPGA sa˜o con-
sumidos e mais tempo as ferramentas de s´ıntese e de criac¸a˜o do ficheiro de programac¸a˜o
demoram a produzir resultados. Pesando estes factores, a opc¸a˜o tomada neste trabalho
foi a de, na generalidade dos casos, utilizar uma ROM contendo 216 bits. Tendo em
conta que o dispositivo alvo deste trabalho possui cerca de 1.9 Mbits de Block RAM, e´
poss´ıvel admitir que o limite para a dimensa˜o de uma ROM implementada neste tipo
de memo´ria estara´ pro´ximo dos 221 bits, ou seja, 2 Mbits.
Em ambos os casos, e´ necessa´rio garantir que a ROM possui o tamanho adequado. Se
este for menor que o nu´mero de pontos da sequeˆncia, o System Generator produzira´ um
aviso, se for este for maior, o espac¸o na˜o utilizado e´ preenchido por zeros, adulterando
assim a sequeˆncia. O enderec¸amento do conteu´do da ROM e´ efectuado com recurso
a um contador que percorre ciclicamente a totalidade do espac¸o de enderec¸amento,
fazendo com que a sa´ıda seja uma sequeˆncia perio´dica com um per´ıodo definido pela
taxa do contador e pela dimensa˜o do vector contido na ROM. Tambe´m o contador
devera´ possuir a dimensa˜o adequada. Variando a taxa de amostragem expl´ıcita deste
contador e´ ainda poss´ıvel fazer variar a taxa a que os dados entram no sistema.
A opc¸a˜o de implementar a fonte de dados dentro do sistema desenvolvido e´ resultado da
intenc¸a˜o de, no futuro, utilizar o sistema desenvolvido para, por exemplo, caracterizar
dispositivos e testar soluc¸o˜es de transmissa˜o dos dados, na˜o existindo, portanto, justi-
ficac¸a˜o para aumentar a complexidade do sistema atrave´s da introduc¸a˜o de hardware
destinado a gerar sequeˆncias, sobretudo tendo em conta que este possuiria, igualmente,
uma natureza digital. Ale´m disto – e como foi poss´ıvel perceber em para´grafos ante-
riores – esta opc¸a˜o torna fa´cil a utilizac¸a˜o directa de dados sujeitos a`s mais variadas
manipulac¸o˜es permitidas pelo Matlab. Esta e´ igualmente uma das grandes vantagens
da utilizac¸a˜o de uma ferramenta como o System Generator.
5.2.1.2 Mapeamento
O bloco imediatamente a seguir a` sa´ıda da ROM que conte´m os dados efectua a con-
versa˜o se´rie/paralelo dos mesmos, gerando assim palavras de N bits, consoante a ordem
de modulac¸a˜o utilizada. Esta conversa˜o podera´ considerar o primeiro dos N bits como
o mais ou o menos significativo, sendo apenas necessa´rio que na recepc¸a˜o esta consi-
derac¸a˜o seja mantida. No caso deste trabalho a opc¸a˜o foi a de considerar o primeiro
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como sendo o mais significativo.
O me´todo mais eficiente de implementac¸a˜o da etapa de mapeamento involve a separac¸a˜o
da palavra produzida pela conversa˜o se´rie/paralelo ao meio – ou, genericamente, em
duas, nomeadamente no caso em que o resultado possui nu´mero ı´mpar de bits – com
cada uma das duas parcelas de N/2 bits a ser responsa´vel pelo enderec¸amento de
uma de duas ROMs, contendo cada uma os coeficientes da componente em fase e da
componente em quadratura que resultara˜o do mapeamento da palavra de N bits em
questa˜o. Esta abordagem de partir a palavra a mapear em duas permite reduzir a
dimensa˜o das ROMs de N valores para log2(N) valores. Naturalmente, a constelac¸a˜o
devera´ ser desenhada de modo a permitir esta partic¸a˜o. A Figura 5.2, com um exemplo
da constelac¸a˜o 64-QAM utilizada durante o trabalho – onde e´ vis´ıvel que os 3 bits mais
significativos definem a coluna a que o s´ımbolo pertence e os 3 bits menos significativos
a respectiva linha – ajuda a clarificar este conceito.
A palavra a` sa´ıda das ROMs pode ter uma precisa˜o varia´vel, neste trabalho foi utilizada
uma palavra de 14 bits, com 13 fracciona´rios, visto ser este o nu´mero de bits dos
DACs utilizados. Este valor e´ mais do que suficiente para representar um conjunto
relativamente pequeno de valores igualmente espac¸ados ao longo da totalidade da gama
dispon´ıvel.
Figura 5.2: Constelac¸a˜o 64-QAM utilizada neste trabalho.
Esta parcela do sistema e´ a u´nica a ser modificada aquando de uma alterac¸a˜o na ordem
de modulac¸a˜o, ja´ que esta operac¸a˜o implica apenas a modificac¸a˜o da dimensa˜o do
conversor se´rie/paralelo, o ajuste da partic¸a˜o da palavra e, naturalmente, a modificac¸a˜o
do tamanho e do conteu´do das ROMs que conteˆm a constelac¸a˜o.
A Figura 5.3 apresenta as formas de onda a` sa´ıda da fonte de dados (em cima), o
resultado da conversa˜o deste fluxo cont´ınuo para paralelo (no meio) e, por fim, os
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coeficientes da componente em fase que resultam do mapeamento da palavra gerada
pelo conversor (em baixo). Este exemplo concreto foi produzido com o modelo de um
gerador de sinais 16-QAM, da´ı resulta a existeˆncia de uma conversa˜o a cada 4 bits,
o facto de o resultado desta variar entre 0 e 15 e a possibilidade de o coeficiente da
componente em fase poder tomar 4 n´ıveis diferentes.
Figura 5.3: Formas de onda em va´rios pontos do sistema.
5.2.1.3 Filtragem dos Impulsos
A transmissa˜o dos impulsos quadrados presentes a` sa´ıda da ROM requer uma grande
quantidade de largura de banda. Em sistemas reais, antes da modulac¸a˜o I/Q e´ aplicado
um filtro com a intenc¸a˜o de diminuir a largura de banda utilizada pelos impulsos a
transmitir. Em sistemas com estas caracter´ısticas e´ usual aplicar um filtro do tipo co-
seno elevado. Como foi referido nos Cap´ıtulos 2 e 3, os actuais modelos de FPGA, assim
como as ferramentas de projecto utilizadas neste trabalho, possuem caracter´ısticas
bastante adequadas a` implementac¸a˜o de filtros digitais.
Ao longo do trabalho foram realizadas algumas experieˆncias relacionadas com a fil-
tragem digital dos impulsos gerados. O resultado destas permitiu perceber que os
blocksets do System Generator incluem diversos blocos que exploram os recursos in-
clu´ıdos na FPGAs da Xilinx para DSP, permitindo implementac¸o˜es diversas de filtros
FIR e CIC. A generalidade destes blocos esta˜o acompanhados de uma grande quan-
tidade de documentac¸a˜o e existe uma forte interligac¸a˜o entre estes e as ferramentas
dispon´ıveis no Matlab para desenho de filtros. Em resultado do tempo limitado para a
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implementac¸a˜o e teste em hardware e em virtude de a implementac¸a˜o de filtros digitais
ser um assunto que, so´ por si, merece um estudo bastante mais aprofundado, este tema
na˜o sera´ desenvolvido em mais detalhe.
5.2.2 Resultados da Ana´lise Temporal
E´ poss´ıvel aferir o eventual desempenho da implementac¸a˜o em FPGA das diversas re-
presentac¸o˜es desenvolvidas com recurso a` opc¸a˜o Timing Analysis oferecida no menu
de escolha do tipo de compilac¸a˜o do System Generator (ver Secc¸a˜o 3.7). A utilizac¸a˜o
desta ferramenta, ale´m de permitir verificar directamente qual a frequeˆncia de funcio-
namento ma´xima permitida pela implementac¸a˜o em hardware, permite igualmente, em
virtude de apresentar quais os caminhos cr´ıticos do sistema, introduzir modificac¸o˜es
nas secc¸o˜es mais lentas do sistema.
Com base na ana´lise temporal do gerador foi poss´ıvel determinar que, quando imple-
mentados numa FPGA como a utilizada neste trabalho, os geradores de sinais QAM
podem, de um modo geral, funcionar a uma frequeˆncia ma´xima pro´xima dos 250 MHz,
dependendo este valor de paraˆmetros como a dimensa˜o da ROM que gera os dados, o
tamanho da palavra utilizada para representar os pontos da constelac¸a˜o e paraˆmetros
relacionados com a implementac¸a˜o po´s-s´ıntese de cada um dos componentes, nomea-
damente das ROMs.
Esta ferramenta permitiu determinar que a introduc¸a˜o de registos entre os diversos
componentes do sistema resulta num aumento significativo da sua frequeˆncia ma´xima
de funcionamento. Por exemplo, um gerador 256-QAM com uma ROM de dados de
256 Kbits que possuia uma frequeˆncia ma´xima de funcionamento de 180 MHz antes
da introduc¸a˜o dos registos, passou a possuir uma frequeˆncia de 223 MHz. O facto
de definir que uma ROM sera´ optimizada para funcionar a frequeˆncias mais elevadas
em troca de ocupar uma a´rea maior e´ outro factor com uma influeˆncia positiva no
desempenho do sistema.
Outro paraˆmetro relevante e´ a dimensa˜o dos elementos de memo´ria presentes no sis-
tema. Tendo em conta a reduzida dimensa˜o das ROMs onde e´ armazenada a cons-
telac¸a˜o (256 bits no total, no caso de uma configurac¸a˜o 256-QAM) quando compara-
das com a ROM que armazena os dados, e´ poss´ıvel supor que a dimensa˜o desta u´ltima
tem uma influeˆncia bastante superior sobre a frequeˆncia ma´xima de funcionamento.
Uma ana´lise da influeˆncia deste paraˆmetro sobre o desempenho do sistema pode ser
efectuada com recurso a` Tabela 5.1, que apresenta uma comparac¸a˜o do desempenho
de uma determinada configurac¸a˜o do sistema com a ROM da fonte de dados dimen-
sionada para 26 (64), 210 (1K), 214 (16K) e para 219 (512K) bits em quatro sistemas
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de modulac¸a˜o diferentes. E´ poss´ıvel perceber que para valores reduzidos a variac¸a˜o
da frequeˆncia ma´xima de funcionamento e´, provavelmente, condicionada por outros
factores, no entanto, com a utilizac¸a˜o de ROMs de maior dimensa˜o, este paraˆmetro
sofre uma diminuic¸a˜o significativa.
Tabela 5.1: Comparac¸a˜o da frequeˆncia ma´xima de funcionamento do sistema com
ROMs de diferentes dimenso˜es.
Formato de modulac¸a˜o ROM de 26 bits ROM de 210 bits ROM de 214 bits ROM de 219 bits
QPSK 299 MHz 293 MHz 306 MHz 207 MHz
16-QAM 293 MHz 300 MHz 293 MHz 195 MHz
64-QAM 287 MHz 288 MHz 272 MHz 183 MHz
256-QAM 294 MHz 293 MHz 281 MHz 181 MHz
5.3 Gerador de Sinais OFDM
Ao longo deste trabalho foi desenvolvido um gerador de sinais OFDM com algumas
caracter´ısticas semelhantes a`quelas definidas pelo standard de redes de a´rea metropo-
litana 802.16 (ver Secc¸a˜o 4.6.8.1). Projectar e implementar um gerador que respeite
todos os constrangimentos definidos no standard de um sistema de comunicac¸a˜o ac-
tual e´, naturalmente, uma tarefa cuja envergadura e complexidade excedem o aˆmbito
de um projecto com as caracter´ısticas daquele que aqui e´ apresentado. Como tal, o
propo´sito do trabalho desenvolvido e´ incluir no gerador apenas os componentes e as
caracter´ısticas essenciais presentes num sistema real, de forma a explorar as ferramen-
tas e o hardware dispon´ıveis para, de um modo geral, perceber o seu potencial para
desenvolver e albergar sistemas de maior complexidade a desenvolver futuramente ou
para servir de suporte a projectos de outro aˆmbito. A estrutura simplificada escolhida
e a justificac¸a˜o para algumas das opc¸o˜es tomadas sa˜o apresentadas de seguida.
5.3.1 Estrutura
Figura 5.4: Diagrama de blocos do gerador de sinais OFDM desenvolvido.
Em termos de blocos funcionais, a diferenc¸a deste para um sistema convencional reside
na auseˆncia de um sistema de codificac¸a˜o para correcc¸a˜o de erros e do processamento de
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sinal necessa´rio para garantir que o sinal possui as caracter´ısticas apropriadas para ser
transmitido, nomeadamente filtragem, tratamento do PAPR e conversa˜o de frequeˆncia,
ja´ que a implementac¸a˜o destes blocos implicaria um aprofundado estudo pre´vio das
te´cnicas neles envolvidas e tambe´m do pro´prio standard, tanto ao n´ıvel da camada
f´ısica como de camadas superiores.
Os blocos implementados, como a Figura 5.4 ilustra, sa˜o a fonte de dados – embutida
no gerador, a` semelhanc¸a do que acontece no gerador QAM – o bloco de mapeamento,
um bloco para agrupar os dados de um modo que possibilite a correcta alocac¸a˜o destes
nas respectivas subportadoras, o bloco de ca´lculo da IFFT e um bloco para ajuste da
taxa dos dados a` sa´ıda do sistema. O sistema foi concebido de modo a funcionar com
um clock de 100 MHz.
5.3.1.1 Fonte de Dados
A opc¸a˜o neste trabalho foi a de modelar os dados a` entrada do gerador de sinais OFDM
como um fluxo cont´ınuo, num sistema em tudo semelhante ao descrito para o gerador
de sinais QAM, ou seja, com recurso a uma ROM e um contador (ver Secc¸a˜o 5.2.1.1).
Contudo, neste caso espec´ıfico existe uma modificac¸a˜o essencial, que deriva do facto de
o algoritmo utilizado para o ca´lculo da IFFT (ver Secc¸a˜o 5.3.1.4) operar com base num
fluxo de entrada/sa´ıda do tipo burst, levando cerca de 3× N ciclos de relo´gio a processar
um bloco de N amostras. Assim sendo, torna-se claro que a u´nica forma de garantir
que a totalidade dos dados que entram no sistema e´ processada e´ fazer com que estes,
apesar de chegarem ao gerador num fluxo cont´ınuo, passem a possuir, a certo ponto,
uma natureza na˜o cont´ınua e com um ritmo compat´ıvel com o ritmo a que o ca´lculo
da IFFT e´ efectuado e fazer com que este ritmo seja suficientemente mais elevado que
o ritmo de entrada dos dados. Torna-se, portanto, necessa´rio introduzir um buffer
imediatamente a seguir a` fonte de dados. Um diagrama com os componentes deste
subsistema, mostrando as taxas de amostragem associadas a cada sinal e´ apresentado
na Figura 5.5.
No sistema desenvolvido os dados entram a 20 MHz, sendo imediatamente armazenados
num FIFO que os liberta num burst com durac¸a˜o de 768 bits – este u´ltimo valor esta´
relacionado com o tipo de modulac¸a˜o (ver Secc¸a˜o 5.3.1.2) – e com um ritmo de 100
MHz, o ritmo ma´ximo do sistema. Isto significa que o sinal de write enable do FIFO
esta´ sempre activo e o sinal de read enable esta´ activo 1/5 do tempo. Generalizando,
para estabelecer uma relac¸a˜o entre a taxa dos dados a` sa´ıda e os dados a` entrada de
N , este u´ltimo sinal devera´ estar activo 1N avos do tempo. Neste caso espec´ıfico,
a relac¸a˜o de 1 para 5 foi escolhida de forma a criar uma margem conforta´vel para o
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Figura 5.5: Diagrama do subsistema de gerac¸a˜o de dados.
processamento da IFFT. A Figura 5.6 ilustra a forma de onda de um burst de dados
a sair do subsistema (em cima), em comparac¸a˜o com o fluxo de dados cont´ınuo mas
mais lento a` entrada (em baixo).
Figura 5.6: Burst de dados a sair do subsistema e fluxo de dados cont´ınuo a entrar.
5.3.1.2 Mapeamento
O subsistema de mapeamento dos bits nos s´ımbolos correspondentes e´, igualmente,
implementado de um modo semelhante ao do gerador QAM, ou seja, com base no
enderec¸amento por parte dos dados de duas ROMs contendo os coeficientes das com-
ponentes I e Q definidos na constelac¸a˜o, com os referidos coeficientes a serem apre-
sentados a` sa´ıda do subsistema. A Figura 5.7 apresenta a estrutura do mesmo. Apo´s
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o mapeamento, os dados sa˜o representados por uma palavra com comprimento de 16
bits, 15 deles fracciona´rios.
Figura 5.7: Diagrama do subsistema de mapeamento.
Em virtude da natureza na˜o cont´ınua do fluxo de dados a mapear, e´ necessa´rio aplicar
um sinal de enable a` entrada deste subsistema, que assinala se existem ou na˜o dados
para mapear. Este sinal de enable e´ simplesmente uma versa˜o atrasada do sinal de
read enable do FIFO anterior e e´ ainda utilizado para forc¸ar, atrave´s de um sistema
de multiplexagem, as sa´ıdas do subsistema de mapeamento a 0, caso contra´rio, na
presenc¸a de um sinal nulo a` entrada, a sa´ıda corresponderia aos coeficientes do s´ımbolo
atribu´ıdo a` sequeˆncia ‘0000’.
A escolha do tipo de modulac¸a˜o a utilizar recaiu sobre o formato 16-QAM, apesar de
qualquer outro tipo de constelac¸a˜o poder ser utilizado, bastando, para isso, alterar o
modelo de um modo semelhante ao que acontece no gerador de sinais QAM. Este tipo
de modulac¸a˜o e´ a justificac¸a˜o para que os dados saiam da fonte de dados em blocos
de 768 bits, ja´ que e´ este o valor necessa´rio para formar, apo´s o mapeamento, os 192
(768/ log2(16)) s´ımbolos que va˜o formar o bloco a apresentar a` entrada da IFFT. Isto
significa que uma eventual alterac¸a˜o do tipo de modulac¸a˜o devera´ alterar igualmente
a dimensa˜o do burst a` sa´ıda da fonte de dados.
5.3.1.3 Formac¸a˜o do S´ımbolo OFDM
Apo´s o mapeamento, e´ necessa´rio criar um bloco de N amostras a modular pela IFFT
que esteja de acordo com a estrutura definida pelo standard 802.16 (ver Secc¸a˜o 4.6.8.1).
Isso pressupo˜e a ordenac¸a˜o de 192 s´ımbolos QAM, de 8 pilotos e das restantes subpor-
tadoras nulas, de acordo com os seus respectivos ı´ndices. Esta tarefa e´ efectuada por
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um subsistema pro´prio, constitu´ıdo por 2 andares. O primeiro gere a colocac¸a˜o dos
pilotos e da subportadora DC entre as subportadoras de dados. A existeˆncia de um
segundo andar resulta do facto de, apo´s o bloco de mapeamento, a taxa dos s´ımbolos a
modular ser inferior ao necessa´rio. Como tal, este andar e´ apenas um buffer, que recebe
dados a uma cadeˆncia de 25 MHz – em resultado do facto de o bloco de mapeamento
produzir um s´ımbolo a cada 4 ciclos de clock – e os passa ao bloco da IFFT a 100 MHz.
O primeiro andar e´ implementado com dois FIFOs que recebem as componentes em
Figura 5.8: Diagrama do subsistema de formac¸a˜o do s´ımbolo OFDM.
fase e quadratura dos s´ımbolos mapeados de forma sequencial e constante enquanto o
sinal de enable que sai do subsistema de mapeamento indicar que os dados sa˜o va´lidos.
Um subsistema auxiliar gere os sinais de escrita e leitura destes FIFOs, de modo a que
quando ha´ lugar a` introduc¸a˜o de um piloto, a leitura do FIFO e´ interrompida e, atrave´s
de um sistema de multiplexagem, a amostra a passar ao segundo andar deixa de ser
um s´ımbolo QAM, passando a ser um piloto. Os pilotos teˆm origem nesse mesmo sub-
sistema auxiliar que, com recurso a um sistema de contadores determina os momentos
em que estes devem ser introduzidos. Os valores atribu´ıdos aos pilotos sa˜o definidos
de acordo com uma sequeˆncia pseudo-aleato´ria criada por um linear feedback shift re-
gister, de acordo com o polino´mio X11 + X9 + 1. Este subsistema tambe´m garante
que a portadora correspondente a DC toma o valor zero. A Figura 5.8 apresenta a
representac¸a˜o esquema´tica deste subsistema.
O aspecto de uma das componentes de um bloco de 192 s´ımbolos QAM e 8 pilotos, com
a portadora DC igual a zero, gerado por este subsistema e pronto a ser passado para o
bloco que vai efectuar o ca´lculo da IFFT deste conjunto e´ apresentado na Figura 5.9.
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Figura 5.9: Bloco de s´ımbolos QAM e pilotos imediatamente antes da transformada.
5.3.1.4 IFFT
A pec¸a fundamental de um gerador de sinais OFDM e´ o bloco de gerac¸a˜o das subporta-
doras, com recurso a` Transformada Ra´pida de Fourier Inversa. O bloco utilizado neste
trabalho baseia-se num IP Core da Xilinx e esta´ configurado de modo a utilizar a forma
radix-4 do algoritmo de Cooley Tukey (ver Secc¸a˜o 6.4), considerada a mais apropriada
para implementac¸a˜o de sistemas OFDM [60] e que, como foi abordado anteriormente,
implica que o processo de entrada/sa´ıda de dados tenha de ser feito separadamente
do processo de ca´lculo. Dada a intenc¸a˜o de modelar um sistema com caracter´ısticas
semelhantes a`s definidas na camada f´ısica do standard 802.16, a dimensa˜o da IFFT e´ de
256. Assim sendo, o bloco recebe as 256 componentes em fase e as 256 componentes em
quadratura de acordo com a estrutura do s´ımbolo OFDM descrita na secc¸a˜o anterior.
O in´ıcio do ca´lculo de cada bloco de 256 e´ assinalado por um sinal de controlo gerado
por um subsistema auxiliar que toma a forma de uma janela com uma largura de 256
amostras e que fica activa 28 amostras antes do primeiro s´ımbolo do bloco de 201
amostras gerado pelo subsistema descrito na secc¸a˜o anterior e volta a zero 27 amostras
depois do u´ltimo s´ımbolo, criando assim as bandas de guarda. Apesar de o in´ıcio
do ca´lculo da IFFT poder ser assinalado por um impulso de largura unita´ria, esta
abordagem na˜o altera esta operac¸a˜o e permite controlar de um modo mais simples a
estrutura do bloco a apresentar a` IFFT. O bloco coloca o resultado da transformada
na sa´ıda sempre que esta esta´ conclu´ıda, na˜o existindo qualquer sinal de controlo a
controlar esta operac¸a˜o.
A Figura 5.10 ilustra uma das componentes do bloco a apresentar a` transformada,
o respectivo sinal de controlo anteriormente mencionado que cria as duas bandas de
guarda e o resultado da IFFT, onde e´ poss´ıvel perceber que as u´ltimas 64 amostras
foram copiadas para o in´ıcio, formando um s´ımbolo OFDM com 320 amostras.
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Figura 5.10: Bloco a` entrada da transformada e resultado da mesma ja´ com prefixo
c´ıclico.
5.3.1.5 Inclusa˜o do Prefixo C´ıclico
A inclusa˜o de um prefixo c´ıclico no s´ımbolo OFDM gerado era, inicialmente, efectuada
com recurso a um subsistema dedicado ao efeito, pore´m, aquando da introduc¸a˜o da
versa˜o 10.1 do System Generator, foi lanc¸ada uma nova versa˜o do bloco IFFT, cuja
u´nica diferenc¸a para a anterior reside na possibilidade de incorporar internamente o
prefixo, sendo a dimensa˜o deste – em nu´mero de amostras – definida atrave´s de um
porto destinado ao efeito que devera´ ser controlado por uma constante. Esta possibili-
dade contribui de forma significativa para o aumento do desempenho do sistema e para
a reduc¸a˜o da complexidade da representac¸a˜o esquema´tica. Ao mesmo tempo e´ uma
demonstrac¸a˜o da atenc¸a˜o que a Xilinx dedica ao crescimento da utilizac¸a˜o de FPGAs
para implementac¸a˜o de sistemas OFDM. O sistema foi testado com um prefixo de 1/4,
ou seja, 64 amostras.
Apesar de o me´todo descrito anteriormente permitir introduzir um prefixo de uma
forma bastante mais pra´tica, a soluc¸a˜o anterior, por conservar a sua importaˆncia con-
ceptual e por poder ser utilizada na auseˆncia de uma versa˜o actualizada do System
Generator, sera´ seguidamente descrita:
O subsistema desenvolvido baseia-se num conjunto de 4 FIFOs, 2 para armazenar as
componentes reais e imagina´rias dos N valores da transformada e outros 2 para arma-
zenar as u´ltimas P componentes, em que P e´ o nu´mero de amostras do prefixo c´ıclico.
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Um subsistema auxiliar garante o sincronismo entre as operac¸o˜es de escrita e leitura
dos FIFOs e da posterior multiplexagem de ambas as componentes do s´ımbolo com base
num sinal de enable proveniente da etapa anterior (IFFT), garantindo que as amostras
contidas nos FIFOs atribu´ıdos ao prefixo sa˜o colocadas na sa´ıda imediatamente antes
das amostras presentes nos restantes dois FIFOs. Atrave´s desta descric¸a˜o, e´ poss´ıvel
perceber que, num sistema com uma IFFT de 256 amostras e um prefixo com 64, a
soluc¸a˜o introduzida na nova versa˜o do System Generator permite poupar 640 × 16 bits
de espac¸o consumidos pelos FIFOs da anterior soluc¸a˜o, a par de toda a lo´gica auxiliar.
Outra vantagem da soluc¸a˜o presente e´ a possibilidade de alterar a dimensa˜o do prefixo
de uma forma muito mais simples, bastando para isso alterar o valor da constante que
define esse paraˆmetro no bloco da IFFT.
5.3.1.6 Buffer de Sa´ıda
Tendo em conta que o bloco da IFFT funciona com a ma´xima frequeˆncia presente no
sistema e coloca os dados a` sa´ıda num burst a` mesma frequeˆncia, torna-se necessa´ria
a inclusa˜o de um bloco que permita ajustar a frequeˆncia dos dados a` sa´ıda do sistema
de modo a formar bursts mais longos, ou mesmo uma sequeˆncia cont´ınua, com as
componentes em fase e em quadratura dos s´ımbolos OFDM em banda-base.
A implementac¸a˜o deste subsistema baseia-se em dois FIFOs que, a partir do momento
em que os dados comec¸am a entrar, veˆ o seu sinal de read enable ser activado impondo
uma taxa mais lenta ate´ que o FIFO fique vazio. A Figura 5.11 apresenta a variac¸a˜o
temporal das componentes em fase e em quadratura de um s´ımbolo OFDM a` sa´ıda do
sistema. O tempo do s´ımbolo que sai deste subsistema e´, enta˜o, dado por (256 + 64)×
1/fdados, em que fdados representa a frequeˆncia a que cada amostra e´ libertada por este.
Para a frequeˆncia de 20 MHz a que o sistema foi testado, o tempo de s´ımbolo sera´ de
16 µs.
5.3.2 Resultados da ana´lise temporal
A ferramenta de ana´lise temporal pode tomar um papel mais preponderante na opti-
mizac¸a˜o de um sistema com uma complexidade relativamente mais elevada, como e´ o
gerador de sinais OFDM aqui apresentado. Ao apresentar o atraso dos diversos cami-
nhos do sistema e a respectiva folga em relac¸a˜o a` restric¸a˜o temporal que esta devera´
respeitar – que no caso do System Generator e´ a frequeˆncia de relo´gio associada a` taxa
de amostragem do sinal em questa˜o – e um histograma com a distriuic¸a˜o destes atrasos,
esta ferramenta torna poss´ıvel identificar quais os pontos cr´ıticos e conduzir alterac¸o˜es
bastante espec´ıficas.
68 CAPI´TULO 5. MODELAC¸A˜O DE GERADORES DE SINAIS VECTORIAIS
Figura 5.11: Variac¸a˜o temporal das componentes em fase e em quadratura de um
s´ımbolo OFDM a` sa´ıda do sistema.
Neste caso, a frequeˆncia ma´xima de funcionamento determinada foi de 138 MHz, valor
que e´ superior aos 100 MHz pretendidos por uma margem significativa. Apo´s a primeira
implementac¸a˜o foram efectuadas diferentes modificac¸o˜es que conduziram a sucessivas
melhorias no desempenho do sistema. De um modo geral, e a` semelhanc¸a do que se
poˆde verificar no gerador de sinais QAM, a melhoria da frequeˆncia ma´xima de funci-
onamento do sistema passa por factores como a dimensa˜o dos elementos de memo´ria,
o tipo de memo´ria em que estes sa˜o implementados e/ou a introduc¸a˜o de registos de
pipeline entre componentes sucessivos do sistema. Alguns exemplos do resultado de
alterac¸o˜es efectuadas ao sistema e o efeito destas sobre o valor original de 138 MHz sa˜o
apresentados na lista que se segue:
• A remoc¸a˜o dos registos presentes entre alguns componentes do sistema resulta numa
frequeˆncia de 127 MHz;
• A implementac¸a˜o dos FIFOs com dimenso˜es ate´ 256 Kb em RAM distribu´ıda (FI-
FOs maiores na˜o podem ser implementados neste tipo de RAM) resulta numa
frequeˆncia de 128 MHz;
• A implementac¸a˜o da memo´ria utilizada pela IFFT em RAM distribu´ıda e a na˜o
utilizac¸a˜o de slices XtremeDSP por esta resulta numa frequeˆncia de 123 MHz.
Cap´ıtulo 6
Implementac¸a˜o em FPGA de
Geradores de Sinais Vectoriais
6.1 Introduc¸a˜o
O presente cap´ıtulo inicia-se com uma breve descric¸a˜o da placa de desenvolvimento
onde os modelos apresentados anteriormente foram implementados. Segue-se uma
apresentac¸a˜o das medic¸o˜es efectuadas com o objectivo de validar o funcionamento
dos sistemas implementados e de testar o desempenho pra´tico destes, nomeadamente
as constelac¸o˜es produzidas pelos geradores QAM, as formas de onda relativas a sinais
internos dos sistemas e a sinais a` sa´ıda dos mesmos. Estas medic¸o˜es sa˜o acompanhadas
pela apresentac¸a˜o de um suma´rio dos recursos necessa´rios para a implementac¸a˜o em
FPGA dos respectivos sistemas.
6.2 Caracter´ısticas da Placa de Desenvolvimento
A implementac¸a˜o em hardware dos sistemas desenvolvidos ao longo deste trabalho
foi efectuada com recurso a uma placa Xtreme DSP Virtex-4 Edition, desenvolvida
pela Nallatech e pela Xilinx, que e´ vocacionada para a implementac¸a˜o de sistemas de
processamento digital de sinal.
Para ale´m da FPGA que suporta os sistemas desenvolvidos, a placa de desenvolvi-
mento conte´m interfaces analo´gicos, atrave´s de duas ADCs e duas DACs, diferentes
fontes de sinal de clock, pinos para I/O digital, entre outros recursos. Nas pro´ximas
secc¸o˜es e´ apresentada uma breve descric¸a˜o dos recursos e caracter´ısticas da placa que
se revelaram mais importantes para o desenvolvimento deste trabalho.
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6.2.1 FPGAs
O nu´cleo da placa de desenvolvimento e´ uma FPGA da famı´lia Virtex-4. Esta famı´lia
e´ composta por modelos distribu´ıdos por 3 plataformas distintas, pertencendo o mo-
delo presente nesta placa (XC4VSX35-10FF668) ao conjunto de dispositivos da famı´lia
especialmente desenvolvido para aplicac¸o˜es de processamento digital de sinal. As ca-
racter´ısticas gene´ricas deste tipo de dispositivos foram ja´ discutidas na (ver Secc¸a˜o
2.6.2). A par da Virtex-4, e´ inclu´ıda ainda uma FPGA auxiliar, da famı´lia Virtex-II
(modelo XC2V80), cuja func¸a˜o e´ gerir e manipular os diversos sinais de clock presentes
na placa, descritos na secc¸a˜o que se segue.
6.2.2 Sinais de Clock
Uma das caracter´ısticas essenciais da placa e´ a possibilidade de fornecer sinais de
clock ao sistema nela implementado de formas variadas. Para isso, a placa possui um
cristal embutido, que fornece um sinal de clock com uma frequeˆncia de 105 MHz, ao
qual se soma uma entrada externa, atrave´s de um conector MCX e dois osciladores
programa´veis, sendo estes u´ltimos capazes de fornecer uma gama muito alargada de
frequeˆncias. A placa reserva ainda a possibilidade de incorporar um outro oscilador
num socket desenhado para o efeito. Como referido na Secc¸a˜o 6.2.1, o papel da FPGA
Figura 6.1: Diagrama com os recursos de clock da placa.
auxiliar (Virtex-II) e´ apenas gerir os sinais de clock, ja´ que, a` excepc¸a˜o dos osciladores
programa´veis, as restantes fontes de clock esta˜o conectadas a esta FPGA e na˜o a` Virtex-
4, assim como as ligac¸o˜es de clock dos DACs e dos ADCs presentes na placa (ver secc¸a˜o
DACs e ADCs). Em virtude disto, existem ligac¸o˜es para sinais de clock entre ambas
as FPGAs: 4 ligac¸o˜es da Virtex-4 para a Virtex-II e 3 ligac¸o˜es no sentido inverso. O
papel da Virtex-II e´, portanto, servir apenas como um “interruptor” programa´vel que
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encaminha os sinais de clock entre os recursos adequados, podendo, ale´m disso, dividir
o sinal para obter frequeˆncias diferentes, ou manipula´-lo de modo a que este tome as
caracter´ısticas da sinalizac¸a˜o requerida pelo recurso que o utiliza. A Figura 6.1 ilustra
os recursos para gerac¸a˜o e encaminhamento de sinais de clock presentes na placa.
6.2.3 ADCs
A placa de desenvolvimento inclui duas entradas analo´gicas, atrave´s de dois ADCs do
modelo AD6645 da Analog Devices. Os dois ADCs sa˜o independentes no que toca
aos sinais de clock e de controlo envolvidos na sua operac¸a˜o. Entre as suas principais
caracter´ısticas esta´ uma resoluc¸a˜o de 14 bits, com uma palavra em complemento para
2 e uma taxa de amostragem de 105 MSPS. O sinal de clock a fornecer ao ADC e´
diferencial com sinalizac¸a˜o LVPECL. Os dados sa˜o fornecidos ao ADC atrave´s de um
conector MCX com impedaˆncia de 50 Ω. O esquema da Figura 6.2 apresenta o interface
entre uma entrada analo´gica e a FPGA principal, sendo vis´ıvel que a fonte de clock
para a ADC prove´m da FPGA auxiliar.
Figura 6.2: Diagrama com as ligac¸o˜es do ADC ao resto do sistema.
6.2.4 DACs
As sa´ıdas analo´gicas da placa sa˜o implementadas por duas DACs do modelo AD9772A
da Analog Devices, com 14 bits de resoluc¸a˜o e 160 MSPS. A` semelhanc¸a daquilo que
acontece com os ADCs, os dois DACs sa˜o totalmente independentes. O sinal de clock
a fornecer a` DAC e´ igualmente diferencial com sinalizac¸a˜o LVPECL. A sa´ıda e´ imple-
mentada com um conector MCX com impedaˆncia de 50 Ω. O esquema da Figura 6.3
apresenta o interface entre a FPGA principal e uma sa´ıda analo´gica, onde, no segui-
mento do que foi dito anteriormente, e´ vis´ıvel que a fonte de clock da DAC prove´m da
Virtex-II. As DACs da placa suportam diferentes modos de operac¸a˜o, definidos atrave´s
de bits de controlo que partem da FPGA principal. Para o utilizador, estes permitem,
essencialmente, indicar qual a taxa dos dados a` entrada da DAC e definir se o filtro de
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Figura 6.3: Diagrama com as ligac¸o˜es da DAC ao resto do sistema.
interpolac¸a˜o interno tem caracter´ıstica passa-baixo ou passa-alto para gerar um sinal
em banda-base ou de frequeˆncia interme´dia, respectivamente. Nos modelos desenvol-
vidos, as DACs, com o respectivo barramento de dados e sinais de controlo podem ser
representadas (e configuradas) por um bloco desenvolvido pela Xilinx para o efeito.
6.2.5 I/O Digital
E´ tambe´m poss´ıvel interagir com a FPGA principal com recurso a pinos de entrada
e sa´ıda digital, directamente conectados a` mesma e agrupados em 3 blocos distintos,
num total de 42 pinos, todos bidireccionais, que suportam uma tensa˜o ma´xima de 3.3
Volts. Visto que a placa na˜o conte´m outro tipo de hardware de I/O, nomeadamente
interruptores ou boto˜es, esta e´ a u´nica forma de interagir com o sistema implementado
para ale´m dos interfaces analo´gicos.
6.3 Implementac¸a˜o do Gerador de Sinais QAM
Apo´s a implementac¸a˜o na placa de desenvolvimento dos quatro sistemas de modulac¸a˜o
mencionados anteriormente – QPSK, 16-QAM, 64-QAM, 256-QAM – estes foram tes-
tados com um clock de 115 MHz, que e´ comum a ambas as DACs. Este sinal de clock
foi gerado por um dos osciladores programa´veis, encaminhado para os DACs atrave´s
da Virtex-II – estabelecendo, portanto, uma taxa de amostragem de 115 MSPS – e
regressava a` Virtex-4 para ser utilizado no sistema.
O primeiro teste efectuado teve como objectivo observar qual o menor tempo de s´ımbolo
que o DAC consegue amostrar com qualidade. Para ilustrar este ponto, sa˜o apresen-
tadas de seguida as formas de onda obtidas no oscilosco´pio (de modo a permitir o
trigger, na obtenc¸a˜o destes sinais e dos restantes aqui apresentados, foram utilizadas
sequeˆncias repetitivas) relativas a uma das componentes de um sinal 16-QAM a` sa´ıda
do sistema para quatro taxas de transmissa˜o distintas: 20, 10, 5 e 2.5 megas´ımbolos por
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segundo, que, no caso de um sinal 16-QAM correspondem a 80, 40, 20 e 10 megabits
por segundo, respectivamente. Este paraˆmetro pode ser controlado alterando a taxa
do contador que enderec¸a a ROM com dados.
Figura 6.4: Sinal 16-QAM ao ritmo de 20 megas´ımbolos por segundo.
Figura 6.5: Sinal 16-QAM ao ritmo de 10 megas´ımbolos por segundo.
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Figura 6.6: Sinal 16-QAM ao ritmo de 5 megas´ımbolos por segundo.
Figura 6.7: Sinal 16-QAM ao ritmo de 2.5 megas´ımbolos por segundo.
Os resultados aqui apresentados permitem observar que a 115 MSPS um sinal com
um ritmo de 20 megas´ımbolos por segundo apresenta distorc¸a˜o, mas ainda assim e´
poss´ıvel detectar com clareza quais os n´ıveis transmitidos. Ja´ a 10 megas´ımbolos por
segundo e aos ritmos mais baixos, a forma de onda possui ja´ caracter´ısticas quase ideais,
em virtude do maior nu´mero de amostras por s´ımbolo. As concluso˜es a retirar em
relac¸a˜o aos sinais apresentados podem ser generalizadas para qualquer outro formato
de modulac¸a˜o, sendo que para formatos de ordem diferentes a taxa de transmissa˜o em
Mbits/s associada e´ outra. Este e outros testes conduzidos permitem concluir que,
garantindo, por exemplo, 8 amostras por s´ımbolo, a placa de desenvolvimento e´ capaz
de gerar sinais em banda-base a um ritmo entre os 10 e os 20 megas´ımbolos por segundo.
Este valor, no caso de um sinal 64-QAM, correspondera´ a cerca de 80 megabits por
segundo. A distorc¸a˜o apresentada pelos sinais pode, no entanto, ser mitigada com
6.3. IMPLEMENTAC¸A˜O DO GERADOR DE SINAIS QAM 75
recurso a` formatac¸a˜o pre´via dos impulsos recorrendo a um filtro digital.
E´ igualmente relevante referir que o limite da DAC se encontra nos 160 MSPS, pore´m,
nos diversos testes levados a cabo ate´ a` data na˜o foi poss´ıvel obter uma configurac¸a˜o
capaz de operar de forma esta´vel acima dos 120 MSPS. Os motivos para isto podera˜o
e devera˜o ser motivo de estudo no futuro.
Para complementar a ana´lise dos geradores de sinais QAM e validar os resultados da
simulac¸a˜o, a Figura 6.8 e a Figura 6.9 apresentam sinais internos do sistema configu-
rado para gerar sinais 16-QAM, concretamente os dados a modular e o resultado da
conversa˜o se´rie/paralelo de blocos de 4 bits, respectivamente.
Figura 6.8: Dados bina´rios gerados internamente pelo sistema.
Figura 6.9: Resultado da conversa˜o de blocos de 4 bits para paralelo.
Como referido, uma forma alternativa – e mais intuitiva – de validar os sinais produzidos
pelos geradores foi a obtenc¸a˜o dos respectivos diagramas de constelac¸a˜o. A Figura 6.10
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apresenta os diagramas de constelac¸a˜o relativos aos quatro formatos de modulac¸a˜o
testados, obtidos a uma taxa de 10 megas´ımbolos por segundo.
Figura 6.10: Diagramas de constelac¸a˜o relativos a quatro formatos de modulac¸a˜o.
Como foi poss´ıvel perceber pelas descric¸o˜es apresentadas, os geradores QAM foram
desenvolvidos de forma separada. No entanto, seria u´ltil desenvolver um sistema u´nico
em que o formato de modulac¸a˜o pudesse ser controlado pelo utilizador. O desenvolvi-
mento desta soluc¸a˜o consistiria em pouco mais que a junc¸a˜o dos 4 modelos com uma
fonte de dados comum, pore´m, dada a inexisteˆncia de uma plataforma que permita ao
utilizador interagir com a placa, a implementac¸a˜o deste tipo de sistema implicaria a
construc¸a˜o de hardware para o efeito que utilizasse os pinos de I/O digital.
6.3.1 Recursos Utilizados
Apo´s a execuc¸a˜o do processo de map, place and route do modelo em VHDL dos sistemas
desenvolvidos e´ poss´ıvel obter uma estimativa dos recursos da FPGA necessa´rios a`
implementac¸a˜o dos geradores de sinais QAM aqui apresentados. Esta estimativa pode
ser consultada na Tabela 6.1. Como seria expecta´vel, a reduzida complexidade dos
modelos e o facto de a FPGA alvo ser um dispositivo de me´dia/alta capacidade, fazem
com que sejam poucos os recursos dispendidos para a implementac¸a˜o dos sistemas.
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O u´nico recurso com uma percentagem de utilizac¸a˜o digna de nota sa˜o os IOBs, em
resultado da utilizac¸a˜o de duas DACs com 14 bits e 5 sinais de controlo associados.
Tabela 6.1: Recursos da FPGA utilizados pelas diferentes implementac¸o˜es de geradores
QAM.
Formato Slice Flip-Flops LUTs Slices ocupadas IOBs Block RAMs
QPSK 74 (1%) 3 (1%) 60 (1%) 41 (9%) 6 (3%)
16-QAM 84 (1%) 7 (1%) 68 (1%) 41 (9%) 6 (3%)
64-QAM 85 (1%) 11 (1%) 75 (1%) 41 (9%) 6 (3%)
256-QAM 93 (1%) 10 (1%) 82 (1%) 41 (9%) 6 (3%)
6.4 Implementac¸a˜o do Gerador de Sinais OFDM
A implementac¸a˜o pra´tica do gerador de sinais OFDM foi efectuada com um clock base
de 100 MHz e com o buffer de sa´ıda configurado para libertar as amostras a uma
cadeˆncia de 20 MHz. De modo a validar a forma de onda a` sa´ıda do sistema, foram
medidos alguns sinais em pontos interme´dios dentro do sistema. O bloco de gerac¸a˜o
de dados e de mapeamento e´ similar ao desenvolvido para os geradores de sinais QAM,
assim, tendo em conta que as formas de onda relativas a estas parcelas do sistema
foram ja´ apresentadas na secc¸a˜o anterior, aqui e´ apenas apresentado – na Figura 6.11 –
um bloco de s´ımbolos QAM e pilotos antes do ca´lculo da IFFT e sinal de controlo que
marca a durac¸a˜o da janela de ca´lculo desta (em resultado do ritmo elevado que este
sinal possui no interior do sistema, a amostragem deste resultou na sua distorc¸a˜o).
Figura 6.11: Bloco de s´ımbolos QAM e pilotos antes do ca´lculo da IFFT e sinal de
controlo.
Como referido no Cap´ıtulo 5, a sa´ıda do sistema e´ formada pelas componentes em fase
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e em quadratura do sinal OFDM gerado. A Figura 6.12 apresenta a variac¸a˜o temporal
de uma destas componentes a` sa´ıda da respectiva DAC durante o tempo de um s´ımbolo
OFDM, neste caso concreto 16 µs.
Figura 6.12: Variac¸a˜o temporal de uma das componentes do sinal OFDM gerado.
As figuras apresentadas anteriormente sa˜o a confirmac¸a˜o de que o hardware dispon´ıvel
e´ capaz de albergar um sistema com a complexidade do apresentado funcionando com
uma frequeˆncia de clock relativamente elevada. A principal limitac¸a˜o ao desempe-
nho deste gerador reside, a` semelhanc¸a do que acontece com os geradores de sinais
QAM, a conversa˜o para o meio analo´gico, contudo, a implementac¸a˜o de um sistema de
formatac¸a˜o de impulsos, presente nos sistemas pra´ticos, mitigaria este problema.
6.4.1 Recursos Utilizados
Uma estimativa dos recursos dispendidos na implementac¸a˜o deste sistema pode ser
consultada na Tabela 6.2, onde a primeira linha apresenta os recursos necessa´rios para
implementac¸a˜o da totalidade do sistema e a segunda uma estimativa aproximada dos re-
cursos necessa´rios para implementar apenas o bloco de ca´lculo da IFFT, sendo poss´ıvel
perceber o peso deste bloco na totalidade do sistema.
Tabela 6.2: Recursos da FPGA utilizados para implementar o gerador OFDM.
Bloco Slice Flip-Flops LUTs Slices ocupadas IOBs Block RAMs DSP48s
Sistema 2774 (9%) 2186 (7%) 2180 (14%) 41 (9%) 21 (10%) 28 (14%)
IFFT 1953 (6%) 1664 (5%) 1640 (10%) - 8 (4%) 28 (14%)
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6.5 Aspectos Adicionais
Todas as formas de onda apresentadas nas secc¸o˜es anteriores resultavam do encaminha-
mento de sinais presentes nos sistemas desenvolvidos para uma das DACs. No entanto,
ao longo do trabalho, foram conduzidas algumas verificac¸o˜es com base em sinais pro-
duzidos pelos pinos de I/O digital. Esta abordagem revelou-se u´til para verificar a
evoluc¸a˜o temporal de sinais booleanos ou de bits de um determinado barramento e
confirmou a viabilidade da utilizac¸a˜o deste tipo de recurso para implementar partes do
sistema.
Cap´ıtulo 7
Concluso˜es, Contribuic¸o˜es e
Trabalho Futuro
7.1 Concluso˜es
Este trabalho foi apresentado em sete cap´ıtulos. Os primeiros abordam temas teo´ricos
relacionados com sistemas baseados em FPGA, a ferramenta System Generator e
te´cnicas digitais de modulac¸a˜o. A estes segue-se uma apresentac¸a˜o da modelac¸a˜o de
geradores de sinais vectoriais baseados em FPGA com base em System Generator e da
sua posterior implementac¸a˜o.
A primeira parte do trabalho permitiu explorar o potencial da ferramenta System Ge-
nerator, nomeadamente a possibilidade de com ela modelar sistemas com uma compo-
nente de processamento digital de sinal de uma perspectiva de alto-n´ıvel. A modelac¸a˜o
de um sistema ideˆntico ao gerador de sinais OFDM em VHDL e a sua optimizac¸a˜o,
mesmo utilizando IP Cores, implicaria a manipulac¸a˜o de milhares de linhas de co´digo
VHDL e a simulac¸a˜o sistema´tica de aspectos do sistema seria um processo de uma
complexidade incomparavelmente superior.
Na˜o obstante permitir desenvolver um sistema no ambiente de alto-n´ıvel do Simulink,
o tipo de representac¸o˜es desenvolvidas no System Generator sa˜o de uma complexidade
superior. Por exemplo, o modelo do gerador OFDM e´ composto por mais de 120
blocos. A representac¸a˜o em Simulink de uma sistema ideˆntico requer cerca de 6 vezes
menos blocos. A transposic¸a˜o de um sistema modelado com blocos “convencionais”
do Simulink para um sistema modelado com os blocos do System Generator envolve
a identificac¸a˜o do papel funcional dos diferentes constituintes do sistema original, a
identificac¸a˜o nos blocksets da Xilinx de componentes capazes de os implementar e
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a utilizac¸a˜o destes acompanhados por blocos para auxiliar a sua configurac¸a˜o e a sua
operac¸a˜o em construc¸o˜es particulares que na˜o existiriam na modelac¸a˜o com o Simulink.
A isto soma-se a necessidade de avaliar paraˆmetros relativos a` implementac¸a˜o em FPGA
dos sistemas.
A simulac¸a˜o efectuada no ambiente do Simulink demonstrou representar com uma
fiabilidade relativamente elevada os sinais obtidos na pra´tica. Apesar de a modelac¸a˜o
de um sistema com base numa representac¸a˜o esquema´tica poder ser associada a uma
maior dificuldade de optimizac¸a˜o dos sistemas, em virtude do conjunto limitado de
blocos dispon´ıveis a` partida, na˜o foi a implementac¸a˜o na FPGA a impoˆr o limite no
desempenho do sistema.
A melhoria do desempenho de um sistema desenvolvido em System Generator pode ser
conseguida utilizando te´cnicas como introduzir registos a` entrada e a` sa´ıda dos sistemas
e a seguir a blocos cr´ıticos do mesmo. Utilizar a ferramenta de ana´lise temporal para
identificar os caminhos mais lentos do sistema e introduzir melhorias localizadas. E´
igualmente u´til ler a documentac¸a˜o que acompanha cada bloco do System Generator,
visto que estes conteˆm, frequentemente, informac¸a˜o relativa a este assunto.
Em suma, o System Generator revelou-se uma ferramenta extremamente poderosa, na˜o
apenas no sentido em que permite implementar sistemas de elevada complexidade num
dispositivo reconfigura´vel, mas tambe´m porque permite fazeˆ-lo de uma forma muito
mais simples que as ferramentas tradicionais. A opc¸a˜o de utilizar esta ferramenta
revelou-se a mais acertada e, com um grande grau de certeza, a u´nica capaz de produzir
os resultados aqui apresentados. Pelos motivos anteriormente referidos, e´ tambe´m a
ferramenta ideal para uma eventual continuac¸a˜o deste trabalho.
A placa de desenvolvimento revelou ser fa´cil de utilizar, com um interface de pro-
gramac¸a˜o bastante intuitivo. O facto de possuir uma arquitectura de distribuic¸a˜o de
sinais de clock que necessita de algum estudo pre´vio para ser utilizada e´ um ponto a
focar, pore´m, a variedade de opc¸o˜es que esta arquitectura possibilita torna-se uma van-
tagem. A operac¸a˜o dos restantes recursos da placa requer igualmente uma preparac¸a˜o
pre´via, mas de menor envergadura.
Apo´s a implementac¸a˜o pra´tica dos sistemas de gerac¸a˜o de sinais foi poss´ıvel verificar que
a placa tem potencial para produzir sinais a uma taxa pro´xima dos 15 megas´ımbolos
por segundo. Este valor, quando associado a um formato de modulac¸a˜o de ordem
elevada, traduz-se em taxas de transmissa˜o na ordem das dezenas de megabits por
segundo.
E´ ainda relevante referir que a FPGA presente na placa revelou ser capaz de aco-
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modar sistemas de elevada complexidade, podendo concluir-se que, perante os valores
obtidos na avaliac¸a˜o dos recursos necessa´rios para a sua implementac¸a˜o, esta tem ca-
pacidade para albergar todo o sistema de gerac¸a˜o de sinais OFDM, assim como, even-
tualmente, todo o sistema de recepc¸a˜o e ate´ sistemas multi-standard, suportando ainda
as frequeˆncias de operac¸a˜o pretendidas.
7.2 Contribuic¸o˜es
As principais contribuic¸o˜es do trabalho aqui apresentado sa˜o resumidas na seguinte
lista:
• Modelac¸a˜o e implementac¸a˜o de geradores de sinais vectoriais. Foram desenvolvidos
e simulados em System Generator modelos de geradores de sinais QAM e um ge-
rador de sinais OFDM – com caracter´ısticas semelhantes a`s definidas no standard
802.16 – sintetiza´veis em VHDL, implementa´veis em FPGA.
• Implementac¸a˜o na placa de desenvolvimento Xtreme DSP Virtex-4 Edition. Na
etapa final do trabalho, foram implementados na placa de desenvolvimento os sis-
temas desenvolvidos, o que permitiu testar os limites do seu desempenho, sendo
estes sistemas capazes de gerar sinais em banda-base a ritmos da ordem das deze-
nas de megabits por segundo. Foi igualmente produzida documentac¸a˜o relativa a`
programac¸a˜o da placa e a` utilizac¸a˜o dos seus recursos de clock.
• Estudo da ferramenta Xilinx System Generator for DSP. Uma parte significativa
do trabalho envolveu o estudo de aspectos relacionados com o System Generator,
por exemplo, o seu fluxo de projecto, as vantagens em relac¸a˜o a outras ferramen-
tas, o estudo dos blocos disponibilizados por este e desenvolvimento, com eles, de
construc¸o˜es pro´prias durante o desenho de diagramas esquema´ticos, o estudo da sua
ferramenta de ana´lise temporal e de te´cnicas de melhorar o desempenho de sistemas
nele desenvolvido ou a correspondeˆncia entre os resultados obtidos em hardware e
os resultados da simulac¸a˜o.
7.3 Trabalho Futuro
O desenvolvimento deste trabalho despertou algumas possibilidades de trabalho fu-
turo:
• Desenvolvimento de parcelas do sistema que ficaram por implementar, nomeada-
mente subsistemas para correcc¸a˜o de erros e, sobretudo, para formatac¸a˜o dos im-
pulsos antes da conversa˜o para o meio analo´gico, estudando, em simultaˆneo as
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diversas ferramentas disponibilizadas pelo System Generator para implementac¸a˜o
de filtragem digital.
• Aplicac¸a˜o dos sinais em banda-base gerados para modulac¸a˜o de portadoras o´pticas
em sistemas de RoF, indo de encontro a`s razo˜es que motivaram a realizac¸a˜o deste
trabalho.
• Estudar a possibilidade de utilizac¸a˜o da placa e do System Generator para o de-
senvolvimento de sistemas de processamento digital aplicado a`s telecomunicac¸o˜es,
nomeadamente sistemas de pre´-distorc¸a˜o, linearizac¸a˜o, tratamento do PAPR em
sinais OFDM, entre outros.
• Desenvolver sistemas de recepc¸a˜o para os sinais gerados pelos sistemas aqui apresen-
tados. Isto pode ser associado a` utilizac¸a˜o de modelos disponibilizados no System
Generator para simulac¸a˜o em FPGA de canais de transmissa˜o sem fios.
• Dada a auseˆncia de interruptores ou boto˜es na placa de desenvolvimento, seria u´til
projectar e construir uma placa e os cabos necessa´rios para permitir ao utilizador
interagir com um sistema implementado nesta atrave´s dos pinos de I/O digital.
Apeˆndice A
Diagramas dos Sistemas
Desenvolvidos
A.1 Introduc¸a˜o
Neste apeˆndice apresentam-se os esquemas dos sistemas desenvolvidos para eventual
consulta, comec¸ando pelo esquema de uma das configurac¸o˜es do gerador de sinais QAM,
seguindo-se o esquema geral do gerador de sinais OFDM, acompanhado por esquemas
dos subsistemas que o compo˜em.
A.2 Gerador de Sinais QAM
Figura A.1: Diagrama do gerador de sinais QAM.
A.3 Gerador de Sinais OFDM
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Figura A.2: Diagrama do gerador de sinais OFDM.
Figura A.3: Diagrama do subsistema de gerac¸a˜o de dados.
Figura A.4: Diagrama do subsistema de mapeamento.
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Figura A.5: Diagrama do subsistema de formac¸a˜o do s´ımbolo OFDM.
Figura A.6: Diagrama do subsistema de inclusa˜o dos pilotos.
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Figura A.7: Diagrama do subsistema de sincronizac¸a˜o da IFFT.
Figura A.8: Diagrama do subsistema de sa´ıda.
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