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ABSTRACT The electrostatics of a simple membrane model picturing a lipid bilayer as a low dielectric constant slab
immersed in a homogeneous medium of high dielectric constant (water) can be accurately computed using the exact Green's
functions obtainable for this geometry. We present an extensive discussion of the analysis and numerical aspects of the
problem and apply the formalism and algorithms developed to the computation of the energy profiles of a test charge (e.g.,
ion) across the bilayer and a molecular model of the acetylcholine receptor channel embedded in it. The Green's function
approach is a very convenient tool for the computer simulation of ionic transport across membrane channels and other
membrane problems where a good and computationally efficient first-order treatment of dielectric polarization effects is
crucial.
INTRODUCTION
The theoretical modeling of ion transport across membranes
is a topic of continuous interest in computational biophysics
(Andersen and Koeppe, 1992; Bek and Jakobsson, 1994;
Cooper et al., 1985; Eisenberg, 1996a,b; Jakobsson, 1993;
Jordan, 1993; Partenskii et al., 1994; Syganow and von
Kitzing, 1995). Any quantitative treatment of this problem
involves 1) specification of a structural model for the mem-
brane and the protein channel of interest, 2) determination
of the interactions present in this system, and 3) computa-
tion of the dynamic quantities (e.g., the ion currents) based
on 1) and 2) in connection with a theoretical model for the
motions.
Thanks to the availability of powerful computers, micro-
scopic simulation techniques such as molecular dynamics
and Brownian dynamics have progressively replaced the
more macroscopic treatments of the dynamics via the
Nernst-Planck and/or the Eyring absolute rate theories.
Thus, more detailed structural models can now be studied
(Alvarez et al., 1992; Aqist and Warshel, 1989; Cafiso,
1994; Jakobsson, 1993; Jakobsson and Chiu, 1988; Jordan,
1990; Kerr et al., 1994; Oiki et al., 1990; Partenskii and
Jordan, 1992b; Polymeropoulos and Brickmann, 1985;
Roux and Karplus, 1994; Sansom, 1993; Veresov, 1994).
The adequate description of the electrostatic interactions
present in the system membrane-channel water ions, how-
ever, remains a problem. The appropriate calculation of
electrostatic interaction in biomolecules is still a subject of
considerable research (Bharadwaj et al., 1995; Darden et al.,
1993; Harvey, 1989; Kuwajima and Warshel, 1988; Lee and
Warshel, 1992; Luty and van Gunsteren, 1996; Schaefer and
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Karplus, 1996; Schreiber and Steinhauser, 1992; Sharp,
1991; Sklenar et al., 1990; van Gunsteren and Berendsen,
1990). Because of its great computational complexity, it
cannot be adequately handled by computer simulation tech-
niques alone. The so-called image or dielectric polarization
effects are a typical example of this situation. If it were
possible to model every molecule in the system (i.e., lipids,
protein, ions, water) microscopically, i.e., on a quantum
mechanical level, the bare Coulomb law with a dielectric
constant of 1 would suffice to describe the electrostatics
completely. Clearly, such a structural description of the
system is not possible, either now or in the near future.
Therefore, large parts of the system (e.g., the membrane and
the solvent surrounding it) have to be modeled more ap-
proximately (e.g., as dielectric continua). This immediately
gives rise to very complicated effective electrostatic inter-
actions due to the coupling of the charges to the dielectric
polarization fields caused by the dielectric boundaries (e.g.,
membrane-water).
The determination of electrostatic fields and interactions
in such a heterogeneous dielectric is of course a classical
boundary value problem in electrostatics (Jackson, 1962;
Smythe, 1939). Analytical results are restricted to particular
geometries of the dielectric boundary surfaces for which the
Laplacean can be separated, such as a planar (Jackson,
1962; Smythe, 1939) or a spherical (Kirkwood, 1934)
boundary.
To circumvent these problems, many heuristic ap-
proaches have been introduced to account for such effects
by means of ad hoc formulas. In the case of very small
molecules, the aqueous environment may be represented by
using a spherical cavity. Electric monopole, dipole, and
higher moments may be used to approximate the effect of
the solvent (Dosen-Micovic and Allinger, 1978). Recently,
solvation effects were simulated by using the solvent-acces-
sible surface approach in molecular mechanics (Eisenberg
et al., 1989; Holm and Sander, 1992; Schiffer et al., 1993)
and semiempirical self-consistent field methods (Cramer
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and Truhlar, 1992). These methods may make it possible to
obtain some fairly good estimates of the solvation free
energy; however, such approaches certainly cannot account
for the influence of the solvent on the solute electrostatic
field.
For this reason, current studies, especially in the field of
protein biophysics, resort to entirely numerical solutions of
either the Poisson equation (Mohan et al., 1992; Sharp,
1991; Zacharias et al., 1994) or, equivalently, the integral
equation for the polarization surface charge density (Jordan,
1982, 1983; Juffer and Berendsen, 1993; Juffer et al., 1991;
Levitt, 1978a,b, 1991; Vorobjev et al., 1992; Zauhar and
Morgan, 1985, 1988; Zhexin et al., 1994). The advantage of
these techniques is that practically any dielectric boundary
shape can be handled. Their computational cost, however, is
very large and their usefulness for dynamic studies, e.g., of
ion transport across membranes of protein motions, is ex-
tremely limited. Essentially for every charge configuration
created by the dynamics, one must numerically solve three-
dimensional partial differential or integral equations to com-
pute the forces leading to the next configuration. To cir-
cumvent this problem, approximate approaches to solving
these difficulties are proposed (Schaefer and Karplus, 1996;
Sklenar et al., 1990; Still et al., 1990; Stouten et al., 1993).
In view of these facts, it is more fruitful to reanalyze the
problem in an effort to reduce the computational complexity
to manageable size. Such theoretical work has been initiated
(Shaw, 1985; Tlewelling and Hubbel, 1986), and more is
needed. The present paper is concerned with the efficient
computation of the effective electrostatic interactions in a
very simple membrane-water dielectric continuum model,
which, however, serves as the structural background for
more detailed models of ion channels embedded in it.
THEORY
For the purpose of computing the electrostatics, including
the relevant image effects to all orders, the model depicted
in Fig. 1 is considered. A laterally infinite slab of thickness
d and dielectric constant EM (the membrane) separates the
space into three regions: 1 and 3 being occupied by the
solvent modeled by a dielectric constant of Ew. Point
charges Qv, v E { 1, ..., M} at positions r, in regions 2
model charged groups of a structural model of the channel,
and charges qk, k E { 1, . . ., N} at positions rk model the
ions present in the system or also possibly the partial
charges of another charged molecule.
In some of the previous work on the electrostatic problem
of ionic transport (Jordan, 1981, 1982, 1983, 1993; Levitt,
1978a,b; Parsegian, 1969, 1975; Partenskii and Jordan,
1992b), slightly different dielectric models have been stud-
ied, using a cylindrical pore in the slab to represent the
channel (see Jordan, 1993; Partenskii and Jordan, 1992b, for
a recent review). This kind of geometry assumes that local
ion-water and ion-channel wall interactions can be ac-
counted for by means of a continuum model. As shown
previously (Dorman et al., 1996; Roux, 1993; Sancho et al.,
S1 S2
FIGURE 1 The dielectric properties of a membrane in water consisting
of a lipid bilayer containing membrane proteins are modeled by a laterally
infinite slab with a thickness d and a dielectric constant of EM. This slab
separates the space into three regions: 1 and 3 represent the water phase
with a dielectric constant of Ew 80, and region 2 represents the mem-
brane. The surfaces S1 and 52 separate the regions 1/2 and 2/3, respectively.
The membrane may contain several fixed charges Qv representing the
partial charges of lipid molecule or membrane protein atoms. The interac-
tion of test charges qk with the membrane dielectric properties and the
membrane charges Q,, is considered in this study.
1995), the local interaction of the ion with water and the
atoms of the channel wall contributes considerably to the
energy profile and consequently to the ionic permeability.
To model these properties of the ion channel by means of
continuum approximations would certainly require more
complex forms of the dielectric constant as the simple linear
one. Nonlocal effects would have to be included (Korny-
shev and Sutmann, 1996; Partenskii and Jordan, 1992a).
Consequently, adding a cylinder to the membrane with a
dielectric constant different from that of the channel protein
complicates the mathematics without adding anything sig-
nificantly new to the physics of the problem (i.e., the
qualitative form of the self energy and the ion-ion interac-
tion modified by the presence of the low dielectric mem-
brane does not change).
Within the continuum approach the protein material com-
prising such a channel is dielectrically indistinguishable
from the surrounding lipid environment; they have very
similar dielectric constants (Dilger et al., 1982; Simonson et
al., 1991; Tredgold and Hole, 1976; Warshel, 1987), on the
order of 2 < EM < 6. Even if the detailed structural channel
model includes water molecules at least inside the pore of
the channel, they certainly do not constitute a liquid water
phase of Ew 80, because of interactions with the protein
and their small number (Partenskii et al., 1991; Partenskii
and Jordan, 1992a).
It is therefore legitimate to focus on the predominant
polarization effects due to the large dielectric discontinuity
between the membrane and the water phases and to use the
simple model depicted in Fig. 1. It includes the long-range
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part of the interaction, i.e., the interaction of the ions with
the dipoles of distant water molecules. This particular part
of the problem is difficult to evaluate by explicit ap-
proaches. For fairly realistic simulation of ion transport, the
local environment, consisting of water molecules and the
atoms of the walls of the channel pore, should be included
explicitly.
Green function description of the electrostatics
A convenient method of calculating the electrostatic poten-
tial in the presence of charges and boundary conditions is to
introduce the Green's function of the problem (Jackson,
1962). Knowledge of the Green's functions ij(r, r'), i E { 1,
2, 3} is essential for a complete description of the electro-
statics. %2(r, r') is the electric potential created by a unit
positive point charge located at r' in region 2 (the source
point) at a point r (the field point), which can be anywhere.
It satisfies the Poisson equation for a point charge:
V262(r, r') = -4ru(r
-r'), (1)
where 6 is the Dirac delta function and V2 is the Laplacean.
The following boundary conditions must be fulfilled at the
interface SI (see Fig. 1):
lim 62(r, r') = lim '62(r, r')
z->O + z-O-
(1 a)
a a
lim EW a_ 2(r, r') = lim EM Z 62(r, r'), (lb)
z--O+az ~Z-0O a
where r = (x, y, z) and z -- O+ (z ->O) means that the limit
is taken from the right-hand side (from the left-hand side) of
the interface SI. Similar boundary conditions apply to in-
terface S2 (z -> d+) as well. The other two Green's functions
'61(r, r') and 63(r, r') are defined in an exactly analogous
manner, with the source point r' being in region 1 and 3,
respectively. Here only point charges are considered, and
not smeared-out surface charge densities.
Next, we represent the Green's functions (e.g., 62) in a
form that is more convenient for the subsequent discussion
and computations, namely;
1
~%(r, r') EMlr-r'l
+ (+ ou1(ujr') du, dU2JJ [(X -U)2 + (y -U2)2 + Z2]1/2
(2)
+ [+o ou2(ulr') du, du2
+J [(X -U1)2 + (y -U2)2 + (Z -d)2]1/2
The first right-hand-side Coulomb term is the Green's
function in the absence of any dielectric inhomogeneity,
whereas the second and third terms are the polarization
potentials at r arising from the (yet unknown) surface po-
larization charge densities or1(ulr') and o2(ulr') induced on
the dielectric boundary surfaces S1 and S2, respectively, due
to the presence of the source charge at r'. The vector u =
(U1, u2) is the x and y components of a point on the surface
SI or 52 (see Fig. 1).
Using the representation of Eq. 2, it is now possible to
reduce the solution of the boundary value problem (eqs. 1,
la, and lb) to that of finding oa1(ulr') and o-2(uIr'). In the
case of our planar slab geometry, this can be done following
procedures described by others (Mahanty and Ninham,
1976; Stakold, 1968).
The boundary condition la (continuity of the potential) is
automatically satisfied by the '62 of Eq. 2. Applying the
boundary condition lb to Eq. 2 and using the identity
z
lim
O [(X- U)2 + (Y- U2)2 + Z2]3/2
(3)
+27rT(x-u1) 5(y-u2)
at the interface z = 0 and a similar one at z = d yields a
system of two coupled linear integral equations for (u(ulv')
and or(u|v'):
+ 27T(EW + EM)0-l(ulr')
+ ( ) ot[(U - 2(vlr') dv) dV2
± (EW - EM)d JJ RU1 - V1)2 + (U2 - V2)2 + dj2]3/2
(EW - EM)Z'
[(X' - U1)2 + (y' - U2)2 + z'2]3/2
-2TF(Ew + EM)of2(ulr')
- (EW - EM)dJJ [(u1 or1(vlr') dvl
dv2
- V1)2 + (U2 - V2)2 + d2]31/2
(W- EM)(d - z')
+
[(x'
-uX)2 + (y' -u2)2 + (d -z)23/2
which can be solved using two-dimensional Fourier trans-
formations. Using these solutions and cylindrical coordi-
nates in K space one obtains after some algebra:
'62(, I - JO(KI R R'll)
62(r, r') IMJr r' IEM 1 A2 exp(-2Kd)
{-A exp[-K(IZI + IZ'I)]
+ A2 exp[-K(ld - zl + Iz'I + d)] (5)
- A exp[-K(ld - zl + d -z'l)]
+ A2 exp[-K(|z| + d - z'I + d)]} dK,
where JO is the zeroth-order Bessel function, R = (x, y), R'
= (x, y'), and A = (Ew EM)I(Ew + EM).
The other two Green's functions for regions 1 and 3 are
(4)
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obtained in a similar manner:
1 (r,r1= I + I - JO(KII)RRll)(r)Ewlir - r'IEW JI - Aexp(-2Kd)
{ + A exp[-K(IZI + Iz'I)]
A2 exp[-K(Id - zl + Iz'l + d)] (6)
- A exp[-K(Id - zI + Id - z'j)]
+ A2 exp[-K(IzI + Id - z'I + d)]} dK
1X JO(KIIR - R'II)
~3(r, Ewlir - r'll Ew J exp(-2Kd)
{-A exp[-K(zl + Iz'I)]
+ A2 exp[-K(Id - zI + lz' + d)] (7)
+ A exp[-K(Id - zI + Id -z')]
A2 exp[-K(IzI + Id - z'l + d)]} dK.
Using these three Green's functions, one is in a position
to compute all relevant electrostatic interactions and prop-
erties of systems of point charges residing anywhere in
space, for the dielectric model at hand. For instance, to
obtain the self-energy U2s(r) of a point ion of charge q at r
in region 2 (the membrane) one sets z = z', R = R' in the
second right-hand-side term of Eq. 5 (the polarization term)
and obtains
U2s(r) = 2EM (sr)
(8)
U2(r) in the presence of, say, M fixed charges { Q.} located
at {r,}, v E I 1, . . ., M} in the membrane via
I1q2 M
U2(r) = 2- U2s(r) + q > QW92(r, r.). (10)
(MEmv=l
And finally, the exact electrostatic interaction energies and
forces of any number of point charges anywhere in space,
including all image effects due to the dielectric discontinui-
ties of the model, can be evaluated by means of this ap-
proach. As discussed in the Introduction, this is a necessary
prerequisite for accurately modeling the dynamics of ion
transport. Technical details concerning the numerical com-
putations are given in the Appendix.
The self energy at the boundaries
The self-potential Os of a test charge outside or inside the
membrane shows a singularity at z/d = 0 and z/d = 1. This
can be seen in Fig. 2 and in the limiting formulas in the
Results section (see below):
lim ¢=+O 2
z/d+±O iZ
This singularity is a consequence of using point charges.
The work to bring a point charge from region 1 with
dielectric constant Ew into region 2 with EM is infinite as
long as Ew * EM. However, crystal radii (Hille, 1992) of
real ions are different from zero. In many cases the binding
of water molecules is rather strong, such that the effective
radii rH of several ionic species should include water mol-
ecules (Soumpasis et al., 1987). The energy obtained by
transferring a charge from a medium with a dielectric con-
stant EM into a medium with Ew with a "hydration shell" of
A exp(-2KZ) + A exp(-2K(d - z))
- 2A2 exp(-2Kd)
1 - A2 exp(-2Kd)
200
dK.
Expanding the geometric series in the integrand one obtains:
q2
U2s(r) = - x2Emd
(9)
I [ A2n+ I A2n+ 1
2n= L n + zld n + 1- zd J
+ A2 E n + 1
n=O I
which is identical to Parsegian' s expression (Parsegian,
1975) if one shifts the coordinate origin to d/2, the origin
used there, and sums the last series term.
The present treatment is, of course, much more general
compared to that of Parsegian. One can obtain self energy in
the other regions using the analogous procedure with Eqs. 6
and 7. In addition, one can also calculate the total energy
150
EH
-0
100
50
0
* -50
-100
-150
-200
- 1.0 -0.5 0.0 0.5
z/d
FIGURE 2 The self energy Os as a function of the position z of a unit
charge for membrane dielectric constants EM between 2 and 40 (see figure
legend). The water permittivity Ew is taken to be 80.
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radius rH is given by the well-known Born hydration energy
(Born, 1920):
EB = - (- - -) $ (1 1)
The radius rH of this hydration shell includes all water
molecules that are essentially immobilized by the strong
radial electric field of the central ion. This reduces the local
molecular polarizability considerably. The water molecules
close to the ions will produce an dielectric screening factor
close to that of a lipid bilayer or the protein portion of ion
channel pores. Parts of the "hydration shell" may be re-
placed by the side chains of the channel protein when the
ion enters the pore. Thus, the effective hydration radius may
be larger than the radius of the cross section of the pore (see
Fig. 3). The question of the correct values and forms of
Born energy is still not solved and is subject to research
(Andersen and Koeppe, 1992; Bopp et al., 1996; Born,
1920; Eisenman and Alvarez, 1991; Hawkins et al., 1995;
Hummer et al., 1996; Hyun et al., 1995; Kornyshev and
Sutmann, 1996; Mohan et al., 1992; Partenskii and Jordan,
1992b; Sharp, 1993; Still et al., 1990; Stokes, 1964, to cite
only a few relevant articles).
In this article the hydration radius rH is taken as a con-
stituent number of the theory, which is varied to study its
influence on the self energy of the ions inside the channel,
i.e., the height and form of the energy barrier. Physically
reasonable values for the hydration radius and consequently
Born's energy EB should be obtained from studies of the
energetic requirements to transfer the ion from the water
phase into the membrane/channel environment (Aqist and
Warshel, 1989a,b; Dorman et al., 1996).
protein wall
water
hydration shell
FIGURE 3 The effective dielectric constant of water molecules tightly
bound to the ion is close to that of hydrophilic side chains of the channel
protein. Thus, the effective radius rH of the hydration shell around the ion
with a low dielectric constant may be larger then the radius of the cross
section in the narrowest part of the channel.
If the zero point energy EO of the ion in bulk water is
defined to be zero, that of the membrane matrix must be
-EB:
|-EB for rH< z < d rHEo(z)-{ 0 for z<-rHVd+rH>z. (12)
Now the influence of the hydration shell on the self
energy of the ion is studied. Because the dielectric constant
inside the hydration shell is chosen to be equal to that of the
membrane as long as the ion is completely inside the mem-
brane (rH < z < d - rH), Born's hydration energy EB has
to be subtracted from the point particle self energy. Two
ranges remain to be examined:
-rH< z < rH and z -rH.
For z < - rH the images from the polarization of the
hydration shell must be included. Because these effects will
vanish faster than the charge-image-charge interaction, this
effect is neglected.
For the range - rH < z < +rH, a spline interpolation is
used. From the limiting formulas (see below) at z -> ±0, the
following points on the z axis, z1 and Z2, are used as the start
and end points in the spline interpolation:
zi = +EB EW [EWEM]/2 rH
and
EB=-- EM [EWM]/ rH.
In the limit of rH << d this choice results in a smooth
differentiable function for the self energy. For rH= d/2, the
zI and Z2 values are adjusted accordingly. The situation at
the other side of the membrane, at z = d, is symmetric and
does not require special consideration.
RESULTS AND DISCUSSION
It is the purpose of this article to introduce an exact, non-
trivial Green's function for an idealized water-membrane-
water system (see Fig. 1) and to apply it to simple situations
that help us to understand its major properties. It represents
an exact solution for calculating the electrostatic interac-
tions for a distribution of point charges and charge densities
in a water-membrane-water system as long as the charges
do not pass the water-membrane boundary.
Because of the singularity of the self energy for charges
passing the water-membrane boundary, the idea of Born
energy EB was added as a heuristic concept by introducing
the hydration radius rH. The Born energy accounts for the
energy required to transfer the ion from the bulk water
environment into the membrane/channel environment. This
energy difference does depend explicitly on the details of
the model of the ion channel, e.g., on how the water inside
the channel is modeled. Therefore, the precise value for
799von Kitzing and Soumpasis
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Born's energy must be estimated individually for each
model. For the purpose of studying the self-energy of an ion
in the water-membrane system, Born's energy, i.e., the
hydration radius, was introduced merely as a variable num-
ber.
By means of the Green's function formalism, the elec-
trostatic energy of a charged atom is determined by the
atom's self energy Us and the mutual electrostatic interac-
tion with all other charged atoms U,. Such atoms may be
ions or the partially charged atoms of atomic force fields
(Aleman et al., 1994; Bayley et al., 1993; Cornell et al.,
1995; Dinur and Hagler, 1989; Hagler and Ewig, 1994;
Halgren, 1995; Lavery et al., 1984; Pearlman and Kim,
1990; Reynolds et al., 1992). Consequently, this method can
be introduced in molecular mechanics and dynamics pro-
gram packages to simulate the electrostatic properties of
membranes and molecules embedded in membranes, e.g.,
ion channels.
In many practical cases the molecular geometry may
deviate considerably from the simple membrane-like form
as depicted in Fig. 1. For instance, the acetylcholine recep-
tor channel has a large extracellular funnel (Toyoshima and
Unwin, 1988). This situation invites perturbation methods.
Shaw (1985) starts from the Green's function of a low-
dielectric sphere embedded in a high-dielectric medium. For
globular proteins he describes how to account for the devi-
ation from the spherical shape in the electrostatic interac-
tions. The perturbation approach proposed for globular pro-
teins can be reformulated to consider deviations from a
membrane-like geometry.
Throughout this article it is assumed that all charges are
localized. The screening effect of mobile ions is not in-
cluded in this approach. Because the counter-ion clouds not
only shield the electric field of "real" charges but also their
respective images, the effect of the dielectric barrier result-
ing from the self energy of the ions, i.e., the interaction with
their own images, decreases considerably (Boiko, 1993;
Syganow and von Kitzing, manuscript in preparation).
The results of the Green's function approach are pre-
sented, concentrating on three different aspects. The self
energy acts merely as an energy barrier for all charges
across the membrane. In some regions, because of the
presence of the low-dielectric membrane, the charge-charge
interaction may become more strongly screened compared
to charge-charge interactions in pure water. As an illustra-
tion, the Green's function approach is applied to a molecular
model of the pore of the acetylcholine receptor channel.
The self energy
The self energy Us (see Eqs. 8 and 9) represents the inter-
action of a test charge with all of its charge images, gener-
ated by dielectric inhomogeneities. Fig. 2 shows the point
charge self energy as a function of the position of the test
charge relative to the membrane.
Because no explicit analytical solution is available, con-
siderations of limiting cases of the charge self energy Us are
useful for understanding its physical implications. The lim-
its involved can be directly obtained from the formulas A3
and A4 given in the Appendix.
If the distance of the charge in solution from the mem-
brane is small compared to the thickness of the membrane d
(-z < d), the case of an "infinitely thick" membrane is
obtained (Jackson, 1962):
q2 Alim Us(z<0)= ---
z/d--O EW 2Z
(13)
At distances large compared to the membrane thickness
d, the interaction of the test charge q with its own mirror
images is essentially a monopole-dipole interaction, where
the dipole has a dipole-moment of qdA/(l _ A2):
q2 A d
UimUs(z < 0)=- 1
-YA22. (14)
Fig. 4 gives the logarithm of the point charge self energy
Us for negative z. The transition between the short-range
interactions (slope = -1) and long-range interactions
(slope = -2) of the charge with its images is clearly seen.
If the difference between the two dielectric constants is
small (A << 1), one has
q2 A d
Ew 2Z(d-Z)
The limits of the point charge self energy of a charge
inside the membrane agree with those point charge self
energies of a charge in solution in the cases of small z (Eq.
105
103
102
101
dielectric
~o-~ constants
e,= 2
10-2 - F= 4
v s=10
10-3- E=20
10 -4 10 -3 10 2 10 100 10 10 2 10 3
-zI d
FIGURE 4 A logarithmic plot of the self energy Os for negative z values
using different dielectric constants (see figure legend). The transition from
short-distance interactions of the charge with its own mirror images (-z
<< d, slope = -1) to long-distance interactions (-z >> d, slope =-2)
is obvious.
(15)
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13) and small A (Eq. 15) when the water dielectric constant
Ew is replaced by that of the membrane EM.
Introducing the hydration shell for the test charge leads
to a finite difference of its zero point energies inside and
outside the membrane. By entering a "pore" in the mem-
brane, the ion must remove the "hydration shell" or at
least parts of it. Because of the interaction of the ion with
its own image charges, its energy lies below the total
hydration energy. By using "effective hydration radii'
one can account for the fact that the ion channel itself
may contain water molecules and that the dielectric con-
stant of water molecules tightly bound to an ion does not
differ considerably from that of the hydrophilic protein
side chains.
Fig. 5 a and b, displays the self energies of a unit charge
using several dielectric constants and hydration radii. All
distances are given relative to the membrane thickness d.
The resulting energy must be divided by this parameter.
60
50
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0
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10~
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0
- 1.0 -0.5 0.0 0.5 1.0 1.5 2.0
FIGURE 5 The self energy of an ion with unit charge and hydration radii
of (a) rH= 0.1 d and (b) rH = 0.2 d at various dielectric constants (see
figure legends).
Here, the calculation, of course, reproduces the well-known
electrostatic barrier to penetration of an ion through the
bilayer. Both the height and the slope of this barrier depend
on the membrane dielectric constant EM and the hydration
radius rH.
The charge-charge interaction
The electrostatic interaction U, between a test charge q at r
and a fixed charge Q, at r, in the presence of the membrane
can be put in the following general form:
Ujr, rv) = qQv + qQ (r, rV),
Eklir -rv E
(16)
with El = E3 = Ew and E2 = EM. Numerical methods to
calculate the integral
.,
are discussed in detail in the
Appendix (see Interaction with the Membrane Charges).
The first term describes the classic Coulomb interaction
and the second one the polarization effect. To study the
limiting behavior of the mirror images, it is useful to intro-
duce F:
r = [(x -X)2 + (y -y,)2 + (IzI + Iz )2]1/2. (17)
In the case of sign z = - sign z, this quantity equals the
distance between the two charges ||r - rj.
As long as the fixed charge is placed inside the mem-
brane, the limiting contribution from %2 can be described by
a single mirror image:
Iz +zv <d
forF«<di 2
v(o< Zv < d) IU + for F>> d
However, in the case of z < 0 and z, > 0, the distance F
equals ||r - rvll, resulting in a simple Coulomb type of
interaction. With 1 - 2A/(1 + A) = EM/EW, this contribu-
tion from %2 accounts for the difference between EM and Ew,
leading to a limiting dielectric constant Of EM.
The limiting dielectric constant for the interaction be-
tween the test charge far away from the membrane and a
charge placed in the membrane is close to that of the solvent
Ew. The lowest order correction to the Coulomb law is given
by
ikV(OZ2d)V0 < z < dJ
2A[d - (1 + A)z](Izl + Iz,J) F>>
r- rJII3
If both charges are outside the membrane and F is
large, the mirror images give rise to a charge-dipole
interaction:
lZ < A 1
2dIIzl + Iz,,IjIV +-~~~~F
for << d
for F>> d
(@JU l \ dielectricI \ constants
ev£-20/ 0
v £= 30
0 0
-
I 0
,0 O-'vVv'-
k-iV, Tv-'.
_.f'-''.'''' '''_.V.V
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and for the third range:
/Z<O _ A2r 1IV zJ - - 24IzI + Iz,iIld<Z, F
~~F2
for F << d
for r >> d
To obtain a qualitative understanding of the effect of the
images on the charge-charge interaction, it is helpful to
consider the dielectric screening factor EScr(r, ru). The di-
electric screening factor represents a measure of the dielec-
tric screening between a pair of charges at r and r,, owing to
the presence of the low dielectric material of the membrane.
The dielectric screening factor has the form and the range of
numerical values of an "effective dielectric constant." For
the usual Coulomb law, the dielectric constant is calculated
by the inverse of the product of the distance between two
atoms and the Coulomb energy Ec:
1
E = |r - r4lEc'
Consequently the dielectric screening factor Escr is defined
by
1 Ek
Escr= lhr rVJ'9k(r, r,) 1 + lr r,I.9(r,rv)(rS)
with
[EM forO<z,<d
Ek = lEW else
The results are given in Fig. 6 for three different positions
of one of the two charges. The most simple situation is
shown in Fig. 6 a, where one charge is placed in the middle
of the membrane at d/2. The dielectric screening increases
with increasing distance from the membrane value EM to the
limiting value Ew of the bulk solution. The increase in
screening is much slower in the direction of the membrane.
Two charges embedded in a low-dielectric membrane of
finite thickness experience the dielectric constant of the
solvent, if their distance ||r - rjj is large compared to the
membrane thickness d.
Interesting new features appear if the fixed charge is
placed close to one of the two boundaries (say S,). Again, at
sufficient large distances the dielectric screening ap-
proaches that of the solvent. But in the asymmetric case
(Fig. 6, b and c), the screening in the intermediate range
may even excel that of the solvent. Charges in the vicinity
of the boundary S1 are screened more effectively from
charges close to S2 compared to bulk solution. Thus, the
effect of the low dielectric membrane is not only to decrease
the dielectric screening factor below that of the solvent. In
certain regions it also increases the screening compared to
the bulk solution.
If two charges are close to the membrane with a distance
not large compared to the membrane thickness d (i.e., lzl +
IzVI << hR - RV11 < d), their dielectric screening factor Escr
is close to one-half of the water dielectric constant. This
value is found for two charges close to the boundary of two
semiinfinite regions with dielectric constants of EM and Ew
(Jackson, 1962).
Such maps of the dielectric screening factor were calcu-
lated for several membrane dielectric constants EM (data not
shown). As expected, the numerical values change consid-
erably if the membrane dielectric constant changes; the
overall qualitative behavior, however, was very similar to
that shown in Fig. 6. The membrane dielectric constant
influences the energy of the ions; the form of the barrier and
charge-charge interaction remains virtually identical.
Dielectric polarization effects lead to a renormalization of
the self energy and the Coulomb interaction. Therefore, a
consistent theory based on heterogeneous dielectric regions
x
0 d Z 0 d Z 0 d Z
FIGURE 6 The dielectric screening factor Escr (see text) as a function of the position of the test charge r = (x, 0, z) with a fixed charge being placed
(a) in the middle of the membrane at z, = d/2, (b) inside the membrane close to the membrane surface at z, = d10, and (c) inside the solution close to
the membrane surface at z, = -d/O. The dielectric constant of the membrane is EM = 5, and that of the solvent is Ew = 80. The lines of constant dielectric
screening factor Escr are chosen to obtain a relatively regular spacing. It is indicated at the respective contour lines. The membrane extends from z = 0 to
z = d (see Fig. 1).
t
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(e.g., for membranes, in proteins) should account for both
renormalizations. This is, unfortunately, not the case with
practically all treatments published to date (e.g., Poisson-
Boltzmann, etc.), where the renormalization of the pair
interaction is not considered. In contrast, the Green's func-
tions approach presented here deals with this problem in a
direct and accurate way.
Application to a molecular model of an
ion channel
In this section the Green's function formalism is applied to
an atomic model of the acetylcholine receptor channel
(Hille, 1992; von Kitzing, 1995) to see the effect of the
Green's formalism and to compare the result to more com-
monly used methods to calculate electrostatic interaction. It
should be noted that it is considered as an illustrative
example and not as a comprehensive study of the energetics
of an ion passing the acetylcholine receptor channel.
The acetylcholine receptor channel is formed of five
highly homologous subunits with the stoichiometry of a2,
,B, y, and 8 (Akabas et al., 1994; Karlin, 1991; Unwin, 1993,
1995). Based on the change in ion conductivity resulting
from point mutation experiments, the M2 segments in these
subunits are assumed to align the narrow part of the channel
pore (Akabas et al., 1994; Changeux, 1990; Charnet et al.,
1990; Imoto et al., 1986, 1988, 1991; Konno et al., 1991;
Leonard et al., 1988; Villarroel and Sakmann, 1992). There-
fore, the channel model consists only of the M2 segments of
the channel protein. Close to the narrowest part of the pore
there is a ring of negative charges attracting anions into this
region (Imoto et al., 1988; Konno et al., 1991).
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Model building of the acetylcholine receptor channel
The M2 segment is assumed to consist of five linear a-he-
lices. This assumption is not in agreement with recent
results obtained from cryoelectron microscopic data (Un-
win, 1995) for this channel. The model can be used, how-
ever, to study ion channels with charged amino acids close
to the channel constriction.
The helices were packed densely around the threonine
ring, which is assumed to form the channel constriction
(Villarroel and Sakmann, 1992). The a-helices open toward
the C-terminal side of the M2 segment (Changeux, 1990) by
100. The orientation of the helices is such that the threonine
ring and the two adjacent serine rings (Charnet et al., 1990)
point into the channel lumen. This leads to a left-handed
screw of the a-helices. The dihedral angle between the
helices and the channel axis is 20°. The distance of the
helix axis at the level of the threonine ring from the
channel axis is 0.7 nm. For more details see von Kitzing
(1995). (The coordinates of the model are available via
WWW (http://sunny.mpimf-heidelberg.mpg.de/people/
vkitzing/Eberhard.html).)
Calculating the energy profile of a test ion
The built structure was optimized according to the AMBER
3.Oa force field by means of several annealing steps using
molecular dynamic runs and finally using conjugated gra-
dients. Such annealing steps are important for avoiding
considerable conformation changes when calculating the
energy profile for the ion. Because a large portion of the
channel protein is missing, the model cannot expected to be
stable on its own. Therefore, harmonic constraints are ap-
plied to the backbone atoms; a force constant of 1 kcal
10
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FIGURE 7 The charges and partial charges of a protein may reduce or even overcome the self energy seen by the ion due to the low dielectric membrane
phase. This figure shows the "solvation" of the ion due to the protein using an atomic model for the acetylcholine receptor channel (see text). (a) The
electrostatic energy of the AMBER program package using a distant dependent dielectric constant of e = 2r, the electrostatic interaction of the ion with
the screened protein charges, and the complete ion-protein-membrane interaction, using different effective hydration radii (see figure legend), are given.
The membrane extends from -30 A to 20 A. (b) The electrostatic interaction of the ion with the protein and membrane using an effective ionic hydration
radius of 3 A. The position of the membrane with respect to the channel model is shifted (see figure legend).
803von Kitzing and Soumpasis
Volume 71 August 1996
mol- A2 was used for the Ca. atoms and 0.01 kcal mol-
A2 for the remaining backbone atoms.
Fig. 7 shows the electrostatic energy of the ion as a
function of its path through the channel. At every point the
structure of the channel with the ion harmonically con-
strained to its initial position was energetically optimized by
means of the AMBER dynamic annealing and conjugated
gradient minimization (Singh et al., 1989; Weiner et al.,
1984). Thus, the protein side chains were allowed to relax
and to reorient freely in the electric field of the ion. A force
constant of 5 kcal/(mol A2) for the ion allowed some flex-
ibility in the ionic path but kept the ion sufficiently close to
its starting point. Explicit water molecules were not in-
cluded in the calculation.
Electrostatic energy profiles
In Fig. 7 a the electric energies are shown as calculated by
the AMBER program package, using a distant dependent
dielectric constant of 2r and a cutoff at 12 A, the interaction
of the ion with the screened protein charges (zero self
energy), and the energy of the ion with effective hydration
radii of 5 A, 3 A, and 2 A. Although the dielectric constant
of 2r provides rather strong dielectric screening, the elec-
trostatic energy close to the negatively charged intermediate
ring (-10 A to -20 A) is overestimated by one-third. In the
range of -7 A to 15 A, the AMBER electrostatic energy
compares reasonably well with the screened interaction
energy. It is again higher then the latter. Setting the dielec-
tric constant proportional to the distance between the
charges r is an ad hoc, widely used assumption with abso-
lutely obscure origin. In spite of the (probably accidental)
qualitative similarity between this approximation and the
exact treatment of the electrostatic field, we do not recom-
mend its use in general.
To see the influence of the position of the membrane on
short-range electrostatic interactions, the position of the
membrane with respect to the model is shifted, leaving the
thickness of 50 A of the membrane constant. These results
are shown in Fig. 7 b, indicating that short-range electro-
static interactions are nearly independent of the position of
the membrane.
Comparison of these results with those for the bilayer
electrostatic barrier (Fig. 5, a and b) shows that placement
of protein charged groups in the membrane completely
changes the latter in an asymmetric, structure-dependent
way. Furthermore, the energy profile depends on the hydra-
tion radius rH of the ion.
Consequences for ion permeation
The energies shown in Fig. 7 appear rather large when
compared to those obtained from fitting rate models to
experimental current-voltage data (Konno et al., 1991). The
barrier at 10 A (see Fig. 7 a) with a height between 10 and
20 kcal/mol results from electrostatic interactions with pos-
itively charged amino acids in the extracellular ring known
to be rather influential on the ionic conductance (Konno et
al., 1991). The strong binding energy at -18 A between
-20 and -60 kcal/mol is determined by negative charges in
the intermediate and intracellular rings. Such large energies,
however, are common for ion channel simulations that
include charged amino acid side chains (Eisenman et al.,
1990; Furois-Corbin and Pullman, 1991). With commonly
used rate models in mind (Cooper et al., 1985; Eyring et al.,
1949; Hille, 1992; Kramers, 1940), one would expect that
the ion would enter the channel and only in rare cases leave
it again.
Ion channels are in contact with electrolyte solutions. The
positive charge in the extracellular ring would be screened
by anions reducing this barrier height. The strong electric
fields of the negative charges in the intracellular and inter-
mediate rings would attract respective numbers of cations,
creating an opposite electric field of the same order of
magnitude as that of the two rings. This situation results in
the breakdown of the constant field approximation and
makes the use of barrier models obsolete for such highly
charged ion channels (Eisenberg, 1996a,b).
CONCLUDING REMARKS
The method discussed in this article makes it possible to
treat computationally expensive long-range dielectric polar-
ization effects in the electrostatics of membrane-bound pro-
teins and their interactions with charged solvent compo-
nents (ions, ligands, etc.) in a straightforward manner. It is
computationally robust and therefore can be easily incorpo-
rated in computer simulations and theories of ionic trans-
port, binding equilibria, etc. This is in sharp contrast to
methods involving the numerical solution of partial differ-
ential or integral equations (e.g., solving the Poisson or
Poisson-Boltzmann approach numerically).
APPENDIX
In this appendix we discuss the computational procedures used to calculate
the Green's functions of the main text (Eqs. 5, 6, and 7) with sufficient
accuracy.
The numerical integration procedure
The remaining integrals in the Green's functions representing the self
energy and the interaction between a charge and the mirror images of other
charges are generally not solvable explicitly. Therefore, numerical methods
are introduced. For the class of integrals involved in this paper, a Gauss-
Laguerre quadrature seems to be most appropriate. The introduction of a
Gauss-Chebyshev quadrature has proved to be less satisfactory (for further
information see Overcoming the Oscillation Problem, below). For the
Gauss-Laguerre type of numerical quadrature, the integral has to be
brought into the standard form:
(Al)I = f(a)e-a da.
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The functionf (a) should be sufficiently "well behaved" such thatfmust be
presentable as a polynomial of sufficient low order (for details see Press et
al., 1992, pp. 121). Therefore, substitutions must be found that cast the
integrals into this form and ensure a well-behaved f(a).
The following identity, which involves the geometric series, is used in
several instances to improve the numerical behavior of the functionf (a) in
Eq. A1:
_ eA2&aa +1 - _2e-aa
(A2)
n-12ev -naa
= oEA2/Le iLaa) + 1 -2&na:
The integration of the self energy
Outside the membrane (z < 0), the self energy function Os obtained from
the Green's function '6, of region 1 was given by Eq. 6 by identifying R'
with R and z' with z and neglecting the infinite vacuum self energy. This
yields
co I1 exp(-2kd)
4s(z < 0) = 2 A exp(2kz) 1 - exp(-2kd) kI- A2 exp(-2kd)0
A 00X e1 -e
ea cda (A3)
z
1e1-, e
I : + l2j$0e-a l~2 a da]Zt + a I + a ie e-a'a'
with
For numerical calculation the same procedure as above ensures a' < 1, ,B'
< 1, and -y' < 1.
Interaction with the membrane charges
The Green's functions %,, %, and 63 from Es. 6, 5, and 7 can be
combined into a single function:
1 1
fk(r, rv) =+ 5Jv gEklIr - r,,Il Ek (A5)
with E1 = E3 = Ew and E2 = EM. The integral .9 is then given by the
general form
Ucc Jo(kleR - R41)ISVj 1 A2 exp(-2kd) {-'A sgn(z,) exp[-k(IzI + IzjI)]
+ A2 sgn(d - z) exp[-k(Id - zl + Id - z,l)] (A6)
+ A2 sgn(d - z) exp[-k(lzl + Id - zJ + d)]} dk.
To obtain working formulae for I , one must consider six different
cases, i.e., z < 0 and 0 < z < d in conjunction with zv < 0, 0 < z, < d,
and d < zv- In the case z < 0 and 0 < z, < d, Eq. A6 becomes
K < o A (00 Jo(kIIR - R,11)
v O < ZV< d) J 1- A2 exp(-2kd)
{ A exp[-k(zv z)] + A2 exp[-k(2d + z. - Z)]
A exp[-k(2d - zv - z)]
+ A2 exp[-k(2d - zv - z)]} dk.
d a
a=-2kz; a=--; a'=1+aa a'=
Z 1+a'
For a >> 1, the function [1 - e-]I/[l - A2e-aI approaches its limiting
value of 1 very rapidly; therefore the numerical integration becomes
inaccurate. This difficulty can be removed by substituting a'.
Inside the membrane in the range of 0 < z ' d/2, the self energy
becomes
A exp(-2kz) + A exp(-2k(d - z))
00
- 2A2 exp(-2kd)
--2 1
- A2 ivrn(-?kd)L dk (A4)
The following substitution is introduced:
a
a = k(z.,- z) => k =z_z
Thus for z < 0, the integral ., becomes
Z <0 Z-
with
-A + A2e-ya
(00
- Ae- 2a + A2&e-y3a
S-= Jo43a) 1-A2e aa e-ada2ea
Jo
1 + ea- 2Ae/-Ya
e-a da,1 - A2e-aa
and
2d
at = z
Zv- Z
||R - R,
zv-z
d
a = 2kz; a =
-;
z
d -Z
=3a-2; and y=a-1.
I:A
z
with
(A7)
71 = a;
(A8)
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Next, the case is considered where the charge lies inside the membrane. ,, for the Green's function A6 becomes
Equation A6 then becomes
O < z< d)
I {--2 exp(-2kd) A exp[-k(z + z,,)]
+ A2 exp[-k(2d - z + z,)]
-Aexp[-k(2d-z-z,v)]
+ A2 exp[-k(2d + z - zv)]} dk.
For numerical integration two cases have to be considered for 0 < z < d:
d > z + z, and d ' z + z,:
f k(z +z,,) for d>z+z,v
a-= k(z+zZv-2d) for d'z+z,v
for d>z+z,
for d'z+z;
Thus for 0 < z < d and d > z + z, the integral 5, becomes
(d>z + Zv z + Zv
with
Z<0 00 J0(kIIR - R,,II)
<)= I 1- A2 exp(-2kd)t + A exp[+k(z + z,)]
- A2 exp[-k(2d-z-zv)]
- A exp[-k(2d - z - zv)]
+ A2 exp[-k(2d - z - zv)]} dk.
The substitution required for numerical integration is given by
a
a = -k(z + z,)=>k =-z + z *
Thus, J, becomes
IV( <° z- + ,,eJJo(gJa) 1i- A2 ada, (A12)
with
2d IIR-RVII
a= ±1+ and 3= Iz +
For (z < 0) A (d < z,), Eq. A6 becomes
(A9) (z < O0 (' Jo(kIIJR - R,]I)
Jvkd < Z,, - 1 - A2 exp(-2kd) { - A exp[-k(z,, - z)]
0
2d
a = 2 + Z,
||R - R,I1
f3-
d-z
yi = 2
d z z
and Y2 = 2 + (AIO)
d -z
z + z,
For 0 < z < d and d s z + zv, the integral 5, becomes
j (O<z<d 12 zd--z +zj - 2d -z
-z
+ A2 exp[-k(2d + z, - z)]
+ A exp[-k(z,, - z)]
- A2 exp[-k(z,, - z)]} dk.
The substitution required for numerical integration is given by
a
a = k(z,-z)=>k = Z - z
Thus, 5 becomes
2d
=
2d - z -z
2dR -RzZl
2d z z4
z
,Yi = 2 2d - z
-Z
z + z,. d
and y2= 2 2d z (Al l)
'y3= 2 Zv2d z z
For all three cases, (z < 0) A (O < zv < d), (O < z < d) A (d > z +
z,), and (O < z < d) A (d ' z + z,), where at least one charge is located
in the membrane, the general form of S,, in Eq. A7 does not change, only
the respective values for the a, ,B, and y's do. Because the energy must be
conserved, the case of (z < 0) A (O < z, < d) equals the case (O < z <
d) A (z,, < 0). There are two additional situations not yet considered: (z <
0) A (z, < 0) and (z < 0) A (d < z,). For (z < 0) A (z, < 0) the integral
(A13)v d < °) - Z t e7aJo(3a) 1-A2e da
0
with
2d IIR-RV1|
ax= and ,3=
Zv-z Zv-z
There is another case, which is only of theoretical importance as a test
for self-consistency (O < z < d) A (z, < 0):
Z( < °
fc~ Jo(kIIR R I1)
=J 1
-(Al exp(_kd){+A exp[-k(z - z,)]I 2ex(2d
a
=>k= z + Zvdz-a
12d - z - z
with
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- A2 exp[-k(2d - z - zv)]
- A exp[-k(2d - z - zv)]
+ A2 exp[-k(2d + z - zv)]} dk.
The substitution required for numerical integration is given by
a = k(z -z)=>k = a
z -Z
,(O<z<d)
-
1
_
Z,,<0 z - zv "
aYkand ykn=l+= with kE {1, 2, 3},
and
JoK, JO(Paf3yl)J(% ,, 'Y2,9' Y3,)ea da
0
4 AK 1
K-I ± YK, II + (f3,j1 + Y)2]1/2
(A15)
with
J +A A2eA>Ya - Ae-y2a + A2e- a
TV = Jo(13a) 1- 2e-a
(1
and
2d ||R-R,11
az= ;- z=z Z, z Z,
d -z
z -Zv
Y2=Y,; and y3act.
Overcoming the oscillation problem
The integrals for the self energy in Eqs. A3 and A4 can easily be computed
by means of a 15-point Gauss-Laguerre integration. The same procedure
also works in the case of charge-charge interaction as long as IZI + IZI is
considerably larger than ||R
-Rl and thus 1B (Eqs. A8, AlO, and All)
remains small. For 3 >> 1, the strong oscillations of the Bessel function J(
require considerably more points for integration.
By means of the substitution a = ln y, the interval of the integration
reduces to [0, 1]. Thus a Gauss-Chebyshev integration could be introduced.
For this method, the formulae for any number of points are known. For the
integration of the self energy, the Gauss-Chebyshev integration required
about 1000 points for similar accuracy compared with the 15-point Gauss-
Laguerre integration. In the case of the charge interaction integral, the
number of points required for reasonable accuracy was about n = 10,3.
Thus for large ,3 (small lzl + z,j and large ||R - RV|), the time for
integration would become prohibitively long.
The problem of integrating the charge interaction energy has been
solved by means of the geometric series of the denominator in the integral
A2. Substitution into A7 leads to
A2 = A4 =-A; A, = A3= A2; and Y4,L = 0.
e- da Lint = Jo(3na) 1i A aa e ada.
e
Although the analytical form of the integral L"' remaining to be
solved is the same as the original one (Eq. A14), the value of On3 has
changed:
(A8) IIR-Rvll
1 + na iz - zVI + 2na
A similar equation holds for the cases where z > 0. Thus Eq. A15 can
be computed using the 15-point Gauss-Laguerre quadrature with reason-
able accuracy if the following relation holds:
|IRV-RV < Iz-ZVl + 2nd.
The same procedure also works in the case where the two considered
charges are outside the membrane. In this case Kvix and L,, have to be
calculated as
K =J.(f3,a)( -e aea)e adaVIL Jo
[1 + 1/2
1 1
1 + a,[1 ±(f1 + a)]/2
and
-V = f Jo(I3a){f "-A2Yeaa e-a da
(x
-e ana
Lext j Jo(i3na) 1 e da
(v
(A14)
=ni A22 +
-~~~Xi+ ," t
,I~+()1
±2n
L nt
I + na vn
with
f(TI, 'Y2,Y3) =-A + A2ee'Yl - Ae-ya + A2e-Y3a
a
an 1I+na' On =1IIn + nae
Limiting formulas for the
charge-charge interaction
Whereas the limiting behavior of the self energy potential function Os
was relatively easy to calculate, the limits for the mirror images of the
charge-charge interactions require a few thoughts. Three limits are of
major interest: 1) both charges are close to the wall lzI + JzJ << d; 2)
both charges are remote from the walls lzl + IzJ >, d; and 3) the
charges include a large distance along the walls ||R- R,11 >> d. The
limits have to be obtained for only two forms of the integral 3 ,: 1) 3.A
from Eq. A7 and 2) 3 B from the Eqs. A12 and A13. The coefficients in
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the integral and the prefactors will change from case to case. The first
case, 1), is considered:
0 /-A + A2&e-Ya - Ae-y2a + A2Ye- 3aO-A = JO(/a) 1e-A2aaa ada.
0
One then obtains the limits:
liM OA = -AJ Jo(1a)e da =-[ + 11/2
IzI+Iz4,/d---o
2A f170
lim9*A = 1 + A Jo(pa)e-ada
lzl + Iz,l/d-w + A
2A 1
1+ A[1 +P2]1/2
2AC0 2A 1
liR JA A JO(Xa)3da
Interestingly, the limits for large IzI + IzjI and large ||R -RJI are very
similar. The other set of F-integrals (Eqs. A12 and A13) are of the form
(m 1-e-laaO?B = J Jo(,Ba) 1eA2aae da.
0
The three limits yield
rX ~~~~~~~1lim ¢B= Jo((a)ea da=[+ 2] 1/2jzj jz^|/d--J
a
lim B =a= &aJo(a)e da [ + f32]3/2
00
a
lim JB = a aJO(3a) da = 33
IIR-R,Vd-O
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