High-frequency spicule oscillations generated via mode conversion by Shoda, Munehito & Yokoyama, Takaaki
Draft version November 6, 2018
Preprint typeset using LATEX style AASTeX6 v. 1.0
HIGH-FREQUENCY SPICULE OSCILLATIONS GENERATED VIA MODE CONVERSION
Munehito Shoda1 and Takaaki Yokoyama2
Department of Earth and Planetary Science, The University of Tokyo
Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan
1shoda@eps.s.u-tokyo.ac.jp
ABSTRACT
Spicule oscillations involve high-frequency components with a typical period approximately corre-
sponding to 40 − 50 s. The typical time scale of the photospheric oscillation is a few minutes, and
thus, the origin of this high-frequency component is not trivial. In this study, a one-dimensional nu-
merical simulation is performed to demonstrate that the observed spicule oscillations originate from
longitudinal-to-transverse mode conversion that occurs around the equipartition layer in the chro-
mosphere. Calculations are conducted in a self-consistent manner with the exception of additional
heating to maintain coronal temperature. The analyses indicate the following features: (1) mode con-
version efficiently excites high-frequency transverse waves; (2) the typical period of the high-frequency
waves corresponds to the sound-crossing time of the mode conversion region; and (3) simulated root-
mean-square velocity of the high-frequency component is consistent with the observed value. These
results indicate that the observation of spicule oscillation provides direct evidence of mode conversion
in the chromosphere.
Keywords: magnetohydrodynamics (MHD) – methods: numerical – Sun: chromosphere – Sun: oscil-
lations
1. INTRODUCTION
In order to sustain the chromospheric and coronal
temperature at an observed level, it is necessary to con-
tinuously supply energy (Withbroe & Noyes 1977; An-
derson & Athay 1989). Various types of waves are emit-
ted from the surface magneto-convection (Alfve´n 1947;
Osterbrock 1961; van Ballegooijen et al. 1998; Steiner
et al. 1998; Chitta et al. 2012; Kato et al. 2016; Oba
et al. 2017), and thus, the wave heating scenario is fre-
quently examined as a candidate of solar atmospheric
heating.
Longitudinal waves are generated by the vertical
motions of the photosphere (Leighton et al. 1962;
Khomenko et al. 2001; Kato et al. 2011, 2016; Oba
et al. 2017). In fact, several observations indicate the
existence of the longitudinal waves in the chromosphere
(Mein & Mein 1976; Tian et al. 2014; Kanoh et al. 2016).
From a theoretical viewpoint, the radiating shock waves
that evolve from longitudinal waves can explain the ob-
served feature of chromospheric spectral line profiles
(Carlsson & Stein 1992, 1997), and this also indicates
the chromospheric longitudinal waves. The longitudinal
waves more or less contribute to the chromospheric heat-
ing. However, they do not supply sufficient energy into
the corona because most of the energy flux of longitudi-
nal waves is consumed inside the chromosphere (Mein &
Schmieder 1981; Kanoh et al. 2016). Therefore, trans-
verse waves are likely to play a role in the corona and
solar wind.
Transverse waves as well as longitudinal waves are ex-
cited on the photosphere (Kulsrud 1955; Spruit 1982;
Edwin & Roberts 1983; Morton et al. 2013) either by
the swaying motion of the flux tube (Steiner et al. 1998)
or the vortex motion inside the flux tube (van Balle-
gooijen et al. 1998, 2011; Iijima & Yokoyama 2017). It
is shown that transverse waves can transport sufficient
energy into the corona both theoretically (Kudoh & Shi-
bata 1999; Cranmer & van Ballegooijen 2005) and ob-
servationally (De Pontieu et al. 2007; McIntosh et al.
2011; Thurgood et al. 2014). Specifically, incompress-
ible (Alfve´n) waves are directly observed in the solar
wind (Coleman 1968; Belcher & Davis 1971). Further-
more, several coronal heating (Hollweg 1986; Suzuki &
Inutsuka 2005; Cranmer et al. 2007; Verdini et al. 2010;
Shoda et al. 2017) and solar wind acceleration (Belcher
1971; Jacques 1977; Heinemann & Olbert 1980) mod-
els successfully explain the observation based on Alfve´n
wave modeling. Therefore, it is important to inves-
tigate the generation, propagation, and dissipation of
transverse waves to clarify the energy budget inside the
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2corona and solar wind.
The chromospheric jets are preferable targets of trans-
verse wave observation. With respect to the spicules
(Beckers 1968; de Pontieu et al. 2007; De Pontieu et al.
2011), Hinode (Kosugi et al. 2007) observation revealed
that a sufficiently high amount of energy is transported
into the corona (De Pontieu et al. 2007; Suematsu et al.
2008; Pereira et al. 2012; Ebadi et al. 2012). Ground-
based observation obtains a similar quantity of trans-
verse waves (Jess et al. 2012). The studies indicate that
the transverse motion involves typical velocity ampli-
tude of 15−25 km s−1 and typical period of 150−350 s.
The observed amplitudes are lower for fibrils and mot-
tles although this could be due to observational con-
straints (Morton et al. 2014). SDO/AIA (Lemen et al.
2012) observation of transverse waves in the transition
region and corona (McIntosh et al. 2011; Thurgood et al.
2014) is consistent with the spicule observation, while
the ground-based observation by CoMP (Tomczyk et al.
2008) results in a significantly lower amplitude (Tom-
czyk et al. 2007), and this could be due to the superpo-
sition along the line of sight. Both the chromospheric
and coronal observation reveal that the typical period
of transverse motion corresponds to a few minutes, and
this is comparable to the time scale of granular motion
(Matsumoto & Kitai 2010).
Interestingly, the detailed analysis of spicule oscilla-
tion shows that they also involve sub-minute scale waves
(He et al. 2009; Okamoto & De Pontieu 2011) with a
typical amplitude of 7 − 8 km s−1 and a typical period
of 40− 50 s. The photospheric horizontal flow does not
exhibit strong power in sub-minute scale (Matsumoto &
Kitai 2010), and thus, the origin of this high-frequency
transverse waves is unclear. This could come from the
fine-scale vortex motions inside the flux tubes (van Bal-
legooijen et al. 1998, 2011; Chitta et al. 2012), although
it is unlikely that these motions will generate the ob-
served swaying motion of spicules. Therefore, it is pos-
sible that high-frequency waves are generated in the in-
terface region between the photosphere and transition
region, i.e., the chromosphere.
The plasma and magnetic field are highly inhomoge-
neous, and the plasma beta is approximately unity in
the chromosphere. Hence, this is a preferable region
for waves to couple with each other (Rosenthal et al.
2002; Bogdan et al. 2003). Longitudinal-to-transverse
mode conversion occurs near the equipartition region
where the sound and Alfve´n speeds coincide and is typi-
cal of these types of coupling processes. Both analytical
(Schunker & Cally 2006; Cally & Goossens 2008) and
numerical (Fedun et al. 2011; Khomenko & Cally 2012;
Santamaria et al. 2015) studies show that the mode
conversion occurs in the chromosphere. Several obser-
vations also indicate the signature of mode conversion
(Jess et al. 2012; Morton et al. 2015).
In this study, we propose a model for the genera-
tion of high-frequency spicule oscillations based on the
mode conversion. The mode conversion is more ef-
ficient for higher-frequency waves (Schunker & Cally
2006; Cally & Goossens 2008). Thus, it is highly likely
that high-frequency transverse waves are likely to ap-
pear in spicules (He et al. 2009; Okamoto & De Pontieu
2011).
The remainder of this study is organized as follows. In
Section 2, we discuss the basic equations and numerical
setup. The calculation results and analysis are discussed
in Section 3, and we summarize the study in Section 4.
2. METHOD
2.1. Basic equations and set-up
The basic equations are as follows:
∂
∂t
(ρA) +
∂
∂z
(ρvzA) = 0, (1)
∂
∂t
(ρvzA) +
∂
∂z
[(
ρvz
2 + p+
B⊥2
8pi
)
A
]
=
(
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ρv⊥2
2
)
dA
dz
− ρgA, (2)
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4pi
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(3)
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(√
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∂
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√
A
]
= 0, (4)
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1
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ρv2 +
B2
8pi
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A
]
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∂
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e+ p+
1
2
ρv2 +
B⊥2
4pi
)
vzA−BzB⊥ · v⊥
4pi
A
]
= −LradA− ∂
∂z
(qcondA)− ρgvzA, (5)
e =
1
γ − 1p (6)
A generalized form of a spherical coordinate system is
used such that the super radial expansion of a flux tube
is considered (Hollweg et al. 1982; Suzuki & Inutsuka
2005) (see Appendix for derivation). The xy plane is
defined as perpendicular to the flux tube while the z
axis is curved along the flux tube. Specifically, A de-
notes the cross section of the flux tube that satisfies the
divergence-free condition of a magnetic field as follows:
BzA = const. (7)
g = 2.74× 104 cm s−2 is the gravitational acceleration,
γ = 5/3 corresponds to the specific heat ratio of the
adiabatic gas, Lrad is the radiative cooling, and qcond
denotes the thermal conductive flux.
Following Kopp & Holzer (1976) and Suzuki & Inut-
suka (2005), the chromospheric flux tube expansion is
3modeled as
A(z) =
Amax exp
(
z−z1
σ1
)
+A1
exp
(
z−z1
σ1
)
+ 1
, (8)
where
A1 = 1− (Amax − 1) exp
(
− z1
σ1
)
. (9)
In this study, we apply Amax = 20 and z1 = σ1 = 1 Mm.
As for thermal conduction, Spitzer-Ha¨rm-type flux is
employed (Spitzer & Ha¨rm 1953).
qcond = −κ0T 5/2 ∂T
∂z
, (10)
where κ0 = 10
−6 in the CGS–Gaussian unit. Approxi-
mated cooling functions are included for both optically
thick and thin radiations as follows:
Lrad = (1− ξ)Lthick + ξLthin, (11)
where ξ denotes the coefficient that controls the contri-
bution of each cooling function. The chromosphere is
dominated by optically thick cooling while the corona is
dominated by optically thin cooling, and thus, ξ is set
as follows:
ξ = exp
[
− ρ
ρtr
]
, (12)
where ρtr = 10
−14 g cm−3 denotes mass density near
the transition region. Following Gudiksen & Nord-
lund (2005), as opposed to directly solving the radiative
transfer (Carlsson & Stein 1997; Guerreiro et al. 2013),
we approximate the optically thick cooling by Newto-
nian cooling. This is formulated as
Lthick =
1
τthick
(e− e0) , (13)
where τthick is a time scale of the cooling, and e0 denotes
an internal energy distribution with a reference temper-
ature model. τthick denotes a function of density that is
given as
τthick = 1.0×
(
ρ
ρ
)−0.4
sec, (14)
where ρ is the mass density at the photosphere. With
respect to Lthin, the following expression is used:
Lthin = nineΛ(T ), (15)
where Λ(T ) is an approximated radiative loss function
(Sutherland & Dopita 1993; Matsumoto & Suzuki 2014).
Additionally, ni and ne are calculated by assuming a
certain ionization degree as a function of temperature.
2.2. Photospheric boundary condition
Photospheric flux tube intensity Bz, is fixed to
200 G. Radial velocity vz, is given as a monochromatic
function in time, while mass density ρ is determined
such that upward waves are excited on the photosphere
as follows:
vz, =
√
2δv sin (2pif0t) , ρ = 10−7
(
1 +
vz,
c
)
g cm−3,
(16)
where δv denotes the photospheric root-mean-square ve-
locity of vz, f0 denotes the input frequency of longitudi-
nal waves, and c denotes the sound speed at the pho-
tosphere. We set δv and f0 to 0.4 km s
−1 and 5 mHz,
respectively. Furthermore, f0 is set close to the most
dominant frequency of the chromospheric longitudinal
waves (Tian et al. 2014; Kanoh et al. 2016).
The transverse velocity fluctuations v⊥, are assumed
to pose a broadband spectrum while the transverse
magnetic field B⊥, is given such that the downward
Elsa¨sser variables (Elsasser 1950) disappear at the pho-
tosphere. The expression is as follows:
v⊥, ∝
∫ fmax
fmin
f−1e2piifdf,
B⊥, = −
√
4piρv⊥,, (17)
where fmin = 1 mHz and fmax = 10 mHz, and the root-
mean-square velocity of each component is 0.4 km s−1.
The vanishing downward Elsa¨sser variables result from
the brevity of numerical calculation. Several previous
studies show the standing waves on the photosphere
(Fujimura & Tsuneta 2009; Kanoh et al. 2016) while
Morton et al. (2011) indicates that the upward propa-
gating mode potentially explains the observation. The
numerical result should be independent of the boundary
condition as long as a sufficient energy is injected into
the atmosphere.
2.3. Numerical method
Basic equations (1)-(6) are solved from the photo-
sphere (z = 0 Mm) to the corona (z = 12 Mm). We use
2400 uniform grid points to resolve the computational
domain. The outgoing (transmitting) boundary condi-
tion (Del Zanna et al. 2001; Suzuki & Inutsuka 2006) is
applied for the top boundary such that unphysical wave
reflection is excluded. Furthermore, an additional heat-
ing is imposed near the top boundary to maintain the
coronal temperature (Iijima & Yokoyama 2015). The
HLLD approximated Riemann solver (Miyoshi & Ku-
sano 2005) is used to solve nonlinear wave propagation.
5th-order accurate WENOZ scheme (Borges et al. 2008)
is used to reduce the numerical dissipation, while third-
order SSP Runge–Kutta method (Shu & Osher 1988)
4Figure 1. Probability distribution function (pdf) of (a) mass density, (b) temperature, and (c) transverse velocity as a function
of height. Dark colors denote high probability with a logarithmic color table.
is used for time integration. The super-time-stepping
method (Meyer et al. 2012, 2014) is used to solve the
thermal conduction, and this significantly reduces the
numerical costs.
3. RESULTS AND DISCUSSION
3.1. Wave dynamics
In Figure 1, we use a probability distribution func-
tion (pdf) to show the structure of the chromosphere
and the corona in a quasi-steady state. The mass den-
sity, temperature, and transverse velocity are plotted as
functions of height. Dark colors denote high probability
with a logarithmic color table. The obtained density,
temperature, and wave amplitude are sufficiently realis-
tic to discuss the chromospheric wave dynamics.
Wave amplitudes should be normalized with respect
to the wave action to discuss the energy flux varia-
tion. With respect to the WKB approximation, wave
action conservation is expressed as (Bretherton & Gar-
rett 1968)
d
dt
(
E
ω′
)
+ (∇ · c)
(
E
ω′
)
= 0, (18)
where E denotes the wave energy, c denotes the group
velocity, and d/dt = ∂/∂t + c · ∇ denotes the material
time derivative. ω
′
is the intrinsic frequency that is de-
fined as
ω
′
= ω − k ·U , (19)
where ω and k denote the wave frequency and wave
number, and U denotes the mean flow. In our study,
mean flow is negligible (U ≈ 0), and therefore, ω′ = ω
is a constant. The action conservation then yields
∂
∂t
E +∇ · (Fwave) = 0, Fwave = Ec, (20)
where Fwave denotes the wave energy flux. Specifically,
in a quasi-steady state, ∂E/∂t ≈ 0 and
FwaveA = const. (21)
The energy flux of upward transverse and longitudinal
waves are as follows:
Ftran =
1
4
ρz+⊥
2
a, (22)
Flong =
1
2
ρv2zc, (23)
where z±⊥ = v⊥ ∓ B⊥/
√
4piρ denote Elsa¨sser vari-
ables and a = Bz/
√
4piρ and c =
√
γp/ρ denote the
Alfve´n and sound speed, respectively. It should be noted
that the Elsa¨sser variables are characteristic variables of
Alfve´n waves in incompressible plasma (Elsasser 1950).
They are not exact characteristic variables in compress-
ible plasma. However, they are expected to yield a good
approximation of transverse wave amplitude (Marsch &
Mangeney 1987; Stone et al. 2008). Eq.s (21), (22) and
(23) yield
1
4
ρz+⊥
2
aA = const., (24)
1
2
ρvz
2cA = const. (25)
The conservation of normalized Elsa¨sser variable ζ+ is
5Figure 2. Space–time plots of (a) normalized transverse
velocity ζ+ and (b) longitudinal velocity ν (see eq. (26)
and eq. (27) for definitions) in the chromosphere. The unit
in the color bar is in km s−1. White lines represent the
equipartition (conversion) layer. The solid line is obtained
with adiabatic sound speed c =
√
γp/ρ while the dashed line
is obtained with isothermal sound speed c =
√
p/ρ.
derived from Eq. (24) as follows:
ζ+
2
= const. where
ζ+ =
(
ρ
ρ
)1/4√
z±⊥
2
, (26)
while the normalized longitudinal velocity ν is derived
from Eq. (25) as follows:
ν2 = const. where
ν =
(
ρ
ρ
)1/4(
p
p
)1/4(
Bz
Bz,
)−1/2
vz. (27)
Dissipation and reflection that are neglected in the
WKB approximation decrease ζ+ and ν with respect
to the height. ζ+ and ν increase only when wave energy
supply exists.
Figure 2 shows the space–time plot of ζ+ and ν. The
solid white line represents the equipartition layer with
adiabatic sound speed (cadi =
√
γp/ρ), while the dotted
white denotes the equipartition layer with isothermal
sound speed (ciso =
√
p/ρ). The sound speed ranges
between cadi and ciso based on the timescale of the New-
tonian cooling and wave period, and thus the equiparti-
tion layer lies between the solid and dotted lines. ζ+
is clearly amplified near the equipartition layer, and
this is especially evident when high ν exists near the
white line. This directly implies that longitudinal-to-
transverse mode conversion occurs near the equiparti-
tion layer, and this is consistent with the results of previ-
ous studies (Bogdan et al. 2003; Schunker & Cally 2006;
Khomenko & Cally 2012). The most important param-
eter for mode conversion, the angle between wave vector
and magnetic field line (the attacking angle α), is zero
in the absence of transverse waves because waves are as-
sumed to propagate along the background field line in
our system. The mode conversion observed in the sim-
ulation is triggered by wave–wave interaction, and thus
the efficiency of each mode conversion event is never pre-
dictable because α changes relative to time based on the
amplitude and phase of the transverse wave. Hence, the
pdf of the transverse velocity (Fig. 1 (c)) is vertically
broadened when compared with the density and tem-
perature. This differs from the results of the previous
studies that consider the interaction between waves and
background magnetic fields.
3.2. Frequency decomposition
In order to perform a detailed analysis, we applied
frequency decomposition into each normalized variable.
With respect to arbitrary variable η(z, t), the decompo-
sition is conducted in the following procedure. First, the
Fourier transformation is applied for each z as
η˜(z, ω) =
1
2piT
∫ T
0
η(z, t) exp(−iωt)dt, (28)
where T = 480 minutes, corresponding to the total sim-
ulation time. From η˜(z, ω), the decomposed values are
calculated as follows:
ηLL(z) =
√∫
|ω|<2pif1
|η˜(z, ω)|2 dω,
ηL(z) =
√∫
2pif1<|ω|<2pif2
|η˜(z, ω)|2 dω,
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Figure 3. Frequency-decomposed, normalized Elsa¨sser
variable ζ+ (solid lines), and longitudinal velocity ν (dashed
lines) as functions of height. 4 × ν is shown instead of ν
for clearer description. Upper (a) and lower (b) panels show
the cases with and without longitudinal wave excitation on
the photosphere, respectively. Red, orange, green, and blue
lines indicate very-low-frequency (ζ+LL, νLL), low-frequency
(ζ+L , νL), high-frequency (ζ
+
H , νH), and very-high-frequency
(ζ+HH , νHH) components, respectively (see Eq.s (28) and (29)
for definitions).
ηH(z) =
√∫
2pif2<|ω|<2pif3
|η˜(z, ω)|2 dω,
ηHH(z) =
√∫
2pif3<|ω|
|η˜(z, ω)|2 dω, (29)
where f1 = 2.5 mHz, f2 = 5 mHz, and f3 = 10 mHz.
We refer to ηHH , ηH , ηL, and ηLL as the very-high-
frequency component, high-frequency component, low-
frequency component, and very-low-frequency compo-
nent, respectively. The normalized Elsa¨sser variable ζ+
and longitudinal velocity ν are decomposed in this man-
Figure 4. Space-time plots of frequency filtered ν with cut-
off frequency of 10 mHz. Panel (a) and (b) correspond to
low-frequency and high-frequency parts, respectively. Units
in the colorbar is km s−1.
ner.
Figure 3 shows the decomposed ζ+ (solid line) and
4 × ν (dashed line) as functions of height. It should
be noted that we focus on 4 × ν as opposed to ν to
provide a better description. Red, orange, green, and
blue lines correspond to the very-high-frequency compo-
nent, high-frequency component, low-frequency compo-
nent, and very-low-frequency component, respectively.
In order to demonstrate the role of mode conversion,
the results with (upper panel) and without (lower panel)
longitudinal wave inputs are simultaneously shown. The
lower panel shows a natural character of Alfve´n wave
propagation in which the low-frequency mode experi-
ences reflection (Velli 1993; Cranmer & van Ballegooi-
jen 2005; Verdini & Velli 2007) while the high-frequency
mode conserves its energy flux (Heinemann & Olbert
1980). The profiles of the low-frequency components
(red and orange lines) in upper and lower panels are
7Figure 5. Schematic picture of the physical process in our simulation.
similar to each other, and this suggests that they are
not influenced by the longitudinal waves while the high-
frequency waves are amplified in the upper panel. This
behavior is consistent with the mode conversion scenario
because higher mode conversion rate is observed (trans-
mission rate is smaller) for high-frequency waves (Schun-
ker & Cally 2006; Cally & Goossens 2008). In fact, ζ+HH
increases when νHH decreases in z = 1.2− 1.8 Mm, and
this demonstrates the energy transport from ν to ζ+.
The selective amplification of high-frequency transverse
waves occurs in this manner.
3.3. Origin of high-frequency waves
In the previous subsection, we have shown that,
via mode conversion, high-frequency longitudinal waves
(νHH) are converted to high-frequency transverse waves
(ζ+HH). Therefore the origin of νHH is the key in our pro-
cess. To clarify it, using Fourier transformation, we de-
compose ν into low-frequency and high-frequency parts
with cut-off frequency of 10 mHz. In Figure 4, we show
the space-time plots of the low-frequency part (a) and
high-frequency part (b). Panel (a) in Figure 4 is similar
with panel (b) in Figure 2 because the input frequency
f0 = 5 mHz is lower than the cut-off frequency. Panel
(b) indicates that there are two origins of high-frequency
longitudinal waves. The first one lies in z = 0.5−1.0 Mm
and this corresponds to upward-wave origin, while the
second one in z = 1.5− 2.0 Mm where downward waves
are generated. Considering the wave momentum conser-
vation, only upward longitudinal waves are converted to
upward transverse waves. Figure 4 indicates that high-
frequency upward longitudinal waves are generated in
z = 0.5 − 1.0 Mm, which is below the conversion re-
gion (z = 1.0 − 1.5 Mm). This is consistent with Fig-
ure 3. The possible physical mechanism of this high-
frequency wave generation is wave steepening, because
high-frequency components are always accompanied by
low-frequency components. However, we cannot rule out
the possibility that the reflected waves play a role, be-
cause high-frequency upward waves are amplified after
they collide with reflected high-frequency waves.
The physical processes in our simulation is summa-
rized in Figure 5. First, longitudinal waves from the
photosphere steepen and high-frequency longitudinal
waves are generated. Such high-frequency longitudinal
waves efficiently convert their mode to transverse waves
by mode conversion, because the transmission rate is
smaller for higher-frequency waves (Schunker & Cally
2006; Cally & Goossens 2008). By the collision between
longitudinal waves and transition region, (type-I) spicule
is generated (Hollweg 1982; Iijima & Yokoyama 2015),
while high-frequency transverse waves probably appear
as high-frequency spicule oscillations (He et al. 2009;
Okamoto & De Pontieu 2011).
3.4. Comparison with observation
Transverse velocities at z = 2 Mm are shown in Figure
6. The middle and right panels depict the low-frequency
and high-frequency components, respectively, as decom-
posed by Fourier analysis with a cut-off period corre-
sponding to 150 s, which approximately equals the up-
per limit of the lifetime of spicules (Pereira et al. 2012)
observed by Hinode. It should be noted that recent ob-
servations by IRIS (De Pontieu et al. 2014) indicate a
longer lifetime of spicules (Skogsrud et al. 2015). Never-
theless, they are beyond the scope of the present study
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Figure 6. Transverse velocities at z = 2 Mm (a) and their low-frequency (b) and high-frequency (c) components. Red and
blue lines indicate vx and vy, respectively. Lower panels show the same quantities with a shorter temporal range.
because the aim of this study includes a comparison with
the Hinode observation. The rms velocities of the high-
frequency components correspond to 5.29 km s−1(vx)
and 4.97 km s−1(vy), respectively. In terms of ampli-
tude, they correspond to 7− 8 km s−1, and this is con-
sistent with the observed value (Okamoto & De Pontieu
2011). Additionally, as shown in the lower left panel of
Fig. 6, the typical period (duration time) of the high-
frequency transverse waves is to 40 s. It should be noted
that the appearance of pulse-like fluctuation has a fre-
quency of f0. The typical period of the pulse is also
in accordance with Okamoto & De Pontieu (2011). A
natural interpretation is that this period represents the
duration time of the mode conversion. Specifically, the
sound crossing time of the equipartition layer τMC is
given as follows:
τMC =
h
c
∣∣∣∣
a=c
=
1
c
[
d
dz
(
a2
c2
)]−1∣∣∣∣∣
a=c
∼ 40 s. (30)
This supports the interpretation.
We require a careful interpretation when we com-
pare our results with observation. Transverse waves in
our simulation are a mixture of fast and Alfve´n waves.
Alfve´n waves are restricted such that they propagate
along the field line while fast waves are refracted due
to the high Alfve´n speed gap between the chromosphere
and the corona (Rosenthal et al. 2002; Bogdan et al.
2003). The refraction is not considered in our simula-
tion, and therefore our calculation potentially overesti-
mates the amplitude of the transverse velocity.
Okamoto & De Pontieu (2011) argue that the energy
flux estimated from observation is slightly lower than
the amount required for coronal heating when the filling
factor is considered. The observed feature is consistent
with high-frequency components of the simulation, and
thus the fore-mentioned study could potentially omit the
low-frequency wave contribution that is not observed by
spicule oscillation. In fact, in our calculation, the energy
9flux of the high-frequency components are a few times
lower than the total energy flux. Thus, the observed flux
is sufficiently high when both the low-frequency waves
(De Pontieu et al. 2007; McIntosh et al. 2011; Thurgood
et al. 2014) and high-frequency waves are considered.
4. SUMMARY
In this study, a numerical simulation was used to
demonstrate that the longitudinal-to-transverse mode
conversion is responsible for the observed spicule oscil-
lation. Figure 2 clearly shows direct evidence of mode
conversion. As a result of the mode conversion, high-
frequency waves are selectively excited in the chromo-
sphere (Fig. 3). The behavior of high-frequency com-
ponent is in agreement with the observed feature (Fig.
6).
Several wave generation and coupling processes exist
in addition to mode conversion in the chromosphere and
corona. For example, Santamaria et al. (2017) indicated
that high-frequency waves are generated near the mag-
netic null point. Mart´ınez-Sykora et al. (2017) showed
that transverse waves are generated by the magnetic
tension force induced by the ambipolar diffusion. The
multi-dimensional effect also induces the other wave cou-
pling processes (Hasan et al. 2005; Hasan & van Balle-
gooijen 2008; Antolin et al. 2015; Murawski et al. 2015).
Wave refraction is potentially important as discussed
in the previous section, (Rosenthal et al. 2002; Bogdan
et al. 2003). Additionally, an increasingly sophisticated
treatment of radiation is potentially essential (Hansteen
et al. 2015; Iijima & Yokoyama 2017; Mart´ınez-Sykora
et al. 2017). In order to overcome these difficulties, it
is necessary to perform a multi-dimensional radiation-
magnetohydrodynamics (RMHD) simulation, and this
will be explored in a future study.
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APPENDIX
A. DERIVATION OF BASIC EQUATIONS
The basic equations used in the study are derived in this appendix. We set a coordinate, z, which is curved along
the background magnetic field line and the other two coordinates, x and y, which are orthogonal to z axis such that
the xy plane is a local sphere. The schematic picture is shown in Figure A1. The coordinate curve that expands with
the field line is capable of nonlinear evolution of Alfve´n waves (Hollweg et al. 1982; Suzuki & Inutsuka 2005; Antolin
et al. 2008; Matsumoto & Shibata 2010). We use several assumptions for the purpose of simplicity. First, x and y are
locally symmetric. We consider a localized region near a thin flux tube in question, and the configuration of the flux
tube is assumed as symmetric in x and y directions. Second, the flux tube is sufficiently thin such that the curvature
of z axis is negligible when compared with x and y axes. This is equivalent to the idea that the scale factors depend
only on z. Therefore, the z derivatives of basis vectors are not considered. Given these assumptions, the derivatives
of basis vectors in this system are expressed as follows:
∂
∂x
ex = − 1
h
ez,
∂
∂y
ex = 0,
∂
∂z
ex = 0,
∂
∂x
ey = 0,
∂
∂y
ey = − 1
h
ez,
∂
∂z
ey = 0, (A1)
∂
∂x
ez =
1
h
ex,
∂
∂y
ez =
1
h
ey,
∂
∂z
ez = 0,
where h represents a scale factor determined by the structure of the flux tube. One-dimensionality is assumed in
which any physical variable depends only on z. The solenoidal condition of the background magnetic field yields the
following: [
ex
∂
∂x
+ ey
∂
∂y
+ ez
∂
∂z
]
· (Bzez) = 2
h
Bz +
d
dz
Bz = 0. (A2)
With respect to arbitrary h, it is possible to determine A such that
1
h
=
1
2A
dA
dz
. (A3)
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Figure A1. Schematic picture of the coordinate system in this study.
If we rewrite the solenoidal condition in terms of A, Eq. (7) is derived as follows:
Bz
A
dA
dz
+
d
dz
Bz =
1
A
d
dz
(ABz) = 0. (A4)
ABz is conserved along the magnetic field line, and therefore A denotes the cross section of the flux tube. Given (A1),
in terms of A, ∇ · f and (f · ∇) g are expressed as follows:
∇ · f = 1
A
∂
∂z
(Afz) , (A5)
(f · ∇) g =
[
1
2A
dA
dz
fxgz + fz
∂
∂z
gx
]
ex +
[
1
2A
dA
dz
fygz + fz
∂
∂z
gy
]
ey +
[
− 1
2A
dA
dz
(fxgx + fygy) + fz
∂
∂z
gz
]
ez, (A6)
The ideal MHD equations are as follows (Priest 2014):
∂
∂t
ρ+∇ · (ρv) = 0, (A7)
∂
∂t
(ρv) + v∇ · (ρv) + (ρv · ∇)v = −∇
(
p+
B2
8pi
)
+
1
4pi
(B · ∇)B, (A8)
∂
∂t
B + (v · ∇)B = − (∇ · v)B + (B · ∇)v, (A9)
∂
∂t
e+∇ · (ev) + p∇ · v = 0. (A10)
Given Eqs. (A5) and (A6), the MHD equations in our coordinate system are derived. For example, the conservation
of mass is obtained from Eqs. (A5) and (A7) as follows:
∂
∂t
ρ+
1
A
∂
∂z
(ρvzA) = 0, (A11)
This is equivalent to Eq. (1). The equation of motion of z component is given from Eqs. (A5), (A6) and (A8) as
follows:
∂
∂t
(ρvz) +
vz
A
∂
∂z
(ρvzA)− ρ
2A
dA
dz
(
v2x + v
2
y
)
+ ρvz
∂
∂z
vz = − ∂
∂z
(
p+
B2
8pi
)
− 1
2A
dA
dz
(
B2x +B
2
y
4pi
)
+
Bz
4pi
∂
∂z
Bz.
(A12)
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The following relations are used:
vz
A
∂
∂z
(ρvzA) + ρvz
∂
∂z
vz =
1
A
∂
∂z
(
ρv2zA
)
,
∂
∂z
p =
1
A
∂
∂z
(pA)− p 1
A
dA
dz
,
∂
∂z
(
B2⊥
8pi
)
+
1
2A
dA
dz
(
B2⊥
4pi
)
=
1
A
∂
∂z
(
B2⊥
8pi
A
)
,
where B⊥ = Bxex +Byey, and thus Eq. (A12) yields the following:
∂
∂t
(ρvz) +
1
A
∂
∂z
[(
ρv2z + p+
B2⊥
8pi
)
A
]
=
(
p+
ρv2⊥
2
)
dA
dz
. (A13)
The gravitational acceleration −ρg is added to the right-hand side, and the equation is multiplied by A to obtain Eq.
(2). The other equations are derived in a similar manner.
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