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Zusammenfassung
Parita¨tsspiele sind unendliche Zwei-Personen-Spiele, hier betrachtet auf endlichen Gra-
phen. Eine Partie ist ein unendlicher Pfad durch den Graphen, der von den beiden
Spielern durch wechselseitige Wahl von Knoten aufgebaut wird. Der Gewinner der Par-
tie ist durch die in ihr unendlich oft auftretenden Knoten festgelegt.
Das Problem der Lo¨sung von Parita¨tsspielen (d.h. die Bestimmung des Gewin-
ners fu¨r Partien von einem gegebenen Anfangsknoten aus sowie einer Gewinnstrategie)
geho¨rt zur Komplexita¨tsklasse NP ∩ co-NP. Es ist eines der Kernprobleme der Theorie
der Programmverifikation, denn viele Model-Checking-Probleme lassen sich in Poly-
nomzeit auf die Lo¨sung von Parita¨tsspielen reduzieren.
In der vorliegenden Arbeit wird ein neuer Algorithmus zur Lo¨sung von Parita¨ts-
spielen vorgestellt. Im Gegensatz zu den bisherigen diskreten Verfahren folgt er einem
Ansatz der Strategieverbesserung, wie er bereits fu¨r stochastische Spiele bekannt ist.
Anders als fu¨r die Verfahren der Literatur ist noch kein Beispiel bekannt, welches ei-
ne exponentielle Laufzeit belegen wu¨rde. Der Algorithmus basiert auf einer neuartigen
Bewertung unendlicher Partien.
Abstract
Parity games are infinite two person games, here considered on finite graphs. A play is
an infinite path in the graph, whose vertices are chosen by the two players in alternation.
The winner of the play is determined by the vertices that are visited infinitely often in
the play.
The problem of solving a parity game (i.e., finding the winner for plays starting in
a given vertex and the construction of a winning strategy) belongs to the complexity
class NP ∩ co-NP. It is one of the core problems in the theory of program verification,
because many model checking problems can be reduced to solving parity games by a
polynomial time reduction.
In this thesis a new algorithm for solving parity games is presented. Contrary to
known discrete procedures this one uses the method of strategy improvement as it is
already known from stochastic games. Unlike for procedures in the literature, no exam-
ple is known for the present algorithm which requires polynomial time. The algorithm
is based on a new kind of valuation for infinite plays.
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Kapitel 1
Einleitung
Ein großer Teil der heutigen Informatik-Systeme folgt nicht mehr dem klassischen
Paradigma der Transformation von Daten (von Eingabe zu Ausgabe), sondern
wird durch nichtterminierende reaktive Prozesse realisiert. Kennzeichen solcher
Prozesse ist, dass ihre Berechnungen nicht mit einem Ausgabe-Ergebnis enden,
sondern dass ihre Aktionen in andauerndem Wechselspiel mit der jeweiligen Um-
gebung ausgefu¨hrt werden, ohne dass in der Regel ein Endzustand erreicht wird.
Milner hat diese Entwicklung durch das Motto
’
computing is interaction‘ be-
schrieben ([Mil89]).
Die klassischen Berechnungsmodelle (wie etwa Turingmaschine, endlicher Au-
tomat mit der u¨blichen Semantik) sind diesem neuen Paradigma nicht angepasst.
Ausgehend von Arbeiten der sechziger Jahre von Church [Chu63], Bu¨chi [Bu¨c62],
Rabin [Rab69] und anderen ru¨ckte in den letzten Jahren ein einfaches Modell
reaktiver Systeme in den Vordergrund, das auch Gegenstand der vorliegenden
Arbeit ist. Es handelt sich um die unendlichen Zweipersonen-Spiele auf endlichen
Graphen. Hier wird die Reaktivita¨t durch das Wechselspiel zwischen den zwei
Spielern erfasst, die
’
Korrektheit‘ des unendlichen Verhaltens dagegen durch Ge-
winnbedingungen an unendliche Partien.
Spielgraphen
Ein endliches System (ein System mit endlich vielen Zusta¨nden) wird dabei durch
einen endlichen
’
Spielgraphen‘ repra¨sentiert. Seine Knoten sind die Zusta¨nde des
betrachteten Gesamtsystems, dessen Verhalten durch zwei Parteien, die Spieler,
bestimmt wird. Als Namen fu¨r die beiden Spieler verwenden wir 0 und 1. Jeder
Zustand (Knoten) v ist einem der Spieler zugeordnet, und von v aus kann dieser
Spieler durch Wahl einer ausgehenden Kante zum Zielpunkt dieser Kante u¨ber-
gehen. Man kann sich vorstellen, dass auf diese Weise eine Marke von Knoten zu
Knoten verschoben wird, und zwar abwechselnd durch beide Spieler, wenn die Zu-
ordnung der Knoten zu den Spielern dies vorschreibt. Die Partien sind unendlich
lang. Eine Partie wird von einem festzulegenden Knoten aus begonnen, worauf die
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Spieler entsprechend der Knotenzuordnung ihre Zu¨ge durchfu¨hren. Eine Partie
la¨sst sich als unendliche Folge der besuchten Knoten ansehen. Spieler 0 gewinnt
eine Partie, wenn eine vorgegebene Gewinnbedingung an diese Partie erfu¨llt ist.
Fu¨r die Form dieser Gewinnbedingung gibt es viele Mo¨glichkeiten.
Automatentheoretische Gewinnbedingungen
In der vorliegenden Arbeit verfolgen wir den Fall, dass der Gewinn einer Partie
(etwa durch Spieler 0) von der Menge der unendlich oft besuchten Knoten der
betrachteten Partie abha¨ngt. In Kapitel 2 wird eine Reihe solcher Gewinnbedin-
gungen genauer beschrieben.
Diese Gewinnbedingungen greifen auf die Theorie der ω-Automaten zuru¨ck.
Dabei gewinnt Spieler 0 genau die Partien, die der betrachtete Automat akzep-
tiert. Die Betrachtung von Automaten mit unendlichen La¨ufen geht auf Bu¨chi
([Bu¨c62]) zuru¨ck. Spa¨ter wurden weitere ω-Automatentypen eingefu¨hrt durch
Muller ([Mul63]) Rabin ([Rab72]) und Streett ([Str82]). Eine Schlu¨sselstellung
nimmt die so genannte Parita¨tsbedingung ein, die von Emerson und Jutla ([EJ91])
und vorher schon in anderer Formulierung von Mostowski ([Mos84]) eingefu¨hrt
wurde. In diesem Fall sind den Knoten des Spielgraphen Farben zugeordnet und
diese Farben sind nummeriert. Eine Partie erfu¨llt die Gewinnbedingung fu¨r Spie-
ler 0, wenn die gro¨ßte in ihrem Verlauf unendlich oft vorkommende Farbe gerade
ist.
Aus den Arbeiten von Emerson, Jutla und Mostowski folgt, dass sich alle
oben genannten Akzeptierbedingungen auf die Parita¨tsbedingung zuru¨ckfu¨hren
lassen. Dabei ist jedoch eine Vergro¨ßerung des Zustandsraumes der betrachte-
ten Automaten notwendig. Insbesondere kann der aus einem Muller-Automaten
konstruierte Parita¨tsautomat exponentiell gro¨ßer sein kann als der gegebene.
Konstruktion von Gewinnstrategien
Ist ein Spielgraph mit automatentheoretischer Gewinnbedingung gegeben, stellen
sich drei grundlegende algorithmische Fragen:
1. Kann man zu jedem Knoten v des Spielgraphen entscheiden, ob Spieler 0
(bzw. Spieler 1) von v aus eine Gewinnstrategie besitzt?
2. Welche Verfahren genu¨gen zur Ausfu¨hrung von Gewinnstrategien (z.B. rea-
lisiert durch bestimmte Typen abstrakter Automaten)?
3. Kann man solche Gewinnstrategien effektiv bestimmen?
Aus Ergebnissen der deskriptiven Mengenlehre folgt zur ersten Frage, dass
von jedem Knoten des betrachteten Spielgraphen aus einer der beiden Spieler
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eine Gewinnstrategie besitzt. Dies ergibt sich aus der Tatsache, dass die automa-
tentheoretischen Gewinnbedingungen zu Spielen fu¨hren, die in der deskriptiven
Mengenlehre zur zweiten Stufe der Borel-Hierarchie geho¨ren, also determiniert
sind.
Einen Durchbruch in der Beantwortung der genannten Fragen erzielten Bu¨chi
und Landweber [BL69], indem sie fu¨r endliche Spielgraphen mit Muller-Gewinn-
bedingung folgendes zeigten:
1. Man kann algorithmisch entscheiden, welcher der beiden Spieler von einem
gegebenen Knoten eines Spielgraphen aus eine Gewinnstrategie besitzt.
2. Eine solche Gewinnstrategie ist durch einen endlichen Automaten mit Aus-
gabe realisierbar; man beno¨tigt also nur einen Speicher fester Gro¨ße (fu¨r den
jeweils bisherigen Verlauf einer Partie), um darauf aufbauend die richtige
Zugwahl zu treffen.
3. Ein derartiger
’
Strategieautomat‘ ist aus dem Spielgraphen und der Ge-
winnbedingung effektiv konstruierbar.
Ein entscheidender weiterer Schritt in dieser Analyse wurde durch Emerson
Jutla und Mostowski ([EJ91, Mos84]) erreicht: Ist die Gewinnbedingung als Pa-
rita¨tsbedingung gegeben, so genu¨gen fu¨r beide Spieler jeweils Gewinnstrategien,
die positional sind. Solche Strategien treffen die Kantenauswahl nur anhand der
jeweils erreichten Knoten, beno¨tigen also keinen Speicher fu¨r den vorangehenden
Teil der Partie.
Wie Thomas in [Tho95] gezeigt hat, la¨sst sich auch die Lo¨sung von Muller-
Spielen auf die Analyse von Parita¨tsspielen zuru¨ckfu¨hren, wenn man den Spiel-
graphen entsprechend expandiert (allerdings um einen exponentiellen Faktor).
Eine positionale Strategie (etwa fu¨r Spieler 0), wie sie fu¨r Parita¨tsspiele ge-
nu¨gt, ist durch eine Teilmenge der Kantenmenge definiert (in der fu¨r jeden Kno-
ten von Spieler 0 genau eine ausgehende Kante aufgenommen ist). Ein triviales
Verfahren zur Bestimmung einer Gewinnstrategie besteht also darin, eine Kan-
tenmenge zu
’
raten‘ und dann die Eigenschaft zu pru¨fen, ob sie tatsa¨chlich eine
Gewinnstrategie repra¨sentiert, was sich in Polynomzeit durchfu¨hren la¨sst. Hieraus
ergibt sich, dass das Problem der Bestimmung der Gewinnknoten von Spieler 0
zur Komplexita¨tsklasse NP geho¨rt. Gema¨ß Symmetrie zwischen Spieler 0 und
Spieler 1 ist das Problem sogar in der Komplexita¨tsklasse NP ∩ co-NP. Jurd-
zin´ski hat in [Jur98] gezeigt, dass das Problem auch in der Klasse UP ∩ co-UP
liegt. Eine wichtige Frage der aktuellen Forschung zielt auf die Kla¨rung, ob das
Problem in Polynomzeit lo¨sbar ist.
Hauptresultat
In dieser Arbeit wird ein neues Verfahren zur Lo¨sung von Parita¨tsspielen vor-
gestellt. Es verfolgt einen anderen Ansatz als die bisher bekannten diskreten
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Konstruktionen von McNaughton ([McN93, Tho95]) und Jurdzin´ski ([Jur00b]).
Diese Verfahren diskutieren wir einleitend in Kapitel 2. Unser Ansatz folgt einer
Idee von Puri ([Pur95]). In dieser Dissertation wurde ein Optimierungsverfah-
ren beschrieben, welches eine gegebene Strategie durch sukzessive Modifikation
der Kantenauswahl nach einem geeigneten Kriterium
’
optimiert‘. Die Schwierig-
keit in Puris Verfahren liegt in der Verwendung reeller Zahlen zur Definition des
Optimalita¨tskriteriums, welche mit hoher Genauigkeit berechnet werden mu¨ssen.
Die Bestimmung dieser Genauigkeit ist nicht trivial und macht eine praktische
Durchfu¨hrung des Verfahrens problematisch.
Kernpunkt des Beitrags der vorliegenden Arbeit ist die Einfu¨hrung einer
(recht elementaren) diskreten Bewertungsstruktur, die zweierlei erfu¨llt:
1. Die Durchfu¨hrung der Optimierungsschritte ist in Polynomzeit mo¨glich
(und zwar in Zeit O(n3), wobei n die Anzahl der Knoten des Spielgraphen
ist).
2. Die Ergebnisse der Optimierungsschritte lassen sich in Korrespondenz zu
denen nach Puris Verfahren bringen.
Hierdurch wird einerseits eine Bru¨cke zwischen dem
’
kontinuierlichen‘ Be-
wertungsschema nach Puri und diskreten Bewertungen geschlagen, andererseits
erstmalig ein Strategieoptimierungsverfahren entwickelt, dessen Iterationsschritte
effizient durchfu¨hrbar sind.
Die Anzahl der Iterationsschritte ist allerdings (bisher) nicht durch ein Po-
lynom abscha¨tzbar, so dass die allgemeine Frage nach der Polynomzeit-Lo¨sung
fu¨r Parita¨tsspiele offen bleibt. Allerdings ist es nun mo¨glich, diese Frage anhand
des in dieser Arbeit vorgestellten konkreten Algorithmus, des diskreten Stra-
tegieverbesserungsalgorithmus (dSVA), zu studieren: Gelingt insbesondere eine
Beschra¨nkung der Iterationsschritte durch ein Polynom, so ist das Parita¨tsspiel-
Problem gelo¨st und als polynomial lo¨sbar nachgewiesen.
Anwendungen 1: Controller-Synthese
Der Anwendungshorizont dieser algorithmischen Resultate zur Strategiesynthese
zerfa¨llt in zwei Bereiche. Zuna¨chst bedeutet die algorithmische Konstruktion von
Gewinnstrategien in Parita¨tsspielen, dass man in den entsprechenden reaktiven
Systemen fu¨r einen der beiden Spieler den Gewinn durch eine algorithmisch be-
stimmte Strategie garantieren kann. Trifft dies auf Spieler 0 zu, so kann man
ihn als Controller in seiner Umgebung sehen, der bei beliebigen Aktionen seiner
Umgebung sicherstellt, dass die entstehenden Partien der vorgelegten Gewinnbe-
dingung genu¨gen. Damit ist also die algorithmische Konstruktion von Gewinn-
strategien ein Zugang zur automatischen Synthese von Controllern.
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Anwendungen 2: Model-Checking (Verifikation)
Ein zweites Anwendungsfeld ist in den vergangenen Jahren intensiv studiert wor-
den: das Model-Checking-Problem fu¨r den µ-Kalku¨l. Dieses wird in der vorlie-
genden Arbeit u¨ber eine Implementierung des diskreten Strategieverbesserungs-
Algorithmus na¨her untersucht.
Ziel der Verifikation ist es zu zeigen, dass ein zustandsbasiertes System un-
ter Einhaltung einer Spezifikation arbeitet (Zustandsu¨berga¨nge durchfu¨hrt). Eine
Spezifikation ist eine Beschreibung der gewu¨nschten Eigenschaften von Abla¨ufen
(Zustandsfolgen) des Systems.
Wir sehen ein zustandsbasiertes System als ein Transitionsystem an, das sich
zu jeder Zeit in genau einem Zustand befindet und zu gewissen Zeitpunkten in
einen anderen Zustand u¨bergeht. Dabei abstrahieren wir von den Zeitabsta¨nden
zwischen solchen A¨nderungen. Ein solches Transitionssystem la¨sst sich als ein
Graph darstellen, dessen Knoten die Zusta¨nde des Systems sind und dessen Kan-
ten die Zustandsu¨berga¨nge (Transitionen) des Systems repra¨sentieren.
Zur Beschreibung der Eigenschaften eines Systems existieren verschiedene For-
malismen. Ein Formalismus, in den sich viele Spezifikationssprachen einbetten
lassen (wie z.B. temporale Logiken), ist der µ-Kalku¨l ([Koz83]). Die Frage, ob
ein gegebenes System eine in einer Logik L formulierte Eigenschaft besitzt, nennt
man das Model-Checking-Problem ([CES86]) fu¨r L.
Es existieren verschiedene Verfahren zur Lo¨sung des Model-Checking-Pro-
blems fu¨r den µ-Kalku¨l (Tableau-Verfahren, Umformulierung in boolesche Glei-
chungsysteme und deren Lo¨sung durch Gaußelimination [Mad97]). Von Emerson,
Jutla und Sistla wurde in [EJS93] gezeigt, dass das Model-Checking-Problem des
µ-Kalku¨ls polynomzeit-a¨quivalent zur Bestimmung der Gewinnbereiche eines un-
endlichen Spiels mit Parita¨tsgewinnbedingung ist. Damit liefert jeder Strategie-
synthesealgorithmus fu¨r Parita¨tsspiele auch ein Model-Checking-Verfahren.
Die in [EJS93] beschriebene Transformation liefert zu einem Model-Checking-
Problem ein Parita¨tsspiel, dessen Gro¨ße linear in dem Produkt der Gro¨ßen von
Systembeschreibung und zu verifizierenden Eigenschaften ist. Dabei entsteht das
Parita¨tsspiel aus dem Transitionssystem und der die Systemeigenschaft beschrei-
benden Formel. Wir stellen ein alternatives Verfahren zur Konstruktion des Pa-
rita¨tsspiels vor, das ebenfalls Spielgraphen linearer Gro¨ße erzeugt, aber ohne
den in [EJS93] verwendeten Zwischenschritt u¨ber
’
Parita¨tsbaumautomaten‘ aus-
kommt. Dadurch bleiben die Struktur des Transitionssystems der Systembeschrei-
bung und der Formel besser in dem entstehenden Parita¨tsspiel erhalten.
Gliederung
Im zweiten Kapitel werden theoretische Grundlagen unendlicher Spiele beschrie-
ben und notwendige Notationen eingefu¨hrt. Weiterhin werden zwei bereits be-
kannte Algorithmen zur Strategiekonstruktion fu¨r Parita¨tsspiele vorgestellt.
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Das dritte Kapitel entha¨lt das Hauptergebnis dieser Arbeit. Es wird ein Algo-
rithmus zur Strategiesynthese fu¨r Parita¨tsspiele, der diskrete Strategieverbesser-
ungs-Algorithmus (dSVA), vorgestellt. Weiterhin wird auf den Zusammenhang
zum Strategiesynthesealgorithmus fu¨r Discounted-Payoff-Spiele von Puri einge-
gangen.
Im vierten Kapitel wird auf den Zusammenhang zwischen dem modalen µ-
Kalku¨l und Parita¨tsspielen eingegangen. Es wird gezeigt, wie sich ein Model-
Checking-Problem, das mit Hilfe des µ-Kalku¨ls spezifiziert ist, auf das Ermitteln
der Gewinnbereiche in einem Parita¨tsspiel zuru¨ckfu¨hren la¨sst.
Das fu¨nfte Kapitel geht auf die Implementierung des dSV-Algorithmus und
der Transformation von Model-Checkingproblemen in Parita¨tsspiele ein. Es wird
die automatentheoretische Experimentierplattform omega beschrieben sowie die
Anwendung dieser Implementierung anhand kleiner Fallstudien erla¨utert.
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Notationen
Das Symbol N bezeichnet die Menge der nicht-negativen, ganzen Zahlen (d.h.
insbesondere 0 ∈ N). Zur Bezeichnung eines endlichen Anfangsstu¨cks der natu¨rli-
chen Zahlen verwenden wir fu¨r alle n ∈ N die Abku¨rzungen:
[n] = {i ∈ N|i < n}.
Bei Verwendung der Quantorenlogik folgen wir der Konvention, dass Quan-
toren am schwa¨chsten binden.
Ist M eine Menge und R ⊆ M ×M eine Relation auf M , so verwenden wir
fu¨r alle a ∈M und A ⊆M die Abku¨rzungen:
aR = {m ∈M | aRm},
AR = {m ∈M | ∃a ∈ A: aRm},
Ra = {m ∈M | mRa},
RA = {m ∈M | ∃a ∈ A: mRa}.
Kapitel 2
Unendliche Spiele
Dieses Kapitel fu¨hrt in die fu¨r diese Arbeit notwendigen Grundlagen der Theorie
der unendlichen Spiele u¨ber endlichen Graphen ein. Es werden zuna¨chst Spielgra-
phen mit gebra¨uchlichen Gewinnbedingungen fu¨r endliche und unendliche Partien
vorgestellt. Danach wird genauer auf Spiele mit Parita¨tsgewinnbedingung einge-
gangen, und es werden verschiedene Ansa¨tze zur Lo¨sung dieser Spiele (d.h. zur
Gewinnstrategiekonstruktion fu¨r diese Spiele) beschrieben. Im letzten Abschnitt
wird ein Verfahren zur Gewinnstrategiekonstruktion fu¨r Parita¨tsspiele beschrie-
ben, welches sich auf unendliche Spiele mit reellen Bewertungen (Payoff-Spiele)
bezieht.
2.1 Spielgraphen und Gewinnbedingungen
Ein Spielgraph G = (V,E) besteht aus einer endlichen Menge V von Knoten, die
sich in zwei Mengen V0 und V1 aufteilt, und einer Menge von Kanten E ⊆ V ×V ,
wobei vE 6= ∅ fu¨r alle v ∈ V ist. Eine Partie ist eine unendliche Folge pi =
pi0pi1pi2 . . . ∈ V ω mit pikEpik+1 fu¨r alle k ∈ N. Eine Partie wird von zwei Spielern,
Spieler 0 und Spieler 1, gespielt. Die Knoten in V0 geho¨ren Spieler 0 und die in V1
Spieler 1: Die Fortsetzung einer Partie von einem Knoten u in V0 (bzw. V1) erfolgt
durch Spieler 0 (bzw. 1), der eine Kante (u, v) wa¨hlt und damit den na¨chsten
Knoten v der Partie bestimmt. Die Menge Π = {pi ∈ V ω | ∀k ∈ N: pikEpik+1}
bezeichne die Menge aller Partien (u¨ber dem zugrundeliegenden Graphen). Wir
bezeichnen mit Pref(Π) die Menge aller endlichen Partiepra¨fixe von Partien in Π.
Beispiel
Ein Spielgraph, der auch im folgenden Kapitel zur Illustration verwendet wird, ist
in Abbildung 2.1 angegeben. Bei der graphischen Darstellung von Spielgraphen
werden Knoten von Spieler 0 stets als Kreise dargestellt und Knoten von Spieler 1
als Quadrate.
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Abbildung 2.1: Spielgraph G1.
Eine Strategie fu¨r Spieler i von der Knotenmenge S ⊆ V aus ist eine Funktion
ρ : Pref(Π) ∩ SV ∗ ∩ V ∗Vi → V,
fu¨r die fu¨r alle w ∈ Pref(Π) ∩ SV ∗ auch wρ(w) ∈ Pref(Π) gilt. Dies bedeutet:
Eine Strategie fu¨r Spieler i von S ⊆ V aus liefert zu jedem Partiepra¨fix, das in
S beginnt und in einem Knoten von Spieler i endet, einen Knoten, der an das
gegebene Partiepra¨fix angefu¨gt ein neues Partiepra¨fix ergibt.
Eine Strategie ρ von S aus heißt positional (oder auch geda¨chtnislos oder
memoryless), falls fu¨r jeden Knoten v ∈ Vi gilt:
ρ(w) = ρ(w′) fu¨r alle w,w′ ∈ Pref(Π) ∩ SV ∗ ∩ V ∗v.
Die Menge der von S erreichbaren Knoten ist:
R = {v ∈ V |∃w ∈ Pref(Π) ∩ SV ∗ ∩ V ∗v}.
Die Strategiefunktion einer positionalen Strategie ρ schreiben wir verku¨rzend als:
ρ¯ : R ∩ Vi → V
definiert durch:
ρ¯(v) = ρ(w) fu¨r w ∈ Pref(Π) ∩ SV ∗ ∩ V ∗v.
Man beachte, dass ρ¯ wohldefiniert ist: Weil ρ positional ist, kann jeweils ein
beliebiger unter den mo¨glichen Werten fu¨r w ausgewa¨hlt werden.
Da die Funktionen ρ¯ und ρ miteinander vertra¨glich sind (d.h. ρ¯(v) = ρ(v) fu¨r
alle v ∈ S ∩Vi), werden wir im Folgenden keine abweichende Bezeichnung fu¨r die
verku¨rzende Schreibweise der Strategie mehr verwenden (d.h. wir schreiben auch
ρ anstelle von ρ¯).
Eine positionale Strategie auf einer Menge R ⊆ V bezeichnen wir auch als
uniforme Strategie, um hervorzuheben, dass sich der Spieler unabha¨ngig vom An-
fangsknoten der Partie in jedem einzelnen erreichten Knoten stets gleich verha¨lt.
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Durch eine Gewinnbedingung wird jeder Partie ein Gewinner zugeordnet. Trifft
die Gewinnbedingung auf eine Partie zu, so gewinnt Spieler 0 diese Partie und
anderenfalls Spieler 1.
Existiert fu¨r einen Spieler eine Strategie, mit der er von einem Knoten v
aus jede nach diese Strategie gespielte Partie gewinnt, so heißt dieser Knoten v
Gewinnknoten fu¨r diesen Spieler. Wir bezeichnen die Menge der Gewinnknoten
von Spieler 0 mit Win0 und von Spieler 1 mit Win1. Diese beiden Mengen heißen
auch die Gewinnbereiche des Spiels.
2.1.1 Theorie der Spiele und automatentheoretischer Hin-
tergrund
Die Theorie der unendlichen Spiele wurde erstmalig im Rahmen der
”
deskriptiven
Mengenlehre“ eingefu¨hrt ([Kec94, Mos80]).
Fu¨r diese Theorie betrachtet man spezielle Spielgraphen: Als Spielgraph (V,E)
dient hier ein Baum, dessen Knotenmenge V = {0, 1}∗ ist und die sich auf V0 =
{w ∈ {0, 1}∗ | |w| gerade} fu¨r Spieler 0 und V1 = {w ∈ {0, 1}∗ | |w| ungerade} fu¨r
Spieler 1 aufteilt. Die Kantenmenge ist E = {(w,wi) | w ∈ {0, 1}∗ ∧ i ∈ {0, 1}}.
Mit einer Menge M ⊆ {0, 1}ω von Pfaden la¨sst sich auf diesem Spielgra-
phen, wie in [GS53] beschrieben, ein Gale-Stewart-Spiel Γ(M) definieren, dessen
Gewinnbedingung genau die Pfade aus M als Gewinnpartien von Spieler 0 fest-
legt. Bei diesem Spiel ist man u¨blicherweise nur an Partien interessiert, die im
Wurzelknoten  des Baumes beginnen.
Ein Spiel heißt determiniert, wenn die Existenz einer Gewinnstrategie fu¨r
einen der beiden Spieler garantiert werden kann. Eine zentrale Frage der deskrip-
tiven Mengenlehre ist, welche Spiele determiniert sind. Ein Ansatz zur Untersu-
chung dieser Frage liegt in der Einteilung der Spiele Γ(M) anhand der zugrun-
deliegenden Pfadmengen M . Dazu betrachtet man Klassifikationen der mengen-
theoretischen Topologie, so insbesondere die Borel-Hierarchie u¨ber der Cantor-
Topologie auf {0, 1}ω. Damit teilt man die Spiele nach der Platzierung ihrer
Gewinnpfadmengen in der Borel-Hierarchie ein.
Gale und Stewart [GS53] haben gezeigt:
M abgeschlossen ⇒ Γ(M) determiniert.
Die daran anschließenden Untersuchungen kulminierten in dem Satz von Martin
[Mar75]:
M Borel-Menge ⇒ Γ(M) determiniert.
Andererseits folgt aus dem Auswahlaxiom, dass es nicht-determinierte Spiele gibt.
In der axiomatischen Mengenlehre hat man daher das
”
Axiom der Determiniert-
heit“ (das die Determiniertheit von Γ(M) fu¨r jede Menge M ⊆ {0, 1}ω fordert)
als Alternative zum Auswahlaxiom studiert.
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In den Spielen, die in der Informatik betrachtet werden, kommen vorwie-
gend Gewinnbedingungen auf der ersten und zweiten Ebene der Borel-Hierarchie
vor. Die Gewinnbedingungen sind motiviert durch Akzeptierbedingungen der ω-
Automatentheorie. Diese wurde von Bu¨chi, McNaughton, Rabin, u.a. ab etwa
1960 entwickelt.
Akzeptierbedingungen beziehen sich hier auf die Zustandsfolgen, die ein ω-
Automat auf einem gegebenen Eingabewort annimmt.
Betrachtet man den Graphen eines Automaten als Spielgraphen, teilt also die
Zusta¨nde auf beide Spieler auf, so kann man den Gewinn einer Partie durch die
Akzeptierbedingung des Automaten definieren. Entsprechend kann auch die Ge-
winnbedingung fu¨r einen Spielgraphen als Akzeptierbedingung eines Automaten
aufgefasst werden.
Die automatentheoretischen Gewinnbedingungen lassen sich in zwei Arten
unterteilen. Die erste stellt Bedingungen an die Menge Occ(pi) = {v ∈ V | pi ∈
V ∗vV ω} der in einer Partie pi vorkommenden Knoten. Die zweite Art von Gewinn-
bedingungen stellt Bedingungen an die Menge Inf(pi) = {v ∈ V | pi ∈ (V ∗v)ω}
der in einer Partie pi unendlich oft vorkommenden Knoten.
Um die Verbindung zur klassischen deskriptiven Mengenlehre zu schlagen,
betrachten wir einen Baum, der entsteht, wenn man einen (bipartiten) Spielgra-
phen von einem Knoten q0 aus abgewickelt. Dann definiert eine Gewinnbedingung
u¨ber Occ(pi) eine Menge von Pfaden, die zur Booleschen Hu¨lle der abgeschlos-
senen Mengen (Π1-Mengen der Borel-Hierarchie) geho¨rt. Eine Gewinnbedingung
u¨ber Inf(pi) bestimmt eine Menge von Pfaden, die zur Booleschen Hu¨lle der Π2-
Mengen der Borel-Hierarchie geho¨rt.
Unter den Bedingungen an das Vorkommen Occ(pi) von Knoten fallen als
Spezialfa¨lle folgende Gewinnbedingungen:
• Garantiebedingung: Fu¨r eine gegebene Knotenmenge F ⊆ V gilt: Spieler 0
gewinnt die Partie pi, wenn Occ(pi) ∩ F 6= ∅.
• Sicherheitsbedingung: Fu¨r eine gegebene Knotenmenge F ⊆ V gilt: Spie-
ler 0 gewinnt die Partie pi, wenn Occ(pi) ⊆ F .
Fu¨r jede Partie pi und jede Menge F ⊆ V gilt, dass sie die Garantiebedingung fu¨r
F genau dann erfu¨llt, wenn sie die Sicherheitsbedingung fu¨r V \ F nicht erfu¨llt.
Unter den Bedingungen an unendlich ha¨ufiges Vorkommen Inf(pi) von Knoten
finden sich folgende besondere Fa¨lle:
• Bu¨chi-Bedingung: Fu¨r eine gegebene Knotenmenge F ⊆ V gilt: Spieler 0
gewinnt die Partie pi, wenn Inf(pi) ∩ F 6= ∅.
• Parita¨tsbedingung: Fu¨r eine gegebene Fa¨rbung der Knoten c : V → [|V |+
1], gilt:1 Spieler 0 gewinnt pi, wenn max c(Inf(pi)) gerade ist. (Dabei sei
[n] = {i ∈ N | 0 ≤ i < n}.)
1Eine u¨bliche Variante der Fa¨rbung ist den Knoten, denen hier die Farbe 0 zugeordnet wird,
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• Streett-Bedingung: Fu¨r eine gegebene Menge von Paaren von Knotenmen-
gen (L0, U0), . . . , (Lr−1, Ur−1) mit Lj, Uj ⊆ V gilt: Spieler 0 gewinnt pi, wenn
∀k ∈ [r] : Inf(pi) ∩ Uk 6= ∅ =⇒ Inf(pi) ∩ Lk 6= ∅.
• Rabin-Bedingung: Fu¨r eine gegebene Menge von Paaren von Knotenmengen
(L0, U0), . . . , (Lr−1, Ur−1) mit Lj, Uj ⊆ V gilt: Spieler 0 gewinnt pi, wenn
∃k ∈ [r] : Inf(pi) ∩ Uk 6= ∅ ∧ Inf(pi) ∩ Lk = ∅.
• Muller-Bedingung: Fu¨r eine gegebene Menge von Knotenmengen F ⊆ 2V
gilt: Spieler 0 gewinnt pi, wenn Inf(pi) ∈ F .
Wie schon Garantie- und Sicherheitsbedingungen, so weisen auch Rabin- und
Streettbedingungen komplementa¨res Verhalten auf: Fu¨r jede Partie pi und eine
gegebene Menge von Paaren von Knotenmengen (L0, U0), . . . , (Lr−1, Ur−1) mit
Lj, Uj ⊆ V gilt, dass pi die Rabin-Bedingung genau dann erfu¨llt, wenn pi die
Streett-Bedingung nicht erfu¨llt.
Fu¨r eine detaillierte Diskussion dieser Gewinnbedingungen und ihrer Bezie-
hungen sei auf [Tho97] verwiesen.
2.1.2 Verbindung zu logisch definierten Gewinnbedingun-
gen
Die Motivation fu¨r die heute studierten automatentheoretischen Gewinnbedin-
gungen stammt aus der Theorie von Bu¨chi, McNaughton und Rabin, in der Au-
tomaten und monadische Logik verknu¨pft werden.
Automaten u¨ber unendlichen Eingabeworten verwendete erstmals Bu¨chi in
[Bu¨c62], um die Entscheidbarkeit der monadischen Logik zweiter Stufe mit einem
Nachfolger (S1S) zu zeigen. Wir setzen die u¨bliche Terminologie u¨ber Automaten
und Logiken voraus, wie sie etwa in [Tho97] bereitgestellt wird. Insbesondere
betrachtet man in diesem Kontext statt der obengenannten Gewinnbedingungen
entsprechende Akzeptierbedingungen von ω-Automaten; in dieser Weise erha¨lt
man fu¨r ω-Sprachen die Begriffe:
’
Bu¨chi-erkennbar‘,
’
Muller-erkennbar‘,
’
Streett-
erkennbar‘,
’
Rabin-erkennbar‘ und
’
Parita¨t-erkennbar‘.
Die A¨quivalenz von ω-Automaten zu Logiken beschreibt der folgende Satz:
keine Farbe zuzuordnen. Man erha¨lt eine partielle Fa¨rbungsfunktion V 99K {1, . . . , |V |}. Legt
man wie u¨blich fest, dass Spieler 0 die Partie gewinnt, wenn in ihr keine Farbe unendlich oft
vorkommt (c(Inf(pi)) = ∅), so erha¨lt man dieselbe Gewinnbedingung.
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Satz 2.1 (Bu¨chi, McNaughton, Rabin) Fu¨r jede ω-Sprache L gilt:
L ist S1S-definierbar
⇐⇒ L ist nicht-deterministisch Bu¨chi-erkennbar
⇐⇒ L ist deterministisch Muller-erkennbar
⇐⇒ L ist deterministisch Streett-erkennbar
⇐⇒ L ist deterministisch Rabin-erkennbar
⇐⇒ L ist deterministisch Parita¨t-erkennbar
Die Bedeutung dieses Satzes liegt darin, dass er die Konstruktion von Gewinn-
strategien in beliebigen Sprachen u¨ber endlichen Graphen ermo¨glicht, in denen
die Gewinnbedingung durch eine S1S-Formel beschrieben wird. Diese Formeln
umfassen insbesondere die Formeln der propositionalen temporalen Logik LTL
(vermo¨ge einer U¨bersetzung von LTL nach S1S [Tho90]). Aufgrund von Satz 2.1
gilt na¨mlich:
Satz 2.2 [Tho00] Sei ϕ eine in LTL oder S1S formulierte Gewinnbedingung fu¨r
Spieler 0 u¨ber dem Spielgraphen G = (Q,E) (mit atomaren Formeln q ∈ Q), und
sei S die Zustandsmenge eines zu ϕ a¨quivalenten deterministischen ω-Automaten
mit Muller- bzw. Parita¨tsbedingung; u¨ber Q×S werde die Kantenrelation E ′ durch
Produktbildung aus E und der Transitionsrelation des Automaten definiert.
Dann gilt fu¨r den endlichen Spielgraphen G′ = (Q × S,E ′) mit Muller- bzw.
Parita¨ts-Gewinnbedingung: Spieler 0 gewinnt von q aus das Spiel u¨ber G mit
Gewinnbedingung ϕ ⇐⇒ Spieler 0 gewinnt von (q, s0) aus das Spiel u¨ber G′ mit
Muller- bzw. Parita¨ts-Gewinnbedingung.
Wie in der ω-Automatentheorie gezeigt wird, wird diese Reduktion von LTL-
Formeln auf Parita¨tsspiele mit einer hohen Zustandskomplexita¨t erkauft: Die
bekannten Konstruktionen transformieren LTL-Formeln der La¨nge n in nicht-
deterministische Bu¨chi-Automaten mit 2n Zusta¨nden, Bu¨chi-Automaten mit n
Zusta¨nden in deterministische Muller-Automaten mit 2O(n logn) Zusta¨nden und
deterministische Muller-Automaten mit n Zusta¨nden in deterministische Parita¨ts-
automaten mit 2O(n logn) Zusta¨nden. Im Folgenden gehen wir von einer Pra¨senta-
tion von Spielen mit Parita¨tsgewinnbedingung aus.
2.2 Parita¨tsspiele und Ansa¨tze zur Strategie-
konstruktion
In diesem Abschnitt werden zuna¨chst u¨bliche Varianten des Parita¨tsspiels an-
gegeben und Eigenschaften von Gewinnstrategien in Parita¨tsspielen formuliert.
Danach werden zwei Verfahren zur Konstruktion von Strategien fu¨r Parita¨tsspie-
le vorgestellt. Das erste, von McNaughton entwickelte Verfahren ist in [McN93,
20 2.2. Parita¨tsspiele und Ansa¨tze zur Strategiekonstruktion
Tho95] beschrieben. Es basiert darauf, rekursiv die Strategiekonstruktion fu¨r Teil-
spiele vorzunehmen und die Ergebnisse geeignet zusammenzusetzen. Das zweite,
von Jurdzin´ski entwickelte Verfahren ist in [Jur00b] beschrieben und verwendet
Fortschrittsmaße, wie sie von Klarlund und Kozen in [KK91] eingefu¨hrt werden.
Wenn es mo¨glich ist, ein Fortschrittsmaß fu¨r einen Spieler auf einem Parita¨ts-
spielgraphen zu konstruieren, so lassen sich daraus eine Gewinnstrategie fu¨r ihn
und die Gewinnbereiche beider Spieler bestimmen.
2.2.1 Varianten des Parita¨tsspiels
Im Folgenden sollen gebra¨uchliche Varianten in der Definition von Parita¨tsspielen
beschrieben werden.
Knoten ohne ausgehende Kanten. Die Anforderung an Spielgraphen, die
festlegt, dass jeder Knoten mindestens eine ausgehende Kante haben muss, kann
aufgehoben werden. Dazu legt man fest, dass Partien, die in einem Knoten ohne
ausgehende Kanten eines Spielers enden, fu¨r diesen Spieler verloren sind.
Diese Art von Spiel la¨sst sich in die urspru¨ngliche transformieren, indem man
zwei Senken genannte Knoten hinzufu¨gt. Beide Senken besitzen jeweils nur eine
ausgehende Kante zu sich selbst. Die Senken sind so gefa¨rbt, dass in einer Spieler 0
gewinnt und in der anderen Spieler 1. Weiterhin fu¨gt man von jedem Knoten aus,
der keine ausgehenden Kanten hat, eine Kante ein, die zur Senke mit gegnerischem
Gewinn fu¨hrt. Damit erha¨lt man auf dem neuen Spielgraphen zu den endlichen
Partien des urspru¨nglichen Graphen korrespondierende Partien, die unendlich
sind, jeweils schließlich in einer der beiden Senken bleiben und von demselben
Spieler gewonnen werden.
Rabinkettenbedingung In dieser Variante wird die Gewinnbedingung als eine
spezielle Rabin-Gewinnbedingung formuliert. Sie besteht aus einer Menge von
Paaren {(E0, F0), . . . (Er−1, Fr−1)} mit E0 ⊆ F0 ⊆ E1 ⊆ F1 ⊆ . . . ⊆ Er−1 ⊆
Fr−1 ⊆ V . Spieler 0 gewinnt eine Partie, wenn es ein i ∈ [r] gibt, so dass die
unendlich oft vorkommenden Knoten nicht alle in Ei, aber alle in Fi enthalten
sind.
Dieselbe Gewinnbedingung erha¨lt man mit der Fa¨rbung c : V → [2r], wobei
fu¨r alle v ∈ E0 : c(v) = 2r − 1 und fu¨r alle v ∈ Fi \ Ei : c(v) = 2r − 2 − 2i fu¨r
alle i ∈ [r] und v ∈ Ei+1 \ Fi : c(v) = 2r − 3− 2i fu¨r alle i ∈ [r − 1]. Umgekehrt
erha¨lt man aus einer gegebenen Fa¨rbung c : V → [2d] folgende Paare mit
Ei = {v ∈ V |c(v) ≥ 2d− 1− 2i} und Fi = {v ∈ V |c(v) ≥ 2d− 2− 2i}
fu¨r i ∈ [d].
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Relevanzordnung. Bei dieser Variante wird an Stelle der Fa¨rbung der Kno-
ten eine totale Ordnung (die Relevanzordnung) der Knoten verwendet, bei der
jedes Knotenpaar vergleichbar ist und, wenn beide Knoten verschiedenen Spielern
geho¨ren, einer der Knoten echt relevanter als der andere ist. Der Gewinner einer
Partie ergibt sich aus einem bezu¨glich der Relevanz maximalen unter den unend-
lich oft erreichten Knoten. Der Spieler, dem dieser Knoten geho¨rt, ist Gewinner
der Partie. Diese Definition ist eindeutig, da Knoten, die nach der Relevanzord-
nung a¨quivalent sind, alle demselben Spieler geho¨ren.
Aus einer gegebenen Relevanzordnung la¨sst sich leicht eine Fa¨rbung konstru-
ieren, die dieselbe Gewinnbedingung liefert. Um umgekehrt aus einer Fa¨rbung
eine Relevanzordnung zu konstruieren, kann es notwendig sein, Hilfsknoten ein-
zufu¨gen. Hat ein Knoten p eine gerade Farbe und geho¨rt aber Spieler 1, so wird
in dem neuen Spielgraph ein Hilfsknoten mit p′ fu¨r Spieler 1 eingefu¨hrt. Von
diesem Knoten gehen alle Kanten aus, die im urspru¨nglichen Graphen von p aus-
gingen. Im neuen Graphen geho¨rt der Knoten p Spieler 0 und besitzt genau eine
ausgehende Kante zu p′. Entsprechend wird bei einem Knoten p mit ungerader
Farbe von Spieler 0 ein zusa¨tzlicher Knoten p′ fu¨r Spieler 0 eingefu¨hrt und p
geho¨rt im neuen Graphen Spieler 1. Entsprechend wird auch mit den Kanten
verfahren. Die Relevanzordnung ist genau die <-Ordnung auf den Farben. Die
zusa¨tzlichen Hilfsknoten erhalten dabei die kleinste Relevanz (entsprechend der
Farbe 0). La¨sst man die Hilfsknoten außer acht, so ko¨nnen auf beiden Graphen
dieselben Partien gespielt werden und sie werden jeweils von denselben Spielern
gewonnen.
2.2.2 Eigenschaften des Parita¨tsspiels
Im Folgenden werden grundlegende Eigenschaften von Parita¨tsspielen angegeben.
Uniforme Strategien
Durch Emerson, Jutla und Mostowski ([EJ91, Mos84]) wurde gezeigt, dass ein
Spiel von einem Knoten aus determiniert ist und es eine positionale Gewinnstra-
tegie gibt. Betrachtet man alle Knoten als mo¨gliche Anfangsknoten von Partien,
so folgt, dass sich die Knoten des Spielgraphen in die zwei Gewinnbereiche der
beiden Spieler aufteilen, und fu¨r jeden der Knoten existiert eine positionale Ge-
winnstrategie fu¨r einen der beiden Spieler. Im Folgenden zeigen wir, dass jeweils
eine uniforme Gewinnstrategie auf den beiden Gewinnbereichen existiert.
Eine einfache aber wichtige Eigenschaft von Parita¨tsspielen ergibt sich unmit-
telbar daraus, dass die Gewinnbedingung nur von den unendlich oft vorkommen-
den Zusta¨nden abha¨ngt:
Bemerkung 2.3 Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V =
V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben. Dann gilt
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fu¨r zwei Partien pi1, pi2 ∈ V ω mit pi1 = pi′1pi und pi2 = pi′2pi, wobei pi′1, pi′2 ∈ V ∗ und
pi ∈ V ω, dass sie vom gleichen Spieler gewonnen werden.
Das bedeutet, dass zwei Partien, die sich nur in einem endlichen Anfangsstu¨ck
unterscheiden, denselben Gewinner haben.
Ist R eine Menge von Knoten, die in einer Partie besucht werden, die nach
einer positionalen Strategie und von einem Knoten v aus gespielt ist, dann ist
die Strategie offensichtlich eine uniforme Strategie auf R. Der folgende Hilfssatz
sagt, dass, wenn diese Strategie eine Gewinnstrategie von v aus ist, sie auch eine
uniforme Gewinnstrategie auf R ist.
Hilfssatz 2.4 Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V =
V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben und eine
Gewinnstrategie ρ : Vi → V fu¨r Spieler i (i ∈ [2]) von einem Knoten v ∈ V aus.
Sei R ⊆ V die Menge der Knoten, die in von v ausgehenden nach ρ gespielten
Partien erreicht werden ko¨nnen. Dann ist ρ eine Gewinnstrategie fu¨r Spieler i
auf der Knotenmenge R.
Beweis: Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V = V0 ∪˙V1
auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben und eine Gewinn-
strategie ρ : Vi → V fu¨r Spieler i (i ∈ [2]) von einem Knoten v ∈ V aus. Sei
R ⊆ V die Menge der Knoten, die in von v ausgehenden Partien erreicht werden
ko¨nnen. Wir betrachten eine beliebige Partie von einem beliebigen Knoten in R
aus, in der Spieler i nach ρ spielt, und zeigen, dass Spieler i diese Partie gewinnt.
Sei v′ ∈ R gegeben und pi′ ∈ V ω eine von v′ aus nach der Strategie ρ gespielte
Partie. Es ist zu zeigen, dass Spieler i diese Partie pi′ gewinnt.
Da v′ ∈ R ist, existiert eine von v aus nach ρ gespielte Partie pi ∈ V ω, in
der v′ erreicht wird; d.h. es existieren pi0 ∈ V ∗ und pi1 ∈ V ω mit pi = pi0vpi1.
Somit ist auch die zusammengesetzte Partie pi0pi
′ eine Partie von v aus, die nach
der Gewinnstrategie ρ gespielt ist. Da sich die Partien pi′ und pi0pi′ nur in einem
endlichen Anfangsstu¨ck unterscheiden, haben sie nach Bemerkung 2.3 denselben
Gewinner. Die von v ausgehende Partie gewinnt Spieler i nach Voraussetzung.
Also gewinnt er auch die von v′ ausgehende Partie pi′. 2
Hilfssatz 2.5 Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V =
V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben und eine
Gewinnstrategie ρ : Vi → V fu¨r Spieler i (i ∈ [2]) fu¨r Partien, die von Knoten
aus R ⊆ V ausgehen. Sei ρ′ : Vi → V eine Gewinnstrategie fu¨r Spieler i von
Knoten v′ ∈ V aus. Dann existiert eine uniforme Gewinnstrategie ρ′′ : Vi → V
fu¨r Partien, die von Knoten aus R ∪ {v′} ausgehen, und fu¨r diese Strategie gilt:
ρ′′(v) = ρ(v) fu¨r alle v ∈ R ∩ Vi
Die bereits zum Beweis des vorangehenden Hilfssatzes verwendete Methode
la¨sst sich auch fu¨r diesen Hilfssatz verwenden.
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Beweis: Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V = V0 ∪˙V1
auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben und eine Gewinn-
strategie ρ : Vi → V fu¨r Spieler i (i ∈ [2]) fu¨r Partien, die von Knoten aus R ⊆ V
ausgehen. Sei ρ′ : Vi → V eine Gewinnstrategie fu¨r Spieler i von Knoten v′ ∈ V
aus. Sei R′ ⊆ V die Menge der Knoten, die in Partien, die von R ausgehen,
erreicht werden ko¨nnen. Wa¨hle
ρ′′ = ρ|R′ ∪ ρ′|VI\R′ .
Damit ist
ρ′′(v) = ρ(v) fu¨r alle v ∈ R ∩ Vi
erfu¨llt, da nach Definition R′ ⊇ R.
Nach Hilfssatz 2.4 gewinnt Spieler i, wenn er nach ρ′′ spielt, alle Partien, die
von R′ ausgehen, und somit die, die von R ausgehen, da R ⊆ R′ gilt. Partien,
in denen Spieler i nach ρ′′ spielt und die in v′ beginnen, verlaufen, wenn sie
einen Knoten aus R′ enthalten, ab diesem Knoten nur noch in R′. Da diese
Partien sich nur in einem endlichen Anfangsstu¨ck von in R′ beginnenden Partien
unterscheiden, werden sie ebenfalls von Spieler i gewonnen.
Es bleiben Partien zu betrachten, die von v′ aus nach ρ′′ gespielt werden aber
nie in R′ fu¨hren. Auf den Knoten V \ R′ ist die Strategie ρ′′ nach Definition
identisch mit ρ′. Da Spieler i von v′ aus nach der Gewinnstrategie ρ′ gespielte
Partien gewinnt, gewinnt er somit auch Partien, die von v′ aus nach ρ′′ gespielt
werden, aber nie in R′ fu¨hren. 2
Lemma 2.6 Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V =
V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben. Sei R ⊆ V
eine Menge von Knoten fu¨r die Spieler i fu¨r jeden Knoten v ∈ R eine Gewinn-
strategie ρv : Vi → V besitzt. Dann existiert eine uniforme Gewinnstrategie ρ mit
der Spieler i von Knoten aus R aus gewinnt.
Beweis: Durch Induktion ergibt sich die Behauptung unmittelbar aus Hilfs-
satz 2.5. 2
Duale Spiele
Zu jedem Parita¨tsspiel existiert ein
’
duales‘ Parita¨tsspiel. Diese Eigenschaft la¨sst
sich in vielen Beweisen ausnutzen.
Sei ein Spielgraph (V,E) mit der Knotenmenge V aufgeteilt auf die Knoten
V0 von Spieler 0 und V1 von Spieler 1 und eine Fa¨rbungsfunktion c : V → [|V |+
1] gegeben. Das duale Spiel wird auf demselben Spielgraphen gespielt. In ihm
geho¨ren die Knoten V0 dem Spieler 1, die Knoten V1 dem Spieler 0 und die
Fa¨rbungsfunktion ist c¯ : V → [|V |+ 2] : v 7→ c(v) + 1.
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Bemerkung 2.7 Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten auf
beide Spieler und eine Parita¨tsgewinnbedingung gegeben. Sei pi ∈ V ω eine Partie
auf diesem Spielgraphen. Dann gewinnt Spieler i diese Partie genau dann, wenn
Spieler 1− i sie im dualen Spiel gewinnt (wobei i ∈ [2]).
Synthese von Gewinnstrategien aus Teilspielen
Die folgenden Hilfssa¨tze u¨ber unendliche Spiele erlauben es, wenn bereits Lo¨sun-
gen fu¨r bestimmte Teilspiele eines gegebenen Spiels bekannt sind, daraus eine
Lo¨sung fu¨r das ganze Spiel zu bestimmen. Dieser Ru¨ckgriff auf Teilspiele mit
bereits bekannten Strategien und Gewinnbereichen wird insbesondere fu¨r den in
Kapitel 4 beschriebenen Zusammenhang der Parita¨tsspiele zum Model-Checking
beno¨tigt. Fu¨r diesen Unterabschnitt legen wir zur Vereinfachung die Variante des
Parita¨tsspiels zugrunde, die auch Knoten ohne ausgehende Kanten zula¨sst.
Hilfssatz 2.8 Sei G = (V,E) ein Spielgraph mit Knotenaufteilung V = V0 ∪˙V1
und W0 ⊆ V der Gewinnbereich von Spieler 0. Sei V ′ ⊆ V mit V ′E ⊆ V ′. Dann
ist G′ = (V ′, E|V ′×V ′) ein Spielgraph mit dem Gewinnbereich W0∩V ′ fu¨r Spieler 0
und W1 ∩ V ′ fu¨r Spieler 1.
Beweis: Beide Spieler ko¨nnen auch auf den Knoten des Teilspiels die gleichen
Nachfolgerknoten wa¨hlen wie im urspru¨nglichen Spiel. Damit kann jede Partie,
die auf G von einem Knoten aus V ′ gespielt wird, auch auf G′ gespielt werden.
Somit lassen sich Gewinnbereiche und Strategien u¨bertragen. 2
Hilfssatz 2.9 Sei G = (V,E) ein Spielgraph mit Knotenaufteilung V = V0 ∪˙V1
und W0 ⊆ V der Gewinnbereich von Spieler 0. Sei v ∈ W0 und ein Spielgraph
G′ = (V,E|(V \{v})×V ) mit der Knotenaufteilung V = V ′0 ∪˙V ′1 gegeben, wobei V ′0 =
V0 \ {v} und V ′1 = V1 ∩ {v}. Dann ist der Gewinnbereich von Spieler 0 in G′
ebenfalls W0.
Beweis: Eine Gewinnstrategie auf G kann auch auf G′ verwendet werden, außer
fu¨r v. In G′ gewinnt Spieler 0 von Knoten v aus, da v keine Nachfolger hat und
v ∈ V ′1 . 2
Bemerkung 2.10 In einem Spiel ist die Zugeho¨rigkeit der Knoten mit genau
einer ausgehenden Kante zu V0 oder V1 unerheblich, da das Verhalten von diesen
Knoten aus fu¨r beide Spieler gleich ist: Sie ko¨nnen nur den einzigen Nachfolger
des Knotens wa¨hlen.
Der folgende Hilfssatz beschreibt die Vera¨nderungen der Gewinnbereiche, die
dadurch entstehen, dass Knoten ohne ausgehende Kanten die Zugeho¨rigkeit zu
den Spielern a¨ndern.
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Hilfssatz 2.11 Sei G = (V,E) ein Spielgraph mit Knotenaufteilung V = V0 ∪˙V1
und einer Parita¨tsbedingung und sei W0 der Gewinnbereich von Spieler 0. Sei
S ⊆ V1 eine Knotenmenge mit SE = ∅. Sei G′ = (V,E) ein Spielgraph mit
derselben Gewinnbedingung und mit der Knotenaufteilung V = V ′0 ∪˙V ′1 , wobei
V ′0 = V0 \ S and V ′1 = V1 ∪ S. Sei W ′0 der Gewinnbereich von Spieler 0 in G′.
Dann gilt: W0 ∪ S ⊆ W ′0.
Beweis: Sei G = (V,E) ein Spielgraph mit Knotenaufteilung V = V0 ∪˙V1 und
einer Parita¨tsbedingung und sei W0 der Gewinnbereich von Spieler 0. Sei S ⊆ V1
eine Knotenmenge mit SE = ∅. Sei G′ = (V,E) ein Spielgraph mit derselben
Gewinnbedingung und mit der Knotenaufteilung V = V ′0 ∪˙V ′1 , wobei V ′0 = V0 \S
and V ′1 = V1 ∪ S. Sei W ′0 der Gewinnbereich von Spieler 0 in G′.
Da SE = ∅ und S ⊆ V ′1 folgt unmittelbar S ⊆ W ′0. Auf G und G′ ko¨nnen die
gleichen Partien gespielt werden. Zu den Partien, die Spieler 0 auf G gewinnen
kann, kommen auf G′ genau jene hinzu, die in S enden. Somit kann sich der
Gewinnbereich von Spieler 0 lediglich vergro¨ßern: W0 ⊆ W ′0. 2
Wir definieren die
’
Auffaltung‘ eines Spielgraphen. Mit Hilfe einer
’
Auffal-
tung‘ des Spielgraphen eines Parita¨tsspiels la¨sst sich eine Gewinnstrategie fu¨r
dieses Spiel bestimmen, indem eine Folge von Spielgraphen u¨ber einem Teilgra-
phen konstruiert wird und fu¨r diese Gewinnstrategien bestimmt werden. Diese
Gewinnstrategien lassen sich zu einer Gewinnstrategie fu¨r den urspru¨nglichen
Spielgraphen zusammensetzen.
Sei G = (V,E) ein Spielgraph mit Knotenaufteilung V = V0 ∪˙V1 und eine
Fa¨rbungsfunktion c : V → [|V | + 1] gegeben. Abku¨rzend setzen wir n = |V |,
cmax = max
u∈V
c(u) und Vmax = c
−1(cmax). Wir setzen cmax ungerade vorraus (An-
derenfalls betrachten wir das duale Spiel). Sei S = EVmax die Knotenmenge der
Vorga¨nger von Knoten mit maximaler Farbe, und sei der Graph so beschaffen,
dass alle Knoten in S genau eine ausgehende Kante haben (|vE| = 1 fu¨r alle
v ∈ S). Wir setzen ES = E ∩ (S × Vmax) und E ′ = E \ ES. Dann heißt das
n+ 1-Tupel von Spielgraphen
(G(0), . . . , G(n))
eine Auffaltung von G, wenn gilt: Fu¨r alle i ∈ [n] ist G(i) = (V,E ′) mit derselben
Gewinnbedingung wie G. Die Gewinnbereiche von G(i) werden mit W
(i)
0 und W
(i)
1
bezeichnet und G(i) hat folgende Knotenaufteilungen:
V
(0)
0 = V0 ∪ S und V (0)1 = V1 \ S
V
(i)
0 = V
(i−1)
0 \ ESW (i−1)0 und V (i)1 = V (i−1)1 ∪ ESW (i−1)0 fu¨r i = 1, . . . , n.
Zwischen einem Spielgraph und seiner Auffaltung besteht der folgende Zu-
sammenhang:
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Hilfssatz 2.12 Seien ein Spielgraph G = (V,E) mit Knotenaufteilung V =
V0 ∪˙V1, eine Fa¨rbungsfunktion c : V → [|V |+ 1] und der Gewinnbereich W0 von
Spieler 0 auf G gegeben. Sei n = |V |. Sei max
u∈V
c(u) ungerade. Sei (G(0), . . . , G(n))
eine Auffaltung von G und W
(n)
0 der Gewinnbereich von Spieler 0 auf G
(n). Dann
gilt:
W0 = W
(n)
0 .
Ist die gro¨ßte vorkommende Farbe gerade, so la¨sst sich der Satz auf das duale
Spiel anwenden.
Beweis: Sei ein Spielgraph G = (V,E) mit Knotenaufteilung V = V0 ∪˙V1 und
eine Fa¨rbungsfunktion c : V → [|V | + 1] gegeben. Sei n = |V |. Seien W0,W1
die Gewinnbereiche von G. Sei cmax = max
u∈V
c(u) und Vmax = c
−1(cmax). Sei cmax
ungerade. Sei S = EVmax und |vE| = 1 fu¨r alle v ∈ S.
Wir setzen ES = E ∩ (S × Vmax) und E ′ = E \ ES. Sei (G(0), . . . , G(n)) eine
Auffaltung von G.
Seien W
(i)
0 ,W
(i)
1 die Gewinnbereiche und σ
(i), τ (i) Gewinnstrategien auf G(i)
fu¨r i = 0, . . . , n.
Um zu zeigen, dass W0 = W
(n)
0 gilt, definieren wir Gewinnstrategien σ und
τ auf G und zeigen, dass Spieler 0 mit σ auf W
(n)
0 und Spieler 1 mit τ auf W
(n)
1
gewinnt und damit, dass W
(n)
0 und W
(n)
1 die Gewinnbereiche von G sind.
Wir setzen
τ : V1 ∩W (n)1 → V : τ(v) =
{
vES, falls v ∈ S
τ (n)(v), sonst.
Zu zeigen ist, dass Spieler 0 alle in W
(n)
1 beginnenden nach τ gespielten Partien
gewinnt.
Wir betrachten zuna¨chst Partien die nur innerhalb von W
(n)
1 gespielt werden.
Werden irgendwann in der Partie keine Knoten von S mehr besucht, so wird mit
τ auch nach τ (n) gespielt und Spieler 1 gewinnt, da er die Restpartie (die Partie in
W
(n)
1 \S) auf G(n) auch gewinnt. Anderenfalls mu¨ssen unendlich oft Knoten aus S
in der Partie vorkommen, wodurch Spieler 1 ebenfalls gewinnt, da die eindeutigen
Nachfolger von Knoten aus S die maximale, ungerade Farbe haben.
Zieht Spieler 1 nach der Stratgie τ (n) so kann dies nicht aus W
(n)
1 herausfu¨hren,
da τ (n) Gewinnstrategie auf dem Gewinnbereich W
(n)
1 in G
(n) ist. Es bleibt zu
zeigen, dass auch die hinzugekommen Kanten ES nicht aus W
(n)
1 herausfu¨hren.
Wir definieren zusa¨tzlich:
V
(n+1)
0 = V
(n)
0 \ ESW (n)0
Nach Definition der Knotenaufteilung der Auffaltung gilt:
V
(0)
0 ⊇ . . . ⊇ V (n)0 ⊇ V (n+1)0
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Da jede Knotenmenge nicht mehr als n Elemente enthalten kann, muss fu¨r ein
i ∈ [n + 1] auch V (i)0 = V (i+1)0 gelten. Daraus folgt auch W (i)0 = W (i+1)0 , falls
i ∈ [n]. Da die Knotenaufteilung nur von den Gewinnbereichen abha¨ngt folgt,
falls i ∈ [n], auch V (i+1)0 = V (i+2)0 . Durch Induktion ergibt sich: V (n)0 = V (n+1)0 .
Durch Einsetzen der Definition von V
(n+1)
0 erha¨lt man: V
(n)
0 = V
(n)
0 \ ESW (n)0
und somit V
(n)
0 ∩ ESW (n)0 = ∅. Da V = V (n)0 ∪˙V (n)1 , folgt ESW (n)0 ⊆ V (n)1 . Nach
Definition gilt ESW
(n)
0 ⊆ S und daher auch: ESW (n)0 ⊆ V (n)1 ∩ S. Da in G(n) die
Knoten aus S keine Nachfolger haben, gilt: V
(n)
1 ∩ S ⊆ W (n)0 . Aus ESW (n)0 ⊆
V
(n)
1 ∩ S und V (n)1 ∩ S ⊆ W (n)0 erha¨lt man ESW (n)0 ⊆ W (n)0 . Mit ES ⊆ V × V und
V = W
(n)
0 ∪˙W (n)1 folgt: W (n)1 ES ⊆ W (n)1 , was bedeutet, dass in W (n)1 beginnende
Partien auch durch die zusa¨tzlichen Kanten ES nicht aus W
(n)
1 herausfu¨hren.
Somit ist τ eine Gewinnstrategie auf W
(n)
1 .
Bevor wir eine Strategie fu¨r Spieler 0 angeben, definieren wir folgende Hilfs-
funktion:
k : W
(n)
0 → [n+ 1] : v 7→ min{i ∈ [n+ 1]|v ∈ W (i)0 }.
Da V
(0)
0 ⊇ . . . ⊇ V (n)0 , folgt nach Hilfssatz 2.11: W (0)0 ⊆ . . . ⊆ W (n)0 . Somit ist
W
(0)
0 ,W
(1)
0 \W (0)0 , . . . ,W (n)0 \W (n−1)0
eine Partionierung von W
(n)
0 , wodurch k wohldefiniert ist.
Als Strategie fu¨r Spieler 0 setzen wir
σ : V0 ∩W (n)0 → V : σ(v) =
{
vES, falls v ∈ S
σk(v)(v), sonst.
Aus den folgenden drei Hilfsbehauptungen:
uEv =⇒ v ∈ W (n)0 ∧ k(u) ≥ k(v), fu¨r alle u ∈ V1 ∩W (n)0 \ S, v ∈ V (2.1)
σ(u) ∈ W (n)0 ∧ k(u) ≥ k(σ(u)), fu¨r alle u ∈ V0 ∩W (n)0 \ S (2.2)
uEv =⇒ v ∈ W (n)0 ∧ k(u) > k(v), fu¨r alle u ∈ W (n)0 ∩ S, v ∈ V (2.3)
folgt, dass σ eine Gewinnstrategie auf W
(n)
0 ist:
Sei pi ∈ V ω eine Partie die in W (n)0 beginnt. Dann kann nach den drei Hilfsbe-
hauptungen weder Spieler 0 mit σ noch Spieler 1 mit einer beliebigen Strategie
W
(n)
0 verlassen. Außerdem fa¨llt der k-Wert der Knoten der Partie monoton. Da
es nur endlich viele verschiedene k-Werte gibt, haben bis auf ein endliches An-
fangsstu¨ck alle Knoten der Partie denselben k-Wert. Sei pi′ ∈ V ω eine
’
Restpartie‘
von pi, deren Knoten alle denselben k-Wert k1 haben. Die Partie pi
′ verla¨uft somit
innerhalb von W
(k1)
0 und, falls k1 > 0 auch außserhalb von W
(k1−1)
0 . Da Kanten
aus ES den k-Wert vermindern, verla¨uft pi
′ auch außerhalb von S. Somit ist pi′
auch eine auf G(k1) gespielte Partie bei der Spieler 0 nach σ(k1) spielt. Da pi′ in
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W
(k1)
0 beginnt, gewinnt Spieler 0 die Partie pi
′ auf G(k1) und wegen der gleichen
Gewinnbedingung auch auf G. Da sich die Partie pi′ und pi nur in einem endlichen
Anfangsstu¨ck unterscheiden gewinnt Spieler 0 auch pi auf G.
Es bleiben die drei Hilfsbehauptungen zu zeigen:
Zu (2.1): Sei u ∈ V1∩W (n)0 \S und v ∈ V mit uEv. Da u /∈ S hat u inG die gleichen
Nachfolger wie in G(k(u)). Nach Definition von k gilt u ∈ W (k(u))0 . Da W (k(u))0 der
Gewinnbereich von Spieler 0 auf G(k(u)) ist, kann Spieler 1 nicht aus W
(k(u))
0
herausziehen. Somit gilt: v ∈ W (k(u))0 und auch v ∈ W (n)0 , weil W (k(u))0 ⊆ W (n)0 .
Nach Definition von k gilt fu¨r alle j ∈ [n] und x ∈ W (j)0 : j ≥ k(x). Damit folgt
aus v ∈ W (k(u))0 auch k(u) ≥ k(v).
Zu (2.2): Sei u ∈ V0 ∩W (n)0 \ S. Nach Definition von σ gilt fu¨r u ∈ V0 ∩W (n)0 \
S : σ(u) = σ(k(u))(u). Da in G(k(u)) die Gewinnstrategie σ(k(u)) nicht aus dem
Gewinnbereich W
(k(u))
0 herausfu¨hrt gilt
u ∈ W (k(u))0 =⇒ σ(u) ∈ W (k(u))0 .
Daraus folgt σ(u) ∈ W (n)0 , weil W (k(u))0 ⊆ W (n)0 . Und es folgt k(u) ≥ k(σ(u)), weil
nach Definition von k fu¨r alle j ∈ [n] und x ∈ W (j)0 : j ≥ k(x) gilt und damit
insbesondere aus σ(u) ∈ W (k(u))0 auch k(u) ≥ k(σ(u)) folgt.
Zu (2.3): Sei u ∈ W (n)0 ∩ S und v ∈ V mit uEv. Nach Definition von V (0)0 gilt
S ⊆ V (0)0 , woraus S ⊆ W (0)1 folgt. Daher gilt mit u ∈ S auch u /∈ W (0)0 und somit
k(u) > 0. Nach Definition von k gilt: u ∈ W (k(u))0 . Da in G(k(u)) der Knoten u
keine Nachfolger hat, folgt aus u ∈ W (k(u))0 schon u ∈ V (k(u))1 . Nach Definition
gilt:
V
(k(u))
1 = V
(k(u)−1)
1 ∪ ESW (k(u)−1)0 .
Nach Definition von k gilt u /∈ W (k(u)−1)0 . Weil u keine Nachfolger in G(k(u)) hat,
folgt damit u /∈ V (k(u)−1)1 . Damit folgt aus u ∈ V (k(u)−1)1 ∪ ESW (k(u)−1)0 schon
u ∈ ESW (k(u)−1)0 . Aus u ∈ ESW (k(u)−1)0 folgt mit ES = E∩ (S×V ) und uEv auch
v ∈ W (k(u)−1)0 . Daraus folgt v ∈ W (n)0 , weil W (k(u)−1)0 ⊆ W (n)0 . Außerdem folgt aus
v ∈ W (k(u)−1)0 nach Definiton von k auch k(u) > k(v). 2
2.2.3 Strategiekonstruktion nach McNaughton
Die Strategiekonstruktion von McNaughton ([McN93]) erlaubt es, eine Gewinn-
strategie durch Rekursion auf kleinere Spielgraphen zu berechnen.
Wir definieren zuna¨chst den fu¨r den Algorithmus grundlegenden Begriff des
’
Attraktors‘. Anschließend geben wir McNaughtons Algorithmus an und zeigen
seine Funktionsweise an einem Beispiel.
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Attraktor
Sei ein Spielgraph (V,E) mit einer Aufteilung der Knoten V = V0 ∪˙V1 auf beide
Spieler gegeben. Wir definieren den Attraktor Attri(U) einer Menge U ⊆ V fu¨r
Spieler i ∈ [2] durch:
Attr
(0)
i (U) = U
Attr
(k+1)
i (U) = Attr
(k)
i (U)
∪ (EAttr(k)i (U) ∩ Vi)
∪ (V \ E(V \ Attr(k)i (U))) fu¨r k ∈ N
Attri(U) =
⋃
k∈N
Attr
(k)
i (U) \ U.
Dabei bezeichnet Attr
(k)
i (U) die Menge der Knoten, von denen aus Spieler i das
Erreichen von U nach ho¨chstens k Schritten garantieren kann. Ein Knoten ist in
Attr
(k+1)
i (U), wenn er in Attr
(k)
i (U) ist, oder wenn Spieler i der Knoten geho¨rt
und er Attr
(k)
i (U) u¨ber eine Kante erreichen kann, oder wenn alle Kanten in
Attr
(k)
i (U) fu¨hren (was hier dadurch formuliert ist, dass keine Kanten außerhalb
von Attr
(k)
i (U) fu¨hren. Wir nutzen aus, dass jeder Knoten mindestens eine aus-
gehende Kante besitzt).
Der Attraktor Attri(U) ist die Menge der Knoten außerhalb von U , von denen
aus Spieler i das Erreichen von U nach endlich vielen Schritten garantieren kann.
Wir sagen, dass Spieler i die Menge U von den Knoten in Attri(U) aus erzwin-
gen kann. Als Attraktorstrategie auf dem Attraktor Attri(U) bezeichnen wir eine
Strategie fu¨r Spieler i, die U erzwingt.
Algorithmus
Wir betrachten den Spielgraphen eines Parita¨tsspiels. Im einfachsten Fall entha¨lt
der Spielgraph nur Knoten einer Farbe. In diesem Fall sind alle Knoten Gewinnk-
noten des Spielers, der mit dieser Farbe gewinnt.
Entha¨lt der Spielgraph Knoten mit verschiedenen Farben, so wa¨hlt man einen
Knoten p mit maximaler Farbe aus und berechnet den Attraktor dieses Knotens
fu¨r den Spieler, der mit dieser Farbe gewinnt. Fu¨r das kleinere Teilspiel, welches
dadurch entsteht, dass man alle Knoten des Attraktors einschließlich p entfernt,
lassen sich die Gewinnbereiche und -strategien bereits berechnen. Ist fu¨r den
Spieler, der mit der Farbe von p gewinnt, von p aus das Erreichen seines Ge-
winnbereichs auf dem Teilspiel oder des Attraktors von p erzwingbar, so gewinnt
dieser Spieler auch auf dem Attraktor von p, indem er eine Strategie benutzt, die
zu p hinfu¨hrt. Kann er den Gewinnbereich seines Teilspiels oder den des Attrak-
tors von p jedoch nicht erreichen, so berechnet man den Attraktor des Gegners
vom Gewinnbereich des Gegners. Der Gegner gewinnt nicht nur im Teilspiel auf
seinem Gewinnbereich, sondern auch im vollsta¨ndigen Spiel, und dort zusa¨tzlich
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noch auf dem fu¨r ihn berechneten Attraktor. Somit entfernt man diesen Gewinn-
bereich und Attraktor aus dem urspru¨nglichen Spielgraphen, so dass ein Teilspiel
entsteht, fu¨r welches sich wiederum die Gewinnbereiche und -strategien berechnen
lassen.
In der folgenden detaillierteren Beschreibung des Algorithmus wird immer da-
von ausgegangen, dass der Knoten p eine Farbe hat, mit der Spieler 0 gewinnt. Ist
dies nicht der Fall, so wird der Algorithmus jeweils auf das duale Spiel angewendet
und am Ende Gewinnstrategien und -bereiche vertauscht.
Die Strategiekonstruktion erfolgt rekursiv, indem zur Berechnung der Stra-
tegien auf dem ganzen Graphen auf schon konstruierte Strategien fu¨r Teilspiele
zuru¨ckgegriffen wird. Wir bezeichnen ein Spiel als Teilspiel eines gegebenen Spiels
mit Spielgraph (V,E) und einer Fa¨rbung c : V → [|V | + 1], wenn eine Menge
V ′ ⊆ V existiert, so dass (V ′, E ∩ (V ′×V ′)) der Spielgraph und c|V ′ die Fa¨rbung
des Teilspiels ist. Insbesondere gilt auch fu¨r das Teilspiel, dass jeder Knoten min-
destens eine ausgehende Kante besitzt.
Eine Strategie fu¨r einen Spielgraphen G = (V,E) mit Knotenaufteilung V =
V0 ∪˙V1 la¨sst sich rekursiv durch die Funktion in Abb. 2.3 bestimmen. Grundlage
der Strategieberechnung ist die Berechnung von Attraktoren und Attraktorstra-
tegien. Die Funktion attract(Q,E, S, T ) in Abb. 2.2 bestimmt auf dem durch die
Kantenmenge E gegebenen Graphen, alle Knoten in S, von welchen eine Zugfolge
zu T durch den Spieler erzwungen werden kann, dem die Knoten in Q geho¨ren.
Dabei bilden S und T stets eine Partition der Knotenmenge V . Das bedeutet
fu¨r Knoten aus Q reicht ein Nachfolger, von dem aus das Erreichen von T er-
zwungen werden kann, wa¨hrend bei allen anderen Knoten von allen Nachfolgern
T erzwingbar sein muss.
Die Hauptfunktion strategy(V0, V1, E, c) in Abbildung 2.3 liefert ein Tripel
(W0,W1, σ), in welchem W0 der Gewinnbereich von Spieler 0 ist, W1 der Ge-
winnbereich von Spieler 1 und σ die beiden Strategiefunktionen beider Spieler
vereinigt. Die Strategie fu¨r Spieler 0 ergibt sich daraus als σ|V0∩W0 und entspre-
chend fu¨r Spieler 1 als σ|V1∩W1 . Die Funktion unterscheidet drei Fa¨lle:
1. Als Rekursionsanfang wird der triviale Fall des Spielgraphen ohne Knoten
beru¨cksichtigt. Offensichtlich sind die Gewinnbereiche leer und die Strate-
giefunktion ist die Funktion mit leerem Definitionsbereich. (Zeilen 1 und 2
in Abb. 2.3)
2. Ist die gro¨ßte vorkommende Farbe ungerade, wird das Problem fu¨r das
duale Spiel gelo¨st. Bei der Ru¨ckgabe werden die Gewinnbereich vertauscht,
um die Lo¨sung fu¨r das urspru¨ngliche Spiel zu erhalten. (Zeilen 3 bis 5 in
Abb. 2.3)
3. Anderenfalls wird ein Knoten, der im Folgenden auch als Pivotelement be-
zeichnet wird, aus der Menge der maximalen Knoten mit maximaler Farbe
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attract(Q,E, S, T ) :
1. R := ∅; ρ := ∅
2. if T = ∅ then
3. return (R, ρ)
4. else
5. for each q ∈ T do
6. for each p ∈ Eq ∩ S do
7. if p ∈ Q then
8. R := R ∪ {p}
9. ρ := ρ ∪ (p 7→ q)
10. else
11. t := true
12. for each q′ ∈ pE do
13. if q′ ∈ S then
14. t := false
15. if t then
16. R := R ∪ {p}
17. (R′, ρ′) := attract(Q, E, S \R, R)
18. return (R ∪R′, ρ ∪ ρ′)
Abbildung 2.2: Funktion zum Berechnen eines Attraktors
bestimmt. Von diesem Pivotelement wird der Attraktor R und eine Attrak-
torstrategie ρ fu¨r Spieler 0 bestimmt. Auf das Teilspiel u¨ber der Knoten-
menge V¯ := V0∪V1\R\{p} wird die Funktion strategy rekursiv angewandt.
Die Gewinnbereiche dieses Teilspiels sind W0 fu¨r Spieler 0 und W1 fu¨r Spie-
ler 1 und die Strategiefunktion σ. Kann Spieler 0 von dem Pivotelement aus
einen Knoten außerhalb von W1 erzwingen, so gewinnt Spieler 0 auch auf
allen Knoten des Attraktors. Damit sind die Gewinnbereiche W0 ∪ {p} ∪R
fu¨r Spieler 0 und W1 fu¨r Spieler 1. Die Strategiefunktion ist ρ ∪ σ, falls
p ∈ V1, und sonst ρ ∪ {(p 7→ q)} ∪ σ, wobei q der gewa¨hlte Nachfolger des
Pivotelements ist.
Tritt der Fall ein, dass Spieler 0 von dem Pivotelement aus keinen Knoten
außerhalb vonW1 erzwingen kann, so wird vonW1 der AttraktorR
′ und eine
Attraktorstrategie σ′ berechnet. Dann wird rekursiv das Teilspiel u¨ber der
Knotenmenge V¯ := V0 ∪ V1 \R′ \W1 berechnet. Die Gewinnbereiche dieses
Teilspiels sind U0 fu¨r Spieler 0 und U1 fu¨r Spieler 1 und die Strategiefunktion
σ′. Fu¨r den Bereich W1 ist nach Induktionsvoraussetzung bereits bekannt,
dass Spieler 0 dort mit der Strategie σ|W1 gewinnt. Somit ergeben sich die
Gewinnbereiche U0 fu¨r Spieler 0 und U1 ∪ R′ ∪ W1 fu¨r Spieler 1 und die
Strategiefunktion σ|W1 ∪ ρ′ ∪ σ′.
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strategy(V0, V1, E, c):
1. if V0 ∪ V1 = ∅ then
2. return (∅, ∅, ∅)
3. elseif odd(maxv∈V0∪V1 c(v)) then
4. (W1,W0, σ) := strategy(V1, V0, E, c+ 1)
5. return (W0,W1, σ)
6. else
7. select p ∈ c−1(maxv∈V0∪V1 c(v))
8. (R, ρ) := attract(V0, E, V0 ∪ V1 \ {p}, {p})
9. V¯ := V0 ∪ V1 \R \ {p}
10. (W0,W1, σ) := strategy(V0 ∩ V¯, V1 ∩ V¯, E ∩ (V¯ × V¯ ), c)
11. if (p ∈ V0 ∧ pE \W1 6= ∅) ∨ (p ∈ V1 ∧ pE ∩W1 = ∅) then
12. if p ∈ V1 then
13. return (W0 ∪ {p} ∪R, W1, ρ ∪ σ)
14. else
15. select q ∈ pE \W1
16. return (W0 ∪ {p} ∪R, W1, ρ ∪ {(p 7→ q)} ∪ σ)
17. else
18. (R′, ρ′) := attract(V1, E, V0 ∪ V1 \W1,W1)
19. V¯ := V0 ∪ V1 \R′ \W1
20. (U0, U1, σ
′) := strategy(V0 ∩ V¯, V1 ∩ V¯, E ∩ (V¯ × V¯ ), c)
21. return (U0, U1 ∪R′ ∪W1, σ|W1 ∪ ρ′ ∪ σ′)
Abbildung 2.3: Strategiesynthesefunktion (McNaughtons Algorithmus)
Beispiel
Am Spielgraphen in Abbildung 2.4 zeigen wir den Ablauf des Algorithmus. Der
Aufruf von strategy() fu¨hrt zu einem rekursiven Aufruf in Zeile 4 mit dem dualen
Spielgraphen. Bei diesem Aufruf fa¨llt der Graph unter keinen der zuerst u¨ber-
pru¨ften Spezialfa¨lle. Somit wird zuna¨chst ein Pivotelement gewa¨hlt. Der Knoten
mit der gro¨ßten Farbe ist v8. Es wird der Attraktor von v8 fu¨r Spieler 1 berechnet
(fu¨r Spieler 1, weil v8 mit 3 eine ungerade Farbe, d.h. Gewinnfarbe fu¨r Spieler 1,
hat). Von v2 und v7 aus ist v8 erreichbar und von v3 gelangt man immer zu v2.
Diese Attraktormenge {v2, v3, v7, v8} wird vor der Konstruktion des restlichen
Teilspiels entfernt, womit der Teilgraph in Abbildung 2.5 verbleibt. Der Aufruf
von strategy() fu¨hrt wiederum zu einem rekursiven Aufruf fu¨r das duale Teilspiel.
In diesem Teilspiel wird der Knoten v6 als Pivot gewa¨hlt und sein Attraktor fu¨r
Spieler 0 bestimmt. Von v1 gelangt man immer zu v6, und von v5 kann Spieler 0
zu v1 ziehen. Weiterhin kommt man von v4 immer zu v5 oder v6. Somit umfasst
der Attraktor von v6 den ganzen Teilgraphen. Damit fu¨hrt der erneute rekursi-
ve Aufruf von strategy() in den ersten Spezialfall des leeren Graphen. Von dem
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Abbildung 2.4: Spielgraph G1.
Pivotelement v6 muss Spieler 0 somit nicht in den Gewinnbereich des Gegners
ziehen und gewinnt damit das Teilspiel in Abbildung 2.5, indem er von v6 zu v4
zieht.
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Abbildung 2.5: Spielgraph G1.
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Abbildung 2.6: Spielgraph G1.
Damit kehren wir zum Aufruf fu¨r den dualen ganzen Spielgraphen zuru¨ck,
nachdem wir fu¨r das Teilspiel auf den Knoten {v1, v4, v5, v6} als Ergebnis W0 =
{v1, v4, v5, v6} und W1 = ∅ erhalten haben. Vom Pivotelement v8 aus kann Spie-
ler 1 das Erreichen des Gewinnbereichs W0 des Teilspiels aus Abbildung 2.5 nicht
vermeiden. Somit kommen wir in den else-Fall (Zeile 17). Es wird der Attraktor
des Gewinnbereichs W0 fu¨r Spieler 0 berechnet. Dieser umfasst den Knoten v8.
Das verbleibende Teilspiel, dass in Abbildung 2.6 dargestellt ist, besteht somit aus
den Knoten v2, v3, v7. Auch der Aufruf von strategy() fu¨hrt zu einem rekursiven
Aufruf in Zeile 4 mit dem dualen Teilspiel.
In diesem Teilspiel wird v7 als Pivotelement gewa¨hlt. Sein Attraktor fu¨r Spie-
ler 0 entha¨lt keine weiteren Knoten. Somit muss in einer weiteren Rekursion das
Teilspiel aus den beiden Knoten v2 und v3 berechnet werden. Hier ist erneutes
Dualisieren notwendig. Das Pivotelement ist v3 und v2 liegt in dem Attraktor fu¨r
Spieler 1. Das verbleibende Teilspiel entha¨lt somit keine Knoten, so dass Spieler 1
das Teilspiel auf v2, v3 gewinnt.
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In dem Teilspiel {v2, v3, v7} zieht Spieler 1 von v7 nach v3 und somit in den
Gewinnbereich von Spieler 1. Daher kann Spieler 0 mit dem Pivotelement nicht
gewinnen und kommt damit in den else-Fall (Zeile 17). Der Attraktor des Gewinn-
bereichs {v2, v3} von Spieler 1 wird bestimmt; er umfasst den ganzen Teilgraph
{v2, v3, v7}. Somit gewinnt Spieler 1 auf diesem Teilspiel. Diese Gewinnmenge
wird an den Aufruf fu¨r den ganzen Spielgraphen zuru¨ckgeliefert.
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Abbildung 2.7: Spielgraph G1.
Der Gewinnbereich von Spieler 0 ist somit {v1, v4, v5, v6, v8} und der von Spie-
ler 1 ist {v2, v3, v7}. In Abbildung 2.7 sind die Strategien der Spieler auf ihrem
jeweiligen Gewinnbereich durch durchgezogene Kanten markiert.
Satz 2.13 [McN93] Der Algorithmus in Abb. 2.3 berechnet fu¨r ein gegebenes
Parita¨tsspiel die Gewinnbereiche und Gewinnstrategien fu¨r beide Spieler in Zeit
O(2|V | · |E|2).
Wir gehen auf die Komplexita¨tsaussage na¨her ein:
Um die Komplexita¨t dieser Funktion zu bestimmen, mu¨ssen zuna¨chst die re-
kursiven Aufrufe betrachtet werden. Die Funktion in Abb. 2.3 unterscheidet drei
Hauptfa¨lle. Der rekursive Aufruf in Zeile 4 fu¨hrt zum dualen Spiel, dass stets zu
einem der anderen Fa¨lle fu¨hrt; es kann also nicht vorkommen, dass in einer Folge
absteigender rekursiven Aufrufe zweimal hintereinander dualisiert wird. Somit
kann dieser rekursive Aufruf nicht ha¨ufiger als alle anderen Aufrufe vorkommen
und kann daher unberu¨cksichtigt bleiben. Fu¨r die u¨brigen rekursiven Aufrufe
gilt, dass sie stets nur auf kleinere Teilspiele angewandt werden. Somit ist die
Rekursionstiefe durch die Anzahl der Knoten des Spiels beschra¨nkt. Ein Auf-
ruf von attract() la¨sst sich in Zeit O(|E|2) berechnen, da er aus einer einfachen
Erreichbarkeitssuche besteht, bei der beim Erreichen der Knoten des einen Spie-
lers jeweils alle Vorga¨nger besucht werden (Zeilen 12-14 in Abb.2.2). Die u¨brigen
Operationen in strategy() lassen sich ebenfalls in Zeit O(|E|2) durchfu¨hren. Damit
ergibt sich eine Gesamtkomplexita¨t O(2|V | · |E|2).
Eine Variante dieses Algorithmus mit besserer Zeitkomplexita¨t wird von Zie-
lonka in [Zie98] vorgestellt. Bei seinem Algorithmus wird nicht ein einzelner Kno-
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ten (Pivotelement) mit gro¨ßter Farbe gewa¨hlt und der Attraktor berechnet, son-
dern es wird jeweils der Attraktor aller Knoten mit gro¨ßter Farbe bestimmt. Dies
hat den Nachteil, dass der zweite rekursive Aufruf in der Funktion strategy()
(Zeile 20) immer erforderlich ist. Andererseits erreicht man jedoch eine Rekursi-
onstiefe, die maximal der Anzahl der Farben entspricht. Fu¨r diesen Algorithmus
ergibt sich somit eine Gesamtzeitkomplexita¨t von O(2|c(V )| · |E|2).
2.2.4 Strategiekonstruktion nach Jurdzin´ski
In [Jur00b] beschreibt Jurdzin´ski einen Algorithmus zur Strategiekonstruktion,
der auf Fortschrittsmaßen basiert. Der Algorithmus bestimmt zu einem gegebenen
Spiel ein Spielfortschrittsmaß, aus welchem sich die Gewinnbereiche beider Spieler
und eine Gewinnstrategie fu¨r Spieler 0 extrahieren lassen.
Seien ein Spielgraph G = (V,E) mit Knotenaufteilung V = V0 ∪˙V1 und eine
Fa¨rbungsfunktion c : V → [k] mit k ∈ [|V | + 2] gegeben. In diesem Abschnitt
verwenden wir folgende zur Parita¨tsbedingung (bei geeigneter Umfa¨rbung) a¨qui-
valente Gewinnbedingung:
Spieler 0 gewinnt pi ⇐⇒ min c(Inf(pi)) ist gerade
Die kleinste unendlich oft vorkommende Farbe ist somit signifikant fu¨r den Ge-
winn der Partie pi. Wir partitionieren die Menge der Knoten anhand ihrer k
Farben. Wir setzen fu¨r alle i ∈ [k] : Ci = c−1(i) und ni = |Ci|.
Fu¨r jedes i ∈ N definieren wir auf der Menge der i-Tupel Ni die lexikographi-
sche Ordnung ≤i; d.h. fu¨r alle αj, βj ∈ N mit j ∈ [i] gilt:
(α0, . . . αi−1) ≤i (β0, . . . βi−1)
⇐⇒ ∃k ∈ [d+ 1] : (k = i ∨ αk < βk) ∧ ∀l ∈ [k] : αl = βl.
Jede Ordnung ≤i mit i ∈ N la¨sst sich auf die Menge der d-Tupel Nd mit d ∈ N
und d > i u¨bertragen. Man erha¨lt die lexikographische Ordnung der jeweils ersten
i Komponenten. Fu¨r alle αj, βj ∈ N mit j ∈ [d] gilt:
(α0, . . . αd−1) ≤i (β0, . . . βd−1) ⇐⇒ (α0, . . . αi−1) ≤i (β0, . . . βi−1)
Fortschrittsmaße
Im Folgenden definieren wir Fortschrittsmaße und Spielfortschrittsmaße fu¨r den
gegeben Spielgraphen G.
Ein Fortschrittsmaß ist eine Funktion µ : V → Nk, bei welcher fu¨r alle v, w ∈
V mit (v, w) ∈ E gilt:
µ(v) ≥c(v) µ(w) falls c(v) gerade,
µ(v) >c(v) µ(w) falls c(v) ungerade.
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Existiert ein Fortschrittsmaß fu¨r einen Spielgraph, so ist die kleinste Farbe jeder
Schleife gerade.
Sei MG wie folgt definiert:
MG = [1]× [n1 + 1]× [1]× [n3 + 1]× . . .× [1]× [nk−1 + 1], falls k gerade,
MG = [1]× [n1 + 1]× [1]× [n3 + 1]× . . .× [1]× [nk−2 + 1]× [1], sonst.
Der folgende Satz besagt, dass fu¨r jedes Spiel, in dem Spieler 0 u¨berall gewinnt,
ein Fortschrittsmaß existiert, welches mit Werten aus MG auskommt.
Satz 2.14 [Jur00b] Sei ein Spielgraph G = (V,E) mit Fa¨rbung c : V → [k]
gegeben. Wenn die kleinste Fa¨rbung aller Schleifen gerade ist, dann existiert ein
Fortschrittsmaß µ : V →MG fu¨r G.
Wir erweitern MG um ein neues gro¨ßtes Element > und definieren M>G =
MG ∪˙{>}. Entsprechend ergibt sich fu¨r die Ordnungen ≤i:
m ≤i > fu¨r alle m ∈M>G und i ≤ k.
Um die Vera¨nderung von Fortschrittsmaßen entlang von Kanten besser be-
schreiben zu ko¨nnen, fu¨hren wir die folgende Funktion Prog: (V → M>G ) × V ×
V →M>G ein:
Prog(µ, v, w) =
{
µ(w) falls c(v) gerade ∨ µ(w) = >,
min{m ∈M>G |m >c(v) µ(w)} sonst.
Zu einem gegebenen Spiel G = (V,E) mit einer Fa¨rbung c : V → [k] heißt
eine Funktion µ : V →M>G Spielfortschrittsmaß, wenn
fu¨r alle v ∈ V0 : µ(v) ≥c(v) Prog(µ, v, w) fu¨r ein w ∈ vE,
und fu¨r alle v ∈ V1 : µ(v) ≥c(v) Prog(µ, v, w) fu¨r alle w ∈ vE.
Wir setzen ‖µ‖ = {v ∈ V |µ(v) 6= >}.
Zu jedem Spielfortschrittsmaß la¨sst sich eine Strategie µ˜ : V0 → V fu¨r Spieler 0
mit
µ˜(v) ∈ {w ∈ vE|µ(w) = min
w′∈vE
µ(w′)}
wa¨hlen. Eine so gewa¨hlte Strategie hat die folgende Eigenschaft:
Satz 2.15 [Jur00b] Sei ein Spiel G = (V,E) mit einer Fa¨rbung c : V → [k]
gegeben. Sei µ ein Spielfortschrittsmaß. Dann ist µ˜ eine Gewinnstrategie auf ‖µ‖.
In Verbindung mit dem folgenden Satz und einem geeigneten Spielfortschrittsmaß
fu¨r den gegebenen Spielgraph erha¨lt man Gewinnbereiche und eine Gewinnstra-
tegie fu¨r Spieler 0 auf seinem Gewinnbereich.
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Satz 2.16 [Jur00b] Sei ein Spiel gegeben. Dann existiert ein Spielfortschritts-
maß µ : V →M>G , so dass ‖µ‖ der Gewinnbereich von Spieler 0 ist.
Der folgende Unterabschnitt zeigt, wie sich ein solches Spielfortschrittsmaß kon-
struieren la¨sst.
Algorithmus
Im Folgenden konstruieren wir ein
’
kleinstes‘ Spielfortschrittsmaß durch Anwen-
dung eines Liftoperators.
Zuna¨chst definieren wir eine Ordnung auf den Fortschrittsmaßen eines gege-
benen Spiels. Seien µ, µ′ : V →M>G . Dann ist die Ordnung v definiert durch:
µ v µ′ ⇐⇒ µ(v) ≤ µ′(v) fu¨r alle v ∈ V
Zur schrittweisen Vergro¨ßerung einer Funktion V → M>G definieren den fol-
genden Operator:
Lift(µ, v)(u) =

µ(u) falls u 6= v
max(µ(v),minw∈vE Prog(µ, v, w)) falls u = v ∈ V0
max(µ(v),maxw∈vE Prog(µ, v, w)) falls u = v ∈ V1
Fu¨r jedes v ∈ V ist der Liftoperator Lift(., v) in Bezug auf v monoton.
Mit dem folgenden Algorithmus la¨sst sich ein Spielfortschrittsmaß berechnen:
ProgressMeasureLifting(G):
1. µ = (V →M>G : v 7→ (0, . . . , 0))
2. while µ @ Lift(µ, v) for some v ∈ V do
3. µ = Lift(µ, v)
4. return µ
Satz 2.17 [Jur00b] Der Algorithmus ProgressMeasureLifting(G) liefert fu¨r ei-
nen Spielgraphen G ein Spielfortschrittsmaß µ, aus dem sich die Gewinnbereiche
‖µ‖ und V − ‖µ‖ fu¨r beide Spieler, und die Gewinnstrategie µ˜ fu¨r Spieler 0
ergibt. Er hat eine Zeitkomplexita¨t von O(dm ·
(
n
bd/2c
)bd/2c
), wobei n die Anzahl
der Knoten, m die Anzahl der Kanten und d die gro¨ßte Farbenzahl ist.
Beispiel
In Abbildung 2.8 stellen wir den Algorithmus an einem Beispiel dar. Die Kno-
ten des Spielgraphen sind mit v1, . . . , v8 bezeichnet. In Klammern ist bei jedem
Knoten seine Farbe angegeben. U¨ber bzw. unter den Knoten sind die Werte der
Fortschrittsmaße angegeben. Die Indizes geben jeweils die Nummer der Iteration
des Algorithmus an. Es sind die Tupel der Ausgangssituation mit Index 0 ange-
geben und fu¨r die weiteren Iterationen nur noch die gea¨nderten Bewertungen.
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Abbildung 2.8: Spielgraph G1.
Mit der endgu¨ltigen Fortschrittsfunktion ergibt sich als Ergebnis, dass Spie-
ler 0 von den Knoten v1, v4, v5, v6, v8 aus gewinnt, und Spieler 1 von v2, v3 und v7
aus. Die Strategie fu¨r Spieler 0 erha¨lt man, indem man jeweils den Nachfolger mit
dem kleinsten Tupel wa¨hlt, womit sich die Zu¨ge v8 7→ v1, v6 7→ v4 und v5 7→ v1
ergeben.
Fu¨r diesen Algorithmus gibt Jurdzin´ski in [Jur00b] eine Klasse von Beispielen
an, bei denen exponentielle Laufzeit des Algorithmus erreicht wird.
2.3 Zusammenhang zu Payoff-Spielen
Payoff-Spiele, wie sie von Ehrenfeucht und Mycielski in [EM79] und Zwick und
Paterson in [ZP96] beschrieben werden, sind eine weitere Art von Spielen, die sich
auf Spielgraphen spielen lassen. Dabei wird zwischen Discounted-Payoff-Spielen
(DPG) und Mean-Payoff-Spielen (MPG) unterschieden. Im Folgenden werden
beide Arten von Spielen eingefu¨hrt. Es wird dargestellt, dass sich, wie in [Pur95]
gezeigt, sowohl die Lo¨sung von Mean-Payoff-Spielen auf die von Discounted-
Payoff-Spielen als auch die Lo¨sung von Parita¨tsspielen auf die von Mean-Payoff-
Spielen zuru¨ckfu¨hren la¨sst. In Kapitel 3 zeigen wir, wie man ausgehend von diesem
Ansatz einen Algorithmus konstruiert, der an Stelle der von Puri verwendeten re-
ellen Bewertungen mit Bewertung aus Tupeln von Knoten und Knotenmengen
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auskommt.
2.3.1 Payoff-Spiele
Payoff-Spiele werden ebenfalls auf einem Spielgraph G = (V,E) gespielt, bei dem
sich V in die beiden Mengen V0 und V1 aufteilt. Zusa¨tzlich ist eine Rewardfunktion
r : V → R gegeben. Jeder Partie wird eine reelle Zahl zugeordnet: Bei Discounted-
Payoff-Spielen (DPG) ist das Ergebnis einer Partie pi ∈ Π fu¨r einen gegebenen
Discountfaktor β mit 0 < β < 1:
Rβ(pi) =
∑
k∈N
βkr(pik)
und bei Mean-Payoff-Spielen (MPG):
R(pi) = lim
k→∞
1
k
k∑
l=0
r(pil)
Ziel des Spiels ist fu¨r Spieler 0 in einer Partie ein mo¨glichst großes und fu¨r Spieler 1
ein mo¨glichst kleines Ergebnis zu erreichen.
Eine Strategie heißt optimal fu¨r Spieler 0 (bzw. Spieler 1), wenn sie das ma-
ximale (bzw. minimale) Ergebnis liefert, welches unabha¨ngig vom Verhalten des
Gegners durch eine Strategie garantiert werden kann. In anderen Worten: Eine
Strategie ist fu¨r einen Spieler optimal, wenn sie solche Zu¨ge bestimmt, die den
geringst mo¨glichen Schaden verursachen. Wie wir spa¨ter zeigen werden, korre-
spondiert der Begriff der optimalen Strategie fu¨r Payoff-Spiele zu dem der Ge-
winnstrategie bei den unendlichen Spielen.
Wir bezeichnen diejenige Partie, die von einem Knoten v ∈ V nach einer
Strategie σ : V0 → V fu¨r Spieler 0 und einer Strategie τ : V1 → V fu¨r Spieler 1
gespielt wird, mit piv,σ,τ . Wir sprechen davon, dass ein Payoff-Spiel fu¨r einen
Startknoten v ein Ergebnis hat, wenn fu¨r alle Strategien σ : V0 → V und τ :
V1 → V auf dem gegeben Spielgraphen
sup
σ
inf
τ
R¯(piv,σ,τ ) = inf
τ
sup
σ
R¯(piv,σ,τ )
gilt, wobei R¯ z.B. R oder Rβ sein kann.
Aus [Pur95] seien hier zwei Ergebnisse u¨ber Discounted- und Mean-Payoff-
Spiele zitiert:
Satz 2.18 [Pur95] Jedes DPG besitzt fu¨r alle Knoten ein Ergebnis und es exi-
stieren fu¨r beide Spieler jeweils optimale positionale Strategien, die zu diesen
Ergebnissen fu¨hren.
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Satz 2.19 [Pur95] Gegeben sei ein Spielgraph mit einer Bewertung. Dann exi-
stiert ein Discountfaktor β0, so dass alle Lo¨sungen des Discounted-Payoff-Spiels
mit Discountfaktor β > β0 auch Lo¨sungen des entsprechenden Mean-Payoff-Spiels
sind.
Es sei darauf hingewiesen, dass ein Mean-Payoff-Spiel auch andere Lo¨sungen
als ein entsprechendes Discounted-Payoff-Spiel haben kann, da endlich oft besuch-
te Knoten durch die Grenzwertbildung beim der MPG-Bewertung im Ergebnis
nicht beru¨cksichtigt werden und daher nicht wie bei DPGs optimal gewa¨hlt sein
mu¨ssen.
2.3.2 Parita¨tsspiele als spezielle Mean-Payoff-Spiele
Wie Puri in [Pur95] zeigt, lassen sich Parita¨tsspiele als Mean-Payoff-Spiele in
dem Sinne kodieren, dass jede Lo¨sung des Mean-Payoff-Spiels eine Lo¨sung fu¨r
das Parita¨tsspiel liefert.
Satz 2.20 [Pur95] Sei G = (V,E) ein Spielgraph, V = V0 ∪˙V1 und c : V →
[|V |] eine Fa¨rbung der Knoten. Sei r : V → R eine Rewardfunktion mit:
r(v) = (−|V |)c(v)
fu¨r alle v ∈ V . Seien f und g optimale positionale Strategien fu¨r Spieler 0 re-
sp. 1 bzgl. des Mean-Payoff-Spiels mit der Rewardfunktion r. Dann gilt fu¨r das
Parita¨tsspiel mit der Fa¨rbung c:
Win0 = {v ∈ V |R(piv,f,g) ≥ 0}
Win1 = {v ∈ V |R(piv,f,g) < 0}
und f |Win0 ist eine Gewinnstrategie fu¨r Spieler 0 von Win0 aus, und g|Win1 ist
eine Gewinnstrategie fu¨r Spieler 1 von Win1 aus.
Beweis: Sei G = (V,E) ein Spielgraph, V = V0 ∪˙V1 und c : V → [|V |] eine
Fa¨rbung der Knoten. Sei r : V → R eine Rewardfunktion mit:
r(v) = (−|V |)c(v)
fu¨r alle v ∈ V . Seien f und g optimale positionale Strategien fu¨r Spieler 0 re-
sp. 1 bzgl. des Mean-Payoff-Spiels mit der Rewardfunktion r. Zu zeigen ist fu¨r
jeden Startknoten v ∈ V und jede positionale Strategie f fu¨r Spieler 0 und jede
positionale Strategie g fu¨r Spieler 1:
max c(Inf(piv,f,g)) ∈ 2N ⇐⇒ R(piv,f,g) ≥ 0.
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Sei L = Inf(piv,f,g). Dann gilt:
R(piv,f,g) = lim
k→∞
1
k
k∑
l=0
r(pil) =
1
|L|
∑
v∈L
r(v)
Sei M = {v ∈ L|c(v) = max c(L)}.∣∣∣∣∣∣
∑
v∈L\M
r(v)
∣∣∣∣∣∣ ≤ (|L| − |M |) · |V |max c(L)−1 < |V |max c(L) ≤ |M | · |V |max c(L)
Also
R(piv,f,g) ≥ 0 ⇐⇒ |M | · (−|V |)max c(L) ≥ 0 ⇐⇒ max c(L) ∈ 2N.
Somit gewinnt Spieler 0 genau dann eine Partie nach der Mean-Payoff-Bedingung,
wenn er sie nach der Parita¨tsbedingung gewinnt, sofern Rewardfunktion und
Fa¨rbung in der vorausgesetzten Beziehung stehen. 2
Dass sich bei der gewa¨hlten Fa¨rbung fu¨r eine Partie der Gewinner des Pa-
rita¨tsspiels an dem Ergebnis des Mean-Payoff-Spiels ablesen la¨sst, gilt nur bei
positionalen Strategien. Betrachten wir in dem Spielgraph in Abbildung 2.9 Par-
tien, die von Knoten v2 ausgehen. Zieht Spieler 0 nach der positionalen Strategie
v2 zu v1, so ist das Ergebnis des MPG
1+1
2
= 1 und Spieler 0 gewinnt nach Pa-
rita¨tsbedingung. Zieht Spieler 0 nach der positionalen Strategie v2 zu v3, so ist
das Ergebnis des MPG 1−3
2
= −1 und Spieler 1 gewinnt nach Parita¨tsbedingung.
Zieht Spieler 0 jedoch je zweimal von v2 zu v1 und dann einmal zu v3, so ergibt
sich die Partie (v2v1v2v1v2v3)
ω, die das MPG-Ergebnis 1+1+1+1+1+1−3
6
= 1
3
hat,
in der aber Spieler 1 nach Parita¨tsbedingung gewinnt, da der Knoten v3 mit der
ungeraden Farbe 1 unendlich oft erreicht wird.
v1 v3v2
c 0 0 1
r 1 1 −3
Abbildung 2.9: Unterschiede bei nicht-positionalen Strategien.
2.4 Puris Synthesealgorithmus
Der in diesem Abschnitt beschriebene Algorithmus zur Synthese optimaler Stra-
tegien fu¨r Discounted-Payoff-Spiele wurde von Puri [Pur95] entwickelt. Er basiert
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auf dem allgemeineren Ansatz der sukzessiven Strategieverbesserung, wie er vor-
her bereits fu¨r Stochastische Spiele [Sha53] angewandt wurde.
Gegeben ist ein Spielgraph (V,E), wobei sich die Knotenmenge V in die Kno-
ten V0 von Spieler 0 und die Knoten V1 von Spieler 1 aufteilt. Weiterhin ist eine
Gewichtsfunktion r : V → R und ein Discountfaktor β ∈ (0, 1) gegeben.
Wir betrachten zuna¨chst den Fall, dass positionale Strategien σ und τ fu¨r
beide Spieler gegeben sind. Aus der Definition des Ergebnisses der Partie eines
DPG ergibt sich fu¨r jeden Knoten v und seinen durch die Strategien festgelegten
Nachfolger:
Rβ(piv,σ,τ ) = r(v) + βRβ(piw,σ,τ ) fu¨r w = σ(v), falls v ∈ V0
oder
Rβ(piv,σ,τ ) = r(v) + βRβ(piw,σ,τ ) fu¨r w = τ(v), falls v ∈ V0.
Ersetzt man Rβ(pi . ,σ,τ ) durch die Variable ϕ ∈ RV , so erha¨lt man folgendes lineare
Gleichungssystem:
ϕ(v) = r(v) + βϕ(σ(v)) fu¨r v ∈ V0
ϕ(v) = r(v) + βϕ(τ(v)) fu¨r v ∈ V1
Dieses Gleichungsystem besitzt genau eine Lo¨sung, da ϕ der Fixpunkt einer Kon-
traktion (0 < β < 1) im RV ist. D.h., wenn ϕ Lo¨sung dieses Gleichungssystems
ist, so gilt Rβ(piv,σ,τ ) = ϕ(v) fu¨r alle v ∈ V . Im Folgenden bezeichnen wir ϕ auch
als Bewertungsfunktion.
2.4.1 Das Optimierungsproblem
Dieses Vorgehen, die Ergebnisse von Partien als Lo¨sungen eines Gleichungssy-
stems aufzufassen, werden wir in diesem Unterabschnitt auf den Fall ausdehnen,
in welchem die Strategien noch zu wa¨hlen sind.
Betrachtet man die Nachfolger eines Knotens und kennt fu¨r sie das Ergeb-
nis einer von ihnen aus nach optimalen Strategien gespielten Partie, so kann fu¨r
diesen Knoten allein anhand dieser Ergebnisse eine optimale Strategie gewa¨hlt
werden. Spieler 0 (1) wa¨hlt offensichtlich den Nachfolger mit dem gro¨ßten (klein-
sten) Ergebnis.
Auf diese Weise erha¨lt man eine lokale Eigenschaft fu¨r die Wahl einer optima-
len Strategie. Nutzt man die Existenz positionaler optimaler Strategien aus, so
la¨sst sich die Lo¨sung eines Discounted-Payoff-Spiels, eine Bewertung ϕ : V → R,
durch folgendes Gleichungssystem formulieren:
ϕ(v) = r(v) + β max
v′∈vE
ϕ(v′) fu¨r v ∈ V0
ϕ(v) = r(v) + β min
v′∈vE
ϕ(v′) fu¨r v ∈ V1
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Die positionalen Strategien ergeben sich dabei offensichtlich durch die fu¨r jeden
Knoten gewa¨hlten Nachfolger.
Problem bei der Lo¨sung dieses Gleichungssystems ist, dass gleichzeitig Minima
und Maxima bestimmt werden mu¨ssen; d.h. die Optima fu¨r die verschiedenen
Komponenten von ϕ ko¨nnen nicht unabha¨ngig voneinander bestimmt werden.
Beschra¨nkt man sich zuna¨chst auf das Problem zu einer gegebenen Strategie
des Spielers 0 eine optimale Antwortstrategie fu¨r Spieler 1 zu bestimmen, so erha¨lt
man das folgende einfachere Gleichungssystem:
ϕ(v) = r(v) + βϕ(σ(v)) fu¨r v ∈ V0
ϕ(v) = r(v) + βminv′∈vE ϕ(v′) fu¨r v ∈ V1
(2.4)
In diesem Gleichungssystem lassen sich die Komponenten von ϕ unabha¨ngig op-
timieren.2 Dieses Optimierungsproblem la¨sst sich als Maximierungsproblem fu¨r
das folgende Ungleichungssystem auffassen:
ϕ(v) = r(v) + βϕ(σ(v)) fu¨r v ∈ V0
ϕ(v) ≤ r(v) + βϕ(v′) fu¨r v ∈ V1, v′ ∈ vE
Dies ist jedoch ein sehr spezielles lineares Ungleichungssystem, da in jeder Un-
gleichung nur zwei Variablen vorkommen. Megiddo zeigt in [Meg83], dass sich
fu¨r solche Ungleichungssysteme in Zeit O(mn3 log(m)) eine maximale Lo¨sung be-
stimmen la¨sst, wobei n die Anzahl der Variablen (hier: die Anzahl der Knoten
von Spieler 1) und m die Anzahl der Ungleichungen (hier: die Anzahl der Kanten,
die von Knoten von Spieler 1 ausgehen) ist.
Die Lo¨sung des Gleichungssystems 2.4 liefert somit zu einer gegebenen Stra-
tegie von Spieler 0 eine optimale Antwortstrategie und gleichzeitig die Ergebnisse
aller nach diesen beiden Strategien gespielten Partien.
2.4.2 Der Strategieverbesserungs-Algorithmus
Der von Puri entwickelte Strategieverbesserungs-Algorithmus verbessert die Stra-
tegie von Spieler 0 ausgehend von einer beliebigen Anfangsstrategie schrittweise.
In jedem Schritt wird dabei eine optimale Antwortstrategie fu¨r Spieler 1 berech-
net.
Der Algorithmus (siehe Abbildung 2.10) besteht im wesentlichen aus drei
Teilen:
1. Wahl einer initialen Strategie fu¨r Spieler 0.
2Puri bemerkt in seiner Arbeit, dass fu¨r dieses Gleichungssystem in Polynomzeit eine Lo¨sung
bestimmt werden kann, fu¨hrt hierzu jedoch kein Verfahren an.
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1. Setze i = 0; Spieler 0 wa¨hlt eine positionale Strategie σ0.
2. repeat
3. Spieler 1 wa¨hlt eine optimale Antwortstrategie τi.
4. Bewertung ϕ von (σi, τi) berechnen.
5. Fu¨r u ∈ V0 setze σi+1(u) = σi(u), falls σi(u) ∈ arg max
v∈V,uEv
ϕ(v),
sonst wa¨hle σi+1(u) ∈ arg max
v∈V,uEv
ϕ(v).
6. Setze i = i+ 1.
7. until σi = σi−1
8. return σi−1, τi−1
Abbildung 2.10: Puris Strategiesynthese-Algorithmus fu¨r Discounted-Payoff-
Spiele
2. Eine Schleife, in der in jeder Iteration eine optimale Antwortstrategie fu¨r
Spieler 1 im Bezug auf die aktuelle Strategie von Spieler 0 berechnet wird
und eine Bewertung der Partien, die sich durch die fu¨r beide Spieler fest-
gelegten Strategien ergeben. Aufgrund dieser Bewertung wird jeweils eine
neue Strategie fu¨r Spieler 0 ermittelt. Stimmt diese Strategie fu¨r Spieler 0
mit der zuvor gewa¨hlten u¨berein, so terminiert die Schleife.
3. Ru¨ckgabe der fu¨r beide Spieler zuletzt berechneten Strategien.
Die Wahl einer optimalen Anwortstrategie und das Berechnen einer Bewertung
kann wie im vorangegangen Unterabschnitt beschrieben durchgefu¨hrt werden.
Satz 2.21 [Pur95] Der Algorithmus in Abbildung 2.10 terminiert und liefert zu
einem gegebenen Spielgraphen mit Parita¨tsgewinnbedingung die Gewinnbereiche
beider Spieler und Gewinnstrategien auf diesen Gewinnbereichen.
Beweisidee: In jedem Schritt verbessert sich die Bewertung, d.h. es gibt keinen
Knoten, fu¨r den das Partieergebnis kleiner wird.
Ein Verbesserungschritt ist eine Kontraktion im Bezug auf die Bewertung.
Somit gibt es nur eine Bewertung, die die Terminationsbedingung erfu¨llen kann.
Die Lo¨sung des Spiels ist eine Bewertung, die nicht mehr verbessert werden kann.
Somit liefert der Algorithmus eine korrekte Lo¨sung, wenn er terminiert.
Da in jedem Schritt die Bewertung echt gro¨ßer wird, und die Bewertung nur
von der Strategie von Spieler 0 abha¨ngt, der nur endlich viele Strategien wa¨hlen
kann, terminiert der Algorithmus nach endlich vielen Verbesserungsschritten.
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Diskussion Mit Hilfe der beiden Transformationen aus diesem Abschnitt la¨sst
sich jedes Parita¨tsspiel auf ein Mean-Payoff-Spiel und dies auf ein Discounted-
Payoff-Spiel zuru¨ckfu¨hren. Verwendet man zur Strategiekonstruktion fu¨r Dis-
counted-Payoff-Spiele Puris Algorithmus, so hat dies den Nachteil, dass in je-
dem Iterationsschritt ein Ungleichungssystem mit reellen Konstanten mit hoher
Genauigkeit gelo¨st werden muss.
Im folgenden Kapitel wird ein Algorithmus beschrieben, der eine diskrete
Bewertung verwendet. In Abschnitt 3.7 wird der Bezug zur hier dargestellten
Bewertung von Puri aufgezeigt. Aus diesem Zusammenhang ergibt sich, dass die
von Puri verwendeten reellen Bewertung große Redundanzen enthalten, was zu
einem unno¨tig hohen Aufwand beim Lo¨sen der Ungleichungssysteme fu¨hrt.
Kapitel 3
Der diskrete Strategie-
verbesserungs-Algorithmus
In diesem Kapitel beschreiben wir einen Algorithmus zur Strategiesynthese, der
zu der Klasse der Strategieverbesserungs-Algorithmen (SVA) geho¨rt. Die Grund-
lage dieses Algorithmus bildet der in Abschnitt 2.4 beschriebener SVA von Puri
[Pur95], mit dem optimale Strategien fu¨r Discounted-Payoff-Spiele (DPGs) kon-
struiert werden ko¨nnen. Im Gegensatz zum Algorithmus von Puri werden jedoch
diskrete Bewertungen verwendet, so dass wir den hier beschriebenen Algorithmus
kurz als diskreten SVA (dSVA) bezeichnen.
Wir beginnen mit der Einfu¨hrung von Partieprofilen. Ein Partieprofil be-
schreibt die wesentlichen Eigenschaften einer gegebenen Partie. Darauf aufbauend
werden Bewertungen definiert. Sie ordnen jedem Knoten eines Graphen das Profil
einer von ihm ausgehenden Partie zu. Dabei sind die Partien, die von den ver-
schiedenen Knoten ausgehen, insofern miteinander vertra¨glich, als sie alle durch
uniforme Strategien induziert werden. Eine Bewertung entha¨lt hinreichend viele
Informationen, um ihr Strategien fu¨r beide Spieler zu entnehmen, die Partien
induzieren, deren Partieprofile diese Bewertung ergeben.
Im darauf folgenden Abschnitt identifizieren wir die Klasse der optimalen
Bewertungen. Es zeigt sich, dass diese Bewertungen gerade die jener Partien
sind, die durch Gewinnstrategien induziert werden.
Danach geben wir den Algorithmus zur Strategiesynthese an. Der Algorith-
mus wa¨hlt zuna¨chst eine Bewertung (aufbauend auf einer beliebigen Strategie fu¨r
Spieler 0), die optimal fu¨r Spieler1 ist. Dann wird diese Bewertung schrittweise
fu¨r Spieler 0 verbessert, bis eine fu¨r beide Spieler optimale Bewertung entsteht,
aus der sich Gewinnbereiche und -strategie leicht extrahieren lassen. Es folgt
der Korrektheitsbeweis, eine Komplexita¨tsabscha¨tzung und eine Diskussion von
Verbesserungsmo¨glichkeiten.
Im letzten Abschnitt des Kapitels zeigen wir die Verbindung zum Strategie-
synthese-Algorithmus von Puri auf.
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Fu¨r dieses Kapitel setzen wir voraus, dass die gegebenen Spielgraphen bipar-
tit sind. Dies stellt keine echte Einschra¨nkung dar, da aus einem Spielgraphen,
der diese Bedingung nicht erfu¨llt, leicht einer konstruiert werden kann, der sie
erfu¨llt: Jede Kante, deren Quell- und Zielknoten dem gleichen Spieler geho¨ren,
wird entfernt und durch eine Kante vom Quellknoten zu einem neuen Knoten
des anderen Spielers und eine Kante von diesem neuen Knoten zum Zielknoten
ersetzt. Die hinzugefu¨gten Knoten erhalten alle die geringstwertige Farbe.
Weiterhin sind alle betrachteten Strategien positionale Strategien und ko¨nnen
daher in der Form:
σ : U0 → V1 mit U0 ⊆ V0 fu¨r Spieler 0
τ : U1 → V0 mit U1 ⊆ V1 fu¨r Spieler 1
dargestellt werden. Auch bei der Betrachtung von Partien werden wir uns auf
solche beschra¨nken, die nach positionalen Strategien gespielt sind. Zu jeder Partie
pi ∈ V ω, die nach positionalen Strategien gespielt ist, existieren eindeutige α, β ∈
V ∗, wobei in αβ kein Knoten mehrfach vorkommt, so, dass pi = αβω gilt. Somit
besteht jede solche Partie pi aus dem Weg zur Schleife α und der Schleife β. Die
Knoten in β bezeichnen wir als Schleifenknoten der Partie pi.
3.1 Partieprofile und Bewertungen
Aufbauend auf der Fa¨rbung c : V → [|V | + 1] der Parita¨tsgewinnbedingung
und die dadurch gegebene partielle Ordnung auf den Knoten eines Spielgraphen
definieren wir eine verfeinerte totale Ordnung, die wir als Relevanzordnung be-
zeichnen. Unter ihrer Verwendung la¨sst sich das Profil einer Partie definieren.
Partieprofile beschreiben die fu¨r eine Bewertung entscheidenden Eigenschaften
einer Partie. Eine Bewertung ordnet jedem Knoten eines Spielgraphen ein Par-
tieprofil zu, wobei die Partien der Profile durch uniforme Strategien induziert
sein mu¨ssen. Die exakte Formulierung dieser Vertra¨glichkeitsbedingung erfolgt
mit Hilfe der Nachfolgerprofilrelation. Ein nachfolgender Unterabschnitt zeigt,
wie sich Bewertungen vergleichen lassen.
Sei G = (V,E) ein Spielgraph, bei dem sich die Knotenmenge V auf die
Knotenmenge V0 fu¨r Spieler 0 und die Knotenmenge V1 fu¨r Spieler 1 aufteilt.
Durch eine Funktion c : V → [|V |+ 1] sei eine Fa¨rbung der Knoten gegeben.
Im Folgenden beno¨tigen wir eine totale Ordnung der Knoten, welche die auf
der Fa¨rbung gegebene Ordnung < verfeinert. Wir wa¨hlen eine Relevanzordnung
<c auf den Knoten, die folgende Bedingung erfu¨llt:
c(u) < c(v) =⇒ u <c v fu¨r alle u, v ∈ V. (3.1)
Offensichtlich kann es verschiedene solcher Ordnungen zu einer Fa¨rbung geben.
Fu¨r die folgenden U¨berlegungen legen wir eine solche beliebige aber feste Ordnung
zugrunde.
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Weitet man den zugelassenen Wertebereich fu¨r Fa¨rbungen aus (c : V →
[2|V |]), so kann man zu jeder Fa¨rbungsfunktion eine injektive Fa¨rbungsfunkti-
on bestimmen, fu¨r die alle Partien den gleichen Gewinner wie zuvor haben. Ist
die Fa¨rbungsfunktion injektiv, legt 3.1 eine Relevanzordnung <c eindeutig fest.
Zur Vereinfachung werden wir daher im Folgenden stets eine a¨quivalente injekti-
ve Fa¨rbungsfunktion bestimmen, falls die gegebene nicht injektiv ist. Außerdem
werden wir verku¨rzend < anstelle von <c schreiben.
Wir teilen die Menge der Knoten in die beiden Mengen
V+ = {v ∈ V | c(v) ist gerade} und V− = {v ∈ V | c(v) ist ungerade}
auf. Wir bezeichnen die Knoten in V− als negative Knoten und die in V+ als
positive Knoten.
Beispiel
In Abbildung 3.1 ist der Spielgraph G1 = ({v1, . . . , v8}, E) dargestellt. Durch die
Fa¨rbungsfunktion c : V → [4] sind den Knoten folgende Farben zugeordnet:
v v1 v2 v3 v4 v5 v6 v7 v8
c(v) 0 0 1 1 1 2 2 3
Eine Fa¨rbungsfunktion c′ : V → [12], die die gleiche Gewinnbedingung be-
schreibt, aber zu einer eindeutig festgelegten Relevanzordnung fu¨hrt, erhalten
wir durch
’
Einfu¨gen‘ zusa¨tzlicher Farben:
v v1 v2 v3 v4 v5 v6 v7 v8
c′(v) 0 2 3 5 7 8 10 11
In der Abbildung sind Knoten aus V− mit − und solche aus V+ mit + markiert.
Als Relevanzordnung erhalten wir:
v1 < v2 < v3 < v4 < v5 < v6 < v7 < v8
Auch bei weiteren Beispielen in diesem Kapitel werden wir die Konvention bei-
behalten, die Knoten in aufsteigender Relevanzordnung zu nummerieren.
Wie im vorigen Kapitel bezeichnen wir mit Inf(pi) die Menge der unendlich
oft in der Partie pi vorkommenden Knoten. Mit diesen Definitionen ko¨nnen wir
die Gewinnbedingung fu¨r Spieler 0 in einer Partie pi wie folgt formulieren:
max<(Inf(pi)) ∈ V+.
Wesentliche Daten einer Partie pi sind die folgenden drei Werte:
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v−4 v
+
2
v+1 v
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7
v−5 v
−
3
v+6 v
−
8
Abbildung 3.1: Spielgraph G1.
1. Der relevanteste Schleifenknoten upi:
upi = max<(Inf(pi)).
2. Die Menge der Knoten Ppi in der Partie pi, die relevanter als upi sind:
Ppi = {v ∈ V |upi < v ∧ pi ∈ V ∗vV ω}.
3. Die Anzahl von Knoten, die vor dem ersten Besuch von upi besucht werden:
epi = min{i ∈ N |pi ∈ V iupiV ω}.
Wir bezeichnen das Tripel (upi, Ppi, epi) als Partieprofil von pi. Partieprofile be-
schreiben A¨quivalenzklassen von Partien auf dem gegebenen Spielgraph. Per De-
finition geho¨rt jedes Partieprofil zu folgender Menge:
D = {(u, P, e) ∈ V × 2V × [|V |] | ∀v ∈ P : u < v}.
Zu einer Partie vpi ∈ V ω mit v ∈ V und pi ∈ V ω bezeichnen wir die Partie
s(vpi) = pi als Nachfolgerpartie. Sie ist die Partie, die im Nachfolger des Anfangs-
knotens der gegebenen Partie beginnt und bei der sich beide Spieler genau wie
bei der urspru¨nglichen Partie verhalten.
Um die Beziehung zwischen den Partieprofilen aufeinanderfolgender Knoten
einer Partie zu beschreiben, definieren wir die Nachfolgerprofilrelation N ⊆ V ×
D × D. Sind x ∈ V und zwei Profile (u, P, e) und (v,Q, f) gegeben, dann gilt
N(x, (u, P, e), (v,Q, f)), wenn:
u = v ∧ ( (x = u ∧ P = Q = ∅ ∧ e = 0)
∨ (x < u ∧ P = Q ∧ e = f + 1)
∨ (x > u ∧ P = Q ∪˙ {x} ∧ e = f + 1))
Man beachte, dass im Fall x > u die Relation N nur zutreffen kann, wenn x /∈ Q.
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(v5, {v6, v8}, 6)
(v5, {v6, v7, v8}, 7)
Abbildung 3.2: Spielgraph mit eingezeichneten Strategien.
Beispiel
In Abbildung 3.2 ist eine Partie angegeben, die von v7 u¨ber v3, v2, v8, v1, v6 in die
Schleife zwischen v4 und v5 fu¨hrt. Am Knoten v7 ist das Profil (v5, {v6, v7, v8}, 7)
dieser Partie vermerkt. Am Knoten v3 steht das Profil (v5, {v6, v8}, 6), der in
diesem Knoten beginnenden Nachfolgerpartie. Der Knoten v7 und die beiden
gegeben Profile stehen in der Nachfolgerprofilrelation:(
v7, (v5, {v6, v7, v8}, 7), (v5, {v6, v7, v8}, 7)
) ∈ N
Die Nachfolgerprofilrelation beschreibt den zwischen den Partieprofilen auf-
einanderfolgender Knoten einer Partie geltenden Zusammenhang:
Bemerkung 3.1 Sei (V,E) ein Spielgraph mit einer Aufteilung der Knotenmen-
ge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1], und sei
pi ∈ V ω eine Partie auf diesem Spielgraph. Sei R ∈ D das Partieprofil von pi
und S ∈ D das Partieprofil von s(pi). Dann gilt N(pi0, R, S), wobei pi0 der erste
Knoten der Partie pi ist.
Das folgende Lemma zeigt: Wenn den Knoten einer Partie beliebige Partie-
profile zugeordnet sind und die Nachfolgerprofilrelation entlang der Knoten dieser
Partie und ihrer Profile gilt, dann beschreiben die Partieprofile jeweils genau diese
von ihrem jeweiligen Knoten ausgehende Partie.
Lemma 3.2 Sei (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1], und sei
pi ∈ V ω eine Partie auf diesem Spielgraph. Sei U ⊆ V die Menge der Knoten,
die in pi vorkommen und ϕ : U → D eine Funktion, die den Knoten der Partie
Profile zuordnet. Stehen aufeinanderfolgende Knoten der Partie in der Nachfol-
gerprofilrelation, d. h. gilt
∀u, v ∈ V, α, β ∈ V ∗ : pi = αuvβ =⇒ N(u, ϕ(u), ϕ(v)),
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Abbildung 3.3: Spielgraph G1 mit Bewertung.
dann ist ϕ(pi0) das Profil der Partie pi, wobei pi0 der Anfangsknoten der Partie pi
ist.
Dieses Lemma liefert eine lokale Bedingung zur Konstruktion von Bewertungen.
Eine Bewertung ist eine Funktion ϕ : V → D, die jedem Knoten ein Partieprofil
zuordnet und fu¨r die gilt:
∀x ∈ V ∃y ∈ V : xEy ∧ N(x, ϕ(x), ϕ(y)).
Dass jeder Knoten einen Nachfolger in Nachfolgerprofilrelation besitzt, garantiert
nach Lemma 3.2, dass von jedem Knoten aus eine Partie existiert, die seinem
Profil entspricht.
Fu¨r N(x, ϕ(x), ϕ(y)) fu¨hren wir die Abku¨rzung x ϕ y ein. Wir bezeichnen
ϕ als ϕ-progress-Relation.
Um uns in einer Bewertung ϕ auf die Komponenten eines Profils ϕ(v) =
(u, P, e) zu beziehen, schreiben wir ϕ0, ϕ1 und ϕ2, wobei ϕ0(v) = u, ϕ1(v) = P
und ϕ2(v) = e.
Beispiel
In Abbildung 3.3 ist fu¨r den bereits verwendeten Beispielgraphen G1 eine Bewer-
tung angegeben. Stehen die Knoten einer Kante von x nach y in Progress-Relation
(xϕy), so ist diese Kante in der Abbildung durchgezogen gezeichnet, anderenfalls
gestrichelt. An diesem Beispiel ist zu sehen, dass ein Knoten durchaus mehrere
Nachfolger, die mit ihm in Progress-Relation stehen, haben kann; d.h. ein Profil
beschreibt, wie bereits erwa¨hnt, eine Klasse von Partien.
Eine einfache Mo¨glichkeit, eine Bewertung fu¨r einen Graphen zu bestimmen,
besteht darin, fu¨r jeden Knoten eine ausgehende Kante zu wa¨hlen. Durch diese
Wahl wird jedem Knoten eindeutig eine Partie und damit auch ein Partieprofil
zugeordnet. Nach Konstruktion erfu¨llt diese Zuordnung von Profilen zu Knoten
die Eigenschaften einer Bewertung.
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Eine Strategie ρ : Vi → V1−i (i ∈ {0, 1}) heißt i-vertra¨glich (oder kurz: ver-
tra¨glich) mit einer Bewertung ϕ, wenn ∀v ∈ Vi : v ϕ ρ(v).
3.1.1 Vergleich von Bewertungen
Eine Bewertung repra¨sentiert fu¨r jeden Knoten eine Klasse von Partien und damit
fu¨r beide Spieler jeweils die Klasse der uniformen Strategien, nach denen diese
Partien gespielt werden. Ziel ist es, eine partielle Ordnung auf den Bewertungen zu
definieren, welche die Qualita¨t der Partien bzw. Strategien aus Sicht von Spieler 0
vergleicht; d.h. Bewertungen sind um so gro¨ßer, je besser die repra¨sentierten
Strategien fu¨r Spieler 0 und je schlechter die repra¨sentieren Strategien fu¨r Spieler 1
sind.
Zuna¨chst definieren wir eine weitere totale Ordnung ≺ auf den Knoten des
Spielgraphen, die wir als Reward-Ordnung bezeichnen. Ein Knoten ist in Bezug
auf diese Ordnung gro¨ßer, wenn er als unendlich oft erreichter Knoten in einer
Partie fu¨r Spieler 0 besser ist. Diese Ordnung la¨sst sich auf alle Komponenten
eines Partieprofils und damit auch auf das Profil ausdehnen. Aus dieser tota-
len Ordnung auf den Partieprofilen ergibt sich eine partielle Ordnung auf den
mo¨glichen Bewertungen eines Spielgraphen.
Die Reward-Ordnung≺misst den Wert von Knoten aus der Sicht von Spieler 0
unter Ru¨ckgriff auf die eingefu¨hrte Relevanzordnung. Der kleinste Reward ist der
des Knotens mit ho¨chster Relevanz in V−, und der gro¨ßte Reward der des Knotens
mit ho¨chster Relevanz in V+. Somit sind insbesondere alle negativen Knoten
≺-kleiner als die positiven. Genauer:
u ≺ v ⇐⇒ (u < v ∧ v ∈ V+) ∨ (v < u ∧ u ∈ V−).
Beispiel
Im Beispiel aus Abbildung 3.3 ergibt sich fu¨r die ≺-Ordnung:1
v−8 ≺ v−5 ≺ v−4 ≺ v−3 ≺ v+1 ≺ v+2 ≺ v+6 ≺ v+7 .
Wir erweitern die Reward-Ordnung ≺ auf Mengen von Knoten. Wenn P,Q ∈
2V verschieden sind, entscheidet der Knoten v mit ho¨chster Relevanz in der sym-
metrischen Mengendifferenz P4Q, ob P ≺ Q oder Q ≺ P gilt: Wenn v ∈ V+,
dann ist die Menge, die v entha¨lt,
”
gro¨ßer“. Anderenfalls, wenn v ∈ V−, ist die
Menge, die v nicht entha¨lt,
”
gro¨ßer“. Formal:
P ≺ Q ⇐⇒ P 6= Q ∧ max<(P4Q) ∈ Q4V−
1Die Markierungen + und − kennzeichnen die Zuordnung der Knoten zu V+ bzw. V−. Sie
erleichtern es zwei Knoten bezu¨glich der Ordnung ≺ zu vergleichen. Die Ordnung ≺ entspricht
der Ordnung auf den entsprechend vorzeichenbehafteten Indizes der Knoten.
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Diese Ordnung ist eine totale Ordnung auf 2V . Wir benutzen dasselbe Symbol ≺
fu¨r Knoten und Mengen von Knoten, da insbesondere auch {u} ≺ {v} ⇐⇒ u ≺
v fu¨r alle u, v ∈ V gilt.
Wir verwenden zusa¨tzlich eine gro¨bere Version ≺w von ≺, die sich auf einen
Referenzknoten w bezieht und nur Knoten aus P und Q beru¨cksichtigt, deren
Relevanz gro¨ßer als oder gleich w ist:
P ≺w Q ⇐⇒ P ∩ {x ∈ V |x ≥ w} ≺ Q ∩ {x ∈ V |x ≥ w}.
Die zu ≺w geho¨rende A¨quivalenzrelation ∼w ist definiert durch:
P ∼w Q ⇐⇒ P ∩ {x ∈ V |x ≥ w} = Q ∩ {x ∈ V |x ≥ w}.
Wir definieren eine lineare Ordnung ≺ auf D. Eine Partie ist gro¨ßer im Bezug
auf diese Ordnung, wenn die durch das Profil beschriebenen Partien
”
besser“
fu¨r Spieler 0 sind, und kleiner, wenn sie besser fu¨r Spieler 1 sind. Sei (u, P, e),
(v,Q, f) ∈ D:
(u, P, e) ≺ (v,Q, f) ⇐⇒

u ≺ v
∨ (u = v ∧ P ≺ Q)
∨ (u = v ∧ P = Q ∧ v ∈ V− ∧ e < f)
∨ (u = v ∧ P = Q ∧ v ∈ V+ ∧ e > f).
Die Idee dieser Definition ist, dass es fu¨r Spieler 0 immer besser ist, eine Schleife
zu wa¨hlen, deren relevantester Knoten ein ho¨heren Reward hat (u ≺ v). Sind die
relevantesten Schleifenknoten gleich, so wird nach den Knoten auf dem Weg zur
jeweiligen Schleife unterschieden, die relevanter als der relevanteste Schleifenkno-
ten sind. Unter diesen Knoten ist wiederum der relevanteste, der nicht in beiden
Profilen auftritt, entscheidend (P ≺ Q).
Es verbleibt der Fall, in dem es auch auf dem Weg zu den Schleifen keinen
Unterschied im Bezug auf die relevanteren Knoten gibt (d.h. u = v und P = Q).
Hier ist es anschaulich besser fu¨r Spieler 0, wenn er den la¨ngsten Weg nimmt,
um einen negativen relevantesten Schleifenknoten (v ∈ V−) zu erreichen, und den
ku¨rzesten Pfad, um einen positiven relevantesten Schleifenknoten (v ∈ V+) zu
erreichen.2
Fu¨r die folgenden Lemmata beno¨tigen wir eine gro¨bere Ordnung ≺w der Par-
tieprofile:
(u, P, e) ≺w (v,Q, f) ⇐⇒ u ≺ v ∨ (u = v ∧ P ≺w Q).
Fu¨r diese Ordnung ist weder die Distanz zum relevantesten Knoten der Schleife
erheblich noch die Knoten auf dem Weg zu w, die weniger relevant als w sind.
Die zu ≺w geho¨rende A¨quivalenzrelation ∼w ist entsprechend definiert durch:
(u, P, e) ∼w (v,Q, f) ⇐⇒ u = v ∧ P ∼w Q.
2Anschaulich: Spieler 0 versucht den Verlust des Spiels (negativer relevantester Schleifenk-
noten) durch mo¨glichst lange Umwege hinauszuzo¨gern. Kann er dagegen das Spiel gewinnen
(positiver relevantester Schleifenknoten), so wa¨hlt den ku¨rzesten Weg zur Schleife.
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Abbildung 3.4: Spielgraph G1 mit durch Strategien fu¨r beide Spieler induzierter
Bewertung.
Beispiel
Fu¨r den Spielgraphen in Abbildung 3.4, in dem fu¨r beide Spieler Strategien fest-
gelegt sind (durchgezogene Kanten), ergibt sich folgende Anordnung der Partie-
profile:
(v5, {v6, v8}, 4) ≺ (v5, {v6, v8}, 5) ≺ (v5, {v6, v8}, 6)
≺ (v5, {v6, v7, v8}, 5) ≺ (v5, ∅, 0) ≺ (v5, ∅, 1)
≺ (v5, {v6}, 2) ≺ (v5, {v6}, 3).
3.2 Optimale Bewertungen
Wir definieren die spezielle Klasse der optimalen Bewertungen und zeigen, dass
sie nur Profile von solchen Partien enthalten, die nach Gewinnstrategien gespielt
worden sind. In einem Unterabschnitt zeigen wir, wie sich eine gegebene Bewer-
tung im Bezug auf einen Spieler verbessern la¨sst.
Eine Bewertung ϕ wird optimal fu¨r Spieler 0 heißen, wenn die ϕ-progress-
Relation xϕ y nur fu¨r Kanten xEy gilt, deren ϕ(y)- Wert -maximal unter den
E-Nachfolgern von x ist (d.h. unter den ϕ(z) mit xEz). Dabei wird eine geringere
Anforderung gestellt, wenn x = ϕ0(x) ist. In diesem Fall wird die Entfernungs-
komponente ϕ2 nicht beru¨cksichtigt. (Es gilt (u, P, e) x (v,Q, f), wenn u ≺ v
oder wenn u = v und P x Q; und e und f bleiben unberu¨cksichtigt.)
Formal wird ϕ optimal fu¨r Spieler 0 genannt, wenn fu¨r alle x ∈ V0 und alle
y ∈ V mit einer Kante xEy:
xϕ y ⇐⇒ ∀z ∈ V : xEz ⇒ ϕ(z)  ϕ(y) ∨ (ϕ0(x) = x ∧ ϕ(z) x ϕ(y)).
Entsprechend heißt ϕ optimal fu¨r Spieler 1, wenn fu¨r alle x ∈ V1 und alle y ∈ V
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Abbildung 3.5: Spielgraph mit einer optimalen Bewertung.
mit einer Kante xEy:
xϕ y ⇐⇒ ∀z ∈ V : xEz ⇒ ϕ(y)  ϕ(z) ∨ (ϕ0(x) = x ∧ ϕ(y) x ϕ(z)).
Eine Bewertung heißt optimal, wenn sie optimal fu¨r beide Spieler ist.
Man beachte folgendes: Wenn ϕ optimal fu¨r Spieler 0 und x ∈ V0 ist, dann
gilt (da x eine gro¨bere Relation als  ist) x ϕ y impliziert ϕ(z) x ϕ(y) fu¨r
xEz. Entsprechend gilt, wenn ϕ optimal fu¨r Spieler 1 und x ∈ V1 ist, dass xϕ y
auch ϕ(y) x ϕ(z) fu¨r xEz impliziert.
Beispiel
In Abbildung 3.4 ist eine Bewertung von G1 angegeben, die optimal fu¨r Spieler 1
ist. Sie ist nicht optimal fu¨r Spieler 0, weil v5ϕv4 gilt, aber nicht ϕ(v1) x ϕ(v4).
Abbildung 3.5 gibt eine optimale Bewertung des Spielgraphen G1 an. Von den
Knoten v1, v4, v5, v6, v8 aus gewinnt Spieler 0 und von den Knoten v2, v3, v7 aus
gewinnt Spieler 1. Die Strategien beider Spieler sind auf den jeweiligen Gewinn-
bereichen Gewinnstrategien, d.h. der jeweilige Spieler kann mit seiner Strategie
unabha¨ngig von der Strategiewahl des Gegners gewinnen. Dass diese Eigenschaft
allgemein fu¨r optimale Bewertungen gilt, soll nachfolgend gezeigt werden.
Optimale Bewertungen haben eine direkte Verbindung mit der gewu¨nschten
Lo¨sung des Spiels, einem Paar von Gewinnstrategien. Betrachtet man eine Be-
wertung ϕ, die optimal fu¨r Spieler 0 ist, und sei W1 die Menge der Knoten u,
fu¨r welche ϕ0(u) ∈ V−. Dann gilt fu¨r jede Partie, die in W1 beginnt und in der
Spieler 1 nur ϕ-Zu¨ge macht, dass er diese Partie gewinnt.
Lemma 3.3 Sei (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei ϕ eine
Bewertung von G, die optimal fu¨r Spieler 0 ist. Sei W1 = {v ∈ V |ϕ0(v) ∈ V−}.
Dann gewinnt Spieler 1 jede Partie, die in W1 beginnt und 1-vertra¨glich mit ϕ
ist.
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Anschaulich bedeutet dieses Lemma, dass, wenn Spieler 0 von einem Knoten
aus optimal gegen eine Strategie von Spieler 1 spielt und trotzdem verliert, der
Gewinn von diesem Knoten aus fu¨r Spieler 1 fu¨r die von ihm gewa¨hlte Strategie
sicher ist.3
Durch Anwendung des Lemmas auf das duale Spiel ergibt sich entsprechend
fu¨r Spieler 1:
Folgerung 3.4 Sei (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei ϕ eine
Bewertung von G, die optimal fu¨r Spieler 1 ist. Sei W0 = {v ∈ V |ϕ0(v) ∈ V+}.
Dann gewinnt Spieler 0 jede Partie, die in W0 beginnt und 0-vertra¨glich mit ϕ
ist.
Beweis von Lemma 3.3: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der
Knotenmenge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V |+ 1],
und sei ϕ eine Bewertung, die optimal fu¨r Spieler 0 ist. Sei W1 = {v ∈ V |ϕ0(v) ∈
V−}. Sei pi eine Partie, die 1-vertra¨glich mit ϕ ist, wobei v der Startknoten von
pi ist.
Zu zeigen: Spieler 1 gewinnt die Partie pi.
Sei L = Inf(pi), die Menge der Schleifenknoten von pi, und ν die Nachfol-
gerfunktion auf pi. Sei w = max<L und x = ϕ0(w). Beachte, dass ϕ0(w) und
w verschieden sein ko¨nnen, da die Partie nicht 0-vertra¨glich sein muss (d.h. die
Schleife L kann verschieden von allen in ϕ kodierten Schleifen sein).
Die Bewertung ϕ ist optimal fu¨r Spieler 0, und pi ist 1-vertra¨glich mit ϕ. Wir
beginnen mit zwei Hilfsbehauptungen:
ϕ0(ν(u))  ϕ0(u) fu¨r alle u ∈ V (3.2)
woraus sich durch Transitivita¨t Folgendes ergibt:
ϕ0(u) = x fu¨r alle u ∈ L;
und weiterhin
ϕ1(ν(u))  ϕ1(u) \ {u} fu¨r alle u ∈ L (3.3)
Behauptung (3.2) gilt im Fall u ∈ V0, da ein Knoten y ∈ V mit uEy und uϕ y
existiert (da ϕ eine Bewertung ist), so dass sich aus der Optimalita¨t von ϕ fu¨r
Spieler 0 ergibt, dass ϕ(ν(u)) u ϕ(y) (beachte, dass  auch u impliziert).
Weiterhin gilt nach Definition von u, dass ϕ0(ν(u))  ϕ0(y).
Aus uϕ y ergibt sich auch ϕ0(u) = ϕ0(y), woraus sich Behauptung (3.2) im Fall
3Anders formuliert: Gewinnt Spieler 0 eine Partie, indem er lokal gute Zu¨ge macht (lokal
optimal spielt), so sagt dies nichts u¨ber die Qualita¨t seiner verwendeten Strategie im Allge-
meinen. Verliert Spieler 0 eine Partie, in der er lokal gute Zu¨ge macht, so bedeutet dies, dass
Spieler 1 nach einer universell guten Strategie (einer Gewinnstrategie) gespielt hat.
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u ∈ V0 ergibt. Wenn u ∈ V1 gilt, la¨sst sich anwenden, dass Spieler 1 vertra¨glich
mit ϕ spielt; es gilt u ϕ ν(u) und daraus folgend ϕ0(u) = ϕ0(ν(u)) und somit
(3.2).
Behauptung (3.3) ist offensichtlich im Fall u ∈ V1, da Spieler 1 vertra¨glich
mit ϕ spielt (und, da ϕ0(ν(u)) = ϕ0(u), erhalten wir ϕ1(ν(u)) = ϕ1(u) \ {u}).
Fu¨r u ∈ V0 sei y ∈ V mit uEy und u ϕ y wie im Beweis von (3.2). Dann gilt
ϕ0(y) = ϕ0(u) und ϕ1(y) = ϕ1(u) \ {u}. Weil ϕ optimal fu¨r Spieler 0 ist, gilt
ϕ(ν(u)) x ϕ(y). Es folgt ϕ1(ν(u))  ϕ1(u)\{u}, weil sich aus Behauptung (3.2)
ableiten la¨sst, dass auf L der ϕ0-Wert x ist und somit ϕ0(ν(u)) = ϕ0(u).
Wir zeigen die Behauptung des Lemmas, indem wir w ∈ V− zeigen. Dazu
unterscheiden wir zwei Fa¨lle:
Fall w > x: Aus w = max< L und (3.3) folgt fu¨r alle u ∈ L \ {w}: ϕ(ν(u)) w
ϕ(u) und damit ϕ(w) w ϕ(ν(w)). Sei y ∈ V mit wEy und w ϕ y. Es gilt die
Behauptung:
ϕ(ν(w)) w ϕ(y) (3.4)
aus der sich durch Transitivita¨t ϕ(w) w ϕ(y) ergibt. Um (3.4) im Fall w ∈ V0 zu
beweisen, benutzen wir wEy und w ϕ y fu¨r Behauptung (3.2), so dass sich aus
der Optimalita¨t von ϕ fu¨r Spieler 0 ergibt, dass ϕ(ν(w)) w ϕ(y). Wenn w ∈ V1,
nutzen wir aus, dass Spieler 1 vertra¨glich mit ϕ spielt, woraus w ϕ ν(w) folgt,
dass zusammen mit w ϕ y auch ϕ(ν(w)) ∼w ϕ(y) ergibt.
Wie erwa¨hnt wissen wir aus Behauptung (3.4), dass ϕ(w) w ϕ(y), und im
aktuellen Fall w > x und x = ϕ0(w), auch ϕ(w) ≺w ϕ(y) gilt. Aus wEy und wϕy
erhalten wir ϕ0(w) = ϕ0(y) und somit gilt auch ϕ1(w) ≺w ϕ1(y). Ebenfalls wegen
wEy und wϕ y, ko¨nnen wir ϕ1(w) als ϕ1(y) ∪˙{w} formulieren, so dass wir auch
ϕ1(w) ≺ ϕ1(y) erhalten, wobei die symmetrische Differenz beider Mengen {w}
ist. Aus der Definition von P ≺ Q erhalten wir somit w ∈ V−.
Fall w ≤ x: Wir beginnen mit einer Vorbemerkung. Weil w = max<L folgt, dass
fu¨r alle u ∈ L auch u ≤ x gilt. Somit gilt fu¨r alle u ∈ L : u /∈ ϕ1(u) und mit (3.3)
auch fu¨r alle u ∈ L: ϕ(ν(u)) x ϕ(u). Durch Transitivita¨t und weil L eine Schleife
ist, gilt
ϕ(u) ∼x ϕ(u′) fu¨r alle u, u′ ∈ L; (3.5)
d.h. die ϕ0 und ϕ1-Komponenten von u, u
′ stimmen u¨berein.
Unser Ziel ist es zu zeigen, dass x (der ϕ0-Wert des relevantesten Knotens w
der Schleife L) zu L geho¨rt, so dass sich daraus x = w ergibt. Wir erreichen dies,
indem wir einen Knoten y ∈ L wa¨hlen und dann y = x zeigen: Sei y ∈ L ein
Knoten mit ϕ2(ν(y)) = maxu∈Lϕ2(u). Fu¨r dieses y wa¨hle z mit yEz und y ϕ z.
Wir zeigen x = y zuna¨chst fu¨r den Fall ϕ2(ν(y)) > ϕ2(z). Aus y ≤ w (w
ist der relevanteste Knoten in L) und, weil wir im Fall w ≤ x sind, gilt y ≤ x.
Wir erhalten ϕ(ν(y)) ∼x ϕ(z). (Dies ergibt sich daraus, dass ϕ0(z) = ϕ0(y) =
ϕ0(ν(y)), weil y ϕ z und aus (3.2.) Somit gilt ϕ1(z) = ϕ1(y) ∼x ϕ1(ν(y)): Die
Gleichheit folgt aus den ersten beiden Termen der Definition von y ϕ z unter
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Ausnutzung von ϕ0(y) = ϕ0(z) und y ≤ x; die ∼x-A¨quivalenz wurde bereits in
(3.5) fu¨r die Knoten der Schleife L gezeigt.) Es bleibt zu zeigen:
ϕ2(ν(y)) > ϕ2(z) =⇒ x = y.
Im Fall y ∈ V1 gilt yϕν(y), weil Spieler 1 vertra¨glich mit ϕ spielt. Zusammen mit
yϕ z und unserer Voraussetzung ϕ2(ν(y)) > ϕ2(z) erhalten wir nach Definition
von ϕ, dass ϕ0(y) = y. Somit erhalten wir x = ϕ0(y) = y.
Nun nehmen wir y ∈ V0 an und erinnern uns daran, dass die Partie pi in v ∈ W1
beginnt, d.h. ϕ0(v) ∈ V−. Aus Behauptung (3.2) und Transitivita¨t erhalten wir
ϕ0(w)  ϕ0(v). Es ergibt sich x = ϕ0(w) ∈ V−. Mit x ∈ V− und der Voraussetzung
ϕ2(z) < ϕ2(ν(y)) erhalten wir ϕ(z) ≺ ϕ(ν(y)), weil die ϕ0- und ϕ1-Werte, wie
gezeigt, u¨bereinstimmen. Nutzt man aus, dass ϕ optimal fu¨r Spieler 0 ist, so
liefert die Definition von ϕ zu y = ϕ0(y) = x.
Im anderen Fall ϕ2(ν(y)) ≤ ϕ2(z) erhalten wir mit der Maximalita¨t von
ϕ2(ν(y)) auf L auch ϕ2(y) ≤ ϕ2(ν(y)) ≤ ϕ2(z). Somit ist die Distanz von y
zu x in Partien vertra¨glich mit ϕ ho¨chstens die Distanz von z zu x. Da y ϕ z
muss y = x gelten.
Also ist y = x und somit x ∈ L. Mit w ≤ x und w = max< L erhalten wir
w = x ∈ V−. 2
Wendet man dieses Lemma symmetrisch fu¨r beide Spieler an, so erha¨lt man
den folgenden Satz:
Satz 3.5 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei ϕ eine
optimale Bewertung von G. Dann sind alle Strategien, die vertra¨glich mit ϕ sind,
Gewinnstrategien.
Beweis: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei W0 =
{v ∈ V |ϕ0(v) ∈ V+} und W1 = {v ∈ V |ϕ0(v) ∈ V−}. Sei σ : V0 → V1 eine
Strategie fu¨r Spieler 0, die mit ϕ vertra¨glich ist, und τ : V1 → V0 eine Strategie
von Spieler 1, die mit ϕ vertra¨glich ist.
Wendet man Lemma 3.3 und Folgerung 3.4 an, so folgt, dass σ eine Gewinn-
strategie fu¨r Spieler 0 auf W0 und τ eine Gewinnstrategie fu¨r Spieler 1 auf W1
ist. Die Mengen W0 und W1 sind die Gewinnbereiche des Spiels G, weil sie V
partitionieren und Spieler 0 auf W0 gewinnt und Spieler 1 auf W1 gewinnt. Somit
sind σ und τ Gewinnstrategien. 2
3.2.1 Verbessern von Bewertungen
Unser Vorgehen zum Bestimmen optimaler Bewertungen ist, von einer Anfangs-
bewertung ausgehend, diese schrittweise bis zum Optimum zu verbessern.
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Es seien zwei Bewertungen ϕ und ϕ′ gegeben. Wir bezeichnen ϕ′ als verbessert
fu¨r Spieler 0 im Bezug auf ϕ, wenn
∀x ∈ V0 ∃y ∈ V : xEy ∧ xϕ′ y ∧ ∀z ∈ V : xEz ⇒ ϕ(z)  ϕ(y).
Eine Bewertung ϕ′, die fu¨r Spieler 0 im Bezug auf ϕ verbessert ist, kann dadurch
aus der gegeben Bewertung ϕ konstruiert werden, dass man eine Strategie σ :
V0 → V1 fu¨r Spieler 0 definiert, die im Bezug auf ϕ jeweils maximale E-Nachfolger
wa¨hlt, und daraus eine Bewertung ϕ′ konstruiert, so dass σ vertra¨glich mit dieser
Bewertung ϕ′ ist.
Beispiel
Die Bewertung des Graphen G1 in Abbildung 3.4 ist fu¨r Spieler 0 verbessert
im Bezug auf die Bewertung in Abbildung 3.3. Ebenso ist auch die Bewertung
in Abbildung 3.5 fu¨r Spieler 0 verbessert im Bezug auf die Bewertung in Abbil-
dung 3.4. Dabei sind jeweils die Strategien fu¨r Spieler 0, mit denen die verbesserte
Bewertung konstruiert wurde, mit durchgezogenen Kanten angegeben.
Man beachte, dass eine Bewertung ϕ, die verbessert fu¨r Spieler 0 im Bezug
auf sich selbst ist, eine Bewertung ist, die optimal fu¨r Spieler 0 ist.
Lemma 3.6 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V |+1], und sei
ϕ eine Bewertung, die optimal fu¨r Spieler 1 ist und ϕ′ eine Bewertung, die fu¨r
Spieler 0 im Bezug auf ϕ verbessert ist. Dann gilt fu¨r alle v ∈ V : ϕ(v)  ϕ′(v).
Beweis: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei ϕ eine
Bewertung, die optimal fu¨r Spieler 1 ist und ϕ′ eine Bewertung, die fu¨r Spieler 0
im Bezug auf ϕ verbessert ist.
Wir gehen von einem speziellen Strategiepaar (σ, τ) aus, das ϕ′ induziert. Dies
ist keine Einschra¨nkung, da jede Bewertung von mindestens einem Strategiepaar
induziert wird. Dann zeigen wir die Behauptung durch Induktion u¨ber die ϕ′2-
Werte (d.h. die Distanzkomponente der Partieprofile) der Knoten, indem wir uns
auf die Partie beschra¨nken, die nach dem Strategiepaar (σ, τ) gespielt wird.
Da ϕ′ eine fu¨r Spieler 0 im Bezug auf ϕ verbesserte Bewertung ist, ko¨nnen
wir eine Strategie σ : V0 → V1 wa¨hlen mit
vEσ(v) ∧ v ϕ′ σ(v) ∧ ∀x ∈ V1 : vEx⇒ ϕ(x)  ϕ(σ(v)).
Man beachte, dass diese Definition von σ vertra¨glich mit ϕ′ ist. Es existiert eine
Strategie τ fu¨r Spieler 1, die vertra¨glich mit ϕ′ ist, weil ϕ′ eine Bewertung ist. Im
Folgenden kombinieren wir das Strategiepaar (σ, τ) zu einer Nachfolgerfunktion
ν = σ ∪ τ .
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Zuna¨chst beweisen wir eine wichtige Eigenschaft von ν. Fu¨r alle v ∈ V und
alle x ∈ V gilt:
vEx ∧ v ϕ x =⇒ ϕ(x)  ϕ(ν(v)) ∨ (ϕ0(v) = v ∧ ϕ(x) v ϕ(ν(v))). (3.6)
Wenn v ∈ V0, gilt vEx =⇒ ϕ(x)  ϕ(ν(v)) nach Definition von σ, was die
Behauptung impliziert. Fall v ∈ V1: Wir wissen, dass ϕ optimal fu¨r Spieler 1 ist,
was bedeutet, dass fu¨r alle v ∈ V1 und x ∈ V0 mit einer Kante vEx gilt:
v ϕ x ⇐⇒ ∀y ∈ V0 : vEy ⇒ ϕ(x)  ϕ(y) ∨ (ϕ0(v) = v ∧ ϕ(x) v ϕ(y)).
Wa¨hlt man ν(v) fu¨r y, so erha¨lt man die Behauptung (3.6). Im Folgenden beno¨ti-
gen wir auch eine schwa¨chere Version der Behauptung (3.6):
vEx ∧ v ϕ x =⇒ ϕ(x) v ϕ(ν(v)) fu¨r alle v, x ∈ V (3.7)
Sie folgt aus (3.6), weil  auch v impliziert.
Induktionsanfang ϕ2
′(v) = 0:
Sei pi die Partie, die nach ν beginnend in v gespielt ist. Sei L = Inf(pi) die
Schleife dieser Partie. Aus ϕ′2(v) = 0 folgt, da ϕ
′ eine Bewertung ist, dass ϕ′(v) =
(v, ∅, 0). Weil pi eine Partie ist, die nach Strategien gespielt wird, die vertra¨glich
mit ϕ′ sind, wissen wir, dass v der relevanteste Knoten in der Schleife dieser
Partie ist:
v = max< L (3.8)
Wir unterscheiden drei Fa¨lle fu¨r den Wert von v:
Fall ϕ0(v) = v: Es gilt ϕ(v) = (v, ∅, 0) = ϕ′(v), was ϕ(v)  ϕ′(v) impliziert.
Fall ϕ0(v) < v: Wir beweisen zuna¨chst fu¨r alle u ∈ L \ {v}: ϕ(u) ∼v ϕ(ν(u)).
Damit werden wir zeigen, dass ϕ(ν(v)) v ϕ(v). Daraus ergibt sich v ∈ V+, was
zur Behauptung des Lemmas fu¨hrt.
Wir zeigen nun fu¨r alle u ∈ L \ {v}:
ϕ(u) ∼v ϕ(ν(u)).
Sei u ∈ L \ {v}. Weil ϕ eine Bewertung ist, existiert ein Knoten x ∈ V mit uEx
und uϕ x. Nach (3.8) gilt u < v und damit folgt aus der Definition von uϕ x,
dass ϕ(u) ∼v ϕ(x). Aus Behauptung (3.7) erhalten wir ϕ(x) u ϕ(ν(u)). Also
erhalten wir ϕ(u) ∼v ϕ(x) u ϕ(ν(u)). Mit u < v ergibt sich, dass u auch v
impliziert, und somit ϕ(u) v ϕ(ν(u)) gilt.
Daraus ergibt sich durch Transitivita¨t: ϕ(ν(v)) v ϕ(ν |L|(v)), weil die Partie,
die nach ν gespielt ist, eine Schleife ergibt mit der Menge L an Schleifenknoten,
was bedeutet, dass νi(v) 6= v fu¨r alle i mit 1 ≤ i < |L| gilt. Außerdem wissen wir,
dass ν |L|(v) = v gilt. Somit erhalten wir:
ϕ(ν(v)) v ϕ(v). (3.9)
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Weil ϕ eine Bewertung ist, existiert ein Knoten y ∈ V mit vEy und v ϕ y.
Mit der Voraussetzung ϕ0(v) < v des aktuellen Falls erhalten wir aus der Defi-
nition von v ϕ y, dass ϕ0(v) = ϕ0(y) und ϕ1(v) = ϕ1(y) ∪˙{v}. Aus vEy und
vϕ y erhalten wir mit (3.7), dass ϕ(y) v ϕ(ν(v)) gilt, und mit (3.9) (und Tran-
sitivita¨t), auch ϕ(y) v ϕ(v). Aus ϕ0(v) = ϕ0(y) erhalten wir ϕ1(y) v ϕ1(v).
Zusammen mit ϕ1(v) = ϕ1(y) ∪˙{v} ergibt sich ϕ1(y) v ϕ1(y) ∪˙{v}. Daraus folgt
nach Definition von v, dass v ∈ V+ gilt.
Aus v ∈ V+ und der Voraussetzung ϕ0(v) < v und der Definition von ≺ ergibt
sich ϕ0(v) ≺ v. Mit der Annahme des Induktionsanfangs, dass ϕ′2(v) = 0 gilt,
die auch ϕ′0(v) = v (nach Definition einer Bewertung ϕ
′) impliziert, ergibt sich
ϕ0(v) ≺ v = ϕ′0(v), was die Behauptung des Lemmas ϕ(v)  ϕ′(v) liefert.
Fall ϕ0(v) > v: Zuna¨chst beweisen wir, dass ϕ0(u) = ϕ0(ν(u)) fu¨r alle u ∈ L gilt.
Wir benutzen es, um fu¨r alle u ∈ L auch u < ϕ0(u) zu zeigen. Damit und einem
speziell gewa¨hlten Knoten u aus der Schleife L mit einem ≺-kleineren Nachfolger,
erhalten wir ϕ0(v) ∈ V−, das uns direkt die Behauptung des Lemmas liefert.
Zuna¨chst zeigen wir die Hilfsbehauptung:
ϕ0(u) = ϕ0(ν(u)) fu¨r alle u ∈ L.
Sei u ∈ L. Weil ϕ eine Bewertung ist, existiert ein Knoten x ∈ V mit uEx und
uϕ x. Aus (3.7) ergibt sich ϕ(x) u ϕ(ν(u)) und somit auch ϕ0(x)  ϕ0(ν(u)).
Nach Definition von uϕ x gilt ϕ0(u) = ϕ0(x). Zusammen mit ϕ0(x)  ϕ0(ν(u))
erhalten wir die Behauptung ϕ0(u)  ϕ0(ν(u)).
Weil ν eine Schleife mit der Knotenmenge L erzeugt, gilt ν |L|(u) = u fu¨r alle
u ∈ L. Mit Transitivita¨t erhalten wir:
∀u ∈ L : ϕ0(u) = ϕ0(ν(u)).
und, weil v ∈ L ist, mit der vorangegangenen Hilfsaussage:
∀u ∈ L : ϕ0(u) = ϕ0(v). (3.10)
Wir zeigen nun:
u < ϕ0(u) fu¨r alle u ∈ L (3.11)
Sei u ∈ L. Aus (3.10) folgt ϕ0(u) = ϕ0(v). Im aktuellen Fall gilt v < ϕ0(v)
und damit auch v < ϕ0(u). Mit (3.8) ergibt sich u ≤ v und damit schließlich
u < ϕ0(u).
Weil ν eine Schleife mit der Knotenmenge L erzeugt, existiert ein u ∈ L mit
ϕ(ν(u))  ϕ(u) (das Gegenteil fu¨hrt durch Transitivita¨t von  unmittelbar zu
einem Widerspruch). Weil ϕ eine Bewertung ist, la¨sst sich ein x ∈ V mit uEx
und uϕ x wa¨hlen. Mit (3.6) ergibt sich
ϕ(x)  ϕ(ν(u)) ∨ (ϕ0(u) = u ∧ ϕ(x) u ϕ(ν(u))).
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und aus (3.11) erhalten wir somit
ϕ(x)  ϕ(ν(u)).
Nach Voraussetzung gilt ϕ(ν(u))  ϕ(u) und somit auch
ϕ(x)  ϕ(u).
Weil u ϕ x, gilt auch ϕ0(x) = ϕ0(u), und, weil u < ϕ0(u), gilt ϕ1(x) = ϕ1(u).
Somit ergibt sich:
ϕ2(x)  ϕ2(u).
Aus uϕx erhalten wir ϕ2(u) = ϕ2(x)+1 und auch ϕ2(x) < ϕ2(u). Zusammen mit
ϕ2(x)  ϕ2(u) impliziert dies ϕ0(u) ∈ V− und mit (3.10) auch ϕ0(v) ∈ V−. Aus
ϕ0(v) ∈ V− und ϕ0(v) > v erhalten wir ϕ0(v) ≺ v. Also gilt ϕ0(v) ≺ v = ϕ′0(v),
und somit erhalten wir die Behauptung des Lemmas ϕ(v)  ϕ′(v).
Induktionsschritt:
Induktionsannahme: ϕ(v)  ϕ′(v) gilt fu¨r alle v ∈ V mit ϕ′2(v) = k.
Um die Induktionsbehauptung zu zeigen nehmen wir an, dass ϕ′2(v) = k+ 1: Wir
wa¨hlen einen ϕ-Nachfolger x und einen ϕ′-Nachfolger y von v. Weil ϕ eine
Bewertung ist, ko¨nnen wir einen Knoten x ∈ V mit vEx und v ϕ x wa¨hlen. Sei
y = ν(v). Dann gilt vEy und v ϕ′ y, weil beide in ν kombinierten Strategien
vertra¨glich mit ϕ′ sind. Im Folgenden werden die Profile ϕ(x) und ϕ′(y) unter
Ausnutzung von (3.6) und der Induktionsvoraussetzung verglichen. Mit v ϕ x
und vϕ′ y kann die Relation zwischen ϕ(x) und ϕ
′(y) auf die zwischen ϕ(v) und
ϕ′(v) u¨bertragen werden.
Aus vEx und vϕ x und y = ν(v) erhalten wir mit (3.7), dass ϕ0(x)  ϕ0(y).
Nach Induktionsvoraussetzung gilt ϕ0(y)  ϕ′0(y). Also folgt durch Transitivita¨t:
ϕ0(x)  ϕ′0(y).
Zuna¨chst betrachten wir den einfacheren Fall ϕ0(x) ≺ ϕ′0(y): Mit v ϕ x gilt
auch ϕ0(v) = ϕ0(x) und mit v ϕ′ y auch ϕ
′
0(v) = ϕ
′
0(y). Somit erhalten wir
ϕ0(v) = ϕ0(x) ≺ ϕ′0(y) = ϕ′0(v), und dies impliziert die Behauptung des Lemmas
ϕ(v)  ϕ′(v).
Es verbleibt der Fall ϕ0(x) = ϕ
′
0(y). Es gilt ϕ0(v) = ϕ0(x) = ϕ
′
0(y) = ϕ
′
0(v).
Mit ϕ′2(v) = k + 1 erhalten wir ϕ0(v) 6= v. Somit ergibt sich mit (3.6), dass
ϕ(x)  ϕ(y). Nach Induktionsvoraussetzung gilt ϕ(y)  ϕ′(y). Also ergibt sich
mit Transitivita¨t:
ϕ(x)  ϕ′(y). (3.12)
Im Folgenden u¨bertragen wir diese Relation auf ϕ(v) und ϕ′(v). Unser erster
Schritt ist zu zeigen:
ϕ1(v)  ϕ′1(v).
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Aus der Voraussetzung ϕ′2(v) = k + 1 des Induktionsschrittes folgt ϕ0(v) 6= v.
Somit verbleiben die beiden Fa¨lle ϕ0(v) > v und ϕ0(v) < v:
Wenn ϕ0(v) > v ergibt sich aus der Definition von vϕx, dass ϕ1(v) = ϕ1(x), und
mit vϕ′ y auch ϕ
′
1(v) = ϕ
′
1(y). Somit gilt v /∈ ϕ1(x) und v /∈ ϕ′1(y). Daraus ergibt
sich mit (3.12) auch ϕ1(x) ∪˙{v}  ϕ′1(y) ∪˙{v}. Zusammengenommen erhalten
wir:
ϕ1(v) = ϕ1(x) ∪˙{v}  ϕ′1(y) ∪˙{v} = ϕ′1(v).
Nachdem wir ϕ1(v)  ϕ′1(v) gezeigt haben (im aktuellen Fall ϕ0(x) = ϕ′0(y))
unterscheiden wir zwei Unterfa¨lle. Wenn ϕ1(v) ≺ ϕ′1(v) folgt die Behauptung des
Lemmas ϕ(v)  ϕ′(v), weil wir im Fall ϕ0(x) = ϕ′0(y) sind, was bedeutet, dass
ϕ0(v) = ϕ
′
0(v) gilt.
Es verbleibt der Unterfall ϕ1(v) = ϕ
′
1(v). Nach Definition von v ϕ x gilt
ϕ1(x) = ϕ1(v) \ {v} und mit v ϕ′ y gilt ϕ′1(v) \ {v} = ϕ′1(y). Somit gilt ϕ1(x) =
ϕ′1(y). Beru¨cksichtigen wir, dass wir in Fall ϕ0(x) = ϕ
′
0(y) sind, ergibt sich aus
der Definition von (3.12):
Wenn ϕ0(v) ∈ V−, dann gilt ϕ2(x) ≤ ϕ′2(y), und wir erhalten
ϕ2(v) = ϕ2(x) + 1 ≤ ϕ′2(y) + 1 = ϕ′2(v).
Wenn ϕ0(v) ∈ V+, dann gilt ϕ2(x) ≥ ϕ′2(y), und wir erhalten die umgekehrte
Relation
ϕ2(v) = ϕ2(x) + 1 ≥ ϕ′2(y) + 1 = ϕ′2(v).
Da wir uns im Fall ϕ0(v) = ϕ
′
0(v) und dem Unterfall ϕ1(v) = ϕ
′
1(v) befinden,
ergibt sich nach Definition von  (wenn man die beiden Mo¨glichkeiten ϕ0(v) ∈ V−
und ϕ0(v) ∈ V+ unterscheidet) die Behauptung des Lemmas: ϕ(v)  ϕ′(v). 2
3.3 Der Algorithmus (dSVA)
In diesem Abschnitt geben wir den diskreten SVA an. Er liefert eine optima-
le Bewertung fu¨r einen gegebenen Spielgraphen mit Parita¨tsgewinnbedingung.
Daraus ergeben sich nach Satz 3.5 unmittelbar auch Gewinnstrategien fu¨r beide
Spieler dieses Spiels. Der Algorithmus ist in drei Funktionen aufgeteilt: main(),
valuation(), und subvaluation().
In der Funktion main() wird eine Folge von Strategien von Spieler 0 erzeugt
und fu¨r jede dieser Strategien wird durch Aufruf von valuation() eine Bewertung
berechnet. Diese Bewertung ist so konstruiert, dass die Strategie von Spieler 0
vertra¨glich mit ihr ist und dass sie optimal fu¨r Spieler 1 ist. Die erste Strategie
von Spieler 0 wird zufa¨llig gewa¨hlt. Die folgenden Strategien von Spieler 0 wer-
den so gewa¨hlt, dass sie optimal im Bezug auf die zuletzt berechnete Bewertung
sind. Die Hauptschleife terminiert, wenn die fu¨r Spieler 0 gewa¨hlte Strategie mit
in der vorangehenden Iteration gewa¨hlten u¨bereinstimmt. Schließlich wird eine
Gewinnstrategie fu¨r Spieler 1 aus der zuletzt berechneten Bewertung extrahiert.
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main(G, V0, V1, c):
1. for each v ∈ V0 {Select initial strategy for player 0.}
2. select σ(v) ∈ V1 with v EG σ(v)
3. repeat
4. Gσ = (VG, E
′), where f.a. u, v ∈ VG:
uE ′v ⇐⇒ (σ(u) = v ∧ v ∈ V0) ∨ (uEGv ∧ v ∈ V1)
5. ϕ = valuation(Gσ)
6. σ′ = σ {Store σ under name σ′}
7. for each v ∈ V0 {Optimize σ locally according to ϕ}
8. if ϕ(σ(v)) < max{d ∈ D|∃v′ ∈ VG : v EG v′ ∧ d = ϕ(v′)} then
9. select σ(v) ∈ V1
with ϕ(σ(v)) = max{d ∈ D|∃v′ ∈ VG : v EG v′ ∧ d = ϕ(v′)}
10. until σ = σ′
11. for each v ∈ V1
12. select τ(v) ∈ V0
with ϕ(τ(v)) = min{d ∈ D|∃v′ ∈ VG : v EG v′ ∧ d = ϕ(v′)}
13. W0 = {v ∈ VG | ϕ0(v) ∈ V+}
14. W1 = {v ∈ VG | ϕ0(v) ∈ V−}
15. return W0,W1, σ, τ
Abbildung 3.6: Diese Funktion berechnet die Gewinnmengen und Gewinnstrate-
gien fu¨r beide Spieler aus einem gegebenen Spielgraph.
In den Funktionen valuation() und subvaluation(), benutzen wir die Funk-
tionen reach(G, u), minimal distances(G, u) und maximal distances(G, u). Diese
Funktionen arbeiten auf dem Graphen G. Der Knoten u ist jeweils das
’
Ziel‘ der
entsprechenden Operation.
• Die Funktion reach(G, u) berechnet die Menge aller Knoten, von denen aus
der Knoten u in G erreicht werden kann. Dies kann durch eine einfache
ru¨ckwa¨rtsgerichtete Tiefensuche erreicht werden, die von u ausgeht.
• Die Funktion minimal distances(G, u) berechnet einen Vektor δ : VG →
[|VG|], der jedem Knoten v die La¨nge δ(v) des ku¨rzesten Pfades von v nach
u zuordnet. Dies kann durch eine ru¨ckwa¨rtsgerichtete Breitensuche erreicht
werden, die von u ausgeht.
• Die Funktion maximal distances(G, u) berechnet einen Vektor δ : VG →
[|VG|], der jedem Knoten v die La¨nge δ(v) des la¨ngsten Pfades von v nach
u zuordnet. Dies kann durch eine ru¨ckwa¨rtsgerichtete Suche erreicht wer-
den, die von u ausgeht, wobei ein neuer Knoten jeweils nur dann besucht
wird, wenn bereits alle seine Nachfolger besucht wurden. Dieser Algorith-
mus funktioniert nur, wenn jeder Zykel im Graph den Knoten u entha¨lt.
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valuation(H):
1. for each v ∈ VH do
2. ϕ(v) = ⊥.
3. for each w ∈ VH (ascending order with respect to ≺) do
4. if ϕ(w) = ⊥ then
5. L = reach(H|{v∈VH |v≤w}, w)
6. if EH ∩ {w} × L 6= ∅ then
7. R = reach(H,w)
8. ϕ|R = subvaluation(H|R, w)
9. EH = EH \ (R× (VH \R))
10. return ϕ
Abbildung 3.7: Diese Funktion berechnet fu¨r einen gegebenen Graph eine Bewer-
tung, die optimal fu¨r Spieler 1 ist.
Die Funktion valuation(H) berechnet eine Bewertung fu¨r den Spielgraphen H,
die optimal fu¨r Spieler 1 ist. Der Graph wird dazu in mehrere Teilgraphen zerlegt,
fu¨r die jeweils mit Hilfe der Funktion subvaluation() eine Bewertung bestimmt
wird.
Die Funktion sucht die Schleife mit dem besten relevantesten Knoten fu¨r Spie-
ler 1 und dann die Menge aller Knoten R, von welchen aus diese Schleife erreich-
bar ist. Die Bewertung fu¨r den Teilgraph, der durch R induziert wird, wird durch
Aufruf von subvaluation() berechnet. Der restliche Graph, der durch VH \ R in-
duziert wird, wird in derselben Weise bearbeitet, bis der urspru¨ngliche Graph in
Teilgraphen zerlegt ist, die durch subvaluation() bewertet sind.
Die Funktion valuation(H) aus Abbildung 3.7 funktioniert wie folgt:
1. ϕ wird fu¨r alle Knoten auf den Wert
’
undefiniert‘ gesetzt.
2. In absteigender Relevanzordnung werden die Knoten w gefunden, die zu
einer Schleife L geho¨ren, die nur aus ≤-kleineren Knoten besteht. Zu jedem
solchen Knoten w wird die Menge Rw aller Knoten bestimmt, von denen aus
dieser Knoten v und damit die zugeho¨rige Schleife L erreichbar ist. Dabei
bleiben jeweils die Knoten, die in Mengen Rw′ mit einem fru¨her berech-
neten w′ liegen, unberu¨cksichtigt. Die Mengen Rw (wobei w relevantester
Schleifenknoten ist) bilden somit eine Partition von V . Durch den Aufruf
von subvaluation() fu¨r jedes w werden die Bewertungen aller Knoten in Rw
berechnet.
Die na¨chste Bewertung wird wie folgt berechnet: Ist eine Menge Rw berech-
net, so werden alle ausgehenden Kanten entfernt. Dadurch wird verhindert,
dass man von Knoten außerhalb von Rw durch Ru¨ckwa¨rtssuchen zu Knoten
innerhalb von Rw gelangen kann.
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subvaluation(K,w):
1. for each v ∈ VK do
2. ϕ0(v) = w
3. ϕ1(v) = ∅
4. for each u ∈ {v ∈ VK | v > w} (descending order with respect to <) do
5. if u ∈ V+ then
6. U¯ = reach(K|VK\{u}, w)
7. for each v ∈ VK \ U¯ do
8. ϕ1(v) = ϕ1(v) ∪ {u}
9. EK = EK \ ((U¯ ∪ {u})× (VK \ U¯))
10. else
11. U = reach(K|VK\{w}, u)
12. for each v ∈ U do
13. ϕ1(v) = ϕ1(v) ∪ {u}
14. EK = EK \ ((U \ {u})× (VK \ U))
15. if w ∈ V+ then
16. ϕ2 = maximal distances(K,w)
17. else
18. ϕ2 = minimal distances(K,w)
19. return ϕ
Abbildung 3.8: Diese Funktion berechnet eine Bewertung auf einem Teilgraph.
In subvaluation(H)wird die Rolle von Knoten v in Rw in Bezug auf ≺w
analysiert. Zuna¨chst wird fu¨r alle Knoten v ∈ Rw auch ϕ0(v) = w gesetzt.
Dann werden alle Knoten u ∈ Rw, die relevanter als w sind, in absteigender
Relevanzordnung bearbeitet:
• Ist u ∈ V+, so wird die Menge U¯ aller Knoten berechnet, von denen aus
w erreichbar ist, ohne dabei u zu besuchen. Fu¨r die u¨brigen Knoten v,
von denen aus sich u nicht vermeiden la¨sst, wird u zu ϕ1(v) hinzugefu¨gt
und alle Kanten, die zu Knoten in U¯ fu¨hren, werden entfernt.
• Ist u ∈ V−, so wird fu¨r jeden Knoten v, von dem aus u erreichbar
ist, u zu ϕ1(v) hinzugefu¨gt und alle ausgehenden Kanten von v, die
zu Knoten fu¨hren, von denen aus u nicht erreichbar ist (ohne w zu
besuchen), werden entfernt.
Die Funktion subvaluation(H) wird in Abbildung 3.8 dargestellt. Sie berechnet
die Bewertungen fu¨r alle Knoten des gegebenen Teilgraphen. Das bedeutet, dass
sie fu¨r alle Knoten jeweils einen Weg zu w mit ≺-minimalen Kosten berechnet.
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(v8, ∅, 2)
(v8, ∅, 3) (v8, ∅, 0)
(v8, ∅, 1)
a) Nach der Bewertung der initialen Strategie (erste Iteration).
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b) Bewertung in der zweiten Iteration.
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(v6, ∅, 1) (v6, {v8}, 2)
(v3, {v7}, 1)
c) Bewertung in der dritten und auch letzten Iteration.
Abbildung 3.9: Iterationsschritte des Strategiesynthese-Algorithmus fu¨r den
Spielgraph G1.
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Beispiel
In Abbildung 3.9 wird der Ablauf des Algorithmus fu¨r den Spielgraph G1 darge-
stellt. Es wird jeweils die Situation nach der Berechnung der Bewertungsfunktion
dargestellt, d.h. nach Ausfu¨hrung der Zeile 5 in main(). Fu¨r Spieler 0 markieren
die durchgezogenen Kanten die fu¨r ihn vor der Bewertung gewa¨hlte Strategie σ
und fu¨r Spieler 1 die mo¨glichen Wahlen einer Gegenstrategie.
In a) kann Spieler 0 entsprechend der Bewertung so ziehen, dass er immer in
eine Schleife mit den Knoten v2 und v8 kommt. In b) hat Spieler 0 seine Strategie
in Knoten v8 verbessert, indem er von Knoten v8 zu v1 zieht und auf diese Weise
den Weg zum relevantesten Schleifenknoten v8 verla¨ngert.
4 Ebenfalls kann er den
Weg zu v8 von v6 aus verla¨ngern, indem er zu v4 zieht. Aus demselben Grund
zieht er auch von v5 zu v4 (hier wa¨re es auch mo¨glich von v5 nach v1 zu ziehen, was
unmittelbar zu c) fu¨hrt. Die beiden Zu¨ge sind gleichwertig, da beide die Distanz
zu v8 auf 3 vergro¨ßern.)
Bei der Verbesserung der Strategie fu¨r Spieler 0 ist zu beachten, dass sie fu¨r
alle Knoten zugleich durchgefu¨hrt wird ohne die Wechselwirkungen zu beachten.
So ist in a) aus globaler Sicht durch die neue Wahl der Zu¨ge von v5 und v6 zu v4
hin klar, dass der urspru¨ngliche Schleifenknoten v8 nicht mehr erreichbar ist. Das
lokale Verla¨ngern des Weges zu einer Schleife, wie es hier geschieht, welches global
gesehen zum ’Abschneiden’ des Weges fu¨hrt, ist einer der beiden Mechanismen,
mit dem fu¨r Spieler 0 bessere Schleifen gefunden werden.
Auf die neue Strategie von Spieler 0 reagiert Spieler 1, indem er von v4 statt
wie vorher nach v6 — was zu einer positiven Schleife fu¨hren wu¨rde — zu v5 zieht.
In c) verbessert Spieler 0 seine Strategie in v5, indem er nach v1 zieht. Diese
Wahl ist entsprechend der Bewertung aus b) besser, weil der Knoten v6, der
relevanter als v5 ist, auf dem Weg zu v6 besucht werden kann. Dies zeigt den
anderen Mechanismus, durch den eine neue Schleife (hier mit dem relevantesten
Knoten v6) entstehen kann. Spieler 1 kann das Erreichen dieser positiven Schleife
nur fu¨r die Knoten v2, v3 und v7 verhindern, indem er von v2 und v7 zu v3 zieht.
Offensichtlich ist die neue Bewertung in c) optimal fu¨r Spieler 0, so dass sich
seine Strategiewahl nicht mehr vera¨ndert und der Algorithmus terminiert. Somit
gewinnt Spieler 0 mit dieser Strategie von den Knoten v1, v4, v5, v6, v8 aus und
Spieler 1 mit seiner Strategie von den Knoten v2, v3, v7 aus.
3.4 Korrektheit
In diesem Abschnitt wird gezeigt, dass der angegebene Algorithmus terminiert
und fu¨r einen gegebenen Spielgraphen die Gewinnmengen und Gewinnstrategien
fu¨r beide Spieler liefert.
4Die Wahl der neuen Strategie fu¨r Spieler 0 in Situation b) erfolgt ausschließlich auf der
Basis der Bewertung der vorangehenden Situation a).
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Lemma 3.7 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1], und
sei w ∈ V ein Knoten mit folgenden Eigenschaften:
1. Der Knoten w ist von allen anderen Knoten aus erreichbar.
2. Es existiert eine Schleife L ⊆ V mit w = max< L.
3. Es existiert keine Schleife L′ ⊆ V mit max< L′ ≺ w.
Dann terminiert der Funktionsaufruf subvaluation(G,w) (siehe Abbildung 3.8)
und liefert eine Bewertung ϕ, die optimal fu¨r Spieler 1 ist.
Beweis: In der Funktion subvaluation() haben alle Schleifen eine feste endliche
Anzahl von Iterationen. Daher reicht es zu zeigen, dass alle Funktionsaufrufe
terminieren. Fu¨r die Aufrufe von reach() und minimal distances() ist die Termi-
nation offensichtlich. Fu¨r den Funktionaufruf maximal distances(K, w) muss man
zeigen, dass alle Schleifen in K den Knoten w enthalten, wenn w ∈ V+. Der Graph
K ist ein Teilgraph von G. Wenn w ∈ V+, dann gilt mit den Voraussetzungen 2
und 3 dieses Lemmas, dass fu¨r jede Schleife L′ in K auch w ≤ max< L′ ∈ V+. Aus
Zeile 9 in subvaluation() folgt, dass keine Schleife durch max< L
′ im Teilgraph K
existieren kann. Somit gilt fu¨r jede Schleife L′ in K: w ≤ max< L′, womit w auch
in L′ vorkommt. Also terminiert der Funktionsaufruf subvaluation(G, w).
Im Folgenden wird gezeigt, dass die durch ϕ den Knoten zugeordneten Par-
tieprofile eine Bewertung bilden, d.h. es ist zu zeigen:
∀x ∈ VG : ∃y ∈ VG : xϕ y.
In der Funktion werden einige Kanten aus dem u¨bergebenen Graphen G entfernt,
so dass schließlich der Teilgraph K entsteht. Es reicht zu zeigen, dass die Bewer-
tung ϕ eine Bewertung von K und damit auch G ist, da diese Eigenschaft durch
Hinzufu¨gen von Kanten nicht verloren geht.
Mit ∀v ∈ VG : ϕ0(v) = w sind die ϕ0-Bedingungen fu¨r ϕ erfu¨llt. Die Schleife
in Zeile 4 beginnt mit ∀v ∈ VG : ϕ1(v) = ∅. Fu¨r diese Schleife gilt nach jeder
Iteration die folgende Invariante fu¨r u:
∀x, y ∈ V : xEy =⇒ (x < u ∧ ϕ1(x) = ϕ1(y)) ∨ (x ≥ u ∧ ϕ1(x) = ϕ1(y) ∪˙{x}).
Wenn die Schleife terminiert, gilt somit:
∀x, y ∈ V : xEy =⇒ (x < w ∧ ϕ1(x) = ϕ1(y)) ∨ (x ≥ w ∧ ϕ1(x) = ϕ1(y) ∪˙{x}).
Weil die Werte von ϕ1(w) nicht vera¨ndert werden, erhalten wir ϕ1(w) = ∅. Somit
ist auch die ϕ1-Bedingung fu¨r ϕ erfu¨llt.
Schließlich wird fu¨r jedes v ∈ V der Wert von ϕ2(v) auf die minimale bzw.
maximale Distanz zu w gesetzt. Es folgt:
∀x ∈ V : (x = w ∧ ϕ2(w) = 0) ∨ ∃y ∈ V : xEy ∧ ϕ2(x) = ϕ(y) + 1,
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was die ϕ2-Bedingung fu¨r ϕ erfu¨llt. Somit ist ϕ eine Bewertung von K.
Es bleibt zu zeigen, dass ϕ eine optimale Bewertung fu¨r Spieler 1 auf G ist.
Zuerst zeigen wir, dass es zu jeder Kante, die durch die Funktion entfernt wird,
eine vom selben Knoten ausgehende Kante existiert, die zu einem Knoten mit
einem ≺-kleineren Wert fu¨hrt. Somit reicht es zu zeigen, dass ϕ eine optimale
Bewertung auf dem schließlich entstehenden Teilgraph K fu¨r Spieler 1 ist.
In Zeile 6 werden die Knoten in U¯ gesammelt, fu¨r die ein Pfad zu w existiert,
der u vermeidet. Somit hat jeder Knoten in U¯ \ {w} einen E-Nachfolger in U¯ . In
Zeile 9 werden alle Kanten von U¯ ∪ {u} zu V \ U¯ entfernt. Fu¨r eine solche Kante
von x nach y sei z ein E-Nachfolger von x mit z ∈ U¯ . Aus obiger Invariante folgt:
ϕ1(y) \ {u} = ϕ1(x) \ {u, x} = ϕ1(z) \ {u}
Weil u ∈ ϕ1(y), u /∈ ϕ1(z) und u ∈ V+ folgt ϕ1(z) ≺u ϕ1(y). Spa¨ter werden in
dieser Funktion den ϕ1-Werten nur noch <-kleinere Knoten hinzugefu¨gt. Somit
gilt ϕ1(z) ≺u ϕ1(y) und somit ϕ(z) ≺ ϕ(y). Somit wird die Optimalita¨t der
Bewertung fu¨r Spieler 1 durch das Entfernen dieser Kanten nicht beeinflusst.
In Zeile 11 werden die Knoten in U gesammelt, zu denen ein Pfad zu u exi-
stiert. Das bedeutet, dass jeder Knoten in U\{u} einen E-Nachfolger in U besitzt.
In Zeile 14 werden alle Kanten von U \ {u} nach VK \U gelo¨scht. Fu¨r eine solche
Kante von x nach y sei z ein E-Nachfolger von x mit z ∈ U . Aus der Invariante
folgt:
ϕ1(y) \ {u} = ϕ1(x) \ {u, x} = ϕ1(z) \ {u}
Weil u /∈ ϕ1(y), u ∈ ϕ1(z) und u ∈ V− folgt ϕ1(z) ≺u ϕ1(y). Spa¨ter werden
in dieser Funktion nur <-kleinere Knoten zu den ϕ1-werten hinzugefu¨gt. Somit
erha¨lt man schließlich ϕ1(z) ≺u ϕ1(y) und damit ϕ(z) ≺ ϕ(y). Somit wird die
Optimalita¨t der Bewertung fu¨r Spieler 1 durch das Entfernen dieser Kanten nicht
beeinflusst.
Bei Ausfu¨hrung von Zeile 19 gilt mit der Invariante, dass fu¨r jeden Knoten
alle E-Nachfolger den gleichen ϕ1-Wert haben. Das heißt, dass die ϕ-Werte sich
lediglich in ϕ2 unterscheiden. Somit ist die Optimalita¨tsbedingung fu¨r Spieler 1
fu¨r w bereits erfu¨llt. Wenn w ∈ V+ ist der ϕ2-Wert die maximale Distanz zu w. Sei
x ∈ V \ {w}. Dann gilt fu¨r jeden E-Nachfolger y ∈ V von x mit minimalem ϕ2-
Wert: ϕ2(x) = ϕ2(y) + 1, was bedeutet xϕ y, womit die Optimalita¨tsbedingung
fu¨r Spieler 1 erfu¨llt ist. Der Fall w ∈ V− ist analog. 2
Lemma 3.8 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Sei
σ : V0 → V1 eine Strategie fu¨r Spieler 0. Sei Gσ der Spielgraph G eingeschra¨nkt
auf die Strategie σ, d.h. Gσ = (V0, V1, E
′, c), wobei fu¨r alle u, v ∈ V :
uE ′v ⇐⇒ (σ(u) = v ∧ v ∈ V0) ∨ (uEv ∧ v ∈ V1)
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Dann terminiert der Funktionsaufruf valuation(Gσ) (siehe Abbildung 3.7),
liefert eine Bewertung zuru¨ck, die Strategie σ ist vertra¨glich mit dieser Bewertung
und diese Bewertung ist optimal fu¨r Spieler 1.
Beweis: Um zu beweisen, dass die Funktion valuation(Gσ) eine Bewertung lie-
fert, so dass σ vertra¨glich mit ihr ist, reicht es zu zeigen, dass die Funktion eine
Bewertung liefert, weil es zu jeder Bewertung mindestens eine Strategie fu¨r jeden
Spieler gibt, so dass diese Strategie mit der Bewertung vertra¨glich ist. In Gσ ist σ
die einzige Strategie fu¨r Spieler 0 und ist daher vertra¨glich mit jeder Bewertung
von Gσ.
In der Funktion valuation() werden zuerst die ϕ-Werte aller Knoten auf den
Wert ⊥ gesetzt. In der Hauptschleife (Zeile 3) wird unter den Knoten mit undefi-
niertem Profil nach einem ≺-kleinsten Knoten w gesucht, durch den eine Schleife
(Zeile 5) verla¨uft, deren relevantester Knoten w ist (Zeile 6). Fu¨r einen solchen
Knoten w wird die Menge R aller Knoten bestimmt, von denen aus w erreichbar
ist (Zeile 7). Durch den Aufruf von subvaluation() wird fu¨r den durch R induzier-
ten Teilgraph eine Bewertung berechnet und an ϕ zugewiesen. Schließlich werden
Kanten entfernt, die R verlassen. Durch diese Kanten kann die Optimalita¨t der
berechneten Bewertung nicht verletzt werden, da fu¨r alle v ∈ R: ϕ0(v) = w gilt
und Kanten, die R verlassen, zu Knoten v′ mit ϕ(v′) = ⊥fu¨hren, was bedeutet,
dass ϕ0(v
′) spa¨ter auf ein Wert gesetzt wird, der ≺-gro¨ßer als w ist. Das be-
deutet, dass alle Kanten zwischen den berechneten Teilgraphen die Optimalita¨t
fu¨r Spieler 1 nicht verletzen, und aus Lemma 3.8 folgt, dass die Bewertung fu¨r
die Teilgraphen optimal fu¨r Spieler 1 ist, womit die Bewertung fu¨r den ganzen
Graphen optimal fu¨r Spieler 1 ist. 2
Lemma 3.9 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V |+ 1]. Dann
terminiert der Funktionsaufruf main(G, V0, V1, c) (siehe Abbildung 3.6).
Beweis: Der einzige nicht-triviale Funktionsaufruf in main() ist valuation(Gσ)
und nach Lemma 3.8 terminiert dieser. Somit bleibt zu zeigen, dass die Anzahl
der Iterationen der repeat-until-Schleife beschra¨nkt ist, da dieses die einzige
Schleife in main() ist, deren Durchlaufanzahl nicht vor Ausfu¨hrung der Schleife
feststeht.
Aus Lemma 3.8 ist bekannt, dass die in jedem Schritt erzeugten Bewertungen
optimal fu¨r Spieler 1 sind und dass die vor ihrer Berechnung festgelegte Strategie
σ mit ihr vertra¨glich ist. Sei ϕ eine in einer Iteration berechnete Bewertung und
ϕ′ die fu¨r Spieler 0 in Bezug auf ϕ verbesserte Bewertung, die in der folgenden
Iteration berechnet wird. Mit Lemma 3.6 erha¨lt man:
∀v ∈ V : ϕ(v)  ϕ′(v). (3.13)
Es gibt nur endlich viele Strategien fu¨r Spieler 0. Daher wird nach endlich vielen
Iterationen eine Strategie σ fu¨r Spieler 0 noch einmal gewa¨hlt. Fu¨r gleiche Stra-
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tegien von Spieler 0 werden stets die gleichen Bewertungen berechnet. Aus (3.13)
ergibt sich sofort, dass alle Bewertungen von dem ersten Auftreten der Strategie
σ an gleich sind. Ist eine Strategie fu¨r Spieler 0 bereits optimal, so wird sie nicht
mehr vera¨ndert. Somit vera¨ndert sich auch die gewa¨hlte Strategie nach dem er-
sten Auftreten von σ nicht mehr, was unmittelbar zum terminieren der Schleife
und damit auch zum terminieren von main() fu¨hrt. 2
Satz 3.10 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1], und seien
W0, W1 und die Strategien σ fu¨r Spieler 0 und τ fu¨r Spieler 1 die Ru¨ckgabewerte
des Funktionsaufrufs main(G, V0, V1, c) (siehe Abbildung 3.6).
Dann bilden W0 und W1 eine Partition von V und σ ist eine Gewinnstrategie
auf W0 fu¨r Spieler 0 und τ eine Gewinnstrategie auf W1 fu¨r Spieler 1.
Beweis: Nach Definition von W0 und W1 in den Zeilen 13, 14 von Abbildung 3.6
bilden die Mengen W0, W1 eine Partition von V .
Aus Lemma 3.8 folgt, dass die zuletzt berechnete Bewertung optimal fu¨r Spie-
ler 1 ist. Weil Spieler 0 seine Strategie im Bezug auf die vorangehende Bewertung
nicht verbessern kann (siehe Zeilen 8–10 in Abbildung 3.6), folgt, dass die Bewer-
tung optimal fu¨r Spieler 0 ist. Somit ist die zuletzt berechnete Bewertung eine
optimale Bewertung. Aus Lemma 3.8 folgt, dass σ vertra¨glich mit dieser Bewer-
tung ist. In Zeile 12 von Abbildung 3.6 wird die Strategie τ so gewa¨hlt, dass sie
auch mit dieser Bewertung vertra¨glich ist. Nach Satz 3.5 ist die Strategie σ eine
Gewinnstrategie fu¨r Spieler 0 (auf W0) und τ eine Gewinnstrategie fu¨r Spieler 1
(auf W1). 2
3.5 Komplexita¨t
In diesem Abschnitt gehen wir zuna¨chst auf den Speicherplatzbedarf des diskreten
SVA ein und scha¨tzen dann seine Laufzeit ab.
3.5.1 Platzkomplexita¨t
Legt man das Einheitskostenmaß zu Grunde, so erha¨lt man die folgende Abscha¨t-
zung des Platzbedarfs:
Satz 3.11 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V | + 1]. Dann la¨sst
sich der Aufruf main(G, V0, V1, c) in Platz O(|V |2 + |E|) berechnen.
Beweis: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Fa¨rbung c : V → [|V |+ 1].
In main() beno¨tigen der u¨bergebene Graph PlatzO(|V |+|E|) und die Parame-
ter V0, V1, c jeweils PlatzO(|V |). Alle Variablen fu¨r Knotenmengen V+, V−,W0,W1
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und auch Strategien σ, σ′, τ brauchen Platz O(|V |). Die Variable E ′ fu¨r Kanten
beno¨tigt Platz O(|E|), da E ′ ⊆ E gilt. Die Variable ϕ fu¨r die Bewertung entha¨lt
fu¨r jeden Knoten ein Tripel aus V × 2V × [|V |]. Somit ist der Platzaufwand pro
Knoten O(1+ |V |+1) und damit fu¨r ϕ insgesamt O(|V |2). Die u¨brigen Variablen
fu¨r Knoten haben lediglich konstanten Platzbedarf.
In valuation() beno¨tigt der u¨bergebene Graph Platz O(|V |+ |E|). Die Varia-
blen fu¨r Knotenmengen L und R beno¨tigen Platz O(|V |). Die Variable ϕ fu¨r die
Bewertung beno¨tigt, wie schon in main(), Platz O(|V |2).
In subvaluation() beno¨tigt der u¨bergebene Graph Platz O(|V | + |E|). Die
Variablen fu¨r Knotenmengen U und U¯ beno¨tigen Platz O(|V |). Die Variable ϕ
fu¨r die Bewertung beno¨tigt, wie schon in main(), Platz O(|V |2).
Da diese Funktionen nicht rekursiv aufgerufen werden, wird fu¨r alle Parame-
ter und lokalen Variablen einmalig Platz beno¨tigt. Somit ist ihr Platzaufwand
O(|V |2 + |E|).
Die im Algorithmus verwendeten Hilfsfunktionen reach(), maximal distances()
und minimal distances() suchen den u¨bergebenen Graphen jeweils nach unter-
schiedlichen Durchlaufregeln (Modifikationen von Tiefen- und Breitensuche) ab.
Dazu reicht es, eine konstante Menge von Informationen pro Knoten zu spei-
chern. Weiterhin gibt reach() eine Teilmenge der Knoten des u¨bergebenen Gra-
phen zuru¨ck und maximal distances() und minimal distances() einen Distanzwert
zu jedem Knoten des gegebenen Graphen. Somit ist der Platzbedarf der Parame-
ter jeweils O(|V |+ |E|) und fu¨r lokale Variablen und Ru¨ckgabewert O(V ).
Damit ergibt sich zur Ausfu¨hrung des Algorithmus ein Gesamtplatzbedarf von
O(|V |2 + |E|). 2
Bei der Abscha¨tzung der Platzkomplexita¨t fa¨llt auf, dass lediglich fu¨r die zwei-
te Komponente der in der Bewertungsvariablen ϕ gespeicherten Knotenmenge
Platz O(|V |2) erforderlich ist. In Unterabschnitt 3.6.1 zeigen wir, dass sich die-
ser Platzaufwand bei einer Variante des Algorithmus ohne Nachteile5 auf O(|V |)
reduzieren la¨sst.
Weiterhin kann man das Kopieren des Graphen und damit der Kanten ver-
meiden. Damit ist der Platzaufwand, abgesehen von dem u¨bergebenen Graphen,
O(|V |2), wenn die Kanten in geeigneten Datenstrukturen vorliegen und ihre Rei-
henfolge durch den Algorithmus vera¨ndert werden darf.
Scha¨tzt man den Platzaufwand nach logarithmischem Kostenmaß ab, so ergibt
sich O(log |V | · (|V |2 + |E|), da die Gro¨ße der Wertebereiche aller Variablen und
Parameter, fu¨r die ein Platz nach Einheitskostenmaß beno¨tigt wird, nicht gro¨ßer
als die Anzahl der Knoten bzw. Kanten sind (Es gilt: O(log |E|) ⊆ O(log |V |), da
E ⊆ V 2).
5Ausgenommen die U¨bersichtlichkeit der Darstellung.
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3.5.2 Zeitkomplexita¨t
Die Laufzeitabscha¨tzung des diskreten SVA la¨sst sich auf die Abscha¨tzung der
Laufzeit einer Iteration und die Anzahl der mo¨glichen Iterationen aufteilen.
Lemma 3.12 Sei G = (V,E) ein Spielgraph. Dann wird fu¨r eine Iteration des
diskreten SVA (main(), Abbildung 3.6) auf G Zeit O(|V | · |E|) beno¨tigt.
Beweisidee: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmen-
ge V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben. In
einer Iteration wird eine Bewertung bestimmt und eine neue Strategie fu¨r Spie-
ler 0 gewa¨hlt. Um die neue Strategie zu wa¨hlen muss jede Kante, die von einem
Knoten von Spieler 0 ausgeht, betrachtet werden und jeweils ein Vergleich von
Partieprofilen durchgefu¨hrt werden, da jeweils der Nachfolger mit dem fu¨r Spie-
ler 0 besten Profil bestimmt werden soll. Der Aufwand fu¨r einen Vergleich von
Partieprofilen ist O(|V |), da die zweiten Komponenten der verglichenen Profi-
le Knotenmengen (repra¨sentiert durch absteigend sortierte Listen von Knoten)
sind. Somit ist der Aufwand fu¨r die Strategiewahl O(|E| · |V |). Beim Berech-
nen der Bewertung wird fu¨r jeden Knoten, der relevanter als der relevanteste
Schleifenknoten der Schleife ist, zu der man von diesem Knoten aus gelangt, ei-
ne Tiefensuche durchgefu¨hrt. Eine Tiefensuche kann in Zeit O(|E|) ausgefu¨hrt
werden, da jeder Knoten mindestens eine ausgehende Kante besitzt. Somit ergibt
sich hier ebenfalls ein Zeitaufwand von O(|E| · |V |).
Der folgende Hilfssatz dient zur Abscha¨tzung der Anzahl von Iterationen, die
in main() (siehe Abbildung 3.6) ausgefu¨hrt werden.
Hilfssatz 3.13 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung. Dann
gilt, wenn bei der Ausfu¨hrung des diskreten SVA in zwei aufeinanderfolgenden
Iterationen die gleichen Bewertungen auftreten, so sind auch die jeweils daraus
fu¨r Spieler 0 berechneten Strategien gleich.
Beweisidee: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmen-
ge V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung. Angenom-
men in der i-ten und i+1-ten Iteration des Algorithmus tritt dieselbe Bewertung
auf. Die Wahl der Strategie fu¨r Spieler 0 in einer Iteration erfolgt durch Wahl der
bzgl. der Bewertung besten Nachfolger. Ein spezieller Fall ist, dass die Bewertung
mehrerer Nachfolger optimal ist, und unter diesen Nachfolgern derjenige ist, der
in der Strategie der vorangehenden Iteration gewa¨hlt wurde. In diesem Fall wird
derselbe Nachfolger auch fu¨r die neue Strategie gewa¨hlt (siehe Abbildung 3.6 Zei-
le 8). Da die Bewertungen der i-ten und i + 1-ten Iteration nach Voraussetzung
gleich sind, tritt dieser spezielle Fall hier fu¨r alle Knoten von Spieler 0 ein. So-
mit ist die in der i + 1-ten Iteration gewa¨hlte Strategie dieselbe wie in der i-ten
Iteration.
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Lemma 3.14 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knoten-
menge V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung. Dann ist
die Anzahl der Iterationen des diskreten SVA (Aufruf von main() durch O(|V ||V0|)
beschra¨nkt.
Beweisidee: Sei ein Spielgraph (V,E) mit einer Parita¨tsgewinnbedingung gege-
ben. Seien V0 die Knoten von Spieler 0.
Die Anzahl mo¨glicher Strategien von Spieler 0 ist beschra¨nkt durch O(|V ||V0|).
Es reicht also im Folgenden zu zeigen, dass der Algorithmus terminiert, sobald
eine bereits vorher von Spieler 0 gewa¨hlte Strategie nocheinmal gewa¨hlt wird.
Angenommen in der k-ten Iteration tritt erstmalig eine Strategie fu¨r Spieler 0
auf, die bereits vorher vorgekommen ist. Sei i mit i < k die Nummer der Iteration
in der diese Strategie bereits vorher vorkam. Dann sind die Bewertungen, die sich
aus beiden Strategien (in den jeweils na¨chsten Iterationen) ergeben gleich, da die
Bewertungen ausschließlich von der Wahl der Strategie von Spieler 0 abha¨ngen.
Nach Lemma 3.6 ist in jeder Iteration die berechnete Bewertung gro¨ßer oder
gleich der zuvor berechneten Bewertung. Daraus folgt, dass die Bewertungen in
der i + 1-ten Iterationen bis zur k-ten Iteration gleich sind. Nach Hilfssatz 3.13
sind somit auch die in der i+ 1-ten Iterationen bis zur k-ten Iteration gewa¨hlten
Strategien gleich. Somit ist k = i+1, da die k-te Iteration nach Definition das erste
wiederholte Vorkommen einer Strategie aufweist. Der Algorithmus terminiert,
wenn in zwei aufeinanderfolgenden Iterationen dieselbe Strategie fu¨r Spieler 0
gewa¨hlt wird. Somit terminiert er nach der k-ten Iteration.
Satz 3.15 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung. Dann wird ein
Aufruf des diskreten SVA fu¨r G in Zeit O(|E| · |V ||V0|+1) ausgefu¨hrt.
Der Beweis dieses Satzes ergibt sich unmittelbar aus den Lemmata 3.12 und 3.14.
Abscha¨tzung der Anzahl beno¨tigter Iterationen
Die zentrale Frage u¨ber diesen Algorithmus ist:
”
Ist die Laufzeit des diskreten SVA polynomiell?“
was, da der Zeitaufwand fu¨r jeden Iterationsschritt polynomiell ist, identisch mit
der Frage ist, ob die Anzahl der Iterationsschritte polynomiell ist.
Eine exponentielle obere Schranke liefert die Abscha¨tzung der Anzahl der Ite-
rationen in Lemma 3.14. Eine lineare untere Schranke fu¨r die Anzahl der Iteratio-
nen ist durch die skalierte Version des Spielgraphen aus Abbildung 3.10 gegeben.
Die genauere Formulierung dieser unteren Schranke ist: Fu¨r einen Spielgraph mit
n Knoten ko¨nnen n
2
Iteration erforderlich sein.
Es ist unklar, ob es Spielgraphen gibt, fu¨r die eine quadratische Anzahl von
Iterationen notwendig ist.
76 3.5. Komplexita¨t
Ein Ansatz zur Analyse der Anzahl der Iterationen besteht darin, die Ite-
rationen nach den Vera¨nderungen der Bewertung zu klassifizieren. Die
’
großen
Schritte‘ unter den Iterationen sind die, in welchen beim U¨bergang von der alten
zur neuen Bewertung sich die erste Komponente des Partieprofils eines Knotens
a¨ndert; die anderen Iterationen bezeichnen wir als
’
kleine Schritte‘. Da die erste
Komponente eines Profils einen Knoten beinhaltet, kann sie maximal |V |−1 mal
(bzgl. der Rewardordnung) gro¨ßer werden. Somit sind nicht mehr als |V |2 solcher
Iterationen mo¨glich. Somit bedeutet eine superpolynomielle Anzahl von Itera-
tionen bereits, dass eine superpolynomiell lange Folge kleiner Schritte auftreten
muss.
Beispiel fu¨r linear viele Iterationen
Ein einfaches Beispiel fu¨r einen Spielgraphen ist in Abbildung 3.10 dargestellt. In
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Abbildung 3.10: Ein Spielgraph, fu¨r den in vier Iterationsschritten Gewinnstra-
tegien berechnet werden. Es ist jeweils die Situation nach der Berechnung der
Bewertung noch vor der Wahl der neuen Strategie fu¨r Spieler 0 dargestellt. Aus
der Terminationsbedingung ergibt sich, dass die fu¨r Spieler 0 nach der letzten
Bewertung gewa¨hlte Strategie gleich der vor der letzten Bewertung gewa¨hlten
ist. Sie ist daher nicht noch zusa¨tzlich dargestellt.
diesem Beispiel beno¨tigt der Algorithmus vier Iterationen, um die Gewinnstrate-
gien zu bestimmen. Skaliert man dieses Beispiel, so beno¨tigt der Algorithmus fu¨r
2n Knoten jeweils genau n Iterationen.
Dieses Beispiel weist eine Besonderheit auf: Fu¨r Spieler 1 gibt es nur eine
Strategie, die damit auch die Gewinnstrategie ist. Der folgende Satz zeigt, dass
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alle Spiele mit dieser Eigenschaft in linear vielen Iterationen berechnet werden
ko¨nnen.
Satz 3.16 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben. Dann
beno¨tigt der diskrete SVA fu¨r G nicht mehr als |V | Iterationen, wenn Spieler 1
nur eine Strategie besitzt (d.h. seine Knoten alle vom Grad 1 sind).
Beweisidee: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmen-
ge V = V0 ∪˙V1 auf beide Spieler und einer Parita¨tsgewinnbedingung gegeben. Sei
eine initiale Strategie und ein von ihr ausgehender Lauf des Algorithmus gegeben.
Zu zeigen ist, dass der Lauf nicht mehr als |V | Iterationen hat. Es reicht somit
zu zeigen, dass in jedem Iterationsschritt mindestens fu¨r einen weiteren Knoten
eine endgu¨ltige Kantenwahl erfolgt.
Dies la¨sst sich durch Induktion u¨ber die Menge der Knoten beweisen, die
durch die gewa¨hlte Strategie bereits einen optimalen Pfad zu ihrem optimalen
relevantesten Schleifenknoten haben. Es liegt dieselbe Idee zu Grunde, die dual
im Beweis der Korrektheit von subvaluation() verwendet wird.
Abscha¨tzung der Anzahl beno¨tigter Kantentraversierungen
Zur genaueren Angabe des Zeitaufwandes fu¨r die Ausfu¨hrung des Algorithmus
sind die zuvor beschriebenen Abscha¨tzungen ungeeignet, da der Aufwand fu¨r die
Berechnung einzelner Iterationen auch fu¨r einen festen Spielgraphen sehr unter-
schiedlich ausfallen kann. Eine gute Anna¨herung an den tatsa¨chlichen Zeitauf-
wand liefert die Anzahl der Kantentraversierungen, da fu¨r alle aufwendigen Ope-
rationen des Algorithmus die Anzahl der Ausfu¨hrungen jeder elementaren Ope-
ration linear durch die Anzahl der Kantentraversierungen beschra¨nkt ist. Daher
ist die Anzahl der Kantentraversierungen ein geeignetes Maß, um den Aufwand
fu¨r verschiedene La¨ufe des Algorithmus systemunabha¨ngig zu vergleichen.
3.6 Alternativen der Strategiekonstruktion
In diesem Abschnitt gehen wir auf mo¨gliche Verbesserungen und Varianten des
diskreten SVA ein. Anschließend vergleichen wir ihn mit den bereits in Kapitel 2
vorgestellten Algorithmen.
3.6.1 Varianten des Algorithmus
Zu dem vorgestellten Algorithmus existieren eine Reihe mo¨glicher Varianten, die
zum einen eine effizientere Ausfu¨hrung oder eine gro¨ßere U¨bersichtlichkeit der
Iterationschritte erreichen. Wir stellen vier dieser teilweise kombinierbaren Vari-
anten vor.
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Die erste Variante
’
Einfache Verbesserungsschritte‘ fu¨hrt zu einem u¨bersicht-
licheren Ablauf des Algorithmus, was ist insbesondere fu¨r seine Analyse von Be-
deutung ist. Die zweite Variante
’
Keine unno¨tigen Verbesserungen‘ fu¨hrt zu einer
geringeren Laufzeit. Die dritte Variante
’
Vereinfachte Bewertungen‘ zeigt, dass
man die Mengenkomponente der Bewertungen verkleinern kann (einige Elemente
ko¨nnen weggelassen werden). Die letzte Variante
’
Linearer Speicherplatzbedarf‘
zeigt, dass basierend auf der dritten Variante die Platzkomplexita¨t des Algorith-
mus reduziert werden kann.
Die erst beiden Varianten beruhen auf der Ausnutzung der folgenden Nicht-
Determinismen im vorgestellten Algorithmus:
Nicht-Determinismen Der diskrete SVA weist an zwei Stellen Nicht-Deter-
minismen auf: Die Wahl der initialen Strategie fu¨r Spieler 0 erfolgt nicht-determi-
nistisch, und bei der Wahl einer Strategie fu¨r Spieler 0 in jeder Iteration ko¨nnen
mehrere Nachfolger eines Knotens ein maximales Profil aufweisen, ohne dass ei-
ner von ihnen durch die Strategie der vorangehenden Iteration gewa¨hlt wurde.
In diesem Fall wird ebenfalls nicht-deterministisch einer dieser Nachfolger fu¨r die
neue Strategie gewa¨hlt.
Der zweite aufgefu¨hrte Nicht-Determinismus entfa¨llt, wenn alle Knoten des
Spielgraphen ho¨chstens vom Grad zwei sind, da neben dem fu¨r die Strategie
gewa¨hlten Nachfolger nicht mehr als ein anderer Nachfolger mit besserem Profil
existieren kann. Jeder Spielgraph la¨sst sich durch Einfu¨gen zusa¨tzlicher Knoten
so transformieren, dass alle Knoten ho¨chstens zwei ausgehende Kanten haben.
(Hierzu werden ho¨chstens so viele neue Knoten und Kanten beno¨tigt, wie es im
urspru¨nglichen Graphen Kanten gibt.)
Die Anzahl der Iterationen, die zur Berechnung eines gegebenen Parita¨tsspiels
no¨tig sind, ha¨ngt somit im wesentlichen von der gewa¨hlten initialen Strategie ab.
(Im gu¨nstigsten Falle ist dies bereits die Gewinnstrategie und der Algorithmus
terminiert nach einer Iteration.)
Einfache Verbesserungsschritte
In der beschriebenen Version des Algorithmus wird in jeder Iteration entsprechend
der Bewertung fu¨r jeden Knoten von Spieler 0 eine lokal optimale Strategie der
bestbewerteten Nachfolger gewa¨hlt. Fu¨r die Korrektheit des Algorithmus ist dies
jedoch nicht erforderlich. Es reicht, wenn in jeder Iteration, nach welcher der
Algorithmus nicht terminiert, eine lokale Verbesserung der Strategie fu¨r einen
Knoten von Spieler 0 durchgefu¨hrt wird, und bei diesem Knoten muss nicht einer
der am besten bewerteten Nachfolger, sondern nur einer, der besser als der zuvor
verwendete bewertet ist, gewa¨hlt werden.
Bei diesem Vorgehen ist interessant, dass stets eine Verbesserungsfolge exi-
stiert, die nur n Iterationsschritte beno¨tigt. Hierbei tritt jedoch das Problem auf
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diese Verbesserungsfolge zu finden, da dadurch, dass der zu verbessernde Kno-
ten mit dem besseren Nachfolger gewa¨hlt werden muss, ein zusa¨tzlicher Nicht-
Determinismus entsteht.
Keine unno¨tigen Verbesserungen
Es ist nicht erforderlich die Strategie von Spieler 0 fu¨r solche Knoten zu ver-
bessern, von denen er mit der bereits gefundenen Strategie gewinnt. D.h. alle
positiven Bewertungen ko¨nnen zu einem einzigen Wert zusammengefasst wer-
den, so dass im Bereich der positiven Bewertungen keine Verbesserungen mehr
stattfinden ko¨nnen.
Vereinfachte Bewertungen
Die einzige Weise, in welcher die berechneten Bewertungen verwendet werden,
ist der Vergleich im Bezug auf ihre Gro¨ße. Vera¨nderungen an den Bewertungen,
die invariant im Bezug auf den Gro¨ßenvergleich der Bewertungen einer beliebigen
Iteration sind, haben somit keinen Einfluss auf das Verhalten des Algorithmus.
Diese Eigenschaft la¨sst sich insbesondere fu¨r die zweite Komponente (
”
Menge
der gro¨ßeren Knoten auf dem Weg zur Schleife“) der Bewertungen ausnutzen.
Beim Vergleich der Bewertungen zweier Knoten ist die zweite Komponente nur
dann von Bedeutung, wenn die ersten Komponenten gleich sind; d.h. die Partien
zur selben Schleife fu¨hren. Weiterhin ist fu¨r den Vergleich der zweiten Kompo-
nenten nur ihre symmetrische Mengendifferenz von Bedeutung und in dieser nur
der relevanteste Knoten. Ein Knoten q in der zweiten Komponente der Bewer-
tung eines Knoten p kann somit weggelassen werden, wenn zwischen p und q ein
Knoten q′ mit gro¨ßerer Relevanz als q liegt.
Linearer Speicherplatzbedarf
In der zuerst beschriebenen Version des Algorithmus ko¨nnen die zweiten Kom-
ponenten der Bewertungen einzeln als Listen gespeichert werden. Fu¨r den Spei-
cherplatzbedarf des Algorithmus ist dabei die Anordnung der Knoten in diesen
Listen von entscheidender Bedeutung.
Ordnet man die Knoten nach Relevanz absteigend an, so ermo¨glicht dies, sie
in linearer Zeit zu vergleichen. Der Aufbau in dieser Anordnung ist trivial, weil
die Einfu¨geoperationen des Algorithmus die Knoten mit absteigender Relevanz
einfu¨gen; d.h.
’
Einfu¨gen‘ bedeutet hier
’
Anha¨ngen‘. Jedoch mu¨ssen die zweiten
Komponenten fu¨r jeden Knoten einzeln abgespeichert werden, was zu einem Spei-
cherplatzbedarf von O(|V |2) fu¨hrt.
Die zweite mo¨gliche Anordnung richtet sich nach der Reihenfolge, in der die
Knoten in einer der Bewertung entsprechenden Partie vorkommen. Durch diese
Anordnung sind die zweiten Bewertungskomponenten der einem Knoten v folgen-
den Knoten alle Teillisten der zweiten Bewertungskomponente des Knoten v. Da
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dies fu¨r jeden Knoten gilt, lassen sich die Teillisten mehrfach benutzen; d.h. je-
der Knoten entha¨lt in der zweiten Bewertungskomponente nur einen Knoten und
einen Verweis auf die na¨chst kleinere Teilliste; man erha¨lt eine Baumstruktur (ge-
nauer: einen Baum pro Schleife, so dass die Struktur der zweiten Komponenten
insgesamt ein Wald ist). Der Aufwand zum Speichern dieser Listen ist somit li-
near. Nachteil dieser Anordnung ist jedoch, dass der Vergleich aufwendiger wird.
Das Bestimmen des gro¨ßten Knotens, der in genau einer der beiden Listen ent-
halten ist, erfordert mehrfaches Suchen oder die Sortierung mindestens einer der
beiden Listen, womit ein Zeitaufwand von O(|V | · log |V |). Dies wirkt sich auf die
Zeitkomplexita¨t einer Iteration aus, sie steigt auf O(log(|V |) · |V | · |E|).
Somit bringt die eine Anordnung einen Vorteil in der Zeitkomplexita¨t, die an-
dere in der Platzkomplexita¨t. Mit der im vorangehenden Absatz vorgeschlagenen
vereinfachten Bewertung lassen sich beide Vorteile vereinigen, da beide Ordnun-
gen jeweils fu¨r die in einer Liste auftretenden Knoten identisch sind. Die Listen
werden als Wald abgespeichert, in dem jeder Knoten eine Liste repra¨sentiert. Der
Vergleich erfolgt in Linearzeit, indem in den beiden gegebenen Listen vom Ende
zum Anfang (vom Blatt zur Wurzel) hin der erste gemeinsame Knoten gesucht
wird. Entscheidend fu¨r den Vergleich ist der gro¨ßte zuvor gesehene Knoten.
3.6.2 Vergleich zu anderen Algorithmen
Der vorgestellte dSV-Algorithmus unterscheidet sich in wesentlichen Punkten von
den anderen bekannten Algorithmen zur Strategiesynthese fu¨r Parita¨tsspiele. Wir
zeigen hier die Unterschiede zu diesen Algorithmen auf. Dem Zusammenhang des
Algorithmus mit dem von Puri vorgestellten SVA mit reellen Bewertungen ist der
folgende Abschnitt 3.7 gewidmet.
Der Algorithmus arbeitet durchgehend auf dem ganzen Graphen. Im Gegen-
satz dazu werden beim Algorithmus von McNaughton rekursiv Strategien fu¨r
Teilspiele berechnet.
McNaughtons Algorithmus
Der in Abschnitt 2.2.3 beschriebene Algorithmus von McNaughton [McN93] be-
arbeitet rekursiv kleinere Teilspiele. Er ruft sich selbst zweimal zur Konstruktion
von Strategien fu¨r Teilspiele des Spielgraphen auf. Dabei ist der zweite Aufruf
jedoch vom ersten abha¨ngig, so dass es hier keinen trivialen Ansatz fu¨r eine Par-
allelisierung des Algorithmus gibt. Der Algorithmus baut die Gewinnstrategien
durch Zusammensetzen von Attraktorstrategien — Strategien, die zur Zielmenge
des Attraktors fu¨hren — auf. Die Auswahl zwischen mehreren solchen Strategien
ist nicht-deterministisch.
Dagegen arbeitet der diskrete SVA durchgehend auf dem ganzen Graphen. Das
Bestimmen von Attraktoren findet sich auch hier beim Ermitteln der Bewertung
wieder. Jedoch wird unter den mo¨glichen Attraktorstrategien noch anhand der
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Bewertungen unterschieden, so dass im Falle von Spielgraphen vom Grad 2 die
Strategiewahl sogar eindeutig ist.
Fortschrittsmaßalgorithmus
Der vorgestellte diskrete Algorithmus und der in Abschnitt 2.2.4 dargestellte
Fortschrittsmaßalgorithmus aus [Jur00b] fu¨hren beide schrittweise Verbesserun-
gen von Bewertungen durch. Obwohl beide Algorithmen asymmetrisch im Bezug
auf die Spieler vorgehen, liefert der diskrete Algorithmus Gewinnstrategien fu¨r
beide Spieler, der Fortschrittsmaßalgorithmus hingegen nur fu¨r Spieler 0. Er muss
dual angewandt werden, um eine Gewinnstrategie fu¨r Spieler 1 zu bestimmen.
3.7 Zusammenhang zu Puris Synthesealgorith-
mus
In diesem Abschnitt zeigen wir, dass es einen engen Zusammenhang zwischen
dem vorgestellten diskreten SVA und dem von Puri in [Pur95] vorgeschlagenen
SVA gibt. Der von Puri verwendete Algorithmus verbessert eine anfa¨nglich belie-
big gewa¨hlte Strategie schrittweise, was auch als policy iteration bezeichnet wird.
Dieses bereits in [How60] beschriebene Vorgehen la¨sst sich auf Stochastische Spie-
le u¨bertragen (siehe [HK66, Ros83, KV86]) und von diesen auf die einfacheren
Payoff-Spiele.
Fu¨r die Folge von Strategien, die in den Iterationen eines SVA erzeugt wird, ist
die verwendete Bewertungsfunktion maßgebend. In jeder Iteration ergibt sich eine
neue Strategie ausschließlich aus der alten und durch den Vergleich der Bewertun-
gen der einzelnen Knoten. Daraus folgt unmittelbar, dass Bewertungsfunktionen,
die durch ihre Bewertungen auf allen Graphen jeweils dieselbe Ordnung auf den
Knoten des Graphen induzieren, auch gleiche Strategiefolgen erzeugen, wenn sie
in einem SVA eingesetzt werden.
Zuna¨chst geben wir eine Bewertungsfunktion an, die fu¨r einen hinreichend
großen Discountfaktor die von Puri angegebene Bewertungsfunktion so gut ap-
proximiert, dass sie obige Eigenschaft erfu¨llt und damit zum gleichen Ablauf des
SVA fu¨hrt.
Danach zeigen wir, dass bei geeigneter Wahl der Gewichte der Gro¨ßenver-
gleich der im diskreten SVA verwendeten Bewertungsfunktion eine Vergro¨berung
des Gro¨ßenvergleichs auf der approximierten Bewertung ist. Das bedeutet, dass
ein Verbesserungsschritt, der gema¨ß der Bewertungsfunktion des diskreten Algo-
rithmus durchgefu¨hrt wird, auch eine Verbesserung bezogen auf die approximierte
Bewertung darstellt.
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3.7.1 Die approximative Bewertungsfunktion
Im Folgenden wird gezeigt, dass es bei einem hinreichend großen Discountfaktor
β fu¨r den Ablauf des Algorithmus nicht erforderlich ist, die von Puri definierte
Bewertung exakt zu berechnen. Der Ablauf des Algorithmus ha¨ngt vom Vergleich
verschiedener Bewertungen ab. Wir zeigen, dass die hier definierte approximative
Bewertung zu denselben Vergleichsergebnissen fu¨hrt. Dies ist insbesondere auch
fu¨r die Strategieberechnung in Mean-Payoff-Spielen (MPGs) von Bedeutung, da
die Gewinnstrategien in einem DPG bei hinreichend großem Discountfaktor auch
Gewinnstrategien des MPGs u¨ber demselben Spielgraphen sind.
Zuerst zeigen wir, dass die im Folgenden definierte Bewertung diejenige von
Puri approximiert, und danach zeigen wir, dass fu¨r einen hinreichend großen
Discountfaktor, die Approximation gut genug ist, um die Ordnung zu erhalten.
Sei ein Spielgraph (V,E) gegeben. Sei pi ∈ V ω eine Partie, die wie alle Partien
dieses Kapitels nach positionalen Strategien gespielt ist. Dann existieren s, t ∈ N
mit t ≥ 0, s ≥ 1 und vi ∈ V fu¨r i ∈ [t+s] mit pi = v0 . . . vt−1(vt . . . vt+s−1)ω, wobei
alle vi paarweise verschieden sind. (In dem Spezialfall t = 0 besteht die Partie
nur aus einer Schleife: pi = (v0 . . . vs−1)ω.) Sei eine Rewardfunktion r : V → R
gegeben.
Beim DPG ist das Ergebnis der Partie pi wie bereits in Abschnitt 2.3.1 ange-
geben:
Rβ(pi) =
∑
k∈N
βkr(pik)
Nutzt man aus dass die Partie pi nach positionalen Strategien gespielt ist, so
ergibt sich durch Berechnen der geometrischen Reihe:
Rβ(pi) =
t−1∑
i=0
βir(vi) +
t+s−1∑
i=t
βi
1− βs r(vi) (3.14)
Wir definieren als approximatives Ergebnis der Partie pi:
R˜β(pi) =
t−1∑
i=0
r(vi) +
t+s−1∑
i=t
1
s
(
1
1− β +
s− 1
2
− i
)
r(vi) (3.15)
Das folgende Lemma zeigt, dass das approximative Ergebnis einer Partie fu¨r
Discountfaktoren β nahe bei 1 einen gute Anna¨herung an des Ergebnis im DPG
ist.
Lemma 3.17 Sei ein Spielgraph (V,E) und pi = v0 . . . vt−1(vt . . . vt+s−1)ω eine
Partie, wobei t ≥ 0, s ≥ 1, vi ∈ V fu¨r alle i ∈ [t+s] und alle vi paarweise verschie-
den sind, und sei r : V → R eine Rewardfunktion. Sei wmax = maxi∈[t+s] |r(vi)|.
Dann gilt bei einem Discountfaktor β mit 1− 1
2nn!
< β < 1:
|Rβ(pi)− R˜β(pi)| < 9n3n!(1− β)wmax
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Um dieses Lemma zu beweisen, beno¨tigen wir zuna¨chst folgende technische Hilfs-
behauptung zur Abscha¨tzung des Discountfaktors:
Hilfssatz 3.18 Sei i, s ∈ N und 1 ≤ s ≤ n, 0 ≤ i ≤ n, β ∈ R und 1 − 1
2nn!
<
β < 1 dann gilt:∣∣∣∣ βi1− βs − 1s
(
1
1− β +
s− 1
2
− i
)∣∣∣∣ < 8n2n!(1− β)
Beweis: Sei i, s ∈ N und 1 ≤ s ≤ n, 0 ≤ i ≤ n, β ∈ R und 1 − 1
2nn!
< β < 1.
Wir setzen  = 1 − β.6 Wir beginnen mit der rechten Seite der zu zeigenden
Ungleichung. Zur Vereinfachung beginnen wir mit dem (1− βs)-Vielfachen:
βi − 1− β
s
s
(
1
1− β +
s− 1
2
− i
)
= (1− )i − 1− (1− )
s
s
(
1

+
s− 1
2
− i
)
=
i∑
k=0
(
s
k
)
(−)k + 1
s
s∑
k=1
(
s
k
)
(−)k
(
1

+
s− 1
2
− i
)
=
i∑
k=0
(
s
k
)
(−)k + 1
s
s∑
k=1
(
s
k
)
(−)k + s− 1− 2i
2s
s∑
k=1
(
s
k
)
(−)k
und, da 1 + 1
s
s(−) = 0:
=
i∑
k=1
(
s
k
)
(−)k + 1
s
s∑
k=2
(
s
k
)
(−)k + s− 1− 2i
2s
s∑
k=1
(
s
k
)
(−)k
und, da i(−) + 1
s
s(s−1)
2
(−)2 + s−1−2i
2s
s(−) = 0:
=
i∑
k=2
(
s
k
)
(−)k + 1
s
s∑
k=3
(
s
k
)
(−)k + s− 1− 2i
2s
s∑
k=2
(
s
k
)
(−)k
Aus ∣∣∣∣βi − 1− βss
(
1
1− β +
s− 1
2
− i
)∣∣∣∣
=
∣∣∣∣∣
i∑
k=2
(
s
k
)
(−)k + 1
s
s∑
k=3
(
s
k
)
(−)k + s− 1− 2i
2s
s∑
k=2
(
s
k
)
(−)k
∣∣∣∣∣
6Grund fu¨r diese Substitution  = 1− β ist, dass das Abscha¨tzen der Gro¨ße von Polynomen
u¨ber β mit β nahe bei 1 nur mo¨glich ist, wenn man alle Koeffizienten genau abscha¨tzt. Dagegen
la¨sst sich die Gro¨ße von Polynomen u¨ber  mit  positiv und nahe bei 0 anhand der ersten
Koeffizienten abscha¨tzen, wenn die Gro¨ße aller Koeffizienten beschra¨nkt werden kann.
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erha¨lt man mit
s∑
k=2
(
s
k
)
k ≤
n∑
k=2
(
n
k
)
k < n!n2:
<
(
1 +
1
s
+
|s− 1− 2i|
2s
)
n!n2 ≤ 4n!n22
Der zur Vereinfachung eingefu¨hrte zusa¨tzlich Faktor 1−βs la¨sst sich wie folgt
abscha¨tzen:
1− βs > −
s∑
l=1
(
s
l
)
(−)l = s−
s∑
l=2
(
s
l
)
(−)l > − nn!2 > 1
2

Also ergibt sich mit 1
1−βs <
2

:∣∣∣∣ βi1− βs − 1s
(
1
1− β +
s− 1
2
− i
)∣∣∣∣ < 2 4n2n!2 = 8n2n!(1− β)
2
Beweis von Lemma 3.17: Sei ein Spielgraph (V,E) und eine Partie pi =
v0 . . . vt−1(vt . . . vt+s−1)ω gegeben, wobei t ≥ 0, s ≥ 1, vi ∈ V fu¨r alle i ∈ [t + s]
und alle vi paarweise verschieden sind. Sei r : V → R eine Rewardfunktion. Sei
β ∈ (0, 1) ein Discountfaktor mit 1− 1
2nn!
< β < 1.
Als Abku¨rzungen definieren wir wi = r(vi) fu¨r alle i ∈ [t + s] und wmax =
maxi∈[t+s] |wi|.
Wir erhalten durch Einsetzen der Definition:
|Rβ(pi)− R˜β(pi)|
=
∣∣∣∣∣
t−1∑
i=0
βiwi +
t+s−1∑
i=t
βi
1− βswi −
t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
1
1− β +
s− 1
2
− i
)
wi
∣∣∣∣∣
Mit der Dreiecksungleichung ergibt sich:
≤
∣∣∣∣∣
t−1∑
i=0
βiwi −
t−1∑
i=0
wi
∣∣∣∣∣+
∣∣∣∣∣
t+s−1∑
i=t
(
βi
1− βs −
1
s
(
1
1− β +
s− 1
2
− i
))
wi
∣∣∣∣∣
Wir betrachten die beiden Summanden dieser Summe einzeln. Fu¨r den ersten
Summanden gilt:∣∣∣∣∣
t−1∑
i=0
βiwi −
t−1∑
i=0
wi
∣∣∣∣∣ =
∣∣∣∣∣
t−1∑
i=0
wi
i∑
k=1
(
i
k
)
(β − 1)k
∣∣∣∣∣ ≤ n2n!(1− β)wmax
Fu¨r den zweiten Summanden gilt mit Hilfssatz 3.18:∣∣∣∣∣
t+s−1∑
i=t
(
βi
1− βs −
1
s
(
1
1− β +
s− 1
2
− i
))
wi
∣∣∣∣∣
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<
∣∣∣∣∣
t+s−1∑
i=t
8n2n!(1− β)wi
∣∣∣∣∣ ≤ 8n3n!(1− β)wmax
Wie wir gezeigt haben gilt:
|Rβ(pi)− R˜β(pi)|
≤
∣∣∣∣∣
t−1∑
i=0
βiwi −
t−1∑
i=0
wi
∣∣∣∣∣+
∣∣∣∣∣
t+s−1∑
i=t
(
βi
1− βs −
1
s
(
1
1− β +
s− 1
2
− i
))
wi
∣∣∣∣∣
und mit Abscha¨tzung beider Summanden:
< n2n!(1− β)wmax + 8n3n!(1− β)wmax ≤ 9n3n!(1− β)wmax
und somit:
|Rβ(pi)− R˜β(pi)| < 9n3n!(1− β)wmax
2
Damit approximative Ergebnisse einsetzbar sind, muss der Discountfaktor so
gewa¨hlt werden, dass ihre Abweichung geringer als die Ha¨lfte der Differenz der
Ergebnisse zweier beliebiger Partien mit verschieden exakten Bewertungen ist.
Der folgende Satz gibt eine untere Schranke fu¨r die Differenz der Ergebnisse
zweier verschiedener exakter Bewertungen an.7
Satz 3.19 Sei ein Spielgraph (V,E), eine Gewichtsfunktion r : V → Z gegeben
und rmax = maxv∈V |r(v)|. Sei β ∈ R mit 1 − 12nrmax < β < 1. Seien pi, pi′ ∈ V ω
Partien auf diesem Spielgraph. Dann gilt:
R˜β(pi) = R˜β(pi
′) oder |R˜β(pi)− R˜β(pi′)| > 1
2n!
Die entscheidende Folgerung aus diesem Satz ist, dass man den Gro¨ßenver-
gleich der Ergebnisse der exakten Bewertung zweier Partien an Hand des Gro¨ßen-
vergleichs der Ergebnisse der approximativen Bewertungen bestimmen kann:
Folgerung 3.20 Sei ein Spielgraph (V,E), eine Gewichtsfunktion r : V → Z
und rmax = maxv∈V |r(v)|. Sei β ∈ R mit 1− 12nn!rmax < β < 1. Seien pi, pi′ ∈ V ω
Partien auf diesem Spielgraph. Dann gilt:
Rβ(pi) < Rβ(pi
′)⇐⇒ R˜β(pi) < R˜β(pi′)
7Dieser Satz ist auf den Fall eingeschra¨nkt, dass die Gewichte ganze Zahlen sind. Da wir
im Folgenden nur ganzzahlige Gewichte beno¨tigen, beschra¨nken wir uns auf diesen einfacher
zu beweisenden Fall. Eine Abscha¨tzung ist offensichtlich auch fu¨r reelle Gewichtsfunktionen
mo¨glich, da nur endlich viele verschiedene Partien zu einem gegebenen Spielgraphen existieren.
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Beweis von Satz 3.19: Sei ein Spielgraph (V,E), eine Gewichtsfunktion r :
V → Z gegeben und rmax = maxv∈V |r(v)|. Sei β ∈ R mit 1 − 12nrmax < β < 1.
Seien pi, pi′ ∈ V ω Partien auf diesem Spielgraph.
Fu¨r die Partie pi existieren dann s, t ∈ N mit t ≥ 0, s ≥ 1 und vi ∈ V fu¨r
i ∈ [t + s] mit pi = v0 . . . vt−1(vt . . . vt+s−1)ω, wobei alle vi paarweise verschieden
sind. Fu¨r das approximative Ergebnis der Partie gilt:
R˜β(pi) =
t−1∑
i=0
wi +
t+s−1∑
i=t
1
s
(
1
1− β +
s− 1
2
− i
)
wi
Setzt man a =
t+s−1∑
i=t
n!
s
∈ Z und b = 2n!
t−1∑
i=0
r(vi) +
t+s−1∑
i=t
n!
s
(s − 1 − 2i) ∈ Z, so
erha¨lt man:
R˜β(pi) =
a
n!(1− β) +
b
2n!
Fu¨r die Partie pi′ existieren entsprechend s′, t′ ∈ N mit t′ ≥ 0, s′ ≥ 1 und
v′i ∈ V fu¨r i ∈ [t′ + s′] mit pi′ = v′0 . . . v′t′−1(v′t . . . v′t′+s′−1)ω, wobei alle v′i paar-
weise verschieden sind. Setzt man a′ =
t′+s′−1∑
i=t′
n!
s′ ∈ Z und b′ = 2n!
t′−1∑
i=0
r(v′i) +
t′+s′−1∑
i=t′
n!
s′ (s
′ − 1− 2i) ∈ Z, so erha¨lt man fu¨r die Partie pi′ entsprechend:
R˜β(pi
′) =
a′
n!(1− β) +
b′
2n!
Betrachten wir zuna¨chst den Fall a = a′. Ist b = b′, so gilt auch R˜β(pi) =
R˜β(pi
′), und ist b 6= b′ dann gilt:
|R˜β(pi)− R˜β(pi′)| = 1
2n!
· |b− b′| ≥ 1
2n!
Es verbleibt der Fall a 6= a′. Mit |a− a′| ∈ Z gilt:
1
n!(1− β) |a− a
′| ≥ 1
n!(1− β)
und, da 1
1−β > 2nrmax, auch
1
n!(1− β) >
2nrmax
n!
Nach Definition gilt |b| ≤ nrmax und |b′| ≤ nrmax. Somit ist |b− b′| ≤ 2nrmax und
damit:
2nrmax
n!
≥ 1
n!
|b− b′|
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Unter Ausnutzung der Transitivita¨t erha¨lt man:
1
n!(1− β) |a− a
′| > 1
n!
|b− b′|
Also gilt:
|R˜β(pi)− R˜β(pi′)| =
∣∣∣∣ 1n!(1− β)(a− a′) + 12n! (b− b′)
∣∣∣∣
und, da, wie gerade gezeigt, der erste Summand vom Betrag her mehr als doppelt
so groß wie der zweite ist:∣∣∣∣ 1n!(1− β)(a− a′) + 12n! (b− b′)
∣∣∣∣ ≥ ∣∣∣∣ 1n!(1− β) |a− a′| − 12n! |b− b′|
∣∣∣∣
>
1
2n!
|b− b′| ≥ 1
2n!
Insgesamt gilt somit:
R˜β(pi) = R˜β(pi
′) oder |R˜β(pi)− R˜β(pi′)| > 1
2n!
2
3.7.2 Die diskrete Bewertungsfunktion
Von der im diskreten Algorithmus verwendeten Bewertungsfunktion la¨sst sich
leicht ein Bezug zur approximativen Bewertungsfunktion herstellen. Dieser er-
laubt es zu zeigen, dass Verbesserungsschritte des diskreten Algorithmus auch
Verbesserungsschritte im Bezug auf die exakte Bewertung sind. Weiter la¨sst sich
zeigen, dass Strategien optimaler diskreter Bewertungen bereits Gewinnstrategi-
en sind. Dies ist letztlich eine zweite Mo¨glichkeit, die Korrektheit des diskreten
Algorithmus basierend auf der Korrektheit von Puris Algorithmus zu zeigen.
Das folgende Lemma zeigt, dass die Ordnung ≺ auf den Partieprofilen einer
Bewertung und damit auf den Partien eine Vergro¨berung der Ordnung < auf den
approximativen Ergebnissen dieser Partien ist.
Lemma 3.21 Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Kno-
tenmenge V = V0 ∪˙V1 auf beide Spieler und eine injektive Fa¨rbungsfunktion
c : V → [2|V |] gegeben. Sei r : V → R : r(v) = (−4|V |)2c(v) eine Rewardfunktion
und wmax = maxv∈V r(v) ihr gro¨ßtes Gewicht. Sei β ∈ R mit 1− 112|V |·|V |!·|wmax| <
β < 1. Sei ϕ : V → D eine Bewertung des Spielgraphen. Seien pi, pi′ ∈ V ω Partien
vertra¨glich mit ϕ. Dann gilt:
ϕ(pi0) ≺ ϕ(pi′0) =⇒ R˜β(pi) < R˜β(pi′),
wobei pi0 der Anfangsknoten der Partie pi ist und pi
′
0 der Anfangsknoten der Partie
pi′.
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Beweis: Sei G = (V,E) ein Spielgraph mit einer Aufteilung der Knotenmenge
V = V0 ∪˙V1 auf beide Spieler und eine injektive Fa¨rbungsfunktion c : V →
[2|V |] gegeben. Wir setzen n = |V |. Sei r : V → R : r(v) = (−4n)2c(v) eine
Rewardfunktion und wmax = maxv∈V r(v) ihr gro¨ßtes Gewicht. Sei β ∈ R mit
1 − 1
12nn! |wmax| < β < 1. Sei ϕ : V → D eine Bewertung des Spielgraphen. Seien
pi, pi′ ∈ V ω Partien vertra¨glich mit ϕ.
Fu¨r die Partie pi existieren dann s, t ∈ N mit t ≥ 0, s ≥ 1 und vi ∈ V fu¨r
i ∈ [t + s] mit pi = v0 . . . vt−1(vt . . . vt+s−1)ω, wobei alle vi paarweise verschieden
sind. Wir setzen wi = r(vi) fu¨r alle i ∈ [t + s]. Fu¨r die Partie pi′ existieren
entsprechend s′, t′ ∈ N mit t′ ≥ 0, s′ ≥ 1 und v′i ∈ V fu¨r i ∈ [t′ + s′] mit
pi′ = v′0 . . . v
′
t′−1(v
′
t . . . v
′
t′+s′−1)
ω, wobei alle v′i paarweise verschieden sind. Wir
setzen w′i = r(v
′
i) fu¨r alle i ∈ [t′ + s′].
Sei ϕ(v0) = (u, P, e) und ϕ(v
′
0) = (u
′, P ′, e′). Sei die Voraussetzung ϕ(v0) ≺
ϕ(v′0) gegeben. Es lassen sich die Fa¨lle u ≺ u′ und u = u′ unterscheiden. Zu zeigen
ist jeweils:
R˜β(pi
′)− R˜β(pi) > 0.
Fall u ≺ u′: Sei x der relevantere der Knoten u und u′. Sei wx = r(x) das Gewicht
von x. Da u ≺ u′ gilt nach Definition (u < u′ ∧ u′ ∈ V+)∨ (u′ < u∧ u ∈ V−), und
daher (x = u′ ∧ x ∈ V+) ∨ (x = u ∧ x ∈ V−).
Es gilt mit (3.14) und (3.15):
R˜β(pi
′)− R˜β(pi) =
t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
1
s
(
1
1−β +
s−1
2
− i
)
w′i
−
t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
1
1−β +
s−1
2
− i
)
wi
(durch vorziehen der wx-Summanden)
= 1
s(1−β) |wx|+
t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
v′
i
6=x
1
s(1−β)w
′
i +
t′+s−1∑
i=t′
1
s
(
s−1
2
− i)w′i
−
t−1∑
i=0
wi −
t+s−1∑
i=t
vi 6=x
1
s(1−β)wi −
t+s−1∑
i=t
1
s
(
s−1
2
− i)wi
(mit Dreiecksungleichung)
≥ 1
s(1−β) |wx| −
∣∣∣∣∣∣∣
t′+s−1∑
i=t′
v′
i
6=x
1
s(1−β)w
′
i −
t+s−1∑
i=t
vi 6=x
1
s(1−β)wi
∣∣∣∣∣∣∣
−
∣∣∣∣t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
1
s
(
s−1
2
− i)w′i − t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
s−1
2
− i)wi∣∣∣∣
(3.16)
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Von dieser Summe scha¨tzen wir den zweiten Summanden ab.∣∣∣∣∣∣∣∣
t′+s−1∑
i=t′
v′
i
6=x
1
s(1− β)w
′
i −
t+s−1∑
i=t
vi 6=x
1
s(1− β)wi
∣∣∣∣∣∣∣∣
=
1
s(1− β)
∣∣∣∣∣∣∣∣
t′+s−1∑
i=t′
v′
i
6=x
w′i −
t+s−1∑
i=t
vi 6=x
wi
∣∣∣∣∣∣∣∣ ≤
1
s(1− β)
∣∣∣∣2swx4n2
∣∣∣∣ ≤ 1s(1− β) ∣∣∣wx2n ∣∣∣
Fu¨r den dritten Summanden von (3.16) ergibt sich:∣∣∣∣∣
t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
1
s
(
s− 1
2
− i
)
w′i −
t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
s− 1
2
− i
)
wi
∣∣∣∣∣
≤ (t′ + n+ t+ n)|wmax| ≤ 4n|wmax| ≤ 1
3n(1− β) ,
wobei letztere Ungleichung aus 1− 1
12nn!|wmax| < β folgt.
Insgesamt erha¨lt man somit fu¨r (3.16):
1
s(1−β) |wx| −
∣∣∣∣∣∣∣
t′+s−1∑
i=t′
v′
i
6=x
1
s(1−β)w
′
i −
t+s−1∑
i=t
vi 6=x
1
s(1−β)wi
∣∣∣∣∣∣∣
−
∣∣∣∣t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
1
s
(
s−1
2
− i)w′i − t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
s−1
2
− i)wi∣∣∣∣
≥ 1
s(1− β) |wx| −
1
s(1− β)
∣∣∣wx
2n
∣∣∣ − 1
3n(1− β) > 0
Durch Transitivita¨t erha¨lt man:
R˜β(pi
′)− R˜β(pi) > 0.
Fall u = u′: Wird nach uniformen Strategien auf einem Graphen gespielt wird,
sind die Schleifen zweier Partien bereits identisch, wenn sie einen gemeinsamen
Knoten haben. Somit folgt mit aus u = u′ auch s = s′ und {vt, . . . vt+s−1} =
{v′t′ , . . . v′t′+s−1}. Es gilt:
R˜β(pi
′)− R˜β(pi) =
t′−1∑
i=0
w′i +
t′+s−1∑
i=t′
1
s
(
1
1−β +
s−1
2
− i
)
w′i
−
t−1∑
i=0
wi −
t+s−1∑
i=t
1
s
(
1
1−β +
s−1
2
− i
)
wi
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und, da die Schleifen gleich sind:
=
t′−1∑
i=0
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
wi +
t+s−1∑
i=t
i
s
wi.
Die Knoten in P ∩P ′ kommen jeweils in beiden Partien im Weg zur Schleife vor.
Somit gilt fu¨r ihre Gewichte:
t′−1∑
i=0
v′
i
∈P∩P ′
w′i =
t−1∑
i=0
vi∈P∩P ′
wi Damit ergibt sich:
t′−1∑
i=0
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
wi +
t+s−1∑
i=t
i
s
wi
=
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i
s
wi.
Durch Transitivita¨t erhalten wir:
R˜β(pi
′)− R˜β(pi)
=
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i
s
wi. (3.17)
Wir unterscheiden die Unterfa¨lle P ≺ P ′ und P = P ′.
Unterfall u = u′ ∧P ≺ P′: Da P ≺ P ′ gilt nach Definition: max<(P4P ′) ∈
P ′4V−. Wir setzen x = max<(P4P ′).
Da x > u (nach Definition der zweiten Bewertungskomponente) kommt der
Knoten x nicht in der Schleife vor: x ∈ {v0, . . . , vt−1} ∪ {v′0, . . . , v′t′−1}. Somit
kommt das Gewicht von u genau einmal (einmal, weil x ∈ P4P ′) als Summand
in 3.17 vor. Da x ∈ P4P ′ und x ∈ P ′4V−, gilt x ∈ P ⇐⇒ x ∈ V−. Setzt man
wx = r(x), so gilt nach Definition von r auch x ∈ V− ⇐⇒ wx < 0, und somit
auch x ∈ P ⇐⇒ wx < 0. Nach Definition der zweiten Bewertungskomponente gilt
x ∈ P ⇐⇒ x ∈ {v0, . . . , vt−1}. Damit gilt x ∈ {v0, . . . , vt−1} ⇐⇒ wx < 0. In der
folgenden Summe la¨sst sich der wx enthaltende Summand wie folgt herausziehen:
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i
s
wi
= |wx|+
t′−1∑
i=0
v′
i
/∈(P∩P ′)∪{x}
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi /∈(P∩P ′)∪{x}
wi +
t+s−1∑
i=t
i
s
wi
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Da x der relevanteste Knoten unter denen ist, die genau in einer der beiden
Partien vorkommenden, gilt fu¨r sein Gewicht: |wi| ≤ |wx|4n2 fu¨r alle i ∈ [s + t] mit
vi /∈ (P ∩ P ′) ∪ {x} und |w′i| ≤ |wx|4n2 fu¨r alle i ∈ [s + t′] mit v′i /∈ (P ∩ P ′) ∪ {x}.
Daher gilt:
|wx|+
t′−1∑
i=0
vi 6=x
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi 6=x
wi +
t+s−1∑
i=t
i
s
wi
> |wx| − (t+ n+ t′ + n) |wx|
4n2
≥ 0
Durch Transitivita¨t erha¨lt man somit:
R˜β(pi
′)− R˜β(pi) > 0.
Unterfall u = u′ ∧P = P′: Nach Definition von e und e′ gilt u = ve = v′e′ und
damit auch we = w
′
e′ . Somit gilt mit (3.17):
R˜β(pi
′)− R˜β(pi)
=
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i
s
wi.
=
e− e′
s
we +
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i6=e′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i6=e
i
s
wi
Aus ϕ(pi) ≺ ϕ(pi′) folgt fu¨r diesen Unterfall: (u ∈ V−∧ e < e′)∨ (u ∈ V+∧ e > e′).
Ist u ∈ V−, gilt we < 0, und ist u ∈ V+, gilt we > 0. Daraus folgt: e−e′s we > 0. Da
aus e 6= e′ auch |e− e′| ≥ 1 folgt, gilt: e−e′
s
we >
|we|
s
. Somit gilt:
e− e′
s
we +
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i6=e′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i6=e
i
s
wi
≥ |we|
s
−
∣∣∣∣∣∣∣
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i6=e′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i6=e
i
s
wi
∣∣∣∣∣∣∣
Da nur Knoten in P (= P ′) relevantere Knoten als ve (= v′e′) enthalten sind, gilt
fu¨r die Gewichte: |wi| ≤ |we|4n2 fu¨r alle i ∈ [s+ t] \ {e} mit vi /∈ P ∩ P ′ und es gilt:
|w′i| ≤ |we|4n2 fu¨r alle i ∈ [s+ t′] \ {e′} mit v′i /∈ P ∩ P ′. Somit gilt:
|we|
s
−
∣∣∣∣∣∣∣
t′−1∑
i=0
v′
i
/∈P∩P ′
w′i −
t′+s−1∑
i=t′
i6=e′
i
s
w′i −
t−1∑
i=0
vi /∈P∩P ′
wi +
t+s−1∑
i=t
i6=e
i
s
wi
∣∣∣∣∣∣∣
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>
|we|
s
− (t+ n+ t′ + n) |we|
4n2
≥ 0
Durch Transitivita¨t erha¨lt man somit:
R˜β(pi
′)− R˜β(pi) > 0.
2
Aus Folgerung 3.20 und Lemma 3.21 ergibt sich unmittelbar:
Satz 3.22 Sei ein Spielgraph mit einer Parita¨tsbedingung gegeben. Dann ist jeder
Verbesserungsschritt des diskreten Algorithmus auch eine Verbesserung im Bezug
auf die reelle Bewertung, die sich fu¨r das zugeho¨rige DPG mit hinreichend großem
Discountfaktor ergibt.
Wir haben damit eine Bru¨cke zwischen dem kontinuierlichen und dem diskre-
ten Zugang zu den Parita¨tsspielen geschlagen.
Kapitel 4
Anwendung auf das
Model-Checking fu¨r den modalen
µ-Kalku¨l
Das Model-Checking-Problem besteht darin, fu¨r ein Transitionssystem und eine
µ-Kalku¨lformel, die Knoteneigenschaften beschreibt, zu bestimmen, fu¨r welche
Knoten des Transitionssystems diese Eigenschaften zutreffen. Ein bekanntes Ver-
fahren zu ihrer Bestimmung ist das so genannte
’
Abrollen‘ der Fixpunkte (siehe
z.B. [Eme96]), das sich auf den Fixpunktsatz von Tarski und Knaster [Tar55]
stu¨tzt. Wir zeigen in diesem Kapitel, wie sich der im vorigen Kapitel beschrie-
bene Strategiesynthesealgorithmus zur Lo¨sung von Model-Checking-Problemen
verwenden la¨sst. Damit wird der Vergleich mit anderen Model-Checkern mo¨glich.
Dieses Vorgehen ist auch fu¨r die Untersuchung des dSV-Algorithmus anhand
von Beispielen wichtig. In der Literatur wurden bereits viele Probleme als Model-
Checking-Probleme modelliert. Die im folgenden beschriebene Transformation
erlaubt sie als Parita¨tsspiele aufzufassen, und sie somit als Eingaben fu¨r den
dSV-Algorithmus zu verwenden.
Wir definieren zuna¨chst das Model-Checking-Problem fu¨r den modalen µ-
Kalku¨l und geben dann ein Verfahren an, das ein Model-Checking-Problem in
ein Parita¨tsspiel transformiert. Dabei nutzen wir hier die weniger restriktive
aber a¨quivalente Variante der Parita¨tsspiele, die Knoten ohne ausgehende Kanten
zula¨sst und auch keinen bipartiten Spielgraphen erfordert. Das Verfahren baut
auf der von Emerson, Jutla und Sistla in [EJS93] beschriebenen Transformation
auf, die eine Zwischendarstellung des Problems als Leerheitsproblem fu¨r einen
Parita¨tsbaumautomaten verwendet. Das hier dargestellte Verfahren erzeugt den
Spielgraphen ohne eine Zwischendarstellung als Baumautomat. Auf diese Weise
bleibt wie auch in [SS98] die Struktur des Problems (d.h. des Transitionsgraphen
und der Formel) besser erhalten.
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4.1 Der modale µ-Kalku¨l
Die Formeln des modalen µ-Kalku¨ls werden u¨ber kantenbeschrifteten Graphen
interpretiert. Zuna¨chst fu¨hren wir die Syntax der Formeln des µ-Kalku¨ls ein und
geben dann ihre Interpretation u¨ber einem kantenbeschrifteten Transitionssystem
an.
4.1.1 Syntax
Die Formeln des µ-Kalku¨ls werden auf einer gegebenen Menge von Variablen V
und einer Menge von Beschriftungen L aufgebaut. Formeln sind:
• tt und ff,
• x fu¨r jedes x ∈ V ,
• (ϕ1 ∨ ϕ2) und (ϕ1 ∧ ϕ2), falls ϕ1 und ϕ2 Formeln sind,
• [l]ϕ und 〈l〉ϕ, falls l ∈ L eine Beschriftung und ϕ eine Formel ist,
• µx.ϕ und νx.ϕ, falls x ∈ V eine Variable und ϕ eine Formel ist.
Die Menge dieser Formeln bezeichnen wir auch mit Φ(V , L). Die Menge aller Teil-
formeln einschließlich ihrer selbst, aus denen eine Formel ϕ zusammengesetzt ist,
wird mit SF(ϕ) bezeichnet. Um Klammern einsparen zu ko¨nnen, legen wir fest,
dass einstellige Operatoren die ho¨chste Priorita¨t haben, gefolgt von ∧ mit kleine-
rer und ∨ mit kleinster Priorita¨t. Bei gleicher Priorita¨t wird Linksassoziativita¨t
unterstellt.
Formeln der Form µx.ϕ nennen wir µ-Formeln und solche der Form νx.ϕ
entsprechend ν-Formeln.
Ein Beispiel fu¨r eine µ-Kalku¨lformel ist:
νx.µy.([a] (x ∨ y) ∧ [b] y) (4.1)
Die Menge FV(ϕ) der freien Variablen einer Formel ϕ definieren wir wie folgt:
• FV(tt) = FV(ff) = ∅,
• FV(x) = {x} fu¨r jedes x ∈ V ,
• FV(ϕ1 ∨ ϕ2) = FV(ϕ1 ∧ ϕ2) = FV(ϕ1) ∪ FV(ϕ2), falls ϕ1 und ϕ2 Formeln
sind,
• FV([l]ϕ) = FV(〈l〉ϕ) = FV(ϕ), falls l ∈ L eine Beschriftung und ϕ eine
Formel ist,
• FV(µx.ϕ) = FV(νx.ϕ) = FV(ϕ) \ {x}, falls x ∈ V eine Variable und ϕ eine
Formel ist.
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Eine Formel ϕ heißt geschlossen, wenn FV(ϕ) = ∅. Die oben angegebene Bei-
spielformel 4.1 ist somit eine geschlossene Formel.
Zur Beschreibung der Komplexita¨t einer Formel ϕ verwendet man das Maß
der Alternationstiefe AT(ϕ). Fu¨r eine gegebene Formel unterscheiden wir die
Fa¨lle:
• ϕ entha¨lt nicht zugleich µ- und ν-Subformeln. Dann ist AT(ϕ) = 0.
• ϕ ist keine µ- oder ν-Formel und entha¨lt zugleich µ- und ν-Subformeln.
Dann ist AT(ϕ) = max{AT(g)|g ist eine µ- oder ν-Subformel}.
• ϕ ist eine µ-Formel und entha¨lt echte Subformeln, die ν-Formeln sind. Dann
ist AT(ϕ) = 1 + max{AT(g)| ist ein ν-Subformel}
• ϕ ist eine ν-Formel und entha¨lt echte Subformeln, die µ-Formeln sind. Dann
ist AT(ϕ) = 1 + max{AT(g)| ist ein µ-Subformel}
Anschaulich betrachtet ist die Alternationstiefe einer Formel die maximale An-
zahl von Wechseln zwischen µ und ν, die auf einem unter allen Zweigen des
syntaktischen Baumes der Formel vorkommt. Die Beispielformel 4.1 besitzt einen
µ-ν-Wechsel und hat somit die Alternationstiefe 1.
Die hier verwendete Definition der Alternationstiefe ist rein syntaktisch. Es
existieren auch Definitionen wie in [EL86, Niw86], die sta¨rkere, semantische Ei-
genschaften verlangen. Fu¨r die Umsetzung eines Model-Checking-Problems in ein
Parita¨tsspiel ist die syntaktische Definition interessanter, da sie in Beziehung zur
Anzahl der beno¨tigten Farben im Parita¨tsspiel steht.
4.1.2 Semantik
Die Formeln werden u¨ber einem Transitionssystem T = (S, L,→) mit Kanten-
beschriftungen interpretiert, wobei S eine endliche Menge von Zusta¨nden, L die
endliche Menge von Beschriftungen und → ⊆ S × L × S die Kantenrelation ist.
Ein Beispiel fu¨r ein einfaches Transitionssystem ist in Abbildung 4.1 gegeben.
?>=<89:;1b )) a // ?>=<89:;2 a ** ?>=<89:;3
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Abbildung 4.1: Transitionssystem.
Sei eine Variablenbelegung B : V → 2S gegeben. Eine Belegung, die von B
nur in der Variablen x abweicht und fu¨r x den Wert S ′ ⊆ S hat, bezeichnen wir
mit Bx 7→S′ . Sei ein Transitionssystem T = (S, L,→) gegeben. Dann wird eine
Formel ϕ mit der Belegung B u¨ber dem Transitionssystem T interpretiert, indem
man ihr die Menge ‖ϕ‖TB der Zusta¨nde zuordnet, in denen ϕ gelten soll.
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• ‖tt‖TB = S und ‖ff‖TB = ∅,
• ‖x‖TB = B(x),
• ‖ϕ1 ∨ ϕ2‖TB = ‖ϕ1‖TB ∪ ‖ϕ2‖TB und ‖ϕ1 ∧ ϕ2‖TB = ‖ϕ1‖TB ∩ ‖ϕ2‖TB,
• ‖[l]ϕ‖TB = {s ∈ S|∀s′ ∈ S : s l→ s′ ⇒ s′ ∈ ‖ϕ‖TB},
• ‖〈l〉ϕ‖TB = {s ∈ S|∃s′ ∈ S : s l→ s′ ∧ s′ ∈ ‖ϕ‖TB},
• ‖µx.ϕ‖TB =
⋂{S ′ ⊆ S | ‖ϕ‖TBx7→S′ ⊆ S ′}
• ‖νx.ϕ‖TB =
⋃{S ′ ⊆ S |S ′ ⊆ ‖ϕ‖TBx7→S′}
Die Interpretation einer Formel ist so definiert, dass sie nur von ihren freien
Variablen abha¨ngt; somit ist die Interpretation geschlossener Formeln unabha¨ngig
von einer Variablenbelegung. Fu¨r eine geschlossene Formel ϕ schreiben wir daher
auch ‖ϕ‖T .
Als Model-Checking-Problem bezeichnet man die Aufgabe, zu einem gege-
benen Transitionssystem T und einer daru¨ber interpretierbaren, geschlossenen
Formel ϕ die Menge ‖ϕ‖T der Knoten des Transitionssystem zu bestimmen, in
welchen die Formel gilt.
Anschaulich formuliert, beschreibt die Formel 4.1
”
die Menge der Knoten,
von denen aus auf jedem unendlichen Pfad immer wieder die Beschriftung
’
a‘
auftritt“. In dem Transitionssystem 4.1 gilt diese Formel somit in den Zusta¨nden
2, 3 und 4.
Abweichend von obiger Definition gibt es eine Variante des modalen µ-Kalku¨ls
mit Propositionen, die u¨ber einer Kripkestruktur interpretiert wird. Die Kripke-
struktur ist ein Graph und eine Menge von Propositionen, denen jeweils eine
Menge von Knoten des Graphen zugeordnet ist, in denen sie gelten. Es la¨sst
sich jedoch leicht eine Kripkestruktur zu jedem beschrifteten Transitionssystem
und umgekehrt konstruieren. Entsprechend werden in den Formeln Propositionen
verwendet.
4.2 Reduktion des Model-Checking-Problems
Aus einem Model-Checking-Problem, d.h. einem Transitionssystem und einer µ-
Kalku¨lformel, la¨sst sich, wie wir in diesem Abschnitt zeigen, ein Parita¨tsspiel
konstruieren, aus dessen Gewinnmenge fu¨r Spieler 0 sich die Lo¨sung des Model-
Checking-Problems extrahieren la¨sst.
Dazu definieren wir zuna¨chst ein Transitionssystem, das durch die gegebe-
ne Formel induziert wird. Danach definieren wir das synchrone Produkt zweier
beschrifteter Transitionssysteme. Schließlich zeigen wir, dass sich das Produkt
4. Anwendung auf das Model-Checking fu¨r den modalen µ-Kalku¨l 97
aus induziertem und gegebenem Transitionssystem als ein Parita¨tsspiel auffassen
la¨sst, aus dessen Gewinnbereich fu¨r Spieler 0 sich ablesen la¨sst, in welchen Knoten
des Transitionssystems die Formel gilt.
4.2.1 Transitionssysteme aus Formeln
Durch eine Formel ϕ wird ein Transitionssystem Tϕ mit beschrifteten Kanten
induziert. Zur Vereinfachung nehmen wir an, dass alle Variablennamen verschie-
den gewa¨hlt sind (durch gebundene Umbenennung kann dies anderenfalls stets
erreicht werden). Dabei sind die Zusta¨nde dieses Transitionssystems die Subfor-
meln der gegebenen Formel, und die Beschriftungen sind λ und die in der Formel
vorkommenden Beschriftungen. Aus den vorkommenden Subformeln ergeben sich
auch die Transitionen:
• Aus tt, ff und x entstehen keine Transitionen.
• ϕ1 ∨ ϕ2 liefert die Transitionen ϕ1 ∨ ϕ2 λ→ ϕ1 und ϕ1 ∨ ϕ2 λ→ ϕ2.
• ϕ1 ∧ ϕ2 liefert die Transitionen ϕ1 ∧ ϕ2 λ→ ϕ1 und ϕ1 ∧ ϕ2 λ→ ϕ2.
• [l]ϕ liefert die Transition [l]ϕ l→ ϕ.
• 〈l〉ϕ liefert die Transition 〈l〉ϕ l→ ϕ.
• µx. ϕ liefert die Transitionen µx. ϕ λ→ ϕ und x λ→ µx. ϕ.
• νx. ϕ liefert die Transitionen νx. ϕ λ→ ϕ und x λ→ νx. ϕ.
Das durch die Formel 4.1 induzierte Transitionssystem ist in Abbildung 4.2 dar-
gestellt.
4.2.2 Synchrones Produkt von Transitionssystemen
Aus zwei gegebenen beschrifteten Transitionssystemen T1 = (S1, L1,→1) und
T2 = (S2, L2,→2) la¨sst sich ein Produkt-Transitionssystem T = T1⊗T2 definieren,
wobei
T = (S1 × S2, L1 ∪ L2,→)
und fu¨r alle s1, s
′
1 ∈ S1 und s2, s′2 ∈ S2 und l ∈ L1 ∪ L2 gilt:
falls l ∈ L1 ∩ L2 : (s1, s2) l→ (s′1, s′2) ⇐⇒ s1 l→1 s′1 ∧ s2 l→2 s′2
und
falls l ∈ L1 \ L2 : (s1, s2) l→ (s′1, s2) ⇐⇒ s1 l→1 s′1
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Abbildung 4.2: Durch ϕ induziertes Transitionssystem.
und
falls l ∈ L2 \ L1 : (s1, s2) l→ (s1, s′2) ⇐⇒ s2 l→2 s′2
Ein solches Produkt-Transitionssystem wird auch als synchrones Produkt bezeich-
net.
4.2.3 Ein Parita¨tsspiel auf einem Produkt-Transitionssys-
tem
Zu einem gegebenen Transitionssystem T = (S, L,→) und einer Formel ϕ und ei-
ner Variablenbelegung B mit V(ϕ) ⊆ dom(B) la¨sst sich das Produkt-Transitions-
system T ⊗ Tϕ = (ST,ϕ,B, LT,ϕ,B,→T,ϕ,B) bestimmen. Durch Weglassen der Kan-
tenbeschriftungen ergibt sich der Spielgraph
GT,ϕ,B = (ST⊗Tϕ ,→T⊗Tϕ).
Ist ϕ eine geschlossene Formel, so schreiben wir auch GT,ϕ und setzen eine belie-
bige aber feste Variablenbelegung voraus.
In diesem Spiel geho¨ren Spieler 0 die Knoten der Form:
(s,ff), (s, ϕ1 ∨ ϕ2), (s, 〈a〉ϕ), (s, νx.ϕ)
und Spieler 1 Knoten der Form:
(s, tt), (s, ϕ1 ∧ ϕ2), (s, [a]ϕ), (s, µx.ϕ).
Ein Knoten der Art (s, x) geho¨rt genau dann zu Spieler 1, wenn s ∈ B(x) und
sonst zu Spieler 0.
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Um eine Fa¨rbung auf GT,ϕ,B zu definieren, definieren wir zuna¨chst eine Fa¨r-
bung der Knoten von Tϕ = (Sϕ, Lϕ,→ϕ). Sei
Sµϕ = {ψ ∈ SF(ϕ) | ∃ψ′ ∈ SF(ψ)∃y ∈ V(ψ) : ψ = µy. ψ′}
Sνϕ = {ψ ∈ SF(ϕ) | ∃ψ′ ∈ SF(ψ)∃y ∈ V(ψ) : ψ = νy. ψ′}
Dann erhalten wir die Fa¨rbung c′ : Sϕ → N durch
c′(ψ) = 0, falls ψ /∈ Sµϕ ∪ Sνϕ
c′(ψ) = max({0} ∪ {f |∃ψ′ ∈ SF(ψ) : ψ′ ∈ Sµψ ∧ f = c(ψ′) + 1}), falls ψ ∈ Sνϕ.
c′(ψ) = max({1} ∪ {f |∃ψ′ ∈ SF(ψ) : ψ′ ∈ Sνψ ∧ f = c(ψ′) + 1}), falls ψ ∈ Sµϕ.
Die Farben fu¨r Knoten des Spielgraphen entsprechen jeweils der Farbe der Formel
des Knotens:
c((s, ψ)) = c′(ψ).
Beispiel
Fu¨r die Knoten des durch die Formel 4.1 induzierten Transitionssystems aus
Abbildung 4.2 ergeben sich folgende Farben: Der Knoten νx.µy.([a] (x∨y)∧ [b] y)
hat die Farbe 2, der Knoten µy.([a] (x∨y)∧ [b] y) hat die Farbe 1 und alle anderen
Knoten die Farbe 0.
In Abbildung 4.3 wird der Spielgraph, der sich aus der Formel 4.1 und dem
Transitionssystem in Abbildung 4.1 ergibt, dargestellt.
Betrachten wir diesen Spielgraph, so ergeben sich folgende Gewinnbereiche
(in Abbildung 4.4 sind die Strategien durch durchgezogene und nicht benutzte
Alternativen durch gestrichelte Kanten dargestellt):
Jede Partie, die in einem Knoten mit 4 in der ersten Komponente beginnt,
endet in (4, [a] (x ∨ y)) oder (4, [b] y). Diese beiden Knoten geho¨ren Spieler 1,
wodurch Spieler 0 die Partien gewinnt. Jede Partie, die in einem Knoten mit 3
in der ersten Komponente beginnt, endet in (3, [a] (x∨ y)) oder erreicht (3, [b] y).
Endet sie in (3, [a] (x ∨ y)), so gewinnt Spieler 0.
Jede Partie, die in einem Knoten mit 2 in der ersten Komponente beginnt,
endet in (2, [b] y) oder (3, [a] (x ∨ y)) oder erreicht (3, [b] y). Endet sie in (2, [b] y)
oder (3, [a] (x ∨ y)), so gewinnt Spieler 0.
Betrachten wir Partien, die Knoten (3, [b] y) erreichen. Zieht Spieler 1 von
(3, [b] y) nach (4, y), so gewinnt Spieler 0. Zieht Spieler 1 von (3, [b] y) nach (2, y),
so sind zwei verschiedene unendliche Partien (alle endlichen Partien haben wir
bereits betrachtet) denkbar:
(3, [b] y), (2, y), (2, µy.([a] (x ∨ y) ∧ [b] y)), (2, [a] (x ∨ y) ∧ [b] y), (2, [a] (x ∨
y)), (3, x ∨ y), (3, y), (3, µy.([a] (x ∨ y) ∧ [b] y)), (3, [a] (x ∨ y) ∧ [b] y), . . .
oder
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Produktsystem zum Transitionssystem wie in Abbildung 4.1:
?>=<89:;1b )) a // ?>=<89:;2 a ** ?>=<89:;3
b
jj
b // ?>=<89:;4
und der Formel (4.1):
νx.µy.([a] (x ∨ y) ∧ [b] y)
Abbildung 4.3: Produktsystem als Spielgraph.
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(3, [b] y), (2, y), (2, µy.([a] (x ∨ y) ∧ [b] y)), (2, [a] (x ∨ y) ∧ [b] y), (2, [a] (x ∨
y)), (3, x ∨ y), (3, x), (3, νx.µy.([a] (x ∨ y) ∧ [b] y)), (3, µy.([a] (x ∨ y) ∧ [b] y)),
(3, [a] (x ∨ y) ∧ [b] y), . . .
Die beiden Alternativen ergeben sich dadurch, dass Spieler 0 sich in Knoten
(3, x ∨ y) zwischen den Nachfolgern (3, y) und (3, x) entscheiden kann. Wa¨hlt er
wie in der ersten Variante (3, y), so sind in dieser Schleife die Knoten mit gro¨ßter
Farbe: (2, µy.([a] (x∨y)∧ [b] y)) und (3, µy.([a] (x∨y)∧ [b] y)). Sie haben die Farbe
1, wodurch Spieler 1 eine solche Partie gewinnen wu¨rde. Wa¨hlt Spieler 0 jedoch
den Nachfolger (3, x) wie in der zweiten Variante, so hat in dieser Schleife der
Knoten (3, νx.µy.([a] (x∨ y)∧ [b] y)) die gro¨ßte Farbe; diese Farbe ist 2, wodurch
Spieler 0 die Partie gewinnt. Also wa¨hlt Spieler 0 die zweite Variante. Damit
gewinnt Spieler 0 alle Partien, deren Anfangsknoten 2, 3 oder 4 in der ersten
Komponente hat.
Der einzige Nachfolger von (1, [a] (x∨y)) ist (2, x∨y). Damit gewinnt Spieler 0
auch Partien mit diesem Anfangsknoten. Alle anderen Partien, die in Knoten
mit 1 in der ersten Komponente beginnen, erreichen den Knoten (1, [a] (x ∨ y) ∧
[b] y). Hier wa¨hlt Spieler 1 den Nachfolger (1, [b] y), wodurch die folgende Schleife
entsteht:
(1, [a] (x ∨ y) ∧ [b] y), (1, [b] y), (1, y), (1, µy.([a] (x ∨ y) ∧ [b] y)), . . .
Der Knoten mit gro¨ßter Farbe in dieser Schleife ist (1, µy.([a] (x ∨ y) ∧ [b] y))
mit der Farbe 1. Damit gewinnt Spieler 1 diese Partien.
Im folgenden Hilfssatz wird gezeigt, in welcher Weise die Gewinnbereiche eines
Parita¨tsspiels, das aus einer geschlossenen Formel und einem beschrifteten Tran-
sitionssystem entstanden ist, mit dem Gelten der Formel und ihrer Teilformeln
in den Knoten des Transitionssystems zusammenha¨ngt.
Hilfssatz 4.1 Sei L eine Menge von Beschriftungen, T = (S, L,→) ein Transi-
tionssystem, V eine Variablenmenge und ϕ ∈ Φ(V , L) eine Formel mit Beschrif-
tungen aus L. Dann gilt fu¨r jede Variablenbelegung B : V → 2S:
‖ϕ‖TB = proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
,
wobei proj1 die Projektion auf die erste Komponente ist.
Fu¨r das Beispiel aus Abbildung 4.3 gilt, wenn T das Transitionssystem, ϕ die
Formel und B : {x, y} → 2{1,2,3,4} eine beliebige Belegung bezeichen:
‖ϕ‖TB = {2, 3, 4} = proj1
(
W0(GT,ϕ,B) ∩ ({1, 2, 3, 4} × {ϕ})
)
.
Die Belegung ist fu¨r die Gewinnbereiche unerheblich, da die Knoten, deren Spie-
lerzugeho¨rigkeit sie beeinflusst alle genau eine ausgehende Kante haben.
Beweis von Hilfssatz 4.1: Sei L eine Menge von Beschriftungen, T = (S, L,→)
ein Transitionssystem, V eine Variablenmenge und ϕ ∈ Φ(V , L) eine Formel mit
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Abbildung 4.4: Produktsystem als Spielgraph mit Gewinnstrategien.
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Beschriftungen aus L und B : V → 2S eine Variablenbelegung. Wir fu¨hren den
Beweis durch Induktion u¨ber den Aufbau der Formel ϕ.
Induktionsanfang: Unmittelbar aus der Konstruktion des Spiels ergibt sich:
• Wenn ϕ = tt ist, gilt ‖ϕ‖TB = S = proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
• Wenn ϕ = ff ist, gilt ‖ϕ‖TB = ∅ = proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
• Wenn ϕ = x ist, gilt ‖ϕ‖TB = B(x) = proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
Induktionsvoraussetzung: Fu¨r alle ϕ′ ∈ SF(ϕ) \ {ϕ} und jede Variablenbele-
gung B′ : V → 2S gilt:
‖ϕ′‖TB′ = proj1
(
W0(GT,ϕ′,B′) ∩ (S × {ϕ′})
)
.
Induktionsschritt:
• Wenn ϕ = [a]ϕ′ ist, dann ist GT,ϕ′,B ein Teilspiel von GT,ϕ,B, wie in Hilfs-
satz 2.8 (ein Teilgraph in dem einige Knoten ohne eingehende Kanten feh-
len), so dass W0(GT,ϕ,B)∩ (S×SF(ϕ′)) = W0(GT,ϕ′,B). Fu¨r einen beliebigen
Knoten s ∈ S gewinnt Spieler 0 auf (s, ϕ) gdw. alle ausgehenden Kanten
zu Gewinnknoten fu¨hren. Alle Nachfolger sind stets Knoten im Spielgraph
GT,ϕ′,B. Somit erha¨lt man fu¨r die u¨brigen Knoten:
‖ϕ‖TB = {s ∈ S|∀s′ ∈ S : s a→ s′ ⇒ s′ ∈ ‖ϕ′‖TB}
= {s ∈ S|∀s′ ∈ S : (s, ϕ)E(s′, ϕ′)⇒ s′ ∈ ‖ϕ′‖TB}
= {s ∈ S|∀s′ ∈ S : (s, ϕ)E(s′, ϕ′)⇒ (s′, ϕ′) ∈ W0(GT,ϕ′,B)}
= proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
• Wenn ϕ = ϕ1 ∧ϕ2 ist, dann sind GT,ϕ1,B und GT,ϕ2,B Teilspiele von GT,ϕ,B,
wie in Hilfssatz 2.8, so dass W0(GT,ϕ,B) ∩ (S × SF(ϕi)) = W0(GT,ϕi,B) fu¨r
i ∈ {1, 2} gilt.
Fu¨r einen beliebigen Knoten s ∈ S gewinnt Spieler 0 auf (s, ϕ) gdw. die
beiden u¨ber ausgehende Kanten erreichbaren Knoten (s, ϕ1) und (s, ϕ2)
Gewinnknoten sind. Dies ist gilt jedoch gdw. ϕ1 ∧ϕ2 gilt. Somit ergibt sich
mit der Induktionsvoraussetzung:
‖ϕ‖TB = ‖ϕ1‖TB ∩ ‖ϕ2‖TB
= proj1
(
W0(GT,ϕ1,B) ∩ (S × {ϕ1})
) ∩ proj1(W0(GT,ϕ2,B) ∩ (S × {ϕ2}))
= proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
• Fall ϕ = µx.ϕ′: Fu¨r eine beliebige Belegung B′ : V → 2S sei V die Knoten-
menge und E die Kantenmenge von GT,ϕ,B′ . Sei n = |V | und E ′ = E \ (V ×
(S×{ϕ})) eine Teilmenge der Kanten. Fu¨r den Spielgraph G′T,ϕ,B′ = (V,E ′)
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mit der gleichen Parita¨tsbedinung wie GT,ϕ,B′ zeigen wir zuna¨chst die fol-
gende Hilfsbehauptung:
‖ϕ′‖TB′ = proj1(W0(G′T,ϕ,B′) ∩ (S × {ϕ})) (4.2)
Der Spielgraph G′T,ϕ,B′ ist ein Teilspiel von GT,ϕ,B′ , wie in Hilfssatz 2.8, so
dass W0(G
′
T,ϕ,B′) ∩ (S × SF(ϕ′)) = W0(GT,ϕ′,B′).
Da jeder Knoten (s, ϕ) ∈ S × {ϕ} genau den einen Nachfolger (s, ϕ′) ∈ V
hat, gilt:
proj1(W0(GT,ϕ′,B′) ∩ (S × {ϕ′})) = proj1(W0(G′T,ϕ,B′) ∩ (S × {ϕ})).
Nach Induktionsvoraussetzung gilt:
‖ϕ′‖TB′ = proj1(W0(GT,ϕ′,B′) ∩ (S × {ϕ′})).
Durch Transitivita¨t ergibt sich die Hilfsbehauptung.
Wir rollen den kleinsten Fixpunkt ϕ von ϕ′(x) ab:
S0 = ‖ϕ′‖TBx7→∅
Si = ‖ϕ′‖TBx7→Si−1 fu¨r i = 1, . . . n
Dann gilt nach dem Satz von Tarski und Knaster [Tar55]:
‖ϕ‖TB = ‖ϕ′‖TBx7→Sn−1 . (4.3)
Mit (4.2) gilt außerdem:
S0 = proj1(W0(G
′
T,ϕ,Bx7→∅) ∩ (S × {ϕ}))
Si = proj1(W0(G
′
T,ϕ,Bx7→Si−1
) ∩ (S × {ϕ})) fu¨r i = 1, . . . n
Die Folge (
G′T,ϕ,Bx7→∅ , G
′
T,ϕ,Bx7→S0
, . . . , G′T,ϕ,Bx7→Sn−1
)
von Spielgraphen ist genau die Auffaltung von GT,ϕ,B. Die notwendigen
Knotenaufteilungen werden dabei durch die Wahl der Bewertungsfunktion
fu¨r die Variable x festgelegt. Nach Hilfssatz 2.12 u¨ber die Auffaltung gilt:
W0(G
′
T,ϕ,Bx7→Sn−1
) = W0(GT,ϕ,B). (4.4)
Damit ergibt sich:
‖ϕ‖TB
(4.3)
= ‖ϕ′‖TBx7→Sn−1
(4.2)
= proj1(W0(G
′
T,ϕ,Bx7→Sn−1
) ∩ (S × {ϕ}))
(4.4)
= proj1
(
W0(GT,ϕ,B) ∩ (S × {ϕ})
)
.
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• Fu¨r ϕ = 〈a〉ϕ′, ϕ = ϕ1 ∨ ϕ2 und ϕ = νx.ϕ′ ist der Beweis jeweils dual zu
ϕ = [a]ϕ′, ϕ = ϕ1 ∧ ϕ2 und ϕ = µx.ϕ′.
2
Fu¨r den Fall geschlossener Formeln erha¨lt man folgende einfachere Formulierung
des Satzes:
Satz 4.2 Sei T = (S, L,→) ein Transitionssystem, wobei S die Menge der Kno-
ten und L die Menge seiner Beschriftungen ist, und ϕ eine geschlossene µ-
Kalku¨lformel mit Beschriftungen aus L. Dann gilt:
‖ϕ‖T = proj1
(
W0(GT,ϕ) ∩ (S × {ϕ})
)
,
wobei proj1 die Projektion auf die erste Komponente ist.
Der Beweis dieses Satzes folgt unmittelbar durch Anwendung des vorangehenden
Hilfssatzes 4.1.
4.3 Diskussion
Es wurde eine direkte Transformation von Model-Checking-Problemen (d.h.: je-
weils Transitionssystem und µ-Kalku¨lformel) in Parita¨tsspiele vorgestellt. Im Ge-
gensatz dazu erfordert die in [EJS93] vorgestellte Methode einen Zwischenschritt
u¨ber Parita¨tsbaumautomaten. Fu¨r diesen Zwischenschritt muss der Produkt-
graph derart transformiert werden, dass jeder Knoten ho¨chstens zwei Nachfolger
hat. Dieses fu¨hrt zu einer Vervielfachung der Knoten, deren Anzahl im ungu¨nstig-
sten Fall quadratisch anwa¨chst.
Kapitel 5
Implementierung
Der in Kapitel 2 beschriebene Algorithmus zur Strategiekonstruktion fu¨r Pa-
rita¨tsspiele ist in dem System omega ([SV00b]) implementiert. Das System omega
ist eine Plattform zur experimentellen Untersuchung von Algorithmen der ω-
Automatentheorie. Es stellt u. a. Algorithmen zur Erzeugung von Parita¨tsspielen
und deren Auswertung zur Verfu¨gung. Eine dieser Mo¨glichkeiten, ein Parita¨tsspiel
zu erzeugen, besteht darin, es, wie in Kapitel 4 beschrieben, aus einem Model-
Checking-Problem zu generieren. Im ersten Abschnitt dieses Kapitels wird auf
die Strategiesynthese und die Schnittstelle zur direkten Eingabe von Parita¨ts-
spielen eingegangen. Der zweite Abschnitt geht auf die Eingabe in Form eines
Model-Checking-Problems ein und es werden experimentelle Erfahrungen mit
dem dSV-Algorithmus in diesem Kontext diskutiert.
Das System omega ist in der Sprache Common Lisp implementiert. Nur der
Algorithmus zur Strategiekonstruktion selbst ist aus Performancegru¨nden in op-
timiertem C geschrieben. Die Benutzungsschnittstelle ist in die Sprache Common
Lisp eingebettet. Dies ermo¨glicht es, den vollen Sprachumfang von Common Lisp
fu¨r die Konstruktion von Eingaben zu nutzen. So ko¨nnen Generatoren fu¨r Pa-
rita¨tsspiele definiert werden, die skalierbare Beispiele erzeugen, oder es ko¨nnen
auch Schnittstellen zu anderen Systemen geschaffen werden.
5.1 Strategiesynthese fu¨r Parita¨tsspiele
Im diesem Abschnitt stellen wir die Implementierung des dSV-Algorithmus in
omega dar. Wir beschreiben Ein- und Ausgabeformate des Programms und gehen
auf die implementierten Optimierungen des Algorithmus ein.
5.1.1 Eingabesprache
Die Eingabesprache ist in Common Lisp eingebettet. Common Lisp ist dabei um
Funktionen und Makros erweitert, die eine einfache Beschreibung von Parita¨ts-
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spielgraphen erlauben.
Der Synthesealgorithmus kann aus der Common Lisp Umgebung heraus unter
dem Funktionsnamen strategy aufgerufen werden:
(strategy vertices-of-player0 vertices-of-player1 edge-list colors order)
Die Parameter vertices-of-player0 und vertices-of-player1 sind die
Listen der Knoten, die Spieler 0 bzw. 1 geho¨ren. Der Parameter edge-list ist
die Liste der Kanten des Spielgraphen, wobei jede Kante selbst eine Liste der Form
(quelle ziel) mit den Knoten quelle und ziel ist. Der Parameter colors ist
eine Liste (color0 color1 ... colorn), in welcher jeweils colori eine Liste
der Knoten mit Farbe i ist, gewo¨hnlich in aufsteigender Relevanz angegeben.
Der Parameter order ist optional; Wird er weggelassen, was dem Wert :last-
best entspricht, so wird vorausgesetzt, dass die Farben in aufsteigender Relevanz
geordnet sind. Ist der Parameter order auf :first-best gesetzt, so wird vor-
ausgesetzt, dass die Farben in absteigender Relevanz angeordnet sind, genau wie
die Knoten in jeder Liste colori.
Ein Knoten kann durch ein beliebiges Lisp-Objekt bezeichnet werden. Die
Gleichheit zweier Knotenbezeichner wird durch die Funktion equal bestimmt.
Beispiel
Wir betrachten den Parita¨tsspielgraphen G2 = (V0, V1, E, c) with V0 = {2, 4},
V1 = {1, 3}, E = {(1, 2), (2, 1), (2, 3), (3, 4), (4, 3)} und c(1) = 1, c(2) = 1, c(3) =
1, c(4) = 0, der in Abbildung 5.1 dargestellt ist. Wir bezeichnen die Knoten in
V0 durch Kreise und die Knoten in V1 durch Quadrate.
1 2 3 4
Abbildung 5.1: Beispielgraph G2.
Die Prozedur zur Berechnung der Gewinnstrategien und der zugeho¨rigen Ge-
winnstrategien wird wie folgt aufgerufen:1
(strategy ’(2 4)
’(1 3)
’((1 2) (2 1) (2 3) (3 4) (4 3))
’((4) (3 2 1))
:first-best)
Anstatt die Elemente der Parameter explizit im Funktionsaufruf aufzuza¨hlen,
ko¨nnen wir eine Funktion benutzen, die die notwendigen Parameter zum Aufruf
von strategy generiert.
1Das Anfu¨hrungszeichen vor einem Parameter sagt dem Interpreter, dass es sich um eine
Konstante handelt; anderenfalls wu¨rde die folgende Liste als eine Funktionsaufruf interpretiert
werden.
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Makrosprache
Fu¨r gro¨ßere Beispiele ist eine algorithmische Definition von Spielgraphen geeigne-
ter. Wir entwickeln im Folgenden eine Notation fu¨r solche Definitionen, wiederum
in Form eines Lisp Makros, mit dem Namen parity-game. Es stellt eine Umge-
bung zur Verfu¨gung, in der die Makros vertex, edge und dedge zur Verfu¨gung
stehen. Mit ihrer Hilfe werden Knoten und Kanten eingefu¨hrt. Dabei wird mit
edge eine gerichtete Kante eingefu¨hrt, wa¨hrend mit dedge zwei gerichtete Kanten
in Hin- und Ru¨ckrichtung eingefu¨hrt werden.
Beispiel
Wir zeigen die Verwendung dieser Umgebung fu¨r die Graphen Gn in Abbil-
dung 5.2.
1 2 3 4 2n−1 2n
Abbildung 5.2: Beispielgraph Gn.
Die Spezifikation in einer Pascal-artigen Notation sieht wie folgt aus:
for v:= 1 to n * 2 do
v is vertex with:
if even then v in V_0
else v in V_1
if v = 2 * n then color(v) = 0
else color(v) = 1
for i:= 1 to n do
(2 * i - 1, 2 * i) is d-edge
for i:= 1 to n - 1 do
(2 * i, 2 * i + 1) is edge
Der entsprechende Lisp-Ausdruck hat die folgende Form (hier dargestellt un-
ter Benutzung von Infixnotation):
(parity-game
(for (v 1 n*2)
(vertex (v)
(if (evenp v) 0 1)
(if v=n*2 0 1)))
(for (i 1 n)
(dedge (i*2-1) (i*2)))
(for (i 1 n-1)
(edge (i*2) (i*2+1))))
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Die Einfu¨hrung der Kanten ist selbsterkla¨rend. Fu¨r die Knoten mu¨ssen außer
dem Namen auch der Spieler, dem dieser Knoten geho¨rt, und seine Farbe angege-
ben werden. (Im Beispiel geho¨ren die geraden Knoten Spieler 0 und die anderen
Spieler 1, die Farbe von Knoten 2n ist 0 und fu¨r alle anderen Knoten 1.) In dieser
Umgebung ist ein Knoten stets eine Liste. Die bedingten Anweisungen sind wie
u¨blich geschrieben, mit einer if-Anweisung und den zwei Ausdru¨cken fu¨r den Ja-
und den Nein-Fall. Außerdem steht eine for-Schleife mit der u¨blichen Bedeutung
zur Verfu¨gung.
Fu¨r die weiter unten diskutierten Beispiele benutzen wir ebenfalls dasselbe
Format.
5.1.2 Ausgabe
Die Ausgabe entha¨lt die folgenden Daten: die berechneten Gewinnbereiche von
Spieler 0 und 1, optimale Strategien fu¨r beide Spieler und die Anzahl der Iteratio-
nen (Verbesserungsschritte), die in der Durchfu¨hrung des Algorithmus gebraucht
wurden. Letzterer ist der kritische Parameter, der polynomielles von exponenti-
ellem Verhalten des Algorithmus trennt.
Die gelieferten Strategien sind Gewinnstrategien auf den jeweiligen Gewinn-
bereichen. Auf dem Komplement berechnete Strategien sind offensichtlich keine
Gewinnstrategien.
Beispiel
Fu¨r das Beispiel aus Abbildung 5.1 erha¨lt man die folgende Ausgabe (die sagt,
dass Spieler 0 u¨berall gewinnt, indem er von jedem Knoten aus V0 die angegebene
Kante wa¨hlt):
(4 3 2 1) ; Gewinnbereich von Spieler 0
nil ; Gewinnbereich von Spieler 1
((2 3) (4 3)) ; Gewinnstrategie Spieler 0
nil ; Gewinnstrategie Spieler 1
2 ; Anzahl der Iterationen
Kantentraversierungen
Zusa¨tzliche Informationen stehen in einer weiteren Datei mit folgenden Daten zur
Verfu¨gung:
1. Anzahl der Iterationen.
2. Vorhandensein von Strategiea¨nderungen, die zur A¨nderung eines rele-
vantesten Schleifenknotens fu¨hren. (Diese Iterationen fu¨hren zu großen
Vera¨nderungen, da eine neue Schleife erreicht werden muss.)
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3. Anzahl der Knoten von Spieler 0, fu¨r die sich die Strategie a¨ndert.
4.–6. Anzahl der Kantentraversierungen in verschiedenen Funktionsaufrufen.
7. Summe aller Kantentraversierungen. (Die Zahl der Kantentraversierun-
gen bildet ein wichtiges Maß fu¨r Zeitaufwand des Algorithmus. Eine Kan-
tentraversierung kann als atomare Operation des Algorithmus angesehen
werden. Die Anzahl anderer ausgefu¨hrter Operationen im Algorithmus
ist linear durch die Anzahl der Kantentraversierungen beschra¨nkt.)
Verbesserungsspur
Die komplizierte Eigenschaft des dSV-Algorithmus besteht darin, dass er die
Mo¨glichkeit hat, die Strategie fu¨r alle Knoten, etwa von Spieler 0, in jedem Ite-
rationsschritt zu a¨ndern. Einen interessanten U¨berblick u¨ber den Ablauf des Al-
gorithmus ergibt sich somit aus einer Matrix, in welcher jede Zeile die Ergebnisse
einer gegebenen Iteration fu¨r die Knoten von Spieler 0 beschreibt. Wir nennen
diese Matrix die Verbesserungsspur. Diese wird in einer weiteren Datei in dem
folgenden Format zur Verfu¨gung gestellt. Jeder Knoten von Spieler 0 wird in
der Reihenfolge aufsteigender Relevanz einer Spalte zugeordnet. Die i-te Zeile
entha¨lt das Ergebnis der i-ten Iteration. Ein Eintrag an Position (i, j) in der Ma-
trix sagt, ob und wie sich die Strategie fu¨r Knoten j (mit Bezug auf die gegebene
Ordnung) in der i-ten Iteration gea¨ndert hat. Wir unterscheiden zwei Arten von
Eintra¨gen: Stern und Punkt. Damit unterscheiden wir, ob in dem zugeho¨rigen
Verbesserungsschritt sich der mit Knoten j assoziierte relevanteste Schleifenkno-
ten in der Iteration i vera¨ndert hat. Hat er sich gea¨ndert, so ist der Eintrag ein
Stern, anderenfalls ein Punkt.
5.1.3 Optimierungen der Implementierung
Die folgenden in Abschnitt 3.6.1 vorgeschlagenen A¨nderungen wurden zur Ver-
besserung der Effizienz der Implementierung beru¨cksichtigt:
• Nur Strategien von Knoten, von denen aus Spieler 0 mit der aktuellen
Strategie nicht gewinnt, werden verbessert. Um die erste Komponente der
Bewertungen zu bestimmen, werden die Knoten bestimmt, die einen Pfad
zu dem relevantesten Knoten einer festen Schleife besitzen. Hier werden als
relevanteste Knoten nur negative beru¨cksichtigt.
• Es werden nur vereinfachte Bewertungen berechnet. Die zweiten Kompo-
nenten werden aufgebaut, indem beginnend mit der leeren Menge in abstei-
gender Relevanz Knoten hinzugefu¨gt werden. Die Bewertungen von Knoten
werden immer beginnend bei dem Knoten, der hinzugefu¨gt wird, aktuali-
siert und danach die Vorga¨nger dieses Knotens aktualisiert, usw. Unter den
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Vorga¨ngern werden Knoten ho¨herer Relevanz und deren Vorga¨nger ausge-
lassen, womit man unmittelbar die vereinfachte Bewertung erha¨lt.
• Die Funktion subvaluation() (siehe Abbildung 3.8) wird zur Berechnung
der zweiten Komponenten der Bewertungen nicht fu¨r jede durch valuati-
on() (siehe Abbildung 3.7) bestimmte Schleifenkomponente einzeln aufge-
rufen. Dieses ha¨tte den Nachteil, dass die Knoten der Schleifenkomponen-
ten jeweils nach Relevanz geordnet werden mu¨ssten. Stattdessen werden
zuna¨chst alle negativen ersten Komponenten der Bewertung berechnet. Da-
nach werden die zweiten Komponenten berechnet, indem die Hauptschleife
von subvaluation() zur Berechnung der zweiten Komponenten einmal in
absteigender Relevanz fu¨r alle Knoten ausgefu¨hrt wird, die eine negative
erste Komponente haben. Die dritte Komponente der Bewertungen wird
wie zuvor einzeln pro Schleifenkomponente berechnet.
• Die zweite Komponente aller Profile wird, wie in 3.6.1 beschrieben, durch
einen gemeinsamen Baum repra¨sentiert.
5.1.4 Diskussion von Fallstudien
Die ersten Fallstudien, die mit dem oben beschrieben System durchgefu¨hrt wur-
den, verwenden Beispiele, die aus der Literatur stammen, die die verschiede-
nen Ansa¨tze zur Lo¨sung von Parita¨tsspielen untersucht. Zwei dieser Artikel sind
[BLV96], basierend auf dem rekursiven Algorithmus von McNaughton [McN93],
und [Jur00b], in dem Fortschrittsmaße (progress measures) angewandt werden.
In beiden Fa¨llen lassen sich geeignete Familien von Spielgraphen definieren, die
zu einer exponentiellen Laufzeit des jeweiligen Algorithmus fu¨hren. Die Analyse
mit der vorliegenden Implementierung des Algorithmus zeigt, dass fu¨r diese Fa¨lle
eine lineare Anzahl von Iterationen ausreichend ist, was ein Polynomzeitverhal-
ten fu¨r diese Fa¨lle belegt. Wir beschra¨nken uns im Folgenden auf die Darstellung
des Beispiels aus [BLV96].
In [BLV96] wird ein Verfahren zur Erzeugung von Parita¨tsspielen beschrieben.
Das dort beschriebene skalierbare Beispiel, fu¨r 16 Knoten dargestellt in Abbil-
dung 5.3, soll im Folgenden untersucht werden.
Dieses skalierbare Spiel la¨sst sich in der Eingabesprache von omega wie folgt
formulieren:
(defun gen-blv96 (gamesize)
(when (evenp gamesize)
(when (evenp (/ gamesize 2))
(let* ((anzahl-spieler0-knoten (/ gamesize 2))
;; Anzahl der Kanten pro Knoten wird durch die Anzahl der
;; Funktionen fuer C- bzw. D-Knoten festgelegt
(CFunctVector ’#(c1 c2))
(DFunctVector ’#(d1 d2))
(CFunct (length CFunctVector))
112 5.1. Strategiesynthese fu¨r Parita¨tsspiele
66
5
5
4
4
3
3
22
1
1
0
0
7
7
Abbildung 5.3: Beispielgraph aus [BLV96]
(DFunct (length DFunctVector))
(CSchrittMinus 1)
(CSchrittPlus 1)
(DSchrittMinus 1)
(DSchrittPlus 1)
(CSchritt (+ CSchrittMinus CSchrittPlus))
(DSchritt (+ DSchrittMinus DSchrittPlus)))
(parity-game
;; Spieler 0-Knoten
(for (v 0 (- anzahl-spieler0-knoten 1))
(vertex (’v v) 0 (if (>= (mod v CSchritt) CSchrittMinus)
(+ (* 2 (floor (/ v CSchritt))) 1)
(* 2 (floor (/ v CSchritt)))))
)
;; Spieler 1-Knoten
(for (v 0 (- anzahl-spieler0-knoten 1))
(vertex (’w v) 1 (if (>= (mod v DSchritt) DSchrittMinus)
(+ (* 2 (floor (/ v DSchritt))) 1)
(* 2 (floor (/ v DSchritt)))))
)
;; Transitionen von Knoten von Spieler 0 aus
;; Um das Einfuegen mehrerer gleicher Kanten zu verhindern, wird
;; nach Berechnung eines neuen Zielknotens vor dem Kanten-Einfuegen
;; ueberprueft, ob die Kante schon existiert (in wertliste enthalten)
(for (x 0 (- anzahl-spieler0-knoten 1))
(let ((werteliste ’()))
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(for (f 0 (- CFunct 1))
(let ((wert (eval ‘(,(aref CFunctVector f)
,x ,anzahl-spieler0-knoten))))
(when (not (member wert werteliste))
(push wert werteliste)
(edge (’v x) (’w wert))))))
)
;; Transitionen von Knoten von Spieler 1 aus
;; Verwendung wertliste analog zu oben
(for (x 0 (- anzahl-spieler0-knoten 1))
(let ((werteliste ’()))
(for (f 0 (- DFunct 1))
(let ((wert (eval ‘(,(aref DFunctVector f)
,x ,anzahl-spieler0-knoten))))
(when (not (member wert werteliste))
(push wert werteliste)
(edge (’w x) (’v wert))))))
))
))))
Um einen nichttrivialen Lauf des Algorithmus zu erhalten, verwenden wir fu¨r
die Analyse den auf 136 Knoten skalierten Spielgraphen, in welchem die Kno-
ten von Spieler 0 die Nummern 0, 2, . . . , 134 tragen. Die Nummern der Knoten
von Spieler 0 sind als Namen der Knoten in der berechneten Verbesserungsspur
verwendet (Dezimalnotation, in Abb. 5.4 von oben nach unten geschrieben).
111111111111111111
111112222233333444445555566666777778888899999000001111122222333
02468024680246802468024680246802468024680246802468024680246802468024
--|--------------------------------------------------------------------
1| * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * *
2|* * * * * * * * * * * * * * * *******************
3| * *
4| * * * * * * * *
5|* * * *
6|* *
7| *
8| *
9| *
10| *
11|*
Abbildung 5.4: Beispiel fu¨r eine Verbesserungsspur
Wie in Abbildung 5.4 dargestellt, liefert die Ausgabe Informationen u¨ber die
Iterationen 1 bis 11. Aus der Verbesserungsspur ergibt sich, dass der Algorithmus
bis zur 6. Iteration jeweils mehrere Strategien einzelner Knoten gleichzeitig kor-
rigiert und dann nur noch einzelne Kantenauswahlen fu¨r die Knoten 16, 12, 8, 4, 0
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in den verbleibenden Iterationen a¨ndert. In diesem Fall beno¨tigt der Algorithmus
12 Iterationen, wobei die letzte nicht ausgegeben wird, da sie keine A¨nderungen
in der Verbesserungsspur erbringen kann.
Die zusa¨tzlichen Informationen fu¨r das oben untersuchte Beispiel sind in der
Tabelle in Abbildung 5.5 gegeben. Aus dieser Tabelle ergibt sich, dass in den
ersten beiden Iterationen fu¨r viele Knoten (je 34) die Strategie gea¨ndert wird und
in den folgenden Iterationen nur noch fu¨r ho¨chstens acht. Umgekehrt zeigt sich an
der Anzahl der Summe der Kantentraversierungen (Spalte 7), dass der Aufwand
pro Iteration tendenziell steigt. Insbesondere fa¨llt die erste Iteration mit nur 713
Kantentraversierungen auf. Dieses Muster la¨sst sich auch bei anderen Beispielen
erkennen.
In diesen Fa¨llen scheint es in der ersten Iteration zu einem schnellen groben
Einstellen auf die Bewertungsfunktion zu kommen, wa¨hrend danach die Strategie
in kleiner werdenden Schritten mit immer gro¨ßerem Aufwand verfeinert wird.
#vertices: 136 belonging to player 0: 68
#edges: 272 starting from vertices belonging to player 0: 136
#colors: 68
1 | 2 | 3 | 4 | 5 | 6 | 7
-------+---+-----------+-----------+-----------+-----------+-----------
1 | x | 34| 1| 352| 47| 713
2 | x | 34| 16| 1200| 164| 1620
3 | x | 2| 86| 1186| 422| 1987
4 | x | 8| 89| 659| 89| 1139
5 | x | 4| 156| 1192| 142| 1853
6 | x | 2| 158| 1116| 139| 1778
7 | x | 1| 160| 1164| 159| 1850
8 | x | 1| 162| 1247| 149| 1927
9 | x | 1| 164| 1336| 139| 2010
10 | x | 1| 166| 1431| 129| 2099
11 | x | 1| 168| 1532| 119| 2195
12 | | 0| 0| 0| 0| 171
Abbildung 5.5: Zusa¨tzliche Informationen
5.2 µ-Kalku¨l-Model-Checking
Aufbauend auf der Implementierung der Strategiekonstruktion fu¨r Parita¨tsspiele
ist eine Auswertung von µ-Kalku¨lformeln u¨ber beschrifteten Transitionssystemen
mo¨glich.
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5.2.1 Eingabesprache
Ein Model-Checking-Problem wird in Form einer µ-Kalku¨lformel und eines kan-
tenbeschrifteten Transitionssystems, auf welches sich die Formel bezieht, beschrie-
ben.
Die Auswertung eines Model-Checking-Problems erfolgt durch den Aufruf:
(eval-form graph formula),
wobei graph ein beschrifteter Transitionsgraph und formula eine µ-Kalku¨lformel
ist, die jeweils in dem im Folgenden beschriebenen Format vorliegen. Wir gehen
zuna¨chst auf das Format fu¨r Formeln und danach auf das Format fu¨r Transiti-
onssysteme ein.
µ-Kalku¨lformeln
Die Formeln des µ-Kalku¨ls lassen sich in der Lisp-eigenen Pra¨fixnotation angeben.
Dabei sind alle Lisp-Symbole außer nil zula¨ssige Variablennamen und alle Lisp-
Symbole außer nil und all zula¨ssige Beschriftungen:
x x
Φ1 ∧ Φ2 ∧ . . .Φn (and Φ1 Φ2 ... Φ2 )
Φ1 ∨ Φ2 ∨ . . .Φn (or Φ1 Φ2 ... Φ2)
[a] Φ (box a Φ)
〈a〉Φ (diamond a Φ)
µx.Φ (mu x Φ)
νx.Φ (nu x Φ)
Die Operatoren and und or haben beliebige Stelligkeit (insbesondere sind auch
0 Argumente zugelassen). Als erstes Argument von box und diamond ist die
spezielle Konstante all zugelassen, die abku¨rzend fu¨r alle Beschriftungen steht.
Außerdem gibt es ein Dualisierungsmakro dual. Es liefert zu einer gegebenen
Formel Φ die duale Formel, in der ∨ – ∧, 〈a〉 – [a] und µ – ν vertauscht sind. Dua-
lisierung und Negation sind gleich, wenn alle gebundenen Variablen nur positiv
im Bezug auf den Kontext des jeweils bindenden Operators vorkommen. Somit
kann das Dualisierungsmakro in diesen Fa¨llen zur Negation genutzt werden.
Es stehen weitere Abku¨rzungen zur Verfu¨gung, die es erlauben CTL-Opera-
toren zu verwenden:
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ff (or)
tt (and)
(AF Φ) (mu x (or (box all x) Φ))
(EF Φ) (mu x (or (diamond all x) Φ))
(AG Φ) (nu x (and (box all x) Φ))
(EG Φ) (nu x (and (diamond all x) Φ))
(AU Φ Ψ) (mu x (or (and (box all x) Φ) Ψ))
(EU Φ Ψ) (mu x (or (and (diamond all x) Φ) Ψ))
Um Bindungsfehler zu vermeiden, sind die zusa¨tzlichen durch diese Abku¨rzungen
eingefu¨hrten Variablen immer so gewa¨hlt, dass ihre Namen verschieden von allen
anderen in der Formel benutzten sind.
Kantenbeschriftete Transitionssysteme
Das beschriftete Transitionssystem, auf das sich die Formel bezieht, wird durch
eine Inzidenzliste dargestellt:
((s1 (a11 t111 t112 ...) (a12 t121 t122 ...))
(s2 (a21 t211 t212 ...) (a22 t221 t222 ...)))
Dabei ist jeder Knoten tjkl ein Zielknoten, der vom Quellknoten sj mit der Be-
schriftung ajk erreicht wird. Dabei muss sj 6= sj′ fu¨r j 6= j′, und auch ajk 6= ajk′
fu¨r k 6= k′ sein. Außerdem muss jeder Knoten des Systems als Quellknoten auf-
gefu¨hrt werden (auch dann, wenn er keine ausgehenden Kanten hat).
Beispiel: Der Transitionsgraph ({1, 2, 3, 4}, {(1, a, 2), (1, a, 3), (1, b, 4), (2, a, 1),
(2, b, 3), (3, c, 3)}), dargestellt in Abbildung 5.6, hat somit folgende Darstellung:
((1 (a 2 3) (b 4)) (2 (a 1) (b 3)) (3 (c 3)) (4)).
1 2 3 4
a
a
a
b
c
c
Abbildung 5.6: Spielgraph G1.
5.2.2 Ausgabe
Das Ergebnis der Auswertung eines Model-Checking-Problems ist die Liste der
Knoten des gegebenen Transitionssystems graph, in welchen die gegebene µ-
Kalku¨lformel formula gilt. Der Aufruf
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(eval-form graph formula)
liefert diese Liste.
Beispiel 1
Die Formel
µx.〈a〉x ∨ 〈c〉 tt
gilt in allen Knoten, von denen aus ein mit Buchstaben a beschrifteter Kantenzug
zu einem Knoten fu¨hrt, der eine mit c beschriftete ausgehende Kante besitzt.
Ihre Auswertung auf dem Graph aus Abbildung 5.6 wird durch
(eval-form ’((1 (a 2 3) (b 4)) (2 (a 1) (b 3)) (3 (c 3)) (4))
’(mu x (or (diamond a x) (diamond c tt))))
formuliert.
Die Ausgabe ist: (1 2 3). Die Formel kann in Knoten 4 nicht gelten, weil
sie mindestens eine mit a oder c beschriftete ausgehende Kante fordert. Sie gilt
in Knoten 3, weil dieser eine ausgehende Kante mit c-Beschriftung besitzt; d.h.
〈c〉 tt gilt. Und die Formel gilt in Knoten 1 und 2, weil von diesen Knoten jeweils
ein mit as beschrifteter Kantenzug zu 3 fu¨hrt.
Beispiel 2
Das Alternating-Bit-Protokoll ([Mil89, LT98]) ist ein einfaches Netzwerkproto-
koll, das die U¨bertragung von Nachrichten u¨ber einen unsicheren Kanal model-
liert. Bei diesem Protokoll kann die Nachricht oder deren Ankunftsbesta¨tigung
bei der U¨bertragung verloren gehen, was zum erneuten Versenden der Nachricht
fu¨hrt. Wir betrachten drei Transitionssysteme die aus einem einzelnen Kanal,
zwei und drei hintereinander geschalteten Kana¨len bestehen. In Abbildung 5.7 ist
das Transitionssystem nach einer Formulierung aus [Tob98] mit Hilfe von CCS-
Termen gegeben. Fu¨r die Transitionssysteme ergeben sich folgende Anzahlen fu¨r
Zusta¨nde und Transitionen:
Kana¨le 1 2 3
Zusta¨nde 57 1589 44431
Transitionen 130 6819 280456
Kantenbeschriftungen sind die Aktionen send und receive und die stille Aktion
τ , die nicht nach außen sichtbare Aktionen modelliert. Folgende Eigenschaften
dieses Systems wurden (wie auch in [LT98]) untersucht:2
2Es werden die Abku¨rzungen [−]ϕ = ∧
a∈L
[a]ϕ und 〈−〉ϕ = ∨
a∈L
〈a〉ϕ verwendet, wobei L die
Menge der Beschriftungen des Transitionssystems ist.
118 5.2. µ-Kalku¨l-Model-Checking
S0 = send.S
′
0
S ′0 = s0.(rack0.S1 + rack1.S
′
0 + τ.S
′
0)
S1 = send.S
′
1
S ′1 = s1.(rack1.S0 + rack0.S
′
1 + τ.S
′
1)
R0 = r0.receive.sack0.R1 + r1.sack1.R0 + τ.sack1.R0
R1 = r1.receive.sack1.R0 + r−.sack0.R1 + τ.sack0.R1
C = s0.(r0.C + C) + s1.(r1.C + C)
+ sack0.(rack0.C + C) + sack1.(rack1.C + C)
ABP = (R0 | C | S0) \ {r0, r1, s0, s1, rack0, rack1, sack0, sack1}
ABP2 = (ABP [inode/receive] | ABP [inode/send]) \ {inode}
ABP3 = (ABP [inode1/receive] | ABP [inode1/send, inode2/receive]
| ABP [inode2/send]) \ {inode1, inode2}
Abbildung 5.7: Das Alternating Bit Protokoll durch CCS-Terme formuliert.
ϕ1 = EF [−] ff
(Es existiert ein Deadlock.)
ϕ2 = µx.(〈receive〉 tt ∨ 〈τ〉x)
(Es kann empfangen werden.)
ϕ′2 = µx.(〈send〉 tt ∨ 〈τ〉x)
(Es kann gesendet werden.)
ϕ3 = AG (ϕ2 ∨ ϕ′2)
(Es kann immer wieder gesendet oder empfangen werden.)
ϕ4 = AG ([send]¬ϕ′2 ∨ [receive]¬ϕ2)
(Es kann nicht mehrfach gesendet oder mehrfach empfangen werden.)
ϕ5 = AG
(
[send] νx.(〈receive〉 tt ∨ (〈send〉ff ∧ [−]x))
∧[receive] νx.(〈send〉 tt ∨ (〈receive〉ff ∧ [−]x)))
(Nach jedem Senden kann nur empfangen werden und umgekehrt.)
ϕ6 = νy.µx.[−] ((〈send〉 tt ∧ y) ∨ x)
(Es kann unendlich oft gesendet werden.)
Die folgende Tabelle zeigt fu¨r die verschiedenen Formeln (1. Spalte) die Auswer-
tungszeiten des Model-Checking-Problems (2. Hauptspalte), der dazu berechnen-
den Strategiekonstruktion (3. Hauptspalte) und die Anzahl der dafu¨r beno¨tigten
Iterationen (4. Hauptspalte). Abha¨ngig von der Formel erreichen die konstruier-
ten Parita¨tsspiele eine Gro¨ße von bis zu 800 000 Knoten. Auffallend sind demge-
genu¨ber die geringen Anzahlen von Iterationen.
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Gesamt (sec) dSVA (sec) Iterationen
Kana¨le 1 2 3 1 2 3 1 2 3
ϕ1 0.05 46.05 35 595. 0.01 1.48 469. 4 21 26
ϕ2 0.05 45.61 35 562. 0.01 0.82 456. 4 8 13
ϕ′2 0.06 45.12 35 531. 0.01 0.96 437. 4 16 14
ϕ3 0.18 272.40 225 868. 0.01 10.69 23 393. 5 16 14
ϕ4 0.30 140.21 122 163. 0.01 3.65 4 903. 1 2 2
ϕ5 0.31 351.43 302 442. 0.02 5.81 7 395. 1 1 1
ϕ6 0.07 55.57 55 604. 0.01 4.57 11 071. 7 2 2
Im Vergleich zu vorhandenen Model-Checking-Systemen wie CWB [CPS93],
NCSU-CWB [CS96] und Truth [LT98, Tob98] ist zweierlei festzustellen: Die
Laufzeiten des dSV-Algorithmus liegen deutlich u¨ber den durch die anderen Sy-
steme erzielten Werten. Jedoch zeigt sich (etwa bei ϕ5), dass der Aufwand in-
nerhalb einer Iteration die Laufzeit deutlich mehr bestimmt als die Anzahl der
Iterationen. Bei dem im Falle des dSV-Algorithmus fu¨r die theoretische Analy-
se kritischen Parameter (Anzahl der Iterationen) ergibt sich kein Anstieg, der
ein exponentielles Verhalten nahelegt. Ob diese experimentelle Beobachtung eine
abstrakte Eigenschaft des Algorithmus wiedergibt, muss hier offen bleiben.
5.2.3 Optimierungen der Implementierung
Bei der Konstruktion des Spiels, wie in Abschnitt 4.2 beschrieben, sind verschie-
dene Optimierungen mo¨glich. Im Formel-Transitionssystem lassen sich Zusta¨nde
einsparen:
• Variablenknoten haben immer genau einen Nachfolger (eine µ- oder ν-
Formel). Transitionen zu ihnen ko¨nnen durch Transitionen zu ihren Nach-
folgern ersetzt werden.
• µ- oder ν-Knoten ko¨nnen mit ihren Nachfolgern zusammengefasst werden,
wenn diese nicht auch µ- oder ν-Knoten sind. Der zusammengefasste Kno-
ten geho¨rt dem Spieler, dem auch der Nachfolger des µ- oder ν-Knotens
geho¨rt. Er besitzt jedoch die Farbe des µ- oder ν-Knotens.
• ∧-Knoten ko¨nnen mit ihren Nachfolgern zusammengefasst werden, wenn
diese [] - oder auch ∧-Knoten sind.
• ∨-Knoten ko¨nnen mit ihren Nachfolgern zusammengefasst werden, wenn
diese 〈〉 - oder auch ∨-Knoten sind.
Weiterhin muss nur der erreichbare Teil des Produktes aus Transitions- und For-
melgraph konstruiert werden. Die Implementierung beru¨cksichtigt diese Optimie-
rungen.
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Die entwickelte Implementierung kann zum Model-Checking fu¨r µ-Kalku¨l-
Spezifikationen benutzt werden, ist jedoch nicht hierfu¨r optimiert. Ist ein Model-
Checking-Problem in ein Parita¨tsspiel transformiert, so muss fu¨r dieses Spiel le-
diglich zu einem Zustand oder zu wenigen Zusta¨nden (die, welche die ganze For-
mel enthalten) ermittelt werden, welcher Spieler von diesen Zusta¨nden aus ge-
winnt. Ein optimierter Algorithmus wu¨rde somit Strategien nicht auf dem ganzen
Spielgraphen berechnen und den Spielgraph und Bewertungen dafu¨r nur soweit
wie no¨tig generieren.
Kapitel 6
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde ein neuer Algorithmus, der diskrete Strategie-
verbesserungsalgorithmus (dSVA), zur Synthese von Gewinnstrategien fu¨r Pa-
rita¨tsspiele entwickelt.
Dazu wurde eine Bewertung von Partien eingefu¨hrt, die eine erhebliche Verfei-
nerung der Parita¨tsbedingung darstellt, wa¨hrend die Parita¨tsbedingung nur die
Werte
’
Gewinnpartie‘ und
’
Verlustpartie‘ unterscheidet. Schon Puri ([Pur95]) lie-
ferte mit seiner Transformation von Parita¨tsspielen auf Discounted-Payoff-Spiele
und der dazu definierten Bewertung einer Partie eine Verfeinerung der Parita¨tsbe-
dingung. Seine verfeinerte Bewertung entha¨lt jedoch einerseits fu¨r Parita¨tsspiele
unwesentliche Informationen, und sie bewertet andererseits jede Partie mit einer
reellen Zahl, was das Extrahieren der darin enthaltenen unterschiedlichen diskre-
ten Informationen nahezu unmo¨glich macht. In Kapitel 3 wurden drei wesentliche
Parameter einer Partie in Parita¨tsspielen identifiziert, die als Komponenten eines
Tripels Eingang in die definierte Bewertungsfunktion finden:
1. Relevantester unendlich oft auftretender Knoten v.
2. Menge der Knoten der Partie, die relevanter als v sind.
3. Anzahl der
’
Zu¨ge‘ bis zum ersten Auftreten von v.
An diesen Parametern orientiert sich der vorgestellte diskrete Strategieverbesse-
rungsalgorithmus. Sie haben den Vorteil, sich leicht aus einer vorliegenden Partie
ermitteln zu lassen.
Es wurde der Zusammenhang dieser Bewertung zu der von Puri verwende-
ten hergestellt. Dazu wurde eine approximierte Bewertung eingefu¨hrt, die es er-
laubt, Gewinnstrategien fu¨r Discounted-Payoff-Spiele mit großem Discountfaktor
zu berechnen, was insbesondere fu¨r Mean-Payoff-Spiele interessant ist, die sich
als Discounted-Payoff-Spiele mit Discountfaktor 1−  mit verschwindend kleinem
 verstehen lassen.
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122 6. Zusammenfassung und Ausblick
Die Implementierung des dSV-Algorithmus ermo¨glicht die empirische Ana-
lyse des Algorithmus. Die implementierte Transformation von Model-Checking-
Problemen in Parita¨tsspiele macht die Klasse von bereits in diesem Kalku¨l be-
schriebenen Problemen zuga¨nglich fu¨r die Analyse des Algorithmus.
Die wichtigste Frage, die in dieser Arbeit offenbleibt, ist die der genauen Lauf-
zeitbestimmung des dSV-Algorithmus im schlechtesten Fall. Es ist nicht gelun-
gen, die Lu¨cke zwischen der (trivialen) exponentiellen Schranke, gegeben durch
die Menge der mo¨glichen Strategien u¨ber dem betrachteten Graphen, und einer
linearen unteren Schranke zu schließen.
Dennoch ist der Algorithmus von methodischem Interesse: Das Problem, ob
die Lo¨sung von Parita¨tsspielen in Polynomzeit mo¨glich ist, ist nun mo¨glicherwei-
se auf die Frage reduziert, ob der konkrete dSV-Algorithmus eine Polynomzeit-
Abscha¨tzung zula¨sst.
Eine Weiterentwicklung der hier erzielten Ergebnisse ko¨nnte darin bestehen,
dass die Bewertungsfunktion verfeinert wird, um so eine Polynomzeit-Abscha¨t-
zung zu erreichen. Eine solche verfeinerte Bewertungsfunktion sollte auch einen
wichtigen Parameter beru¨cksichtigen, der im vorliegenden Ansatz nicht zum Zuge
kommt, na¨mlich die Anzahl der Farben (Priorita¨ten) des Parita¨tsspiels, die ja in
engem Zusammenhang zur Alternationstiefe von Formeln des µ-Kalku¨ls steht.
Ein Problem mit weiterer Perspektive ist die Frage, ob der dSV-Algorithmus
sich u¨ber kompositional definierten Spielgraphen ada¨quat anwenden la¨sst. Es
wa¨re von Interesse, Strategien u¨ber hierarchisch oder kompositionell pra¨sentier-
ten Spielgraphen unter Beru¨cksichtigung der hierarchischen bzw. kompositionel-
len Struktur zu konstruieren.
Schließlich sei erwa¨hnt, dass eine Verallgemeinerung des dSV-Algorithmus
auch auf gewisse unendliche Graphen mo¨glich erscheint. Insbesondere ist hier an
Parita¨tsspiele u¨ber Pushdown-Transitionsgraphen zu denken, wie sie von Seibert
[Sei96a] und Walukiewicz [Wal96] betrachtet wurden.
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