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Abstract 
 
Psychological assessment is an important part in the field of psychology. A test scale is 
based on a hypothetical psychological construct and provides information on the position of an 
individual on this construct. There are multiple psychological test scales developed to measure 
the same psychological construct. A linking procedure can be used to translate the scores of 
the different tests to a common measurement scale. As such, a comparison can be made of 
subjects taking different but equivalent tests. In the field of classical tests theory, the 
commonly used method for comparing tests scores from different tests measuring the same 
latent construct is the z-score method.  
In this master thesis, Coupled Matrix Factorization (CMF) is introduced as a novel 
method for test linking of continuous scales measuring the same construct. CMF can be used 
to link participants from multiple (non)equivalent groups that were administered different tests 
with multiple common items. By restricting the component loadings from the items that are 
shared by the different tests to be equal to each other, CMF makes it possible to relate the 
distinct items of the test to each other. This is making it possible to link all participants and 
place them on a common underlying measurement scale that represent the psychological 
construct of interest. A simulation study is conducted to compare the novel CMF method to 
the z-score method in terms of test linking performance and this under various data conditions, 
like the number of groups, the total number of subjects, the number of common items, the 
amount of error in the data and the standard deviation of the scale scores. 
The results demonstrated that CMF overall outperformed the z-score method in terms 
of test linking performance. Further, CMF especially performs better than the z-score method 
when the number of test groups increases and when the standard deviation of the true scale 
scores is different -instead of equal- across groups. This effect is even stronger when both data 
conditions are present at the same time. Further, there is a negative effect of the amount of 
error on the linking performance of the CMF model, with this effect becoming smaller when 
the standard deviation of the scale scores is differs between groups. It can be concluded that 
CMF is a promising tool for scale linking of continuous tests in a non-equivalent group design. 
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1. Introduction 
 
One of the first papers published on the topic of psychological assessment is “Mental 
Tests and Measurements” by Francis Galton in the year 1890. Since this time, psychological 
assessment is still an important subject in psychology (Meyer et al., 2001). Van der Molen, 
Verkuil, and Kraaij (2014) describe eight main types of psychological tests: intelligence tests, 
aptitude tests, achievement tests, creativity tests, personality tests, interest inventories, 
behavioral procedures and neuropsychological tests. Some tests are made to measure 
observable behaviors and processes, like the behavioral procedures and the 
neuropsychological tests. These types of tests are useful when the behavior or process in itself 
is of interests. Other kinds of tests try to measure unobservable, also called latent, 
psychological attributes, characteristics, states or processes, which are also denoted as 
hypothetical constructs. There are psychological tests, like the intelligence tests and 
personality tests, that were developed to measure these latent hypothetical constructs (Furr & 
Bacharach, 2013). 
When a scale for a psychological construct is being developed, an important concept 
becomes understanding of the targeted psychological construct. From that conceptual 
understanding of a psychological construct, a scale can be developed. When, for example, the 
psychological construct consists of different aspects, a psychological scale, consisting of 
various subscales, can be developed to assess each of these aspects of the construct under 
study. Items on a psychological (sub)scale provide information on the position of an individual 
on the underlying construct. As such, psychological tests can reveal inter-individual 
differences with regard to the psychological construct in question (Clark & Watson, 1995). 
Psychological assessment is an important part of the job in many departments of 
psychology. It was therefore necessary that researches developed many tests to measure 
several latent constructs. In the course of time this has led to the development of somewhat 
different tests that were intended to measure the same construct. Ready and Veague (2014) 
conducted a study on the use of psychological assessment as a part of the educational program 
of clinical psychologists in training. This study revealed a top ten of the most popular 
psychological tests that are used. Remarkably, in this top ten, there are multiple psychological 
tests that intend to measure the same psychological aspect. Moreover, this study revealed that 
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psychological tests are replaced over the years by new –equivalent– tests (Ready & Veague, 
2014), resulting in more different tests for the same construct. Camara, Nathan and Puente 
(2000) found similar results in a study on the most popular psychological test used by 
professionals in the field of clinical and neuropsychology. 
 
1.1 Problem 
 
Professionals often use different tests to assess the same or highly similar underlying 
psychological constructs. For example, both the Personality Assessment Inventory (PAI) and 
the Minnesota Multiphasic Personality Inventory-2 (MMPI-2) are used as a test for personality 
assessment (Ready & Veague, 2014). In this case, a point of interest becomes how and to 
which extent can scores from different tests measuring the same latent construct be compared 
to each other. For example, can we rank a subject with a certain PAI score with respect to a 
subject with a certain MMPI-2 score? 
An important condition to make scores of different tests comparable is to translate the 
scores of the different tests to a common measurement scale, which can be obtained through a 
procedure called linking (Choi, Schalet, Cook, & Cella, 2014). As can be seen in Figure 1, 
different test for a common psychological construct can have a number of common items. 
These common items can be used to “link” the different test together (Hays, Morales, & Reise, 
2000).  
Tests can be administered using an equivalent and a non-equivalent design. As can be 
seen in Figure 2, linking of two tests from an equivalent group implies the linking of two tests 
that were administered from the same group of subjects. 
 
 
Figure 1. Representation of two scales for the same psychological construct with a limited 
number of common items. 
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Figure 2. Schematic presentation of an equivalent (top) and non-equivalent (bottom) group 
design. 
 
Linking two tests from a non-equivalent group design is a more challenging task as 
now two (different) tests taken in two different subject groups should be linked to each other 
(Kim & Lee, 2006). An important question reads how, in the context of a non-equivalent 
design, tests can be linked. 
Besides making scores comparable to each other, an additional advantage of linking is 
that the sample size for the study increases by linking the tests. As a consequence, also the 
statistical power to detect a significant effect increases, something which is often a critical 
issue in the field of behavioral science. For example, Fraley and Vazir (2014) made a ranking 
of statistical journals based on the accuracy of the reported estimated effects, the number of 
false positives and the extent to which the findings of the published studies are replicable. 
Studies that used larger samples sizes and therefore had higher statistical power were ranked 
higher than studies with smaller sample sizes (and thus lower statistical power). The benefit of 
combining the results of two psychological tests together is that one common scale can be 
constructed, which increases the sample size (and statistical power) when a researcher, for 
example, want to use the scale scores to predict an outcome measure (Chen, Revicki, Lai, 
Cook, & Amtmann, 2009). 
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1.2 Current solutions 
 
Psychological assessment has its own field of study that is called psychometrics. It has 
two main approaches: The Item Response Theory (IRT) approach and the Classical Test 
Theory (CTT) approached (Furr & Bacharach, 2013). 
1.2.1 Classical Test Theory 
 
In the field of Classical Test Theory (CTT), Factor Analysis (FA) and Principal 
Component Analysis (PCA) are the techniques used most commonly for the analysis of test 
results, for dimension reduction and for scale development in psychological tests (Velicer, 
Eaton, & Fava, 2000). PCA uses the variance in the observed variables to reduce the number 
of variables to a smaller number of principal components. When identifying the principal 
components, the first principal component accounts for most of the variance in the original 
data. The second principal component accounts for the second largest amount of variances in 
the data given the first component (i.e., being orthogonal to/uncorrelated with the previous 
one). All the successive components follow the same principle, resulting in all components 
being uncorrelated with each other. The components that account for a negligible amount of 
variance can be discarded from the model; as such, PCA, like FA, can be used for “trimming” 
the model (Suhr, 2005). 
 Cudeck (2000) conducted a study on the use of FA to match tests with some common 
items that were administered to non-equivalent groups. The author approached the problem as 
a missing data problem. Some items are distinct (items that are not jointly observed), for these 
items data is missing in one group. When there are some common items and when it can be 
assumed that a one-factor model holds for the variables, FA can be used to estimate the 
(missing) covariance(s) between distinct items from different groups. This can be done 
because this covariance(s) depends on the factor loadings which can be estimated using the 
FA. Based on the full covariance matrix, a single scale can be derived. 
Another CTT-based method for test linking uses z-scores. In particular, for each test 
separately, the (sum)scores are transformed into z-scores. Subjects from different groups are 
ranked with respect to one another based on their z-score. When comparing the results of 
different tests, a comparison in terms of z-scores can become misleading. This is due to the 
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fact that groups of participants can vary in the degree and variability of the psychological 
construct that the tests intend to measure. Z-scores are used to standardize scores, they remove 
information on means and standard deviations. As such, when having non-equivalent groups, 
z-scores cannot be used to compare subjects from different groups as subjects from different 
groups with a same z-score may have a different position on the underlying construct. 
Moreover, a change of one unit in z-scores (i.e., one standard deviation) may imply a larger 
difference on the underlying construct for one group than for another group. 
 
1.2.2 Item Response Theory 
 
In the field of IRT, different tests measuring the same construct are combined through 
linking. Several studies have evaluated different kinds of linking methods for creating a 
common measurement scale from differently scaled tests. For tests taken from equivalent and 
non-equivalent designs, linking was proofed to be a valid method for creating a common 
measurement scale in the field of IRT (Hanson & Béguin, 2002). In this thesis, we will only 
focus on linking methods with the classical test theory. Further, the focus will only be on 
scales consisting of items with a continuous measurement scale. 
 
1.3 Research aims 
 
The aim of the current study is to evaluate the performance of a new method for 
creating a common measurement scale from different one-dimensional tests measuring the 
same construct, which are administered to non-equivalent groups. In particular, Coupled 
Matrix Factorization (CMF) will be adopted to link the scores of different tests. Coupled 
Matrix Factorization performs PCA on each data set and imposes some restrictions on the 
PCA solutions in order to make test scores from the different data sets comparable to each 
other. Coupled Matrix Factorization is used in various fields of research, like, for example, 
chemometrics and genetics (Acar, Rasmussen, Savorani, Næs & Bro, 2013) to uncover the 
links between different data modalities. Coupled Matrix Factorization can also be used to 
match psychological tests with common items taken from non-equivalent groups. 
The main interest of this study consists of investigating whether CMF can be used to 
create a common measurement scale from different tests for the same construct that are 
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administered to non-equivalent groups. To this end, the CMF method will be compared with 
the currently widely used z-score method. For this purpose, a simulation study will be 
conducted, wherein data sets will be generated with true (known) scores and with a number of 
common items with (true) equal component loadings. Further, the effect of data 
characteristics, like, for example, the number of tests/groups and the number of common 
items, on the performance of CMF and the z-score method will be investigated. 
In the current study, two main research questions will be addressed. First, regarding the 
main effect of the method, does, overall, the CMF method or the z-score method perform 
significantly better in revealing the true common measurement scale underlying the data in the 
different tests when using a non-equivalent group design? And second, pertaining to the 
interaction effect between the method factor and the manipulated data characteristics, what is 
the effect of the different data characteristics on the performance of the evaluated methods? 
Regarding the first question, it is expected that the CMF method will perform significantly 
better than the z-score method and this because of the non-equivalent group design. With 
respect to the second research question, it is expected that the underlying measurement scale 
will be better reconstructed when the data contain less noise, when the sample sizes increase, 
when the data sets have more items in common and when the groups have similar standard 
deviations on the underlying construct. 
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2. Method 
 
2.1 Principal Component Analysis and Coupled Matrix Factorization 
 
In PCA, a data matrix 𝑿, consisting of the scores of 𝐼 subject on 𝐽 items, is 
decomposed as follows: 𝑿 = 𝑨𝑩',																																																																								(2.1) 
 
with 𝑩' denoting the inverse of matrix 𝑩. Two different types of information can be obtained 
when applying PCA to a psychological test (i.e., data matrix 𝑿) and extracting 𝑃	principal 
components: (1) component scores describing the location of each person on the underlying 
psychological dimension (collected in 𝑨 of size 𝐼×𝑃) and (2) component loadings indicating 
to which extent each test item is related to the underlying component (stored in 𝑩 of size 𝐽×𝑃). 
Coupled Matrix Factorization will be used to match tests with common items taken 
from non-equivalent groups. In particular, taking the example of two data sets 𝑿𝟏 and 𝑿𝟐 with 
a certain number of common items, CMF applies PCA to each data set: 
 𝑿𝟏 = 𝑨𝟏𝑩𝟏' , 𝑿𝟐 = 𝑨𝟐𝑩𝟐' ,                                                          (2.2) 
 
where 𝑨𝟏 and 𝑨𝟐 represent the component scores, and 𝑩𝟏 and 𝑩𝟐 represent the component 
loadings for the first and second group, respectively. In order to be able to match the scores 
from the different tests, CMF imposes the restriction that the loadings of the common items 
are equal to each other in both groups (i.e., the elements in 𝑩𝟏 and 𝑩𝟐 that pertain to the same 
test items should be equal to each other). As such, the distinct items can be related to each 
other and the underlying common measurement scale can be revealed. To fit the CMF model 
to data, the MATLAB Toolbox Tensorlab 3.0 was used (Vervliet, Debals, Sorber, Van Barel 
& De Lathauwer, 2016). Code to perform the analysis can be found in Appendix A. 
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2.2 Simulation study 
 
2.2.1 Design and procedure  
 
A simulation study was conducted to compare the performance of the currently used z-
score method to the performance of the CMF method in terms of correctly linking tests.  
When testing for a latent psychological construct, a test can be unidimensional or 
multidimensional. In a test containing unidimensional tests items, one latent psychological 
attribute is responsible for the systematic differences within each item’s variance. This means 
that each item in a test only measures one underlying latent psychological attribute. When 
items in a test capture differences not only in one but in multiple latent psychological 
attributes, the test is considered to be multidimensional (Ackerman, Gierl, & Walker, 2003). 
When drawing conclusions on the basis of a psychological test, it is crucial to be sure that the 
test results apply to the psychological construct that you are testing. Dimensionality is an 
important issue in psychological assessment because it has a direct connection to the 
interpretability of the result on psychological tests (Ziegler & Hagemann, 2015; Hattie, 1985). 
The number of tests items that is needed for testing a psychological scale should be between 
10 and 20 items, depending on the complexities of that scale (Comrey, 1988). In this study 
only unidimensional tests were simulated; each test consists of ten items that load on one 
factor. In the simulation study, the following data characteristics where systematically 
manipulated in a completely randomized five-factorial design: 
• The number of groups, P, at two levels: 2 or 4 groups, implying that either two or 
for tests are matched with each other. 
• The total number of subjects across the P groups, N, at two levels: 100 or 400. In 
multiple study’s it is suggested that a common rule of thumb can be used for the 
approximation of the sample size in PCA or a FA, either as a standard minimum 
sample size or a ratio of sample size to the number of latent psychological attributes 
in a test (Streiner, 1994; Comrey, 1988). However, the study of Guadagnolia and 
Valicer (1988) indicates that a rule of thumb is not the right approach for selecting a 
sample size in PC or FA. Their study suggests that stable solutions can be achieved 
at component loadings of at least .60. Another reason for the restriction that each 
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component loading should be at least .60 is to make sure that all items contribute to 
the component underlying the uni-dimensional test (Guadagnolia &Valicer, 1988). 
The component loadings for all items are simulated at random from a uniform 
distribution between .60 and 1. 
• The number of common items, C, in each data set, at two levels: 2 or 4 common 
items, implying that the same 2 or 4 items were present in each of the P tests. In the 
field of IRT linking there is no set number of items that need to be equal in matched 
tests for successive linking. Test with a small number of common items (p > 5) can 
successfully be linked when using a simultaneous IRT calibration method (Chen, 
Revicki, Lai, Cook & Amtmann, 2009). 
• The amount of error, E, in each data set, at two levels: 20% or 60%, which implies 
that 20% or 60% of the variance in the data is noise variance. 
The standard deviation, S, of the true (known) component scores in each group, at 
two levels: equal or unequal. The true component scores within each group are 
generated by sampling from a normal distribution with a given mean and standard 
deviation. As can be seen in Table 1, the mean of the component scores is different 
for each group and the standard deviation of the component scores for each group is 
either equal or different across groups. 
 
In total, the design consists of 2 (number of groups) × 2 (total number of subjects) × 2 
(number of common items) × 2 (amount of error) × 2 (standard deviation) = 32 conditions. For 
each condition, 100 data sets will be generated, resulting in 3.200 data sets being simulated in 
total. The data-simulation procedure consisted out of these five steps: 
 
1. Generate a true scale score for each of N subjects from the P groups (𝒂45678). To this end, 
random numbers from a normal distribution were drawn, with the mean and standard 
deviation of the normal distribution taken as displayed in Table 1. 
2. Generate component loadings for the items of each of the P tests (𝒃45678) with the 
restriction that in each test there are C common items that have the same loading in all 
tests they are part of; component loadings were drawn at random from a uniform 
distribution with values between .60 and 1. 
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Table 1 
 
Mean and standard deviation of the component scores in the different groups for different levels 
of Standard deviation (S) and Number of groups (P) 
 
 
3. Compute the true data 𝑫4 for each of the 𝑃 groups (𝑝 = 1,… , 𝑃) by multiplying as in 
formula (2.1) the scores of each group with the group-specific loadings (i.e., 𝑫4 =	𝒂45678𝒃45678'). 
4. Add error 𝑬4 to the true data 𝑫4 of each group, yielding the (observed) data 𝑿4 (𝑝 =1,… , 𝑃); the values in 𝑬4 are generated from a normal distribution with mean zero and a 
standard deviation that depends on the required amount of error in the data (i.e., 20% or 
60%). 
5. Obtained an estimated scale score for each subject in each of the P groups (𝒂4>?@AB68) by 
applying the z-score method to each 𝑿4 separately. To this end, first, 𝑿4 is summed over 
its columns and the resulting sum score is transformed to a z-scores. For CMF, estimated 
scores are obtained by applying CMF with a single component to all 𝑿4 (𝑝 = 1,… , 𝑃) 
jointly, which results in a score for the subjects in each of the groups (𝒂4CDE). 
To fit the CMF model to data, an initial setting of the maximal number of iterations of the 
CMF algorithm was needed. This number needs to be sufficiently high to guarantee 
convergence of the algorithm, however without setting it too high as this may make the 
estimation of the model too time-consuming. To determine this number, the algorithm 
was tested with five maximum iterations settings. This small preliminary study showed 
that, for the type of data considered in the simulation study, convergence is always 
guaranteed when the maximum number of iterations equals 50 or higher. Therefore, the 
maximal number of iterations for the CMF algorithm is set to 50. With this number of 
iterations, all CMF analyses converged. 
 ! equal  ! different 
 " = 2  " = 4  " = 2  " = 2 
Mean .25 -.25  -.40 -.20 .20 .40  .25 -25  -.20 -.40 .20 .40 
SD 1 1  1 1 1 1  .50 .50  .25 .50 .75 1 
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2.2.2 Statistical analysis 
To answer the first research question, the correlation between the true component 
scores (𝒂45678) and the score for each subject on the underlying dimension as estimated by the 
z-score (𝒂4>?@AB68) and the CMF method (𝒂4CDE) will be calculated. This correlation will be 
computed across all groups (i.e., all 𝒂4-vectors are concatenated into one long 𝒂-vector). The 
CMF method produces scores and loadings that are not completely unique. In particular, the 
scale scores produced by the CMF model can change signs (as long as the corresponding 
loadings also change signs). Differences in sign between the predicted and true scores would 
have a negative effect on the correlation value. Therefore, the absolute value of the correlation 
between true scores (𝒂5678) and scale scores estimated by CMF (𝒂CDE) is calculated. Note that 
for the z-score method, which does not suffer from non-uniqueness, the original correlation 
will be used. This correlation value will be used to compare the CMF method to the z-score 
method in terms of their ability to retrieve the true (relative) position of each subject on the 
single dimension underlying the data. 
Further, to address the first research question, besides the correlation value, also the 
mean squared error (MSE) value between the true (𝒂5678) and estimated component scores 
(𝒂>?@AB68 or 𝒂CDE), across all groups, was computed. Besides non-uniqueness in terms of the 
sign, CMF solutions also suffer from a scaling indeterminacy, which may negatively impact 
the MSE value. To account for this, the scores predicted by the CMF model (𝒂CDE) are 
rescaled in such a way that they optimally match the true scores (𝒂5678). In particular, the 
rescaling procedure finds a rescaled solution with the lowest possible squared difference to the 
true component scores. The rescaled CMF scores are used in the calculation of the MSE value. 
Note that this rescaling procedure also accounts for the sign indeterminacy. Note further that a 
correlation does not change when one variable is scaled with a positive number. Therefore, the 
rescaling is not needed for computing the correlation value (see above). As for the z-score 
method no such scaling indeterminacy exists, the original z-scores will be used for computing 
MSE. 
To answer the first research question, a between analysis of variance (ANOVA) with 
five between factors (i.e., the five manipulated data characteristics) was performed. The 
ANOVA is first performed using the difference in correlation values between the CMF 
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method and the z-score method as the dependent variable. A second ANOVA is performed 
using the difference in MSE value between the CMF method and the z-score method as a 
dependent variable. To answer the second research question, a between analysis of variance 
(ANOVA) with five between factors (i.e., the five manipulated data characteristics) was 
performed. The correlation and MSE value of the CMF model will serve as the dependent 
variable in two separate ANOVA’s. As an effect size statistic, the interclass correlation was 
calculated (Haggard, 1958; Kirk, 1982). All the calculation for the simulation study were 
performed by using MatLab Student version R2016b and R version 3.3.1. 
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3. Results 
 
3.1 Preliminary analyses 
 
To compare the performance of the Z-score method to the performance of the CMF 
method, Table 2 presents the average correlation value and MSE value of both methods, 
overall (i.e., across all simulation conditions) and for each level of the manipulated data 
characteristics separately. As can be seen in this table, the CMF method outperforms the Z-
score method in terms of correlation and MSE value both overall and for each level of the data 
characteristics. In particular, overall, the average correlation value was higher for the CMF 
method (M = .98) than for the z-score method (M = .89). The average MSE value was lower 
for the CMF method (M = .09) than for the z-score method (M = .26). 
Also, the effects of the manipulated factors were examined. For the Z-score method, 
considering the average correlation value, a larger number of groups has a negative effect on 
the performance of the method (M = .89 for two groups and M= .86 for four groups), whereas 
the number of groups had no such effect for the CMF method (M = .96 for two and four 
groups). Further, when the amount of error in the data increases, the average correlation drops 
for both the Z-score method (M = .89 vs M = .84) and the CMF method (M = .99 vs M = .93). 
Next, as expected, equal standard deviations across groups (M = .91) result in a higher average 
correlation value than different standard deviations across groups (M = .82) for the Z-score 
method, whereas this effect is not present for the CMF method (M = .96 for both levels). 
Finally, the total number of subjects and the number of common items had no influences on 
the Z-score method (M = .87) nor on the CMF method (M = .96) 
For the MSE value, the pattern of results is mostly similar to the pattern of results 
observed for the correlation value. The only exception is the effect of the standard deviations: 
compared to different standard deviations across groups, equal standard deviations across 
groups result in a lower average MSE for the Z-score method (M = .19 for equal vs M = .33 
for different), which confirms our expectations. For the CMF method, the opposite effect is 
observed (M = .09 for equal and M = .05 for different standard deviations). 
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Table 2 
 
Average correlation and MSE value for the Z-score and CMF method, computed across all 
generated data sets and per level of each of the five manipulated factors separately 
  Correlation MSE 
   Z-score CMF Z-score CMF 
Number of groups 2 .89      .96 .22 .07 
 4 .86 .96 .31 .07 
Total number of subjects 100 .86 .96 .27 .07 
 400 .87 .96 .25 .07 
Number of common items 2 .87 .96 .26 .07 
 4 .87 .96 .26 .07 
Amount of error 20% .89 .99 .21 .02 
 60% .84 .93 .31 .11 
Standard deviation Equal 
Different 
.91 
.82 
.96 
.96 
.19 
.33 
.09 
.05 
Overall  .89 .98 .26 .09 
 
 
3.1 Effect of data characteristics on the difference between the CMF and the z-score 
method 
 
One of the main interests in this study is to better understand how the performance 
differences between the Z-score method and the CMF method depend on the manipulated data 
characteristics. For this reason, the difference in correlation and MSE value between CMF and 
the Z-score methods was computed. On each performance difference value (i.e., correlation 
and MSE), a between-factor ANOVA was performed with the performance difference value as 
the dependent variable and the five manipulated data characteristics as between-factors. The 
resulting ANOVA tables are displayed in Appendix B (for the correlation) and                                  
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C (for MSE). In the remainder, only significant (at 𝛼 = .05) main and interaction effects with 
an interclass correlation larger than or equal to .10 (𝑝	 ≥ .10; Haggard, 1958; Kirk, 1982) are 
considered and discussed. 
 
3.1.1 Correlation value 
 
Regarding the difference in correlation value, there appears to be an important effect of 
the number of groups (𝑝	= .14). In particular, the average difference in correlation is larger 
(i.e., the performance of the CMF method exceeds the z-score method to a larger extent) when 
there are four groups (M = .12) than when there are two groups (M = .07). Further, there is an 
important effect of the standard deviation (𝑝	= .60), with the average correlation difference 
being larger (favoring CMF) when the standard deviations are different (M = .14) than when 
they are equal (M = .05) across groups. Finally, both main effects are qualified by an 
interaction between the number of groups and the standard deviation (𝑝	=. 13). As can be seen 
in Figure 4, the average difference in correlation value is larger when the standard deviations 
differ across groups (i.e., the main effect of standard deviation). The interaction implies that 
this difference in correlation value is more pronounced when there are four groups than when 
there are two groups. 
 
 
Figure 4. Average difference in correlation value between the CMF and the Z-score 
method as a function of the levels of standard deviation and the number of groups. 
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3.1.2 MSE 
With respect to the MSE, an important effect of the standard deviation (𝑝	= .63) was 
found: The average difference in MSE (favoring CMF) is lower when the standard deviations 
are equal across groups (M = -.11) than when the standard deviation are different (M = -.28) 
across groups. 
Parallel to the results for the correlation value, the number of groups influences 
performance (𝑝	= .15), with CMF outperforming the z-score method to a larger extent when 
there are two groups (M = -.15) than when there are four groups (M = -.24). Finally, there is a 
small interaction effect between the number of groups and the standard deviation (𝑝	=.09). As 
can be seen in Figure 5, the average difference in MSE is lower when the standard deviations 
are equal (compared to different) between groups, with this difference being larger when there 
are two groups than when there are four groups. 
 
3.2 Effect of data characteristics on CMF performance 
 
The CMF method clearly outperforms the z-score method. To better understand how 
the performance of the CMF method depends on the manipulated data characteristics, two 
between-factor ANOVAs were performed in which the five manipulated data characteristics 
acted as between-factors: First, using the correlation value for CMF as dependent variable, 
and, second, taking the MSE value of CMF as dependent variable.  
 
Figure 5. Average difference in MSE between the CMF and the Z-score method as a function 
of the factors standard deviation and number of groups. 
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The resulting ANOVA tables are displayed in Appendix D (for the correlation) and E (for 
MSE). Only significant main and interaction effects are taken into account that have a sizeable 
interclass correlation (𝑝	 ≥ .10; Haggard, 1958; Kirk, 1982). 
 
3.2.1 Correlation value 
 
There is a very strong effect of the amount of error (𝑝	= .97) as the average correlation 
value obtained with CMF is lower when the amount of error increase (see also Table 2: M = 
.99 for 20% error vs M = .93 for 60%). Moreover, as can be seen in Figure 6, there is more 
variation in the correlation value when the amount of error is 60% than when the amount of 
error is 20%. 
 
 
Figure 6. Boxplot of the observed correlation values for CMF, split by the two levels of 
amount of error. 
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3.2.2 MSE 
Comparable to the correlation value, there is an important and very strong effect of the 
amount of error (𝑝	= .77). As can be seen in Table 2, the average MSE value increases when 
the amount of error in the data increases (M = .02 for 20% error vs M = .11 for 60%). 
Furthermore, as can be observed in Figure 7, the variation in MSE values increases when the 
amount of error increases.The main effect of the amount of error is also part of a sizeable 
interaction effect with the standard deviation (𝑝	=. 11). As can be seen in Figure 8, the 
increase in MSE values with the increasing amounts of error in the data is stronger when the 
standard deviations are equal across groups than when the standard deviations differ between 
groups. 
 
Figure 7. Boxplot of the MSE value for CMF, split by the two levels of amount of error. 
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Figure 8. Average MSE value for CMF as a function of the amount of error and the standard 
deviation. 
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4. Discussion 
4.1 Summary and discussion of the study results 
 
In this master thesis, a novel model, called coupled matrix factorization (CMF), was 
presented for creating a common measurement scale out of data from multiple tests measuring 
the same underlying construct, using a set of items common to the tests. This scale is 
composed by linking tests that were administered to multiple (non)equivalent groups. Each 
test has multiple items that are the identical to some items of the other tests. The CMF model 
uses the loadings from the common items to link the measurement scale from one test to the 
measurement scale of the other tests. To this end, CMF imposes the restriction that the 
loadings of the common items should be equal to each other in each of the different tests these 
items belong to. 
In this thesis, the new CMF model is compared to the currently used z-score method 
for linking continuous test data from a non-equivalent group design. To this end, a simulation 
study was conducted, comparing the performance of both models in terms of the correlation 
and the MSE between the true scale score for each subject and the scale score obtained by 
CMF or the z-score method. This is done under various data conditions (i.e., number of 
groups, total number of subjects, number of common items, amount of error and standard 
deviation). 
A preliminary inspection indicated that the CMF method overall outperformed the z-
score method, leading to higher mean correlations and lower mean MSE values for CMF than 
for the z-score method. As was hypothesized, the difference between the z-score and the CMF 
model indicates that the CMF model is the better choice for scale linking in non-equivalent 
group designs for continuous uni-dimensional scales. When looking at the effect of data 
characteristics, it appears that, as expected, the z-score model performed worse than the CMF 
model when the standard deviation of te scale scores is different across groups compared to 
when the standard deviation is equal. Further, the difference in correlation and MSE between 
both methods becomes more pronounced when the number of groups increases from two to 
four, with CMF always performing better than the z-score method. Finally, the effect of 
number of groups became more pronounced when the groups have different instead of equal 
standard deviations. Studying the effect of the data characteristics on the performance of CMF 
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on its own revealed that CMF performed worse when the amount of error in the data increases. 
This finding resembles results from the field of IRT as the performance of IRT linking 
methods decline when the amount of error in the data rises (Kaskowitz & De Ayala, 2001). 
The negative effect of the amount of error becomes smaller when the standard deviation is 
different -compared to equal- across groups. 
 
4.2 Limitations of the current research 
 
The current study suffers from a set of weaknesses and limitations. A first limitation is 
that this study only investigates the performance of the CMF model regarding recovering the 
common measurement scale underlying unidimensional tests. However, in practice, tests often 
measure a complex set of ability’s rather than one ability on its own (Reckase, Ackerman, & 
Carlson, 1988). For example, the Beck Anxiety Inventory (BAI), which is rated by Ready and 
Veague (2014) as one of the most popular psychological test, is proven to be a 
multidimensional test that measures both depression and anxiety factors (Enns, Cox, Parker, & 
Guertin, 1998). As such, it would be useful in the future to test the CMF model on 
multidimensional tests. 
Secondly, the results of the simulation study can only be generalized to test using 
continuous measurement scales as the CMF model can only be used for tests with continuous 
items. In the field of psychological assessment, however, some psychological tests use 
categorical items instead of continuous ones. For example, in the list of top ten most popular 
psychological test (Ready & Veague, 2014), the Minnesota Multiphasic Personality Inventory-
2 (MMPI-2) scoring is categorical. It is advised to adapt the CMF model such that it can be 
used for categorically scored tests and for tests that combine categorical with continuous 
items. 
A third limitation in this study is that only a simulation study was used to test the 
application of the CMF model for test linking. A simulation study can be a useful method for 
the testing of a new model. One of the reasons for this is that different data characteristics can 
easily be manipulated and that their influence on the performance of the method can be 
investigated. However, there are limitations when using a simulation study as the simulated 
population can be an unrealistic representation of the true population (Axelrod, 1997). It is 
advised to additionally tests CMF method in empirical data.  
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4.3 Implications and considerations for further research 
 
4.3.1 Categorical data  
It is advised that the CMF method in the future should be applied to be used for linking 
tests consisting out of discrete ordinal response items. However due to the fact that CMF is a 
PCA-based method, adaptation of the model is needed for it to be used on discrete data. In 
particular, PCA calculates the covariance or correlation matrix of the data (i.e., test items). For 
the calculations of covariance or correlation matrix, in PCA, it is assumed that the response 
data follows a multivariate normal distribution (Anderson, 2003, Kolenikov & Angeles, 2004). 
Kolenikov and Angeles (2004) performed a study on several techniques for adopting discrete 
data in the PCA procedure and revealed several methods that can be used in this case. A 
direction for further research would be to conduct a simulations study on the performance of 
the CMF model using simulated test data with discrete ordinal response items. In this 
simulation study, data could be generated from a multinomial distribution and the effect of the 
number of categories for the test items could be investigated. Following the recommendations 
of Kolenikov & Angeles (2004), a polychoric covariance/correlation matrix can be computed 
instead of the normal correlations matrix used by PCA. Another option would be to construct a 
CMF-like version of a threshold model for discrete ordinal data, whereby a threshold model is 
fitted to the items of each test. These tests would have multiple common items and the 
parameters pertaining to these common items are set equal to each other. To fit this model to 
the simulated data, the OpenMx software may be used (Boker et al., 2011). 
4.3.2 Empirical design 
A second direction for further research pertains to the testing of CMF method in 
empirical data, using data from, for example, two anxiety scales, like the Adult Manifest 
Anxiety Scale-Elderly (AMAS-E) and the Revised Children’s Manifest Anxiety Scale 
(RCMAS). Both scales are made to measure chronic and manifest anxiety and are 
multidimensional. This will also give the opportunity to study the performance of the CMF 
method on a multidimensional test. The RCMAS is a 37 item self-repost questionnaire and the 
AMAS-E is a 49 items self-report questionnaire. There are in total 18 common items in both 
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questionnaires (Reynolds & Paget, 1983). Test data from the study of Reynolds and Richmond 
(1978) on the RCMAS can be used. The data consist of 329 participants from grades 1 to 12. 
For the linking procedure, a second data sample is required. For this purpose, the data from the 
study of Lowe and Reynolds (2006) on the AMAS-E could be used. This latter data set 
consists of 226 elderly participants. Using the CMF model, the participants from both studies 
can be linked onto a common measurement scale. Linking school going children and seniors 
on to a common measurement scale can be useful when conducting research that focuses on 
both groups. As for example, in the study of McCormack, Brown, Maylor, Darby & Green 
(1999), participants from the age of 5 to 99 where compared on their performance on a 
temporal generalization task and a temporal bisection task. 
4.4 Conclusion 
 
Coupled Matrix Factorization, presented in this master thesis, is a novel method that 
can be used to link test items and place subjects on a common measurement scale from 
different continuous tests that measure the same psychological construct. CMF has the 
potential to become a very useful method for scale linking, especially when linking tests that 
where administered to non-equivalent groups. Hopefully the results provided in this master 
thesis can be a starting point for the implementation of CMF in the field of test linking for 
behavioral research. 
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Appendix A. MATLAB code to perform CMF model 
Code for performing of the CMF method in MATLAB using the Tensorlab package 
The main function FitLinkingPCA_tensorlab2 calls on one additional function: GenerateSeed. 
 
function Out = FitLinkingPCA_tensorlab2( Data , VarVector , nComp , nStarts , StartSeed , 
MaxIter , PrintModel , Display ) 
%%%fit the linking model 
  
% Data {nDataSet}: containing the different data sets 
% VarVector {1 x nDataSets}: structure (1 element for each data set) indicating 
%   the variable numbers (ordered) for the variables in each data set 
%   (variables should be numbered 1, 2, ...) 
% nComp: number of components 
% nStarts: number of random starts (1 rtional start is always included) in 
%   the algorithm 
% StartSeed: starting seed for the algorithm 
% MaxIter: maximal number of iterations in Tensorlab 
% PrintModel: check for specified model 
%             0 = no (no output) 
%             1 = yes 
% Display (0-...): print iteration info after 'Display' iterations 
%                  Display = 0: no iteration info 
  
CGMaxIter = 100; 
  
%determine the dimension of each dataset 
nDataSets = length( Data ); 
for( tel = 1:nDataSets ) 
    [ nObsVect(1,tel) , nVarsVect(1,tel) ] = size( Data{tel} ); 
end 
  
%determine the number of unique variables 
tempvar = []; 
for tel = 1:nDataSets 
    tempvar = [ tempvar VarVector{tel} ]; 
end 
nUniqueVars = length( sort( unique( tempvar ) ) ); 
clear tempvar; 
  
GoOn = 1; 
  
if GoOn 
    StartSeeds = GenerateSeed( (nStarts+1) , StartSeed ); 
    IterHistory = zeros( 1 , nStarts+1 ); 
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    nConverged = 0; 
    Best.Output.ModelSSQ = (2^32) - 10; 
     
    for( run = 1:(nStarts+1) ) 
        model = struct; 
         
        %take a random start 
        for( tel = 1:nDataSets ) %for the scores 
            model.variables{ tel } = randn( sum( (nObsVect(tel)-nComp+1) : nObsVect(tel) ) , 1 ); 
            orthA{tel} = @(z,task)struct_orth( z , task , [ nObsVect(tel) nComp ] ); 
        end 
         
        for( tel = 1:nDataSets ) %for the eigenvalues 
            model.variables{ nDataSets + tel } = randn( 1 , nComp ); 
        end 
         
        model.variables{ (2*nDataSets) + 1 } = randn( nUniqueVars , nComp ); 
                 
        for( tel = 1:nDataSets ) %for scores (orthogonal) 
            model.factors{ tel } = { tel orthA{tel} }; 
        end 
         
        for( tel = 1:nDataSets ) %for eigenvalues 
            model.factors{ nDataSets + tel } = { nDataSets+tel }; 
        end 
         
        for( tel = 1:nDataSets ) %for loadings 
            % Create the selection matrix; 
            S = full(sparse(1:length(VarVector{tel}), VarVector{tel}, 1, length(VarVector{tel}), 
nUniqueVars)); 
            %model.factors; 
            model.factors{ (2*nDataSets) + tel } = { (2*nDataSets) + 1 , @(z,task) struct_matvec(z, 
task, S) }; 
        end 
         
        for( tel = 1:nDataSets ) 
            model.factorizations{tel}.data = Data{ tel }; 
            model.factorizations{tel}.cpd = { tel , (2*nDataSets) + tel , nDataSets + tel }; 
        end 
         
        % set options 
        options = struct; 
        options.Display = Display; 
        options.MaxIter = MaxIter; 
        options.CGMaxIter = CGMaxIter; 
         
        if PrintModel 
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            sdf_check( model , 'print' ); 
        end 
         
        [ tempSol , tempOutput ] = sdf_nls( model, options ); 
         
        tempOutput.ModelSSQ = sum( tempOutput.abserr.^2 ); 
        IterHistory( run ) = tempOutput.ModelSSQ; 
        if isBetterSolution( tempOutput.ModelSSQ , Best.Output.ModelSSQ ) 
            Best.Sol = tempSol; 
            Best.Output = tempOutput; 
        end 
        if( tempOutput.iterations < MaxIter ) 
            nConverged = nConverged + 1; 
        end 
        clear tempSol tempOutput; 
    end 
    Out = Best; 
    Out.nConverged = nConverged; 
    for( tel = 1:nDataSets ) 
        Out.Scores{tel} = Out.Sol.factors{ tel }; 
        Out.Loadings{tel} = Out.Sol.factors{ (2*nDataSets)+tel }; 
    end 
else 
    Out = []; 
end 
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Appendix B. Analysis of Variance for Difference in Correlations 
 
Table 1 
A five-way analysis of variances on the difference in correlation values between the z-score and 
MSE model 
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Appendix C. Analysis of Variance for Difference in MSE 
 
Table 2 
A five-way analysis of variances on the difference in MSE values between the z-score and MSE 
model 
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Appendix D. Analysis of Variance Correlations of CMF 
 
Table 3 
A five-way analysis of variances on the Correlation values of the CMF model 
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Appendix E. Analysis of Variance MSE of CMF 
 
Table 4 
A five-way analysis of variances on the MSE values of the CMF model 
 
  
