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Abstract—Sequential learning systems are used in a wide
variety of problems from decision making to optimization, where
they provide a ’belief’ (opinion) to nature, and then update this
belief based on the feedback (result) to minimize (or maximize)
some cost or loss (conversely, utility or gain). The goal is to
reach an objective by exploiting the temporal relation inherent to
the nature’s feedback (state). By exploiting this relation, specific
learning systems can be designed that perform asymptotically
optimal for various applications. However, if the framework of
the problem is not stationary, i.e., the nature’s state sometimes
changes arbitrarily, the past cumulative belief revision done
by the system may become useless and the system may fail
if it lacks adaptivity. While this adaptivity can be directly
implemented in specific cases (e.g., convex optimization), it is
mostly not straightforward for general learning tasks. To this end,
we propose an efficient optimal mixture framework for general
sequential learning systems, which we call the recursive experts
for dynamic environments. For this purpose, we design hyper-
experts that incorporate the learning systems at our disposal
and recursively merge in a specific way to achieve minimax
optimal regret bounds up to constant factors. The multiplicative
increases in computational complexity from the initial system to
our adaptive system are only logarithmic-in-time factors.
I. INTRODUCTION
A. Motivation
The sequential learning systems [1], [2] are central in a wide
variety of fields from decision theory [3], game theory [4], [5]
and control theory [6] to signal processing [7], multi-agent
systems [8] and optimization [9], [10]. They are heavily used
in various kinds of applications such as density estimation and
source coding [11]–[15], anomaly and outlier detection [16],
[17], adversarial bandits [18]–[20] and prediction [21]–[23].
In general, the learning systems (learners, algorithms) pro-
vide a ’belief’ (an estimation, opinion, advice or a decision)
that acts upon the nature; and based on the feedback (result)
received, they update their beliefs to minimize (maximize)
some cost or loss (utility or gain). Hence, a sequential learning
system produces a belief xt at time t and based on an
observation, which measures how well (or accurate) this belief
is, it updates its belief, i.e., the next belief xt+1 is created with
the past beliefs and the corresponding incurred losses. The
sequential learning system needs to utilize temporal reasoning
since it may work on different tasks throughout the time
horizon and the loss functions may be different at each time
instance t. Therefore, to model the time dependency, the
incurred loss at time t is more correctly represented as lt(xt).
The goal is to reach the objective (e.g., minimize the loss) by
exploiting the inherent temporal relation [1]. To this end, for
various applications, specific learning systems can be designed
that perform asymptotically optimal that can achieve the ’best’
belief in hindsight. As an example, suppose that we are trying
to infer (learn) the mean µ∗ of a Gaussian process with
known variance σ0. We have a sequential learning system that
produces, at time t, the belief µt, which is the sample mean of
the observations up to t. Then, asymptotically, this system will
accurately model the mean since its estimations µt converge
to the true mean µ∗ by the law of large numbers [24].
On the other hand, if there exist (possibly unplanned)
changes in the nature (e.g., its state changes arbitrarily),
the past cumulative belief revision done by the system may
become useless and the system may fail if it lacks adaptivity.
While the system utilizes the temporal relation in its belief
updates throughout the time horizon, this behavior may even
have adversarial effects in the system if the temporal relation
no longer holds. As an example, the previously mentioned
learning system will fail to accurately estimate the mean if
it changes arbitrarily throughout the time horizon. Certain
precautions can be taken to prevent this situation (e.g., in
this example, we can instead take a weighted sample mean
to produce our belief where we give more emphasis to the
more recent observations). This adaptivity can be directly
implemented in some specific cases. As an example, in the
online convex optimization problem, tuning some parameter
(e.g., the learning rate η) of the learning system (optimizer) can
make it more adaptive [9]. However, it is not straightforward
for general learning tasks, and learning in an environment with
changes in the nature may prove to be fundamentally different
from learning in an environment with no such change [1], [2].
B. Learning Environments
To better understand this, we need to analyze and distinguish
the different learning environments that we may come across
in the literature; which are static, drifting and dynamic.
1) Static Environment: Static environment is self-
explanatory in that the environment does not change and
the goal is to learn a specific optimal parameter x∗; such as
the aforementioned example of learning the mean µ∗ of a
Gaussian process. The research on this alone is abundant and
its applications are numerous [1]. In general, the performance
measure is done by the notion of ’regret’, which is defined as
the difference between the loss of the learner and loss of the
’best’ parameter selected in hindsight [10], [25].
2) Drifting Environment: Drifting environment, on the
other hand, differs from the static environment such that
the environment is changing slowly over time. A follow-up
example would be the tracking of the mean µ∗t of a Gaussian
process that continuously (albeit slowly) changes over time.
There are varies research on this topic as well because of its
2interesting applications [26]–[28], which are generally focused
on the online convex optimization [9], [29].
3) Dynamic Environment: Dynamic environment differs
from them both such that the change in nature is allowed
to be arbitrary as opposed to the slow or no change in the
drifting and the static environments, respectively. A follow-up
example would be the estimation of the mean µ∗i of a Gaussian
process that may arbitrarily change throughout time. When the
environment undergoes many changes, the previous notion of
regret may cease to be the best measure of performance. Since
the regret-minimizing algorithms originating from the static
environments become stagnant in such scenarios, the concept
of regret needed to be generalized to allow for changing
prediction strategies [30]–[34].
The static environment can be considered as a special
case of the dynamic environment itself. Moreover, although
the drifting scenario is an interesting setting in the convex
optimization problem, it may not be meaningful in a general
learning task. Some problems may be highly sensitive to the
parameter we learn and even a small change may require
the learning to be done almost from scratch. Henceforth, our
focus will be on the dynamic environments for a more general
analysis and algorithm development, since both the static and
the drifting environments can be considered branches of the
more general dynamic environment.
C. Going From Static to Dynamic
Our goal in this work is to incorporate adaptivity into
varying applications and problems that we are able to provide
static solutions for. However, in general, having a solution
to the static version of a problem does not always imply
a solution to its dynamic counterpart. Even though we may
have a suitable approach to solve a given problem in a static
environment, we may not be able to incorporate that for our
use in a dynamic environment in a straightforward manner [1],
[2].
For this purpose, there are two seemingly distinct ap-
proaches in literature, which are the sleeping (specialist)
experts and the restarting experts.
1) Sleeping Experts: The sleeping experts [35] work by
creating a pool of virtual experts, where for each real expert n,
a virtual expert is included that mimics the learner’s behavior
in the first t − 1 trials (which is another way to say that this
expert is a specialist [36] that abstains from prediction, or
sleeps, during the first t − 1 trials), and predicts as expert
n from trial t onward. Then, these experts are mixed for
adaptivity. These sleeping experts can be generalized to use
different time selection functions as well [33].
2) Restarting Experts: The restarting experts [34] works
by starting with a base algorithm and restarting a copy of it
each trial. Then, by aggregating the predictions of these copies
adaptivity is achieved.
Although conceptually dissimilar, it is shown that both of
these approaches reduce to the same algorithm with variable
parameters. Specifically, it has been shown that both of these
constructions reduce to the Fixed Share algorithm [37] with
variable switching rates.
D. General Techniques
Nevertheless, it all comes down to the selection of a set
of time intervals that run a suitable base algorithm and the
aggregation of their beliefs. Thus, the algorithms have two
parts, which are:
1) Time Interval Selection: Optimization of the time inter-
vals is a bit tricky. On one hand, the set of interval should
be large so that for every possible interval there exists an
expert that works well. On the other hand, the number of
intervals should be small, since running many experts in
parallel will result in high computation cost. [38] and [39]
have developed new ways to construct intervals which can
trade effectiveness for efficiency explicitly. Especially, the ex-
ponential quantization of the intervals for efficient covering has
been popular such as the variants of the geometric coverage
(GC) [40], compact geometric coverage (CGC) [41] and the
dense geometric coverage (DGC) [42].
2) Aggregation: There are numerous techniques from mul-
tiplicative weights [40] to exponential weights [34], [43] for
the aggregation, which is heavily investigated by itself [44].
E. Organization
Nonetheless, most of the research is focused on convex,
exp-concave or smooth functions, and mention of the general-
ized learning problems/settings are minimal. To this end, we
develop algorithms for efficient and optimal merger of general
learning systems that incorporate adaptivity to compete in
dynamic environments.We develop our algorithms in sequence
to show the decisions made in each step of the process. We
show that most of the work in literature coincide naturally with
our development. We start by a direct aggregation of exponen-
tially quantized time intervals. We follow that by modifying
the aggregation to a switching mixture of experts. Finally,
we propose an approach which we call the Recursive Experts
where the complete mixture is inherent. The organization of
our paper is as follows.
1) Preliminaries: In Section II, we provide some important
preliminary information that covers the problem definitions,
solution types and a general base algorithm.
2) Sub-Optimal Algorithm: In Section III, we start by de-
veloping the most straightforward (simplest) method that can
achieve adaptivity, which utilizes resetting the base algorithm
and aggregating for different reset policies. This approach has
a sub-optimal performance because of the mismatch between
the reset times and the times the environment changes.
3) Near-Optimal Algorithm: In Section IV, we utilize the
fact that the cumulative reset policies can be chosen to cover
the whole time horizon and aggregate the different policies
with a mixture of switching experts framework. This approach
has a near-optimal performance (up to logarithmic factors).
4) Optimal Algorithm: In Section V, we propose an al-
gorithm that inherently optimizes its internal parameters to
achieve better performance and efficiency. Instead of the
standard mixture approaches, we design a recursive mixture
strategy and succeed in creating an efficient algorithm with
optimal performance.
5) Conclusion: We finish with some remarks in Section VI.
3Algorithm 1 A General Learning System
1: Initialize internal parameters, x1
2: for t = 1, 2, . . . do
3: Observe λt, lt(xt)
4: Determine ft(·)
5: Update xt+1 = ft(xt)
6: end for
II. PRELIMINARIES
A. Static Problem
We start the problem definition by first explaining the ’static’
problem. Let xt be the belief we produce at time t, and let
xT1 , {x1, . . . , xT } (1)
be our beliefs from t = 1 to T . Let lt(xt) be a finite loss we
incur from our belief xt, then, the cumulative loss in T is
LT (x
T
1 ) ,
T∑
t=1
lt(xt). (2)
Let x∗ be the best ’static’ belief chosen in hindsight, i.e.,
x∗ = argmin
x
T∑
t=1
lt(x), (3)
hence, its cumulative loss is given by
LT (x∗) ,
T∑
t=1
lt(x∗). (4)
Thus, the regret of this static problem is the difference of the
cumulative losses in (2) and (4), which is
R(T, x∗) , LT (x
T
1 )− LT (x∗). (5)
B. Dynamic Problem
Next, we explain the dynamic version of the general belief
selection problem. While our selections xT1 in (1) and their
cumulative loss LT (x
T
1 ) in (2) remain the same, the competi-
tion differs. Instead of the best ’static’ selection let us compete
against the best ’dynamic’ selection in hindsight. Let C denote
the number of times the underlying optimal parameter x∗
changes throughout the time horizon. Let us define x
(c)
∗ for
c ∈ {1, . . . , C} as the optimal selections in hindsight, which
are individually optimal during C distinct time segments that
cover the time horizon T . Let tc denote the length of the c
th
segment and Tc be the cumulative sum of tc′ from c
′ = 1 to
c. Then, we have the following expression instead of (4)
LT ({x(c)∗ , tc}Cc=1) =
C∑
c=1
Tc∑
Tc−1+1
lt(x
(c)
∗ ), (6)
where Tc is 0 for c = 0. Thus, our regret in (5) becomes
R(T, {x(c)∗ , tc}Cc=1) , LT (xT1 )− LT ({x(c)∗ , tc}Cc=1). (7)
C. Base Algorithm: A Learning System for the Static Problem
Let us have an algorithm (a general learning system) at
hand, that can solve the problem in Section II-A (hopefully
optimally, i.e., provides an optimal order regret bound with an
optimal order computational complexity), which works as the
following. A general learning system (or learner) produces
its belief xt at time t and incurs the loss lt(xt) at time t.
The learning system updates its beliefs such that xt+1 is a
function of its past beliefs, i.e., {xt, xt−1, . . . , x1}, and losses,
i.e., {lt(xt), lt−1(xt−1), . . . , l1(x1)} and some auxiliary infor-
mation, i.e., {λt, . . . , λ1}. Thus,
xt+1 = f(xt, . . . , x1; lt(xt), . . . , l1(x1);λt, . . . , λ1). (8)
The update function f(·) is designed based on the underlying
problem setting, and can differ between various applications.
For sequential learning systems, the update is only dependent
on the current belief, observation and the algorithm’s current
state. Hence, the update becomes
xt+1 = ft(xt), (9)
for some ft(·), which models the algorithm’s state at time t. As
an example, the gradient-based sequential first-order methods
are commonly used for convex optimization problems [9],
where the update is given by
xt+1 = ft(xt) = xt − ηt∇xt lt(xt), (10)
where the gradient is part of the auxiliary information λt. A
summary of the algorithm is in Alg. 1.
To investigate the performance of the algorithms, we need
to study their regret bounds as in Section II-A and II-B. For
the problem in Section II-A, let our learning system in Alg. 1
have the following regret bound.
Assumption 1. For the static problem in (5), let Alg. 1 have
the regret bound
RA1(T ) = O(T
1−α),
where 0 < α ≤ 0.5 and O(·) is the big-O notation. Hence,
RA1(T ) ≤ KT 1−α for some finite K for all T .
Remark 1. In a wide range of problems where adaptivity is
straightforward (such as the convex optimization and linear
games), we have O(
√
T ) regret bounds [1], [9], [18]. Thus,
as inferred from Assumption 1, we focus on the ’at least as
hard’ problems, where
RA1(T ) = Ω(
√
T ),
where Ω(·) is the Big-Omega notation.
Although, this learning system is able to learn an optimum
fixed parameter (the static problem), it may, in general, fail
to learn an optimal parameter which is dynamically changing
throughout the time horizon (the dynamic problem). For the
problem in Section II-B, we can only use Alg. 1 by itself,
if we know the time instances the optimal parameter changes
(i.e., the exact location of the time segments where x
(c)
∗ are
individually optimal for c ∈ {1, . . . , C}) so that we can reset
our learning system at these specific time instances.
4D. Best Performance Achievable with the Base Algorithm
Suppose the regret of the base algorithm for a given
static problem is as in Assumption 1. Then, for the dynamic
problem, we have the following.
Corollary 1. We have the following optimal regret bound for
the dynamic problem in (7) when using Alg. 1
RA1.∗(T,C) = O(C
αT 1−α).
Proof. The dynamic version of the problem as given in Section
II-B that divides the time horizon in to tc length parts for c ∈
{1, . . . , C}, will have the following optimum regret bound:
RA1.∗(T, {x(c)∗ , tc}Cc=1) ,
C∑
c=1
RA1(tc). (11)
Since the bound in Assumption 1 is concave, we have
RA1.∗(T,C) ≤ KC
(
T
C
)1−α
, (12)
for some finite K , then
RA1.∗(T,C) = O(C
αT 1−α), (13)
which concludes the proof.
Thus, the result in Corollary 1 is the optimal regret bound
achievable by using Alg. 1, where the base algorithm may or
may not be optimal itself. Note that, the number of changes
C should be sublinear for viable learning (sublinear regret).
E. Algorithm Types
Here, we categorize the algorithms according their perfor-
mance optimality in accordance with performance of the base
algorithm in Section II-D. The optimality types in accordance
with the base algorithm regret are as follows:
1) Optimal Algorithms: If an algorithm has the same order
of bounds as in Corollary 1, we call it an optimal algorithm.
Definition 1. An optimal algorithm has the regret bound
RAO(T,C) = O
(
CαT 1−α
)
.
2) Near-optimal Algorithms: If an algorithm achieves the
same order of regret bounds as the result in Corollary 1 up to
logarithmic terms, we call it a near-optimal algorithm.
Definition 2. A near-optimal algorithm has the regret bound
RAN (T,C) = O˜
(
CαT 1−α
)
,
where O˜(n) is the soft-O notation, which is a shorthand for
O(n logk(n)) for some finite k, i.e., soft-O notation ignores
the logarithmic terms.
3) Sub-optimal Algorithms: Even if we do not have the
regret bounds in Definition 1 or 2, our algorithm should still
have sublinear regret bounds, i.e., o(T ), where o(·) is the
Little-O notation. When we have such a regret bound, we have
Hannan consistency [45], which is always needed to say we
are able to solve the problem (provide a viable solution).
Definition 3. A sub-optimal algorithm has the regret bound
RAS(T,C) = o(T ),
which is not optimal but is still sublinear.
F. Expected Regret vs High Probability Regret
In the remainder of the paper, we will focus on the expected
regret bounds, which may also be referred as simply by regret
bounds. The high probability bounds are straightforward for
any mixture algorithm when the losses are bounded (as we
assume) because of the following Lemma.
Lemma 1. For any algorithm with the expected regret RA(T ),
we have with probability 1− δ, the following regret bound
RA.1(T, δ) = O
(√
log(δ−1)T
)
+RA(T ), (14)
for 0 < δ < 1 if the losses are bounded.
Proof. The proof comes from the Hoeffding’s Lemma [46].
G. Unknown Time Horizon T
In the remainder of the paper, we will study the regret
bounds of an algorithm for known time horizon T , since, for
unknown time horizon, we can utilize the doubling trick and
run that algorithm for the time lengths that are powers of 2 in
succession. The bounds on unknown T is similar because of
the following Lemma.
Lemma 2. For any algorithm with the expected regret bound
RAC(T,C) = R0(T,C)C
αT 1−α,
where R0(T,C) is nondecreasing in the number of changes C
and the known time horizon T , we have the following regret
bound for an unknown time horizon T .
RAC.1(T,C) = O (RAC(T,C)) .
Proof. Let us run that algorithm for time horizon Ti = 2
i for
i ∈ {0, 1, . . .}. Let Ci be the number of changes in the time
horizon Ti. Let us stop at an arbitrary time T such that TI is
the last time horizon used for the algorithm. The cumulative
regret will be bounded by
RAC.1(T,C) ≤RAC.1(2TI − 1, C) (15)
≤
I∑
i=0
RAC(Ti, Ci), (16)
since the regret bound is monotonic. From TI ≤ T ≤ 2TI−1,
C − 1 ≥ ∑Ii=0(Ci − 1) and the definition of RAC(·, ·), we
have
RAC.1(T,C) ≤
(
max
0≤i≤I
R0(Ti, Ci)
) I∑
i=0
Cαi T
1−α
i (17)
From monotonicity of R0(·, ·) and the fact that 0 < α ≤ 0.5,
we have
RAC.1(T,C) ≤ R0(T,C)
I∑
i=0
(
(Ci − 1)αT 1−αi + T 1−αi
)
(18)
Since the maximizing (Ci − 1)’s in (18) are proportionate to
Ti, and T
1−α
i is a power series, we end up with
RAC.1(T,C) ≤ O
(
R0(T,C)
(
CαT 1−α + T 1−α
))
, (19)
which concludes the proof since C ≥ 1.
5Algorithm 2 A General Learning System with Reset
1: Set tr, i.e., the reset period
2: Start Alg. 1
3: Set xt as the belief of Alg. 1
4: for t = 1, 2, . . . , T do
5: Observe lt(xt)
6: if tr divides t then
7: Restart, Alg. 1
8: Reset xt as the belief of Alg. 1
9: end if
10: end for
III. A LOG-COMPLEXITY SUB-OPTIMAL ALGORITHM
In this section, we start by providing a sub-optimal algo-
rithm whose computational complexity has log(T ) overhead
for the time horizon T . To this end, we start by making the
algorithm in Alg. 1 more adaptive.
A. Resetting the Algorithm for Adaptivity
A straightforward approach to incorporate adaptivity into
the general learning system in Alg. 1 is to utilize the resetting
behavior, i.e., forcing the algorithm to reset so that it reini-
tializes its internal parameters to forget the unrelated (or even
adverse) information that is potentially acquired by its past
learning.
Suppose the optimal performance can be achieved by reset-
ting the algorithm in C number of time instances such that
they divide the time horizon T into segments of length tc for
c ∈ {1, . . . , C} as in the dynamic problem in Section II-B.
Even though it is possible to acquire the optimal performance
by resetting the algorithm at time instances Tc (as stated
in Section II-D), in general, we do not have access to Tc.
Henceforth, to start up, we shall naturally investigate the
possible performance when we make the algorithm periodi-
cally reset, i.e., reset every tr times. We can also consider
different resetting policies, however, periodic reset makes
most sense since we have no knowledge of the actual reset
times whatsoever. Moreover, this also coincides with the time
interval selection in [38]–[42]. A summary of the algorithm is
given in Alg. 2.
We point out that selecting a suitable reset period is not
trivial, where the possible integer reset periods we can select
during a time horizon T are tr ∈ {2, . . . , T } (the trivial reset
time tr = 1 is useless since it does not ever make a belief
update, i.e., learn, and will always produce the initial belief x1
in Alg. 1). The question is which reset period would perform
best for our purposes. While choosing the reset period too
long may result in insufficient adaptivity and choosing it too
short result in insufficient learning. If we have access to the
number of changes C or at least an upper bound Cu, we may
optimize tr accordingly. However, we may not even have an
access to a nontrivial Cu; and, even though we do have access
to Cu, this may substantially differ from the true C. Thus, to
this end, we incorporate a belief merging scheme.
Algorithm 3 Parallel Belief Merging
1: Inputs T
2: Set N = ⌈log2 T ⌉
3: Set η =
√
logN
T
4: Start N copies of Alg. 2 with tr = 2
i, i ∈ {1, . . . , N}
5: Initialize pi,1 =
1
N
6: Set xi,t as the belief of i
th Alg. 2 at time t
7: for t = 1, 2, . . . , T do
8: Draw I from the distribution pi,t
9: Set xt = xI,t
10: Observe lt(xi,t) for i ∈ {1, . . . , N}
11: p˜i,t+1 = pi,te
−ηlt(xi,t)
12: pi,t+1 =
p˜i,t+1∑N
j=1 p˜j,t+1
13: end for
B. Parallel Belief Merging for Optimization
We consider all possible reset periods and run in parallel
different versions of the learning system each of which utilizes
a different reset period. We then combine their beliefs in a
mixture of experts framework [47] to achieve the performance
of the best reset period, which coincides with the approach of
a direct aggregation of the hyper-experts. However, running in
parallel T copies (number of all possible reset periods) of the
learning system will increase the computational complexity by
linear-in-time factors. Therefore, instead of mixing all possible
reset periods, we naturally mix only the reset periods that are
powers of 2. If we only mix the reset times from this specific
set, we will only increase the computational complexity with
a logarithmic-in-time factor, which coincides with the expo-
nential quantization of the time intervals as in the geometric
coverage (GC) [40], compact geometric coverage (CGC) [41]
and the dense geometric coverage (DGC) [42]. We force the
ith algorithm, where i ∈ {1, . . . , N} and N = ⌈log2 T ⌉, to
make a reset every 2i time.
Let xi,t denote the belief of the i
th parallel running algo-
rithm at time t. Let us have the probability simplex pi,t, where∑N
i=1 pi,t = 1 and N = ⌈log2 T ⌉. We create our belief xt by
randomly selecting xi,t with the probabilities pi,t. Thus, our
expected belief and expected loss are
E [xt] =
N∑
i=1
pi,txi,t, E [lt(xt)] =
N∑
i=1
pi,tlt(xi,t). (20)
We create the probabilities pi,t with the exponentiated losses
as in the exponential weights algorithm [34]. Thus, pi,t for
i ∈ {1, . . . , N} are updated as
p˜i,t+1 = pi,te
−ηlt(xi,t), (21)
where η is the learning rate. New probabilities are given by
the normalization of (21) as
pi,t+1 =
p˜i,t+1∑N
j=1 p˜j,t+1
. (22)
A summary of the algorithm is given in Alg. 3. We next study
its regret bounds.
6C. Performance Analysis
For performance analysis, we first study the regret bound
of Alg. 2 with an optimized tr.
Lemma 3. Alg. 2 has the following regret bound when its
parameter tr is optimized with the number of changes C,
RA2(T,C) =O(T
1
1+αC
α
1+α ),
where α is as in Assumption 1.
Proof. Suppose our algorithm resets every tr rounds. Then,
our cumulative regret will be generalized by the following.
RA2(T,C) = O
(
T
tr
t1−αr
)
+O (Ctr) , (23)
where the first part of (23) is the sum of the regret bound
for T/tr runs of Alg. 1, and the second part results from the
mismatch between actual reset time and the optimal reset times
assuming the loss is bounded. To minimize (23), we set
t∗r ∼
(
αT
C
) 1
1+α
, (24)
which gives
RA2(T,C) =O(T
1
1+αC
α
1+α ), (25)
and concludes the proof.
The result in Lemma 3 is Hannan consistent (i.e., sublinear)
as long as C is sublinear, which gives us an able albeit
sub-optimal algorithm. However, we still need the number of
changes C to optimize tr. If we do not have access to C, but
an upper bound Cu, we can instead use it to optimize tr.
Corollary 2. Alg. 2 has the following regret bound when Cu ≥
C is used to optimize tr
RA2(T,C) =O(T
1
1+αCu
α
1+α ). (26)
Proof. The result follows from Lemma 3 since Cu ≥ C.
By utilizing the result of Corollary 2, we get the following
Theorem, which provides a bound for unknown C.
Theorem 1. Alg. 3 has the following regret bound
RA3(T,C) = O(T
1
1+αC
α
1+α ) (27)
Proof. The performance of our belief merging is as follows
RA3(T ) = O(
√
T log logT ) +O(T
1
1+αC
α
1+α ). (28)
where the first term in (28) is the mixture redundancy when
the learning rate η is set as the following [47]
η∗ ∼
√
log logT
T
, (29)
and the second term in (28) is the result from Corollary 2
since in the mixture there is a Ci such that C ≤ Ci ≤ 2C.
Since α ≤ 0.5 and log log(T ) is sub-polynomial, we have
RA3(T ) = O(T
1
1+αC
α
1+α ), (30)
which concludes the proof.
Thus, the result in Lemma 3 is achieved without knowing
C at all, and we have created a sub-optimal algorithm (i.e.,
o(T ) regret) with log(T ) computational complexity overhead.
Algorithm 4 First-Level: Shared Merging for Adaptivity
1: Inputs C, T
2: Set σ = CT−1
3: Set η =
√
CT−1 log(T/C)
4: Set N = ⌈log2 T ⌉
5: Start N copies of Alg. 2, each indexed by i ∈ {1, . . . , N}
with reset period 2i and 1st reset time 2i−1
6: Initialize p1,1 = 1, pi,1 = 0 for i ∈ {2, . . . , N}
7: Set xi,t as the belief of i
th Alg. 1 at time t
8: for t = 1, 2, . . . , T do
9: Draw I from the distribution pi,t
10: Set xt
(1) = xI,t
11: Observe lt(xi,t) for i ∈ {1, . . . , N}
12: Find j such that 2jk + 2j−1 = t+ 1 for some k
13: γj,t =
∑N
i=1 pi,te
−ηlt(xi,t), and γi,t = 0 for i 6= j
14: p˜i,t+1 = (1− σ)pi,te−ηlt(xi,t) + σγi,t
15: pi,t+1 =
p˜i,t+1∑N
j=1 p˜j,t+1
16: end for
IV. A LOG2-COMPLEXITY NEAR-OPTIMAL ALGORITHM
We observe that the reason for the suboptimal regret in
Section III is rooted in the mismatch between the optimal
parameters change times Tc as defined in Section II-B and
the algorithm reset times, which are periodical. To solve this
with the parallel aggregation, we need to consider all possible
algorithm reset times and mix them together. However, this
approach would substantially increase the computational com-
plexity. Instead, we observe that because of the exponential
quantization of reset times, all possible Tc instances are
already covered [40]. We utilize this to obtain better bounds.
A. First-Level: Shared Merging for Adaptivity
For this purpose, we make a few changes in Alg. 3, to
realize its full potential. We start the design similarly as in
Section III-B by mixing the reset periods which are powers
of 2, where we force the ith algorithm to make a reset
every 2i time but with the first reset at time 2i−1. We again
denote xi,t as the belief of the i
th algorithm at time t, and
pi,t as its selection probability, and xt
(1) as our belief by
randomly selecting xi,t with pi,t. We again create pi,t with
the exponentiated losses. Moreover, different from Alg. 3, we
also share the probabilities with each other to allow switches
between the parallel running algorithms as in a switching
mixture of experts framework [20], [48]–[51]. This approach
coincides with the weight updates of restarting and sleeping
experts [33]–[37]. The update is
p˜i,t+1 = (1− σ)pi,te−ηlt(xi,t) + σγi,t, (31)
where σ is the probability sharing parameter, η is the learning
rate and γi,t is the mixture weight, which is given by
γi,t =
{∑N
i=1 pi,te
−ηlt(xi,t), if i resets at t+ 1
0, otherwise
. (32)
New probabilities are similarly given by normalization. A
summary of the algorithm is provided in Alg. 4.
7Algorithm 5 Second-Level: Parallel Merging for Optimization
1: Inputs T, η
2: N = ⌈log2 T ⌉
3: Start N copies of Alg. 4, indexed by i ∈ {1, . . . , N} with
parameters C = 2i, T = T .
4: Initialize p
(1)
i,1 = 1/N for i ∈ {1, . . . , N}
5: Set xi,t
(1) as the belief of the ith Alg. 4
6: for t = 1, 2, . . . , T do
7: Draw I from the distribution p
(1)
i,t
8: xt
(2) = xI,t
(1)
9: Observe E
[
lt(x
(1)
i,t )
]
for i ∈ {1, . . . , N}
10: Incur loss lt(xt
(2))
11: p˜
(1)
i,t+1 = p
(1)
i,t e
−η′E[lt(xi,t(1))]
12: p
(1)
i,t+1 =
p˜
(1)
i,t+1∑N
j=1 p˜
(1)
j,t+1
.
13: end for
B. Second-Level: Parallel Merging for Optimization
A straightforward setting of σ and η in Alg. 4 are [1]
σ0 =
1
T
, η0 =
1√
T
. (33)
However, if we know the number of switches we need to make
between our N parallel running algorithms (to account for the
change in nature), then, we can optimize σ and η.
Let C˜ be the number of switches needed to be made between
our algorithms for optimal performance. Then the optimal
selection of the parameters σ and η are given by [1], [20]
σ
C˜
=
C˜
T
, η
C˜
∼
√
C˜ log(T/C˜)
T
. (34)
However, one cannot know the number of switches C˜ needed
to be made between our algorithms for optimal performance
since the problem is sequential. Hence, to avoid the need for
this a priori information, we consider the set of exponentially
quantized number of switches C˜ ∈ {20, 21, . . .} and run
copies of our first-level merging algorithm in Alg. 4 whose
parameters are optimized with a particular value of C˜ and
merge their beliefs similar in spirit to Alg. 3. This approach
increases the computational complexity by only log(T ).
Let xi,t
(1) denote the belief of the ith parallel running first-
level mixture at time t. Let us have the probability simplex
p
(1)
i,t , where again
∑N
i=1 p
(1)
i,t = 1 and N = ⌈log2 T ⌉ (which is
the number of first-level mixture algorithms run in parallel).
We create our belief xt
(2) by randomly selecting xi,t
(1) with
the probabilities p
(1)
i,t . We create the probabilities p
(1)
i,t with the
exponentiated expected losses. Thus,
p˜
(1)
i,t+1 = p
(1)
i,t e
−η′E[lt(xi,t(1))], (35)
where η′ is the learning rate of the second-level mixture and
E
[
lt(xi,t
(1))
]
is the expected loss of the ith first-level mixture.
New probabilities are given by normalization and the summary
of the algorithm is provided in Alg. 5.
C. Performance Analysis
In this section, we will analyze the performance of our
algorithm specifically in terms of the expected regret it incurs.
We will build up the total expected regret our double mixture
algorithm incurs, starting with the regret incurred from the
second-level merging, then first-level merging, and finally
from the learning systems with the reset periods.
1) Regret of the Second-Level: The regret of Alg. 5 derives
similarly to Alg. 3 as shown in the following lemma.
Lemma 4. When the learning rate of Alg. 5 is set to
η′ =
√
log logT
T
, (36)
we incur the following regret
RA5(T,C) ≤ O
(√
T log logT
)
+RA4(T,C), (37)
where RA4(T,C) is the regret of the any first-level algorithm
(i.e., Alg. 4) in the mixture.
Proof. The proof follows from the proof of Theorem 1.
With a regret redundancy of O
(√
T log logT
)
, we achieve
the performance of the best first-level algorithm in our mixture.
2) Regret of the First-Level: Let C˜ be the number of
switches needed to be made between our parallel run of Alg.
2 in Alg. 4 to achieve the minimum cumulative loss (i.e., the
best switching path). We have the following regret RA4(T,C)
incurred by the first-level mixture against the best switching
path between the parallel-run learning systems [30].
Lemma 5. When Alg. 4 is run with some Ci such that C˜ ≤
Ci ≤ 2C˜, it has the following regret
RA4(T,C) = O
(√
T C˜ log(T/wC)
)
+RP (T, C˜), (38)
where RP (T,C) is the regret of the best switching path.
Proof. The proof follows from the regret of the switching
experts [20], [30], where when the parameters are optimized
as in (34), we have the following
RA4(T,C) = O
(√
T C˜ log(T/C˜)
)
+ RP (T, C˜), (39)
where RP (T,C) is the regret of the best switching path, which
concludes the proof.
3) Regret of the Learning Systems: Let us denote the length
of the c˜th time segment, which constitutes a single period of
one of the parallel running Alg. 2 in the mixture of Alg. 4
as tc˜ ∈ {20, 21, 22, . . .}, where c˜ ∈ {1, 2, . . . , C˜}. (note that,∑C˜
c˜=1 tc˜ = T ). For the cumulative regret resulting form Alg.
2 in C˜ time segments, we have the following lemma.
Lemma 6. The regret of the best switching path RP (T, C˜) of
Alg. 2 in Alg. 4 is
RP (T, C˜) ≤ O
(
C˜αT 1−α
)
, (40)
8Proof. The regret of the best switching pathRP (T, C˜) is given
by the sum of the regrets from all the c˜th segments, which is
RP (T, C˜) ,
C˜∑
c˜=1
RA1(tc˜) ≤
C˜∑
c˜=1
O(t1−αc˜ ) (41)
≤O
(
C˜αT 1−α
)
, (42)
where we used Assumption 1 and the concavity of RA1(·) to
conclude the proof.
4) Total Regret of the Approach: When a change in the
optimal parameter happens, the best possible switching path
in the first-level mixture will switch to the algorithm with
the longest reset period that makes a reset at that time and
continue switching to another algorithm with longer reset
period whenever possible to minimize the regret. In the worst
case scenario, we will have to first switch to the algorithm
with the shortest reset time and build our way up from there,
e.g., during the cth time segment, we will follow the following
path: spend 1 time in the first algorithm, then 2 times in the
second algorithm, then 4 times in the third and so on. Hence,
we have the following lemma.
Lemma 7.
C˜ ≤ O(C log(T/C)) (43)
Proof. Let nc be the number of changes in the c
th segment
with length tc, where the optimum parameter x
(c)
∗ stay the
same. Since nc ≤ O(log(tc)), we have
C˜ ,
C∑
c=1
nc ≤
C∑
c=1
O(log(tc)) (44)
≤O(C log(T/C)), (45)
from the concavity of logarithm, which concludes the proof.
To get the final results, all that is left is to combine Lemma
4, 5, 6 and 7.
Theorem 2. Alg. 5 has the following regret bound
RA5(T,C) = O˜(C
αT 1−α), (46)
in time horizon T , and optimal parameter changes C.
Proof. By combining Lemma 4, 5, 6, we have
RA5(T,C) =O(
√
T log log(T )) +O(
√
C˜T log(T/C˜))
(47)
+O(C˜αT 1−α). (48)
Putting in the result in Lemma 7 and the fact that α ≤ 0.5,
C ≤ T concludes the proof.
Thus, with Alg. 5 and Theorem 2, we have successfully
created a near-optimal algorithm (i.e., O˜(CαT 1−α) regret)
with log2(T ) computational complexity overhead.
Algorithm 6 Recursive Merging
1: Inputs T
2: Create expert x0,t which is the belief of Alg. 1
3: Create expert x1,t as follows: for t ∈ {1, . . . , T/2}, it
is the belief of an Alg. 6 with input T/2; and for t ∈
{T/2 + 1, . . . , T } it is the belief of another Alg. 6 with
input T/2
4: Set η =
√
1
T
5: Initialize p0,1 = 1/2 and p1,1 = 1/2
6: for t = 1, 2, . . . , T do
7: Draw I from the distribution pi,t
8: xt = xI,t
9: Incur loss lt(xt)
10: p˜i,t+1 = pi,te
−ηE[lt(xi,t)]
11: pi,t+1 =
p˜i,t+1∑2
j=1 p˜j,t+1
.
12: Output E [lt(xt)] , p0,tlt(x0,t) + p1,tE [lt(x1,t)]
13: end for
V. A LOG-COMPLEXITY OPTIMAL ALGORITHM
In this section we develop an optimal algorithm, which
has log(T ) computational complexity overhead. We observe
that while the first-level merging in Section IV is required
to aggregate different reset times (which also exists in the
algorithm of Section III), the second-level merging is only for
a parameter optimization scheme. Hence, if we can merge the
belief in a way that this optimization is no longer required,
then we can create a more efficient algorithm. We do this
inherent optimization by recursive merging of the beliefs
instead of the traditional parallel merging, which we name
the Recursive Experts.
A. The Recursive Experts
Instead of a time interval selection scheme, our dynamic
algorithm develops naturally by considering the aggregation
of the static algorithm (the base algorithm) with a dynamic
version recursively. In our algorithm, given a time horizon T ,
we will merge the static algorithm, which will run for T times,
with its dynamic counterpart, which will reset at the middle
of the time horizon, i.e., T/2, to incorporate adaptivity. Thus,
our recursive algorithm works as the following. For a given
runtime τ , the recursive algorithm is a mixture between the
learning system given in Alg. 1 that runs for τ times and
the recursive algorithm itself with runtime τ/2 followed by
another run of the recursive algorithm with runtime τ/2.
We denote x0,t as the belief of the static algorithm at time t,
and x1,t as the belief of the dynamic algorithm (the recursive
mixture). We denote their selection probabilities p0,t and p1,t
respectively. We set xt as our belief by randomly selecting
xi,t with the probabilities pi,t, and output the expected loss
E [lt(xt)] , p0,tlt(x0,t)+p1,tE [lt(x1,t)] to use for the mixture
in the higher level of the recursion. We again create the
probabilities pi,t with the exponentiated expected losses. A
description of the algorithm is given in Alg. 6. Next, we will
study its regret.
9B. Performance Analysis
In this section, we analyze the regret of our algorithm.
Let the regret of Alg. 6 be RA6(T,C) for a time horizon
T and number of changes C. We structure the indexing of
the recursive algorithm with a binary tree splitting, i.e., the
recursive algorithm indexed (i, j) will be the jth sequential
run at the ith level, which splits into the (2j−1)th and (2j)th
runs at the (i + 1)th level in its recursion, starting from the
index (0, 1) at the top-level. Let R
(i,j)
A6 (Ti, Ci,j) be the regret
of the recursive algorithm indexed (i, j). Then, we naturally
have
RA6(T,C) = R
(0,1)
A6 (T0, C0,1), (49)
where T0 = T and C0,1 = C.
1) Recursive Regret: Our regret bounds will have a recur-
sive relation as will be shown in the following two Lemmas.
Lemma 8. Alg. 6 indexed with (i, j) will have the following
regret when Ci,j = 1
R
(i,j)
A6 (Ti, 1) ≤ O(
√
Ti) +RA1(Ti), (50)
where RA1(τ) is the regret of the base algorithm in Ti times
as in Assumption 1.
Proof. The proof follows from the fact that the recursive
algorithm is a mixture of two experts between the base
algorithm and the next level of the recursive algorithm. When
using the learning parameter η ∼ T−
1
2
i in a mixture of two
experts setting [47], we incur the redundancy O(
√
Ti).
Lemma 9. Alg. 6 indexed with (i, j) will have the following
regret when Ci,j > 1
R
(i,j)
A6 (Ti, Ci,j) ≤O(
√
Ti) +R
(i+1,2j)
A6 (Ti+1, Ci+1,2j) (51)
+R
(i+1,2j−1)
A6 (Ti+1, Ci+1,2j−1) (52)
where Ci+1,2j−1 + Ci+1,2j ≤ Ci,j + 1 and Ti+1 = Ti/2.
Proof. The proof follows from the fact that the recursive algo-
rithm is a mixture of two experts between the base algorithm
and the deeper level of the recursive algorithm. The number
of Ci,j segments in Ti times will split into Ci+1,2j−1 and
Ci+1,2j segments which happen in the former and the latter
Ti/2 run of the recursive algorithm, respectively. Because of
the split at Ti/2, total number of changes are increases by at
most 1.
Corollary 3. For any level i, we have the following
2i∑
j=1
(Ci,j − 1) ≤ C − 1. (53)
Proof. The proof follows from Lemma 9; where when we
move in the recursion, we have (Ci+1,2j−1 − 1)+ (Ci+1,2j −
1) ≤ Ci,j − 1.
2) Mixture Redundancy: Let R
(i,j)
M (T,C) be the mixture
redundancy we incur from jth run of the recursive algorithm
at level i for time horizon T and number of segments C. This
redundancy is the first term in the regret bounds of Lemma 8
and 9. From these Lemmas, we observe that while Lemma 9
holds, this redundancy is O(
√
Ti); however, when Lemma 8
is true for (i, j), the mixture redundancy of the recursion from
then on becomes 0 since the recursion stops at (i, j).
Lemma 10. The total mixture redundancy of Alg. 6 with time
horizon T and parameter change C is
RM (T,C) = O(
√
CT ). (54)
Proof. For each recursive level i of the algorithm with time
length Ti, we have a regret redundancy of O(
√
Ti) because
of the parallel merging of two algorithms as stated in Lemma
8 and 9 (the first terms). Starting from the top-level, we will
only move down to a lower level, if there is a change in that
specific time segment of the recursive algorithm (i.e., Ci,j >
1). At each ith level, we will have 2i number of segments
(i.e., j ∈ {1, . . . , 2i}) of length 2−iT (assume T = 2N for
some N ). For the total mixture redundancy of the ith level,
R
(i)
M (T,C), we have
R
(i)
M (T,C) =
2i∑
j=1
R
(i,j)
M (T,C). (55)
Since the total parameter change is C, from Corollary 3, we
know that there can be at most C−1 segments with Ci,j > 1,
which will be split and move down in the recursion. Once
we move down, we will incur the mixture redundancy of that
level where the time length is 2−i−1T as in Lemma 8 and 9. If
2i ≤ C, then, at worst case, we will incur redundancy from all
2i+1 segments in the next level. On the other hand, if C ≤ 2i,
we will recur redundancy from at most 2C segments (because
of the split). Thus, the redundancy incurred from (i + 1)th
level is
R
(i+1)
M (T,C) ≤ min(2C, 2i+1)O
(√
T
2i+1
)
, (56)
since Mi+1,j are either 0 or O(
√
T/2i+1). Let 2K ≤ C ≤
2K+1 for some K . Then, we have
RM (T,C) ,
N∑
i=0
R
(i)
M (T,C)
≤
K∑
i=0
O
(√
2iT
)
+
N∑
i=K+1
O
(√
4C2T
2i
)
≤O
(√
2K+1T
)
+O
(
C
√
T√
2K+1
)
=O
(√
CT
)
, (57)
where we used (56), the sum of power series, and the bounds
on C successively, which concludes the proof.
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3) Regret of the Base Algorithms: Next, we study the regret
of the time segments that run Alg. 1. After the mixture, we
reach the regret of these time segments by lieu of Lemma 8.
Lemma 11. The cumulative regret resulting from Alg. 1 that
is used in Alg. 6 in a time segment of length tc (where the
optimal in hindsight remains unchanged) is
RS(tc) = O(t
1−α
c ). (58)
Proof. In our algorithm, each time segment tc is broken
down to smaller parts of τm for m ∈ {1, . . . ,M} for
some M . There are two possible cases: either for some m∗,
τm∗ is singlehandedly the largest part; or for some m
∗ and
m∗ + 1, τm∗ and τm∗+1 are equally the largest part. In both
cases, τm is strictly increasing for m < m
∗ (otherwise we
could combine the adjacent equal length parts). Similarly,
τm is strictly decreasing for m > m
∗ and m > m∗ + 1
respectively for the same reasons. In the first case, we see
that τm∗ ≤ tc ≤ 3τm∗ − 2. Similarly, in the second case,
2τm∗ = 2τm∗+1 ≤ tc ≤ 4τm∗ − 2. In both cases, the left
and right sides of the biggest part(s) will be made of a subset
of the possible part lengths (which are powers of 2) less than
τm∗ . Let τm∗ = 2
l. To upper bound the regret, we may simply
sum for all the part length up to 2l. For both cases, this is
RS(tc) ≤2
l∑
i=0
RA1(2
i) (59)
=2
l∑
i=0
O
(
2(1−α)i
)
(60)
≤O (t1−αc ) , (61)
which uses the sum of power series, the fact that τj∗ ≤ tc,
and α ≤ 0.5 to conclude the proof.
Hence, for the C segments where the optimal parameter in
hindsight remains unchanged, we have the following Lemma.
Lemma 12. The cumulative regret resulting from Alg. 1 that
is used in Alg. 6 in a time horizon T is
RSC(T,C) = O(C
αT 1−α). (62)
Proof. The proof comes from the concavity of RS(·).
4) Total Regret of the Recursive Experts: Thus, by sum-
ming the mixture redundancy with the regret of the base
algorithms, we reach the total regret of our approach.
Theorem 3. The regret of Alg. 6 for known time horizon T is
RA6(T,C) = O
(
CαT 1−α
)
. (63)
Proof. By combining the results of Lemma 10, 12; we have
RA6(T,C) ,RMC(T,C) +RSC(T,C). (64)
=O(
√
CT ) +O(CαT 1−α) (65)
=O(CαT 1−α), (66)
since α ≤ 0.5, C ≤ T , which concludes the proof.
Thus, with Alg. 6 and Theorem 3, we have succeeded in
constructing an optimal algorithm (i.e., O(CαT 1−α) regret)
with only log(T ) computational complexity overhead.
VI. CONCLUSION
In this paper, we have introduced an algorithm for general
sequential learning systems that achieves adaptivity in dy-
namic environments, which incorporates reset periods into the
learning systems and efficiently merges their beliefs. We have
developed three algorithms with varying degrees of efficiency
to merge sequential learning systems to work in dynamic
environments. Our initial algorithm in our development was a
simple merger with log-complexity sub-optimal regret bounds,
i.e., o(T ). Our second algorithm was smarter in the sense
that it comprehensively utilized its hyper-experts derived from
the base algorithm to achieve near-optimal regret bounds,
i.e., O˜(CR(T/C)), where R(·) is the static regret of the
base algorithm, with log2(T ) complexity. Our final algorithm,
which we call the Recursive Experts was more sophisticated,
where with only log(T ) complexity, we were able to achieve
optimal regret bounds, i.e., O(CR(T/C)). Hence, we have
constructed an efficient strategy of merging general learning
systems, which is minimax optimal up to constant factors.
REFERENCES
[1] N. Cesa-Bianchi and G. Lugosi, Prediction, learning, and games.
Cambridge university press, 2006.
[2] H. V. Poor, An Introduction to Signal Detection and Estimation. NJ:
Springer, 1994.
[3] J. Moody and M. Saffell, “Learning to trade via direct reinforcement,”
IEEE Transactions on Neural Networks, vol. 12, no. 4, pp. 875–889, Jul
2001.
[4] R. Song, F. L. Lewis, and Q. Wei, “Off-policy integral reinforcement
learning method to solve nonlinear continuous-time multiplayer nonzero-
sum games,” IEEE Transactions on Neural Networks and Learning
Systems, vol. PP, no. 99, pp. 1–10, 2016.
[5] H. S. Chang, J. Hu, M. C. Fu, and S. I. Marcus, “Adaptive adversarial
multi-armed bandit approach to two-person zero-sum markov games,”
IEEE Transactions on Automatic Control, vol. 55, no. 2, pp. 463–468,
Feb 2010.
[6] H. R. Berenji and P. Khedkar, “Learning and tuning fuzzy logic
controllers through reinforcements,” IEEE Transactions on Neural Net-
works, vol. 3, no. 5, pp. 724–740, Sep 1992.
[7] H. Ozkan, M. A. Donmez, S. Tunc, and S. S. Kozat, “A deterministic
analysis of an online convex mixture of experts algorithm,” IEEE
Transactions on Neural Networks and Learning Systems, vol. 26, no. 7,
pp. 1575–1580, July 2015.
[8] N. D. Vanli, M. O. Sayin, I. Delibalta, and S. S. Kozat, “Sequential
nonlinear learning for distributed multiagent systems via extreme learn-
ing machines,” IEEE Transactions on Neural Networks and Learning
Systems, vol. PP, no. 99, pp. 1–13, 2016.
[9] M. Zinkevich, “Online convex programming and generalized infinitesi-
mal gradient ascent,” in Proceedings of the 20th International Confer-
ence on Machine Learning (ICML-03), 2003, pp. 928–936.
[10] E. Hazan, A. Kalai, S. Kale, and A. Agarwal, “Logarithmic regret algo-
rithms for online convex optimization,” in Learning Theory, G. Lugosi
and H. U. Simon, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg,
2006, pp. 499–513.
[11] K. Gokcesu and S. S. Kozat, “Online density estimation of nonstationary
sources using exponential family of distributions,” IEEE Transactions on
Neural Networks and Learning Systems, vol. 29, no. 9, pp. 4473–4478,
2018.
[12] F. M. J. Willems, “Coding for a binary independent piecewise-
identically-distributed source.” IEEE Transactions on Information The-
ory, vol. 42, no. 6, pp. 2210–2217, 1996.
[13] N. Merhav, “On the minimum description length principle for sources
with piecewise constant parameters,” IEEE Transactions on Information
Theory, vol. 39, no. 6, pp. 1962–1967, Nov 1993.
[14] K. Gokcesu and S. S. Kozat, “Online anomaly detection with minimax
optimal density estimation in nonstationary environments,” IEEE Trans-
actions on Signal Processing, vol. 66, no. 5, pp. 1213–1227, 2018.
11
[15] G. I. Shamir and N. Merhav, “Low-complexity sequential lossless coding
for piecewise-stationary memoryless sources,” IEEE Transactions on
Information Theory, vol. 45, no. 5, pp. 1498–1519, Jul 1999.
[16] I. Delibalta, K. Gokcesu, M. Simsek, L. Baruh, and S. S. Kozat, “Online
anomaly detection with nested trees,” IEEE Signal Processing Letters,
vol. 23, no. 12, pp. 1867–1871, Dec 2016.
[17] K. Gokcesu, M. M. Neyshabouri, H. Gokcesu, and S. S. Kozat, “Se-
quential outlier detection based on incremental decision trees,” IEEE
Transactions on Signal Processing, vol. 67, no. 4, pp. 993–1005, 2019.
[18] S. Bubeck and N. Cesa-Bianchi, “Regret analysis of stochastic and
nonstochastic multi-armed bandit problems,” Foundations and Trends
in Machine Learning, vol. 5, no. 1, pp. 1–122, 2012.
[19] N. Cesa-Bianchi, Y. Mansour, and G. Stoltz, “Improved second-order
bounds for prediction with expert advice,” Machine Learning, vol. 66,
no. 2-3, pp. 321–352, 2007.
[20] K. Gokcesu and S. S. Kozat, “An online minimax optimal algorithm for
adversarial multiarmed bandit problem,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 29, no. 11, pp. 5565–5580, 2018.
[21] A. C. Singer and M. Feder, “Universal linear prediction by model order
weighting,” IEEE Transactions on Signal Processing, vol. 47, no. 10,
pp. 2685–2699, Oct 1999.
[22] ——, “Universal linear least-squares prediction,” in Information Theory,
2000. Proceedings. IEEE International Symposium on, 2000, pp. 81–81.
[23] N. D. Vanli, K. Gokcesu, M. O. Sayin, H. Yildiz, and S. S. Kozat,
“Sequential prediction over hierarchical structures,” IEEE Transactions
on Signal Processing, vol. 64, no. 23, pp. 6284–6298, Dec 2016.
[24] G. Grimmett and D. Stirzaker, Probability and random processes.
Oxford university press, 2001.
[25] V. G. Vovk, “Aggregating strategies,” in Proceedings of the Third Annual
Workshop on Computational Learning Theory, ser. COLT ’90. San
Francisco, CA, USA: Morgan Kaufmann Publishers Inc., 1990, pp. 371–
386. [Online]. Available: http://dl.acm.org/citation.cfm?id=92571.92672
[26] E. C. Hall and R. M. Willett, “Online optimization in dynamic environ-
ments,” arXiv preprint arXiv:1307.5944, 2013.
[27] A. Jadbabaie, A. Rakhlin, S. Shahrampour, and K. Sridharan, “Online
optimization: Competing with dynamic comparators,” in Artificial Intel-
ligence and Statistics, 2015, pp. 398–406.
[28] S. Rakhlin and K. Sridharan, “Optimization, learning, and games with
predictable sequences,” in Advances in Neural Information Processing
Systems, 2013, pp. 3066–3074.
[29] H. Gokcesu and S. S. Kozat, “Efficient online convex optimization
with adaptively minimax optimal dynamic regret,” arXiv preprint
arXiv:1907.00497, 2019.
[30] M. Herbster and M. K. Warmuth, “Tracking the best expert,” Machine
Learning, vol. 32, no. 2, pp. 151–178, 1998.
[31] Y. Freund and R. E. Schapire, “A decision-theoretic generalization of on-
line learning and an application to boosting,” Journal of Computer and
System Sciences, vol. 55, no. 1, pp. 119 – 139, 1997. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S002200009791504X
[32] E. Lehrer, “A wide range no-regret theorem,” Games and Economic
Behavior, vol. 42, no. 1, pp. 101–115, 2003.
[33] A. Blum and Y. Mansour, “From external to internal regret,” Journal of
Machine Learning Research, vol. 8, no. Jun, pp. 1307–1324, 2007.
[34] E. Hazan and C. Seshadhri, “Efficient learning algorithms for changing
environments,” in Proceedings of the 26th annual international confer-
ence on machine learning, 2009, pp. 393–400.
[35] A. Chernov and V. Vovk, “Prediction with expert evaluators advice,” in
International Conference on Algorithmic Learning Theory. Springer,
2009, pp. 8–22.
[36] Y. Freund, R. E. Schapire, Y. Singer, and M. K. Warmuth, “Using and
combining predictors that specialize,” in Proceedings of the twenty-ninth
annual ACM symposium on Theory of computing, 1997, pp. 334–343.
[37] D. Adamskiy, W. M. Koolen, A. Chernov, and V. Vovk, “A closer look
at adaptive regret,” The Journal of Machine Learning Research, vol. 17,
no. 1, pp. 706–726, 2016.
[38] A. Gyorgy, T. Linder, and G. Lugosi, “Efficient tracking of large classes
of experts,” IEEE Transactions on Information Theory, vol. 58, no. 11,
pp. 6709–6725, 2012.
[39] L. Zhang, T. Yang, Z.-H. Zhou et al., “Dynamic regret of strongly
adaptive methods,” in International Conference on Machine Learning,
2018, pp. 5882–5891.
[40] A. Daniely, A. Gonen, and S. Shalev-Shwartz, “Strongly adaptive online
learning,” in International Conference on Machine Learning, 2015, pp.
1405–1411.
[41] L. Zhang, T.-Y. Liu, and Z.-H. Zhou, “Adaptive regret of convex and
smooth functions,” 2019.
[42] L. Zhang, S. Lu, and T. Yang, “Minimizing dynamic regret and adaptive
regret simultaneously,” 2020.
[43] K. Gokcesu and H. Gokcesu, “A generalized online algorithm for
translation and scale invariant prediction with expert advice,” arXiv
preprint arXiv:2009.04372, 2020.
[44] N. Littlestone and M. Warmuth, “The weighted ma-
jority algorithm,” Information and Computation, vol. 108,
no. 2, pp. 212 – 261, 1994. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0890540184710091
[45] S. Hart and A. Mas-Colell, “A general class of adaptive strategies,”
Journal of Economic Theory, vol. 98, no. 1, pp. 26 – 54, 2001.
[46] W. Hoeffding, “Probability inequalities for sums of bounded random
variables,” in The Collected Works of Wassily Hoeffding. Springer,
1994, pp. 409–426.
[47] N. Cesa-Bianchi, Y. Freund, D. Haussler, D. P. Helmbold, R. E. Schapire,
and M. K. Warmuth, “How to use expert advice,” J. ACM, vol. 44, no. 3,
pp. 427–485, May 1997.
[48] T. Moon, “Universal switching fir filtering,” IEEE Transactions on
Signal Processing, vol. 60, no. 3, pp. 1460–1464, March 2012.
[49] A. J. Bean and A. C. Singer, “Universal switching and side information
portfolios under transaction costs using factor graphs,” IEEE Journal of
Selected Topics in Signal Processing, vol. 6, no. 4, pp. 351–365, Aug
2012.
[50] S. S. Kozat and A. C. Singer, “Universal switching linear least squares
prediction,” IEEE Transactions on Signal Processing, vol. 56, no. 1, pp.
189–204, Jan 2008.
[51] ——, “Universal randomized switching,” IEEE Transactions on Signal
Processing, vol. 58, no. 3, pp. 1922–1927, March 2010.
