Abstract. In this paper, two-dimensional cubature error bounds are developed. It is assumed that the function to be integrated is analytic, and that the domain of integration is contained in [-1, 1] X [-1, 1] .
Introduction.
The purpose of this paper is to develop cubature error bounds for a general class of rules. The weight function is not required to be unity and the region of integration need not be a square. It is assumed that the function /, to be integrated, is jointly analytic in each variable inside a disc of radius r > 1. We employ a technique similar to that used by Stenger [17] , and apply the cubature error functional to the double Taylor series for /. This analysis has the advantage of being elementary and leads to derivative-free error bounds.
Many of the cubature error results which have appeared in the literature are restricted to cross-product rules. We mention the work of the following authors: [1] , [8] , [13] , [18] . In general, these bounds cannot be easily extended to nonproduct rules.
It is possible to use the kernel theorems of Sard [14] to obtain error bounds for nonproduct rules. However, these bounds involve partial derivatives of /, which are often difficult to work with. In using Sard's results, as given in [19, Chapter 5] one must decide which of the many possible spaces Bv," B[p,a] to work in. It may be necessary to take several values of p and q to find an acceptable error bound. Stroud [19, Chapter 8] has recently computed the Sard error constants for several cubature rules. Most of these constants are for rules over [-1, 1] X [-1, 1]. They are difficult to compute, and impractical to tabulate for moderately high order rules in 3 or more dimensions.
Barnhill [2] has used Hubert space techniques to develop derivative-free error bounds. His results are not restricted to cross-product rules and the domain of integration need not be a square. We remark that Chawla [4] has also obtained derivative-free cubature error bounds through Cauchy's formula. Chawla's error bounds are similar to Barnhill's. The error constants, for both of these error bounds and the bounds developed in this paper, depend on the region of regularity of /. It is therefore necessary to tabulate several error constants for a fixed cubature rule. Stroud [19] has recently tabulated the Barnhill error constants for several rules. However, the error constants necessary for the practical application of Chawla's error bound have not been tabulated.
In Section 2 of this paper, we give an elementary derivation of an error bound for a general cubature rule in two dimensions. Several numerical examples are given which illustrate the application of the theory. The error bound obtained in this paper is compared with the error bounds of Barnhill and Chawla in Section 3. The error constants needed for our bound are tabulated in Section 4 for several of the rules which appear in [19] .
Although we treat only the two-dimensional case here, the extension of our results to higher dimensions will be obvious. X[-l, 1].
In the following work, z = x + iu and w = y + iv, where x, y, u and v are real. Let Br denote the closed bicylinder of radius r > 1, defined by {(z, w) : \z\ ^ r, \w\ ^ z-j. The class of all functions f(z, w) that are real when z and w are real and such that /(z, w) is analytic in BT is designated by A(BT). where the value in parentheses indicates the power of 10 by which the preceding number should be multiplied.
The integrand is in AiB,) for 1 < r < 3zr. By our above remarks and (2.2), |£| g er(20 -2z-)"2 tan(//6).
The right side of this inequality is minimized when r = 6 in Table 1 . For this value of r, we obtain |F| g .1230 (-6) . The true error is |£| = .6430(-9).
The error bound (2.2) can be improved if (2.1) is a fully symmetric rule [7] . Consider the function g defined by
where the asterisk indicates that the sum is to be taken over the even indices only, and f(±z, ±w) = fix, w) + fi-z, w) + fi-z, -w) + fiz, -w). Taking r = 6 in Table 2 , we obtain \E\ g .1081(-4). The actual error is \E\ =
.7549(-6).
In A similar formula can be established for cross-product cubature rules. Inequalities (2.2) and (2.6) suggest the error bound
This error bound is more convenient than (2.2) in the sense that the error constant c, unlike e" does not depend on r. However, the bound given by (2.7) is somewhat worse than that given by (2.2). This is particularly true when 1 < r < 2. Numerical experiments also indicate that eT is generally preferable to c for characterizing (2.1) and comparing cubature rules. In Table 3 , we have tabulated er and c5(r) to facilitate a comparison between the error bounds (2.2) and (2.7).
3. Barnhill and Chawla Error Bounds. Error estimates for (2.1) can be developed by using Hubert space techniques. This theory is due to Barnhill [2] and is summarized in Stroud [19, Chapter 5] . Chawla [4] has recently obtained cubature error bounds similar to Barnhill's, through the use of Cauchy's integral formula. In this section, we compare (2.2) with the error bounds of Barnhill and Chawla.
Let |p denote the set of points in the complex plane which are interior to the ellipse with foci at z = ±1, semimajor axis a, semiminor axis /3 = (a2 -1)1/2 and p -(a + b)2 > 1. Designate by £p X £p the set of all pairs of complex numbers (z, w), (It should be noted that p = ia + b)2 here, whereas p = (a + b) in [4] .) The double prime on the summation sign indicates that the terms having p = 0 or v = 0 are to be multiplied by \. (Due to a misprint, the previous multiplier is given incorrectly as \ in [4] .) In (3.7), Tfx) denotes the p.th Chebyshev polynomial of the first kind.
Suppose/ G AiBa). Since b = è(P1/2 -P~1/2) < Kp'/2 + P~>n) = a,lXlQ Ba and M, g Mid). By (3.5) and (3.6),
and (3.9) |£(/)| g cpMia). Table 4 indicates that zz «¿ ¿z for large p. More precisely, a -b = p~1/2. For large p, the error bounds (3.8) and (3.9) are more convenient and give essentially the same results as (3.5) and (3.6), respectively. If we take r = a in (2.2), then (2.2), (3.8), and (3.9) have analogous forms. For large p, it is reasonable to compare these error bounds by comparing ea with irabd,, and c". Since ab = iP -P'l)/4, (3.3) and (3.13) imply Finally, (3.7) and (3.14) give
trabd,, ~ 2 p 2d.
The proof follows from these asymptotic equalities.
It is possible to simplify the right-hand sides of (3.10) and If/»i = p, = P and £(xp+1) = £(yp+l), then 2" = 2 |£(xp+1)|, 2, = [2(j? + 2)]1/2-|£(xp+1)| and 2C = V2\E(xv+1)\, since £(xp+1) and £(yp+1) are the only nonzero errors of the form E(xY), i* + v = p + 1. The proof now follows from Theorem 2.
We mention that the second part of the corollary applies to cross-product rules in which the same quadrature rule is used in both the x and y variables.
It is possible to bracket the right-hand sides of (3.10) and (3.11) for nonproduct cubature rules. Let zz denote the number of nonzero terms in the set of errors (£(x"/):p + y=p+ I}.
Corollary 2.
-Lp + 2j to obtain upper and lower bounds for 20/2,¡ and 2"/2c. Note that zz ^ p + 2 and, therefore, the right-hand side of (3.16) is at most 1. For fully symmetric rules, zz g (p + 3)/2. We remark that it is possible to have equality on the left-or right-hand sides of (3.16) or (3.17). It is not hard to construct specific rules to exhibit this. In fact, Corollary 1 defines classes of rules for which we have equality on the right-hand side of (3.16) and both sides of (3.17). These quantities are tabulated in Table 5 . .
4533(-3) .7749(-3) .7954(-3) .2291(-3)
.2288(-3) 4.0 61.9839 .754fX-4) .7462 (-4) .
1309( -3) .1309(-3) .3767Í-4)
.3767(-4) 6.0 141.9930 .6236 (-5) .6207 (-5) .1089 (-4) .1089 (-4) .3133 (-5) .3133(-5) 8.0 253.9961 .1087 (-5) .1084 (-5) .
1903( -5) .1903(-5)
.5474 (-6) .5474 (-6) In this example, zz = 4 and Corollary 2 gives .2500 ^ limejrabd,, g .7560 P-.co and 1 ^ lim e"/cp ^ 2.
p-tco
The actual limits are equal to .5699 and 1.9812, to 4 places. 4 . Error Constants.
The constant e, gives valuable information about (2.1), since it allows one to compare the relative merits of one cubature rule with another. Table 6 Values .9324 (-6) .7203 (-6) . 1528 (-5) .2154(-5) (-6) . 1524 (-6) .1177 .3234<-1) . 1240(-1) .5646(-2) 1558(-2) .2172<-3) .7442 (-5) .7187 (-6) .2440(-7) .2722(-8) Table 8 Values Tables 6, 6 ', 7 and 8, we have used Stroud's notation to define a cubature rule rather than listing its weights and nodes as in (2.1). Table 9 gives the error coefficient c for two families of cubature rules for the disc, x2 + y2 g 1. The spherical product rules [20] are defined by Both (4.1) and (4.2) have precision 2zi -1.
In carrying out the calculations in this paper, it was observed that the errors FfxY), p + v ^ p + 1, do not change sign for the following nonproduct rules:
Cn : 5-5, zz = 2; C2 : 5-5, C2 : 5-6, C2 : 7-5, Sn : 5-5, zz = 2; S" : 5-6, zz = 2 and the rule in Example 2. Consequently, (2.4) holds for these cubature rules.
In Table 10 , we give values of 8(r) for the rules in Tables 6-8 . It is convenient to group some of these rules as follows:
Group A: C" : 5-5, n = 2, C2 : 5-5, C2 : 5-6, S2 : 5-2, Sn : 5-5, n -2, Sn : 5-6, zz = 2. Group B: C2 : 7-1, C2 : 7-3, C2 : 7-5, S2 : 7-1. Group C: The rules in Table 8 .
