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The goal of this paper is to provide an intuitive and useful tool for analyzing the impurity-bound-state problem.
We develop a semiclassical approach and apply it to an impurity in two-dimensional systems with parabolic or
Dirac-like bands. Our method consists of reducing a higher-dimensional problem into a sum of one-dimensional
ones using the two-dimensional Green’s functions as a guide. We then analyze the one-dimensional effective
systems in the spirit of the wave-function-matching method as in the standard one-dimensional quantum model.
We demonstrate our method on two-dimensional models with parabolic and Dirac-like dispersion, with the later
specifically relevant to topological insulators.
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I. INTRODUCTION
The presence of disorder is often considered a nuisance
that degrades the quality of samples and obscures the behavior
of clean physical systems. Even in small amounts, however,
impurities may induce new phases which are interesting in their
own right and do not have a clean-system analog. Prominent
examples are the metal-insulator transition induced by random
on-site potential [1–4], the Cooper-pair-breaking transition
in conventional s-wave superconductors by magnetic [5–7]
and nonmagnetic [8–10] impurities, the impurity-induced spin
quantum Hall effect [11–13], and the Kondo effect [14,15].
Understanding the single-impurity problem often provides
strong intuition for the behavior of a disordered system with a
finite impurity density. Using this as motivation, we study
the problem of bound states of a single narrow impurity
in a variety of host systems. For a narrow impurity, bound
states could be found most straightforwardly by solving the
Schro¨dinger equation outside and inside the impurity-affected
region and matching the wave functions at the boundary.
In one dimension, with a δ-function impurity potential,
this is particularly simple. It is also quite straightforward
when dealing with two-dimensional systems (2D) and a
one-dimensional (1D) perturbation such as an edge. However,
for pointlike impurities in two dimensions, a more complicated
consideration is required.
Nevertheless, in this work we show that a 2D system with
a pointlike impurity could be reduced to a 1D problem on a
straight trajectory in which wave-function matching can be
applied (Fig. 1). Furthermore, in spatially anisotropic systems
(namely, lacking rotational symmetry about the impurity), we
show that using a small number of incoming and outgoing
beams, straight trajectories allow a remarkably accurate
estimate of bound-state energies.
The semiclassical approach has been instrumental in
providing insightful physical pictures in terms of classical
trajectories in complicated quantum systems, especially when
impurity scatterers or confining potentials are involved. Exam-
ples of such applications include quasiparticle states near ex-
tended scatterers in d-wave superconductors [16], bound states
in multidimensional systems with Fermi resonance [17], the
low-energy spectrum of charge carriers in graphene [18], and
the Berry phase in graphene [19]. The standard semiclassical
methods which map complicated multidimensional quantum
problems onto a 1D quantum problem on simple classical
trajectories, however, are approximations and suffer from
limitations that need to be addressed with more sophisticated
methods [18,20].
In the following sections we derive the mapping from
two dimensions to an effective 1D impurity Hamiltonian
and then use it to find the bound-state energies in several
examples of increasing complexity. This mapping should be
thought of as a semiclassical description of the 2D impurity
problem, where the bound-state energies are obtained by
considering a small number of classical incoming and outgoing
beams. The mapping from 2D to 1D relies on the Green’s
function of the clean system, which indicates which “classical”
paths are necessary. Our method also approximates the bulk
Hamiltonian by its form in the vicinity of minima in momen-
tum space, assuming a parabolic or Dirac-like dispersion. We
find that with the introduction of appropriate cutoffs using the
Pauli-Villars regulators, this approximation remains relatively
precise.
The organization of this paper is as follows. In Sec. II we
show how the 2D impurity problem can be reduced to a 1D
problem for an isotropic Hamiltonian system. In Sec. III, the
method is extended to an anisotropic Hamiltonian, and then in
Sec. IV it is extended to a band structure with multiple minima.
While the extension of our method to any odd dimension is
straightforward, the extension to even dimensions is not. In
Sec. V we show how to generalize our method to all even-
dimensional systems.
II. WAVE-MATCHING FOR A SINGLE ISOTROPIC
MINIMUM CONTINUUM BAND
A. Review of the one-dimensional problem
Our goal in this section is to derive a method equivalent to
the 1D wave-function-matching technique to find the bound
states of an impurity in an isotropic 2D system. For this
purpose, let us briefly review how a bound state associated
with a single point impurity is obtained in a 1D system. The
Schro¨dinger equation in this case is simply
[E − H (∂x)]ψ(x) = αδ(x)ψ(x), (1)
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FIG. 1. (Color online) (a) A 2D system with a pointlike impurity
is reduced to (b) the 1D system with a modified impurity strength.
Thus, a simple picture of wave-function matching can be applied to
2D system to obtain a bound-state energy associated with a single
impurity in two dimensions.
where the Hamiltonian H is responsible for the kinetic part
only and the impurity scattering strength is α. The Green’s
function of the operator E − H (∂x) is given by
G(x) =
∫ ∞
−∞
dk
2π
eikx
E − ˜H (k) , (2)
where ˜H (k) is the Hamiltonian in the momentum representa-
tion. The Green’s function G(x) is understood as the amplitude
of the propagator at x, originating from the source at x = 0.
Equation (2) can be computed using contour integration around
the upper (lower) half of a complex k plane for positive
(negative) x. If the energy E is within the band, the (real-axis)
poles of the integrand each correspond to a plane wave, and the
combination of these waves makes up the Green’s function.
If the energy is outside the band, as would be the case for a
bound state, the poles are not on the real axis, and therefore
the wave function decays exponentially with distance. We can
still think of such a Green’s function as a combination of plane
waves, but with complex wave vectors.
To obtain the bound-state energy associated with the
impurity, we could take two paths. Formally, we use the fact
that the Green’s function is the solution of Eq. (1) omitting
αψ(x) on the right side of the equality. Therefore
ψ(x) = G(x)αψ(0), (3)
and we obtain for a scalar Hamiltonian
1
α
= G(0) =
∫ ∞
−∞
dk
2π
1
E − ˜H (k) , (4)
which is consistent with the T -matrix formulation [21].
For a Hamiltonian with an internal structure such as
sublattice or spin, the Green’s function and the impurity
potential are matrices. The impurity potential matrix α may
not be invertible. In this case, for ψ(0) to have a nontrivial
solution at x = 0, the following condition is required:
Det[I − G(0)α] = 0. (5)
For simplicity of presentation, in most of this paper we
consider only scalar problems. In Sec. IV, along with extending
our method to the case of host systems with multiple low-gap
valleys, we also assume a multicomponent wave function.
An alternative to the above method is to solve the 1D
equation [Eq. (1)] simply by matching a freely propagating
plane-wave solution at x > 0 with a different plane-wave
solution at x < 0. Integrating the Schro¨dinger equation over
the impurity position gives
αψ(0) −
∫ 
−
(E − H )ψ(x)dx = 0. (6)
Indeed, the same bound energy relation as in Eq. (4) or Eq. (5)
is obtained from this wave-function-matching approach by
inserting Eq. (3) in the above equation.
B. Effective one-dimensional problem
Could we use the same notion of wave-function matching
in the context of a bound state in two dimensions? Let us start
with the 2D Schro¨dinger equation:
[E − H2d (r)](r) = αδ2(r)(r). (7)
To solve for a bound state at energy E, we can still use Eq. (3),
adapted to two dimensions with
G(x) =
∫ ∞
−∞
d2k
(2π )2
eikx
E − ˜H (k) (8)
and
1
α
= G(0) =
∫
d2k
(2π )2
1
E − ˜H2d (k)
, (9)
where ˜H2d (k) is the 2D Hamiltonian in the momen-
tum representation. For this section, we assume an
isotropic Hamiltonian ˜H2d (k) = ˜H2d (k). Hence we can write
Eq. (9) as
1
α
= G(0) =
∫
dθ
2π
∫ ∞
0
kdk
2π
1
E − ˜H2d (k)
. (10)
Equation (10) cannot be simply interpreted in terms of
plane wave matching like its 1D counterpart since contour
integration over a complex k cannot be used: the integration
range is 0  k < ∞. Nevertheless, we can proceed using
the Kramers-Kronig relation along with the symmetry of the
imaginary part of the integrand and obtain an expression
analogous to Eq. (4).
The Kramers-Kronig relation connects the imaginary and
real parts of a complex function F (s) which is analytical in
the upper half plane, Im(s) > 0, and falls off faster than 1/|s|.
To apply it here, we define
F (s) =
∫ ∞
0
kdk
2π
eiks
E − ˜H2d (k)
. (11)
Note that this function is not the Green’s function in real space
since there is no angular dependence taken into account in
the exponent. However, F (0) = G(0). Furthermore, we see
that only Re[G(0)] plays a role in determining the bound-
state energy of an impurity state. We use the Kramers-Kronig
relation to write
Re[F (0)] =
∫ ∞
−∞
ds ′
πs ′
Im[F (s ′)]. (12)
This is helpful since the imaginary part of F (s) for Im(s) = 0
obeys
Im[F (s)] = 1
2
∫ ∞
−∞
kdk
2π
eiks
E − ˜H2d (k)
, (13)
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with the k integral now stretching over the entire real axis. It
is assumed that the Hamiltonian ˜H2d (k) is an even function
of k.
After these steps we can rewrite the bound-state energy
condition as
1
α
= 1
π
∫ ∞
−∞
ds
s
Im
[∫ ∞
0
kdk
2π
eiks
E − ˜H2d (k)
]
(14)
= 1
π
∫ ∞
0
ds
is
[∫ ∞
−∞
kdk
2π
eiks
E − ˜H2d (k)
]
. (15)
Finally, we also eliminate the factor of k in the integrand using
a derivative with respect to s to yield our final expression:
1
α
= −1
π
∫ ∞
0
ds
s
∂
∂s
[∫ ∞
−∞
dk
2π
eiks
E − ˜H2d (k)
]
. (16)
The term in the square brackets in Eq. (16) is completely
analogous to the expression used to find the bound-state energy
of a 1D solution of a point impurity [Eq. (2)] and we therefore
define
G1d (s) =
∫ ∞
−∞
dk
2π
eiks
E − ˜H2d (k)
, (17)
which can be viewed as the Green’s function of a 1D
Hamiltonian H1d (s) ≡ ˜H2d (k → ∂i∂s ) in real space. Qualita-
tively, the effective real-space 1D Hamiltonian H1d describes
a single direction of the 2D momentum-space Hamiltonian
˜H2d .
The final result of this reasoning is that the bound-state
energy E for a 2D point impurity can be obtained by solving
a 1D impurity problem with a modified potential. Provided
that G1d (x) is the solution of the 1D Hamiltonian H1d (x), the
wave function ψ1d (x) = G1d (x) up to an overall normalization
factor for a scalar Hamiltonian. From Eqs. (16) and (17)
the effective 1D Schro¨dinger equation can be written with
a modified impurity potential:
[E − H1d (x)]ψ1d (x) = δ(x)α′ψ1d (0), (18)
with α′ given by
α′ = −α
[
1
π
∫ ∞
0
ds
s
∂ψ1d (s)
∂s
]
1
ψ1d (0)
. (19)
ψ1d (s) on the right-hand side of Eq. (19) emerges as the
solution of the effective 1D problem but does not appear to
have any physical significance.
C. Example: Free particle
The first example for our method is the free particle with
quadratic dispersion. We demonstrate the method by finding
the 1D effective Hamiltonian in real space and solving it in the
spirit of the wave-function-matching method. The free-particle
example in two dimensions is a bit pathological, however, since
a high-energy cutoff is required and the bound-state energies
of point impurities depend on it. This is seen by inspecting
Eq. (9): the momentum integration diverges unless a cutoff is
imposed. This introduces a technical challenge for our quest
to use momentum integration over the entire real axis. We
resolve it by introducing the cutoff using the Pauli-Villars
regularization technique [22].
Starting with the free Hamiltonian and an impurity
potential,
H2d = −∇
2
2m
, (20)
Vimp = αδ(2)(x), (21)
we write the Green’s-function condition for an impurity bound
state and include the Pauli-Villars regulators W 2/(k2 + W 2):
1
α
=
∫
d2k
(2π )2
1
E − ˜H2d (k)
(
W 2
W 2 + k2
)
. (22)
According to our recipe, this is equivalent to finding bound
states of the following 1D effective Hamiltonian:
˜H1d (k) = k
2
2m
−
(
E − k
2
2m
)
k2
W 2
. (23)
It is interesting to consider the effective 1D Hamiltonian,
Eq. (23), and the effect that the Pauli-Villars regulator has. ˜H1d
preserves the original dispersion relation, and a k2/2m pole
is reflected in the Green’s function. In addition, the Green’s
function acquires an additional pair of poles at kp = ±iW .
Now we can treat the problem just like a 1D problem
with a plane-wave solution but with multiple plane waves
corresponding to all solutions of Eψ1d = ˜H1dψ1d (which
correspond to the poles of the Green’s function). The solution
must satisfy continuity conditions at x = 0 of the derivatives:[
∂mψ(x)
∂xm
]0+
0−
= 0 (24)
for m = 0,1,2, which provides enough conditions to fix the
weights of the plane waves up to an overall factor for x < 0
and x > 0:
ψ(x > 0) = 1
λ1
e−λ1x − 1
λ2
e−λ2x, (25)
ψ(x < 0) = 1
λ1
eλ1x − 1
λ2
eλ2x. (26)
The exponents are λ1 =
√−2mE and λ2 = W , which are the
poles of Green’s function. Now we use Eq. (18) to find the
bound-state energy for a given impurity potential strength.
First, we carry out the integration that yields the effective α′
using Eq. (19):
α′ = α
π
λ1λ2
λ2 − λ1 log
(
λ2
λ1
)
. (27)
With this modified impurity potential and the 1D effective
Hamiltonian equation (23) in real space, one can solve the 1D
problem and get
1
α
= −m/π
1 + 2mE/W 2 log
(
W√−2mE
)
. (28)
As seen from Eq. (28), the bound-state energy is renormalized
by the cutoff and mass, but its qualitative behavior as a
function of the impurity potential strength is unchanged. This
is depicted in Fig. 2. One may easily check that Eq. (28)
obtained in our method exactly agrees with the corresponding
equation obtained with the direct integration over momenta in
Eq. (22).
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FIG. 2. (Color online) The bound energy Eb of the free-particle
model with mass m and cutoff W for the regularization is plotted as
a function of impurity strength α. The bound energy decreases as the
impurity strength negatively increases. In the limit of zero impurity
strength, the bound energy converges to zero.
D. A particle in a Mexican-hat-shaped band
Let us study one more isotropic Hamiltonian, a Mexican-
hat-shaped energy band:
˜H2d (k) = J
(
k2 − k20
)2
, (29)
where J is a constant with units of length cubed. The band
covers all positive energies and therefore the energy of any
bound state should be negative.
The Mexican-hat Hamiltonian does not have a UV diver-
gence problem like the free-particle Hamiltonian and therefore
does not require a Pauli-Villars regulator. Thus ˜H1d (k) =
˜H2d (k) in this case. Incidentally, it also has the same order
of derivatives as the regularized free-particle Hamiltonian,
Eq. (23). Therefore, it obeys the same number of continuity
relations, and we may simply use the same functional form
ansatz as in Eqs. (25) and (26), with the wave numbers
given by
k1 = iλ1 = k0
(
1 + i
√
−E
Jk40
)1/2
, (30)
k2 = iλ2 = k0
(
1 − i
√
−E
Jk40
)1/2
, (31)
which are the result of setting E = ˜H1d (k). Carrying out the
same steps as in the free-particle case, we obtain the relation
between the bound-state energy and the impurity strength:
1
α
= 1
2πJ
log(λ2/λ1)
λ22 − λ21
(32)
= −1
4πJ
tan−1
√
−E/Jk40√−E/J , (33)
FIG. 3. (Color online) The bound energy Eb of the Mexican-hat
model is plotted as a function of impurity strength α. The general
behavior is similar to that of the free-particle model except that the
bound state appears when α < −1/4πJk20 .
where it follows from the above expression that the bound state
exists only for an attractive potential. The result is plotted in
Fig. 3 with renormalized axes.
III. WAVE-FUNCTION MATCHING
FOR ANISOTROPIC BANDS
When the impurity problem is anisotropic, we can no longer
solve for the bound-state energies exactly using only a small
number of incoming and outgoing beams. Instead, we can still
consider simple 1D wave functions for the radial part of the
problem and then consider a superposition over all angles.
Here we extend the wave-function-matching method to such
anisotropic systems.
We begin by writing the Hamiltonian in polar momentum
coordinates: ˜H2d (k) = ˜Hθ2d (k), with θ being the momentum
direction. Now, when going from Eq. (9) to Eq. (10), the
angular integration must be kept:
1
α
=
∫
dθ
2π
∫ ∞
0
kdk
2π
1
E − ˜Hθ2d (k)
. (34)
Following exactly the same steps, we introduce a 1D wave
function along momentum angle θ :
Gθ1d (s) =
∫ ∞
−∞
dk
2π
eiks
E − ˜Hθ2d (k)
, (35)
which is the Green’s function of the 1D Hamiltonian
Hθ1d (s) ≡ ˜Hθ2d (k → ∂i∂s ). The modified relation between po-
tential strength and associated bound-state energy is
1
α
=
∫
dθ
2π
1
αθ
, (36)
where 1/αθ , just like on the right-hand side of Eq. (16), is
1
αθ
= − 1
π
∫ ∞
0
ds
s
∂Gθ1d (s)
∂s
. (37)
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As pointed out above, the Green’s function Gθ1d (s) is con-
structed using plane-wave solutions of ˜Hθ2d ( ∂i∂s ), treated as
a 1D Hamiltonian. For a general anisotropic system, the
above prescription requires infinitely many directions of 1D
solutions.
A more direct formulation of the αθ in terms of a 1D
Schro¨dinger equation for each θ direction is as follows. We
construct for each θ a solution of the 1D bound-state equation,[
E − ˜Hθ
(
∂
i∂s
)]
ψθ (s) = α′θ δ(s)ψθ (s), (38)
and find α′θ in terms of E by requiring that the 1D problem has
a bound state at energy E. The integrand on the right-hand side
of Eq. (36), αθ , is given in terms of α′θ and the impurity-state
wave function ψθ (s) as
1
αθ
= − 1
α′θ
1
π
∫ ∞
0
ds
s
∂ψθ (s)
∂s
1
ψθ (0) . (39)
A. Anisotropic mass
As a simple example, we consider impurity states in a band
described by a parabolic dispersion with an anisotropic mass:
˜H (k) = k
2
x
2mx
+ k
2
y
2my
≡ k
2
2m(θ ) , (40)
where
1
m(θ ) =
cos2 θ
mx
+ sin
2 θ
my
. (41)
This problem can be simply solved by rescaling x relative to y
and obtaining the isotropic solution. Therefore this calculation
should just be a demonstration of using our method. For more
complicated band structures this will not be possible (e.g.,
bands with multiple minima, as discussed below).
Let us now construct Gθ1d and αθ . For a given direction
we can make use of the relation we obtained before for a
free particle, using m(θ ) instead of m. Using Eq. (28), with
α → αθ , we obtain
1
αθ
= −m(θ )/π
1 + 2m(θ )E/W 2 log
(
W√−2m(θ )E
)
. (42)
The last step in this consideration should be the integration of
Eq. (42) over all momentum directions. However, we find that
in this case it is enough to consider a pair of perpendicular
directions, the extrema of αθ which occur at θ = 0, π and θ =
π/2, 3π/2. This is shown in Fig. 4 where the dash-dotted black
line shows the results of the integration over all directions and
the other lines show two different directions (solid and dotted
lines) and their combination (dashed line). As evident from
the graph, the combination of two perpendicular directions is
very similar to the integrated expression. This is equivalent to
evaluating the θ integral using a discrete sum, which could be
used to reduce the number of beams necessary in a 2D problem
to a finite and small number.
IV. A BAND WITH MULTIPLE MINIMA
Perhaps the most interesting application of our method is
to dispersion relations which contain several gap minima. The
FIG. 4. (Color online) Bound energy associated with a single
impurity for a two-mass anisotropic band model (my/mx = 2).
The exact bound-state energy is obtained by integrating over all
momentum angles θ , while taking a straight “1D” path with a
certain momentum angle yields slightly deviated bound-state energy.
Nevertheless, the consideration of only two momentum angles θ = 0
and π/2 gives a fair agreement with the exact result.
qualitative picture of a bound state consisting of a simple
superposition of several 1D beams each coming from the
vicinity of one particular gap minimum is rather intuitive and
appealing. Our method allows making this picture quantitative
even for complicated band structures.
So far we have identified the single minimum of the
band and used an approximated version of the Hamiltonian
around the minimum. Then, according to Eq. (9), the Green’s
function is obtained and integrated with an appropriate
cutoff W introduced through the Pauli-Villars regulator. The
generalization to more than one band minimum is done by
dividing the integration in Eq. (9) into the summation of
multiple integrations with different local Hamiltonians, which
are the expansions of the Hamiltonian around each minimum.
In many cases where multiple valleys need to be considered,
the wave function is a multidimensional spinor. Therefore, we
need to represent the impurity strength α by a matrix and use
the determinant condition for bound states, Eq. (5).∫
d2k
(2π )2
1
E − ˜H2d (k)
≈
∑
l
∫
d2 kl
(2π )2
1
E − ˜Hl( kl)
, (43)
where l goes over the band minima and Hl is the expansion of
the Hamiltonian around the lth minimum with the appropriate
Pauli-Villars regularization included. The origin of each kl
is set to the center of the minima such that the “valley”
Hamiltonian ˜Hl( kl) has maximum symmetry. Thus, the condi-
tion for a bound state is
det
(
1 −
∑
l
∫
d2 kl
(2π )2
1
E − ˜Hl( kl)
α
)
= 0. (44)
Applying the Kramers-Kronig trick here as well, like in the
anisotropic construction, we write the potential strength as a
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sum:
det
(
1 −
∑
l
∫
dθ
2π
1
αθl
α
)
= 0, (45)
where (αθl )−1 is a matrix, given by
1
αθl
= − 1
π
∫ ∞
0
ds
s
∂Gθl (s)
∂s
, (46)
with
Gθl (s) =
∫ ∞
−∞
dk
2π
eiks
E − ˜Hθl (k)
,
which is the Green’s function for the Hamiltonian ˜Hθl =
˜Hl(kxˆ cos θ + kyˆ sin θ ).
As described in Sec. III, Eq. (46) can also be interpreted
in terms of individual 1D plane waves in each direction and
valley. This is made a bit more complicated by taking into
account a spinor index. Denoting the spinor indices by σ, σ ′,
we have
(
αθl
)−1
σσ ′ = −
1
b
θ, σ ′
l
1
π
∫ ∞
0
ds
s
∂
[
ψ
θ, σ ′
l
]
σ
(s)
∂s
1[
ψ
θ, σ ′
l
]
σ ′(0)
,
(47)
where bθ, σ
′
l and [ψθ, σ
′
l ]σ (s) are obtained by solving the 1D
impurity problem of a particle with the Hamiltonian ˜Hθl (k →
∂
i∂s
), which is the original 2D Hamiltonian for a particular
momentum direction θ and with momentum in the vicinity of
the bottom of valley l. Let us clarify these symbols further and
state the impurity problem that needs to be solved:[(
E − ˜Hθl
)
ψ
θ,σ ′
l
]
σ (s) = δσ σ ′δ(s)bθ, σ ′l
[
ψ
θ, σ ′
l
]
σ
(s). (48)
The index σ ′ indicates to which component the impurity
couples, and bθ, σ
′
l is the impurity strength required to induce
an impurity state with energy E in the specified valley,
direction, and component of the spinor involved. Accordingly,
[ψθ, σ ′l ]σ (s) is the σ component at point s of the (valley l
and momentum angle θ ) wave function of a bound state of
an impurity that couples to the σ ′ component. Note that the
impurity strength is multiplied by the σ ′ component of the
wave function.
A. Kane-Mele model
As an example of an anisotropic system with multiple
minima we consider an impurity problem in the Kane-Mele
model [23]. This model describes electrons hopping on a
honeycomb lattice with mirror-symmetric spin-orbit coupling.
It was the first model theorized to display a time-reversal-
symmetric topological phase, i.e., the quantum spin Hall phase.
The two sublattices of the honeycomb lattice are encoded
in two-dimensional spinors, and its band structure has two
massive Dirac points in the Brillouin zone. For simplicity, but
without loss of generality, we focus on a nonmagnetic impurity
and consider spinless fermions. The Hamiltonian [24] is
H = t
∑
〈ij〉
c
†
i cj + iλSO
∑
〈〈ij〉〉
νij c
†
i s
zcj . (49)
The first term is a nearest-neighbor hopping, and the second
term is spin-orbit interaction. sz is a Pauli matrix which acts in
the spin space. νij = (2/
√
3)( ˆd1 × ˆd2)z = ±1, where ˆd1 and ˆd2
are unit vectors along the two bonds that the electron traverses
going from site j to its next nearest neighbor i. The effective
Hamiltonian near the valley K can be expressed by a 2 × 2
matrix in the pseudospin basis:
˜HK (q) =
(
m qe−iθ
qeiθ −m
)
, (50)
where q is the momentum measured from K . Since the
linear spectrum is not well behaved in the presence of a δ-
function potential, we employ the Pauli-Villars regularization
procedure as before. The regularized Hamiltonian reads
˜H ′K (q) = ˜HK (q) − [E − ˜HK (q)]
q2
W 2
. (51)
The impurity is also described by a 2 × 2 potential matrix, and
we choose to put it on the A site.
α = α0
(
1 0
0 0
)
. (52)
To work this Hamiltonian in the sprit of the 1D wave-
function-matching method, we ought to solve the real-space
1D Hamiltonian H ′K (s) = ˜H ′K (q → ∂i∂s ). Instead, let us work
with the real-space Green’s function and then make use of
Eq. (5) to find an associate bound energy of a single impurity.
We follow the matrix version of Eq. (35):
GθK (s) =
∫
dk
2π
eiks
E − ˜H ′K (k)
(53)
=
∑
j=1,2
(−1)j e−λj s/2
|λj |
(
1 + E2−m2
W 2
)(E + m iλje−iθ
iλj e
iθ E − m
)
, (54)
where the poles of the Green’s function are λ1 =
√
m2 − E2
and λ2 = W for s > 0 and it is understood that (−1)j=1 = −1
and (−1)j=2 = 1. The diagonal elements of the solution are
symmetric around s, while the off-diagonal elements are
asymmetric. This is the wave function for the two-sublattice
system. For the other Dirac valley K ′, the calculation is
similar, except the sign of the spin-orbit coupling is opposite.
Following Eq. (37) for anisotropic Hamiltonians,
1
αθK,K ′
= −1
π
∫ ∞
0
ds
s
∂GθK,K ′ (s)
∂s
. (55)
The only remaining step is to consider the determinant from
Eqs. (5) and (44) in order to connect the potential strength and
bound-state energy:
Det
[
I2 +
∑
m=K,K ′
∫
dθ
2π
1
αθm
α
]
= 0. (56)
As a result, we obtain the relation between the bound-state
energy and the potential strength α0 in the Kane-Mele model:
1
α0
= E
2π2(W 2 − m2 + E2) log
(
W√
m2 − E2
)
. (57)
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FIG. 5. (Color online) (a) The Kane and Mele model is employed
as an example of a multiple-minima band with W/m = 1.6. The
band gap appears near zero energy, and its size is proportional to
the spin-orbit coupling. The bound-state energy associated with a
single impurity is always within the gap, and the energies converge to
zero energy at infinite impurity strength. (b) The exact diagonalization
result of the Kane-Mele model on a honeycomb lattice of 20 × 20 unit
cells is overlaid for comparison with λSO = m/6
√
3 (open circles)
so that the band gap of the lattice model SO = 6
√
3λSO = m. The
cutoff W is chosen such that the dispersion relation of the continuum
model is a good approximation of that of the lattice model.
This is plotted in Fig. 5, where we show both positive
and negative impurity strengths and the associated positive
and negative bound-state energies. We compare our results
for an exact diagonalization solution for the bound-state
energy.
V. GENERALIZATION TO HIGHER DIMENSIONS
We have studied how to obtain the bound energy associated
with a single impurity and found that the Green’s function at
the impurity potential is a crucial quantity to find:
G(0) =
∫
d
(2π )d−1
∫ ∞
0
kd−1dk
2π
1
E − ˜Hd (k)
. (58)
Although we have only discussed 2D systems, our method
has a straightforward extension to higher dimensions. For
odd-dimensional cases, the wave function can be expressed
by the summation of plane waves with certain momentum
angles since the k integrals in Eq. (58) could be extended
to the entire real k range. Then poles of the effective
oriented Green’s function combine to produce the solution, and
the wave-function-matching picture straightforwardly follows
when relating it to the impurity strength.
In this section let us consider a Hamiltonian in an even-
dimensional space. For simplicity we assume an isotropic
Hamiltonian without any spinor structure. Then the bound-
state energy associated with the single-impurity potential,
V (x) = αδ2n(x), is expressed similar to Eq. (9) by
1
α
=
∫
d2nk
(2π )2n
1
E − ˜H2n(k)
(59)
=
∫
k2n−1dk
2π
1
E − ˜H2n(k)
, (60)
where the difficulty lies in the integration in polar coordinates;
as in the 2D case, the contour integration is not readily possible,
and therefore any connection to a semiclassical beam analysis
is not possible. Nevertheless, to overcome this hurdle we
may use the same prescription as in two dimensions. We use
the Kramers-Kronig relation to make use of the symmetric
imaginary part of the integrand and obtain the generalized
relation:
1
α
= −1
π
∫ ∞
0
ds
s
∂2n−1
∂s2n−1
[∫ ∞
−∞
dk
2π
eiks
E − ˜H2n(k)
]
. (61)
For isotropic and single-minimum-band-type problems, the
above relation can be translated to finding an impurity state in
a renormalized-strength impurity potential in the 1D effective
Schro¨dinger equation:
[E − H1d (∂x)]ψ1d (x) = δ(x)
[−α
π
∫ ∞
0
ds
s
∂2n−1
∂s2n−1
ψ1d (s)
]
,
(62)
where H1d (∂x) = ˜H2n(k → ∂i∂x ) and the solution is the sum of
plane waves with complex wave numbers:
ψ1d (x) =
∫ ∞
−∞
dk
2π
eiks
E − ˜H2n(k)
. (63)
VI. CONCLUSIONS
Finding impurity bound states in one dimension is quite
intuitive and is carried out by combining plane-wave states
into a consistent solution. The plane-wave approach to
solving impurity problems in one dimension arises naturally
when considering the T -matrix approach or, equivalently, the
Green’s function expression of Eq. (4). The contour integration
of the 1D Green’s function results in a discrete sum of pole
contributions, each of which is associated with the plane-wave
eigenstate of the uniform Hamiltonian. In one dimension,
the Schro¨dinger equation can be used directly to obtain
impurity states, and such a calculation would involve satisfying
matching conditions at the impurity location of plane-wave
solutions (the same that arise from the poles of the Green’s
function) belonging to either side. The intuitive interpretation
of impurity states as a simple combination of plane waves is
completely lost at higher (even) dimensions, which is seen
technically by not being able to reduce Eq. (4) to the sum of
residues of the Green’s function.
In this paper we presented an approach for finding bound
states which reduces the impurity problem in any dimension
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to 1D impurity problems and thus allows an interpretation in
terms of a small set of incoming and outgoing plane waves on
a linear trajectory.
We demonstrated that the method could be efficiently used
to find impurity bound states in a general band structure
where the gap could have multiple minima and a spinor
structure. Our method relied on the use of the Kramers-Kronig
relation, which maps the Green’s-function formula at any
dimension to an expression which is given again by a sum
of residues corresponding to plane-wave solutions of the pure
model.
Presenting a few examples, we demonstrated how our
method easily lends itself to approximating lattice Hamiltoni-
ans in terms of a discrete sum of separate valley Hamiltonians.
As we show, when Pauli-Villars regulators are used to
provide a cutoff for valley Hamiltonians, we can still use
the Kramers-Kronig relation to connect bound states with
a discrete sum of plane waves. The Pauli-Villars regulators,
however, add additional poles to the Green’s function of the
pure system, which also need to be included in the plane-wave
superposition.
While we only demonstrated the method in two dimensions,
the wave-function-matching method can be extended to any
dimension. All odd-dimensional systems are analogous to
the 1D case with additional angular variables, and all even-
dimensional systems are analogous to the 2D case. This is
because the wave-function-matching method is closely con-
nected to the contour integration, which reduces the problem to
finding poles of the Green’s function; the contour integration
applies in odd dimensions but not in even ones. For most
systems without rotational symmetry of local Hamiltonians,
only a few momentum angles are necessary to complete the
semiclassical interpretation of a bound state.
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