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a b s t r a c t
We study the oil displacement and production behavior in an isothermal thin layered
reservoirmodel subjected towater flooding.We use the CMG’s (ComputerModelling Group)
numerical simulators to solve mass balance equations. The influences of the viscosity
ratio (m ≡ µoil/µwater ) and the inter-well (injector-producer) distance r on the oil
production rate C(t) and the breakthrough time tbr are investigated. Two types of reservoir
configuration are used, namely onewith random porosities and another with a percolation
cluster structure. We observe that the breakthrough time follows a power-law ofm and r ,
tbr ∝ rαmβ , with α = 1.8 and β = −0.25 for the random porosity type, and α = 1.0
and β = −0.2 for the percolation cluster type. Moreover, our results indicate that the
oil production rate is a power law of time. In the percolation cluster type of reservoir,
we observe that P(t) ∝ tγ , with γ = −1.81, where P(t) is the time derivative of C(t).
The curves related to different values of m and r may be collapsed suggesting a universal
behavior for the oil production rate.
© 2012 Elsevier B.V.
1. Introduction
Petroleum is a very important commodity in the modern economy. It has a high energy density, it is easily transported
and stored, and compared to other fuels, it is a safe source of energy. It is the most used fuel for transportation and it
is the raw material of about 6,000 products used daily, such as plastics, waxes, synthetic fabrics, e.g. nylon and polyester,
solvents,medicines, cosmetics, fertilizers, pesticides, and others. It is naturally found in geological subsurface structures, and
its recovery passes through 3 steps: (i) Exploration, which is the discovery of the reservoir; (ii) the drilling of exploratory
and production wells and; (iii) the production stage, which consists of the oil and/or gas extraction from underground, and
requires the use of cost effective exploitation schemes such as water-flooding and the injection of gas, air and polymers
to optimize the hydrocarbon recovery. The physics of flow of the two immiscible fluids with different viscosities inside a
porousmediumhas been intensively studied in last decades, especially due to its technological connectionwith oil recovery.
Petroleum companies need to predict the amount of the recoverable oil during a given period of time [1], and an accurate
prediction depends on the determination of oil and rock properties present in the reservoir.
Crude oil viscosity (µ) exhibits a wide range of values, and according to it, the oil is classified as: (i) ‘‘light oil’’ when
µ ≈ 1cP (10−3 Pa  s); (ii) ‘‘medium oils’’, when 1cP (10−3 Pa  s) < µ < 104cP (10 Pa  s); and (iii) ‘‘heavy oils’’ when
µ > 104cP (10 Pa  s). The particular recovery scheme deployed at a specific reservoir is strongly influenced, among other
factors, by the type of oil that exists. The recovery processes are classified into three general categories. In the first one,
usually called primary production, the oil flows out the reservoir spontaneously, driven by the high internal reservoir
pressure. In the second category, an invading fluid (generally water) is injected at injection wells to re-pressurize the
reservoir and to push the oil towards the production wells. This process is frequently associated with the recovery of light
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oils, or early stages of heavier oils [2,3]. The third category, also called ‘‘Enhanced Oil Recovery’’ (EOR), is applied to ‘‘heavy
oils’’, which requires special processes to reduce the oil viscosity and/or increase its mobility. The processes of the EOR
category are steam injection, polymer or surfactant injection and in-situ combustion [4–6].
The primary production results in very low recovery factor (of the order of less than 15%), and at least the secondary
production is generally needed. During the secondary recovery process there are two main observations that could give
an insight about the amount of oil recoverable by this process. One is the breakthrough time, defined as the time interval
needed for the invading fluid to reach the extraction well. At this specific time a decline in oil production is observed.
The other feature is the oil post-breakthrough production behavior which is strongly dependent on the morphological
detail of the porous medium. In an attempt to estimate these parameters under some special conditions, many studies
have reported the use of simple phenomenological models, such as percolation theory [7–12], invasion percolation [13,14],
viscous fingering [15,16], diffusion-limited-aggregation [17,18], and particle launching algorithm [19,20]. Basically, these
models are used to simulate the oil displacement inside a porous medium keeping the viscosity ratio (m ≡ µoil/µinvader )
constant, at either of the two limit cases,m = 1 orm →∞. Analytical results have also been reported [21] about the system
behavior in the limitwhere themobility (ratio of permeability to viscosity) of one fluid is negligiblewith respect to the other.
Unfortunately, these limits are not able to incorporate the interface effect between the displaced and injected fluids usually
present in a real recovery process. Andrade et al. have studied the flow through porous media by using a more sophisticated
phenomenological model, but in the framework of the Reynolds number instead of the viscosities of the fluids [22,23]. Other
works [24,25] have studied the oil recovery associated with the invasion patterns under the influence of finite values ofm,
when it changes during displacement. However, a more explicit dependency of the breakthrough time and oil production
onm should better clarify the role played by the viscosity ratio on petroleum reservoir dynamics.
In order to help in the understanding of oil recovery processes, we investigate, by means of numerical simulations, the
influence of the viscosity ratiom on the breakthrough time and oil production history. We focus on the secondary recovery
stage, when water is injected underground to displace oil through the porous medium. Since we restrict our study to the
flow of water and oil in the fluid phase, gas phase is not considered. To gain insight about the effect of the parameterm in the
recovery process, we perform numerical simulations for different values of viscosity ratio m and distances r ′ between the
injection and production wells, considering two different types of porous medium, namely one with random porosities and
the other with a percolation cluster structure. From our simulationswe calculate both breakthrough time and oil production
and we show that they display power law regimes that depend onm and r ′.
2. Model and simulations
The viscous penetration dynamics of two-phase flow (water displacing oil, for example) in a porous media is modeled
by the following differential equations which represents the balance of fluid mass [26],
ρokrok
µo
∇2po + m˙o = φρo ∂So
∂t
,
ρwkrwk
µw
∇2pw + m˙w = φρw ∂Sw
∂t
, (1)
where Darcy’s law was used to connect the fluid flux to the pressure gradient. We assume that the capillary pressures are
null, therefore, the fluid partial pressures are identical po = pw . We also assume that rock and fluids are incompressible,
and that water and oil have typical densities (ρw = 1000 kg/m3 and ρo = 900 kg/m3). m˙o and m˙w are the mass rate per
unit volume of reservoir at the injection (or production) well of water and oil, respectively. These nonlinear equations are
solved through CMG’s (Computer Modelling Group) commercial reservoir field simulators [27] for the partial pressures and
phase saturations, S, to obtain how the water front advances into the whole reservoir and how the oil is produced in time.
These equations are solved, considering their coupled nature, for all numerical cells of our reservoir model where the fluid
densities and viscosities are kept constant, and the porosity, φ, absolute permeability, k, and relative permeabilities, kr , are
all space-dependent properties defined in each of these cells. Closed boundary conditions are considered at the edges of the
whole domain of the reservoir.
Basically, ourmodel consists of a three-dimensional disordered reservoirwith dimensions (X×Y×Z)with X and Y much
greater than the Z . We use this to represent a typical thin layered oil reservoir. The numerical reservoir grid has dimensions
1000×1000×10meters and is composed by 10000 cubic elements (cells) of 10meters edge size. Porosity and permeability
are time independent and constantwithin each element but depend on the element (position). Here,wehave considered two
distinct types of porosity distribution: (i) the statistically homogeneousmediumwhere the porous space is macroscopically
disordered according to a homogeneous distribution. In this case, all pore space inside the reservoir are accessible to the
fluids, and the porosity of the elements are independent and randomly distributed according to a uniform distribution in the
interval [0.02, 0.33]. This range of porosity was chosen to represent limestone rocks [2]. The term homogeneous used here
refers to the property where the porosity of any part of the media is statistically the same than any other part. An injection
and a production well are symmetrically placed at the diagonal line on the X × Y plane, separated by a distance r ′. (ii) the
second type has an inhomogeneous medium with the system presenting a percolation-like geometry. In this case, some
regions inside the porous medium may be unreachable, according to a certain value of occupation probability. In this rule,
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Fig. 1. Relative permeability curves of water (wetting phase), krw , and oil (non-wetting phase), kro , versus water saturation obtained from the following
analytical equations [3]: kro = (kro)Swc [(1 − Sw − Sor )/(1 − Swc − Sor )]no and krw = (krw)Sor [(Sw − Swc)/(1 − Swc − Sor )]nw , where Swc = 0.25 is the
connate water saturation, namely the minimum amount of water necessary to flow, and Sor = 0.35 is the residual oil saturation, the amount of oil which
can not be removed since its relative permeability becomes zero. (kro)Swc = 0.85 is the oil relative permeability at Swc and (krw)Sor = 0.4 is the water
relative permeability at Sor . The exponents of the curves no and nw are assumed to be 0.9 and 1.5, respectively. Since we consider only two phases, the
relation So + Sw = 1 is always satisfied.
each grid cell has a probability p of having porosity greater than zero. We generate the porous geometry at the critical point
using the percolation threshold probability p = pc in two dimensions [28]. This creates regions inside the reservoir which
are not accessible to the fluid phases, but nevertheless the fluids are still able to flow between the injection and production
wells through the spanning percolation cluster, namely the cluster of permeable cells that connects the two wells. Unlike
the homogeneous case, the injection and production wells are placed at some straight line on X × Y plane separated by a
distance r ′ at sites belonging to the spanning cluster. In this case, the porosity is constant and equal to 0.3 at grid cells that
are part of the spanning cluster and zero elsewhere.
The absolute permeability of each cell, k, is taken as a function of its corresponding porosity, φ, according to the
Carman–Kozeny equation,
k(φ) = a φ
3
(1− φ)2 , (2)
where a is constant and equal to 64214.73 to express the permeability unit in millidarcy [29] (1 Darcy≈ 9.87× 10−13 m2).
Initially, the reservoir is totally filled by oil and then water is injected at a constant rate of 1 m3/day at the injection well in
isothermal conditions. Despite the reservoir being three dimensional, the fluid flow takes place just in two dimensions due
to the fact that we have only one layer of discrete elements in the z-direction. The competition between the two flowing
fluids is represented by their relative permeability, kr , which are used in Darcy’s equations and depend on the respective
phase saturation, S. The saturation is defined (for each phase) as the local volumetric fraction of the pore space occupied
by the phase at each cell. In our model, we use typical relative permeability curves [3] shown in Fig. 1 with a residual oil
saturation of 0.35. This means that 35% of the pore space is occupied by oil that can not be removed, independently of any
other condition. The viscosity ratio m is kept constant throughout each simulation, but we performed various simulations
with different values of m (1 ≤ m ≤ 100). Since the water viscosity in our simulations is always µw = 1 cp and the oil
viscosity,µo, ranges from1 to 100 cp,we simulate both light andmediumoils. At each realization, the reservoir configuration
(porosity and permeability) is different but distributed in the same range of values as discussed before.
From the results of our numerical simulations, we determine the breakthrough time, tbr , and the curve of the oil
production rate, C(t ′). Precisely, the oil production rate is the amount of oil that is removed from the reservoir per unit
time at time t ′. In order to compare our results with those from simpler phenomenological models, we also compute the
function P(t ′) from C(t ′), for each realization, as,
P(t ′) = −dC(t
′)
dt ′
. (3)
Physically, P(t ′) is the rate of increase of the water production rate at time t ′. We normalize t ′ by the breakthrough time
measured in a given realization, t ≡ t ′/tbr , and obtain the curves C(t) and P(t). We repeat the simulation at least 100 times
for different realizations of porous geometry and average C(t) and P(t) over all runs.
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Fig. 2. Snapshots of the water front evolution in a homogeneous reservoir at four different times for r = 16 andm = 1. (a) Before the breakthrough time
(t ′ = 75 days); (b) Just after the breakthrough time (t ′ = 225 days); (c) When the water front reaches the reservoir walls (t ′ = 9000 days); (d) At a very
long time when the reservoir is almost completely invaded by water (t ′ = 225, 000 days). The lines show iso-saturation curves.
3. Homogeneous case
In the statistically homogeneous case, we ran simulations for a long enough time for the reservoir to be completely
invaded by water when no more oil is produced. The injector and producer are symmetrically placed on the diagonal line
of the reservoir. Hence, the distance between wells is r ′ = √2ℓr , where ℓ = 10 meters is the cell size and r is an integer
number representing the distance in terms of grid cells. The dimensionless r in our simulations takes the values r = 4, 8, 16,
and 32,where a value of 4 corresponds to a distance of 56.56meters. For this case, the range of porosity [0.02, 0.33] translates
into a range of permeability ranging from 0.5348 to 5140.75 millidarcy using Eq. (2). For each set of parameter values, r and
m, we averaged the results over 100 realizations.
The evolution of the water front is shown in Figs. 2 and 3 at four different times with r = 16. These results correspond
to runs with exactly the same porosity configuration, but different viscosity ratios, m = 1 and m = 100, respectively.
Frames with the same label, in both figures, contain maps obtained at a common simulation time. The frame (a) in Fig. 3
shows the breakthrough time for m = 100, however, in that same time, the water front in Fig. 2(a), for m = 1, has not
reached the producer yet, showing that breakthrough time decreases with m. Despite the smaller breakthrough time for
larger m, the water front advances more slowly towards the walls of the reservoir displacing less oil. The iso-saturation
curves shown in Fig. 3 are more spread which means that, as m increases, the interface oil-water becomes less abrupt and
the oil sweeping becomes less efficient. The influence ofm on the breakthrough time, tbr , is shown in Fig. 4(a), for the average
breakthrough time of all realizations. We estimate that the tbr depends on m and r according to the following power law
tbr ∝ rαmβ , where α = 1.8 and β = −0.25. The exponent α has been previously found to be 2, numerically in [10] and
analytically in [30]. However, the reduced value found for the exponent comes from the Carman–Kozeny relation between
porosity and permeability as well as finite-size effects. In order to demonstrate this permeability–porosity relation effect,
additional simulations were performed with a particle-launching algorithm, similar to those presented in Ref. [10]. Please
Note that no dependency was assumed between these two properties either in Ref. [10] (where permeability was randomly
chosen according to a uniform distribution and the porosity was kept constant) or in Ref. [30] (where both permeability
and porosity were kept constant and independent to each other). Two different cases have been analyzed. First, the local
permeability was generated from a uniform distribution, which resulted in an exponent α = 2.0, as expected. When using
the Carman–Kozeny relation, the exponent α also falls to 1.8, confirming the effect of the transformation.
The average oil production rate C(t) versus time is shown in Fig. 4(b) for different values of r and m = 1. Before
breakthrough time, when only oil is produced, all curves are equal to 1, after that, when water appears in the production
well, C(t) decays according to the power law C(t) ∝ t−1/3, where the exponent−1/3 has been demonstrated theoretically
[21] and is consistent with our flow transport model. This power law is valid before the water front reaches the walls of
the reservoir. After this crossover time, the reservoir gets exhausted of oil and edge effects take place changing the power
law exponent to −5/2. The inset in Fig. 4(b) shows the oil production for m = 100. We can observe in this figure, that
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Fig. 3. The same porosity configuration that in Fig. 2, but now with larger viscosity ratio (m = 100). Frames with the same label in Figs. 2 and 3 contain
maps obtained at a common simulation time. When m is larger, the breakthrough time is shorter, however, the water front advances slower towards the
walls of the reservoir displacing less oil. For this case, the iso-saturation curves are more spread which means that as m increases the interface oil-water
becomes less abrupt and the oil sweeping becomes less efficient.
the crossover time decreases for increasing distances between the wells. Although our results clearly show a power law
behavior after the crossover time, it was previously found to decay exponentially in [10]. This can be explained by the
differences between our more realistic model (where balance mass equations are solved and relative permeability curves
are included) and the phenomenological model simulated in [10].
The production curves for different types of oils (different values ofm) and fixed value of r can be collapsed as shown in
Fig. 4(c). We found that the oil production at the time of the crossover Ccr scales like Ccr ∝ m−0.85, while the crossover times
scales as tcr ∝ m, in agreement with the dynamics of water propagation shown in Figs. 2 and 3. In Fig. 4(d), we also show
the P(t) curves collapsed according to their respective scaling. The unscaled curves for both C(t) and P(t) are shown in the
insets of (c) and (d), respectively.
4. Inhomogeneous threshold case
In the inhomogeneous case, only a part of the reservoir has nonzero porosity and is therefore accessible for fluid flow. The
porosity in each cell is randomly chosen according to a percolation-like geometry at the critical threshold probability. The
location of the wells is also randomly chosen either in the x- or y-direction in the spanning cluster, away from the walls to
decrease edge effects, such that the distance r ′ is satisfied. Eachwell is centered in the cell that contains it, hence the distance
between thewells is r ′ = ℓr . Like in the homogeneous reservoir, the value of r is varied in the simulations to be r = 4, 8, 16,
and 32, where r is expressed in units of 10 m. In the present case, the porosity of the percolation cluster is assumed to be
constant and equal to 0.3 giving a permeability of 3,538.36 millidarcy through Eq. (2). For each set of parameters, r and m,
we averaged the results over 200 realizations. Differently from the homogeneous case, and due to the high computational
cost involved, each simulation runs until the water production becomes 99.99% of themixture coming out in the production
well.
Before analyzing the oil production behavior and the breakthrough time in the percolation cluster reservoir model, we
investigate the influence on the oil production and thewater invasion of the numerical grid refinement. In the homogeneous
case, the numerical cell size is equal to the physical cell size, but in the present case the numerical cell can be smaller than
the physical one by simply refining the grids. Although this effect should be irrelevant for percolation models in the limit
of very large system sizes, this is not necessarily true for the transport behavior using CMG. For that purpose, we refine
each physical cell of the percolation cluster into 4 (type I) or 6 (type II) smaller cells. While in the refinement of type I, the
cells are divided symmetrically in x- and y-direction, in type II, each cell obeys the same arbitrary division rule, namely
they are divided in two parts in the x-direction and in three parts in the y-direction. The geometry of the numerical cells
cannot change the results, as long as their volume and neighborhood are properly accounted in the numerical discretization
scheme, and the final mesh is sufficiently fine for numerical purposes. Physically, the reservoir remains the same but,
as we show in the snapshots of Fig. 5, the backbone as well as the invaded region become bigger in refined reservoirs.
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Fig. 4. Breakthrough time and oil production behavior in homogeneous reservoirs for different values of m (1, 10, and 100) and r (4, 8, 16, and 32).
(a) The breakthrough time scaled by r1.8 versus m in the main graph, and scaled by m−0.25 versus r in the inset. This graph shows that the breakthrough
time of homogeneous reservoirs scales as r1.8m−0.25 . (b) Oil production C(t), form = 1, versus time. Initially, when only oil is produced, all curves are equal
to 1. After that, two power law regions appear, the first with exponent −1/3 and the second with −5/2. The crossover occurs due to edge effects, when
the water front reaches the reservoir walls. The production curves for m = 100 is shown in the inset. We can observe that the crossover time decreases
for increasing distances of the wells. The C(t) scaled by m−0.85 , and P(t) scaled by m−1.85 , versus t/m are shown in (c), and (d), respectively. The insets
in these two graphs show the respective curves before scaling, and clearly indicates how the crossover time increases with m, as qualitatively shown in
Figs. 2 and 3.
The refining process applied to the reservoir grids does not change the value of the critical threshold probability, pc , because
the spanning cluster is kept unaltered. The refinement, however, creates new paths for water to penetrate into some regions
where it could not flow before, despite their accessible porosity. Hence the dangling ends volume, namely the volume of
those cells with stagnated flow from which oil can not be removed, tends to vanish with the refinement, and the backbone
becomes identical to the spanning cluster. However, we do not observewater invading thewhole backbone volume because
of our stopping simulation criteria. We also plot in Fig. 5 the graph with the average oil production rate of a reservoir with
100×100×10 cells, for different types of refinement. The percentage error (inset) between the unrefined case and the type
I grows rapidly with time, keeping its value between 10% and 15%. This difference results from the reduction in the volume
of dangling cells. We use the refinement type I to obtain the results shown next.
We present in Fig. 6 the behavior found in percolation-like reservoir models. As for the homogeneous reservoir, we
show that the breakthrough time also depends on m and r according to a power law, tbr ∝ rαmβ , but now with different
exponents, α = 1.0 and β = −0.2. The exponent α was found previously to be 1.33 [20], however, the grid refinement
in our model as well as finite-size effects smooth the shortest path in the spanning cluster changing it from a fractal to a
smoother (non-fractal) line. In Fig. 6 (b), we show P(t) versus time. After breakthrough, these curves decrease rapidly and
become a power law with exponent −1.81. Their collapse for all values of r and m shows that the production behavior is
the same independently of the type of oil and the distance between the wells. As we stop the simulation when 99.99% of the
production turns into water, we do not observe a crossover in the production rate as we do in the homogeneous case.
5. Conclusions
We studied the displacement and production of light and medium oils in a thin layered oil reservoir through a
secondary recovery process, where water is injected to push oil from an injection to a production well, separated by a
dimensionless distance r . We consider different types of oil with viscosity varying from 1 to 100 cP and investigated the
influence of the viscosity ratio m and the distance r on the breakthrough time and analyzed the post-breakthrough oil
production. Differential equations of mass conservation with Darcy’s law are solved by the CMG’s (Computer Modelling
Group) commercial reservoir field simulators.
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Fig. 5. Snapshots of two reservoirs of 32× 32× 1 grids in the inhomogeneous case showing the region invaded by water (dark gray) inside the spanning
cluster at the end of our simulation. For this example, each numerical grid is contoured by black lines to make visualization possible. The picture on the left
represents an unrefined reservoir where the numerical cell size is equal to the physical one. The other, on the right, represents the same reservoir but now
each numerical cell of the percolation cluster is divided into 4 other smaller ones. These reservoirs were created with the same occupation probability,
the only difference is the refinement of grids. When this refinement process is applied, the dangling ends volume vanishes, and the backbone becomes
identical to the spanning cluster. The black dots indicate the injector and producer separated by r = 16, withm = 1. The graph below shows the average
C(t) versus time for a 100 × 100 × 10 reservoir for different types of refinement: unrefined; refined in 4 (type I) and 6 (type II) other smaller numerical
cells. Both refinement, type I and type II, present basically the same production behavior. The inset shows the percent error between the type I and the
unrefined case versus time. The error grows rapidly keeping its value between 10% and 15%.
a b
Fig. 6. Breakthrough time and oil production behavior in inhomogeneous and refined reservoirs for different values of m (1, 10, and 100) and r (4, 8, 16,
and 32). (a) Breakthrough time scaled by r versus m in the main graph, and scaled by m−0.2 versus r in the inset. This graph shows that the breakthrough
time of inhomogeneous reservoirs scales as rm−0.2 . (b) P(t) versus time. All these curves are collapsed for every r andm. After the breakthrough time, these
curves decrease rapidly and become a power law with a universal exponent equal to−1.81.
We used two types of reservoir models. One is the macroscopically disordered and statistically homogeneous reservoir
where the entire reservoir is accessible to the fluids with position dependent porosity. The second type of reservoir, is
a percolation-like geometry at the critical threshold where some regions of the reservoir are impervious. In both cases,
permeability is computed from porosity through the Carman–Kozeny equation. For each set of parameters m and r , we
averaged the results over at least 100 realizations of porosity field.
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Our results show the breakthrough time as power law of m and r , tbr ∝ rαmβ , where α = 1.8 and β = −0.25 for the
homogeneous case, and α = 1.0 and β = −0.2 for the percolation cluster case. Previous works have already reported α
values for both reservoir geometries, but now we extend those results for a more complex and realistic system evaluating
β for the first time.
After breakthrough time, we analyzed the oil production behavior for both geometries. For the homogeneous reservoir,
two power law regions are found on the oil production rate with exponent −1/3 and −5/2, respectively. The crossover is
due to edge effects whenmost of themovable oil has been produced. The oil production rate at this crossover is shown to be
proportional tom−0.85 while the crossover time is proportional tom. The dependency of the crossover time onm is explained
in the framework of the invasion dynamics since larger values ofm imply a worse sweep efficiency of oil. In the percolation
cluster case, due to computational cost, we stop simulations when 99.99% of produced fluid is water, and therefore we could
not observe a second power law region. However, after a rapid decrease, the first region of power law with exponent equal
to−1.81 is collapsed independently onm and r showing a universal behavior in oil production.
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