





BAB VI. PENUTUP 
 
6.1.Kesimpulan 
Berdasarkan hasil pembuatan model hingga pembuatan aplikasi android 
untuk mendeteksi emosi wajah menggunakan tensorflow lite dan OpenCV dapat 
disimpulkan bahwa model dapat dibuat dengan menggunakan dataset dari kaggel 
(https://www.kaggle.com/msambare/fer2013) untuk membuat model training 
dengan menggunakan keras dan tensorflow. Model yang telah di training 
menghasilkan akurasi akhir tertinggi sebesar 77.91% dan validation accuracy 
sebesar 71.60%. Peningkatan akurasi untuk mendapat akurasi tertinggi tersebut 
dilakukan dengan menambah epoch perulangan dari 60 hingga 100 dan mengurangi 
batch size dari 128 menjadi 64. Selain itu penambahan layer normalisasi dan 
dropout dapat meningkatkan akurasi final model yang dibuat. 
Secara keseluruhan aplikasi yang dihasilkan akan menampilkan tampilan dari 
kamera smartphone. OpenCV kemudian akan mendeteksi gambar wajah dan 
tensorflow lite akan melakukan prediksi dan memberi label pada gambar hasil 
prediksi. Hasil outputan akan ditampilkan melalui bingkai yang mengelilingi wajah 
pada tampilan aplikasi secara langsung.  
Hasil perhitungan untuk tingkat akurasi total didapat sebesar 86.4% untuk 
aplikasi pendeteksi emosi wajah manusia. Untuk mendeteksi emosi angry didapat 
keakuratan sebesar 90%. Untuk mendeteksi emosi sad didapat keakuratan sebesar 
80%. Untuk mendeteksi emosi happy didapat keakuratan sebesar 78%. Untuk 
mendeteksi emosi neutral didapat keakuratan sebesar 84%. Untuk mendeteksi 









Berdasarkan hasil pembuatan model hingga pembuatan aplikasi android 
untuk mendeteksi emosi wajah menggunakan tensorflow lite dan OpenCV, didapat 
beberapa kekurangan penulis yang mungkin dapat diperbaiki kedepannya. 
Beberapa saran untuk memperbaiki pembuatan model dan aplikasi android antara 
lain adalah meningkatkan kualitas dataset yang ada dengan menambah data 
training dan memperbaiki proses preprocessing sebelum melakukan pembuatan 
model training. Selain itu dapat akurasi akhir dapat ditingkatkan lagi dengan teknik 
preprocessing yang lebih baik dan menambah layer untuk meningkatkan akurasi 
akhir model training yang dibuat. Penggunaan hardware yang lebih baik juga 
memungkinkan hasil akurasi yang lebih baik lagi. 
Untuk pembuatan aplikasi sendiri mungkin banyak kekurangan dalam 
penggunaan efisiensi untuk mendeteksi emosi wajah pada aplikasi android. Ada 
baiknya jika aplikasi selanjutnya dapat dibuat menjadi seefisien mungkin dan 
menggunakan fungsi fungsi yang lebih baik dari yang dibuat oleh penulis. 
Penulis juga menyarankan untuk menambah kategori untuk pengklasifikasian 
emosi wajah pada manusia. Dari lima emosi yang telah dipilih mungkin bisa 
ditambahkan emosi lain seperti rasa takut, depresi, jijik dan lain sebagainya. 
Dari banyak kekurangan tersebut penulis berharap pembaca dapat 
meningkatkan tingkat akurasi dari model yang dibuat dan membuat aplikasi 
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