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図 1-1 バドミントンのシャトルを打ち返した瞬間に観測される高速かつ変則的な軌道の例 
左：240fps 右：30fps （赤色線：観測されたシャトルの軌道） 
 
 















































































必要とすることなく，3次元復元する研究例や[42]，2 台の RGB カメラを用いて RGB 画像上の














































































































































































楕円領域の中心 o と長軸 𝑑 を求め，2 視点で捉えたそれぞれのシャトルの領域の中心 o か




























撮影に用いたカメラは，Sony BRC-300 で，解像度は 640 画素×480 画素，フレームレート




本手法によるシャトルの 3 次元位置推定結果を図 3-7 に示す．図 3-6 右のようにパーティ
クルフィルタを用いて，シャトルの追跡を実現した． 
























































本研究では，図 4-2のように世界座標系を定め，フレーム 𝑘 におけるシャトルの状態を 3
次元位置とその速度，及び加速度を用いて， 
 


































1 𝛿𝑡 0 0 0 0 0 0 0




𝛿𝑡 0 0 0 0 0 0 0
0 0 0 1 𝛿𝑡 0 0 0 0
0 0 0 0 1 𝛿𝑡 0 0 0
0 0 0 0 −
𝑐
𝑚
𝛿𝑡 0 0 0 0
0 0 0 0 0 0 1 𝛿𝑡 0
0 0 0 0 0 0 0 1 𝛿𝑡


















𝐵 = [ 
0 ⋯ 0 0
⋮ ⋱ ⋮ ⋮
0 ⋯ 0 0
0 ⋯ 0 −𝑔
 ] 
( 4.3 ) 
 
 
と表す．ここで，𝛿𝑡 は 2フレーム間の時間差である．𝐵𝑢𝑘 は状態遷移にかかる制御入力であ
る．𝑚 は質量であり，𝑐 は空気抵抗量を表す．𝑧 方向にかかる重力加速度 𝑔 は，𝐴 の状態
遷移行列に含められないことより，式（4.3）として 𝐵 を定義する．𝜔𝑘 は，ガウス分布か
らなるプロセスノイズである． 
一方，フレーム 𝑘 において，獲得したシャトルの観測値を 𝑝𝑘 とすると，観測モデルは式
（4.4）によって表される． 
 















1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0













𝑥𝑘 , 𝑦𝑘 , 𝑧𝑘(𝐵𝐷), ?̇?𝑘 , ?̇?𝑘 , ?̇?𝑘(𝐼𝑉)           𝑖𝑓 𝐿𝑜𝑤 𝑆𝑝𝑒𝑒𝑑  
𝑥𝑘 , 𝑦𝑘 , 𝑧𝑘(𝑃𝐶𝐺), ?̇?𝑘 , ?̇?𝑘 , ?̇?𝑘(𝐵𝑉)        𝑖𝑓 𝐻𝑖𝑔ℎ 𝑆𝑝𝑒𝑒𝑑
 
𝐵𝐷: 𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 
𝐼𝑉: 𝑖𝑛𝑡𝑒𝑟𝑓𝑟𝑎𝑚𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 
𝑃𝐶𝐺: 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑐𝑒𝑛𝑡𝑒𝑟 𝑜𝑓 𝑔𝑟𝑎𝑣𝑖𝑡𝑦 
𝐵𝑉: 𝑏𝑙𝑢𝑟 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 



































次元座標）𝑃1, 𝑃2, 𝑃3, 𝑃4をあらかじめ求めておく．図 4-4 の四角形 𝑃1, 𝑃3, 𝑃4, 𝑃2 の内部におい
て，カルマンフィルタから得られるシャトルの 3 次元予測点の各画像への射影点 𝐴∀ (𝑥𝑎 , 𝑦𝑎) 





𝑃1𝑃2⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  × 𝑃1𝐴⃑⃑⃑⃑⃑⃑  ⃑ < 0, 
𝑃1𝑃3⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  × 𝑃1𝐴⃑⃑⃑⃑⃑⃑  ⃑ > 0, 
𝑃3𝑃4⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  × 𝑃3𝐴⃑⃑⃑⃑⃑⃑  ⃑ > 0, 
𝑃2𝑃4⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  × 𝑃2𝐴⃑⃑⃑⃑⃑⃑  ⃑ < 0 
( 4.6 ) 
 







図 4-3 外積を用いたコート内外判定 
 


















) ( 4.8 ) 
 
尤度関数 𝐿(𝑑) は，上述した各クラスの重心からのユークリッド距離 𝑑 の関数であり，分













(a)                                      (b) 
 
図 4-5 (a)：室内環境の背景色によるシャトル領域の輝度値の分布 
(b)：輝度値クラスタリング結果 (上段：背景色灰色，下段：背景色茶系色) 
 
4.4 確率的処理を用いた物体の 3次元位置と速度の推定 













に示すように尤度の高い粒子だけを残す．この閾値の設定法については， 図 4-11 を用いて
後述する． 
最後に，粒子に対して図 4-6(d)のように楕円体を当てはめ，粒子の確率的分布モデルを生
成する．楕円体の重心をシャトルの 3次元位置として獲得し，その楕円体の長軸の長さ 𝑙 を，
シャッタ開放時間 𝑡 中にシャトルが移動した距離とする．長軸の長さ 𝑙 とシャッタスピー
ド（開放時間）から，式（4.9）を用いて，シャトルの 3 次元位置 𝑞 におけるシャトルの移






図 4-6 粒子群の初期散布，尤度計算，粒子群の再配置，位置と移動速度の推定 
 
 

















ラケットで打たれた時刻を 𝒕𝒃 とすると，時刻 𝒕𝒂 における観測結果から予測される時刻 𝒕𝒃 
















(a)                                           (b) 
図 4-8 （a）粒子の散布範囲内にシャトルが存在しない問題 









ットすると，図 4-10 (a2)のような分布が得られる．この分布に基づき RGB 輝度値の代表色
（図 4-10 (a1)の場合は，2 種類の代表色）を設定する．代表色の数は，ユーザが図 4-10 (a1)
の画像を見ながら判断する．代表色に基づきクラスタリングした結果を図 4-10 (a3)に，2 種

























                    (a)                                         (b) 
図 4-9 コートマットの色の種類 (a) グリーン (b) ブルー 
 
【コートマットグリーンの場合】    閾値 R:81 G:156 B:166   
 
(a1)                                       (a2) 
 





(a5)                                       (a6) 
 
【コートマットブルーの場合】    閾値 R:119 G:76 B:90 
 
(b1)                               (b2) 
 
     (b3)                                (b4) 
 








【体育館の場合】    閾値 R:146 G:116 B:98 
 
(c1)                                 (c2) 
 
    (c3)                                  (c4) 
 
(c5)                                      (c6) 







サンプル画像に対して，5 種類の尤度の閾値を用いて追跡処理を行った．図 4-13 に示すよう
に，閾値を小さくするにつれ粒子がシャトルの 3 次元形状に近づいていることが確認できる
（赤強調表示）．また，粒子を各画像上に投影した位置が，シャトルの領域内に収まっている




































































を観測データとしてカルマンフィルタに与えた場合は，平均 0.368 秒（標準偏差 0.003 秒），
位置情報と速度情報を観測データとしてカルマンフィルタに与える場合（提案手法）は，平
均 0.622 秒（標準偏差 0.029 秒）であった．この際使用した計算機の CPU は Intel(R) Core 
i7-3770 3.40GHzであり，8.00GBのメモリを搭載し，プログラムは Windows 8 上で動作する．
この実験では，キヤノン社製のビデオカメラ Canon EOS 5D Mark2を用いて，1920 画素×1080
画素の解像度の映像を，毎秒 30 枚撮影した．その際シャッタスピードは 60 分の 1 秒に設定
した．撮影した映像シーケンスは，バドミントンにおけるシャトルの様々な飛び方を再現し
た．具体的には，クリアが 2 種類，サーブ，スマッシュ，ドライブ，ロブ，ドロップが各 1






ｍ：1ｍの立方体を縦に 4 段，測量用反射板を最上段と最下段部分の左右に 2箇所）を設置す
る．このようなキャリブレーションマーカスタンドを図 4-14 に示す 12 箇所に設置し，測量
器にて反射板の位置を測定する．測定したデータと 2 台のカメラから観測される画像上の位
置を用いて，射影変換行列を算出する．カルマンフィルタのガウス分布からなるプロセスノ





































図 4-16の軌道 3のようなスマッシュ（シャトルが高速に移動）の場合，表 1の軌道 3のよう


















































 ×PEA [m] (SD)[m] *PMEA [m] (SD) [m] RR OP/FN 
Trajectory1 0.19 (0.03) 0.18 (0.03) -2% 39/55 
Trajectory2 0.67 (0.43) 0.69 (0.44) 4% 18/37 
Trajectory3 0.86 (0.56) 0.46 (0.23) -45% 4/19 
Trajectory4 0.32 (0.16) 0.22 (0.06) -31% 19/28 
Trajectory5 0.56 (0.26) 0.43 (0.16) -23% 23/40 
Trajectory6 0.36 (0.22) 0.23 (0.10) -36% 25/46 
Trajectory7 0.88 (0.33) 0.35 (0.22) -60% 14/27 
Trajectory8 0.25 (0.03) 0.17 (0.01) -31% 19/36 
Trajectory9 0.43 (0.09) 0.32 (0.08) -26% 14/28 
Trajectory10 0.27 (0.07) 0.11 (0.02) -57% 28/40 
average 0.44 (0.22) 0.31 (0.14) -30%  
 
PEA : prediction error average 
PMEA :proposal method error average 
RR : reduction rate 
OP : observation points 




































一方で，本研究で撮影実験に使用したカメラ解像度は 1920 画素×1080 画素であり，空間
























































以下では，図 5-2に示す長露光時間のカメラ 2台（Camera1と Camera3：同じシャッタ速度）
と短露光時間のカメラ 1台（Camera2）を用いて，高速かつ変則的に移動するシャトルを非同
期撮影する状況を例に説明を行うが，カメラ台数が増加しても同様の議論が適用可能である．
まず，Camera1 と Camera3 で撮影した映像を用いて，シャトルの 3次元移動軌跡（3次元観測
線）を得る．次に，Camera2 の画像から検出されたシャトルの 2次元位置を，3次元観測線上
に投影し，それらが交わる位置として．シャトルの 3 次元位置を推定する． 
本節では，長露光時間に設定された2台の非同期撮影画像から分割したシャトルの 2 次元





存在する範囲（視体積）の積を求めることで被写体の 3 次元形状を復元する手法である． 
図 5-4 に示すように，シャトルのおおよその 3 次元位置の周辺に 3 次元ボクセル空間を定
義し，ボクセルのある要素（注目画素）を各画像上へ投影し，その位置に前処理として求め
たシャトル領域が存在するか否かを調べる．Camera1 に，ボクセルの要素を投影し，画像上
に観測線が存在している要素だけを残した結果を図 5-5 に示す．同様の処理を，Camera3 に
対して行なった結果を図 5-6 に示す．図 5-7 は，図 5-5,6 の処理結果を重ね合わせたもので


































































図 5-8 3次元ボクセル空間を定義 
 
 














図 5-11 に示すように，複数台の長露光時間カメラを同じフレームレート 𝑓𝑟 ，シャッタ速
度 ss1, ss3 とすると，前提条件より，長露光時間の間隔 𝑡 は， 
 
 𝑡 = ss1 = ss3 = 1 / 𝑓𝑟 ( 5.1 ) 
 
として表される．提案手法を適用するためには，長露光時間カメラのシャッタ速度は，フ
レームレート 𝑓𝑟 で取りうる最大値（1 / 𝑓𝑟）とし，短露光時間カメラのシャッタ速度 ss2 は，
以下の式を満たすように設定する． 
 
 ss2 < ss1 = ss3 ( 5.2 ) 
 
非同期撮影を行う場合，各カメラのシャッタタイミングにずれが生じるが，提案手法を適
用するためには，複数の長露光時間カメラの重複する期間内（図 5-11 Ep1 & Ep3）に短露光
時間カメラの撮影が行われる必要がある．図 5-11 に複数の長露光時間カメラ（Camera1 と





間カメラの重複する期間内（Ep1 & Ep3）に撮影が行われることがわかる．  
 
 

































































































































推定誤差の平均は約 0.07m，提案手法の推定誤差の平均は約 0.04m であり，提案手法の有効
性を確認できた． 
次に，変則的なシャトルの CG シミュレーション画像を用いた実証実験を行った．図 5-23
に示すように，シャトルの CGモデルは急激な回転を含んでいる．モーションブラーの重みは，
それぞれ長露光時間撮影では 0.7，短露光時間撮影では 1.5 に設定した．5.2.3項で述べた比
較実験と同様に提案手法と従来手法の推定誤差との比較実験を実施した．図 5-25 から，急激
な回転を含むシャトルのシーケンスに対して，シャトル領域が 3 次元復元され，その 3 次元
位置が推定できていることが確認できる．従来手法の推定誤差の平均は約 0.09m，提案手法
の推定誤差の平均は約 0.06m であり，提案手法の有効性が確認された．図 5-24 には提案手
法と従来手法の位置推定誤差がほぼ同じシーケンスが存在する．これは，2 台の撮影画像か
ら復元できる 3 次元シャトル領域が小さく，推定 3 次元位置に差が生じにくかったためであ
る．一方で，2 台の撮影画像から復元する 3 次元シャトル領域が大きい場合，従来手法は，
不確定性が多く含まれる領域の共通部分の中心を推定位置と定義することから推定 3 次元位



































図 5-20 実環境のシーケンスデータに対して提案手法を適用した結果 
 
 

















































る領域は，ホームベース手前周辺，約 3 m とする．本研究では，多視点カメラとして SONY
社 FDR AX-1 を用いて，3840 画素×2160 画素の解像度の映像を撮影する．図 5-26 に示すよ
うに，長露光時間カメラを 2 台，短露光時間カメラを 1 台，投手がボールを投げる方向と平
行に設置する．シャッタ速度（露光時間）とフレームレートは，各々1/30秒，30fps（図 5-27,29 





 図 5-28,30 に野球のボールの軌道に提案手法を適用した結果を示す．2 本の軌道はそれぞ
れ 5 フレームから構成される．2 台の長露光時間撮影によってモーションブラーを含むボー
ル領域が復元され，短露光時間撮影によるボールの位置が推定できていることがわかる．図

















































































































ぼ同じシーケンスが存在したが，2 台の撮影画像から復元できる 3 次元シャトル領域が小さ
く，推定 3 次元位置に差が生じにくかったためであると考察した．一方で，2 台の撮影画像
から復元する 3 次元シャトル領域が大きい場合，従来手法は，不確定性が多く含まれる領域
の共通部分の中心を推定位置と定義することから推定 3 次元位置に大きな差が生じる．従っ
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