We simulate the moving contact line in two-dimensional chemically patterned channels using a diffuse-interface model with the generalized Navier boundary condition. The motion of the fluid-fluid interface in confined immiscible two-phase flows is modulated by the chemical pattern on the top and bottom surfaces, leading to a stick-slip behaviour of the contact line. The extra dissipation induced by this oscillatory contact-line motion is significant and increases rapidly with the wettability contrast of the pattern. A critical value of the wettability contrast is identified above which the effect of diffusion becomes important, leading to the interesting behaviour of fluid-fluid interface breaking, with the transport of the non-wetting fluid being assisted and mediated by rapid diffusion through the wetting fluid. Near the critical value, the time-averaged extra dissipation scales as U , the displacement velocity. By decreasing the period of the pattern, we show the solid surface to be characterized by an effective contact angle whose value depends on the material characteristics and composition of the patterned surfaces.
Introduction
The question of how immiscible two-phase fluids flow over rough surfaces or chemically patterned surfaces has long been of interest to academic and industrial communities. In order to exploit the potential utility of microfluidic devices, it is important to develop a fundamental understanding of the behaviour for fluids flowing over patterned surfaces. Modelling of immiscible two-phase flows over solid surface has eluded accurate continuum description for many decades. At the heart of this problem is the boundary condition for the moving contact line (MCL), where the fluid-fluid interface intersects the solid wall (Huh & Scriven 1971; Dussan V. & Davis 1974; Dussan V. 1979; de Gennes 1985) . It has been shown by Dussan V. & Davis (1974) that under usual hydrodynamic assumptions, namely incompressible Newtonian fluids, the no-slip boundary condition, and smooth rigid solid walls, the velocity field is multi-valued at the MCL, and the tangential force exerted by the fluids on the wall in the vicinity of the MCL is unbounded, implying an infinite rate of viscous dissipation. Numerous models have been proposed over the years, aiming to resolve this classical hydrodynamic problem. An incomplete list includes the kinetic adsorption/desorption model by Blake & Haynes (1969) , the slip models by Hocking (1977) , Huh & Mason (1977) , and Zhou & Sheng (1990) , and the diffuse-interface models by Seppecher (1996) , Jacqmin (2000) , Chen, Jasnow & Vinals (2000) , Pismen & Pomeau (2000) and Briant & Yeomans (2004) . It is interesting to note that, while the divergence of viscous dissipation can be removed by allowing some slip in the vicinity of the MCL, the diffuse-interface models provide a different resolution. That is, an effective interfacial slip can be maintained by diffusive transport even if the no-slip boundary condition is still satisfied.
The recent discovery of the generalized Navier boundary condition (GNBC) by Qian, Wang & Sheng (2003) has resolved the MCL conundrum for immiscible twophase flows over homogeneous surfaces. The GNBC states that the slip velocity is proportional to the total tangential stress -the sum of the viscous stress and the uncompensated Young stress; the latter arises from the deviation of the fluid-fluid interface from its static configuration. By combining the GNBC with the CahnHilliard (CH) diffuse-interface model (Cahn & Hilliard 1958) , we have obtained a continuum description for the contact line hydrodynamics in immiscible twophase flows. Our continuum calculations based on the new slip boundary condition quantitatively reproduce the molecular dynamics (MD) simulation results (Qian, Wang & Sheng 2003 . It is worth emphasizing that, by using a diffuseinterface model, the stress singularity can be removed by either diffusion or slip, or both, depending on the physical system under investigation. For the fluid systems in our MD simulations, the slip is the dominant mechanism. More recently, we have presented a variational derivation of the GNBC through the principle of minimum energy dissipation , formulated by Onsager for small perturbations away from equilibrium (Onsager 1931a,b; Onsager & Machlup 1953) . This derivation reveals that the slip boundary condition at the fluid-solid interface is consistent with the general principle of irreversible thermodynamic processes.
Numerous studies have shown that the behaviour of a binary mixture is significantly affected by the wetting properties of the underlying surface pattern. Consider a surface patterned with hydrophilic and hydrophobic domains in contact with a liquid (e.g. water); the corresponding interface will have a position-dependent free energy that reflects the underlying surface pattern. The liquid wets the hydrophilic domains but dewets the hydrophobic domains. As a result, the surface pattern will modulate the shape of the liquid layer. The morphology of the liquid microstructures depends sensitively on parameters such as the dimensions and contact angles of the pattern and may undergo morphological transition between different states (Gau et al. 1999; Darhuber et al. 2000) . The dynamics of two-phase fluids or drops is even more significantly affected by the geometric and physical properties of the chemically patterned surfaces. An experimental investigation was performed by Cubaud & Fermigier (2004) on advancing contact lines of large drops spreading on chemically patterned surfaces with different surface geometries. Experiments and numerical simulations were performed by Kusumaatmaja et al. (2006) exploring the behaviour of liquid drops moving across a surface patterned with hydrophobic and hydrophilic stripes. It was observed that the period of the pattern is reflected in the time variation of the drop velocity as well as drop shape deviation (from spherical). Simulations by Kuksenok et al. (2003) have shown that when a phase-separated binary fluid is driven to flow past chemically patterned surfaces in a microchannel, the fluid exhibits unique morphological instabilities characterized by periodic formation of monodisperse droplets. We note that most of the continuum simulations for dynamics of two-phase fluids on chemically patterned surfaces have been based on models with no-slip boundary conditions.
In this paper, we extend the GNBC-based continuum calculations to twodimensional chemically patterned channels, and present a numerical study of the effects of the surface pattern on the MCL and moving interface. In particular, we are interested in how the motion of the contact line and interface is determined by the interplay between the driving velocity and the chemical (contact angles) and geometrical characteristics of the patterned surfaces. Our simulations show that oscillatory (stick-slip) motion of the fluid-fluid interface occurs on the chemical patterned surface. The extra dissipation induced by this oscillatory contact-line motion is due to the capillary waves generated at the fluid-fluid interface (Zhou & Sheng 1990 ) and has certain universal features. The scaling of the extra dissipation (when time averaged) with the displacement velocity U is found to be ∼ U . We also show that by decreasing the period of the pattern, the solid surface can be characterized by an effective contact angle whose value depends on the material characteristics and composition of the patterned surface. If the wettability contrast of the patterned surface is strong enough, the effect of diffusion becomes important, leading to the interesting behaviour of fluid-fluid interface breaking, with the transport of the nonwetting fluid being assisted and mediated by rapid diffusion through the wetting fluid. As a consequence, a droplet appears to 'jump' across the non-wetting section of the pattern through diffusion.
The paper is organized as follows. In §2 we describe the diffuse-interface model, the generalized Navier boundary condition (GNBC) and their numerical implementation on chemically patterned surfaces. Numerical results and a discussion are presented in §3. The paper concludes with a few remarks in §4.
The diffuse-interface model
2.1. The Cahn-Hilliard Navier-Stokes equations with the GNBC To describe the continuum model for contact-line motion, we start from the CH free energy functional (Cahn & Hilliard 1958) :
where φ(r) is the phase field measuring the local composition (relative concentration) of the two-phase fluid, and f (φ) is a function of the local composition, given by f (φ) = −rφ 2 /2 + uφ 4 /4 which has a double-well structure for modelling the fluid components' immiscibility. A diffuse interface between the two equilibrium phases φ ± = ± √ r/u (at which df/dφ = 0 and d 2 f/dφ 2 > 0) can be stabilized by the CH free energy functional. Here the parameters K, r, and u can be determined from the two equilibrium phases φ ± = ± √ r/u (= ±1 here), the interfacial tension γ = 2 √ 2Krφ 2 ± /3, and the characteristic length scale ξ = √ K/r measurable in the static interfacial profile (the interfacial thickness is of the same order of magnitude as ξ ). The two coupled equations of motion are the convection-diffusion equation for the phase field and the Navier-Stokes equation in the presence of the capillary force density:
together with the incompressibility condition ∇ · v = 0. Here ∇ 2 ≡ ∇ · ∇ denotes the Laplace operator, M is the mobility coefficient, μ = −K∇ 2 φ −rφ +uφ 3 is the chemical potential defined from the CH free energy functional F according to μ = δF /δφ, ρ is the mass density of the fluid, p is the pressure,
T is the Newtonian viscous stress tensor with η being the viscosity, μ∇φ is the capillary force density, and f e is the external force. The boundary conditions at the solid surface are the impermeability condition ∂ n μ = 0 (which requires the normal (n) component of the diffusive current J = −M∇μ to vanish at the solid surface) and v n = 0, the relaxational equation for φ at the solid surface: 4) and the slip boundary condition governing the tangential momentum transport across the fluid-solid interface:
Here τ denotes the direction tangent to the solid surface (for two-dimensional flows), n denotes the outward surface normal, Γ is a positive phenomenological parameter,
is a function of the local composition at the solid surface measuring the fluid-solid interfacial free energy per unit area, β(φ) is the slip coefficient which may depend on the local composition at the solid surface, v slip τ is the slip velocity, defined as the tangential velocity of the fluid at the solid surface measured relative to the (moving) wall, and L(φ)∂ τ φ is the uncompensated Young stress. Physically, L(φ) measures the deviation from equilibrium at the solid surface. Therefore, equation (2.4) means that the material derivative of φ at the solid surface is proportional to the deviation of L(φ) from its equilibrium value zero, and the minus sign ensures this evolution to be relaxational. Equation (2.5) governs the fluid slip at the solid surface. It has been shown that the boundary conditions (2.4) and (2.5) may be derived from Onsager's variational principal as a consistent pair ). Hence we denote them together as the GNBC.
We use γ f s (φ) = ( γ f s /2) sin(πφ/2) which is a smooth interpolation from γ f s (φ − ) = − γ f s /2 to γ f s (φ + ) = γ f s /2. Here γ f s denotes the change of γ f s (φ) from one equilibrium phase of φ − = −1 to the other equilibrium phase of φ + = 1, i.e. γ f s = γ f s (φ + ) − γ f s (φ − ). According to the Young equation for the static contact angle θ s , γ f s (φ + ) + γ cos θ s = γ f s (φ − ), we have γ f s = −γ cos θ s . It can be shown that in the sharp interface limit (Chella & Vinals 1996; Qian et al. 2003) , the uncompensated Young stress satisfies
where int dτ denotes the integration across the fluid-fluid interface along the τ -direction and θ d is the dynamic contact angle. Note that our choice of γ f s (φ) makes ∂γ f s (φ)/∂φ vanish at the two equilibrium phases φ ± = ± √ r/u = ±1. As a consequence, far away from the contact line and deep in the single-phase region, the phase field becomes a constant in space and time, given by φ(r, t) = φ + or φ(r, t) = φ − , which satisfies dφ/dt ≡ ∂φ/∂t + v·∇φ = 0, μ = −K∇ 2 φ − rφ + uφ 3 = 0, and L(φ) = K∂ n φ + ∂γ f s (φ)/∂φ = 0 at the solid surface. This leads to the disappearance of the transition layer at the solid surface, which in general arises from the competition between the free energies at the surface (represented by γ f s (φ)) and in the bulk (represented by F [φ]). It follows that the excess free energy (per unit area of the solid surface) far from the contact line can be simply given by γ f s (φ ± ) defined at the surface without integrating across the transition layer along the surface normal, and hence the Young equation can be written as γ f s (φ + ) + γ cos θ s = γ f s (φ − ) with the static contact angle θ s defined at the surface as well.
Modelling the immiscible two-phase flows at patterned surfaces
We consider a binary fluid flowing through a two-dimensional channel in which the top and bottom surfaces are chemically patterned. The binary fluid consists of two immiscible components A and B. By immiscible components we mean that a (diffuse) interface can be stabilized between them while spatial and temporal variations of the phase field are allowed and governed by the model described in §2.1. The top and bottom surfaces are patterned by A-type and B-type stripes, with the A component more attracted by the A-type stripe while the B component is more attracted by the B-type stripe (figure 1). The chemical properties of each stripe are specified by the static contact angle (defined on the side of the B component) and the two slip lengths for the two components. We use θ (Barrat & Bocquet 1999) . The geometric structure of the pattern is specified by the period of the pattern λ and the widths of the A-type and B-type stripes a and b with λ = a + b. We choose the coordinate system in which the solid surface extends along the x-direction, i.e. τ = x, and the outward surface normal n is in the −z-direction on the bottom surface and in the z-direction on the top surface.
The dimensionless Cahn-Hilliard-Navier-Stokes equations are
The dimensionless GNBC boundary conditions are
for the relaxation of φ at the fluid-solid interface, and the friction law 
, which is inversely proportional to the capillary number Ca = ηV /γ , (iv) V s = KΓ /V , which is the ratio of KΓ (of velocity dimension) to V , and (v) L s (φ) = η/β(φ)ξ , which is the ratio of the slip length l s B-type stripe. In our calculations, the values of the first four parameters are taken from those determined through MD simulations (Qian et al. 2003) . They are L d = 5, R = 0.03, B = 12, and V s = 5, with the length scale ξ = 0.33σ and the velocity scale V = 0.25 √ /m (in which and σ are the energy and length scales in the Lennard-Jones potential for fluid molecules and m is the fluid molecular mass). We use the above values of ξ and V as the length and velocity units. The dimensionless boundary conditions (2.9) and (2.10) are obtained from equations (2.4) and (2.5), with γ f s (φ) = ( γ f s /2) sin(πφ/2), γ f s = −γ cos θ s , and the dimensionless value 2 √ 2/3 for γ .
Results and discussion
We simulate an immiscible two-phase fluid flowing with an average velocity U through a channel with chemically patterned top and bottom surfaces. In most of our simulations, the length of the channel is L x = 100 and the height of the channel is L z = 40. The initial conditions for the phase field φ and the velocity field v x , v z are chosen to be
where x 0 is the initial interface position. The initial velocity field is a Poiseuille-type quadratic profile in z, with an average velocity U , which is consistent with the slip boundary condition at the top and bottom boundaries. The boundary conditions (2.4) and (2.5) are applied on the top and bottom solid surfaces. At the left and right boundaries, the velocity fields are specified as the above quadratic profiles and φ is fixed to be −1 or 1, compatible with the fact that far away from the contact line and deep in the single-phase region, the phase field becomes a constant in space and time, given by φ(r, t) = −1 or φ(r, t) = 1. During the simulations, the position of the interface is determined by the zero level set of the function φ. We use a pressure-Poisson solver for the Navier-Stokes equation and a semi-implicit scheme for the Cahn-Hilliard equation. The details of the numerical scheme can be found in Qian et al. (2003) .
3.1. Stick-slip motion and capillary waves For homogeneous surfaces, the moving interface can maintain a stationary shape with a dynamical contact angle slightly deviating from the static contact angle θ. Figure 2(a) shows the stationary dynamic interface profile in a channel with homogeneous A-type surfaces and figure 2(b) shows that in a channel with homogeneous B-type surfaces. In all of the simulations, the A fluid is always on the left (and B fluid on the right) of the interface. When the solid surfaces are patterned, the moving interface has to switch, completely or incompletely, between the two different interface profiles for different homogeneous surfaces, leading to a stick-slip motion of the contact line. We plot two time sequences for the interface profile and contact point velocity in figure 3 where we use θ In the first case (figure 3a), the interface starts from the A-type (red) region and moves to the left with the average velocity U = −0.2. As the interface reaches the B-type (green) region, its profile is rendered energetically unfavourable by the new stripe and the capillary force takes over in adjusting the interface profile. The contact line undergoes an acceleration followed by an deceleration, quickly slipping to the B-type stripe. The maximum slip velocity is about −0.81 which is four times the magnitude of U . In the B-type region the interface continues to move with the steady velocity U = −0.2 until it reaches the next A-type (red) region. The contact line then slows down (with minimum velocity −0.06), accompanying the adjustment of the interface profile due to the switch of the contact angle. After completing the profile adjustment, the interface continues to move with the steady velocity U = −0.2. In the second case (figure 3b), the surface pattern period is decreased. The above process is seen to repeat as the interface moves through the channel. Figure 4 shows the motion of the interface in the co-moving frame (with a constant velocity U = −0.2) where the contact line oscillates around a vertical line.
Interface breaking and minimum energy dissipation
We now increase the wettability contrast r defined as the ratio of the static contact angles of the A-type and B-type surfaces, i.e. r = θ A s /θ B s , and study how the increased contrast affects the interface motion. We choose θ A s = 152.4
• for the A-type stripe and θ B s = 27.6
• for the B-type stripe. The values for the four slip lengths remain the same as before. We observe a strong deformation of the interface when the contact line crosses the boundaries between different stripes. This leads to the interesting phenomena of interface breaking and contact line jumping as shown in figure 5 . An enlarged view in figure 6 shows the interface immediately before and after its breaking. This is similar to the jump phenomena observed for the moving contact line on undulating surfaces (Luo et al. 2006) . The mechanism here is interesting. As seen in figure 6 , breaking of the interface is directly associated with diffusion of the red fluid (the B component of the binary fluid) in space. This diffusion occurs above the A-type stripe which is now strongly non-wetting to the red fluid (with θ A s close to 180
• ). Unable to fully displace the blue fluid (the A component) that is strongly • for the B-type stripe. The break in the interface occurs in the last few frames. An enlarged view is shown in figure 6 . The A component of the binary fluid is coloured blue and the B component is coloured red, to facilitate the visual contrast as well as the diffuse interface between the two. attracted to the A-type stripe, the red fluid thus penetrates through the blue fluid via diffusion, and seems to 'grow' out of nowhere onto the next wetting region (the B-type stripe). Visually it thus appears as if the contact line tunnels, or jumps. The phenomena of interface breaking can be understood from the principle of minimum energy dissipation, the statistical mechanical basis of the GNBC. The total rate of energy dissipation R total for immiscible two-phase fluid flowing past the patterned surfaces consists of four parts, contributed by the four physically distinct sources of dissipation the shear viscosity in the bulk R v , the fluid slip at the solid surface R s , the phase field diffusion in the bulk R d , and the phase field relaxation at the solid surface R r :
where J = −∇μ is the diffusive current in the bulk andφ is the material time derivative of φ at the solid surface. We calculate the time-averaged dissipation rates over a period with increased wettability contrast r. Figure 7 is a plot of time averaged dissipation rates as a function of increasing r from r = 2 to about 5.5 (as we vary θ B s from 60
• to 27.6
• and θ A s from 120
• to 152.4 • ). It is clear that there is a rapid increase of energy dissipation as the contrast ratio r increases but before a critical value r c (close to 3) is reached. This rapid increase arises from the complete displacement of the blue fluid that is more and more attracted to the A-type stripe and thus confined in a wedge of smaller and smaller angle. The critical value r c corresponds to the onset of interface breaking. Above the critical value, the system finds an alternative channel to reduce the energy dissipation which would otherwise further increase. This is achieved by the interface breaking. As one can see from figure 7, for r < r c (before interface breaking), the dissipation due to slip R s is much large than that due to diffusion R d . For r > r c , R s decreases rapidly while R d continues to increase, indicating strong diffusion.
Scaling for the energy dissipation
When immiscible fluid flows over a homogeneous surface with a velocity U , the motion is steady and the rate of energy dissipation scales as R ∝ U 2 for small U , following the general rule governing the entropy production in a thermodynamic process (essentially a Taylor expansion in U for positive definite R, see Landau & Lifshitz 1997) . On patterned surfaces, the contact line movement shows a stick-slip behaviour and the interface profile oscillates in time, thus inducing extra dissipation. We are interested in how the dissipation scales with the average velocity U for this oscillatory case. The results in the previous section have indicated that the rate of energy dissipation is also affected by the surface wettability contrast which leads to two different energy dissipation regimes separated by a critical wettability contrast ratio r c . We examine the capillary-wave-induced extra dissipation (Zhou & Sheng 1990 ) before the interface breaking. We calculate the rates of dissipation R v , R s , R d , R r and the total dissipation R total for U = −0.05, θ A s = 102.4
• , and θ B s = 77.6
• . Figure 8 shows that each of the four components of dissipation remains a constant when the interface moves steadily in either the A-type region or the B-type region. As the contact line moves across the boundary from the A-type to the B-type stripe, it undergoes a fast slip due to the change in the surface property and there is a significant jump in R total , dominated by the contributions from R v and R s . This is physically understandable because a jump in R v is generated by the capillary-wave excitation at the fluid-fluid interface while a jump in R s is generated by the rapid slipping of the contact line.
To study the behaviour of the capillary-wave-induced extra dissipation, we subtract the usual steady motion dissipation on a uniform surface (which scales as U 2 ) and examine the scaling behaviour of the extra dissipation through time averaging. Our results show that the rate of extra energy dissipation has certain universal behaviour when the contrast ratio r is close to the critical value r c . Figure 9 shows the time sequences (maximum shifted to t = 0) of the extra dissipation R v (viscous dissipation) and R s (due to slip) for three different speeds U = −0.01, −0.0075 and −0.005 on a surface with contrast ratio r = 2.6. The three profiles match almost perfectly, showing that the capillary-wave-induced extra dissipation depends on the surface pattern only. Physically, the capillary wave excitation arises from the change in the static wetting property (contact angle) over the patterned surface and becomes independent of the displacement speed when it approaches zero. The time-averaged dissipation over a time period T (corresponding to the interface motion past one period of the surface pattern λ) gives
where c = 1/λ T 0
R(t)dt.
Since R(t) decays very fast to zero away from the maximum and is independent of U , c is therefore independent of U . Thus, the time-averaged dissipation rates scale as R v , R s ∝ |U |.
We have also verified this linear U scaling relationship numerically for wettability contrast r = 2.6. The time-averaged total rate of dissipation and all four components are log-log plotted as functions of U in figure 10 . It is shown that R d , the rate of dissipation due to diffusion, remains almost constant. However, the viscous dissipation rate R v and that due to slip R s behave differently when U is close to zero. A numerical estimation of the slopes confirms the scaling relation R v , R s ∝ |U | in the limit of small U . This behaviour arises from the inhomogeneity of the dissipation in time. As U approaches zero, the dissipation is dominated by the A-to-B switch associated with the fast contact line slip across the boundary from the A-type to the B-type stripe. Averaging over a time period T then results in a dissipation rate proportional to U , as expressed in equation (3.1). At intermediate contrast ratios 1 6 r < r c , the moving contact line dissipation would appear to scale as U α , with 1 < α 6 2.
3.4. Effective properties of the patterned surface As the period of the pattern λ becomes small enough, the patterned surface acts effectively as a homogeneous surface. This requires the hydrodynamic relaxation of the fluid-fluid interface to be much slower than its translation over the solid surface. As shown in figure 4 , the interfacial profile undergoes a periodic capillary-wave excitation in the co-moving frame, induced by the jump in surface properties at the boundary of different stripes. In addition, the time scale associated with this hydrodynamic relaxation of the interface is well defined in the limit of small displacement speed (see Figure 10 . Log-log plot of R vs. U . Here R represents the total rate of energy dissipation R total and its four components , R v , R s , R d , and R r . Numerical estimation confirms the R ∝ U scaling. figure 9 ). If this time scale becomes much longer than the time period T = λ/|U |, then the interfacial profile can undergo very little change in each period and the capillary-wave excitation is suppressed. That is, the interface is not able to respond to the jump in surface properties. Instead, it keeps a nearly constant profile and moves at a nearly constant speed, as if over a homogeneous surface. It is interesting to study the effective properties of the patterned surface in this regime, and to see how they depend on the ratio a/b of the respective widths of the A-type and B-type stripes. Figure 11 shows the simulation results obtained for a set of small periods of the pattern (λ = 6.25, 3.125, 1.5625) with the fixed ratio a/b = 1. When the period of the pattern is small enough, the interface can never fully relax to the stationary profiles in the A-type and B-type regions. While the velocity of the contact line still oscillates around the steady velocity U = −0.2, the oscillation amplitude decreases with the decreasing period. In the case of λ = 1.5625, the moving interface is almost vertical to the solid surfaces, with an effective dynamic contact angle close to 90
• . The effective properties of the patterned surface can be tuned as well by the ratio a/b. As shown in figure 12 , when a/b is changed to 1/3, we have a moving interface with a contact angle closer to that of the stationary interface in the B-type region (when it is sufficiently wide). Similarly, for a/b = 3, we observe a moving interface closer to the stationary one in the A-type region (when it is sufficiently wide). This suggests a way to design and control the dynamic wetting properties of the surface by tuning the period λ and the ratio a/b. The numerical results suggest that the effective contact angle θ e is approximately given by cos θ e ≈ α cos θ • at the A-type stripes and θ B s = 27.6
• at the B-type stripes. Compared to figure 13, a qualitatively different behaviour is obtained, as the diffusion is now responsible for most of the droplet fluid (the A component) transport across the high energy part (the B-type green section) of the patterned surface. In contrast to that in figure 13 , in (i) now diffusion flux carries more of the droplet fluid across the high-energy section of the surface.
is, the sum of γ cos θ e and the time average of γ f s in equation (3.3) should approach zero, i.e. Note that our specific choice of γ f s (φ) leads to the disappearance of a transition layer (of finite thickness ∼ ξ ) at the solid surface. As a consequence, the excess free energy per unit area is given by γ f s (φ ± ) at the surface, and the Young equation takes the simple form of γ cos θ s + γ f s = 0. This is still true for the patterned surfaces and results in the effective contact angle θ e s in equation (3.4).
3.5. Diffusion-dominated motion of a droplet The effects of interface breaking and contact line jumping on an interface moving over a patterned surface are further investigated by varying the relative volume fraction of the two fluid components. Consider a droplet (with diameter 8) of the A component (coloured blue) surrounded by the B component (coloured red). The droplet is initially centred at x = 50 and is pushed to the left by an external force, moving with the velocity U = −0.8. In the case of low contrast of wettability (θ A s = 109.4
• at the A-type stripes of the surface and θ B s = 70.6
• at the B-type stripes), the droplet can move from one A-type stripe to the next by crossing a B-type stripe in between with only a slight change of shape (figure 13).
However, for significantly increased wettability contrast (θ A s = 152.4
• at the A-type stripes and θ B s = 27.6
• at the B-type stripes), the droplet of the A component is no longer able to move across the B-type stripe as a whole, because the droplet fluid is strongly repelled by the B-type stripe, and thus is unable to fully displace the surrounding fluid that is strongly attracted to that section of the surface ( figure 14) . Instead, the droplet fluid is transported across the B-type stripe by diffusion above that part of the patterned surface. A plot of the diffusion and convection fluxes at the boundary of the B-type stripe that is crossed shows that in the low contrast case, convection dominates over diffusion, while in the high contrast case the reverse is true.
Conclusion
We have presented numerical results of contact line dynamics on chemically patterned surfaces. The simulations are performed based on a diffusive interface model together with the generalized Navier boundary conditions. The numerical results revealed many interesting phenomena of the moving contact line on patterned surfaces. We investigated how the extra dissipation induced by the stick-slip motion of the contact line scales with the driving velocity U . The dependence of the effective properties on the geometry of the patterned surfaces suggests a way to design and control the dynamic wetting properties of the surfaces by tuning the period and the ratio of the pattern. Increasing the wettability contrast leads to interface breaking in which diffusion becomes dominant. It is important to note that these phenomena cannot be obtained computationally without the consideration of a diffuse interface in the present model, in which the uncompensated Young stress acts together with the bulk diffusion and surface relaxation of the phase field describing the interface. In particular, a sharp interface description (in which the interface is impenetrable) would yield a very different dynamic behaviour. It has been shown that the present model can be derived from the principle of minimum energy dissipation , a principle that underlies all linear dissipative responses in irreversible thermodynamic processes (Onsager 1931a,b; Onsager & Machlup 1953) . In order to minimize the total rate of energy dissipation, for example, the high wettability contrast case calls for the breaking of the interface via diffusion, a route present in our model but absent if the interface is modelled to be impenetrable. The bulk diffusion is coupled with the surface relaxation and slipping, governed respectively by the boundary conditions (2.9) and (2.10), which have been shown to be the consequence of the minimum energy dissipation principle ). This work is partially supported by the Hong Kong RGC grant HKUST 604803, the RGC Central Allocation Grant CA05/06.SC01 and the Croucher Foundation Grant Z0138.
