Let X be a homogeneous tree of degree at least three. In this paper we investigate for which values of p and r the . Let X be a homogeneous tree of degree q C 1, that is, a connected graph with no loops in which every vertex is adjacent to q C 1 other vertices. We will write x ¾ y if x and y are adjacent. On X there is a natural Laplace operator defined by the formula 
Let X be a homogeneous tree of degree q C 1, that is, a connected graph with no loops in which every vertex is adjacent to q C 1 other vertices. We will write x ¾ y if x and y are adjacent. On X there is a natural Laplace operator defined by the formula are spectrally defined, for all t in .0; C1/ and f in L 2 .X/, by
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where P ½ denotes the spectral resolution of L . If 1 Ä p; r Ä C1 and an operator A : L 2 .X/ ! L 2 .X/ satisfies a norm inequality of the form
then the operator A is said to be L p L r -bounded. The case of the heat semigroup was considered in [CMS2] , where a detailed study of the L p L r operator norms of H t;Â was carried out. This paper is concerned with the study of Poisson semigroup. By spectral theory, P ¦ Â;t is clearly bounded on L 2 ; but while the heat semigroup is L p L r -bounded whenever 1 Ä p Ä r Ä C1; this turns out not to be the case for the .¦; Â/-Poisson semigroup. In this paper we investigate the pairs . p; r / for which P ¦ Â;t is L p L rbounded, and we determine exactly the corresponding operator norms.
Our study parallels that of [CGM] , where the Poisson semigroup on Riemannian symmetric spaces of non-compact type is considered, and our results correspond exactly to what they obtain in the rank one case. The most notable difference is that in the present setting the infinitesimal generator .L Âb 2 / ¦ of the semigroup is bounded on L p whenever P ¦ Â;t is, and this allows a considerable simplification of the analysis. In order to state our main result we need to introduce some notation: For every p in [1; C1]; we write Ž. p/ for 1= p 1=2 and p 0 for the conjugate index p=. p 1/. Given a non-negative real number þ; we denote by S þ andS þ the strips fz 2 C : jIm .z/j < þg and fz 2 C : jIm .z/j Ä þg ; respectively, and let : C ! C be the function defined by
It is known (see, for example, [P1, Theorem 3.1], or [FTP, Chapter 3] ) that ¦ p .L / is the image under the map 1 of the stripS jŽ. p/j : A simple computation then shows that ¦ p .L / is the region of all w such that
In particular ¦ 2 .L / degenerates to the segment [1 .0/; 1 C .0/] on the real axis, and, if we denote by b p the infimum of Re ¦ p .L / Ð ; from the expression above we deduce that 
We note that since P ¦ Â;t is subordinated to the Â-heat semigroup, the upper bounds in Theorem 1 could be derived by subordination from the estimates for jjjH t;Â jjj p;r that follows from [CMS2, Theorem 2.2] . The lower bounds however cannot, and we prove both upper and lower bounds using techniques of spherical analysis on X, which are briefly summarised in Section 1 below.
In Section 2 we obtain sharp estimates for the L p norm of the convolution kernel associated to P ¦ Â;t ; which are then used to prove Theorem 1. The author is grateful to Michael G. Cowling and Stefano Meda for suggesting this problem, and for many helpful discussions on the subject of this paper.
Preliminaries on spherical analysis on X
Let o be a fixed reference point on X: We say that a function f on X is radial if f .x/ depends only on the distance d.o; x/ also denoted by jxj ; between x and o, where, for x y in X, d.x; y/ is defined as the number of edges between the vertices x and y. If E.X/ is a function space on X; we will denote by E.X/ ] the subspace of radial elements in E.X/:
Let G be the group of automorphisms of the tree, that is, of isometries of d, and let K be the isotropy subgroup of o: Then X can be naturally identified with the coset space G=K ; and functions and radial functions on X with K right-invariant and K bi-invariant functions on G; respectively. By means of this identification we can define the convolution of two functions on X as
whenever the integral makes sense. We observe that in case f 2 is radial we can write
where, for every n; x n is chosen in such a way that jx n j D n:
where Ž o is the Dirac measure at o; and ¹ is the normalised radial measure
We recall now the main features of spherical analysis on X. The spherical functions are defined as the radial eigenfunctions of the Laplace operator L satisfying the normalisation condition .o/ D 1, and are given by
where − D 2³= log q and c is the meromorphic function defined by the rule
The spherical Fourier transform e f of a function f 2 L 1 .X/ ] is then defined by the formula
Let T be the torus T D R=− Z; usually identified with [ −=2; −=2/; and let ¼ be the Plancherel measure on T defined by the formula
where c G D q log q=4³.q C 1/. Then the spherical Fourier transformation extends to an isometry of L 2 .X/ ] onto L 2 .T; d¼.s//, and corresponding Plancherel and inversion formulae hold:
See, for instance, [FTN, Ch. 2 
with 1 Ä p < 2; then e f extends to a holomorphic function in the strip S jŽ. p/j ; with boundary values e f .Ð š i Ž. p// belonging to L p 0 .T/ and the following version of the classical Hausdorff-Young inequality holds
On the other hand, if 1 Ä p < 2; and a radial function f is such that We will also need the fact that p ¦ Â;t is non-negative on X; for every t > 0. This is most easily seen using semigroup subordination. Indeed P ¦ Â;t can be expressed in terms of the Â-heat semigroup via the formula 
PROOF. The proof follows the lines of that of [CGM, Lemma 3] (cf. also the proof of [CMS2, Lemma 2.1]). By the Plancherel formula
Since the right-hand side is decreasing in t and bounded above by 1 for all t, we immediately conclude that
On the other hand, using .s/ D .0/ cos.s log q/ and (4) above, we can write
The function 2[ .i Ž. p Â // .1=2/ cos.s log q/] ¦ attains its maximum at s D 0; where its derivative vanishes of order one, while sin 2 .s log q/ vanishes there of order two, so that an application of Lemma 2 yields
and (i) follows.
To prove (ii) we note that using the inequality
o/ for every x in X; and that p ¦ Â;t .o/ is decreasing in t and bounded above by one. Therefore
for t in [0; 1]. Using (4) in the inversion formula we obtain
Proceeding as in (i) to estimate the integral yields (ii). We next prove (iii). By formula (1) above we have
The integral on the right-hand side defines a decreasing function of t, so that
Moreover, using the fact that
it is easy to verify that the function s 7 ! t p 0 j .1= p Â / .1= p C is/j ¦ attains its maximum at s D 0; and there its derivative vanishes of order one. Therefore by Lemma 2,
as t ! C1; and from this we may conclude that
To prove a comparable upper bound, we use (2) above, and the positivity of p ¦ Â;t to write
The right-hand side decreasing in t and finite for t D 0: Therefore
Since the inequality Re .z ¦ / ½ .Re .z// ¦ holds for Re .z/ ½ 0; and 0 < ¦ < 1; using (5) we can estimate
and, again by Lemma 2, the integral on the right-hand side is equal to
as required to finish the proof of (iii). The proof of (iv) proceeds in much the same way. To obtain a lower bound we write
The right-hand side is decreasing in t and therefore bounded away from zero for t in [0; 1]. Moreover the maximum of the function As in (iii), the right-hand side is bounded above by a constant for every t ½ 0 and using (5) We consider next (iii). It suffices to examine the case p < r D 2; for then the case 2 D p < r follows by duality. By the radial form of the Kunze-Stein phenomenon (cf. [N] , and [CMS1, Section 2] 
