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ABSTRACT 
The knot positions of a periodic quadratic spline function which furnishes 
the smoothest interpolation of equispaced data are clarified. It is proved that 
the knots are to be at the midpoints of every two adjacent data points for the 
smoothest interpolation. This gives a partial answer to the problem where to 
locate the knots to obtain the smoothest spline interpolation of even degree. 
1. INTRODUCTION 
It has been well recognized that spline functions, devised by Schoenberg 
[l], interpolating the same data vary drastically according to their knot 
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positions. In the case that the degree 2n + 1 is odd, the best knot positions 
for a spline function s defined on [0, T] and interpolating data given within 
[O, T] were proved by de Boor [2] to be the same as the data points, where 
‘(best” is defined as minimizing J0T{~(n)(t)}2 dt. On the other hand, in the 
case of even degrees, it has been an open problem where to locate the knots 
to obtain the smoothest spline interpolation. 
In this paper, the knot positions of a periodic quadratic spline func- 
tion which furnishes the smoothest interpolation of equispaced data are 
determined, where the goal is to minimize &T{s”(t)}2dt. This gives a par- 
tial answer to the open problem-partial in that the degree is limited to 
two, the data and knots are limited to be equispaced, and the boundary 
condition is limited to periodicity. 
The result shows that the knots are to be at the midpoints of every 
two adjacent data points for the smoothest interpolation. This knowledge 
enables a better use of quadratic spline functions, which are almost free 
from undesirable vibration, in practical interpolation problems. 
2. PRELIMINARIES 
Let the points {tk}f&i be put equidistantly in [O,T], so that 
t =IcT k K' k=O,1,2 ,..., K-l. 
Then any variation of equispaced knots {&(r)}f&i can be represented with 
the parameter r (0 2 T < 1) as follows: 
T 
(k(r) = (k + r)-_, K k=0,1,2 ,..., K-l. 
The knots {<k(~)}fz~ are identical with the data points {t~}f~ol in the 
case r = 0. Otherwise, a knot is between two adjacent data points. Assume 
that the number of data, K, is more than three, which is the number of 
free parameters with a single quadratic polynomial. 
A periodic quadratic spline function s(t; r) of period T with those knots 
can be represented in the form 
where ti(t;r) = [~o(t;T),~l(t;T),~2(t;T), . ,+K-i(t;r)] is the B-spline 
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function vector, defined by 
T+!Q$(t;T-) = 3 4 
( ) 
x(t-~(,+,,,,,K(T)--~T)~, k=O,1,‘4...,K-1, (2) 
where 
(t -o)“, = { f - u)2> 
3 
and c(r) = [co(r>,cl(r), . . . , cK_i(r)jT is a coefficient vector (see Schoen- 
berg [I]). In the above setting, the problem of finding s(r) = s(.;T) inter- 
polating the data (.ul~}~~ci in the sense 
k = 0, 1,2, . , K - 1, (3) 
is to solve the linear equations 
A(r)c(r) = v, 
where 
$J(to; r) 
Nt1; 7.) 
A(r) = . 
_ $(tK-1; r) 
and v = 
(4) 
VO 
Vl 
. . 
UK-1 _ 
The best knot positions will be determined so as to minimize the func- 
tional J of s(r) with respect to the parameter r, 
J[s(r)] = JT{s”(t; r))” dt, (5) 
0 
which is a good upper bound of the mean square curvature 
J 
T {sl’(t; r)}” 
dt. 
0 [l + {s’(t; r))2]“/” 
3. BEST KNOT POSITIONS 
The following theorem shows that a periodic quadratic spline function 
is smoothest, in the sense of minimizing J, if and only if every knot is at 
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the midpoint of each two adjacent data points, i.e., r = f . 
THEOREM. For any data {v~}~=I1, s(r) in (1) is uniquely determined 
from {wk}~:~l by t/h e condition (3) if and only if r # 0 or K is odd. And 
for such an s(r), it holds good that 
JWI > J[4)] (6) 
whenever r # f and {vk}f&’ is not a constant sequence. 
Proof. Because it follows from (2) that 
r2/2 if (k + 3) mod K = l, 
?Mte;r) = 
-r2+r+$ if (k+2) mod K=l, 
(1 _ r)2/2 if (k + 1) mod K = l, 
0 otherwise, 
k, e = 0, 1,2, . . . , K - 1, 
we have 
where 
(7) 
yl(r)=Q-$Q, 72(r)=-r2+r+$, 73(r)=;, (8) 
and S is the K-dimensional unitary circulant, defined by 
s= 
-0 0 0. 
100. 
0 1 0 . 
. . . . . . . 
000. 
0 1 
00 
00 . 
. . . . . . 
10 
(9) 
Since A(r) is a circular matrix, the eigenvalues (see [3, p. 221) of A(r) 
are given by 
Xk(r) = &p(r)e-“2neklK, k=O,1,2 ,..., K-l. (10) 
e=i 
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And S(T) in (1) is determined uniquely if and only if A(r) is invertible, that 
is, if and only if Xk(r) # 0 for every k = 0, 1,2, . . . , K - 1. Using (8) and 
(lo), &(r) is evaluated as follows: 
&.(r) = 
T2 
-em (l - r)2 -iZxk/K 
2 
i6WK + ( _ r2 + r + .L)e-iJrklK + _e 
2 
=e 
-zZ?rk/K (e-t2rklK _ a)(e-z2rklK _ b), 
where 
r2 
a= 
--T-++ JzGq b=~2-?+pTq 
7.2 
7 
r-2 
Then we have 
(&(r)(’ = (1 - cos(27rk/K)}r2(1 - r)” + ;{l + cos(27rk/K)}, (11) 
which vanishes if and only if r = 0 or 1 and cos(27rk/K) = -1. Because 
0 5 r < 1 and k = 0, 1,2,. . , K - 1, the condition is reduced to the 
statement that r = 0 and K is even, which means that A(r) is invertible 
if and only if r # 0 or K is odd. 
Using the second derivative of (2) given by 
Sk i t - nT < <k + (T/K), 
tk + (T/K) L t - nT < & + 2(T/K), 
<k + 2(T/K) I t - nT < [k + 3(T/K), 
k=O,l,2 ,,.,, K-l, n = 0, fl, 52,. . . ) 
we can evaluate (5) as follows: 
3 K-l 
c {Ck(r) -2C(k+l)modK@-) +C(k+2)modK(r)}2 
k=O 
= //(I - 2S-’ + S-1S-‘)c(r)112 
= Il(S - ~)24r)l12, (12) 
where j[ . [I denotes the Euclidean norm. Substitute c(r) = A(r)-‘v for 
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(12). Then we have 
J[s(r)] = ($)“,,(S - I)2A(r)-1vl12 
312 
(S - a2412, (13) 
where we have used the fact that A(r) commutes with (S - 1)2. 
Define 
d= $ 
( 1 
312 
(S - I)%. 
Then (13) becomes 
4441 = IIA-1Wl12, 
and we find that d runs over the range of (S - 1)2, which is the set of 
vectors orthogonal to e = [l, 1, . . . , 1lT, when v runs arbitrarily. 
Based on the above observations, we can rewrite the assertion of the 
theorem that 
IIA-‘Wl12 > IjA-‘(;)dlj’ 
whenever r # i and d # 0 is orthogonal to e. Since A(r) and A(;) 
commute and each of them transforms the set of vectors orthogonal to e 
to itself, writing d = A( z, we arrive at the following equivalent 
assertion: 
whenever r # i and x # 0 is orthogonal to e. An equivalent statement of 
the above assertion is that the matrix 
A(;)*A(;) - A(r)*A(r) (14) 
is positive definite on the set of vectors orthogonal to e. 
Since the eigenvalues of A(i)*A(i) - A(r)*A(r) are given by 
]Xk($)I” - I&&-)12, k = 0,1,2,. ..,K - 1, 
for a proof it is sufficient to show 
IX,(;)\’ - ]&(T-)(~ > 0, k = 0,1,2,. . . ,K - 1, (15) 
whenever T # 3. But this is immediate from (1 l), because r2 (1 - r)2 takes 
its maximum at r = +. This completes the proof. m 
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The authors thank the referee for making the original proof of the main 
theorem simpler and more transparent. 
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