Information-centric networking (ICN) is being applied to the vehicular networks by more and more researchers on account of its lightweight and connectionless networking paradigm and in-network caching characteristics, making it suitable for the dynamic environments of vehicular networks. However, wireless transmission of interest packets to find content in the network may lead to broadcast storms that can affect the performance of information dissemination severely. This paper proposes a distance assisted data dissemination method with broadcast storm suppressing mechanism (DASB) for supporting rapid and efficient information dissemination in ICN-based vehicular ad hoc networks (VANETs). Geo-position data of vehicles are used to accelerate packet forwarding, and vehicular nodes in certain areas are restricted to forward packets in order to suppress the broadcast storm. Simulation results show that the proposed method can greatly reduce the total number of packets transmitted in the network, and the successful information delivery ratio and information delivery time can also be improved.
Introduction
By connecting vehicles to people, other vehicles, and their surrounding environment, data about road and environmental conditions can be obtained by any vehicle and personal and entertainment offerings can be provided to passengers. To that end, vehicular ad hoc networks (VANETs) have been regarded not only as a key technology for increasing road safety and transport efficiency, and providing infotainment for people in mobile environments, but also as a method for increasing revenue for service providers and car manufacturers. Nevertheless, due to the highly dynamic mobile environment and the resulting wireless transmission conditions, some problems still need to be solved in order to bring VANET into reality.
 We evaluate the proposed mechanisms through implementation and carrying out simulations. Especially, we use real world traffic and a vehicle mobility model to validate the proposed mechanism. The rest of the paper is organized as follows. In Section II, the distance assisted packet forwarding scheme for ICN-based VANETs is described. In Section III, the method of broadcasting suppression and the corresponding suppression angle are introduced. Following this the implementation and simulation environment are described, and the performance of the proposed method is evaluated and discussed in Section IV. We discuss the related work in Section V. Finally, Section VI concludes the paper.
2
Distance Assisted Packet Forwarding
Work in [5] [6] [7] has investigated the advantages of introducing information centric networking into VANETs, and made some improvements to the basic NDN architecture to implement the name-based data dissemination in VANETs. In short, we borrow ideas from these works and keep the following functions: (i) packets are allowed to be broadcast over the same wireless network interface from which the packets were received; (ii) the CS (Content Storage) and PIT (Pending Interest Table) functionality remains as for normal NDN operation; (iii) a timer based mechanism that allows forwarding of packets after waiting a certain time is used in each intermediate node.
A problem with previous solutions is that the mechanisms proposed have the potential to create broadcast storms in the network, leading to high overhead and waster of network resources. In order to suppress such broadcast storms, we reduce the data transmitted in the network, and therefore improve data dissemination efficiency. We introduce the following features in our system: (i) the data structures Forwarded Table (FT) and Waiting Table ( WT) in the nodes; (ii) a modified format of Interest and Data packets, carrying geo-position information; (iii) a method for calculating the retransmission deferral timer and packet forwarding method based on internode distance; and (iv) a broadcast storm suppression mechanism. The first three features are described below, and the fourth feature will be explained in Section III.
2.1
Packet forwarding according to distance
All data is transmitted through broadcasting it over the wireless network interface. Since many nodes are able to receive the packets by overhearing the wireless channel, this allows Interest and Data packets to be forwarded by intermediate nodes to increase the likelihood of reaching the destination, but this can also lead to loops and repeated forwarding. This may in turn cause heavy packet loss due to serious interference in the physical layer and network layer congestion.
To avoid loops and repeated forwarding of Interest packets, we introduce a Forwarded Table ( FT) in each node which records the Nonce, a unique identifier used when creating an Interest, and the forwarding time of the Interest by the current node. The table is subsequently used to ensure that an Interest packet is forwarded at most once. A node frees table entries according to a local strategy, for example, after a certain time, when it can be assumed that possible local forwarding of the packet in the neighbourhood has ceased.
To shorten the data response time and to reduce the amount of packets transmitted in the network, we use a greedy geo-position based forwarding strategy. Namely, we allow the vehicular nodes furthest away from the current node to forward the packet first. This is because that node will propagate the packet the furthest physical distance and thus is likely to bring the packet closer to a remote destination that is not in range of the first node. In this way, fewer vehicular nodes are involved in packet forwarding, and fewer hops between the content requestor and responder are needed. This can be expected to decrease the latency of requesting content and also the interference and therefore also improve the content delivery ratio.
In order to be able to estimate the distance between the previous node that broadcasts the packet and the nodes receiving the packets by overhearing the wireless channel, we modify the original Interest and Data packets in NDN to include geo-position information of the previous node, as shown in Fig. 1 . Thus, when a node receives, for example, an Interest packet, it can calculate the distance between itself and the previous forwarder, according to its own position information and the position information carried in the packet. In vehicular networks, it is common that all vehicles have a GPS navigator, so including the location of the node in the message is a feasible requirement.
Name Selectors
Nonce Guiders PreNode_position In order to enable the furthest node to forward the packet without knowing the distance information of other nodes, we introduce two types of retransmission deferral timers, Ti and Td, in each vehicle node. When a node receives an Interest packet that is not listed in its FT, it calculates the distance to the previous node that sent the packet. Then it sets the retransmission deferral time for timer Ti according to a "waiting time function", where the value of the timer is dependent on the distance, and adds the packet information to its Waiting Table ( WT). The longer the distance, the shorter the deferral time. As a result, the timer in the node furthest away will expire first, and the node will forward the Interest first. During the deferral time of Ti, all the nodes listen for other transmissions of the same Interest packet. Upon overhearing the same Interest transmitted by another node, the nodes will discard the Interest and stop the timer Ti. The same mechanism is applied when a Data packet is received by a node, using timer Td.
Waiting time function and waiting table
Considering the case that multiple vehicle nodes may have the same distance to the previous node, the deferral time t consists of two parts t=t1+t2, where t1 is the time related to the distance, t2 is a random time, and t2 << t1 (i.e., t2 is far smaller than t1). Thus, one of the nodes having the longest distance will have the smallest t, and will forward the Interest or Data first, by broadcasting it through the wireless network interface.
The longest distance for a vehicle being able to forward packets is determined by the maximum distance of wireless transmission. In order to determine the deferral time for each node, we assume:
R is the reliable radio transmission distance. For simplicity, here we suppose all the vehicles have the same R.
Dm is the longest distance between two vehicles to send and receive data, i.e., no data transmission errors are caused by the distance. Vm is the maximum velocity of the vehicles and Lm is the maximum tolerated latency for one hop. Considering the movement of the vehicles Dm = R-2Vm×Lm, which is the case that two vehicles travel to the opposite directions at the maximum speed.
The deferral time is a decreasing function of the distance, and depending on the geographical distribution of the vehicular nodes in the network, different functions can be used. In this paper, we assume that vehicles are randomly distributed. We assign a simple linear decreasing function to the deferral time, as shown in Fig. 2 .
Fig. 2. Deferral time function
The maximum time Tm when the distance is 0 may eventually have influence on the data response latency. If it is too big and the network density is lower, vehicular nodes nearby the forwarding node may have relatively long deferral time. Theoretically, Tm should be Thop<Tm<2Thop, where Thop is the maximum transmission and processing delay of one hop. In practice, the maximum time can be determined by considering the average density of the vehicles in selected scenarios and the accuracy of the clocks. Fig. 8 in Section IV illustrates the relationship between Tm, the density of the vehicular nodes and the data response latency obtained by our simulations.
It should be noted that the synchronization of clocks among vehicles will not play a role in our method because the deferral time is used and it only requires measuring relative time intervals.
3
Forwarding suppression
Forwarding suppression angle
As shown in Fig. 3 , when an Interest is sent by node A, both node B and node C will receive the packet. Since the distance from B to A (dBA) is longer than that from C to A (dCA), B will forward the packet before C. In other words, C's forwarding is suppressed. However, if node D has the requested content, as shown in Fig. 3 , the content can be obtained only when node C forwards the Interest. Here we assume that D is the nearest node having the requested information when multiple copies of the requested information exist. To avoid forwarding a packet far away from the content holder, when the position of such a node D is known, we introduce a suppression angle αSA, to determine a sector within which packet forwarding is suppressed. In the case presented in Fig. 3 , node C is outside this sector and hence forwards the packet and node B is the only node inside the sector forwarding the packet. Here, dBA, dCA, dCB are the distances between node B and A, node C and A, and node C and B, respectively. These distances can be calculated when node B and C receive the Interest from node A and when C receives the same Interest from B again. In this case, node C will first calculate the angle αF according to the geo-position information carried in both Interest packets. If αF < αSA , it means that C is in a direction similar enough to B, and since B is expected to be closer to the content holder, C will discard the Interest received both from B and A, stop the deferral timer, and delete the corresponding entry from its waiting table WT. In This way, redundant Interest packet forwarding will be suppressed, but the forwarding of the Interests will not be restricted only to a certain direction, all directions may receive the Interest. If multiple copies of requested information are cached in the network, the suppression of Interests will greatly reduce the amount of the responded Data packets. Similarly, certain amount of Data packets will also be suppressed.
Suppression angle and information delivery ratio
Since the successful delivery of an Interest packet to a node holding the requested information is related to the suppression angle αSA, we calculate the maximum failure probability of forwarding the Interest as a function of αSA.
We start by re-drawing the situation described in Fig. 3 as Fig. 4 . To study the situation in which an Interest is not forwarded, we place point D at the intersection of circles A and B. They all have the same radius R, which denotes the radio transmission distance of the vehicular nodes A and B. dAB is the distance between A and B. As shown in Fig. 4 , the following situation will lead to a cessation of packet forwarding: (i) there are no nodes in the grid area; (ii) nodes exist in the stripe area, in other words, there are nodes that can receive the forwarded packets; (iii) all nodes that received the forwarded packets are distributed in the suppressed area. In this case, all the nodes that have the possibility to forward packets further are suppressed. . Suppose m, n are the number of nodes in the grid and the stripe area respectively, therefore,
. Thus, the probability of failing forwarding is P= ( ) . ( ) . For example, when = , α = , ρ = 9 ⁄ , = 3 , = 2 ; = 4.7% ; and when = , α = , ρ = 9 ⁄ , = 3 , = 2 ; = 1.1% . The relationship among suppression angle, the delivery ratio of Interest packets and the density of vehicular nodes is shown in Fig. 9 .
Packet processing at vehicular nodes
A node wishing to retrieve data from the network broadcasts an Interest packet expressing its wish through the name of the requested data. The processing at an intermediate node is as follows. As shown in Fig. 5 (a) , each node receiving an Interest ("new instance") first checks if the same Interest ("old instance") is already in the Waiting Table ( WT) matching the Nonce field of the Interest. If yes, the node next decides if the Interest should be suppressed based on the forwarding angle αF of the new instance and the suppressing angle αSA. If αF>αSA, which means the node is in a location different from the "new" previous node (i.e., Node B in Fig. 3 ), it will continue running the old deferral timer, until it times out and forwards the Interest (i.e., the Interest it received earlier from node A in Fig. 3 ). If αF <αSA, the node will stop the old timer, delete the corresponding entry in the WT and discard the Interest (e.g. node E in Fig. 3 ). If no entry is found in the WT, the node will check if the Interest is in the Forwarded Table. If yes, the packet is discarded. Otherwise, the node searches the information name in its CS, similarly to the original NDN mechanism. If a match is found, the node starts the Data response procedure. If not, it will check if there is already an entry exist in the PIT. If a match is found, the node will not forward the Interest, since the same Interest has been forwarded already. Otherwise, the node will add an entry in the WT by initiating a new timer tI according to the waiting time function and register it in the PIT. The node will schedule the Interest forwarding when the timer expires.
Similar processing is used when a Data packet is received at a node, except caching is done at the intermediate node, as shown in Fig. 5 (b) .
Performance Evaluation
We implemented the proposed method in ndnSIM [8] , which realizes the basic mechanisms of NDN in the network simulator ns-3 [9] . We extended the ndnSIM implementation with support for the functionality described in this paper (Forwarded Table, Waiting Table, waiting time function and the corresponding broadcast suppression method).
To evaluate the performance of the proposed method, we use the tool Open-StreetMap (OSM) [10] and Simulation of Urban Mobility (SUMO) [11] to create different mobility scenarios. OSM provides freely exportable maps of cities. The OSM road information is generated and validated by satellite images and GPS traces, and is commonly regarded as the highest quality road data publicly available today. SUMO is an open-source traffic simulator with continuous space and discrete time. SUMO is capable of importing maps in multiple formats, including OSM. In our simulation, we use OSM to create the real-world map, and use SUMO to generate vehicle nodes and traffic, and mobility model in the real-world road maps.
We evaluate the proposed method using the metrics total number of messages transmitted in the network, data request and response (i.e., round-trip) time and successful information delivery ratio by comparing our approach with basic NDN. Fig. 6 shows the parameters of ndnSIM used in our simulations. Fig. 7 illustrates the map obtained by using OSM and imported in SUMO. This is the map of Solna in Stockholm, Sweden, with an area of about 8.05 km 2 . We measure the performance of the proposed method when there are 100, 200, 400 and 600 vehicles respectively distributed in the sections of roads randomly. In our tests, 10% of the nodes send Interests with different names (i.e., asking for different content) every 0.5 seconds. The test time is 10 seconds. Another10% of the nodes serve as content providers, holding the requested content and are randomly distributed in the network. In order to analyse the effects of the distance assisted routing and broadcast suppression, we disabled caching in the intermediate nodes. We assume that the nodes are able to know their own position and for evaluation of broadcast suppression, we also assume that nodes know the position of the content provider. 
Parameters

Results
To evaluate the influence of the maximum deferral time Tm to the latency of packet forwarding, we measure the average round-trip latency of information requests with different Tm values. Here, we measure latency as the elapsed time from sending an Interest packet until receiving a Data packet as response under different vehicular densities in the network. Fig. 8 illustrates the results. Here we can see that with the increase of Tm, the round-trip latency increases. This is because each forwarding node will wait a relatively longer time on average when Tm increases. However, with the increase of the number the nodes in the fixed area, the distance between two nodes becomes shorter, the average deferral time of each forwarding node becomes longer, and therefore the round-trip latency increases. However, the distance-based routing does not increase the number of hops of data forwarding when the number of vehicles increases and thus, the round-trip latency will not increase in general. where Nsent is the total number of Interest packets sent by nodes in the network and Nrec is the total number of received Data packets requested by the nodes. We can see that increasing the suppression angle will result in the reduction of the information delivery ratio when the density of the vehicles is fixed. In addition, with the increase of the density of vehicles, the information delivery ratio may decrease further. This is because more vehicles are in the radio transmission area, therefore there will be more nodes to take part in the packet forwarding, and there will be more congestion and more packet loss. However, by using our proposed method, the delivery ratio decreases not as radically as the basic NDN method and it can be seen that it is at higher node densities that the suppression of broadcasts become more important. Fig. 9 . Relationship among suppression angle, delivery ratio and node density Fig. 10 illustrates the total number of Interest and Data packets transmitted in the network with different node density (i.e., different number of nodes in the fixed area) compared with the basic NDN mechanism. Note that all the requested information are different, and there is only one copy of each information in the network. In other words, no caches of information are available. We compare also the effects when different suppression angles are used. The total amount of traffic in the network increases with a higher number of nodes since that corresponds to a larger number of content requests in our model, but we can see that the same trend holds true for all node densities. Our broadcast suppression mechanisms decreases the number of packets radically, reducing the traffic volume with 70-97% depending on node density, when compared with the original NDN method. In addition to the general gain in delivery ratio that we could see in Fig. 9 , this also means that the overhead and resource usage for each piece of delivered content is significantly lower, leaving room for other traffic in the network. Fig. 11 illustrates the average latency for obtaining data compared with the basic NDN mechanism, i.e., the time between an Interest is sent and the first Data packet is received. Here we can see that in general our proposed method performs comparable to basic NDN at very low or high node densities and has over 30% shorter latency for obtaining information than the basic NDN method in medium-density scenarios. Related Work VANET and MANET (Mobile ad hoc networks) share the same principle not relying on fixed infrastructure for communication. They have many similarities, such as self-organization, low bandwidth and short range of radio transmission. Hence, most ad hoc routing protocols are still applicable for VANET, such as AODV (Ad-hoc Ondemand Distance Vector) [12] and DSR (Dynamic Source Routing) [13] etc. However, VANET differs from MANET in its highly dynamic topology. A number of studies [14] [15] [16] have been have shown that most ad hoc routing protocols (e.g., AODV and DSR) suffer from highly dynamic nature of node mobility. Therefore, some routing protocols have been presented for VANET, including position-based routing [15] [17], broadcast routing [18] and cluster-based routing [17] [19] .
Among them, GPSR (Greedy Perimeter Stateless Routing) [20] is one of the most known position-based protocols. It combined the greedy routing with face routing by using face routing to get out of the local minimum where greedy fails. It works best in a free open space scenario with evenly distributed nodes. In this paper, we use geographical location information and greedy algorithm in the context of ICN, since vehicular nodes' movement is normally constrained along roads and streets. Geographical information can be easily obtained from street maps and modern navigation systems. In addition, by using the greedy methods, packets suffers less latency in general.
Broadcast is a frequently used routing method in VANETs. Broadcast is also used in unicast routing protocols during the routing discovery phase to find an efficient route to the destination. The simplest way to implement a broadcast service is flooding, where each node broadcasts message to all its neighbours except the one from which it got this message from. Through flooding the message will eventually reach all nodes in the network. Flooding performs relatively well when there are a certain small number of nodes in the network and is easy to be implemented. However, when the number of nodes in the network increases, the bandwidth needed for one message transmission may increase exponentially. In the wireless environment, this may also cause heavy contentions and collision. Thus, the performance of transmission will decrease heavily. Flooding may has also a significant overhead. In this paper, the flooding mechanism is used to deliver the messages in the context of ICN, and we concentrate on reducing the number of broadcasted messages in order to reduce the overhead and increase the bandwidth usage.
Several researchers have investigated the possibilities of using the ICN paradigm in VANETs. For example, the ICN Research Group of the Internet Research Task Force (IRTF) has identified vehicular networks as a key scenario in which ICNs are likely to play an important role and outlines some challenges and existing work in the area in [21] . In [5] and [6] , authors report studies on the advantages of using Named Data Networking (NDN) [22] in vehicular networks. Here, the focus has been on introducing basic NDN mechanisms in VANETs, such as where and how to implement NDN concepts like the PIT (Pending Interest Table) , and CS (Content Store) and how to combine it with flooding mechanisms to distribute data. Work reported in [7] takes this one step further. A counter-based broadcast scheme and two transmission defer timers are introduced to counteract the broadcast storm phenomena, by reducing packet collision events on the wireless medium. However, no advanced mechanism is presented to suppress the broadcast storm. [23] and [24] present methods for Interest forwarding in NDN. We borrow from V-NDN [23] the idea of using a simple greedy forwarding method to spread Interest. However, instead of spreading Interests to all directions, we restrict the spreading of Interest in certain area to suppress the broadcasting storm. Navigo in [24] coupled names with the locations where the data reside: Interests are either forwarded according to the FIB with a probability p or simply flooded with a probability of 1-p, in order to avoid the packets focusing on a single destination area for a long time. However, the purpose of the mechanism is to balance the traffic among different sources, not suppress broadcast storm. In addition, both [23] and [24] discuss only forwarding Interests, forwarding the responses carrying the requested data is not discussed. The mechanism proposed in this paper applies to forwarding of both Interest and Data packets.
6
Conclusions and Future Work An information dissemination method for ICN-based VANETs has been proposed in this paper. Through the retransmission deferral timing function and the geo-position information, a broadcast suppression sector can be formed and distance assisted packet forwarding can be realized. By prohibiting packet forwarding in the suppression sector, large amount of packet forwarding can be eliminated, especially when in network caching is used in an ICN network. In this way, our method can reduce the interference of broadcasting data in the wireless environment, which may potentially increase the throughput of the whole network. Our simulation results show that the proposed method can greatly reduce the total number of packets forwarded in the network, while keeping a good delivery ratio of the requested data and a low data response time.
There are still some assumptions in our method, such as random distribution of vehicles. Our next step is to evaluate our method more thoroughly and improve our method by considering the distribution of vehicles along certain roads and the density of vehicles on the road. In our current results, we could see the importance of broadcast suppression at higher node densities. By estimating the density of vehicles, for example like in [25] , it may be possible to adjust the angle used for the broadcast suppression sector to further improve performance for a wide range of scenarios. While the focus in this paper has been on the forwarding of interest messages, we also want to study the impact of utilizing caching in the network, and in particular infrastructure assisted caching and forwarding.
