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1. INTRODUCTION 
This paper represents an extension of the results obtained in Ref. [l]. It 
was noted in that paper that “our ideas may rather easily be extended to the 
case of matrix systems of ordinary differential equations. Due care must, of 
course, be exercised with respect to questions of commutativity and the like.” 
While this remark proved to be essentially correct, a few unexpected diffi- 
culties arose in the study of the matrix case. In this paper we shall assume that 
the reader is reasonably familiar with Ref. [l]. Where methods are quite 
parallel to those of this previous work, results will be merely sketched or 
just stated. In instances where unexpected complications arise, we shall go 
into a bit more detail. The current paper does contain a complete set of 
equations which may be used without any further analytical work by the 
person basically interested in computing solutions to problems of the type 
our method is designed to handle. These formulas have all been checked out 
numerically, and their efficacy is demonstrated by a set of numerical examples. 
It is appropriate to mention the physical origins of the problem. Suppose 
one has an N-state transport system (see Ref. [3]) without internal sources. 
The governing equations are 
g = A(z) u(z) + q4 4q, 
- 2 = C(x) u(2) + D(z) w(z), 
u(a) = % > w(b) = vb > a<x<b. (l.lc) 
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Here U(Z) and U(X) are column vectors with N elements: 
The functions A(z), B(z), C(z), and D(z) are N x N square matrices. 
Equation (1. lc) states that there is a given input flux of right-moving (u-type) 
particles at z = a (ua is, of course, also a column vector); in addition, there 
is a given input flux of left-moving (u-type) particles at the other end of the 
physical system, z = b. Equations (l.la, b) are equivalent to the Boltzmann 
equation for this situation. The problem, of course, is to determine u and z1 
at any point z. 
Let us, in addition, assume that the coefficients A, B, C, and D are piecewise 
continuous functions of the independent variable o, all periodic with period P. 
This will be the case, for example, if the transport medium has a crystal-like 
structure. There is no loss of generality if we assume that the period P is 
unity, since a change of scale can always be made to achieve this. Thus, 
4 + 1) = 44 etc. (1.3) 
In Ref. [l] a numerical algorithm was derived for the scalar case, N = 1; 
this algorithm has successfully been used to integrate systems like (1 .l), 
even when standard integration methods are unsuccessful or excessively 
time-consuming because of the ill-behavior of the solution of the problem. 
Incidentally, there emerged as a by-product of that research some interesting 
generalizations of classical trigonometric identities. In the present work we 
shall generalize all of these results. 
It is valuable to note that the interest in the problem is by no means 
confined to just questions in transport theory. For example, consider a 
fourth-order homogeneous ordinary differential equation of the form 
Y”” +f(4Y” + &>Y” + f+)Y’ + &)y = 0, (1.4a) 
with boundary conditions 
Y(4 = Ya 3 Y”(Q) = Y;l 9 Y’(b) = Yl, Y”(b) = Ylr, (1.4b) 
and where f, g, h, and k are periodic in z, and ya , yz , etc. are given numbers. 
Let 
Y(4 = d4, (1Sa) 
YW = ‘UlcG (1.5b) 
Y%) = f&$7 (1.5c) 
y”(z) = t&z). (1.5d) 
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Then a bit of manipulation easily reveals that the problem (1.4) can be put in 
the form (1.1) where 
(1.6d) 
(There is, of course, no assurance that a solution to this problem exists. That 
is dependent upon the given boundary conditions. It is not a pertinent 
question at this point, however.) 
Furthermore, it is clear that any linear homogeneous ordinary differential 
equation of order 2N whose coefficients are periodic and which is subject to 
boundary conditions on N of the derivatives of the unknown function at one 
end point and on the remaining N of the derivatives at the other end point 
can be treated in this way. Actually, rather more than general boundaries 
conditions may be studied, but it is not our purpose to go into such details 
here. In any event it should be apparant that the problem we are investigating 
can arise in many situations having nothing to do with transport theory. 
2. THE BASIC MATHEMATICAL FORMULATION 
We now proceed to investigate Eq. (I .l) under the conditions stipulated in 
Section 1 and with the additional provision that the end points a and b lie 
in some interval a’ < a < x < b ,( b’ such that the problem (1.1) has a 
unique solution for every such a and b and every choice of u, and vb . All 
further manipulations, while some of them may appear quite formal, are 
justified under these assumptions. 
It is now possible to write equations similar in structure to Ref. [I, Eq. 
(2.2)]. The validity of these equations follows from the linearity of our prob- 
lem and the various additional assumptions we have made. There must exist 
N x N matrix functions RT(x, y), R,(x, y), Z’,.(X, y), and T,(x, y), independent 
of the boundary conditions (l.lc), such that 
u(z) = T,(a, 4 u, + R(a, 4 v(& (2.la) 
v(z) = R&G 4 4~) + T & T  4 vb . (2.lb) 
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Equations (2.1) may formally be solved for U(Z) and ~(2) quite readily: 
u(z) = [I - R,(a, 4 R,(-% b)l-l v-da, 4 %I + %(a, 4 T&7 b) %I, (2.2a) 
~(4 = [I - R,(z, 6) R&, 41-’ [&(z, b) T,(a, 4 u, + T&a 4 4. (2.2b) 
Here I is the identity N x N matrix; that the inverses we have written 
actually exist is not at all obvious, however. We shall clarify this matter 
later in this section. 
We have now reached an impasse. We wish, as in Ref. [I], to obtain 
equations of various kinds for the R and T functions. The problem we have 
posed simply does not contain enough information to allow this. We must 
back off somewhat and consider a more general question. Taking our lead 
from classical differential equation theory, we consider the system 
(2.3a) 
- g = C(z) U(z) + D(z) V(x), 
where U(z) and V(z) are iV x N matrices. As is well-known, thej-th column 
of U and the corresponding j-th column of V provide a solution of equations 
(l.la, b). We also impose upon U and P the boundary conditions 
U(a) = ua > V) = Vb 3 (2.3~) 
where U, and V, are given square matrices. 
It is easy to see that the relationship (2.1) continues to hold, now having 
the form 
UC4 = T& 4 Ua + &(a, 4 VW, (2.4a) 
VC.4 = R,b, 4 UC4 + TV@., 6) V, , (2.4b) 
and (2.2) becomes 
u(z) = P - &(a, 4 Rdz, 4-l [T&z, 4 u, + &(a, 4 T&G 6) V,], (2.54 
V(z) = [I - R,@, 6) &(a, W [R,(z, 6) Tt(a, 4 Ua + T,(z, 6) VJ. (2.5b) 
Once again, as in the case of Eqs. (2.2), these expressions are purely formal 
since we do not know whether the indicated inverses exist. We also note that 
the indicated inverses are precisely the quantities that appear in (2.2), and 
thus we can resolve the problem left open there by studying the current one. 
Let us concentrate on (2.5a). It is clear that it has been obtained from the 
expression 
[I- &(a, 4 R,@, 41 7-W = T,@, 4 ua + &.(a, z> T&G b) V, . (2.6) 
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Here U, and V, are completely arbitrary and the various R and T functions 
are in no way dependent upon them. Let us select U, = I and V, = 0. Thus 
[I - &(a, 4 J-$(x, &I W4 = T,(a, 4. (2.7) 
We shall show that both U(z) and T,(a, z) are nonsingular; therefore, the 
quantity in square brackets must have an inverse. 
We start with V(x). Suppose it is singular for some specific z, say z = 2. 
Then one column of the matrix U(2) can be expressed as a linear combination 
of the remaining (N - 1) columns. Under the assumptions made concerning 
the coefficient matrices A(z),..., D(x), the fundamental existence and unique- 
ness theorem holds for problems arising from (l.la, b). Since V, has been 
chosen to be zero, it then follows that that column of the U matrix remains 
the same linear combination of the other columns for all x, and in particular 
for z = a. This contradicts the condition U, = I. Hence U(z) has an inverse. 
Next, we turn to T,(a, a). Suppose that it is singular at a specific x value, 
say z = a’. This time we consider the problem with U, = I and V(z’) = 0. 
Now by Eq. (2.4a), TL(a, z’) = U(d). The reasoning of the above paragraph 
may essentially be repeated, and our result is established. 
Having confirmed that Eqs. (2.2) and (2.5) are valid, we turn to a con- 
centrated study of the R and T functions. 
3. THE R AND T EQUATIONS 
It is clear that knowledge of the R and T functions is all that is required 
for the resolution of any problem of the type we have posed. As in Ref. [l] 
we break the investigation of these functions up into four separate parts. 
(A) Let us first investigate the fundamental functions over one period. 
(We shall assume that the basic hypothesis concerning the existence and 
uniqueness of solutions to (1.1) holds over at least one period; otherwise, the 
whole question is considerably less interesting.) Choose U, to be the zero 
matrix. Then (2.4a) becomes simply 
U(z) = R&z, z) V(z). 
Substituting in (2.3) and manipulating a bit yields the equation 
(3.1) 
We should now like to argue that the matrix V may be eliminated by multi- 
plying (3.2) by its inverse, thus leaving an equation in R,. alone. That V-l(z) 
40913713-13 
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exists may be established in precisely the manner that was used in studying 
the inverse of I - &.(a, Z) &(a, b) in th e p revious section. There is no point 
in reproducing the argument. Thus 
(3.3a) 
In order to assure that U(u) = U, = 0 we afix the boundary condition 
R&z, a) = 0. (3.3b) 
(It might be noted that if the existence and uniqueness assumptions fail to 
hold over the entire interval, a < z < a + 1, the same reasoning may still 
be used by simply choosing b as some appropriately smaller value. However, 
as mentioned earlier, the work of this paper is of little interest unless we are 
dealing with (1.1) over at least one period.) 
Actually, Eq. (3.3) is by no means new. It was originally derived and 
analyzed in detail for the matrix case in Ref. [2]. In Ref. [l] it was simply 
written down for the scalar functions used there with only a reference being 
given. We have chosen to go into more detail here because of the important 
question of the existence of V-r. This same problem will arise again in our 
analysis, and each time it may be dispensed with as above. Thus, it will no 
longer be necessary to go into details of the kind we have just been through. 
We now simply write down the equations for the remaining R and T 
functions and refer the reader to Ref. [2] for their derivation: 
& T,(a, 4 = LW + W, 4 CC41 T,@, 4, 
T,(a, a) = I; 
2 Tr(a, 2) = T&, 4 IL%9 %(a, 4 + WI, 
T,(u, a) = I; 
$ &(a, 4 = T&, 4 C(z) T,(a, 4, 
R&z, u) = 0. 
(3.4a) 
(3.4b) 
(3.5a) 
(3.5b) 
(3.6a) 
(3.6b) 
As we proceed, the following notation will become convenient: 
R,(z, z + 1) = 144, (3.7a) 
R,(z, z + 1) = p&4, (3.7b) 
T,(z, x + 1) = T&G (3.7c) 
T,(z, x + 1) = +4. (3.7d) 
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Finally, in this part we make the extremely important observation that for 
both the subscript r and the subscript 1 we have, as a result of the assumed 
periodicity of the system (P = 1), 
R(% z + 1) = Jqz + % z + n + I), (3.8a) 
qz, 2: + 1) = T(z + % .z + n + l), (3.8b) 
for n any integer, provided all arguments involved lie in the basic interval 
[a’, b’]. 
(B) The analysis in this part once more follows quite closely that of 
Ref. [l] but we shall fill in a few of the details, again because of a delicate 
point or two concerning inverses and the like. Suppose that b - a = n, a 
positive integer. We may assume that the calculations implied in part (A) 
have been carried out and that p(a) and T(a) are all known. (Whenever a 
subscript Y or 1 is omitted, we mean that the result holds for either or both 
subscripts, depending on the context.) It is now our purpose to find expres- 
sions for R(a, a + n) and T(a, a + n) assuming that b = a + n < b’. 
In Eqs. (2.4) we make the choice z = a + k, K < n, and replace a by 
a + K - 1 and b by a + lz + 1 to obtain 
U(u + k) = T,(u + k - 1, a + k) U(u + K - 1) 
+ R(a + k - 1, a + k) qa + 4 
v(a + k) = &(a + 4 a + k + 1) U(a + 4 
+ T,(a + A, a + k + 1) V(u + k + 1). 
(3.9a) 
(3.9b) 
Again as a notational convenience set 
73, = U(a + h), P, = V(u + k), (3.10) 
and Eqs. (3.9), using the relationships (3.7), become 
ok = 44 obl + f,(u) Qk , (3.1 la) 
Fk = f&> 02 + T&4 &+1 * (3.1 lb) 
After some manipulation we find that Eqs. (3.11) may formally be written as 
Ok = A(u) Ok-, + B(a) Vk-, , (3.12a) 
- G;, = C(a) Oe-, + D(u) Pk-l , (3.12b) 
where 
44 = 44 - f&4 ~34 da>, (3.13a) 
&) = 44 T34, (3.13b) 
C(a) = T;‘(U) f&d, (3.13c) 
b(a) = - T;‘(a). (3.13d) 
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Equations (3.12) are valid only if the matrix ~~(a) has an inverse. But ~,.(a) 
is simply Tr(a, a + 1) (see (3.7~)). W e h ave verified in Section 2 that T,(a, z) 
has an inverse for any meaningful x-in particular, for z = a f  1. The 
same type of reasoning also holds, of course, for T,(a, z). Hence, ~,(a) has an 
inverse and the above formulas are va1id.r 
We now analyze Eqs. (3.12) subject to convenient boundary conditions. 
Choose 
U(a) = 0” = 0, V(b) = vn = I. (3.14) 
A glance at Eqs. (2.4) reveals that 
U(b) = i7* = &(a, a + n), V(u) = F” L- T,(u, a + ?z). 
Next we define I&(K) by the relationship 
Ok = S,(k) r;; , 
(3.15) 
(3.16) 
and use this in Eq. (3.12) to obtain 
l&(k) [C(u) &(k - 1) + D(u)] P&.-r = - [a(u) &(K - 1) + B(u)] V&r . 
(3.17) 
We should now like to multiply Eq. (3.17) by p;A1 , provided this matrix 
exists. That it does follows from exactly the same type of argument used 
in Section 2. Thus, we have 
&k) z= - [A(u) &k - 1) + B(u)] [C(u) fir@ - 1) + &@)I-? (3.18) 
provided the final inverse exists. To see that it indeed does we use (3.12b) 
and (3.16) to get 
- Pk = [&(a) &(‘,(k - 1) + B(u)] Pk-1 , (3.19) 
Since both pk-, and pk have inverses, it follows immediately that 
[C(a) &(k - 1) + qu>1 is also nonsingular, and (3.18) is established for 
k = 1, 2,..., n. Of course, I?‘,(O) = 0, &(a, a + n) = R(n). 
Again, the reader who has been following [l] will note that our present 
argument has mimicked the one given there, with only problems of com- 
mutativity and existence of inverses to provide additional complications. We 
1 It is interesting to observe that the existence of the inverse of ~~(a) also follows 
from the fact that T,(a, z) satisfies a linear differential equation with well-behaved 
coefficients and so is nonsingular. 
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shall therefore provide no further details and simply write down the final 
results for all R and T functions: 
&(a, a + k) = - [&a> &.(a, a + k - 1) + &a)] 
x C&Q R,(a, a + k - 1) + @a)]-l, k=2 3 , ;3’20’ ,*-*, ; 
Trh a + 4 = (- l)n 1 fi 
j=n-1 
[C(u) R,(u, a +j) + D(u)]/-‘; (3.21) 
R&z, a + k) = - [c(u) + D(u) R,(u, a + k - l)] 
x [&, + B(a) R,(a, a + k - I>]-‘, k = 2 3 n(3’22) , ,... ; 
(3.23) 
In the expressions for the R and T functions with subscript 2 (Eqs. (3.22) and 
(3.23)), the terms with superscript tilde are defined as follows: 
.d(u) = $(a), (3.24a) 
&) = - C’@) p&>, (3.24b) 
q4 = - P&4 Q(4, (3.24~) 
w = f&4 G%) f44 - T&4 (3.24d) 
Obviously, once the p and T functions are known, requiring an integration of 
the differential equations of part (A) over one period, the R and T functions 
may be computed at any point b < b’ without further integrations provided 
b - a = n, an integer. 
(C) It is now appropriate to ask how to handle a problem in which 
b = a + TZ + X, 0 < x < 1; that is, a problem in which the interval [u, b] 
does not consist of an integral number of periods. Here again the analysis 
is much like that of Ref. [l]. Moreover, the difficulties presented by the fact 
that we are now dealing with matrices are essentially of the same nature as 
those that have been overcome in parts (A) and (B). For these reasons we 
merely present results: 
&.(a, a + 71 + 4 = &(a, a + 4 + T,(a, a + 4 
x [I - &(a, a + n) &(a, a + 41” (3.25) 
x %(a, a + n) T&, a + 4; 
T,(a, a + n + x) = T,(a, a + 4 [I - R,(a, a + 4 %(a, a + W’ 
x Tr(a, Q + x); 
(3.26) 
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R,@, a + n + x> = &(a, a + n> + T&, a + 4 
x [I - Rl(U, a + x) R&z, a -+ n)]-’ (3.27) 
x &(a, a -r 4 T,(% @ + 4; 
x T&(4 0 + 4. 
(3.28) 
(D) In the first three parts of this section we have derived R and T 
equations using the left end-point of the interval x = a as a reference point. 
Equations (2.2), however, contain the R and T functions with the right end- 
point, x = b, as the reference. While the equations we have derived might 
well be used to evaluate these functions (by considering the first argument, z, 
as replacing a and calculating to b), this is both inelegant and potentially 
time-consuming if one is interested in U(Z) and V(Z) at many different argu- 
ments. It is therefore desirable to obtain equations which essentially calculate 
R and T from right to left. As in Ref. [I] we again simply state the final 
results: 
- $ R&, 4 = W + R,(z, b) 44 + W4 R&G 4 + R,(z, 4 W R&, 4, 
R&b) = 0; 
(3.29;) 
(3.29b) 
- $ Tdz, 4 = T&T 4 C&9 + f+) R&G b)], 
T,(b, b) = I; 
- $ T&G 8 = PW + Mx, b) W41 T&, b), 
T,(b, b) = I; 
- $ Rrk, Q = T,(G b) B(z) T,(z, 4, 
R,(b, b) = 0; 
R# - It - 1, b) = - [a(b) R,(b - k, b) + B(b)] 
x [@d R,(b - k b) + ~(@I-', 
(3.30a) 
(3.30b) 
(3.31a) 
(3.31b) 
(3.32a) 
(3.32b) 
(3.33) 
k = 1, 2,..., tt - 1; 
T,(b - n, b) = (- 1)" fi [6(b)Rr(b -j, b) + b(b)] 
i=n-1 I 
-l; (3.34) 
R,(b - k - 1,b) = - [Z;(b) + 6(6)R,(b - K, b)] 
x L@) + 8(b) R,(b - k @I-‘, 
(3.35) 
k = 1, 2,..., n - I; 
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(3.36) 
R,(b - n - x, b) = T,(b - x, b) [I - R,(b - % b) &(b - x3 Q-l 
x R,(b - n, b) T,(b - x, b) + R,(b - x, b); 
Tl(b - n - x, b) = T,(b - n, b) [I - R,(b - x, b) R,(b - n, b)]-l 
x Tl(b - x, b). 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
4. SOME NUMERICAL RESULTS 
In this section we present three examples to illustrate the numerical algo- 
rithm described in the preceeding sections. As concerns numerical methods, 
a fourth-order Runge-Kutta scheme was used to integrate the necessary 
systems of differential equations. The integration step was controlled to 
assure a relative truncation error of less than 5 x 10e6. A standard elimina- 
tion technique with residual correction was used to compute all inverses. As 
to computational machinery, an IBM 360/67, using single precision arith- 
metic, was used for all calculations. 
EXAMPLE 1. Consider the problem 
y”” + f(z; a, b, c, k) y”’ + g(x; a, b, c, k) y” = 0, 
where 
0 < x .< x, 
fk; a, b, G 4 = 
k[c + ub2 sin(bz)] + ub4 sin(bz) 
d(x; a, b, c, k) ’ 
and 
g(z; a, b, c, k) = - 
k2ab3[k cos(bz) + b sin(bz)] 
d(z; a, b, c, k) ’ 
d(z; a, b, c, k) = ub3 cos(bz) - k[c + ub2 sin(bz)]. 
The general solution of Eq. (4.1) is given by 
y(x) = clekz + cs [$ z2 - a sin(bz)] + csz + c4 . 
(4.la) 
(4.lb) 
(4.lc) 
(4.ld) 
(4.2) 
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If we choose the boundary conditions 
Y(O) = 1, 
y’(x) = 2x - ab cos(bx) + 1, 
y”(0) = 2, 
Y”(X) = - aba cos(bx), 
(4.3a) 
(4.3b) 
(4.3c) 
(4.3d) 
the ekz term is suppressed and we find that Eq. (4.2) becomes 
Y(x) =x2-fzain(bx)+x+ 1. (4.4) 
To identify the problem with our U, w system (1. l), define 
and we have the equivalent problem 
(4.5a) 
with 
(4.5c) 
(4.5d) 
The solution ekz of the fourth-order equation (4.1), even though suppressed 
by our choice of boundary conditions (4.3), is a source of considerable dif- 
ficulty in many numerical schemes. That it causes no trouble with our 
algorithm is illustrated in Table 1. The basic interval is [0, l] and the con- 
stants, a, b and c are chosen to be 
1 
a=l, b=------ 
200X ’ 
c = 2. 
This yields a period P of 0.01. Various K values are considered and numerical 
results tabulated for r~~(O,0), ~~(0, 5), ~~(0.5) and ~~(1.0). 
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TABLE I 
k VlKw GO.5) R(O.5) w .O) 
0 (0.9984093, O)a (1.998407,O) (1.749203,O) (2.998410,O) 
5 (0.9984369,O) (1.998420, 0) (1.749206, 0) (2.998399,O) 
10 (0.9984369,O) (1.998420, 0) (1.749206,O) (2.998399,O) 
15 (0.9984369,O) (1.998420, 0) (1.749206,O) (2.998399,O) 
20 (0.9984369, 0) (1.998420, 0) (1.749206, 0) (2.998399, 0) 
25 (0.9984369,O) (1.998420, 0) (1.749207, 0) (2.998399,O) 
Q (a, b) denotes the complex number a + bi. 
Actual values, correct to the number of decimal places given, are 
~~(0.0) = (0.9984085,0), 
~~(0.5) = (1.998408,0), 
~~(0.5) = (1.749204,0), 
ul( 1 .O) = (2.99840&O). 
Recall that the solution (Eq. (4.4)) under consideration does not depend 
explicitly on K. 
EXAMPLE 2. For our second example, we chose the sixth order ordinary 
differential equation 
y(6) - k6y(z) = 0, k>O, o<z<x. (4.6) 
The general solution here is 
where 
(4.7a) 
Bj=k cos’$+isin+), 
( 
j = 0, l,..., 5. (4.7b) 
The boundary conditions 
Y(O) = c3 3 
y’(x) = - c3e-kz, 
y”(0) = c3kS, 
ym(x) = - c3k3e-kz, 
y(4)(0) = c3k4, 
Y(~)(X) = - c3k5e-kx, 
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again surpress solutions of the form ekz (as well as all oscillatory solutions) 
and we have 
the equivalent u, v system is 
(4.9c) 
Tables II and III summarize our results. Here the basic interval is [0, l] 
and P = 0.01. (The choice of period here is arbitrary as our basic system 
has constant coefficients.) We chose cs = (l., 1.) in order to utilize the com- 
plex arithmetic capability of our program. 
TABLE II 
Computed Values Correct Values 
k vdO.0) v,Kw VIW) vdO.5) 
0 (0.ooooO0,...)~ (0.000000,...) (0.oooooO,...) (0.oooooO,...) 
5 (-5.000090 ,...) (-0.4104308 ,...) (-UOOOOO ,...) (-0.4104248 ,...) 
10 (-10.00012 ,...) (-0.0673855 ,...) (-lO.OOOOO ,,..) (-0.0673794 ,...) 
15 (-15.00018 ,...) (-0.0082995 ,...) (-lS.OOOOO ,...) (-0.0082963 ,...) 
a (a,...) means (a, a). 
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TABLE III 
Computed Values Correct Values 
k udO.5) %(W k(O.5) d 1 .Q 
0 (1.000000,...) (1.oooo00,...) (1.000000,...) (1.000000,...) 
5 (0.0820845,...) (0.0067381,...) (0.0820850,...) (0.0067379,...) 
10 (0.0067379,...) (0.0000457,...) (0.0067379,...) (0.0000454,...) 
15 (0.0005534,...) (0.0000003,...) (0.0005531,...) (0.0000003,...) 
EXAMPLE 3. If  in Example 2 we choose the boundary conditions 
Y(O) = 1, 
y’(x) = eaz[u cos(bx) - b sin@)], 
y”(0) = a2 - 62, 
y”‘(x) = ear[(u3 - 3uF) cos(bx) + (b3 - 3a2b) sin@)], 
~‘~‘(0) = a3 - 6a2b2 + b4, 
yt5)(x) = eaz[(u5 + 5ab4 - 10u3b2) cos(bx) + (10a2b3 - 5u4b - a5) sin@)], 
the solution to (4.6) is 
y(z) = eaz cos(bx), 
-k 
a=2’ 
b&t+. 
Making the identifications (4.8), our u, ZJ system is given by (4.9a, b) together 
with the boundary conditions 
(3 = (u3 :.,;b:P+b) 
VI(X) 
0 ( 
a cos(bx) - b sin(bx) 
v2(x) = eaz (a3 - 3ub2) cos(bx) + (b3 - 3u2b) sin@) 
’ v&4 (a5 + Sub4 - 10a3b2) cos(bx) + (10u2b3 - 5& - b5) sin@) ) 
In Tables IV and V the results of our calculations are presented. 
Other examples were worked and approximately the same accuracy was 
obtained. As a computational algorithm the method is simple to apply and 
seems to be relatively fast and accurate. An exact computer time estimate is 
difficult to obtain as all computing was performed under the RAX time 
sharing system. A rough estimate might be that all calculations presented in 
Table I took less than one minute of 360 execution time. 
740 ALLEN, BURGMEIER, MLJNDORFF, AND WING 
TABLE IV 
Computed Values Correct Values 
- 
k uw Qw v1f0.0) Vl(O.5) 
0 (0.ooo000,0) (0.0ooo00,0) (0.000000,0) (0.ooooO0, 0) 
5 (-2.500099,O) (-0.6268529,O) (-2.500000,O) (-0.6268759,O) 
10 (-5.000105,0) (0.8126649, 0) (-5.0OOOOO,0) (0.8126643,O) 
15 (-7.500206, 0) (-0.2366944, 0) (-7.500000, 0) (-0.2367173,O) 
TABLE V 
Computed Values Correct Values 
k udO.5) %(l .O) Ui(O.5) Ul(l.0) 
0 (l.OOOOOO, 0) (l.oooooo, 0) (1.000000,0) (1.oooooo, 0) 
5 (-0.1604176,O) (-0.0306189,O) (-0.1604141, 0) (-0.0306195, 0) 
10 (-0.0306205,O) (-0.0048717, 0) (-0.0306195,O) (-0.0048628,O) 
15 (0.0229933, 0) (0.0005269, 0) (0.0229912, 0) (0.0005041,0) 
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