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RE´SUME´
Ce me´moire pre´sente une recherche en me´canique de fluide nume´rique. Le noyau de la
recherche est l’imple´mentation d’un mode`le de simulation de la convection de nanofluides,
en utilisant la me´thode de Boltzmann sur re´seau. Les recherches re´centes en me´canique de
fluide nume´rique justifient le choix adopte´ dans le cadre de ce me´moire. En effet un nombre
croissant de chercheurs et d’inge´nieurs utilisent la me´thode de Boltzmann sur re´seau comme
une nouvelle alternative de calcul nume´rique. La mise en e´vidence de nouvelles proprie´te´s
thermiques, graˆce a` l’ajout dans un fluide de base de particules en suspension a` l’e´chelle
nano, est a` la base des proble`mes de convection conside´re´s dans cette the`se.
D’une fac¸on ge´ne´rale, la me´thode de Boltzmann sur re´seau pre´sente une approche me´-
soscopique des fluides dans un domaine qui est discre´tise´ par un maillage carte´sien. Une
fonction de distribution de probabilite´, de´finie localement sur une cellule, permet de calculer
les variables macroscopiques i.e. la densite´, la vitesse et la tempe´rature. Issue de la the´orie
cine´tique de gaz, la me´thode de Boltzmann sur re´seau s’appuie sur l’e´quation de transport de
Boltzmann. Nous imple´menterons le mode`le BGK (Bhatnagar, Gross et Krook) qui permet
de simplifier l’ope´rateur de collision de l’e´quation de transport de Boltzmann. La me´thode
BGK conside`re deux processus fondamentaux, a` savoir la collision et la propagation. Lors
d’un changement d’e´tat d’une particule du a` l’interaction de cette dernie`re avec se voisines
(collision), se succe`de une transmission d’un nouvel e´tat des particules voisines (propagation).
Pour l’imple´mentation du mode`le thermique, nous utiliserons l‘approximation de Boussi-
nesq qui conside`re que la densite´ est l’unique parame`tre qui de´pend de la tempe´rature. En
ce qui concerne le mode`le thermoconvectif, nous utiliserons la technique dite d’une deuxie`me
fonction de distribution. Notre but premier est le de´veloppement d’un algorithme thermique
de Bolztmann sur re´seau pour simuler la convection de nanofluide .
La mise en œuvre d’une telle formulation se re´duit a` une discre´tisation des fonctions de
distributions dans l’espace et dans le temps. Les variables macroscopiques thermiques et me´-
caniques de l’e´coulement sont de´duites de ces fonctions de distributions. L’imple´mentation de
la me´thode de Boltzmann sur re´seau thermique se fait en deux e´tapes : une e´tape me´canique
et ensuite une autre thermique. Pour chacune de ces deux e´tapes l’algorithme se re´duit a`
trois e´tapes : collision, propagation et correction de valeurs sur les frontie`res.
vPour les simulations de l’e´coulement de nanofluides, nous avons choisi les mode`les de
Maxwell-Garnett et de Koo-Kleinstreuer ; ces derniers tiennent compte du mouvement brow-
nien des nanoparticules. La viscosite´ dynamique se calcul par le mode`le de Brinkman. Nous
avons imple´mente´ le mode`le des nanofluides en se basant sur l’hypothe`se que les nanoparti-
cules sont bien me´lange´es dans le fluide et qu’aucune interaction (aucune force) n’est impli-
que´e entre les nanoparticules et le fluide.
Le code de´veloppe´ a fourni des re´sultats satisfaisants dans la simulation de cas classiques
thermiques, a` savoir, l’e´tude de l’e´coulement dans une cavite´ carre´e chauffe´e isothermique-
ment sur les cote´s et dans une cavite´ avec une source de chaleur a` l’inte´rieur du domaine.
Par la suite, nous avons fait des simulations pour des cavite´s allonge´es, une verticale et
l’autre horizontale, chauffe´es par des flux de chaleur. Notre e´tude centrale a porte´e sur une
cavite´ carre´e, chauffe´e sur la paroi infe´rieure. Une comparaison des caracte´ristiques me´ca-
niques et thermiques a` e´te´ faite pour l’eau pure et pour deux mode`les de convection avec
des nanofluides. Nous avons de´montre´ la possibilite´ d’obtenir de deux types d’e´coulements :
l’unicellulaire et l’autre bicellulaire, l’e´coulement final re´sultant de´pendant des conditions ini-
tiales choisies pour initier les calculs nume´riques. Les deux mode`les utilise´s pour mode´liser
les solutions de nanofluides : le mode`le de Koo-Klainstreuer et le mode`le de Maxwell-Garnett
ont montre´ une augmentation de la valeur des Rayleigh critiques pour les bifurcations du type
fourche ainsi que ceux marquant les bifurcations de type Hopfs. Un accroissement line´aire
du transfert de chaleur avec la concentration en nanoparticules est obtenu avec le mode`le
de Maxwell-Garnett. Ce re´sultat est valable aussi bien pour les e´coulements unicellulaires
que pour les e´coulements bicellulaires. D’autre part, le mode`le de Koo-Klainstreuer montre
une augmentation du transfert de chaleur qui atteint un maximum pour une concentration
d’environs 2% pour les deux types d’e´coulements.
Nous illustrerons l’effet d’ajouter de nanoparticules dans de l’eau par la pre´sentation de
lignes de courant et d’isothermes pour diffe´rents nombres de Rayleigh et diffe´rentes concen-
trations. Nous pre´senterons les courbes du re´gime oscillant obtenu a` haut nombre de Rayleigh
Ra = 5x105, ces dernie`re pre´sentent des caracte´ristiques similaires pour l’eau et pour les nano-
fluides mode´lise´s selon Maxwell-Garnett mais diffe´rente selon le mode`le de Koo-Klainstreuer.
Les cellules de convection pour le re´gime oscillatoire sont pre´sente´es et discute´es.
L’effet de l’inclinaison de la cavite´ carre´e chauffe´e en bas , pour l’eau et diverses solutions
de nanofluides, a e´te´ e´tudie´e pour des angles de 0◦, 30◦, 60◦ et 90◦. Une augmentation consi-
de´rables du nombre de Nusselt e´te´ obtenu pour l’angle de 60◦.
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La programmation a e´te´ faite en C++ pour obtenir une ame´lioration de temps de calcul.
L’optimisation du code de´veloppe´ a e´te´ effectue´e en utilisant les techniques de paralle´lisation
a` me´moire partage´e et a` me´moire distribue´e. La technique OpenMP est imple´mente´e pour la
programmation multicoeur pendant que la technique de passage de donne´es est imple´mente´e
sur plusieurs noeuds. Pour l’imple´mentation de MPI nous avons utilise´ la technique de de´-
coupage du domaine qui permet de distribuer la charge de calcul sur diffe´rents nœuds.
En conclusion, la me´thode de Boltzmann sur re´seau thermique tel que nous l’avons de´ve-
loppe´e a fourni des bons re´sultats nume´riques. La me´thode se pre´sente comme une nouvelle
alternative pour les simulations thermiques avec de nanoparticules.
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ABSTRACT
This memory presents a research work in the field of computational fluid dynamics. The
core of the study is the lattice Boltzmann method applied to the prediction of natural con-
vection problems involving nanofluids. These can be defined by new thermal properties
appearing when suspended nanoscale particles are added to a base fluid.
Following the kinetic theory of gases, the lattice Boltzmann method can be seen as a par-
ticular discretization of Boltzmann’s transport equation. Usually, the method is applied into
a domain that is discretized by a regular Cartesian grid in which a probability distribution
function is calculated. This leads to the computation of the macroscopic variables, i.e., the
density, the speed and the temperature. A key element in the lattice Boltzmann method
is the modeling of the collision term appearing in the right-hand-side of Boltzmann’s trans-
port equation. In this study we have followed the BGK (Bhatnagar, Gross and Krook) model.
For the implementation of the thermal model, we used Boussinesq’s approximation, which
considers that the density is the only parameter that depends on the temperature. For the
thermoconvective model, we will use the method known as double distribution function.
For simulations of the flow of nanofluids, we chose the models of Maxwell-Garnett and the
model of Koo-Kleinstreuer, which take into account the Brownian motion of nanoparticles.
The dynamic viscosity is calculated by the model of Brinkman. We have implemented a
model for nanofluids based on the assumption that the nanoparticles are well mixed in the
fluid and no interaction (forces) is involved between the nanoparticles and the fluid.
The computer program that we have developed provided satisfactory results in the sim-
ulation of the thermal classic cases: the flow in a square cavity heated isothermally on the
sides and, a cavity with a heat source inside the field. Subsequently, we made simulations for
a shallow cavity heated from below and for a vertical enclosure heated laterally. Our central
study focused on a square cavity heated on the lower wall. A comparison of mechanical and
thermal characteristics has been made for pure water and for two models of convection with
nanofluids. We have shown the possibility of obtaining two types of flows: the unicellular
and the other two-cell, with the final result depending on the initial conditions chosen to
begin the numerical calculation. The two models used to handle the nanofluid solutions: the
Koo-Klainstreuer model and the Maxwell-Garnett model, showed an increase in the value of
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the critical fork-like bifurcations Rayleigh as well in the value of Hopf critical bifurcations
Rayleigh numbers. A linear increase in heat transfer with the concentration of nanoparticles
is obtained with the Maxwell-Garnett model. This result is valid for both, unicellular flows
and for two-cell flow. On the other hand, the model of Koo-Klainstreuer shows an increase
of heat transfer which reaches a maximum for a concentration of approximately 2% for both
types of flows.
We have illustrated the effect of adding nanoparticles in water by the presentation of
the streamlines and isotherms for different Rayleigh numbers and different concentrations.
We also have presented the curves of the oscillating system obtained at high Rayleigh num-
ber Ra = 5x105, these last have similar characteristics for water and for Maxwell-Garnett
nanofluids model, but different for Koo-Klainstreuer model. Convective cells for the oscilla-
tory regime are presented and discussed.
The effect of the inclination of the heated square cavity by below, for water and various
nanofluids solutions, has been studied for angles of 0◦, 30◦, 60◦ and 90◦. A significant increase
in the Nusselt number was obtained for the angle of 60◦.
The programming was carried out in C++ for improved computation time. The optimiza-
tion of the code developed was performed using the techniques of parallelization in shared
and distributed memory. The OpenMP technique is implemented for multi-core programming
technology, while MPI technique is implemented for multiple nodes. In the MPI implemen-
tation we used the technique of cutting the domain that distributes the computational load
on different nodes.
In conclusion, the lattice Boltzmann method for thermal problems, as we have devel-
oped, has provided reasonable numerical results and shows that the method offers a plausible
alternative for the simulation of natural convection problems involving nanofluids.
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1CHAPITRE 1
INTRODUCTION
La me´canique de fluide nume´rique.
Les calculs nume´riques en me´canique des fluides (CFD - acronyme anglais “computational
fluid dynamic”) se sont conside´rablement de´veloppe´s au cours de ces dernie`res de´cennies. Ceci
est du aux ressources informatiques qui sont de plus en plus puissantes et qui permettent
ainsi la re´solution nume´rique des e´quations aux de´rive´es partielles avec une grande pre´cision.
Graˆce a` ces de´veloppements, nous avons la possibilite´ de re´soudre une grande quantite´ de
proble`mes complexes tels que les proble`mes d’e´coulements multiphasiques et les proble`mes
d’e´coulements impliquant des effets thermiques.
La convection naturelle a e´te´ particulie`rement conside´rablement e´tudie´e ces dernie`res an-
ne´es a cause des ses nombreuses applications tant au niveau technologique que the´ore´tique.
En particulier, le besoin d’ame´liorer les transferts thermiques des fluides a donne´ naissance
au de´veloppement des nanofluides . Ces derniers sont des solutions contenant des nanopar-
ticules en suspension dans un fluide base quelconque. Graˆce a` leurs proprie´te´s ame´liore´es de
transfert thermique, les nanofluides peuvent eˆtre utilise´s dans une multitude d’applications en
inge´nierie : l’industrie automotrice, le ge´nie biome´dical, le refroidissement des e´lectroniques,
etc.
Dans ce contexte nous avons choisi d’aborder la simulation de certains proble`mes de
convection naturelle de nanofluides confine´s dans des enceintes. La me´thode nume´rique que
nous utiliserons sera la me´thode de Boltzmann sur re´seau qui a prouve´ son efficacite´ dans
la solution des proble`mes de me´canique de fluides tels que la me´canique de milieu poreux,
les e´coulements multiphasiques, des proble`mes a` e´chelle microscopique, entre autres. Parmi
les avantages de cette me´thode on note que l’on n’a pas de besoin de re´soudre une e´quation
pour la pression dans le cas des e´coulements incompressibles. De plus, elle est hautement
paralle´lisable, elle est tre`s approprie´e pour les proble`mes multiphasiques avec de ge´ome´tries
complexes. Ces dernie`res anne´es un nombre croissant d’articles qui mettent en e´vidence l’im-
portance de la me´thode de Boltzmann sur re´seau ont e´te´ publie´s.(documentation project,
2010).
2La me´thode de Bolztmann sur re´seau
La me´thode de Boltzmann sur re´seau, couramment appele´ LBM (Lattice-Boltzmann me´-
thode), est une nouvelle alternative pour la simulation nume´rique de phe´nome`nes physiques
qui permet d’aborder un grand nombre de proble`mes a` diverses e´chelles. Il s’agit d’une me´-
thode relativement re´cente qui se distingue des me´thodes traditionnelles en adoptant une
approche de “bas niveau” par la mode´lisation des e´coulements. A` cet effet, elle de´crit le mou-
vement d’un fluide a` un niveau mesoscopique ou interme´diaire et e´labore des mode`les pour
l’interaction entre les mole´cules. La physique comple`te du fluide a` un niveau du continu se
trouve implicitement d’e´crite par le mode`le, et le travail conceptuel qu’on doit effectuer se
trouve a` l’oppose´ de ce qu’on ferait dans l’approche de “haut niveau” classique. En se basant
sur ces conside´rations, le mode`le de collision entre particules est largement simplifie´ pour les
besoins du traitement nume´rique. En tant que tel, la me´thode de Boltzmann sur re´seau est
une me´thode bien adapte´e a` la simulation des fluides complexes, e´tant donne´ que les proprie´-
te´s physiques sont prises en charge tre`s naturellement par la me´thode (Latt, 2007).
En se basant sur l’e´quation de transport de Boltzmann, une e´quation inte´gro-diffe´rentielle
qui de´crit l’e´volution de la fonction de distribution de probabilite´ de´finie dans un espace des
positions et des vitesses, la me´thode de Boltzmann sur re´seau re´duit cette fonction de dis-
tribution de probabilite´ vers un nombre discret d’e´tats et, a` partir d’elle nous obtenons les
variables macroscopiques du fluide : la vitesse, la pression et la tempe´rature. Le mode`le de
Boltzmann classique utilise le mode`le propose´ par Bhatnagar, Gross et Krook BGK (Bhat-
nagar et al., 1954) qui permet de simplifier l’ope´rateur de collision de l’e´quation de transport
de Boltzmann . En re´alite´, le succe`s de la me´thode de Boltzman sur re´seaux existe, dans une
certaine mesure, graˆce au mode`le BGK et il reste un mode`le inte´ressant dans de nombreuses
situations a` cause de sa simplicite´. Le mode`le BGK a e´te´ modifie´ de nombreuses fois en
vue de l’ame´lioration nume´rique de la stabilite´, de l’exactitude ou pour la repre´sentation de
phe´nome`nes physiques particuliers. Il faut toutefois observer que ces extensions introduisent
e´galement de nouveaux proble`mes (documentation project, 2010).
Dans ce travail dont le but est la re´solution de proble`mes thermiques, nous utiliserons
le mode`le qui utilise la technique de deux fonctions de distribution, une premie`re pour la
vitesse, et une deuxie`me pour la tempe´rature. Par la suite, nous ajouterons un mode`le pour
les nanofluides : la viscosite´ dynamique suivra le mode`le de Brinkman, (Brinkman, 1952),
les proprie´te´s des nanofluides seront celles de Maxwell-Garnett (Maxwell, 1873) et de Koo-
3Kleinstreuer (Koo et Kleinstreuer, 2004), les autres parame`tres (le coefficient de capacite´
thermique, le coefficient de dilatation thermique,etc.) seront obtenus en ponde´rant les para-
me`tres du fluide de base et des nanoparticules.
Contenu de la me´moire.
Dans une premie`re e´tape de ce travail, une revue bibliographique permettra de connaitre
les fondements the´oriques de la me´thode de Boltzmann sur re´seau purement me´canique ainsi
que l’imple´mentation d’un mode`le thermique. Nous pre´senterons la de´rivation de l’e´quation
de Boltzmann discre`te a` partir de l’e´quation de transport de Boltzmann ainsi que les mode`les
D2Q9 et D2Q4 qui ge´ne`rent la structure du re´seau. Nous expliquerons le noyau de la me´thode
de Boltzmann en de´crivant les processus de collision et propagation. Nous e´tudierons l’imple´-
mentation du mode`le thermique base´ sur l’approximation de Boussinesq et e´galement l’un des
mode`les des nanofluides. Le chapitre 3 pre´sente le sche´ma nume´rique d’imple´mentation de la
me´thode de Boltzmann sur re´seau ainsi que les types des conditions aux frontie`res utilise´es
pour les parties me´caniques et thermiques. Au chapitre 4, nous validerons et analyserons les
re´sultats de notre code de calcul. Tout d’abord, nous validerons le programme en le comparant
aux re´sultats classiques obtenus par De Vhal Davis pour une cavite´ chauffe´e late´ralement et
pour une cavite´ chauffe´e avec une source en forme d’aile a` l’inte´rieur du domaine. Apre`s ces
premie`res e´tapes de validation, nous imple´menterons le mode`le avec des nanoparticules pour
des cavite´s allonge´es : une horizontale et l’autre verticale. Nous confronterons nos re´sultats
avec ceux obtenus nume´riquement et analytiquement par d’autres e´tudes. Enfin, pour une
cavite´ carre´e chauffe´e sur la paroi infe´rieure, nous de´montrerons la formation possible de deux
types d’e´coulements : unicellulaire et bicellulaire en fonction des conditions initiales choisies.
Pour l’eau pure et pour deux types de mode`les nanofluides nous de´terminerons la valeur des
points de bifurcation (Rayleigh critiques) de type fourche et de type bifurcation de Hops.
Nous pre´sentons les lignes de courant et les isothermes obtenus pour diffe´rents nombres de
Rayleigh et diffe´rentes concentrations des nanoparticules. Ensuite, nous analyserons l’effet
de l’augmentation de la concentration sur le transfert de chaleur ainsi que l’apparition de
re´gimes oscillatoires a` nombres de Rayleigh e´leve´. L’effet de l’inclinaison de la cavite´ sur
le transfert de chaleur est ensuite e´tudie´. Enfin, nous conclurons en discutant des re´sultats
obtenus et les perspectives d’e´tudes futures seront discute´s.
Implementation du programme
Dans ce travail, nous de´velopperons un programme original en C++ oriente´ a` objet. Le
4code en C++ permet l’imple´mentation des techniques d’optimisation en calcul paralle`le tan-
dis que l’approche oriente´e a` objet permet son e´volutivite´. Un survol rapide sur l’optimisation
en paralle`le utilisant les techniques a` me´moire partage´e et les techniques a` me´moire distri-
bue´ est donne´ a` l’annexe A. Les technologies respectives OpenMP et MPI sont explique´es
brie`vement. La technique de de´coupage du domaine est aussi e´bauche´e dans le cadre de l’im-
ple´mentation MPI.
5CHAPITRE 2
THE´ORIE ASSOCIE´E AUX E´COULEMENTS ME´CANIQUES ET
THERMIQUES
La me´thode de Boltzmann sur re´seau a e´te´ de´veloppe´e pour mode´liser l’e´coulement de
fluides en se basant sur des the´ore`mes de la physique statistique et de la cine´tique des gaz.
L’e´quation fondamentale de ce de´veloppement est l’e´quation de transport de Boltzmann.
Les re´fe´rences (Succi, 2001; Wolf-Gladrow, 2000; Sukop et Thorne, 2005; documentation
project, 2010; Bhatnagar et al., 1954; Chapman et Cowling, 1970; Mazzocco et al., 2000; Latt
et Chopard, 2006; Latt, 2007; Filippova et Hanel, 2000) pre´sentent de manie`re e´claire´e les
divers aspects de la me´thode de Boltzmann sur re´seau. Dans celles-ci le lecteur pourra trouver
d’excellents e´le´ments pour comple´ter ses connaissances sur le sujet. Dans la suite, on trouvera
d’abord des passages emprunte´s du me´moire de Je´roˆme Guiet (Guiet, 2009) dans lesquels la
base de la me´thode pour le cas purement me´canique est explique´e. A` la sous-section 2.5, nous
allons enchaˆıner avec l’objet de ce me´moire, soit le mode`le thermique.
2.1 Principe de base de la me´thode de Boltzmann sur re´seau
Le comportement macroscopique d’un fluide de´pend directement de son comportement
microscopique. Dans un espace a` trois dimensions, pour de´finir le comportement global exacte
de ce fluide sur un domaine on pourra donc conside´rer la position x = (x, y, z), et la vitesse
c = (cx, cy, cz), de chaque particule ainsi que l’influence qu’elles exercent les unes sur les
autres. De´terminer l’e´volution temporelle de l’e´coulement sur un domaine Ω compose´ de n
particules reviend donc a` observer n points dans un espace a` six dimensions (position et vi-
tesse), et d’en e´valuer l’e´volution en conside´rant les interactions entre chaque particule. Une
approche, pour e´viter un grand nombre de variables, consiste donc a` e´tudier les mole´cules
non pas individuellement mais par groupes sur des sous domaines inde´pendants Ωk tels que
Ω =
⋃
k Ωk. Ces sous domaines Ωk pouvant eˆtre appele´s cellules, regroupent chacun, a` un
instant donne´, un nombre de mole´cules ηk < η qui est amene´ a` varier au cours du temps.
Ces variations de´pendent de l’activite´ microscopique du fluide sur la cellule, a` savoir des vi-
tesses de chaque particules ainsi que des interactions qu’elles exercent les unes sur les autres
a` l’inte´rieur de Ωk. Pour re´duire le nombre d’inconnues il est possible au sein de ces cellules
6de regrouper les ηk,i mole´cules de vitesse identique ci = (ci,x, ci,y, ci,z) de manie`re a` ce que
Σiηk,i = ηk. Sur un sous domaine ces paquets de particules interagissent alors les unes avec
les autres, l’interaction la plus importante e´tant la collision entre particules de vitesse ou
trajectoire diffe´rentes. Il peut e´galement s’agir de l’action de forces exte´rieures. Entre deux
instants conse´cutifs t et t + ∆t ces interactions s’expriment par une variation du nombre de
mole´cules ηk,i des groupes de mole´cules de meˆme vitesse. En exprimant ces variation par une
fonction ∆k,i il est possible de re´sumer le raisonnement qui vient d’eˆtre suivit par l’e´quation
2.1 :
ηk,i(x + ci∆t, t+ ∆t) = ηk,i(x, t) + ∆k,i (2.1)
avec a` un meˆme instant t
η = Σk(Σiηk,i) (2.2)
Le proble`me initial a` l’e´chelle microscopique a donc e´te´ simplifie´ et alle´ge´ en conside´rant
des groupes de particules de vitesses similaires a` un niveau me´soscopique interagissant les
uns avec les autres.
2.2 E´quation de transport de Boltzmann et ses simplifications
A partir du concept de groupes de particules de caracte´ristiques communes pre´ce´dem-
ment e´voque´, on va voir comment le comportement me´soscopique d’un e´coulement peut eˆtre
formule´ et simplifie´ en conside´rant les me´canismes liant les particules les unes aux autres.
2.2.1 E´quation de transport de Boltzmann
Dans un cadre plus ge´ne´ral pour ce regroupement nous exprimons les ηk,i particules du
sous domaine Ωk de vitesse ci par une quantite´ f(x, ci, t) (Buick, 2006; Ngo et Ngo, 2001;
Wolf-Gladrow, 2000) appele´e fonction densite´ de probabilite´, telle que ηk,i = η0f(x, ci, t)dxdc
corresponde au nombre de particules se trouvant dans un petit domaine Σk = xk+dxk autour
de la position x, posse´dant une petite gamme de vitesses ci + dc autour de la vitesse ci, le
7tout a` un instant pre´cis t.
Cette variation s’exprime par l’e´quation 2.3 correspondant a` 2.1 avec l’utilisation des
fonctions de distributions pour une vitesse c.
f(x + cdt, c, t+ dt)dxdc = f(x, c, t)dxdc +Q(f)dxdcdt (2.3)
Le terme Q(f)dxdcdt illustre la variation du nombre de mole´cules par collision. Q(f) est
appele´ ope´rateur de collision.
En divisant l’e´quation 2.3 par dxdcdt et en faisant tendre dt vers 0 on obtient une for-
mulation plus ge´ne´rale de la relation entre les fonctions de distribution, c’est l’e´quation de
transport de Boltzmann :
∂f
∂t
+ c · 5xf = Q(f) (2.4)
Il est important de remarquer que dans ce cas nous avons uniquement pris en compte
l’influence des collisions entre particules sans l’effet d’une force externe pour la variation du
nombre de mole´cules d’un meˆme groupe. Si cela e´tait le cas il faudrait rajouter un terme a`
l’e´quation. Ainsi, pour l’influence d’une force quelconque F, l’e´quation deviendrait :
∂f
∂t
+ c · 5xf + F
m
· 5xf = Q(f) (2.5)
A partir des fonctions de distributions de l’e´quation (2.4), et puisque la formule ηk,i =
η0f(x, ci, t)dxdc correspond a` un nombre de particules autour de x et c, il est possible de
de´duire les grandeurs macroscopiques sur un volume unitaire en inte´grant f sur l’ensemble
des vitesses c que prennent les diffe´rentes particules en x. Ainsi en connaissant m, la masse
mole´culaire d’une particule et urel = c-u sa vitesse relative par rapport a` un fluide de vitesse
u, l’expression :
8ρ(x, t) =
∫
mf(x, c, t)dc (2.6)
de´finit la densite´ massique du fluide , tandis que :
ρ(x, t)u(x, t) =
∫
mcf(x, c, t)dc (2.7)
de´finit la vitesse du fluide u, et finalement :
ρ(x, t)e(x, t) =
1
2
∫
mu2relf(x, c, t)dc (2.8)
de´finit l’e´nergie interne e. Il est possible d’exprimer cette e´nergie interne par e = 3
2
kBT, ou`
kB est la constante de Boltzmann et T la tempe´rature en Kelvin.
A` partir d’une conside´ration sur des paquets de mole´cules aux caracte´ristiques de vitesse
pre´cises, par la the´orie cine´tique des gaz et l’e´quation de Boltzmann il est donc possible de
de´duire le comportement macroscopique d’un fluide. Il manque cependant un e´le´ment impor-
tant, l’ope´rateur de collision Q(f), qui decrit comment les distributions interagissent les unes
avec les autres suite a` des interactions entre les particules.
2.2.2 Ope´rateur de collision Q(f)
L’ope´rateur de collision illustre la variation au cours du temps des distributions f(x, c, t),
c’est a` dire qu’il est directement lie´ a` la nature du gaz ou fluide conside´re´. Il est e´galement lie´
a` l’activite´ microscopique de ce dernier. La de´termination de Q(f) (Buick, 2006; Ngo et Ngo,
2001; Wolf-Gladrow, 2000) se re´sume a` e´valuer le nombre de mole´cules entrant en collision
et changeant de trajectoire ou de vitesse a` un endroit pre´cis, entre deux pas de temps, entre
deux e´tats donne´s.
Pour le de´veloppement de l’e´quation de Boltzmann sur re´seau nous conside´rons une de´fi-
nition simplifie´e de cet ope´rateur, les approximations choisies sont les suivantes :
– L’ope´rateur de collision est de´termine´ pour le cas d’un gaz dilue´ ou` seul les collisions entre
9deux particules sont conside´re´es.
– Les particules sont suppose´es inde´pendantes avant et apre`s la collision. C’est a` dire que
l’influence des mole´cules les unes sur les autres est ne´glige´e hormis lorsqu’il y a collision.
– La collision est suppose´e ponctuelle et instantane´e et elle n’est pas influence´e par des forces
exte´rieures.
Ces simplifications sont restrictives car en the´orie les particules s’influencent les unes sur
les autres en permanence. Il est cependant suppose´ que ce domaine d’influence est restreint
au proche voisinage de ces dernie`res et ainsi la collision correspond a` l’interaction de ces
domaines d’influence. En re´sume´ avec de telles simplification la collision de deux particules
ressemble a` la collision de deux boules d’un jeu de billard. La physique de ce phe´nome`ne et
le lien entre les e´tats pre´ et post-collision pour de´duire une distribution fa se re´sument par
l’e´quation suivante :
Q(fa) =
∫ ∫
(f
′
af
′
b − fafb)crelσ(crel, θ)dωdcb (2.9)
Cette e´quation fait le lien entre les vitesses de groupes de particules a et b avant la col-
lision c′ et apre`s c tel que f
′
a = f(x, c
′
a, t), f
′
b = f(x, c
′
b, t), fa = f(x, ca, t), fb = f(x, cb, t).
D’autre part crel = |ca − cb| =
∣∣c′a − c′b∣∣ est la vitesse relative entre les particules avant et
apre`s la collision et σ repre´sente la section efficace diffe´rentielle, elle exprime d’une certaine
fac¸on l’interaction entre les particules des groupes a et b. Cette dernie`re se de´finit en fonction
d’un parame`tre d’impacte B et d’un angle θ tel que :
σ(crel, θ) =
B(crel, θ)dB
sin(θ)dθ
(2.10)
Les parame`tres B et θ ainsi que la collision entre deux particules sont illustre´s sur la
Figure 2.1. Enfin dω = sin(θ)dθdφ est l’angle solide sur lequel on inte`gre σ avec φ l’angle
azimutal afin de de´terminer la collision en conside´rant toutes les directions.
Pour re´sumer, l’e´quation 2.9 exprime donc le lien entre une distribution fa = f(x, ca, t)
et les autres distributions en un point. Cet ope´rateur de collision repre´sente un cas tre`s par-
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Figure 2.1 Repre´sentation dans le plan de deux particules pre´ collision et post collision.
ticulier de collision, cependant la formulation mathe´matique obtenue reste assez complique´e
et la re´solution exacte d’un tel ope´rateur de collision est difficilement envisageable pour une
simulation pratique d’e´coulements. On va donc voir qu’un mode`le encore plus simpliste, in-
troduit par Bhatnagar et al. (1954) , commune´ment appele´ mode`le BGK, a e´te´ retenu pour
la me´thode de Bolzmann sur re´seau. Maintenant il est ne´cessaire de de´finir une quantite´
importante, de´duite de 2.9 et des conside´rations sur l’entropie d’un syste`me, c’est a` dire la
distribution a` l’e´quilibre feq :
2.2.3 H the´ore`me de Boltzmann et les distributions a` l’e´quilibre
L’e´quation de Boltzmann 2.4, couple´e avec l’ope´rateur de collision exprime´ par l’e´quation
2.9, de´crit la variation de distributions f de mole´cules d’un gaz dilue´.
Dans le but d’alle´ger une telle formulation de la collision nous allons de´finir une distribu-
tion de probabilite´ particulie`re, la distribution a` l’e´quilibre note´e feq.
Il est tout d’abord ne´cessaire de conside´rer la fonction H(t) (Ngo et Ngo, 2001; Wolf-
Gladrow, 2000).
H(t) =
∫
f(x, c, t)ln(f(x, c, t))dxdc (2.11)
Cette quantite´ varie en sens inverse de l’entropie et repre´sente a` une constante pre`s l’in-
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verse de celle-ci (Bhatnagar et al., 1954).
En de´rivant cette e´quation par rapport au temps et en remplac¸ant le terme ∂f
∂t
qu’il en
re´sulte en utilisant l’e´quation de Boltzmann 2.4 , ainsi que l’ope´rateur de collision pre´ce´-
demment e´voque´e 2.9 ), et apre`s diverses conside´rations physiques et mathe´matiques (Buick,
2006; Ngo et Ngo, 2001), il s’ave`re que seul le terme de collision contribue a` ∂f
∂t
et devient :
∂f
∂t
=
1
4
∫
(f
′
af
′
b − fafb)σln(
fafb
f ′af
′
b
)dxdωdcadcb (2.12)
Enfin, a` partir de cette formule une e´tude du signe des diffe´rents termes la constituant
(Buick, 2006; Ngo et Ngo, 2001) permet de de´duire la relation suivante tre`s simple :
∂f
∂t
≤ 0 (2.13)
Cette formule constitue le the´ore`me H de Boltzmann qui stipule par opposition a` H que
l’entropie d’un gaz sans corre´lation qui satisfait a` l’e´quation de Boltzmann ne peut qu’aug-
menter au cours du temps (Ngo et Ngo, 2001). Il s’ave`re que cette augmentation converge
vers un e´tat d’e´quilibre, comme celui e´voque´ pre´ce´demment. A` cet e´quilibre l’entropie ne
varie plus, cet e´tat correspond au cas particulier ou` ∂f
∂t
= 0 et dans ce cas :
f
′
af
′
b = fafb ou lnf
′
a + lnf
′
b = lnfa + lnfb (2.14)
Ceci revient donc a` dire que ln(f) est une quantite´ conserve´e avec la collision de deux
particules. E´tant donne´ que les quantite´s conserve´es entre l’e´tat initial et l’e´tat final d’une
collision sont la masse, la quantite´ de mouvement et l’e´nergie, ln(f) ne peut eˆtre qu’une
combinaison line´aire de ces invariants (Ngo et Ngo, 2001).
lnf = A′′ + Bmc−D1
2
mc2 (2.15)
12
qui se reformule :
f = A′exp[Bmc]−D1
2
mc2 = Aexp
[
−mD
2
(
c− B
D
)]
(2.16)
avec A”et A’, A et D des scalaires et B un vecteur. Il est possible de de´duire ces constantes
pour comple´ter la formule. Il suffit d’utiliser la de´finition de la densite´ ρ, de la vitesse u et
l’e´nergie e par unite´ de volume :
e = 3
2
kBT :
ρ =
∫
mfdc,
u =
∫
mcfdc
ρ
,
3
2
kBT =
1
2
∫
mu2relfdc
ρ
Apre`s le calcul des constantes l’e´quation (2.16) devient :
f = feq =
ρ
m
(
m
2pikBT
) 3
2
exp
(
−m(c− u)
2
2kBT
)
(2.17)
Cette distribution particulie`re est la distribution de Maxwell (Buick, 2006; Chapman et
Cowling, 1970; Ngo et Ngo, 2001). Pre´sente´e ici comme la solution a` l’e´quilibre de l’e´quation
de Boltzmann 2.4 avec la collision 2.9 , elle est d’apre`s le the´ore`me H la distribution parti-
culie`re vers laquelle une distribution f quelconque doit tendre.
La distribution a` l’e´quilibre 2.17 est un e´le´ment clef de la me´thode de Boltzmann sur
re´seau. Elle constitue un moyen de de´duire un e´tat me´soscopique associe´ a` un e´tat macro-
scopique donne´ et elle permet de de´finir un ope´rateur de collision Q plus simple que celui
pre´sente´ par l’e´quation 2.9 .
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2.2.4 Mode`le BGK pour la collision
L’ope´rateur de collision propose´ par Bhatnagar, Gross et Krook (Bhatnagar et al., 1954;
Succi, 2001) exprime la collision comme une relaxation des distributions f vers l’e´quilibre
donne´ par feq 2.17. Celui-ci est exprime´ en fonction de la densite´, vitesse, et tempe´rature du
fluide conside´re´ au point d’e´valuation de la collision. Cette relaxation est ponde´re´e par un
temps τ∗ de l’ordre du temps moyen entre deux collisions pour une particule.
Ce temps exprime en quelque sorte la viscosite´ du fluide auquel se rapportent les distri-
butions, nous reviendrons sur sa de´termination ulte´rieurement. Cette vision simplifie´e de la
collision sera retenue pour la suite de ce me´moire. Elle s’ave`re suffisante pour exprimer les
caracte´ristiques d’un fluide ou gaz quelconque et garantir la conservation de la masse, de la
quantite´ de mouvement et de l’e´nergie.
Q(f) = −f(x, c, t)− feq(x, c, t)
τ∗ (2.18)
Pour terminer, quoique le mode`le BGK est devenu un classique du mode`le de Boltzmann
sur re´seau, il y a d’autres alternatives tel que discute´ dans l’annexe A
.
2.3 L’e´quation de Boltzmann sur re´seau
Les formulations ge´ne´rales e´voque´es dans la section pre´ce´dente sont des e´quations conti-
nues (la e´quation continue de Boltzmann, les e´quations continues de la masse volumique et
de la quantite´ de mouvement). Pour l’application nume´rique il est maintenant ne´cessaire de
simplifier ces e´quations pour pouvoir traiter un nombre fini de variables tout en conservant
la fiabilite´ des re´sultats. On va donc regarder la de´termination de l’e´quation de Boltzmann
sur re´seau, a` vitesses discre`tes, a` partir de l’e´quation continue de Boltzmann.
Pour alle´ger la notation nous allons de´sormais utiliser les abre´viations f(x, ci, t) = fi(t), f(x+
∆tci, c, t+ ∆t) = fi(t+ ∆t) avec ci une vitesse pre´cise, nous noterons f
eq
i de meˆme.
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Comme de´finit pre´ce´demment nous retenons l’e´quation de Boltzmann 2.4 avec l’ope´rateur
de collision simplifie´ BGK 2.18 :
∂f
∂t
+ c · 5xf = −f − feq
τ∗ (2.19)
ou` f est la fonction de distribution au temps t, a` la position x pour la vitesse microscopique
c. Le parame`tre τ∗ repre´sente le temps de relaxation pour la collision de´termine´ en fonction
du fluide conside´re´ et feq correspond a` la distribution de Maxwell 2.17.
Les proprie´te´s hydrodynamiques du fluide telles que la densite´ et la vitesse u peuvent eˆtre
calcule´es a` partir des moments de f de´finis par les e´quations 2.6 et 2.7. Comme on l’a e´voque´,
la fonction de distribution a` l’e´quilibre pour un e´tat donne´ est de´duite de ces proprie´te´s.
Pour pouvoir utiliser ces e´quations pour des simulations d’un point de vue nume´rique il est
ne´cessaire de les discre´tiser.
2.3.1 Discre´tisation de l’e´quation continue de Boltzmann
L’e´quation simplifie´e 2.19 permet d’e´valuer la variation des distributions de´pendant de
l’espace, de leur vitesse et du temps. Pour une re´solution nume´rique cette e´quation se discre´-
tise selon chaque parame`tre (Escobar et al., 1997; Succi, 2001; Wolf-Gladrow, 2000).
Tout d’abord le spectre infini des vitesses c associe´es aux distributions en un point doit
eˆtre discre´tise´ pour ne conside´rer qu’un nombre fini de vitesses, ci = (ci,x, ci,y, ci,z) en trois
dimensions avec l’indice i repre´sentant la discre´tisation. Cette discre´tisation est un e´le´ment
clef de la me´thode de Boltzmann sur re´seau car elle doit s’effectuer de fac¸on a` conserver les
quantite´s globales de l’e´coulement.
De l’e´quation continue de Boltzmann nous obtenons alors l’e´quation discre`te de Boltz-
mann :
∂fi
∂t
+ ci · 5xfi = −fi − f
eq
i
τ∗ (2.20)
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Pour de´terminer l’e´quation de Boltzmann sur re´seau les de´rive´es temporelles et spatiales
sont discre´tise´es a` leur tour pour une vitesse ci :
∂fi
∂t
=
fi(x, t+ ∆t)− fi(x, t)
∆t
(2.21)
pour le temps avec ∆t le pas de temps.
∂fi
∂xα
=
fi(xα + ∆xα, t+ ∆t)− fi(xα, t+ ∆t)
∆xα
(2.22)
pour l’espace avec ∆xα le pas ge´ome´trique dans la direction d’un repe`re carte´sien.
En substituant les e´quation 2.21 et 2.22 en trois dimensions dans l’e´quation de Boltzmann
discre`te 2.20 nous de´duisons :
fi(x, t+ ∆t)− fi(x, t)
∆t
+
3∑
j=1
fi(xj + ∆xj, t+ ∆t)− fi(xj, t+ ∆t)
∆xj
=
−fi(x, t)− f
eq
i (x, t)
τ∗ (2.23)
Pour lier les diffe´rents parame`tres entre eux et pour pouvoir en quelque sorte suivre les
groupes de particules (he´ritage des automates de gaz sur re´seau) le pas ge´ome´trique et le
pas de temps sont choisis de fac¸on a` de´finir la vitesse ∆x = ci∆t. Cette relation implique
que pendant un pas de temps ∆t les groupes de particules repre´sente´s par les distributions
se de´placeront de exactement un pas de discre´tisation ge´ome´trique. L’e´quation (2.23) peut
alors s’e´crire :
fi(x, t+ ∆t)− fi(x, t)
∆t
+
fi(x + ci∆t, t+ ∆t)− fi(x, t+ ∆t)
∆t
=
=
fi(x + ci∆t, t+ ∆t)− fi(x, t)
∆t
= −fi(x, t)− f
eq
i (x, t)
τ∗ (2.24)
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La discre´tisation me`ne donc a` une relation tre`s simple entre les fonctions densite´ de pro-
babilite´ pour une meˆme vitesse ci. C’est l’e´quation de Boltzmann BGK sur re´seau, ainsi :
fi(x + ci∆t, t+ ∆t)− fi(x, t) = −∆t
τ∗ (fi(x, t)− f
eq
i (x, t)) (2.25)
Cette formulation explicite est divise´e en deux parties repre´sentant l’interpre´tation phy-
sique de la the´orie. D’abord un transport des distributions le long des vitesses de discre´tisation
(membre de gauche de l’e´quation) ou d’un point de vue plus qualitatif, un de´placement des
paquets de particules de vitesse similaire de maille en maille de la discre´tisation ge´ome´trique,
c’est la propagation. Ensuite cette propagation est ponde´re´e par une variation du nombre
d’individus du fait des interactions entre particules (membre de droite de l’e´quation), c’est
la collision.
On vient donc de de´duire l’e´quation de Boltzmann BGK sur re´seau par discre´tisation de
l’e´quation de Boltzmann continue. Cependant cette formulation s’applique pour une vitesse
particulie`re apre`s discre´tisation du spectre infini des vitesses que peuvent prendre les distri-
butions, et que il est maintenant ne´cessaire de discre´tiser.
2.3.2 Les mode`les des vitesses
L’e´quation de Boltzmann sur re´seau 2.25 s’applique pour des fonctions de distribution f
de meˆme vitesse ci. Il y a the´oriquement une infinite´ de groupes de particules de vitesses c
diffe´rentes. Sur un domaine de simulation, il faut donc discre´tiser cet ensemble de vitesses
en conside´rant des ensembles moyens de fac¸on a` ce que le maillage (ou re´seau) associe´ a` ces
vitesses puisse assurer le de´placement des distributions a` chaque pas de temps, le tout en
garantissant la conservation des quantite´s de base sur le domaine.
Contrairement a` la discre´tisation spatiale temporelle qui peut eˆtre adapte´e de fac¸on a`
avoir moins d’influence sur l’e´coulement a` des e´chelles e´leve´es devant celle du raffinement, la
discre´tisation de l’espace des vitesses doit pouvoir moyenner l’ensemble du spectre de vitesse
par quelques valeurs. Cette discre´tisation s’effectue selon divers crite`res (Succi, 2001) :
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- L’isotropie de la discre´tisation. Cette dernie`re se ve´rifie par diverses conside´rations ma-
the´matiques (Wolf-Gladrow, 2000) et permet de de´finir si un ensemble de vitesses est suffi-
samment invariant par rotation.
- La conservation de la masse de la me´thode de Boltzmann associe´e a` une discre´tisation.
- La conservation de la quantite´ de mouvement de la me´thode de Boltzmann associe´e a` une
discre´tisation.
- La conservation de la quantite´ d’e´nergie de la me´thode de Boltzmann associe´e a` une discre´-
tisation.
Plusieurs types de discre´tisations permettent de garantir ces proprie´te´s de fac¸on satisfai-
sante, des exemples couramment employe´s en 1, 2 et 3D sont respectivement la discre´tisation
D1Q3 (1D et 3 vitesses de discre´tisation), D2Q9 (2D et 9 vitesses de discre´tisation), D2Q4
(2D et 4 vitesses de discre´tisation) , et D3Q19 (3D et 19 vitesses de discre´tisation). La re-
pre´sentation de ces discre´tisations peut eˆtre visualise´e a` la Figure 2.2. Dans le cadre de ce
me´moire nous allons uniquement nous pencher sur les mode`les D2Q9 pour la partie me´ca-
nique et D2Q4 pour la partie thermique.
Maintenant, on va voir la simplification de la distribution a` l’e´quilibre.
2.3.3 Approximation de la distribution a` l’e´quilibre
La formulation de la distribution a` l’e´quilibre comme nous l’avons pre´sente´ correspond
pour le mode`le BGK a` celle de la distribution de Maxwell 2.17. Pour la me´thode de Boltzmann
cette formule peut eˆtre simplifie´e en fonction des vitesses discre´tise´es par un de´veloppement en
se´rie de Taylor de l’exponentielle par rapport a` u (Succi, 2001; Thurey, 2003; Wolf-Gladrow,
2000) :
f eq(0 + u) = βexp
[
c · u
kBT
− u
2
2kBT
]
=
= f eq(0) + uf eq ′(0) +
u2
2
f eq ′′(0) + O(u3) =
= β
(
1 +
c · u
kBT
+
(c · u)2
2(kBT )2
− u
2
2kBT
)
+ O(u3) (2.26)
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avec β = ρ
(2pikBT )
3
2
exp
[
−c2
2kBT
]
. Une telle approximation est applicable pour des e´coulements
quasi-incompressibles a` faible nombre de Mach. Pour ce cas, la formulation ge´ne´rale de la
distribution a` l’e´quilibre devient donc :
Figure 2.2 Quelques exemples de discre´tisation de l’espace de phase
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f eq =
ρ
(2pikBT )
3
2
exp
[ −c2
2kBT
](
1 +
c · u
kBT
+
(c · u)2
2(kBT )2
− u
2
2kBT
)
(2.27)
Il est notable que la partie correspondant a` β dans cette e´quation e´quivaut a` la distri-
bution de Maxwell pour une vitesse u nulle. Ainsi la distribution feq pour une vitesse u
quelconque est exprime´e comme proportionnelle a` une distribution a` l’e´quilibre ou` u = 0, ou`
les distributions exprimeraient un e´tat ou` le fluide serait statique.
Cette formulation simplifie´e va maintenant nous permettre d’adapter inte´gralement l’e´qua-
tion de Boltzmann a` une discre´tisation particulie`re de l’espace des vitesses, la discre´tisation
D2Q9.
2.3.4 Discre´tisation du type D2Q9 de l’e´quation de Boltzmann
Nous avons vu que pour des applications nume´riques l’e´quation de Boltzmann a e´te´ dis-
cre´tise´e dans l’espace, le temps et l’espace des vitesses. Ces diffe´rentes discre´tisations sont
lie´es les unes aux autres par une de´pendance du pas ge´ome´trique au pas de temps en fonction
de la vitesse de discre´tisation ∆x = ci∆t.
Connaissant les discre´tisation du mode`le D2Q9 (2 dimensions et 9 vitesses repre´sente´es a`
la Figure 2.3 il est maintenant possible d’expliciter diverses formulations ge´ne´rales aborde´es
pre´ce´demment pour les adapter a` ce re´seau (Succi, 2001; Wolf-Gladrow, 2000).
Figure 2.3 Maille e´le´mentaire du re´seau D2Q9 : Vitesses verticales ou horizontales de norme
c. Vitesses transversales de norme
√
2c et Vitesses nulle pour les particules immobiles.
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Tout d’abord, les grandeurs macroscopiques sont lie´es aux distributions par les inte´grales
2.6 et 2.7. Ainsi pour un re´seau D2Q9 a` 9 vitesses, l’inte´grale devrait pouvoir eˆtre re´duite a`
une somme finie sur les i vitesses de discre´tisation en un point a` un instant donne´, c’est a` dire :
ρ(x, t) =
8∑
i=0
fi(x, t) =
∫
f(c)dc (2.28)
ρ(x, t)u(x, t) =
8∑
i=0
cifi(x, t) =
∫
cf(c)dc (2.29)
pour de´terminer respectivement la densite´ et la vitesse sur un volume unitaire. Il faut noter
que la masse m des particules est conside´re´e unitaire dans ces formules.
Un autre e´le´ment important, de´ja` largement e´voque´, est la distribution a` l’e´quilibre feq.
Sa de´finition a pre´ce´demment e´te´ pre´cise´e et simplifie´e pour aboutir a` l’e´quation 2.27 pour
le mode`le BGK de´duite des distributions de Maxwell 2.17.
Avec la discre´tisation des vitesses il est possible d’associer des distributions feqi a` chaque
vitesse ci. Ceci permet de de´duire une formulation discre`te des distributions a` l’e´quilibre sous
la forme suivante :
f eqi (ρ,x) = ρ
wi
ρ0
(
1 +
c · u
kBT
+
(c · u)2
2(kBT )2
− u
2
2kBT
)
(2.30)
Ces distributions locales sont formule´es comme une variation par rapport a` un e´quilibre
ou` l’e´coulement est statique au niveau macroscopique. Pour chaque vitesse ci l’e´quilibre est
exprime´ par des poids ωi.
La de´termination de ces poids ωi de´pend de la discre´tisation des vitesses utilise´es et donc
du type de re´seau utilise´. Pour les obtenir il suffit d’appliquer a` ces distributions ωi, tradui-
sant un e´coulement stagnant, les contraintes d’isotropie, conservation de masse, quantite´ de
mouvement et e´nergie, utilise´es pour le choix de la discre´tisation de vitesse. Avec les vitesses
21
ci correspondant a` celles du re´seau D2Q9 (Figure 2.3) il est possible d’obtenir (Wolf-Gladrow,
2000). :
ω1,2,3,4
ρ0
=
1
9
ω5,6,7,8
ρ0
=
1
36
ω9
ρ0
=
4
9
kBT
m
=
c2
3
= c2s (2.31)
ou` c2s exprime la vitesse du son sur le re´seau.
Nous allons maintenant re´sumer les diffe´rents e´le´ments de la me´thode BGK de Boltzmann
sur re´seau D2Q9 et apporter quelques comple´ments sur ses caracte´ristiques nume´riques.
2.4 Me´thode de Boltzmann sur re´seau BGK
A partir de la discre´tisation de l’e´quation de Boltzmann, nous avons pre´sente´ un mode`le
pouvant eˆtre utilise´ pour effectuer des simulations sur un domaine fluide en se basant sur le
transport de distributions de probabilite´ f sur un re´seau associe´.
2.4.1 Principe de la me´thode de Boltzmann sur re´seau D2Q9
On a pre´sente´ un ensemble de relations permettant d’effectuer la simulation d’un e´cou-
lement de fluide par de´placement de distributions de probabilite´ de cellule en cellule dans
l’esprit des automates de gaz sur re´seau.
A partir d’un e´tat connu des distributions fi au temps t, il est possible de de´duire les
grandeurs macroscopiques de l’e´coulement :
ρ(x, t) =
8∑
i=0
fi(x, t) (2.32)
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ρ(x, t)u(x, t) =
8∑
i=0
cifi(x, t) (2.33)
Ces grandeurs macroscopiques permettent de de´finir un e´quilibre ide´al vers lequel les dis-
tributions devraient tendre. Les distributions a` l’e´quilibre ide´al f ei q sont exprime´es de fac¸on
discre`te pour chaque vitesse ci du re´seau en x a` t :
f eqi=1,2,3,4(ρ,x) =
ρ
9
(
1 + 3
c · u
c2
+
9
2
(c · u)2
c4
− 3
2
u2
c2
)
f eqi=5,6,7,8(ρ,x) =
ρ
36
(
1 + 3
c · u
c2
+
9
2
(c · u)2
c4
− 3
2
u2
c2
)
f eqi=0(ρ,x) =
4ρ
9
(
1− 3
2
u2
c2
)
(2.34)
Tel que de´ja` exprime´, les distributions fi(t) devraient tendre vers ces e´quilibres f
e
i q(t)
pendant ∆t. Cette proprie´te´ est caracte´rise´e par une relaxation en fonction d’un temps ca-
racte´ristique τ∗ qui illustre la variation des distributions entre fi(t) et fi(t+∆t). Cette e´tape,
appele´e collision, est repre´sente´e par le membre de droite de l’e´quation de Boltzmann discre´-
tise´e (2.35).
fi(x + ci∆t, t+ ∆t)− fi(x, t) = −∆t
τ∗ (fi(x, t)− f
eq
i (x, t)) (2.35)
Enfin, en plus d’une variation des populations associe´es a` chaque distribution fi pendant
∆t, celles-ci se de´placent selon chaque vitesse ci et passent d’une position x a` x+ci∆t. Cette
dernie`re e´tape, la propagation, apparaˆıt e´galement dans l’e´quation (2.35) et correspond au
transport des groupes de particules le long de ci.
A` la fin de ce raisonnement, un nouvel e´tat de la fonction f est connu a` t+∆t. A partir de
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celui-ci un nouvel e´tat macroscopique peut eˆtre de´duit, puis un nouvel e´quilibre ide´al, et ainsi
l’e´tat t+2∆t, et les suivants. Cette proce´dure constitue la me´thode de Boltzmann sur re´seau.
Maintenant, il est important de ve´rifier que ces quelques e´quations tre`s simples puissent
bel et bien eˆtre utilise´es pour des simulations d’e´coulements fluides, comme le sont les e´qua-
tions de Navier-Stokes. De plus, il faut encore expliciter un parame`tre important, le temps
de relaxation. Ces e´tapes du de´veloppement de l’e´quation de Boltzmann sur re´seau vont s’ef-
fectuer par une rapide e´tude du de´veloppement de Chapman-Enskog.
2.4.2 De´veloppement de Chapman-Enskog
L’expansion de Chapman-Enskog, pre´sente´ dans la re´fe´rence (Wolf-Gladrow, 2000), e´ga-
lement appele´e analyse multi-e´chelle, est un de´veloppement qui permet de lier l’e´quation de
transport de Boltzmann aux e´quations de Navier-Stokes. A partir de ce de´veloppement il est
possible d’expliciter certains termes non directement pre´sents dans l’e´quation de Boltzmann
discre´tise´e, a` savoir le temps de relaxation τ∗ et la pression P.
Le principe de ce de´veloppement est de conside´rer que l’e´coulement macroscopique cor-
respond a` la vision moyenne d’un e´coulement me´soscopique perturbe´. Ces perturbations s’ex-
priment en fonction du nombre de Knudsen  :
 =
λ
Lc
(2.36)
Il correspond au ratio entre la distance moyenne entre deux collision de particules et la
longueur macroscopique caracte´ristique du syste`me simule´. Le terme λ de´finit la distance
parcourue par une particule entre deux collisions avec d’autres particules. Il caracte´rise en
quelque sorte la densite´ de particules et indirectement la viscosite´ du fluide. Lc de son coˆte´
pre´cise les dimensions du domaine macroscopique, elle peut par exemple de´finir la taille d’un
obstacle. Notons que pour conside´rer comme continu le fluide entourant un obstacle il faut
 1.
Avec ces e´le´ments, les diffe´rents parame`tres de l’e´quation de Boltzmann sur re´seau (2.35),
soit t, x et fi, sont segmente´s en diffe´rentes contributions pour diffe´rentes e´chelles de l’e´cou-
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lement plus ou moins petites les unes par rapport aux autres, se rapportant a` diffe´rents
phe´nome`nes repre´sente´s comme l’advection ou la diffusion.
Les diffe´rentes variables sont de la forme :
v =
∑
n
vn
n (2.37)
Suite a` un de´veloppement de Taylor au second ordre de l’e´quation de Boltzmann sur
re´seau 2.35 avec la formulation 2.37 pour les diffe´rents parame`tres, en observant se´pare´ment
les contributions des diffe´rentes composantes en n, il est possible de de´duire les e´quations
caracte´ristiques de l’e´coulement au niveau macroscopique.
Ainsi il est possible de de´duire l’e´quation de continuite´ :
∂ρ
∂t
+∇ · (ρu) = 0 (2.38)
et l’e´quation du mouvement sans force exte´rieure :
∂u
∂t
+ u · ∇u = −1
ρ
∇P (2.39)
Ces e´quations s’obtiennent avec un de´veloppement de Taylor au premier ordre de l’e´qua-
tion de Boltzmann sur re´seau apre`s changement des variables selon l’e´quation 2.37. Dans ce
premier de´veloppement la pression P a e´te´ de´finie telle que :
P =
kBT
m
ρ (2.40)
ou encore comme :
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P =
c2
3
ρ = c2sρ (2.41)
d’apre`s les relations 2.31. Ensuite, en e´tudiant le second ordre du de´veloppement de l’e´quation
de Boltzmann sur re´seau les relations pre´ce´dentes sont pre´cise´es et les e´quations de Navier-
Stokes en re´gime incompressible et sans conside´ration de forces exte´rieures sont retrouve´es :
∇ · u = 0 (2.42)
∂u
∂t
+ u · ∇u = −1
ρ
∇P + ν∇2u (2.43)
De cette dernie`re, le lien entre le temps de relaxation τ∗ et sa formulation adimensionnelle
τ = τ∗
∆t
avec la viscosite´ cine´matique ν est obtenu par analogie lors du de´veloppement :
ν =
c2
3
(
τ ∗ −∆t
2
)
=
c2∆t
3
(
τ − 1
2
)
(2.44)
On viens donc d’aborder le principe de l’analyse multi-e´chelle (Thurey, 2003). Cette
dernie`re permet de souligner le lien entre les e´quations de Navier-Stokes incompressibles
(2.42,2.43) et l’e´quation de Boltzmann BGK. Cette e´tude permet de comple´ter le lien entre
les mondes macroscopiques et microscopiques en explicitant le lien entre viscosite´ cine´ma-
tique ν et temps caracte´ristique de relaxation τ∗ .
2.4.3 Proprie´te´s nume´riques de la me´thode de Boltzmann sur re´seau
La me´thode de Boltzmann sur re´seau par une discre´tisation judicieuse de l’e´quation de
Boltzmann se re´duit a` quelques e´quations simples et un re´seau associe´. Maintenant il est bon
d’aborder quelques une des proprie´te´s nume´riques lie´es a` un tel de´veloppement (Succi, 2001;
Wolf-Gladrow, 2000).
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Pre´cision
Le terme pre´cision fait re´fe´rence a` l’erreur introduite par le remplacement des ope´rateurs
diffe´rentiels de l’e´quation de Boltzmann par des diffe´rences finies. D’un point de vue spatial
aussi bien que temporel, la formulation de la me´thode par l’association des distributions a`
des vitesses de discre´tisation oppose´es implique une pre´cision d’ordre deux en espace et en
temps (Succi, 2001). Cependant une telle pre´cision concerne la me´thode au coeur du fluide,
avec l’imposition des conditions frontie`res le non respect de la syme´trie des cellules sur les
bord peut affecter cette pre´cision, notamment spatialement.
Stabilite´
Cette proprie´te´ doit eˆtre conside´re´ en permanence pour la re´alisation de simulations nu-
me´riques par la me´thode de Boltzmann sur re´seau comme avec toute autre me´thode de
simulation nume´rique. La premie`re condition de stabilite´ concerne la capacite´ que posse`de la
me´thode a` transporter l’information et elle s’exprime par la condition de Courant-Friedrichs-
Lewy (CFL), dont le nombre de Courant est :
C =
u∆t
∆x
< 1 (2.45)
E´tant donne´ le lien entre le pas de temps et le pas ge´ome´trique ∆x = ci∆t, impose´ lors de
la de´finition du re´seau, la condition CFL se re´duit a` C = M < 1, M repre´sentant le nombre
de Mach. D’apre`s la de´finition de la me´thode et notamment des distributions d’e´quilibre cette
condition de stabilite´ devrait eˆtre automatiquement remplie si la condition d’incompressibi-
lite´ M  1 de la de´finition des distributions d’e´quilibre a bien e´te´ respecte´e. Nous verrons
qu’en pratique la vitesse ci est normalise´e a` 1, ainsi la condition CFL et d’incompressiblite´
se re´duisent a` une condition sur la vitesse u 1.
Une autre condition de stabilite´ bien plus proble´matique a` appliquer concerne la limita-
tion sur le temps de relaxation et indirectement la viscosite´. Selon le type de fluide repre´sente´
et le pas de discre´tisation utilise´ le temps caracte´ristique de la collision varie entre la limite
infe´rieure 1
2
, repre´sentant une viscosite´ quasi nulle, et la limite supe´rieure +1 pour une vis-
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cosite´ quasi infinie. Au voisinage de ces bornes la me´thode de Boltzmann sur re´seau devient
fortement instable, ces instabilite´s pouvant se former initialement a` proximite´ des zones de
discontinuite´s comme les frontie`res solides ou fluide du domaine ou a` proximite´ de vortex
dans l’e´coulement. Cette contrainte sur la viscosite´ constitue une limitation pour les simula-
tions d’e´coulements a` haut nombre de Reynolds et turbulents, certaines me´thodes de prise
en compte de la turbulence (Succi, 2001; Dong et al., 2008; Mazzocco et al., 2000; Yu et al.,
2005) peuvent cependant palier ce proble`me dans une certaine mesure.
Ces quelques conside´rations sur la stabilite´ sont a` retenir pour la mise en application de
la me´thode de Boltzmann sur re´seau car elles repre´sentent les principales sources d’instabilite´
d’une simulation.
Lien entre pre´cision, stabilite´ et temps simule´
Pour conclure notre e´tude sur la me´thode de Boltzmann sur re´seau pre´sente´ au cours de ce
chapitre et avant de voir comment cette dernie`re est utilise´e pour la simulation d’e´coulements,
nous allons rapidement nous pencher sur quelques conside´rations ge´ne´rales. Afin d’employer
la me´thode de Boltzmann sur re´seau de fac¸on efficace il est important d’avoir a` l’esprit les
conside´rations suivantes.
Les diffe´rents parame`tres caracte´ristiques du re´seau, a` savoir le pas ge´ome´trique ∆x, le
pas de temps ∆t et le temps de relaxation τ sont lie´s les uns aux autres par les relations
∆x = ci∆t et ν =
c2∆t
3
(τ− 1
2
). Ainsi, pour une simulation sur un domaine quelconque, plus le
pas ∆x est petit, plus la simulation sera pre´cise mais plus le pas ∆t sera court, plus l’e´volution
temporelle de la simulation sera longue. Inversement un pas ge´ome´trique grand impliquera
un pas de temps grand, la simulation e´voluera alors plus rapidement mais sera moins pre´cise.
Il faut e´galement souligner la stabilite´ de la simulation. On note que la diminution de t ge´ne`re
inversement une augmentation du temps de relaxation. Ainsi, lorsque une simulation est ca-
racte´rise´e par un temps de relaxation trop petit la limite de stabilite´ τ = 1/2 est approche´e.
Inversement, une simulation stable peut devenir instable si les pas ∆x et ∆t sont trop grands.
Ces quelques notions sur les liens entre les parame`tres du re´seau sont importantes pour
le bon emploi du mode`le de Boltzmann sur re´seau lors de son utilisation pour la simulation
d’e´coulements. Maintenant que le mode`le me´canique a e´te´ explique, il faut de´crire le mode`le
thermique qui utilise une deuxie`me fonction de distribution avec le mode`le D2Q4.
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2.5 Le mode`le thermique de Boltzmann sur re´seaux.
Contrairement au succe`s du mode`le d’e´coulement athermique, l’e´tablissement d’un mode`le
prenant en compte le transfert de chaleur n’est pas direct. En effet, un effort constant a e´te´
fait pour construire un bon mode`le thermique de Boltzmann. Les mode`les actuels de Boltz-
mann sur re´seaux peuvent eˆtre divise´s en trois cate´gories : les mode`les a` plusieurs vitesses
(Pavlo et al., 1998; Alexander et al., 1993; Chen et al., 1994), les mode`les a` deux fonctions de
distributions (Eggels et Somers, 1995; Shang, 1997; He et al., 1998) et les sche´mas hybrides
(Filippova et Hanel, 2000; Lallemand et Luo, 2003). Les mode`les a` plusieurs vitesses calculent
diffe´rentes fonctions de distribution d’e´quilibre d’ordre supe´rieur qui permettent de calculer
un grand ensemble de vitesses discre´tise´es. Cependant, ces mode`les souffrent d’instabilite´ nu-
me´rique et un temps de relaxation unique conduit a` un nombre de Prandl fixe et de´pourvu
d’interpre´tation physique.
Les sche´mas hybrides (Zhang et al., 2008) emploient d’autres me´thodes telles qu’un
sche´ma aux diffe´rences finies pour re´soudre l’e´quation de la tempe´rature pendant que le
champ de vitesse est de´termine´ par la me´thode de Boltzmann sur re´seaux. E´videmment,
cette approche ne be´ne´ficie pas des avantages des caracte´ristiques mesoscopique de la me´-
thode de Boltzmann sur re´seaux.
Les me´thodes base´es sur une deuxie`me fonction de distribution gi ont un temps de relaxa-
tion diffe´rent pour chacune des fonctions. Une fonction re´gule les collisions et les de´placement
de la partie me´canique, pendant qu’une deuxie`me de´termine l’e´volution de la fonction de tem-
pe´rature (ou de l’e´nergie, ou d’entropie selon le mode`le choisie) .
Dans le cas d’une deuxie`me fonction de distribution, le mode`le D2Q4 pour la discre´tisa-
tion de la fonction de tempe´rature est suffisant (Figure 2.4). La tempe´rature et la nouvelle
fonction de distribution, gi, sont maintenant lie´es par la formule (2.46) qui comple´mente les
formules 2.28 et 2.29.
T (x, t) = T0
4∑
i=1
gi(x, t) (2.46)
L’e´volution dans le temps et dans l’espace de la fonction de distribution, ci-dessous, est :
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gi(x + ci∆t, t+ ∆t)− gi(x, t) = −∆t
τ1∗(gi(x, t)− g
eq
i (x, t)) (2.47)
ou` τ1∗ est le temps de relaxation thermique.
Vitesses verticales ou horizontales de norme c.
Figure 2.4 Maille e´le´mentaire du re´seau D2Q4 utilise´e pour les mode`les thermiques
La fonction de distribution d’e´quilibre est de´termine´e par :
geqi=1,2,3,4(ρ,x) = ρω
′
iT0
(
1 +
c · u
c2s
)
(2.48)
ou` T0 est la tempe´rature caracte´ristique avec des poids : ω
′
i :
ω
′
1,2,3,4
ρ0
=
1
4
(2.49)
2.6 Approche thermique base´e sur mode`le de Boussinesq
Le mode`le de Boussinesq pour la mode´lisation d’un fluide avec transport de chaleur ajoute
un terme source sur l’e´quation qui de´pend de la variation de la tempe´rature. Tous les autres
parame`tres physiques sont conside´re´s constants par rapport a` la tempe´rature. Dans cette
section, on regardera la formulation adimensionnelle du mode`le de Boussinesq, telle que pre´-
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sente´e par Latt (2008).
2.6.1 Les e´quations de mouvement
Dans un contexte macroscopique, un e´coulement thermique se mode´lise en re´solvant
l’e´quation de la tempe´rature a` travers des e´quations d’advection-diffusion. Avec l’approxi-
mation de Boussinesq l’interaction entre l’e´coulement et la tempe´rature est repre´sente´e par
un terme line´aire de flottabilite´ qui agit comme une force sur le volume du fluide.
On regardera les e´quations macroscopiques en unite´s physiques :
∂u
∂t
+ (u · ∇)u = −∇P + ν∇2u + β(T − Ti)g (2.50)
ou` g = {0, g0} et
∂T
∂t
+ (u · ∇)T = α∇2T (2.51)
Ici, l’e´quation de continuite´ est omise, et ρ0 est pris e´gal a` 1 sans perte de ge´ne´ralite´.
Le parame`tre β est le coefficient de dilatation volume´trique, α la diffusion thermique, g le
vecteur de l’acce´le´ration gravitationnelle. Le constante Ti de´termine le de´calage absolu du
champ de tempe´rature. On de´termine la valeur de Ti a` travers les conditions initiales, en la
choisissant par exemple e´gal a` la tempe´rature moyenne du de´part.
Dans la convection de Rayleigh-Be´nard, par exemple, les conditions aux frontie`res de
tempe´rature(condition de Dirichlet) sur les deux frontie`res oppose´es sont de´finies comme :
Th = Ti +
1
2
∆T (2.52)
Tc = Ti − 1
2
∆T (2.53)
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ou` Th est la tempe´rature de coˆte´ chaud, Tc la tempe´rature de coˆte froid, et ∆T la diffe´rence
de tempe´rature entre les deux frontie`res. E´tant donne´ les conditions initiales et les conditions
aux frontie`res, la constante Ti peut eˆtre choisi arbitrairement et n’affecte pas l’e´volution des
flux, puisque le terme de la pousse´e d’Archime`de ne de´pend que de la diffe´rence T − Ti.
2.6.2 Formulation adimensionnelle.
La formulation sans dimension se fait en introduisant une longueur de re´fe´rence H et un
temps de re´fe´rence t0. Une valeur de re´fe´rence de T0 est aussi utilise´e pour rendre la tempe´-
rature adimensionnelle. En fait, ce syste`me ne posse`de que deux degre´s de liberte´ au lieu de
trois a` cause de choix des unite´s de re´fe´rence. Ceci est duˆ a` l’occurrence de la constante de
l’acce´le´ration gravitationnelle dans l’e´quation qui introduit un cadre de re´fe´rence naturel.
La valeur de t0 est, maintenant, de´rive´e en fonction de l’acce´le´ration g0. Une tentative
simple serait de de´finir une relation de type g0 =
l0
t02
, mais le choix suivant est pre´ferable
pour se de´barrasser du coefficient de dilatation volume´trique en meˆme temps :
g0 =
H
t0
2αT0
⇒ t0 =
√
l0
g02βT0
(2.54)
Finalement, les diffe´rentes variables dimensionelles et sans dimensions sont lie´es par les
relations :
T = T0T¯ + Ti (2.55)
∂
∂t
=
1
t0
∂
∂t¯0
(2.56)
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∇ = 1
H
∇¯ (2.57)
u =
H
t0
u¯ (2.58)
P =
H2
t0
2
P¯ (2.59)
En remplac¸ant 2.55 - 2.59 dans les e´quations du mouvement 2.50 - 2.51 on obtient les
equations adimensionelles du mouvement :
∂u¯
∂t¯
+ (u¯ · ∇¯)u¯ = −∇¯P¯ +
√
Pr
Ra
∇¯2u¯ + T¯ i (2.60)
ou` i = {0, 1}, et
∂T¯
∂t¯
+ (u¯ · ∇¯)T¯ =
√
1
Pr ·Ra∇¯
2T¯ (2.61)
pour la tempe´rature, ou` les nombres adimensionnels de Prandtl Pr et de Rayleigh Ra ont
e´te´ de´finis comme :
Pr =
ν
α
(2.62)
Ra =
g0β∆TH
3
να
(2.63)
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En utulisant les e´qs. 2.52 et 2.53, les conditions de frontie`re pour la tempe´rature de-
viennent :
T¯h =
1
2
∆¯T¯ (2.64)
T¯c = −1
2
∆¯T¯ (2.65)
A` ce stade, il est important de donner une de´finition approprie´e de T0. Tel qu’il a e´te´
indique´ pre´ce´demment, la constante Ti n’est pas admissible a` titre de re´fe´rence, puisque sa
valeur n’a aucune influence sur l’e´volution temporale d’e´coulement. Si par contre, on utilise
T0 = ∆T , on obtient ∆T¯ = 1.
Dans la section suivante, on regardera quelques fac¸ons d’ajouter un terme source a` la
fonction de distribution. Ceci dans le but de satisfaire le mode`le de Boussinesq.
2.7 Imple´mentation d’une force externe ou un e´le´ment source.
Lors de la mode´lisation de la convection naturelle, base´e sur l’approximation de Boussi-
nesq un terme force F apparait :
F = ρgβ∆T (2.66)
ou` ρ est la masse volumique, β le coefficient de dilatation thermique, ∆T la diffe´rence de
tempe´rature et g la force gravitationnelle.
Dans la litte´rature on trouve quelques me´thodes pour ajouter une force ou un terme
source dans l’e´quation de Boltzmann sur re´seau. Mohamad et Kuzmin (2010) ont pre´sente´
un re´sume´ des sche´mas les plus courants :
i) Le terme force´ est ajoute´ au processus de collision me´canique :
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fi(x + ci∆t, t+ ∆t)− fi(x, t) = −∆t
τ∗ (fi(x, t)− f
eq
i (x, t)) + ∆tFi (2.67)
ou`
Fi = ωi
F · ci
c2s
(2.68)
avec ωi les poids de la composante fi de la fonction de distribution, ci la composante de la
vitesse microscopique (Figure 2.3) et c2s la vitesse du son dans la re´seau de Boltzmann. Dans
ce cas, le champ de vitesse n’est pas alte´re´.
ii) Le champ de vitesse est modifie´ de la fac¸on suivante :
u(x, t) =
1
ρ
∑
i
cifi(x, t) +
Fτ
ρ
(2.69)
avec, a` nouveau, ci les composantes de la vitesse microscopique, fi la fonction de distribution
du re´seau de Boltzmann, ρ la masse volumique et τ le temps de relaxation. Il faut noter que
cette formule est base´e sur la deuxie`me loi de Newton. Dans ce cas, aucun terme de force
n’est ajoute´ a` la collision. Il est a` noter que la vitesse u = ueq.
iii) Le sche´ma de Guo et al. (2002c) :
Fi = ωi(1− 1
2τ
)
[
ci − u
c2s
+
ci(ci · u)
c4s
]
· F (2.70)
Dans ce cas, le terme Fi doit eˆtre ajoute´ a` la collision et de plus la vitesse doit eˆtre mo-
difie´e :
ueq(x, t) =
1
ρ
∑
i
cifi +
F∆t
2ρ
(2.71)
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ou` ueq = u, ci le composant de la vitesse microscopique, fi la fonctions de distribution, ρ la
densite´ et ∆t le pas de temps.
Nous ferons maintenant un survol descriptif pour rapport a` l’imple´mentation des condi-
tions aux frontie`res, sans de´tailler pour l’instant les algorithmes. Naturellement, l’imple´men-
tation des conditions des frontie`res a une grande influence sur la pre´cision des re´sultats.
2.8 Les conditions aux frontie`res
Les conditions aux frontie`res constituent un proble`me complexe pour la me´thode de Boltz-
mann sur re´seaux. Les difficulte´s proviennent du fait qu’il n’existe aucune information phy-
sique sur le comportement de la fonction de distribution sur les frontie`res. Habituellement,
nous ne disposons que d’informations macroscopiques (par exemple, le non-glissement sur les
frontie`res). On doit donc traduire cette information macroscopique aux fonctions de distri-
bution a` l’e´chelle mesoscopiques. Il n’existe pas un moyen unique de faire cette traduction
et diffe´rents auteurs ont propose´ leurs propres solutions. On rappelle que le choix des condi-
tions aux limites est d’une importance primordiale, car celles-ci affectent conside´rablement
la pre´cision de la simulation nume´rique ainsi que la stabilite´ (documentation project, 2010).
Dans la suite, on verra deux cate´gories principales de conditions aux frontie`res : noeud
humide et rebondissement. Dans le cas des noeuds humides, ceux-ci font partie du fluide
avec la fonction de distribution conforme aux re´sultats de l’expansion de Chapman-Enskog.
Celle-ci peut eˆtre divise´e en deux : une partie d’e´quilibre plus une perturbation de la partie
d’e´quilibre fi−f eqi (une partie de non-e´quilibre) qui est associe´e aux variables macroscopiques
d’e´coulement. Dans le cas de rebondissement, les noeuds sont situe´s en dehors des limites du
fluide.
2.8.1 Frontie`res de type noeud humide
Les principaux types de frontie`res humide sont les suivants :
Les conditions frontie`res de Inamuro
Dans cette me´thode, seulement les composantes inconnues de la fonction de distribution
sont remplace´es. Elles sont initialise´es avec une distribution d’e´quilibre ayant une densite´
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de´sire´e, et avec une vitesse qui est de´cale´e de la vitesse de glissement paralle`le a` la paroi.
Bien qu’il soit facile a` mettre en oeuvre en 2D, la version 3D est plus de´licat. La me´thode de
Inamuro est extreˆmement pre´cise dans la plupart de cas bidimensionnels, mais sa stabilite´
nume´rique est souvent de´ficiente pour les Reynolds e´leve´s (Inamuro et Yoshina, 1995).
La condition frontie`re de Zou/He
De fac¸on similaire a` la me´thode d’Inamuro, l’approche de Zou-He ne remplace que les
composantes inconnues de la fonction de distribution. Le point fort est la pre´cision nume´-
rique, en particulier en 2D, tandis que le point faible est le manque de stabilite´ nume´rique
pour les nombres de Reynolds plus e´leve´s. Dans la me´thode de Zou-He, le rebondissement
est applique´ sur la partie non-e´quilibre de la fonction de distribution. L’avantage de cette
condition de frontie`re est la facilite´ de sa mise en oeuvre en 2D et 3D (Filippova et Hanel,
2000).
La condition frontie`re de type re´gularise´
Dans cette me´thode, toutes les composantes de la fonction de distribution sont rempla-
ce´es, inde´pendamment du fait qu’elles soient connues ou inconnues. Dans une premie`re e´tape,
la valeur locale du tenseur des contraintes (Latt, 2007) se de´duisent des valeurs de la fonction
de distributions connues. Cette information est ensuite utilise´e pour attribuer les valeurs re´-
gularise´es a` tous les composants de la fonction de distributions. Cette approche semble moins
pre´cise que les pre´ce´dentes a` des faibles nombres de Reynolds. La valeur des conditions aux
frontie`res re´gularise´es apparait a` des nombres de Reynolds plus e´leve´s, ou sa stabilite´ nume´-
rique n’est de´passe´e que par les conditions des frontie`res non locales (Latt, 2007).
L’approximation en diffe´rences finies pour les gradients de vitesse
La partie non-e´quilibre de la fonction de distribution de´pend des gradients de la vitesse.
Au lieu de re´cupe´rer cette information des composantes connue de la fonction de distribu-
tion d’un noeud connu, on peut l’obtenir en acce´dant aux noeuds voisins et en appliquant
un sche´ma aux diffe´rences finies. Plusieurs approches sont propose´es dans la litte´rature. En
ge´ne´ral, toutes les composantes de la fonction de distribution, sur un noeud frontie`re, sont
remplace´es par cette me´thode. Souvent les approximations en diffe´rences finies sont suffi-
santes et d’une stabilite´ exceptionnelle et, de plus, elles sont faciles a` mettre en oeuvre dans
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un contexte ge´ne´ral. Malheureusement, elles violent la localite´ de la collision, un des avan-
tages de base de la me´thode de Boltzmann sur re´seau (Lallemand et Luo, 2003).
La me´thode d’extrapolation de Guo
Dans cette me´thode, un sche´ma d’extrapolation est utilise´ pour affiner l’emplacement de
la frontie`re, qui peut eˆtre situe´ a` une position quelconque entre deux noeuds. On attribue
cette me´thode a` la cate´gorie de noeud humide, car les noeuds de la frontie`re exe´cutent une
e´tape normale de collision. Les noeuds de frontie`re, i.e., ceux qui rec¸oivent un traitement
spe´cial, sont cependant situe´s au-dela` de la limite physique. Ils se retrouvent donc dans une
re´gion qui ne fait pas partie du fluide. Les de´cisions suivantes sont prises pour reconstituer la
partie en e´quilibre et la partie de non-e´quilibre de la fonction de distributions sur ces noeuds.
La densite´ est extrapole´e a` partir d’un voisin qui est situe´ dans le volume du fluide. La vitesse
est extrapole´e aussi a` partir d’un voisin dans le volume du fluide et de la valeur de la vitesse
calcule´e sur la frontie`re. Toutes les composantes de la partie non e´quilibre´e sont extrapole´e
a` partir d’un voisin dans le volume de fluide (Guo et al., 2002b).
2.8.2 Frontie`re de rebondissement
Les principaux types de frontie`res de rebondissement sont les suivantes :
Rebondissement complet
Dans un noeud de rebondissement complet, les composantes entrantes de la fonction de
distribution sont traite´es comme suit : chaque composante est remplace´e par la valeur de la
composante du vecteur vitesse pointant dans la direction oppose´e. Ceci termine l’e´tape de
collision et l’e´tape de propagation est exe´cute´e directement apre`s. Cette ope´ration est bien
de´finie, parce que toutes les composantes inconnues quittent le domaine de calcul. Elles sont
retourne´es d’ou` elles venaient. Le rebondissement complet est utilise´ pour mettre en oeuvre les
frontie`res sans glissement (vitesse nulle). Dans ce mode`le, la frontie`re est situe´e a` mi-chemin
entre le noeud de rebondissement et le noeud voisin du fluide. Le rebondissement complet
est extreˆmement facile a` imple´menter, car l’algorithme est inde´pendant de l’orientation de la
paroi. Ainsi, l’imple´mentation se fait de la meˆme manie`re.
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Rebondissement a` mi-chemin avec correction de vitesse
Dans l’approche a` mi-chemin, seulement les composantes de la distribution inconnue sont
remplace´es. A` un instant t, les composantes inconnues de la distribution sont affecte´s par
la valeur post collision dans la direction oppose´e au temps t − 1. Par la suite, une e´tape de
collision re´gulie`re est faite. Ceci signifie que les composantes de la fonction de distribution
qui lors de l’e´tape de propagation sortent du domaine, se conservent sur le noeud et a` l’e´tape
suivante elles reviennent dans la direction oppose´e.
Pour cette raison on dit que le re´gime de rebondissement a` mi-chemin maintient l’e´tape de
collision habituelle, mais modifie l’e´tape de propagation, par opposition au rebondissement
complet qui maintient l’e´tape habituelle de propagation, mais utilise une e´tape de collision qui
est modifie´e. Tel que dans le cas de rebondissement complet, le rebondissement a` mi-chemin
est une condition de non-glissement ( le non-glissement est situe´ maintenant a` mi-chemin
entre deux noeuds). Cependant, la frontie`re peut eˆtre manipule´e afin d’obtenir une condition
de Dirichlet avec une vitesse arbitraire. Pour ce faire un certain moment est ajoute´ aux e´le´-
ments de la fonction de distribution, juste apre`s qu’ils ont pris les valeurs apre`s collisions, en
temps (t− 1), de la “direction oppose´e” (documentation project, 2010).
Maintenant, on doit adapter la formulation de la me´thode de Bolztmann sur re´seau au
traitement des nanofluides. On regardera d’abord comment obtenir les parame`tres me´ca-
niques et thermiques des nanofluides a` partir du fluide de base et des nanoparticules. Un
court re´sume´ sera effectue´ sur les mode`les thermiques les plus repre´sentatifs permettant la
de´finition de la conductivite´ thermique et la viscosite´.
2.9 Les nano-fluides.
Avec les progre`s re´cents en nanotechnologies, des particules de la taille des nanome`tres
peuvent eˆtre obtenues. Cet avancement technologique a donne´ l’ide´e de suspendre ces par-
ticules dans un liquide de base pour obtenir une ame´lioration de la conductivite´ thermique.
Une suspension de nanoparticules dans un fluide de base est appele´e nanofluide. Ce terme
pour de´crire le me´lange e´tait introduit par Choi (1995) en ouvrant la porte a` une nouvelle
technologie qui pre´sente des proprie´te´s thermiques supe´rieures en ce qui concerne la trans-
mission de chaleur. En effet, ce nouveau concept a e´te´ propose´ comme une technique pour
ame´liorer la performance de la transmission thermique des fluides actuels. Une petite quantite´
de nanoparticules, lorsqu’elles sont disperse´es de fac¸on uniforme et en formant une suspen-
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sion stable dans un fluide de base, peut ame´liorer de fac¸on impressionnante ses proprie´te´s
thermiques. Plusieurs travaux ont re´ve´le´ que la conductivite´ thermique des fluides contenant
des nanofluides pourrait augmenter de plus de 20% dans le cas d’une concentration tre`s faible
de nanoparticules. En raison de leurs petites tailles, les nanofluides s’e´coulent facilement, et
en conse´quence, l’obstruction de canaux et l’e´rosion des parois n’est plus un proble`me. Il est
meˆme possible d’utiliser les nanofluides dans les microcanaux (Masuda et al., 1993; Choi,
1995). Lorsqu’il s’agit de la stabilite´ de la suspension, il a e´te´ de´montre´ que la se´dimenta-
tion peut eˆtre pre´venue en utilisant des dispersants approprie´s. Cependant, plusieurs facteurs
importants, tels que la taille et forme des particules affectent la tendance des particules a`
se regrouper. L’importance de la tempe´rature du fluide, et autres, n’ont pas e´te´ e´tudie´s de
fac¸on ade´quate. A` partir de ses applications dans le domaine de transfert de chaleur, les
nanoparticules sont inte´ressantes pour des applications magne´tiques, e´lectriques, chimiques
et biologiques. Graˆce a` leurs proprie´te´s ame´liore´es de transfert thermique, les nanofluides
peuvent eˆtre utilise´s dans une multitude des applications d’inge´nierie (dans l’industrie auto-
motrice, dans le ge´nie biome´dical, le refroidissement des composantes microe´lectronique, etc.).
Des particules de mate´riaux diffe´rents sont utilise´es pour la pre´paration de nanofluides.
Les nanoparticules de Al2O3, CuO, TiO2, SiC, TiC, Ag, Au, Cu, et Fe sont utilise´es en
la recherche de nanofluides. Les fluides de base commune´ment utilise´s dans la pre´paration
de nanofluides sont ceux d’usage commun dans les applications de transfert de chaleur tels
que l’eau, l’e´thyle`ne, le glycol, et l’huile de moteurs. Afin d’ame´liorer la stabilite´ des nano-
particules a` l’inte´rieur du fluide de base, certains additifs sont ajoute´s au me´lange en petites
quantite´s. Les nanoparticules utilise´es dans la pre´paration des nanofluides ont ge´ne´ralement
un diame`tre infe´rieur a` 100 nm. Des particules de 10 nm ont e´te´ utilise´es dans la recherche
des nanofluides (Eastman et al., 2001). Lorsque les particules ne sont pas sphe´riques, mais en
forme de barre ou de tube, le diame`tre est encore en dessous de 100 nm, mais la longueur des
particules peut eˆtre de l’ordre du microme`tre. Il convient e´galement de noter qu’en raison du
phe´nome`ne de la formation en grappes, des particules peuvent former des grappes avec des
tailles de l’ordre du microme`tre.
2.9.1 Parame`tres des e´quations hydrodynamiques
Le changement des parame`tres physiques, duˆ a` l’ajout de nanoparticules dans le fluide
de base, tel que la densite´, la viscosite´ et les parame`tres thermiques est pre´dit avec une pon-
de´ration statistique ou a` l’aide des me´thodes expe´rimentales. En utilisant une ponde´ration
de´termine´e par le pourcentage de nanoparticules dans le fluide de base, on peut obtenir les
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parame`tres suivants :
La densite´ effective d’un nanofluide est de´finie :
ρnf = (1− Φ)ρf + Φρnp (2.72)
ou` Φ est le pourcentage de nanoparticules dans le fluide de base et les index np et p indiquent
le nanofluide et la particule respectivement.
La diffusion thermique du nanofluide est :
αnf =
knf
(ρCp)nf
(2.73)
et la capacite´ calorifique du nanofluide est de´finie par :
(ρCp)nf = (1− Φ)(ρCp)f + Φ(ρCp)np (2.74)
Le coefficient d’expansion thermique du nanofluide peut eˆtre de´termine´ comme :
(ρβp)nf = (1− Φ)(ρβp)f + Φ(ρβp)np (2.75)
2.9.2 La viscosite´ des nanofluides
Il existe plusieurs mode`les propose´s dans la litte´rature pour la mode´lisation de la conduc-
tivite´ thermique et la mode´lisation de la viscosite´ des nanofluides. Dans ce qui suit , on
discute de quelques mode`les parmi les plus repre´sentatifs (Nguyen et al., 2008). Diffe´rentes
formules the´oriques peuvent eˆtre utilise´es pour la de´termination de la viscosite´ de particules
en suspension dans un fluide. Il est important de mentionner que presque toutes les formules
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existantes sont de´rive´es du travail fondamental de Einstein (1906). Base´ sur l’hypothe`se que
l’e´nergie a une de´pendance line´aire avec la viscosite´, Einstein a de´termine´ l’e´nergie dissipe´e
autour d’une seule particule dans un fluide en associant son e´nergie avec le travail re´alise´ pour
la faire avancer relativement au fluide. A` partir de ce re´sultat, il a de´termine´ l’expression qui
permet d’obtenir la viscosite´ d’un fluide avec des particules :
µnf = µf (1 + 2.5Φ) (2.76)
ou` Φ est la concentration des nanoparticules et µ la viscosite dynamique.
Cette ce´le`bre formule est valide pour une concentration faible de nanoparticules, de 2%
approximativement (Drew et Passman, 1999). Depuis la publication d’Einstein, plusieurs tra-
vaux the´oriques ont e´te´ consacre´s a` l’obtention d’une correction a` la formule d’Einstein. Un
bref survol est donne´ par la suite :
Brinkman (1952) a ame´liore´ la formule d’Einstein pour arriver a` une concentration d’a`
peu pre`s 4%. Sa formule est la suivante :
µnf =
µf
(1− Φ)2.5 (2.77)
Frankel et Acrivos (1967) ont propose´ :
µnf = µf
9
8

(
Φ
Φm
) 1
3
1−
(
Φ
Φm
) 1
3
 (2.78)
ou` Φm est la concentration maximale qui doit eˆtre de´termine´e expe´rimentalement.
Lundgren (1972) a` propose´ une expression base´e sur une se´rie de Taylor sur la concentra-
tion Φ :
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µnf = µf
[
1 + 2.5Φ +
25
4
Φ2 + O(Φ3)
]
(2.79)
Il est e´vident qu’une approximation jusqu’au terme de deuxie`me degre´ conduit a` la for-
mule d’Einstein. Batchelor (1997) a conside´re´ l’effet du mouvement brownien des particules
sphe´riques en suspension isotropique de particules en proposant :
µnf = µf (1 + 2.5Φ + 6.5Φ
2) (2.80)
Graham (1981) a propose´ une ge´ne´ralisation de la formule (2.76). Sa formule, qui s’ac-
corde bien avec la formule d’Einstein pour les valeurs faibles de concentration de Φ, est :
µnf = µf (1 + 2.5Φ + 4.5Φ
2)
[
1
( h
dp
)(2 + h
dp
)(1 + h
dp
)2
]
(2.81)
ou` hp et h sont respectivement le rayon de la particule et la distance entre particules.
A` partir des formules ci-dessus, il est e´vident que la viscosite´ effective d’un fluide visqueux
qui contient des particules en suspension est fonction de la viscosite´ du fluide de base et du vo-
lume de la fraction des particules. En principe, toutes ces formules peuvent eˆtre utilise´es pour
la de´termination de la viscosite´ du nanofluide en assumant que la de´pendance de la visco-
site´ est line´aire. La limitation de l’applicabilite´ d’une telle supposition n’a pas e´te´ de´termine´e.
Dans la suite, on expliquera diffe´rents mode`les de conductivite´ thermique des nanofluides.
Une revision plus comple`te peut eˆtre trouve´ dans la the`se de Ozerinc (2010).
2.9.3 La conductivite´ thermique des nanofluides : les mode`les classiques
Il y a de´ja` plus d’un sie`cle, Maxwell a de´rive´ une formule pour calculer la conductivite´
thermique effective de mixture solide liquide avec des particules sphe´riques (Maxwell, 1873) :
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knf = kf
kp + 2kf + 2(kp − kf )Φ
kp + 2kf − (kp − kf ) (2.82)
ou` knf , kp et kf indiquent la conductivite´ thermique des nanofluide, des nanoparticules et
du fluide de base et Φ la fraction volume´trique de nanoparticules dans le fluide de base,
respectivement.
Tel qu’illustre´ par l’expression 2.82, l’effet de la taille et la forme des particules n’a pas
e´te´ inclus dans l’analyse. Il convient aussi de noter que l’interaction entre les particules a e´te´
e´galement ne´glige´e dans le calcul.
Hamilton et Crosser (1962) ont ame´liore´ le mode`le de Maxwell afin de tenir compte des
formes des particules. Le mode`le est le suivant :
knf = kf
kp + (n− 1)kf − (n− 1)(kp − kf )Φ
kp + (n− 1)kf + (kp − kf )Φ (2.83)
ou` n est le facteur de forme empirique qui est de´fini comme :
n =
3
Ψ
(2.84)
ou` Ψ est la sphe´ricite´. La sphe´ricite´ est le rapport de la surface d’une sphe`re avec un volume
e´gal a` celui de la particule a` la surface de la particule. Pour n = 3 le mode`le de Hamilton et
Crosser est e´quivalent au mode`le de Maxwell.
Mode`les base´es sur le mouvement brownien.
Le mouvement brownien est une description mathe´matique du mouvement ale´atoire d’une
particule de taille importante qui est immerge´e dans un fluide et qui n’est soumise a` aucune
autre interaction qu’avec les petites mole´cules du fluide environnant. Lorsqu’on conside`re un
nanofluide, on a un transport d’e´nergie directement par les nanoparticules ainsi que de la
microconvection due au me´lange du fluide autour des nanoparticules.
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Plusieurs mode`les ont e´te´ de´veloppe´s pour la de´termination de la conductivite´ thermique
des nanofluides base´e sur le mouvement brownien des particules. Deux d’entre eux sont ex-
plique´s ci-dessous.
Choi et Jang (2004) ont mode´lise´ la conductivite´ thermique des nanofluides tenant en
compte d’effet du mouvement brownien des particules. Le mode`le propose´ ne de´pend pas
seulement de la conductivite´ des nanofluides, mais aussi de la taille et la tempe´rature des na-
noparticules. Le transport d’e´nergie a e´te´ conside´re´ comme e´tant compose´e de quatre types de
transport : conduction thermique du fluide de base, conduction de chaleur dans les nanopar-
ticules, collisions entre les nanoparticules (du au mouvement brownien), et microconvection
cause´e par le mouvement ale´atoire des nanoparticules. Parmi eux, les collisions entre les par-
ticules ont e´te´ juge´s ne´gligeables par rapport aux autres formes de transport. Selon cette
e´tude l’expression suivante a e´te´ propose´e :
knf = kf (1− Φ) + k∗pΦ + 3Cl
df
dp
kfRe
2
dPrfΦ (2.85)
ou` Cl est un constante de proportionnalite´, df le diame`tre de la mole´cule de fluide, dp le
diame`tre des nanoparticules, Prf le nombre de Prandtl du fluide de base, k
∗
p est de´finie :
k∗p = βkp (2.86)
ou` β est une constante, le nombre de Reynolds est de´fini comme :
Red =
CR.M.dp
νf
(2.87)
ou` CR.M. est la vitesse du mouvement ale´atoire des nanoparticules et νf la viscosite´ cine´-
matique du mouvement ale´atoire du fluide de base. CR.M. peut eˆtre de´termine´e de la fac¸on
suivante :
CR.M. =
D0
λf
(2.88)
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ou` λf est le parcours moyen libre des mole´cules de fluide de base. D0 est le coefficient de
diffusion de la particule qui peut eˆtre calcule utilisant l’expression suivante (Einstein, 1956) :
D0 =
κBT
3piµfdp
(2.89)
ou` κB est la constante de Boltzmann avec T en Kelvins, et µf la viscosite´ dynamique du
fluide de base. Lorsque la de´pendance du mode`le avec la taille de particules est conside´re´e,
on trouve que la conductivite´ thermique du fluide augmente a` mesure que la taille de la
particule diminue. Pour la de´rivation de ce mode`le, l’e´paisseur de la couche limite thermique
autour de la nanoparticule est prise e´gal a` 2 et
3df
Pr
, ou dp est le diame`tre de la mole´cule du
fluide de base. De plus, la fraction volume´trique de la couche de fluide autour des nanoparti-
cules est suppose´e d’eˆtre e´gale a` la fraction volume´trique de nanoparticules. Ces hypothe`ses
ont e´te´ critique´s par Prasher et al. (2006), car elles n’ont pas e´te´ ve´rifie´s de fac¸on de´taille´e.
Koo et Kleinstreuer (2004) ont conside´re´ que la conductivite´ thermique des nanofluides
est compose´ de deux parties :
knf = kstatistique + kbrownien (2.90)
ou` kstatique repre´sente l’augmentation de la conductivite´ thermique en raison d’une conduc-
tivite´ thermique plus e´le`ve´e due aux nanoparticules et kbrownien tient compte l’effet due au
mouvement brownien. Pour la partie statique on a la formule de Maxwell et kbrownien pour
la partie du mouvement brownien qui conside`re l’effet des particules des fluides se de´plac¸ant
avec des nanoparticules qui l’entourent. En conse´quence, l’expression suivante a e´te´ propose´e :
kbrownian = 5 · 104B˜φρfCp,f
√
κBT
ρpdp
F˜ (φ, T ) (2.91)
ou` ρp et ρf sont la densite´ de la particule et du nanofluide respectivement et T la tempe´rature
en Kelvin. Cpf c’est la capacite´ calorifique du fluide de base. Un e´le´ment additionnel B˜ a e´te´
introduit pour tenir en compte l’effet du mouvement des particules. En ge´ne´ral, puisque B˜ est
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lie´ au mouvement des particules, il de´pend pas seulement de la fraction volume´trique, mais
aussi de la tempe´rature et de la forme et des proprie´te´s de mate´riaux (Koo et Kleinstreuer,
2004).
Koo et Kleinstreuer ont suppose´ que B˜ de´pend seulement de la concentration volume´-
trique et que tout autre de´pendance est incluse dan les parame`tre F˜ ; cela signifie que le
terme B˜ devient plus effectif avec l’augmentation de la fraction volume´trique. Le parame`tre
F˜ , qui a e´te´ obtenu en utilisant les re´sultats de Das et al. (2003) pour le CuO-nanofluide, a
e´te´ introduit afin d’inclure les autres de´pendances du mode`le. Les deux parame`tres doivent
eˆtre de´termine´s expe´rimentalement. Dans le travail de Koo et Kleinstreuer f˜ a la forme :
F˜ = (−134.63 + 1722.3Φ) + (0.4705− 6.04Φ)T (2.92)
Les valeurs de B˜ pour le CuO et le Al2O3 sont montre´s sur la Table 2.1. Il est difficile
d’obtenir les expressions the´ore´tiques de F˜ et B˜ en raison des complexite´s implique´es, ce
qu’est un inconve´nient du mode`le (Ozerinc et al., 2010).
Type de nanofluide B˜ Φ
Citrate de : Au et Ag 0.0137(100Φ)−0.8229 Φ < 1%
CuO 0.0011(100Φ)−0.7272 Φ > 1%
Al2O3 0.0017(100Φ)
−0.0841 Φ > 1%
Table 2.1 Φ pour le citrate de Au, le citrate de Ag , le CuO et le Al2O3
Mode`les base´es sur des grappes.
Les nanoparticules sont connues pour leurs tendance a` former des grappes (Prasher et al.,
2006; He et al., 2007). Une approche pour mode´liser ces grappes est donne´e par la the´orie
des fractals (Wang et al., 2003). Evans et al. (2008) ont propose´ que la formation des grappes
puisse eˆtre due au transport rapide de la chaleur sur une distance (relativement grande)
puisque la chaleur est conduite plus rapidement par des particules solides en comparaison
avec le liquide.
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Les paragraphes suivants expliquent un mode`le the´ore´tique qui est fonde´ sur les grappes
de nanoparticules. Le mode`le conside`re e´galement l’effet du mouvement brownien.
Xuan et al. (2003) ont e´tudie´ la conductivite´ thermique en conside´rant le mouvement
brownien et les grappes des nanoparticules. L’expression suivante a e´te´ propose´e pour de´crire
la conductivite´ thermique des nanoparticules.
knf = kf
kp + 2kf + 2(kp − kf )Φ
kp + 2kf − (kp − kf )Φ +
ρpΦCp,p
2kf
√
κBT
3pirclµf
(2.93)
Ici, rcl est le rayon apparent des grappes de nanoparticules, qui doit eˆtre de´termine´e expe´ri-
mentalement, T la tempe´rature en Kelvin, µf la viscosite´ dynamique du fluide de base, qui
peut eˆtre calcule´e par l’e´tude de Li et Xuan (2000). Le premier terme de l’expression de droite
correspond a` la formule 2.82 de Maxwell pour la conductivite´ thermique. Le deuxie`me terme
ajoute l’effet du mouvement ale´atoire des nanoparticules. Pour regarder la contribution de ce
terme, les valeurs suivantes ont e´te´ pre´sente´es pour les nanoparticules de Cu de 50 nm. Avec
Φ = 0.03 la contribution du deuxie`me terme est de 11% lorsque les grappes se forment et 17%
quand les grappes ne se forment pas. Dans le cas de Φ = 0.04 les contributions est de 14% et
24% respectivement. Il a e´te´ indique´ que le mouvement brownien des nanoparticules devient
plus efficace avec l’ame´lioration de la tempe´rature. D’autre part, au fur et mesure que les
nanoparticules et les grappes deviennent plus grandes, le mouvement ale´atoire devient plus
lent et cela diminue l’ame´lioration de la conductivite´ thermique (Ozerinc et al., 2010).
Un autre mode`le qui conside`re l’effet des grappes est le mode`le propose´ par Chen et al.
(2009) . La formule suivante est une modification de la formule de Hamilton et Crosser (1962)
qui est propose´e pour calculer la conductivite´ thermique :
knf = kf
kcl + (n− 1)kf − (n− 1)(kf − kcl)Φcl
kcl + (n− 1)kf + (kf − kcl)Φcl (2.94)
ou` kcl et Φcl sont la conductivite´ thermique et la fraction volume´trique des grappes, respec-
tivement. Dans ce travail n = 3 pour les particules sphe´riques et n = 5 pour les particules
cylindriques.
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Φcl = Φ
(
rcl
rp
)3−D
(2.95)
ou` rcl et rp sont les rayons des grappes et des nanoparticules respectivement. D correspond a
l’indice fractal, qui a e´te´ pris e´gal a` 1.8 . La valeur rcl/rp est pris e´gal a` 2.75 et 3.34 pour le
TiO2-eau (sphe´rique) et TiO2-e´thyle`ne glycol (sphe´rique). L’estimation de kcl est plus com-
plexe puisqu’il de´pend de la forme ge´ome´trique des particules. Bruggeman (1935) a calcule´
l’expression pour les particules sphe´riques pendant que Nan et al. (2003) l’ont calcule´ pour
les particules cylindriques.
Mode`les base´es sur des nanocouches.
Des e´tudes re´centes ont montre´ que les mole´cules des liquides forment des structures en
forme de couches autour de la surface solide d’une nanoparticule (Keblinski et Prasher, 2008)
et il est pre´vu que ces nanocouches aient une conductivite´ thermique effective plus grande
que le fluide de base (Yu et Choi, 2003).
Plusieurs mode`les ont e´te´ de´veloppe´s, tenant en compte les nanocouches autour des na-
noparticules. Certains tiennent compte de l’effet du mouvement brownien ainsi que des for-
mations de grappes. Yu et Choi (2003) ont pre´sente´ un mode`le pour la de´termination de la
conductivite´ thermique effective des nanofluides en modifiant le mode`le de Maxwell (1873).
Dans la modification ils considerent les nanocouches forme´es autour des nanoparticules.
La nanoparticule et la couche autour d’elle ont e´te´ conside´re´es comme une seule particule
pour laquelle la conductivite´ thermique est calcule´e en utilisant la the´orie du milieu effec-
tive (Schwartz et al., 1995). Le re´sultat a e´te´ substitue´ dans l’e´quation de Maxwell, obtenant :
knf = kf
kpe + 2kf + 2(kpe − kf )(1 + β)3Φ
kpe + 2kf − (kpe − kf )(1 + β)3Φ (2.96)
ou` kpe es la conductivite´ thermique de la nanoparticule e´quivalente ;
knf = kp
[2(1− γ) + (1 + β)3(1 + 2γ)]γ
−(1− γ) + (1 + β)3(1 + 2γ) (2.97)
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ou` γ = kl
kp
et kl est la conductivite´ de la nanocouche. β est de´finie comme :
β =
t
rp
(2.98)
ou` t est le grosseur de la nano-couche et rp est le rayon de la nanoparticule.
D’autres mode`les, qui tiennent en compte l’effet de la formation de microcouches, sont
les mode`les de Bruggeman (1935), Xie et al. (2005), Yu et Choi (2003), Xue et Xu (2005),
entre autres.
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CHAPITRE 3
DESCRIPTION DES ALGORITHMES DE LA ME´THODE DE BOLTZMANN
SUR RE´SEAU.
Dans ce chapitre on verra comment les e´quations obtenues peuvent eˆtre programme´es
pour simuler des e´coulements. La description de l’algorithme thermique de Boltzmann sur
re´seau (voir 3.1) se fait sur la base du cas purement me´canique de´crit par Guiet (2009)
3.1 Simulation avec une double fonction de distribution
Dans le cadre de ce me´moire, on utilisera un sche´ma avec une double fonction de distri-
bution (voir 2.5). Nous allons reprendre les e´quations du mode`le de Boltzmann sur re´seau
D2Q9 pour la partie concernant la simulation me´canique et le mode`le D2Q4 pour la partie
correspondant a` la simulation thermique (2.4.1 et 2.5). Le mode`le thermique est base´ sur l’ap-
proximation de Boussinesq. A` la section (2.6) on a regarde´ l’ide´e de base de ce mode`le ainsi
que l’adimensionalisation des e´quations macroscopiques. Il faut maintenant remarquer qu’au
niveau du mode`le thermique, l’imple´mentation du mode`le de Boussinesq se fait en ajoutant
un terme source a` la fonction de distribution me´canique. Diffe´rentes fac¸ons d’introduire un
e´le´ment source sur l’e´quation de Boltzmann discretise´e ont e´te´ de´crites a` la section 2.7. Dans
la suite nous allons de´crire comment on ajoute un terme source directement sur la collision
me´canique.
3.1.1 Adimensionalisation et passages au syste`me d’unite´s de re´seau
Jusqu’a` pre´sent, nous avons pre´sente´ l’e´quation de Boltzmann sur re´seau dans un syste`me
d’unite´s physiques. Cependant, pour des raisons de simplification dans son imple´mentation,
elle est ge´ne´ralement employe´e de fac¸on adimensionnelle en utilisant un syste`me d’unite´s base´
sur le re´seau de Boltzmann.
Les distributions de probabilite´ fi et gi ainsi que le temps de relaxation mecanique τ∗ et
thermique τ1∗ sont, de par leur de´finition, de´ja` des quantite´s en unite´s de re´seau, ces dernie`res
demeurent donc les meˆmes pour le reste de notre e´tude. Le reste des variables et parame`tres
seront pris e´galement de fac¸on adimensionnelle. Elles seront de´sormais formule´es avec une
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barre ’-’ au-dessus de la variable.
La base de l’adimensionalisation se re´duit au fait que les pas ge´ome´trique ∆x¯ et temporel
∆t¯ ne sont plus utilise´s dans le plan physique, mais en terme d’unite´s de re´seau. Nous avons
donc les quantite´s ∆x¯ = 1 et ∆t¯ = 1 de´finissant le re´seau. Les vitesses de discre´tisation du
re´seau D2Q9 sont alors base´es sur la vitesse c¯ = ∆x
∆t
= 1. Ces variables de re´seau permettent
e´galement de de´finir la coordonne´e x¯ et le temps t¯, adimensionnels.
La masse volumique du fluide est e´galement normalise´e en fonction de la masse volumique
physique du fluide ρ0 tel que ρ¯ =
ρ
ρ0
= 1. On a vu que la me´thode est pour un fluide quasi
incompressible, de sorte que la masse volumique du fluide ρ¯ devrait rester constante et uni-
taire. Cependant, l’incompressibilite´ n’est pas parfaite et une le´ge`re variation par rapport a`
l’unite´ est en permanence observe´e.
Ainsi, a` partir de ces diffe´rentes conside´rations d’adimensionalisation les e´quations de base
du mode`le de Boltzmann sur re´seau D2Q9 (Eqs. 2.32 - 2.35) deviennent :
ρ¯(x¯, t¯) =
∑
i=0,8
fi(x¯, t¯) (3.1)
ρ¯(x¯, t¯)u¯(x¯, t¯) =
∑
i=0,8
eifi(x¯, t¯) (3.2)
f eqi=1,2,3,4(ρ¯, x¯) =
ρ¯
9
(
1 + 3(ei · u¯) + 9
2
(ei · u¯)2 − 3
2
u¯2
)
f eqi=5,6,7,8(ρ¯, x¯) =
ρ¯
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(
1 + 3(ei · u¯) + 9
2
(ei · u¯)2 − 3
2
u¯2
)
f eqi=0(ρ¯, x¯) =
4ρ¯
9
(
1− 3
2
u¯2
)
(3.3)
fi(x¯ + ei∆t¯, t¯+ ∆t¯)− fi(x¯, t¯) = −∆t
τ
(fi(x¯, t¯)− f eqi (x¯, t¯)) (3.4)
ou` les ei repre´sentent les vecteurs de discre´tisation ci normalise´s.
A` la section 2.5 on a explique´e que dans le cas thermique, le mode`le D2Q4 pour la dis-
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cre´tisation de la fonction de tempe´rature serait suffisant. L’e´quation discre`te de la fonction
de distribution thermique est la suivante :
gi(x¯ + ei∆t¯, t¯+ ∆t¯)− gi(x¯, t¯) = −∆t
τ
(gi(x¯, t¯)− geqi (x¯, t¯)) (3.5)
La tempe´rature et la fonction de distribution thermique, gi, sont lie´es par l’E´q. 2.46 qui
comple´mente les E´qs. 2.32 et 2.35. La forme adimensionnelle est maintenant :
T¯ ( x¯, t¯) =
4∑
i=1
gi( x¯, t¯) (3.6)
tandis que la fonction d’equilibre thermique est :
g
(eq)
i (x, t) =
T¯
4
(1 + 2ei · u) (3.7)
ou` T est la valeur de la tempe´rature.
La pression et la viscosite´ s’expriment a` leur tour a` partir des E´qs. 2.41 et 2.44 :
P¯ =
ρ¯
3
(3.8)
ν¯ =
1
3
(τ − 1
2
) (3.9)
Le coefficient de diffusion thermique, lie´ a` la viscosite´ a` travers le nombre de Prandtl selon
l’E´q. 2.62, s’exprime a` partir de l’e´quation :
α¯ =
1
2
(τ1 − 1
2
) (3.10)
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3.1.2 Le terme source
Maintenant on ajoutera un terme source a` l’E´q. 3.4 pour tenir compte du mode`le de Bous-
sinesq. Le terme source adimensionnel est donne´ par l’E´q. 2.68 qu’on e´crira sur une forme
couramment utilise´e (par exemple, voir Kuznik et Rusaouen (2007)) :
Fi =
3.0(F¯ · ci)
c2
f eqi (3.11)
Ici, par rapport a` l’E´q. 2.68, on exprime la vitesse du son cs par la vitesse microscopique c
(cs =
c√
3
) et les poids de distribution de la force ωi par la fonction de distribution d’e´quilibre.
Dans l’expression 3.11, c est la vitesse microscopique et ci les composantes discre´tise´es. F¯
est le terme source adimensionnel de´fini par l’E´q. 2.66. Maintenant on peut ajouter le terme
source a` l’E´q.3.4 et, d’une fac¸on plus ge´ne´rale, on le fera pour le cas ou` la force exte´rieur
forme un angle avec l’axe y :
fi(x¯ + ei∆t¯, t¯+ ∆t¯)− fi(x¯, t¯) = −∆t
τ
(fi(x¯, t¯)− f eqi (x¯, t¯)) + ∆t(Fi · r) (3.12)
ou` r = {cos(θ), sin(θ)} avec θ l’angle entre la force exte´rieure et la paroi verticale de la cavite´.
Dore´navant, nous re´presenterons (Fi · r) par F ′i :
fi(x¯ + ei∆t¯, t¯+ ∆t¯)− fi(x¯, t¯) = −∆t
τ
(fi(x¯, t¯)− f eqi (x¯, t¯)) + ∆tF ′i (3.13)
La forme adimensionnelle de F¯ est :
F¯ = ρ¯β¯∆T¯ g¯ (3.14)
A` la section 3.1.1 on a note´ que ρ¯ = 1. E´galement, le coefficient de dilatation thermique
est normalise´ en fonction de la dilatation thermique du fluide βf tel que β¯ =
β
βf
= 1. A` la
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section 2.6.2 on a indique´ qu’un bon choix de la tempe´rature de re´fe´rence conduit a` ∆¯T = 1.
Il faut maintenant de´duire la gravite´ g = {0, g0} en unite´s de re´seau.
Dans le cadre de ce me´moire, on a fait le raisonnement suivant : a` partir des expressions
2.63 pour le nombre de Rayleigh et 2.62 pour le nombre de Prandtl on peut facilement arriver
a` l’expression suivante :
Ra =
g0β∆TH
3Pr
ν2
(3.15)
A` partir de cette e´quation on trouve directement, l’expression :
ν =
√
g0β∆TH3Pr
Ra
=
√
g0β∆TH3
√
Pr
Ra
(3.16)
Les e´quations adimensionnelles, pour les formules 2.60 et 2.61, conduissent aux les ex-
pressions adimensionnelles pour la viscosite´ la conductivite´ thermique :
ν¯ =
√
Pr
Ra
(3.17)
α¯ =
√
1
Pr ·Ra (3.18)
Maintenant, d’une part nous avons que la formule 3.16 est valable dans un syste`me di-
mensionnel quelconque (et aussi dans le syste`me d’unite´s de re´seau) et d’autre part que la
formule 3.17 est valable dans le syste`me de re´seau de Boltzmann. Alors pour satisfaire le pas-
sage d’un syste`me a` l’autre, il faut que
√
g0β∆TH3 = 1.Nous remarquons qu’avec ce choix
la formulation est ge´ne´rale et nous ne devons pas fixe´e la valeur de la gravite´ ou d’autres pa-
rame`tres, par example, le temps de relaxation (D’Orazio et al., 2004; Buick et Greated, 1999).
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Nous avons ainsi un moyen pour obtenir l’expression g0 en unite´s de re´seau :
g¯0,u =
1
β¯∆T¯ H¯3u
=
1
H¯3u
(3.19)
puisque β¯ = 1 et ∆T¯ = 1 . L’indice u est employe´ pour indiquer qu’il s’agit d’unite´s de re´seau.
De cette manie`re, nous avons toutes les variables et parame`tres pour appliquer les for-
mules 3.6 et 3.13. Ajouter un terme source sur la fonction de distribution me´canique, peut
eˆtre justifie´e par le fait que sur la base de la me´thode de Boussinesq le seul parame`tre phy-
sique qui est affecte´ par la tempe´rature est la force externe (Guo et al., 2002b; Kuznik et
Rusaouen, 2007; Latt, 2008; Sukop et Thorne, 2005).
Ces e´quations simplifie´es sont celles que nous allons programmer afin de simuler des e´cou-
lements fluides. Le Tableau 3.1 re´sume l’adimensionalisation, le lien entre chaque grandeur
physique et, la grandeur associe´e en dimensions du re´seau. A` partir de ces formules simplifie´es,
nous allons reprendre les explications sur le fonctionnement de la me´thode de Boltzmann sur
re´seau. En particulier, nous verrons la mise en oeuvre et le principe algorithmique de collision,
propagation.
3.1.3 Concepts de collision et de propagation : re´seau D2Q9
Ce mode`le se re´sume a` un nombre fini de cellules ou` l’activite´ microscopique du fluide est
conside´re´e par l’utilisation de 9 distributions associe´es a` 9 vitesses de discre´tisation (Figure
3.1). L’e´valuation de l’e´volution de ces distributions suit le raisonnement de collision et de
propagation. Dans les e´quations sans dimension, la collision illustre la variation des distribu-
tions entre deux pas de temps conse´cutifs t¯ et t¯ + 1 ; c’est le terme de droite de l’e´quation
3.4. Cette e´tape permet de de´finir un e´tat post-collision f˜i a` t¯+ 1, associe´ a` une distribution
particulie`re fi a` t¯. La Figure 3.2 illustre cette modification sur la cellule de coordonne´es [i, j] .
L’E´q. 3.13 permet de repre´senter la fonction de distribution postcollision de la fac¸on suivante :
f˜i(x¯, t¯+ 1)− fi(x¯, t¯) = −1
τ
(fi(x¯, t¯)− f eqi (x¯, t¯)) + F ′i (3.20)
ou`, le symbole F ′i indique le terme source dans la direction i du mode`le D2Q9.
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Variables Physiques Sur re´seau Relation
Densite´ ρ ρ¯ ρ = ρ0ρ¯
Temperature T T¯ T = T0T¯
Distribution fi fi
Temps de relaxation τ ∗ τ τ ∗ = ∆tτ
Relaxation Thermique τ ∗1 τ1 τ1 = 2α¯ + 0.5
Pas ge´ome´trique ∆x ∆¯x = 1 -
Pas de temps ∆t ∆¯t = 1 -
Vitesse sur re´seau c = ∆x/∆t c¯ = ∆¯x/∆¯t c = 1
Viscosite´ ν = (c2∆t/3)(τ − 1
2
) ν¯ = (c2∆¯t/3)(τ − 1
2
) ν = c2∆tν¯
Viscosite´ Thermique α = ν/Pr α¯ = ν¯/Pr -
Coordonne´es x x¯ x = ∆xx¯
Temps t t¯ t = ∆tt¯
Vitesse u u¯ u = cu¯
Acce´le´ration a a¯ a = c/∆t(a¯),
g = c/∆t(g¯)
Masse m m¯ m = ρ0∆x
2m¯
Table 3.1 Variables physiques sur re´seau
Figure 3.1 Discre´tisations d’un domaine fluide par un re´seau D2Q9 adimensionalise´
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Par la collision, les 9 distributions sur une cellule sont modifie´es. Nous remarquons a` la
Figure 3.2, que les distributions dans chaque direction sont repre´sente´es par des fle`ches de
tailles diffe´rentes. Cette image est seulement employe´e dans le but de noter leur grandeur
et ne doit pas eˆtre confondu avec leurs vitesses de propagation qui ont e´te´ fixe´es lors de la
de´termination du re´seau D2Q9.
Figure 3.2 Collision sur une cellule [i, j].
La propagation des distributions entre deux pas de temps conse´cutifs est illustre´e a` la
Figure 3.3. Pour chaque cellule, les 8 distributions ( i=1,..,8 ) sont copie´es sur la cellule ad-
jacente dans la direction des vecteurs de discre´tisation du re´seau et le 9me groupe ( i=0 ),
correspondant aux particules statiques, n’est pas propage´. La propagation peut eˆtre inter-
pre´te´e comme des valeurs de la fonction de distribution qui se propagent vers les cellules
adjacentes, mais de la meˆme fac¸on on peut le interpre`ter comme des valeurs de la fonction
de distribution qui arrivent a` une cellule des cellules adjacentes (Figure 3.4).
fi(x¯ + ei, t¯+ 1) = f˜i(x¯, t¯+ 1) (3.21)
Une fois cette propagation applique´e a` toutes les cellules du domaine, un nouvel e´tat a`
t¯+ 1 sera de´fini pour chaque cellule par la propagation des composants de la fonction de dis-
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Figure 3.3 Propagation des distributions apre`s la collision depuis une cellule [i, j].
Figure 3.4 Propagation des distributions postcollision vers une cellule [i, j]
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tribution depuis ses 8 cellules adjacentes. Sur la Figure 3.3, apre`s la propagation, les cellules
adjacentes ont chacune contribue´es a` de´finir l’e´tat t¯ + 1 sur la cellule [i, j] . Ce processus
de collision et de propagation repre´sente l’e´volution de l’e´coulement sur le domaine entre
deux pas de temps t¯ et t¯ + 1 en se´parant l’e´quation 3.4 en deux e´tapes. Pour effectuer une
simulation il suffit de recommencer ces e´tapes pour le nombre de pas de temps a` simuler.
Avec les concepts de collision et de propagation nous avons re´sume´ la base de la me´thode
de Boltzmann sur re´seau pour le cas du mode`le D2Q9.
Quoiqu’on a explique´ les concepts de collision et propagation pour le mode`le D2Q9, ils
s’appliquent aussi au mode`le D2Q4 pour le cas thermique. Dans ce cas, la discre´tisation ge´-
ne`re quatre composantes ei (nous le repre´senterons avec le meˆme caracte`re ei). La formule
3.22 permet de de´finir l’e´tat postcollision g˜i a t¯ + 1 et il est e´te´ illustre´ a` la Figure 3.5. A`
nouveau il faut remarquer que les tailles des fle`ches illustrent l’e´volution des valeurs de poids
sur chacun des directions.
Figure 3.5 Propagation des distributions apre`s la collision depuis une cellule [i, j].
La formule 3.23 montre les valeurs postcollision g˜i qui se propagent pour comple´ter la
collision thermique telle qu’illustre´e a` la Figure 3.6.
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g˜i(x¯, t¯+ 1)− gi(x¯, t¯) = − 1
τ1
(gi(x¯, t¯)− geqi (x¯, t¯)) (3.22)
gi(x¯ + ei, t¯+ 1) = g˜i(x¯, t¯+ 1) (3.23)
Figure 3.6 Propagation des distributions post-collision vers une cellule [i, j]
3.1.4 Algorithme thermique de la me´thode de Boltzmann sur re´seau
Maintenant, on re´sumera les diffe´rentes e´tapes et concepts pre´sente´s jusqu’a` maintenant
se succe`dant lors d’une simulation (Sukop et Thorne, 2005; Wolf-Gladrow, 2000).
- Discre´tisation du domaine de simulation et adimensionalisation des para-
me`tres. (sections 3.1.1 et 3.1.3)
- Section me´canique :
– De´termination de l’e´tat macroscopique me´canique a` t¯. Au de´but de l’algorithme
l’e´tat macroscopique est celui de l’e´tat initial. Cet e´tat macroscopique se de´termine en fonc-
tion de la masse volumique ρ¯0 = ρ¯(x¯, t¯ = 0) et des vitesses macroscopiques u¯0 = u¯((x¯, t¯ = 0)
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sur le domaine.
- E´tape de collision (section 3.1.3). Passage de t¯ a` f˜i(t¯+ 1).
- E´tape de propagation (section 3.1.3). De´placement de f˜i(t¯+ 1) a` fi(t¯+ 1).
- Prise en compte des conditions aux frontie`res hydrodynamiques.
Les fi(t¯+ 1) connus de´sormais sur tout le domaine permettent de de´duire la masse volu-
mique ρ¯(x¯, t¯+1) et les composantes de la vitesse u¯((x¯, t¯+1) par sommation des distributions
selon les e´quations ((3.1) et (3.2)). Avec la masse volumique ρ¯ et la vitesse u¯ on peut main-
tenant calculer la fonction de distribution d’e´quilibre geqi (E´q. 3.5).
- Section thermique :
– De´termination de l’e´tat macroscopique thermique a` t¯ (section 3.1.3). On de´ter-
mine le champ de tempe´rature T¯ .
- E´tape de collision des composantes thermiques (section 3.1.3). Passage de t¯ a`
g˜i(t¯+ 1).
- E´tape de propagation des composantes thermiques. g˜i(t¯+ 1) a` gi(t¯+ 1).
- Prise en compte des conditions aux frontie`res thermiques.
Une fois que les gi(t¯+ 1) sont connus sur tout le domaine on calcule le champ de tempe´-
rature T¯ (x¯, t¯+ 1) avec l’expression 3.6.
– Nouvelle ite´ration en temps t¯ = t¯+ 1.
A` partir de cette e´tape, a` t¯ + 1 les variables sur le domaine sont comple`tement de´finies,
aussi bien a` un niveau mesoscopique que macroscopiques. Pour passer au cycle suivant, il suf-
fit de reprendre le raisonnement et de de´terminer a` nouveau les variables macroscopiques. La
simulation se terminera lorsque le nombre souhaite´ d’ite´rations sera effectue´ ou qu’un crite`re
d’arreˆt sera atteint. Cet algorithme de calcul repre´sente l’essentiel de la me´thode de Boltz-
mann sur re´seau. Pour comple´ter cette dernie`re on doit spe´cifier l’imposition des conditions
aux limites. Les conditions aux frontie`res considere´s dans ce me´moire seront les frontie`res
de type d’extrapolation de Guo et al. (2002b). Cependant, une technique employe´e par Zou
et He (1997) pour le calcul des composantes manquantes sur la frontie`re sera utilise´e. Ainsi,
nous ferons d’abord un survol sur les frontie`res de Zou et He.
62
3.2 Conditions initiales et aux frontie`res applique´es aux mode`les D2Q9 et D2Q4
Les deux aspects qui de´terminent l’e´volution temporelle du syste`me de particules sont les
conditions initiales et les conditions aux frontie`res. Pour le premier cas, le seul e´tat qui peut
eˆtre de´fini, pour un champ de vitesse donne´ et un champ de pression sans autres informa-
tions, est la distribution a` l’e´quilibre de´finie par les e´quations 3.3 (Succi, 2001; Wolf-Gladrow,
2000). Cet e´tat macroscopique initial peut eˆtre le cas d’un fluide stagnant ou bien posse´dant
un champ de vitesse, ou une solution obtenu par d’autres me´thodes.
Une fois que l’e´volution des fonctions de distributions (me´canique et thermique) est e´ta-
blie, l’e´tape suivante porte sur les conditions aux frontie`res des types humides et de rebon-
dissement (voir conditions aux frontie`res 2.8) .
Dans le cadre de ce me´moire, les conditions frontie`res de Guo seront applique´es pour les
frontie`res de type me´canique ainsi que pour la frontie`re de types thermique. Cependant, pour
le calcul de la distribution d’e´quilibre, nous aurons besoin des certaines ide´es sur l’imple´men-
tation des frontie`res propose´es par Zou et He (1997).
3.2.1 Conditions frontie`res de Zou et He pour le mode`le D2Q9
La me´thode propose´e par Zou et He (1997) s’applique aux parois droites. Elle permet de
comple´ter les trois distributions manquantes en fonction de l’e´tat macroscopique souhaite´ a` la
paroi et en fonction des six distributions de´ja` obtenues des cellules adjacentes. Pour expliquer
le principe de fonctionnement de la me´thode nous conside´rons le cas particulier d’un canal
pour lequel nous voulons imposer une entre´e de fluide a` la vitesse u0 = [ux,0, uy,0] sur la face
late´rale droite. Apre`s la propagation sur le domaine, de fac¸on similaire a` ce qui est illustre´ a`
la Figure 3.7 , les distributions f2,f3, f4,f6,f7 et f9 sont connues, les distributions f1, f5 et f8
sont a` de´terminer.
Pour la re´solution on utilise la de´finition de l’e´tat macroscopique donne´e par les e´quations
3.1 et 3.2. Sur les noeuds de la frontie`re on a donc les relations :
f1 + f5 + f8 = ρ− (f2 + f3 + f4 + f6 + f7 + f9) (3.24)
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Figure 3.7 Les 3 distributions manquantes sur la frontie`re
f1 + f5 + f8 = ρux,0 + (f3 + f6 + f7) (3.25)
f5 − f8 = ρuy,0 − (f2− f4 + f6− f7) (3.26)
La masse volumique ρ sur chaque noeud de la paroi, donc indirectement la pression sur
chaque cellule, de´coule de ces relations et est explicite´e par la formule :
f5 − f8 = ρuy,0 − (f2− f4 + f6− f7) (3.27)
ρ =
1
1− ux,0 [f9 + f2 + f4 + 2(f3 + f6 + f7)] (3.28)
Maintenant que l’e´tat macroscopique a` obtenir est comple`tement de´termine´, une sup-
position permet d’expliciter les distributions correspondantes, a` savoir que la variation par
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rapport a` l’e´quilibre des distributions normales a` la paroi soit constante.
f1 − f eq1 = f3 − f eq3 (3.29)
Cette contrainte permet de choisir un e´tat mesoscopique particulier pour comple´ter les
distributions manquantes en fonction d’un e´tat macroscopique voulu. De la de´finition des dis-
tributions a` l’e´quilibre, (E´qs. 3.3), la distribution normale a` la paroi f1 s’exprime en fonction
de f3 :
f1 = f3 +
2
3
ρux,0 (3.30)
A` partir des relations 3.14 et 3.15, on a de´duit les deux distributions encore manquantes :
f5 = f7 +
1
2
(f4 − f2) + 1
6
ρux,0 +
1
2
ρuy,0 (3.31)
f8 = f6 +
1
2
(f2 − f4) + 1
6
ρux,0 − 1
2
ρuy,0 (3.32)
Si, par exemple, si on connait la vitesse en entre´e nous avons donc un me´canisme pour
comple´ter les distributions manquantes de fac¸on a` de´finir un e´tat macroscopique voulu en
entre´e. Un raisonnement similaire peut s’appliquer sur les autres frontie`res si l’on souhaite
imposer une vitesse a` la frontie`re qu’elle soit nulle, normale, tangentielle ou avec un angle
d’entre´e.
3.2.2 Conditions frontie`re thermiques pour mode`le D2Q4
Dans le cadre du mode`le D2Q4 les conditions aux frontie`res thermiques les conditions
de type Dirichlet s’imple´mentent de fac¸on simple puisque seulement une composante de la
fonction de distribution est inconnue. Apre`s la propagation sur le domaine, de fac¸on similaire
a` ce qui est illustre´ a` la Figure 3.8, les distributions f1,f3 et f4 sont connues, la distribution
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f2 est a` de´terminer. La solution directe pour la composante manquante se fait a` partir de
l’e´quation suivante :
g1 + g2 + g3 + g4 = T¯0 (3.33)
ou` T¯0 est habituellement prise e´gal a` 0 ou e´gal a` 1.
Figure 3.8 La distribution manquante sur la frontie`re sud peut eˆtre de´termine par la condition
de frontie`re.
Les conditions de Neumann (de flux) peuvent s’imple´menter de fac¸on simple, par exemple,
a` travers d’une extrapolation. Avec cette proce´dure, le flux dans la direction a` la normale
interne du domaine, sur l’unite´ de re´seau (∆x¯ = 1), a` la frontie`re du sud du domaine, avec
une approximation de deuxie`me degre´, permet de calculer la composante manquante g2 :
g12 =
4g22 − g32 + 2q¯∆x¯
3
(3.34)
ou` l’indice infe´rieur 2 indique le deuxie`me composant de la fonction de distribution, les indices
supe´rieurs 1,2,3 repre´sentent le premier, le deuxie`me et la troisie`me couche du domaine nume´-
rote´ vers le haut. q¯ est habituellement pris a` 1 pour un flux unitaire ou a 0 a` l’absence de flux.
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Avec cette approximation, la composante manquante g12 sur la frontie`re sud du domaine
peut eˆtre de´termine´e en fonction du flux q¯ dans la direction normale interne (E´q. 3.34)
.
3.2.3 Conditions des frontie`res de Guo
L’ide´e de base des conditions aux frontie`res de Guo et al. (2002a) est de de´composer la
fonction de distribution fi sur les nœuds du frontie`re en une partie d’e´quilibre et une autre
de non-e´quilibre :
fi(xb, t) = f
(eq)
i (xb, t) + f
(neq)
i (xb, t) (3.35)
ou` f
(eq)
i est la partie d’equilibre, f
(neq)
i est la partie de non-e´quilibre et l’indice b indique que
xb est pris a la frontiere.
Dans une premie`re publication, Guo et al. (2000) ont montre´ que des conditions de fron-
tie`res, extrapole´es au deuxie`me degre´, ont une bonne stabilite´. Dans un deuxie`me article de
Guo et al. (2002b), sur la base de l’hypothe`se | f (neq)i || f (eq)i |, ont montre´ que la partie
hors e´quilibre sur la frontie`re peut eˆtre extrapole´e selon :
f
(neq)
i (xb, t) = f
(neq)
i (xf , t) + O(∆t
2) = fi(xf , t)− f (eq)i (xb, t) + O(∆t2) (3.36)
ou` xf est le nœud voisin de fluide le plus proche de xb.
En conclusion, avec un deuxie`me degre´ de pre´cision, pour le cas ou` la vitesse et la masse
volumique (ou pression) sont connues aux frontie`res, l’approximation suivante peut s’appli-
quer :
fi(xb, t) = f
(eq)
i (xb, t) + fi(xf , t)− f (eq)i (xf , t) (3.37)
La Figure 3.9 illustre l’ide´e de l’extrapolation de Guo.
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Figure 3.9 La partie de non-e´quilibre de la frontie`re est extrapole´e du noeud voisin.
Guo et al. (2002b) ont imple´mente´ la frontie`re de type extrapole´e pour le cas des fron-
tie`res me´caniques ainsi que pour les frontie`res de types thermiques. La Figure 3.9 montre
l’extrapolation d’un noeud voisin a` la frontie`re sud. Pour les composantes de la fonction de
distribution thermique gi nous avons :
gi(xb, t) = g
(eq)
i (xb, t) + gi(xf , t)− g(eq)i (xf , t) (3.38)
Pour calculer la fonction de distribution d’e´quilibre a` la frontie`re gi(xb, t) on a deux possi-
bilite´s : si on connait la tempe´rature aux frontie`res (condition de Dirichlet), les composantes
de la fonction de distribution d’e´quilibre geqi sont calcule´e selon la E´q. 3.6. Si on connait le flux
de chaleur aux frontie`res (condition de Neumann) les composantes de la fonction d’e´quilibre
gi sont alors :
g
(eq)
i (xb, t) =
T (xf , t)− (xf − xb) · 5T (xb, t)
4
(
1 + 2
ei · u(xb, t)
c
)
(3.39)
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Il faut maintenant remarquer que pour calculer les composantes de la fonction de distri-
bution d’equilibre f eqi aux frontie`res (section 3.3), nous avons besoin de la vitesse, que nous
supposons nulle a` la frontie`re et aussi de la masse volumique adimensionelle ρ¯ qui est egale a`
1 selon le mode`le de Boltzmann sur reseau. Cependant, une ame´lioration de la pre´cision des
calculs et de la stabilite´ est observe´e si nous prenons la valeur de la densite´ calcule´e selon
l’e´quation 3.1(qui oscille le´ge`rement autour de 1 jusqu’a` la convergence de la simulation).
Sur toute la frontie`re, pour pouvoir calculer la masse volumique, il manque les 3 compo-
santes de la fonction de distribution qui arrivent de la couche fantoˆme (la couche fantoˆme est
une couche a` l’exte´rieur de la frontie`re qui peut eˆtre imple´mente´e pour faciliter la program-
mation de la propagation). Pour calculer les trois composantes manquantes on peut se servir
de la technique propose´e par Zou et He (1997) qui a e´te´ explique a` la section pre´ce´dente
3.2.1. Les deux composantes de vitesse sont nulles sur toute la frontie`re.
3.2.4 L’imple´mentation avec nanoparticules
Une fois que les sche´mas pour le mouvement (E´q.3.4) et l’e´nergie (E´q.3.5) ont e´te´ de´velop-
pe´s, l’incorporation des nanofluides se re´duit a` introduire les parame`tres thermome´caniques
adimensionnels. A` la section 2.9 on a explique´ comment obtenir ces parame`tres a` partir
des parame`tres correspondants du fluide de base et des nanoparticules. Les E´qs. 2.72 - 2.75
montrent comment calculer la masse volumique, le coefficient de diffusion thermique, le co-
efficient de la capacite´ thermique et les expressions pour calculer le coefficient d’expansion
thermique respectivement. Ensuite, les E´qs. 2.76-2.81 montrent diffe´rents mode`les pour obte-
nir la viscosite´ me´canique, pendant que les E´qs. 2.82, 2.83, 2.85 et 2.93 donnent le moyen pour
calculer la conductivite´ thermique. Tout d’abord, nous avons besoin de trouver les coefficients
qui permettent de calculer les nouveaux parame`tres pour le nanofluide. L’obtention des coef-
ficients adimensionnels pour le nanofluide se fait en divisant le parame`tre du nanofluide par
rapport au meˆme parame`tre du fluide de base. A` la table 3.2 on trouvera les relations des
nouveaux coefficients adimensionnels :
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Variable Fluide de Base Nanofluide Parametre adimensionalise
Densite´ ρ ρnf ρ¯nf = ρnf/ρ
Diffusion thermique α αnf α¯c = αnf/α
Expansion thermique ρβ (ρβ)nf (ρ¯β¯)c = (ρβ)nf/ρβ
Conductivite´ thermique κf κnf κnf/κf
Table 3.2 Parame`tres adimensionnels du nanofluide. L’indice nf repre´sente le nanofluide en
unite´s physiques, c repre´sente coefficient, et le symbole - le terme sans dimensions.
Le mode`le de Brinkman (voir 2.76) permet d’obtenir le coefficient de la viscosite´ cine´ma-
tique du nanofluide :
µnf
ρnf
=
µf
ρf
ρf
ρnf
1
(1− Φ)2.5 (3.40)
alors :
ν¯c =
νnf
νf
=
ρf
ρnf
1
(1− Φ)2.5 (3.41)
En conse´quence, la viscosite´ cine´matique et la diffusion thermique pour le nanofluide sont
(voir 3.17 et 3.18 pour le fluide conventionnelle) :
ν¯nf = ν¯c
√
Pr
Ra
(3.42)
α¯nf = α¯c
√
1
Pr ·Ra (3.43)
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Le coefficient de diffusion thermique permet d’obtenir le temps de relaxation thermique
(voir 3.10 ) :
τ1 = 2.0α¯nf + 0.5 (3.44)
pendant que le coefficient de diffusion thermique permet d’obtenir le temps de relaxation
thermique (voir 3.8) :
τ = 3.0ν¯nf + 0.5 (3.45)
Le coefficient d’expansion thermique (ρβ)nf/(ρβ) affectera la masse volumique ainsi que
le coefficient d’expansion thermique du fluid (β¯f = 1 et ρ¯f = 1). Alors, l’e´quation 3.14 de-
vient :
F¯ =
(ρβ)nf
ρβ
∆T¯ g¯ (3.46)
Le coefficient de conductivite´ thermique affectera le flux de chaleur sur la frontie`re :
∂T
∂η
= − q¯κnf
κf
(3.47)
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CHAPITRE 4
SIMULATIONS NUME´RIQUES DE LA CONVECTION NATURELLE DE
NANOFLUIDE PAR LA ME´THODE DE BOLTZMANN SUR RE´SEAUX
Dans ce chapitre on imple´mentera le mode`le thermique base´ sur l’approximation de Bous-
sinesq, qui a e´te´ de´crite au chapitre pre´ce´dent. On e´tudiera certains cas tests sur une cavite´
avec diffe´rents types de conditions aux frontie`res et diffe´rents types de ge´ome´tries. Le pro-
ble`me de base est le cas d’une cavite´ carre´e chauffe´e sur la paroi infe´rieure. Nous de´terminerons
les crite`res de bifurcation ainsi que la me´canique de la formation des cellules de convection.
Pour finaliser, on regardera l’effet produit par l’inclination de la cavite´. Les simulations nu-
me´riques sont faites dans un syste`me de coordonne´es adimensionnelles.
Tout d’abord, on regardera un cas classique, une cavite´ chauffe´ a` tempe´rature constante
sur les coˆte´s. De fac¸on ge´ne´rale pour tous les cas tests que nous e´tudierons dans ce chapitre,
les conditions de frontie`res me´caniques sont nulles sur les frontie`re (u¯ = 0 et v¯ = 0), alors
que les conditions de frontie`res thermiques et la ge´ome´trie sont varie´es pour chacun de cas a`
traiter. Cependant, pour certains cas spe´cifiques, que nous pre´ciseront, les conditions initiales
sont une vitesse et une tempe´rature nulles a` l’inte´rieur du domaine de calcul. Tous les para-
me`tres sont conside´re´s constants sauf la variation de la masse volumique qui est de´termine´e
par l’approximation de Boussinesq. De plus, pour les simulations avec des nanoparticules, il
est suppose´ que le fluide de base et les nanoparticules sont en e´quilibre thermique et qu’il n’y
a pas de glissement entre les deux.
4.1 Mode`le de convection naturelle dans une cavite´ carre´
La convection naturelle dans une cavite´ carre´e a e´te´ e´tudie´e nume´riquement par de nom-
breux auteurs. Dans ce premier test, on conside´rera la cavite´ carre´e classique qui est chauffe
late´ralement sur les cote´s. La Figure 4.1 de´crit les caracte´ristiques ge´ome´triques ainsi que
les conditions sur les frontie`res. De nombreux auteurs ont obtenu de re´sultats nume´riques
sur cette configuration. Le but de ce premier test est de ve´rifier l’imple´mentation du mode`le
thermique de Boltzmann sur re´seau en comparant nos re´sultats par rapport a` la re´fe´rence
classique de De Vahl Davis (1983).
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Figure 4.1 Sche´ma d’une cavite´ chauffe´ a` tempe´rature constante sur les coˆte´s
4.1.1 Description du proble`me
Le cas e´tudie´ est une cavite´ carre´e bidimensionnelle avec une paroi chaude a` gauche et
une paroi froide sur le coˆte´ droit. Sur la Figure 4.1 T¯H = 1 et T¯C = 0, sont les tempe´ratures
chaude et froide respectivement. Les parois supe´rieures et infe´rieures sont adiabatiques. H¯
est la hauteur et la largueur de la cavite´. Un re´seau de 129x129 est utilise´. Le nombre de
Prandtl Pr est fixe´ a` 0.71 (air), et le nombre de Rayleigh Ra, de´fini par l’E´q. 2.63, varie de
103 a` 106.
4.1.2 Resultats et discussion
Une solution de re´fe´rence publie´e par De Vahl Davis (1983), qui a utilise´ la me´thode des
diffe´rences finies avec un maillage de 81x81 noeuds, et autres re´sultats obtenus par Bara-
kos et al. (1994) (avec la me´thode des volumes finis) et par D’Orazio et al. (2004) (avec la
me´thode de Boltzmann sur re´seau) ont e´te´ utilise´s pour fin de comparaison avec nos re´sul-
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tats. Un maillage de 129x129 a e´te´ choisi pour les simulations dans ce travail. Les nombres
de Rayleigh conside´re´s sont Ra = 103,104,105 et 106 respectivement. Au Tableau 4.1 on
rapporte le nombre de Nusselt moyen calcule´ a` la paroi infe´rieure, ainsi que le Nusselt maxi-
mal et minimal. Les chiffres entre parenthe`ses indiquent les coordonne´es ou` ces valeurs sont
calcule´es. Au Tableau 4.2 on montre les valeurs de la vitesse horizontale maximale dans la
position y¯ = 0.5 ainsi que les valeurs de la vitesse verticale maximale dans la position x¯ = 0.5.
Les lignes de courants et les isothermes pre´dites a` diffe´rents nombres de Rayleigh sont
pre´sente´es aux Figures 4.2 et 4.2 respectivement.
Ra Nu NuMax Numin
103
Ce travail 1.118 1.519 (0.086) 0.691 (1.000)
D’Orazio et al. 1.117 1.501 (0.086) 0.698 (0.953)
Barakos et al. 1.114 1.581 (0.099) 0.670 (0.994)
De Vahl Davis 1.118 1.505 (0.092) 0.692 (1.000)
104
Ce travail 2.244 3.554 (0.141) 0.587 (1.000)
D’Orazio et al. 2.235 3.507 (0.148) 0.584 (0.984)
Barakos et al. 2.245 3.539 (0.143) 0.583 (0.994)
De Vahl Davis 2.243 3.528 (0.143) 0.586 (1.000)
105
Ce travail 4.507 7.712 (0.086) 0.715 (1.000)
D’Orazio et al. 4.504 7.658 (0.088) 0.728 (0.990)
Barakos et al. 4.510 7.636 (0.085) 0.773 (0.999)
De Vahl Davis 4.519 7.717 (0.081) 0.729 (1.000)
106
Ce travail 8.715 17.014 (0.039) 0.894 (1.000)
D’Orazio et al. 8.767 17.288 (0.044) 0.998 (0.990)
Barakos et al. 8.806 17.442 (0.037) 1.001 (0.999)
De Vahl Davis 8.800 17.925 (0.038) 0.989 (1.000)
Table 4.1 Comparaison des re´sultats pour les Nusselt moyens, le Nusselt maximum et sa
position sur l’axe y¯ = 1 et le Nusselt minimum et sa position sur l’axe y¯ = 1
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Ra umax vmin
103
Ce travail 3.6479 (0.8062) 3.6820 (0.1705)
D’Orazio et al. 3.6532 (0.8125) 3.7006 (0.17970)
Barakos et al. 4.0768 (0.8060) 4.1301 (0.1810)
De Vahl Davis 3.6490 (0.8130) 3.6970 (0.1780)
104
Ce travail 16.1602 (0.8139) 19.6211 (0.1163)
D’Orazio et al. 16.2370 (0.8202) 19.6803 (0.1172)
Barakos et al. 16.2625 (0.8180) 19.7172 (0.1190)
De Vahl Davis 16.1780 (0.8230) 19.6170 (0.1170)
105
Ce travail 34.4240 (0.8450) 68.1663 (0.0620)
D’Orazio et al. 34.8225 (0.8529) 68.7122 (0.0637)
Barakos et al. 35.1725 (0.8590) 68.7462 (0.0660)
De Vahl Davis 34.7300 (0.8550) 68.5900 (0.0660)
106
Ce travail 63.3621 (0.8450) 212.2845 (0.0388)
A D’Orazio et al. 64.8679 (0.8529) 221.1869 (0.0392)
Barakos et al. 64.8813 (0.8590) 220.7651 (0.0390)
De Vahl Davis 64.6300 (0.8500) 219.3600 (0.0390)
Table 4.2 Comparaisson des resultas pour les composants maximales des vitesses ux sur l’axe
y¯ = 0.5 et vy sur l’axe x¯ = 0.5
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(a) Ra = 103 (b) Ra = 104
(c) Ra = 105 (d) Ra = 106
Figure 4.2 Lignes de courant pour une cavite´ carre´e avec tempe´ratures isothermes sur les
parois verticales.
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(a) Ra = 103 (b) Ra = 104
(c) Ra = 105 (d) Ra = 106
Figure 4.3 Les Isothermes pour la cavite´ carre´e.
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4.2 Cavite´ carre´e avec une source de chaleur horizontale
Le deuxie`me proble`me e´tudie´ est une cavite´ carre´e, telle qu’illustre´e a` la Figure 4.4. La
cavite´ est chauffe´e sur le coˆte´ gauche par une source de chaleur (une aile) qui pene`tre dans
le domaine. Pour ce cas, Alamiri et al. (2009) ont obtenus des re´sultats en faisant varier les
caracte´ristiques ge´ome´triques ainsi que l’emplacement de la source de chaleur.
4.2.1 Description du proble`me
Sur la Figure 4.4 T¯H et T¯C indiquent les tempe´ratures chaude et froide respectivement.
La paroi supe´rieure et la paroi infe´rieure sont a` la tempe´rature T¯C = 0, pendant que l’aile a`
la paroi a` gauche est a` la tempe´rature T¯H = 1 . Le coˆte´ droit et le coˆte´ gauche sont adiaba-
tiques (sauf l’aile de chaleur). Le nombre de Prandtl Pr est fixe´ a` 0.71 (air) pendant que les
nombres de Rayleigh conside´re´s sont Ra = 103,104,105, 106 et 107. H¯ = 1 est la distance ca-
racte´ristique et les parame`tres ge´ome´triques de la source de chaleur sont w¯ = 0.2 et d¯ = 0.25
respectivement. La taille du re´seau utilise´ est de 120x120. Nous avons teste´ quelques uns
des cas de Alamiri et al. et des re´sultats satisfaisants ont e´te´ obtenus. Cependant, pour fin
d’illustration, nous allons pre´senter un seul de ces cas.
Pour ce cas test on a choisi la direction de la force de gravitationelle comme e´tant hori-
zontale (Figure 4.4) ainsi qu’est celui d’une source de chaleur donnant naissance a` une force
de flottaison en direction oppose´e a` la force gravitationnelle. Le but du deuxie`me cas de test
est de ve´rifier la validite´ du mode`le de Boltzmann sur re´seau avec une frontie`re non triviale.
4.2.2 Re´sultats et discussion
Le mode`le a e´te´ applique´ pour fin de comparaisson avec certains des cas d’Alamiri et al.
(2009). Le Tableau 4.3 donne une comparaison des re´sultats avec diffe´rents nombres de Ray-
leigh Ra = 103,104,105, 106 et 107 pour la fonction de courant ; les valeurs maximums et
minimums sont antisyme´triques. L’erreur ε des re´sultats (colonne a` droite) est calcule´e par
rapport aux valeurs d’Alamiri qui a utilise´ la me´thode de Galerkin des e´le´ments finis. Celle-ci
est petite, meˆme pour des grands nombres de Rayleigh, Ra = 106,107, ce qui indique que les
deux me´thodes me`nent substantiellement a` la meˆme solution.
78
Figure 4.4 Sche´ma d’une cavite´ thermique avec une source de chaleur horizontale
Ψ(min,max) (a) Ψ(min,max)(b) ε
Ra = 103 – (-0.0081,0.0081) –
Ra = 104 (-0.0333,0.0333) (-0.0331,0.0331) 0.60%
Ra = 105 (-0.0459,0.0459) (-0.0455,0.0455) 0.87%
Ra = 106 (-0.0290,0.0290) (-0.0287,0.0287) 1.03%
Ra = 107 (-0.0174,0.0174) (-0.0171,0.0171) 1.72%
Table 4.3 Maximun et minimum de la fonction de courant. (a) Re´sultats obtenus par Alamiri
et al. (b) Re´sultats obtenus dans ce travail.
Les Figures 4.11 montrent les lignes de courant alors que les Figures 4.6 montrent les
lignes isothermes.
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(a) Ra = 104 (b) Ra = 105
(c) Ra = 106 (d) Ra = 107
Figure 4.5 Lignes de courant pour une cavite´ carre´e avec tempe´rature sur les parois verticales.
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(a) Ra = 104 (b) Ra = 105
(c) Ra = 106 (d) Ra = 107
Figure 4.6 Lignes de courant pour une cavite´ carre´e avec tempe´ratures isothermes sur les
parois
Deux cas tests, avec des nanoparticules, seront maintenant examine´s. Le premier cas est
une cavite´ allonge´e verticalement, avec un flux de chaleurs a` gauche tandis que le deuxie`me
cas repre´sente une cavite´ allonge´e horizontalement avec un flux de chaleur impose´ sur la paroi
horizontale infe´rieure.
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4.3 Cavite´ allonge´e chauffe´e verticalement, avec des nanofluides
Plusieurs travaux ont e´te´ publie´s re´cemment sur de cavite´s thermiques remplies de nano-
fluides, avec diffe´rents types de ge´ome´tries et de conditions aux frontie`res. Alloui et al. (2010)
ont pre´sente´ une e´tude nume´rique sur le cas d’une cavite´ allonge´e remplie avec nanoparticules.
La cavite´ est chauffe´e avec un flux de chaleur constant sur les parois verticales. Le but de ce
cas est de ve´rifier l’imple´mentation du mode`le avec nanofluides et de ve´rifier l’imple´mentation
des frontie`res avec flux constant utilisant la me´thode de Boltzmann sur re´seau.
4.3.1 Description du proble`me
Une cavite´ bidimensionnelle, remplie de nanofluides est maintenant conside´re´e. La Figure
4.7 illustre les parame`tres physiques et ge´ome´triques de la configuration de l’enceinte. La
cavite´ est allonge´e (H¯  L¯) avec un rapport de forme de A = L¯
H¯
= 6. Les coˆte´s longs de
la cavite´ sont soumis a` des flux de chaleur uniformes q¯ = ±1, tandis que les coˆte´s courts
sont adiabatiques. Les proprie´te´s thermophysiques du fluide sont donne´es a` la Table 4.4. La
concentration des nanoparticules est fixe a` 20% (Φ = 0.2). Le nombre de Prandtl Pr est fixe´
a` 7 (eau) pendant que le nombre de Rayleigh est fixe´ a` Ra = 104.
Proprie´te´ Eau Cuivre
Cp 4179 383
ρ 997.1 8954
κ 0.6 400
β 2.1 104 1.67 105
Table 4.4 Proprie´te´s thermophysique de l’eau et du cuivre
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Figure 4.7 La cavite´ est remplie avec une suspension de nanoparticules de cuivre dans l’eau.
Pour la simulation du nanofluide le mode`le de Maxwell (equation 2.82 ) est choisi comme
mode`le de conductivite´ thermique, pendant que pour la viscosite´ dynamique les trois mode`les
suivantes sont utilise´s :
-Le mode`le de Brinkman (equation 2.77,(Brinkman, 1952)) :
µnf =
µf
(1− Φ)2.5 (4.1)
ou` Φ est la concentration de nanoparticules.
-Le mode`le de Maiga et al. (2004) :
µnf = µf (1 + 7.3Φ + 123Φ
2) (4.2)
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-Le mode`le de Pak et Cho (1998) :
µnf = µf (1 + 39.11Φ + 533.9Φ
2) (4.3)
La masse volumique, le coefficient de diffusion thermique et le coefficient d’expansion
thermique sont calcule´s a` partir des formules a` la Table 3.2.
4.3.2 Re´sultats et discussion
Pour la re´solution nume´rique, un maillage de 50x300 a e´te´ choisi. Des re´sultats sont com-
pare´s avec le travail d’ Alloui et al. (2010), qui a utilise´ la me´thode des volumes finies, a` la
Table 4.5. Les calculs ont e´te´ faits pour l’eau et pour trois mode`les thermiques de convection
(Brinkman, 1952; Maiga et al., 2004; Pak et Cho, 1998). Tenant compte des conditions ge´o-
me´triques du proble`me ((H¯  L¯)), le Nusselt moyen sur la paroi verticale gauche peut eˆtre
pris au milieu de la cavite´ (N¯u0.5). L’erreur relative du maximum de la fonction de courant
ainsi que les valeurs de la tempe´rature maximale et minimale sur la paroi gauche sont pre´-
sente´es et compare´es avec les valeurs obtenues par Alloui et al. (2010). Les lignes de courant
sont montre´es a` la Figure 4.8 et les isothermes a` la Figure 4.9.
Les isothermes obtenus avec les trois mode`les de viscosite´ montrent un comportement dif-
fe´rent (Figures 4.8-(b),(c),(d)) par rapport aux isothermes pour l’eau pure (Figure 4.8-(a)).
Tenant compte des coefficients qui multiplient la viscosite´ de l’eau pour les trois mode`les
(Eqs. 4.1 - 4.3) : 1/(1 − Φ)2.5, 1 + 7.3Φ + 123Φ2 et 1 + 39.11Φ + 533.9Φ2, nous pouvons
observer que les coefficients augmentent la viscosite´ dynamique du fluide de fac¸on diffe´rente.
Par exemple, pour une valeur de Φ = 0.2 nous obtenons les valeurs suivantes pour les trois
coefficients : 1.75, 7.38 et 30.18, pour les mode`les de Brinkman, Maiga et al. et Pak et Cho,
respectivement. Avec ces trois valeurs diffe´rentes pour les coefficients, nous obtenons diffe´-
rentes valeurs de la viscosite´ dynamique pour les trois mode`les propose´s et en conse´quence,
la convection se comporte de fac¸on diffe´rente pour les trois mode`les. Ceci est a` l’ origine du
comportement diffe´rent des isothermes.
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(a) (b) (c) (d)
Figure 4.8 Lignes de courant. Mode`les de viscosite : (a) Eau (b) Mode`le de Brinkman (c)
Mode`le de Maiga et (d) Mode`le de Pak et Cho
(a) (b) (c) (d)
Figure 4.9 Isolignes. Mode`les de viscosite´ : (a) Eau (b) Mode`le de Brinkman (c) Mode`le de
Maiga et (d) Mode`le de Pak et Cho
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Mode`le Nu0.5 Ψmax erreur Tmin Tmax
Eau [1] 2.7175 3.3553 3.58% -1.2639 1.2715
[2] 2.6700 3.4800 -1.2600 1.2000
Brinkman [1] 2.9706 3.2473 3.92% -0.8924 0.9010
[2] 2.9800 3.3800 -0.9300 0.8700
Maiga [1] 2.0761 1.4275 4.83% -0.7787 0.7874
[2] 2.0600 1.5000 -0.8300 0.7700
Pak et Cho [1] 1.8054 0.4310 4.22% -0.4430 0.4515
[2] 1.7700 0.4500 -0.5200 0.4500
Table 4.5 Cavite´ verticale avec un rapport de forme A¯ = 6. La concentration est de Φ = 0.2
pour les trois mode`les avec nanoparticules. [1] re´sultats de ce travail, et [2] re´sultats de Alloui
et al.
4.4 Cavite´ allonge´e chauffe´e par le bas, avec des nanofluides
Un deuxie`me cas de cavite´ allonge´ sera maintenant e´tudie´. Alloui et al. (2011) ont effec-
tue´s une deuxie`me e´tude nume´rique sur une cavite´ allonge´e remplie avec des nanofluides, et
chauffe´e par le bas par un flux de chaleur constant. Pour ce cas la convergence vers la solution
finale est plus lente.
4.4.1 Description du proble`me
Une cavite´ bidimensionnelle allonge´e, remplie de nanofluides est conside´re´e. La Figure
4.10 illustre les parame`tres de la configuration. Le rapport ge´ome´trique est A = L¯
H¯
= 6 (
H¯  L¯). Les coˆte´s longs de la cavite´, qui maintenant sont en horizontales, sont soumis a` des
flux de chaleur uniforme q¯ = ±1, tandis que les coˆte´s courts, sont adiabatiques. Les proprie´te´s
thermophysiques du fluide sont donne´es a` la Table 4.6. Le nombre de Prandtl Pr est fixe´ a`
7 (eau), tandis que le nombre de Rayleigh est Ra = 5x104. La concentration des nanopar-
ticules est Φ = 0.0, 0.1, 0.2 respectivement. Maintenant, au lieu de faire des simulations en
comparant les diffe´rents mode`les thermiques (comme dans le cas pre´ce´dent), nous ferons des
simulations a` diffe´rents niveaux de concentration des nanoparticules.
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Figure 4.10 La cavite´ est remplie avec une suspension de nanoparticules de cuivre dans l’eau.
Proprie´te´ Eau Cuivre
Cp 4179 383
ρ 997.1 8954
κ 0.6 400
β 2.1104 1.67105
Table 4.6 Proprie´te´s thermophysiques de l’eau et le cuivre.
Pour la mode´lisation du nanofluide l’e´quation de Maxwell (E´q. 2.82 ) est choisi pour pre´-
dire la conductivite´ thermique, tandis que pour la viscosite´ dynamique seulement le mode`le
de Brinkman (equation 2.77) est utilise´, soit :
µnf =
µf
(1− Φ)2.5 (4.4)
ou` Φ est la concentration de nanoparticules.
La masse volumique, le coefficient de diffusion thermique et le coefficient d’expansion
thermique sont varie´s selon les formules pre´sente´es au Tableau 3.2.
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4.4.2 Re´sultats et discussion
Pour la re´solution nume´rique, un maillage de 240x40 est conside´re´. Pour ce cas, les com-
paraisons des re´sultats se font par rapport a` une autre e´tude de Alloui et al. (2011) (utilisant
la me´thode des volumes finies). Les calculs ont e´te´ faits pour l’eau et pour des solutions de
nanofluides ayant des concentrations de Φ = 0.1 et de Φ = 0.2. Le nombre de Nusselt moyen
sur les parois horizontales est pris au milieu de la cavite´ (Nu0.5). L’erreur relative du maxi-
mum de la fonction de courant entre les re´sultats de ce travail et ceux obtenues par Alloui
et al. (2011) sont pre´sente´s au Tableau 4.7. On y trouve e´galement les valeurs de la tempe´-
rature maximale et minimale sur la paroi inferieure. Les lignes de courant sont montre´es sur
les Figures 4.11 et les isothermes sur les Figures 4.12.
Φ Nu0.5 Ψmax Erreur Tmin Tmax
0.0 3.2280 12.6612 1.69% -0.5408 0.5199
3.2300 12.8800
0.1 4.1182 10.8711 2.85% -0.5532 0.5253
4.1100 11.1900
0.2 4.8594 9.2132 4.22% -0.5786 0.5491
4.8600 9.6200
Table 4.7 Cavite´ horizontale avec une ge´ometrie A = 6
Tel qu’indique´ par la Table 4.7 pour le nombre de Nusselt (et que nous pouvons constater
en examinant les lignes de courant et les isothermes), il existe une augmentation du transfert
de chaleur au fur et mesure que l’on augmente la concentration des nanoparticules. Ce re´-
sultat est pre´visible avec mode`le de conductivite´ de Maxwell-Garnett qui augmente de fac¸on
linaire conductivite´ de la solution tel que le nombre de Nusselt s’accroit au fur et mesure que
l’on augmente la concentration. Des re´sultats supple´mentaires avec ce mode`le seront pre´sen-
te´s dans la section suivante.
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(a) Φ = 0.0
(b) Φ = 0.1
(c) Φ = 0.2
Figure 4.11 Lignes de courant pour diffe´rentes concentrations de Φ.
(a) Φ = 0.0
(b) Φ = 0.1
(c) Φ = 0.2
Figure 4.12 Isothermes pour diffe´rentes concentrations Φ.
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4.5 Analyse du transfert de chaleur dans une cavite´ remplie avec des nanofluides
Un proble`me de fort inte´reˆt dans le cadre de ce me´moire est le transfert de chaleur dans
une cavite´ carre´e remplie avec des nanofluides a` base de CuO. Nous analyserons le transfert
de chaleur, la formation des cellules de convection, la de´termination des bifurcations super-
critiques et les bifurcation de type Hopf , a` un grand nombre de Rayleigh. La conductivite´
thermique du nanofluide est mode´lise´e selon Maxwell (1873) et selon Koo et Kleinstreuer
(2004), respectivement. L’influence des deux mode`les sur les lignes de courants et isothermes
est illustre´e.
4.5.1 Description du proble`me
La Figure 4.13 illustre les caracte´ristiques physiques et ge´ome´triques. La partie infe´rieure
et la partie supe´rieure de la cavite´ sont chauffe´es et refroidies de fac¸on isotherme. T¯H = 1
et T¯C = 0 indiquant les tempe´ratures chaudes et froides respectivement. Les coˆte´s droit et
gauche sont adiabatiques. La cavite´ est remplie de nanofluides (CuO). La concentration des
nanoparticules est varie´e de fac¸on a analyser l’influence de ce facteur sur la convection. Les
proprie´te´s thermophysiques du fluide conside´re´ sont donne´es au Tableau 4.8. Le nombre de
Prandtl est fixe´ a` 7 (eau).
Proprie´te´ Eau CuO
Cp 4179 531.8
ρ 997.1 6320
κ 0.6 76.5
β 2.1104 1.8105
Table 4.8 Proprie´te´s thermophysiques de l’eau et le CuO
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Figure 4.13 Sche`ma d’une cavite´ thermique avec tempe´rature diffe´rentielle aux coˆte´s
Pour la simulation du nanofluide le mode`le de Brinkman (E´q. 2.77,(Brinkman, 1952)) est
choisi comme mode`le de la viscosite´ dynamique :
µnf =
µf
(1− Φ)2.5 (4.5)
ou` Φ est la concentration des nanoparticules
Les deux mode`les thermiques conside´re´e sont (voir 2.9.2) : le mode`le de Maxwell (E´q.
2.82 ) :
knf = kf
kp + 2kf + 2(kp − kf )Φ
kp + 2kf − (kp − kf ) (4.6)
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et le mode`le de Koo-KleinStreuer (E´q. 2.90) :
knf = kf
(
kp + 2kf + 2(kp − kf )Φ
kp + 2kf − (kp − kf ) + 5 · 10
4B˜φρfCp,f
√
κBT
ρpdp
F˜ (φ, T )
)
(4.7)
ou` ρp et ρf sont la densite´ de la particule et du nanofluide respectivement et T la tempe´ra-
ture en Kelvin. Cpf est la capacite´ calorifique du fluide de base. B˜ a e´te´ introduit pour tenir
compte de l’effet du mouvement des particules. Pour le CuO B˜ = 0.0011(100Φ)−0.7272 (Koo
et Kleinstreuer, 2004).
Koo et Kleinstreuer (2004) ont suppose´ que B˜ de´pend seulement de la concentration volu-
me´trique alors que toute autres de´pendances sont incluses dans le parame`tre F˜ . Cela signifie
que le terme B˜ devient plus important avec l’augmentation de la fraction volume´trique. Le
parame`tre F˜ , qui est obtenu utilisant les re´sultats des Das et al. (2003) pour le nanofluide, a
e´te´ introduit afin d’inclure les autres de´pendances du mode`le :
F˜ = (−134.63 + 1722.3Φ) + (0.4705− 6.04Φ)T¯ (4.8)
La masse volumique, le coefficient de diffusion thermique et le coefficient d’expansion
thermique sont calcule´s a` partir des formules donne´s au Tableau 3.2.
4.5.2 Resultats et discussion
On analyse ensuite les diffe´rents types d’e´coulement obtenus en faisant varier le nombre de
Rayleigh et la concentration. Les re´sultats sont pre´sente´s sous la forme de lignes de courant
et d’isothermes. Le nombre de Nusselt moyen calcule´ sur la paroi infe´rieure est aussi obtenu.
Pour la re´solution nume´rique un maillage de 81x81 est conside´re´.
4.5.3 Formation de 1 et 2 cellules de convection
D’abord, nous examinerons la formation des cellules de Bernard. Selon les conditions ini-
tiales impose´es, une ou deux cellules de convection existent au sein de la cavite´ carre´e. Une
augmentation graduelle de Rayleigh (qui peut eˆtre obtenue par une augmentation graduelle
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de la tempe´rature) conduit a` l’apparition d’une cellule de convection. Par exemple, pour un
nombre de Rayleigh de 5x104, nous pouvons prendre comme conditions initiales les champs
de tempe´rature et de vitesse obtenus pour le cas d’un e´coulement unicellulaire obtenu a`
Ra = 104. Au contraire, si nous partons de conditions initiales de vitesse et tempe´rature
nulles dans le domaine, on obtiendra un e´coulement bicellulaire. Pour ce cas, les cellules cir-
culent en sens contraire l’une de l’autre. Le sens de la circulation est pre´visible, l’e´coulement
e´tant vers le haut au centre de la cavite´. Pour une cavite´ e´crase´e la quantite´ de cellules de´pend
naturellement du rapport de forme de la cavite´.
Les figures 4.14 (a-b) montrent la formation d’une cellule de convection et les isothermes
respectives, pour un nombre de Rayleigth Ra = 5x104 (a` partir de une solution converge´e
pour le nombre de Rayleigh Ra = 1x104). Les figures 4.14 (c-d) montrent les re´sultats obtenus.
De facon similaire, les Figures 4.15 (a-b) montrent la formation d’une cellule de convection
et les isothermes obtenues pour un nombre de Rayleigh Ra = 1x105 (a` partir d’une solution
obtenue pour un nombre de Rayleigh Ra = 5x104). Les Figures 4.15 (c-d) montrent la forma-
tion de deux cellules de convection et les isothermes correspondantes obtenues a` partir des
conditions initiales de fluide au repos.
Les sens de rotation de l’e´coulement (pour le nombre de Rayleigh de Ra = 5x104 aussi
que pour le nombre de Rayleigh de Ra = 1x105) dans le cas d’une seule cellule de convection
peut eˆtre de´duit a` partir des champs d’isothermes. Les isothermes de la partie infe´rieure sont
de´forme´es vers la droite pendant que les isothermes de la partie supe´rieure vers la gauche.
Par conse´quent, la circulation se fait en sens ne´gatif.
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(a) (b)
(c) (d)
Figure 4.14 Lignes de courant et isothermes. Ra = 5x104. (a) 1-cellule, (b) 2-cellules, (c)
1-cellule, (d) 2-cellules
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(a) (b)
(c) (d)
Figure 4.15 Lignes de courant et isothermes. Ra = 1x105. (a) 1-cellule, (b) 2-cellules, (c)
1-cellule, (d) 2-cellules
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4.5.4 Comparaison des mode`les thermiques des nanofluides avec formation de
1 et 2 cellules.
Les re´sultats concernant la convection unicellulaire et bicellulaire avec des nanofluides sont
maintenant conside´re´s. Nous regarderons l’effet des nanoparticules sur les lignes de courants,
les isothermes et le nombre de Nusselt moyen. La concentration du nanofluide conside´re´ est
de 2.5%.
Les Figures 4.16 (a-b) montrent les lignes de courant et les isothermes pour un ecoulement
unicellulaire pour Ra = 5x104 alors que les Figures 4.17 (c-d) montrent la formation de deux
cellules de convection et les isothermes correspondantes pour Ra = 1x105. Dans les deux cas,
nous avons obtenu les lignes de courant et isothermes a` partir des mode`les de conductivite´
de Maxwell-Garnett et Koo-Kleinstreuer. Pour pouvoir diffe´rencier les lignes de courant et
les isothermes nous utiliserons les trois types de lignes.
Les lignes de courants et isothermes qui correspondent au mode`le de Maxwell-Garnett
pre´sentent un comportement similaire a celui des lignes de courants et isothermes de l’eau
pure.
4.5.5 Bifurcation supercritique de type fourche et bifurcation de Hops
Au fur et a` mesure que nous augmentons le nombre de Rayleigh, nous observons l’appa-
rition de deux types de bifurcations. Le premier type de bifurcation marque le transfert de
chaleur conductif au transfert convective. Cette bifurcation est une bifurcation de type su-
percritique (bifurcation fourche) qui a e´te´ e´tudie´e par Platten et Legros (1984), entre autres
auteurs. A` l’aide de la the´orie de la stabilite´ line´aire, ils ont pre´dit un nombre de Rayleigh cri-
tique de Ra = 2.585x103 pour le cas d’une cavite´ carre´e. Dans notre cas . nous avons obtenu
une valeur de Ra = 2.56x103. L’ajout des nanoparticules change la viscosite´ et la conductivite´
thermique du fluide et par conse´quent le nombre de Rayleigh supercritique. En effet, avec le
mode`le de Maxwell-Garnett nous avons obtenu une valeur supercritique de Ra = 2.86x103
alors qu’avec le mode`le de Koo-Kleinstreuer on a obtenu Ra = 3.8x103. La concentration
des nanoparticules est de Φ = 0.02 dans les deux cas. On peut constater alors une variation
importante sur la valeur pre´dite en fonction du mode`le choisi.
Le deuxie`me type de bifurcation (bifurcation de Hops) marque le de´but des oscillations
dans l’e´coulement lorsque le nombre de Rayleigh est augmente´ au dessus d’une valeur critique.
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(a) (b)
(c) (d)
Eau, Koo-Kleinstreuer, Maxwell
Figure 4.16 Lignes de courant et isothermes Ra = 1x105. (a) 1-cellule, (b) 2-cellules, (c)
1-cellule, (d) 2-cellules.
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(a) (b)
(c) (d)
Eau, Koo-Kleinstreuer, Maxwell
Figure 4.17 Lignes de courant et isothermes Ra = 1x105. (a) 1-cellule, (b) 2-cellules, (c)
1-cellule, (d) 2-cellules.
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Les calculs nume´riques montrent que le nombre de Rayleigh critique pour la biffurcation de
Hops est approximativement de Ra = 1.30x105 pour l’eau pure. Pour les CuO-nanofluides,
le mode`le de Maxwell-Garnett pre´dit une valeur de Ra = 1.38x105 pour le de´but de l’e´coule-
ment oscillant. Avec le mode`le de Koo-Kleinstreuer, la valeur obtenue est de Ra = 1.6x106.
La Figure 4.18 montre les points de bifurcation supercritiques et de Hops pour l’eau alors
que la Figure 4.19 montre les points de bifurcation supercritique et de Hops pour le mode`le
thermique de Maxwell-Garnett (a), et de Koo-Kleinstreuer (b).
Figure 4.18 Points de bifurcation supercritique et de Hops pour l’eau
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(a)
(b)
Figure 4.19 Points de bifurcation supercritique et de Hops pour le mode`le thermique de (a)
Maxwell-Garnett, et de (b) Koo-Kleinstreuer
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4.5.6 Analyse du re´gime oscillatoire
A` la section pre´ce´dente nous avons obtenu les valeurs critiques pour la bifurcation de
Hops, pour un fluide sans nanoparticules et pour un fluide avec des nanoparticules mode´lise´
a` partir du mode´le de Maxwell-Garnett et a` partir du mode´le de Koo-Kleinstreuer. Ces va-
leurs indiquent qu’a` partir d’une certaine limite, pour le nombre de Rayleigh, apparaissent
des e´coulements transitoires. L’e´coulement devient plus instable et l’amplitude des oscilla-
tions plus grande au fur et mesure que nous augmentons le nombre de Rayleigh.
A` la Figure 4.20 nous illustrons les oscillations du nombre de Nusselt moyen pour l’eau
(4.20-(a) et pour les mode`les de Maxwell-Garnett (4.20-(b) et de Koo-Kleinstreuer (4.20-(c).
Pour les simulations nous avons utilise´ un nombre de Rayleigh de Ra = 5x105 et une concen-
tration de Φ = 0.02.
Il faut mentionner que la formation des oscillations pe´riodiques a e´te´ obtenue en de´mar-
rant les calculs avec des conditions initiales de repos. Si nous partons d’un e´tat convectif
(par exemple pour un nombre de Rayleigh de Ra = 1x105), il se forme aussi des oscillations.
L’amplitude des oscillations augmente avec le nombre de Rayleigh.
Dans le cas du mode`le de Maxwell-Garnett, la valeur de l’amplitude des oscillations et du
nombre de Nusselt maximum augmentent le´ge`rement par rapport aux re´sultats obtenus pour
l’eau (voir Figure 4.20). L’amplitude des oscillations ainsi que le Nusselt maximum dans le
cas de mode`le de Koo-Kleinstreuer augmentent de manie`re plus significative par rapport aux
re´sultats obtenus pour l’eau. Tel qu’illustre´ sur la Figure 4.20, les oscillations du mode`le de
Maxwell-Garnett ont un comportement similaire aux oscillations de l’eau et les deux diffe`rent
des oscillations du mode`le de Koo-Kleinstreuer.
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(a)
(b)
(c)
Figure 4.20 Formation Oscilatoire pour un nombre de Rayleigh Ra = 1x105. Mode`les : (a)
Eau, (b) Mode`le de Maxwell-Garnett, (c) Mode`le de Koo-Kleinstreuer
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Nous allons maintenant e´tudier l’e´volution temporelle oscillatoire du nombre de Nusselt
moyen pour le mode`le de Koo-Kleinstreuer (pour une concentration de Φ = 0.02). A cet ef-
fet, nous conside´rons les points : A,B,C et D dans un cycle de l’e´volution temporelle (Figure
4.21). La Figure 4.22 illustre des lignes de courants pendant que la Figure 4.23 illustre celles
des lignes isothermes. Les lignes de courants, sur la Figure 4.22-(a), montrent la formation de
quatre cellules qui e´voluent vers une formation de trois cellules a` la Figure 4.22-(b). Ensuite
la circulation se fait en sens inverse (Figure : 4.22-(c) et 4.22-(d)). Nous pouvons voir que
la formation de quatre cellules correspond au minimum local de l’oscillation. (Figures : 4.22-
(a),(c) ). Le maximum local de la fonction (qui n’est pas illustre´) correspond au cas d’une
cellule centrale de convection de taille maximale. Les isothermes des points A,B,C, et D sont
illustre´es a` la Figure 4.23.
Figure 4.21 Un cycle oscillatoire
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(a) (b)
(c) (d)
Figure 4.22 Lignes de courant du processus oscillatoire
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(a) (b)
(c) (d)
Figure 4.23 Isothermes du processus oscillatoire
4.5.7 E´tude de la variation de la concentration
Pour finaliser cette section nous e´tudierons l’effet d’augmenter la concentration des na-
noparticules sur le nombre Nusselt moyen et sur le maximum de la fonction de courant,
c.-a`-d., nous regarderons l’ame´lioration du transfert de chaleur au fur et a` mesure que
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nous augmentons la concentration des nanoparticules. Le nombre de Nusselt moyen et le
maximum de la fonction de courant sont normalise´s par rapport au Nusselt moyen et par
rapport au maximum de la fonction de courant pour l’eau pure (Φ = 0) respectivement.
Le nombre de Rayleigh est fixe´ a` Ra = 1x105. Les concentrations conside´re´e sont : Φ =
0.00, 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.06, 0.08, 0.10. La conductivite´ thermique du nano-
fluide est calcule´e par les deux mode`les conside´re´s dans cette e´tude soit le mode`le de Maxwell-
Garnett et celui de Koo-Kleinstreuer.
En ge´ne´ral, avec les re´sultats de la simulation nume´rique , on constate que toutes les
valeurs sont supe´rieures a` l’unite´, de telle sorte qu’il existe une augmentation du transfert de
chaleur graˆce a` l’ajout de nanoparticules par rapport au fluide de base. La Figure 4.24-(a)
montre une augmentation line´aire du transfert de chaleur pour le mode`le de Maxwell-Garnet
dans le cas d’une convection unicellulaire. Ceci est e´galement vrai dans les cas de convec-
tion bicellulaire (Figure 4.24-(b). Une le´ge`re ame´lioration du transfert de chaleur est obtenue
dans le cas unicellulaire graˆce a` une augmentation de l’intensite´ de l’e´coulement. Cependant,
une diminution du maximum de la fonction de courant est observe´e dans le cas ou l’e´coule-
ment est forme´ de deux cellules (Figure 4.25) pour le mode`le de Maxwell-Garnet. Ce re´sultat
s’explique par le fait que l’ajout des nanoparticules augmente la force de viscosite´ (Santra
et al. (2008)), cet effet e´tant particulie`rement important pour les e´coulements faibles (pour
la convection bicellular dans notre cas). Pour le mode`le de Koo-Kleinstreuer le transfert de
chaleur passe par une valeur maximum a` Φ = 0.015 pour le cas de convection unicellulaire et
par une valeur maximum a` Φ = 0.02 pour le cas de convection bicellulaire (Figure 4.24). Une
ame´lioration de 14.5% et de 12.5% est observe´e respectivement pour ces deux cas. A` partir
de ces valeurs, une diminution du Nusselt moyen normalise´ est observe´e. Pour les lignes de
courant, le maximum se trouve a` Φ = 0.015 pour les deux cas, l’unicellulaire et le bicellulaire.
Apre`s le point maximum, la fonction de´croit pour arriver a` une valeur au dessous de 1. La
Figure 4.25 illustre la fonction du maximum de la fonction de courant normalise´e pour les
deux mode`les de conductivite´ pour le cas unicellulaire (4.25-(a) ainsi que pour le cas bicellu-
raire (4.25-(b).
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(a)
(b)
Figure 4.24 Variation de nombre de Nusselt normalise´e par rapport a` la concentration des
nanoparticules
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(a)
(b)
Figure 4.25 Variation de la valeur maximale de la fonction de courant normalise´e par rapport
a` la concentration des nanoparticules
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Le Tableau 4.9 pre´sente les valeurs du maximum de la fonction de courant et du nombre
de Nusselt pour le mode`le de Koo-Kleinstreuer (K) et pour le mode`le de Maxwell-Garnett
(M) pour le cas d’un e´coulement unicellulaire (avec une pre´cision de deux de´cimales). Le
Tableau 4.10 pre´sente les meˆmes re´sultats pour le cas d’un e´coulement bicellulaire. Il faut
noter que la valeur ne´gative du cas unicellulaire est due au sens de rotation d’e´coulement.
Φ
Ra
0% 1% 2% 3% 4% 6% 8% 10%
K Ψ -24.26 -28.42 -28.46 -28.10 -27.53 -26.04 -24.24 -22.25
M Ψ -24.26 -24.37 -24.46 -24.53 -24.59 -24.68 -24.71 -24.71
K N¯u 3.92 4.41 4.47 4.47 4.45 4.37 4.28 4.22
M N¯u 3.92 3.98 4.04 4.09 4.15 4.26 4.37 4.48
Table 4.9 Maximun de la fonction de courants et de nombre de Nusselt pour diffe´rentes
niveaux de concentrations : (K) Mode`le de Koo-Kleinstreuer et (M) Mode`le de Maxwell-
Garnett. Ra = 1x105. E´coulement unicellulaire
Φ
Ra
0% 1% 2% 3% 4% 6% 8% 10%
K Ψ 14.38 15.94 15.85 15.58 15.23 14.39 13.45 12.42
M Ψ 14.38 14.30 14.22 14.14 14.05 13.85 13.63 13.39
K N¯u 4.07 4.53 4.58 4.58 4.56 4.48 4.39 4.33
M N¯u 4.07 4.13 4.18 4.23 4.28 4.38 4.48 4.57
Table 4.10 Maximun de la fonction de courants et de nombre de Nusselt pour diffe´rentes
niveaux de concentrations : (K) Mode`le de Koo-Kleinstreuer et (M) Mode`le de Maxwell-
Garnett. Ra = 1x105. E´coulement bicellulaire
.
4.6 Transfert de chaleur dans une cavite´ incline´e remplie avec nanofluide.
Ce test porte sur une extension de la cavite´ carre´e que nous avons e´tudie´e a` la section
4.5. Nous allons e´tudier l’effet de l’inclinaison de la cavite´ sur l’e´coulement avec diffe´rentes
concentrations de nanoparticules. Les re´sultats dans cette section peuvent eˆtre compare´s avec
ceux obtenus par Ghasemi et Aminossadati (2009). Cependant, il faut remarquer qu’ ils ont
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utilise´ les e´quations de Navie-Stokes stationnaires, tandis que le mode`le de Boltzmann sur
re´seau est non stationnaire et le type de solution de´pend des conditions initiales.
4.6.1 Description du proble`me.
On conside`re une cavite´ carre´e qui forme un angle ω avec l’horizontale. La Figure 4.26
illustre les caracte´ristiques physiques et ge´ome´triques. T¯H = 1 et T¯C = 0 indiquent les tem-
pe´ratures chaudes et froides respectivement. Les coˆte´s droit et gauche sont adiabatiques. La
cavite´ est remplie de nanoparticules de type CuO. La concentration des nanoparticules est
Φ = 0.02, 0.04, 0.10. Les proprie´te´s thermophysiques du fluide sont donne´es au Tableau 4.8.
L’angle d’inclination de la cavite´ varie selon ω = 0◦, 30◦, 60◦, 90◦ afin d’obtenir l’angle qui
donne le meilleur transfert de chaleur. Les re´sultats seront pre´sente´s sous la forme de lignes
de courant, d’isothermes, et du nombre de Nusselt moyen calcule´ sur la paroi infe´rieure.
Figure 4.26 Sche´ma d’une cavite´ thermique avec tempe´rature diffe´rentielle aux coˆte´s
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Pour les simulations, les deux mode`les de conductivite´ thermique utilise´e a` la section pre-
cedante, i.e. : le mode`le de Maxwell-Garnett et le mode`le Koo et Kleinstreuer, sont pris en
consideration.
4.6.2 Re´sultats et discussion.
Un maillage de 81x81 est conside´re´. Le nombre de Prandtl Pr est fixe´ a` 7 (eau), tandis
que le nombre de Rayleigh est de Ra = 103,104,105,106 et 107.
Tel que remarque´ a` la section 4.5, pour un angle de ω = 0◦ l’e´coulement de´pend des
conditions initiales. Pour cette raison nous allons spe´cifier quel type de conditions initias ont
e´te´ choisi pour chacune des simulations. De fac¸on ge´ne´rale, pour les angles de 30◦,60◦ et 90◦
et pour les nombres Rayleigh de Ra = 103, Ra = 104 et Ra = 105, si nous partons de l’e´tat
de repos ou d’une solution converge´e, on arrive a` une cellule de convection (qui est de´forme´e
a` cause de l’inclination de la cavite´).
Les Figures 4.28-4.34 montrent les lignes de courant et isothermes pour diffe´rents angles et
pour une concentration de Φ = 0.02. Cette valeur de concentration est le plus repre´sentative
pour le mode`le de Koo-Kleinstreuer puisque le maximum de transfert de chaleur a lieu pour
une concentration d’environs Φ = 0.02.
Ensuite, nous regarderons les re´sultats nume´riques plus en de´tails pour les diffe´rents
nombres de Rayleigh :
Simulations pour le nombre Rayleigh de Ra = 103.
Un premier calcul est fait pour un angle de 0◦ en utilisant l’ e´tat de repos comme condi-
tion initiale. Nous de´marrons les simulations pour un angle de 30◦ a` partir d’une solution
converge´ pour un angle de 0◦. De la meˆme manie`re, la solution pour l’angle de 30◦ est utilise´e
pour effectuer les calculs pour un angle de 60◦ et ainsi de suite pour un angle de 90◦.
Pour l’angle de 0◦, le transfert thermique est par conduction. Les isothermes sont des
lignes droites et les isovaleurs ont une distribution linaire (1 − T¯ ) pour l’eau, ou` T¯ ∈ [0, 1].
T¯ = 0 correspond a` la tempe´rature a` la paroi infe´rieure tandis que T¯ = 1, est la tempe´rature
a` la paroi supe´rieure. Pour les angles de 30◦, 60◦ et 90◦, une cellule de convection se forme
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dans le centre de la cavite´. Les Figures 4.28 montrent les lignes de courant (a, c, e) et les
isothermes (b, d, f) pour les angles de 30◦, 60◦ et 90◦. Le Tableau 4.11 pre´sente les re´sultats
nume´riques du nombre de Nusselt moyen avec diffe´rentes concentrations de nanoparticules.
Angle
Φ
0◦ 30◦ 60◦ 90◦
0.00 1.0026 1.0667 1.1310 1.1126
0.02 1.0622 1.1121 1.1620 1.1569
1.2506 1.2796 1.3169 1.3180
0.04 1.1224 1.1633 1.2071 1.2052
1.2634 1.2896 1.3238 1.3255
0.10 1.3266 1.3453 1.3721 1.3749
1.1985 1.2257 1.2604 1.2615
Table 4.11 Comparaison des mode`les de la conductivite´ thermique de Maxwell-Garnett et
Koo-Kleinstreuer avec une concentration de nanofluide-CuO 0.02 - 0.10 et un nombre de
Rayleigh Ra = 103
Simulations pour le Rayleigh de Ra = 104
Pour un nombre Rayleigh de Ra = 104 nous conside´rons le cas d’un e´coulement unicel-
lulaire pour un angle de 0◦. Cependant, pour obtenir un tel re´sultat, il faut bien choisir les
conditions initiales. Si nous de´marrons le calcul a` de l’e´tat de repos nous arriverons a` deux
cellules de convection. Si nous partons d’un re´sultat converge´ pour le Rayleigh Ra = 103 la
simulation passe pour un point de bifurcation et il n’est pas possible d’arriver a` une cellule de
convection. Pour arriver a` un e´coulement unicellulaire, nous sommes partis d’une simulation
unicellulaire converge´ pour un Ra = 104 avec un angle de 30◦.
Les Figures 4.29 et 4.30 montrent les lignes de courant et isothermes pour les angles de
0◦, 30◦, 60◦ et 90◦. Le Tableau 4.12 pre´sente les re´sultats nume´riques du nombre de Nusselt
moyen pour des simulations avec diffe´rentes concentrations de nanoparticules.
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Angle
Φ
0 30 60 90
0.00 2.2093 2.4851 2.5115 2.2519
0.02 2.2539 2.5342 2.5560 2.2919
2.4069 2.7239 2.7412 2.4581
0.04 2.2609 2.5788 2.5977 2.3291
2.3472 2.7027 2.7194 2.4398
0.10 2.2997 2.6787 2.6959 2.4240
2.2529 2.5851 2.6005 2.3339
Table 4.12 Comparaison des mode`les de la conductivite´ thermique de Maxwell-Garnett et
Koo-Kleinstreuer avec une concentration de nanofluide-CuO 0.02 - 0.10 et un nombre de
Rayleigh Ra = 104
Simulations pour le nombre Rayleigh de Ra = 105
Pour ce cas, les conditions initiales sont une vitesse et une tempe´rature nulles a` l’inte´rieur
du domaine pour un angle de 0◦. A` partir de la solution converge´, pour l’angle de 0◦, nous
effectuons les simulations pour l’angle de 30◦ et de fac¸on similaire en partant des donne´es
d’un angle pre´ce´dent nous faisons les simulations pour les angles de 60◦ et 90◦.
Pour les conditions initiales choisies,on retrouve deux cellules de convection. Les Figures
4.31 et 4.32 montrent les lignes de courant et isothermes pour les angles de 0◦, 30◦, 60◦ et
90◦. Le Tableau 4.13 pre´sente les re´sultats nume´riques de nombre de Nusselt moyen pour des
simulations avec diffe´rentes concentrations de nanoparticules.
Simulations pour le nombre Rayleigh de Ra = 106
Tels comme nous l’avons etudie´ a` la section precedente, a` partir d’un nombre de Rayleigh
critique entre Ra = 1.3x105 et Ra = 1.7x105 apparaisent des oscillation dans l’e´coulement
pour le cas de eau pure et pour le cas de nanoparticules pour une cavite avec une angle de 0◦.
De plus, nous avons obtenu des oscillations dans l’e´coulement pour un nombre de Rayleigh
Ra = 106 avec une angle de 30◦ a` diffe´rentes concentrations de nanoparticules. Nous avons
conside´re´ e´galement d’autres strate´gies telles que l’utilisation de conditions initiales d’une
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solution converge´ a` un nombre Rayleigh infe´rieur, cependant, la meˆme solution oscillatoire a
e´te´ obtenu. Le Tableau 4.14 montre les valeurs obtenues pour les angles de 60◦ et 90◦. Les
Figures 4.33 illustrent les lignes de courant et isothermes pour ces angles.
Angle
Φ
0 30 60 90
0.00 4.0764 4.7007 5.0441 4.6932
0.02 4.1774 4.8190 5.1566 4.7973
4.5795 5.2903 5.6242 5.2283
0.04 4.2789 4.9363 5.2658 4.8965
4.5565 5.2656 5.5896 5.1936
0.10 4.5716 5.2772 5.5747 5.1680
4.3343 4.9904 5.2925 4.9107
Table 4.13 Comparaison des mode`les de la conductivite´ thermique de Maxwell-Garnett et
Koo-Kleinstreuer avec une concentration de nanofluide-CuO 0.02 - 0.10 et un nombre de
Rayleigh Ra = 105
Angle
Φ
0 30 60 90
0.00 —— —— 9.2707 8.8534
0.02 —— —— 9.5097 9.0882
—— —— 10.5320 10.1022
0.04 —— —— 9.7403 9.3107
—— —— 10.4570 10.0230
0.10 —— —— 10.3991 9.9409
—— —— 9.7425 9.2875
Table 4.14 Comparaison des mode`les thermiques de Maxwell-Garnett et Koo-Kleinstreuer
avec une concentration de nanofluide-CuO 0.02 - 0.10 et un nombre de Rayleigh Ra = 106
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Simulations pour le nombre Rayleigh de Ra = 107
Pour le nombre de Rayleigh de Ra = 107, tel que pour Ra = 106, la convergence a e´te´
possible seulement pour les angles de 60◦ et 90◦. Le Tableau 4.15 montre les valeurs obtenues
pour les angles de 60◦ et 90◦. Les Figures 4.34 illustrent pour ces angles les lignes de courant
et isothermes. Cependant, l’augmentation de Rayleigh de Ra = 106 a` Ra = 107augmente
substantiellement l’amplitude des oscillations.
Angle
Φ
0 30 60 90
0.00 —— —— 16.2061 15.8250
0.02 —— —— 16.6788 16.3174
—— —— 18.9238 18.7080
0.04 —— —— 17.1359 16.7804
—— —— 18.7414 18.5077
0.10 —— —— 18.4923 18.1535
—— —— 16.9708 16.5389
Table 4.15 Comparaison des mode`les thermiques de Maxwell-Garnett et Koo-Kleinstreuer
avec une concentration de nanofluide-CuO 0.02 - 0.10 et un nombre de Rayleigh Ra = 107
Influence de la rotation de la cavite´ sur le transfert de chaleur
Sur la base des re´sultats pre´sente´s dans les Tableaux 4.11 - 4.15, nous construisons les
courbes qui permettent de visualiser l’influence de la rotation de la cavite´ (voir la Figure
4.27). Nous remarquons une augmentation du transfert de chaleur vers l’angle de 60◦. A`
la Figure 4.27, on regarde les diffe´rents types de courbes qui montrent l’augmentation de
nombre de Nusselt au fur et a` mesure que la cavite´ tourne. Les calculs ont e´te´ faits pour
l’eau pure et pour les mode`les de Maxwell-Garnett et de Koo - Kleinstreuer, avec diffe´rentes
concentrations de nanoparticules Φ = 0.02 et Φ = 0.04.
Les Tableaux 4.16 et 4.17 permettent de comparer les re´sultats obtenus par Ghasemi et
Aminossadati (2009) (qui a utilise´ la me´thode des volumes finis) et les re´sultats obtenus dans
le cadre de ce travail pour le maximum de la fonction de courant pour le cas de l’eau pure
(Tableau 4.16) et pour le cas de un nanofluide avec une concentration de Φ = 0.04 (Tableau
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4.17). Le nombre de Rayleigh est fixe´ a` Ra = 105 et l’angle varie de 0◦ a` 30◦. L’erreur montre´e
en chacune des tableaux est l’erreur relative entre les re´sultats de ce travail et les re´sultats
obtenus par Ghasemi et al.
Angle 0◦ 30◦ 60◦ 90◦
Ce travail 14.3773 23.0315 16.8614 10.8593
Ghasemi 14.4390 23.2870 17.1040 11.0770
Erreur 0.42% 1.09% 1.41% 1.96%
Table 4.16 Maximun de la fonction de courant pour l’eau pure
Angle 0◦ 30◦ 60◦ 90◦
Ce travail 14.8892 26.1836 20.0555 13.0228
Ghasemi 14.7430 25.4680 19.2410 12.5160
Erreur 0.99% 2.80% 4.23% 4.04%
Table 4.17 Maximun de la fonction de courant avec nanofluide. Φ = 0.04
Pour finaliser cette section, nous pouvons conclure d’apre`s les Tableaux 4.11 - 4.13 qu’il
existe une influence de la rotation sur le transfert de chaleur et que le maximum est vers
l’angle de 60◦. De plus, l’e´coulement devient plus stable (i.e., il n’y a pas d’oscillations pour
les nombres de Rayleigh e´leve´s) pour les angles de 60◦ et 90◦. De fac¸on approximative, les
re´sultats nume´riques des Tableaux 4.12 et 4.13 montrent une augmentation de nombre de
Nusselt pour l’angle de 60◦ par rapport a` l’angle de 0◦. Par exemple, l’augmentation de la
valeur de nombre de Nusselt due a` la rotation est d’approximativement 20% pour un nombre
de Rayleigh de Ra = 105 et une concentration de Φ = 0.02.
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(a) Ra = 103 et Φ = 0.02 (b) Ra = 103 et Φ = 0.04
(c) Ra = 104 et Φ = 0.02 (d) Ra = 104 et Φ = 0.04
(e) Ra = 105 et Φ = 0.02 (f) Ra = 105 et Φ = 0.04
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.27 Variation de Nusselt Moyen selon la rotation de la cavite´.
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(a) Angle 30◦ (b) Angle 30◦
(c) Angle 60◦ (d) Angle 60◦
(e) Angle 90◦ (f) Angle 90◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.28 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 103
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(a) Angle 0◦ (b) Angle 0◦
(c) Angle 30◦ (d) Angle 30◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.29 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 104
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(a) Angle 60◦ (b) Angle 60◦
(c) Angle 90◦ (d) Angle 90◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.30 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 104
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(a) Angle 0◦ (b) Angle 0◦
(c) Angle 30◦ (d) Angle 30◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.31 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 105
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(a) Angle 60◦ (b) Angle 60◦
(c) Angle 90◦ (d) Angle 90◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.32 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 105
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(a) Angle 60◦ (b) Angle 60◦
(c) Angle 90◦ (d) Angle 90◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.33 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 106
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(a) Angle 60◦ (b) Angle 60◦
(c) Angle 90◦ (d) Angle 90◦
Eau pure, Koo-Kleinstreuer, Maxwell
Figure 4.34 Lignes de courants et isothermes pour un nombre de Rayleigh Ra = 107
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CHAPITRE 5
CONCLUSION
Le but de ce me´moire e´tait de de´velopper un algorithme base´ sur la me´thode de Boltz-
mann sur re´seau qui permet la simulation de proble`mes de convection naturelle de nanofluides
. Pour le de´veloppement du mode`le thermique l’hypothe`se de Boussinesq e´te´ utilise´e et son
imple´mentation a e´te´ faite en utilisant une double fonction de distribution. Pour la mode´li-
sation du nanofluide, nous avons utilise´ le mode`le de Brinkman pour la viscosite´ dynamique
et les mode`les de Maxwell-Garnett et de Koo-Kleinstreuer pour pre´dire la conduction ther-
mique de la solution. Les autres parame`tres ont e´te´ calcule´s comme une ponde´ration des
proprie´te´s du fluide de base et de celles des nanoparticules. Bien que les re´sultats pre´sente´s
dans ce me´moire aient e´te´ en fait en calcul se´quentiel, le programme final en C++ posse`de
les structures pour effectuer les calculs en paralle`le. Ceci est du au fait que la me´thode de
Boltzmann sur re´seau est hautement paralle´lisable. Pour une telle fin, nous avons utilise´ la
technique OpenMP a` me´moire partage´ et la technique MPI a` me´moire distribue´. Dans le cas
de MPI nous avons e´te´ utilise´es la me´thodologie de de´coupage de domaine.
5.1 Synthe`se des travaux
Plusieurs simulations eu e´te´ conduites avec l’algorithme de´veloppe´. Tout d’abord, nous
avons valide´ le programme utilisant les re´sultats classiques propose´s par De Vhal Davis pour
une cavite´ chauffe´e late´ralement et pour les re´sultats obtenus pour une cavite´ chauffe´e avec
une ailette a` l’inte´rieur du domaine (voir les sections 4.1 et 4.2). Les re´sultats obtenus pour
ces deux types de configurations sont satisfaisants et correspondent bien a` ceux disponibles
dans la litte´rature.
.
Nous avons valide´ le mode`le avec des nanoparticules pour deux cavite´s allonge´es : l’ une
horizontale et l’autre verticale. Des tableaux comparatifs ont e´te´ dresse´s pour confronter nos
re´sultats avec ceux obtenus par d’autres chercheurs. Des e´carts de 4% en moyenne ont e´te´
obtenus pour la cavite´ verticale et de 3% en moyenne dans le cas de la cavite´ horizontale,
sur la valeur maximale de la fonction de courant. Cependant, un e´cart de moins de 1% e´te´
observe´ pour la valeur du nombre de Nusselt moyen dans les deux cas.
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Notre e´tude principale a porte´ sur une cavite´ carre´e chauffe´e sur la paroi infe´rieure. Dans
ce cas, nous avons montre´ la formation de deux types d’e´coulement : unicellulaire et bicel-
lulaire, en fonction des conditions initiales utilise´s pour initier les calculs nume´riques. Nous
avons utilise´ le mode`le de Koo-Klainstreuer et le mode`le de Maxwell-Garnett pour de´terminer
les points de bifurcation. Ces deux mode`les ont montre´ une augmentation du nombre de Ray-
leigh critique pour les bifurcations de type fourche ainsi que celles de type Hops, par rapport
aux valeurs correspondant a` l’eau pure. Un accroissement line´aire du transfert de chaleur pour
les e´coulements unicellulaire et bicellulaire a e´te´ pre´dit par le mode`le de Maxwell-Garnett
au fur et a` mesure que nous augmentons la concentration des nanoparticules. Le mode`le de
Koo-Klainstreuer indique une augmentation du transfert de chaleur qui atteint un maximum
pour une concentration d’environ 2% pour les deux types d’e´coulements, unicellulaires et
bicellulaires.
Nous avons pre´sente´ les lignes de courant et les isothermes pour l’eau et pour deux mo-
de`les de convection des nanofluides a` diffe´rents nombres de Rayleigh. Ceci nous permet de
visualiser l’effet des nanoparticules sur la forme des lignes de courant et des isothermes. Les
re´sultats indiquent une augmentation du transfert de chaleur avec l’ajout des nanoparticules.
Un re´gime oscillant, pour un nombre de Rayleigh Ra = 5x105 a e´te´ mis en e´vidence. C e
dernier est similaire pour l’eau et pour le mode`le de Maxwell-Garnett, mais il est diffe`rent
pour le mode`le de Koo-Klainstreuer. Pour ce dernier, les cellules de convection du re´gime
oscillatoire obtenues ont illustre´ la formation d’une cellule centrale pre´dominante et deux
petites cellules dans les coins de la cavite´ qui se transforment en quatre cellules et cela de
fac¸on re´pe´titive.
Pour le cas d’une cavite´ incline´, une augmentation du transfert de chaleur est note´e
comme conse´quence de l’inclinaison de la cavite´ pour l’eau ainsi que pour les mode`les de
Koo-Klainstreuer et de Maxwell-Garnett (avec une concentration de 2%). Cette augmenta-
tion atteint une valeur maximale pour un angle de 60◦.
L’imple´mentation des techniques de paralle´lisation (Annexe A) a permis d’obtenir une
acce´le´ration de 2.5 pour la technique OpenMP et de plus de 10.0 fois pour la technique MPI.
Une telle diffe´rence peut eˆtre explique´e parce que la technique OpenMP a e´te´ cible´e sur les
taches des cycles re´pe´titives tandis que la technique MPI a utilise´ un vrai de´coupage du do-
maine de calcul et de me´moire sur les diffe´rents noeuds.
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5.2 Limitations de la solution propose´e
Une premie`re limitation est l’approximation de Boussinesq qui suppose que seule la masse
volumique de´pend de la tempe´rature. Telle supposition d’une part simplifie le proble`me , mais
d’autre part ne prend pas en compte l effet de la tempe´rature sur les autres parame`tres de
la solution.
En ce qui concerne les nanofluides les proprie´te´s ont e´te´ approxime´s pour certains types
de nanoparticules, pour un certain intervalle de la concentration des nanoparticules, ou pour
un certain intervalle de tempe´rature, etc. Par exemple, le mode`le de Koo et Kleinstreuer
(2004), que nous avons utilise´ (voir E´q. 2.90 ) pour les simulations de la cavite´ chauffe´e a` la
paroi infe´rieure, utilise une fonction F˜ (voir E´q. 4.8) qui a e´te´ obtenue par Das et al. (2003)
pour les nanoparticules de CuO et de Al2O3, et pour certains intervalles de concentration
des nanoparticules. Plus encore, le mode`le de Koo et Kleinstreuer est valide seulement pour
un intervalle de tempe´rature 300 < T < 325 Kelvins.
5.3 Ame´liorations futures
Une premie`re perspective pour des ame´liorations futures est de passer a` l’imple´mentation
du mode`le convectif en 3D. Pour cette raison, nous avons modifie´ le code pour qu’il passe du
cas se´quentiel au cas paralle`le. La me´thode du passage des donne´es a permis une acce´le´ration
de 10 fois par rapport au code se´quentiel. De tels re´sultats nous montrent la voie pour passer
aux simulations plus lourdes requises en 3D.
L’analyse du transfert de chaleur peut eˆtre continue´e en utilisant d’autres mode`les pour les
parame`tres du mode`le thermique. Nous avons de´crit certains mode`les base´s sur le mouve-
ment brownien et d’autres mode`les base´s en grappes. Il sera inte´ressant d’e´tudier l’impact
de ces mode`les sur le transfert thermique, mais il faudra de comparaisons avec de donne´es
expe´rimentales pour trouver le meilleur.
Une autre voie est de simuler les nanofluides comme un fluide multi-composant. En
d’autres mots, au lieu de conside´rer un seul milieu continu ayant de nouvelles proprie´te´s
et dans lesquels les particules sont dissoutes, on conside`re le fluide de base et les particules
solides comme des e´le´ments se´pare´s.
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ANNEXE A
Les me´thodes Paralleles
Une bre`ve introduction au Parallelisme
En informatique, le paralle´lisme consiste a` imple´menter des algorithmes permettant de
traiter l’information de manie`re simultane´e. Le but de ces techniques est d’effectuer le plus
grand nombre d’ope´rations dans le plus petit temps possible. Pour ce faire, les ope´rations
doivent eˆtre faites en paralle`le. La taˆche a` effectuer est de´compose´e en sous-taˆches qui sont
exe´cute´es en meˆme temps (Wikipedia, 2011c).
Une variable qui mesure les caracte´ristiques de performance au fur et a` mesure qu’on
ajoute de processeurs est l’acce´le´ration A(n) :
A(n) =
n
1 + (n− 1)f (A.1)
ou` n est le nombre de processeur et f la raison entre le temps employe´ par n proccesseur et le
temps employe´ par un seul processeur ( tn
t1
). Il faut observer qu’a` la limite : limn→∞A(n) = 1f .
De fac¸on ide´ale, l’acce´le´ration due a` la paralle´lisation devrait eˆtre line´aire, i.e., en doublant
le nombre d’unite´s de calcul on devrait re´duire a` la moitie´ le temps d’exe´cution. Malheureu-
sement, tre`s peu de programmes peuvent pre´tendre a` de telles performances. Dans les anne´es
1960, Gene Amdahl a formule´ une loi empirique, la loi d’Amdahl. La loi d’Amdahl affirme
que la partie du programme qui ne peut pas eˆtre paralle´lise´e limite la vitesse globale du pro-
gramme. Cette loi pre´voit qu’une fois optimise´e, il existe au sein du programme une relation
entre le code paralle´lise´ et la vitesse globale d’exe´cution du programme. Par exemple, si un
programme peut eˆtre paralle´lise´ a` 90%, l’acce´le´ration maximale the´orique sera de 10 fois,
quel que soit le nombre de processeurs utilise´s (Wikipedia, 2011c).
OpenMP et MPI
OpenMP (“Open Multi-Processing”) est une interface de programmation pour le calcul
paralle`le sur l’architecture a` me´moire partage´e. OpenMP est supporte´e sur de nombreuses
plateformes incluant Unix et Windows et pour les langages de programmation C/C++ et
Fortran. Elle se pre´sente sous la forme d’un ensemble de directives, d’une bibliothe`que logi-
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cielle et de variables d’environnement et permet de de´velopper rapidement des applications
paralle`les a` petite granularite´ en restant proche du code se´quentiel (Wikipedia, 2011b).
MPI (“The Message Passing Interface”), conc¸ue en 1993-94, est une norme de´finissant
une bibliothe`que de fonctions utilisables avec les langages C/C++ et Fortran. Elle permet
d’exploiter des ordinateurs distants ou multiprocesseurs par passage de messages. Elle est
devenue de facto un standard de communication pour des nœuds exe´cutant des programmes
paralle`les sur des syste`mes a` me´moire distribue´e. MPI a e´te´ e´crite pour obtenir de bonnes
performances aussi bien sur des machines massivement paralle`les a` me´moire partage´e que sur
des grappes d’ordinateurs he´te´roge`nes a` me´moire distribue´e. Elle est disponible sur nombreux
mate´riels et syste`mes d’exploitation (Wikipedia, 2011a).
Le Profilage
Les outils de profilage permettent d’e´tablir un profil de l’application, i.e., les statistiques
de l’information pendant l’exe´cution : la quantite´ d’appels aux fonctions, le temps d’un ap-
pel, le temps total des appels, les statistiques concernant les mate´riels, etc. Plusieurs outils
permettent d’obtenir cette information pour l’imple´mentation paralle`le pour OpenMp ainsi
que pour MPI.
Implementation en calcul paralle`le
Tels que de´crit pre´ce´demment, la me´thode de Boltzmann sur re´seau est de´termine´e par les
e´tapes de collision, de propagation et de correction aux frontie`res. Les calculs des parame`tres
macroscopiques, de toutes les composantes de la fonction de distribution d’e´quilibres et de
l’e´volution temporelle, font que la me´thode de Boltzmann sur re´seau soit un peu lourde du
point de vue informatique. Cependant, le calcul des parame`tres macroscopiques ainsi que le
calcul de la collision sont une ope´ration locale. Cette particularite´ fait que la me´thode de
Boltzmann sur re´seau soit hautement paralle´lisable. Il faut remarquer que, la paralle´lisation
est un processus d’optimisation qui a comme but l’acce´le´ration des calculs et n’a aucune
relation avec la physique du proble`me, mais qui peut augmenter la performance de fac¸on
conside´rable. Dans une premie`re e´tape, on imple´mentera la technologie OpenMP et ensuite
la technologie MPI.
Avant de montrer l’imple´mentation des techniques OpenMP et MPI, il faut remarquer
que le but principal de cette section est d’illustrer comment l’algorithme de Boltzmann peut
eˆtre paralle´lise´ et de montrer les techniques qui permettent cette paralle´lisation. Les re´sultats
nume´riques ne sont pas pousse´s puisque ils sont conditionne´s aux limitations des ressources
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telles comme la quantite´ de coeurs disponibles d’une station de travail ou le fait que les sta-
tions de travail peuvent eˆtre utilise´ de fac¸on concurrente par diffe´rents usagers.
Le proble`me choisi pour l’imple´mentation paralle`le est la cavite´ carre´e chauffe´e a` la fron-
tie`re infe´rieure de´crite a` la section pre´ce´dente. Les parame`tres physiques et ge´ome´triques sont
pre´sente´s a` la Figure 4.13. Pour la re´alisation des calculs paralle`les, les parame`tres physiques
sont : Ra = 1x105 , Pr = 7 et la concentration Φ = 0 (eau).
Implementation OpenMP
La technologie OpenMP permet de de´velopper rapidement des applications paralle`les res-
tant proches du code se´quentiel. Cependant, il faut tout d’abord savoir quelles sont les parties
du code paralle´lisables et qu’elles sont les parties se´quentielles. Pour de´tecter la partie paral-
le´lisable, on sait que le calcul des variables macroscopiques et la collision sont des ope´rations
lourdes et, par la suite, ils sont candidats a` eˆtre paralle´lise´s. Une autre alternative est d’analy-
ser les outils informatiques qui montrent quelles sont les fonctions qui utilisent plus de temps
pour calculer (ils sont habituellement connus comme outils de profilage). L’outil qui est utilise´
pour faire le profilage du code avec les instructions OpenMP est gprof . La table A.1 montre
les sorties de gprof pour une simulation avec un maillage de 201x201. Les statistiques de gprof
pre´sentent entre autres le temps utilise´, la quantite´ d’appels sur une fonction et le nom de la
fonction (la me´thode) concerne´e (pour des questions de simplification on se limite a` ces trois).
Un re´sume´ du profilage, base´ sur 100 cycles, est pre´sente´ a` la Table A.1. Les statistiques
obtenues permettent de regarder les fonctions qui utilisent plus de temps (seulement les
plus repre´sentatives ont e´te´ affiche´es). Les getters et les setters (les fonctions get() et set())
seront exclues de l’analyse. Quoiqu’elles utilisent des temps repre´sentatifs, c’est duˆ a` une
grosse quantite´ d’appels. Les fonctions de propagation me´canique (propagate()) et thermique
(propagateT()) seront cible´es pour la paralle´lisation. Les fonctions de calcul des parame`tres
macroscopiques (update() pour la partie me´canique et updateT() pour la partie thermique)
sont aussi candidates a` la paralle´lisation.
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Temps Appels Fonctions
13.01 100 D2Q9Lattice : :propagate()
11.03 44441100 Site : :getF()
10.92 28280700 Site : :getFT()
10.25 100 D2Q9Lattice : :propagateT()
9.04 774143 LBGKT : : :LBGKT()
7.17 3960100 LBGKT : :update()
5.84 3960100 LBGKT : :collision()
5.84 3960100 LBGKT : :updateT()
4.52 37081300 Site : :setF()
4.19 20802505 Site : :setFT()
Table A.1 Profilage du code paralle´lise avec OpenMP
Le pseudocode suivant montre comme paralle´liser une instruction de type re´pe´titif utili-
sant des instructions OpenMP sur un maillage de dimensions NxM (pour plus de de´tails sur
les instructions OpenMP (voir Chapman et al. (2008)) :
#pragma omp parallel
{
#pragma omp for schedule(dynamic)
for(int x=1; x<=N; x++) {
for(int y=1; y<=M; y++) {
Calcul_variables_Macroscopiques();
Collision();
}
}
}
On fera des cas de tests avec diffe´rents types de maillage (201x201, 401x401, 801x801 et
1201x1201) pour calculer l’acce´le´ration. On utilisera une station de travail Phenom avec 8
coeurs et 8 GB de me´moire vive. Les re´sultats de temps sont montre´s a` la Table suivante :
Analyse et discussion des re´sultats pour OpenMP
Les re´sultats de la Table A.2 montrent le temps employe´ pour faire 100 cycles. Nous
constatons qu’au fur et a` mesure que nous augmentons les nombres de processus (de pro-
cesseur) le temps d’exe´cution diminue. Une autre caracte´ristique repre´sentative est le calcul
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de l’acce´le´ration calcule´e comme le rapport entre le temps employe´ par n processus sur le
temps employe´ par une processus que nous pre´sentons a` la Table A.3. On remarque que l’ac-
ce´le´ration semble atteindre une limite aux environs de 2.5, cette limite peut s’expliquer par
les e´tapes, ne´cessaires au calcul, ou` les processus doivent s’attendre les phases se´quentielles
qui s’appliquent a` l’ensemble des donne´es (par exemple, toutes les cases doivent avoir fini la
phase des calculs des variables macroscopiques avant d’entrer dans la phase collision).
Nombre de Processeurs / Grille 1 2 4 6 8
201x201 13 9 7 6 5
401x401 52 36 26 22 22
801x801 202 143 111 89 84
1201x1201 453 319 235 200 188
Table A.2 Temps pour calculer 100 ite´rations
Nombre de Processeurs / Grille 1 2 4 6 8
201x201 1 1,4444 1,8571 2,1666 2,600
401x401 1 1,4444 2,000 2,3636 2,3636
801x801 1 1,4126 1,8198 2,2697 2,4048
1201x1201 1 1,4201 1,9277 2,2650 2,4096
Table A.3 Calcul de l’acce´le´ration (tn/t1) pour diffe´rents types de maillage
Implementation MPI
Les deux techniques, OpenMp et MPI, permettent la paralle´lisation de l’algorithme de
Boltzmann sur re´seau, mais il s’agit de deux fac¸ons conceptuellement diffe´rentes. OpenMP
utilise le meˆme espace de me´moire pour tous les processeurs (paralle´lisation a` me´moire par-
tage´e), pendant que MPI permet un de´coupage de la charge de travail parmi diffe´rents or-
dinateurs, i.e, chacun des orde´nateurs rec¸oit un sous-domaine et utilise sa propre me´moire (
paralle´lisation a` me´moire distribue). Les diffe´rents sous-domaines se communiquent les uns
aux autres a` travers d’e´change de messages.
Le de´coupage de domaine est l’ide´e de base pour la paralle´lisation d’algorithme de Boltz-
mann sur re´seau dans le cadre de MPI. Le calcul des variables macroscopiques et la collision
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sont de par leur nature des processus localise´s et ils ne sont pas affecte´s par la se´paration
des sous-domaines. En supposant que la collision a fini, on montrera comme imple´menter
la propagation me´canique. On de´coupera un domaine en deux sous-domaines A et B (voir
la FigureA.1). A` la frontie`re entre les sous-domaines A et B, dans la dernie`re couche du
sous-domaine A, seulement trois composantes de la fonction de distribution postcollision (les
trois qui regardent vers l’haut) sont les valeurs qui vont se propager vers le sous-domaine
B. Il faut copier (e´change de messages) les trois composantes dans une couche fantoˆme du
sous-domaine B (voir la Figure A.2). De fac¸on analogue, dans la premie`re couche du sous-
domaine B, seulement les trois composantes qui regardent en bas sont les valeurs qui vont se
propager vers le sous-domaine A et ils seront passe´s par message a` sa couche fantoˆme. Le cas
thermique est similaire, il faut passer seulement un composant par cellule d’un sous-domaine
a` la couche fantoˆme d’autre (voir la Figure A.3).
Figure A.1 De´coupage du domaine pour l’imple´mentation de MPI
Analyse et discussion des re´sultats pour MPI
Dans ces cas on utilise 5000 cycles avec 3 types de maillages (101x101, 201x201 et
401x401). Pour le maillage de 101x101, l’acce´le´ration atteinte est d’environs 14, pendant
que pour les maillages de 201x201 et 401x401 l’acce´le´ration atteint aux environs 10. On peut
observer que l’acce´le´ration est bien meilleure qu’en me´moire partage´e (il faut clarifier que
pour faire les cas de tests, la lecture et l’e´criture des donne´es aux fichiers est enleve´e pour
souligner seulement sur les calculs).
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Figure A.2 Couche fantoˆme du domaine B.
Figure A.3 Decoupage du domaine pour l’imple´mentation de MPI
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E´volution de l’optimisation
Pour pouvoir faire des comparaisons, certaines simulations ont e´te´ faites sur une machine
de processeur i5 avec 4 cœurs et 6 GB de me´moire RAM. Des re´sultats obtenus sont montre´s
aux Tables A.4, A.5, A.6 et A.7 avec des maillages de 40x40, 100x100, 200x200 et 400x400. La
colonne “optimisation” montre les types d’optimisation : “-03” pour un seul cœur, OpenMP
avec 4 coeurs et MPI dans un ordinateur. La colonne “erreur”, qui indique l’erreur relative
de convergence, est montre´e pour la ve´rification de la consistance des re´sultats (des donne´es)
et la colonne Temps repre´sente le temps en secondes pour faire 10.000 cycles.
Optimisation Erreur Temps(sec)
-03 0.035758 9
OpenMP 0.035758 6
MPI 0.035758 5
Table A.4 Comparaison de trois types d’optimisation. Maillage 40x40
Optimisation Erreur Temps(sec)
03 0.035844 127
OpenMP 0.035844 67
MPI 0.035844 54
Table A.5 Comparaison de trois types d’optimisation. Maillage 100x100
Optimisation Erreur Temps(sec)
-03 0.0357 532
OpenMP 0.035843 287
MPI 0.035843 243
Table A.6 Comparaison de trois types d’optimisation. Maillage 200x200
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Optimisation Erreur Temps(sec)
-03 0.035842 2036
OpenMP 0.035842 1058
MPI 0.035842 944
Table A.7 Comparaison de trois types d’optimisation. Maillage 400x400
Finalement, en partant du code initial se´quentiel, nous observons une ame´lioration de
temps de calcul au fur et a` mesure que les techniques de paralle´lisation e´taient applique´es.
De plus, sur un meˆme ordinateur (sur les coeurs d’un meˆme ordinateur), on obtient plus
d’efficacite´ avec l’imple´mentation MPI qu’avec OpenMP. En faite, l’ide´e de de´couper en
sous-domaines conduit a` une meilleure utilisation des ressources des machines paralle`les.
