In the traditional method of edge detection by using grey prediction model, for the denominator (development coefficient) in the time response sequence of the classic GM(1,1) model may approach to the ill-condition of 0 when the original sequence constituted by the local image data is very close, we apply another model GM(1,1,C) from the grey prediction model family into image edge detection. Firstly choose pixel sequences from four main texture directions as the original sequence of grey prediction model, carry out the operation of GM(1,1,C),then the fitted residual sum for each sequence is calculated and the difference between the maximum residual sum of the sequences and the minimum residual sum in the same neighborhood is used as an indicator of the local neighborhood fluctuation of the image to measure degree of being edge, and finally set a threshold to extract the edge. The experimental results show that the proposed algorithm can obtain better effect.
INTRODUCTION
Image edge detection has always been a hot topic in the field of image processing. The effect of edge detection directly affects the subsequent processing and analysis of the image. With the emergence and development of grey system theory (Deng, 2002) , the application of grey prediction theory to image processing has aroused the attention and interest of many scholars in recent years.
Originally, the gray-scale value of pixels of the digital image is generally not suitable for the use of grey prediction modeling, because the grey prediction modeling requires the original data to show a monotonous change, and image data geometrically only along the texture will have a certain degree of monotony. However, in the edge detection process, when the original sequence is established in a fixed order, the prediction model will show a large error in the edge region of the image, but the prediction accuracy is high when the neighborhood of the image is smooth. Therefore, we can use the accuracy or error of prediction model in different regions of the image to detect the edge of the image (He, Huang and Chen, 2005) . This is the most fundamental ideas and basis of grey prediction model applied to the image edge detection process.
At present, there are some inherent problems in the image edge detection algorithm with grey prediction model. For example, in the grey prediction of the center point of the image neighborhood window, if the image neighborhood pixel gray value is very close, the development coefficient of the grey prediction model of the image will be very close to zero (Hu, Fu and Li, 2006) ,which results in a denominator of zero in the formula for the time response sequence of the GM(1,1) model. So the determination of the order of the original sequence of GM(1,1) is still the bottleneck of the application and development of grey prediction model in image processing.
In the literature (Li and Dai, 2007; Xie, Wang and Xie, 2008; Zhou and Zhang, 2007) , the grey prediction model is applied to the image edge detection, in which they all use a phenomenon: The grey prediction model has high precision in the smooth region of the image and low accuracy in the edge region of the image, so the prediction precision can be seen by calculating the difference between the predicted value and the actual pixel value. The larger the difference, the more likely the edge point, the smaller the difference, the more likely the point is non-edge points. The difference between these documents is that the selection method of the original sequence is different in the grey prediction modeling, that is, what direction and what order in the neighborhood window, how to select the neighborhood pixels, how many neighborhood pixels (Li and Dai, 2007) , what form of models (Xie, Wang and Xie, 2008) , with what other methods combined (Zhou and Zhang, 2007, Wang, Wang and Zhang, 2011) , and so on, the views of these issues is still a matter of opinion, divergent views, not yet fully consistent approach. Methods to solve these problems can be summarized into two categories: First, combined with the previously mentioned image texture characteristics and local information distribution law to select the appropriate neighborhood data points; the second is to combine the characteristics of image data to choose the right grey prediction model form.
In this paper, the GM(1,1,C) model is established for four main texture direction pixels in the image neighborhood window. Considering that the pixel gray value continuity along the image texture direction is better, the grey prediction precision is higher and the fitting residual value is smaller, and the prediction accuracy of the model is different between the edge region and the non-edge region, a new edge detection algorithm is proposed.
INTRODUCTION TO GREY PREDICTION MODEL
The grey prediction model is the core content and the classical part of the grey system theory. Since the date of the birth of grey system theory, grey prediction theory has aroused the great interest of scholars and experts. Different from the traditional regression model, the grey prediction model can get better accuracy in the case of less data (generally considered as least 4 sample data) and poor information, which overcomes the problem that the traditional statistical method requires large capacity of the sample database.
The basic process of the grey prediction model is that the grey prediction model is generated by the accumulation of the original sequence, so that the exponential law contained in the grey system is presented. By discrete approximation of the first order differential equation, the discrete grey forecast model with parameters is established. The least squares method is used to estimate the parameters. Then, the newly generated prediction sequence is inversely accumulated and restored to get the approximate sequence of the original sequence. Finally, the prediction sequence can be obtained by extending time of the fitted sequence which meets the precision requirement.
In the grey prediction model, the most classical is the GM(1,1) model. Definition 1 (Deng,2002) Let the original sequence be nonnegative
( 1) x is the one-time accumulation sequence of
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z (or background value) is the mean sequence generated by consecutive neighbors of
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By the least squares estimation parameter method, the parameter column of GM (1,1) model is satisfied
Theorem 2 (Deng, 2002) Suppose P , Y , B as described in Theorem 1, then The time response of GM(1,1) model
( 1) (1) 1, 2, ,
The restored value of the original sequence is
The parameter a  is called the development coefficient, which reflects the development trend of the sequence, that is, the speed of the curve change. b is called the grey action, which is extracted from the background value of the data, reflecting the relationship between data changes.
EDGE DETECTION ALGORITHM

Idea of Algorithm
In the neighborhood of the image, groups of three pixels in four typical texture orientations (i.e., "horizontal", "longitudinal", "main diagonal", "diagonal") are selected according to the texture distribution of the image as the original sequence, as shown in Figure1. ( The grey system theory generally requires at least four data to model. They (Tang and Chen, 2005) pointed out that the interval of three data points can averagely generate new data by consecutive neighbors. In other words, you can insert data between the first data point and the second data point, the second data point and the third data point to expand the three data points to five data points , which is conducive to the establishment of gray prediction model.
In the traditional grey prediction model, when the development coefficient a  is equal to 0, the denominator is 0, and the model has no significance. However, it is easy to cause a  to approach to 0 when the original model of grey model is very close, which leads to the prediction of ill-condition. In order to prevent this situation from appearing in the grey prediction of the image, we derive GM(1,1,C) (Deng, 2002) from GM (1,1) model for prediction, which can effectively avoid the predicted sick situation (Huang, Xie and Zhang,2008) .
Since the four main texture directions in the neighborhood window of 3  3 pass through the center point of the image neighborhood, that is, pass through the middle point of the original sequence, so here we can construct grey prediction modeling with the five data.(There are three data, insert two data through interpolation, so for each group of original sequence, the data is five.)
You can select the gray value of the middle pixel as the initial value, and then get the grey prediction model. The GM(1,1,C) fitting formula for five data with the third point as the known condition is deduced (Deng, 2002) .
Defined by GM (1,1) ,which is also known as GM (1,1,D), there are
Using the mean formula generated by consecutive neighbors of once accumulating, we can have
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Substituting equation (10) into equation (9), (13)- (12),the following result is obtained.
(1 0.5 ) ( 1) 
(1 0.5 ) ( 1) (1 0.5 ) ( )
From the above equation (18),we can get
Therefore, when the center pixel of the image neighborhood (i.e., the third data of the modeled original sequence) is given, Finally, the residual sums of the grey prediction models in each direction of the four texture directions are calculated. The smaller the residuals are, the higher the prediction accuracy of the grey prediction model is, and the pixels in the sequence are more likely to be closer to the pixel gray value in the direction. Then, the difference between the maximum and the minimum of the sum of the residuals of the model in the four directions in the neighborhood of the image is calculated. If the center point of the image is in the edge region, the difference between the maximum and the minimum of the residuals of the grey prediction model in the true texture direction and the non-texture direction will be larger, and when the center pixel of the image is in the smooth region, the grey prediction residuals of each image should be close to each other because the gray value of each pixel is not fluctuant. Therefore, the difference between the maximum value and the minimum value will be relatively small. Then, we can set an appropriate threshold, which can extract the edge of the image.
Algorithm Steps and Flow Chart
In step 1, four sets of data are selected according to the texture direction shown in the figure1 in the of the 2, , 1 j N    ） as edge characteristics of the image.
In step 9, through multiple attempts, set the threshold  , and then make the following binary processing.
Finally, by setting a threshold edge detection image is obtained. 255,
The main framework and flow chart of the algorithm is shown as in Figure 2 . The results of algorithm analysis: From the results of the experimental image, only the effect of Prewitt and Roberts operators are better, where the basic contours of the image are detected, and the edge of the object is basically detected, but the strength of edge detection is not enough, some weak edge is not very continuous, while canny operator and log operator have over-detection problems, resulting in a lot of grass on the ground texture and the background part of the distance have been detected, but the effect of camera people this goal of the test results is a little general; When the edge detection algorithm based on the grey prediction model proposed in this paper is applied to the original image, we can set different thresholds according to the subsequent processing requirements, and control the strength of the edge detection according to the threshold value. From the detection results, when the threshold is set to 0.20,0.24,0.36,0.44, the edge of the image is very weak, that is, as the threshold increases, more pseudo-edge was excluded, but it is also possible to make the normal edge missing, so how to set an intelligent method for selecting optimal threshold will be the follow-up study needing to be work hard. From the result of road surface image processing, Roberts operator is relatively better, and Prewitt operator effect is second; Canny operator and log operator detect too much noise, resulting in the edge of the image nearly hard to be seen clearly, so these two algorithms is not suitable for the detection of road surface crack image. The algorithm proposed in this paper sets a number of thresholds, and detects some of the double edge, leading to that crack edge is strengthened, and the visual effects of cracks become sharpened, so that the edge part can be clearly presented. It is a better road surface image processing algorithms, which is worth further study to obtain more satisfactory results.
