Abstract. Latent Dirichlet allocation is a fully generative statistical language model that has been proven to be successful in capturing both the content and the topics of a corpus of documents. Recently, it was even shown that relations among documents such as hyper-links or citations allow one to share information between documents and in turn to improve topic generation. Although fully generative, in many situations we are actually not interested in predicting relations among documents. In this paper, we therefore present a Dirichlet-multinomial nonparametric regression topic model that includes a Gaussian process prior on joint document and topic distributions that is a function of document relations. On networks of scientific abstracts and of Wikipedia documents we show that this approach meets or exceeds the performance of several baseline topic models.
Introduction
One of the most fundamental problems in information retrieval is the extraction of meaningful, low-dimensional representations of data. In computer vision, where it is natural to represent images as vectors in a high-dimensional space, they represent e.g. visual words and have been used for face and object recognition or color classification. Social networks such as Flickr, Facebook and Myspace, allow for a diverse range of interactions amongst their members, resulting in temporal datasets relating users, media objects and actions. Here, low-dimensional representations may be used to identify and summarize social activities. If the data are words of documents, low-dimensional representations yield topic models representing each document as a mixture of a small number of topics and each word is attributable to one of the topics.
Topic models, originally explored by Deerwester et al. [9] , Hofmann [13] , Blei et al. [5] , Griffiths and Steyvers [11] , Buntine and Jakulin [6] , and many others, have received a lot of attention due to their simplicity, usefulness in reducing the dimensionality of the data, and ability to produce interpretable and semantically coherent topics. They are typically fully generative, probabilistic models that uncover the underlying semantic structure of a document collection based on an hierarchical Bayesian analysis, see e.g. [3] , and have been proven successful in a number of applications such as analyzing emails [19] , classifying natural scenes [16] , detecting topic evolutions of a document corpus [4, 31] , analyzing the human semantic memory [30] , and many more.
The starting point for our analysis here is an often perceived limitation of latent Dirichlet allocation (LDA), which is one of the most popular and commonly used topic models today [5] : it fails to make use of relations among documents. Nowadays, however, networks of documents such as citation networks of scientific papers, hyperlinked networks of web pages, and social networks of friends are becoming pervasive in machine learning applications. Consider a collection of hyperlinked webpages. LDA uses the word distribution within the body of each page only to determine a per-document topic distribution. More precisely, LDA models each document as a mixture over topics, where each vector of perdocument mixture proportions is assumed to have been drawn from a Dirichlet distribution with the hyperparameters α shared among all documents. Webpages, however, do not exist in isolation: there are links connecting them. Two pages having a common set of links are evidence for similarity between such pages. For instance, if W1 and W2 both link to W3, this is commonly considered to be evidence for W1 and W2 having similar topic distributions. In other words, relational knowledge can further reveal additional correlations between variables of interest such as topics. Therefore, it is not surprising that several fully generative relational topic models have been proposed recently, see e.g. [2, 12, 20, 23, 7] , that take correlations among inter-related documents into account. They have been proven to be successful for modeling networks of documents and even for predicting relations among documents. However, adding additional complexity such as relations to a fully generative model generally results in a larger number of variables to sample and in turn in a more complicated sampling distribution. Thus, the flexibility of relational topic models comes at the cost of increasingly intractable inference. If we are actually not interested in predicting relations, this is an unnecessary complication.
Our main contribution is a novel relational topic model, called xLDA. At the expense of not being able to predict relations among documents anymore, we condition topic models on the metadata such as the relations among the documents (citations, hyperlinks, and so on) as well as attributes describing each document d (authors, year, venue, and so on) provided in the data. Specifically, xLDA is a Dirichlet-multinomial (nonparametric) regression topic model that includes a Gaussian process prior on joint document and topic distributions that is a function of document attributes and relations. That is, given metadata such as relations we generate a per-document α d , the (hyper-)parameters of a Dirichlet distribution. Then, we model each document using LDA with the generated α d . Intuitively, documents from the same authors, or published in the same conference, or being related by citations are stronger correlated than other documents. The more correlated two documents are, the more likely they have similar topics. Because all the relational information is accounted for in the document-specific Dirichlet hyperparameters α d , the sampling phase of xLDA is no more complicated than a simple LDA sampler. In other words, we sacrifice flexibility for a relatively simple inference. Moreover, we can extend the basic xLDA model through topic meta-information that allows us to express or even to learn conditional independencies that cannot be explained well by the document meta-information only. On networks of scientific abstracts and of Wikipedia documents we show that xLDA meets or exceeds the performance of several baseline topic models.
We proceed as follows. After touching upon further related work, we will introduce the xLDA model in Section 3. In Section 4, we then discuss its approximate inference and learning methods. Before concluding, we present our experimental evaluation.
Related Work
Network data is currently receiving a lot of attention. Several latent variable models that decompose the network according to hidden patterns of connections between its nodes have been proposed, see e.g. [33, 15, 1] . Indeed quite powerful, these models mainly account for the structure of the network, essentially ignoring the observed attributes of the nodes. Relational matrix factorization approaches such as [28, 17, 14] are not tailored towards discovering topics.
Recently, several relational topic models have been proposed that also take the observed attributes of nodes, i.e., documents into account [2, 12, 20, 23, 7] . They are all fully generative models and due to the additional relations modeled have a more complicated sampling distribution. If we are not interested in predicting relations, this is an unnecessary complication and conditioning on the relations is an attractive alternative.
The idea of conditioning topic models on metadata is not new. Several models have been proposed in which a hidden variable selects one of several topic models conditioned on some metadata. For instance, Rosen-Zvi et al.'s authortopic models [26] generates words by first selecting an author uniformly from an observed author list and then selecting a topic from a distribution over topics that is specific to that author. Mimno and McCallum [21] extend this authortopic model to the author-persona topic model that associates multiple topical mixtures with each individual author. McCallum et al. [18] employ the "conditioning" idea to model authors and recipients of email, and Dietz et al. [10] use it for inferring the influence of individual references on citing papers. Recently, Mimno and McCallum [22] introduced the Dirichlet-multinomial regression topic model. It includes a log-linear prior on document-topic distributions that is a function of observed features of the document, such as author, publication venue, references, and dates. An investigation of this model was the seed that grew into the current paper. It is important, however, to distinguish xLDA from Mimno prior belief on topic proportions,
preference of a topic k over the vocabulary with n φ k,n = 1 α values of the pages in this chain. In contrast, a relational probabilistic model such as a Markov logic network would -without additional modeling effortignore all training pages in this chain besides the endpoints due to the Markov assumption, see [27] for more details. In addition, most state-of-the art probabilistic relational models focus on discrete quantities and not continuous ones such as α. The topic model we propose, called xLDA, is a model of data composed of documents, which are collections of words, and relations among them. It is graphically depicted in Fig. 1 and consists essentially of two phases: (1) a relational Gaussian process (GP) phase, and (2) a document-specific LDA phase. In the relational GP phase, given the per-document metadata Y , the relations R among the documents and some optional meta-information for topics X, we generate the per-document α d Dirichlet hyperparameters for each document. To do so, we use Silva et al.'s [27] directed mixed graph Gaussian process framework as it propagates training α d through other training documents' α d (as discussed in the related work section). Then, in the LDA phase, we run standard LDA using the generated α d for each document d. We assume that each latent α d,k is a function value of document metadata y d , document relations r d and topic metadata x k . The (optional) topic-metainformation x k allows one to accommodate for correlations not well explained by document metainformation only. All the function values are drawn from a GP prior with mean zero and covariance function c((
That is, we use a distinct Dirichlet distribution Dir(α d ) with hyperparameters α d as predicted by the Gaussian process. However, we have to be a little bit more careful: we have to ensure that the α d s are positive. We do so by predicting a noisy τ d ∈ τ , the logarithms
The xLDA topic model integrates heterogeneous information, namely the per-document metadata and the relations among documents, into a single probabilistic framework. The dependencies from different sources are captured in a natural and elegant way. Moreover, it can directly be used in combination with various existing relational GPs to realize multiple relations, relation prediction using fully generative relational models [8, 32] -of course to the expense of a more complicated GP inference step -or even transfer learning among topic models [34] .
Let us now discuss the prior distribution and how to generate words and documents in more details.
Prior Distribution: For each document, we introduce a K-dimensional vector α d where each value α d,k denotes the preference of a document d on a topic k. It is a function of the document's metadata y d , its relations r d , and the (optional) latent topic meta-information x k . Additionally, to meet the constraint on Dirichlet parameters, i.e. . . K} has a multivariate Gaussian distribution with mean and covariance matrix defined in terms of the mean and covariance functions of the GP, see e.g. [25] . Without loss of generality, we assume zero mean so that the GP is completely specified by the covariance function only.
In other words, to define the GP prior it is enough to specify the covariance function c ((y d , r d , x k ), (y d , r d , x k ) ). How does it look like in our case? The input features of τ d,k include document-oriented information, namely y d and r d , and topic-oriented information, namely x k . Therefore, we decompose the overall covariance as a product of two types of covariances, i.e.,
. Then, we notice that the document covariance component c d involves per-document metadata and relational information. Unfortunately, it is difficult -if not impossible -to represent both jointly using a single kernel only. Consequently, we borrow the underly assumption in Silva et al.'s relational GP model [27] 
The decomposition of the covariance matrix is based on the direct sum and tensor product of kernels [25] .
For the per-document respectively per-topic covariance functions c y (y d , y d ) respectively c x (x k , x k ), we can select any Mercer kernel. A typical choice is the squared exponential covariance function with isotropic distance measure:
where κ and ρ are parameters of the covariance function, and y d,s denotes the s-th dimension of the attribute vector y d . For the relation-wise covariance function c r (r d , r d ), any graph kernel is a natural candidate [29, 35, 27] . Here, we used the p-steps random walk kernel:
where γ (with γ ≥ 2) and p are the two parameter of the graph kernel and = I − G −1/2 W G −1/2 . The matrix W denotes the adjacency matrix of a weighted, undirected graph, i.e., W i,j is taken to be the weight associated with the edge between i and j. G is a diagonal matrix with entries g i,i = j w i,j . Here, mutiple relations could be encoded by weighted sum of graph kernels, kernels over weighted graphs (also to incorporate link counts) [24] or multi-relational GP's [32] .
The overall covariance matrix Σ (a DK × DK matrix) computed with the covariance function c((
where ⊗ denotes the Kronecker product between two matrices. The matrix Σ Y is a D × D matrix that represents the per-document metadata covariances between documents. It is computed using (1). The matrix Σ R is also a D×D matrix that represents the relation-wise covariances between documents' metadata. It is computed using (2) . The sum Σ D = Σ Y + Σ R represents the document-oriented covariances. Finally, Σ T is a K × K matrix that represents the covariances between (optional/latent) topic metadata. Every element (k, k ) of Σ T is computed based on the latent attributes x k and x k of topics k and k using (1). Together, this leads to the following prior distribution:
where τ denotes the logarithmic level of the α = (α 1,1 . .
Generating Documents and Words: Given the prior N (0, Σ) and hyperparameters β, the generative process for documents and their words is as follows:
The model therefore includes the following fixed parameters: the hyperparameters of the covariance matrix Σ; β, the Dirichlet prior on the topic-word distributions; and K, the number of topics.
Inference and Learning
With the xLDA model defined, we now turn to approximate posterior inference and parameter estimation. The main insight for both is that knowing α d-separates the relational Gaussian process phase and the LDA phase.
Inference: We predict α given the metadata and the relations and then run any LDA sampler.
Learning: Given α, (1) the GP phase of xLDA is no more complicated than a standard XGP, and (2) the sampling phase of xLDA is no more complicated than a simple LDA sampler. Thus, we can train xLDA using a stochastic EM sampling scheme. That is we alternate between sampling topic assignments from the current prior distribution conditioned on the observed words, features and relations, and numerically optimizing the parameters of the relational Gaussian process given the topic assignments. For that we need the gradients of the (log)likelihood for parts of the model that contain the GP prior respectively the topics Z. The likelihood can be found to be P (τ, z|GP ) = P (τ |GP )P (z|τ ) with τ = log(α) . Due to (3), the first term on the right-hand side is
The second term can be written as (see [11] for details)
Consequently, the log likelihood is LL = log P (τ |GP ) + log P (z|τ ) = = − 1 2
The derivative of LL with respect to τ can be found to be:
With respect to each element
where Ψ (·) is the logarithmic derivative of the Gamma function. This completes the partial derivative of LL w.r.t τ d,k = log(α d,k ). In other words, we can numerically optimize the α d,k respectively τ d,k values given topic assignments. The partial derivatives of the GP with respect to (hyper)parameters are essentially the same as for standard Gaussian processes; they only appear in llgp, which is the standard data log-likelihood of GPs. Only due to the use of the Kronecker product, the derivatives look slightly different than the standard ones. Let us exemplify this for the (optional/latent) topic metadata; the other ones can be found in a similar fashion. We note that
with Σ = Σ D ⊗ Σ T where ⊗ denotes the Kronecker product. Then, we can find
where we have
Σ * is the covariance of the training input. In our current setting, it coincides with Σ. For sparse extensions, however, it might be different. Now, we have all gradients together required to implement the stochastic EM approach.
Experimental Evaluation
Our intention here is to explore the relationship between the latent space computed by xLDA and the underlying link structure. More precisely, we investigated the following question:
(Q) Does the latent space computed by xLDA capture the underlying link structure better than LDA respectively xLDA without relational information?
To do so, we implemented LDA and xLDA in Python and C/C++. We used a standard conjugate-gradient optimizer and a collapsed Gibbs sampling-based LDA trainer. We also compared xLDA with Chang and Blei's recent relational topic model (RTM) [7] . All experiments ran on a standard Intel(R) Core(TM)2 Duo CPU with 3 GHz and 4GB main memory. All LDA and xLDA models were initialized with Dirichlet hyperparameters set to 5. The parameters of the p-steps graph kernel were set to γ = 2.0 and p = 3.0. (While we omit a full sensitivity study here, we observed that the performance of the models was similar for p = 1, 2, . . . , 8).
Description of the Datasets:
For the experiments, we used two datasets: a small dataset 1 of Wikipedia web pages used by Gruber et al. [12] and the Cora dataset 2 (abstracts with citations) used by Chang and Blei [7] . The Wikipedia dataset is a collection of 105 web pages with in total 89349 words and 790 links between the pages. Gruber et al. downloaded the web pages from Wikipedia by crawling within the Wikipedia domain, starting from the NIPS Wikipedia page. The vocabulary consists of 2247 words. The Cora dataset is a collection of 2410 abstracts from the Cora computer science research paper search engine, with in total 126394 words and 4356 links between documents that cite each other. The vocabulary consists of 2961 words. Directed links were converted to undirected links, and documents with no links were removed. For Wikipedia, we also excluded the links of the "Machine Learning" Wikipedia page as it essentially linked to all pages. Furthermore, we turned the link structure into the co-citation link structure. That is if two documents link to another common document, we added an undirected link between these two documents.
Experimental Protocol: Due to the transductive nature of our datasets, we considered how well the models predict the remaining words of a document after observing a portion of it. Specifically, we observe p words from a document and are interested in which model provides a better predictive distribution of the remaining words P (w|w 1 , w 2 , . . . , w p ) . To compare these distributions, we use perplexity, which can be thought of as the effective number of equally likely words according to the model:
where Θ denotes the model (hyper-)parameters. Specifically, for each dataset, we created p% / (100 − p)% train / test splits of the words per document for p = 10, 20, 30, . . . , 90. We trained the models on each training set and evaluated the perplexity on the corresponding test set. We compared LDA, xLDA without relational information, which is identical to DMR with identity matrix (DMR id) and to LDA with hyperparameter optimization, DMR with relations as document attributes (DMR ra, this is essentially Mimno and McCallum's original DMR model [22] but now using a GP and treating the relations as per-document attributes), and xLDA using the co-citing information (xLDA). Both xLDAs estimated no topic metadata; its correlation matrix was set to the identity matrix. Each experiment was repeated 5 times, each time using a different random order of the words per document.
As noted by Gruber et al. [12] , relational and non-relational LDA models can very well be of comparable quality in terms of perplexity on a dataset. The assignment of topics to documents, however, can be quite different. To measure this effect, we also report the Hellinger distances among related documents, i.e., documents are co-linked. Consider two documents
If a model captures the link structure well, we expect the Hellinger distance smaller between co-linked documents.
Additionally, although we are not interested in link prediction per se, we followed Chang and Blei [7] and evaluated the predictive link-likelihood of our models by first fitting the LDA models to the documents (on the full dataset) and then fitting a logistic regression model to the observed links, with input given by the Hadamard (element-wise) product of the latent class distributions of each pair of documents. That is, we first perform unsupervised dimensionality reduction, and then regression to understand the relationship between the latent space and underlying link structure. Here, we additionally compare to RTM [7] . Finally, we investigated the benefit of latent topic meta-information. We ran xLDA estimating latent topic metadata (xLDAmtic) on the Wikipedia dataset with and without co-citation relations assuming 10 topics. We show the estimated covariance matrices and qualitatively compare the correlations found with the topics found.
Results:
The perplexity results on Cora, Fig. 2(a) , clearly show that xLDA can significantly be less uncertain about the remaining words than LDA and DMR (K = 25). The reason is that after seeing a few words in one topic, xLDA uses the link structure to infer that words in a related topic may also be probable. In contrast, LDA cannot predict the remaining words as well until a large portion of the document has been observed so that all of its topics are represented. Only when a very small number of words have been observed, the difference starts to vanish. This performance gain was also very stable when varying the number of topics as shown in Fig. 2(b) . For larger numbers of topics, LDA starts to break down compared to DMR and xLDA. This effect can be broken when optimizing the Dirichlet hyperparameters for each document separately as essentially done by DMR id. Again, however, xLDA can make use of the link structure to infer that words in a related topic may also be probable. That xLDA captures the link structure better is best seen when considering the Hellinger distances between co-linked documents as shown in Fig. 2(c) . Most surprisingly, however, in predicting links based on the topics proportions only, xLDA's performance is even comparable with RTM's, a recent fully-generative model.
The perplexity results on Wikipedia, Fig. 3(a) , show a similar result. When a small number of words have been observed, there is less uncertainty about the remaining words under DMR and xLDA than under LDA (K = 25). Given that this dataset is much smaller, we can better observe that LDA cannot predict the remaining words as well until a large portion of the document has been observed so that all of its topics are represented. Zooming in, we found the LDA topics on this dataset were of comparable quality, even slightly better, cf. Fig. 3(b) . The assignments of topics to documents, however, are very different. xLDA's Hellinger distances between co-linked documents, as shown in Fig. 3(c) , is significantly lower for larger number of topics. Table 1 additionally shows for two Wiki pages the 5 nearest Wiki pages. As one can see, xLDA gets more related pages closer together. Again kind of surprising, in predicting links based on the topics proportions only, xLDA's performance is even comparable with RTM's performance.
Finally, Figure 4 shows the latent topic metdata correlations estimated by xLDA with and without co-citations on the Wikipedia dataset. Without link information, Topic 6 is unrelated to any other topic. This is not surprising as it is about cities (Denver and Vancouver, the current and previous venues of the NIPS conference). When we make uses of the link structure, however, it gets correlated to the meta information of topic 4, science and intelligence. Also the metadata of topics 1,2,3 of the NIPS conference get more correlated. Note that we used only one-dimensional topic metadata x. To model richer correlations, one should move to higher dimensions.
To summarize, our experimental results clearly affirmatively answer our question (Q): the latent space computed by xLDA captures the underlying link structure better than LDA respectively xLDA without relational information.
Conclusions
The xLDA model is a new topic model of networks of documents. It can be used to analyze linked corpora such as citation networks, linked web pages, and social networks with user profiles. We have demonstrated qualitatively and quantitatively that the xLDA model provides an effective and useful mechanism for analyzing and using such data. It significantly improves on non-relational topic models, integrating both node-specific information and link structure to give better predictions.
The xLDA model provides a useful complement to fully generative relational topic models such as hyper-linked LDA [12] and the RTM [7] , which can make predictions on relations. More importantly, it opens the door to statistical relational reasoning and learning techniques in general. It is a very attractive avenue for future work to explore this connection and to build knowledge rich topic models using probabilistic relational models such as Markov logic network or ProbLog. 
