Humans frequently produce emergent properties or associates when combining concepts in new ways. This presentation will examine the manner in which concept combination can generate emergent properties suggesting that the process is abductive in nature. A tensor based approach is used to model concept combinations which allows such combinations to be viewed as interactions in a quantum-like way. Free association norm data is used to motivate the underlying basis of the dimensional space. Concept combinations will be viewed in a spectrum according to the degree of nonseparability of the corresponding tensor representations. It is conjectured that non-separable tensors correspond to conceptual combinations with the propensity to yield emergent property.
Introduction
Consider the concept combination "beach bike". Human subjects readily ascribe the property "thick tire" to this combination when it is not a property ascribed to "beach", or "bike" in isolation. In other words, the property can be condidered emergent. How concept combination can generate emergent properties and how this may relate to abduction is the subject of this presentation.
Concept combination is still largely an open question within cognitive science. Broadly speaking there are two approaches. Schema-based theories of conceptual combination (e.g., [17, 20] ) propose that the head noun is a schema-structure made up of various dimensions (e.g., colour, size, shape etc). These dimensions form slots which can be altered or filled by the modifier noun. Murphys [17] specialisation model extends the schema-model to account for noun-noun combinations by including slots in the header that represent relations, and secondary elaboration process. Thus the concept "dog", as well as containing slots such as colour, size, and shape, may also include relational dimensions such as functions, behaviours and habitat [17] . In the combination "beach bike, "beach would fill a relational slot such as "for riding on. Elaboration processes would then infer based upon the properties of sand and tires, that typical tires would sink in sand, and thus need to be thicker than usual, with deep tread, etc. According to Wisniewski (1997) this elaborative process involves the construction of a plausible scenario, including the role that each constituent plays in the scenario. Thus a "bike" plays the role of transport and "beach" the role of surface while the scenario may be recreation, racing etc.
The structure mapping theory of conceptual combination holds that similarity judgments and analogical reasoning depends upon a process of aligning shared dimensions, and finding alignable differences between the concepts [11, 12, 16] . Wisniewski [20] proposed that there were three types of conceptual combination:
1. Relation linking in which constituents are linked via a relation (e.g., "ladder box" can be interpreted as a box for storing ladders).
2. Property mapping in which one or more properties of the modifier are mapped onto the header, but not the entire representation (e.g., a "zebra crossing" as a painted stripes on the road).
3. Hybridization in which the object is either a conjunction of the two constituents or shares multiple properties of each of them (e.g., a "clock radio" for example has the dual-function of clock and radio).
Wisniewski [20] proposed that property-mapping and hybridization are based upon aligning the dimensions of concepts, and finding alignable differences. Results showed that the degree of similarity affected the type of interpretation. Highly similar combinations tended to be interpreted via property-mapping, e.g., "whiskey beer" as whiskey flavoured beer. Highly dissimilar combinations were more often interpreted via relation-linking, such as "whiskey newspaper" as a newspaper used to conceal a whiskey bottle. Wisniewski thus concluded that a comparison process is an important step in interpreting conceptual combinations. Wilkenfeld and Ward [19] tested the hypothesis that the similarity of individual concepts influences the production of emergent properties for the combination. Similarity is also an indication of alignability of concepts, in that similar concepts (e.g., guitar and harp) share many of the same dimensions (e.g., both have strings, and can be played) and dissimilar concepts (e.g., helicopter and blanket) do not share many dimensions. Wilkenfeld and Ward predicted that low similarity concepts would require more reasoning processes to resolve conflicts, which should result in more emergent properties.
Our hypothesis is that abductive reasoning is involved. Evidence for this can be found when one considers that such reasoning is "ignorance preserving", which has been convincingly argued as being a hallmark of abduction [8] . For example, consider "helicopter blanket". Despite the interpretation we settle on, we are ultimately ignorant whether it is referring to a tarpaulin for draping over a helicopter, or a baby's blanket with a helicopter motif. Furthermore, relation linking would appear to show some similarities with abductive reasoning in literature-based discovery [4] .
2 Concept combination in Conceptual Space: nonseparability, abduction and quantum theory
We are strongly aligned with the view that concept combination should be modelled below the symbolic level of cognition. By this we mean dimensional spaces should be employed. In addition, we agree that a cognitive perspective should be applied in attempts to understand abduction. [6, 7] . Gärdenfors [10] clarifies how schema-based theories of concept combination relate to his geometrically framed model of the conceptual level of cognition. In this article we also adopt a dimensional approach whereby concept combination is modelled by use of tensors. This approach is inspired by the matrix model of memory [13] . The appealing intuition here is that the words being combined can be considered as "interacting", and as we shall see, this opens the door to the intriguing question of whether such interactions can be modelled in a quantum-like way.
By way of illustration, the matrix model of memory would represent the interaction between "beach" and "bicycle" as a dyadic (outer) product of the respective vectors representing the individual words. The result is a rank 2 tensor (a matrix). This matrix representation is sensitive to the basis of the underlying vector space. Rather than representing words as random vectors in a canonical basis, we propose using actual free association data gleaned from human subjects to prime the respective bases corresponding to each word in the combination [18] . For example, when used as a cue in a free association experiment, "beach" produces associates with the following probabilities: "sand" (0.39), "sun" (0.14), "ocean" (0.07), etc. when normed over a number of subjects. Similarly, "bicycle" produces free associates: "ride" (0.23), "wheel" (0.12), "tire" (0.12), etc.. The choice of defining the vector representation of a word in terms of its free associates is deliberate. In free association experiments, no context is served with the cue, consequently the free associates provide a context insensitive spectrum which can be used to model the cue as a vector space [5] . The hope this the context insensitivity will provide a stable and robust basis for the tensor employed to model concept combinations.
When modelling the concept combination "beach bicycle" as a rank 2 tensor, the corresponding basis involves free associate pairs; the first of the pair coming from "beach" and the second from "bicycle". For example, "sand-ride", "sandwheel", "sand-tire". What is more, the magnitudes of these particular pairings will be significantly higher than other pairs dues to "sand" having such a high free association probability. These pairs are illustrative: Can they be considered as the primordial triggers for the emergent property "thick tire", for example, as probes to memory to aid the construction of a plausible scenario. This presentation will aim to address this question in detail. In addition, the pairing due to tensor formation provides a natural foundation to investigate the notion of alignment in conceptual combination described above in terms of how strongly pairs are instantiated.
Finally, there is a growing body of literature describing quantum-like models of the conceptual level of cognition, for example, [2, 1, 9, 3] . Indeed, quantum entanglement has been proposed as a useful way in which to model concept combinations, especially for the case of emergent properties.
The important question is the nature of the realtionship between non-separability and emergent properties, or emergent associates. The literature cited in the previous section suggests that when there is little alignment in the combination, more reasoning (abduction) is involved and hence more emergent properties are produced. The tensor framework just described offers a basis to empirically investigate the separability of concept combinations in terms of the interacting systems. (Each word in a concept combination is akin to a simple quantum system known as a qubit). Tensor spaces are used in quantum theory to model interacting quantum systems. Such systems may become non-separable (entangled). With respect to concept combination, one can imagine a spectrum of effects. Starting from alignable concepts whose properties can be successfully extracted from the combination (i.e., the tensor is factorizable, hence separable), we gradually move through concepts that are less and less alignable. We hypothesize the corresponding tensor representations of the conceptual combinations to be increasingly non-separable yielding emergent properties (as they could not be generated by considering the two concepts in isolation). This presentation will aim to shed detailed light on this non-separability spectrum and lay the theoretical basis for large scale empirical studies of concept combinations and abduction. More generally, this presentation may be considered within the thought provoking hypothesis that quantum theory can be regarded as a theory of emergence. [15, 14] .
