ABSTRACT The aim of this paper is to develop some novel operational laws for a hesitant fuzzy linguistic term set (HFLTS)-based on the improved supplementary regulation and Archimedean t-norms and s-norms. The improved supplementary regulation for HFLTSs can reserve the fidelity of original information commendably, and it brings a new conception to research on information measures of HFLTS. As a hot and key research topic for information fusion, some Archimedean t-norms and s-norms based hesitant fuzzy linguistic aggregation operators are proposed to aggregate HFLTSs. Some essential properties together with their special cases of such aggregation operators are discussed in detail. The entropy and cross-entropy of HFLTSs are proposed and applied to derive the attribute weights. An approach to multiple attributes group decision making with hesitant fuzzy linguistic information is developed. Finally, a numerical example related to the assessment of health-care waste disposal methods is provided to show the utility and effectiveness of our methods, which are then compared to the existing methods.
I. INTRODUCTION
Multiple group decision-making (MAGDM), refers to ranking and selecting the most appropriate alternative(s) by a group of decision makers (DMs) who express their preferences to various attributes, has been regarded as one of the most significant activities in various fields, including consensus process [1] - [3] , decision support systems [4] , [5] and so on [6] - [8] .
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Considering the increasing complexity of societal development, with this recognition comes numerous limiting factors like inadequate knowledge, difficulties in accessing information and so on, DMs are not able to provide information by quantitative values. Instead, they tend to express their preferences by qualitative information. The linguistic approach [9] , [10] , initially proposed by Zadeh, turned out to be an effective tool for handling uncertainty. It has also been extended to several linguistic environments, such as the 2-tuple linguistic representation models [11] , [12] , the intuitionistic 2-tuple linguistic model [13] and so on [14] , [15] . The above linguistic models are based on the elicitation of a single linguistic term (LT), while in real cases, DMs may consider several terms at a time. To overcome such limitations, Rodríguez et al. [16] proposed the concept of hesitant fuzzy linguistic term set (HFLTS). The HFLTS permits the linguistic evaluation assuming several LTs simultaneously, and it provides many advantages in depicting DMs' cognition and preferences. As HFLTS can nicely increase the flexibility in conveying linguistic information, many research works have been investigated. For example, Wang et al. [17] combined a HFLTS with an outranking method for MADM problems. Xu et al. [18] proposed a hesitant fuzzy linguistic LINMAP method for MAGDM problems. Liao et al. [19] developed a hesitant fuzzy linguistic VIKOR method with HFLTSs. Certainly, some significant measures, such as distance and similarity measures [20] , ranking method [21] , and so on [22] , [23] , are defined and taken into account in rapid succession.
A crucial step in MAGDM is aggregating the individual decision matrix into a synthetic one, and then aggregate the attribute values to obtain the overall ranking values.
As an important technique in information fusion, studies on hesitant fuzzy linguistic aggregation operators are getting more and more attention. Wei et al. [21] defined the hesitant fuzzy linguistic weighted average (HLWA) operator and the hesitant fuzzy linguistic ordered weighted average (HLOWA) operator, and applied them to MCDM problems. Zhang and Wu [24] defined the hesitant fuzzy uncertain linguistic set, and introduced several hesitant fuzzy linguistic aggregation operators. Gou et al. [25] developed two Bonferroni mean aggregation operators for HFLTSs. However, most of them do not consider the relationship among arguments, and thus can not eliminate the effect of unfair arguments on final result. The power average operator, introduced by Yager [26] , allows the aggregated values supported and reinforced each other. Due to its solid mathematical basis and adaptability to group decision making, it has been extended to many environments [27] - [29] .
Nevertheless, some existing operational laws [21] , [24] , [30] for HFLTSs are not closed and fail in satisfying some properties. Their corresponding aggregation operators may be neither idempotent nor monotonic in some cases. We use the following examples to illustrate them. LetS , which implies the HFLWA operator based on the operational laws proposed by Gou and Xu [30] does not have the property of idempotency in some cases. To solve above weakness, it is of theoretical and practical significance to define novel operational laws for HFLTSs, and propose some new aggregation operators further. However, some problems should not be neglected when handling HFLTSs with different lengths. The most typical regulation is the pessimistic-optimistic principle proposed by Xu and Xia [31] , Liao et al. [20] , their approaches towards this issue is adding some elements to the shorter one until it has the same length as the longer one. It seems reasonable to take the DMs' risk preferences into account by adding different values, but it may lead to the initial information distortion. Meanwhile, we notice the Archimedean t-norms and s-norms (ATS) are a natural interpretation in fuzzy mathematical logics. Beliakov et al. [32] , Peng et al. [33] , and Xia et al. [34] have extended the ATS to several kinds of fuzzy environments. The ATS have also been applied to linguistic information [35] , [36] , i.e., studying the operational laws of HFLTSs with ATS is a meaningful topic.
Through above analysis, as we escalate the distance measures, operational laws and so on for HFLTSs, if we can find a way to make all the related HFLTSs unified, some information measures for them remain unchanged as well, that would be a great step in dealing with HFLTSs. Inspired by the lowest common multiple (LCM) principle in number theory, we propose an improved supplementary regulation (ISR) for HFLTSs. Meanwhile, most previous research exclusively focuses on the mathematical structure and properties of the ATS, while application-oriented studies are quite rare. We have shown it is suitable for expressing uncertain information by the HFLTS, and the ATS operators themselves extend the Algebra, the Einstein, the Hamacher and the Frank triangular norms and conorms with the aid of additive generators flexibility. In this sense, it becomes meaningful to extend the ATS to cope with the HFLTS. By far, there have been not any related studies concentrating on supplementary regulation for HFLTSs and aggregation operators based on ATS in connection to hesitant fuzzy linguistic decision making problems. Motivated by these facts, it is beneficial to study a family of aggregation operators based on novel ATS operational laws for HFLTS and subsequently apply them to MAGDM problems. Those are the two strong motivations.
To achieve above contents, the reminder of this paper is allocated as follows. Section 2 briefly reviews some essential concepts of two basic LTSs, triangular norms and conorms for future consideration. Section 3 develops the HFLTSs representation model, some information measures and the ISR for HFLTSs are emphatically introduced in this section, new distance measure for HFLTSs is provided as well. In section 4, we introduce some novel operational laws for HFLTSs based on ATS via ISR. Some new hesitant fuzzy linguistic aggregation operators based on the proposed operational laws are raised and their desirable properties are discussed as well. In Section 5, we utilize the proposed hesitant fuzzy linguistic operators to develop approach for handling MAGDM problems. In Section 6, a numerical example is provided to illustrate the efficiency of the proposed method, and some comparative analysis and advantages of the proposed method are also discussed in this section. Section 7 gives some concluding remarks.
II. PRELIMINARIES A. TWO LINGUISTIC TERM SETS REPRESENTATION MODELS
The general linguistic term set S is represented as
where s θ denotes the θ +1 th LT of S and represents a possible linguistic evaluation, τ + 1 is a non-negative real number and denotes the granularity of S. S must have the following characteristics:
(1) The set is ordered:
Another subscript-symmetric and totally ordered discrete LTS, called the ALTS proposed by Xu [37] , has the form S = {s θ |θ = −τ, ..., −1, 0, 1, ..., τ }, 2τ + 1 denotes the granularity ofS, the middle LTs 0 represents the assessment of ''indifference'' and the rest ofs θ are placed symmetrically around it.s −τ ands τ are the lower and upper bounds of linguistic labels, where τ is a positive integer.S satisfies the following characteristics:
(1) The set is ordered:s i ≥s j if i ≥ j; (2) A negation operator: neg(s i ) =s j , such that j = −i. Note that the ALTSS is a discrete LTS, thus is not convenient for calculation and analysis. In order to preserve all given linguistic information, discrete ALTS can be extended to a continuous ALTSS = {s t |t ∈ [−τ, τ ]}. In general, the LTs θ ∈S is determined by DMs, and the virtual linguistic term (VLT)s t only appears in computation. The VLT provides a tool to compute with the LTs. The mapping between VLTs and their corresponding semantics is built as shown in Fig. 1 [20] .
B. TRIANGULAR NORMS AND CONORMS
Beliakov et al. [32] introduced the following concepts of triangular norms and conorms.
Definition 1: A triangular norm (t-norm for short) is a bivariate aggregation function T :
, which is associative, symmetric, monotone, has neutral element 1 and absorbing element 0, shown as follows:
(1) Associative: (3) Monotone:
Definition 2: A triangular conorm (t-conorm or s-norm for short) is a bivariate aggregation function S :
, which is associative, symmetric, monotone, has neutral element 0 and absorbing element 1, shown as follows:
(1) Associative:
Definition 3: Let T be a continuous Archimedean t-norm, an additive generator of T can be written as
where ϕ : [0, 1] → [0, +∞] is a strictly monotone decreasing and continuous function satisfies: ϕ(0) = +∞ and ϕ(1) = 0. Actually, there exists an inverse function of ϕ, denoted as φ, and φ(x) = ϕ(1 − x), then φ can be used to generate s-norms.
Definition 4: Let S be a continuous Archimedean s-norm, an additive generator of S can be written as
where φ : [0, 1] → [0, +∞] is a strictly monotone increasing and continuous function satisfies: φ(0) = 1 and ϕ(1) = +∞. By using ϕ and φ, the algebra operational laws of two variables x, y ∈ [0, 1] can be defined as follows: (1) Lower bound:
Liao et al. [20] redefined the HFLTS as Definition 7: LetS be an ALTS, and x i ∈ X , i = 1, 2, ..., N . A HFLTS on X , HS , is in mathematical terms of hS = {< x i , hS (x i ) > |x i ∈ X }, where hS (x i ) is a set of linguistic elements inS and can be expressed as The basic components of a hesitant fuzzy set (HFS) are hesitant fuzzy elements (HFEs). Recently, Gou et al. [23] defined two equivalent transformation mappings of HFLEs and HFEs to make the operations among HFLEs.
Definition 8: LetS be an ALTS, hS = {s θ l |s θ l ∈S, l = 1, ..., #hS } be a HFLE, and h γ = {γ l |γ l ∈ [0, 1], l = 1, ..., #hS } be a HFE. Then the ALTss θ l that expresses the equivalent information to the membership degree γ l is obtained by the following mapping:
Additionally, the membership degree γ l that expresses the equivalent information to the ALTss θ l is obtained by the following mapping:
Definition 9: Let hS = {s θ l |s θ l ∈S, l = 1, ..., #hS } be a HFLE,s θ l being the possible LTs of hS , and #hS being the length of hS . The mean of HFLE hS is defined as:
Definition 10: Let hS be a HFLE, the dispersion degree of hS is defined as:
He et al. [38] defined the ith-order polymerization degree function to compare different HFSs. From the statistical point of view, the bigger p i (h), the more stable the values in HFE, then the bigger the HFE. Next, we would like to define the ith-order polymerization degree of a HFLE as follows:
Definition 11:
is called the ith-order polymerization degree of hS , where #hS is the length of hS , andhS is mean of the HFLE hS defined by Eq. (6) . Based on the mean and the polymerization degree functions of HFLEs, we define the new comparison law for different HFLEs as follows. 
where the multiplicity of each element of hS in h rS is r, and we call h rS the r-times hesitant fuzzy linguistic element (r-HFLE). The idea of supplementing n HFLEs hS i (i = 1, 2, ..., n) with different lengths is repeating their elements. Considering the least common multiple (lcm) of #hS 
=hS , which completes the proof of Theorem 1.
Theorem 2: Let D(hS ) be the dispersion of hS then the dispersion degree of its r-HFLE h rS is equal to D(hS ).
Proof: According to Eq. (7), the dispersion degree of r-HFLE h rS is
, which completes the proof of Theorem 2.
Theorem 3: Let p i (hS ) be the ith-order polymerization degree of hS , and h rS be the r-HFLE of hS , then the ith-order polymerization degree of h rS :
Proof: According to Eq. (8),
which completes the proof of Theorem 3. 
Theorems 1-3 show that, by using the ISR for HFLEs on the basis of the LCM principle, some important measures of HFLEs remain unchanged. Therefore, it is more reasonable to use this supplementation in dealing with HFLEs that are of different lengths.
C. NEW DISTANCE MEASURE FOR HFLTSs VIA ISR
Liao et al. [20] (
Liao et al. [20] introduced the normalized generalized distance for HFLEs as follows:
As mentioned before, the pessimistic-optimistic principle [20] , [31] may lead to the initial information distortion and losing, and further lead to unidentifiable results. Next, we give an example to explain this limitation.
Example 2: Assume that there exist two patterns represented by HFLEs hS 1 = {s −0.3 ,s 0.6 ,s 1.2 } and hS 2 = {s 0 ,s 0.9 }. Consider a sample to be recognized which is represented by a HFLE hS = {s −0.3 ,s 0.3 }. Known by the principle of the minimum distance measure between HFLEs, we can judge which the sample hS belongs to. As HFLEs hS 1 and hS are of different lengths, according to the pessimisticoptimistic principles, such that
By Eq. (11), let λ = 1, then we can get the distance measures between hS and hS i (i = 1, 2), and then determine the which the sample hS belongs to shown as Table 2 .
We find the sample hS belongs to the pattern hS 2 under the pessimistic and neutral principles, while the sample hS belongs to the pattern hS 1 under the optimistic principle. In fact, the subject of these constraints is machine but not person, there is no physics or emotion in their body, thus, we can't recognize the sample hS belongs to a fixed pattern.
Hence, it is necessary to reconsider the distance measure between HFLEs. The new distance measure via ISR for HFLEs is given as: 
where λ > 0,s 1
, and f is the equivalent transformation mappings of HFLEs and HFEs.
In particular, if λ = 1 and λ = 2, then the above generalized distance becomes the Hamming distance and the Euclidean distance respectively, they are shown as follows:
. ( , this result leads to a clearly deterministic pattern the sample hS belongs to.
IV. HESITANT FUZZY LINGUISTIC AGGREGATION OPERATORS
In real cases, there are more than two HFLEs need to be fused. Therefore, it is necessary to apply operational laws to aggregate them. , scalar multiplication and power operators of the HFLEs hS are as follows [30] :
(1) hS
In their operational laws, the calculation values of HFLEs are monotonically increasing and the repeated elements are omitted. Moreover, some properties of above operational laws are shown as:
(
Operational laws shown above can commendably reflect the equivalent transformation between HFLE and HFE. However, the properties of operational laws on HFLEs listed above may get unreasonable results in some cases. Next, an example is used to illustrate the deficiencies of Gou and Xu's operational laws on HFLEs.
Example 4: Let hS = {s 1 ,s 2 ,s 3 } be a HFLE, λ 1 = λ 2 = 1. Based on f and f −1 , we can easily obtain f (hS ) = {2/3, 5/6, 1}, then we get Case 1: 
After omitting the extra repeated element, we can obtain , and the granularity of λhS is #hS if we reserve the repeated elements, therefore, the granularity of λ 1 hS ⊕ λ 2 hS is (#hS ) 2 while the granularity of (λ 1 + λ 2 )hS is #hS in most cases, the equality λ 1 hS ⊕ λ 2 hS = (λ 1 + λ 2 )hS does not seem to work. The same is true with the granularity problem for (λ 1 ) λ 1 ⊗ (hS ) λ 2 and (hS ) λ 1 +λ 2 . For this reason, it makes sense to modify Gou and Xu's operational laws [30] and establish a series of new and reasonable operational laws for HFLEs.
B. NOVEL OPERATIONAL LAWS FOR HFLTSs VIA ISR AND THE ATS
To aggregate the HFLTSs, firstly, we would like to normalize HFLTSs by using the ISR, and then we define some novel operational laws for HFLTSs based on the ATS, which are defined as: 
Proof: (1) and (2) are obvious, and we can omit proofs of them here.
(3) Scalar-multiplication
Thus, λˆ (hS
).
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Thus, (hS
Thus, (hS ) λ 1⊗ (hS ) λ 2 = (hS ) λ 1 +λ 2 .
C. HESITANT FUZZY LINGUISTIC AGGREGATION OPERATORS BASED ON ATS
Based on the ISR and operational laws for HFLEs, we propose several operators for aggregating the hesitant fuzzy linguistic information. The nonlinear weighted power average operator was introduced by Yager [26] , as a generalized form, the generalized weighted power average (GWPA) operator [28] , proposed by Zhou and Chen, is defined as follows. Definition 17: A GWPA operator of dimension n is a function: R n → R defined by a parameter λ ∈ (−∞, 0)∪(0, +∞) according to the following formula:
Next, we extend the GWPA operator to the hesitant fuzzy linguistic environment and obtain a series of hesitant fuzzy linguistic aggregation operators.
Definition 18: Let hS j (j = 1, ..., n) be a collection of HFLEs, an Archimedean t-norm and s-norm-based hesitant fuzzy linguistic generalized weighted power averaging operator is a mapping ATS − HFLGWPA : n → defined by a parameter λ ∈ (−∞, 0) ∪ (0, +∞) as the following formula: (
where d is the distance measure of HFLEs.
Especially, if w j = 1/n for all j, then the ATS-HFLGWPA operator reduces to the Archimedean t-norm and s-normbased hesitant fuzzy linguistic generalized power averaging (ATS-HFLGPA) operator, where
Furthermore, it will be very interesting if we analyze the possible values of the parameter λ in the ATS-HFLGWPA operator. When λ = 1, the ATS-HFLGWPA operator becomes the ATS-HFLWPA operator. When λ → 0, we form the Archimedean t-norm and s-norm-based hesitant fuzzy linguistic weighted power geometric averaging (ATS-HFLWPGA) operator. When λ = −1, the ATS-HFLGWPA operator turns to be the Archimedean t-norm and s-normbased hesitant fuzzy linguistic weighted power harmonic averaging (ATS-HFLWPHA) operator.
Property 1: Let a j (j = 1, 2, ..., n) be a collection of integers that are not complete zeros, then lcm(a 1 , a 2 , ..., a n ) = lcm(lcm (a 1 , a 2 ) , ..., a n ).
Property 2: Let hS , j = 1, 2, ..., n and λ = 1, then the ATS-HFLWPA operator turns into the ATS-HFLWA operator, which can be written as
In the following, some desirable properties of the ATS-HFLGWPA operator are investigated.
Property 3. (Idempotency): If hS j
= hS , j = 1, 2, ..., n, then
Proof of Theorem 5: Proof: (1) When n = 1, w 1 = 1, it follows that ATS − HFLGWPA(hS
(2) When n = 2, it follows that
(3) Assume that Eq. (19) hold true for n = k, we have
Therefore, when n = k + 1, Eq. (19) holds true for any n. According to mathematical induction, we can get Eq. (19) holds true for any n.
Proof of Property 3: Proof: As mentioned above, the ATS-HFLGWPA operator can be expressed as
Furthermore, if the additive generator φ is assigned different forms, then some specific ATS-based hesitant fuzzy linguistic operators can be obtained.
Case 1: If φ(t) = − log(t), then the ATS-HFLWPA operator reduces to the Algebra hesitant fuzzy linguistic weighted power averaging (A-HFLWPA) operator, which can be written as:
Case 2: If φ(t) = − log((2 − t)/t), then the ATS-HFLWPA operator reduces to the Einstein hesitant fuzzy linguistic weighted power averaging (E-HFLWPA) operator, Eq. (22), shown at the top of the next page.
Case 3: If φ(t) = log((η + (1 − η)t)/t), η > 0, then the ATS-HFLWPA operator reduces to Eq. (23), shown at the top of this page, which is the Hamacher hesitant fuzzy linguistic weighted power averaging (H-HFLWPA) operator. In particular, if η = 1, then the H-HFLWPA operator reduces to the A HFLWPA operator; and if η = 2, then the H-HFLWPA operator reduces to the E-HFLWPA operator.
Case 4: If φ(t) = log((η − 1)/(η t − 1)), η > 1, then the ATS-HFLWPA operator reduces to the Frank hesitant fuzzy linguistic weighted power averaging (F-HFLWPA) operator (Eq. (24), shown at the top of this page). In particular, if η → 1, then the F-HFLWPA operator reduces to the A-HFLWPA operator; and if η → +∞, then the F-HFLWPA operator approaches to the limit Eq. (25), shown at the top of this page.
V. AN APPROACH TO MAGDM PROBLEM BASED ON NEW DEVELOPED HESITANT FUZZY LINGUISTIC OPERATORS AND ENTROPY METHOD A. PROBLEM DESCRIPTION
In this section, we present the process of solving MAGDM problem by using the new developed hesitant fuzzy linguistic operators and entropy method, where the weights of DMs and attributes are completely unknown, the preference values take the form of HFLEs. Usually, a MAGDM problem can be defined as a quadruple < X , C, D, A >, where X = {x 1 , x 2 , ..., x m } is the set of alternatives for DMs and is indexed by i and m ≥ 2; C = {c 1 , c 2 , ..., c n } is the set of attributes for each alternative, and the attributes are assumed to be confluent and independent in this paper;
set of DMs and is indexed by k and l ≥ 2;
A (k) = (a (k) ij ) m×n is the decision matrix provided by DM d k , and a (k) ij represents the preference value of alternative x i with respect to attribute c j , a (k) ij is in the form of HFLEs derived from a given ALTS based on the subjective evaluation of the DMs.
The solution process of MAGDM is shown in Fig. 2 . An important step in Fig. 2 is the determination of attribute weights. Before introducing a whole process for handling MAGDM with HFLEs using new proposed operators, we first construct an optimization model to determine the weights of attributes.
B. ENTROPY METHOD TO DETERMINE THE ATTRIBUTE WEIGHTS
We first define the following concepts of entropy and crossentropy measures for HFLTSs.
Definition 19: Let hS be a HFLE, where #hS is its length. LethS be the negation of hS , E(hS ) is said to be an entropy measure for the HFLE hS if the following properties are valid:
( 
According to Definition 20, we can build Eq. (27) , as shown at the bottom of the next page.
Considering the averaging entropy AE(c j ) of attribute c j
The idea of entropy method is that if the entropy among alternatives is small for an attribute, the attribute should be assigned a big weight, otherwise, it should be assigned a small weight. For attribute c j , the averaging cross-entropy of alternative x i to all the other alternatives is: the averaging cross-entropy for the attribute c j is given as
If the cross-entropy of an attribute is bigger across alternatives, then the attribute should be assigned a bigger weight. If the information about weight w j of attribute c j (j = 1, 2, ..., n) is completely unknown, we can establish Eq. (31) , as shown at the bottom of this page, for determining attribute weights. Sometimes, the DMs may only posses partial knowledge about attribute weights. In such a case, let be the set of incomplete information about attribute weights, to get the optimal weighting vector, model (32) , as shown at the bottom of this page, is constructed.
C. THE DECISION MAKING PROCEDURE
To obtain the best option(s), next, a new approach based on the new developed hesitant fuzzy linguistic operators is proposed to solve the MAGDM problem. The new approach involves the following steps:
Step 1: Normalization of the decision matrices The main points of this step are the following two:
(1) Normalization of attributes: To eliminate the effect of the final decision result caused by different types of attribute values, the cost attributes (J c ) is transformed into the benefit attributes (J b ) by using the negation operator in ALTS environment.
(2) Supplementation of HFLEs: If some of the HFLEs are of different lengths, the ISR for HFLEs is applied.
Step 2: Calculation of the supports and the weights ω
CE(hS
The supports can be computed by
then calculate the supports T (r
ij ) of the kth preference value rangesr (k) ij by the other preference value r (t) ij (t = 1, ...., l, t = k) . The weights ω 1, ..., m, j = 1, ..., n, k = 1, ..., l) can be defined as
Step 3: Aggregation of individual decision matrix Utilize the ATS-HFLPA operator to aggregate all the individual hesitant fuzzy linguistic decision matrixR ( 
ij , ...,r
Step 4: Generation of attribute weights Once the synthetic decision matrix is obtained, the weighting vector of attributes can be calculated by Eq. (31).
Step 5: Output of comprehensive evaluation values for each alternative Based on the attribute weights obtained in Step 4, utilize the ATS-HFLWA operator to consolidate the attribute information to derive the collective valuesr i in terms of HFLEs for each alternative x i (i = 1, 2, ..., m), wherẽ r i = ATS − HFLWA(r i1 ,r i2 , ...,r in ).
(36)
Step 6: Ranking of all alternatives Compare the overall values of all alternatives according to the proposed comparison law.
Step 7: Determine the best alternative.
VI. ILLUSTRATIVE EXAMPLE
In this section, we employ a hesitant fuzzy linguistic selection model of Health-care waste treatment technology (HCWTT) (adapted from [39] ) by applying the proposed MAGDM approach, and give an example to demonstrate its validity and effectiveness.
A. BACKGROUND
Over the past several decades, along with rapid social and economic development, problems of waste pollution, are getting serious and being critical concern to livings worldwide. Increasing numbers of waste pollution lead to a series of issues in public health and sustainable development. Health-care waste (HCW) refers to waste generated from human and medical activities, such as chemical agents, radioactive materials and so on. Data from the World Health Organization (WHO) shows that, in 2012, 12.6 million people died caused by living or working in an unhealthy environment, representing 23% of all deaths. consider public health and environmental safety, the WHO emphasizes controlling and managing HCW by choosing suitable treatment technologies. Therefore, safe and effective HCWTT is of substantial importance. Next, we would provide certain reference attributes and alternatives for selection of HCWTT by using the proposed approach.
B. CASE STUDY 1) THE ESTABLISHMENT OF ASSESSMENT SYSTEMS FOR HCWTT
To design a multidimensional and typical evaluation index system, it is necessary to start with different angles and levels for revealing the HCWTT accurately. In order to have objective evaluation results, the selected factors used to select HCWTT are discussed and revised by managers and experienced experts in health care facilities. These experts from different departments or institutions include environment engineers, field experts from waste disposal companies and HCW management experts. Based on the literature regarding the evaluation of HCW treatment alternatives and discussions, environment, economic, society and technique and their relevant sub-attributes are identified as the selection attributes, the final attributes are achieved in a hierarchical structure as shown in Fig. 3 .
2) APPLICATION OF THE HCWTT
Hefei, capital of Anhui province, China, located in the central portion of the province, is the political, economic, and cultural center of Anhui, it is also one of the largest cities in China, with a population of over 7.79 million people dispersed in 9 different district municipalities. In line with rapid economic development, the amount of HCW produced and discharged in Hefei has steadily increased in recent years. Therefore, four possible treatment technologies have been defined for the disposal methods of HCW and now we need to determine the best one. The alternative disposal methods can be listed as:
x 1 (Incineration): Incineration converts the HCW into ash, flue gas and heat. The conversional flue gases must be cleaned before they are dispersed into the atmosphere. The procreant heat by incineration can be used to generate electric power, can be utilizable for industry and agriculture and so on.
x 2 (Compost): Compost is based on the decomposition principle. After composting, the waste becomes organic matter, which can be recycled as a fertilizer and soil amendment. This way can satisfactorily deal with waste and achieve the goal of recycling and sustainable development.
x 3 (Steam sterilization): Steam sterilization is also a decontamination method. Sterilization is achieved by exposing products to saturated steam at high temperatures. While steam sterilization method does not apply to many specific materials due to the high temperatures involved.
x 4 (Landfill): Landfill is a common and straight method for city waste. Its prominent characteristic is simple and low (1) given by d 1 . (2) given by d 2 .
cost. While its biggest shortcomings is the potential to cause a number of issues, such as pollution of local roads and water courses from wheels on vehicles and so on.
In order to select the most preferred HCWTT, an expert committee of three DMs d k (k = 1, 2, 3) are formed. The DMs are asked to provide their opinions on the attributes of alternatives by using the ALTs. Due to the highly uncertainty of this management activity, assessment values are hardly to be assigned, the DMs are inclined to be hesitant in assigning those assessments. Therefore, in this case study, DMs are empowered to provide preferences in terms of several ALTs on the alternatives x i (i = 1, 2, 3, 4) under the seven attributes c j (j = 1, 2, ..., 7). Assume that the four alternatives are to be evaluated using the following ALTS Tables 3-5 . According to the approach developed in Section 5 and the given parameters, we can rank the order of alternatives by applying the MATLAB software package. The concrete steps are shown as follows:
3) PROCEDURE OF HCWTT PROBLEM BASED ON THE PROPOSED MAGDM METHOD
We adopt the proposed method to rank the alternatives in the example and select the best one(s). The decision steps are as follows:
Step 1: Normalization of the decision matrix. On one hand, for all the measured attributes, c 2 and c 3 are cost attributes, the others are benefit attributes, thus the cost attributes are transformed into the benefit attributes by using the negation operator. On the other hand, the HFLEs in individual decision matrix are of different lengths, thus the ISR is applied. The above two points lead to the normalized decision matricesR (k) (k = 1, 2, 3). Due to space limitation, alternative x 1 in matrixR (1) is provided as an example, the results are VOLUME 7, 2019 
Step 2: Calculate the support T (r (k) ij ) of the HFLEr (1) , ω (2) , and ω (3) , shown at the bottom of this page.
Step 3: Utilize the ATS-HFLPA operator to aggregate all the individual decision matrixR (k) = (r (k) ij ) 4×7 (k = 1, 2, 3) into a synthetic oneR = (r ij ) 4×7 , where η = 0.5 and η = 2 for the H-HFLPA and F-HFLPA operator, respectively, then we haveR with different aggregation operators. Alternative x 1 is provided as an example, and the results obtained by the A-HFLPA operator are determined as follows: Step 4: Generation of attribute weights by entropy method For each attribute weight is completely unknown, calculate the attribute weights by Eqs. (27) and (28) Table 6 .
Step 6: Rank the overall preference valuesr i (i = 1, 2, 3, 4) in descending order.
Compare the overall values of all alternatives and rank them, the results are listed in Table 7 . Thus, the best HCWTT is disposal method x 3
4) COMPARATIVE ANALYSIS AND DISCUSSION
To demonstrate the feasibility and applicability of the proposed hesitant fuzzy linguistic MAGDM method in this paper, a set of comparative study is conducted with normal supplementary regulation and relevant frequently-used aggregation operators. We mainly focus on the normalization of individual decision matrix and the aggregated process. The distance measures proposed by Liao et al. [20] are into consideration here. An essential difference between distance measures in [20] and distance measure proposed in Section 3.3 is the way when dealing with HFLEs that are of different lengths. In their methods, the shorter HFLEs are extended by adding the LTs θ = (s + θ +s − θ )/2 we now use the existing Hamming distance measure of HFLTSs for comparison analysis, the rest can be analyzed the same way. First, the normalized decision matrices are obtained as, R 1 , R 2 , and R 3 , shown at the bottom of this page.
Utilize the power aggregation operator to aggregate all the individual decision matrix into the synthetic oneR = (r ij ) 4×7 . Due to space limitation, alternative x 1 is provided as an example, and the results are obtained asr 11 ,r 12 ,r 13 ,r 14 ,r 16 , andr 17 , shown at the bottom of the next page. Besides, some other previous methods are also taken into consideration. The final results are shown in Table 8 . It is clear to see most of them lead to the same ranking results as MAGDM method proposed this paper. Compare with previous methods, we can make some analyses as follows:
1. Compared with operational laws of HFLEs proposed in [30] , our methods give a more general framework [30] , and the HFLWA and HFLWG operators proposed in [24] , the computational complexity of our methods is simpler than them. Further, the proposed methods include an additive generator φ, which can adjust the aggregate value based on demands of decision, and capture many existing hesitant fuzzy aggregation operators. Therefore, the benefit is that the proposed operators come with their higher generality and flexibility. 3. Compared with the HFLWA and HFLWG operators proposed in [24] , the product between the numerical value and the LT is usually employed to calculate the alternative collective evaluation value. For example, 0.28×s −2 , under the meaning of linguistic label, means ''0.28×bad''. However, what does ''0.28×low'' mean in the actual decision problem? The operational results may not be in input sets and lead to the loss of information. Therefore, this method has its own weaknesses.
Compared with the aggregation operators provided by
Wei et al. [21] , where the convex combination of LTs and round operation are used, it is a weighting approximation linguistic model, thus the loss of information could happen and may lead to poor results in some cases.
VII. CONCLUSION
In this paper, we have investigated some novel operational laws of HFLTS based on ISR and ATS. Some fine properties of these operational laws are discussed. Based on the closed operational laws, we have proposed some new hesitant fuzzy linguistic aggregation operators. Furthermore, the proposed hesitant fuzzy linguistic aggregation operators for hesitant fuzzy linguistic MAGDM is developed, where a model for optimal weighting vector is constructed. Finally, a case of selection of HCWTT is developed to show the application of proposed methods. In future research, we can extend the application scopes of the proposed operators to different decision making fields [40] - [44] . Meanwhile, we can extend the ATS to several heterogeneous preference representation structures [45] - [49] .
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