Generating referring expressions is a task that has received a great deal of attention in the natural-language generation community, with an increasing amount of recent effort targeted at the generation of multimodal referring expressions. However, most implemented systems tend to assume very little shared knowledge between the speaker and the hearer, and therefore must generate fully-elaborated linguistic references. Some systems do include a representation of the physical context or the dialogue context; however, other sources of contextual information are not normally used. Also, the generated references normally consist only of language and, possibly, deictic pointing gestures.
INTRODUCTION
When agents-human or artificial-work together on a task involving manipulating objects, an important communicative function is indicating to a conversational partner which of a set of available domain entities should be used. In the natural-language generation (NLG) community, this is a core task called generation of referring expressions (GRE); that is, selecting an expression to identify an entity from a set of entities that can be referred to, in a context available to both the speaker and the hearer. Many approaches to this task have been implemented in a number of systems. In fact, the task of attribute selection for the generation of referring expressions was recently the subject of a pilot shared-task NLG evaluation challenge [3] .
In terms of referring expressions, accessibility models [1] suppose that full referring expressions with elaborate structure and lexical content are needed to make an initial reference to an entity. Such expressions are used for low accessibility entities: those which are new to a discourse. Elaborate referring expressions can bring an unattended or novel entities into focus, making new objects more accessible targets for succeeding expressions of lesser elaboration (and accordingly higher accessibility). In practical terms, this concept has set the task for implemented models: they generally aim to generate first mentions of inaccessible objects, which normally consist of noun phrases with articles and modifiers.
However, not all first mentions are made in circumstances where the target is initially inaccessible. In a shared workspace, for example, more effective methods of drawing a partner's attention to a task-critical object might be to point at it, to grasp it and hold it out, or even simply to use it as part of carrying out the task. Kranstedt and Wachsmuth [13] claim that, in such cases, pointing-what we will call gestural-deictic reference-is preferable to any linguistic expression. In this paper we describe a another kind of reference, which we observe in common use between human collaborators in a joint task: haptic-ostensive reference, that is, reference which involves manipulating an object. We claim that this action, typically accompanied by deictic verbal references, brings the target into the focus of the collaborators' attention. By performing such manipulation actions in haptic-ostensive references, a speaker can use accompanying linguistic expressions that are reduced and, therefore, less costly to plan and communicate than typical NLG initial mentions, by performing actions that are required in any case to support the mutual task. In other words, performing the action makes the entity referred to more accessible.
We begin by surveying approaches to referring-expression generation and discussing the range of linguistic and multimodal behaviour that are supported by current systems. We first give a detailed description of the classic incremental algorithm, which selects attributes to include in purely linguistic references, assuming zero shared knowledge between the speaker and the hearer. We then discuss a range of extensions to this algorithm that add various notions of physical and discourse context to the generation process. These additional contextual factors increase the accessibility of the target objects and hence decrease the elaborateness required in the linguistic reference, which both simplifies the generation task and tends to produce references more similar to those used by humans in practice.
We then turn our attention to haptic-ostensive references, a form of reference that is particularly afforded by taskbased interactions in which the participants work together on a common task in a shared workspace. First, we look at the referring phenomena found in a corpus of human-human dialogues where the partners work together to assemble objects in a virtual world. In particular, we concentrate on those initial references to world objects where a linguistic description is combined with manipulating an object in a shared workspace; such references are very common in this task-based domain. We then introduce a human-robot dialogue system that allows the user to work together with a robot on a similar cooperative assembly task in the physical world and show how such haptic-ostensive references can be usefully incorporated into this scenario.
GENERATING MULTIMODAL REFER-RING EXPRESSIONS
Generating referring expressions, linguistic or multimodal, is one of the classic tasks in natural-language generation, and a number of algorithms have been proposed to address this task. This section provides a summary of the main approaches, beginning with the classic incremental algorithm and then describing a number of recent extensions that add richer notions of context to the basic algorithm.
The Incremental Algorithm
The classic algorithm in referring-expression generationand the one on which most subsequent implementations are based-is the well-known incremental algorithm by Dale and Reiter [7] , which selects a set of attributes of a target object to single it out from a set of distractor objects. The algorithm incrementally selects attributes of the object that at least one object from the distractor set does not share. The selected attribute is then used in the referring expression, and the objects without the attribute are removed from the distractor set. This process is executed repeatedly until only the intended object (the target object) remains in the distractor set. As a concrete example, consider the following object set:
1. big, red, striped fish 2. small, green, striped fish 3. big, red, striped bug 4. tiny, red, spotted bug 5. small, green, spotted fish
In this case, the initial distractor set is {1, 2, 3, 4, 5}. To generate a reference to the last object in the list, the algorithm goes through a list of preferred attributes in a fixed order, where this order is selected ahead of time; for this example, we will use the list < type, colour, size, pattern >.
In the first iteration, the algorithm takes the type attribute and removes all objects from the distractor set that do not match the type of the intended object (fish). This means that objects 3 and 4 are removed from the distractor set, which therefore becomes {1, 2, 5}. Because using the type attribute removes at least one object from the distractor set, it is included in the referring expression.
1
Because there are still elements in the distractor set other than the intended referent, the algorithm executes a second iteration. This time, it takes the colour attribute from the preferred attributes list and removes all elements from the distractor set that do not match the colour of the intended referent (green). This means that object 1 is taken out, so the distractor set is now {2, 5}. Since the size of the distractor set has again decreased, the colour attribute is added to the set of attributes to be used in the referring expression, which becomes {type, colour}.
In the third iteration, the size attribute (small) does not remove a further element from the set, as both remaining entities have the same size, so it is not selected for use in the referring expression. Finally, the pattern attribute is considered. Because it rules out object 2, the final distractor set is now {5}; that is, it contains just the intended object. This means that the algorithm terminates, and the set of attributes to be used in the referring expression is {type, colour, pattern}, resulting in a referring expression like the spotted green fish.
To produce expressions that are easy for hearers to interpret, it is important that the (fixed) attribute list be ordered so that the initial attributes are easy to detect. In the example above, type and colour are placed at the start of the list for exactly this reason. Note that the colour attribute is not actually needed to single out the object; referring to it as the spotted fish would suffice. However, due to the incremental nature of the algorithm, once an attribute is selected it cannot be "unselected" again. This greedy aspect of the algorithm means that the referring expressions it selects are not necessarily the shortest; however, the algorithm is made computationally tractable, while finding the shortest description is in general an NP -hard problem. Also, Dale and Reiter argue that the expressions produced by their algorithm are similar to those produced by humans, who also do not generally choose the shortest possible description.
Extensions to the Incremental Algorithm
The incremental algorithm outlined in the preceding section assumes that the only common ground between the producer of the referring expression and the audience is a shared knowledge of the features of all of the objects in the world. Since no other knowledge is shared between the interlocutors, it is necessary to create a fully-elaborated linguistic expression in order to refer to the target successfully. Since the initial description of the incremental algorithm, a number of people have proposed extensions to take into account various notions of salience and context to deal with the fact that, in practice, the speaker and the hearer quite often have more context in common.
Kelleher and Kruĳff [11] , for example, implemented an algorithm to generate linguistic spatial referring expressions in situated dialogue. They extended the incremental algorithm in two ways: by adding a notion of visual and discourse salience, and by constructing a context model based on a set of reduced scene models rather than on a single, complex, exhaustive model. Their algorithm makes use of possible landmarks to generate descriptions like the man next to the ball, and bases its selection of attributes on a cognitivelymotivated hierarchy of relations.
While Kelleher and Kruĳff used properties of the visual scene, they still generated purely linguistic referring expressions. Others have added the ability to include deictic pointing into the specification of the referring expressions. Van der Sluis [20] , for example, presented a graph-based algorithm that creates multimodal referring acts including pointing by assigning costs to the verbal and non-verbal components of referring expressions and then selecting the combination with minimum cost. This algorithm distinguishes between different degrees of precision in a pointing gesture, ranging from precise to very imprecise, where the cost of a pointing gesture increases with its precision.
Kranstedt and Wachsmuth [13] also proposed an algorithm for generating multimodal deixis which has a similar flavour to that described by van der Sluis. They extended the incremental algorithm by specifying two types of pointing, object-pointing and region-pointing, and gathered data from empirical studies [12] to determine the normal use of pointing in multimodal reference. They found that definite descriptions were shorter when pointing was used, and that the length and complexity of the linguistic description depended on the distance between the speaker and the target of the reference. They added location as an additional factor whose discriminative power is tested in the incremental algorithm like the other factors and used the modified algorithm to specify the referring behaviour of an embodied agent in a virtual world.
Piwek [15] also considered the generation of multimodal referring expressions including linguistic content and deictic gestures. He studied the referring behaviours in a corpus gathered by Beun and Cremens [4] consisting of dialogues between pairs of Dutch speakers, where one subject instructed the other in building a Lego model. He found, like others, that over half of the initial references included a pointing gesture and that the references that included a pointing gesture were significantly shorter. However, he also found that the use of pointing also depended on the speaker: in fact, some speakers never used pointing at all, while others used it very frequently.
HAPTIC-OSTENSIVE REFERENCE IN A SHARED WORKSPACE
The reference-generation algorithms described in the preceding section all extend the basic incremental algorithm to include additional aspects of visual context, and therefore allow the system to assume more common knowledge on the part of the hearer. This increases the accessibility of the target object and therefore in turn allows potentially simpler linguistic expressions to be used. However, all of the systems described above still generally include only the visual arrangement of objects and, possibly, the history of the interaction in their model of the common knowledge of the conversational partners. In the context of a task-based interaction where the partners share a workspace and work together towards a common goal, a much richer notion of context and a fuller set of referring acts are available. In addition, in those cases where designers of previous systems have consulted corpora of human-generated referring expressions to help make their decisions, the corpora have generally been produced in contexts where the subjects were presented with an array of objects and asked to refer to one of them-e.g., [12, 19] . In the corpus described in [4] and analysed again in [15] , the subjects were working together on a construction task; however, only one of the subjects was able to touch the pieces, so again the range of referring possibilities was somewhat limited.
In this section, we explore the referring expressions that are found in a corpus of task-based human-human dialogues where the partners work together on a common task in a shared workspace. This scenario allows for both a richer notion of context and an extended set of referring possibilities. The referring expressions can make use of the task context and the state of the workspace in addition to the history of the discourse and the current visual state. As well, since both partners are able to-and, indeed, must-manipulate objects in the world as part of the task, another possible type of reference becomes possible: haptic-ostensive reference [14] , that is, referring to an object by manipulating it in the world.
The Joint Construction Task
The goals of the JAST project ("Joint Action Science and Technology") are to investigate the cognitive, neural, and communicative aspects of jointly-acting agents, both human and artificial, and to build jointly-acting autonomous systems that communicate and work intelligently on mutual tasks. One aspect of this project is the recording and analysis the behaviour of humans cooperating with one another in the Joint Construction Task (JCT) [6] , which utilises a novel experimental paradigm based around a two-person shared virtual environment. The two subjects operate separate computers but are present in the same room in order to facilitate direct communication. They cannot see each other's faces, but are able to hear each other's speech and to see each other's actions in the virtual world. Depending on the experimental condition, the partner's mouse and gaze location may also be visible on the screen. The objective is to collaboratively build "tangram"-type models from a set of geometrical components, doing so as efficiently and as accurately as possible. The different parts need to be moved, rotated and joined together. Since joining two pieces requires that each partner hold one of the pieces, it is not possible for any individual to complete the assembly process on their own, so joint action is required.
The use of a range of referring expressions was stimulated by including doubles of every part but one in order to prevent the use of simple, unique descriptions using only shape or colour (e.g., expressions such as the purple triangle were always ambiguous). Figure 1 gives an example screen image 10 seconds into a construction trial, showing the target The multimodal JCT corpus comprises 32 dyads, each of whom completed 16 models in this environment. For each dyad, speech was permitted for half of the trials, and it is the speech during these trials that we consider here. The speech of both partners during an interaction was transcribed, and the transcribed speech was precisely time-aligned with all the visual and action components of the construction process. As well, each linguistic referring expression was annotated with its referent in the world and its degree of accessibility [1] , using a similar scheme to that employed by Bard and Aylett [2] . In the following section, we describe some of the features of these referring expressions, concentrating on the initial mentions: that is, the first time in a given trial that a particular object is mentioned. Figure 2 shows the distribution of initial mentions in the corpus across the accessibility levels, ranging from indefinite noun phrases (the most elaborate expressions, indicating the lowest accessibility) through other forms of noun phrases, various types of pronouns, and finally inaudible or cliticised mentions (indicating the highest level of accessibility of the referent). As would be expected for initial mentions, the highest number of expressions are the definite and indefinite noun phrases; however, there are also a large number of deictic noun phrases (e.g., this green triangle), deictic pronouns (this, that), and other pronouns (it, they) among the initial mentions, indicating that objects in this domain are often highly accessible even before they are mentioned.
Referring Expressions in the JCT Corpus
Of particular interest for the current study are the referring expressions that combine a linguistic reference with manipulation (moving or rotation) of the same on-screen object-that is, the haptic-ostensive references. Overall, about 36% of the initial linguistic references in the JCT corpus (476 of 1333) were accompanied by such a mouse manipulation. Figure 3 shows the proportion of the expressions of each accessibility class that were accompanied by an object As can be seen, the proportion was approximately the same for all accessibility levels of the linguistic reference; the only exception was the deictic noun phrases, which had a significantly higher rate of mouse actions. In fact, 150 of the 279 deictic-NP initial mentions (54%) had a corresponding mouse action. A χ 2 test on these data indicates that that there was a strong association between the accessibility of the referring expression and the likelihood of a matching mouse action (χ 2 ≈ 59.3, df = 6, p < 0.0001). Figure 4 contains excerpts from the JCT corpus illustrating typical haptic-ostensive references. In each excerpt, all verbal referring expressions are indicated, along with any mouse manipulations. For example, in excerpt 1, speaker A moved a purple triangle at the same time as saying a purple one; this was the first time that the purple triangle was mentioned on that trial. Similarly, in excerpt 4, this bottom thing referred to the square that speaker B was moving at the same time as they spoke. Many of the references from the JCT are "thinking out loud", where a speaker narrates actions as they are performed; there are also cases like excerpt 2 where a haptic-ostensive reference is clearly designed to communicate information to the partner. 
Accessibility 1 (Definite NP)

HAPTIC-OSTENSIVE REFERENCE IN HUMAN-ROBOT DIALOGUE
The previous section described referring expressions that were found in a corpus of human-human dialogues, recorded as part of the JAST project, in which the participants performed a mutual task in a shared workspace. This corpus contains referring phenomena that go beyond those covered by existing models of multimodal referring expressions: since participants could-and, indeed, had to-manipulate objects in the world as part of the task, those manipulations (moving and rotating the tangram pieces) were themselves used as methods of increasing the accessibility and licensing the use of less elaborate linguistic expressions like deictic phrases and pronouns. Following the terminology of [14] , we have called such references haptic-ostensive. In addition to the JCT recordings, another sub-project of JAST is the construction of a human-robot dialogue system designed to support similar task-based collaborative assembly dialogues. However, in this case, the dialogue is situated in the physical world, with a humanoid robot co-operating with a human partner. This scenario also affords similar referring phenomena. In this section, we first describe the human-robot dialogue system in detail, and then outline the roles that haptic-ostensive reference can play in dialogues between this system and a user. At the end of the section, we give some details of the implementation of the JAST system and show how referring expressions are generated.
The JAST Human-Robot Dialogue System
The JAST human-robot dialogue system [8, 17] is designed to be a platform to integrate the project's empirical findings on cognition and dialogue with research on autonomous robots, by supporting symmetrical, multimodal collaboration between a human and a robot on a joint assembly task similar to that used in the human-human JCT experiments described in the preceding section.
Figure 5: The JAST dialogue robot
The robot ( Figure 5 ) consists of a pair of mechanical arms with grippers, mounted in a position to resemble human arms, and an animatronic talking head [18] capable of producing facial expressions, rigid head motion, and lipsynchronised synthesised speech. The input channels consist of speech recognition, object recognition, robot sensors, and face tracking; the outputs include synthesised speech, head and face motions, and actions of the robot arms. The user and the robot work jointly to assemble a wooden construction toy on a common work area, coordinating their actions through speech, gestures, and facial displays. Joint action can take several forms: for example, the robot may ask the user to provide assistance by holding one part of a larger assembly, or by assembling or disassembling components. In the current version of the system, the robot is able to manipulate objects in the workspace and to perform simple assembly tasks, and the primary form of interaction is one in which the robot instructs the user on how to build a particular compound object. Figure 6 shows a sample interaction between the user and the JAST system in which the system instructs the user on performing a particular assembly task.
Like the JCT scenario, this human-robot scenario is also structured to ensure that cooperation between the partners is essential to complete the assembly task. In this case, the common workspace is divided into three areas: one belonging to the robot, one belonging to the human, and an area in the middle to which both have access. The pieces necessary for building the desired assembly are distributed across these areas so that no single agent is able to reach all of the required components. The system tracks the location of all objects in the world and is always able to determine which are in each area of the table.
• JAST: [picks up and holds out green cube] First, fasten this green cube to the end of a short slat using the red bolt.
• USER: Should I use this slat? [pointing to a five-hole slat]
• JAST: No, use a three-hole slat.
[picking up and holding out a three-hole slat]
• USER: [takes slat; picks up bolt]
• JAST: [wiggles green cube] When you are done, screw this cube onto the bolt.
• USER: [takes the cube] Okay.
• JAST: [picks up yellow cube and orange bolt] Now, fasten this yellow cube to the end of another short slat with this bolt. 
Roles of Haptic-Ostensive Reference
Haptic-ostensive referring actions are applicable to a variety of situations in the JAST human-robot scenario. All of these cases take advantage of the fact that the joint construction setting with a shared workspace provides rich sets both of possible actions and of contextual information that affects the accessibility of objects in the world. Since the robot's assembly abilities are limited in the current system, most of its actions consist of picking up objects and handing them over to the user for assembly; however, as the robot's own assembly abilities increase, it can also use similar actions to refer to objects as it picks them up and uses them itself, as the humans did in the JCT dialogues. Haptic-ostensive action can be seen as an alternative to a pointing gesture. In fact, because picking up an object requires more effort, it can be seen as a more "intense" pointing gesture, and may also be a more accurate one. The advantages of picking up the object instead of simply referring by using a gestural-deictic action are that in the joint construction task, the object referred will almost certainly have to be manipulated as part of the interaction; that is, it is likely to be used as in an upcoming step of the assembly process, and would need to be picked up by one of the partners in any case. Thus, the advantage is to take this action that is necessary for task completion and to use it at the same time for drawing attention to the object. As the discussion in Section 3 showed, this combination of referring and manipulation is common in this type of joint construction interaction. Haptic-ostensive reference also allows the linguistic content of references to be less elaborate-and thus more like the expressions used by humans.
In the remainder of this section, we discuss several scenarios where haptic-ostensive reference is particularly appropriate in the JAST human-robot dialogue scenario.
Thinking out loud.
Many of the haptic-ostensive references in the JCT dialogues (e.g., Figure 4 ) took the form of "thinking out loud", in which one participant described the action they were performing as it took place. This type of response is especially important in a human-robot dialogue, in which it may not always be immediately obvious from the robot's motor actions what its intention is. If the system says, for example, We need this now while picking up a cube that is needed for the next step of the assembly plan, the user is more likely to understand the intended motor action, and the interaction is likely to be smoother.
Correcting the user.
Another, more specific situation where haptic-ostensive reference is useful is as part of making a correction to an action of the human partner. In the current system configuration, it is the robot that knows the plan of assembling the toy and that instructs the user. Thus, one of the tasks the robot performs is to instruct the human on the next step in executing the plan [9] . This means that the robot always knows which one of the objects is required at any given point in time; it also means that the robot can detect when the human is about to use an object different from the one required in that step, and that it is the responsibility of the robot to correct the human in such situations. Using the haptic-ostensive action (as in the second system turn in Figure 6 ), the robot can produce behaviours in which it not only verbally tells the human that he or she is using the wrong object, but in which it also picks up the correct object and hands it to the human. Correcting the user in this way helps to ensure that they actually use the correct component, as the robot is actually putting it in their hands.
Referring to an object in the robot's hand.
Finally, there is the special case in which an object is already in one of the robot's hands. This happens, for example, after a complex object, say the wing of a plane, has just been assembled. If the object is required in the next step of the plan, the easiest way for the robot to refer to the object is to keep it in its hand (instead of putting it down) and refer to it by stating • Now attach [this] hold to the fuselage.
In this case the accompanying action is not a picking-up action but a short movement of the object in the robot's hand, as in the "wiggle" action in the third system turn in Figure 6 . In this case, other forms of multimodal reference such as pointing or eye gaze are not available, so the robot must use a form of haptic-ostensive reference to direct the user's attention.
Implementation Details
Incorporating such haptic-ostensive references into the output of the JAST human-robot system is currently in the final stages of completion. The implementation task is made easier by the modular architecture of the system, in which all references to world objects are planned by a separate, dedicated reference generator module, which takes as input the set of world objects to refer to and returns a specification of the reference type to use, drawing from information about the current state of the dialogue, the locations of all objects of the world, the current stage of the construction task, and the context in which the reference should be made.
The reference-generator module fits into the pipeline-style output-processing system illustrated in Figure 7 . The decision maker processes input from the user and, using all of Figure 7 : The JAST output-generation system the available state information, selects an appropriate highlevel system response. The presentation planner then develops this high-level response specification into a set of commands for each of the output channels (the talking head and the robot arms). It is the presentation planner that calls the reference generator to decide how to realise any object references that are necessary to realise the high-level response specification. The fully-formed output plan is sent to the output coordinator, which translates it into concrete plans for the talking head and the robot arms and manages the execution of the plans to ensure that output is coordinated temporally and spatially. Crucially, reference generation takes place as part of multimodal output planning, so the module is able to select coordinated verbal and nonverbal actions to realise a reference; that is, the reference generator can actually select actions to change the state of the world (such as picking up objects) if they are necessary for the selected reference type.
CONCLUSIONS AND FUTURE WORK
We have summarised current approaches to the generation of multimodal referring expressions, describing the types of contextual information that are used and the range of multimodal output that is produced. We have then concentrated on particular type of interaction-cooperative task-based dialogue in a shared workspace-and shown that in this context, haptic-ostensive references in which an object in the world is manipulated are common, particularly in conjunction with deictic linguistic content. This type of referring expression takes advantage of manipulations that must be performed to support the common task to increase the accessibility of the targets of referring expressions, and therefore to permit less elaborate and more natural linguistic references. In addition to demonstrating that such references are common in human-human dialogues based on tasks in a virtual world, we have also listed a number of ways in which these reference can play a role in the output of a humanoid robot designed to co-operate with a human on mutual assembly tasks, coordinating actions with speech and gesture. Work in this area will continue along several lines: continued exploration of the corpus of human-human dialogues, evaluation of the generated haptic-ostensive references in the context of the human-robot system, and integrating an understanding of this type of reference into the inputprocessing components of the system. We discuss each of these lines in more detail.
The analysis presented in Section 3 concentrated on one particular aspect of the corpus data: the use of hapticostensive references for initial mentions of world objects in spoken dialogue. The corpus data contains many other features which can be used to explore other aspects of multimodal reference in this domain. It would be interesting to study non-initial references as well as initial references to see whether the behaviour patterns are similar. As well, the corpus also contains also a number of trials in which the participants were forbidden from speaking; it would be informative to study how participants in such a condition managed to coordinate their actions and whether the actions they used in these conditions are different than those used when accompanied by speech. We also have eye-tracking data from all of the dyads, and we are currently studying the relationship between dialogue phenomena and the cross-recurrence of the eye tracks [16] .
We intend to run a full-scale user evaluation of the humanrobot dialogue system in the near future, using metrics such as user satisfaction, task success, and dialogue efficiency to compare the quality of the system under a range of different configurations. As described in Section 4.3, we are currently integrating an enhanced referring-expression generation component into the system, and we hope that one of the comparisons in the user study will be between a system that uses haptic-ostensive reference at appropriate times as described in Section 4.2 and one that does not.
Finally, we also believe that the system should be able not only to generate this type of task-based embodied reference, but also to understand them when the user produces them. This will require that the visual sensors correctly recognise gestures such as picking up and object and holding it towards the robot, and also that the multimodal inputprocessing system correctly combine such gestures with spoken content to produce messages. Properly understanding multimodal referring expressions is a task that is at least as complex as correctly generating them-e.g., [5, 10] -but for a system to support true collaborative dialogue, it must be able to deal fully with such expressions.
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