Abstract: This work applies a two-state interaction integral to obtain stress intensity factors along cracks in three-dimensional functionally graded materials. The procedures are applicable to planar cracks with curved fronts under mechanical loading, including crack-face tractions. Interaction-integral terms necessary to capture the effects of material nonhomogeneity are identical in form to terms that arise due to crack-front curvature. A discussion reviews the origin and effects of these terms, and an approximate interaction-integral expression that omits terms arising due to curvature is used in this work to compute stress intensity factors. The selection of terms is driven by requirements imposed by material nonhomogeneity in conjunction with appropriate mesh discretization along the crack front. Aspects of the numerical implementation with ͑isoparametric͒ graded finite elements are addressed, and examples demonstrate the accuracy of the proposed method.
Introduction
A significant body of experimental work has been performed to understand crack behavior in functionally graded materials ͑FGMs͒, and numerical methods have been developed to complement these experimental investigations, as well as to assist in the development of engineered FGM systems ͑e.g., Suresh and Mortensen 1998; Paulino et al. 2002͒ . FGMs employed in applications such as thermal barrier coatings are exposed to severe stress gradients induced by thermal and/or mechanical loading. These harsh conditions frequently lead to the formation of surface cracks, which are a significant failure mechanism in FGM coatings ͑e.g., Choules et al. 2001; Rangaraj and Kokini 2003͒. Many works develop numerical techniques to analyze cracks in twodimensional ͑2D͒ FGM specimens ͑e.g., Eischen 1987; Konda and Erdogan 1994; Gu et al. 1999; Anlas et al. 2000; Chan et al. 2001; Dag and Erdogan 2002; Dolbow and Gosz 2002; Kim and Paulino 2002a; Chan et al. 2003; Kim and Paulino 2003a; Huang and Wang 2004; Kim and Paulino 2004͒ , but few establish methods to analyze three-dimensional ͑3D͒ fractures such as the surface crack.
Analysis capabilities and understanding of 3D crack behavior in FGMs are improving, however. Ozturk and Erdogan ͑1995, 1996͒ solve integral equations to obtain stress intensity factors for axisymmetric cracks in infinite solids with a graded interface. Li and Zou ͑1998a,b͒ and Li et al. ͑1999͒ perform axisymmetric finite-element analyses of circumferentially cracked FGM cylinders. They compute mode-I stress intensity factors using a displacement correlation technique ͑DCT͒ which links computed crack-face displacements with Williams' ͑1957͒ stress-intensityfactor expressions for near-tip displacements. Jin et al. ͑2002, 2003͒ investigate quasistatic and elastic-plastic mode-I crack growth in 3D FGMs using a cohesive-zone model. Forth et al. ͑2003͒ simulate mixed-mode fatigue growth of surface cracks in FGMs using the DCT in conjunction with boundary-element analysis. Walters et al. ͑2004͒ use a form of the domain integral described by Shih et al. ͑1986͒ , as well as the DCT, to compute mode-I stress intensity factors along surface cracks in FGM plates under thermal and mechanical loading. Jin and Dodds ͑2004͒ employ the same domain integral to investigate crack-growthresistance behavior in 3D FGM specimens under mode-I loading. Established methods for computing mixed-mode stress intensity factors in 3D FGMs currently seem limited to the DCT ͑e.g., Forth et al. 2003͒ . The present work investigates a robust and accurate, domain-based interaction-integral method for the computation of mixed-mode stress intensity factors along 3D cracks in FGMs.
Two-state interaction integrals are a powerful tool for the analysis of cracks under mixed-mode loading ͑Stern et al. 1976; Chen and Shield 1977͒ . Interaction integrals involve numerical procedures similar to those necessary to evaluate the J-integral ͑e.g., Rice 1968; Yau et al. 1980͒ and are a convenient and accurate tool used widely to analyze cracks in 3D solids ͑e.g., Nakamura 1991; Dhondt 1998; Krysl and Belytschko 1999; Dhondt 2001 Dhondt , 2002 . Curvature of 3D crack fronts and crack surfaces imposes special requirements on the interaction-integral formulation. By including curvature effects, Nahta and Moran ͑1993͒; Gosz et al. ͑1998͒; and Gosz and Moran ͑2002͒ develop formulations of the interaction integral for axisymmetric cracks, curved 3D interface cracks, and nonplanar 3D cracks, respectively. Dolbow and Gosz ͑2002͒ extend the interaction-integral technique to FGMs by including additional terms to incorporate material gradients. Their work and subsequent studies employ interaction integrals to analyze cracks in 2D FGMs ͑e.g., Rao and Rahman 2003; Kim and Paulino 2003b,c,d; Paulino and Kim 2004͒ . The present work extends existing capabilities to assess the significance of cracklike defects in FGMs by investigating the interaction-integral method as a tool for computing mixed-mode stress intensity factors along curved, planar 3D cracks in graded solids under mechanical loading.
The organization of the remaining sections is as follows: "Domain Integral for Three-Dimensional Cracks in Functionally Graded Materials" presents the domain integral that underlies the interaction integral employed in this study. "Interaction Integral for Three-Dimensional Cracks in Functionally Graded Materials" reviews the interaction-integral procedure for quasistatic, mechanical loading of FGMs, and "Numerical Aspects" describes related numerical procedures. "Numerical Examples" demonstrates the accuracy of interaction-integral computations for 3D FGMs through analyses of cracks in thin specimens under mixedmode, in-plane loading, and of fully 3D specimens with cracks loaded in all three modes. Some observations conclude the work in "Discussion and Conclusions."
Domain Integral for Three-Dimensional Cracks in Functionally Graded Materials
Shih et al. ͑1986͒ develop a domain integral to analyze 3D cracks in solids under thermomechancial loading including crack-face tractions. They derive an expression for J͑s͒, the energy released by the unit advance of crack-front segment L C , shown in Fig. 1 . One form of this expression is
where stress components ij , displacement derivatives u j,1 , cracksurface-traction components t j , and the Kronecker delta ␦ ij have Latin subscripts ranging from 1 to 3, and repeated indices imply summation. Strain energy density, W, for a linear-elastic material equals ͑ ij ij ͒ / 2. The partial spatial derivative of ͑·͒, denoted by ͑·͒ ,i = ‫͒·͑ץ‬ / ‫ץ‬X i , is taken with respect to the X i direction at position s of the local crack-front coordinate system illustrated in Fig. 1 . Surfaces A + , A − , A 1 , A 2 , A 3 , and A t , also illustrated in Fig. 1 , enclose volume V, which is free of singularities. For general loading conditions, surface A t must shrink to the crack front ͑i.e., r → 0 + ͒. The scalar weight-function q varies smoothly within V, and enables transformation of the 2D J-integral into the 3D form presented in Eq. ͑1͒.
The second and third integrals in Eq. ͑1͒ vanish for quasistatic isothermal loading of elastic homogeneous materials with no body forces or crack-face tractions. The assumption that J͑s͒ is nearly constant along crack segment L C justifies approximating the pointwise energy release rate, J͑s͒, along a 3D crack front as
͑2͒

Interaction Integral for Three-Dimensional Cracks in Functionally Graded Materials
Interaction integrals involve postprocessing steps after the solution of a boundary-value problem and require the superposition of actual, computed equilibrium fields, with fields from an auxiliary equilibrium state selected by the analyst. Evaluation of a conservation integral for this superimposed state leads to expressions that comprise interacting actual and auxiliary terms. Interaction integrals have been developed from Betti's reciprocal theorem ͑Stern et al. 1976͒, the J-integral ͑Chen and Shield 1977͒, and the L-and M-integrals of Knowles and Sternberg ͑1972͒ ͑Choi and Earmme 1992; Kim et al. 2001͒ . The present section describes an interaction-integral procedure to compute stress intensity factors along cracks in 3D FGMs under mechanical loading, and discusses terms that arise due to material nonhomogeneity and crack-front curvature.
Domain Integral for Two Superimposed Equilibrium States
For the equilibrium state represented by the superposition of actual and auxiliary fields, evaluation of the domain integral in Eq. ͑1͒ gives where superscripts aux and S indicate auxiliary and superimposed quantities, respectively. Eq. ͑3͒ separates into three components
Here, J͑s͒ is given by Eq. ͑1͒; J aux ͑s͒ = domain integral comprising only auxiliary fields; and Ī͑s͒ = integral of interacting actual and auxiliary terms
Eq. ͑5͒ assumes that auxiliary crack-face tractions are zero, and reduces further with the consideration of auxiliary fields, material gradients, and crack-front curvature.
Auxiliary Fields
A common approach to introduce stress intensity factors into the interaction integral is to define auxiliary fields according to the asymptotic fields near a crack ͑Williams 1957͒
where r and = polar coordinates measured from the crack front; and ͑s͒ and ͑s͒ = respectively, the shear-modulus and For curved cracks, these nonvanishing terms appear in the interaction integral, and some auxiliary-field gradients also become nonzero ͓see Gosz et al. ͑1998͔͒. Thus both crack-front curvature and material nonhomogeneity bear similar influences on interaction-integral expressions. However, crack-front curvature requires the interaction integral to include both expressions in Eq. ͑15͒, whereas for two of the previously described interactionintegral formulations for FGMs, material nonhomogeneity requires either the expression in Eq. ͑12͒ or that in Eq. ͑14͒.
Interaction Integral for Curved Three-Dimensional Cracks in Functionally Graded Materials
An assumption of the interaction-integral procedure employed here is that all stress and strain components follow Hooke's law at any point within the solid, i.e.,
Eq. ͑16͒ leads to the relationships
which use a single constitutive tensor, C ijkl ͑x͒, to operate on both 3D actual fields and 2D auxiliary fields ͑see Appendix II͒. During the expansion of the second integral in Eq. ͑5͒, Eq. ͑17͒ permits writing actual stress derivatives as
Finally, Eqs. ͑12͒, ͑15͒, ͑17͒, and ͑18͒ lead to the expression of Eq. ͑5͒ as
where equilibrium of actual stresses causes ij,i u j,1 aux to vanish. For straight, traction-free cracks in homogeneous material, the second and third integrals of Eq. ͑19͒ vanish. For straight cracks in FGMs, the underlined terms in the second integral vanish, and for traction-free crack faces, Eq. ͑19͒ reduces to the interaction integral proposed by Dolbow and Gosz ͑2002͒. Kim ͑2003͒ and Paulino and Kim ͑2004͒ prove the existence of the interaction integral for FGMs by demonstrating that the second integral in Eq. ͑19͒ vanishes in the limit as the domain size shrinks to zero. A pointwise value of the interaction integral along a 3D crack front follows from the procedure in Eq. ͑2͒, i.e.
Extraction of Stress Intensity Factors
The energy release rate may be expressed as a function of the mixed-mode stress intensity factors K I , K II , and K III ͑e.g.,
where E * ͑s͒ = E͑s͒ / ͓1−͑s͒ 2 ͔ for plane-strain; and E * ͑s͒ = E͑s͒ for plane-stress conditions. For FGMs, this expression requires material properties at crack-front location, s. From Eq. ͑21͒, superposition of actual and auxiliary states gives
Eqs. ͑19͒, ͑20͒, and ͑22͒ provide the necessary relationship between the interaction integral and actual stress intensity factors. By alternately assigning a nonzero value to each stress intensity factor, Eq. ͑22͒ yields
I͑s͒, and K III ͑s͒ = ͑s͒I͑s͒
͑23͒
Numerical Aspects
Evaluation of the interaction integral using the finite-element method employs numerical techniques similar to those used to solve the boundary-value problem. This section provides a description of some relevant procedures. All computations in this study utilize WARP3D, a freely distributed, open-source finiteelement code with extensive fracture-analysis capabilities, developed at the University of Illinois at Urbana-Champaign ͑Gullerud et al. 2004͒.
Numerical Evaluation of Volume and Surface Integrals
In a finite-element context, standard Gauss quadrature procedures permit the evaluation of Eq. ͑19͒ ͑e.g., Cook et al. 2002͒
where the summations include all integration points on the interior or on the face of elements included in volume V. Weight w p scales the function at each integration point, and det J represents the determinant of the coordinate Jacobian for 2D surface or 3D volume coordinates. Here, the q-function follows the plateau variation described by Shih et al. ͑1986͒, quadrature over element volumes employs a 2 ϫ 2 ϫ 2 rule, and quadrature for the surface integral in Eq. ͑19͒, which has a square-root singularity, follows the procedures in Walters et al.
͑2005͒.
Computation of Material-Property Derivatives
Numerical evaluation of Eq. ͑24͒ requires derivatives at element integration points of the compliance-and constitutive-tensor components. We interpolate specified nodal material properties E͑x͒ and ͑x͒ and compute their X 1 -derivatives at integration points using standard isoparametric interpolation ͑e.g., Li et al. 2000 ; Kim and Paulino 2002b͒ :
where ͓E͑x͔͒ p and ͓͑x͔͒ p denote material properties at integration points; n = number of element nodes; ͓E͑x͔͒ I and ͓͑x͔͒ I = material properties at node I; N I = element shape function for node I evaluated at integration point p; and k = parent coordinates. Integration-point values of E͑x͒ ,1 and ͑x͒ ,1 enable the direct computation of constitutive-tensor derivatives as
where the quantities ‫͒·͑ץ‬ / E͑x͒ and ‫͒·͑ץ‬ / ͑x͒ denote explicit derivatives of ͑·͒ with respect to E͑x͒ and ͑x͒. The same process yields S ijkl ͑x͒ ,1 .
Computation of r and for Auxiliary Fields
Auxiliary stresses and strains of order O͑r −1/2 ͒ are extremely sensitive to small errors in r when r is small. It is therefore important to compute r and values in curvilinear coordinates when crackfront elements have curved edges. Gosz et al. ͑1998͒ and Gosz and Moran ͑2002͒ provide thorough details for this procedure. For crack-front elements with straight edges, however, it is appropriate to compute r and using local Cartesian coordinates defined on each segment of the crack-front, as illustrated in Fig. 2 and discussed with more detail in Walters et al. ͑2005͒.
Numerical Examples
This section presents examples that include the computation of mode-I and mode-II stress intensity factors in thin, 3D FGM specimens under in-plane loading, as well as in fully 3D configurations.
Three-Dimensional Analyses Simulating Plane-Stress and Plane-Strain Conditions
The interaction-integral procedure enables computation of stress intensity factors in thin 3D configurations under in-plane loading ͑e.g., Nakamura and Parks 1989; Wei et al. 2002͒ . Analyses of a middle-crack tension specimen with an inclined crack permit useful observations regarding the simulation of plane-stress and plane-strain conditions with 3D FGM models. Fig. 3͑a͒ shows a 3D mesh with a crack inclined at 36°, used to model this problem. A study of mesh-refinement levels for domain-integral computations in 2D FGMs is found in Kim and Paulino ͑2003d͒. In the present model, 20 elements with collapsed faces and quarter-point nodes surround the crack front as shown in Fig. 3͑b͒ . Length L e indicates the size of the element adjacent to the crack front, and dimension R D describes the radius of a domain of elements that surround the crack front. Model height H, width W, and thickness t have values relative to crack length 2a given by H = W =20a, and t = 0.125a. Crack-front elements are of size L e / a = 0.0177. In this example, Young's modulus varies in the x direction as E͑x͒ = E 0 e ␤x , where E 0 = E͑x =0͒, ␤a = 0.5, and = 0.3. For loading, all nodes along y = H have an imposed displacement ⌬ = H 0 , where 0 = assigned strain value. For approximate plane-stress simulations, the model permits throughthickness deformations. Constrained through-thickness displacements impose plane-strain conditions. Table 1͒ . Distance between crack fronts= 2a. ͑b͒ Twenty collapsed crack-front elements of size L e / a = 0.0177 surround each crack front. Ratio R D / a describes domain size in this work.
JOURNAL OF ENGINEERING MECHANICS © ASCE / JANUARY 2006 / 5
For simulated plane-stress conditions, the model employed here generates nonzero through-thickness stresses, 33 , when 0. Williams' ͑1957͒ solution for plane-stress conditions therefore leads to a nonzero value for the gradient of throughthickness strain 33,1
Consequently, the product 33 33,1 aux appearing in the second integral of Eq. ͑19͒ introduces error into computed stress intensity factors for simulated plane-stress conditions. Two analyses demonstrate the potential significance of this error. The first analysis allows nonzero 33 values caused by through-thickness Poisson contraction, and for the second analysis, 33 33,1 aux ϵ 0. Figs. 4͑a and b͒ illustrate the influence of interaction-integral components Ī 1 -Ī 4 on computed stress intensity factors for this problem, where 
Analysis of Planar, Curved Three-Dimensional Cracks in Functionally Graded Materials
This section examines four boundary-value problems involving mixed-mode loading of planar, curved cracks in FGMs. All examples in this section employ plane-strain auxiliary fields, with the assumption that near-plane-strain conditions exist near the crack front. Gosz et al. ͑1998͒ demonstrate that interactionintegral formulations incorporating the influence of crack-front curvature as described in "Auxiliary Fields" and "Interaction Integral for Curved Three-Dimensional Cracks in Functionally Graded Materials," can greatly improve computed stress intensity factors for cracks in homogeneous and bimaterial specimens. Kim et al. ͑2001͒ also show differences between numerical results that employ and omit corrective terms due to crack curvature. Walters et al. ͑2005͒ show that for a variety of mixed-mode crack problems in homogeneous material, the influence of curvature terms depends significantly upon mesh discretization and becomes very small with mesh-refinement levels that permit accurate computation of J-integral values. In this study we omit all terms from the interaction integral procedure that arise solely from the influence of crack-front curvature. Omitted terms include those underlined in Eq. ͑19͒ and auxiliary-field quantities that reflect crack curvature ͑Gosz et al. 1998͒. This means that here, material nonhomogeneity dictates use of the terms in Eq. ͑12͒-not crack-front curvature. Examples in this section demonstrate that good accuracy can be achieved using these approximations.
Mode-I and Mode-II Loading of a Penny-Shaped Crack in a Graded Interface
In this example, a penny-shaped crack with uniform opening pressure lies on the boundary of a graded interface. A semiinfinite solid with Young's modulus E 1 occupies the half-space z ഛ 0, and another half-space with modulus E 3 occupies the region z ജ h. A graded interfacial layer lying in the region 0 ഛ z ഛ h has a Young's modulus described by E 2 ͑z͒ = E 1 e ␤z , E 2 ͑z = h͒ = E 3 . Poisson's ratio remains constant at 0.3 throughout the body. Material properties at z = 0 and z = h are continuous, but material gradients are not. Theoretically, this violates the condition of the proof by Eischen ͑1987͒ that material gradients be differentiable. The finite-element solution and interaction integral are not affected by this discontinuity in material gradients, however, so the numerical solution obtained here is only a close approximation to the semianalytical solution to this problem obtained by Ozturk and Erdogan ͑1996͒.
A cylindrical mesh with a penny-shaped crack shown in Fig. 5͑a͒ comprises 16 ,480 20-noded brick elements. Cylinder height H and diameter D compare to crack radius a as H / a = D / a = 80. Fig. 5͑b͒ shows the mesh near the crack front, and illustrates schematically the material variation. The cylinder is formed by 20 sectors of elements that surround the longitudinal axis, and the crack is surrounded by 24 sectors of elements, as shown in Fig. 5͑b͒ . Elements incident on the crack front have quarter-point nodes and collapsed faces, and are of size L e / a = 0.00129. Two such meshes allow a comparison between interaction-integral results obtained using either straight-edged or curved quadratic elements along the crack front. At any location along the crack, the average of interaction-integral values computed for domains two through five produces stress intensity factors normalized as
͑34͒
where t 0 = magnitude of the crack-face traction. Table 2 lists present numerical results as well as stress intensity factors computed by Ozturk and Erdogan ͑1996͒ for different interfacial-layer thicknesses and material gradients. Stress intensity factor values obtained using curved crack-front elements are more accurate than those obtained from the mesh with straight crack-front segments despite the error introduced by inexact evaluation of the crack-face-traction integral in Eq. ͑19͒. For this crack configuration, accuracy of the numerical results depends heavily upon mesh refinement within and near the graded region, which in this example includes only three layers of elements for h / a = 0.5 and five layers of elements for h / a = 1.0 ͓see Fig. 5͑b͔͒ . Values in Table 2 agree well with Ozturk and Erdogan ͑1996͒ for moderate material gradients in the interfacial layer. A finer mesh discretization would permit computation of accurate results for more severe material gradients within the interfacial layer. We now examine the effect of domain size on path independence of computed stress intensity factors for this problem, using the mesh with curved edges, in which element nodes lie on a circular crack front. For the homogeneous problem, normalized 
͑35͒
The ratio of the maximum domain size R D , to crack radius a, is 0.66 for this problem. Fig. 6 illustrates a very small variation between the computed K I -values for small and large domains, for the homogeneous case and the FGM case. This indicates that the effect of curvature terms omitted from Eq. ͑19͒ does not appear to change significantly within the range of domain sizes employed for this problem. Whether this trend holds for larger domains ͑R D / a Ͼ 1͒ or for coarser meshes is uncertain.
The influence of FGM terms in Eq. ͑19͒ can be observed for this problem using the mesh with curved edges. Figs. 7͑a and b͒ illustrate relative contributions to K I and K II from terms Ī 1 -Ī 4 in Eqs. ͑30͒-͑33͒. For mode-I computations, the FGM term Ī 2 contributes roughly 2% for the largest domain, and the contribution from Ī 3 is negligible, while the homogeneous term Ī 1 and the crack-face-traction term Ī 4 largely determine the computed K I -value. For mode-II computations, Ī 1 and Ī 2 dominate, while Ī 3 is negligible, and Ī 4 is zero. The contribution from Ī 3 for this problem is negligible because it involves the derivative of material gradients in the local X 1 direction, while the actual material gradient is in the X 2 direction.
In this example, Ī 4 is nonzero only for mode-I interactionintegral computations, and therefore contributes no error to the computed mode-II stress intensity factor. To evaluate the mode-I stress intensity factor K I in this case, K I aux = 1.0, and 
͑37͒
meaning that the crack-surface-traction integral does not contribute to Ī͑s͒ for mode-II computations, as witnessed in Fig. 7͑b͒ . The integrand of Ī 4 for mode-III computations similarly vanishes for loading caused by t 2 . This example illustrates the fact that the surface-traction integral is nonzero only when crack-face tractions have a nonzero component in the direction of crack opening represented by the nonzero auxiliary stress intensity factor.
Mode-III Loading of a Penny-Shaped Crack in a Graded Interface
This third example of a 3D configuration demonstrates the accuracy of interaction-integral computations of mode-III stress intensity factors along cracks in a 3D FGM. The crack geometry, material variation, and finite-element meshes for this problem follow the descriptions in "Mode-I and Mode-II Loading…" and Fig. 5 . Nodal loads at opposite ends of the cylinder apply torsion loading, and fixed nodes at the center of each cylinder face supply constraints ͓see Fig. 5͑a͔͒ . The element layer at each end of the cylinder is assigned a high value of Young's modulus in order to ensure a uniform distribution of torsional stresses throughout the model. At locations along the crack front where interaction-integral computations are performed, the average of stress intensity factors obtained from domains two through five is again the reported value. Normalization of the mode-III stress intensity factor follows Eq. ͑34͒, where t 0 =2Ta / b 4 , in which T = total applied torque; and b = D / 2 = cylinder radius. In the case of torsion applied through crack-face tractions, t 0 would be the magnitude of the traction at r = a. Table 3 compares stress intensity factors computed for this problem with those obtained by Ozturk and Erdogan ͑1995͒, who solve integral equations for an axisymmetric crack with torsion applied to the crack faces. Computed stress intensity factors show excellent agreement with the semianalytical results even when material gradients are severe. For a similar material gradient, the mode-III problem shows very good accuracy compared to the mode-I, mode-II problem. This is likely due to the fact that for pure torsion, the governing equations of elasticity reduce to the Laplace equation, enabling a coarse mesh to approximate the solution more accurately. In this example, stress intensity factor values obtained using the mesh with straight element edges are more accurate than those obtained from the mesh with curved elements, which may be an effect of omitting crack-front curvature terms from the interaction integral. Fig. 8͑a͒ illustrates that the mesh with curved edges exhibits very good domain independence of computed stress intensity factors for mode-III. For the homogeneous and FGM cases, the two largest domains shown in Fig. 8͑a͒ yield K IIIn -values that increase very slightly from values of smaller domains. This small variation may be due to the curvature terms omitted from Eq. ͑19͒ because a similar variation does not occur in normalized K III -values obtained through J-integral computations according to
Contributions to computed K IIIn -values from individual components of Eq. ͑19͒ are illustrated in Fig. 8͑b͒ for the mesh with curved edges. Once again, component Ī 1 dominates the other terms. Term Ī 2 contributes approximately 5% for the largest domain, and Ī 3 is zero everywhere because the material gradient is in the X 2 direction. This example provides useful comparisons with a semianalytical solution, and demonstrates that good accuracy can be achieved when the interactionintegral formulation omits curvature terms. In the above example of a penny-shaped crack under tension and torsion loading, it is apparent that the strength and direction of the material gradient influences strongly the contribution of FGM terms in Eq. ͑19͒. A material gradient in the plane of the crack would engage the Ī 3 term in Eq. ͑32͒. It is therefore useful to examine another 3D crack geometry in order to investigate the influence of all FGM terms in the presence of different material gradients.
Mode-I Loading of a Semielliptical Surface Crack in a Functionally Graded Material Plate
This analysis compares stress intensity factors obtained through interaction-integral and J-integral computations for a semielliptical surface crack in a functionally graded plate under remote tension. Symmetry of the problem permits reduction of the analysis model to one-quarter of the plate, discretized with a mesh of 13,556 20-noded hexagonal elements generated using FEACrack ͑2005͒ software ͓Fig. 9͑a͔͒. Poisson's ratio is constant at 0.25, through-thickness gradients in Young's modulus vary according to E͑x͒ = E 1 e ␤x , E 1 = E͑x =0͒, E 2 = E͑x = t͒, and E 2 / E 1 equals 0.05, 1, and 20. The ratio of crack width c to crack depth a is a / c = 2, and the ratio of crack depth to plate thickness t is a / t = 0.8. Other plate dimensions are L =2t. Fig. 9͑b͒ shows mesh discretization in the crack-front region, where eight collapsed elements of size L e / a = 0.00267 surround the crack front. The high level of mesh refinement for this problem ensures good accuracy of computed J-integral and stress intensity factor values. Element edges along the crack front are straight, such that local crack-front curvature is zero, and computation of r and employs local Cartesian coordinates as described previously.
At each of 73 crack-front locations, 20 semicircular rings of elements enable computation of stress intensity factors using 20 different domains. Interaction-integral computations yield highly path-independent K In -values, which, for nearly all crack-front locations, were identical up to four significant figures for domains 2-20. Standard normalization of stress intensity factors for elliptical cracks follows
where 0 = uniform remote tensile stress, and where Q may be approximated by
͑40͒
for a / c Ͼ 1 ͑Anderson 1995͒. Fig. 10 shows the variation along the crack of normalized stress intensity factor values obtained through Eq. ͑19͒. Parametric angle describes location along the crack front, as shown in Fig. 11 . Plotted stress intensity fac- Fig. 9 . ͑a͒ Quarter-symmetric mesh of semielliptical crack in plate under remote tension. ͑b͒ Detail of discretization in crack-front region. tors compare with values obtained through a domain form of the J-integral for FGMs described by Walters et al. ͑2004͒ . In this example, mesh refinement does not permit computations to reflect the true variation in stress intensity factor values near the free surface ͑ =0°͒, where they decrease to zero within a small boundary layer ͑e.g., Pook 1994͒. Values for the domain at the free surface are therefore omitted from Fig. 10 and following plots. Due to inaccuracy of values computed using domains adjacent to the plane of symmetry ͑ =90°͒, these values are also omitted from the following figures. Values computed using the J-integral and the interaction integral agree very closely, and for the homogeneous case, the plotted lines cannot be distinguished from one another-the maximum difference between data points being less than 0.1%. For all three cases of material variation, the maximum difference between the J-integral and interaction-integral curves is less than 0.75%. Fig. 10 also shows values of K In computed using the interaction integral computed without the FGM terms Ī 2 and Ī 3 in Eqs. ͑31͒ and ͑32͒. Despite large material gradients in the FGM cases, the maximum contribution of these omitted terms for any data point occurs at the point closest to = 90°, and is less than 1.2% of the total value. The difference between the interaction-integral curves with and without FGM terms becomes greatest toward = 90°because the exponentially varying material gradients are the steepest in that region. Specimen and crack geometries may limit the domain size that can be employed practically for interaction-integral computations.
The largest domain employed in this example was of size R D / a = 0.053. This domain size can be compared to domain sizes shown in Figs. 4͑a͒, 4͑b͒, 7͑a͒, 7͑b͒, and 8͑b͒, to give an idea of the expected contribution of FGM terms. In each of these example problems, the contribution of FGM terms is very small for the smallest domains. Fig. 10 illustrates that for mode-I loading of FGMs, a mesh with domain sizes that are small compared to the crack geometry yields stress intensity factors that do not depend significantly upon the FGM terms. This agrees with observations on J-integral computations in FGMs made by others such as Gu et al. ͑1999͒.
Mixed-Mode Loading of a Semielliptical Surface Crack in a Functionally Graded Material Plate
A final example illustrates the variation of computed stress intensity factors for a surface crack under mixed-mode loading. The plate geometry, crack aspect ratio, material variation, loading conditions, and mesh refinement level in the crack-front region are identical with those in the previous example in "Mode-I Loading of a Semielliptical…." In this example, however, the crack inclines at = 45°to the plate-thickness direction, as illustrated in Fig. 12͑a͒ . Therefore, though the ratio a / c = 0.8 remains unchanged from the previous example, the inclined crack extends into the plate to a depth of a / t = 0.57. FEACrack ͑2005͒ software again generated the mesh shown in Figs. 12͑a and b͒. Excellent domain independence of computed stress intensity factors is apparent at all interior locations along the crack, for each mode of loading and for each material variation. As in the previous example of a surface crack under mode-I loading, the small size of the domains with respect to the crack size limits the influence of the FGM terms Ī 2 and Ī 3 , as well as any potential influence of the omitted curvature terms. Figs. 13-15 show stress intensity factor values computed along the crack front for each mode of loading, both including and omitting the FGM terms. The maximum contribution of FGM terms occurs in the region of steepest material variation, yet represents a very small portion of the computed values in each case. Fig. 16 illustrates contributions of terms Ī 1 -Ī 3 for each of the 20 domains used to compute mode-II stress intensity factors at crack-front location = 85°. Terms Ī 2 and Ī 3 are independently significant in the larger domains, but they largely cancel each other, making their combined contribution relatively small. This trend is very similar for the mode-I and mode-III computations for this problem, which are not shown here.
Discussion and Conclusions
This work examines interaction-integral procedures for planar, curved cracks in 3D functionally graded solids under remote mechanical loading and applied crack-face tractions. Computations omit auxiliary-field and interaction-integral terms that arise due to the effects of crack-front curvature. The excellent potential accuracy of computed stress intensity factors indicates that the influence of these terms is small for the problems considered, and that the proposed approach can provide very accurate stress intensity factors. The interaction-integral terms included to incorporate material gradients also contribute very little to stress intensity factor computations when the ratio of the domain size to the crack size is small. Figures such as 4͑a and b͒ for simple 2D configurations might usefully indicate domain sizes for acceptably small error when domain integrals omit FGM terms.
Comparisons of computed stress intensity factors with existing semianalytical solutions demonstrate that the interaction integral is an accurate and useful tool for the analysis of cracks in 3D FGM configurations. Interaction-integral computations have been used with mesh-reduction techniques such as the boundaryelement method ͑e.g., Sutradhar and Paulino 2004͒ and meshless methods ͑e.g., Krysl and Belytschko 1999͒, which have some advantages over finite-element analysis for simulation of crack propagation. Some of these methods might be employed to build on the work by Forth et al. ͑2003͒ to model crack growth in 3D FGMs. The anisotropy inherent to some FGM systems may also encourage the development of presented techniques to extend the work of Dhondt ͑2002͒ who employs the interaction-integral method to analyze anisotropic 3D specimens, and Kim and Paulino ͑2003c͒, who employ it for the analysis of 2D orthotropic FGM specimens. Interaction integrals developed to incorporate thermal-strain effects or to compute T-stresses in 3D FGMs are also at present unexplored.
Appendix I
Auxiliary Fields
Williams' ͑1957͒ solution for asymptotic stresses and displacements near the crack tip of a 2D specimen describe the auxiliary fields employed here ͑Anderson 1995͒ 
Constitutive Relations
Constitutive models for an isotropic elastic material under isothermal mechanical loading couple stress components, ij , to strain components, ij , according to ij = kk ␦ ij +2 ij ͑Fung 1965͒. Here, i , j , k =1,2,3, and the repeated index implies summation. The symbol ␦ ij ϭKronecker delta; and E = E͑x͒ and = ͑x͒ϭYoung's modulus and Poisson's ratio for the FGM. The Lamé parameters ͑x͒ and ͑x͒ are ͑x͒ = ͑x͒E͑x͒ ͓1 + ͑x͔͓͒1 − 2͑x͔͒ and ͑x͒ = E͑x͒ 2͓1 + ͑x͔͒
͑51͒
Formulations of the interaction integral for FGMs include the product C ijkl,1 ͑x͒ kl ij aux . In this work, kl denotes mechanical strain components for the actual 3D field, and ij aux denotes 2D plane-stress or plane-strain auxiliary fields corresponding to Williams' ͑1957͒ solution. For evaluation of this term as well as Eq. ͑17͒, it is convenient for the constitutive tensor C ijkl ͑x͒ to be identical for actual ͑3D͒ and auxiliary ͑2D͒ fields. The constitutive relationships may be expressed as where ij = ͑symmetric͒ tensor-strain components. With appropriate definitions of strain components, Eq. ͑52͒ is valid for 3D actual fields, and 2D plane-stress and plane-strain auxiliary fields. Eq. ͑52͒ corresponds to plane stress when 33 ϵ ͑ 11 + 22 ͒ / ͑ −1͒, and 23 = 13 ϵ 0, and corresponds to plane strain when 33 = 23 = 13 ϵ 0. Therefore, for isotropic elastic functionally graded material, the generalized Hooke's law for 3D actual and 2D auxiliary fields is ij = C ijkl ͑x͒ kl and ij aux = C ijkl ͑x͒ kl aux
͑53͒
where the constitutive tensor C ijkl ͑x͒ is identical in both expressions. This permits the straightforward computation of C ijkl,1 ͑x͒ kl ij aux in Eq. ͑17͒. The interaction-integral formulation used in this work defines strain components as the product of the compliance and auxiliarystress tensors, ij aux = S ijkl ͑x͒ kl aux . The compliance relations are ij =− kk ␦ ij / ͓2͑3 +2͔͒ +1/͓2m͔ ij ͑Fung 1965͒. Thus for auxiliary fields, the compliance relationships may be expressed as where ij aux are ͑symmetric͒ tensor-strain components. Appropriate stress definitions make Eq. ͑54͒ valid for 3D actual fields, and 2D plane-stress and plane-strain auxiliary fields. Eq. ͑54͒ corresponds to plane stress when 33 aux = 23 aux = 13 aux ϵ 0, and corresponds to plane strain when 33 aux ϵ ͑ 11 aux + 22 aux ͒, and 23 aux = 13 aux ϵ 0. Therefore, for isotropic elastic functionally graded materials, the compliance relation for 3D actual and 2D auxiliary fields is ij = S ijkl ͑x͒ kl and ij aux = S ijkl ͑x͒ kl aux ͑55͒
