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This paper is concerned with the Proportional Integral (PI) regulation control of the left Neu-
mann trace of a one-dimensional semilinear wave equation. The control input is selected as the
right Neumann trace. The control design goes as follows. First, a preliminary (classical) velocity
feedback is applied in order to shift all but a finite number of the eivenvalues of the underlying
unbounded operator into the open left half-plane. We then leverage on the projection of the system
trajectories into an adequate Riesz basis to obtain a truncated model of the system capturing the
remaining unstable modes. Local stability of the resulting closed-loop infinite-dimensional system
composed of the semilinear wave equation, the preliminary velocity feedback, and the PI controller,
is obtained through the study of an adequate Lyapunov function. Finally, an estimate assessing
the set point tracking performance of the left Neumann trace is derived.
1 Introduction
Due to its widespread adoption by industry [8, 9], the stabilization and regulation control of
finite-dimensional systems by means of Proportional-Integral (PI) controllers has been intensively
studied. For this reason, the opportunity of extending PI control strategies to infinite-dimensional
systems, and in particular to systems modeled by partial differential equations (PDEs), has at-
tracted much attention in the recent years. Efforts in this research direction were originally devoted
to the case of bounded control operators [35, 36] and then extended to unbounded control opera-
tors [47]. The study of PI control design combined with high-gain conditions was reported in [32].
More recently, the problem of PI boundary control of linear hyperbolic systems has been reported
in a number of works [12, 19, 27, 48]. This research direction has then been extended to the case
of nonlinear transport equations [11, 14, 20, 23, 37, 45]. The case of the boundary regulation
control of the Neumann trace for a linear reaction-diffusion in the presence of an input delay was
considered in [29]. The case of the boundary regulation control of the boundary velocity for linear
damped wave equations, in the presence of a nonlinearity in the boundary conditions, has been
considered in [10, 43]. A general procedure allowing the addition of an integral component for
regulation control to open-loop exponentially stable semigroups with unbounded control operators
has been proposed in [41, 42].
This paper is concerned with the PI regulation control of the left Neumann trace of a one-
dimensional semilinear (undamped) wave equation. The selected control input takes the form of
the right Neumann trace. The control design procedure goes as follows. First, inspired by [16], a
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preliminary (classical) velocity-feedback is applied in order to shift all but a finite number of the
eigenvalues of the underlying unbounded operator into the open left half-plan. Then, inspired by
the early work [38] later extended in [15, 16, 39] to semilinear heat and wave PDEs, we leverage on
the projection of the system trajectories into a Riesz basis formed by the generalized eigenstructures
of the unbounded operator in order to obtain a truncated model capturing the remaining unstable
modes. Finally, similarly to [29], this finite dimensional model is augmented to include the integral
component of the PI controller, allowing to compute a stabilizing feedback. The local stability
of the resulting closed-loop infinite-dimensional system, and the subsequent set point regulation
performance, is assessed by a Lyapunov-based argument. The theoretical results are illustrated
based on the simulation of an open-loop unstable semilinear wave equation.
The paper is organized as follows. The investigated control problem is introduced in Section 2.
The proposed control design procedure is presented in Section 3 in a comprehensive manner. The
subsequent stability analysis is carried out in Section 4 while the theoretical results are numerically
illustrated in Section 5. Finally, concluding remarks are formulated in Section 6.
2 Problem setting
Let L > 0 and let f : R → R be a function of class C2. We consider the following wave equation
on (0, L):
∂2y
∂t2
=
∂2y
∂x2
+ f(y), (1a)
y(t, 0) = 0,
∂y
∂x
(t, L) = u(t), (1b)
y(0, x) = y0(x),
∂y
∂t
(0, x) = y1(x), (1c)
for t > 0 and x ∈ (0, L), where the state is y(t, ·) : [0, L] → R and the control input is u(t) and
applies to the right Neumann trace. The control objective is to design a PI controller in order to
locally stabilize the closed-loop system and locally regulate the system output selected as the left
Neumann trace:
z(t) =
∂y
∂x
(t, 0). (2)
Definition 1. A function ye ∈ C2([0, L]) is a steady-state of (1) with associated constant control
input ue ∈ R and constant system output ze ∈ R if
d2ye
dx2
(x) + f(ye(x)) = 0, x ∈ (0, L),
ye(0) = 0,
dye
dx
(L) = ue,
ze =
dye
dx
(0).
Remark 1. Introducing F (y) =
∫ y
0
f(s) ds for any y ∈ R, assume that one of the two following
properties holds:
• F (y)→ +∞ when |y| → +∞;
• for any a > 0, when it makes sense, the integral ∫ dy√
a−F (y)
diverges at −∞ and +∞.
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Then we have the existence of a steady state ye ∈ C2([0, L]) of (1) associated with any given value
of the system output ze ∈ R. Indeed, define y ∈ C2([0, l)) with 0 < l 6 +∞ as the maximal
solution of y′′ + f(y) = 0 with y(0) = 0 and y′(0) = ze. We only need to assess that l > L.
Multiplying by y′ both sides of the ODE satisfied by y and then integrating over [0, x], we observe
that y satisfies the conservation law y′(x)2 +2F (y(x)) = z2e for all x ∈ [0, l). Hence any of the two
above assumptions implies that y and y′ are bounded on [0, l). Thus l = +∞ and the associated
steady state control input is given by ue = y
′(L).
Given a desired value of the system output ze ∈ R and an associated steady state function
ye ∈ C2([0, L]), the control design objective tackled in this paper is to guarantee the local stability
of the system (1), when augmented with an adequate control strategy, as well as ensuring the
regulation performance, i.e., z(t) = ∂y∂x → ze when t → +∞. To achieve this objective, we
introduce the following deviations: yδ(t, x) = y(t, x) − ye(x) and uδ(t) = u(t) − ue. A Taylor
expansion with integral remainder shows that (1) can equivalently be rewritten under the form:
∂2yδ
∂t2
=
∂2yδ
∂x2
+ f ′(ye)yδ + y
2
δ
∫ 1
0
(1− s)f ′′(ye + syδ) ds, (3a)
yδ(t, 0) = 0,
∂yδ
∂x
(t, L) = uδ(t), (3b)
yδ(0, x) = y0(x)− ye(x), ∂yδ
∂t
(0, x) = y1(x), (3c)
for t > 0 and x ∈ (0, L), while the output to be regulated is now expressed as
zδ(t) =
∂yδ
∂x
(t, 0) = z(t)− ze. (4)
Finally, following classical proportional integral control design schemes, we introduce the following
integral component on the tracking error:
ζ˙(t) =
∂yδ
∂x
(t, 0)− zr(t) = z(t)− (ze + zr(t)), (5)
where zr(t) ∈ R is the reference input signal.
Remark 2. It was shown in [29] for a linear reaction-diffusion equation with Dirichlet boundary
control that a simple proportional integral controller can be used to successfully control a Neumann
trace. The control design was performed on a finite-dimensional truncated model capturing the
unstable modes of the infinite dimensional system while assessing the stability of the full infinite-
dimensional system via a Lyapunov-based argument. Such an approach cannot be directly applied
to the case of the wave equation studied in this paper due to the fact that, even in the case of a
linear function f , the open-loop system might exhibit an infinite number of unstable modes. To
avoid this pitfall, we borrow the following remark from [16]. In the case f = 0, the control input
uδ(t) = −α∂yδ∂t (t, L), with α > 0, ensures the exponential decay of the energy function defined as:
E(t) =
∫ L
0
(
∂yδ
∂t
(t, x)
)2
+
(
∂yδ
∂x
(t, x)
)2
dx.
Thus, as suggested in [16], a suitable control input candidate for (3) takes the form:
uδ(t) = −α∂yδ
∂t
(t, L) + v(t), (6)
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where α > 0 is to be selected and v(t) is an auxiliary command input. In particular, it was shown
in [16] that, in the presence of the nonlinear term f , the velocity feedback can be used to locally
stabilize all but possibly a finite number of the modes of the system. Then the authors showed that
the design of the auxiliary control input v can be performed by pole shifting on a finite dimensional
truncated model to achieve the stabilization of the remaining unstable modes. The stability of the
resulting closed-loop system was assessed via the introduction of a suitable Lyapunov function.
In this paper, we propose to take advantage of such a control design strategy in order to achieve
the regulation of the following Neumann trace by means of a proportional integral control design
scheme via the introduced integral component (5).
3 Control design
3.1 Equivalent homogeneous problem
By introducing the change of variable:
w1(t, x) = yδ(t, x), w
2(t, x) =
∂yδ
∂t
(t, x) − x
αL
v(t), (7)
we obtain from the wave equation (3), the integral component (5), and the control strategy (6)
that
∂w1
∂t
= w2 +
x
αL
v(t), (8a)
∂w2
∂t
=
∂2w1
∂x2
+ f ′(ye)w
1 + r(t, x) − x
αL
v˙(t), (8b)
ζ˙(t) =
∂w1
∂x
(t, 0)− zr(t), (8c)
w1(t, 0) = 0,
∂w1
∂x
(t, L) + αw2(t, L) = 0, (8d)
w1(0, x) = y0(x)− ye(x), w2(0, x) = y1(x) − x
αL
v(0), (8e)
ζ(0) = ζ0 (8f)
for t > 0 and x ∈ (0, L), with the residual term
r(t, x) = (w1(t, x))2
∫ 1
0
(1− s)f ′′(ye(x) + sw1(t, x)) ds. (9)
Remark 3. A more classical change of variable for (3) with control input u given by (6) is generally
obtained by setting
w(t, x) = yδ(t, x)− x(x − L)
L
v(t). (10)
In that case, (3) with u given by (6) yields
∂2w
∂t2
=
∂2w
∂x2
+ f ′(ye)w − x(x − L)
L
v¨(t) +
(
x(x − L)
L
f ′(ye) +
2
L
)
v(t) + r(t, x), (11a)
w(t, 0) = 0,
∂w
∂x
(t, L) + α
∂w
∂t
(t, L) = 0, (11b)
w(0, x) = y0(x)− ye(x)− x(x − L)
L
v(0),
∂w
∂t
(0, x) = y1(x) − x(x− L)
L
v˙(0) (11c)
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with
r(t, x) =(
w(t, x) +
x(x − L)
L
v(t)
)2 ∫ 1
0
(1− s)f ′′
(
ye(x) + s
(
w(t, x) +
x(x − L)
L
v(t)
))
ds.
However, this change of variable (10) induces the occurrence of a v¨ term in (11a), while only a v˙
term appears in (8a-8b). Thus, in the subsequent procedure, the consideration of the change of
variable (7) instead of (10) will allow a reduction of the complexity of the controller architecture
by avoiding the introduction of an extra additional integral component.
We now introduce the Hilbert space
H = {(w1, w2) ∈ H1(0, L)× L2(0, L) : w1(0) = 0}
endowed with the inner product
〈
(w1, w2), (z1, z2)
〉
=
∫ L
0
(w1)′(x)(z1)′(x) + w2(x)z2(x) dx.
Defining the following state vector
W (t) = (w1(t, ·), w2(t, ·)) ∈ H,
the wave equation with integral component (8) can be rewritten under the abstract form
dW
dt
(t) = AW (t) + av(t) + bv˙(t) +R(t, ·), (12a)
ζ˙(t) =
∂w1
∂x
(t, 0)− zr(t), (12b)
W (0, x) =
(
y0(x) − ye(x), y1(x)− x
αL
v(0)
)
, (12c)
ζ(0) = ζ0. (12d)
for t > 0 and x ∈ (0, L), where
A =
(
0 Id
A0 0
)
(13)
with A0 = ∆+ f ′(ye) Id on the domain
D(A) = {(w1, w2) ∈ H :w1 ∈ H2(0, L), w2 ∈ H1(0, L),
w2(0) = 0, (w1)′(L) + αw2(L) = 0},
and a, b, R(t, ·) ∈ H are defined by
a(x) = (x/(αL), 0), b(x) = (0,−x/(αL)), R(t, x) = (0, r(t, x)). (14)
We have R(t, ·) ∈ H because r(t, ·) ∈ L2(0, L), which is a direct consequence of the facts that
w1(t, ·) ∈ H1(0, L) ⊂ L∞(0, L), f ′′ is continuous on R, and ye is continuous on [0, L].
Remark 4. It is well-known that the operatorA generates a C0-semigroup [46]. Moreover, because
the Neumann trace is A-admissible, the application of [47, Lemma 1] shows that the augmentation
of A with the integral component ζ still generates a C0-semigroup. As v˙ is seen as the control
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input, the state-space vector can further be augmented to include v, and the associated augmented
operator also generates a C0-semigroup. Now, noting that the residual term (9) can be rewritten
under the form
r(t, x) =
∫ w1(t,x)+ye(x)
ye(x)
(w1(t, x) + ye(x) − s)f ′′(s) ds,
one can see that w1 → ∫ w1+ye
ye
(w1+ye−s)f ′′(s) ds, when seen as a function from {w1 ∈ H1(0, L) :
w1(0) = 0} to L2(0, L), is continuously differentiable. Consequently, the well-posedness of (12)
follows from classical results [34]. In the subsequent developments, we will consider for initial
conditions W (0) ∈ D(A), continuously differentiable reference inputs zr, and a control input
v˙ that will take the form of a state-feedback, the concept of classical solution for (12) on its
maximal interval of definition [0, Tmax) with 0 < Tmax 6 +∞, i.e. W ∈ C0([0, Tmax);D(A)) ∩
C1([0, Tmax);H).
3.2 Properties of the operator A
First, we explicit in the following lemma the adjoint operator A∗.
Lemma 1. The adjoint operator of A is defined on
D(A∗) = {(z1, z2) ∈ H : z1 ∈ H2(0, L), z2 ∈ H1(0, L),
z2(0) = 0, (z1)′(L)− αz2(L) = 0}
by
A∗(z1, z2) = (−z2 − g,−(z1)′′) (15)
where g ∈ C2([0, L]) is uniquely defined by
g′′ = f ′(ye)z
2,
g(0) = g′(L) = 0.
Proof. We write A = Atr +Ap with
Atr =
(
0 Id
∆ 0
)
, Ap =
(
0 0
f ′(ye) Id 0
)
where Atr is an unbounded operator defined on the same domain as A while Ap in defined on
H. As Ap is bounded, straightforward computations show that A∗p = (−g, 0) where g is defined
as in the statement of the Lemma. It remains to compute A∗tr. To do so, one can observe that
0 ∈ ρ(Atr) with
A−1tr w =
(
−αw1(L)x+
∫ x
0
∫ ξ
L
w2(s) ds dξ, w1
)
, ∀w = (w1, w2) ∈ H.
Since A−1tr is bounded, straightforward computations show that
(A−1tr )∗ w =
(
−αw1(L)x−
∫ x
0
∫ ξ
L
w2(s) ds dξ,−w1
)
, ∀w = (w1, w2) ∈ H.
We deduce the claimed result by computing the inverse of the latter operator.
The strategy reported in this paper relies on the concept of Riesz bases. This concept is recalled
in the following definition.
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Definition 2. A family of vectors (ek)k∈Z of H is a Riesz basis if this family is maximal and there
exist constants mr,MR > 0 such that for any N > 0 and any c−n0 , . . . , cn0 ∈ C,
mR
∑
|k|6N
|ck|2 6
∥∥∥∥∥∥
∑
|k|6N
ckek
∥∥∥∥∥∥
2
H
6 MR
∑
|k|6N
|ck|2.
The dual Riesz basis of (ek)k∈Z is the unique family of vectors (fk)k∈Z of H which is such that
〈ek, fl〉H = δk,l ∈ {0, 1} with δk,l = 1 if and only if k = l.
We can now introduce the following properties of the operator A. These properties, expect the
last item, are retrieved from [16, Lemmas 2 and 5].
Lemma 2. Let α > 1. There exists a Riesz basis (ek)k∈Z of H consisting of generalized eigen-
functions of A, associated to the eigenvalues (λk)k∈Z and with dual Riesz basis (fk)k∈Z, such that:
1. ek ∈ D(A) and ‖ek‖H = 1 for every k ∈ Z;
2. each eigenvalue λk is geometrically simple;
3. there exists n0 > 0 such that, for any k ∈ Z with |k| > n0+1, the eigenvalue λk is algebraically
simple and satisfies
λk =
1
2L
log
(
α− 1
α+ 1
)
+ i
kπ
L
+O
(
1
|k|
)
(16)
as |k| → +∞.
4. if k > n0 + 1, then ek (resp. fk) is an eigenfunction of A (resp. A∗) associated with the
algebraically simple eigenvalue λk (resp. λk);
5. for every k > n0 + 1, one has ek = e−k and fk = f−k;
6. for every |k| 6 n0, there holds
Aek ∈ span{ep : |p| 6 n0}, (17a)
A∗fk ∈ span{fp : |p| 6 n0}; (17b)
7. introducing ek = (e
1
k, e
2
k), one has (e
1
k)
′(0) = O(1) as |k| → +∞.
The proof of Lemma A, which is essentially extracted from [16], is placed in annex for self-
completeness of the manuscript.
In the remainder of the paper, we select the constant α > 1 such that
1
2L
log
(
α− 1
α+ 1
)
< −1.
Based on the asymptotic behavior (16), only a finite number of eigenvalues might have a non
negative real part. Thus, without loss of generality, we also select the integer n0 > 0 provided by
Lemma 2 large enough such that Reλk < −1 for all |k| > n0 + 1.
Remark 5. The state-space can be written as H = H1
⊕H2 with the subspaces H1 = span{ep :
|p| 6 n0} and H2 = span{ep : |p| > n0 + 1}. Introducing π1, π2 the projectors associated with this
decomposition, Lemma 2 shows that A takes the form A = A1π1 +A2π2 where A1 ∈ L(H1) and
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A2 : D(A2) ⊂ H2 → H2 with D(A2) = D(A) ∩H2. Moreover, Lemma 2 shows that A2 is a Riesz
spectral operator. Then, as D(A) = H1
⊕
D(A2), we obtain that
D(A) =
{∑
k∈Z
wkek :
∑
k∈Z
|λkwk|2 <∞
}
and, for any w ∈ D(A),
Aw = A1π1w +
∑
|k|>n0+1
λk 〈w, fk〉 ek, (18)
where the equality holds in H-norm. Now, for any w ∈ D(A), consider the series expansion w =
(w1, w2) =
∑
k∈Z 〈w, fk〉 ek. In particular, one has w1 =
∑
k∈Z 〈w, fk〉 e1k in H1-norm. Moreover,
from (18) we have that Aw =∑k∈Z 〈w, fk〉Aek and thus A0w1 =∑k∈Z 〈w, fk〉A0e1k in L2-norm.
Since f ′(ye) ∈ L∞(0, L), the expansion of the latter identity shows that (w1)′′ =
∑
k∈Z 〈w, fk〉 (e1k)′′
in L2-norm. Consequently, w1 =
∑
k∈Z 〈w, fk〉 e1k in H2-norm and thus, by the continuous embed-
ding H1(0, L) ⊂ L∞(0, L),
(w1)′(0) =
∑
k∈Z
〈w, fk〉 (e1k)′(0). (19)
The latter series expansion will be intensively used in the remainder of this paper.
3.3 Spectral reduction and truncated model
Introducing, for every k ∈ Z,
wk(t) = 〈W (t), fk〉H , ak = 〈a, fk〉H , bk = 〈b, fk〉H , rk(t) = 〈R(t, ·), fk〉H ,
we obtain from (12a), that
w˙k(t) = 〈AW (t), fk〉H + akv(t) + bkv˙(t) + rk(t)
= 〈W (t),A∗fk〉H + akv(t) + bkv˙(t) + rk(t)
Recalling that A∗fk = λkfk for |k| > n0 + 1, we obtain that
w˙k(t) = λkwk(t) + akv(t) + bkv˙(t) + rk(t), |k| > n0 + 1. (20)
Moreover, after possibly linear recombination1 of (ek)|k|6N0 and (fk)|k|6N0 , which we still denote
by (ek)|k|6N0 and (fk)|k|6N0 , to obtain matrices with real coefficients, we infer from (17) the
existence of a matrix A0 ∈ R(2n0+1)×(2n0+1) such that
X˙0(t) = A0X0(t) +B0,1v(t) +B0,2v˙(t) +R0(t) (21)
where
X0(t) =


w−n0(t)
...
wn0(t)

 ∈ R2n0+1, B0,1 =


a−n0
...
an0

 ∈ R2n0+1,
B0.2 =


b−n0
...
bn0

 ∈ R2n0+1, R0(t) =


r−n0(t)
...
rn0(t)

 ∈ R2n0+1.
1In that case, all the properties stated by Lemma 2 remain true except that (ek)|k|6N0 might not be generalized
eigenvectors of A.
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We augment the state-space representation (21) with the actual control input v as follows:
X˙1(t) = A1X1(t) +B1vd(t) +R1(t) (22)
where
X1(t) =
[
v(t)
X0(t)
]
∈ R2n0+2, vd(t) = v˙(t), R1(t) =
[
0
R0(t)
]
∈ R2n0+2 (23a)
A1 =
[
0 0
B0,1 A0
]
∈ R(2n0+2)×(2n0+2), B1 =
[
1
B0,2
]
∈ R2n0+2. (23b)
We now further augment the latter state-space representation to include the integral component
of the PI controller. First, we note from (19) that the dynamics of the integral component ζ satisfies
ζ˙(t) =
∑
k∈Z
wk(t)(e
1
k)
′(0)− zr(t).
We observe that the ζ-dynamics involves all the coefficients of projection wk(t), with k ∈ Z,
hence cannot be used to augment (22). This motivates the introduction of the following change of
variable:
ξ(t) = ζ(t) −
∑
|k|>n0+1
(e1k)
′(0)
λk
wk(t) (24)
= ζ(t) − 2
∑
k>n0+1
Re
{
(e1k)
′(0)
λk
wk(t)
}
where, using Cauchy-Schwarz inequality, the series is convergent because |λk| ∼ |k|pil and (e1k)′(0) =
O(1) as |k| → +∞. Moreover, the time derivative of ξ is given by
ξ˙(t) = ζ˙(t)−
∑
|k|>n0+1
(e1k)
′(0)
λk
w˙k(t)
=
∑
|k|6n0
wk(t)(e
1
k)
′(0) + α0v(t) + β0v˙(t)− γ(t)
= L1X1(t) + β0vd(t)− γ(t),
where
α0 = −
∑
|k|>n0+1
(e1k)
′(0)
λk
ak = −2
∑
k>n0+1
Re
{
(e1k)
′(0)
λk
ak
}
, (25a)
β0 = −
∑
|k|>n0+1
(e1k)
′(0)
λk
bk = −2
∑
k>n0+1
Re
{
(e1k)
′(0)
λk
bk
}
, (25b)
γ(t) = zr(t) +
∑
|k|>n0+1
(e1k)
′(0)
λk
rk(t) = zr(t) + 2
∑
k>n0+1
Re
{
(e1k)
′(0)
λk
rk(t)
}
, (25c)
and
L1 =
[
α0 (e1−n0)
′(0) . . . (e1n0)
′(0)
] ∈ R1×(2n0+2).
Thus, with the introduction of
X(t) =
[
X1(t)
ξ(t)
]
∈ R2n0+3, A =
[
A1 0
L1 0
]
∈ R(2n0+3)×(2n0+3), (26a)
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B =
[
B1
β0
]
∈ R2n0+3, Γ(t) =
[
R1(t)
−γ(t)
]
∈ R2n0+3, (26b)
we obtain the truncated model
X˙(t) = AX(t) +Bvd(t) + Γ(t). (27)
Putting (20) and (27) together, we obtain that the wave equation with integral component (12)
admits the following equivalent representation used for both control design and stability analysis:
X˙(t) = AX(t) +Bvd(t) + Γ(t), (28a)
w˙k(t) = λkwk(t) + akv(t) + bkvd(t) + rk(t), |k| > n0 + 1. (28b)
Remark 6. The representation (28) shows that the dynamics of the wave equation with integral
component (12) can be split into two parts. The first part, given by (28a), consists of an ODE
capturing the unstable dynamics plus a certain number of slow stable modes of the system. The
second part, given by (28b) and referred to as the residual dynamics, captures the stable dynamics
of the system which are such that Reλk < −1. The control strategy consists now into the two
following steps. First, a state-feedback is designed to locally stabilize (28a). Then, a stability
analysis is carried out to assess that such a control strategy achieves both the local stabilization
of (28), as well as the fulfillment of the output regulation of the Neumann trace (4).
3.4 Control strategy and closed-loop dynamics
The control design strategy consists in the design of a stabilizing state-feedback for (28a). Such a
pole shifting is allowed by the following result.
Lemma 3. The pair (A,B) satisfies the Kalman condition.
Proof. From (26), the Hautus test easily shows that (A,B) satisfies the Kalman condition if
and only if (A1, B1) satisfies the Kalman condition and the square matrix
T =
[
A1 B1
L1 β0
]
∈ R(2n0+3)×(2n0+3)
is invertible.
We first show the following preliminary result: for any λ ∈ C and z ∈ D(A∗), 〈a+ λb, z〉H = 0
and A∗z = λz implies z = 0. Recall based on Lemma 1 that A∗z = λz gives
z2 + g = −λz1, (29a)
(z1)′′ = −λz2, (29b)
g′′ = f ′(ye)z
2, (29c)
z1(0) = z2(0) = g(0) = g′(L) = 0, (29d)
(z1)′(L)− αz2(L) = 0. (29e)
From the definition (14) of a, b ∈ H one has
〈a+ λb, z〉H =
∫ L
0
( x
αL
)′
(z1)′(x)− λ x
αL
z2(x) dx
=
[ x
αL
(z1)′(x)
]x=L
x=0
−
∫ L
0
x
αL
(
(z1)′′(x) + λz2(x)
)
dx
10
=
1
α
(z1)′(L)
where we have used (29b). Thus we have (z1)′(L) = 0. Then (29e) shows that z2(L) = 0 and we
infer from (29a) and (29d) that (z2)′(L) = 0. Moreover, taking twice the derivative of (29a) and
using (29b-29c), we obtain that (z2)′′ +
(
f ′(ye)− (λ)2
)
z2 = 0. By Cauchy uniqueness, we deduce
that z2 = 0. Using (29b), (29d) and (z1)′(L) = 0, we reach the conclusion z = 0.
Assume now that (A1, B1) does not satisfy the Kalman condition. From (23b), the Hautus test
shows the existence of λ ∈ C, x1 ∈ C, and x2 ∈ C2n0+1, with either x1 6= 0 or x2 6= 0, such that
x∗2B0,1 = λx
∗
1,
x∗2A0 = λx
∗
2,
x∗1 + x
∗
2B0,2 = 0.
This implies the existence of x2 6= 0 such that
A∗0x2 = λx2,
x∗2(B0,1 + λB0,2) = 0
where B0,1 + λB0,2 = (〈a+ λb, fk〉H)−n06k6n0 . Noting that A∗0 is the matrix of A∗ in (fk)|k|6n0 ,
this shows the existence of a nonzero vector z ∈ D(A∗) such that 〈a+ λb, z〉H = 0 and A∗z = λz.
The result of the previous paragraph leads to the contraction z = 0. Hence (A1, B1) does satisfy
the Kalman condition.
It remains to show that the matrix T is invertible. Let a vector
Xe =
[
ve w−n0,e . . . w−n0,e vd,e
]⊤ ∈ R2n0+3
be an element of the kernel of T . Then, by expanding TXe = 0, we obtain that
0 = vd,e,
0 = A0


w−n0,e
...
w−n0,e

+B0,1ve,
0 =
∑
|k|6n0
wk,e(e
1
k)
′(0)−

 ∑
|k|>n0+1
(e1k)
′(0)
λk
ak

 ve.
We define, for |k| > n0 + 1, wk,e = − akλk ve. Then, as (wk,e)k∈Z is square summable, we can
introduce we =
∑
k∈Z wk,eek ∈ H. We obtain that
0 = A0


w−n0,e
...
w−n0,e

+B0,1ve,
0 = λkwk,e + akve, |k| > n0 + 1,
0 =
∑
k∈Z
wk,e(e
1
k)
′(0).
In particular (λkwk,e)k∈Z is square summable and thus we ∈ D(A). The developments of Subsec-
tion 3.3 show that the above system is equivalent to
Awe + ave = 0,
11
(w1e)
′(0) = 0
with we = (w
1
e , w
2
e). By expanding the former identity, we first have that (w
1
e)
′′ + f ′(ye)w
1
e = 0
with w1e(0) = (w
1
e)
′(0) = 0 and thus, by Cauchy uniqueness, w1e = 0. We also have w
2
e =
−x
αLve with
ve = −αw2e(L) = (w1e)′(L) = 0, and thus w2e = 0. This yields we = 0, which shows that wk,e = 0
for every k ∈ Z. Hence the kernel of T is reduced to {0}, which concludes the proof.
The result of Lemma 3 ensures the existence of a gain K ∈ R1×(2n0+3) such that AK = A+BK
is Hurwitz. Then, we can set the state feedback
vd(t) = v˙(t) = KX(t), (30)
which yields the following closed-loop system dynamics:
X˙(t) = AKX(t) + Γ(t), (31a)
w˙k(t) = λkwk(t) + akv(t) + bkvd(t) + rk(t), |k| > n0 + 1. (31b)
The objective of the remainder of the paper is to assess the local stability of the closed-loop system,
as well as the study of the tracking performance.
4 Stability and set point regulation assessment
4.1 Stability analysis
The main stability result of this paper is stated in the following theorem.
Theorem 1. There exist κ ∈ (0, 1) and C1, δ > 0 such that, for any η ∈ [0, 1), there exists C2 > 0
such that, for any initial condition satisfying
‖W (0)‖2H + |ξ(0)|2 + |v(0)|2 6 δ
and any continuously differentiable reference input zr with
‖zr‖2L∞(R+) 6 δ,
the classical solutions of (8) with control law (30) is well defined on R+ and satisfies
‖w1(t, ·)‖L∞(0,L) < 1 (32)
and
‖W (t)‖2H + |ξ(t)|2 + |v(t)|2 6 C1e−2κt
(‖W (0)‖2H + |ξ(0)|2 + |v(0)|2) (33)
+ C2 sup
06s6t
e−2ηκ(t−s)|zr(s)|2.
for all t > 0.
Remark 7. In the particular case of a linear function f , which implies that the residual term (9)
is identically zero, the exponential stability result (33) stated by Theorem 1 is global.
Remark 8. The result of Theorem 1 ensures the stability of the closed-loop system in (w, ξ) coor-
dinates. This immediately induces the stability of the closed-loop system in its original coordinates
because, from (7), we have∥∥∥∥
(
yδ(t, ·), ∂yδ
∂t
(t, ·)
)∥∥∥∥
H
6 ‖W (t)‖H +
∥∥∥∥
(
0,
(·)
αL
v(t)
)∥∥∥∥
H
12
6 ‖W (t)‖H + 1
α
√
L
3
|v(t)|
and, from (24),
|ζ(t)| 6 |ξ(t)|+
∑
|k|>n0+1
∣∣∣∣(e1k)′(0)λk wk(t)
∣∣∣∣
6 |ξ(t)|+
√√√√ ∑
|k|>n0+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2√ ∑
|k|>n0+1
|wk(t)|2
6 |ξ(t)|+
√√√√ 1
mR
∑
|k|>n0+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2
‖W (t)‖H
where we recall that (e1k)
′(0) = O(1) and |λk| ∼ kπ/L when |k| → +∞.
Proof of Theorem 1. Let M > 3(‖a‖2H + ‖b‖2H‖K‖2)/mR be given, where we recall that
a, b ∈ H are defined by (14) and the constant mR > 0 is as provided by Definition 2. We introduce
for all t > 0
V (t) =MX(t)⊤PX(t) +
1
2
∑
|k|>n0+1
|wk(t)|2, (34)
where P is a symmetric definite positive matrix such that A⊤KP + PAK = −I. Then we obtain
from (31) that
V˙ (t) =MX(t)⊤
{
A⊤KP + PAK
}
X(t) +M
{
Γ(t)⊤PX(t) +X(t)⊤PΓ(t)
}
+
∑
|k|>n0+1
Reλk|wk(t)|2 +
∑
|k|>n0+1
Re
{
wk(t) (akv(t) + bkvd(t) + rk(t))
}
6 −M‖X(t)‖2 −
∑
|k|>n0+1
|wk(t)|2 + 2M‖P‖‖X(t)‖‖Γ(t)‖
+
∑
|k|>n0+1
|wk(t)| (|ak||v(t)|+ |bk||vd(t)|+ |rk(t)|)
where we have used that Reλk < −1 for all |k| > n0 + 1. Using now Young’s inequality, we infer
that
2M‖P‖‖X(t)‖‖Γ(t)‖ 6 M
2
‖X(t)‖2 + 2M‖P‖2‖Γ(t)‖2
and ∑
|k|>n0+1
|wk(t)| (|ak||v(t)| + |bk||vd(t)|+ |rk(t)|)
6
1
2
∑
|k|>n0+1
|wk(t)|2 + 3
2
∑
|k|>n0+1
(|ak|2|v(t)|2 + |bk|2|vd(t)|2 + |rk(t)|2)
6
1
2
∑
|k|>n0+1
|wk(t)|2 + 3‖a‖
2
H
2mR
|v(t)|2 + 3‖b‖
2
H
2mR
|vd(t)|2 + 3
2mR
‖R(t, ·)‖2H
6
1
2
∑
|k|>n0+1
|wk(t)|2 + 3(‖a‖
2
H + ‖b‖2H‖K‖2)
2mR
‖X(t)‖2 + 3
2mR
‖R(t, ·)‖2H
where we have used (30) and the fact that v(t) is the first component of X(t). Thus, we obtain
that
V˙ (t) 6 −
{
M
2
− 3(‖a‖
2
H + ‖b‖2H‖K‖2)
2mR
}
‖X(t)‖2 − 1
2
∑
|k|>n0+1
|wk(t)|2 (35)
+ 2M‖P‖2‖Γ(t)‖2 + 3
2mR
‖R(t, ·)‖2H.
We evaluate the two last terms of the above inequality. Recalling that R1(t), γ(t), and Γ(t) are
defined by (23a), (25c), and (26b), respectively, we have
‖Γ(t)‖2 = ‖R1(t)‖2 + |γ(t)|2
=
∑
|k|6n0
|rk(t)|2 +
∣∣∣∣∣∣zr(t) +
∑
|k|>n0+1
(e1k)
′(0)
λk
rk(t)
∣∣∣∣∣∣
2
6
∑
|k|6n0
|rk(t)|2 + 2|zr(t)|2 + 2
∑
|k|>n0+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2 ∑
|k|>n0+1
|rk(t)|2
6 C20‖R(t, ·)‖2H + 2|zr(t)|2 (36)
with C0 > 0 defined by
C20 =
1
mR
max

1, 2 ∑
|k|>n0+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2

 < +∞.
We now evaluate ‖R(t, ·)‖2H =
∫ L
0 |r(t, x)|2 dx where we recall that r(t, x) is defined by (9). Let ǫ ∈
(0, 1) to be determined. Let CI > 0 be the maximum of |f ′′| over the range [min ye − 1,max ye + 1].
Thus, assuming that
‖w1(t, ·)‖L∞(0,L) 6 ǫ < 1, (37)
we obtain that |r(t, x)| 6 CI |w1(t, x)|2 and thus
‖R(t, ·)‖2H =
∫ L
0
|r(t, x)|2 dx
6 C2I
∫ L
0
|w1(t, x)|4 dx
6 ǫ2C2I ‖w1(t, ·)‖2L2(0,L)
6 ǫ2L2C2I ‖W (t)‖2H (38)
6 ǫ2MRL
2C2I
∑
k∈Z
|wk(t)|2
6 ǫ2C21

‖X(t)‖2 +
∑
|k|>n0+1
|wk(t)|2

 (39)
where the third inequality follows from Poincare´ inequality, the fourth inequality follows from
Definition 2, and with the constant C1 > 0 defined by C
2
1 = MRL
2C2I . We deduce from (35-36)
and, under the a priori estimate (37), (39) that
V˙ (t) 6 −
{
M
2
− 3(‖a‖
2
H + ‖b‖2H‖K‖2)
2mR
− ǫ2C21
(
2M‖P‖2C20 +
3
2mR
)}
‖X(t)‖2
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− 1
2
{
(1− 2ǫ2C21
(
2M‖P‖2C20 +
3
2mR
)} ∑
|k|>n0+1
|wk(t)|2
+ 4M‖P‖2|zr(t)|2.
With M > 3(‖a‖2H + ‖b‖2H‖K‖2)/mR and by selecting ǫ ∈ (0, 1) small enough (independently of
the initial conditions and the reference signal zr), we obtain the existence of constants κ,C2 > 0
such that, under the a priori estimate (37),
V˙ (t) 6 −2κV (t) + C2|zr(t)|2.
Let η ∈ [0, 1) be arbitrary. Assuming that the a priori estimate (37) holds on [0, t] for some t > 0,
we obtain that
V (t) 6 e−2κtV (0) + C2
∫ t
0
e−2κ(t−s)|zr(s)|2 ds
6 e−2κtV (0) +
C2
2κ(1− η) sup06s6t e
−2ηκ(t−s)|zr(s)|2.
Denoting by λm(P ) > 0 and λM (P ) > 0 the smallest and largest eigenvalues of the symmetric
definite positive matrix P , we now note from (34) that
V (0) 6 MλM (P )‖X(0)‖2 + 1
2
∑
|k|>n0+1
|wk(0)|2
6 C3
(‖W (0)‖2H + |ξ(0)|2 + |v(0)|2)
for some constant C3 > 0 and
V (t) > Mλm(P )‖X(t)‖2 + 1
2
∑
|k|>n0+1
|wk(t)|2
> C4
(‖W (t)‖2H + |ξ(t)|2 + |v(t)|2)
for some constant C4 > 0. Thus, assuming that the a priori estimate (37) holds over [0, t] for some
t > 0, we deduce from the three above estimates the existence of constants C1, C2 > 0 such that
‖W (t)‖2H + |ξ(t)|2 + |v(t)|2 6 C1e−2κt
(‖W (0)‖2H + |ξ(0)|2 + |v(0)|2) (40)
+ C2 sup
06s6t
e−2ηκ(t−s)|zr(s)|2.
To conclude, let us note that
‖w1(t, ·)‖L∞(0,L) 6
√
L‖(w1)′(t, ·)‖L2(0,L) 6
√
L‖W (t)‖H.
Hence, if the initial condition is selected such that
‖W (0)‖2H + |ξ(0)|2 + |v(0)|2 6
ǫ2
2L
min
(
1,
1
2C1
)
,
which in particular ensures that ‖w1(0, ·)‖L∞(0,L) 6 ǫ/
√
2 < ǫ, and the reference input is chosen
such that
‖zr‖2L∞(0,L) 6
ǫ2
4LC2
,
it is readily checked based on (40) that the a priori estimate (37) holds for all t > 0. In this case,
the stability estimate (40) holds for all t > 0.
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4.2 Set point regulation
We are now in position to assess the set point regulation of the left Neumann trace.
Theorem 2. Let κ ∈ (0, 1), δ > 0, and η ∈ [0, 1) be as provided by Theorem 1. There exist
constants C3, C4 > 0 such that, for any initial condition satisfying
‖W (0)‖2H + |ξ(0)|2 + |v(0)|2 6 δ
and any continuously differentiable reference input zr with
‖zr‖2L∞(R+) 6 δ,
the classical solutions of (8) satisfies∣∣(w1)′(t, 0)− zr(t)∣∣ 6 C3e−κt {‖W (0)‖H + |ξ(0)|+ |v(0)|+ ‖AW (0)‖H} (41)
+ C4 sup
06s6t
e−ηκ(t−s)|zr(s)|
for all t > 0.
Remark 9. In particular, zr(t) → 0 implies (w1)′(t, 0) → 0, i.e. z(t) → ze, which achieves the
desired set point reference tracking.
Before proceeding with the proof of Theorem 2, we first derive an estimate of ‖dRdt (t, ·)‖H. To
do so, we assume that the assumptions and conclusions of Theorem 1 apply. Following up with
Remark 4, we have that dRdt = (0,
dr
dt ) with
dr
dt
(t, ·) =
[
w2(t, ·) + (·)
αL
v(t)
] ∫ w1(t,·)+ye
ye
f ′′(s) ds. (42)
Using (32) and the estimate |f ′′| 6 CI on the range [min ye − 1,max ye + 1], we deduce that∥∥∥∥dRdt (t, ·)
∥∥∥∥
2
H
=
∥∥∥∥drdt (t, ·)
∥∥∥∥
2
L2(0,L)
6
∫ L
0
∣∣∣w2(t, x) + x
αL
v(t)
∣∣∣2
∣∣∣∣∣
∫ w1(t,x)+ye(x)
ye(x)
|f ′′(s)| ds
∣∣∣∣∣
2
dx
6 2C2I
{
‖w2(t)‖2L2(0,L) +
L
3α2
|v(t)|2
}
6 2C2I
{
‖W (t)‖2H +
L
3α2
|v(t)|2
}
. (43)
We are now in position to complete the proof of Theorem 2.
Proof of Theorem 2. We fix an integer N > n0 and a constant γ > 0 such that
2 Reλk 6
−γ < −κ < 0 for all |k| > N + 1. Then we have from (19) that∣∣(w1)′(t, 0)− zr(t)∣∣
6
∑
k∈Z
|wk(t)||(e1k)′(0)|+ |zr(t)|
2We recall that Reλk < −1 for all |k| > n0 + 1 and that κ ∈ (0, 1).
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6
∑
|k|6N
|wk(t)||(e1k)′(0)|+
∑
|k|>N+1
|λkwk(t)|
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣+ |zr(t)|
6
√ ∑
|k|6N
|(e1k)′(0)|2
√ ∑
|k|6N
|wk(t)|2
+
√√√√ ∑
|k|>N+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2√ ∑
|k|>N+1
|λkwk(t)|2 + |zr(t)|
6
√√√√ 1
mR
∑
|k|6N
|(e1k)′(0)|2‖W (t)‖H (44)
+
√√√√ ∑
|k|>N+1
∣∣∣∣ (e1k)′(0)λk
∣∣∣∣
2√ ∑
|k|>N+1
|λkwk(t)|2 + |zr(t)|
Based on (33), we only need to evaluate the term
∑
|k|6N |λkwk(t)|2. We have from (31) that, for
all |k| > N + 1 > n0 + 1,
λkwk(t) = e
λktλkwk(0) +
∫ t
0
λke
λk(t−s) {akv(s) + bkvd(s) + rk(s)} ds
= eλktλkwk(0)− {akv(t) + bkvd(t) + rk(t)} (45)
+ eλkt {akv(0) + bkvd(0) + rk(0)}
+
∫ t
0
eλk(t−s) {akvd(s) + bkv˙d(s) + r˙k(s)} ds.
We have from (30-31) that vd(t) = KX(t) and v˙d(t) = KAKX(t) +KΓ(t) with
‖X(t)‖2 6 1
mR
‖W (t)‖2H + |ξ(t)|2 + |v(t)|2, (46a)
‖Γ(t)‖2 6 L2C20C2I ‖W (t)‖2H + 2|zr(t)|2 (46b)
where the second inequality follows from (36) and (38). For ease of notation, we define CI =√
‖W (0)‖2H + |ξ(0)|2 + |v(0)|2. Using γ > κ > ηκ > 0, we have from (33) that∣∣∣∣
∫ t
0
eλk(t−s)vd(s) ds
∣∣∣∣
6 ‖K‖
∫ t
0
e−γ(t−s)‖X(s)‖ ds
6 ‖K‖max(1,m−1/2R )e−γt
∫ t
0
eγs
{√
C1e
−κsCI +
√
C2 sup
06τ6s
e−ηκ(s−τ)|zr(τ)|
}
ds
6 C5e
−κtCI + C5 sup
06τ6t
e−ηκ(t−τ)|zr(τ)| (46c)
for some constant C5 > 0 and, similarly,∣∣∣∣
∫ t
0
eλk(t−s)v˙d(s) ds
∣∣∣∣ 6 C6e−κtCI + C6 sup
06τ6t
e−ηκ(t−τ)|zr(τ)| (46d)
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for some constant C6 > 0. Finally, we also have, for −γ < −κ˜ < −κ < 0,∣∣∣∣
∫ t
0
eλk(t−s)r˙k(s) ds
∣∣∣∣ 6
∫ t
0
e−γ(t−s)|r˙k(s)| ds
6
∫ t
0
e−(γ−κ˜)(t−s) × e−κ˜(t−s)|r˙k(s)| ds
6
√∫ t
0
e−2(γ−κ˜)(t−s) ds
√∫ t
0
e−2κ˜(t−s)|r˙k(s)|2 ds
6
√
1
2(γ − κ˜)
√∫ t
0
e−2κ˜(t−s)|r˙k(s)|2 ds. (46e)
Taking the square on both sides of (45), using Young’s inequality, substituting estimates (33),
(38), and (46), and using the fact that
∑
|k|>N+1 | 〈z, fk〉 |2 6 ‖z‖2H/mR for all z ∈ H, we infer the
existence of a constant C7 > 0 such that∑
|k|>N+1
|λkwk(t)|2 6 C7e−2κt
∑
|k|>N+1
|λkwk(0)|2
+ C7e
−2κtCI2 + C7 sup
06τ6t
e−2ηκ(t−τ)|zr(τ)|2
+ C7
∫ t
0
e−2κ˜(t−s)
∥∥∥∥dRdt (s, ·)
∥∥∥∥
2
H
ds,
where we recall that Reλk 6 −γ < −κ < 0 for all |k| > N + 1. Noting that, for |k| > N + 1 >
n0 + 1, 〈AW (0), fk〉H = λkwk(0), we infer that
∑
|k|>N+1 |λkwk(0)|2 6
∑
k∈Z | 〈AW (0), fk〉H |2 6
‖AW (0)‖2H/mR. Then, based on (33) and (43), and as κ˜ > κ > 0, estimations similar to the ones
reported in (46c-46d) show the existence of a constant C8 > 0 such that∑
|k|>N+1
|λkwk(t)|2 6 C8e−2κt
{
CI2 + ‖AW (0)‖2H
}
+ C8 sup
06τ6t
e−2ηκ(t−τ)|zr(τ)|2.
Substituting this latter estimate and (33) into (44), we obtain the existence of constants C3, C4 > 0
such that (41) holds.
5 Numerical illustration
For numerical illustration, we set L = 1, α = 1.1, and we consider the nonlinear function f(y) = y3,
which leads to the boundary control system:
∂2y
∂t2
=
∂2y
∂x2
+ y3, (47a)
y(t, 0) = 0,
∂y
∂x
(t, L) = u(t), (47b)
y(0, x) = y0(x),
∂y
∂t
(0, x) = y1(x), (47c)
for t > 0 and x ∈ (0, 1). Since F (y) = ∫ y
0
f(s) ds = y4/4 → +∞ when |y| → +∞, it follows
from Remark 1 the existence of a steady state ye ∈ C2([0, L]) associated with any given value
of the system output ze ∈ R = y′e(0). We set ze = 1.5 and numerically compute the associated
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steady-state trajectory ye, giving in particular the equilibrium control input ue = y
′
e(L) ≈ 0.781.
In the absence of non linearity, i.e. f = 0, it is known (see e.g. [38, Section 4]) that the eigenvalues
of the operator A defined by (13) are given by
λk =
1
2L
log
(
α− 1
α+ 1
)
+ i
kπ
L
.
These values are used as initial guesses to determine the eigenvalues λk and the associated eigen-
vectors ek of the operator A in the presence of the non linearity f(y) = y3 by using a shooting
method. We obtain one unstable eigenvalue λ0 ≈ 0.326 while all other eigenvalues are stable with
a real part less than 1. The feedback gain is computed to place the poles of the truncated model
at −0.5, −1, and −1.5.
For numerical simulations, we select the initial condition W (0, x) = (2α5 x,− 25Lx) ∈ D(A) and
the signal zr as depicted in Fig. 1. The adopted numerical scheme is the modal approximation of
the infinite-dimensional system using its first 10 modes. The time domain evolution of the state
of the closed-loop system, the regulated output, and the command input, are depicted in Fig. 2.
The simulation results are compliant with the theoretical predictions.
6 Conclusion and open issues
In this paper we have investigated the proportional integral (PI) boundary regulation control
of the left Neumann trace of a one-dimensional semilinear wave equation. Our control strategy
combines a traditional velocity feedback and the design of an auxiliary control law performed on
a finite-dimensional (spectrally) truncated model.
A number of open issues and potential directions for further research emerge from this study,
that we list and comment hereafter.
6.1 Other controls and outputs
Other controls In this paper, we have considered a Neumann boundary control, on the right
of the interval. Of course, we could have taken this control on the left, or even on both sides.
While the proposed PI procedure seems to be extendable to the cases of a Robin boundary control,
19
(a) State y(t, x) (b) State ∂y
∂t
(t, x)
0 10 20 30 40 50
Time t (sec)
1.4
1.6
1.8
2
2.2
R
eg
ul
at
ed
 o
up
ut
z
e
z(t) = y
x
(t,0)
(c) Regulated output z(t) = ∂y
∂x
(t, 0)
0 10 20 30 40 50
Time t (sec)
0
0.2
0.4
0.6
0.8
1
1.2
Co
nt
ro
l in
pu
t
u
e
u(t) = y
x
(t,L)
(d) Control input u(t) = ∂y
∂x
(t, L)
Figure 2: Time domain evolution of the state of the closed-loop system
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of mixed Dirichlet-Neumann boundary controls, and of a distributed (i.e., internal) control input
(note that, in this case, the control operator is bounded), the case of a Dirichlet boundary control
seems much more challenging and remains open.
Other outputs We have selected the regulated ouput as the Neumann trace. However, one
might be interested in regulating other types of outputs. This includes, for example, the Dirichlet
trace at the left boundary or the value of y either at a specific location or on a subset of the spatial
domain. It is not clear whether or not the reported PI control design procedure could be extended
to these different settings.
6.2 The general multi-dimensional case
In this paper we have focused on the one-dimensional wave equation, which is already quite chal-
lenging. The multi-dimensional case is completely open, in particular because, except in very par-
ticular cases (like the two-dimensional disk for instance), we do not have any Riesz basis formed by
generalized eigenvectors of the underlying unbounded operator. Indeed, the Riesz basis property
is essentially a one-dimensional property.
Hence, in the multi-dimensional case, a first challenging difficulty that must be addressed is to
replace the Riesz basis study by more abstract projection operators. On this issue, it seems that
the recent work [18] provides very interesting line of research, although the authors of that reference
deal with a parabolic equation with a selfadjoint operator and then one has a spectral decomposition
and spectral projectors. For a wave equation, the underlying operator is not selfadjoint and is not
even normal, which creates deep difficulties for the spectral study.
At present, we leave this issue completely open.
6.3 Robustness with respect to perturbations
Beyond the set-point regulation control of the system output, PI controllers are well known for
their ability to provide, in general, a form of robustness with respect to external disturbances. The
case of a continuously differentiable additive distributed disturbance d(t, ·) ∈ L2(0, L), yielding the
dynamics
∂2y
∂t2
=
∂2y
∂x2
+ f(y) + d,
can be easily handled in our approach by merely embedding the contribution of the disturbance
d into the residual term r given by (9). See also [29] for the case of a linear reaction-diffusion
equation. A similar robustness issue would be to evaluate the impact of an additive boundary
disturbance p(t) applying to the control input:
∂y
∂x
(t, L) = u(t) + p(t).
However, comparing to the case of distributed perturbations, the study of the robustness of infinite-
dimensional systems with respect to boundary perturbations is generally much more challeng-
ing [33].
6.4 Robustness with respect to the domain
Another interesting robustness issue regarding the studied wave equation (1) concerns the robust-
ness of the PI procedure with respect to uncertainties on the length L > 0 of the domain. Indeed,
in many engineering devices the value of L is known only approximately; it may even happen that,
21
along the process, the domain varies a bit. The robustness of the control strategy with respect to
L becomes then a major issue.
In our strategy, the value of the parameter L directly impacts the vectors of the Riesz-basis
(ek)k∈Z. However, since the control strategy relies on a finite dimensional truncated model, only
the perturbations on a finite number of vectors of the Riesz-basis have an impact on the control
strategy. Hence, similarly to the study reported in [16], the Riesz basis property remains uniform
with respect to small perturbations of L > 0. This allows to easily derive a robustness result
versus small variations of the length of the spatial domain, and thus to give a positive answer to
the question of robustness with respect to L.
This result shows the power and advantage of the strategy developed here, based on spectral
finite-dimensional truncations of the problem, which conveys robustness properties.
In the multi-dimensional case, the question of robustness with respect to the domain would
certainly be much more difficult to address. It would be required to introduce an appropriate
shape topology and then perform a kind of sensitivity analysis on the control design with respect
to that topology.
6.5 Robustness with respect to input and/or state delays
In this section, we discuss the impact of possible input or state delays on the reported control
strategy. As we explain below, we cannot expect any robustness of our strategy with respect to
input delays, while the situation for state delays is expected to be more favourable.
Input delay It was shown in [29] for a 1-D reaction-diffusion equation that the PI controller
design procedure can be augmented with a predictor component [7, 13, 28] to handle constant
control input delays. Such a strategy fails in the context of the wave equation studied in this
paper. The reason is that, even for arbitrarily small h > 0, the preliminary feedback
uδ(t) = −α∂yδ
∂t
(t− h, L)
might fail to stabilize the linear wave equation, yielding an infinite number of unstable modes. To
illustrate this remark, let us consider the following linear wave equation:
∂2y
∂t2
=
∂2y
∂x2
− βy, (48a)
y(t, 0) = 0,
∂y
∂x
(t, L) = −α∂y
∂t
(t− h, L), (48b)
where h > 0 is a constant delay, α > 0, and β ∈ R. It was shown in [17] in the case α = 1 and β = 0
that (48) admits an infinite number of unstable modes for some arbitrarily small values of the delay
h > 0. We elaborate here this remark by extending it to the case α > 0 and β ∈ R. We proceed
similarly to [17] by looking for solutions of (48) under the form w(t, x) = eλt sinh
(√
λ2 + βx
)
for
some λ ∈ C. It is easy to see that such a solution exists if and only if λ ∈ C satisfies√
λ2 + β cosh
(√
λ2 + βL
)
= −αλe−λh sinh
(√
λ2 + βL
)
.
We start by studying the special case β = 0. Then the above identity becomes equivalent to:
eλh = −α tanh(λL). (49)
Let k ∈ Z be arbitrarily fixed and select the input delay
h =
L
k + 1/2
. (50)
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Let γ > 0 be the only positive number such that
eγh = α coth(γL). (51)
It is easily seen that λ0n = γ +
i
L
(
k +
1
2
)
(4n + 1)π, n ∈ Z, are distinct solutions of (49) with
Reλn = γ > 0. We now turn out attention onto the case β 6= 0. Let h, γ > 0 be still given by
(50-51). We introduce the open set A =
{
λ ∈ C : 0 < Re z < 2γ , |λ| > √β}. We define for λ ∈ A
the holomorphic functions
f(λ) = λ cosh (λL) + αλe−λh sinh (λL) ,
g(λ) =
√
λ2 + β cosh
(√
λ2 + βL
)
+ αλe−λh sinh
(√
λ2 + βL
)
,
with
√
λ2 + β = λ exp
(
1
2
Log
(
1 +
β
λ2
))
, where Log denotes the principal determination of
logarithm. We have f(λ0n) = 0 for all n ∈ Z and it can be observed that
g(λ) = f(λ) +O(1), λ ∈ A, |λ| → +∞. (52)
For a given constant R > 0 to be defined later, we consider the simple loop λn : [0, 2π]→ C defined
by λn(θ) = λ
0
n +
Reiθ
n
, θ ∈ [0, 2π]. We consider an integer N0 > 1 such that λn(θ) ∈ A for all
|n| > N0 and all θ ∈ [0, 2π]. Standard computations show that
f(λn(θ)) = (−1)kiλ0n
Reiθ
n
ζ cosh(γL) +O
(
1
n
)
when |n| → +∞, uniformly with respect to θ ∈ [0, 2π], where ζ = L + h tanh(γL)− L tanh2(γL).
We note that ζ 6= 0. Indeed, the condition ζ = 0 would imply that tanh(γL) > 0 is the positive root
of L+ hX−LX2, yielding the contradiction tanh(γL) = (h+√h2 + 4L2)/(2L) > 1+ h/(2L) > 1.
We deduce that
|f(λn(θ))| ∼ CR (53)
when |n| → +∞, uniformly with respect to θ ∈ [0, 2π], where the constant C = 2(2k + 1)π|ζ| cosh (γL)
L
6=
0 is independent of R > 0. Hence, in view of (52-53) and by selecting R > 0 large enough, we can
apply Rouche´’s theorem for |n| > N1 with N1 > 0 large enough. This shows for any |n| > N1 the
existence of λβn = λ
0
n + O
(
1
n
)
such that g(λβn) = 0. Since h > 0 defined by (50) can be made
arbitrarily small by selecting k arbitrarily large, we have shown the existence of arbitrarily small
delays h > 0 such that (48) admits an infinite number of unstable modes. Such an observation
implies that the strategy reported in this paper cannot be successfully applied to the case of a
delayed control input. Hence, the PI regulation control of (1) in the presence of a delay in the
control input remains open.
State delay While, as discussed above, the case of a delay in the boundary control induces many
difficulties (in particular, an infinite number of unstable modes), the case of a delay in the non-
linearity f might be more favourable. More specifically, a possible research direction is concerned
with the potential extension of the control strategy reported in this paper to the case of the wave
equation
∂2y
∂t2
(t, x) =
∂2y
∂x2
(t, x) + f(y(t− h, x)),
where h > 0 is a state-delay. Possible approaches include the use of either Lyapunov-Krasovskii
functionals [25] or small gain arguments [30].
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6.6 Alternatives for control design
In this paper, we have designed the control strategy, in particular, by using the pole shifting theorem
(see in particular equation 30 in Subsection 3.4). Such a pole shifting is very natural considering the
spectral approach that we have implemented: placing adequately the poles (of course, the unstable
ones; but we can also shift to the left some of the stable ones in order to improve the stabilization
properties) we are able to ensure some robustness properties, with respect to disturbances or with
respect to the domain, as we have discussed previously.
One can wonder whether this is possible to design the control by other methods. For instance
by the celebrated Riccati procedure (see, e.g., [24, 40, 44, 49]) applied to the truncated finite-
dimensional system. Considering the classical Linear Quadratic Riccati theory, let us denote by
un the optimal Riccati control (for some given weights) associated with the truncated system in
dimension n. We do not make precise all notations but the framework is clear. The main question
is: does un converge to u∞ as n → +∞, where u∞ is the Riccati control of the complete system
in infinite dimension (i.e., the PDE)?
We expect that such a convergence property is true at least in the parabolic case, i.e., for
instance, for heat-like equations, or in the hyperbolic case with internal controls, i.e., for instance,
for wave-like equations with distributed control. The hyperbolic case with boundary controls is
probably much more difficult.
Adjacently, this discussion raises the problem of discussing the numerical efficiency of vari-
ous control design approaches. It would be interesting to compare our approach, developed in
the present paper, with other possible approaches and to compare their efficiency. One different
approach that may come to our mind is backtepping design, which is well known to promote
robustness properties (see, e.g., [26]), at least, for parabolic equations. It is not clear whether
backstepping could be performed for the 1-D wave equation investigated in the present article.
6.7 Controlling the output regulation by quasi-static deformations
In the present work, we have dealt with the stabilization and regulation control in the vicinity of a
given steady-state. In this section, we address the following question: considering that the system
output has been regulated to a given steady-state, is it now possible to steer the system output to
another steady-state?
More precisely, based on Definition 1, we denote by S ⊂ C2([0, L]) the set of steady-states
of (1) endowed with the C2([0, L]) topology. Let ye,1, ye,2 ∈ S belonging to the same connected
component of S. Introducing for i ∈ {1, 2} the system output associated with the steady-state ye,i
defined by
ze,i =
dye,i
dx
(0),
can we design a PI controller able to steer the system output from its initial value ze,1 (or, close
to it) into any neighbourhood of ze,2 in finite time?
A way to address this issue is to design a PI controller by quasi-static deformation, as in
[15, 16, 39], along a path of steady outputs connecting ze,1 to ze,2. More precisely, since ye,1, ye,2 ∈
S are assumed to belong to the same connected component of S, one can define ye(τ, ·), with
τ ∈ [0, 1], a C2 path in S connecting ye,1 to ye,2, as well as the associated path of boundary inputs
ue(τ) =
∂ye
∂x (τ, L). Now, a possible attempt would be to extend the approach of [16] by defining
the path of system outputs ze(τ) =
∂ye
∂x (τ, 0) associated with ye(τ, ·). In this setting, the objective
would be to study the deviations of the system output z(t) = ∂y∂x(t, 0) with respect to the quasi-
static path ye(ǫt, ·) by introducing zδ(t, x) = z(t)− ze(ǫt). In this configuration, r(t) = ze(ǫt) plays
the role of a slowly time-varying reference input.
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It was shown in [16] that such a path can be used in order to steer the system (1) from the
steady-state ye,1 to the steady-state ye,2 by means of a boundary control input u taking advantage
of quasi-static deformations. Specifically, for ǫ > 0 small enough, the authors studied the deviations
of the system trajectory with respect to the quasi-static path ye(ǫt, ·) by introducing:
yδ(t, x) = y(t, x)− ye(ǫt, x),
uδ(t) = u(t)− ue(ǫt)
for t ∈ [0, 1/ǫ] and x ∈ [0, L]. The preliminary feedback still takes the form (6). Due to the
quasi-static deformations-based approach and using a Taylor expansion as in (3a), the design of
the auxiliary control input v(t) requires the introducing of the following family of wave operators
parametrized by τ ∈ [0, 1]:
A(τ) =
(
0 Id
A0(τ) 0
)
with A0(τ) = ∆+ f ′(ye(τ, ·)) Id defined on the domain
D(A(τ)) = {(w1, w2) ∈ H :w1 ∈ H2(0, L), w2 ∈ H1(0, L),
w2(0) = 0, (w1)′(L) + αw2(L) = 0}.
Following [16, Lem. 2], this family of operators admits a family (ek(τ, ·))k∈Z of Riesz-bases formed
by generalized eigenvectors of A(τ), associated to the eigenvalues (λk(τ))k∈Z and with dual Riesz
basis (fk(τ, ·))k∈Z, with properties similar to the ones of (2) but with an integer n0 > 0 that is
uniform with respect to τ ∈ [0, 1]. Without loss of generality, this latter integer can be selected
such that |k| > n0 + 1 implies Reλk < −1. Moreover, the aforementioned family of Riesz-bases is
uniform with respect to τ ∈ [0, 1] in the sense that the constants mR,MR of Definition 2 can be
selected independently of τ ∈ [0, 1]. These key properties allowed the authors of [16] to design a
control law of the form v(t) = K(ǫt)X(t). The matrix K(τ), parametrized by τ ∈ [0, 1], is obtained
based on an augmented finite-dimensional LTI system, also parametrized by τ ∈ [0, 1], which in
particular captures the first modes of A(τ) characterized by the integers −n0 6 k 6 n0. The
vector X(t) captures, in addition to a number of integral components, the projection of the system
trajectory W (t, ·) onto the vector space spanned by (ek(tǫ, ·))|k|6n0 . The stability property of the
resulting closed-loop system was assessed through the study of a suitable Lyapunov functional,
yielding the following result [16, Thm. 1]. For the wave equation (1) with initial condition set
as the steady-state ye,1 and for the control input selected as above: for every δ > 0, there exists
ǫ1 > 0 so that, for every ǫ ∈ (0, ǫ1], we have∥∥∥∥∂y∂x(1/ǫ, ·)− dye,2dx
∥∥∥∥
L2(0,L)
+
∥∥∥∥∂y∂t (1/ǫ, ·)
∥∥∥∥
L2(0,L)
6 δ.
In conclusion, it is of interest to evaluate the possible extension of our PI regulation procedure to
the case of quasi-steady deformations as described above.
6.8 System of one-dimensional partial differential equations
In Section 6.2, we have mentioned as a completely open issue the general multi-dimensional case,
which is very challenging. As an intermediate case between 1-D and multi-D, we may consider the
case of systems of one-dimensional partial differential equations. A line of research that is of great
interest is to consider coupled scalar one-dimensional PDEs, for instance of the form
∂2y
∂t2
= a
∂2y
∂x2
+ cy + dz
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∂2z
∂t2
= b
∂2y
∂x2
+ ey + fz
which are 1-D coupled wave-like equations, with various possible controls and with various outputs
(e.g., Neumann boundary control and Neumann regulated output like in this article).
Of great interest too, would be to replace the above wave equation in z, with a heat-like equation
in z, that is, consider a 1-D wave-like equation that is coupled with a 1-D heat-like equation in
z. In that case, we expect new phenomena, emerging from the interesting coupling between a
parabolic and a hyperbolic equation. Actually, even the case of coupled 1-D heat-like equations
does not seem to have been considered in the literature concerning PI issues.
It would be very interesting to address these problems. They indeed have attracted much
attention for controllability issues and many powerful techniques have been introduced to treat
such coupled systems (see, e.g., [1, 2, 3, 4, 5, 6, 31]). This open issue is a future line of research.
A Annex - Proof of Lemma 2
From the definition of the operator A given by (13), λ ∈ C is an eigenvalue of A associated with
the nonzero eigenvector w = (w1, w2) ∈ D(A) if and only if w2 = λw1 and
(w1)′′ + f ′(ye)w
1 = λ2w1,
w1(0) = 0, (w1)′(L) + αλw1(L) = 0
for x ∈ (0, L). Then, for |λ| → +∞, we obtain for x ∈ [0, L] that
w1(x) = sinh
(√
λ2 +O(1)x
)
, (w1)′(x) =
√
λ2 +O(1) cosh
(√
λ2 +O(1)x
)
,
uniformly with respect to x ∈ [0, L]. Using now the right boundary conditions, we obtain the
existence of an integer k ∈ Z such that, as |k| → +∞,
λk =
1
2L
log
(
α− 1
α+ 1
)
+ i
kπ
L
+O
(
1
|k|
)
.
Then, an associated unit eigenvector is given by
ek =
1
Ak
(
sinh
(√
λ2k +O(1)x
)
, λk sinh
(√
λ2k +O(1)x
))
where, recalling that α > 1 and introducing β = − 12L log
(
α−1
α+1
)
> 0,
Ak = |λk|
√
sinh(2βL)
2β
+O
(
1
|k|
)
.
In particular, (e1k)
′(0) = O(1) as |k| → +∞, showing item 7.
We show that the eigenvalues of A are geometrically simple (item 2). To do so, assume that
wi = (w
1
i , w
2
i ) ∈ D(A), with i ∈ {1, 2}, are two eigenvectors of A associated with the same
eigenvalue λ ∈ C. We note that wi(L) 6= 0 because otherwise (w1i )′(L) = −αλw1i (l) = 0 hence,
by cauchy uniqueness, w1i = 0 and thus w
2
i = λw
1
i = 0, giving the contradiction w = 0. Then the
function g defined by g = w12(L)w
1
1 − w11(L)w12 6= 0 satisfies
g′′ + f ′(ye)g = λ
2g,
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g(L) = g′(L) = 0
implying g = 0. Recalling that w2i = λw
1
i , this shows that w1 and w2 are not linearly independent.
Recalling that A has compact resolvent, we denote by (ek)k∈Z a complete set of unit generalized
eigenfunctions of A associated with the eigenvalues (λk)k∈Z [21]. We are going to apply Bari’s
theorem [21] to show that (ek)k∈Z is a Riesz basis. To do so, we need a Riesz basis of reference.
Based on the definition the operator A given by (13), we consider the below operator, obtained by
removing the contribution of the terme f ′(ye) Id,
Atr =
(
0 Id
∆ 0
)
defined on the same domain as A. We know from [38, Section 4] that Atr admits a Riesz basis of
eigenvectors (φk)k∈Z associated with the eigenvalues (µk)k∈Z given for any k ∈ Z by
µk =
1
2L
log
(
α− 1
α+ 1
)
+ i
kπ
L
,
and
φk =
1
Bk
(sinh(µkx), µk sinh(µkx))
where, recalling that β = − 12L log
(
α−1
α+1
)
> 0,
Bk =
1
L
√
2β
√
(β2L2 + k2π2) sinh(2βL).
We deduce that
ek = φk +O
(
1
|k|
)
,
in H-norm as |k| → +∞. Hence (ek)k∈Z is quadratically close to the Riesz basis (φk)k∈Z. Then,
with the results of [22, Lemma 6.2 and Theorem 6.3] relying on Bari’s theorem, we obtain that
(ek)k∈Z is a Riesz basis. Introducing (fk)k∈Z as the Dual Riesz basis of (ek)k∈Z, items 1, 3, 4,
and 6 hold true. Finally, an homotopy argument using the operator Atr shows that the algebraic
multiplicity of the real eigenvalues of A is odd, yielding item 5.
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