In the present work, a highly efficient incompressible flow solver with a semi-implicit time advancement on a fully staggered grid using a high-order compact difference scheme is developed firstly in the framework of approximate factorization. The fourth-order compact difference scheme is adopted for approximations of derivatives and interpolations in the incompressible Navier-Stokes equations. The pressure Poisson equation is efficiently solved by the fast Fourier transform (FFT). The framework of approximate factorization significantly simplifies the implementation of the semi-implicit time advancing with a high-order compact scheme. Benchmark tests demonstrate the high accuracy of the proposed numerical method. Secondly, by applying the proposed numerical method, we compute turbulent channel flows at low and moderate Reynolds numbers by direct numerical simulation (DNS) and large eddy simulation (LES). It is found that the predictions of turbulence statistics and especially energy spectra can be obviously improved by adopting the high-order scheme rather than the traditional second-order central difference scheme.
Introduction
The study of wall-bounded turbulent flows advanced a lot and benefited from high-fidelity numerical simulations [1] [2] [3] , i.e., direct numerical simulation (DNS) and large eddy simulation (LES). The spectral method is the most popular for the simulation of wall-bounded turbulent flows like channel flow [4] [5] [6] [7] [8] [9] and pipe flow [10] [11] [12] [13] because of its inherently high accuracy. However, it is limited to simple rather than complex geometries, and the latter are more common in industrial and environmental flows. For instance, it is very difficult to apply the spectral/pseudospectral method in the computation of atmospheric flow over complex terrains. In comparison, the finite difference (FD) and finite volume (FV) methods are much more flexible and have been widely used in practical applications, while mostly with second-order accuracy only. Therefore, it is always a demanding task to design a numerical method to have both high-order accuracy and enough flexibility in complex geometry. It is noted that the second-order accurate central difference scheme on a staggered grid [14] has yielded much success in turbulence simulation due to the exact conservation of discrete kinetic energy in the absence of viscosity [15, 16] . However, it is always believed that the truncation error of a low-order finite difference scheme may be as large as the subgrid-scale terms in LES [17] . Therefore, a high-order scheme is preferred. High-order energy-conserving FD/FV methods have been proposed by [18, 19] , among others, with many successful applications. While the present interest is another type of scheme, i.e., the compact difference scheme [20] , its advantage is the very compact stencil points to achieve high order, and we aim to study whether it can provide help in wall turbulence simulation.
The popularity of the compact difference scheme in various branches of the computational fluid dynamics (CFD) should be ascribed to [20] . In this seminal work, the classical Páde approximation was generalized for the evaluations of derivative, interpolation and filtering. Improved spectral-like behaviors have been demonstrated in a variety of applications. Since then, a lot of extensions and applications of the compact difference scheme have been reported. The original work of [20] and many later developments [21] [22] [23] [24] [25] [26] were mainly for the compressible flow, while the present study focuses only on the incompressible flow. The velocity-pressure coupling is one of the main challenges for numerical simulation of incompressible flow, and many different approaches have been successfully proposed and applied, e.g., the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations)-class method [27] [28] [29] , the artificial-compressibility formulation [30] [31] [32] , and the fractional-step or the projection method [33] [34] [35] [36] [37] [38] , among many others. For the general knowledge of incompressible flow computation, some comprehensive monographs are recommended [27, 39, 40] .
In an early study, Ma et al. [41] discretized the convection terms of the incompressible Navier-Stokes equation by a fifth-order-accurate upwind compact difference scheme, the viscous terms by a sixth-order symmetrical compact difference scheme, and the continuity equation and the pressure gradient terms were approximated by a standard fourth-order finite difference scheme. Demuren et al. [42] applied fourth-and sixth-order compact difference schemes for spatial discretization on a collocated grid, and found the odd-even decoupling problem was surprisingly eliminated. The applications of their method were given in [43] . In recent years, there has been increasing interest in utilizing the compact difference scheme for spatial discretization of the incompressible Navier-Stokes equations combined with the projection method for velocity-pressure decoupling [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . Differences among these works can be classified into three aspects: (a) the first is the grid arrangement. It is well known that the staggered grid can perfectly prevent the odd-even decoupling problem in the computation of an incompressible flow. Although Demuren et al. [42] reported successful applications of the compact difference scheme on a collocated grid, the staggered grid is still the best option. Another grid arrangement style beyond the classical fully staggered grid is the so-called half-staggered grid, on which the velocity components are all located at cell corners and the pressure is defined at the cell center [48, 50] . The spurious pressure oscillations were also successfully suppressed; (b) the second is the temporal discretization. Since the derivatives and the unknowns are related to its neighboring ones, the compact difference scheme is actually an implicit formulation and it is nontrivial to implement an implicit time-advancing scheme additionally. Therefore, most of the above studies incorporated explicit time-advancing methods like Runge-Kutta or Adams-Bashforth schemes. Knikker [47] treated the viscous diffusion terms by a semi-implicit Crank-Nicolson scheme, while an iterative algorithm was used to solve the linear system. In a recent study, Abide et al. [53] realized a semi-implicit time advancement with a compact scheme using a parallelized matrix diagonalization approach; and (c) the last issue is about the pressure Poisson equation. With the usage of a high-order compact scheme for the continuity equation and the pressure gradient term, the coefficient matrix of the linear system of the discrete pressure Poisson equation is not sparse, so that many efficient numerical methods for sparse linear systems can not be applied anymore. Boersma [49] and Tyliszczak [50] both solved the Poisson equation iteratively using the GMRESR algorithm. Reis et al. [51] reformulated the Poisson equation into a set of first-order differential equations, thus more efficient direct or iterative solvers for the sparse system could be used, but the computational cost was increased. On a half-staggered grid, Laizet and Lamballais [48] transformed and solved the Poisson equation in spectral space by the fast Fourier transform (FFT), and then obtained the solution in physical space by the inverse Fourier transform efficiently.
There are two main purposes of the present study. Firstly, we aim to develop a highly efficient solver for the incompressible flow with a high-order compact difference scheme and semi-implicit time advancement on a fully staggered grid. We choose the classical fully staggered grid other than the half-staggered grid [48, 50] because the former one is much more widely used in research and applications. For the temporal discretization, larger time steps can be allowed if a semi-implicit Crank-Nicolson scheme is implemented for the viscous terms, and we propose a new method in the framework of approximate factorization [54] [55] [56] to significantly simplify the implementation. Therefore, the present method could be regarded as a further development of the approximate factorization method to a higher order. This is the major contribution of the present work to the numerical method, since it is not straightforward to couple a semi-implicit time advancement with an implicit compact difference scheme in spatial. Following [48] , the FFT is adopted to solve the discrete Poisson equation as a highly efficient direct solver. The second purpose is to apply and test the present high-order numerical method on the computation of wall-bounded turbulent flows. We hope the adoption of the compact difference scheme could lead to more accurate results. There are few studies comparing different numerical methods for the DNS and/or LES of wall-bounded turbulence, at least to the authors' knowledge.
The paper is arranged as follows. The numerical method is described in Section 2 and several validation tests are illustrated in Section 3. Section 4 details the application of the present numerical method in the computation of turbulent plane channel flows at low and high Reynolds numbers. The final conclusions are drawn in Section 5.
Numerical Method

Governing Equations
The governing equations are the non-dimensional incompressible Navier-Stokes equations, i.e.,
and the continuity equation
in which x i is the ith Cartesian coordinate, u i is the fluid velocity component in the ith direction, p is the pressure divided by fluid density implicitly, and Re is Reynolds number. All of the flow variables are non-dimensionalized by reference length and velocity. The initial condition is prescribed by a given velocity field. The boundary conditions for the velocity field can be Dirichlet or periodic.
Temporal Discretization
The Navier-Stokes Equation (1) are discretized temporally at the n + 1/2 time level as [54] [55] [56] 
where H is the discrete operator of the convection term ∂(u i u j )/∂x j in the divergence form, L is the discrete Laplacian operator, and G is the discrete gradient operator. From the discrete Equation (3), it is seen that the convection and viscous terms are discretized by the explicit Adams-Bashforth scheme and semi-implicit Crank-Nicolson scheme respectively, both of which are second-order accurate in time.
In addition, ∆t is the time step and mbc i is the momentum boundary condition in the ith direction. The temporally discretized continuity equation is written as
where D is the discrete divergence operator and cbc is the boundary condition for mass conservation.
Following [55] among others [54, 56] , the temporally discretized Equations (3) and (4) are expressed in a matrix form, i.e.,
Here,
in which I is the unit matrix. Equation (5) can be approximated by the block-LU decomposition [54] [55] [56] as
which is a second-order approximation of the original discretized Equation (5) temporally, i.e., the truncation error is O(∆t 2 ) [56] , and can be separated into the following two equations:
in which u * i is an intermediate velocity field. This approximate factorization can be regarded as a matrix form of the exact projection method.
Therefore, the whole projection procedure can be rewritten in a series of steps:
In the classical projection method [33, 34, 37, 38] , Equations (12) and (13) are the prediction step, and the pressure Poisson equation is solved in the step (14)- (16) are the correction step.
Following [56] , Equation (12) can be further approximated preserving second-order temporal accuracy as 1
where L 1 , L 2 and L 3 are the discrete Laplacian operators in each Cartesian coordinate and
Thus, a highly efficient algorithm for the linear system (17) can be adopted, since the inversion of a large sparse matrix has been replaced by the inversions of three tridiagonal matrices [56] . This is also one key step for implementing a semi-implicit time advancement with a high-order compact scheme in the approximate factorization framework, which will be shown later.
The overall computation procedure is as follows:
1. Prediction step. Solve u * i from Equations (12) and (13 
Spatial Discretization
The discrete operators, i.e., L, D, G and H, are spatially discretized by the fourth-order compact difference scheme on a uniform grid, i.e., the Páde approximation [20] .
We first look at the spatial discretization of first-order derivatives, i.e., the gradient operator G, the divergence operator D and the convection operator H, in the right-hand side of Equations (14) and (17) . Taking the x direction, for example, the first-order derivative of a variable f on a staggered grid is approximated by
For the Dirichlet-type boundary condition, the one-sided fourth-order compact scheme proposed by [51] is used, which is
Since a fully staggered grid is adopted in the present formulation, the fourth-order compact interpolation scheme should also be incorporated in the evaluation of the convection operator H, which is
The spatial interpolations in other directions are similar. The second-order derivative of f , e.g., the x-direction Laplacian operator L 1 , is discretized as
and the discretization of L 2 and L 3 is similar. Under the Dirichlet boundary condition, if we take u as f and consider the discretization of its second-order derivatives, the one-sided fourth-order scheme of [51] for the uniform collocated stencil is adopted as
In the other directions, we use the one-sided fourth-order scheme of [51] for the non-uniform collocated stencil, e.g., the second-order derivative of f with respect to y is
Inversion of the Semi-Implicit Linear System
For most of the approaches using the compact difference scheme, the time advancement is fully explicit [48, 51] . This is because the compact difference scheme is implicit inherently; therefore, it is very difficult to make an implicit or semi-implicit time advancing scheme in all of the three directions simultaneously. Fortunately, with the help of the approximate factorization, a semi-implicit time advancement can be realized for the inversion of Equation (17), and larger time steps can thus be used. To illustrate it, here we rewrite Equation (17) as
with
and Equation (21) can be expressed in a matrix form as 
For the Dirichlet condition, we use a second-order central difference scheme at the neighboring nodes of boundaries to keep [
By multiplying [S 1 ] at both sides of Equation (24) and using relation (26), we obtain
The left-hand side of the linear system (29) is still a tridiagonal matrix, hence it can be solved very efficiently by the Thomas algorithm. The inversions of other two linear systems in Equation (17) are similar. Therefore, in the present subsection, we have shown that a semi-implicit time advancement can be simply realized in the framework of approximate factorization, especially according to Equation (17).
Poisson Equation Solver
The pressure Poisson equation
can be solved by a highly efficient FFT algorithm. Under periodic conditions in the homogeneous directions (x and y), p and Q in Equation (30) are expressed as (taking 2D for example)
where p mn and Q mn are the discrete Fourier transform (DFT) of p ij and Q ij in Fourier space and can be calculated by a standard FFT routines, N 1 and N 2 are nodes number in x and y directions, and i = √ −1. The inverse DFT of p mn and Q mn are
If we substitute the above relations into the discrete form of the pressure Poisson Equation (30), finally one could obtain
in which the modified wavenumbers k 1 and k 2 are
for Poisson Equation (30) discretized by the second-order central difference, or
for Equation (30) discretized by the fourth-order compact difference scheme. It should be noted that the gradient operator G and divergence operator D are discretized in the same way as those in the momentum and continuity equations, so that it is an exact projection method and the velocity divergence can be assured up to the machine precision. Under Neumann condition for pressure (Dirichlet condition for velocity) [57, 58] , the discrete cosine transform (DCT) should be adopted instead of DFT [48] , which is
and the inverse DCT of p mn and Q mn are
The modified wavenumbers for the second-order central difference using DCT are
Unfortunately, we can not obtain the modified wavenumbers for the fourth-order compact scheme on a fully staggered grid, since the gradient operator G and divergence operator D are imposed on half-shifted stencils; therefore, indexes i and j in the physical space can not be cancelled out. In other words, it is impossible to establish an exact projection method using a high-order compact scheme and a DCT based direct Poisson solver on a fully staggered grid. To make a compromise, we propose to use an exact projection method with the second-order central difference for G and D (U4P2-EP), or an approximate projection method to discretize L instead of DG with the fourth-order compact scheme (U4P4-AP). The modified wavenumbers for U4P4-AP formulation are
Finally, the computation procedure of the Poisson Equation (30) The DCT algorithm is realized according to [59] based on standard FFT routines.
Validation Tests
In this section, several benchmark tests are carried out to demonstrate the high-order accuracy of the present numerical method under different boundary conditions, including the Taylor-Green vortices, Burggraf flow and lid-driven cavity flow.
Taylor-Green Vortices
In the Taylor-Green vortices problem, the strength of a two-dimensional vortex decays with time due to the viscous dissipation. In a square domain (x, y) ∈ [−1, 1] × [−1, 1] with periodic boundary conditions in both directions, the exact solution of the problem is u(x, y, t) = −A sin(πx) cos(πy),
v(x, y, t) = A cos(πx) sin(πy),
p(x, y, t) = −0.25A
with A = exp(−2π 2 t/Re) for the strength of the vortex. The fluid density is unity and thus omitted in the equation of pressure. The Reynolds number is set to Re = 100. The flowfield is initialized using the exact solution at t = 0, and the temporal size is ∆t = 10 −4 , which is small enough to neglect the time discretization error. The computation is performed on five grids separately; they are, 8 × 8, 16 × 16, 32 × 32, 64 × 64 and 128 × 128. Figure 1 shows the computed streamline pattern at t = 1.0 using the fourth-order compact difference scheme on the 128 × 128 grid. In Figure 2 , the errors (L ∞ norm) of x-velocity and pressure computed by different schemes are plotted against the spatial discretization size h. It is seen that, for both velocity and pressure, the error decreases indicate second-order accuracy with the central difference scheme, which correspond to fourth-order accuracy with the compact difference scheme. 
Burggraf Flow
In the Burggraf flow problem (forced lid-driven cavity), a body force is applied in the y-momentum equation, which is
where
and the primes on f and g denote the differentiation with respect to x and y, respectively. The flow is in a square domain (x, y) ∈ [0, 1] × [0, 1] with the no-slip conditions for velocities at the bottom, left and right boundaries, and a slip velocity
is applied at the top boundary. The exact solution of this problem is [60] u(x, y) = 8(
v(x, y) = −8(4x
The Burggraf flow problem is adopted to test the numerical schemes under Dirichlet boundary conditions. Figure 3 shows the streamline pattern of the the Burggraf flow using the U4P4-AP formulation on a 128 × 128 grid. Similar to the Taylor-Green vortices problem, the computation is also performed on five grids, i.e., 8 × 8, 16 × 16, 32 × 32, 64 × 64 and 128 × 128. In Figure 4 , the computation errors of x-velocity in the L ∞ norm by different schemes are displayed against the spatial discretization size h. The velocity error by the U4P4-AP formulation is the smallest and the accuracy is between second order and third order. In comparison, both U2P2-EP and U4P2-EP have approximately second-order accuracy for velocity, and the error magnitude of U4P2-EP is smaller. The degradation of numerical accuracy is similar to the result of [48] , in which only a second-order accuracy was obtained for the same problem, despite the use of a sixth-order compact scheme. They interpreted it by a second-order error due to the spectral treatment of the pressure through a cosine expansion. 
Lid-Driven Cavity Flow
The lid-driven cavity flow is one of the most popular benchmark problems to test numerical methods for incompressible Navier-Stokes equations. This problem is quite similar to the Burggraf flow, except that the forcing term does not exist and the lid-velocity at the top boundary is uniform. In this case, the flow is also constrained in a square domain The computed streamline pattern is displayed in Figure 5 , in which two corner circulation zones with unequal strength are observed. Velocity distributions by the present computation are compared with those obtained by [61] , as shown in Figure 6 . It is seen that, on a relatively coarse grid, the U4P2-EP formulation can produce more accurate predictions for velocity than the U2P2-EP formulation. This result is consistent with that of the Burggraf flow problem. 
Computation of Turbulent Channel Flows
In this section, the proposed numerical method is applied in the computation of turbulent plane turbulent channel flows at low and high Reynolds numbers (Re τ = 180, 590 and 1000) by DNS or LES. Several public DNS databases of channel flow by spectral method are available, thus comprehensive comparisons can be made. The definition of the friction Reynolds number is Re τ = u τ H/ν, where u τ = τ w /ρ is the friction velocity, τ w and ρ are the average wall shear stress and fluid density respectively, H is the channel half height and ν is the kinematic viscosity of fluid. It is noted that the second-order central difference scheme is adopted in the vertical direction for all of the computations, since the grid is either stretched or it is much easier to be combined with a wall model.
Re τ = 180
For the low-Reynolds number channel flow case, i.e., Re τ = 180, comparisons are made with the spectral DNS database of [5] . We carried out DNS with second-order central difference scheme and fourth-order compact difference scheme separately without any turbulence model. The computational domain is L x × L y × L z = 4πH × 2H × (4/3)πH and grid number is N x × N y × N z = 128 × 128 × 128, the same as [5] , in which x, y and z are the streamwise, vertical and spanwise directions, respectively. The grids in x-and z-directions are uniformly distributed with resolutions of ∆ + x = 17.7 and ∆ + z = 5.9; here, the superscript + indicates a variable normalized by the friction velocity u τ and viscosity ν (wall units). The grid is stretched vertically by a hyperbolic tangential function, resulting in grid spacing of ∆y + = 0.1 − 4.5 from walls to channel center. The flow in the x-and z-directions are periodic, as well as non-slip conditions at the upper and bottom walls.
The simulation was performed for a long enough time to reach a statistically stationary state, as in Figure 7 , over more than 70 non-dimensional time units. Plane-and time-averaged turbulence statistics and energy spectra are compared in the following. Figure 8 shows the mean streamwise velocity profile with respect to y + , in which MKM indicates the spectral DNS result of [5] . Present computation with the fourth-order compact difference DNS agrees well with MKM, while the result using the second-order central difference DNS slightly underestimates the streamwise velocity in the outer region. In Figure 9 , the second-order turbulence statistics, like the root-mean-squared (r.m.s) values of velocity fluctuations and the tangential Reynolds stress, are displayed and compared. It is seen that both the second-and fourth-order schemes yield accurate predictions of the second-order moments. Figure 10 shows the one-dimensional streamwise pre-multiplied spectra k x E uu /u 2 τ at two heights, i.e., y + ≈ 10 and y + ≈ 30. The peaks of the pre-multiplied spectra correspond to the length scale of the most energetic turbulent coherent structures, which are λ + x ≈ 1000 as the typical length scale of the near-wall streaks [62] . The differences between the results of the second-and fourth-order methods are obvious. The shapes and peaks of the spectra via the central difference DNS are shifted to smaller length scales, while better agreements have been obtained with the compact difference scheme. This may be explained by the large dispersion errors of the second-order scheme in high wavenumber (small scale) regime. 
Re τ = 590
We also performed large-eddy simulation study of turbulent channel flow at Re τ = 590. In LES, the filtered Navier-Stokes equations
are solved, where (•) is filtered variable and τ ij = u i u j − u i u j is the subgrid-scale (SGS) or the residual stresses. The dynamic Smagorinsky model [63, 64] for SGS stresses is adopted, as well as a box filter in the x − z plane using the Simpson's rule for test filtering. Recently, Xie et al. [65] have demonstrated that the box filter is superior to the Gaussian filter when combined with FD-LES. In addition to the explicit SGS modeling approach adopted here, the implicit large-eddy simulation methodology combined with high-order numerical schemes are also under notable development [66] [67] [68] [69] [70] .
The computation domain size is L x × L y × L z = 2πH × 2H × πH, the same as [5] , and the grid is N x × N y × N z = 128 × 128 × 128. The grid distributions are uniform in x-and z-directions with ∆ + x = 29.0 and ∆ + z = 14.5, and stretched in the y-direction with ∆y + = 0.7 − 47.5 from wall to channel center. Results are displayed in Figures 11-13 . In general, the mean streamwise velocity, velocity fluctuations and tangential Reynolds stress by LES with the fourth-order compact scheme coincide well with the spectral DNS, slightly better than the second-order central difference scheme, as displayed in Figures 11 and 12 . The mean streamwise velocity is underestimated in the outer layer, and the streamwise velocity fluctuation is a little overestimated in the inner layer but underestimated in the outer layer by the low-order scheme. Furthermore, the peaks of one-dimensional streamwise premultiplied spectra k x E uu are obviously overestimated by a central difference scheme in the buffer layer; in comparison, the results of compact difference LES are more reasonable, which are depicted in Figure 13 . 4.3. Re τ = 1000
Next, we move to a higher Reynolds number, i.e., Re τ = 1000, as the last case. Wall-modeled large-eddy simulation [71, 72] , or WMLES for short, with an equilibrium wall stress model [73, 74] is adopted. The wall model relates the average flow velocity near the wall and the average wall stress through the classical logarithmic law, which is
Here, u p (y j ) = u 2 + w 2 is the average total velocity parallel to the wall at y = y j (the jth grid in wall normal direction), and we chose j = 3 following the suggestions of [75, 76] . The von Kármán constant κ = 0.41 and B = 5.2. Equation (54) is solved iteratively by the Newton-Rampson method to obtain the friction velocity u τ and thus the total average wall stress τ w . In addition, the wall stress components in x-and z-directions are obtained by
Thus, in the WMLES, the filtered Navier-Stokes equations are coupled with wall stress boundary conditions in x-and z-directions.
The computation is compared with a recent spectral DNS study of high Reynolds number channel flows up to Re τ ≈ 5200 [9] . The domain size is L x × L y × L z = 8πH × H × 3πH (half channel), which is the same as [9] in streamwise and spanwise. The grid is N x × N y × N z = 256 × 64 × 128 with uniform distributions in all three directions. The grid size is thus approximately H/10 in x-and z-directions. This grid resolution is much coarser than [77] for accurately reproducing the generalized logarithmic law for high-order moments of a high Reynolds number wall turbulent flow, in which the finest grid resolution is less than H/100, but similar to the resolution used by [78] . Figure 14 displays the mean streamwise velocity obtained by WMLES as well as the DNS result of [9] (indicated by LM1000) for comparison. The first vertical grid of WMLES is located in the buffer layer, hence it deviates from the DNS result. Above the buffer layer, the mean streamwise velocity profile computed via the compact difference agrees well with LM1000, while it is obviously underestimated by the central difference scheme. The velocity fluctuations and tangential Reynolds stress are shown in Figure 15 . Generally, the predictions by the low-order scheme are a little larger than those by the high-order scheme. However, it does not mean that the low-order one is better, since the grid is quite coarse so that the resolved turbulent kinetic energy and Reynolds stress should be smaller than the total quantities to a certain content.
The two-dimensional premultiplied spectrogram is a contour plot of one-dimensional premultiplied spectra along the vertical direction to demonstrate turbulent energy distribution in both wavelength and wall normal distance. The streamwise and spanwise premultiplied spectrograms k x E uu /u 2 τ and k z E uu /u 2 τ are plotted in Figure 16 . In the logarithmic region and sufficiently large length scales, the WMLES using a high-order compact difference scheme can predict more energetic spectral densities, which agrees better with DNS (LM1000) than the second-order central difference scheme. 
Discussion
A numerical method for solving the incompressible Navier-Stokes equations efficiently with a semi-implicit time advancement on a fully staggered grid using a high-order compact difference scheme was developed in the framework of approximate factorization. A fourth-order compact difference scheme was adopted for approximations of derivatives and interpolations of the flow equations. The pressure Poisson equation was directly solved by the Fourier transform method. Since the Poisson equation is the most time-consuming step, the present method should be much more efficient than iterative solvers, although we did not show any direct evidence. For temporal advancement, in addition to the explicit Adams-Bashforth scheme for convection terms, the semi-implicit Crank-Nicolson scheme was used for viscous terms to permit a large time step. Currently, the code is parallelised by OpenMP.
The present numerical method has been tested and validated in several benchmark problems, including the Taylor-Green vortices, Burggraf flow and lid-driven cavity flow. It was shown that high-order accuracy could be achieved. In the last part of the study, we preliminarily applied the present numerical method to the computation of turbulent channel flows at low and high Reynolds numbers by DNS and LES. In comparison with the second-order central difference scheme, it was found that the predictions of turbulence statistics and especially spectra could be obviously improved by using the high-order compact difference scheme. To the authors' knowledge, there is little work like the present comprehensive tests of high-order compact scheme in computation of low and moderate Reynolds number wall-bounded turbulent flows.
It should be further noted that, for non-periodic problems, the present numerical method is not fourth-order accurate, whereas the U4P4-AP formulation is between second-and third-order accurate, and its numerical error is absolutely smaller than the classic second-order central difference scheme. In addition, in the computation of turbulent channel flows, the second-order central difference scheme is used in the vertical direction, thus the overall numerical method should not be fourth order. However, benefits of using a high-order scheme in the homogeneous directions are quite obvious from our results, especially for the turbulence energy spectra. In addition, through DNS studies of [79] , it was found that low order statistics of turbulence may not necessarily be improved via a high-order compact difference scheme, while only higher-order statistics and spectra can be improved. This result is consistent with the present work, in which the different numerical schemes only have marginal effects on the the low order statistics in the well-resolved DNS or LES simulations because the resolutions are fine enough to capture the most energetic eddies in turbulence. However, for WMLES with a coarse resolution, the numerical errors may play a role, which can be in the same order of magnitude with the SGS stresses [17] , and the adoption of a high-order scheme should be necessary. 
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