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a b s t r a c t
Bondy conjectured a common generalization of various results in hamiltonian graph theory
concerning Hamilton and dominating cycles by introducing a notion of PDλ-cycles (cycles
that dominate all paths of lengths at least λ). We show that the minimum degree version
of Bondy’s conjecture is true (along with the reverse version) if PDλ-cycles are replaced
by CDλ-cycles (cycles that dominate all cycles of lengths at least λ). Fraisse proved a
minimum degree generalization including a theorem of Nash-Williams for Hamilton cycles
as a special case. We present the reverse version of this result including a theorem of Voss
and Zuluaga as a special case. Two earlier less known results (due to the author) are crucial
for the proofs of these results. All results are sharp in all respects. A number of possible
similar generalizations are conjectured as well.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
By a graph we always mean a simple finite undirected graph G with vertex set V(G) and edge set E(G). A good reference
for any undefined terms is [2]. If S is a subset of V(G)we denote by G−S the maximum subgraph of G with vertex set V(G)−S.
For a subgraph H of G we use G− H, short for G− V(H).
Let δ denote the minimum degree of vertices of a graph G. The connectivity κ of G is the minimum number of vertices
whose removal from G results in a disconnected or trivial graph. We say that G is s-connected if κ ≥ s. A set S of vertices is
independent if no two elements of S are adjacent in G. The cardinality of a maximum set of independent vertices is called
the independence number and denoted by α. For A ⊆ V(G) we use N(A) to denote the set of all vertices of G− A adjacent to
vertices in A.
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a path or a cycle then the length of Q , denoted by |Q|,
is |E(Q)|. Throughout the paper each vertex and edge can be interpreted as cycles of lengths 1 and 2, respectively. A graph
G is hamiltonian if it contains a Hamilton cycle (a cycle containing every vertex of G). A cycle C of G is a dominating cycle if
every edge of G has at least one of its vertices on C. A cycle Q of a graph G is called a PDλ-cycle (introduced by Bondy [1]) if
each path of length at least λ has at least one vertex with Q in common. Extending this notion in a natural way, we call a cycle
Q a CDλ-cycle if each cycle of length at least λ has at least one vertex with Q in common. In particular, PD0 and CD1-cycles
are Hamilton cycles and PD1 and CD2-cycles are dominating cycles. For C, a longest cycle in G, let p and c denote the lengths
of a longest path and a longest cycle in G− C, respectively.
Let Q be a cycle with a given orientation. For u ∈ V(Q) let u+ denote the successor of u. If A ⊂ V(Q) then we denote
A+ = {v+|v ∈ A}.
Based on minimum degree invariant δ, the minimum degree approach in hamiltonian graph theory has been inspired by
a couple of well-known results (direct and reverse versions) due to Dirac [3].
Theorem A ([3]). Every graph on n vertices with δ ≥ n/2 is hamiltonian.
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Theorem B ([3]). Every 2-connected graph has a cycle of length at least min{n, 2δ}.
These two results became the forefathers of the majority of results in hamiltonian graph theory in terms of various
generalized minimum degree notions (degree sequences, degree sums, neighbourhood unions, generalized degrees and so
on) and additional various limitations on graph structures (regularity, forbidden subgraphs, 1-toughness and so on).
The dominating versions of Theorems A and B are due to Nash-Williams [9] (direct version) and Voss and Zuluaga [17]
(reverse version).
Theorem C ([9]). Every 2-connected graph with δ ≥ (n+ 2)/3 has a dominating cycle.
Theorem D ([17]). Every 3-connected graph either has a cycle of length at least 3δ− 3 or has a dominating cycle.
Bondy [1] conjectured a common generalization of various results concerning Hamilton and dominating cycles, in
particular, Theorems A and C by introducing a notion of PDλ-cycles.
Conjecture A ([1]). Let G be a λ-connected graph such that the degree sum of every λ + 1 independent vertices is at least
n+ 2+ (λ+ 1)(λ− 2). Then G has a PDλ−1-cycle.
The minimum degree version and its reverse version of Conjecture A can be formulated as follows.
Conjecture B ([1]). Let G be a λ-connected graph with
δ ≥ n+ 2
λ+ 1 + λ− 2.
Then G has a PDλ−1-cycle.
Conjecture C. Let G be a (λ + 1)-connected graph and C be a longest cycle of G. Then either |C| ≥ (λ + 1)(δ − λ + 1) or C is a
PDλ−1-cycle.
In this paper we prove that Conjectures B and C are true if a PDλ−1-cycle is replaced by a CDmin{λ,δ−λ+1}-cycle.
Theorem 1. Let G be a λ-connected graph with
δ ≥ n+ 2
λ+ 1 + λ− 2.
Then each longest cycle of G is a CDmin{λ,δ−λ+1}-cycle.
Theorem 2. Let G be a (λ + 1)-connected graph and C be a longest cycle of G. Then either |C| ≥ (λ + 1)(δ − λ + 1) or C is a
CDmin{λ,δ−λ}-cycle.
Parts of Theorem 1 are proved by Dirac [3] (λ = 1), Nash-Williams [9] (λ = 2) and Fan [4] (λ = 3). Parts of Theorem 2
are proved by Dirac [3] (λ = 1), Voss and Zuluaga [17] (λ = 2), Fan [4] (λ = 3) and Jung [7] (λ = 3, 4, 6).
In view of Theorems 1 and 2, the following two conjectures are stronger than Conjectures B and C.
Conjecture 1. Let G be a λ-connected graph with
δ ≥ n+ 2
λ+ 1 + λ− 2.
Then each longest cycle of G is a PDmin{λ−1,δ−λ}-cycle.
Conjecture 2. Let G be a (λ + 1)-connected graph and C be a longest cycle of G. Then either |C| ≥ (λ + 1)(δ − λ + 1) or C is a
PDmin{λ−1,δ−λ−1}-cycle.
Further, Nash-Williams [9] proved that Theorem C under additional limitation δ ≥ α insures the existence of a Hamilton
cycle. The reverse version of this result easily follows (by standard arguments) from Theorem D [17].
Theorem E ([9]). Every 2-connected graph with δ ≥ max{(n+ 2)/3,α} is hamiltonian.
Theorem F ([17]). Every 3-connected graph with δ ≥ α has a cycle of length at least min{n, 3δ− 3}.
Fraisse [5] established a Dirac-type generalization containing Theorem E as a special case (λ = 1).
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Theorem G ([5]). Every (λ+ 1)-connected graph with
δ ≥ max
{
n+ 2
λ+ 2 + λ− 1,α+ λ− 1
}
is hamiltonian.
Our third generalization is a reverse version of Theorem G including Theorem F as a special case (λ = 1).
Theorem 3. Every (λ+ 2)-connected graph with δ ≥ α+ λ− 1 has a cycle of length at least min{n, (λ+ 2)(δ− λ)}.
When involving in connectivity, we have the following couple of results.
Theorem H ([6,10,11]). Every 2-connected graph with δ ≥ (n+ κ)/3 is hamiltonian.
Theorem I ([10,11]). Every 3-connected graph has a cycle of length at least min{n, 3δ− κ}.
In [6], Häggkvist found a short proof of Theorem H by showing that every graph with δ ≥ (n+κ)/3 satisfies δ ≥ α as well,
actually reducing Theorem H to Theorem E. The original and constructive proofs of Theorems H and I (by a united approach)
can be found in [10] and [11].
The dominating version of Theorem H is due to Lu et al. [8] (direct version).
Theorem J ([8]). Let G be a 3-connected graph with δ ≥ (n+ 2κ)/4. Then each longest cycle of G is a dominating cycle.
Conjecture 3. Every 4-connected graph either has a cycle of length at least {4δ− 2κ} or has a dominating cycle.
In view of Theorems H, I, J and Conjecture 3, the following two conjectures are reasonable and probably difficult.
Conjecture 4. Let G be a (λ+ 1)-connected graph with
δ ≥ n+ λκ
λ+ 2 .
Then each longest cycle of G is a PDλ−1 and CDλ-cycle.
Conjecture 5. Let G be a (λ+ 2)-connected graph and C be a longest cycle of G. Then either |C| ≥ (λ+ 2)(δ− κ)+ 2κ or C is a
PDλ−1 and CDλ-cycle.
When involving in connectivity and independence number, we have the next couple of statements.
Theorem K ([12]). Every 3-connected graph with δ ≥ max{(n+ 2κ)/4,α} is hamiltonian.
Theorem L ([13]). Every 4-connected graph with δ ≥ α has a cycle of length at least min{n, 4δ− 2κ}.
The proof of Conjecture 3 is being prepared to be printed along with a detailed proof of Theorem L.
In view of Theorems K and L, we state the following two conjectures.
Conjecture 6. Every (λ+ 2)-connected graph with
δ ≥ max
{
n+ (λ+ 1)κ
λ+ 3 ,α+ λ− 1
}
is hamiltonian.
Conjecture 7. Every (λ+ 3)-connected graph with δ ≥ α+ λ− 1 has a cycle of length at least min{n, (λ+ 3)(δ− κ)+ 2κ}.
In [14] and [15], two lower bounds are given (by the author) for the length of a longest cycle C of a graph G using the
structure of G− C in terms of p and c.
TheoremM ([14]). For C a longest cycle of a graph, |C| ≥ (p+ 2)(δ− p).
Theorem N ([15]). For C a longest cycle of a graph, |C| ≥ (c+ 1)(δ− c+ 1).
An analogous lower bound is given in [16] with connectivity κ.
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Theorem O ([16]). Let C be a longest cycle of a 2-connected graph. If c ≥ κ then
|C| ≥ (c+ 1)κ
c+ κ+ 1 (δ+ 2).
Otherwise (c ≤ κ− 1),
|C| ≥ (c+ 1)c
2c+ 1 (δ+ 2).
Notice that in [16] only the first part of Theorem O (when c ≥ κ) was proved based on the fact that there exist κ pairwise
disjoint paths connecting Q and C. The second part of the theorem (when c ≤ κ− 1) follows exactly by the same arguments,
observing only that Q and C are connected by c pairwise disjoint paths.
Theorems N and O are crucial for the proofs of Theorems 1–3.
In view of Theorem O, we believe the following is also true.
Conjecture 8. Let C be a longest cycle of a 2-connected graph. If p ≥ κ− 1 then
|C| ≥ (p+ 2)κ
p+ κ+ 2 (δ+ 2).
Otherwise (p ≤ κ− 2),
|C| ≥ (p+ 2)p
2p+ 2 (δ+ 2).
Conjectures B, C, 1 and 2 can be derived from Conjecture 8 (if true) and Theorem M by the same arguments (used below).
At the end of Section 2, Theorems 1–3 are shown to be best possible in all respects.
2. Proofs
Claim 1. Let G be a graph, C a longest cycle in G and λ an arbitrary integer. If |δ/2−λ| ≥ |δ/2− c| then |C| ≥ (λ+1)(δ−λ+1).
Proof. By the hypothesis, (δ/2− λ)2 ≥ (δ/2− c)2, or equivalently,
(c+ 1)(δ− c+ 1) ≥ (λ+ 1)(δ− λ+ 1)
which by Theorem N completes the proof. M
Proof of Theorem 2. Let G be a (λ+ 1)-connected graph and C a longest cycle in G. Suppose, to the contrary, that C is not a
CDmin{λ,δ−λ}-cycle, i.e.
c ≥ min{λ, δ− λ}. (1)
Furthermore, if either λ ≤ c ≤ δ − λ or δ − λ ≤ c ≤ λ then clearly |δ/2 − λ| ≥ |δ/2 − c| which by Claim 1 implies
|C| ≥ (λ+ 1)(δ− λ+ 1). So, recalling also (1), we deduce that
c ≥ max{λ+ 1, δ− λ+ 1}. (2)
Case 1. c < κ.
By (2), c− λ ≥ 1, implying that c2(c− λ) > 0 or, equivalently,
(λ2 − 1)(2c+ 1)+ 2c(c+ 1) > (c+ λ− 1)((λ+ 1)(2c+ 1)− c(c+ 1)).
From (2) we have also c+ λ− 1 ≥ δ. Using this inequality we obtain
(λ2 − 1)(2c+ 1)+ 2c(c+ 1) > δ((λ+ 1)(2c+ 1)− c(c+ 1))
which is equivalent to
c(c+ 1)
2c+ 1 (δ+ 2) > (λ+ 1)(δ− λ+ 1)
and the result follows by Theorem O.
Case 2. c ≥ κ.
Since κ ≥ λ+ 1, we have (c+ 1)(κ− λ− 1) ≥ 0 which is equivalent to
(c+ 1)κ
c+ κ+ 1 ≥
(c+ 1)(λ+ 1)
c+ λ+ 2 . (3)
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By (2), c− δ+ λ ≥ 1 implying that (λ+ 1)(c− δ+ λ) > 0. It is equivalent to
(c+ 1)(λ+ 1)
c+ λ+ 2 (δ+ 2) > (λ+ 1)(δ− λ+ 1)
and we obtain the desired result directly from (3) and Theorem O. M
Proof of Theorem 1. Let G be a λ-connected graph and C a longest cycle in G. If C is a CDmin{λ,δ−λ+1}-cycle then we are done.
Suppose, to the contrary, that C is not a CDmin{λ,δ−λ+1}-cycle, i.e. c ≥ min{λ, δ− λ+ 1}.
Case 1. c ≥ δ− λ+ 1.
By Theorem 2, |C| ≥ λ(δ− λ+ 2) and hence n ≥ |C| + c ≥ (λ+ 1)(δ− λ+ 2)− 1. On the other hand, by the hypothesis,
n ≤ (λ+ 1)(δ− λ+ 2)− 2, a contradiction.
Case 2. c ≥ λ.
If c ≥ δ− λ+ 1 then we can argue as in Case 1. Let c ≤ δ− λ, i.e. λ ≤ c ≤ δ− λ. It follows that |δ/2− λ| ≥ |δ/2− c| and
by Claim 1, |C| ≥ (λ+ 1)(δ− λ+ 1). Then
n ≥ |C| + c ≥ (λ+ 1)(δ− λ+ 1)+ λ = (λ+ 1)(δ− λ+ 2)− 1,
which again contradicts the hypothesis and completes the proof. M
Proof of Theorem 3. Let G be a (λ+2)-connected graph with δ ≥ α+λ−1 and C be a longest cycle of G. By Theorem 2, either
|C| ≥ (λ+2)(δ−λ) ≥ min{n, (λ+2)(δ−λ)} or C is a CDmin{λ+1,δ−λ−1}-cycle. In the first case we are done. So, we can assume
that G has a CDmin{λ+1,δ−λ−1}-cycle C. It means that c ≤ min{λ, δ−λ−2} ≤ λ. Let Q be a longest cycle in G−C and L = v1v2...vq
be a longest path in G− C having only vq with Q in common. Since c ≤ λ, it is easy to see that |N(v1)∩ (V(L)∪V(Q))| ≤ λ−1,
which implies |N(v1) ∩ V(C)| ≥ δ− λ+ 1. By standard arguments, the set (N(v1) ∩ V(C))+ ∪ {v1} is independent and hence
α ≥ |(N(v1) ∩ V(C))+| + |{v1}| ≥ δ− λ+ 2,
contrary to the hypothesis δ ≥ α+ λ− 1. M
The following limit examples show that Theorems 1–3 are best possible in all respects.
Limit examples (Theorem 1): λKλ+1 + Kλ−1(λ ≥ 2); (λ+ 1)Kδ−λ+1 + Kλ(λ ≥ 1); H(λ− 1,λ,λ+ 2,λ+ 1)(λ ≥ 2).
Remark. The limit examples are constructed based on the fact that the conclusion “each longest cycle C is a CDmin{λ,δ−λ+1}
-cycle” in Theorem 1 is equivalent to “for each longest cycle C, c ≤ min{λ−1, δ−λ}”. The limit example λKλ+1+Kλ−1 (λ ≥ 2)
shows that the connectivity condition κ ≥ λ in the theorem can not be replaced by κ = λ − 1. Further, the limit example
(λ+1)Kδ−λ+1+Kλ (λ ≥ 1) shows that the condition δ ≥ (n+2)/(λ+1)+λ−2 can not be replaced by δ ≥ (n+1)/(λ+1)+λ−2.
Let a, b, t, k be integers with k ≤ t. We use H(a, b, t, k) to denote the graph obtained from tKa + Kt by taking any k vertices
in subgraph Kt and joining each of them to all vertices of Kb with k ≤ t. Finally, the limit example H(λ − 1,λ,λ + 2,λ + 1)
(λ ≥ 2) shows that the conclusion “has a CDmin{λ,δ−λ+1}-cycle” can not be replaced by “has a CDmin{λ−1,δ−λ}-cycle”.
Limit examples (Theorem 2): (λ+ 1)Kλ+1 + Kλ(λ ≥ 1); (λ+ 3)Kλ−1 + Kλ+2(λ ≥ 2); (λ+ 2)Kλ + Kλ+1(λ ≥ 1).
Limit examples (Theorem 3): (λ+ 2)Kλ+2 + Kλ+1; (λ+ 4)Kλ + Kλ+3; (λ+ 3)Kλ+1 + Kλ+2.
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