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Introduction
The centre of a distribution is often estimated by the sample mean or the sample median. However, it is well known that the sample mean is sensitive to outliers and thus not robust. On the other hand, the sample median is robust against outliers but it is not very efficient if the underlying distribution is, for instance, normal. An estimator providing intermediate behavior, and which includes both the sample mean and sample median, is the trimmed (sample) mean. Compared with robust M-estimates of maximum likelihood type, the trimmed mean not only has the same asymptotic variance but is also easy to compute.
The asymptotic normality of the trimmed mean is derived by Stigler (1973) under minimal conditions, while Bjerve (1974) and Helmers (1982) derive Edgeworth expansions under general conditions. Easton and Ronchetti(1986) obtained approximations to the density of trimmed means. The validity of the Edgeworth expansion for the studentized trimmed mean was established by Hall and Padmanabhan (1992) , while a simple explicit form of the Edgeworth expansion was obtained in Gribkova and Helmers (2002) . It is well known that Edgeworth expansions generally provide accurate approximation near the center of the distribution, but the relative error can become unacceptably large in the far tail of the distribution. On the other hand, saddlepoint approximation will offer an approximation whose relative error is controlled both near the center and in the far tail of the distribution. Therefore, in this paper, we derive saddlepoint approximations to the densities and tail probabilities of the trimmed mean and its studentized version. To do this, we shall exploit the special structure of the trimmed mean and employ a simple conditioning argument in the same way as Bjerve (1974) does in his derivation of an Edgeworth expansion for the trimmed mean. Conditionally given the values of the two extreme order statistics appearing in the trimmed mean, the conditional distribution of a trimmed mean reduces to a sum of i.i.d. r.v.'s, to which we an apply a saddlepoint approximation. Finally we integrate out these two extreme order statistics by a Laplace approximation. The tail probabilities of the Lugannani-Rice type are derived by another Laplace approximation of Temme type (see Temme, 1982) , as was done in Daniels and Young (1991) and . For a rigorous account of saddlepoint approximations, the reader is referred to a recent monograph by Jensen (1995) . A general approach dealing with saddlepoint approximations for L-estimators was presented by Easton and Ronchetti (1986) .
One important application of the saddlepoint approximations has been in the area of the bootstrap analysis. Davison and Hinkley (1988) were the first to apply the idea to the bootstrap with the sample mean. This was later extended to the studentized mean by Daniels and Young (1991) . A major advantage of using the saddlepoint approximation is that it can completely eliminate the need for resampling and yet provides a very fast and accurate approximation to the distribution of interest. In this paper, we shall discuss how to apply the idea to the trimmed sample mean.
The layout of the paper is as follows. Some basic notation will be introduced in Section 2. In Section 3, we shall derive saddlepoint approximations to the density and tail probabilities for the trimmed mean. In Section 4, we shall carry out the same analysis for the studentized trimmed mean. Some numerical evidence on the quality of our saddlepoint approximation is given in Section 5. Application to the bootstrap with the trimmed mean is discussed in Section 6. Finally, most of the technical details are given in the Appendix.
Some preliminaries
Let X 1 , ..., X n be a random sample from a population with distribution function F (·) and density f (·), respectively. Let X 1:n ≤ ... ≤ X n:n be the corresponding order statistics. Define the trimmed mean by is the largest integer less than or equal to x. That is, we throw out the smallest [nα] and the largest [nβ] observations and take the average of the rest of data in the middle. (In particular, if we suspect that the underlying distribution is symmetric, we can take α = β.) For any 0 < p < 1, we define
It is well known that the asymptotic mean and variance of X αβ are given by, respectively, (e.g., see Stigler (1973) ).
where
We shall need the joint distribution of two order statistics. Define q r,s:n (x, y) to be the joint density function of order statistics (X r:n , X s:n ). From David (1981) 
where D nαβ = n! (r−1)!(s−r−1)!(n−s)! and I{·} is the indicator function. Finally, for fixed values x and y with x < y, let F x,y (t) denote the conditional df of X, given that x ≤ X ≤ y, that is,
Also, let Y 1 , ..., Y m be a random sample from a distribution 
Saddlepoint approximation to the trimmed mean
In this section, we shall derive the saddlepoint approximation to the distribution and density function of X αβ defined by
For any t, denote Ω = {(x, y) ∈ R 2 : x < y} and Ω(t) = {(x, y) ∈ R 2 : x < t < y}. First we note that
and
The first step in obtaining saddlepoint approximation to g(t) is to replace f Y (t) in (3.1) by its saddlepoint approximation. To do this, define the cumulant generating function of Y 1 by
It follows that
Therefore, the saddlepoint approximation to f Y (t) is (see Daniels (1954) , for instance)
where λ = λ(t) satisfies the saddlepoint equation
and r m (x, y, t) is an error term. 
Saddlepoint approximation to the density of the trimmed mean
We shall now derive a saddlepoint approximation to the density of the trimmed mean. Substituting (3.2) into (3.1), we get
where λ is the solution to K Y 1 ( λ) = t and
If the density function is non-zero in the support of X, then equation (3.5) can be reduced to
That is, (x 0 (t), y 0 (t)) is a stationary point of Λ(x, y, t) for fixed t. For simplicity, we write Λ 0 (t) = Λ(x 0 , y 0 , t). The following theorem gives the saddlepoint approximations to the density of the trimmed mean.
Theorem 1: Let t belong to the support of X. Suppose
the error term R n (t) in (3.7) is bounded when t is in some compact set and x 0 (t), y 0 (t) and λ 0 (t) are solutions to (3.5).
Remark 3.2. Condition (i) is a natural smoothness condition, which we need to validate Laplace approximation. Also note that (3.8) involves f (x). Since Λ(x, y, t) attains its minimum at (x 0 , y 0 ), ∆(x 0 , y 0 , t) is nonnegative definite. The purpose of Condition (ii) is to simplify the proof. Conditon (iii) ensures that we may apply the Fourier inversion theorem. The proof of Proposition 1 and Theorem 1 is postponed to the appendix.
3.2 Saddlepoint approximation to the tail probability of trimmed mean One way to obtain an approximation to the tail probability 1 − G(t) = P (X αβ ≥ t) is to integrate the saddlepoint approximation g sp (t) numerically. Since
g sp (t)dt may not be equal to one in general, renormalization will usually improve the accuracy of the resulting saddlepoint approximation. The resulting approximation to 1 − G(t) will be denoted by 1 − G ss (t). However, it would be more convenient to have a simple explicit approximation formula for the tail probability. Theorem 2 below will give a saddlepoint approximation to the tail probability 1 − G(t) of the trimmed mean. For ease of notation, let
Then (3.8) can be rewritten as g sp (t) = a(t) exp{−mh(t)}. Let t be the solution to h ( t) = 0. Also define
Then we have Theorem 2: Under the conditions of Theorem 1, we have
where w and ψ(w) are given in (3.9) and (3.10).
The proof of the theorem is similar to but simpler than that of Theorem 4 in Section 4, hence omitted here.
Saddlepoint approximation to studentized trimmed mean

Introduction
In Section 3, we have derived saddlepoint approximations to the density and tail probabilities of the trimmed mean. In this section, we shall carry out the same derivations for the studentized trimmed mean. This will have greater practical relevance if we are interested in constructing confidence intervals or hypothesis testing concerning the center of the distribution.
To studentize the trimmed mean, we employ the plug-in estimate of the variance, which is given by
where ξ p = inf{x : F (x) ≥ p} for any 0 < p < 1 and F (x) denotes the empirical distribution of the X i 's (1 ≤ i ≤ n), and
(e.g., see Hall and Padmanabhan (1992) ). Because of its complicated form, we shall restrict our attention from now on to the special case where we assume that
the trimming proportions are the same, i.e., α = β.
Clearly, (C1) and (C2) imply that µ = 0. The case for the nonzero mean can be dealt with by a simple mean shift. Under the assumptions (C1) and (C2), τ 2 αβ above reduces to
Therefore, we can define the studentized trimmed mean by
The purpose of this section is to derive saddlepoint approximations to the density and tail probability for the studentized trimmed mean T , denoted by
As in Section 2, let Y 1 , · · · , Y m−2 be a random sample from the truncated distribution F x,y (t). We further define
Now, for fixed x and y, define
Then conditional on X r:n = x and X s:n = y, we can show, after some simple algebra, that
Therefore, we have
where a(·, ·) is defined in (4.1).
Similarly to Section 3, we shall obtain a saddlepoint approximation to g(t) and G(t) by first getting a saddlepoint approximation to the density of a(Y , Z) and then substituting that into the above to obtain saddlepoint approximations to g(t) and G(t). For that purpose, we shall need the joint cumulant generating function of (
Note that K(d, u) is also functions of x and y, and their derivatives with respect to x and y are given by 
Saddlepoint approximation to the density of the studentized trimmed mean
Note that the inverse transformation of (4.1) is
whose Jacobian is given by
Similarly to Daniels and Young (1991) and , a saddlepoint approximation to the density of a(Y , Z) is given by
where r m (x, y, t) is the error term that will not be given here explicitly. Substituting this into (4.2), we get
3)
and further
Note that Y (t, b 0 (t)), Z(t, b 0 (t)) and K(d 0 (t), u 0 (t)) are also functions of x and y. So we can find their partial derivatives with respect to x and y. Some simple algebra yields
We now present the following proposition and theorem whose proofs are given in the Appendix. Theorem 3: Let t belong to the support of X. Suppose t = 0. In addition to the conditions (C1)-(C2), we assume that
is positive definite. In addition, the minimum point b 0 (t) is unique as (x, y) varies in A B,B 0 .(cf also (7.4)).
(iii) |E
w 1 and y(1 − F (y)) w 2 are bounded when x < 0 and y > 0. Then, we have
where x 0 (t), y 0 (t), d 0 (t), u 0 (t) and b 0 (t) are the solutions to equations (4.4).
Note that conditions (i) − (iii) in Theorem 3 are similar to those in Theorem 1. The first three conditions guarantee that f (Ȳ ,Z) (y, z) has a uniform saddlepoint approximation as x and y vary in some compact set A B,B 0 . Since (Ȳ ,Z) → (a(Ȳ ,Z), b(Ȳ ,Z)) is a one-to-one and differentiable transformation, f a(Ȳ ,Z) (t) has a uniform saddlepoint approximation as x and y vary in A B,B 0 , i.e., r m (x, y, t) is bounded as x and y vary. The fourth condition implies that the random variable X will have finite moments of arbitrarily small order. It is used in the proof of Lemma 13. We conjecture that it can be removed.
Saddlepoint approximation to the tail probability of the studentized trimmed mean
In this section, we shall derive a saddlepoint approximation to the tail probability of the studentized trimmed mean by integrating the density approximation obtained in Theorem 3. To simplify notations, let
Then, we can rewrite g sp (t) from Theorem 3 as
From the proof of Theorem 3, we see that h(t) = Λ( x 0 , y 0 , t) achieves its minimum at t = t 0 . Let
Then, we have the following theorem whose proof is provided in the Appendix.
Theorem 4:
Under the conditions of Theorem 3, we have
where v and ψ(v) are given in (4.6) and (4.7).
Numerical results.
In this section, we present some numerical evidence of the quality of our saddlepoint approximations. For simplicity, we shall do this only for ordinary trimmed means (cf. Theorems 1 and 2). Different distributions F and varying trimming percentages α and β are chosen in the simulations. The results are presented in Figures 1 and 4 below. In these figures, the left-hand panels give the right-tail probabilities 1 − G(x), 1 − G LR (x) and 1 − G ss (x). On the other hand, the right-hand panel display absolute relative errors; i.e., we plot
(dashed) and
(dotted), where G denotes the exact d.f., computed by Monte Carlo using N = 10 6 samples from F ,while G ss is the integrated saddlepoint density (8) , renormalized by dividing through its integral, which is computed by numerical integration; G LR denotes the Lugannani-Rice type approximation given in Theorem 2. We note that in our simulations, ψ(0) in Theorem 2 is calculated approximately by ψ(a) for some small value a very close to zero. Figure 1 deals with the case where F is standard normal, the trimming percentages α and β are both equal to .10, and the sample size n = 20. The results are very satisfactory. In Figure 2 , we choose F to be a normal mixture, namely F (x) = .9Φ(x) + .1Φ(x/5), the trimming percentages α and β are both equal to .25, and the sample size is again n = 20. The results are again very satisfactory, though not as good as in the first example. In this example, we find that, for |x| > 5.1206, the determinant appearing in (8) becomes negative; the exact probability that the trimmed mean takes values outside the interval (-5.1206,5.1206) is (estimated by Monte Carlo) 10 −4 , so that the renormalization factor is in fact a little bit too small. In the first example (F is normal) these difficulties do not arise, as the determinant in (8) is positive for all values of x.
Figures 3 and 4 depict two cases of interest for which we find that the resulting saddlepoint approximations behave much less well as those described in Figures 1 and 2 . Figure 3 deals with the normal mixture F (x) = .7Φ(x) + .3Φ(x/5), trimming percentages α = β=.1 and sample size n = 20, while in Figure 4 we present results for the case where F is Cauchy, trimming percentages α = β=.25, and n = 80. The reason for taking a sample size as large as eighty in the Cauchy example is that, for smaller sample sizes, the determinant appearing in (8) is positive only for a rather small interval of x-values; the exact probability that the trimmed mean takes values outside this interval is (estimated by Monte-Carlo) < 10 −6 . One way to improve upon this would be the use of higher order saddlepoint approximations to the trimmed mean. 6. Saddlepoint approximation to the bootstrap trimmed means Suppose that we are interested in constructing a (1−δ) confidence interval for the population trimmed mean µ = (1 − 2α)
xdF (x). Let us assume that the underlying density function is symmetric, so that we can take α = β. For simplicity, let us consider a one-sided confidence interval [U, ∞), where U = X αα − n −1/2τ αα x 1−δ and x 1−δ satisfies P (T α ≤ x 1−δ ) = 1 − δ, where T α = X αα /τ αα , our studentized trimmed mean. The coverage probability for this interval is precisely 1 − δ, since P (µ ∈ [U, ∞)) = 1 − δ. However, the underlying distribution F is unknown, so x 1−δ is unknown as well, and we can not use the "ideal" interval [U, ∞). One way out of this problem is to employ bootstrap resampling to obtain an empirical approximation to the unknown distribution of T α , using the data at hand. To be more specific, let {X * 1 , · · · , X * n } be a bootstrap resample from the observations
where X * αα is the trimmed mean of the bootstrap resample {X * 1 , · · · , X * n } and
Therefore, P (T α ≤ x) can be approximated by its bootstrap version P * (T * α ≤ x), where P * denotes the conditional distribution given the sample {X 1 , · · · , X n }. Consequently, a bootstrap confidence interval for µ is given by [U * , ∞), where U * = X * αα − n −1/2τ * α x * 1−δ and x * 1−δ satisfies P * (T * α ≤ x * 1−δ ) = 1 − δ. The accuracy of the above bootstrap confidence intervals for µ of course depends very much on how close our bootstrap approximation P * (T * α ≤ x) is to P (T α ≤ x). This has been studied by Hall and Padmanabhan (1992) . They show that bootstrap approximation performs better than the normal approximation in the sense that the error term is of smaller order than n −1/2 . They also derive an Edgeworth expansion to the distribution of the studentized trimmed mean in the non-bootstrap case, and show that it depends on the population density at the quantiles where trimming occurs. However, Hall and Padmanabhan (1992) remark that "the first term of the Edgeworth expansion is very complex and so it will not be written down explicitly". Recently, Gribkova and Helmers (2002) gave a simple explicit formula for the (empirical) Edgeworth expansion of the studentized trimmed mean. The empirical Edgeworth expansion can also be used to replace the bootstrap with absolute error of size o(n −1/2 ). In this section, we indicate briefly how to apply our saddlepoint approximations to the bootstrap in constructing confidence intervals for the population trimmed mean µ. The saddlepoint approximation intends to provide a fast and accurate approximation to the bootstrap distribution of the (studentized or otherwise) trimmed means in order to avoid the intensive Monte Carlo simulations, which would be needed to compute bootstrap confidence intervals like [U * , ∞). For related issues, see Davison and Hinkley (1988), Daniels and Young (1991) and Jing and Robinson (1994) among others. As our saddlepoint approximations for studentized trimmed means require a smoothness condition on the underlying distribution some smoothing is necessary in order to be applicable to the bootstrap.
To be more specific, let us definef h (t) to be the kernel density estimator of f (t), i.e.,
where h n is the bandwidth satisfying h n → 0 and n h n → ∞ as n → ∞, and k : R → R is a kernel function which is assumed to be a density function. A kernel type estimator of the d.f. F (t) is then given byF
where K(·) is the distribution function of k(·). Note that the degree of smoothness ofF h (t) depends entirely on the smoothness of the kernel function k (·). For our purpose, it suffices for k (·) to be differentiable and its derivative to be continuous. Now instead of drawing resamples from the empirical distributionF n , we shall draw resamples from its smoothed versionF h (t). This can be achieved as follows. First draw a bootstrap sample {X * 1 , · · · , X * n } fromF n and then independently draw another sample { 1 , · · · , n } from the kernel distribution K(·). Then, a random sample fromF h (t) can be obtained by X
Therefore, the smoothed bootstrap approximation to P (T α ≤ x) is given by P * (T α * ≤ x), where T α * is similarly defined to T α * , except that the bootstrap resample is now replaced by the above smoothed bootstrap resample. The probability P * (T α * ≤ x), in turn, can be approximated by saddlepoint approximations obtained from Theorem 4 simply by replacing F (·), f (·), and f (·) appearing (implicitly) in (4.8) by their kernel estimatesF h (t),f h (t), andf h (t), respectively. The resulting saddlepoint approximation is referred to as the empirical (or bootstrap) saddlepoint approximation. See Feuerverger (1989), Jing, Feuerverger and Robinson (1994) , Ronchetti and Welsh (1994) and Wang (1992).
Appendix
Throughout the appendix, we suppose that t is in the support of X, x < t < y. We will use (x, y) to denote the point or the open interval. They can be distinguished from the context.
We shall first present Lemmas 1-6, which will be used to prove Theorem 1.
Lemma 1: Under Condition (iii) of Theorem 1, there exist some constant M and some even integer u such that
Proof: Let u be the smallest even integer which is greater than or equal to v. Since Ee iηX ∈ L v (R) and |Ee iηX | ≤ 1, we have 
with the same distribution as Y 1 , and f u(x,y) (z) is the density function of
and a is some positive constant. Noting the fact that
In (7.3), letting a → 0, we can complete the proof. 
where u is the smallest even integer greater than or equal to v.
Let p(x, y, λ) = By the definition of Lebesgue integrability, ϕ u (iη +λ(x, y)) ∈ L 1 (R). Hence
where f u(λ;x,y) (z) is the density function of (
. Note the following two facts:
for some absolute constant C as (x, y) varies in A B,B 0 by the boundedness ofλ, we have f u(λ;x,y) (z) ≤ C u f u (z). Hence by (7.7)
where M is the same as in Lemma 1. Letting a → 0 in (7.8) shows
Since A B,B 0 can be covered by a finite number of A (x 1 , y 1 ), we can complete the proof. 
uniformly on A B,B 0 as |η| → ∞. Since
uniformly on A B,B 0 as |η| → ∞. Combining (7.9)-(7.13), we see that f (η) → 0 unif ormly on A B,B 0 as |η| → ∞.
Since Eeλ Y 1 is bounded away from 0 as (x, y) ∈ A B,B 0 , we can complete the proof.
Lemma 4: Suppose Conditions (i) and (iii) of Theorem 1 hold. Then fȲ (t) has a uniform saddlepoint approximation as (x, y) varies in A B,B 0 , i.e.
14)
where |r m (x, y, t)| is bounded by some absolute constant C 0 . Proof: Denote the mean and variance of Y (λ) byμ andσ 2 , respectively.
with the same distribution as Y (λ). In order to prove (7.14), it suffices to prove that the Edgeworth expansion of the density f T (λ) (t) of T (λ) has a uniform error as (x, y) varies in A B,B 0 , i.e. 
which decrease to 0 faster than any power of 
uniformly on A B,B 0 as m → ∞. The integrand can be estimated by the following well-known inequality (cf. Feller (1971) )
where γ ≥ max(|α|, |β|). The function ψ(η) is four times continuously differentiable, and ψ(0) = ψ (0) = ψ (0) = 0, ψ (0) = i 3μ 3 . Since ψ (4) (η) is continuous, we can choose δ such that if |η| < δ, |ψ (4) (η)| is uniformly bounded by some finite constant as (x, y) ∈ A B,B 0 . By the four term Taylor expansion we have 19) for some finite constant C 2 as (x, y) ∈ A B,B 0 . Next we shall choose sufficiently small δ so that 20) uniformly as (x, y) ∈ A B,B 0 . Thus if δ is so small that (7.19) and (7.20) hold, the integrand is at most
This shows that (7.15) holds. So does (7.14).
Lemma 5: If F (x) is continuous at x = t, where t is in the support of X, then for any n satisfying
attains its minimum at some finite point (x 0 , y 0 ). Proof: Suppose (x n , y n ) is an arbitrary sequence in Ω(t). We will prove the following five assertions.
, noting that
x n → t and y n → t impliesλ → t and
we have the assertions of (I)-(III). Now we turn to the proof of (IV).
For each (x n , y n ), we have a solutionλ n to (7.21). Hence we have a sequence {λ n , n ≥ 1}. Now consider a convergent subsequence {λ n k , k = 1, 2, · · · , } of {λ n , n ≥ 1}. Hence we supposeλ n k → λ 0 . From (7.21), we have
If λ 0 is finite, the left-hand side of (7.22) goes to 0 but the right-hand side of (7.22) goes to some positive number as x n k → t. If λ 0 is +∞, we can consider the following formula which is obtained from (7.22) . The left side of the above formula goes to 0 but the right side goes to ∞. Therefore λ 0 = −∞. And we can conclude thatλ n → −∞ as n → ∞. Noting that e a ≤ 1 + ae a if a ≥ 0, we have for x n sufficiently close to t,
where in the last equality we have used (7.22) . Sinceλ(z − t)eλ (z−t) is bounded and goes to 0 for each z > t, we have
Observe thatλt − log y n x n eλ z dF (z)
. Therefore we have proved (IV). The proof of (V) is the same as that of (IV). Now (I)-(V) implies that Λ(x, y, t) attains its minimum at some finite point (x 0 , y 0 ) in Ω(t).
Remark A.1. Since Λ(x, y, t) is differentiable in both x and y, Lemma 5 implies that (x 0 , y 0 ) satisfies the equation (3.5) . So Lemma 5 is just our Proposition 1. 
Again, Lemma 1 shows that
Hence Ω(t)/A B,B 0 fȲ (t)q r−1,s+1:n (x, y)dxdy
M m exp{−mΛ 3 (x, y)}f (x)f (y)dxdy, (7.25) where
for sufficiently large m, we have Λ(x 0 , y 0 , t) ≤ Λ (x 0 , y 0 , t) := inf x<t<y Λ (x, y, t). The existence and finiteness of (x 0 , y 0 ) can be proved as that of (x 0 , y 0 ). From the expression of Λ (x, y, t), we see that x 0 , y 0 are independent of n. Note the fact that lim x→−∞ F (x) = 0, lim y→∞ F (y) = 1, lim x→t,y→t (F (y) − F (x)) = 0. ∀ > 0, we can choose positive numbers B and B 0 independent of n such that inf (x,y)∈Ω(t)/A B,B 0
It follows from (7.26) that
M m exp{−mΛ 3 (x, y)}f (x)f (y)dx dy goes to 0 faster than any power of m −1 . By (7.25), we can complete the proof.
Proof of Theorem 1: Lemma 6 assures us of the exponential smallness of
fȲ (t)q r−1,s+1:n (x, y)dxdy/ exp(−mΛ(x 0 , y 0 , t)).
To complete the proof of Theorem 1, we need to consider the asymptotic expansion of
fȲ (t) q r−1,s+1:n (x, y) dxdy.
Lemma 4 gives
So we obtain a double integral of Laplace type. Conditions (i) and (ii) guarantee that we can use the formula (8.2.55) of Bleistein and Handelsman(1986) to get
This completes the proof.
The following Lemmas 7-14 will be used to prove Theorem 3. Since the proofs of these lemmas are similar to those of Lemmas 1-4, we shall omit the details here.
Lemma 7:
Under Condition (iii) of Theorem 3, there exist some constant M 1 and some even integer u 1 such that
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Let d 0 , u 0 be the solutions to the equations
where u 1 is the smallest even integer greater than or equal to v 1 . m (x, y, t)), (7.29) where |r m (x, y, t)| is bounded by some absolute constant C 0 .
Lemma 11: . Henced is a increasing function ofȲ . Then ifȲ → x from the right, we can supposed →d 0 . From (7.32), we have f a(Ȳ ,Z) (t)q r,s:n (x, y)dxdy/ exp(−(m − 2)Λ(x 0 ,ỹ 0 , t)).
To complete the proof of Theorem 3, we need to consider the asymptotic expansion of
f a(Ȳ ,Z) (t) q r,s:n (x, y) dxdy. Note that h (t) = Λ x x 0 (t) + Λ y y 0 (t) + Λ t = Λ t . Using this and differentiating (4.6) result in Λ saa (t, b 0 (t)) + Λ sab (t, b 0 (t))b * 0 (t) .
Lemma 14 implies
Differentiating Λ sb (t, b 0 (t)) = 0 with respect to t, we find
Λ sbb (t, b 0 (t)) .
Therefore,
From (4.5)-(4.7) and using an integration by parts similarly to Theorem 3.2.1 of Jensen (1995), we get 
where, going through from the first line to the second one above, we have used the relation between the integration of the saddlepoint density approximations and renormalization outlined in . This completes our proof.
