Abstract-Devising efficient algorithms to solve continuouslyvarying strongly convex optimization programs is key in many applications, from control systems to signal processing and machine learning. In this context, solving means to find and track the optimizer trajectory of the continuously-varying convex optimization program. Recently, a novel prediction-correction methodology has been put forward to set up iterative algorithms that sample the continuously-varying optimization program at discrete time steps and perform a limited amount of computations to correct their approximate optimizer with the new sampled problem and predict how the optimizer will change at the next time step. Prediction-correction algorithms have been shown to outperform more classical strategies, i.e., correction-only methods. Typically, prediction-correction methods have asymptotical tracking errors of the order of h 2 , where h is the sampling period, whereas classical strategies have order of h. Up to now, prediction-correction algorithms have been developed in the primal space, both for unconstrained and simply constrained convex programs. In this paper, we show how to tackle linearly constrained continuouslyvarying problem by prediction-correction in the dual space and we prove similar asymptotical error bounds as their primal versions.
I. INTRODUCTION
Continuously-varying optimization programs have appeared as a natural extension of time-invariant ones when the cost function, the constraints, or both, depend on a time parameter and change continuously in time. This setting captures relevant control, signal processing, and machine learning problems (see, e.g., [1] for a broad overview).
We focus here on linearly constrained time-varying convex programs of the form x * (t) := argmin x∈R n f (x; t), subject to: Ax = b (1) where t ∈ R + is nonnegative, continuous, and it is used to index time; f : R n × R + → R is a smooth strongly convex function uniformly in time; A ∈ R p ×n and b ∈ R m are a real-valued matrix and vector that represent the linear equality constraints. The goal is to find (and track) the solution x * (t) of (1) for each time t-hereafter referred to as the optimal solution trajectory.
f (x; t k ), subject to: Ax = b.
By decreasing h, an arbitrary accuracy may be achieved when approximating problem (1) with (2) . However, solving (2) for each sampling time t k may not be computationally affordable in many application domains, even for moderate-size problems. Focusing on unconstrained or simply constrained optimization problems, a series of works among which [4] - [6] developed prediction-correction methods to find and track the solution trajectory x * (t) up to a bounded asymptotical error, in the primal space. This methodology arises from nonstationary optimization [7] , parametric programming [3] , [8] - [10] , and continuation methods in numerical mathematics [11] .
This paper extends the current state-of-the-art methods [2] , [3] , [5] by offering the following contributions.
First, we develop prediction-correction methods to track the solutions of the time-varying linearly constrained problems (1) by leveraging a dual ascent technique. To the author's knowledge, this is the first work that proposes prediction-correction methods in the dual space. Jakubiec and Ribeiro [12] and Simonetto [13] have developed dual ascent methods for similar problems, but they are correction-only methods and-as we prove here-they have worse tracking capabilities than dual prediction-correction methods.
Second, our algorithm can handle a rank deficient matrix A, which is a situation ubiquitous in distributed optimization problems. This, therefore, opens the way to distributed algorithms based on dual decomposition, which have many applications. This was not considered in previous efforts, i.e., in the continuous-time platform of [2] . 1 1 The work in [2] differs from the work here, not only because they work in continuous time and they do not consider a rank deficient A. It differs also 0018-9286 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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In this paper, we derive methods that are proved to track the solution trajectory x * (t) up to an asymptotical error upper bound, which depends on the sampling period, on the properties of the cost function, and on the number of prediction and correction steps we use, and on the spectral properties of A. With the aid of numerical simulations, we are able to showcase further the performance of the proposed methods and their comparison with the correction-only strategies. In particular, the proposed algorithms outperform the correction-only ones in asymptotic error bounds and they appear also better when computational considerations are taken into account, in most cases.
Organization: In Section II, we introduce the basic assumptions for the linear system Ax = b. Section III covers the required background on time-invariant and correction-only methods in the dual domain. We present our algorithm in Section IV, while convergence analysis is discussed in Section V. The main result of this paper is presented in Theorem 4. Section VI studies distributed optimization problems. Numerical simulations are presented in Section VII, and we conclude in Section VIII.
Notation: Vectors are written as x ∈ R n and matrices as A ∈ R p ×n . We use · to denote the Euclidean norm in the vector space, and the respective induced norms for matrices and tensors. The image (i.e., the column space) and the nullspace of matrix A are indicated as im(A) and null(A), respectively. The gradient of the function f (x; t) with respect to x at the point (x, t) is denoted as ∇ x f (x; t) ∈ R n , the partial derivative of the same function with respect to (w.r.t.) t at (x, t) is written as ∇ t f (x; t) ∈ R. Similarly, the notation ∇ xx f (x; t) ∈ R n ×n denotes the Hessian of f (x; t) w.r.t. x at (x, t), whereas ∇ t x f (x; t) ∈ R n denotes the partial derivative of the gradient of f (x; t) w.r.t. the time t at (x, t), i.e., the mixed first-order partial derivative vector of the objective. The tensor ∇ xxx f (x; t) ∈ R n ×n ×n indicates the third derivative of f (x; t) w.r.t. x at (x, t), the matrix ∇ xt x f (x; t) = ∇ t xx f (x; t) ∈ R n ×n indicates the time derivative of the Hessian of f (x; t) w.r.t. the time t at (x, t), the vector ∇ ttx f (x; t) ∈ R n indicates the second derivative in time of the gradient of f (x; t) w.r.t. the time t at (x, t).
II. ASSUMPTIONS FOR Ax = b
We assume that b ∈ im(A), so that the optimization problems (1) [or equivalently (2) ] has a solution for each time t. We do not assume that the matrix A ∈ R p ×n is full row rank, so it can be rank deficient. The singular values of A are ordered as σ m ax := σ p ≥ σ p −1 ≥ σ m in > σ j = · · · = σ 1 = 0, where σ m in is the minimum positive singular value. We call κ A = σ m ax /σ m in .
Since b ∈ im(A), one could eliminate the redundant rows in A (if rank deficient) and construct a full row rank matrix. However, in some cases it is desirable to keep a rank deficient A, since it encodes more linear constraints. This is the case, e.g., in distributed optimization where A describes the communication links that are present. The more links means (in general) faster convergence to the desired solution.
III. TIME-INVARIANT AND CORRECTION-ONLY DUAL ASCENT
We start by two (known) properties of the primal and dual variables at optimality, for the time-invariant problem (2).
Proposition 1: Let function f (·; t k ) : R n → R be strongly convex with constant m and strongly smooth with constant L. Then, the primal optimizer of (2), i.e., x * (t k ), is unique. If A is full row rank, the dual optimizer of (2), i.e., λ * (t k ), is also unique and λ * (t k ) ∈ im(A).
from the algorithmic perspective: they propose a continuous-time primal-dual algorithm, while here we focus on discrete-time dual ones.
If A is rank deficient, there exists a unique dual optimizer of (2) λ * (t k ) for which λ * (t k ) ∈ im(A). Proof: Given in [14] . Proposition 1 sets the frame for the results of this paper. If A is full row rank, the primal-dual optimizers are unique and the dual optimizer lies in the image of A. If A is rank deficient, the primal optimizer is unique, while the dual is not unique but we will be interested in finding the unique dual optimizer that lies in the image of A. By restricting the search space to the image of A, we will be able to overcome the rank deficiency of A in the proofs, without losing optimality.
Consider now the following iterative algorithm to solve (2), known as dual ascent. 1) Pick (x 0 , λ 0 ); Set i = 0; Pick a stepsize α > 0. 2) Iterate
We have the following result. Theorem 1 (Time-invariant dual ascent convergence): Fix the time t k . Let function f (·; t k ) : R n → R be strongly convex with constant m and strongly smooth with constant L. Select x 0 arbitrarily, but λ 0 ∈ im(A). Let the stepsize α be chosen as α < 2m/σ 2 m ax . Then, the sequence {(x i , λ i )} i ∈N generated by recursively applying (3) converges to the unique primal-dual optimizer of (2) (x
while {x i } i ∈N converges R-linearly as
where the contraction factor < 1 is defined as = max{|1 − ασ 2 m ax /m|, |1 − ασ 2 m in /L|}. Proof: Given in [14] . Theorem 1 says that the time-invariant iteration (3) converges to the primal-dual optimizer of the time-invariant optimization problem (2) . Furthermore, the rate is linear. Jakubiec and Ribeiro [12] and Simonetto [13] extend the previous results to a running version (or with the nomenclature here, a correctiononly version) of dual ascent. 2 By running we mean an algorithm that adjust the problem online while the algorithm is running. In this context, consider the time-varying problem (1) and the running version of the iterations (3) defined by sampling problem (1) at discrete sampling times, as follows.
As one can see, this running version of (3) considers functions that change at the same time as the updates are computed (i.e., there is only one time variable k).
Let the following assumptions hold. (1) at two subsequent sampling time t k and t k −1 , i.e., (
Then, the following result is in place.
Theorem 2 (Running dual ascent convergence):
Under Assumptions 1 and 2, consider the running iterations (6) . Select x 0 arbitrarily, but λ 0 ∈ im(A). Let the stepsize α be chosen as α < 2m/σ 2 m ax . Then, the sequence {(x k , λ k )} k ∈N generated by recursively applying (6) converges to the unique primal-dual trajectory of (1),
, up to a constant error bound linearly as
where the contraction factor < 1 is defined as = max{|1 − ασ
The proof is given for example in [13] . Theorem 2 is a generalization of Theorem 1 for cases in which the cost function changes continuously in time. The convergence result is similar to those of Theorem 1 but is achieved up to a constant error bound, which is due to the drifting of the primal-dual optimal pair. In the limit, one obtains the bounds
and when K = 0, i.e., we are back in the time-invariant scenario, one reobtains exact convergence.
Remark 1:
The result presented in Theorem 2 can be readily related back to those in [12] . There, Assumption 2 is substituted with an assumption on the primal optimizers variation and their gradients. Given the optimal conditions for (1), one can always translate the latter in the former as
IV. PREDICTION-CORRECTION METHODOLOGY
The running dual ascent (6) is agnostic of variations of the cost function, in the sense that it only reacts to variations of the cost but it does not attempt at predicting how the function changes depending either on past data, or on the knowledge of the time derivatives of the function. Recently, e.g., [4] , [5] , a prediction-correction methodology in discrete time has been put forward to increase the accuracy of running (i.e., correction-only) methods by predicting how the cost function changes in time. The aforementioned works stay in the primal space, while here we will extend them to the dual space.
A. Prediction Step
To develop the prediction step, we consider the optimality conditions for (6) 
At time t k , one cannot solve (12) to determine the next primal-dual pair. What one can do is to approximate (12) with the knowledge one has at t k via a backward Taylor expansion as
If then, one is provided with the primal-dual optimizers at time t k , one can approximate (or predict) the next primal-dual optimal pair by solving (13) for δx and δλ. That is, one has to solve the following quadratic program
We use this reasoning to develop our prediction step. Let (x k , λ k ) be an approximate primal-dual optimal pair available at time t k . In the prediction step, we solve the quadratic problem
and we set the predicted pair to
To solve (15) , various techniques can be applied. If one has access to the full instance, one can find the unique (x k , λ k ∈ im(A)) by solving (15) at optimality. 3 Since we would like to devise algorithms that can be implemented in a distributed way, we follow another approach, which is to set up a dual gradient method with the iterations. 1) Pick (δx 0 , δλ 0 = 0); Set p = 0; Pick a stepsize β > 0 and a maximum number of iterations P . 2) Iterate till p = P − 1
This converges to the exact x k + 1|k and λ k + 1|k as P → ∞, due to Theorem 1.
This last option (which determines the solution of (15) only approximately if P stays finite-and that is why we indicate the predicted variable with an hat) is to be preferred in distributed settings (as we Algorithm 1: Approx. Dual Prediction-Correction (ADuPC). Require: Initial guess (x 0 , λ 0 ∈ im(A)); stepsizes α, β > 0; number of prediction and correction steps P, C 1:
// time t k 3:
Prediction step: Compute δx and δλ by approximately solving the quadratic program (15) by using the iterations (16) with (δx 0 = 0, δλ 0 = 0), stepsize β, and number of iterations P 4:
Set
// time t k + 1 6:
Acquire the updated function f (·; t k + 1 ) 7:
Correction step: Compute x k + 1 and λ k + 1 by using the iterations (17) with (v 0 = x k + 1|k , ξ 0 = λ k + 1|k ), stepsize α, and number of iterations C 8: end for will see in Section VI). Of course, to make this last option viable, the maximum number of iterations P needs to be small enough, which will induce an extra error in computing the prediction step.
For the sake of uniformity, from now on, we will indicate with x k + 1|k and λ k + 1|k both the exact and approximate prediction: in fact, the exact prediction couple is equivalent to the approximate one when P → ∞.
B. Correction Step
At time t k + 1 , when one is allowed to sample the new cost function f (·; t k + 1 ), then a correction step can be performed starting from the (approximate or exact) predicted pair previously computed. The correction step is nothing else than one (or possible multiple) round(s) of the dual ascent iteration as 1) Pick (v 0 = x k + 1|k , ξ 0 = λ k + 1|k ); Set c = 0; Pick a stepsize α > 0 and a maximum number of iterations C.
3) Set
Interestingly, the predicted primal variable x k + 1|k is not used in the correction step (v 0 is initialized but never used), while only the predicted dual variable λ k + 1|k is employed.
C. Complete Algorithms
In Algorithm 1, we summarize the prediction-correction methodology for the approximate prediction. The algorithm is parametrized over the number of prediction and correction steps that it employs.
In Section V, we study the convergence of Algorithm 1 to a ball around the optimal primal-dual trajectory. The size of the error ball will depends on the sampling period and the number of prediction and correction steps, among other parameters.
V. CONVERGENCE ANALYSIS
To derive our convergence results, we need the following additional assumptions.
Assumption 3:
The time derivative of the gradient of the cost function is uniformly upper bounded for all x ∈ R n as
Assumption 4:
The cost function has bounded third order derivatives with respect to x and t as
Assumptions 3 and 4 are common in the time-varying optimization domain when dealing with prediction-correction methods, see [4] , [5] , [9] .
Central to our analysis is the following novel implicit function theorem.
Theorem 3 (Implicit function theorem for Problem (1)): Consider the time-varying problem (1). Let Assumptions 1 and 3 hold. The primal-dual optimal trajectory {x * (t k ), λ * (t k ) ∈ im(A)} is locally Lipschitz in time (i.e., for small enough sampling periods), and in particular
In addition, if the bounds C 1 , C 2 , C 3 are all identically 0, then the inequalities (18) are valid globally (i.e., the trajectory is globally Lipschitz in time, i.e., (18) are valid for all sampling periods).
Proof: Given in [14] . Theorem 3 characterizes how the optimal primal-dual pair changes over time due to functional changes. In particular, Theorem 3 implies that optimizers changes are Lipschitz continuous in time, for sufficiently small sampling periods. As we see, Theorem 3 does not need Assumption 2, which is substituted by the stronger Assumption 3. In particular, one can see that Assumption 2 is automatically enforced, as follows.
Corollary 1: Let Assumption 1 and 3 hold. Then, Assumption 2 is automatically satisfied with
In addition, the asymptotical error for the running dual ascent (6) 
is O(h).
Corollary says that the error bound of the running version of dual ascent is proportional to the sampling period h whenever Assumptions 1 and 3 hold.
We are now ready to prove convergence of the approximate dual prediction-correction algorithm.
Theorem 4 (Convergence of Algorithm 1):
Consider the timevarying problem (1). Let Assumptions 1 and 3 hold. Consider P prediction steps and C correction steps, while let the stepsizes for prediction β and correction α be chosen such that β < 2m/σ 
Select the prediction and correction steps P, C to verify the contraction property
There exists a constant γ 2 > 0, dependent on the problem parameters, such that if one chooses the sampling period h as
(so that τ (h) := γ 1 + γ 2 h < 1), then the sequence of approximate primal-dual optimizers {(x k , λ k )} k ∈N generated by (1) converges linearly to an error ball around the optimal trajectory. In particular, the convergence rate is τ (h), while the asymptotical error is
Proof: Given in [14] , where the constant γ 2 is characterized as
And the asymptotical error is duly spelled out in terms of the problem parameters.
Corollary 2 (Convergence in case of exact prediction):
The results of Theorem 4 are valid for the case of exact prediction, by letting P → ∞. In particular, condition (21) is verified for any C ≥ 1.
Theorem 4 and Corollary 2 dictate how the sequences generated by Algorithm 1 converge to a ball around the optimal primal-dual trajectory. For small enough sampling periods and τ (h) different enough than 1, such that the term 1 − τ (h) is practically a constant for all the considered h, then the error ball is in the order of
which becomes a O(h 2 ) error bound, every time P is sufficiently large, and goes to zero if the correction step is exact (C → ∞), that is every time that we solve the sampled time-invariant problems at optimality.
The error bound O(h 2 ), which is an improvement over a correctiononly scheme, for which we obtain a O(h) error bound (see Corollary 2) , is induced by the newly developed prediction step and it comes at the price of more restrictive conditions on C and the sampling period h, i.e., conditions (21) and (22).
The parameters P and C need to be selected so that condition (21) is satisfied. This can be achieved by computing or estimating P and C via the knowledge (or estimates) of the problem properties (m, L, σ m ax , σ m in ). Assuming that α and β are chosen equal, and, e.g., P = C = 0.8, then the condition can be satisfied, e.g., with P = 1, C ≥ 5, or P = 5, C ≥ 2, which is not as costly as it may seem.
As can be seen from the expression of γ 2 and the condition (22), the constraint on the sampling period h becomes tighter when γ 2 is large, that is when the matrix A is ill-conditioned (κ A is large), the condition number of the problem is large (κ f is large), and when the time variations are important (C 0 and C 2 are large).
VI. DISTRIBUTED OPTIMIZATION PROBLEMS
In this section, we consider specifically distributed optimization problems. We are interested in problems of the form
where the time-varying cost functions f i : R n × R + → R verify Assumption 1. In many settings, one would like to exploit the separable structure of such a cost function to decompose the optimization problem over a network of computing and communicating nodes (e.g., sensors, mobile robots). Let each node be associated with the cost function f i , inducing a one-to-one mapping between nodes and local cost functions. The nodes, i = 1, . . . , N can communicate via links. If two nodes i, j share a link, we say that there is an edge connecting them. This defines a undirected graph G = (V, E), with vertex set V = {1, . . . , N } and edge set E. The goal is now to solve (26) by allowing the nodes to communicate through their links only.
In this case, an often employed procedure is to give each node a copy of the optimization variable, say y i ∈ R n and to constrain the local variable of node i to be the same as the ones of all the nodes it can communicate with. This leads to the lifted problem y * (t) := argmin
where y = (y
n N is the stacked version of all the local decision variables and A ∈ R p ×n N is a constraint matrix (i.e., the incidence matrix), whose blocks specify the fact that 4 y i = y j for all communicating couples (i, j). When the underlying communication graph is connected, then the lifted problem (26) is equivalent to the original problem (27) in the sense that each of the local optimization variable y i at optimality is x * . The lifted problem (27) is an instance of (1), for which the matrix A is in general rank deficient. One could reduce A to be full rank by finding a tree in the communication graph (i.e., by eliminating any linear dependent constraint), but in general one would not like to do that, since in practice convergence rates of distributed algorithms are dictated by how many links the communication graph has. The more undirected links translates in general to faster convergence, see for example [15] , [16] .
The fact that A is rank deficient is not a problem for the proposed prediction-correction methods. However, an interesting question is whether we can perform any of the two algorithms for predictioncorrection in a distributed fashion, i.e., by allowing each node i to communicate only through its 1-hop communication links.
A. Distributed Implementation
To obtain a distributed implementation, we require the additional assumption that:
Assumption 5: Communication among the nodes is synchronized; moreover, the algorithmic switching between correction and prediction is also synchronized among the nodes.
Under Assumption 5, we claim that Algorithm 1 can be implemented on a network of communicating nodes as follows.
Claim 1: Consider the time-varying problem (26), the communication graph G = (V, E), and the matrix A induced by the communication graph. Under Assumption 5, the prediction-correction Algorithm 1 can be implemented in a distributed fashion, by allowing communication only via the edge set E.
Proof: Given in [14] . The total communication budget per time step per node (intended as the number of scalar variable transmitted) is (P + C)N i n, where N i the number of neighbors of node i, while P and C are the number of prediction and correction iteration, respectively.
VII. NUMERICAL EXAMPLES
In this section, we implement our algorithm for a simple numerical example in order to assess its performance in practice. Inspired by [16] , we consider the following time-varying optimization problem: From a control perspective, problem (28) could represent a rendezvous problem of a group of robots that would like to stay close to a moving target A cos (ωt + ϕ i ), and to their fixed base station located in a i . Or it could represent a consensus problem, where a group of agents try to reach a compromise on their opinions on a certain matter, trading of a short-term dynamics (represented by A cos (ωt + ϕ i ), e.g., weekly fluctuations caused by the latest news) and a long-term one (represented by a i ), e.g., long-standing beliefs.
We focus our analysis on a network of computing and communicating nodes and we fix the total number of nodes to N = 250, while their communication graph is randomly generated. The nodes have their local cost function f i (x; t) and they have to cooperate to determine the common decision variable x. By leveraging a dual decomposition approach to the described distributed optimization problem, one arrives at the problem 
where y = (y 1 , . . . , y N ) T ∈ R N is the stacked version of all the local decision variables and A is the constraint matrix constructed as expressed in Section VI, and in our simulations κ A = 2.39. Problem (29) is specific version of problem (27), which we have analyzed in Section VI.
A. Analysis of Correction-Only Versus Prediction-Correction
In the first numerical assessment, we study the proposed algorithm by varying the sampling period h and for different choices of number of prediction and correction steps. In Fig. 1 , we report the results in terms of asymptotical tracking error, here computed as
whereas the final time of the simulations is k = 10 000. We see how a correction-only methodology (i.e., the running dual ascent discussed in Section III) is performing the worst, while the prediction-correction scheme with P = 27 (practically equivalent to the an exact prediction algorithm) is performing the best. Using a large number of prediction steps requires more computational/communication effort and therefore there is a natural tradeoff between the number of prediction steps one can run and the tracking error (here captured by varying P ). We note that, even a small number of prediction steps are beneficial in terms of asymptotical error. Fig. 1 We note that all the problem parameters {C i } 3 i = 0 can be determined and all the conditions of Theorem 4 are verified.
B. Analysis at Fixed Run Time
Our second assessment regards performance of the algorithms keeping the run time per sampling period fixed, which is extremely relevant in real situations.
Every time a new function is available, a number of correction steps are performed. The number depends on how fast we need the corrected variable to be available and the computational/communication time necessary to compute it. We fix at r 1 h, with r 1 < 1 the time allocated for the correction steps, while t C is the time to perform one correction step. For the earlier considerations, we can afford to run
correction steps. After the corrected variable is available, one can use it for the decision making process (which may require extra time to be performed). For the time-varying algorithm perspective, one can use the variable to either run P gradient prediction, or C extra correction steps (to improve the corrected variable for having a better starting point when a new function becomes available). Fix at r 2 h, with r 2 < 1 the time allocated for the prediction (or extra correction) steps. The affordable number of prediction steps can be determined considering that P prediction steps require a time equal tot + P t P , wheret is the time required to evaluate once the Hessian, and time derivative of the gradient in (16a), while t P is the time to perform one prediction calculation (including communication latencies). Thus,
The affordable extra correction steps C can be computed as in (31), substituting r 1 with r 2 .
In the simulation example, we choose r 1 = r 2 = 0.5, while by running the experiments on a 2.7 GHz Intel Core i5 and by mapping the results on simple computational nodes, we empirically fix t C = 21 ms, t = 8 ms, t P = 3 ms. Note that we have include a communication latency of 1 ms in both t C and t P , which simulates the need for communication to agree on the common decision variable, as expressed in Section VI. Note that the correction step takes longer that a prediction step for at least two reasons. First, in the correction step one has to solve iteratively the optimization problem associated with the Lagrangian (17a) (here we use a Newton method), while for the prediction step such optimization problem is quadratic and unconstrained [cf., (16a)], so analytically solvable. Second, the aforementioned optimization problems depends on parameters (Hessian, gradient, time derivative of the gradient) that in the correction step changes for all c ∈ [0, C − 1], while they are the same for the prediction step for all p ∈ [0, P − 1] and they can be computed once.
In Fig. 2 , we report the results in terms of asymptotical tracking error (30) for the sampling period range h ∈ [0.04, 5.12] s. In the simulations, the prediction and correction steps are determined by using (31) and (32), so that when h = 0.08 s, then P = 10 and C = C = 1, while for h = 5.12 s, P = 850 and C = C = 121 (note that when h = 0.04 s, the prediction-correction algorithm does not satisfy the convergence assumption of Theorem 4).
We also consider the situation in which one can use the whole sampling period to do correction, that is r 1 = 1, while r 2 = 0, and we call this case total correction. In this case when h = 0.08 s, then the correction steps are C = 3, while for h = 5.12 s, C = 243. This total correction situation is particularly interesting when one has to make a choice whether to stop the correction steps to perform prediction, or to continue to do correction steps till a new function evaluation becomes available. Note that the correction+extra correction strategy is different from the total correction one, since the error is computed with the corrected variable (which is used for the decision making process), that is after r 1 h.
The numerical results suggest that a prediction-correction strategy achieves a lower asymptotical error than performing both correction+extra correction and total correction up to a certain sampling period. This is reasonable to expect, since as P and C grow, the error of the prediction-correction strategy goes as O(h 2 ), while the ones of the correction-only schemes go as O(h) [see [14] for a more formal discussion].
The simulations indicate that, when the sampling period is small, performing prediction-correction is better than the presented alternatives, even taking into account computational and communication requirements. In particular, first, w.r.t. correction+extra correction: if one has time available after the decision variable needs to be delivered and before the new cost function becomes available, doing prediction rather than extra correction appears to be the best choice; and second, w.r.t. total correction: it may be wise to stop the correction steps (even if one has still time before delivering the decision variable) and start the prediction ones.
C. Further Numerical studies
Further numerical studies are reported in [14] , and they are qualitatively very similar. In particular, we report that both changing the condition number of the function κ f from 1.25 to 3.25 and changing the condition number of the incidence matrix κ A from 2.39 to 4.28 require more prediction and correction steps to achieve the same asymptotical error bounds; whereas increasing the number of nodes from N = 250 to N = 500 (while having κ A = 2.54), has very limited effect in the number of prediction and correction steps required.
VIII. CONCLUSION
We have developed dual prediction-correction methods to track the solution trajectory of time-varying linearly constrained convex programs. The proposed methods have a better theoretical and numerical performance with respect to more classical strategies. We have characterized the convergence properties and asymptotical tracking error of all the methods and shown how the error depends on the problem instance parameters and sampling period.
