Using contextual information for scene labeling has gained substantial attention in the fields of image processing and computer vision. In this paper, a fusion model using flexible segmentation graph (FSG) is presented to explore multi-scale context for scene labeling problem. Given a family of segmentations, the representation of FSG is established based on the spatial relationship of these segmentations. In the scenario of FSG, the labeling inference process is formulated as a contextual fusion model, trained from the discriminative classifiers. Compared to previous approaches, which usually employ Conditional Random Fields (CRFs) or hierarchical models to explore contextual information, our FSG representation is flexible and efficient without hierarchical constraint, allowing us to capture a wide variety of visual context for the task of scene labeling. Our approach yields state-of-the-art results on the MSRC dataset (21 classes) and the LHI dataset (15 classes), and near-record results on the SIFT Flow dataset (33 classes) and PASCAL VOC segmentation dataset (20 classes), while producing a 320 Â 240 scene labeling in less than a second. A remarkable fact is that our approach also outperforms recent CNN-based methods.
Introduction
Multi-class segmentation plays an important role in the field of computer vision, leading to the challenging problem of scene labeling that is an important function for image processing and understanding. From the perspective of a human vision system, scene labeling aims to automatically partition an image into semantically meaningful regions. On the other hand, from the perspective of computer vision, the goal of scene labeling is to assign each pixel a semantic label which indicates its potential category, achieving synchronous recognition and delineated segmentation for every object in natural image. Scene labeling is related to many applications, such as object detection [1, 2] and recognition [3] , visual attention [4] , scene understanding [5, 6] , medical image segmentation [7] , image alignment [8] and matching [9] [10] [11] . Therefore, the scene labeling problem has been extensively studied in image processing, computer vision and machine learning literature [12] [13] [14] [15] [16] [17] [18] [19] .
Recently, using contextual information has gained increasing attention for the scene labeling [20] [21] [22] . According to the usage of contextual information, most of existing models are mainly divided into two categories: short-range [23] [24] [25] and long-range interactions [15, 21, 26, 27] . In spite of achieving promising results, there are still two primarily important issues that need to be considered in the contextual based modeling for scene labeling:
How to produce a flexible and powerful representation to capture the wide variety visual context in a given scene?
How to integrate the contextual information into a welldesigned model to ensure a globally consistent pixel-level labeling results?
In this paper, we make an effort to address these two questions based on multi-scale contextual formulation. The main idea is based on two common observations: (a) One is that identifying a larger image region provides strong evidence for classifying the contained smaller ones. For example, if a region is recognized as "sky", it indicates that the covered smaller ones are more likely to be also labeled as "sky". Thus, the spatial relationships of containing among regions are considered to investigate this kind of context. (b) However, only using one scale context is difficult to assign semantic category for each pixel. The category of a pixel may rely on relatively short-range intersections, but may also depend on long-range information. For instance, recognizing a green pixel belonging to a "grass" or a "tree" requires wide scale contextual clues that show enough of the surroundings to make a discriminative decision. In order to address these two problems, we describe a novel representation, flexible segmentation graph (FSG), which is able to efficiently investigate covering spatial relationships among the ensemble segmentations. Thereafter, the Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr contextual cues are embedded into a contextual fusion model according to the established FSG. More specifically, the proposed scene labeling architecture is depicted in Fig. 1 , which relies on the following two components.
Multi-level, flexible structure graph representation
A family of segmentations in coarse to fine manner is constructed over an input image to investigate contextual cues at multiple levels. In each level, an over-segmentation is performed to partition an input image into disjoint regions. This segmentation family might be any set of segmentations, for instance, a collection of super-pixels either produced via different segmentation algorithms [28, 29] or using the same algorithm with different parameter settings [30] [31] [32] . Given a family of segmentations, an FSG is established based on the spatial relationship of containing among the segmented super-pixels. The vertex set of FSG consists of two components: leaf vertices and parent vertices. Each leaf vertex is defined in the finest segmentation level, and connects to some parent vertices, where associated regions cover the smaller one of leaf vertex. Meanwhile, one parent vertex may also connect to several leaf vertices in the finest level. Since the parent vertices may be from inconsecutive high level segmentations, our segmentation graph has flexible structure so that we can explore contextual information efficiently and flexibly. To our best knowledge, FSG has been rarely used in the scenario of contextual-based scene labeling, allowing us to capture contextual information within multiple scales to recognize all objects and regions in the given scene.
Classification using contextual fusion model
In the scenario of FSG, a contextual fusion model is established using Bayesian rule to capture multi-scale contextual information. It treats scene labeling as a hidden variable integration problem, where the hidden variables are the parent vertices and their associated label hypotheses. The corresponding region of each parent vertex is encoded by an aggregated low-level appearance feature vectors (e.g., color, shape and texture), a discriminative classifier is then applied to the aggregated features. As a result, a series of label hypotheses are created as the estimated histogram distribution of all object categories presented in the parent vertices. These high-level label hypotheses predictions, once again aggregated with the appearance cues, are fed into another classifier for identifying the leaf vertices. Finally, the output of two types of classifiers are integrated to assign a final single class per leaf vertex. Our contextual fusion model is very simple and effective. It is able to parse a 320 Â 240 image in less than a second using a conventional personal computer. The computational burden lies in the training procedure of classifiers. Once trained, our contextual fusion model is parameter free, without sophisticated inference process. In summary, the contributions of this paper are mainly summarized as follows:
We propose a novel FSG representation to capture multi-scale visual context. Compared with existing methods, our FSG representation is flexible and efficient without hierarchical constraint, allowing the contextual cues defined at different scales to contribute to predict region labels.
Unlike previous methods that often utilize CRF and MRF models to enforce local compatibility and global consistency for labeling Fig. 1 . Diagram of our scene labeling approach. The raw input image is partitioned into a series of super-pixels to construct a family of segmentations, which is organized in an incrementally coarse to fine manner. Note that each super-pixel is split by white boundary. Our flexible segmentation graph is established based on the spatial interactions between these super-pixels. In parallel, the label hypotheses, as histogram distribution of predicted classes, are created for high level segmentations, where white color represents low confidence, while black color indicates high confidence. Thereafter, a series of label maps are produced based on the low-level features and high-level cues. Two types of maps are integrated to produce the final labeling result (best viewed in color). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) problem, we establish a contextual fusion model to formulate multi-scale context. Our model yields similar to or better labeling result than competing models, and is also computationally efficient.
The remainder of this paper is organized as follows. After a brief discussion of related work in Section 2, we describe the construction of FSG in Section 3. Section 4 elaborates on the details of contextual fusion model based on FSG. Experimental results are given in Section 5. Finally, we give concluding remarks in Section 6.
Related work
We review the related work from two aspects of contextual modeling for scene labeling problem: short-range and long-range interactions.
Short-range intersections
Many of the labeling approaches [23] [24] [25] [33] [34] [35] construct successful systems that capture short-range contextual information based on the image statistics of surrounding patches or regions. As one of the earliest methods, Belonge et al. [24] proposed a "looking around" operation to encode local contextual information. Tu and Bai [33] formulated visual context using surrounding patches within rigid position. Kumar and Hebert introduced a Discriminative Random Field (DRF) [34] which is defined on a graph within a twodimensional lattice structure. DRF learns pairwise compatibilities including image information between labels of different nodes. The short-range interactions can be also encoded in terms of generative models, such as MRFs [23, 25] . In MRFs, neighboring label variables are connected to each other so that their values are not independent. By combining local pairwise interactions between variables, MRFs impose a global constraint on the label predictions, leading to more consistent labeling results of an image.
Long-range intersections
Besides using short-range intersections, vast majority of scene labeling methods attempt to explore global-based context using CRFs. Shotton et al. [35] , for example, utilize texton-based integrated images to capture long-range contextual cues; Galleguillos et al. [36] and Gould et al. [37] employe the co-occurrence preference and relative location as contextual features in their probabilistic construction. Yadollahpour et al. [38] proposed a two-stage labeling framework, where in the first stage a set of labeling hypothesis are produced via probabilistic CRF model, and the second stage trained the discriminative re-ranking model to find the best labeling results from this set. An alternative approach of using CRFs to capture long-range context is to integrate object detection into probabilistic graphical models [1, [39] [40] [41] , which combine pixelbased, object-based and scene-based clues for solving the scene labeling problem. Unlike these methods, we employ the covering relationship to capture visual context, and investigate this kind of context in different scales, without requiring any complex inference procedures to yield cleanly delineated predictions, such as sampling technique [23] or graph cut algorithms [42, 43] .
Another approach for capturing long-range context is to build hierarchical models [14, 26, 27, [42] [43] [44] [45] . Some authors employ the families of segmentations to generate the representation of segmentation tree, which is organized within a rigid hierarchical structure via aggregating elementary segments [30, 31, 45] . The authors of [46] also adopted an iterative grouping technique [3] to form hierarchical segmentation tree, and then trained a joint calibration model to estimate pixel labels. Recently, an alternative strategies to implicitly capture contextual clues appeared in [12, 14, 21] and [47] using deep learning techniques. In their work, a multi-layer convolutional neuronal network (CNN) is adopted to generate hierarchical feature representations, which are fed into a well-trained end-to-end model to predict semantic label for each pixel. Compared with these approaches, we explicitly encode context by establishing the representation of FSG, which is more flexible and efficient, allowing a wide variety of long-range contextual cues within different scales to contribute to the confidence in each semantic label. Additionally, the proposed method is fully automatic, without any parameter tuning in postprocessing [12, 14, 15] or any human interactions as in [27, 48] .
An early version of this work was first published in [32] . This journal version extends previous one in three aspects: the previous version required a well-designed segmentation hypothesis, still resulting in hierarchical representation, while the proposed FSG is not limited by any hierarchical constraint; besides using texture cues to encode image regions, we also address the cues of color, size, shape and the class distributions to predict region labels; we have implemented more complete experiments, and reported more comparisons and improved results.
Image representation using flexible segmentation graph (FSG)
Traditional segmentation approaches to investigate global contextual information consider a segmentation tree [49, 50] , where the segmented regions are hierarchically organized. An alternative technique is to calculate a set of segmentations using different merging thresholds [31] . In this section, we propose a method to analyze a family of segmentations, which is used to establish the representation of FSG, without any restriction to the hierarchical structure.
As shown in Fig. 2 (a), an input image I is first partitioned into a series of super-pixels using mean shift segmentation technique [28] with different parameter settings. The involved parameters are the spatial resolution parameter h s , the range resolution parameter h r and the size of smallest segments Min. In practice, we initialize these three parameters as h s ¼1, h r ¼1, and Min¼100. Then a family of segmentations with L levels is produced in a coarse to fine manner by incremental increase these parameters with updated step as 2, 1, and 100, respectively. Let G ¼ 〈V; E〉 denote our FSG, in which image I and containing spatial interactions are encoded based on these superpixels. As illustrated in Fig. 2 (b), the vertex set V ¼ fV L ; V P g is composed of two components: the set of leaf vertices V L (denoted as red squares in Fig. 2 (b)) defined on finest segmentation level, and the set of parent vertices V P defined on other segmentation levels (denoted as blue circles in Fig. 2(b) ). Each leaf vertex v i A V L is associated with a super-pixel r i and each parent vertex v j A V P is associated with a super-pixel r j . Note that in the finest segmentation level, there is no overlap between any two leaf vertices. Since the whole image provides the wide contextual cues to identify each leaf vertex, we directly use it in the coarsest segmentation level of our FSG.
The edge set E consists of a set of edges ε ¼ fðv i ; v j Þj v i A V L ; v j A V P g, connecting a leaf vertex v i and a parent vertex v j , where the associated super-pixel r i is covered by the larger super-pixel r j , as shown in Fig. 2(a) . For a specific super-pixel r i , we collect all the larger super-pixels r j that contain r i , and denote the associated parent vertices as S i ¼ fv m j ; m A f1; 2; …; Mgg. Note that the parent vertex v m j A S i may be from nonconsecutive segmentation levels when super-pixel r i straddling over multiple super-pixels in higher segmentation levels. As shown in Fig. 2(b) , one parent vertex may connect several leaf vertices and vice versa, leading to the flexible structure of our FSG.
Ideally, we would like to consider as many as possible of family segmentations so that we can make full use of multi-scale contextual information. However, this would require a significant computational effort, and thus only small number of levels of segmentations is considered. The experimental results also demonstrate that several level of segmentations are sufficient to investigate multi-scale context, ensuring the consistency of the labeling output. From Fig. 2 (a), although those super-pixels tend to be highly irregular in size and shape, the advantage of using mean shift segmentation [28] lies in the fact that it can often group large homogeneous regions with similar appearance while dividing heterogeneous regions into many smaller ones. This often produces fewer super-pixels in each level of segmentation. Alternative oversegmentation approaches include hierarchical segmentation [49] , graph-based segmentation [29] , and normalized cuts [51] . These methods require much more processing time to produce superpixels or the generated super-pixels have imprecise boundaries.
Contextual fusion model
In this section, we first elaborate on the details of the contextual fusion model in scenario of FSG, then describe the associated feature and learning algorithm for training this model.
Problem formulation
Given the observed image I and associated FSG G with j V L j leaf vertices, our formulation contains a set of discrete random vari-
The ith element Y i corresponds to leaf vertex v i , and may take a discrete value from the set of semantic labels: Y i ¼ c A f1; 2; …; Cg. Any possible assignment of labels to the random variables Y will be called a labeling problem which takes values from solution space Ω ¼ f1; 2; …; Cg VL . Our objective is to compute Y n that maximizes a posteriori probability,
Due to the non-overlapping of r i in the lattice defined on image I , the image model pðYj I ; GÞ is assumed to be conditionally independent on Y, then this posteriori probability is further factorized onto each leaf vertex. We thus have,
In order to investigate contextual information within different scales, we marginalize over all possible parent vertices defined in S i that are connected with v i :
where pðY i j v i ; v m j Þ is the probability to assign a label Y i to leaf vertex v i given observed parent vertex v j m . pðv m j j v i Þ denotes the probability to form the larger super-pixel r j given the smaller super-pixel r i . In [31] , the authors estimate pðv m j j v i Þ using region homogeneity to merge super-pixels, assuming super-pixels with similar region homogeneity should also belong to the same category. However, the inverse might not be true since object category might have great visual variance. We assume there is no prior knowledge to guide segmentation, and r j might be generated by those pixels that are inhomogeneous. As a result, the formation of r j is independent to the given r i and the term pðv m j j v i Þ is considered as a constant in our formulation. Eq. (3) thus can be simplified as:
In order to incorporate label hypotheses predictions as highlevel semantic contextual clues from parent vertex v m j A S i , we further marginalize Eq. (4) over all category labels
Since super-pixel r j always contains super-pixel r i , the first term can be treated as independent of v i . Eq. (5) thus reduces to
As can be seen, by sequentially integrating connected parent vertex v j m and its associated label hypotheses, the multiple scale The optimal labeling output Y n can be achieved by assigning a label with the highest posteriori probability to each leaf vertex. Immediately below, we will entail the associated features and the forms of pðZ j j v m j Þ and pðY i j Z j ; v i ; v m j Þ using simple regression boosted classifiers [52] . 
Features
To determine the most probable label for each vertex in FSG, we are required to use all available cues, including low-level image statistics, such as color, size, shape, location, texture, and highlevel semantics as the estimated histogram of all object categories. Some of these statistics, however, are only helpful when object category has less visual variance. For example, it is hard to identify "car" that are with different colors. Therefore, our approach computes all cues that might be useful for classification, and allows our classifier (described in Section 4.3) to automatically decide which one should be used and how to use them.
Low-level features
Our low-level statistical features build on those of Barnard et al. [53] and Zhang et al. [54] , consisting of mean, standard deviation, skewness, kurtosis, color histograms and bag of features (BoF) over the super-pixel of the following:
RGB color-space components (3 Â 4) and RGB color histogram distributions (3 Â 10).
CIELab color-space components (3 Â 4) and CIELab color histogram distributions (10 bins for L-channel).
HSV color-space components (3 Â 4 with additional 5 bin and 3 bin histograms for hue and saturation, respectively).
Size cues as the ratio of region area to entire scene (1) . Location cues as the offsets in x and y direction, and distance from image center (3).
Shape cues as the ratio of the region area to perimeter squared, the moment of inertia about the center of mass, and the ratio of area to bounding rectangle area (3).
Texture cues drawn from 17 filter responses, including Gaussian, oriented Gaussian, Laplacian-of-Gaussian, and pattern features such as corners and bars (4 Â 17).
Texture cues drawn from BoF as histogram distribution of learned visual dictionary words (700).
High-level features
Unlike the low-level clues, high-level features provide semantic information for recognizing objects and image regions [55, 56] . According to Eq. (6), identifying the label of leaf vertex v i requires to consider the label variable Z j of parent vertex v j m . It is a C-dimensional vector as the distribution of classes present in super-pixel r j . Given the ground truth segmentation in the training process of pðY i j Z j ; v i ; v m j Þ, the features can be directly computed. At test stage, however, no ground truth segmentation is available, therefore, we need a function that can predict the cost of class distribution for r j . In practice, we directly apply the trained classifiers pðZ j j v m j Þ over super-pixel r j and collect the outputs of classifiers to form this high-level semantic feature.
Let X i denote the feature vector to describe the leaf vertex v i with associated super-pixel r i . Since we are required to compute low-level features from v i and v j m , and high-level label hypotheses
vector based on Section 4.2.1. As well as [55] does, we append X i with the additional description vector, considering the weighted average over its neighbors:
where N ðr i Þ is the set of super-pixels which are adjacent with r i in the image I , and j r ik j is the number of pixels in super-pixel r ik . Finally, it is ð1718 þ CÞ Â 2-dimensional for a leaf vertex in FSG. Similarly, the same operation is also applied to X j associated with super-pixel r j . The final feature vector is 859 Â 2 ¼ 1718-dimensional for a parent vertex.
Classifiers and learning algorithm
In this paper, both pðZ j j v m j Þ and pðY i j Z j ; v i ; v m j Þ can be trained using logistic regression version of Adaboost [52] .
where H c ðXÞ ¼ Decision trees are good weak learners, since they are able to automatically perform feature selection and provide limited modeling of the joint statistics of data. Each week learner partitions the training data by a confidence-weighted decision which is the classconditional log-likelihood ratio for the current weighted distribution. Note weight update rule of logistic regression version of Adaboost differs from the original ones, but it results in confidence outputs that tend to be well-calibrated probabilities (after applying the simple sigmoid conversion to the log-ratio output). Assign to each node of h k ðXÞ :
Update weights : ω
with s k 0 : X i A T k 0 ;s k 0 :Normalize weights so that
end
In our implementation, all the classifiers are trained in a one vs. all fashion. Here, we take positive examples as the super-pixels which are assigned to that class in the ground truth labeling, and negative examples as all super-pixels which are assigned to a different class in the ground truth. For instance, to distinguish "tree" class, we train the classifiers that estimate the probability of a super-pixel having the remaining semantic labels. The trained classifiers are applied for each category c to the vector of descriptors X, and normalized over all classes by 
Experiments
The purpose of our experiments is to evaluate the effectiveness of our method, and better understand the behavior of our labeling system. Our analysis includes comparison with recent state-ofthe-art methods in the literature, the impact of different cues on recognition accuracy, and the influence on segmentation level.
Experimental setting

Dataset
We evaluate our system on four challenging datasets: MSRC 21-class dataset [35] , LHI 15-class dataset [57] on which related state-of-the-art methods report labeling accuracy and efficiency, as well as a more challenging dataset with a larger number of images and classes: SIFT flow 33-class dataset [8] and PASCAL VOC segmentation dataset [58] . All images are rescaled to 320 Â 210 resolution in four datasets, and some examples and associated ground truth are illustrated in Fig. 3 .
The MSRC 21-class dataset [35] is a very popular benchmark for scene labeling, which consists of 591 images including 21 classes: "building", "grass", "tree", "sky", "water", "book", "road", "body", "boat", "flower", "sign", "cow", "sheep", "aeroplane", "face", "car", "bike", "bird", "cat", "dog" and "chair". The pixels labeled as "void" class are not considered during the training and testing for direct comparison.
The LHI 15-class dataset [57] consists of 370 images gathered from Google image search, and includes 15 object categories: "building", "grass", "tree", "sky", "road", "water", "mountain", "airplane", "cow", "horse", "sheep", "car", "elephant", "rhinoceros" and "motorbike". Compared with MSRC 21-class dataset, images in LHI 15-class dataset are well hand-annotated to achieve accurate segmentation.
The SIFT flow 33-class dataset [8] is composed of 2688 images, that have been thoroughly labeled by LabelMe users. The authors used synonym correction to obtain 33 semantic categories, including: "sky", "building", "mountain", "tree", "road", "sea", "field", "grass", "river", "plant", "car", "sand", "rock", "sidewalk", "window", "desert", "door", "bridge", "person", "fence", "balcony", "crosswalk", "staircase", "awning", "sign", "streetlight", "boat", "pole", "sun", "bus", "bird", "moon" and "cow". It is also a fully annotated dataset, most of which are outdoor scenes including street, beach, mountains and fields. Similar as MSRC 21-class dataset, the pixels labeled as "unlabeled" class are not considered during the training and testing for direct comparison.
The PASCAL VOC segmentation dataset [58] is another widely used benchmark for the task of scene labeling. This dataset defines 20 object categories, including: "person", "bird", "cat", "cow", "dog", "horse", "sheep", "aeroplane", "bicycle", "boat", "bus", "car", "rock", "motorbike", "train", "bottle", "chair", "table", "plant", "sofa", and "TV/monitor". This dataset provides around 3000 images, named trainval, with pixel-wise ground truth annotations. It is further divided into half in the training and half in the validation set. Similar as MSRC 21-class dataset, the pixels labeled as "background" class are not considered in our training and testing process.
Baselines
To show the advantages of our approach, we selected 10 state-ofthe-art models as baselines. Experimental results of some baseline models are produced using default parameter settings given by the authors, while others are directly borrowed in the literature for comparison. All the baselines are divided into two categories: (1) Modeling scene labeling using CRFs or MRFs, including TextonBoost (TB, [35] ), relative location prior (RL, [37] ), hierarchical CRF (HCRF, [42] ), dynamic hybrid MRF (DHM, [23] ), and full-connected CRF (FCRF, [59] ); (2) Modeling scene labeling using hierarchical trees, including region ancestry (RA, [30] ), stacked hierarchical labeling (SHL, [26] ), and CNN-based approaches, such as hierarchical deep learning (HDL, [21] ), fully convolutional networks (FCNN, [15] ), deep hierarchical parsing (DHP, [14] ), deep convolutional nets and fully connected CRFs (DCNFCC, [60] ), CRFs as recurrent neural networks (CRFasRNN, [61] ).
Evaluation metrics
We evaluate our labeling models based on the following widely-used criteria, named global-based pixel accuracy (GPA), average-based class accuracy (ACA), and mean intersection over Union (mIoU) [15, 42] . Let N mn be the number of pixels of category m labeled as class n, where there are C different object classes, then the three evaluation metrics are defined as:
GPA pays the most attention to frequently occurring objects and penalizes infrequent objects. It refers to overall accuracy among all categories:
ACA evaluates the recognizable accuracy per category:
mIoU is always used to penalizes both over-and undersegmentation for scene labeling, which is defined as the ratio of true positives to the sum of true positive, false positive and false negative, averaged over all object classes:
Implemental details
We use the same split setting [35] for MSRA and LHI datasets that randomly splits all images into three sets: 45% for training, 10% for validation and 45% for testing. While for SIFT flow dataset, we use the evaluation procedure introduced in [21] : 2488 images used for training and 200 images used for testing. Finally, for PASCAL VOC segmentation dataset, we train our contextual fusion model on training images and test on validation images as done in [13, 15] . In order to reduce the effect to the performance of randomly selecting training images, we evaluate our system using 10-fold cross validation on MSRA and LHI dataset, where each cross validation has different training and testing images with the same split setting. The training and testing processes are performed on a 4-core i5 personal computer with 2.6 GHz CPU and 16 GB memory.
To construct our FSG, we are required to compute the spatial relationship of super-pixel r i and r j . Let O ¼ j r i \ r j j j r i j be the overlap ratio between r i and r j . If O is larger than a predefined threshold η (set as 0.95 in our experience), the associated parent vertex becomes one element of S i . On the other hand, to train the classifiers pðZ j j v m j Þ, we need to assign ground truth to the automatically created super-pixels. If nearly all (at least 90% by area) of the pixels within a super-pixel have the same ground truth label, the superpixel is assigned that same label. Otherwise, the super-pixel is labeled as "mixed", which is not used in training process of pðZ j j v m j Þ. Tables 1 and 2 show our results on MSRA and LHI datasets, and compare them with related works. The results clearly demonstrate that our approach outperforms other state-of-the-art methods, including the approaches based on CRFs and hierarchical models to capture long-range contextual information. Method of [42] also achieves good performance on MSRC dataset, and method of [23] is the fastest in training process. They are, however, at the price of several seconds to label one test image. Fig. 4 illustrates the confusion matrices obtained by applying our approach on MSRC 21-class and LHI 15-class datasets, in which accuracy values are computed as the image pixels assigned to the correct class labels. The results are about 17 and 12 times better than randomly choosing semantic labels for each pixel on two datasets. We can see that some categories exhibit large errors, e.g., "water" mislabeled as "sky", "book" incorrectly recognized as "building", especially the categories of "boat", "cat", and "dog" on MSRA dataset, which is probably due to their extremely inter-class color/texture similarities, or relative small training samples.
Results and analysis
Quantitative results
We then demonstrate that our method scales nicely when augmenting the number of images and classes on SIFT flow [8] and PASCAL VOC segmentation datasets [58] in Tables 3 and 4 , respectively. Results from Tables 1-4 demonstrate the superior performance of the proposed approach in comparison to the stateof-the-art methods. A remarkable fact is that our approach also outperforms the recent CNN-based methods such as FCNN [15] and DHP [14] , and achieves comparable results to those latest CNN-CRF based approaches such as DCNFCC [60] and CRFasRNN [61] . This superior performance can be attributed to our FSG representation, combined with contextual fusion model, which allows us to efficiently capture the contextual relationships within different scales. Moreover, our approach is also computationally efficient. Establishing flexible graph-structure representation by computing the spatial relationship of super-pixels allows us to label a scene with resolution 320 Â 240 in less than 1 s, which is very beneficial for labeling video sequence or massive image datasets.
Qualitative results
Some example results of simultaneous recognition and segmentation on four datasets are shown in Fig. 5 . Each example shows both the original image and the color coded output labeling. It is evident that our method can handle large appearance variations of object classes. Except the boundary regions that exhibit relative higher confusion, nearly all super-pixels are correctly classified. In the last column, we show some examples in which the labeling results are not good enough (e.g., "water" and "mountain" incorrectly labeled as "tree", "dog" is confused with "cat", the missed foreground "person" and "train"), however, the foreground objects (e.g., "bird" and "rhino") still achieve good segmentation and recognition on MSRC 21-class and LHI 15-class datasets.
Other aspects
Analysis of segmentations
In our experiment, two factors directly affecting the performance are the numbers of leaf vertices j V L j and of levels of segmentations L. The first one controls the granularity in the finest segmentation of our FSG, and the second one determines how many scales of contextual cues are sufficient for scene labeling. We evaluate the accuracy of our system on MSRC, LHI and PASCAL VOC segmentation datasets by changing the values of these two parameters, using all the available cues (texture, color, shape, size, location and label hypotheses predictions). The selection of these two parameters illustrates the trade-off between computational efficiency and the recognition precision.
We first evaluate the effect of the number of leaf vertex on average accuracy given the FSG. In practice, we repeat our experiments to produce different numbers of leaf vertices, and then produce the FSG based on the establishing criteria described in Section 3. The left panel of Fig. 7 shows the plot of average accuracy for increased number of leaf vertices on the test set. The accuracy of our method peaks at approximately 200 and 250 leaf vertices for MSRC and LHI datasets, respectively, and any refinement to these parameters will result in slightly decrease of performance.
We also measure the effect of changing the number of segmentation levels L. Our implementation uses different levels (from 1 to 15) of segmentations. In the right panel of Fig. 7 , we display the global accuracy along with the increasing number of segmentation levels. In these experiments, we use the same classifiers trained based on FSG but generate new sets of segmentations for testing. As can be seen, more levels of segmentations result in higher accuracy, which shows that using multi-scale context plays the most critical role in object classification. It is observed that the highest performance is achieved when L ¼ 10 for MSRC and LHI datasets, and L ¼ 13 for PASCAL VOC segmentation dataset, which indicates PASCAL dataset is more challenging than MSRC and LHI datasets. Furthermore, it demonstrates that a small number of levels in the segmentation family provides sufficient context for our labeling task. Fig. 6 displays three examples for the three datasets, respectively.
Analysis of cues
We also evaluate the effectiveness of our three main types of cues: color, texture, and label hypotheses predictions as described in Section 4.2. To do this, we train classifiers using different features, and compute the ACA, GCA, and mIoU of all categories over the test images. To be specific, we first only use texture, color and label hypotheses to train our model as baseline. Then different feature combinations are evaluated. In these experiments, we employ FSG representation, using the same segmentation family as were used to report accuracy. The contributions of different cues are listed in Table 5 . Table 5 demonstrates that the combination is superior than individual features. Specifically, using all three types of features gains the best results, i.e., 70%, 81.1% and 45.4% in terms of ACA, GCA and mIoU over three datasets, respectively. On the other hand, combined texture and color, or texture and label hypotheses, or color and label hypotheses cues obtain comparable results. It is also observed that the simple texture feature appears to be surprisingly effective on three datasets, achieving 64.9% ACA, 74.8% GCA, and 42.7% mIoU, respectively. Compared with Tables 1-3, in spite of only using texture cues in our model, it still outperforms some baseline methods.
From Table 5 , we can also conclude that although only using individual color cue is ranked at the bottom, it significantly improves the results when combined with other cues. For instance, when combined with texture cues, the performance can be improved by 2.4%, 4.0% and 2.1% in terms of ACA, GPA and mIoU. In the case of combined color and label hypotheses cues, we have Table 5 Contributions of different cues and their combinations to the performance.
Cues
MSRC [35] LHI [57] SIFT flow [8] ACA(%) GPA(%) mIoU(%) ACA(%) GPA(%) mIoU(%) ACA(%) GPA(%) mIoU(%) Tables 1-5 demonstrate the remaining size, shape and location cues only achieve 1.2%, 1.0%, and 0.9% improvement for ACA, GCA and mIoU, respectively. Finally, as compared with these low-level cues, the label hypotheses prediction cue by itself seems remarkably effective at discriminating among the classes. When it is induced into other low-level cues, the average performance can be improved by 3.2%, 6.3% and 3.1% in terms of ACA, GPA and mIoU, respectively. Perhaps this high-level feature provides the useful and discriminative information to capture scene-level relationships from different levels of FSG. Fig. 8 shows two examples of visual labeling results on MSRC and LHI datasets, comparing the individual contribution of induced cues and the overall results, respectively. It seems that the color feature is highly effective for some specific classes, such as "sky", "grass" and "tree", while not effective for the categories with great color variance, such as "boat", "elephant" and "airplane". In each case, the same segmentation family and FSG are used, and those super-pixels are described with the given type of cues (best viewed in color). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Conclusion and future work
This paper describes a contextual fusing model using FSG to explore the multi-scale context information for scene labeling problem. The proposed model is trained on fully labeled images in a supervised manner to learn appropriate low-level features and high-level hypotheses to predict pixel labels. Firstly, a FSG is built based on spatial relationships of segmented super-pixels to represent an entire scene. This allows for the integration of cues defined at different scales to contribute to predict region labels. Then, a contextual fusion model, also called integral model, is established to integrate multi-scale visual context for producing consistent recognition and segmentation results. We have evaluated our method on three datasets, and achieved similar or better pixelwised labeling accuracy with the competing models that employ CRFs or hierarchical models. Additionally, the experimental results also demonstrate that when a wide scale context is considered into our fusion model, the inference process can be greatly reduced.
Despite obtaining impressive results, we believe that even better results can be achieved by automatically learning a flexible structure representation. We are aware of a related work of [21] in this direction. Additionally, we plan to embed deep learning algorithms, such as [14, 15] , into our multi-scale framework to improve the performance, while retaining high efficiency.
