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Introduction
Let f : Rn × (a, b) → Rn be a continuous function and consider the standard
ordinary differential equation x ′ = f(x, t). To solve it in the classical sense
means finding an interval I ⊂ (a, b) and a function x : I → Rn such that the
derivative x ′(t) exists for all t ∈ I and x ′(t) = f(x(t), t). Given an initial
condition x(t0) = x0 it is equivalent with
x(t) = x0 + (R)
∫ t
t0
f(x(s), s) ds. (1)
The next step in the evolution of ordinary differential equations is Carathéodory’s
approach, based on using the Lebesgue integral on the right side of (1) i.e.
x(t2)− x(t1) = (L)
∫ t2
t1
f(x(s), s) ds. (2)
While studying continuous dependence of (2) on a parameter, J. Kurzweil realized
that all relevant information can be extracted from the function
F (x, t) =
∫ t
t0
f(x, s) ds. (3)
In order to describe the notion of a solution of the differential equation (2) by
means of the function (3) he introduced the concept of the generalized Perron
integral in his paper [1]. Surprisingly, this new construction of the Perron integral
was based on Riemann sums. The same construction was independently, and for
unrelated reasons, discovered by R. Henstock.
Let us interpret the classical ordinary diferential equation as the problem to
find a function u which behaves infinitesimally as t 7→ u(τ) + f(u(τ), τ)(t − τ)
near each τ ∈ (a, b). J. Kurzweil used his generalized Perron integral to con-
tinue this notion and investigate a very general problem. Given a function
F : Rn × [a, b] × [a, b] → Rn, he looked for a function u : [a, b] → Rn satisfy-
ing the “tangent behaviour”
u(t) ∼ u(τ) + F (u(τ), τ, t)− F (u(τ), τ, τ) for t→ τ. (4)
This problem is referred to as GODE (generalized ordinary differential equation).
J. Kurzweil, together with J. Jarník, S. Schwabik and M. Tvrdý, continued devel-
oping this theory, even extending its methods into Banach spaces, as seen in [3],
[2]. The use of generalized Perron integral allows to handle a much wider class
of problems than the Carathéodory approach.
Any attempt to study ordinary differential equations in the context of metric
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spaces struggles against the lack of linear structure. The concept of derivative
has no sense for functions with values in a metric space. However, if we nor-
malize the function F (x, τ, t) from (4) by requiring F (x, τ, τ) = x, we can avoid
addition in (4) and observe that the problem to find a function u which behaves
infinitesimally as F (u(τ), τ, ·) near each τ ∈ [a, b] can be posed in metric spaces.
Using a completely different notation and terminology, a similar approach has
been actually used to study differential equations (also called “mutational equa-
tions”) in metric spaces, see e.g. [4, 5, 6] by J.-P. Aubin, [7, 8] by T. Lorenz and
[9] by J. Tabor. However, this theory has been developed only in the classical or
Carathéodory setting.
So far, the theory of GODEs has not been considered in metric spaces. The
reason for this is that the concept of a solution is based on integration, and
therefore requires linear structure of the target. Our idea is to modify the con-
cept of solution so that the new definition has a good sense in metric spaces. This
enables us to build a theory which has the power to include both the theory of
GODEs and the current theories in metric spaces. Our main achievements are
uniqueness and existence theorems which show that existing results of the GODE
theory can be carried over into metric spaces and even offer some improvements.
The first chapter contains notation and a recollection of standard theorems. The
second chapter presents the basics of the strong Kurzweil-Henstock integral and
generalized ordinary differential equations. The third chapter describes methods
of extending the definition of a generalized ordinary differential equation into
metric spaces. The fourth and fifth chapter deal with uniqueness and existence
of a solution respectively. The last chapter deals with comparison of provided
and existing theorems in the context of Euclidean spaces.
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Preliminaries
We will use the following standard symbols:
N The set of natural numbers.
R The set of real numbers.
R+ The set of positive real numbers.
R+0 The set of nonnegative real numbers.
f : X → Y f is a mapping from X to Y .
A ⊂ B The set A is a subset of the set B.
A ∩B The intersection of sets A and B.
A ∪B The union of sets A and B.
x ∈M x is an element of M .
φ(X) The image of the set X under the mapping φ.
φ−1(X) The preimage of the set X under the mapping φ.
B(x, r) Closed ball with the center x and radius r.
U(x, r) Open ball with the center x and radius r.
C(K,L) The space of continuous mappings between K and L.
∅ The empty set.
f ◦ g The composition mapping x 7−→ f(g(x)).
|x| Absolute value of x ∈ R.
For x ∈ R we say that x is positive if x > 0 and nonnegative if x ≥ 0. A function
f : R→ R is increasing if f(s) < f(t) for s < t and nondecreasing if f(s) ≤ f(t)
for s < t. For a real function h : R→ R we will use h(x+) to denote the limit of
h at the point x ∈ R from the right, if it exists. By D+f(τ) we denote the upper
right derivative of the function f at the point τ ∈ R i.e.




Theorem (Arzela-Ascoli). Let (K, %) and (L, σ) be metric spaces, let K be com-
pact and let M be a subset of C(K,L). Then M is relatively compact with
respect to the topology of uniform convergence if
(A1) The setM is uniformly equicontinuous i.e. for every ε > 0 there exists δ > 0
such that all f ∈ M and x, y ∈ K with %(x, y) < δ satisfy σ(f(x), f(y)) < ε.
(A2) The set {f(x) ; f ∈M} has a compact closure for every x ∈ K.
Theorem (Carathéodory). Let the function F : Rn × [a, b] → Rn satisfy the
following conditions:
(C1) The function x 7→ f(x, t) is continuous for almost all t ∈ [a, b].
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(C2) The function t 7→ f(x, t) is measurable for all x ∈ Rn.
(C3) There exists a Lebesgue integrable function g : [a, b]→ R+0 such that
‖f(x, t)‖ ≤ g(t) for all x ∈ Rn and almost all t ∈ [a, b].
Then for every x0 ∈ Rn and every t0 ∈ [a, b] there exists ∆ > 0 and a function
x : [a, b] ∩ [t0 −∆, t0 + ∆]→ Rn such that
x(t) = x0 + (L)
∫ t
t0




The term partition of [a, b] ⊂ R will stand for any collection of closed intervals and
tags {[ti−1, ti], τi}ki=1 such that t0 = a, tk = b and τi ∈ [ti−1, ti]. Let δ : [a, b]→ R+
be a positive real function defined on [a, b]. A partition of [a, b] is called δ-fine if
for each i = 1, . . . , k it satisfies [ti−1, ti] ⊂ [τi − δ(τi), τi + δ(τi)].
Lemma 1.1 (Cousin). For every δ : [a, b]→ R+ the set of all δ-fine partitions of
[a, b] is nonempty.





Choose a minimal subset of τ1, . . . , τn such that the intervals U(τi, δ(τi)) still cover
the whole interval [a, b] and rename it to τ1 < . . . < τm.
From the minimality of the cover we can observe that for every i = 1, . . . ,m− 1
we have U(τi, δ(τi))∩U(τi+1, δ(τi+1)) 6= ∅. Otherwise, every point of the interval
(τi + δ(τi), τi+1 − δ(τi+1)) would have to be covered by a ball containing either
U(τi, δ(τi)) or U(τi+1, δ(τi+1)), therefore contradicting the minimality of the cover.
We set t0 = a, tm+1 = b and choose ti ∈ U(τi, δ(τi)) ∩ U(τi+1, δ(τi+1)) ∩ (τi, τi+1)
arbitrarily. The resulting partition is obviously δ-fine.
Definition 1.2 (J. Kurzweil). A function f : [a, b]→ Rn is called KH integrable
(Kurzweil-Henstock) over [a, b] if there exists A ∈ Rn such that for every ε > 0





f(τi)(ti − ti−1)‖ < ε.





A function u : [a, b]→ Rn will be called an indefinite KH integral of f on [a, b] if
u(t)− u(s) = (HK)
∫ t
s
f(x) dx for [s, t] ⊂ [a, b].
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While this might seem like a simple modification of the Riemann definition, the
resulting integral is equivalent to the Perron integral. The following version,
called Strong Kurzweil-Henstock integral, is better suited to dealing with values
in more abstract spaces. In contrast with common habits, we no longer limit
ourselves to closed intervals as domains for the indefinite integral.
In the rest of this chapter E will denote a normed linear space and I ⊂ R will
denote an interval.
Definition 1.3. A function u : I → E is called an indefinite SKH integral of
f : I → E if for every ε > 0 and every [S, T ] ⊂ I there exists δ : [S, T ] → R+
such that for every δ-fine partition {[ti−1, ti], τi}ki=1 of [S, T ] we have
k∑
i=1
‖u(ti)− u(ti−1)− f(τi)(ti − ti−1)‖ < ε.




f(x) dx = u(T )− u(S).
Obviously, any SKH integrable function is KH integrable. The reverse is only
true in case of E = Rn and is called the Saks-Henstock Lemma. However, for
the definition of the generalized ordinary differential equations we will need an
even more general type of integration. The idea is that instead of integrating
with respect to an additive set function like (ti − ti−1) or, in the Stieltjes case,
g(ti)− g(ti−1), we use a fully nonadditive expression.
Definition 1.4. A function u : I → E is called an indefinite SKH integral of
U : I × I → E if for every ε > 0 and every [S, T ] ⊂ I there exists δ : [S, T ]→ R+
such that for every δ-fine partition {[ti−1, ti], τi}ki=1 of [S, T ] we have
k∑
i=1
‖u(ti)− u(ti−1)− U(τi, ti) + U(τi, ti−1)‖ < ε.




Dt U(τ, t) = u(T )− u(S).
In this case, the integrand is referred to as a function of coupled variables in
order to call attention to their fundamentally different roles. As we can easily
observe, a function u : I → E is an indefinite SKH integral of f : I → E if it is
an indefinite SKH integral of U(τ, t) = f(τ) t in the sense of coupled variables.
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1.2 MC Integral
The monotonically controlled (MC for short) integral was introduced in [10] by
J. Malý and H. Bendová. Their aim was to build the foundations of integral theory
at the generality of Perron integral while using unexpectedly simple definitions
and proofs. They prove that the MC integral of a function with respect to a
Lebesgue-Stieltjes measure is equivalent to the corresponding SKH integral. In
this section we generalize the defnition of the MC integral and the equivalence
result to the case of coupled variables, which will often prove useful.
Definition 1.5. A function u : I → E is called an indefinite MC integral of
U : I × I → E if there exists an increasing function ξ : I → R, called control
function of (U, u) on I, such that
lim
t→τ, t∈I
‖u(t)− u(τ)− U(τ, t) + U(τ, τ)‖
ξ(t)− ξ(τ)
= 0 for τ ∈ I.




Dt U(τ, t) = u(T )− u(S).
Note that if ξ is a control function of (U, u) on I, α > 0 and ζ : I → R is a
nondecreasing function, then αξ + ζ is also a control function of (U, u) on I.
Lemma 1.6. Let {ak}k∈N and {bk}k∈N be sequences of real numbers such that
ak < bk for every k ∈ N. Let (ak) ↘ a, (bk) ↗ b and let u : (a, b) → E be an
indefinite MC integral of U : (a, b)× (a, b)→ E on (ak, bk) for each k ∈ N. Then
u is an indefinite MC integral of U on (a, b) and the control function of (U, u) on
(a, b) can be assumed to be bounded.
Proof. For each k ∈ N let γk be a control function of (U, u) on (ak+1, bk+1). Since
γk is bounded on (ak, bk), we may assume that 0 ≤ γk ≤ 1 on (ak, bk). We define
the functions ζk as
ζk(x) =

0, x ≤ ak,
γk(τ), ak < τ < bk,
1, x ≥ bk.





Theorem 1.7 (Equivalence). A function u : I → E is an indefinite MC integral
of U : I × I → E on I if and only if it is an indefinite SKH integral of U on I.
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Proof. First, we assume that I = [a, b] and that u is an indefinite MC integral of
U on [a, b] with a control function satisfying 0 ≤ ξ ≤ 1.
Choose ε > 0. Then for each τ ∈ [a, b] there exists δ(τ) > 0 such that every
t ∈ (τ − δ(τ), τ + δ(τ)) ∩ [a, b] satisfies
‖u(t)− u(τ)− U(τ, t) + U(τ, τ)‖ < ε|ξ(t)− ξ(τ)|.
For a δ/2-fine partition {[ti−1, ti], τi}ki=1 we can see that
‖u(ti)− u(τi)− U(τi, ti) + U(τi, τi)‖ < ε(ξ(ti)− ξ(τi)),








(ξ(ti)− ξ(τi) + ξ(τi)− ξ(ti−1)) = ε(ξ(b)− ξ(a)) ≤ ε.
Let u be an indefinite SKH integral of U on [a, b]. For k ∈ N let δk : [a, b]→ R+
correspond to εk = 2−k. For τ ∈ (a, b] we define Pk(τ) as the set of all δk-fine
partitions of [a, τ ] and
ξk(τ) = sup {
∑
P
‖u(ti)− u(ti−1)− U(τi, ti) + U(τi, ti−1)‖ ; P ∈ Pk(τ)},




Choose ε > 0 and find k0 ∈ N such that 1k0 < ε. It follows that for τ ∈ (a, b] and
t ∈ (τ − δk0(τ), τ) we have









(ξ(τ)− ξ(t)) < ε(ξ(τ)− ξ(t)).
Similarly, for t ∈ (τ, τ + δk0(τ)) we have
‖u(t)− u(τ)− U(τ, t) + U(τ, τ)‖ ≤ ξk0(t)− ξk0(τ) < ε(ξ(t)− ξ(τ)).
If I is not necessarily closed, we easily write it as a union of an increasing sequence
of closed intervals and use Lemma 1.6.
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1.3 Generalized Ordinary Differential Equations
Definition 1.8. Let F : E× [a, b]× [a, b]→ E be an arbitrary mapping. We say
that a function u : [a, b] → E is a solution of the equation x ′ = Dt F (x, τ, t) on
[a, b] if
u(t) = u(s) + (SKH)
∫ t
s
Dt F (u(τ), τ, t) for [s, t] ⊂ [a, b]. (1.1)
However, when working with the definition, we will find it more convenient to
interpret (1.1) in terms of indefinite SKH integral i.e. for every ε > 0 there exists
δ : [a, b]→ R+ such that every δ-fine partition P of [a, b] satisfies∑
P
||u(ti)− u(ti−1)− F (u(τi), τi, ti) + F (u(τi), τi, ti−1)|| < ε. (1.2)
It can always be arranged for the function F to satisfy F (x, τ, τ) = x without
changing the equation x ′ = Dt F (x, τ, t). This is done by considering the function
F̃ (x, τ, t) = x+ F (x, τ, t)− F (x, τ, τ), since then we will have
F̃ (u(τi), τi, ti−1)− F̃ (u(τi), τi, ti) = F (u(τi), τi, ti−1)− F (u(τi), τi, ti).
This process is called normalization and is one of the main ideas behind extending
generalized ordinary differential equations into metric spaces. It is what allows
us to interpret the equation as
u(t) ∼ F (u(τ), τ, t) for t→ τ.
To be more specific, it will allow us to express the sum (1.2) in terms of distance
of two elements by using the identity u(τ) = F (u(τ), τ, τ).
Lemma 1.9. Let F : E × [a, b] × [a, b] → E satisfy F (x, τ, τ) = x. A function
u : [a, b]→ E is a solution of the equation x ′ = Dt F (x, τ, t) on [a, b] if and only




||u(ti)− F (u(τi), τi, ti)||+ ||u(ti−1)− F (u(τi), τi, ti−1)||
)
< ε. (1.3)
Proof. Fix ε > 0 and find δ : [a, b] → R+ such that (1.2) holds for every δ-fine
partition P = {[ti−1, ti], τi}ki=1 of [a, b]. However, if {[ti−1, ti], τi}ki=1 is δ-fine, then
the partition
{[sj−1, sj], σj}2kj=1 = {. . . , [ti−1, τi], τi, [τi, ti], τi, . . .}




||u(ti)− u(τi)− F (u(τi), τi, ti) + F (u(τi), τi, τi)||








||u(ti)− F (u(τi), τi, ti)||+ ||u(ti−1)− F (u(τi), τi, ti−1)||
)
< ε.
Let us now assume that for every ε > 0 there exists δ : [a, b] → R+ such that
every δ-fine partition P of [a, b] satisfies (1.3). Then we have∑
P





||u(ti)− u(τi)− F (u(τi), τi, ti) + F (u(τi), τi, τi)||






||u(ti)− F (u(τi), τi, ti)||+ ||u(ti−1)− F (u(τi), τi, ti−1)||
)
< ε.
As this was the desired result, the proof is finished.
Many works concerned with generalized ordinary differential equation theory only
study the equation x ′ = DtG(x, t), defined by
u(t) = u(s) + (SKH)
∫ t
s
DtG(u(τ), t) for [s, t] ⊂ [a, b].
The reason for this is that a large class of GODEs (see [2]) can be simplified by
putting
G(x, t) = (SKH)
∫ t
a
Ds F (x, σ, s).
However, this type of equation offers no analogy to normalization. As an example,
consider Carathéodory’s equation




It is equivalent with x ′ = DtG(x, t), where




for t0 fixed (see [3], Theorem 5.14), while the normalized form is




Note that the previously mentioned choice F (x, τ, t) = f(x, τ) t and its normalized
form F (x, τ, t) = x+ f(x, τ)(t− τ) are equivalent with




as seen, among other options, in Theorem 17.3 of [2].
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2. Solutions in metric spaces
In the remainder of the text X always denotes a metric space. We adopt the
convention that |x− y| stands for the distance between x and y.
Definition 2.1 (J. Malý and B. Skovajsa). Let I ⊂ R be an interval and assume
that F : X × I × I → X satisfies F (x, τ, τ) = x. We say that u : I → X is a




Dt |u(t)− F (u(τ), τ, t)| = 0 for [S, T ] ⊂ I. (2.1)
Equivalently, the indefinite SKH integral of U(τ, t) = |u(t)−F (u(τ), τ, t)| is equal
to zero on I.
As a trivial consequence of the equivalence theorem we have that substituting
the MC integral into 2.1 results in an equivalent definition.
We expand the definition of a solution into more practical forms:
(i) We say that u : (a, b) → X is a solution of x ′ = Dt F (x, τ, t) on (a, b) if
there exists an increasing function ξ : (a, b)→ R such that
lim
t→τ
|u(t)− F (u(τ), τ, t)|
ξ(t)− ξ(τ)
= 0 for τ ∈ (a, b). (2.2)
In this case we will refer to ξ as control function of (F, u).
(ii) Alternatively, we say that u : [a, b]→ X is a solution of x ′ = Dt F (x, τ, t) on
[a, b] if for every ε > 0 there exists δ : [a, b]→ R+ such that every δ-fine partition
P of [a, b] satisfies∑
P
(
|u(ti)− F (u(τi), τi, ti)|+ |u(ti−1)− F (u(τi), τi, ti−1)|
)
< ε. (2.3)
Proof of (i). The form (2.2) is a direct interpretation of (2.1). The indefinite




∣∣∣|u(t)− F (u(τ), τ, t)| − |u(τ)− F (u(τ), τ, τ)|∣∣∣
ξ(t)− ξ(τ)
= 0.
However, we assumed F to be normalized, which means u(τ) = F (u(τ), τ, τ).
Therefore, |u(τ)− F (u(τ), τ, τ)| = 0 and we obtain (2.2).
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Proof of (ii). Let us assume that the indefinite SKH integral of |u(t)−F (u(τ), τ, t)|
is zero on [a, b] i.e. for every ε > 0 there exists δ : [a, b]→ R+ such that for every
δ-fine partition {[ti−1, ti], τi}ki=1 of [a, b] we have
k∑
i=1
∣∣∣|u(ti)− F (u(τi), τi, ti)| − |u(ti−1)− F (u(τi), τi, ti−1)|∣∣∣ < ε.
However, if {[ti−1, ti], τi}ki=1 is δ-fine, then the partition
{[sj−1, sj], σj}2kj=1 = {. . . , [ti−1, τi], τi, [τi, ti], τi, . . .}
is also δ-fine, and therefore
2k∑
j=1
∣∣∣|u(sj)− F (u(σj), σj, sj)| − |u(sj−1)− F (u(σj), σj, sj−1)|∣∣∣ < ε. (2.4)
For j = 2i− 1 we have
|u(sj)− F (u(σj), σj, sj)| = |u(τi)− F (u(τi), τi, τi)| = 0,
|u(sj−1)− F (u(σj), σj, sj−1)| = |u(ti−1)− F (u(τi), τi, ti−1)|.
(2.5)
Similarly, for j = 2i we have
|u(sj)− F (u(σj), σj, sj)| = |u(ti)− F (u(τi), τi, ti)|,
|u(sj−1)− F (u(σj), σj, sj−1)| = |u(τi)− F (u(τi), τi, τi)| = 0.
(2.6)
By substituting (2.5) and (2.6) back into (2.4) we get (2.3). The reverse implica-
tion is trivial.
We can now observe that on normed linear spaces our definition is equivalent
to Kurzweil’s as a trivial consequence of (2.3) and Lemma 1.9.
This can also be easily achieved by using (2.2). Let E be a normed linear
space and let F : E × (a, b) × (a, b) → E satisfy F (x, τ, τ) = x. We can see
that u : (a, b) → E is an indefinite MC integral of F (u(τ), τ, t), and therefore a
solution of x ′ = Dt F (x, τ, t), if and only if there exists an increasing function
ξ : (a, b)→ R such that
lim
t→τ
||u(t)− u(τ)− F (u(τ), τ, t) + F (u(τ), τ, τ)||
ξ(t)− ξ(τ)
= 0 for τ ∈ (a, b).
However, this is equivalent with (2.2) due to u(τ) = F (u(τ), τ, τ).
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3. Uniqueness
Our focus when dealing with uniqueness and existence of a solution will be to
generalize theorems from [3] by S. Schwabik. We restrict our attention to the
continuous case. Ultimately, we hope to treat solutions in the space of regulated
functions. However, this leads to additional technical complications which will
be pursued in future research.
Definition 3.1. Let X be a metric space, I ⊂ R an interval and x : I → X a
solution of x ′ = Dt F (x, τ, t) on [τ, τ + δ] ⊂ I with x(τ) = xτ . We say that x is
locally unique in the future at the point (xτ , τ) if for any solution y : I → X of
x ′ = Dt F (x, τ, t) on [τ, τ + η] such that y(τ) = xτ there exists ζ > 0 such that
y(t) = x(t) for t ∈ [τ, τ + ζ].
Definition 3.2. We say that G : Ω→ Rn belongs to the class F(Ω, h, ω) if
||G(x, t2)−G(x, t1)|| ≤ |h(t2)− h(t1)| (3.1)
||G(x, t2)−G(x, t1)−G(y, t2) +G(y, t1)|| ≤ ω(||x− y||) |h(t2)− h(t1)| (3.2)
for (x, t2), (x, t1), (y, t2), (y, t1) ∈ Ω, where Ω = UR × (a, b), h : [a, b] → R is
nondecreasing and ω : R+0 → R+0 is continuous and nondecreasing with ω(0) = 0
and ω(ν) > 0 for ν > 0. The symbol UR stands for {x ∈ Rn ; ‖x‖ < R}.
In the case of uniqueness, our motivation comes from the following theorem:
Theorem 3.3 (S. Schwabik, [3], page 122 ). LetG : Ω→ Rn belong to F(Ω, h, ω),
where the function h is nondecreasing and continuous from the left, ω : R+0 → R+0







ds = +∞. (3.3)
Then every solution x : (a, b)→ Rn of x ′ = DtG(x, t) such that
x(τ) + lim
t→τ+
G(x(τ), t)−G(x(τ), τ) ∈ UR
is locally unique in the future at (x(τ), τ).
Lemma 3.4. Let f : (a, b)→ R be a real function which at every point x ∈ (a, b)
satisfies
(T1) D+f(x) ≥ 0,
(T2) lim sup
h→0+
f(x− h) ≤ f(x).
Then f is nondecreasing on (a, b).
Proof. See [12], page 135.
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Theorem 3.5. Let X be a metric space, let F : X × (a, b) × (a, b) → X fulfil
F (x, τ, τ) = x and let us assume the following:
(U1) The function t 7→ F (x, τ, t) is continuous for every x ∈ X and τ ∈ (a, b).
(U2) There exists a nondecreasing and continuous function ω : R+0 → R+0 such







ds = +∞. (3.4)




|F (x, τ, t)− F (y, τ, t)| − |x− y|
ξ(t)− ξ(τ)
≤ ω(|x− y|). (3.5)
Then every solution of x ′ = Dt F (x, τ, t) on (a, b) is locally unique in the future.
Proof. Let u, v be two solutions and α, β ∈ (a, b) such that α < β, u(α) = v(α)
and u(β) 6= v(β). We also assume that ξ already controls both (F, u) and (F, v)
and that for t > s we have ξ(t) − ξ(s) ≥ t − s. Condition (U1) implies that
any solution of x ′ = Dt F (x, τ, t) is continuous. Indeed, for a fixed τ ∈ (a, b) and
ε > 0 we can choose δ1 > 0 such that |F (u(τ), τ, t) − u(τ)| < ε for |t − τ | < δ1.
Then, we choose δ2 ∈ (0, δ1) such that |u(t) − F (u(τ), τ, t)| < ε |ξ(t) − ξ(τ)|
for |t − τ | < δ2. Since ξ is increasing, we can choose δ3 ∈ (0, δ2) such that
|ξ(t)− ξ(τ)| < ξ(τ+)− ξ(τ−) + 1 for |t− τ | < δ3. Finally, we obtain
|u(t)− u(τ)| ≤ |u(t)− F (u(τ), τ, t)|+ |F (u(τ), τ, t)− u(τ)|
< ε(ξ(τ+)− ξ(τ−) + 2).
Since the solutions are continuous, we can achieve u 6= v everywhere on (α, β) by







Consider the function t 7→ Φ(∆(t)) + ξ(t) on (α, β). It is well defined everywhere
on (α, β), since ∆ > 0 on (α, β). Since ξ is bounded on [α, β] and ∆(α) = 0, we
use (3.4) to easily deduce that
lim
t→α+
Φ(∆(t)) + ξ(t) = +∞. (3.6)
We now employ Lemma 3.4 to show that t 7→ Φ(∆(t)) + ξ(t) is nondecreasing
on (α, β), which obviously contradicts (3.6). Since ξ is increasing and Φ ◦ ∆ is
continuous, we can easily see that their sum satisfies (T2). The rest of the proof
will focus on showing that all τ ∈ (α, β) satisfy
D+(Φ(∆(τ)) + ξ(τ)) ≥ 0.
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We notice that Φ is decreasing and for every s > 0 we have
Φ ′(s) = − 1
ω(s)
(3.7)
We fix τ ∈ (α, β) and distinguish two cases:
1) For every ζ > 0 there exists t ∈ (τ, τ + ζ) such that ∆(t) ≤ ∆(τ). This
implies Φ(∆(t)) + ξ(t) ≥ Φ(∆(τ)) + ξ(τ), and therefore D+(Φ(∆(τ)) + ξ(τ)) ≥ 0.
2) There exists ζ > 0 such that for every t ∈ (τ, τ + ζ) we have ∆(t) > ∆(τ). We
notice that









Fix ε > 0. We combine (3.7) and (3.8) in order to find δ ∈ (0, ζ) such that for
every t ∈ (τ, τ + δ) we have
Φ(∆(t))− Φ(∆(τ)) ≥ (− 1
ω(∆(τ))
− ε)(∆(t)−∆(τ)) (3.9)
Since ξ controls both (F, u) and (F, v), we can find η ∈ (0, δ) such that all
t ∈ (τ, τ + η) satisfy
|u(t)− F (u(τ), τ, t)|
ξ(t)− ξ(τ)
< ε,
|v(t)− F (v(τ), τ, t)|
ξ(t)− ξ(τ)
< ε. (3.10)
Now, fix σ ∈ (0, η) and use (3.5) to find T ∈ (τ, τ + σ) such that
|F (u(τ), τ, T )− F (v(τ), τ, T )| −∆(τ)
ξ(T )− ξ(τ)
≤ ω(∆(τ)) + ε. (3.11)
We define Eu(t) := |u(t)−F (u(τ), τ, t)|, Ev(t) := |v(t)−F (v(τ), τ, t)| and notice
that ∆(t) ≤ |F (u(τ), τ, t)−F (v(τ), τ, t)|+Eu(t) +Ev(t). Applying this to (3.11)
results in
∆(T )−∆(τ)− Eu(T )− Ev(T )
ξ(T )− ξ(τ)
≤ ω(∆(τ)) + ε.
We add (3.10) and obtain
∆(T )−∆(τ)
ξ(T )− ξ(τ)
≤ ω(∆(τ)) + 3 ε.
In combination with (3.9) we have
Φ(∆(T ))− Φ(∆(τ)) ≥ −( 1
ω(∆(τ))
+ ε)(ω(∆(τ)) + 3 ε)(ξ(T )− ξ(τ)),
Φ(∆(T ))− Φ(∆(τ))
ξ(T )− ξ(τ)
≥ −(1 + εC(τ)),
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Φ(∆(T ))− Φ(∆(τ)) + ξ(T )− ξ(τ)
ξ(T )− ξ(τ)
≥ −εC(τ).
We recall that ξ(t)− ξ(s) ≥ t− s for t > s, and therefore
Φ(∆(T ))− Φ(∆(τ)) + ξ(T )− ξ(τ)
T − τ
≥ −εC(τ).
Since such T will be in every right neighbourhood of τ , we finally arrive at
D+(Φ(∆(τ)) + ξ(τ)) ≥ 0 and the proof is finished.
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4. Existence
In the case of existence, our aim is to generalize the following theorem:
Theorem 4.1 (S. Schwabik, [3], page 114). Let G : Ω→ Rn belong to F(Ω, h, ω)
and let (xτ , τ) ∈ Ω satisfy
xτ + lim
t→τ+
G(xτ ), t)−G(xτ , τ) ∈ UR.
Then there exists ∆ > 0 and a solution x : [τ −∆, τ +∆]→ Rn of x ′ = DtG(x, t)
on [τ −∆, τ + ∆] with x(τ) = xτ .
Once again, we add assumptions of continuity to avoid additional technical com-
plications. As previously mentioned, this is a temporary restriction, since our
ultimate goal is to find solutions among regulated functions.
Lemma 4.2. Let the functions uk : [a, b] → X, k ∈ N, be continuous on [a, b]
and assume that for every ε > 0 and every τ ∈ [a, b] there exists k0 ∈ N and η > 0
such that for k ∈ N, k ≥ k0 we have that |t− τ | < η implies |uk(t)− uk(τ)| < ε.
Then the functions {uk}k∈N are uniformly equicontinuous.
Proof. Fix ε > 0. Since each of the functions uk is uniformly continuous, we find
the corresponding δk > 0. First, we notice that for every m ∈ N the functions
{uk}k≤m are uniformly equicontinuous, as we can set δ := min {δ1, . . . , δm}.
We can cover the interval [a, b] by the system {U(τj, η(τj)/2) ; j = 1, . . . , J}.
Every τj corresponds to a certain kj ∈ N from the assumption on functions uk.
We set k0 := max {kj ; j = 1, . . . , J} and δ := min {η(τj)/2 ; j = 1, . . . , J}. We
already know that the functions uk are uniformly equicontinuous for k ≤ k0. For
k ≥ k0 and t, s ∈ [a, b] such that |t − s| < δ there exists m ∈ {1, . . . , J} such
that t ∈ U(τm, η(τm)/2), and therefore s ∈ U(τm, η(τm)). Since k ≥ k0 ≥ km, we
obtain
|uk(t)− uk(s)| ≤ |uk(t)− uk(τm)|+ |uk(τm)− uk(s)| < 2ε.
Theorem 4.3. Let X be a metric space in which every closed ball is compact, let
F : X × [a, b]× [a, b]→ X satisfy F (x, τ, τ) = x and let us assume the following:
(E1) For every τ, t ∈ [a, b] the function x 7→ F (x, τ, t) is continuous.
(E2) There exists ζ : R+0 → R+0 increasing and continuous such that ζ(0) = 0
and for every x ∈ X and every τ, t, s ∈ [a, b] we have
|F (x, τ, t)− F (x, τ, s)| < ζ(|t− s|).
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(E3) For every y ∈ X and τ, t ∈ [a, b] there exists z ∈ X such that F (z, τ, t) = y.
(E4) There exists ξ : [a, b]→ R increasing such that for every ε > 0 there exists
η : [a, b]→ R+ such that all τ, σ ∈ [a, b], all t, s ∈ U(τ, η(τ)) ∩ U(σ, η(σ)) and all
x, y ∈ X with |x− y| < max {η(τ), η(σ)} satisfy
|F (x, τ, t)− F (y, σ, t)| < |F (x, τ, s)− F (y, σ, s)|+ ε|ξ(t)− ξ(s)|.
Then for every x0 ∈ X and τ0 ∈ [a, b] there exists a solution u : [a, b] → X of
x ′ = Dt F (x, τ, t) on [a, b] with u(τ0) = x0.
Proof. Step 1: Find a solution candidate. Fix x ∈ X and a partition {[ti−1, ti], τi}
of [a, b]. We set v(a) := x. For t ∈ [ti−1, ti] let v(t) := F (z, τi, t), where z ∈ X
is chosen so that F (z, τi, ti−1) = v(ti−1). This can always be arranged due to
condition (E3). For fixed δ : [a, b] → R+ any function constructed from a δ-fine
partition will also be called δ-fine. For arbitrary τ ∈ [a, b] and δ-fine partition
{[ti−1, ti], τi} with τ ∈ [tm, tm+1] the partition
{. . . [tm−1, tm], τm, [tm, τ ], τ, [τ, tm+1], τ, [tm+1, tm+2], τm+1, . . .}
is also δ-fine. Therefore, we can begin the construction from τ ∈ [a, b] and build
analogously on the left side.
Set εk := 2−k, find the corresponding ηk : [a, b] → R+ from condition (E4)
and put
γk(τ) := min{2−k, η1(τ)/2, . . . , ηk(τ)/2, ζ−1(η1(τ)/2), . . . , ζ−1(ηk(τ)/2)}. (4.1)
Since Lemma 1.1 ensures the existence of γk-fine partitions Pk of [a, b], we can
use these partitions to construct γk-fine approximate solutions uk : [a, b] → X
with uk(τ0) = x0.
We now verify the assumptions of Lemma 4.2. The most important fact to
remember is that the approximate solutions uk consist of segments of the form
t 7→ F (uk(τi), τi, t) for t ∈ [ti−1, ti].
Fix τ ∈ [a, b) and ε > 0. First, find k0 ∈ N such that 2−k0 < ε and k1 ≥ k0 such
that 2 ζ(2−k1+1) < ηk0(τ). Then, find β > 0 such that 2 ζ(β) < ηk0(τ)−2 ζ(2−k1+1)
and α > 0 such that for t ∈ (τ, τ + α) we have
|ξ(τ+)− ξ(t)| < min {1/6, ηk0(τ)− 2 ζ(2−k1+1)− 2 ζ(β)}. (4.2)
Set δ := min {α, β, ηk0(τ), ζ−1(ε/6)}.
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Fix t ∈ (τ, τ + δ(τ)) and k ≥ k1. Since δ ≤ ζ−1(ε/6), we notice that
|uk(t)− uk(τ)| ≤ |uk(t)− F (uk(τ), τ, t)|+ |F (uk(τ), τ, t)− uk(τ)|





The second inequality of (4.3) holds by uk(τ) = F (uk(τ), τ, τ) and (E2). Note
that hereafter we will be using the uniform continuity of F (x, τ, t) in the third
variable, i.e. condition (E2), without explicit mention.
We finish the estimate (4.3) by dealing with |uk(t)− F (uk(τ), τ, t)|.
Find j,m ∈ N, j ≤ m such that for the corresponding intervals [tj−1, tj] ∈ Pk and
[tm−1, tm] ∈ Pk we have τ ∈ [tj−1, tj) and t ∈ [tm−1, tm]. The necessity to forbid
τ = tj comes from the possibility of τ being a point of discontinuity of the func-
tion ξ. The case j = m is trivial, since t ∈ [tj−1, tj] implies |uk(t)− uk(τ)| < ε/6.
Now, assume that m ≥ j + 1 and use induction by i to proceed. Our aim will be
to show that if
|F (uk(τ), τ, s)− uk(s)| < |F (uk(τ), τ, tj)− uk(tj)|+ εk0|ξ(s)− ξ(tj)| (4.4)
holds for all s ∈ [ti−1, ti] ∩ [τ, t], then it holds for all s ∈ [ti, ti+1] ∩ [τ, t], where
i = j + 1, . . . ,m− 1.
First, we need to verify that (4.4) holds for s ∈ [tj, tj+1] ∩ [τ, t]. We recall
that (4.1) ensures that uk are 2−n fine for n ≤ k. Together with k ≥ k1 we
have |tj − τ | ≤ 2−k1+1, and therefore |uk(τ) − uk(tj)| ≤ ζ(2−k1+1). Similarly,
|uk(tj)− uk(τj+1)| ≤ ζ(2−k1+1). Since k1 was chosen so that 2 ζ(2−k1+1) < ηk0(τ),
we obtain |uk(τ) − uk(τj+1)| < ηk0(τ). We also recall that uk are constructed to
be ηn/2-fine for n ≤ k, in particular ηk0/2-fine. Together with
|τ − s| ≤ |τ − t| < δ ≤ ηk0(τ)
we have that [tj, s] ⊂ U(τ, ηk0(τ)) ∩ U(τj+1, ηk0(τj+1)). This allows us to use
condition (E4) with F (uk(τj+1), τj+1, s) = uk(s) and F (uk(τj+1), τj+1, tj) = uk(tj)
to obtain
|F (uk(τ), τ, s)− uk(s)| < |F (uk(τ), τ, tj)− uk(tj)|+ εk0|ξ(s)− ξ(tj)|.
Now, assume that j+2 ≤ i ≤ m−1 and that (4.4) holds for all s ∈ [ti−1, ti]∩ [τ, t].
Since i < m, we have [ti−1, ti] ⊂ [τ, t]. This means we can use (4.4) with s = ti
to obtain
|F (uk(τ), τ, ti)− uk(ti)| < |F (uk(τ), τ, tj)− uk(tj)|+ εk0 |ξ(ti)− ξ(tj)|.
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Fix s ∈ [ti, ti+1] ∩ [τ, t] and note that [ti, s] ⊂ U(τ, ηk0(τ)) ∩ U(τi+1, ηk0(τi+1)). In
order to justify the use of condition (E4), we compute
|uk(τ)− uk(τi+1)| ≤ |uk(τ)− F (uk(τ), τ, ti)|+ |F (uk(τ), τ, ti)− uk(ti)|
+ |uk(ti)− uk(τi+1)|
≤ ζ(δ) + |F (uk(τ), τ, ti)− uk(ti)|+ ζ(2−k1+1)
≤ ζ(δ) + ζ(2−k1+1) + |F (uk(τ), τ, tj)− uk(tj)|
+ εk0|ξ(ti)− ξ(tj)|
≤ ζ(δ) + ζ(2−k1+1) + |F (uk(τ), τ, tj)− uk(τ)|
+ |uk(τ)− uk(tj)|+ εk0|ξ(ti)− ξ(tj)|
≤ 2 ζ(δ) + 2 ζ(2−k1+1) + εk0|ξ(ti)− ξ(tj)|
≤ 2 ζ(δ) + 2 ζ(2−k1+1) + |ξ(ti)− ξ(τ+)|
However, 2 ζ(δ) + 2 ζ(2−k1+1) + |ξ(ti)− ξ(τ+)| < ηk0(τ) due to (4.2). Therefore,
we can use (E4) again to get
|F (uk(τ), τ, s)− uk(s)| < |F (uk(τ), τ, ti)− uk(ti)|+ εk0 |ξ(s)− ξ(ti)|
< |F (uk(τ), τ, tj)− uk(tj)|+ εk0|ξ(ti)− ξ(tj)|+ εk0|ξ(s)− ξ(ti)|
= |F (uk(τ), τ, tj)− uk(tj)|+ εk0|ξ(s)− ξ(tj)|.
This completes the induction step and by setting s = t we obtain the estimate
|F (uk(τ), τ, t)− uk(t)| < |F (uk(τ), τ, tj)− uk(tj)|+ εk0 |ξ(t)− ξ(tj)|. (4.5)
We recall that we have
|uk(t)− uk(τ)| ≤ |uk(t)− F (uk(τ), τ, t)|+
ε
6
We combine this with |ξ(t)− ξ(τ+)| < 1/6, εk0 < ε and (4.5) to obtain




We finish by using




Thus, it becomes clear that |uk(t)− uk(τ)| < ε. An analogous procedure can be
done on the left neighbourhood of every τ ∈ (a, b], and therefore {uk}k∈N satisfy
the assumptions of Lemma 4.2. As a result, they are uniformly equicontinuous
i.e. there exists ω : R+0 → R+0 increasing and continuous such that ω(0) = 0 and
for every t, s ∈ [a, b] and every k ∈ N we have
|uk(t)− uk(s)| < ω(|t− s|).
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Set δ := ω−1(1) and find M ∈ N such that M ≥ (b− a)/δ. Then we can see that
{uk}k∈N ⊂ B(x0,M). Note that we will be using the uniform equicontinuity of
the solutions with the continuity module ω without further mention.
The Arzela-Ascoli theorem now ensures the existence of a subsequence of {uk}
uniformly converging to u : [a, b]→ X.
Step 2: We now prove that u solves x ′ = Dt F (x, τ, t). For an arbitrary partition
P of [a, b] we can see that∑
P
(























|uk(ti−1)− F (uk(τi), τi, ti−1)|+ lim
k→∞







|uk(ti−1)− F (uk(τi), τi, ti−1)|+ |uk(ti)− F (uk(τi), τi, ti)|
)
.
Therefore, it suffices to show that for every ε > 0 there exists δ : [a, b]→ R+ and
k0 ∈ N such that for every k ∈ N, k ≥ k0 and every δ-fine partition P of [a, b] we
have ∑
P
|uk(ti−1)− F (uk(τi), τi, ti−1)|+ |uk(ti)− F (uk(τi), τi, ti)| < ε.
Fix k ∈ N and recall the construction of uk from Pk. For τ ∈ [a, b] we distinguish
four cases:
(i) There exists α > 0 and i ∈ N such that [τ − α, τ + α] ⊂ [ti−1, ti].
(ii) For τ = a there exists α > 0 such that [a, a+ α] ⊂ [t0, t1].
(iii) For τ = b there exists α > 0 and i ∈ N such that [b− α, b] ⊂ [ti−1, ti].
(iv) There exists i ∈ N such that ti = τ . Therefore, we can find α > 0 such that
[τ − α, τ ] ⊂ [ti−1, ti] and [τ, τ + α] ⊂ [ti, ti+1].
For fixed k ∈ N and τ ∈ [a, b] we will denote the corresponding α by α(k, τ).
Fix ε > 0 and find k0 ∈ N such that 2−k0 < ε/(ξ(b)− ξ(a)). Fix τ ∈ [a, b] and let
the function η correspond to εk0 = 2
−k0 . Find k1 ≥ k0 such that ζ(2−k1) < η(τ).
For h ≥ 0 define β(h) := η(τ) − ζ(2−k1) − ω(h). This function is decreasing,
continuous and β(0) = η(τ)− ζ(2−k1) > 0. These properties imply the existence
of h0 ∈ (0, η(τ)) such that β(h) > 0 for h ∈ [0, h0]. Define
δ(τ) = min {h0, α(k0, τ), α(k0 + 1, τ), . . . , α(k1, τ)}.
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Now, fix k ≥ k0 and r, s ∈ [a, b] such that τ − δ(τ) ≤ r ≤ τ ≤ s ≤ τ + δ(τ).
First, let k0 ≤ k ≤ k1. Since δ(τ) ≤ α(k, τ), there exists τj ∈ Pk such that
uk(τ) = F (uk(τj), τj, τ) and uk(s) = F (uk(τj), τj, s). We recall that (4.1) yields
|τ −τj| ≤ ζ−1(η(τj)/2), and therefore |uk(τ)−uk(τj)| < η(τj). We also recall that
|τ − s| ≤ δ(τ) < η(τ) and τ, s ∈ B(τj, η(τj)/2) ⊂ U(τj, η(τj)). Condition (E4)
now implies
|F (uk(τ), τ, s)− F (uk(τj), τj, s)| < |F (uk(τ), τ, τ)− F (uk(τj), τj, τ)|
+ εk0 |ξ(s)− ξ(τ)|.
By using F (uk(τ), τ, τ) = uk(τ) = F (uk(τj), τj, τ) and F (uk(τj), τj, s) = uk(s) we
get
|F (uk(τ), τ, s)− uk(s)| < εk0 |ξ(s)− ξ(τ)|.
An analogous procedure on the left neighbourhood of τ gives us
|F (uk(τ), τ, r)− uk(r)| < εk0 |ξ(τ)− ξ(r)|.
Now, let k ≥ k1. Again, the condition |τ − t| < η(τ) is obviously satisfied for
t ∈ [τ, s] and the use of condition (E4) is only limited by |uk(τ) − uk(τi)| for
τi ∈ Pk. However, unlike Step 1, we do not need the conclusion of condition (E4)
to hold on [ti−1, ti] in order to verify its assumptions on [ti, ti+1]. Find j,m ∈ N
such that τ ∈ [tj−1, tj] and s ∈ [tm−1, tm] and note that
|uk(τ)− uk(τj)| ≤ ζ(2−k1) < η(τ),
|uk(τ)− uk(τj+1)| ≤ ω(|τ − τj+1|) < η(τ),
|uk(τ)− uk(τj+2)| ≤ ω(|τ − τj+2|) < η(τ),
...
|uk(τ)− uk(τm−1)| ≤ ω(|τ − τm−1|) < η(τ),
|uk(τ)− uk(τm)| ≤ |uk(τ)− uk(s)|+ |uk(s)− uk(τm)|
≤ ω(|τ − s|) + ζ(2−k1) < η(τ).
Persistent use of condition (E4) gives us
|F (uk(τ), τ, s)− uk(s)| < |F (uk(τ), τ, tm−1)− uk(tm−1)|+ εk0 |ξ(s)− ξ(tm−1)|,
|F (uk(τ), τ, tm−1)− uk(tm−1)| < |F (uk(τ), τ, tm−2)− uk(tm−2)|
+ εk0 |ξ(tm−1)− ξ(tm−2)|,
...
|F (uk(τ), τ, tj+1)− uk(tj+1)| < |F (uk(τ), τ, tj)− uk(tj)|+ εk0 |ξ(tj+1)− ξ(tj)|,
|F (uk(τ), τ, tj)− uk(tj)| < |F (uk(τ), τ, τ)− uk(τ)|+ εk0 |ξ(tj)− ξ(τ)|
= εk0 |ξ(tj)− ξ(τ)|.
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Therefore,
|F (uk(τ), τ, s)− uk(s)| < εk0 |ξ(s)− ξ(tm−1)|+ . . .+ εk0 |ξ(tj)− ξ(τ)|
= εk0 |ξ(s)− ξ(τ)|.
For any δ-fine partition {[si−1, si], σi}ni=1 of [a, b] and k ≥ k0 we obtain
n∑
i=1




|ξ(si−1)− ξ(σi)|+ |ξ(σi)− ξ(si)| = 2−k0(ξ(b)− ξ(a)) < ε,
and the proof is finished.
23
5. Euclidean Case
First of all, we present an example that demonstrates the difference between
the generalized and standard ordinary differential equation theory. Consider the
functions
G(x, t) = C(t),
F (x, τ, t) = x+ C(t)− C(τ),
on the domain R×[0, 1] and R×[0, 1]×[0, 1] respectively, where C(t) is the Cantor
stair function. These functions satisfy the assumptions of theorems 3.3, 3.5, 4.1
and 4.3 and solutions of the associated GODEs are vertical translations of the
Cantor function itself. However, it is not covered by Carathéodory’s approach
(much less by the classical theory), as the solutions are not absolutely continuous.
Uniqueness
Let us recall the uniqueness theorem 3.3. Our main contribution to the theory
of generalized ordinary differential equations on Euclidean spaces is that we can
replace condition (3.1) (bounded variation) with continuity of t 7→ G(x, t) at
every x ∈ UR. To this end, we verify the assumptions of Theorem 3.5 for the
function F (x, τ, t) = x + G(x, t) − G(x, τ). Indeed, if t 7→ G(x, t) is continuous,
then the function t 7→ x + G(x, t)− G(x, τ) is also continuous. Conditions (3.3)
and (3.4) are identical and require no further comment. Notice that
‖F (x, τ, t)− F (y, τ, t)‖ = ‖x− y +G(x, t)−G(x, τ) +G(y, t)−G(y, τ)‖.
Therefore,
‖F (x, τ, t)− F (y, τ, t)‖ − ‖x− y‖ ≤ ‖G(x, t)−G(x, τ) +G(y, t)−G(y, τ)‖.
If (3.2) holds, then we have




‖F (x, τ, t)− F (y, τ, t)‖ − ‖x− y‖
h(t)− h(τ)
≤ ω(‖x− y‖).
Another notable difference between Theorem 3.3 and Theorem 3.5 is that we have
managed to weaken (3.2) to a local version.
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Existence
Similarly to uniqueness, we can replace bounded variation in Theorem 4.1 with
continuity of t 7→ G(x, t). Once again, we verify the assumptions of Theorem 4.3
for F (x, τ, t) = x+G(x, t)−G(x, τ). We notice that
‖F (x, τ, t)− F (y, τ, t)‖ = ‖x+G(x, t)−G(x, τ)− y −G(y, t) +G(y, τ)‖
≤ ‖x− y‖+ ‖G(x, t)−G(x, τ)−G(y, t) +G(y, τ)‖
≤ ‖x− y‖+ ω(‖x− y‖) |h(t)− h(τ)|.
Condition (E1) is therefore satisfied. Since Theorem 4.1 only gives local existence,
we can confine the problem to a compact set K around the initial condition. As
a result, F (x, τ, t) is uniformly continuous on K × [a, b] × [a, b], and therefore
satisfies (E2). The condition (E3) is then a simple result of topological degree
theory, as for |t− τ | small enough the mapping x 7→ F (x, τ, t) is uniformly close
to the identity mapping x 7→ F (x, τ, τ).
Trading bounded variation for continuity might seem impractical at first. How-
ever, consider the following existence theorem from [11] by R. Henstock. We will
show that while it is not contained in Theorem 4.1, it does follow from Theorem
4.3.
Theorem 5.1. Assume that f : Rn×[a, b]→ Rn satisfies the following conditions:
(H1) The function x 7→ f(x, t) is continuous for almost all t ∈ [a, b].
(H2) The function t 7→ f(x, t) is SKH integrable over [a, b] for every x ∈ Rn.
(H3) There exists S ⊂ Rn compact and δ : [a, b] → R+ such that all δ-fine
partitions {α = α0, τ1, α1, . . . , τk, αk = β} of [α, β] ⊂ [a, b] and all functions
w : [a, b]→ Rn satisfy
k∑
i=1
f(w(τi), τi)(αi − αi−1) ∈ S.
Then for every v ∈ Rn and τ ∈ [a, b] there exists y : [a, b]→ Rn such that
y(t) = v + (SKH)
∫ t
τ
f(y(s), s) ds for t ∈ [a, b].
We prove that (H1)− (H3) for f : Rn × [a, b]→ Rn imply (E1)− (E4) for




Since condition (H3) ensures that the solution stays in a compact set around
the initial condition (v, τ), we can limit ourselves to studying the function f on
BR := {x ∈ Rn ; ‖x‖ ≤ R} for R > 0 sufficiently large. We make use of the
following decomposition theorem ([3], page 78).
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Theorem 5.2. A function f : Rn× [a, b]→ Rn satisfies (H1)− (H3) if and only
if f(x, t) = g(t) + h(x, t), where g : [a, b] → Rn is SKH integrable over [a, b] and
h : Rn × [a, b]→ Rn satisfies the Carathéodory conditions (C1)− (C3).
As an immediate result of this theorem we have that x 7→ F (x, τ, t) is continuous,
since the Carathéodory conditions are exactly what we need to use the Lebesgue









Since F (x, τ, t) is obviously continuous in τ and t and BR is compact, we easily
get condition (E2). Therefore, the functions x 7→ F (x, τ, t) are uniformly close
to the identity mapping for |τ − t| small enough and from the topological degree
theory we get (E3). In order to verify condition (E4), we apply the following
theorem ([3], page 135).
Theorem 5.3. Let h : Rn× [a, b]→ Rn satisfy (C1)− (C3) on BR× [a, b]. Then
there exists p : [a, b] → R Lebesgue integrable and ω : [0, 2R] → R+0 continuous
and increasing with ω(0) = 0 such that























We arrive at the result
‖F (x, τ, t2)− F (x, τ, t1)− F (y, σ, t2) + F (y, σ, t1)‖ ≤ ω(‖x− y‖) |ξ(t2)− ξ(t1)|






For any ε > 0 we can find η > 0 such that ω(η) < ε. Since ω is increasing,
‖x−y‖ < η implies ω(‖x−y‖) < ε. We finish by applying | ‖a‖−‖b‖ | ≤ ‖a− b‖
to get that for ‖x− y‖ < η we have
‖F (x, τ, t2)− F (y, σ, t2)‖ ≤ ‖F (x, τ, t1)− F (y, σ, t1)‖+ ε|ξ(t2)− ξ(t1)|
Therefore, F (x, τ, t) satisfies (E4) and the case of Theorem 5.1 is covered by
Theorem 4.3.




x2 cos(π/x2) 0 < x ≤ 1,




2x cos(π/x2) + (2π/x) sin(π/x2) 0 < x ≤ 1,
0 x = 0,
exists everywhere on the interval [0, 1]. Since H ′ is SKH integrable, Theorem 5.1
can be applied to the the case f(x, t) = H ′(t) due to Theorem 5.2. However, the
corresponding function
G(x, t) = (SKH)
∫ t
0
H ′(t) = H(t)
does not satisfy the assumptions of Theorem 4.1, since H is not of bounded vari-
ation.
While Theorem 5.1 is able to handle functions of unbounded variation, it re-
mains within the bounds of the standard ordinary differential equation theory.
It allows for the solution to be an indefinite SHK integral of the right hand side,
but not in the sense of coupled variables. Therefore, the example involving the
Cantor function is not covered.
Thus, we can see that Theorem 4.1 and Theorem 5.1 are incomparable. However,
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