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Abstract
Fluorescence Correlation Spectroscopy (FCS) is a powerful tool to measure important physical quan-
tities such as concentrations, diffusion coefficients, diffusion modes or binding parameters, both in
solution and in membranes. However, it can suffer from severe artifacts, especially in non-ideal sys-
tems. Here we develop several novel implementations of FCS which overcome these limitations and
facilitate accurate and quantitative determination of dynamic parameters in membranes.
Two-focus FCS with camera-detection allows for accurate and calibration-free determination of
diffusion coefficients. Confocal FCS using a laser scanning microscope provides an unprecedented
positioning accuracy which enabled us to study, for the first time with FCS, dynamics in bacterial
membranes.
Scanning FCS with a scan path perpendicular to the membrane plane allows to correct for instabil-
ities permitting long measurement times necessary to study slow diffusion. It can easily be extended
to measure calibration-free diffusion coefficients with two-focus scanning FCS and to quantify bind-
ing with dual color scanning FCS. Spectral crosstalk can be avoided effectively by using alternating
excitation. Using this method we were able to perform measurements in systems previously not acces-
sible with FCS, such as yeast cell membranes or membranes of living zebrafish embryos. Line-scan
FCS with a scan path in the membrane plane uses the parallel acquisition along the line to increase
the statistical accuracy and decrease the measurement times. Knowledge of the scan speed serves as
an internal calibration, enabling accurate diffusion and concentration measurements within seconds,
hardly affected by photobleaching. Both realizations of scanning FCS can be easily implemented with
commercial laser scanning microscopes.
Often, a fluorescence background around the membrane cannot be avoided. The high surface
selectivity needed in this case can be achieved efficiently by using a novel objective for FCS, the
supercritical angle objective, which produces a very flat and laterally confined detection volume.
Another technique with similar surface selectivity is FCS with total internal reflection excitation (TIR-
FCS). Due to the lack of a correct model, the accurate analysis of TIR-FCS data was previously not
possible. In this work we develop such a model, enabling quantitative measurements of membrane
dynamics with TIR-FCS.
The novel FCS techniques developed here will have a high impact on the use of FCS to address
key questions in biological systems, previously inaccessible by other methods.
i
Zusammenfassung
Neuartige Fluoreszenz-Korrelations-Techniken zur Untersuchung
von Membrandynamik
Fluoreszenz-Korrelations-Spektroskopie (FCS) ist eine ma¨chtige Methode, um wichtige physikalis-
che Parameter wie Konzentrationen, Diffusionskoeffizienten, Diffusionsarten oder Bindungsparame-
ter in Lo¨sung und in Modell- oder Zellmembranen zu bestimmen. In nichtidealen Systemen ist FCS
fehleranfa¨llig. In dieser Arbeit entwickeln wir mehrere neuartige Realisierungen von FCS, welche
diese Fehlerquellen umgehen und die genaue und quantitative Messung dynamischer Parameter in
Membranen ermo¨glichen.
Zwei-Fokus FCS mit Kamera-Detektion erlaubt eine genaue und kalibrationsfreie Messung von
Diffusionskoeffizienten. Konfokale FCS mit einem Laserscanningmikroskop besitzt eine bislang
unerreichte Positionsgenauigkeit, welche uns erstmals dynamische Messungen in Bakterienmembra-
nen mit FCS ermo¨glichte.
Scanning FCS mit einem Scanweg senkrecht zur Membran ermo¨glicht eine Korrektur von Insta-
bilita¨ten und damit lange Messzeiten, die zur Bestimmung langsamer Diffusionskoeffizienten not-
wendig sind. Eine Erweiterung zur kalibrationsfreien Messung von Diffusionskoeffizienten mit Zwei-
Fokus Scanning FCS und von Bindungsparametern mit Zwei-Farben Scanning FCS ist einfach. Mit
diesen Methoden konnten wir in Systemen messen, die bislang FCS nicht zuga¨nglich waren, so in
Hefezellmembranen oder in Membranen lebender Zebrafischembryonen. Line-scan FCS besitzt einen
Scanweg parallel zur Membran. Die parallele Messung entlang der ganzen Linie fu¨hrt zu einer deut-
lichen Verbesserung der Statistik und damit zu kurzen Messzeiten. Die Kenntnis der Scangeschwin-
digkeit dient einer internen Kalibration und erlaubt eine akkurate Bestimmung von Diffusionskoef-
fizienten und Konzentrationen innerhalb weniger Sekunden, kaum beeinflusst vom Bleichen von Fluo-
rophoren. Beide Arten von Scanning FCS ko¨nnen mit einem kommerziellen Laserscanningmikroskop
realisiert werden.
Ha¨ufig kann bei FCS Messungen ein fluoreszierender Hintergrund nicht vermieden werden. Hier
ist eine hohe Oberfla¨chenselektivitia¨t no¨tig, welche effizient mit einem neuartigen Objektiv erreicht
werden kann. Dieses Supercritical Angle-Objektiv erzeugt ein sehr flaches und lateral begrenztes
Detektionsvolumen. Eine weitere Methode mit einer a¨hnlich guten Oberfla¨chenselektivita¨t ist FCS
mit Anregung u¨ber totale interne Reflektion (TIR-FCS). Bislang war eine quantitative Analyse der
TIR-FCS Daten kaum mo¨glich, da keine ausreichend genaue theoretische Beschreibung existierte.
In dieser Arbeit entwickeln wir ein akkurates Modell, welches quantitative Messungen mit TIR-FCS
erlaubt.
Die hier entwickelten neuartgien FCS-Techniken ermo¨glichen die Untersuchung biologischer Fra-
gestellungen, welche bislang keiner anderen Methode zuga¨nglich sind.
ii
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Introduction and Outline
The plasma membrane is one of the most complex and important constituents of a cell. It not only
separates the intracellular components from the extracellular environment, but regulates a multitude of
processes, ranging from controlled transfer of ions to immune response. Although a large segment of
current research activities focuses on membrane processes, our understanding of the underlying prin-
ciples remains limited. Model membranes have been developed as a tool to study particular aspects in
a well defined and controllable system.
Fluorescence Correlation Spectroscopy (FCS) is a powerful tool to measure important physical
quantities such as concentrations, diffusion coefficients, diffusion modes or binding parameters. It is
an established technique to study molecules diffusing in solution. On membranes, however, additional
challenges strongly limit the accuracy and even applicability of FCS.
Here we develop several novel implementations of FCS which overcome these limitations and
facilitate accurate and quantitative determination of dynamic parameters in membranes.
This work is divided into four parts. Part I provides the theoretical background needed for the
following chapters. It introduces the mathematical framework for FCS (chapter 1) and presents two-
focus and dual color FCS, important extensions of confocal FCS (chapter 2). Chapter 3 discusses
artifacts and limitations in FCS, concentrating on measurements in membranes. Two more chapters
about data fitting (chapter 4) and model and cell membranes (chapter 5) conclude this part.
Part II presents experimental implementations of confocal FCS to study membranes. Two-focus
FCS, implemented with EMCCD-camera detection (chapter 6), allows for accurate and calibration-
free determination of diffusion coefficients. The integration of confocal FCS with a laser scanning
microscope (chapter 7) permits the positioning of the detection volume with an unprecedented accu-
racy. This enabled us to measure, for the first time, dynamics in bacterial cell membranes with FCS
(chapter 8) and to gain further insight into the complex interplay of proteins involved in cell divi-
sion. In addition, we use this combination to scan the detection volume during the data acquisition in
scanning FCS.
Part III introduces two complementary implementations of scanning FCS. Scanning FCS with a
scan path perpendicular to the membrane (chapter 9) allows to correct for instabilities and enables
long measurement times necessary to study slow diffusion. It can easily be extended to dual color
and two-focus scanning FCS. Using this approach we were able to study extremely slow diffusion in
yeast cell membranes and to measure diffusion coefficients and binding affinities in the membranes of
living zebrafish embryos. Scanning FCS with a scan path parallel to the membrane (chapters 10–12),
on the other hand, uses the parallel acquisition along a line to greatly increase the statistical accuracy
and permits precise dynamical measurements within seconds.
In biological samples a strong fluorescent background in the solution around a membrane can often
not be avoided. In this case, surface confined FCS (part IV) greatly increases the contrast between
membrane-bound fluorophores and the background. In chapter 13 we investigate the potential of a
novel kind of objective, the supercritical angle objective, for FCS. It creates a small and very flat
detection volume and is clearly superior to confocal FCS in terms of membrane selectivity. FCS
vi
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with total internal reflection excitation is another method with excellent surface selectivity. However,
quantitative TIR-FCS measurements were impeded due to the lack of an accurate model. In chapter
14 we present such a model which greatly increases the accuracy of TIR-FCS measurements.
The novel FCS implementations developed in this thesis will help establish FCS as an accurate and
quantitative method to study dynamic parameters in a variety of biological membranes, ranging from
model membranes to membranes in living organisms.
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Part I.
Theoretical Basis
1
Theoretical basis
This part provides the theoretical background for the thesis. Chapter 1 introduces the concept of Flu-
orescence Correlation Spectroscopy (FCS). Chapter 2 discusses two extensions of FCS: Two-focus
FCS with alternating excitation (section 2.1) measures accurately diffusion coefficients and concen-
trations without the need of calibrating the detection volume. Dual color cross-correlation (section
2.2) can be applied to quantify the degree of binding between two labeled species. Chapter 3 dis-
cusses problems and artifacts in FCS and presents ways to avoid them or to correct for them. Chapter
4 introduces the theory of data fitting (section 4.1) and gives an overview of a flexible and efficient
FCS-fitting software (section 4.2) which was written for this thesis to handle the different models and
the huge amount of data. Chapter 5 shortly introduces the systems, for which the novel methods in
this thesis have been developed: cellular membranes and model membranes.
2
1. Introduction to FCS
In this chapter the concept of FCS is introduced and a theoretical framework to calculate model cor-
relation functions is developed. Some correlation functions are derived in section 1.3, other, more
specific ones, will be discussed later in the corresponding chapters. The aim of chapter 1 is not a
comprehensive review about FCS, which can be found in the literature (1–12), but it lays the theoret-
ical framework needed for the rest of this thesis and focuses on novel aspects. A thorough theoretical
treatment of FCS can be found e.g. in (13–18).
1.1. Fluorescence
1.1.1. Basics of fluorescence
Fluorescence is the property of some molecules to absorb light at a particular wavelength and to
subsequently emit light of longer wavelength after a brief interval, termed the fluorescence lifetime.
The process is often depicted schematically by simple electronic-state diagrams known as Jablonski
diagrams, as shown in fig. 1.1. After excitation into a singlet state, the fluorophore undergoes fast
vibrational relaxation, before returning to the singlet ground state by either emitting a photon with
the rate kr, or non-radiatively (kic). With a much lower probability (kis), a quantum-mechanically
forbidden transition into the triplet state can occur. An alternative non-radiative decay is energy
transfer to other particles e.g. through collisions. This effect is called quenching and its rate kq(Q)
depends strongly on the concentration Q of quenching molecules. The fraction of excited singlet
states that become de-excited through fluorescence is called quantum yield and is defined by the ratio
of a radiative decay over all non-radiative de-excitation processes:
ϕ =
kr
kr + kic + kis + kq(Q)
(1.1)
Excitation into higher vibrational excited states and the decay into higher vibrational ground states
results in a longer wavelength of the emitted light compared to the excitation. This effect is called
Stokes-shift and allows to experimentally separate the fluorescence from the excitation by dichroic
mirrors and filters.
An irreversible loss of fluorescence can be caused by a photochemical destruction of the fluo-
rophore. This effect is termed photobleaching and is a serious limitation in FCS.
1.1.2. Fluorophores
The majority of biologically relevant molecules is non-fluorescent. However, to apply fluorescence-
based techniques, e.g. FCS, bright and stable fluorophores are needed.
Organic chromophores, often Rhodamine or Fluorescein derivatives, are available in virtually all
colors, are small, bright and stable. They can be used in solution to calibrate the detection volume
3
1. Introduction to FCS
0
1
2
n
0
1
2
n
0
1
2
n
0
1
2
n
S0
S1
S2
excited singlet
states
excited triplet
state
vibrational
energy states
T1
ground state
Excitation
Internal conversion
and vibrational
relaxation
Fluorescence
Intersystem crossing
Quenching
Non-radiative
relaxation
Phosphorescence
Figure 1.1.: Jablonski diagram. The fluorophore is
excited into the first or higher excited singlet states
(∼ 10−15 s), undergoes vibrational and rotational re-
laxation (∼ 10−14− ∼ 10−11 s) and returns to the
ground state S 0 with or without emission of a photon
(∼ 10−9 s). Alternatively it can undergo a forbidden
transition to the triplet state T1 from which it can ei-
ther relax radiatively via phosphorescence (> 10−4 s)
or non-radiatively. Adapted from (19).
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Figure 1.2.: Photoselection. a: Excitation is effi-
cient if the polarization of the light is parallel to the
transition dipole of the fluorophore. Therefore the
molecular brightness of the fluorophore depends on
the orientation of the membrane. b: If the transi-
tion dipole is perpendicular to the membrane, higher
membrane order leads to stronger alignment of the
fluorophores and to a lower excitation probability and
molecular brightness.
and to label proteins and lipids. These labeled lipids or lipid analogues are extensively used in this
work. Many lipid analogues have a fixed transition dipole, either perpendicular or parallel to the
membrane plane. This leads to a dependence of the molecular brightness on the orientation of the
membrane and on the state of the membrane (fig. 1.2). In addition, some fluorophores are sensitive to
their microenvironment.
Autofluorescent proteins (GFP and its mutants of different colors) can be genetically fused to most
proteins producing a very specific intrinsic label. As with external labeling, the function of the labeled
protein has to be tested, since it might be impaired due to the labeling.
1.2. Basic principles of FCS
1.2.1. The auto-correlation curve
The principle of confocal FCS is illustrated in fig. 1.3: The excitation laser is focused by an objective
with high numerical aperture into the sample. Fluorophores are excited while diffusing through the
laser focus (fig. 1.3a). The emitted photons are spectrally filtered and detected with an avalanche pho-
todiode (APD). A pinhole rejects light emitted outside the focal plane. Therefore only fluorophores
in a well defined detection volume are registered and give rise to a fluctuating intensity trace F(t)
(fig. 1.3b). From this intensity trace the auto-correlation curve can be calculated1:
G(τ) =
〈δF(t) · δF(t + τ)〉
〈F(t)〉2 = g(τ)/〈F(t)〉
2 (1.2)
〈F(t)〉 = 1T
∫ T
0 F(t) dt denotes the time average with the measurement time T . g(τ) = 〈δF(t) ·δF(t+τ)〉
is the non-normalized correlation curve. τ is called the ‘lag time’.
1a widely used alternative definition of the auto-correlation curve is: G˜(τ) = 〈F(t)·F(t+τ)〉〈F(t)〉2 = G(τ) + 1 which decays to 1
instead of 0 for large lag times
4
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Figure 1.3.: Principle of FCS. a: The sample is illuminated by focusing the laser beam through an ob-
jective. The emitted photons are then spectrally filtered and detected with an avalanche photodiode. A
pinhole axially confines the detection volume. b: Fluorophores diffusing through the detection volume
give rise to a fluctuating intensity trace from which the auto-correlation curve, which measures the self
similarity of the signal, can be calculated (c). Parameters of interest are obtained by fitting a mathematical
model, the correlation function, to the experimental correlation curve.
By calculating the correlation curve, the signal at time t is compared with that at time t + τ (the
product carries out this comparison), and the similarity is averaged over all times. Therefore the
auto-correlation curve measures the self similarity of the fluorescence signal with time. For short
time intervals fluorophores in the detection volume have not moved far and the intensity signal has
not changed much. This leads to a high self similarity of the intensity trace and a high value of the
auto-correlation curve for small lag times. For longer time intervals fluorophores are likely to have
diffused out of the detection volume. The self similarity is then lowered and the auto-correlation curve
decays to zero. Therefore the decay time of the auto-correlation curve, the so called diffusion time τD,
is a measure for the diffusion coefficient of the fluorophores. If only a few fluorophores are present
in the detection volume, the relative fluctuations are large, the amplitude of the auto-correlation curve
is high. Therefore the amplitude is a measure for the concentrations. If we set τ = 0 in eq. 1.2 and
assume the intensity to be proportional to the number of particles N in the detection volume we find
G(0) =
〈δF2〉
〈F〉2 =
〈δN2〉
〈N〉2 =
1
〈N〉 (1.3)
because the number of particles in the detection volume follows a poisson distribution with Var(N) =
N.
In general, not only the diffusion through the detection volume leads to fluctuations in the intensity
trace. Other sources are photophysical fluctuations, internal dynamics, the rotation of fluorophores
which leads to varying excitation probabilities, or photobleaching. Fluctuations in the excitation
power or detection geometry result in an unwanted change of the intensity and distortions of the
correlation curve.
Once the correlation curve is calculated, it is fitted with a mathematical model, i.e. the correlation
function. This fit results in estimates for the parameters of interest, e.g. the concentration C or the
diffusion coefficient D (fig. 1.3c).
In experiments using avalanche photo diodes, the measured signal is the photon arrival times.
There are efficient algorithms to calculate correlation curves directly form the arrival times (see section
5
1. Introduction to FCS
1.6). Another approach is to bin the data in M time windows of width ∆t. Then the correlation curves
have to be inferred from a discrete intensity trace Fn:2
G(τi) =
1
M−i
∑M−i
n=1 δFnδFn+i(
1
M
∑M
n=1 Fn
)2 , gi = g(τi) = 1M − i
M−i∑
n=1
δFnδFn+i. (1.4)
The complexity of the summation in eq. 1.4 grows quadratically with M and leads to a correlation
curve with M−1 points. An efficient algorithm to calculate correlation curves on a quasi logarithmical
scale is the multiple tau algorithm (section 1.6).
1.2.2. Diffusion
Free Brownian diffusion is described by the diffusion equation:
∂C(~r , t)
∂t
= D∇2C(~r , t) (1.5)
C(~r , t) is the concentration. The diffusion coefficient D can be calculated with the Einstein-relation
and Stoke’s law from physical parameters describing the system:
D =
kBT
6piηsr
(1.6)
here ηs is the viscosity of the medium and r the hydrodynamic radius of the particle. In membranes,
the dependence of the diffusion coefficient on the size of the inclusion is somewhat different. In
addition, in cellular membranes interactions e.g. with the cytoskeleton can lead to a deviation from
free Brownian diffusion. For details see section 5.1.
The viscosity of the solvent usually exhibits an additional temperature dependence. The viscosity
of water ηW is described for temperatures relevant for FCS by the following equation (20):
log
(
ηW(T )
ηW(20 ◦C)
)
=
20 − T
T + 96
[
1.2364 − 1.37 · 10−3(20 − T ) + 5.7 · 10−6(20 − T )2
]
(1.7)
Here T is the temperature in ◦C and ηW(20 ◦C) = 1002.0 µPas is the viscosity of water at T = 20 ◦C.
Note that the diffusion coefficient D depends on the temperature T in two ways: directly (eq. 1.6)
and via the viscosity ηW (eq. 1.7).
1.2.3. Derivation of correlation functions
In this section we will show how to derive mathematical model functions for correlation curves which
can be used to fit experimental data.
The fluorescence signal of one fluorophore at position ~r is f (~r ) = ηΩ(~r ). The molecule detection
function Ω(~r ) is the product of the excitation profile with the collection efficiency function and defines
2Sometimes the asymmetric normalization is applied:
G(τi) =
1
M−i
∑M−i
n=1 δFnδFn+i(
1
M−i
∑M−i
n=1 Fn
) (
1
M−i
∑M
n=i Fn
)
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the geometry of the detection volume. The molecular brightness η = γϕεI0 is the product of the
maximum excitation intensity I0, the absorption cross section ε, the fluorescence quantum yield ϕ and
the factor γ, which is a proportionality factor taking into account for instance the detection efficiency.
Its value is of less importance because it will cancel out in the end. To calculate the overall detected
intensity F(t), f (~r ) has to be multiplied with the local concentration C(~r , t) and integrated over the
whole space. Contributions from different species i add up:
F(t) =
n∑
i=1
∫
d3~r ηiΩ(~r )Ci(~r , t) (1.8)
The fluctuations are then given by:
δF(t) = F(t) − 〈F(t)〉 =
n∑
i=1
∫
d3~r Ω(~r )δ(ηiCi(~r , t)) (1.9)
The fluctuations in the signal thus come from fluctuations in the concentration δC(~r , t), in quantum
yield δϕ and the absorption cross section δε.
The non-normalized correlation function is then:
g(τ) = 〈δF(t)δF(t + τ)〉 (1.10)
=
n∑
i=1
n∑
j=1
"
d3~r d3~r ′Ω(~r )Ω(~r ′)〈δ(ηiCi(~r , t)) · δ(η jC j(~r ′, t + τ))〉
If ηi are constant, eq. 1.10 can be simplified using the concentration correlation functions
φi j(~r ,~r
′, τ) = 〈δCi(~r , t) · δC j(~r ′, t + τ)〉 (1.11)
Then
g(τ) =
n∑
i=1
n∑
j=1
gi j(τ) (1.12)
with
gi j(τ) = ηiηk
"
d3~r d3~r ′Ω(~r )φ(~r ,~r ′, τ)Ω(~r ′) (1.13)
If the different species are not interacting, gi j = 0 for i , j and
g(τ) =
n∑
i=1
gii(τ) (1.14)
With the average intensity
〈F(t)〉 =
∫
d3~r Ω(~r )
n∑
i=1
ηi〈Ci(~r , t)〉 (1.15)
the normalized correlation function can be calculated from eq. 1.12:
G(τ) =
g(τ)
〈F(t)〉2 (1.16)
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For non-interacting species (eq. 1.14):
G(τ) =
∑n
i=1〈Fi〉2Gi(τ)(∑n
i=1〈Fi〉
)2 (1.17)
Fi are the intensities belonging to species i.
The system under investigation is supposed to be stationary. Then the time average does not depend
on the time any more and the concentration correlation functions can be further simplified:
φi j(~r ,~r
′, τ) = 〈δCi(~r , t) · δC j(~r ′, t + τ)〉 = 〈δCi(~r , 0) · δC j(~r ′, τ)〉 (1.18)
To finally calculate the correlation functions, the molecule detection function Ω(~r ) has to be spec-
ified (section 1.3) and φi j has to be calculated.
Concentration correlation functions φi j in eq. 1.18 can be calculated by solving the differential
equations describing the concentration fluctuations δC(~r , t). The diffusion-reaction-equation with
flow is an extension of eq. 1.5 and describes most systems relevant for FCS:
∂δCi(~r , t)
∂t
= Di∇2δCi(~r , t) − ~V (~r , t) · ∇δCi(~r , t) +
n∑
j=1
Ti jδCi(~r , t) (1.19)
Di are the diffusion coefficients, ~V (~r , t) is the flow velocity and Ti j are elements of the reaction matrix
T . This matrix is constructed from chemical rate coefficients and equilibrium concentrations of the
reactants involved (21).
Using fourier transforms, a general solution for eq. 1.19 can be found for diffusion in an infinite
space (21):
φi j(~r ,~r
′, τ) =
〈Ci〉
8pi3
∫
d3~ν ′ Ai j(τ)ei~ν (~r−~r
′) (1.20)
Ai j(τ) =
n∑
k=1
(~x −1)(k)j e
λ(k)τ(~x )(k)i
(~x )(k)i are the eigenvectors and λ
(k) the corresponding eigenvalues of the matrix:
Mi j = Ti j − (Di~ν 2 + i~ν · ~V )δi j (1.21)
For simple cases, eq. 1.20 can be solved. Otherwise the eigenvalue problem gets quickly too
complex.
1.2.4. Concentration correlation functions
In the following we list some important concentration correlation functions which can be derived from
eq. 1.20 (21).
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Pure translational diffusion
For three dimensional diffusion of non-interacting molecules, the concentration correlation function
reads:
φ3(~r ,~r ′, τ) =
〈C〉
(4piDτ)3/2
exp
(
− (~r − ~r
′)2
4Dτ
)
(1.22)
= 〈C〉φ1(x, x′, τ)φ1(y, y′, τ)φ1(z, z′, τ)
φ1(x, x′, τ) =
1√
4piDτ
exp
(
− (x − x
′)2
4Dτ
)
(1.23)
The three dimensional concentration correlation function factorizes into three one dimensional con-
centration correlation functions φ1(x, x′, τ), simplifying the calculation of auto-correlation curves. For
two dimensional diffusion, the concentration correlation function is:
φ2(~r ,~r ′, τ) =
〈C〉
4piDτ
exp
(
− (~r − ~r
′)2
4Dτ
)
(1.24)
Diffusion and flow
Sometimes a directional movement is superimposed to the diffusion of the molecules. This can be
due to flow or active transport or just due to the movement of the detection volume as is employed
in scanning FCS (chapter II). The concentration correlation function for flow with the velocity ~V is
similar to the diffusional one:
φ3(~r ,~r ′, τ) =
〈C〉
(4piDτ)−3/2
exp
− (~r − ~r ′ − ~V τ)24Dτ
 (1.25)
Blinking and triplet
For most fluorophores the molecular brightness η is not constant. When a transition into the triplet
state occurs, the fluorophore remains dark for some time, until the forbidden transition into the ground
state has taken place. Another reason is excitation independent blinking. Especially in fluorescent pro-
teins protonation/deprotonation results in a shift in the excitation spectrum and therefore to a switching
between a bright and a dark state. These effects can be described as a unimolecular reaction between
a bright state B and a dark state D. Therefore fluctuations in η can be translated into fluctuations in
Ci:
B
k1−→←−
k−1
D (1.26)
With this eq. 1.20 can be used to calculated the concentration correlation curve for the bright state:
φB(~r ,~r ′, τ) =
k−1 + k1e−(k−1+k1)τ
k−1 + k1
φ3(~r ,~r ′, τ) =
1 + Ke−τ/τb
1 + K
φ3(~r ,~r ′, τ) (1.27)
K =
k1
k−1
=
〈CD〉
〈CB〉
τb =
1
k−1 + k1
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This holds true only if the switching dynamic is independent of the diffusion. This is obviously not
the case for the triplet dynamics where k1 depends on the laser power and therefore on the position
of the fluorophores. Still eq. 1.27 is commonly used as an approximation. Then the correlation curve
including blinking or triplet is the correlation curve describing diffusion multiplied by a factor similar
to 1.27:
Gb(τ) =
(
1 +
T
1 − T e
−τ/τb
)
G(τ) (1.28)
with the triplet fraction T = K/(K + 1).
Diffusion close to a surface
For a surface at z = 0, only the upper hemisphere with z > 0 is accessible for the fluorophores. Here
eq. 1.20 cannot be used any more, since diffusion does not cover the whole space. The concentration
correlation function in this case can be written as (22, 23):
φ(~r ,~r ′, z, z′, τ) = CφD,xy(~r ,~r ′, τ) · φD,z(z, z′, τ) (1.29)
φD,xy(~r ,~r
′, τ) =
1
4Dpiτ
exp
(
− (~r − ~r
′)2
4Dτ
)
(1.30)
φD,z(z, z′, τ) =
1√
4Dpiτ
(
exp
(
− (z − z
′)2
4Dτ
)
+ exp
(
− (z + z
′)2
4Dτ
))
(1.31)
The boundary at z = 0 leads to a mirror term in the axial part. If only free diffusion is considered, the
usual expression eq. 1.22 can be used in the three dimensional infinite space (with z = −∞ : ∞). The
detection profile has to be extended symmetrically for negative z-values: Ω(x, y,−z) = Ω(x, y, z).
The interaction of molecules with receptors in membranes is an important mechanism accessible
with FCS. However, in general, concentration correlation functions cannot be calculated in a closed
form. If only diffusion along the z-direction is considered, concentration correlation functions can be
derived. They are rather complex and can be found in section 14.7.
1.3. Specific correlation functions
To calculate correlation functions out of the concentration correlation functions (sec. 1.2.4), the
molecule detection function Ω(~r ) in eq. 1.10 has to be specified. For most realistic molecule de-
tection functions describing an actual experiment, analytical solutions do not exist. In this case the
auto-correlation functions can be calculated numerically (section 1.4) or Ω(~r ) has to be approximated
with a simpler form. The approximation most commonly used in confocal FCS is the Gaussian ap-
proximation (section 1.3.1). A more accurate model takes into account the divergence of the focused
laser beam (section 1.3.2). Correlation functions for supercritical angle FCS (SA-FCS, chapter 13) or
total internal reflection FCS (TIR-FCS, chapter 14) are discussed in the corresponding chapters.
1.3.1. Gauss model
In confocal FCS a collimated Gaussian laser beam is focused by an objective with high numerical
aperture into the sample. If the back aperture of the objective is underfilled, the lateral excitation
profile is Gaussian. To achieve smaller detection volumes, usually the objective is overfilled, leading
to diffraction rings in the lateral excitation profile. Axial confinement is achieved with a pinhole in the
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image plane. Neglecting the divergence of the laser and approximating the lateral and axial profile by
a Gaussian, the following molecule detection function is often used in confocal FCS:
Ω(x, y, z) =
23/2
pi3/2w20wz
exp
(
−2(x
2 + y2)
w02
− 2 z
2
wz2
)
(1.32)
The waist w0 is the 1/e2-radius of the laser focus, wz = S w0 describes the axial extension. The
structure parameter S measures the aspect ratio of the Gaussian profile. With eq. 1.13 and eq. 1.16 the
correlation function for three-dimensional Brownian diffusion through a Gaussian detection volume
can be calculated:
g(τ) =
C
pi3/2
(
w20 + 4Dτ
)−1 (
w2z + 4Dτ
)−1/2
(1.33)
G(τ) =
1
Cpi3/2w02wz
(
1 +
4Dτ
w02
)−1 (
1 +
4Dτ
wz2
)−1/2
(1.34)
=
1
N
(
1 +
τ
τD
)−1 (
1 +
τ
S 2τD
)−1/2
(1.35)
From the direct physical parameters C, D, w0 and wz we defined the following scaled parameters,
directly related to the shape of the correlation curve: N = Veff〈C〉 = 1/G(0) is the average number of
particles in the effective detection volume Veff = pi3/2S w30 and τD = w0
2/4D is the diffusion time.
For FCS on fluorophores diffusing in a horizontal membrane, the focus of the laser is positioned
on the membrane and the intersection with the membrane defines the excitation profile. A pinhole is
not needed in this case since there is no out of focus emission. If the back aperture of the objective is
underfilled, the molecule detection function can be approximated with a 2D-Gaussian:
Ω(x, y) =
2
piw02
exp
(
−2(x
2 + y2)
w02
)
(1.36)
and the 2D-diffusion correlation function reads:
g(τ) = C
(
piw20 + 4Dpiτ
)−1
(1.37)
G(τ) =
1
Cpiw02
(
1 +
4Dτ
w02
)−1
=
1
N
(
1 +
τ
τD
)−1
(1.38)
Here N = Aeff〈C〉 is the number of fluorophores in the effective detection area Aeff = piw02.
The Gaussian approximation is a good approximation for confocal detection (24), albeit with lim-
its. The deviation from the Gaussian can often be counterbalanced by a slight variation of the waist
w0 and the structure parameter S . Therefore these two parameters lose their direct physical meaning,
which has to be taken into account when the waist for membrane measurements is determined by
calibration measurements in solution. Pure solution measurements on the other hand can be accurate
if calibration measurements with a dye of known diffusion coefficient are performed. In this case
the unknown diffusion coefficient is determined by comparing the diffusion time with the calibration
diffusion time, the parameters w0 and S can be seen in this case independent of their underlying mean-
ing. To perform more absolute measurements which rely not entirely on a calibration measurement, a
refined model is necessary which takes into account the divergence of the focused laser beam (section
1.3.2). This divergence also plays a crucial role in membrane measurements. Any vertical displace-
ment of the focus from the membrane immediately leads to an enlarged detection area and apparent
slower diffusion.
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1.3.2. Generalized Gauss-Lorentz model
In (25) the correlation function for a generalized Gauss-Lorentz profile are presented. The molecule
detection function assumed here is:
Ω(x, y, z) =
κ(z)
w2(z)
exp
(
− 2
w2(z)
(x2 + y2)
)
(1.39)
w(z) = w0
1 + ( λexzpiw02n
)21/2 (1.40)
κ(z) = 2
∫ a
0
dρ
ρ
R2(z)
exp
(
− 2ρ
2
R2(z)
)
= 1 − exp
(
− 2a
2
R2(z)
)
(1.41)
R(z) = R0
1 + ( λemz
piR02n
)21/2 (1.42)
w(z) is the waist of a diverging Gaussian laser beam with a focus at z = 0. κ(z) describes the
axial detection profile which is defined by the pinhole of radius a in the object space and the axial
dependence of the point spread function R(z). In this framework, w0 and R0 are model parameters,
R0 replacing the structure parameter S in the Gaussian model. Although eq. 1.39 looks like the often
used Gauss-Lorentz profile, it is not such a profile due to the presence of the non-trivial amplitude
function κ(z).
With eq. 1.13 and eq. 1.22 the correlation functions can be evaluated, here performed directly for
the case of two foci with a distance d (see section 2.1 and chapter 6):
g(τ) =
C
√
pi
4
√
Dτ
∫ ∞
−∞
dz
∫ ∞
−∞
dz′
κ(z)κ (z′)
w(z)2 + w (z′)2 + 8Dτ
×
exp
[
− (z − z
′)2
4Dτ
− 2d
2
w(z)2 + w (z′)2 + 8Dτ
]
= 2C
∫ ∞
0
dξ
∫ ∞
0
dη
√
piκ
(
η − ξ√Dτ
)
κ
(
η + ξ
√
Dτ
)
w
(
η − ξ√Dτ
)2
+ w
(
η + ξ
√
Dτ
)2
+ 8Dτ
× (1.43)
exp
−ξ2 − 2d2w (η − ξ√Dτ)2 + w (η + ξ√Dτ)2 + 8Dτ

with
ξ =
z′ − z
2
√
Dτ
, η =
1
2
(
z + z′
)
This integral can be evaluated numerically on a two-dimensional strip defined by |η ± √Dτξ| < M,
where M is a truncation value. The integral is well behaved. Choosing a grid size and a truncation
value M so that relative errors of the integral are of the order of 10−5, the integration takes only a
small fraction of a second, a fit to data is achieved in a few seconds. For normalization we find:
〈F(t)〉 = 1
2
pi
∫ ∞
−∞
κ(z) dz (1.44)
The auto-correlation function follows from eq. 1.43 for d = 0.
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1.3.3. Effective detection volume and molecular brightness
Correlation functions can always be formulated in a way that they only consist of direct physical
parameters like the diffusion coefficient and the concentration. In many cases, the use of derived
parameters, like the diffusion time τD or the number of particles N := 1/G(0) is preferred, since they
can be inferred directly from the correlation curve without exact knowledge of the geometry of the
detection volume. In this section, G(τ) only includes the diffusional part, and not the part describing
triplet kinetics.
The effective detection volume Veff provides the link between the concentration C and the number
of particles N = VeffC. Here we use the following definition of the effective detection volume (eq. 1.3):
Veff :=
N
C
=
1
G(0)C
(1.45)
G(0) and C can be inferred from an experimental correlation curve by fitting it with the appropriate
model. It is equivalent to the more widely used definition based on the molecule detection function
Ω(~r ) (see eq. 1.16 and eq. 1.10):
Veff =
N
C
=
1
G(0)C
=
(∫
d3~r Ω(~r )
)2∫
d3~r Ω(~r )2
(1.46)
However, the direct definition has the advantage that it can be inferred directly from the experiment
and that it is independent of an uncorrelated background, since G(0) and C scale complementary (see
eq. 3.5).
Another important parameter in FCS is the effective molecular brightness ηeff , measured in counts
per particle per second (cpps) and defined as:
ηeff =
〈F(t)〉
N
= 〈F(t)〉G(0) (1.47)
It is this parameter which determines the photon noise for a given measurement time (see section
3.2.1). The dependence is quadratic. Therefore to obtain the same photon noise for half the molecular
brightness, the measurement time has to be increased by a factor of four. The dependence between
ηeff and the maximum countrate per particle ηΩ(~0 ) (eq. 1.8) depends on the shape of the detection
volume. For a 3D-Gaussian detection volume ηeff = 12
√
2
ηΩ(~0 ), for a 2D-Gaussian detection area
ηeff =
1
2ηΩ(~0 ).
1.4. Numerical calculation of correlation functions
For pure diffusion in an infinite space, correlation functions can be calculated efficiently with the
help of the fourier transform for arbitrary detection profiles Ω(x, y, z) (16). The reason is that the
concentration correlation functions only depend on the difference ~r − ~r ′. This leads to a convolution
in eq. 1.13 which collapses to a product in the fourier space, here demonstrated for the one dimensional
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case:
g(τ) =
∫
dx
∫
dx′Ω(x)φ(x − x′)Ω(x′)
=
∫
dx F−1x Fk
(∫
dx′Ω(x′)φ(x − x′)
)
Ω(x)
= 2pi
∫
dx F−1x
(
Ω˜(k)φ˜(k)
)
F−1x Ω˜(k′)
=
1
2pi
∫
dx
(∫
dk e−ikxΩ˜(k)φ˜(k)
) ∫
dk′ e−ik
′xΩ˜(k′)
=
1
2pi
∫
dk
∫
dk′
∫
dx e−ix(k+k
′)Ω˜(k)φ˜(k)Ω˜(k′)
=
∫
dk
∫
dk′ δ(k + k′)Ω˜(k)φ˜(k)Ω˜(k′)
=
∫
dk Ω˜(k)φ˜(k)Ω˜(−k)
=
∫
dk |Ω˜(k)|2φ˜(k) (1.48)
since for real Ω(x)
Ω˜(−k) =
∫
dk e−ikxΩ(x) = (Ω˜(k))∗ (1.49)
Here, the one-dimensional Fourier transform is defined as FxΩ(x) =
∫
dx eikxΩ(x) and the back trans-
form as F−1x Ω˜(k) = 12pi
∫
dk e−ikxΩ˜(k) to be compatible with the conventions used in MATLAB.
Eq. 1.48 can be easily extended to the two- and three-dimensional case:
G2D(τ) =
"
dkxdky |Ω˜(kx, ky)|2φ˜D,xy(kx, ky, τ) (1.50)
G3D(τ) =
$
dkxdkydkz |Ω˜(kx, ky, kz)|2φ˜D,xyz(kx, ky, kz, τ) (1.51)
φ˜(k) can evaluated directly with eq. 1.22, here illustrated for the one-dimensional case:
φ˜(k) = e−Dτk
2
(1.52)
Ω˜(k) can be calculated numerically from Ω(x), for example by using the Fast Fourier Transform (FFT).
The maximal x, as well as the grid size, should be chosen with care to minimize computation times
and maximize the maximize the accuracy. If the detection profile factorizes into spatial coordinates
Ω(x, y, z) = Ωx(x)Ωy(y)Ωz(z), so do the correlation functions g(τ) = gx(τ)gy(τ)gz(τ). In this case, it is
much more efficient to calculate the one-dimensional correlation functions individually with eq. 1.48
than to use the three-dimensional algorithm eq. 1.51.
1.5. Simulation of correlation curves
For pure diffusion in the infinite space, correlation curves can be efficiently calculated for arbitrary
detection profiles with the Fourier transform as shown in section 1.4. For more complex cases, a
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simulation might be the only practical way of obtaining realistic correlation functions. Examples
are photobleaching, combined diffusion and membrane binding, diffusion in restricted volumes or
complex diffusion modes. Simulations also allow to investigate the influence of short measurement
times on the correlation curves independent of the photon statistics.
Here we first depict a simple algorithm for diffusion with photobleaching in a box, used in section
3.1.3, and then a more complex extension which takes into account diffusion in solution, diffusion in
a membrane and exchange between free and membrane-bound fluorophores, needed for chapter 14.
The algorithms were realized with MATLAB.
1.5.1. Simulation of diffusion and photobleaching
Simulations are performed not on a grid but with continuous position variables. We do not consider
photon statistics, which corresponds to an infinite molecular brightness. One time step of the simula-
tion corresponds to the time ∆t. The algorithm works as follows:
1. A rectangular box is defined and N particles are randomly placed in that box
2. Each particle is moved randomly by adding a value from a Gaussian random distribution to
each coordinate ~r i. The diffusion coefficient D is connected to the standard deviation of this
distribution by σ =
√
2D∆t.
3. If a particle is found outside the defined box, it is moved back into the box by the same distance
(reflective boundary condition) or it appears at the other side of the box (periodic boundary
condition). These two boundary conditions are equivalent in most cases.
4. The value of the detection profile Ω(~r i) at each particle position is calculated and summed up
to result in the intensity value Fi.
5. Photobleaching. For each particle i a random number ξi between 0 and 1 is drawn and particles
with ξi < Ω(~r i)pbleach are considered bleached and removed (finite reservoir) or placed ran-
domly in the box (stationary state for infinite reservoir). To simulate only the effect of depletion
due to photobleaching, a constant bleaching in the box is assumed and particles with ξi < pbleach
are removed. pbleach is connected to the bleaching probability.
6. Steps 2-5 are repeated.
7. The resulting intensity trace Fi is correlated by a multiple tau correlation algorithm.
If free diffusion is to be modeled with this algorithm, care must be taken that the simulation box is
much larger (at least an order of magnitude) than the detection volume. Otherwise long correlations,
determined by recurrence of particles in the detection volume, are cut off and the correlation curve
falls off too quickly. On the other hand, a large box leads to longer simulation times with a cubic
dependence in 3D.
1.5.2. Simulation of combined diffusion and binding to a membrane
The algorithm used to simulate diffusion in solution, diffusion in a membrane and exchange between
free and membrane-bound particles is based on the algorithm presented in the previous section. The
steps of the algorithm are as follows:
1. A rectangular box with an area A, a height h and a volume V = Ah in the positive space (z > 0)
is defined. NA = CfreeV free particles are positioned randomly in the volume and NC = CboundA
bound particles are placed randomly in the area A at z = 0. The free and bound particles are
considered as different species in the simulation.
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2. Free particles are moved randomly in three dimensions, bound particles in two dimensions.
3. Reflective boundary conditions are applied.
4. Free particles in a slice above the membrane of thickness dat ≈
√
2DA∆t convert into bound
particles with a probability kaB∆t/dat. ka is the attachment rate, B is the concentration of free
binding sites.
5. Bound particles convert into free particles with a probability corresponding to the detachment
rate kd∆t and are placed into the slice of thickness dat at a random z-position.
6. Two intensity values are inferred in each step i, F fi from free fluorophores and F
b
i from bound
fluorophores.
7. Steps 2-6 are repeated.
8. Auto-correlation curves for free and bound particles as well as their cross-correlation curve are
calculated from the intensity traces.
1.6. The Multiple Tau algorithm
In principle eq. 1.4 can be used directly to calculate correlation curves from intensity traces. But this
approach is very time consuming, since it scales quadratically with the length of the intensity trace
and leads to an immense number of points in the correlation curve. Usually, correlation curves are
displayed and evaluated on a logarithmic lag time axis. Therefore, quasi equally spaced lag times
on the logarithmic scale are preferable to equal spacing on the linear axis. An efficient algorithm to
calculate correlation curves with quasi logarithmically spaced lag times is the so called multiple tau
algorithm, illustrated in fig. 1.4a:
1. The photon stream is binned to construct a discrete intensity trace
2. The first m values of the correlation curve gi are calculated on a linear axis according to eq. 1.4
(fig. 1.4a-1). m is a power of 2, usually 8 or 16.
3. The intensity trace is binned again by combining two values
4. The next m/2 values of the correlation curve are calculated with eq. 1.4
5. Steps 3 and 4 are repeated till the resulting intensity trace is shorter than m.
In special cases, correlation curves have to be calculated from a discontinuous intensity trace. For
instance, single bright events lead to a distinct peak in the intensity trace and to a distorted correlation
curve. They can be identified automatically and windows around them can be excluded from the
calculation of the correlation curve in the following way: In eq. 1.4 (step 2 and 4 of the correlation
algorithm) only summands are considered where Fn as well as Fn+i do not fall into the forbidden
windows. For the calculation of larger τi, all bins which contain contributions from the forbidden
window, are not considered. Note that the aggregates or vesicles, which cause the single bright events,
influence the correlation curve also when they diffuse through the periphery of the detection volume
and do not lead to a distinct peak in the intensity trace.
If the bin width of the initial intensity trace is comparable to the diffusion time of the fluorophores,
the first points of the correlation curve are slightly distorted (fig. 1.4b). The bins of the intensity trace
of width T can be considered to have contributions from smaller bins with a higher time resolution
t. g¯(τ1), calculated from this coarse intensity trace, is therefore a sum of correlation curves with lag
16
1.6. The Multiple Tau algorithm
1
2
3
bin
bin
7
11
15
k N
1 1
2 2
3 3
4 4
5 3
6 2
7 1
t
1
a b
1 
8 
12 
Figure 1.4.: Multiple tau correlation algorithm. a: Principle of the multiple tau correlation algorithm.
Each arrow corresponds to one lag time τi and denotes the multiplication of binned intensity values in
eq. 1.4. Only the summand with n = 1 is illustrated. b: Distortion of first data point. The bins of the
intensity trace of width T can be considered to have contributions from smaller bins with a higher time
resolution t. g(τ1) is therefore a sum of correlations g(kt) with lag times ranging from t till 2T − t. The
weight of each correlation is determined by the number N of possible occurrences.
times ranging from t till 2T − t, which in general differs from the exact value of g(τ1). If the model
correlation function g(τ) is known, g¯(τi) can be calculated in the following way:
g¯(τ) =
1
T 2
∫ T
−T
dt (T − |t|)g(τ + t) (1.53)
g¯(τk) =
T/t∑
k=−T/t
(T − |kt|)g(τk + kt)
/ T/t∑
k=−T/t
(T − |kt|) (1.54)
This expression can be used for data fitting or for correcting experimental curves.
The standard deviation σ(τi) of each point of the correlation curve G(τi) can be inferred directly
during operation of the multiple tau algorithm by evaluating the variance of δFnδFn+i in eq. 1.4 (26):
σ(τi) =
1√
N − i 〈F〉2
 1N − i
N−i∑
n=1
δF2nδF
2
n+i
 − 1(N − i)2
N−i∑
n=1
δFnδFn+i

2
1/2
(1.55)
When photon arrival times are recorded, the multiple tau algorithm can in principle be used after
binning of the photons. However, if a good temporal resolution is required, this is not very efficient
since only a small fraction of the initial bins contain a photon event. Most of them are therefore empty.
A correlation algorithm based on the photon arrival times is much more efficient. The basic idea is as
follows:
1. The stream of photons i is saved as integer numbers of the arrival times ti.
2. Consider all photon pairs with arrival times ti and tk with tk − ti < m. m is a small number and
determines the length of the linear parts of the lagtime spacing (see above).
3. For all these pairs calculate g(tk − ti) = g(tk − ti) + 1.
4. The arrival times are coarsened by dividing them by 2.
5. The next m/2 points of the correlation curve are calculated for m/2 < tk − ti ≤ m as in steps 2
and 3.
6. Repeat steps 4 and 5
For a more refined algorithm see (27).
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This Chapter discusses two extensions of FCS which will be applied and further developed in later
parts. Two-focus FCS with alternating excitation (section 2.1) measures accurately diffusion coef-
ficients and concentrations without the need of calibrating the detection volume. Dual color cross-
correlation (section 2.2) can be applied to quantify the degree of binding between two labeled species.
In section 2.2.3 we present a novel scheme to correct for a major artifact in dual color FCS, namely
spectral crosstalk. Spectral crosstalk can be avoided completely by using alternating excitation (sec-
tion 2.2.4). The z-scan method (section 2.3) is another method for calibration-free measurements on
membranes using a simple confocal setup.
2.1. Two-focus FCS
2.1.1. Spatial cross-correlation
The correct determination of parameters of interest in FCS, e.g. concentrations or diffusion coeffi-
cients, depends crucially on the calibration of the detection volume. Since numerous artifacts tend
to distort the detection volume (see section 3.1), measurements of accurate and absolute parameters
is demanding. In two-focus FCS, two detection volumes with a known distance d are employed
(25, 28–32). Intensity traces from both detection volumes are cross correlated and fitted to a model
function. Here the parameters describing the detection volume are treated as free fitting parameters.
Since the distance d serves as an external ruler, it eliminates the need for calibrating the detection vol-
ume. Therefore two-focus FCS facilitates accurate and calibration-free diffusion and concentration
measurements.
F1(t) and F2(t) are the two intensity traces from the two detection volumes. Then the cross-
correlation curve is defined as:
GCC(τ) =
〈δF1(t) · δF2(t + τ)〉
〈F1(t)〉〈F2(t)〉 =
gCC(τ)
〈F1(t)〉〈F2(t)〉 (2.1)
t t+
G
(τ
)
τ
d
a b c
Figure 2.1.: Principle of two-focus FCS. Two foci in a distance d (a) give rise to two intensity traces (b)
from which auto-correlation curves and cross-correlation curves can be inferred (c).
18
2.1. Two-focus FCS
or in the discrete case as:
GCC(τi) =
1
M−i
∑M−i
n=1 δF1,nδF2,n+i(
1
M
∑M
n=1 F1,n
) (
1
M
∑M
n=1 F2,n
) (2.2)
Exchanging F1(t) and F2(t) in eq. 2.1 gives rise to a second cross-correlation curve.
The model cross-correlation function between two foci described by their molecule detection func-
tions Ω1(~r ) and Ω2(~r ) can be calculated in the following way:
gCC(τ) = η2
"
d3~r d3~r ′Ω1(~r )φ(~r ,~r ′, τ)Ω2(~r ′) (2.3)
If the two detection volumes are described by the same molecule detection efficiency function Ω(~r )
and are shifted along the y-axis by the distance d, the cross-correlation can be calculated from eq. 2.3:
gCC(τ) = η2
"
d3~r d3~r ′Ω(x, y + d, z)φ(~r ,~r ′, τ)Ω(x′, y′, z′) (2.4)
In case Ω(~r ) is Gaussian along the y-axis, the cross-correlation function equals the auto-correlation
function times a simple exponential factor:
GCC(τ) = GAC(τ) · exp
( −d2
4Dτ + w02
)
(2.5)
The cross-correlation curve shows a maximum at a specific lag time which is given by the character-
istic time it takes a fluorophore to diffuse from one detection area to the other one. If the distance d
is known, the diffusion coefficient D and the waist w0 can be obtained directly by fitting the cross-
correlation function in eq. 2.5 to the measured cross-correlation curve. The accuracy is enhanced if a
global fit of the auto- and cross-correlation curves is employed. If Ω(~r ) is not Gaussian along the y-
axis, the correct cross-correlation function has to be calculated according to eq. 2.4. For free solution
diffusion, eq. 1.43 proved to be an accurate choice (25).
2.1.2. Spatial crosstalk and alternating excitation
Two-focus FCS with continuous excitation can be used to study flow (29, 30, 33). Even detection
volumes which are separated far enough to avoid a significant overlap give then rise to a meaningful
cross-correlation curve if the velocity is high enough. In case of pure diffusion, this is not the case
any more: Residual overlap of the detection volumes give rise to a positive cross-correlation for
short lag times (fig. 2.2). This can be viewed as ‘spatial crosstalk’ from one spatial channel into
the other, giving rise to a ‘pseudo auto-correlation curve’ (29). The ratio between the pseudo auto-
correlation curve and the cross-correlation curve hardly depends on d, since both contributions are
reduced in a similar way with larger d. Therefore spatial crosstalk cannot be avoided by choosing
a larger distance. Another equivalent, more direct picture is to treat the overlap as a deformation of
the detection volumes (fig. 2.2b). In any case, a quantitative and accurate treatment of overlapping
detection volumes is not possible, greatly corrupting the advantages of two-focus FCS.
A solution to circumvent spatial crosstalk completely, is the application of alternating excitation in
the two foci (fig. 2.3). Repeatedly, the excitation in the foci is switched on in an alternating fashion.
The photons can be sorted to the corresponding foci by their arrival times. The effective detection
volumes are now well described by the model function (25, 32).
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Figure 2.2.: Spatial crosstalk. a: Detection vol-
umes are determined by a convolution of the excita-
tion profile with the detection profile. If the excita-
tion profile of one focus overlaps with the detection
profile of the other, this results in spatial crosstalk.
The spatial crosstalk from b into a is marked in red.
b: The convolution of one detection profile with the
combined excitation profiles gives rise to a distorted
detection volume. This is an alternative way to view
spatial crosstalk. c: Spatial crosstalk leads to a posi-
tive cross-correlation for short lag times, an accurate
theoretical treatment is hardly possible.
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Figure 2.3.: Two-focus FCS with alternating exci-
tation. Repeatedly, only the excitation in one fo-
cus is switched on and the signal is detected with
the corresponding detection profile (a), then the other
focus is excited and detected (b). In this way spa-
tial crosstalk can be avoided (c). Residual overlap,
preventing a complete decay of the cross-correlation
curve for τ→ 0, is described correctly by the model.
The application of alternating excitation limits the time resolution of FCS to the cycle time. Be-
cause of the alternating data collection in the two foci, the resulting cross-correlation curve is shifted
by the delay time between the two excitations td, as can be seen by looking at the definition of the
cross-correlation curve GCC for intensity traces F1(t) and F2(t) and the cross-correlation curve GdCC
for intensity traces F1(t) and F2(t + td):
GCC(τ) ∝
∫
F1(t)F2(t + τ) dt (2.6)
GdCC(τ) = GCC(τ + td) ∝
∫
F1(t)F2(t + td + τ) dt
If the delay time td is not much smaller than the diffusion time τD, this shift needs to be taken into
consideration in performing the fit.
2.2. Dual color cross-correlation
2.2.1. Dual color cross-correlation
In dual color cross-correlation, intensity traces from two spectral channels, each detecting the emission
of one fluorophore species, are cross correlated. Only if the two species interact and diffuse as an
entity through the detection volume, there is a correlation between the spectral channels which gives
rise to a positive cross-correlation (fig. 2.4). Dual color cross-correlation therefore measures dynamic
colocalization and is a powerful tool to study binding.
Here we name the spectral channel with the shorter wavelength the green channel and the other
the red channel, although dual color cross-correlation can be performed in the whole spectral range.
Then the spectral cross-correlation curve is defined in the same way as for two spatial channels:
GCC(τ) =
〈δFr(t) · δFg(t + τ)〉
〈Fr(t)〉〈Fg(t)〉 (2.7)
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Figure 2.4.: Principle of dual color cross-correlation. Intensity traces from two fluorophores with dis-
tinct spectral properties are recorded in two spectral channels (a, b). Binding between the fluorophores
leads to a positive cross-correlation (c).
In general, the two detection volumes Veff,g and Veff,r do not overlap completely and have different
sizes. In this case, the cross-correlation function is described by (compare eq. 2.3):
gCC(τ) = ηrηg
"
d3~r d3~r ′Ωg(~r )φrg(~r ,~r ′, τ)Ωr(~r ′) (2.8)
with the concentration correlation function for the bound complex φrg. The concentration of the single
species Cr and Cg as well as the complex Crg can be evaluated by fitting the auto- and cross-correlation
curves to the model in eq. 2.8. This is usually not very practical, since the relevant parameters de-
scribing the geometry of Ωg(~r ) and Ωr(~r ) are difficult to calibrate.
In the following we will mostly consider a simplified scenario with completely overlapping detec-
tion volumes Veff . In addition, the individual molecules, as well as the complex, are assumed to have
similar diffusion coefficients. Then, by fitting the auto- and cross-correlation curves, the amplitudes
Gg(0), Gr(0) and Grg(0) can be inferred. They scale in the following way with the concentrations:
Gg(0) =
1
Veff(Cg + Cgr)
, Gr(0) =
1
Veff(Cr + Cgr)
, (2.9)
Grg(0) =
Crg
Veff(Cg + Cgr)(Cr + Cgr)
From the amplitudes the relative concentrations can be obtained as follows:
Crg
Crg + Cg
=
Grg(0)
Gr(0)
,
Crg
Crg + Cr
=
Grg(0)
Gg(0)
(2.10)
Note that the cross-correlation curve does not exhibit any triplet or blinking part, since the blinking of
the two molecules is independent, even if they form a complex.
2.2.2. Artefacts in dual color cross-correlation
There are two main artefacts in solution based dual color cross-correlation: spectral crosstalk leads
to a false positive cross-correlation and an imperfect overlap between the detection volumes reduces
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the cross-correlation amplitude. In the case of measurements on membranes, also sample movements
can lead to a false positive cross-correlation. Spectral crosstalk can be corrected for (section 2.2.3) or
avoided using alternating excitation (section 2.2.4).
Imperfect spatial overlap is more difficult to correct for. A useful approach is to measure the
maximum possible cross-correlation for the instrument with a cross-correlation standard (e.g. double
labeled DNA molecules) and to eventually compare all the measured cross-correlation amplitudes to
this reference. Even careful alignment often cannot achieve a perfect overlap, since since excitation
lasers are focused to different waists and have different divergence due to their different wavelengths.
In this case, there is no offset between the red and the green detection volumes Veff,r and Veff,g, but their
sizes are different. The maximal cross-correlation amplitude lies between the two auto-correlation
amplitudes. Often one can assume similar form factors S r = S g, then:
Grg(0) = 2
√
2
(
Gg(0)−2/3 + Gr(0)−2/3
)1/2 (
Gg(0)2/3 + Gr(0)2/3
)−2 (
Gg(0)Gr(0)
)4/3
(2.11)
For the two-dimensional case when dual color cross-correlation is performed on membranes, this
expression simplifies significantly:
Grg(0) = 2
(
Gg(0)−1 + Gr(0)−1
)−1
(2.12)
The experimental cross-correlation amplitude obtained with the cross-correlation standard should be
always compared to this theoretical maximal cross-correlation amplitude when evaluating the align-
ment.
The concentrations can be inferred from the amplitudes for concentric detection volumes with
different waists wr , wg but same form factors for three-dimensional diffusion in the following way:
Cr =
4Gg(0)wg3 −
√
2Grg(0)wrg3
4FGg(0)Gr(0)pi3/2wg3wr3
(2.13)
Cg =
4Gr(0)wr3 −
√
2Grg(0)wrg3
4FGg(0)Gr(0)pi3/2wg3wr3
(2.14)
Crg =
Grg(0)wrg3
2
√
2FGg(0)Gr(0)pi3/2wg3wr3
(2.15)
with wrg =
√
wr2 + wg2
For two-dimensional diffusion we find:
Cr =
2Gg(0)wg2 −Grg(0)wrg2
2Gg(0)Gr(0)piwg2wr2
(2.16)
Cg =
2Gr(0)wr2 −Grg(0)wrg2
2Gg(0)Gr(0)piwg2wr2
(2.17)
Crg =
Grg(0)wrg2
2Gg(0)Gr(0)piwg2wr2
(2.18)
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Figure 2.5.: Spectral crosstalk. Molecule species a and b have true auto-correlations curves Ga(τ) and
Gb(τ). Binding leads to a true cross-correlation Gab(τ). Molecules a are mainly detected in the red channel
and molecules b in the green channel. But due to spectral crosstalk some part of the emission of a, Fa,g,
leaks into the green channel and some from b, Fb,r, into the red channel. The leakage is defined by the
crosstalk coefficients κag and κbr. Therefore, the measured auto- and cross-correlation curves Gr(τ), Gg(τ)
and Grg(τ) differ from the true ones.
2.2.3. Correcting for spectral crosstalk
Especially dealing with fluorescent proteins, spectral crosstalk cannot be avoided (see fig. 2.5). In
most commercial setups alternating excitation is not implemented. Nevertheless, crosstalk can be
corrected during the data analysis. Here we propose a simple method which corrects the measured
correlation curves. Since fitting is performed after crosstalk correction, this scheme works well even
in presence of different time scales (i.e. free and membrane-bound fluorophores), which are mixed in
the uncorrected correlation curves. To correct for crosstalk of the green fluorophores b into the red
channel, the crosstalk coefficient κ = κbr = Fr/Fg has to be determined using a sample containing only
the green fluorophore. Fr and Fg are the average intensities in the red and green channel respectively. κ
depends mainly on the filter sets used. Once it is determined, experimental auto- and cross-correlation
curves Gr(τ), Gg(τ) and Grg(τ) can be corrected:
Ga(τ) =
F2r Gr(τ) + κ
2F2gGg(τ) − 2κFgFrGmrg(τ)
(Fr − κFg)2 (2.19)
Gab(τ) =
FgFrGrg(τ) − κF2gGg(τ)
Fg(Fr − κFg) (2.20)
Ga(τ) is the corrected red auto-correlation curve, Gab(τ) the corrected cross-correlation curve. The
green auto-correlation curve is unaffected by spectral crosstalk into the red channel. Fr and Fg are
the average intensities in the red and green channel during the experiment. The extension to crosstalk
from the red fluorophore into the green channel is straightforward, but it is only needed if fluorophores
are spectrally very close.
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Figure 2.6.: Z-scan FCS. a: A stack of correlation curves is measured at different axial positions. b: The
divergence of the laser beam leads to an increase in the particle number N (+) and diffusion time τD (o)
with distance from the membrane. Fitting it with an appropriate model results in an estimate of the size of
the laser focus and provides internal calibration (courtesy of A.-J. Garcia-Saez).
2.2.4. Alternating excitation
An elegant, but experimentally complex way to avoid spectral crosstalk is the use of alternating ex-
citation or pulsed interleaved excitation (34, 35): Repeatedly, only the green laser is switched on and
fluorescence is collected in the green channel, then only the red laser is switched on and fluorescence
is collected in the red channel. Thereby contributions from the different molecules can be completely
separated (compare section 2.1.2). We use this approach with scanning FCS in section 9.6.
2.3. The z-scan method
For accurate diffusion and concentration measurements in two dimensional samples, the axial posi-
tioning of the focus is crucial. By measuring a stack of correlation curves at different axial positions
(z-scan), one can select the correlation curve corresponding to the smallest diffusion time and min-
imal number of particles. However, this is not all what can be done with a z-stack of correlation
curves. By analyzing the axial dependence of the measured diffusion times τD(z) and particle num-
bers N(z), the diffusion coefficient and concentration can be inferred without an additional calibration
measurement. The idea is as follows (36). For the focused laser with a Gaussian profile, the beam
waist w(z) at different axial z-positions is mainly determined by the beam waist w0 at the focus z = 0
(Gauss-Lorentz-Model):
w(z) = w0
√
1 +
(
λz
pinw02
)2
(2.21)
Since both τD(z) = w(z)2/4D and N(z) = Cpiw(z)2 scale with w(z)2, fitting them with the appro-
priate model (eq. 2.21) results in an estimate for the waist w0 and, consequently, for the concentration
and diffusion coefficient, without the need for an additional calibration measurement (fig. 2.6).
For slow diffusion, the z-scan method is limited by instabilities, since not only one, but many
correlation curves at well known axial positions have to be obtained. Also depletion due to photo-
bleaching distorts the apparent axial dependence of N(z). In addition, any deviation from the assumed
Gauss-Lorentzian beam profile due to distortions of the detection volume leads to an error. Keep-
ing that in mind, the z-scan method can be a quite accurate method for calibration-free diffusion and
concentration measurements.
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This chapter discusses problems and artifacts in FCS. If applicable, ways to avoid them or to correct
for them are presented. The artifacts treated in section 3.1 can appear in general when applying FCS.
Particular problems connected with FCS on membranes, mainly statistical accuracy, photo-bleaching
and positioning of the detection volume, are discussed in section 3.2.
3.1. Artefacts in FCS
In FCS a correlation curve is recorded. By fitting this curve with a model correlation function, the
estimates for the parameters of interest, like the concentration or the diffusion coefficients, can be
obtained. If the correlation function describes the actual experiment only inaccurately, also the ob-
tained parameter estimates are inaccurate or in the worst case meaningless. It is not easy to recognize
artefacts. Usually, slight distortions of the correlation curves are not immediately visible, but lead
nevertheless to wrong parameter estimates.
Artefacts in FCS can be divided into several groups: optical artifacts (section 3.1.1) distorting
and effectively enlarging the detection volume; optical properties of the fluorophores leading to some
additional dynamics in the correlation curve and also to a deformed effective detection volume (section
3.1.2); and photobleaching (section 3.1.3) which can lead a to serious distortion of the correlation
curves. An uncorrelated fluorescent background (section 3.1.4) lowers the amplitude of correlation
curves and leads to an overestimation of the concentration and artifacts due to the detector hardware
lead to additional distortions (section 3.1.5).
3.1.1. Optical artifacts
If the detection volume is distorted, the model function used is not valid anymore. This is especially
grave, if a distortion occurs between the calibration measurement and the actual measurement. Since
the objective focuses the laser to a nearly diffraction limited spot, a distortion of the detection volume
usually corresponds to an enlargement. Several optical artifacts have been investigated by Enderlein
et al. in (37):
Cover-slide thickness
Water immersion objectives used in FCS are corrected for a specific cover-slide thickness. Usually
they offer the possibility to adjust for a slight deviation in cover-slide thickness with the correction
collar. Unfortunately, commercial cover-slides can vary by 20 µm in one batch. Even cover-slides
with a defined thickness can still have thickness variations of 10 µm. Therefore careful adjustment of
the correction ring with every slide is advisable.
How an even small deviation of the cover-slide thickness can influence measured concentrations
and diffusion coefficients can be seen in fig. 3.1. A deviation of 10 µm leads to errors of 100% in the
concentration and 30% in the diffusion coefficient.
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Figure 3.1.: Cover-slide thickness variations The large figure shows, from left to right, the molecule
detection function and auto-correlation function for three increasing values of cover-slide thickness de-
viation, d=0, d=5 µm, and d=10 µm. The inset figure shows the dependence of the apparent diffusion
coefficient and the apparent concentration on the thickness deviation from the optimal thickness (from
37).
Refractive index mismatch
If the refraction index of the buffer solution is not that of water (nW = 1.333), abberations occur. This
effect is especially pronounced when FCS is performed inside biological tissue with a refractive index
of up to n = 1.38. Even slight deviations in the refractive index to n = 1.36 can result in a several fold
increase of the apparent concentrations and a reduction of the apparent diffusion coefficient by 50%
(37).
Astigmatism
Astigmatism, i.e. different focal positions within different axial planes, can be caused by mirror cur-
vature or by optical waveguides used for guiding the excitation light towards the objective. Wavefront
distortions corresponding to a non-flatness of λ/2 in an optical element leads to errors on the concen-
tration and diffusion coefficients similar to those for cover-slide deviations (37).
3.1.2. Triplet and saturation
Triplet dynamics lead to a partial population T of the triplet state and are visible in correlation curves
in the µs range (section 1.2.4). Since the model usually used (eq. 1.28) is not exact, a large triplet part
can influence the measured diffusion coefficients, especially if the diffusion time is of a similar order.
But there is another, sometimes even stronger, influence of the triplet state on correlation curves: With
increasing triplet, the number of dark molecules increases and therefore the average emission is not
proportional to the excitation laser power any more. This effect is called optical saturation and leads
to a flattening, and therefore enlargement, of the detection profile.
Saturation starts already at quite small laser powers and can lead quickly to a severe error in
concentrations and diffusion coefficients (37). Since it depends crucially on the fluorophore used, cal-
ibration measurements have to be performed with the same dye under the same excitation intensities.
For long diffusion times, the saturation effect is less pronounced, since photobleaching limits the
excitation laser power to values where optical saturation is small.
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3.1.3. Photobleaching
Photobleaching, which is present especially at high excitation powers, leads to two kind of artefacts:
If a significant fraction of fluorophores gets bleached in the detection volume, the measured diffusion
times and concentrations are reduced. If the overall concentration of fluorophores decreases with
time because of photobleaching, either due to a finite reservoir (cells, Giant Unilamellar Vesicles,
domains in model membranes) or in general on membranes due to limited replenishment in only two
dimensions, the system is not in a steady state any more and the correlation curves are seriously
distorted.
Bleaching in the detection volume
If fluorophores get bleached while diffusing through the detection volume, they can be treated as
switching from a bright to a dark state (eq. 1.26) with a very large k−1. Therefore, to fit correlation
curves suffering from photobleaching, eq. 1.28 can be used. For k−1 → 0 follows T → 1 and eq. 1.28
can be written as:
Gb(τ) = G(τ)e−τ/τb (3.1)
Of course, bleaching is intensity dependent, so this approach is very approximate. In addition, photo-
bleaching leads to an altered distribution of fluorophores, a hole is burnt in the center of the detection
volume. It is therefore better to determine with an intensity series the laser power when significant
photobleaching sets in and avoid too high laser powers.
Depletion due to photobleaching
If the total number of fluorophores decreases with time, the system is not in a steady state any more
and the correlation curve is mainly determined by the decreasing fluorescence intensity. Here we
present a novel scheme to correct for depletion due to photobleaching, applicable to FCS and ICS
in general. In contrast to previous correction schemes (38) it allows to extract correct concentrations
from the measurement. Since the correction is performed based on the intensity trace, it does not work
with hardware correlators.
To correct for depletion, an approximation of the intensity trace is needed. To avoid the cancelation
of long term fluctuations, which would happen if a running average was applied, the slow decrease
of the intensity trace F(t) is approximated by fitting it to an analytical function f (t). For a restricted
reservoir, the decay is exponential:
f (t) = f0e−t/τb (3.2)
If depletion is due to the limited geometry in membrane measurements or if the reservoir is connected
weakly to a larger reservoir, a multi exponential is a good choice, often two exponentials are sufficient:
f (t) = f1e−t/τ1 + · · · + fne−t/τn + offset (3.3)
With the approximation f (t) the intensity trace F(t) can be corrected prior to calculating the cor-
relation curves. We propose the following transformation for the full intensity trace to correct for
depletion, since it leads to a constant mean value and a constant variance of Fc(t) with time, not
distinguishable from a system in a steady state, assuming a poisson distribution for the number of
particles in the detection volume:
Fc(t) =
F(t)√
f (t)/ f (0)
+ f (0)(1 − √ f (t)/ f (0)) (3.4)
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Figure 3.2.: Correction for depletion due to photobleaching. a: Simulated intensity trace (+), expo-
nential fit (—) and corrected intensity trace (×). b: Simulated correlation curves without (—) and with
photobleaching (+) and corrected correlation curve (×). Correlation curves are averages of 16 simula-
tions. Simulation parameters: D = 1 µm2/s, w0 = 0.25 µm, pbl = 1.2 s−1 for all particles, simulation time:
16 × 26 s. For simulations see section 1.5.
The correlation curves calculated from the corrected intensity traces are not distorted any more by
the decaying amplitude and the concentrations inferred by fitting them are the initial concentrations
(fig. 3.2). Note that this approach does not correct for the artefact by bleaching in the detection volume
as described in the previous section.
3.1.4. Uncorrelated background
Under many experimental conditions, the detection of light which is not emitted from the fluorophores
of interest cannot be avoided. For low concentrations, the dark counts of the detector, insufficient
blocking of the excitation beam by the filters, stray light or raman scattering from the buffer can be the
main source of background. An other source, especially when dealing with biological samples, can be
autofluorescence, that is residual fluorescence of other molecules than the fluorophores investigated.
An uncorrelated background B does not contribute to the non-normalized correlation curve g(τ)
(eq. 1.2). Since it contributes to the overall signal F(t), the background reduces the amplitude of the
correlation curve and therefore the measured concentrations:
Gm(τ) =
I2
(I + B)2
Gt(τ), Cm(τ) =
(I + B)2
I2
Ct(τ) (3.5)
The apparent diffusion coefficient is not influenced. If the background can be determined, it can be
corrected for with eq. 3.5. A correlated background can be treated as an additional fluorescent species.
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Figure 3.3.: Correction for afterpulsing: Uncorrected correlation curve (red), correlation curve cor-
rected with eq. 3.7 (green), and cross correlation curve between two detectors to avoid crosstalk and the
dead time of the APDs (blue).
Bleaching of an uncorrelated background
Especially in biological samples, immobilized fluorophores, and to some part the autofluorescent
background, are bleached rather quickly. Since the Gaussian excitation profile has dim parts where
bleaching is much slower, long tails in the bleaching curve occur. Starting the data acquisition after
an initial bleaching period therefore only partly reduces the distortion of correlation curves due to
bleaching of the background. If the bleaching trace of the background Bimm(t) can be determined
independently of depletion, it can be subtracted from the intensity trace F(t) prior to calculating the
correlation curves:
Fc(t) = F(t) − Bimm(t) (3.6)
Again, a multi exponential decay (eq. 3.3) is a good analytical approach for Bimm(t).
3.1.5. Detector artefacts: dead time and afterpulsing
In FCS, usually an avalanche photo diode (APD) is used to detect emitted photons. With a quantum
efficiency of around 50% a photon incident onto the diode creates an avalanche of electrons which
gives rise to one detected event. Before another photon can be detected, the avalanche has to stop.
This time (≈ 100 ns) is the dead time of the detector. Photons incident during this time are lost. This
also limits the maximal countrate detectable by an APD and leads to electronic saturation. The dead
time has an effect on the auto-correlation curve: correlations at times below the dead time can not be
resolved. For high count rates, the dead time effect distorts the correlation curve at small timescales.
In addition, this electronic saturation has an effect very similar to optical saturation (section 3.1.2),
resulting in an enlarged detection volume.
It sometimes happens that the avalanche of electrons has not stopped completely. Then, shortly
after a photon event, a second event is registered without a photon actually inciding on the detector.
These two signals are highly correlated and lead to a peak in the correlation curves for small lag times.
29
3. Limits of confocal FCS
This afterpulsing peak can mask the triplet contributions and even influence the measured diffusion
times.
An elegant way to avoid the afterpulsing artefact is to split the emission behind the pinhole with
a beam splitter and to detect the signal with two APDs. The cross-correlation curve now lacks of the
afterpulsing artefact, since afterpulsing events are not correlated between the detectors. This config-
uration, albeit more elaborate, also allows the measurement of correlation curves for times below the
dead time of the detectors down to picosecond timescales. Only with this configuration rotational dif-
fusion or the anti-bunching can be resolved. Note that distortions due to electronic saturation cannot
be avoided using two detectors.
If the use of two detectors is too elaborate, it is possible to correct the correlation curves for the
afterpulsing artefact. To this end, calibration correlation curves GAP(τ) with a constant light source
are obtained for the individual APD, for instance with a current stabilized LED. Measured correlation
curves Gm(τ) can then be corrected:
Gc(τ) = Gm(τ) − G¯AP(τ) FAP〈F〉 (3.7)
FAP is the average countrate with which the calibration curve GAP(τ) has been obtained, 〈F〉 is the
average countrate during the experiment. Good results can be achieved if the afterpulsing calibration
curve is smoothed by approximating it on a double logarithmic scale with an analytical function, i.e. a
polynomial G¯AP(τ). Note that the afterpulsing characteristics can depend slightly on the laser power.
In this case several calibration curves for different countrates should be obtained.
3.2. Limits of confocal FCS on membranes
Confocal FCS in solution is nowadays a well established technique. On the other hand, FCS is much
less used to study membrane dynamics. Compared to measurements in solution, the slow diffusion
and the need for exact vertical positioning pose additional challenges for accurate measurements on
membranes (39). The main problems connected with confocal FCS on membranes are discussed
below in detail and are due to the slow diffusion (also present in solution measurements on large
diffusing particles) and to the two-dimensional geometry. The artifacts arising from instabilities or
photobleaching are especially pronounced for high concentrations: Under these conditions the rela-
tive fluctuations from the diffusing fluorophores are small and comparable to the external changes in
the fluorescence intensity due to instabilities or depletion of fluorophores. This limits the maximal
accessible concentration to about Cmax ≈ 1000 µm−2. The lower limit of Cmin ≈ 1 µm−2 is deter-
mined by the background and enlarged measurement times due to decreased statistics. If diffusion is
too slow or concentrations are too high, complementary techniques like fluorescence recovery after
photobleaching (40), single particle tracking (41) or image correlation spectroscopy (42–44) might be
a valuable alternative to FCS.
Often an excess of free fluorophores in the bulk solution cannot be avoided, for instance because
of a low affinity of the fluorophores to the membrane. Especially if measuring in cellular membranes,
vesicles containing fluorophores are problematic, since these large structures display similar diffusion
times as smaller particles in the more viscous surroundings of the membrane. To reduce the effect
of non membrane-bound fluorophores, detection schemes which result in a very flat detection vol-
ume can be used (part IV). When measuring in cell membranes, the orientation of the membrane
and its submicroscopic topography as well as heterogeneities can lead to significant problems when
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Figure 3.4.: Statistical accuracy in dependence of the measurement time. a: Simulated correlation
curves for an acquisition time Taq exceeding the diffusion time τD a thousand fold. Although the param-
eters for the simulation are the same, the individual curves differ dramatically due to particle noise. b:
Mean and standard deviation of the diffusion coefficient inferred from fitting simulated correlation curves
in dependence of the acquisition time. Fit parameters: diffusion coefficient and concentration.
interpreting the data (45). Special attention should be devoted to singular bright events, resulting from
aggregates or bright vesicles and recognizable in the intensity trace, since they can dominate the entire
correlation curve (1).
3.2.1. Statistical accuracy
There are two sources of statistical noise in the correlation curves. The first, photon noise, is due to
the random nature of photon emission. A low number of photons per fluorophore per time unit (i.e.
a low molecular brightness ηeff = 〈F〉/N) leads to noise, especially at low lag times. This noise is
reduced quadratically with ηeff . Therefore care must be taken to maximize the detection efficiency of
the setup. ηeff can also be enlarged by increasing the excitation laser power, but this also increases
photobleaching. This photon noise is often the main noise source in solution FCS.
The second noise source, particle noise, arises from the random movement of the fluorophores
through the detection volume. As a statistical method FCS relies on the average over a sufficient num-
ber of independent events. The long diffusion times in membranes therefore require long measurement
times, otherwise this noise will limit the accuracy of membrane FCS. Limited particle statistics can re-
sult in apparently smooth correlation curves, but repeated measurements will result in different curves
(see fig. 3.4a). Increasing the molecular brightness in this case hardly improves the accuracy of the
correlation curve, only long measurement times, 103 − 104 times longer than the relevant time scale
(e.g. diffusion time), ensure accurate correlation curves (see fig. 3.4b). To minimize photobleaching,
laser powers should be chosen low enough, such that the main source of noise is the photon noise and
not the particle noise.
Instabilities, depletion due to photobleaching or spurious bright aggregates can all distort the corre-
lation curves substantially. In this case one might be tempted to acquire many short correlation curves
instead of one long correlation curve, remove eventually curves distorted by single bright events or
instabilities and finally evaluate the average of the remaining correlation curves. This approach is not
advisable, since it introduces a negative bias to the correlation curves. This can be seen in fig. 3.4b
by the systematic error in D for short acquisition times and in fig. 3.5 for experimental curves. The
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Figure 3.5.: Effect of short measurement times: Correlation curves calculated from the same intensity
trace of a fluorophore diffusing in a model membrane. Green: long acquisition time 1000 s. Red: Average
over 100 short acquisitions of 10 s each. Clearly, the negative bias is visible.
reason is the following: If one uses the average signal 〈Fi〉 during a short measurement i to calculate
the fluctuations δFi(t) = Fi(t) − 〈Fi(t)〉, instead of using the true, long time average 〈F(t)〉, the δFi(t)
are reduced and contribute less to the non-normalized correlation curve gi(τ) than if the long time
average had been used to calculate the fluctuations δF¯i(t) = Fi(t) − 〈F〉.
If there is the necessity to evaluate only short intensity traces, the long time average should be used
to calculate the fluctuations and for normalization. Note that this does not help avoiding distortions
due to instabilities or depletion. A way to correct for depletion is presented in section 3.1.3, how
single bright events can be cut out without distorting the correlation curves is shown in section 1.6.
3.2.2. Axial positioning
For membrane FCS, the intersection of the focused laser with the membrane defines the detection
area. If the laser is not focused directly onto the membrane, the divergence of the laser leads to a
larger detection area and therefore to higher apparent concentrations and reduced diffusion coeffi-
cients (fig. 3.6). This effect makes accurate vertical positioning of the laser focus mandatory. An
approximate way is to maximize the countrate by changing the z-position of the focus, but the maxi-
mum countrate does not necessarily coincide with the minimum diffusion time (36). The correlation
curve corresponding to the correct position will have a minimal apparent concentration and diffusion
time. The curves can also be analyzed globally to result in an estimate for the waist w0 (section 2.3).
But this approach requires a very stable setup and system, since the focus has to be stable not only for
one, but for about 10 long measurements.
3.2.3. Stability
Compared to the bulk solution, the diffusion time even of fast membrane embedded fluorophores is
at least one order of magnitude longer and lies in the ms regime. If larger complexes or binding dy-
namics are studied, the relevant time scales can be several orders of magnitudes longer. As discussed
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Figure 3.6.: Effect a defocusing on the diffusion time and concentration: Divergence of the excitation
laser beam leads to a strong error in the diffusion coefficient and concentration if the detection volume is
not placed on the membrane at z = 0. Here a waist of w0 = 200 nm and a wavelength of λ = 500 nm were
assumed.
above, slow diffusion requires a very long measurement time. During this time, the positioning of
the detection volume within the membrane has to be stable with an accuracy of ≈ 100 nm (compare
fig. 3.6). Slight displacements of the laser focus during the measurement appear in the correlation
curve as additional slow dynamics. The result is an apparent second component or apparent anoma-
lous diffusion, which can mask the true diffusion time. But not only instabilities can lead to a temporal
defocusing: another source are thermal membrane undulations. Especially for higher concentrations
they can dominate the correlation curves over the diffusion (12).
3.2.4. Photobleaching
Another significant problem in membrane measurements is photobleaching (see also section 3.1.3).
To avoid photobleaching during the transit of fluorophores, the excitation power has to be reduced
inversely proportional to the diffusion time. If in solution for a diffusion time of 100 µs a molec-
ular brightnesses of ηeff = 30 kHz is still possible, the laser power for a fluorophore diffusing in a
membrane with a diffusion time of 100 ms has to be reduced to result in a molecular brightness of
ηeff = 30 Hz. For relevant concentrations of fluorophores the signal is on the order of the dark counts
of the detector (≈ 300 Hz), leading to a significant reduction of the amplitude and further noise in the
already very noisy correlation curve.
In addition, fluorophores diffusing in a two dimensional membrane cannot replenish bleached flu-
orophores efficiently, in contrast to three dimensional diffusion in solution. Therefore, even for a large
homogenous membrane, depletion of fluorophores is a serious issue.
3.2.5. Calibration of the detection area
The artefacts distorting the detection volume (section 3.1) render absolute diffusion and concentration
measurements in membranes difficult — in addition to the positioning error. Besides, a calibration
measurement with known free dye in solution is not a very accurate method to determine w0, since
due to the approximate nature of the Gaussian model, the parameter w0 lost some of its direct phys-
ical meaning. Therefore calibration-free FCS methods like z-scan FCS (section 2.3), two-focus FCS
(section 6) or scanning FCS (chapter III) are especially useful on membranes.
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This chapter introduces nonlinear least squares data fitting (section 4.1) and gives an overview of a
flexible and efficient FCS-fitting software (section 4.2), which was written for this thesis to handle
different models and the huge amount of data.
4.1. Nonlinear least squares fit
4.1.1. Definition of nonlinear least squares fit
In FCS, discrete correlation curves Gi at lag times τi (i = 1...N) are measured. To evaluate them,
they are fitted with a mathematical model correlation function G(τ, pk), depending on several model
parameters pk = [C,D,T, τt, ...]. In this section we introduce the concept of normal and weighted
nonlinear least squares fitting. We use the following notation: At positions xi experimental values of
yi are measured. The model function y = f (x, pk) depends on model parameters pk. For FCS xi = τi,
yi = Gi and f (x, pk) = G(τ, pk). The task is now to find parameters pk so that f (x, pk) fits best the yi.
The residuals of the fit are defined as
resi = yi − f (xi, pk) (4.1)
The deviation of the fit from the data is measured by the sum of the squared residuals:
r(pk) =
N∑
i=1
res2i (4.2)
Finding pk so that f (x, pk) fits best the yi now translates to finding pk which minimize r(pk) in
eq. 4.2. Nonlinear least squares algorithms accomplish this by iteratively varying the pk, starting
from start parameters p0,k (fig. 4.1). A quick convergence relies strongly on the choice of the starting
parameters p0,k. Bad starting parameters easily result in a convergence to a local, instead of the global
minimum and therefore to wrong parameter estimates.
4.1.2. Goodness of fit and χ2
In case of a perfect model, the measured data scatters randomly around the fit due to statistical errors.
With the standard deviation of only the statistical noise σi at each data point yi, the reduced χ2-value
is defined as:
χ2 =
1
ν
N∑
i=1
(
yi − f (xi, pk)
σi
)2
(4.3)
Here ν = N − p − 1, p is the number of fit parameters. Based on the value of χ2, the quality of the fit
can be evaluated. A wrong model leads to systematic deviations of yi− f (xi, pk), which are larger than
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Figure 4.1.: Data fitting: Schematic of data fitting for one parameter p. Starting from p0, p is varied to
minimize the sum of squared residuals r at p˜. If a bad starting parameter p′0 is chosen, the fit will converge
to a local minimum of r, resulting in a wrong parameter estimate p˜′.
the pure statistical ones described by σi. Then χ2 is significantly larger than 1. For a perfect model,
the data indeed scatters randomly around the right fit and χ2 = 1. If χ2 < 1 the experimental scatter
is too low. Either too many fit parameters have been used so that statistical noise has been fitted by
some characteristics of the model, or the data does not scatter with a Gaussian distribution around the
fit.
It is important to notice that, for noisy data, χ2 is smaller than for less noisy data. Systematic
deviations due to the wrong model are masked here by the statistical noise. But in general, a less
noisy curve, even with a larger χ2, results in better parameter estimates due to the better statistics.
Therefore χ2 is not directly related to the accuracy of the parameter estimates.
The question remains, how the σi can be determined, especially if they depend on i as in FCS,
where the first and the last data points are more noisy than the central ones. There are different
approaches to approximate σi from the data set, even if no theoretical description is available:
• If the correlation curves are calculated with a multiple tau algorithm (section 1.6), the statistical
error of each data point can easily be extracted as well.
• If many curves are acquired under the same conditions, σi can be determined from the spread
among the curves.
• The experimental curve can be approximated by a smoothed curve y¯(x). σi can then be evaluated
as the standard deviation of δyi = yi − y¯(xi) in a window around xi.
• The standard deviation of yi − yi+1 or of δyi − δyi+1 can be evaluated in a window around xi to
result in an estimate for σi.
4.1.3. Weighted nonlinear least squares fit
In the non-weighted nonlinear least squares fit all data points have the same weight in the fit. If the
noise of the data is different for different i, statistical deviations of the noisy part can deteriorate the
parameter estimates. Therefore it would be advantageous to weigh these data points less. This is
achieved by minimizing:
r(pk) =
N∑
i=1
(yi − f (xi, pk))2 · wi2 (4.4)
instead of r from eq. 4.2.
A good choice for the weights is wi = 1/σi. How the σi can be determined from the data has been
shown in the previous section. In this case, the weighted nonlinear least squares fit minimizes χ2. The
weighted residuals
res = (yi − f (xi, pk)) wi (4.5)
35
4. Data fitting
should scatter for a good fit randomly around zero, their values are of the order of one.
For correlation curves a weighted fit is advantageous, since the noise in the correlation curve on the
usually used quasi logarithmical scale strongly depends on the lag time. The first part of the correlation
curve is less important in a weighted fit due to the higher noise associated with it. Therefore also the
afterpulsing artefact and the approximate triplet model have a lower impact on the diffusion coefficient
if weighted fitting is used.
4.1.4. Confidence intervals of parameter estimates and cross dependence
The optimal parameter estimates p˜k found by fitting might not be the correct ones, even for a perfect
model. Their uncertainty is due to the noise in the data. A different noise would lead to different
parameter estimates.
The confidence intervals of the parameter estimates indicate what range of parameters is still com-
patible with the noise in the data. Since they take into account only statistical noise but not inaccura-
cies of the model or systematic errors, the confidence intervals indicate the minimum uncertainties of
the parameter estimates.
If a change in one parameter can be counterbalanced by the change of another parameter, these
parameters are not independent from each other. In this case, their confidence intervals will be rather
large. An example for such a cross dependence between parameters is a two component fit of noisy
data with similar time scales. A reduction in the fast diffusion coefficient can be counterbalanced by a
reduction of the slower diffusion coefficient and a change in the relative amplitudes. Large confidence
intervals therefore indicate that the statistics of the data is not sufficient to be fitted with so many
parameters.
Cross dependence can lead to systematic errors of the parameter estimates, if the model used is not
perfect. Errors can propagate through all parameters. An example is the afterpulsing artefact, which
can be partially fitted by the triplet part. Now some of the fast diffusion component is used to account
for the missing triplet part and has to be balanced by the second diffusion component with a many
fold slower dynamics than the afterpulsing.
4.1.5. Artefacts in data fitting
As indicated in the previous sections, parameters obtained by fitting the data cannot be trusted com-
pletely. Wrong starting parameters can lead to wrong parameter estimates, cross dependence can
seriously corrupt the parameters in case of an only approximate model.
A special problem is the use of too many free fit parameters. Of course they allow for a perfect
fit with a minimal χ2, even in case of a wrong model function. But the fit parameters might have
lost all their significance. An illustration of how any curve can be fitted with any model, if enough
fit parameters are used, is the well discussed question: “how many parameters are needed to fit an
elephant?” As can be seen in fig. 4.2, in FCS six free parameters are sufficient. To fit real correlation
curves, often more parameters are used.
To summarize, the number of free fit parameters should be reduced as much as possible, even if
the fit looks worse and the χ2 is enlarged. This can be accomplished by using a simpler model or by
fixing some parameters to values obtained in calibration measurements.
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Figure 4.2.: How to fit an elephant: “I remember my friend Johnny von Neumann used to say, ‘with four
parameters I can fit an elephant and with five I can make him wiggle his trunk’ ” (46). Fit of an elephant
with a one component model of two dimensional membrane diffusion with triplet and antibunching. χ2 =
1.009.
4.2. FCS fitting software
In our group, FCS curves were traditionally fitted with ORIGIN, which is rather cumbersome and not
useful to fit large data sets. In addition, it is difficult to implement complicated correlation functions
needed for most of the novel FCS schemes developed in this thesis. Therefore an FCS fitting software
was written in MATLAB, which allows for efficient fitting of a large set of correlation curves with any
model of choice.
The operation of the fitting software is explained in fig. 4.3. Presently it exhibits the following
features:
• Import of correlation curves of any common format used in our group
• Simple implementation of any analytical or numerical correlation function
• Global fitting of auto- and cross-correlation curves
• Weighted or non-weighted fitting
• Efficient selection of good curves, save selected curves for later use or batch processing.
• Efficient export of fitted parameters with confidence intervals into one file for further statistical
analysis
• Export of fitted correlation curves for use in other programs
• Flexible plotting of data and fit, editable with MATLAB
• Correction for afterpulsing (section 3.1.5)
• Correction for spectral crosstalk in dual color FCS (section 2.2.3)
• Correction for non-correlated background (section 3.1.4)
• Fitting of huge data sets with batch processing using settings from program.
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Figure 4.3.: FCS fitting software: Main window
1. Load data (‘Browse’). If cross-correlation data
is stored in a different file, it can be loaded with
the second browse button.
2. Select good runs, see fig. 4.4.
3. Show and hide curves.
4. Select range: Standard unit is in points. By
checking ‘time’, the range can be entered in mil-
liseconds.
5. Refresh display by clicking ‘clear’.
6. Select the model for fitting.
7. Define start parameters for fitting, parameter es-
timates from the fit and their confidence inter-
vals are shown here.
8. Define upper bounds of fit parameters.
9. Reset start parameters to standard start parame-
ters, which can be defined with ‘− >’.
10. Select weighted fit on or off.
11. Fit the curve by clicking ‘Fit’. Fit function and
residuals are displayed.
12. Certain fit parameters can be fixed by checking
the boxes in the column below ‘Fix’.
13. Exchange red and green channel ‘< − >’.
14. Save fit parameters in the file specified in 25.
15. Save results of all channels (channel 1, channel
2, cross-correlation).
16. Export curves and fit results as text file.
17. Copy fit parameters to clipboard.
18. Create figure with correlation curves and fits.
19. Background value for background correction.
‘< −’ stores current countrate as background.
20. Cross-correlation relative to lower auto-
correlation and relative to maximum cross-
correlation (eq. 2.11).
21. Crosstalk correction.
22. Afterpulsing correction. ‘− >’ loads afterpuls-
ing calibration file.
23. Additional fix model parameters.
24. Comments to be stored with results file.
25. Select default save file.
26. Fit all correlation curves of data set individually,
not their average.
27. Fit all correlation curves in one folder.
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6 7 89
Figure 4.4.: FCS fitting software: The window to select good runs:
1. Correlation curves: Average of all selected
curves (blue) and selected curve (red).
2. Intensity trace of selected curve.
3. Select which curve to display.
4. Choose if to use or neglect selected curve in the
fit.
5. Selected curves.
6. Select all curves or select only current curve.
7. Select channel to display.
8. Return to main window.
9. Save selected runs for later use or batch process-
ing.
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5. Model membranes and cell membranes
5.1. Principles of membrane organization
The plasma membrane is one of the most basic constituents of a cell which separates the interior from
the external medium. In eukaryotes, additional internal membranes enclose specialized compartments
and allow for biochemical reactions to be spatially separated. A multitude of biological processes is
regulated at the level of the plasma membrane, ranging from controlled exchange of ions to the im-
mune response. The cell membrane is a complex system, far away from being an inert lipid bilayer.
In addition to multiple interactions of membrane proteins among each other and with the lipids, in-
teractions with the cytoskeleton and budding and fission of vesicles strongly influence the dynamics
and topography of the plasma membrane. Model systems, which mimic particular characteristics of
cellular membranes, provide a clean and simple way to investigate specific processes.
The raft hypothesis (47) assumes a lipid driven phase separation of cellular membranes into choles-
terol rich, liquid ordered microdomains (‘rafts’) and liquid disordered surrounding and relates these
microdomains to cell signaling and protein and lipid sorting. Although the existence and function
of rafts in cellular membranes is still under debate, model membranes with similar lipid composi-
tions exhibit a large scale lipid-lipid phase separation and are extensively used to study biophysical
properties of membrane domains and their interaction with membrane proteins.
Parameters accessible with FCS, and therefore of primary interest in this work, are the diffusion
coefficient and diffusion mode of fluorescent molecules in natural or model membranes, their con-
centration and their interaction with other molecules. Especially in model membranes, the diffusion
can assumed to be two dimensional Brownian diffusion. However, the dependence of the Diffusion
coefficient on the size of the diffusing entity is smaller than in solution and for large circular particles
described by the Saffman-Delbru¨ck equation (48):
D =
kT
4piηmem
(
ln
ηmem
ηsol
h
R
− γ
)
(5.1)
ηmem and ηsol are the viscosities of the membrane and of the surrounding solution respectively, h
is the thickness of the membrane and R the radius of the inclusion. γ ≈ 0.577 is the Euler’s con-
stant. For small inclusions, like proteins or lipids, eq. 5.1 is not valid any more and D(R) approaches
the Stokes-like dependence (compare eq. 1.6) with D ∝ 1/R (49). But still it is difficult to probe
oligomerization by a change in the diffusion coefficient. To study interactions in membranes, dual
color cross-correlation (section 2.2) or brightness analysis are therefore preferable. The diffusion co-
efficient of a fluorescent molecules in a lipid membrane is well suited to deduce information about
physical aspects of the membrane and the interaction of the molecule with the lipids.
Submicroscopic inhomogeneities, as those found especially in cellular membranes (interactions
with the cytoskeleton, crowding, protrusions, microdomains etc.), result in hindered diffusion or
‘anomalous diffusion’ (12). This leads to a slower decay of the correlation curve with the lagtime
compared to the case of free diffusion (eq. 1.38). However, also instabilities or multi component
diffusion can lead to correlation curves of similar shape.
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Zebrafish Jurkat cell Yeast cell E. coli
Giant Unilamellar Vesicle Supported Lipid Bilayer Plasma membrane patch Plasma membrane sphere
Figure 5.1.: Membranes used in this thesis. Courtesy of S.R. Yu, C. Klose, G. Meacci, A.-J. Garcia-
Saez and D. Lingwood.
A simple model for hindered diffusion is fractional Brownian motion. The corresponding correla-
tion function is:
Ga(τ) =
1
N
1
1 +
(
τ
τa
)α (5.2)
Here, τ−αa = 4Γ/w20, where the anomalous exponent α governs the spreading of an initially localized
distribution 〈x2〉 ∼ tα and where Γ is the anomalous transport coefficient. However, no known dy-
namical theories give rise to fractional Brownian diffusion, therefore the parameters in eq. 5.2 are
difficult to interpret (12). A more complicated model, which can be related to physical processes,
is the continuous-time random walk fractional subdiffusion (12). Correlation functions have to be
calculated numerically and differ significantly from those described in eq. 5.2.
In this work we use two kinds of model systems. A Giant Unilamellar Vesicle (GUV) is a spherical
lipid bilayer with a diameter of up to 100 µm. The free standing bilayer is not disturbed by a support
and allows the study of topographical effects, such as curvature. A Supported Lipid Bilayer (SLB)
consists of a flat bilayer on a support, usually mica or glass. Here we use mica to minimize interactions
with the bilayer. Although residual interactions have been reported, SLBs have the advantages of high
stability, reproducibility and the easy exchange of the surrounding medium. In addition, they allow
simultaneous studies with an atomic force microscope (AFM).
Plasma membrane patches (50) and cell plasma spheres (plasma membrane blebs, (51)) contain
the same composition as cellular membranes but have a geometry as simple as model membranes,
facilitating more accurate measurements.
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5.2. Preparation of giant unilamellar vesicles
GUVs were prepared using the electroformation method (52). The lipids and lipid analogues were
dissolved in chloroform and a thin film was applied on cover slides coated with indium tin oxide
(ITO), which served as the electrodes of the perfusion chamber (closed-bath perfusion chamber, RC-
21, Warner Instruments Co., Hamden, CT). After evaporation of the solvent, the perfusion chamber
was filled with water and the GUVs were grown in presence of an electrical AC field (10 Hz, 1.2 V).
Measurements were performed in the perfusion chamber through the ITO coated cover slides. For
phase separating GUVs electroformation was performed at 65 ◦C.
5.3. Preparation of supported lipid bilayers
Planar bilayers were prepared as follows (53): The lipids and lipid analogues were dissolved in chlo-
roform and the solvent was evaporated under nitrogen flux and then under vacuum for 30 minutes.
The lipids were rehydrated with PBS and resuspended by vigorous vortexing. After sonicating the
suspension at 60 ◦C, a small aliquot was diluted in a pH 7.4 buffer containing 3 mM CaCl2, 150 mM
NaCl, 10 mM Hepes, 3 mM NaN3 and deposited on a thin piece of freshly cleaved mica that had been
glued to a glass cover slip. After incubation at 55 ◦C for 5 minutes, unfused vesicles were removed by
repeated rinsing of the bilayer.
For measurements with the supercritical angle objective (chapter 13), the mica was not glued to
the cover slip but optically attached with immersion oil. A plastic ring was glued directly onto the
mica to form the incubation chamber.
5.4. Preparation of supported plasma membrane patches
Supported plasma membrane patches were prepared as described by Perez et al. (50). Briefly, HEK-
293T cells were grown in uncoated petri dishes. Osmotic swelling of the cells was induced for 3
min with 1 mM MgCl2, 1.8 mM CaCl2 solution. Polylysine coated cover slides were placed on the
cells for 5 min using moderate pressure, removed carefully, washed with PBS and mounted in the
biocell sample holder (JPK). Membrane patches were labeled with lipid analogues in micromolar
concentration for a few minutes at 40 ◦C and subsequently washed.
For experiments with GFP-GPI, 293T cells were seeded on Fibronectin-coated coverslips and were
transfected with pGFP-GPI DNA using Lipofectamine 2000 (Invitrogen). Cells reached 80% conflu-
ency on the following day, when rip-off experiments were performed.
5.5. Preparation of cell plasma membrane spheres/blebs
A431 cells were grown to 80% confluency in D-MEM (10% FCS/ 2mM glutamine/100 U/ml peni-
cillin/streptomycin) in 35 mm glass bottom live cell imaging dishes (glass thickness index = 1.5; Part
No.: P35G-1.5-10-C, MatTek). Cells were then washed and incubated in mild hypotonic buffer (1.5
mM CaCl2/1.5 mM MgCl2/5 mM Hepes/1 mg/ml glucose in 1XPBS, pH 7.4) for a period of 3-5 h at
37 ◦C.
To induce patching similar to Ld/Lo phase separation in model membranes, GM1 was clustered
with 1 µg/ml of a mixture of ctxB and fluorescent ctxB-A488 at 37 ◦C for at least 2 h.
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5.6. Chemicals used to prepare model membranes
To obtain spheres with VIP17-mRFP, the sequence of the tetraspanning raft proteolipid VIP17/
MAL from pBAT-VIP17 (54) was amplified with Nhe1-VIP17-Age1 overhangs and inserted into the
Nhe1/Age1 site of pSS-LAT-mRFP. Plasmids were transfected with lipofectomine reagent according
to manufacturers instructions.
5.6. Chemicals used to prepare model membranes
Lipids. 1,2-dioleoyl-sn-glycero-3-phosphocholine (dioleoylphosphatidylcholine; DOPC), 1-Pal-
mitoyl-2-Oleoyl-sn-Glycero-3-Phosphocholine (phosphatidylcholine, POPC), N-stearoyl-D-erythro-
sphingosine (C18:0 ceramide, C18-Cer), Gal 1-3GalNAc 1-4(NeuAc 2-3)Gal 1-4Glc 1-1’-Cer (GM1
ganglioside, GM1), N-stearoyl-D-erythrosphingosylphosphorylcholine (stearoyl sphingomyelin;
SM), brain sphingomyelin, egg PC, 1,2-Dioleoyl-sn-Glycero-3-((N-(5-amino-1-carboxypentyl)imino-
diacetic acid)succinyl) (Nickel salt) (DOGS-Ni), cardiolipin and cholesterol were purchased from
Avanti Polar Lipids (Alabaster, AL).
Fluorescent lipid analogues. 1,1f-Dioctadecyl-3,3,3f,3f-tetramethylindodicarbocyanine per-
chlorate (DiD-C18, DiD), 3,3f-dioctadecyloxacarbocyanine perchlorate (DiO-C18, DiO), 1,1’-diocta-
decyl-3,3,3’,3’-tetramethylindocarbocyanine perchlorate (DiI-C18, DiI), BODIPY FL C5- ganglio-
side GM1 (BP-GM1), Alexa Fluor 488 cholera toxin subunit B (ctxB-A488), cholesteryl 4,4-difluoro-
5,7-dimethyl-4-bora-3a,4a-diaza-s-indacene-3-dodecanoate (cholesteryl BODIPY FL C12, BP-Chol),
Lissamine rhodamine B 1,2-dihexadecanoyl-sn-glcero-3-phosphoethanolamine triethylammonium
salt (rhodamine DHPE, RhoPE), N-4,4-difluoro-5,7-dimethil-4-bora-3a,4a-diaza-s-indacene-3-pro-
pionyl-1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine triethylammonium salt (Bodipy FL
DHPE, BP-DHPE), N-4,4-difluoro-5,7-dimethil-4-bora-3a,4a-diaza-s-indacene-3-pentanoylsphingo-
sine (Bodipy FL C5-ceramide, BP-Cer), were purchased from Molecular Probes (Eugene, OR). BOD-
IPY free cholesterol analogue 23-(4,4-Difluoro-1,3,5,7-tetramethyl-4-bora-3a,4a-diaza-s-indacen-8-
yl)-24-norchol-5-en-3-ol (BP-FChol) was synthesized as described in (55).
Proteins. Cholera toxin subunit B (recombinant, ctxB) Alexa Fluor 488 conjugate (ctxB-A488) was
purchased from Molecular Probes (Eugene, OR). Cholera toxin subunit B, labeled with Cy5 (ctxB-
Cy5), was produced according to (56). Alkaline phosphatase from human placental tissue (PLAP), 3-
[(3-cholamidopropyl) dimethylammonio]-1-propanesulfonic acid (CHAPS) and sodium cholate were
purchased from Sigma. Before use, PLAP was purified and labelled with NHS-rhodamine (Pierce,
Rockford, IL) using a protocol modified from (57) and (58). Recombinant protein Synaptobrevin
2 (amino acids 1-117C) was expressed, purified and labeled with Cy5 maleimide (Amersham Bio-
sciences) as described in (59) and (60).
Other materials. The detergent 3-((3-cholamidopropyl)dimethylammonio)-1-propanesulfonic acid
(CHAPS) and Poly-L-lysine were obtained from Sigma (St. Louis, MO). Optical Adhesive 71, used
to glue the mica on coverslips, was purchased from Norland Products Inc. (Cranbury, NJ).
Three different buffers were used for sample preparation and imaging: 3 mM KCl, 1.5 mM
KH2PO4, 8 mM Na2HPO4, 150 mM NaCl, pH 7.2 (buffer A); 3 mM CaCl2, 150 mM NaCl, 10
mM Hepes, 3 mM NaN3, pH 7.4 (buffer B); 150 mM NaCl, 10 mM Hepes, 3 mM NaN3, pH 7.4
(buffer C). All buffers were filtered through a 200 nm filter (Nalgene, Rochester, NY) prior to use.
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Part II.
Confocal FCS on membranes
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Confocal FCS on membranes
In this part of the thesis we present advanced implementations of confocal FCS. A stationary laser
beam is used to illuminate the sample and a confocal pinhole is used to axially confine the detection
volume.
Chapter 6 presents the implementation of two-focus FCS using a highly sensitive EMCCD-camera
for detection. The distance between the foci can be directly inferred with an unprecedented accuracy
and its stability is monitored during the data acquisition. The setup is very flexible since it allows to
choose the distance between the foci and any laser line.
In chapter 7 we describe the implementation of FCS with a laser scanning microscope. It allows for
an unprecedented positioning accuracy and permits the controlled movement of the detection volume
as required for scanning FCS (part III). With this setup we were the first to study dynamics in bacterial
cell membranes using FCS (chapter 8).
Although here we focus on the application on membranes, the implementations presented in this
part are not restricted to planar systems and facilitate accurate FCS measurements in general.
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6. Two-focus FCS with CCD detection
Experiments presented in this chapter were performed in collaboration with Markus Burkhardt.
Dertinger et al. (25) demonstrated that the use of two-focus FCS allows for an unprecedented
precision in diffusion measurements, sufficient to monitor conformational changes of proteins by the
change in their hydrodynamic radius and hence their diffusion coefficient. They used two alternating
pulsed lasers with an orthogonal polarization and a differential interference contrast (DIC) prism to
produce two foci in the object plane. Emitted photons were associated with the corresponding foci
by their arrival times. A single pinhole — large enough to accommodate both foci — provided axial
confinement. This leads to large axial dimensions of the detection volumes, unpractical for measure-
ments e.g. in cells. Although the distance between the foci is very stable in this implementation of
two-focus FCS, its accurate determination is not trivial. An exact and direct determination of the
distance is important for absolute diffusion measurements, e.g. for characterizing a dye as a diffusion
standard. Most accurate approaches use the direct determination of the point spread functions using
bead scanning (25) or calibration with beads, of which the diffusion coefficient has been determined
with dynamic light scattering (61).
Highly sensitive and fast cameras (EMCCD-cameras), used for detection in FCS, combine the
advantages of high quantum efficiency, wide dynamic range and very flexible detection compared to
the usually used avalanche photo diodes (62, 63). The use of fast acquisition modes results in a time
resolution of a few microseconds, sufficient to monitor even fast diffusional dynamics. Unfortunately
the noise characteristics, nonlinearities and electronic instabilities tend to distort the correlation curves
and render concentration measurements challenging.
Here we combine two-focus FCS with alternating excitation with EMCCD-detection in a flexible,
but highly stable setup. The distance between the two foci can be freely chosen and adapted to the
system. In addition, it can be determined directly from the data with an unprecedented accuracy.
Since the pixels of the camera serve as pinholes, individual small pinholes can be used for each focus,
greatly reducing the axial extension of the detection volume. We implemented a rigorous treatment
of noise, nonlinearities and instabilities which allowed us to measure accurate and calibration-free
diffusion coefficients of several commonly used fluorescent molecules in free solution, in cells and on
model membranes. In addition, we could show that photobleaching has a reduced effect in two-focus
FCS compared to one-focus FCS. Due to the slower diffusion, FCS with CCD-detection is especially
efficient on membranes. Here we mainly report the results for measurements on these systems. For
a detailed description of the data acquisition and evaluation and for experimental results on other
systems, see (64). The theoretical basis for two-focus FCS is presented in section 2.1.
The optical setup is illustrated in fig. 6.1, for details see figure legend. In short, the laser beam is
split into two and switched on in an alternating fashion by acousto-optical modulators. Fluorescence
is detected with an EMCCD-camera. With the help of computer controlled motorized mirrors, each
focus is aligned symmetrically onto 2×2 or 3×3 pixel, which serve as pinholes. Frames are recorded
in the fast kinetic mode, allowing for a time resolution down to 10 µs. This fast kinetic mode results
in short datasets of 170 consecutive frames followed by a longer read out period of several ms. These
read-out gaps reduce the duty cycle especially for measurements with a high time resolution and lead
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Figure 6.1.: Two-focus FCS with EMCCD-detection. a: Setup. The laser beam is split by a beam
splitter (BS). Both beams pass through acousto-optical modulators (AOM) which serve as fast switches.
Computer controlled motorized mirrors (MM) allow automatic and accurate alignment. The two beams are
combined under a slight angle to result in two distinct foci in the object plane of the objective. The emitted
fluorescence is spectrally filtered and spatially confined by razor blades in the image plane before being
imaged onto the EMCCD-camera. The pixels of the CCD camera serve as pinholes and result in confocal
detection. Alternatively an avalanche photo diode (APD) can be used for FCS detection. The camera
triggers the AOMs via a counter/timer board which allows to alternatingly illuminate only one focus per
frame. b: Average over odd and even frames corresponding to focus 1 or 2 respectively. Indicated are
pixels used to construct intensity traces (‘pinholes’) and pixels used for background correction.
here to longer measurement times. The data were corrected for an inhomogeneous background, an
unstable baseline and non-linearities as described in (64).
Optimal alignment results in a distance of the foci d which is an integer multiple of the pixel size,
which can be inferred precisely by imaging a grid. The real distance can be evaluated by fitting the
average odd or even images (fig. 6.1b) with a two-dimensional Gaussian. Drifts during the experiment
can be recognized by evaluating shorter subsets. We estimate the reproducibility and accuracy of the
distance between the foci to be below 2%, the determination of the pixel size with a grid is better than
1%. The accuracy of the distance d can therefore be assumed to be better than 3%.
Auto- and cross correlation curves were calculated using a multiple tau correlation algorithm based
on the short intensity traces (see section 1.6) and averaged over all data sets. The average intensities
〈F1(t)〉 and 〈F2(t)〉, needed to calculate δF1(t) and δF2(t) and for normalization, however, were pre-
viously calculated as an average over all short data sets. Distortion of the first data points due to
triangular averaging was corrected for as described in section 1.6.
Correlation curves with different time resolutions were combined and fitted with the generalized
Gauss-Lorentz model eq. 1.43 (25) for free solution diffusion. Due to the tight axial confinement and
the small divergence of the only moderately focused lasers, the use of the 3D-Gaussian correlation
function (eq. 1.35 and eq. 2.5) resulted only in small differences. Curves measured on membranes
were fitted with the 2D-Gaussian model (eq. 1.38 and eq. 2.5).
To demonstrate the accuracy of two-focus FCS with EMCCD-detection, we first measured dif-
fusion coefficients of free dye in solution. Fig. 6.2a shows two-focus measurements on free Atto655
NHS-ester for three different distances of the foci d corresponding to 2, 3 or 4 pixels. These three mea-
surements resulted in a waist of w0 = 0.69±0.02 µm and a diffusion coefficient of D = 401±11µm2/s
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Figure 6.2.: Two-focus FCS measurements with EMCCD-detection. a: Free Atto655 NHS-ester.
Auto- and cross-correlation curves measured at 22.2 ± 0.3 ◦C with three different distances d and a time
resolution of 30 µs and 300 µs and fit to eq. 1.43. Effective measurement times: 5 × 10 s and 3 × 100
s, respectively. b: DiD in DOPC supported bilayer. Two-focus FCS on DiD in a supported bilayer
composed of DOPC at T = 22.2± 0.3 ◦C with a time resolution of 0.5 and 5 ms. Average auto- and cross-
correlation curves of 5 measurements (effective measurement time 100 s per curve) and fit to eq. 1.38 and
eq. 2.5.
(mean ± std). We chose a rather large laser focus because of the limited time resolution of the CCD-
camera. Repeated measurements with a distance of 3 pixels resulted in D = 401 ± 3µm2/s. We did
not see any difference between Atto655 free acid and Atto655 NHS-ester. At the pH of water the ester
probably dissociates completely. The average and standard deviation of all measurements on Atto655
NHS-ester and the free acid for different distances d is D = 400 ± 8 µm2/s at T = 22.2 ± 0.3 ◦C.
Taking into account the direct temperature dependence of the diffusion coefficient (eq. 1.6) and that
of the viscosity of water (eq. 1.7), this corresponds to a diffusion coefficient of D = 431 ± 9 µm2/s at
25 ◦C, a value in excellent agreement with that published in (25).
Fig. 6.2b shows a two-focus measurement on DiD in a DOPC bilayer, prepared as described in
section 5.2. Due to the slow diffusion, we used here a smaller waist w0 compared to the free dye
measurement. The fit to the average of several correlation curves resulted in D = 2.52 µm2/s. Fitting
the curves individually and allowing for different waists w0 resulted in D = 2.45 ± 0.16 µm2/s. This
value is in good agreement with a value of D = 2.6 µm2/s, measured with line-scan FCS (chapter 11,
data not shown).
To conclude, we demonstrated the application of two-focus FCS with EMCCD-detection on free
Atto655 and on DiD in a DOPC bilayer. While implementations using APDs have a much better
temporal resolution and feature shorter measurement times since they avoid read-out gaps, the advan-
tages of our implementation consist of the high versatility, the accurate and direct determination of
the distance between the foci and the tight axial confinement due to small, individual pinholes.
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7. FCS with a Laser Scanning Microscope
7.1. Integration of FCS in an LSM
When this project was started in 2004, some commercial FCS instruments like the Zeiss Confocor 2
featured a combination of FCS with an LSM. However, separate beam paths were used. Therefore
positioning of the FCS detection volume with the help of an LSM image was limited in accuracy
and required calibration. In addition, the detection volume could not be moved in the FCS mode,
precluding the implementation of scanning FCS. Thus we built our own FCS detection unit to be used
with a Zeiss LSM 510 at an optical output port, the fiber output. Thanks to the excellent positioning
accuracy, we were the first to measure kinetics in bacterial cell membranes with FCS (chapter 8).
The movable detection volume allowed us to develop new schemes of scanning FCS (part III) and to
measure dynamics in systems previously not accessible with FCS.
Shortly after, the Zeiss company released the Confocor 3, which is optically equivalent to our home
built solution, but features computer selectable beam paths. However, it still lacks enough flexibility
to implement all scanning FCS approaches developed here.
Fig. 7.1a shows the design of the scanning unit of the Zeiss LSM 510 Meta used here. It features
an additional detection channel, designed to connect a fiber coupled spectrometer. In this channel the
emission is not detected with a photomultiplier tube, but it is collimated after the pinhole and coupled
out of the microscope. We constructed an FCS detection unit at this output channel which splits the
emission into two channels with a dichroic mirror, filters it spectrally and focuses it onto apertures of
optical fibers connected to avalanche photo diodes (APD) (see fig. 7.1b,c). The APDs are connected
to the hardware correlator Flex 02-01D (correlator.com, Bridgewater, NJ, USA) which also features a
photon counting mode to acquire the photon arrival times in two channels.
The LSM used here has additional features suitable to study membranes: It can be used with
an atomic force microscope (AFM) to simultaneously acquire complimentary information about the
membrane (65–67), the stage is very stable with minimal drifts and the the novel objective (Zeiss 40×
NA 1.2 UV-VIS-IR C-Apochromat water immersion) produces a small detection volume and has an
excellent chromatic correction.
7.2. FCS with a stationary detection volume
The position and movement of the detection volume can be controlled with the LSM-operation soft-
ware. For FCS with a stationary detection volume, the point acquisition mode is used in combination
with the time-series mode with a huge number of repetitions. The position can be selected with a very
high accuracy in an LSM-image. However, small shifts of the image in dependence of the scanning
speed require the selection of the measurement position in a highly magnified image. In addition,
abberations occur at the external parts of the field of view. Therefore FCS measurements should be
performed not too far off the optical axis.
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Figure 7.1.: FCS detection unit. a: Scanning unit of Zeiss LSM 510 Meta. Emission from the micro-
scope is descanned and passes the main dichroic mirror and a plate in the FCS/LSM mirror wheel. It
is then focused through the internal pinhole and collimated before it leaves the fiber out port (68). b:
Photograph of FCS detection unit. c: FCS detection unit. Optical components are shown in orange. The
aluminium case is shown in blue and the lid which holds the beam splitter in green.
The alignment of the setup with free fluorophores in solution is straight forward. The x- and y-
position of the pinhole can be adjusted within the LSM-software to result in a maximum countrate.
Also the correction collar of the water immersion objective is adjusted to maximize the signal. Finally,
the fibers of the APD are adjusted to detect all emission. A misalignment here does not change the
shape of the detection volume, but it reduces the countrate. Instead of aligning the pinhole in the
z-direction, the collimator of the lasers can be shifted axially to move the laser focus. However, due
to the good optical quality of the objective, this was not necessary. The adjustment is very stable over
days: only if a new beam path is selected the pinhole needs to be readjusted.
When measurements on supported membranes are performed, the correction collar should be ad-
justed on the membrane, since the thickness of the cover slide/mica sandwich is not very well defined.
To this end the focus is moved manually through the membrane and the correction collar is adjusted
to maximize the peak intensity. Also the pinhole adjustment works well directly on the membrane.
Alternatively, free fluorophores in the solution above the bilayer can be used for alignment and cali-
bration.
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8. Min-Oscillations in E. coli studied with FCS
The experiments described in this chapter have been performed in collaboration with Giovanni Me-
acci, Karsten Kruse and Martin Loose.
8.1. Introduction
In the bacterium Escherichia coli, selection of the division site involves pole-to-pole oscillations of the
proteins MinD and MinE. Different oscillation mechanisms based on cooperative effects between Min-
proteins and on the exchange of Min-proteins between the cytoplasm and the cytoplasmic membrane
have been proposed. The parameters characterizing the dynamics of the Min-proteins in vivo are not
known. It has therefore been difficult to compare the models quantitatively with experiments. Our
goal is to measure the relevant parameters in vivo with FCS.
Quantitative measurements of protein mobilities with FCS in bacteria are very challenging. The
small size of the bacteria — not much larger than the detection volume in confocal microscopy —
makes accurate positioning mandatory and leads to a fast depletion of fluorophores. In addition, living
bacteria are not easy to immobilize completely and usually there is a high fluorescence background
due to the media. Therefore there have been only a few applications of FCS on bacteria measuring the
cytosolic mobility and concentration of a GFP-tagged phosphorylated CheY involved in chemotaxis
(69), albeit with very noisy correlation curves, and transcription activity at the RNA level (70, 71).
Direct measurements of the displacement of individual proteins have been used to determine the
mobility of membrane proteins in Caulobacter crescentus (72). Fluorescence recovery after photo-
bleaching (FRAP), where the fluorescent proteins present in a defined region are bleached and the
recovery of the fluorescence is monitored, was used to measure the diffusion constants of cytoplasmic
proteins (73).
Since our combination of FCS with an LSM allows for exact positioning of the detection volume
and the AFM stage provides a high stability, we were able to measure the mobility of GFP-tagged
cytosolic proteins with a remarkable accuracy. Also we were the first to apply FCS on membrane-
bound proteins in bacteria. The Min proteins of our study pose some additional difficulty, since they
oscillate from pole to pole within tens of seconds and their polymerization leads to an immobile
fraction. To obtain a good statistical accuracy for this complex system, we measured several thousand
correlation curves and analyzed them automatically to avoid a bias caused by hand selection (74).
Although the data could not discriminate between the two main models, valuable parameters could be
obtained which can be a basis for future theoretical analysis.
8.2. The Min system
E. coli is a rod-shaped bacterium with a length of 2 – 6 µm and a diameter of 1 – 1.5 µm. Its
replication cycle is only 20 minutes. The position of the division plane — usually in the center
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f)
Figure 8.1.: Oscillations of MinD-GFP in E. coli. a-d: Fluorescence images of MinD-GFP in a cell at
subsequent time points separated by 20s. e: Time-average of all frames during one oscillation period (75).
f: Fluorescence intensity I normalized by the maximum value Imax of GFP-MinD proteins in E. coli as a
function of the time. The decay of the maxima values during the oscillation is due to photobleaching (76).
of its long axis between the two segregated copies of its chromosome — is determined by the Z-
ring, a structure built from the protein FtsZ, which is associated with the cytoplasmic membrane and
encircles the cytoplasm. Assembly of the Z-ring is targeted to the cell center by two mechanisms. For
one, formation of the ring around the two copies of the chromosome is inhibited by proteins binding
to DNA, a mechanism termed nucleoid occlusion. For the other, the proteins MinC, MinD and MinE
suppress ring formation close to the cell poles, leaving the center as the only possible site. MinC is
able to depolymerize FtsZ filaments, while MinD and MinE direct MinC to the cell poles. The spatial
distributions of MinD and MinE, and hence of MinC, periodically change in time: after dwelling
in the vicinity of one pole for about 40 s, the proteins get redistributed to the opposite pole. These
oscillations do not require the presence of MinC (fig. 8.1).
Theoretical works have provided strong evidence that the pole-to-pole oscillations are formed by
self-organization of MinD and MinE (75). All mechanisms proposed so far rely essentially in one way
or another on the formation of aggregates of membrane-bound MinD. The mechanisms can roughly
be divided into two classes. In cooperative attachment (CA) models, MinD-aggregates are formed
through collective effects during binding to the cytoplasmic membrane (fig. 8.2). In aggregation
current (AC) models, aggregates are formed by mutual attraction after the proteins have bound to the
membrane. CA as well as AC models can capture the qualitative features of the Min-oscillations and
there is experimental evidence for both processes in E. coli.
8.3. FCS on Min proteins in E. coli
FCS measurements were performed with the our FCS-LSM combination which allowed a positioning
accurate enough to measure in bacterial cells, not much larger than the detection volume itself. Since
the hight of the detection volume (≈ 1 µm) is comparable to the diameter of the bacteria, a two
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Figure 8.2.: Schematic representation of (a) cooperative attachment (CA) model and (b) aggregation cur-
rent (AC) model (76). c: Schematic representation of the exchange of MinD and MinE between the cytosol
and the membrane. 1) MinD undergoes a conformational change upon binding ATP, 2) ATP-bound MinD
binds to the membrane, 3) MinE binds to membrane-bound MinD, and 4) MinE-induced ATP hydrolysis
leads to detachment of MinDE-complexes from the membrane. Interaction of membrane-bound proteins
leads to the formation of MinD aggregates (75).
component, two dimensional model was applied (eq. 1.38 and eq. 1.14):
Gdiff(τ) =
1
N1 + N2
{
F
1
1 + τ/τ1
+ (1 − F) 1
1 + τ/τ2
}
. (8.1)
Here, the number fraction of particles of one species is given by F = N1/(N1 + N2), where N1 and N2,
respectively, are the average numbers of particles of the different species in the detection volume. The
characteristic relaxation times τ1 and τ2 are linked to the respective diffusion constants and the width
w0 of the detection volume through τi = w20/(4Di), i = 1, 2. For particles changing between a mobile
state (diffusion constant D) and an immobile state, we assume the following reaction kinetics for the
fraction F of the mobile state dF/dt = −F/τ1 + (1 − F)/τ2, where τ1 and τ2 are the cytoplasmic and
membrane residence times, respectively. The auto-correlation of the fluctuations has the form (6, 13)
Gex(τ) =
(2pi)−2w20
(N1 + N2)
∫ ∞
0
dk k e−
w20
4 (k
2
x+k
2
y )
{
A1eλ1τ + A2eλ2τ
}
(8.2)
where
λ1,2 = −(Dk2 + τ−11 + τ−12 )/2 ±
{
(Dk2 + τ−11 + τ
−1
2 )
2 − 4Dk2/τ2
}1/2
/2
A1,2 =
{
λ2,1 + Dk2τ1/(τ1 + τ2)
}
/(λ2,1 − λ1,2).
For a single species diffusing anomalously in two dimensions the auto-correlation function is given
by eq. 5.2 in section 5.1. Since the cytosplasmic pH of E. coli is about 7.7 (77), pH-dependent blinking
can be neglected (78).
Compared to measurements in solution or even measurements in mammalian cells, measurements
in the small bacterial cells, and especially in bacterial membranes are challenging. Individual curves
are too noisy to obtain conclusive parameter estimates. Therefore we acquired a huge number of
correlation curves (several 1000) and analyzed them with statistical methods. First, only correlation
curves corresponding to the stationary state were selected by evaluating the time dependence of the
intensity trace. Second, only curves which could be fit reasonably well with the two component model
were kept for further data analysis. Third, histograms were constructed for all parameters of interest.
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The histograms of most parameters are described well by a log-normal distribution, rather than a
normal distribution. Therefore the arithmetic mean value does not correspond to the best parameter
estimate. In addition, it leads to a difference between the mean diffusion coefficient and a diffusion
coefficient calculated from a mean diffusion time: 〈D〉 = 〈w20/4τD〉 , w20/4〈τD〉. Using the geometric
mean
x¯geo = n
√
x1 · x2 · · · xn = exp
1n
n∑
i=1
ln xi
 (8.3)
and the geometric standard deviation
σgeo = exp

√
1
n
n∑
i=1
(ln xi − ln x¯geo)2
 , (8.4)
the best parameter estimate x¯geo as well as the confidence intervals can be inferred. The upper bound
of the 1σ confidence interval is x¯geoσgeo and the lower bound is x¯geo/σgeo.
8.4. Results
8.4.1. Diffusion of EGFP in E. coli
We first measured the auto-correlation of the fluorescence fluctuations of Enhanced Green Fluorescent
Protein (EGFP) in living E. coli. A typical correlation curve is depicted in fig. 8.3a. From a fit of the
correlation curve Gdiff (eq. 8.1) expected for a single diffusing species with F = 1 an apparent diffusion
constant of D = 12±2.3 µm2/s is obtained. There are two sources contributing to the error in the value
of the diffusion constant. First, a systematic error results from uncertainties in determining the size of
the detection volume. The size of the detection volume is needed for transforming the relaxation time
that can be extracted from the correlation curve into a diffusion constant. We estimate this error to be
15%. Secondly, the fit of the expected correlation curve to the data is of finite accuracy due to noise
present in the experimental correlation curve (around 10%). For the curve in fig. 8.3a, the fit quality is
reasonable with χ2 = 1.58. In view of the measurements on MinD and MinE, other models were used
for analyzing the correlation curves. Fitting the data to the auto-correlation Gdiff (eq. 8.1) expected for
two independent populations of diffusing particles, where F is now a fit parameter, the fit quality was
significantly improved, χ2 = 1.08. For the curve in fig. 8.3a, the apparent diffusion constant of the fast
component is D1 = 15.6 ± 3.2 µm2/s. Furthermore, we considered the case of molecules switching
between a mobile and an immobile state. The corresponding auto-correlation is Gex, see eq. 8.2. For
the diffusion constant in the mobile state, we found D = 14.8 ± 5.0 µm2/s with χ2 = 1.08. Previous
reports suggest deviations from normal diffusion of EGFP in vivo, which was attributed to crowding
in the cellular environment (79). We therefore considered anomalous diffusion of EGFP, where the
mean square displacement grows as ∼ tα with α < 1. Fitting the correlation Ga (eq. 5.2) we obtained
an anomalous exponent of α = 0.85 ± 0.14 and an anomalous transport coefficient Γ = 5.9 ± 0.94
µmα/s with χ2 = 1.07. As can be seen in fig. 8.3a, the different fits are barely distinguishable.
A histogram of the diffusion constants obtained by fitting Gdiff to 1021 curves is presented in
fig. 8.3b. The histogram is well described by a log-normal distribution with a geometric mean of
D = 17.9+4.3−3.4 µm
2/s. Within the accuracy of our measurements, different cells give the same value
for the EGFP diffusion constant. Hand-selection of curves, as is often done in FCS measurements,
reduced the 1σ-confidence interval, but did not change the geometric mean. The fraction of the fast
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Figure 8.3.: Diffusion coefficients of EGFP in E. coli measured by fluorescence correlation spec-
troscopy: a: Typical auto-correlation G(τ) for EGFP (black circles) and non-linear least square fits of
correlation curves expected for different processes. Green: diffusion, see eq. 8.1 with F = 1, gives
D = 12.9 ± 2.3 µm2/s with χ2 = 1.6. Pink: anomalous diffusion (eq. 5.2), yields α = 0.83 ± 0.01 and
Γ = 4.7 ± 0.75 µmα/s with χ2 = 1.1. Blue: two independent diffusing populations, see eq. 8.1, yields
D1 = 17.7 ± 3.6 µm2/s, D2 = 0.3 ± 0.2 µm2/s, and F = 0.96 ± 0.01 with χ2 = 1.1. Yellow: exchange
between a mobile and an immobile state, see eq. 8.2, yields D = 14.8 ± 2.8 µm2/s, τ1 = 2.3 ± 1.0s, and
F = 0.97±0.004 with χ2 = 1.1. No significant autofluorescence of cells was detected, but there was a non-
correlated background of 8 kHz from the medium. b) Histogram of diffusion coefficients obtained from
fitting Gdiff to 1020 measurements. Solid line: log-normal distribution with geometric mean D = 17.9+4.3−3.4
µm2/s. c) Histogram of anomalous exponents from fitting Ga to the same curves as in (b). Solid line:
normal distribution with mean α = 0.88 and variance σ2α = 0.09 In b and c only fits with χ2 < 1.2 were
considered.
component was F = 0.96 ± 0.03, indicating that most of the dynamics can be attributed to diffusion.
We arrived at the same conclusion using Gex for the data analysis, see Table 8.4.1. Fig. 8.3c presents
a histogram of anomalous exponents from analyzing the same curves using Ga. The mean value is
α = 0.88 ± 0.1.
The values of the diffusion constants are surprisingly large in view of previous measurements of the
EGFP diffusion constant using FRAP, yielding DGFP ' 7.5 µm2/s, see (80). There, it was also found
that the diffusion constant can be changed significantly by adding a His-tag. We examined His6-EGFP
expressed in the same strain as was used for the measurement of EGFP mobility. Using either Gdiff
or Gex, we found a decrease in the diffusion constant of about 20% compared to EGFP. Based on the
anomalous diffusion model, we found a slightly reduced value for the anomalous mobility, Γ = 5.6+5.7−2.8
µmα/s, while the anomalous exponent remained the same, α = 0.88 ± 0.1.
8.4.2. Quasi-steady states during Min-oscillations
The analysis of fluorescence fluctuations requires a well-defined average state. Seemingly, this is not
the case for the Min-system, which oscillates with a period of about 80 s (75, 81, 82), see fig. 8.4a.
However, there are regions in the bacterium in which the fluorescence signal is quasi-stationary for
about 10 s. In fig. 8.4b, we present the fluorescence intensity in a confocal volume positioned in
one cell half. There are phases of high and low constant fluorescence as well as phases of strongly
varying fluorescence. Respectively, these phases reflect the dwelling of MinD in one cell half for
a large fraction of a half-period as well as the comparatively rapid transition to the opposite cell
half. Fig. 8.4c displays the fluorescence intensity along the bacterial long axis for six different times
separated by 2 s. The intensity variations during this period are less then 5%. The fluorescence profiles
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Ntot Nsel D1 (
µm2
s ) D2 (
µm2
s ) F N
EGFPa 1021 17.9+4.3−3.4 0.22
+0.51
−0.16 0.96
+0.03
−0.03 652
His6-EGFPa 555 14.9+3.7−3.0 0.14
+0.53
−0.11 0.96
+0.04
−0.04 214
GFP-MinDb 2017 438 17.0+3.0−2.5 0.17
+0.14
−0.08 0.77
+0.11
−0.11 181
GFP-MinDb l.i. 191 16.7+3.1−2.6 0.18
+0.16
−0.08 0.81
+0.10
−0.10 105
GFP-MinDb h.i. 247 17.4+2.6−2.3 0.15
+0.11
−0.06 0.71
+0.10
−0.10 76
GFP-MinDc 738 102 14.3+2.9−2.4 0.16
+0.18
−0.08 0.80
+0.08
−0.08 50
MinE-GFPd 1807 528 11.2+2.9−2.3 0.20
+0.23
−0.11 0.79
+0.10
−0.10 307
MinE-GFPd l.i. 310 11.4+2.8−2.3 0.21
+0.25
−0.11 0.82
+0.09
−0.09 198
MinE-GFPd h.i. 218 10.9+3.1−2.4 0.20
+0.20
−0.10 0.75
+0.11
−0.11 109
Table 8.1.: Diffusion model: Mobility of EGFP, His6-EGFP, GFP-MinD, MinE-GFP. For the Min proteins,
curves from low-intensity phases (l.i.) and high-intensity (h.i.) phases were analyzed separately. Ntot: total
number of correlation curves analyzed. D1, D2: diffusion constants for two independent populations, F: fraction
of the faster population, N: number of curves allowing for a sufficiently good fit. Values were considered only
from curves where the fit produced a χ2 < 1.4 (for EGFP χ2 < 1.2) and where the intensity was constant.
Displayed are the mean values and the 1σ confidence interval. For the Min proteins, the values of D1 and D2
are well described by a log-normal distribution. For all strains, the values of F follow a normal distribution.
aBL21(DE3)pLys, bJS964, cWM1255, dWM1079.
Ntot Nsel D (
µm2
s ) τ1 (ms) F N
EGFPa 1021 17.9+4.4−3.6 1100
+7150
−953 0.97
+0.04
−0.04 690
His6-EGFPa 555 15.0+5.7−4.1 1870
+12200
−1620 0.97
+0.05
−0.05 220
GFP-MinDb 2017 438 14.4+2.6−2.2 322
+422
−183 0.79
+0.11
−0.11 217
GFP-MinDb l.i. 191 14.7+3.0−2.5 464
+643
−270 0.86
+0.08
−0.08 104
GFP-MinDb h.i. 247 14.1+2.2−1.9 230
+209
−110 0.73
+0.10
−0.10 113
GFP-MinDc 738 102 12.4+1.8−1.6 522
+721
−303 0.84
+0.07
−0.07 43
MinE-GFPd 1807 528 9.3+2.3−1.9 396
+888
−274 0.86
−0.09
+0.09 350
MinE-GFPd l.i. 310 9.6+2.5−2.0 478
+1105
−334 0.88
−0.08
+0.08 223
MinE-GFPd h.i. 218 8.8+1.9−1.5 285
+542
−187 0.81
−0.09
+0.09 127
Table 8.2.: Exchange model: Mobility of EGFP, His6-EGFP, GFP-MinD, MinE-GFP. For the Min proteins,
curves from low-intensity phases (l.i.) and high-intensity (h.i.) phases were analyzed separately. Ntot: total
number of correlation curves analyzed. D, τ1: diffusion constant and residence time in the mobile state for
proteins switching between a mobile and an immobile state, F: fraction of the mobile population, N: number
of curves allowing for a sufficiently good fit. Values were considered only from curves where the fit produced
a χ2 < 1.4 (for EGFP χ2 < 1.2) and where the intensity was constant. Displayed are the mean values and
the 1σ confidence interval. For the Min proteins, the values of D and τ1 are well described by a log-normal
distribution. For all strains, the values of F follow a normal distribution. aBL21(DE3)pLys, bJS964, cWM1255,
dWM1079.
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Figure 8.4.: Quasi steady states: a: GFP-MinD fluorescence in E. coli at different phases of the oscil-
lation cycle. Scale bar: 1 µm. b: Fluorescence intensity in a confocal volume located in one cell half
as a function of time. Oscillations with a period of ≈ 60 s are clearly seen. Around states of maximal
and minimal intensity, time-intervals of roughly constant fluorescence intensity can be detected. c,d,e:
Fluorescence intensity along the long axis (c) and the cross-sections (d, e) indicated in (a) for six different
times separated by 2 s each. The color code for all three panels is as given in (d). The curves vary around a
quasi-stationary mean profile. The differences in the cross-section profiles (d) and (e) reflect the different
fractions of membrane-bound proteins in the low- and high-intensity phases in a cell half, respectively.
in cross-sections perpendicular to the long axis also show only moderate fluctuations, fig. 8.4d,e. The
form of the mean profiles in the low- and high-intensity regions differ significantly: while the profile
in the low-intensity region is uni-modal, it is bi-modal in the high-intensity region. This results from
a low fraction of membrane-bound MinD in the low-intensity region and a high fraction in the high-
intensity region (81). The fluorescence profiles for different times then indicate that the respective
amounts of cytoplasmic and membrane-bound MinD are quasi-stationary within the 10 s shown.
8.4.3. Dynamics of GFP-MinD in E. coli
We measured MinD-motility in the strain JS964. For the FCS analysis, we considered only fluores-
cence curves taken from regions in quasi-steady state. Every individual measurement lasted for 5 s.
A typical auto-correlation curve is shown in fig. 8.5a. From the graph it is obvious that two distinct
time-scales are present. We first checked that neither of them is due to bleaching. To this end we
adsorbed EGFP on an untreated cover slip. Then we recorded intensity traces and correlation curves
for this immobilized EGFP. The intensity curves could be fitted to an exponential curve with a decay
time of a few seconds, see fig. 8.5a inset. The corresponding FCS curves show a decay with a similar
characteristic time. These times are larger than the two time-scales apparent in fig. 8.5a. Further-
more, the correlation curves were largely independent of the excitation intensity (data not shown). We
conclude that neither of the time-scales is due to bleaching of immobilized molecules. To reduce the
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already weak contribution to the correlations by bleaching of immobilized molecules even further, we
recorded the first correlation curve in an experiment only a few seconds after the laser was switched
on.
One of the time-scales detectable in fig. 8.5a is readily attributed to MinD diffusing freely in the
cytoplasm. The existence of MinD bound to the membrane suggests two obvious candidate processes
leading to the other time-scale visible in the correlation curves. First of all, it could be attributed to the
diffusion of MinD on the membrane. Secondly, it could result from the exchange of MinD between the
membrane and the cytoplasm. We analyzed the measured correlation curves using separately the two
different models. Of course, the two processes are not mutually exclusive. It would thus be desirable
to analyze the correlation curves using a model that accounts for diffusion on the membrane as well
as for binding and unbinding. However, the expected correlation curve differs only by small amounts
from the curves for either of the two alternatives separately. The accuracy of our measurements does
not allow distinguishing between them. Note that a significant fraction of membrane-bound MinD
might be immobile as it is incorporated into helices (83). Since these molecules do not contribute to
fluctuations in the average fluorescence intensity, FCS cannot detect them.
We first present the results assuming two states of different mobility. Fig. 8.5b displays the two
diffusion constants obtained from fits of Gdiff (eq. 8.1) to different correlation curves measured on a
single cell. We interpret the faster diffusion constant to represent the mobility of cytoplasmic MinD.
It is of the same order as the diffusion constant of EGFP, see Table 8.4.1. The smaller diffusion
constant is interpreted as resulting from the mobility of membrane-bound MinD. This is supported by
the estimated value of the fraction of the fast component. In agreement with the measurements of the
cross-sections, fig. 8.4d,e, the fraction of fast moving proteins is larger in the low-intensity regions
than in the high-intensity regions, see fig. 8.5c. The difference is 10 to 15%, less than one might have
expected from an investigation of the cross-sectional profiles in fig. 8.4d and e. As mentioned in the
previous paragraph, FCS possibly overestimates the fraction of cytoplasmic proteins because some
fraction of membrane-bound MinD might be immobile as it forms helices. Note that the standard
deviation of the mean diffusion constant is smaller than the estimated error of a single measurement,
showing that the quality of our results is not limited by variations within a cell.
Histograms of fast and slow diffusion constants summarizing series of measurements on different
cells are shown in fig. 8.5d, e. Both histograms are well described by a log-normal distribution. The
geometric mean value for the fast diffusion constant is D1 = 17.0+3.0−2.5 µm
2/s. For the slow diffusion
constant we find D2 = 0.17+0.14−0.08 µm
2/s. This value is one order of magnitude higher than the dif-
fusion constant for the transmembrane histidine kinase PleC measured by single protein tracking in
C. crescentus (72). Since PleC is a transmembrane protein, while MinD binds to the polar heads of
the lipids forming the membrane, the values seem to be compatible. No correlation could be detected
between the values of the fast and slow diffusion constants (data not shown). Separating the curves
into those with low and high average intensity does not reveal significant differences between the re-
spective fast and slow diffusion constants, see Table 8.4.1. In the low-intensity regions, however, the
fraction F = 0.81 ± 0.1 of the fast-diffusing component is larger than in the high-intensity regions,
where F = 0.71±0.1. The difference in the fractions is more pronounced when averaging over several
measurements on a single cell than when averaging over measurements on different cells, fig. 8.5c.
This presumably reflects different protein concentrations in different cells.
We analyzed the same data based on the exchange of MinD between a mobile (cytoplasmic)
state and an immobile (membrane-bound) state, disregarding diffusion of membrane-bound proteins.
As suggested by the cross-section profiles, fig. 8.4d, e, we assume the average fraction of mobile
molecules to be constant during one measurement. In that case, the residence times τ1 and τ2 of MinD
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Figure 8.5.: Correlation analysis of MinD mobility - two independent diffusing species: a: Typical
auto-correlation curve for GFP-MinD in a region of quasi-steady state (black circles) and non-linear least
square fits of different expected correlation curves. Green and pink: diffusion and anomalous diffusion,
respectively. Essential features of the experimental curve are missed (χ2 = 5.6 and 1.8, respectively).
Blue: two independent diffusing populations, see eq. 8.1, yields D1 = 19.8 ± 4.3 µm2/s, D2 = 0.11 ± 0.02
µm2/s, and F = 0.74 ± 0.01 with χ2 = 1.1. Yellow: exchange between a diffusing and an immobile
state yields D = 15.7 ± 3.1 µm2/s, τ1 = 302 ± 25ms, and F = 0.83 ± 0.004 with χ2 = 1.18. Inset:
Typical fluorescence intensity of EGFP adsorbed on a glass slide as a function of time. Photobleaching
reduces the intensity. The green line is an exponential fit with a decay time of 3.6s. The same laser
power as for measurements on bacteria was chosen. b: Apparent diffusion constants D1 and D2 for 10
curves admitting a good fit (χ2 < 1.4) among 30 successive measurements on a single cell. The mean
values are D1 = 16.4 ± 2.1 µm2/s (mean±SD) and D2 = 0.1 ± 0.09 (mean±SD). c: Fluorescence intensity
and fast fraction for the same measurements as in (b). The fast fraction is higher for low intensities.
Error bars in (b) and (c) indicate the 95% confidence interval of the fit. Additional statistical errors can be
expected. d,e: Histograms of the diffusion constants. Only curves with quasi-steady fluorescence intensity
and a fit quality of χ2 < 1.4 were retained. Solid lines: log-normal distributions with geometric means
D1 = 17.0+3.0−2.5 µm
2/s and D2 = 0.17+0.14−0.08 µm
2/s.
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Figure 8.6.: Correlation analysis of MinD mobility - exchange between diffusing and immobile state:
a: Apparent diffusion constants and residence times in the mobile state for the same 30 successive mea-
surements on a single cell as in fig. 8.5b,c. The mean values are D = 15.0± 1.9 µm2/s and τ1 = 783± 651
ms (mean±SD). b: Fluorescence intensity and mobile fraction for the same measurements as in (a). The
mobile fraction is higher for low intensities. Error bars in (a) and (b) indicate the 95% confidence interval
of the fit. c,d: Histograms of the diffusion constants and residence times obtained from the same 2017
measurements as in fig. 8.5d,e. Solid lines: log-normal distributions with geometric means D = 14.4+2.6−2.2
µm2/s and τ1 = 322+422−183 ms.
in the mobile and immobile states, respectively, are related to the fraction F of mobile molecules by
F = τ1/(τ1 + τ2). The results obtained from analyzing the same curves as in fig. 8.5b, c are displayed
in fig. 8.6a, b. The diffusion constants are in the same range as the values of the fast diffusion constant
obtained above. The same holds for the value of the mobile fraction F. Histograms of the diffusion
constant and the residence time in the mobile state are presented in fig. 8.6c, d. Differences in the val-
ues for low- and high-intensity regions are not significant, although the residence times are on average
larger in the low-intensity regions, see Table 8.4.1. We repeated the measurement using a different
strain (WM1255). The average cytoplasmic diffusion constants are smaller in this strain, while the
average residence time is a little larger, see Table 8.4.1. In view of the broadness of the distributions,
however, the differences are not significant.
8.4.4. Dynamics of MinE-GFP in E. coli
For measuring the mobility of MinE we employed the same strategy as for MinD. An example of a
quasi-steady state of the MinE distribution is shown in fig. 8.7a. As for MinD, two distinct relaxation
times can be detected in the correlation curves. We analyzed these curves using the same models as
for MinD. Histograms of the two different diffusion constants and of the diffusion constant together
with the residence time in the mobile state, respectively, are presented in fig. 8.7b-e. As before, the
histograms are well described by log-normal distributions. Assuming two independent populations
with different mobilities, we find D1 = 11.2+2.9−2.3 µm
2/s and D2 = 0.20+0.23−0.11 µm
2/s. The fraction of
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Figure 8.7.: Correlation analysis of MinE: a: Quasi-steady state of the MinE distribution along a cell’s
long axis. Five curves separated each by 3 s vary around a mean profile. An accumulation of MinE close
to the cell center, commonly known as MinE ring, can clearly be recognized. It moves slowly to one cell
pole. b,c: Histograms of the diffusion constants assuming two independent diffusing species. Only curves
with quasi-steady fluorescence intensity and a fit quality of χ2 < 1.4 were retained. Solid lines: log-normal
distributions with geometric means D1 = 11.2+2.9−2.3 µm
2/s and D2 = 0.20+0.23−0.11 µm
2/s. d,e: Histograms of
the diffusion constants and residence times obtained from the same measurements as in (b,c) assuming
exchange between a diffusing and an immobile state. Solid lines: log-normal distributions with geometric
means D = 9.3+2.3−1.9 µm
2/s and τ1 = 396+888−274 ms.
the faster diffusion population is F = 0.79 ± 0.10. While cytoplasmic diffusion of MinE is thus
smaller than of MinD, the diffusion constants for membrane-bound MinD and MinE are the same.
This is compatible with MinE being bound to MinD on the membrane. Assuming the other model,
we obtain for MinE D = 9.3+2.3−1.9 µm
2/s and τ1 = 396+888−274 ms. The mobile fraction is in this case
F = 0.86 ± 0.09. Separating the curves into those from a low-intensity and those of a high-intensity
phase, no significant differences between neither the values of the diffusion constants nor the residence
times in the different phases can be detected, see Table 8.4.1.
8.5. Conclusion
We have used FCS to determine Min-protein mobility in living E. coli. Our correlation data clearly
show the existence of more than one relaxation time, which can satisfactorily be explained by assum-
ing for both MinD and MinE two states of different mobility. We interpret the faster component as
resulting from diffusion of cytoplasmic proteins. The second time scale could result from the mobility
of proteins in the membrane-bound state or from transitions between the cytoplasm and the mem-
brane. We find that all in all both models fit equally well to the data, even though for individual curves
there can be significant differences in the fit quality. Using either of the corresponding correlation
functions, Gdiff or Gex, for analyzing the experimental data, we find values around 16 µm2/s and 10
µm2/s for the respective cytoplasmic diffusion constants of GFP-MinD and MinE-GFP. The diffusion
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MinE MinD merge
Figure 8.8.: Min-protein surface waves in vitro. Confocal images of self-organized waves on the lipid
membrane, MinD, doped with 20% Bodipy-labeled MinD (green), MinE, doped with 10% Alexa647-
labeled MinE (red). Scale bar = 50 µm.
constants we measured for membrane-bound proteins are about two orders of magnitude smaller than
the cytoplasmic diffusion constants, applying the exchange model, we find a value of about 300 ms
for the average residence time of MinD in the cytoplasm.
The results presented here are compatible with the mechanism of forming MinD aggregates on
the membrane suggested in (84). Consequently to cytoplasmic MinD dimerization, the membrane
targeting sequence which is associated with the MinD’s C-terminal helix is exposed and the dimer
binds to the membrane. Subsequently, MinD-aggregates are formed through attractive interactions
between the membrane-bound dimers. In order to test this hypothesis further, mobility measurements
on mutant proteins might be helpful. Furthermore, the consequences of this mechanism for the Min-
oscillations have to be explored by theoretical analysis.
8.6. Outlook: Min oscillations on model membranes
Most models for Min oscillations predict that the essential components are MinD, MinE, ATP and
a lipid bilayer. Therefore we developed an experimental system to study the dynamics of the Min
proteins in supported lipid bilayers in vitro. In this section we will only present a short overview of
the exciting results, for details see (85).
Using purified and labeled MinD and MinE on phospholipid bilayers, we found spontaneous pro-
tein pattern formation into planar surface waves and spirals (fig. 8.8, 8.9 and 8.10). The formation
and maintenance of these patterns required the hydrolysis of ATP, extended on length scales of hun-
dreds of micrometers and persisted for hours. However, existing models could not reproduce the
observed behaviour. A novel theoretical model (85) of the MinD/MinE-dynamics accounts for these
structures and directly relates them to the oscillations observed in E. coli. This work demonstrates
that membrane-associated proteins alone are able to form dynamic two-dimensional patterns, which
might also be relevant for processes in eukaryotic cells, e.g. cell polarization. We further showed for
the first time that subcellular structures can emerge outside of equilibrium solely by the interactions
of a small number of components.
63
8. Min-Oscillations in E. coli studied with FCS
Figure 8.9.: Quantitative characterization of planar waves. (A) Confocal images of Min proteins
waves on the lipid membrane. MinD was doped with 20% Bodipy-labeled MinD (green channel, left),
MinE, with 10% Alexa647-labeled MinE (red channel, middle) and overlay (right). Below: Profile plots
and kymographs for MinD and MinE waves along the rectangular area shown in the micrographs. Arrows
indicate direction of wave propagation. Surface wave velocity (B) and wavelength (C) as a function of
MinE concentration (MinD concentration = 1 µM). Data of the velocities fitted to Hill equation yielded
Vmax = 0.94 µm/s (left). Each data point has been obtained from n=3 independent measurements.
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Figure 8.10.: Initiation of planar surface waves. (A) Starting from a homogenous distribution of MinD
(1.5 min after addition of MinE), addition of MinE lead to dynamic instability (4-38 min). First, MinD
detached from the membrane and after reattachment, protein-free ripples in the protein layer eventually
synchronized to a regular pattern of parallel surface waves. (B) Spiral waves formed by Min proteins. Left:
only labeled MinE is shown, right: labeled MinD and MinE are shown, (C) Double spirals formed by Min
proteins, only labeled MinE is shown. The star marks the center of the double spiral. For the micrographs,
MinD was doped with 20% Bodipy-labeled MinD and MinE was doped with 10% Alexa647-labeled
MinE. Scale bar = 50 µm if not differently indicated.
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Part III.
Scanning FCS
67
Scanning FCS
In this part of the thesis two complementary implementations of scanning FCS (SFCS) are developed
which circumvent problems connected with confocal FCS (section 3.2) and allow for quantitative and
accurate measurements on membranes.
Scanning FCS with a scan path perpendicular to the membrane plane (chapter 9) is robust against
instabilities and allows for very long measurement times required to measure slow diffusion, as is
found for instance in the membranes of yeast cells (section 9.8). It can be extended easily to mea-
sure calibration-free diffusion coefficients with two-focus scanning FCS (section 9.4) and to measure
binding with scanning dual color cross-correlation, also with alternating excitation (section 9.5). In
section 9.10 scanning FCS is employed to study the dynamics of the fibroblast growth factor receptors
Fgfr1 and Fgfr4 in the membranes of living zebrafish embryos and their affinity to their ligand Fgf8
in vivo, a system hardly accessible with standard confocal FCS.
Two-focus scanning FCS can also be applied on horizontal membranes for calibration-free diffu-
sion and concentrations measurements (chapter 10). We use this method to study the diffusion coeffi-
cients and partition coefficients of several fluorescent lipid analogues and proteins in phase-separating
supported lipid bilayers.
Also line-scan FCS (chapter 11) employs a scan-path parallel to the membrane plane. Simultane-
ous detection of a whole line instead of a point greatly increases the statistical accuracy and allows
— when combined with a full statistical analysis of the data — for calibration-free measurements of
membrane dynamics within seconds.
In chapter 12 we use a simplified approach to line-scan FCS to determine partition coefficients of
proteins and lipid analogues in supported bilayers exhibiting a Lo/Ld/ceramide phase separation and
to study the Lo/Ld-partition of a β-secretase inhibitor with different lipid anchors, possible new drugs
for the treatment of Alzheimer’s disease.
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membrane plane
9.1. Introduction
Although confocal FCS has recently become a more frequently applied technique to study the dy-
namics of membrane-bound fluorophores in vitro, as well as in vivo (74, 86–89), severe problems
limit the accuracy of the measurements as discussed in section 3.2: The slow diffusion leads to long
residence times and, consequently, to longer measurements and strong photobleaching. During the
measurement, the relative position of the detection volume with respect to the membrane has to be
stable with an accuracy of about 100 nm. Therefore instabilities of the setup (thermal drifts, vibra-
tions, mechanical instabilities) or of the sample (drift of GUVs, thermal undulations of the membrane,
in living cells or organisms intrinsic mobilities) limit the measurement times and obstruct the study
of slow dynamics. In addition, to avoid photobleaching, very low excitation laser powers have to be
used. As a consequence the signal is easily concealed by the background. To overcome these limita-
tions, we applied a novel FCS detection scheme. Instead of a stationary detection volume, we used a
movable detection volume, generated with the Zeiss LSM 510 and the FCS detection unit as described
in chapter 7, which we scanned repeatedly through a vertical membrane. This FCS scheme allows for
efficient correction of instabilities and enables long continuous measurement times up to half an hour,
necessary to study very slow diffusion as found in yeast cell membranes (section 9.8). In addition, it
leads to an excellent signal to background ratio even for very low effective excitation laser powers.
Our method is very versatile. Two-focus scanning FCS can be easily implemented by scanning
two parallel lines (section 9.4). This permits calibration-free determination of diffusion coefficients,
especially useful for measurements in larger organisms such as zebrafish embryos, since here the
refractive index mismatch leads to a strong distortion of the detection volume (section 9.10). Binding
between membrane-bound fluorophores of different colors can be studied efficiently with dual color
scanning FCS (section 9.5). Alternating excitation to avoid the artifact of spectral crosstalk can be
readily used by employing the multi track mode of the LSM (section 9.6). We applied scanning FCS
to study the affinity of the fibroblast growth factor Fgf8 with the fibroblast growth factor receptors
Fgfr1 and Fgfr4 in the membranes of living zebrafish embryos (section 9.10). In this system many
problems cumulate: the growing embryo is highly unstable, measurements have to be performed deep
in the tissue with a distorted detection volume and the use of fluorescent proteins results in strong
spectral crosstalk in dual color FCS. Scanning FCS is, to our knowledge, the only method to measure
diffusion coefficients and binding affinities in this highly demanding system.
Our implementation of scanning FCS was inspired by work accomplished by Ruan et al. (90).
They scanned the focus of a two photon laser in a circular way through the equator of a GUV with
an excess of free fluorophores in solution. By correlating corresponding time windows of the circular
scan, sheets of correlation curves were calculated. Correlation curves corresponding to the membrane
showed slow membrane diffusion, binding to the membrane could be studied despite of the excess of
free fluorophores. Compared to FCS with a fixed detection volume at the top of the cell or vesicle,
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Figure 9.1.: Principle of Scanning FCS perpendicular to the membrane plane. The detection volume
is scanned repeatedly through the vertical membrane (a). Line scans are arranged under each other (b),
the membrane is clearly visible. Membrane movements are corrected for (c) and membrane contributions
from each scan are added up to result in the intensity trace (d) which can be correlated (e). (32)
the alignment of the detection volume along the membrane in SFCS allowed for a better separation of
the signal from fluorescent background in the solution. However, they did not correct for instabilities
and the use of two photon excitation bears the risk of strong photo bleaching and limited brightness.
Also two-focus FCS and dual color FCS with alternating excitation cannot be implemented with that
approach.
9.2. Principle of scanning FCS
In our realization of scanning FCS the detection volume is repeatedly scanned perpendicular through
the membrane in a linear fashion. Instabilities are corrected for and contributions of the membrane
are summed up, before calculating the correlation curve (fig. 9.1). In contrast to standard confocal
FCS, the data acquisition and analysis is rather involved and comprises of several steps which will be
now discussed in detail:
Adjustment. The internal pinhole of the LSM, the fibers of the APD and the correction ring are
adjusted with free fluorophores in a buffer similar to the buffer of the actual sample and on a
cover-slide of the same thickness.
Linear scanning of the detection volume. The movement of the detection volume is controlled
directly with the LSM operation software. An LSM image is used to select the linear scan
path (length approx. 15 µm) which is repeatedly scanned in the line scan mode. The scan path
is chosen in a way that only a small portion (few µm) is inside the spherical membrane to
minimize out of focus photobleaching (fig. 9.1a). The maximal possible repetition rate of 1.3
kHz is used to reach a maximal time resolution.
Acquisition of photon arrival times. The emitted fluorescence is detected with the home built
FCS-detection unit (chapter 7) and recorded in the photon mode of the hardware correlator.
Reconstruction of intensity traces. Since no information about the repetition rate of the line scan
is recorded, it has to be extracted from the photon arrival times. To this end, the data is binned in
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bins of a few µs and the periodicity of the signal is evaluated by taking a fast fourier transform
(FFT). Based on this repetition rate, the binned data stream is arranged in a matrix in a way that
each row corresponds to one line scan. Individual line scans are arranged underneath each other
(fig. 9.1b). A residual inaccuracy of the inferred repetition rate can be corrected for based on
this matrix. Note that commercial systems like the Zeiss Confocor 3 directly acquire the correct
matrix.
Correcting for instabilities. If the matrix is displayed as an image, the membrane contributions are
clearly visible. Movements of the membrane lead to a deviation of the membrane trace from
the vertical line (fig. 9.1b). To correct for instabilities, the membrane positions are evaluated in
windows of approx. 500 scans by finding the positions of the maxima. The single line scans are
then shifted horizontally to align all maxima in a vertical line (fig. 9.1c).
Construction of the intensity trace. From the corrected matrix the apparent width of the mem-
brane trace can be estimated. A window tm, significantly larger than this width, is chosen and
the photons collected in this window are summed up for each line scan to result in one value Fi
of the intensity trace (fig. 9.1d).
Correcting for depletion. In case of depletion due to photobleaching, the intensity trace Fi can be
corrected according to eq. 3.4.
Removal of single bright events. In some systems, single bright events (endocytotic vesicles, ag-
gregates of fluorophores) sporadically enter the detection volume and distort the whole corre-
lation curve. To automatically identify single bright events, the intensity trace is first binned in
bins of approx. 50 data points to reduce the noise and the standard deviation is evaluated. Based
on Poisson statistics, all data points with a vanishing probability (e.g. < 10−6) are considered
outliers and are excluded from the calculation of the correlation curve as described in section
1.6.
Calculation of the correlation curve. The calculation of correlation curve G(τi) is performed with
a multiple tau correlation algorithm (section 1.6). Note that the lag times τi are integer multi-
ples of the scanning period T (fig. 9.1d). In especially unstable or dirty systems, parts of the
intensity trace (around 100 seconds) are correlated separately and distorted correlation curves
are removed manually.
Fitting of the correlation curve. The effective detection profile can be calculated by integrating
the three dimensional Gaussian profile Ω(x, y, z) (eq. 1.32) along the scanning direction (x-axis).
The membrane is considered to be located in the yz-plane at x = 0:
Ie(y, z) =
η
T
∫ tm/2
−tm/2
Ω(x(t), y, z)dt =
η
vT
∫ x(tm/2)
x(−tm/2)
Ω(x, y, z)dx (9.1)
≈ η
vT
∫ ∞
−∞
Ω(x, y, z)dx =
√
pi
2
w0η
vT
exp
−2 y2w20 − 2 z
2
w2z

v is the scan speed, η is the molecular brightness. The corresponding correlation function for
this two dimensional elliptical Gaussian profile can then be easily calculated:
G(τ) =
1
Cpiw0wz
1 + 4Dτw20
−1/2 (1 + 4Dτw2z
)−1/2
(9.2)
=
1
N
(
1 +
τ
τD
)−1/2 (
1 +
τ
τDS 2
)−1/2
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Figure 9.2.: SFCS auto-correlation curve (◦) of ctxB-A488 bound to a GUV composed of 25% choles-
terol, 75% sphingomyelin and 0.005% GM1 with fit to eq. 9.2 (—) and weighted residuals.
Measurement parameters: Acquisition time: 20 min, excitation power P = 3.75 µW at 488 nm, repetition
rate f = 520 Hz, scan speed v = 0.14 m/s. Integration time for the membrane contribution tm = 5.5 µs,
average number of photons in each line scan 〈Fi〉 = 0.42. Emission filter HQ525/60M, pinhole 60 µm.
S = wz/w0 is the usual structure parameter. The triplet contribution can be neglected, since
triplet times are in the range of microseconds and cannot be resolved with SFCS.
How does scanning FCS solve the problems connected with confocal FCS on membranes? First,
the correction of instabilities allows for very long continuous measurement times necessary to average
over a sufficient number of independent events. Second, the membrane is only illuminated during the
short transient of the detection volume. Therefore comparatively high excitation laser powers can
be used without the risk of photobleaching which greatly increases the signal to background ratio.
Finally, the effective detection area is very reproducible, insensitive to mispositioning and membrane
undulations become invisible.
9.3. Scanning FCS to measure slow diffusion
Fig. 9.2 shows the SFCS auto-correlation curve of ctxB-A488 bound to a GUV, prepared as described
in section 5.2, with a lipid composition of 25% cholesterol, 75% sphingomyelin and 0.005% GM1,
chosen to ensure slow diffusion. The waist radius was determined in a solution of fluorophores to be
w0 = 200 ± 20 nm. Based on this, the measured diffusion time of τD = 524 ± 54 ms corresponds to a
diffusion coefficient of D = 0.019 ± 0.006 µm2/s.
This measurement of extremely slow diffusing fluorophores illustrates nicely the advantages of
scanning FCS. In spite of the long acquisition time of 20 minutes, the correlation curve was not
distorted by any instabilities and could be fitted well with a one component model. No indication
of membrane undulations was visible. Several independent measurements resulted in similar results,
indicating a good reproducibility. No meaningful correlation curves could be obtained by confocal
FCS on the same sample.
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The effective pulsed excitation of the membrane in scanning FCS greatly increased the signal to
background ratio: Since the detection volume spent only a small fraction of the total acquisition
time in the membrane, the resulting average excitation intensity in the membrane was more than two
orders of magnitude below the excitation intensity and ensured negligible photobleaching. During
the transient of the detection volume through the membrane, a countrate of F = 75 kHz (ηeff = 3.3
kcpps) was obtained. However, this corresponds to an average countrate of only F = 0.22 kHz
(ηeff = 0.01 kcpps), which is comparable to the dark counts of the detector. In confocal FCS low laser
powers leading to similar low countrates have to be used to avoid photobleaching, the signal is hardly
distinguishable from the background.
The waist of the detection area w0 was determined by a calibration measurement with free dye in
solution and cannot be considered very accurate, as discussed in section 3.2.5. Therefore the extension
of scanning FCS to two-focus scanning FCS greatly increases the accuracy of diffusion measurements.
9.4. Calibration-free diffusion measurements with two-focus SFCS
Scanning FCS can be easily extended to two-focus scanning FCS (2fSFCS) for absolute and calibra-
tion-free diffusion measurements (compare section 2.1). By alternately scanning along two lines at
a distance d parallel to each other through the membrane, two effective foci in the membrane with a
displacement d along the y-direction can be realized.
The cross-correlation of the intensity traces corresponding to the two intersections is described by
the following correlation function (compare eq. 2.5):
Gx(τ) =
1
CpiS w20
1 + 4Dτw20
−1/2 1 + 4Dτw20S 2
−1/2 exp − d2w20 + 4Dτ
 (9.3)
Once d is known, D and w0 can be determined directly by fitting the data to eq. 9.3 without any
additional calibration measurement. A global fit of the two auto-correlation functions and the cross-
correlation function improves the accuracy.
The photons in the two foci are not collected within the same time window, but with a delay td,
which is usually given by the scan period. Therefore the cross-correlation curves are shifted with
respect to the auto-correlation curves according to eq. 2.6.
Two lines at a rather well defined distance can be scanned by using the frame mode of the LSM
with N × 2 pixels. However, the direct implementation does not result in parallel lines, as can be
ssen in fig. 9.3a. An advanced multi track program, where lasers were only switched on during the
back-scanning, solved that problem. Still, the distance depended on the direction of the scan and was
not constant along the whole scan (compare fig. 9.3b). Therefore, we decided to perform all two-focus
scanning FCS experiments with the same magnification and the same scanning direction and to deter-
mine the dependence of the distance d(x) on the position x with a calibration measurement. To this
end, we bleached traces in a film of dried fluorophores and fitted the distance with a double-Gaussian
profile (fig. 9.3c). The distance dependence was very reproducible and stable. By approximating it
with a polynomial, the correct distance d could be easily inferred during data analysis and used during
the fitting. We estimate the error of d(x) to be below 5%. Note that in this work two different settings
with d ≈ 0.3 µm and d ≈ 0.5 µm were used.
Fig. 9.4a shows the result of a two-focus scanning FCS measurement on a GUV composed of 32%
cholesterol, 68% sphingomyelin and 0.003% GM1, labeled with ctxB-A488. The drop in the cross-
correlation curve for small lag times is clearly visible. The distance d between the two lines at the
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Figure 9.3.: Calibration of the distance: a: Typical LSM image of bleached trace in the single track
mode. b: Traces scanned in the multi track mode. c: Distance in dependence of position. Average
distance from 25 images (+), standard deviation of distances (− − −) and fit to polynomial (—).
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Figure 9.4.: Two-focus scanning cross-correlation. a: Auto- (,O) and cross-correlation curves (◦) for
SFCS with two distinct lines with a separation of d = 300 ± 15 nm and residuals from the global fit to
eq. 9.2 and eq. 9.3 (—). Composition of the GUV: 32% cholesterol, 68% sphingomyelin and 0.003%
GM1, labeled with ctxB-A488.
Measurement parameters: Acquisition time: 20 min, excitation power P = 6.1 µW at 488 nm, repetition
rate f = 430 Hz, scan speed v = 0.046 m/s, integration time tm = 27 µs. Emission filter HQ525/60M,
pinhole 60 µm.
b: auto-correlation curve (◦) obtained with one focus SFCS on a GUV of the same composition as above
with corresponding fit to eq. 9.2 (—) and weighted residuals.
Measurement parameters: Acquisition time: 15 min, excitation power P = 6.1 µW at 488 nm, repetition
rate f = 640 Hz, scan speed v = 0.07 m/s, integration time tm = 9 µs. Emission filter HQ525/60M,
pinhole 60 µm.
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Figure 9.5.: Dual color scanning FCS on tBid and BclxL on GUVs. a: Setup for dual color scan-
ning FCS. b: Auto- (, ◦) and cross-correlation (O) curves of tBid-A647 and BclxL-∆ct-A488 on GUVs
(eggPC/heart cardiolipin/DOGS-Ni 79:20:1).
Measurement parameters: Acquisition time: 5 min., excitation powers P = 25 µW at 488 nm and P = 35
µW at 633 nm, repetition rate f = 0.43 kHz, scan speed v = 0.038 m/s, integration time tm = 20 µs.
Emission filters: HQ525/60M and HQ700/75M, dichroic mirror 610DCXR, pinhole 70 µm.
position of the membrane was determined to be 300± 15 nm. A global fit of the measured correlation
curves to eq. 9.3 resulted in w0 = 199 ± 12 nm and D = 0.23 ± 0.03 µm2/s, taking into account the
accuracy of d. Due to the different composition of the GUV, this value is one order of magnitude
higher than the diffusion coefficient measured in the previous section.
For a comparison, fig. 9.4b shows the auto-correlation curve obtained with one focus SFCS on
a GUV with the same composition as above. The diffusion time of τD = 42 ± 3 ms corresponds
to a diffusion coefficient of D = 0.24 ± 0.07 µm2/s based on a waist radius of w0 = 200 ± 20 nm
determined from a calibration measurement of Alexa488 in solution. This result is similar to the
two-focus measurement, but the error on the diffusion coefficient is significantly higher due to the
difficulties of determining the detection area.
Two-focus scanning FCS does not only allow calibration-free diffusion and concentration mea-
surements, it also enhances the time resolution of scanning FCS. For diffusion times comparable to
the scanning period, a meaningful fitting of the auto-correlation curve is limited. By choosing an ap-
propriate distance d, the maximum of the cross-correlation curve can be shifted into the measurement
window rendering accurate fitting possible.
9.5. Dual color SFCS
Experiments presented in this section were performed in collaboration with Ana Garcia-Saez.
To study binding between two labeled species in a membrane with dual color scanning cross-
correlation spectroscopy (dcSFCS), the line is scanned with the two laser lines switched on and the
emitted fluorescence is collected in two spectral channels (fig. 9.5 a). From each channel one intensity
trace is extracted from which auto- and cross-correlation curves can be calculated. Since instabilities
are corrected for, dcSFCS permits the study of binding and aggregation of labeled molecules on the
membrane without the risk of false positive cross-correlation due to membrane movements.
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Here we use dcSFCS to study the interaction of two proteins of the Bcl-2 family involved in
apoptosis. During apoptosis the proapoptotic protein tBid and the antiapoptotic protein BclxL localize
to the outer mitochondrial membrane where they regulate cell fate by controlling the release into the
cytosol of the so-called apoptotic factors, like cytochrome c.
In solution tBid and BclxL interacted only weakly, as we determined with confocal dual color
FCS (≈10% cross-correlation, data not shown). To investigate their interaction on membranes, we
incubated GUVs (eggPC/heart cardiolipin/DOGS-Ni 79:20:1) with tBid-A647 and BclxL-∆ct-A488
(purified and labeled proteins were kindly provided by A.J. Garcia-Saez). tBid binds specifically to
GUVs containing cardiolipin, while BclxL-∆ct is tethered to the GUVs via interactions of its Histidine
tag with lipids modified with Ni. Dual color SFCS revealed a relative cross-correlation amplitude
of 40% (fig. 9.5). A calibration measurement on double labeled DNA-molecules in free solution
used as a cross-correlation reference showed a cross-correlation amplitude of 40%. Considering the
incomplete labeling of the proteins, this demonstrates a strong interaction of tBid and BclxL in the
membrane.
In the future, we hope to compare the binding affinities of BclxL-∆ct and tBid in membranes and
in solution, study their interaction sites and the effects of lipid composition. This will give us a better
understanding of the mechanism of action of these proteins.
9.6. Dual color SFCS with alternating excitation
As discussed in section 2.2, spectral crosstalk can lead to a false positive cross-correlation which
can be avoided by using alternating excitation (pulsed interleaved excitation, PIE) (34, 35). Usually,
alternating short laser pulses with a repetition rate of several MHz are required for alternating exci-
tation. In SFCS alternating excitation can be implemented in a much simpler fashion. By alternating
the green and the orange excitation for every other line scan, the contributions from the different flu-
orophores can be separated. This is due to the fact that the contributions from the green-emitting
fluorophores in the orange detection channel upon excitation with the orange laser, and those from the
orange-emitting fluorophores in the green detection channel upon excitation with the green laser are
negligible. Fig. 9.6a shows auto- and cross-correlation curves obtained on GUVs composed of 50%
cholesterol and 50% sphingomyelin and labeled with 0.004% DiO and 0.002% DiI. These two dyes
are not supposed to cross-correlate. Nevertheless, their partially overlapping emission spectra lead to
an apparent relative cross-correlation amplitude of 25%, due to spectral crosstalk. Fig. 9.6b shows the
auto- and cross-correlation curves obtained on the same sample as fig. 9.6a using alternating excita-
tion. The amplitude of the orange auto-correlation curve is significantly higher since it is now free
of crosstalk. Most importantly, the cross-correlation amplitude completely vanishes, indicating good
separation of the dyes.
Alternating excitation can be easily applied in dcSFCS without any additional hardware in a confo-
cal microscope by using the multi track mode. In addition to avoiding crosstalk, alternating excitation
allows for quantitative analysis of FRET between the two labeled species (34) and, due to the similar
wavelengths, an accurate overlap of the detection volumes can more easily be achieved.
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Figure 9.6.: Dual color SFCS with alternating excitation. a: Setup. b: Spectra of DiO and DiI. The
overlap of the emission spectra leads to spectral crosstalk. c: Experimental correlation curves without
alternating excitation. d: With alternating excitation. Auto- (orange channel: , green channel: O) and
cross-correlation curves (◦) and weighted residuals from the fit to eq. 9.2 (—). Composition of the GUV:
50% cholesterol, 50% sphingomyelin, 0.004% DiO, 0.002%DiI. Measurement parameters: Acquisition
time: average over 4 acquisitions of 10 min each, alternate scanning with excitation powers P = 6.2 µW
at 488nm and P = 2.0 µW at 543 nm, repetition rate f = 1.3 kHz, scan speed v = 0.10 m/s, integration
time tm = 20 µs. Emission filters: HQ515/30M, HQ585/40M, dichroic mirror D555, pinhole 65 µm.
For fig. c contributions from both the green and the orange excitation in the orange channel were summed
up resulting in an effective simultaneous excitation. For fig. d only contributions from the orange excitation
were included in the intensity trace of the orange channel, which effectively eliminates crosstalk. The
signal from orange excitation in the green channel was negligible.
9.7. Scanning FCS on Jurkat cell membranes
Experiments presented in this section were performed in collaboration with Lawrence Rajendran.
After demonstrating the capabilities of scanning FCS on model membranes (GUVs), we also tested
it on cells. The commonly used adherent cells (e.g. Hela cells) are flat and do not exhibit a vertical
membrane to perform scanning FCS on. Therefore we chose spherical Jurkat cells, immobilized them
on polylysine coated cover slides and stained them at 4 ◦C with ctxB-A488. The scanning FCS auto-
correlation curve is shown in fig. 9.7. Based on a waist of w0 = 200 nm a diffusion coefficient of
D ≈ 0.65 µm2/s can be inferred from the diffusion time of τD = 15.4 ms. This value is similar to
that for ctxB bound to GM1 in the Lo domains of phase separating model membranes (87). Note
that previous studies (87) showed that ctxB bound to Rat Basophilic Leukemia cells (RBL)-2H3 is
immobile. Even after disruption of the cytoskeleton with Latrunculin A, it diffuses only with D ≈ 0.1
µm2/s. However, lipid analogues displayed similar diffusion constants as the ctxB-GM1 complex in
our study. Jurkat cells therefore seem to have a different membrane organization compared to RBL
cells.
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Figure 9.7.: Scanning FCS on ctxB-A488 bound to Jurkat cells. Measurement parameters: Acquisition
time: 10 min, excitation power P ≈ 2 µW at 488 nm. Emission filter HQ525/60M, pinhole 60 µm.
9.8. Scanning FCS on yeast cell membranes
The experiments described in this chapter have been performed in collaboration with Christian Klose
and Robin Klemm
Due to its high intrinsic stability and optimal separation of membrane and bulk contributions, SFCS
permits dynamic measurements even on yeast cell membranes. Previously, it was only possible to as-
sess this kind of extremely slow membrane diffusion using fluorescence recovery after photobleaching
(FRAP) (91).
Fig. 9.8 shows results of a typical two-focus SFCS measurement on FusMid-GFP in yeast plasma
membranes. The diffusion coefficient was found to be D = 0.0023 µm2/s, the distance between the
foci was previously determined to be d = 340 nm. The measurement time is not sufficiently long
compared to the diffusion time. Therefore the particle noise is still prominent.
To validate the scanning FCS results we developed a variant of FRAP, called fluorescence spread-
ing after photobleaching (FSAP) (85, 92). The method is illustrated in fig. 9.9. By scanning a rect-
angular field of view with a high laser power, approx. half of the yeast cell can be bleached (see
fig. 9.9a). Note that bleaching does not only occur in the focal plane, but also above and below. The
border between the bleached and unbleached membrane part is initially sharp, but due to diffusion of
fluorophores it blurs with time (fig. 9.9b). By analyzing the width of the transition at different time
points, the diffusion coefficient can be deduced.
The membrane is identified in the pre-bleach image by approximating it locally around the bleached
border with an ellipse. For all images, the intensity profile I(x, t) can be inferred by adding up contri-
butions of the membrane around the elliptical approximation. To extract a diffusion coefficient from
the intensity profile I(x, t), it is fitted with the error function to determine the width σ of the slope
(fig. 9.9c) (92):
I(x, t) = I1erf
[
x − xs
σ(t)
]
+ I0 (9.4)
Due to the Gaussian shape of the bleaching laser beam and some diffusion during the bleaching time,
even directly after the bleaching cycle the border is not completely sharp but exhibits an initial width
σ0. However, this profile is hardly distinguishable from a profile measured at time t0 = σ20/4D after
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Figure 9.8.: Two-Focus Scanning FCS in yeast cell membranes. Experimental auto- (◦, ) and cross-
correlation (O) curves on FusMid-GFP in yeast cell membranes. Results from the fit to eq. 9.3: C = 108±9
µm−2, w0 = 0.199 ± 0.007 µm, D = 0.0023 ± 0.0001 µm2/s. Distance between the foci d = 0.34 µm.
Measurement parameters: Acquisition time: 30 min, excitation power P = 1 µW at 488 nm, scan speed v
= 0.046 m/s.
bleaching of a perfect step profile:
σ(t)2 = 4D(t + t0) = 4Dt + σ02 (9.5)
Therefore, the diffusion coefficient can be extracted from the slope of σ(t)2 without knowledge of σ0.
A robust regression algorithm is less sensitive to outliers which can arise e.g. from cytosolic bright
vesicles close to the membrane (fig. 9.9d).
Unwanted photobleaching during the acquisition of the time series decreases the signal to noise
ratio, but does not affect the shape of the profiles. Therefore it is much less of a problem than in
conventional FRAP. Note that binding/unbinding dynamics (e.g. endo- and exocytosis) do not change
the shape of the profile but result in a recovery of the baseline I0 in eq. 9.4, which can be used to
deduce dynamic binding parameters.
Fig. 9.9b shows post-bleach images for the proteins FusMid-GFP and Gap1C602G-GFP respec-
tively. The transition between bleached and unbleached parts is rather abrupt for the images taken
directly after the bleaching cycle. 240 seconds later, the transition is smooth for FusMid-GFP, for
Gap1C602G-GFP the border is still clearly visible, indicating slower diffusion. Fig. 9.9d reports the
mean values and 95% confidence intervals of measured diffusion coefficients for FusMid-GFP, Gap1-
GFP and Gap1C602G-GFP respectively. For more details see (92).
Due to the large spread in the diffusion coefficients, the result obtained with two-focus FCS is
within the range measured with FSAP. However, we found that two-focus SFCS measurements re-
sulted on average in larger diffusion coefficients than FSAP. The reason is that, for a given measure-
ment time, correlation curves for slow diffusion exhibit more noise and might more easily be discarded
as bad curves. In addition, too short measurement times lead to a bias towards faster diffusion (39) (see
section 3.2.1). If a high concentration of fluorescent molecules can be achieved, FSAP is therefore
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Figure 9.9.: Fluorescence spreading after photobleaching analysis in yeast cell membranes. a:
Sketch of the method. A large part of the yeast cell membrane is photobleached. Diffusion of unbleached
fluorophores into the bleached parts and of bleached fluorophores into the unbleached parts results in a
blurring of the border in time. b: Post-bleach images for FusMid-GFP and Gap1C602G-GFP. Directly after
the bleaching cycle the transition between bleached and unbleached parts is abrupt, after 240 seconds
it is smooth for FusMid-GFP. Due to the slower diffusion, it is still rather steep for Gap1C602G-GFP. c:
Intensity profiles for FusMid-GFP for different times after the bleaching cycle and fits to eq. 9.4. The
reduction of the maximum intensity is due to photobleaching. Inset: part of the image to reconstruct
the intensity profile. d: Plot of σ(t)2 vs. t and robust linear fit. From the slope the diffusion coefficient
can be inferred. e: Average diffusion coefficients and 95% confidence intervals for FusMid-GFP, Gap1-
GFP and Gap1C602G-GFP from at least 20 individual measurements per sample. The difference between
the diffusion coefficients is very significant (students t-test: FusMid-GFP and Gap1-GFP: p = 6 · 10−5;
FusMid-GFP and Gap1C602G-GFP: p = 5 · 10−7; Gap1-GFP and Gap1C602G-GFP: p = 4 · 10−5).
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preferable to two-focus scanning FCS. The diffusion coefficients determined for FusMid-GFP with
both techniques are in agreement with previously reported values for single-spanning yeast plasma
membrane proteins acquired by conventional FRAP (D ≈ 0.0025 µm2/s) (91). These results con-
firm that these techniques are adequate methods to determine diffusion rates of fluorescently labeled
proteins in the yeast plasma membrane.
9.9. Scanning FCS on plasma membrane spheres
Experiments presented in this section were performed in collaboration with Daniel Lingwood.
The ‘raft’ hypothesis implies that some elements of the plasma membrane are connected via dy-
namic, yet selective lateral interaction (47). Clustering these elements is thought to amplify this con-
nectivity to larger scale, allowing for a more stable segregation of membrane structure and function.
As an exploration of this principle as it relates to the compositional capacity of biological membranes,
we examined pentameric GM1 clustering in A431 cell plasma membrane spheres (plasma membrane
blebs) separated from underlying cytoskeletal influence and endo/exocytic turnover (51). Following
addition of ctxB at 37 ◦C we observed the sterol-dependent emergence of a micron-scale GM1 phase
that was enriched in cholesterol and selectively re-organized the lateral distribution of membrane pro-
teins. These data indicate that cell membranes possess the compositional capacity to activate lipid
raft-dependent phase-based separation forces at physiologically relevant temperature. For details see
(93).
Here we focus on the part using two-focus scanning FCS to characterize the physical properties
of the two induced phases. Plasma membrane spheres were prepared as described in section 5.5.
For crosslinking, a mixture of labeled and unlabeled ctxB was employed to allow FCS measurements
even in the bright phase. Measurements were performed as described in section 9.4. Fig. 9.10b and
c show auto- and cross-correlation curves measured on ctxB-A488 in the bright and the dark phase
respectively. The slower diffusion in the bright phase is clearly visible. Repeated measurements
resulted in Ddark = 1.3+0.4−0.3 µm
2/s and Dbright = 0.13+0.11−0.06 µm
2/s (fig. 9.10d). These values are very
similar to those measured for ctxB-A488 in supported lipid bilayers showing a Lo/Ld phase separation
(66), section 10. The diffusion coefficient of ctxB-A488 in a low concentration, not sufficient to induce
phase separation, was similar to that in the dark phase.
The raft-associated protein VIP17 behaved in a very similar way to ctxB (fig. 9.10e). After induc-
tion of phase separation with ctxB, it partitions strongly into the ctxB-rich phase, where it diffuses
approx. tenfold slower than in the ctxB-depleted phase or in PMS prior to ctxB-crosslinking.
Although a direct identification of the bright phase with the Lo phase and the dark phase with the Ld
phase is problematic due to the complex composition of the plasma membrane spheres, the physical
properties are similar in terms of membrane order, probed by diffusion and sorting of proteins.
9.10. Scanning FCS on membranes of living zebrafish embryos
Experiments presented in this section were performed in collaboration with Shuizi Rachel Yu.
Fibroblast growth factors (Fgf) are a large family of signalling molecules with important roles
in regulating cell proliferation, migration and differentiation. So far 27 Fgfs have been identified in
zebrafish and here we concentrate on one particular member of the family Fgf8 which acts as key
signalling molecule during, for example, mesoderm and neural development. There are five different
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Figure 9.10.: SFCS measurements on plasma membrane spheres. a: LSM image of ctxB-A488 in
plasma membrane sphere with induced phase separation by ctx-crosslinking and schematic of scan paths
for two-focus scanning FCS. b and c: Auto- (◦, ) and cross-correlation curves (O) of ctxB-A488 mea-
sured in the bright and dark phase respectively and global fit to eq. 9.2 and eq. 9.3 (—). Measurement
parameters: Acquisition time: 6 min, excitation power P = 1.5 µW (bright phase) and P = 7 µW (dark
phase) at 488 nm, repetition rate f = 643 Hz, scan speed v = 0.07 m/s, integration time tm = 14 µs,
d = 540 ± 30 nm. Emission filter HQ525/60M, pinhole 65 µm. d: Diffusion coefficients of ctxB-
A488 measured with two-focus scanning FCS. Errorbars denote the geometric mean and geometric 2σ
confidence intervals of the measured diffusion coefficients. Ddark = 1.3+0.4−0.3 µm
2/s, Dbright = 0.13+0.11−0.06
µm2/s. e: Diffusion coefficients of VIP17-mRFP. Ddark = 1.3 ± 0.2 µm2/s, Dbright = 0.10 ± 0.03 µm2/s,
Dpre-clusterd = 1.3 ± 0.9 µm2/s.
types of Fibroblast growth factor receptor genes (Fgfr1-4 and Fgfr1 like) in Zebrafish. Both Fgfr1
and Fgfr4 are expressed during early gastrulation stage of development (fig. 9.12a) and are putative
candidates for transducing Fgf8 signalling. In vitro experiments suggest that Fgfr4 has much higher
affinity for Fgf8 than Fgfr1 (94) while as in vivo experiments suggest otherwise. For example, the
Fgfr1 knock-out mice show severe gastrulation defects and mesodermal patterning is impaired (95, 96)
but Fgfr4 knockout mice show no apparent phenotype (97). In Zebrafish, functional knock-down of
Fgfr1 using morpholinos copies many aspects of the acerebellar (fgf8 mutant) phenotype (98).
Here we use scanning Fluorescence Correlation Spectroscopy (FCS) to directly assess the Fgfr mo-
bility and the Fgf8-Fgfr1/4 binding affinity in living zebrafish embryos in target tissues which undergo
active Fgf signalling. Although of upmost biological interest, FCS measurements on the membranes
of living multicellular organisms are especially challenging, since here the problems cumulate: 1)
the living organisms are moving and still growing and are therefore highly unstable, 2) their index of
refraction is not that of water and this refractive index mismatch leads to a distortion and enlargement
of the detection volume in dependence of the focusing depth prohibiting a calibration necessary for
accurate measurements and 3) binding studies with dual color cross correlation can suffer from false
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Figure 9.11.: Two-focus scanning FCS on Fgfr for calibration-free diffusion measurements. a:
Sketch of scan path in two-focus scanning FCS. b: Scanning FCS on the dominant negative mutant
zFD1-mRFP. Auto- (◦, ) and cross-correlation curves (O) and fit to model correlation functions.
positive cross results because of spectral cross-talk and instabilities. Scanning FCS solves these prob-
lems since 1) membrane movements can be corrected for, 2) two-focus scanning FCS does not rely on
calibration of the detection area and 3) dual color scanning FCS with alternating excitation prevents
spectral cross-talk and is insensitive to membrane movements.
Fig. 9.11 shows two-focus scanning FCS correlation curves of zFD1-mRFP, the dominant negative
version of Fgfr1. The measured diffusion coefficient of D ≈ 0.5 µm2/s was largely independent on
the depth of focus, whereas the waist w0 increased significantly with deeper focusing. Confocal FCS
therefore would have resulted in serious errors in the diffusion coefficients.
In light of the conflicting reports on the the affinities between the Fgfr1 or 4 and the ligand Fgf8,
we performed scanning FCS to measure these affinities in vivo. More precisely, we performed dual
color scanning FCS with alternating excitation on the membrane-bound receptors and receptor ligand
complexes combined with confocal FCS on the free ligand in the extracellular matrix next to the
membrane (fig. 9.12a).
The degree of binding can be extracted from the amplitudes of the auto- and cross-correlation
curves (compare section 2.2). For the case of free ligand (here labeled with a green fluorophore) bind-
ing to a membrane bound receptor (labeled red), the amplitudes of the green and red auto-correlation
curves Gg(0) and Gr(0) and spectral cross-correlation curve Gx(0) can be related to the dissociation
constant Kd using the law of mass action:
Keffd =
koff
kon
=
[
Receptor
] · [Ligand][
Receptor · Ligand] = Gg(0) −Gx(0)Gx(0) [Ligand] (9.6)
The concentration of the free ligand close to the membrane of interest can be measured with confocal
FCS using the information about the size of the detection volume obtained with two-focus scanning
FCS.
Note that the presence of unlabeled receptors does not change the Kd values calculated with eq. 9.6.
In presence of unlabeled competitors (e.g. unlabeled ligand), the measured dissociation constant Keffd
is an effective dissociation constant, depending on the affinities and concentrations of the competi-
tors. In case of only one competitor with concentration Cc and dissociation constant Kc the effective
dissociation constant is (99):
Keffd = Kd
(
1 +
Cc
Kc
)
(9.7)
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Figure 9.12.: Dual color scanning FCS to measure binding affinities between Fgfr1/4 and Fgf8. a:
Sketch of scan path in two-focus scanning FCS. Inset: sketch of the system. b: Scanning FCS on the
dominant negative mutant zFD1-mRFP and Fgf8-GFP. Auto- (◦, ) and cross-correlation curves (O) and
fit to model function (—). c: Negative control: Scanning FCS on mRFP-GPI and Fgf8-GFP. d: Confocal
FCS on Fgf8-GFP in the extracellular matrix. e: Measured dissociation constants for Fgfr1 and Fgfr4.
Fig. 9.12b shows a dual color scanning FCS curve for Fgfr1 and the Fgf8. The high relative
cross correlation amplitude indicates a low concentration of unlabeled receptors. Contributions from
the free ligand cannot be resolved with scanning FCS and appear as a background signal, which
we correct for. The negative control consisting of Fgf8, unlabeled Fgfr and mRFP-GPI (fig. 9.12c)
exhibits a vanishing cross-correlation amplitude. Fig. 9.12d shows a confocal FCS measurement to
determine the concentration of the Fgf8 in the extracellular matrix. Dissociation constants Kd for
several measurements for the two different receptors Fgfr1 and Fgfr4 are shown in fig. 9.12e. The
difference in the binding affinities of Fgfr1 and Fgfr4 is significant, but much smaller than measured
in vitro in (94), which can be due to the presence of competitors.
To conclude, by using scanning FCS we were able to measure on the membranes of living ze-
brafish embryos, a system previously unaccessible by FCS. We determined calibration-free diffusion
coefficients of the Fgfr and binding affinities between the Fgfr1/4 and the Fgf8 in vivo.
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9.11. Conclusion
Scanning FCS, as implemented here, solves most of the problems connected with confocal FCS on
membranes. The robustness against instabilities permits very long uninterrupted measurement times,
necessary to measure slow diffusion. The effective pulsed excitation leads to an excellent signal to
background ratio, even for very low average excitation laser powers necessary to avoid photobleach-
ing. The effective detection area is reproducible, exact positioning of the laser focus is not an issue
any more. In addition, membrane undulations become invisible. The extension to two-focus scan-
ning FCS dismisses the need to calibrate the detection volume and allows for accurate and absolute
diffusion measurements on membranes. In addition, it is much less prone to artifacts than one focus
FCS. Scanning dual color cross-correlation with alternating excitation permits the study of binding in
membranes without the risk of false positive cross-correlation due to spectral crosstalk or membrane
movements.
However, for fast diffusion in membranes, confocal FCS can be superior once the detection volume
has been carefully calibrated: It allows for shorter measurement times, easy data analysis, minimized
out of focus photobleaching and sub-microsecond time resolution. In SFCS, the time resolution is
limited by the scanning frequency to about a millisecond. Yet, in this regime, two-focus scanning
measurements can lead to far more accurate determination of absolute diffusion constants. One im-
portant drawback of SFCS with a scan path perpendicular to the membrane is the requirement of a
vertical membrane which precludes its use on flat substrate-adherent cells.
The lower limit for diffusion coefficients measurable with SFCS is determined by the measurement
time (see section 3.2.1). The maximum measurement time is limited by drifts of the vesicle perpen-
dicular to the scan direction which will lead to a scan path non-perpendicular to the membrane and
therefore to a distortion of the detection area. In addition, the drift will contribute to the correlation
curves as an additional flow term. For large vesicles we found measurement times of up to one hour
practical, resulting in a smallest measurable diffusion coefficient being on the order of 10−3 µm2/s.
With scanning FCS we could study systems previously not accessible by FCS. So we were able to
measure diffusion coefficients in the rigid membranes of yeast cells. In addition we measured binding
affinities of the GFP-tagged fibroblast growth factor Fgf8 with its mRFP-tagged receptors Fgfr1 and
Fgfr4 in living zebrafish embryos and determined the diffusion coefficients of the receptors with two-
focus scanning FCS.
To summarize, the various approaches to scanning FCS demonstrated here allow the study of
different aspects of membrane dynamics on a variety of systems with an accuracy not attainable in
confocal FCS. The simple implementation in a commercial setup should help SFCS to become a
standard technique for membrane studies.
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10. Two-focus scanning FCS study of
raft-exhibiting model membranes
Experiments presented in this chapter were performed in collaboration with Salvatore Chiantia.
10.1. Introduction
During the last years, increasing evidence about the role of lateral membrane organization has been
presented (see e.g. 47, 100). Microdomains, enriched in sphingolipids and sterols, termed rafts, were
associated with cellular functions, although their existence in vivo is still under debate. Model mem-
branes composed of sphingolipids, cholesterol and glycerophoshpolipids exhibit a Lo–Ld phase sepa-
ration and are widely used as a model for cellular rafts. Both, structural and dynamical properties of
such “artificial rafts”, have been investigated with many different techniques, including single parti-
cle tracking (101), fluorescence recovery after photobleaching (FRAP, 102), x-ray diffraction (103),
nuclear magnetic resonance (NMR, 104), confocal fluorescence imaging, also combined with atomic
force microscopy (AFM, 105), or FCS (87, 106).
As commonly accepted, proteins are most likely involved in determining both raft structure and
dynamics in vivo. Interesting results were obtained studying the behavior of the GPI-anchored, raft
associated, protein human placental alkaline phosphatase (PLAP) in DOPC/SM/cholesterol bilayers
using FCS (57) or AFM (107). The latter studies showed that PLAP partitions strongly in Lo domains,
in contrast with FCS measurements that showed only a modest, though significant, partition in such
domains. The discrepancy has been ascribed to the presence of the substrate and, in general, to the
different experimental conditions, but its origin is still not fully understood.
Both, AFM and FCS, are powerful techniques for the study of the lateral organization of biological
membranes from multiple points of view. While AFM can provide structural information down to
nanometric resolution, it remains a slow technique. On the other hand, fluorescence imaging gives
information about the lateral distribution of up to three different fluorescent molecules in the bilayer
in just few seconds. FCS provides information about diffusion or interactions between membrane
components. For these reasons, it is easy to imagine that a combined approach of all these techniques
can offer a deeper insight into the physical properties of the sample.
In this chapter we introduce two-focus scanning FCS with a scan path parallel to the membrane
plane (32) and combine it with fluorescence imaging and AFM imaging to investigate raft-exhibiting
DOPC/SM/cholesterol model membranes. The use of these complementary techniques on a single
sample clarifies the discrepancies and solves the technical problems mentioned above, thus providing
further insight into this biologically relevant model system. The focus here lies on scanning FCS. For
a more detailed discussion of the results obtained with AFM see (66).
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s
d
Figure 10.1.: Principle of two-focus scanning FCS parallel to the membrane: Two parallel lines are
scanned in the membrane and contributions from corresponding parts of the scans are integrated to re-
sult in two intensity traces which can be auto- and cross-correlated.
10.2. Two-focus scanning FCS parallel to the membrane plane
For two-focus scanning FCS on horizontal membranes, two parallel lines are scanned within the
membrane (fig. 10.1) and the contributions from corresponding parts of the sample (denoted by a box
in the figure) of the length s, belonging to the equivalent time window tm = s/v, are summed up for
each scan. Depending on the length of the time window, the effective detection area can be practically
circular (very short time window) or a line (long time window).
In the following we will derive the correlation functions for the general case. The molecule detec-
tion function Ω(x, y) is given by the convolution of the Gaussian detection area of waist w0 with a step
function of length s, describing the scanning in x-direction:
Ω(x, y) =
∫ s
0
exp
−2y2 + (x − x′)2w20
 dx′
=
√
pi
8
w0 exp
−2y2w20
 erf  √2(s − x)w0
 + erf  √2xw0
 (10.1)
The cross-correlation function for two detection areas at a distance d can then be calculated using
eq. 10.1 in eq. 2.4:
Gx(τ) =
%
Ω(x, y)Φ(x, y, x′, y′)Ω(x′, y′ − d) dxdydx′dy′
c2
(!
Ω(x, y)dxdy
)2 (10.2)
=
1
Cpis2
exp
− d2w20 + 4Dτ
 × (10.3)
×

√
pis√
w20 + 4Dτ
erf
 s√w20 + 4Dτ
 + exp
− s2w20 + 4Dτ
 − 1

The auto-correlation curve follows from eq. 10.3 for d = 0.
10.3. Structure and dynamics on raft-exhibiting supported bilayers
Planar bilayers were prepared as described in section 5.3 with a composition of DOPC/SM C18:0/chol-
esterol 1:1:0.7. In the case of membranes containing RhoPLAP, the liposomes were used to produce
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Figure 10.2.: Typical auto- and cross-correlation curves obtained with two-focus SFCS in the Lo (a) and
Ld (b) phase for the diffusion of BP-CholE 0.004% mol in the membrane at 25 ◦C. For each phase, the
two auto-correlation curves (O,), the cross-correlation curve (◦) and the fitted curves (—) are shown.
The reported fit parameters indicate the concentration of fluorophores in the membrane C, the laser spot
radius w0, the diffusion coefficient D, the distance between the scanning lines d, and the length of the line
portions used to calculate the cross-correlation curves s. Panels c and d show the results obtained for all
the examined samples containing 0.004% mol BP-CholE for the Lo and Ld phases respectively.
proteoliposomes before deposition on mica, using a simplified version of the procedure described by
Kahya et al. (57). In the case of staining with ctxB-A488, the supported bilayers contained 0.01% mol
unlabeled GM1; the toxin (10 µg/ml) was added and washed away after 2 minutes incubation.
In order to obtain quantitative information about the microviscosity in both Ld and Lo phases in
supported bilayers, we performed two-focus SFCS measurements using different fluorescent probes.
We observed that the thickness of the mica support and of the glue is critical for the optimization
of the fluorescence signal detection. Poor results were obtained if the total thickness of the glass
coverslip, glue layer and mica was larger than 180-190 µm (data not shown). Thicker supports cause
spherical aberrations which cannot be corrected by the adjustment collar of the objective. Depending
on the parts chosen to calculate the correlation curves, we obtained values for diffusion coefficients
and fluorophore concentrations in both the Lo and Ld phases within a single measurement. Fig. 10.2
shows typical SFCS results obtained for a sample containing 0.004% BP-CholE and histograms of all
the measured diffusion coefficients. Table 10.1 shows the measured diffusion coefficients D and the
ratio between the concentrations in the Lo and Ld phase Clo/Cld for several fluorescent probes. It is
evident that, especially for the Ld phase, the diffusion coefficients slightly depend on the structure of
the different probes, although all are comparable to what has been measured for non-fluorescent lipids
in similar model membranes (104).
A dependence of the diffusion behavior on the used probe was also observed for freestanding
membranes, and it is indeed reasonable to assume that small changes in structure might induce sig-
nificant changes in intra- and intermolecular interactions among the membrane constituents (88). In
line with previous observations (65, 108), we measured diffusion coefficients in the Ld phase of sup-
ported bilayers which are generally smaller if compared with other model systems. The diffusion of
BP-CholE, for example, is ∼25% slower than what is measured in free-standing bilayers using con-
focal FCS with a focal volume calibrated via diffusion of dye in water (Hartmann H., Bacia K. and
P. Schwille, unpublished data). Possible reasons for these discrepancies could be ascribed back to the
different method used to calibrate the focal volume for FCS measurements, the presence of 150 mM
NaCl in the case of the supported membranes, or the presence of the solid support. Regarding the last
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Dye (molar concentration) Dld (µm2/s) Dlo (µm2/s) Clo/Cld
BP-Cer (0.005%) 2.7 ± 0.3 0.15 ± 0.03 0.30 ± 0.10
BP-CholE (0.004%) 3.4 ± 0.3 0.11 ± 0.02 0.16 ± 0.03
BP-CholE (0.01%) 3.8 ± 0.4 0.08 ± 0.02 0.16 ± 0.02
BP-GM1 (0.02%) 4.3 ± 0.6 0.16 ± 0.02 0.08 ± 0.02
BP-DHPE (0.005%) 2.9 ± 0.6 0.12 ± 0.03 0.075 ± 0.005
DiO (0.005%) 1.73 ± 0.12 0.090 ± 0.014 0.020 ± 0.002
DiD (0.01%) 1.5 ± 0.1 0.16 ± 0.04 0.004 ± 0.002
RhoPE (0.005%) 2.4 ± 0.8 - < 0.001
ctxB-A488 a 1.1 ± 0.4 0.040 ± 0.008 11 ± 5
RhoPLAP b 2.8 ± 0.5 0.10 ± 0.02 0.66 ± 0.17
Table 10.1.: Diffusion coefficients in the Lo and Ld phase and partition coefficient Clo/Cld (ratio of the
concentration of fluorophores between the two phases) for all the studied dyes. Composition of supported
bilayer: DOPC/SM C18:0/cholesterol 1:1:0.7. (a) This sample contained 0.01% mol ganglioside GM1.
(b) The initial protein molar concentration was ≈0.02% mol.
two possibilities, it is worth noting that we observed a correlation between the dynamics of different
dyes and their charges. In particular, DiD and DiO are positively charged and, interestingly, exhibit
the lowest Dld among those we measured. The dyes with no charge — BP-CholE, Bodipy FL C5
ganglioside GM1 (BP-GM1), and Bodipy FL C5 ceramide (BP-Cer) — are those that diffuse fastest.
Such dependence of diffusion behavior on the charge of the fluorescent lipid analogue might origin
either from electrostatic interaction with the negatively charged mica surface and/or from the presence
of slower lipid clusters induced by the ions in the solution (109).
For the case of the Lo phase, a greater slowing effect (up to 75%) is observed in supported bilay-
ers. In addition to the above mentioned reasons for the Ld phase, it is important to note that even
small variations of the lipid mixture (e.g. cholesterol content) can dramatically change the diffusion
coefficient in the Lo phase, leaving that of the Ld phase almost unaltered (106).
Finally, the partition behavior of the two last fluorescent probes shown in table 10.1 differs notably
from the other lipophilic dyes. Both the fluorescent-labeled proteins PLAP and Alexa488-cholera
toxin subunit B (ctxB-A488) show a higher affinity for the Lo phase than the fluorescent lipid ana-
logues we examined in this work.
While the high affinity of ctxB-A488 for ordered domains and its dynamics in fluid bilayers are
well characterized (87, 108, 110), the partitioning behavior of the GPI-anchored protein PLAP is still
controversial (111). More specifically, two AFM studies (107, 112) reported that PLAP partitions
almost exclusively in raft-like Lo domains in SM/DOPC/cholesterol membranes, both if externally
added or if already included in the liposomes before the formation of the supported bilayer. In sharp
contrast, analogue FCS studies performed on free-standing giant unilamellar vesicles (GUVs) showed
that PLAP partitions only modestly in Lo domains (57). The origin of the discrepancy was attributed
mainly to the presence of the support needed for the AFM studies (57, 111). In order to shed light on
this apparent contrast, we performed combined AFM, confocal fluorescence imaging and two-focus
SFCS on a supported bilayer, with lipid/protein mixtures analogous to those used in the abovemen-
tioned studies.
Fig. 10.3b shows the AFM topographical image of a SM/DOPC/cholesterol bilayer, in the presence
of ∼ 0.02% mol NHS-rhodamine PLAP (RhoPLAP). The protein RhoPLAP, which can be visualized
as 2-3 nm high spikes on the membrane topography, appears to partition preferably in Lo domains,
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Figure 10.3.: a: Confocal fluorescence image of a SM/DOPC/cholesterol 1:1:0.7 supported bilayer con-
taining the fluorescent protein RhoPLAP at 25 ◦C. The darker patches can be identified as Lo domains
which partially exclude the protein. The low contrast is due both to the low degree of labeling and to
the significant affinity of the protein to the Lo phase. b: 3-d topographical image of the same sample.
The protein can be visualized as white sharp spikes, a few nm higher than the lipid membrane. c and
d: Two-focus Scanning FCS data for the diffusion of the PLAP in the plane of the membrane in both Ld
(c) and Lo phase (d). For each panel, the two auto-correlation curves are shown in red and green and the
cross-correlation is shown in blue. The solid lines represent the fit to a single component diffusion model.
Scale bar = 2 µm.
with a partition coefficient of Clo/Cld ∼ 3. Fig. 10.3a shows the signal coming from the fluorescent-
labeled protein in a larger area of the sample. In spite of the low signal-to-noise ratio and the low
contrast, small darker domains can be identified as Lo domains. It appears that the protein concentra-
tion in the surrounding Ld phase is higher than the concentration in the Lo phase. In order to confirm
this result and to probe the dynamics of the protein in the membrane, we performed two-focus SFCS
on the same sample. Fig. 10.3c and d show typical results obtained for PLAP diffusion in the bilayer,
both in the Ld and in the Lo phases. A first remarkable result is that the concentration of the protein,
either inside or outside the taller ordered domains, is ∼ 102 times higher than what is observed by
AFM. Considering an occupied surface of roughly 0.5-1 nm2/lipid, the effective protein:lipid ratio
in our sample appears to be ∼ 1:106 from AFM and ∼ 1:104 from two-focus SFCS, the latter being
more comparable to the starting 1:5000 ratio used for preparing the sample. A second result is that
the PLAP seems to partition preferably in the Ld phase, with a partition coefficient of Clo/Cld ∼ 0.7,
more in agreement with the previous fluorescence-based measurements on GUVs (57). Finally, the
protein diffuses in the membrane with diffusion coefficient D of 2.8 and 0.08 µm2/s in the Ld and Lo
phase respectively.
We argue that the protein molecules visualized by AFM as immobile protuberances located prefer-
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ably in the ordered domains, are only a small fraction (1-10%) of the total protein which is incorpo-
rated in the bilayer. The remaining fraction of PLAP, which is diffusing in the fluid membrane, might
not be easily visualized by AFM. In conclusion, we showed that AFM could be impaired in describing
fast processes, like protein dynamics in fluid membranes. Coupling to a complementary technique,
like FCS, can overcome this limitation allowing a more complete characterization of both nanoscopic
structural organization and dynamics for the system of interest.
10.4. Apparent two-component diffusion in supported bilayers
It was recently reported that small fluorescent aggregates or non-fused liposomes, moving slowly on
the surface of the supported membrane, can severely distort the auto-correlation curve when perform-
ing FCS on dyes diffusing in the bilayer (65). The impurities, while resisting moderate rinsing, can be
gently wiped away by mechanical micromanipulation, without damaging the sample. Fig. 10.2 shows,
on the left, a confocal fluorescence image for a SM/DOPC/cholesterol sample containing 0.01% mol
BP-CholE. Due to the low degree of fluorescence labeling, small bright aggregates and vesicles are
easily distinguished from the supported bilayer beneath them. The red square identifies a part of
the membrane which was previously cleaned by AFM. Performing either standard FCS or two-focus
SFCS for the Ld phase (upper right panel) on a part of the membrane which contains such fluorescent
impurities produced irregular results. In particular, a single-component 2-D diffusion model fitted the
two auto-correlation curves (red and green) and the cross-correlation curve (blue) only poorly. Using
a two-component 2-D diffusion model results in a dramatic improvement of the fit quality for the
auto-correlation curves, suggesting the actual presence of much slower additional diffusion dynamics.
Interestingly, no improvement of the fitting quality was observed for the cross-correlation curve (data
not shown). FCS or two-focus SFCS curves obtained on a “clean” part of the membrane, devoid of
fluorescent impurities (lower right panel), could be successfully fitted with a one-component model.
Similar distortions of the auto- and cross-correlation curves were observed occasionally when samples
were not mechanically stable.
These results suggest that, if a single component diffusion model in supported membranes fails,
simple experimental problems could be responsible. Slow movements of the membrane in and out of
the focal volume due to occasional mechanical instabilities of the system (e.g. objective, water, sample
and sample holder), or the presence of slowly diffusing fluorescent particles should firstly be ruled out.
More complex possibilities, like interactions with the support or local distortion and inhomogeneities
of the membrane (36, 108), can then be eventually considered.
10.5. Conclusion
The dynamic properties of model membranes of biological relevance have been investigated. In par-
ticular, the liquid-ordered/liquid-disordered phase separation in DOPC/SM/cholesterol supported bi-
layers has been studied with a combined approach of two-focus scanning FCS, confocal fluorescence
imaging and AFM, based on commercially available instruments. Precise diffusion coefficients for
fluorescent lipids and two membrane proteins have been measured and shown to be comparable with
diffusion in free-standing membranes. Occasional distortion of auto-correlation curves, which might
suggest the presence of different diffusing species, has been attributed to the presence of impurities
on the membrane which can be effectively removed by the AFM tip. In addition, the combination
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Figure 10.4.: Effect of fluorescent impurities on FCS data collection. On the left, a confocal image of
a SM/DOPC/cholesterol 1:1:0.7 bilayer containing 0.01% BP-CholE at 25 ◦C. The dark parts in the
membrane represent the Lo domains from which the BP-CholE is excluded. Nonfused liposomes or
fluorescent aggregates can be observed almost everywhere on the surface of the bilayer. The red square
indicates a zone that was previously cleaned by scanning the AFM tip on the surface of the membrane.
On the right side, the upper panel shows the two-focus SFCS data collected for the Ld phase where the
above mentioned fluorescent aggregates were still present. In particular, the two auto-correlation curves
are shown in red and green and the cross-correlation is shown in blue. The solid lines represent the fit to a
single component diffusion model. The residuals are shown with the same colors. Analogous experimental
data, fit and residuals are shown in the lower right panel, for the Ld phase in the part of the bilayer that
was cleaned by the AFM tip. The reported fit parameters are as for fig. 10.2.
of AFM and FCS on more complex model systems containing the GPI-anchored protein PLAP clari-
fied the incongruences derived from separate fluorescence and AFM studies on different systems. In
conclusion, the combination of AFM and single molecule fluorescence techniques in complex model
membrane has been proved to be a promising approach to characterize the lipid-lipid and lipid-protein
interactions driving the lateral organization of membrane components in living cells.
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Experiments presented in this chapter were performed in collaboration with Salvatore Chiantia.
11.1. Introduction
As discussed in the section 3.2.1, the slow diffusion in membranes requires long measurement times
to gain sufficient statistical accuracy. But instead of waiting for the molecules to diffuse through
the detection volume, we can move the detection volume with respect to the molecules and thereby
reduce their residence times and increase the statistics. This is the basic idea of scanning FCS parallel
to the membrane plane (32, 90, 113–118). A movable detection volume can be achieved by using
the scanning unit of a laser scanning microscope. Modern commercial FCS systems or LSMs with
APD-detectors can thus be readily used for scanning FCS. Knowledge of the scanning parameters, i.e.
the velocity, replaces the calibration of the detection volume. This facilitates absolute concentration
and diffusion measurements and relaxes the requirement for accurate vertical positioning of the laser
focus. The increased statistics lead to shorter measurement times, instabilities hence become a smaller
problem. Since the residence time is reduced, higher excitation laser powers can be used without
risking significant photobleaching in the detection volume (119). Note that the artifact due to depletion
is not reduced in scanning FCS.
A circular scan path, instead of a linear one, has the advantage of continuous movement, so that
hardware correlators can be used to measure the correlation curve. In addition, circular scans can be
much faster than line scans, permitting measurements in solution (115, 116). The knowledge of the
radius of the scan path enables calibration-free diffusion measurements. By synchronizing scanning
and data acquisition, even flow directions can be obtained (118). Unfortunately, the circular scan path
is not yet implemented in most commercial systems.
Here we present the implementation of scanning fluorescence correlation spectroscopy with a lin-
ear scan path. As in spatiotemporal image correlation spectroscopy (STICS) (43), the parallel acquisi-
tion in line-scan FCS greatly increases the statistical accuracy. However, by concentrating on one line,
the higher temporal resolution increases the accuracy of diffusion measurements. The full statistical
information of the data is evaluated with methods very similar to STICS, albeit with modifications
to handle efficiently the huge amount of data. The size of the detection area is inferred directly from
the experiment, therefore a calibration measurement is no longer needed. Compared to measurements
with a stationary detection volume, the measurement time can be decreased by, at least, an order of
magnitude.
We demonstrate that photobleaching has virtually no effect on the measured diffusion coefficients
even for very high laser powers. Depletion due to photobleaching can be a serious limitation in FCS
on membranes, since a slow decrease of the signal due to depletion leads to strong distortions of the
corresponding correlation curves. By using the correction described in section 3.1.3 we could perform
meaningful concentration and diffusion measurements even when the reservoir of fluorophores was
limited, as in the case of small lipid domains or membranes of finite extension.
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We apply line-scan FCS on several model membranes and on cellular membrane patches to gain in-
sight into their physical properties. First, we investigate domain-exhibiting supported bilayers. These
simple lipid systems are used as models for the lipid/protein domains present in cell membranes, also
called rafts (47). We measure the partition and diffusion coefficients of fluorescent lipids in three com-
monly used ternary mixtures of sphingomyelin, cholesterol and dioleoylphosphatydilcholine, which
all give rise to phase separation into liquid-disordered and liquid-ordered phases (120). Second, we
probe the diffusion of fluorescent lipids and membrane proteins in native human embryonic kidney
(HEK) plasma membrane patches, which show a complex structure compared to simple model sys-
tems. Here residual inhomogeneities complicate the data analysis. Scanning FCS needs a homogenous
system. Otherwise inhomogeneities, rather than the single fluorophores, determine the shape of the
correlation curves. However, minor inhomogeneities can be partially corrected for in line-scan FCS
permitting measurements in these biological systems. Finally we probe the temperature dependence
of diffusion of lipids in simple and phase-separating model membranes and in plasma membrane
patches and measure their activation energies.
Line-scan FCS, as demonstrated here, can be easily implemented with modern laser scanning
microscopes and enables accurate and calibration-free measurements of membrane dynamics within
seconds.
11.2. Theory
In line-scan FCS the detection volume is repeatedly scanned in a linear fashion in the membrane with
the velocity v (fig. 11.1a). The intensity traces of the line scans i can be arranged vertically to form the
pseudo-image F(x, ti) (fig. 11.1b). Here, the horizontal axis denotes the position in the sample and the
vertical axis denotes the time ti = i T , which is an integer multiple of the scanning period T . Note that,
due to the scanning, the intensity F(x, ti) is acquired at the time ti + x/v. Similar to image correlation
spectroscopy (43), the pseudo-image can be used to calculate the spatiotemporal correlation curve:
G(ξ, τi) =
〈δF(x, ti) · δF(x + ξ, ti + τi)〉
〈F(x, ti)〉2 (11.1)
Here 〈〉 denotes the average over all positions x and scans i and δF(x, ti) = F(x, ti)− 〈F(x, ti)〉. ξ is the
spatial lag variable and τi = i T is the discrete lag time.
With the assumption that the diffusion of the molecules in the membrane is not influenced by the
scanning laser beam and that the spatial pixel size is much smaller than the waist w0 of the Gaus-
sian detection area Ω(x, y) = exp
(
−2(x2 + y2)/w02
)
, the spatiotemporal correlation function can be
calculated (44):
G(ξ, τi) =
1
Cpiw02
exp
− ξ2w20 + 4D (τi + ξ/v)
 1 + 4Dw20
(
τi +
ξ
v
)−1 (11.2)
The spatial auto-correlation function G(ξ, 0) corresponds to the well known flow-diffusion model.
Typical correlation functions G(ξ, τi) are plotted in fig. 11.1c. Their dependence on the spatial
lag variable ξ reflects the shape and size of the detection area. The decay of the amplitude and the
broadening with τi is due to the diffusion of the molecules. Therefore, the diffusion coefficient D, the
concentration of the fluorophores C, but also the waist of the detection area w0 can be obtained directly
by fitting the experimental correlation curve to the spatiotemporal correlation function in eq. 11.2. A
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Figure 11.1.: Principle of line-scan FCS. a: A line is repeatedly scanned with a constant velocity v in
the membrane. b: Line scans can be arranged to form a pseudo-image where the vertical axis denotes the
time. c: Typical spatiotemporal correlation curves G(ξ, τi) with global fit to eq. 11.2. Triplet contributions
and afterpulsing cause the strong deviation of the fit for G(ξ, 0). d: Temporal correlation curve G(0, τi)
constructed from a column of the pseudo-image (box in a and b) and fit to eq. 11.3. Sample: Supported
lipid bilayer composed of DOPC/Cholesterol/BP-CholE 1:1.5:10−4. Laser power 35 µW, measurement
time, v = 0.034 m/s.
calibration measurement to determine the size of the detection area is thus not necessary. The velocity
v, necessary to fit the data, can be determined with a high accuracy by scanning over a grid.
In contrast to spatiotemporal image correlation spectroscopy (43), where usually a few hundred
frames are evaluated, in line-scan FCS typically 104−105 line scans are acquired. It is computationally
complex to calculate the full correlation (eq. 11.1) with a high spatial resolution. In addition, at large
τi, the correlation curves G(ξ, τi) exhibit strong relative noise and carry less and less information
about the waist and the diffusion constant. Therefore we propose to calculate G(ξ, τi) with a high
spatial resolution only for a limited range of spatial lag variables ξ and for a limited number of lag
times τi. This can be achieved efficiently on the raw data based on the photon arrival times (see
section 1.6). To capture the statistical information at larger lag times, the temporal auto-correlation
curve G(0, τi), calculated on a logarithmic scale with a multiple tau algorithm, can be included in the
evaluation (fig. 11.1d). Here, the choice of a pixel size s ≈ w0 leads to a correlation curve which
exhibits much less statistical noise than for s  w0. The correct model, which takes into account the
finite size of the pixel, is (compare eq. 10.3):
G(0, τi) =
1
Cpis2
(√
piµi erf (µi) + e−µ
2
i − 1
)
(11.3)
with µi =
s√
w20 + 4Dτi
Even for low laser powers, photobleaching can lead to a depletion of fluorophores. Measurements
in a quasi steady state after an initial bleaching period result in too low apparent concentrations. Due
to the limited replenishment in the two-dimensional geometry, this is a general problem in membrane
FCS, but it is especially severe for a reservoir of limited size like, for example, lipid microdomains.
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The system then cannot reach a steady state anymore and the decaying intensity trace leads to seriously
distorted correlation curves (compare section 3.1.3, fig. 3.2). Depletion due to photobleaching can be
corrected as described in section 3.1.3. The slow decay of the intensity trace F(ti) = 〈F(x, ti)〉x (here
〈〉x denotes the average over one line scan) is first approximated by an analytical function f (t). With
the knowledge of f (t), the intensity trace can be corrected prior to calculating the correlation curves:
Fc(x, ti) =
F(x, ti)√
f (ti)/ f (0)
+ f (0)
(
1 − √ f (ti)/ f (0)) (11.4)
Note that, in addition to depletion, photobleaching of fluorophores in the detection area can lead to
an apparent reduction in the diffusion time which is not corrected for with this approach. However, this
effect is greatly reduced in line-scan FCS compared to standard confocal FCS (compare fig. 11.2a).
Even minor inhomogeneities, as are often found in cellular membranes, can distort the correlation
curve. The subtraction of an time-averaged line profile to obtain the fluctuations δFc(x, ti), needed
to calculate the correlation curve G(ξ, τi) with eq. 11.1, already significantly reduces these artifacts
(43, 44):
δFc(x, ti) = Fc(x, ti) − 〈Fc(x, ti)〉ti (11.5)
In case the inhomogeneities are not constant in time, an intensity trace F˜c(x, ti) smoothed in time,
calculated for instance by convoluting F(x, ti) with a Gaussian, can be used to obtain δFc(x, ti):
δFc(x, ti) = Fc(x, ti) − F˜c(x, ti) (11.6)
This approach is approximate, but for complex systems it renders meaningful fitting possible and
extends the applicability of scanning FCS.
11.3. Materials and Methods
For preparation of supported lipid bilayers and plasma membrane patches see sections 5.3 and 5.4
respectively. Chemicals used are described in section 5.6.
11.3.1. Optical setup
Measurements were performed with a setup as described in chapter 7.
The movement of the detection volume was controlled directly with the Zeiss LSM operation
software, the linear scan path was selected in an LSM image. Depending on the system, the length of
the scans was chosen between 10 µm and 30 µm. This is about a hundred times the waist w0 and leads
to a similar gain in statistical accuracy due to parallel acquisition.
The scan speed v was found to be constant at the central 70% of the field of view which was
exclusively used for data analysis. The nominal scan speed displayed by the LSM operation software
coincided very well with the real one, as was determined by scanning over a grid (ronchi ruling,
Edmund Optics, Blackwood, NJ). If linearly polarized light is focused by a high numerical aperture
objective, the resulting focus is elliptical (121). Line-scan FCS relies on a rotational symmetric laser
focus, therefore a quaterwaveplate (Melles Griot, Rochester, NY) was added in the beam path to
generate excitation light with circular polarization.
The correction collar of the objective was adjusted on each sample and after changing the temper-
ature by maximizing the fluorescence intensity during a continuous line-scan while focusing on the
plane of the membrane.
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11.3.2. Data analysis
Data analysis was performed with software written in MATLAB. In case no correction was necessary,
spatiotemporal correlation curves G(ξ, τi) were calculated based on the raw data of photon arrival
times with a time resolution of 0.15 µs. The spatial range was restricted to ξ = −1.5 µm · · · + 1.5 µm
and the temporal range to τi = τ1 · · · τ50 to limit the computation time.
When necessary, depletion and inhomogeneities were corrected for using eq. 11.4 and eq. 11.6.
Spatiotemporal correlation curves were calculated directly with eq. 11.1 based on the corrected in-
tensity fluctuations δFc(x, ti) with a time resolution of 0.5 µs, also here for a limited range of ξ and
τi.
The temporal correlation curve G(0, τi) was calculated based on a depletion corrected coarse
pseudo-image Fc(x, ti) (bintime 6 µs) using a multiple tau algorithm.
The spatiotemporal correlation curve G(ξ, τi) and the temporal correlation curve G(0, τi) were
fitted globally with eq. 11.2 and eq. 11.3 using a weighted nonlinear least squares fitting algorithm to
result in estimates for the concentration C, the diffusion coefficient D and the waist w0. On a standard
personal computer (2.3 GHz) the calculation and fitting of a spatiotemporal correlation curve takes
about 5 minutes.
On phase separating bilayers, correlation curves were calculated independently for the different
lipid phases. During the global fit the waist w0 was assumed to be the same in both phases.
11.4. Results and Discussion
Spatiotemporal correlation curve
Fig. 11.1b and c show experimental correlation curves together with the global fit to eq. 11.2 and
eq. 11.3. The strong deviation of the spatial auto-correlation curve G(ξ, 0) from the fit is due to triplet
contributions and detector artifacts in the correlation curve. These artifacts could be accounted for
using a refined model, but since they are not present in the correlation curves G(ξ, τi) for τi > 0, a
simple choice is to exclude G(ξ, 0) from the fit.
Photobleaching and measurement times
In standard confocal FCS, the long residence time of the fluorophores in the detection area leads
to strong photobleaching, even for moderate laser powers. This results in a systematic error in the
diffusion coefficients towards larger values. In line-scan FCS the residence time is greatly reduced.
Therefore photobleaching has virtually no effect on the measured diffusion coefficients, as can be
seen in fig. 11.2a for laser powers between 2.6 µW (usually used for FCS on membranes) and 60
µW (strong even for measurements on small dye diffusing fast in solution). Note that the standard
deviation of the diffusion coefficients is only 3%. Since the data acquisition was started after an initial
bleaching period, when the system was in a quasi steady state, the measured concentrations decreased
strongly with higher laser powers.
The high excitation intensities applicable in line-scan FCS permit accurate measurements within
minimal acquisition times. To investigate the effect of the measurement time on the accuracy of the
parameter estimates, we divided one long measurement into several individual short measurements
and plotted the parameters obtained from the fit as a function of the new measurement time (fig. 11.2b).
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Figure 11.2.: a: Intensity series. Spatiotemporal correlation curves were measured at different laser
powers ranging from 2.6 µW to 60 µW. The diffusion coefficient D displays virtually no dependence
on the laser power and has a spread of only 3%. Depletion due to photobleaching causes a drop in the
concentration C for higher laser powers. Measurement parameters: v = 0.034 m/s, acquisition time 100 s.
Sample: Supported lipid bilayer composed of DOPC/Cholesterol/BP-CholE 1:1.5:10−4.
b: Dependence of accuracy of parameter estimates on the measurement time. One measurement
of 100 s (laser power 13 µW) was divided into independent measurements of 1, 2, 3, 5, 10, 20 and 30
seconds. Error bars denote the standard deviation of the parameter estimates.
Although a measurement time of one second was clearly not enough, already five seconds resulted in
quite small spreads of the parameter estimates. The gain in accuracy from 10 seconds to 30 seconds
is small. Probably, in this regime, the systematic errors like instabilities or inhomogeneities in the
membrane limit the accuracy. Therefore, longer measurement times are not needed. For very short
measurement times, the correlation curves are very noisy and lack statistical accuracy, which leads to
a systematic error in the inferred waist and concentration.
Dynamics in phase separating model membranes
Different mixtures of sphingomyelin, cholesterol and unsaturated phosphatidylcholine, commonly
referred to as ‘raft mixtures’, are typical models to study the dynamics related to putative phase sep-
aration in cell membranes (122–124). Nevertheless, the length and saturation degree of lipid acyl
chains, as well as the relative ratios of the components, strongly influence the physical properties of
the membranes (106, 125). We used line-scan FCS to study the diffusion coefficients and partition
coefficients in three typical phase separating lipid mixtures which contain sphingomyelin of different
sources (i.e. varying acyl chains) and different sphingomyelin/cholesterol ratios (66, 106, 126).
The results are summarized in table 11.1 and are consistent with values obtained with a two-focus
scanning FCS approach (see chapter 10,(66)). The increase of the SM C18:0/cholesterol ratio from
1:1 to 1:0.7 (composition a to b) results in a fourfold larger viscosity in the Lo (liquid ordered) phase.
The Ld (liquid disordered) phase is hardly affected, since cholesterol is mainly enriched in the Lo
phase where it decreases the translational order (100). Substituting C18:0 sphingomyelin with brain
sphingomyelin (composition b to c) causes an increase in the diffusion coefficient in both phases,
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Composition Diffusion constant Partition coefficient
Dld [µm2/s] Dlo [µm2/s] Clo/Cld (FCS) Flo/Fld (Intensity)
a 4.9 ± 0.5 0.43 ± 0.03 0.190 ± 0.009 0.100 ± 0.003
b 3.7 ± 0.5 0.13 ± 0.02 0.218 ± 0.018 0.101 ± 0.006
c 6.2 ± 0.4 0.42 ± 0.02 0.330 ± 0.008 0.175 ± 0.003
Table 11.1.: Phase separating model membranes. Composition a: DOPC/SM C18:0/cholesterol 1:1:1,
composition b: DOPC/SM C18:0/cholesterol 1:1:0.7, composition c: DOPC/brain SM/Chol 1:1:0.7. Flu-
orescent marker: 0.004 mol% BP-CholE. Measurement parameters: v = 0.034 m/s, acquisition time 100
s, laser power 5 µW. At least 10 measurements on two different samples per composition.
but especially in the Lo phase. This may be, on one hand, due to the partition of the unsaturated
sphingomyelin fraction into the Ld phase resulting in a lower SM/cholesterol ratio in the Lo phase.
On the other hand, unsaturated sphingomyelin may simply perturb the local packing in the Lo phase
(104), in line with the observed increase in the diffusion coefficient and partition of bulky fluorophores
in the ordered phase.
Note that, due to photoselection and the influence of the microenvironment on the photophysical
properties of the fluorophore, the molecular brightness is higher in the Ld phase than in the more rigid
Lo phase (see section 1.1.1). Partition coefficients obtained just by imaging (fluorescence intensity)
are therefore inaccurate. Only FCS, which directly measures concentrations, results in the correct
partition coefficients. However, correction for depletion due to photobleaching was important for
accurate concentration measurements, especially for sample a, which exhibits small bright Ld domains
in the Lo matrix. Due to the slow exchange of the dye between the two phases, the Ld domains act
effectively as small reservoirs, prone to fast depletion.
Diffusion in plasma membrane patches
In order to test line-scan FCS on biological samples, we performed diffusion measurements on cellular
membrane patches. The membrane patches were prepared as described in section 5.4. For data
acquisition, homogeneous parts were chosen in the LSM-image (fig. 11.3d). However, small residual
inhomogeneities were still present and required correction with eq. 11.6. For membrane patches
stained with BP-Cer we found a diffusion coefficient of D = 0.33 ± 0.07 µm2/s at 27◦C. We also
measured diffusion in patches prepared from cells transfected with a GPI-GFP construct (details in
section 5.4). The GPI-GFP diffused slightly faster than the BP-Cer with D = 1.1± 0.3 µm2/s at 25 ◦C.
We found a significant spread among different patches and even different positions in one patch, larger
than the reproducibility of the technique, indicating a strong heterogeneity. The average diffusion
coefficients are comparable to values measured in the same system with single particle tracking (127)
and to those obtained using FCS on the plasma membranes of living cells (87, 128).
Temperature dependence of membrane viscosity
The temperature dependence of diffusion coefficients can give new insights into the lipid-lipid inter-
actions. The diffusion of lipids and proteins can be well described by so called ‘free-volume’ theories
(129). In contrast to continuous hydrodynamic theories which can be used to describe diffusion of
larger objects, these descriptions take into account the discrete nature of lipids in a membrane and
assume diffusion of a molecule to take place only when there is a free space in close vicinity. The
energy required to hop into an available free volume is an activation energy Ea. It takes into account
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Figure 11.3.: Temperature dependence of diffusion in model membranes. a: Temperature depen-
dence of the diffusion coefficient of BP-CholE in supported lipid bilayers composed of DOPC/brain
SM/cholesterol 1:1:0.7, POPC and DOPC and of BP-Cer in cellular plasmamembrane patches. Solid
lines indicate fits to the Arrhenius equation eq. 11.7. b: Plot of log(D) vs. 1/T for all samples considered
in a) and robust linear fits to infer the activation energies. c: LSM-images of phase separating lipid bilayer
(DOPC/brain SM/cholesterol 1:1:0.7) at different temperatures. d: LSM-image of cellular membrane
patch. Line-scan FCS was performed on parts with low inhomogeneities. e: Temperature dependence of
the partition coefficient Clo/Cld in the phase separating lipid bilayer and of the waist w0, indicating ab-
berations with higher temperature. Measurement parameters: v = 0.034 m/s, acquisition time 50 s, laser
power 13 µW, at least 5 measurements per data point.
the interactions of a lipid molecule with its neighbors in the bilayer, the interaction with the surround-
ing fluid, and also the energy required to create a hole next to the diffusing molecule, whenever this
event is locally associated with an energy change (129). The temperature dependence of diffusion is
described by the Arrhenius equation:
D = D0e−Ea/RT (11.7)
Using line-scan FCS we investigated the temperature dependence of diffusion coefficients in sev-
eral lipid membranes. The results are shown in fig. 11.3a. In fig. 11.3b the same data is plotted as
log(D) vs. 1/T . The linear dependence of the data points is clearly visible and suggests that eq. 11.7
provides a valid description. Interestingly, the diffusion coefficients and activation energies of DOPC,
POPC and in the Ld phase of a DOPC/brain SM/cholesterol 1:1:0.7 bilayer (fig. 11.3c) are essentially
the same. Fillipov et al. (130) also found an identical behavior for DOPC and POPC in a slightly
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different system using pulsed field gradient NMR, albeit with a 30% lower activation energy. The
diffusion coefficient in the Lo phase of the phase-separating bilayer was very low at 15 ◦C, but it in-
creased dramatically with the temperature due to a threefold higher activation energy. The difference
in the activation energy between the two lipid phases can be escribed to a different degree of lipid-lipid
interaction. It is interesting to note that the diffusion coefficient in the Lo phase shows a systematic
deviation from the Arrhenius equation (fig. 11.3b) with a higher Ea for lower temperatures and a lower
Ea for higher temperatures, which can be interpreted to result from a change in the composition of the
phases: with increasing temperature, the constituents of the two phases tend to mix more and the Lo
phase becomes more similar to the Ld phase with a lower excitation energy.
The activation energy in cellular membrane patches is slightly higher than the that of the Ld phase
and the diffusion coefficient at room temperature is comparable to that of the Lo phase. Here the data
of only one specific patch are shown as an example, the heterogeneity between different patches being
significant.
Not only the diffusion coefficient, but also the partition coefficient in phase separating bilayers
depends on the temperature (fig. 11.3c,e). This reflects the perturbation of lipid packing in the Lo
phase as a consequence of increased thermal energy.
Note that the size of the detection area increases significantly above room temperature (fig. 11.3e).
The objective is not designed for such temperatures and the adjustment of the correction collar reduces
the abberations only partially. Confocal FCS measurements not taking the enlarged detection volume
into account would have resulted in an almost threefold error of D at 45◦C. Since line-scan FCS is
a calibration-free technique, these abberations only lead to a weaker signal with higher temperature,
but they do not induce any further error in the measured parameters.
11.5. Conclusion
Line-scan FCS features an excellent spatial and temporal resolution, perfectly suited to study mem-
brane dynamics. Similar to spatiotemporal image correlation spectroscopy, parallel acquisition greatly
increases the statistical accuracy. However, by concentrating on one line, even fast membrane diffu-
sion can be measured accurately within very short measurement times. In addition, it is virtually
insensitive to photobleaching and provides absolute values for diffusion coefficients and concentra-
tions without the need for a calibration measurement to determine the size of the detection area.
Therefore it eliminates the main experimental difficulties usually connected with confocal FCS on
membranes, like photobleaching, long measurement times limited by instabilities, exact vertical posi-
tioning and calibration of the detection volume. The correction schemes for depletion of fluorophores
and residual inhomogeneities extend the use of line-scan FCS to more demanding biological samples.
We applied line-scan FCS to investigate the diffusion and partition behavior of fluorescent lipids in
three commonly used phase-separating bilayers and to probe the temperature dependence of diffusion
in several model membranes and in cellular plasma membrane patches. The simple implementation
with laser scanning microscopes, preferably with single photon detectors, will promote line-scan FCS
as a standard method to study membrane dynamics.
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12.1. Simplified line-scan FCS
In case only partition coefficients are of interest, line-scan FCS as described in chapter 11 can be
significantly simplified by only calculating and analyzing the spatial auto-correlation curves G(ξ, 0)
(eq. 11.1) from a scan spanning all phases of interest.
The use of a smaller velocity v and therefore a longer pixel time results in less noisy correlation
curves, since the photon noise scales with η2 ∝ 1/v2. Even for slow scanning, the diffusion time
τD = w20/4D is significantly larger than the residence time in the detection volume ≈ w0/v. The
contribution of diffusion to G(ξ, 0) is therefore small and an approximate D can be used for the fit
with eq. 11.2 with τi = 0, leaving the number of particles in the detection area N = Cpiw20 the
only free parameter. Triplet contributions can be taken into account with eq. 1.28. Deviations of the
detection area from a circular Gaussian do not affect the partition coefficient, since the induced error
in the measured concentration is the same in all phases.
The spatial auto-correlation curves G(ξ, 0) is defined as follows (compare eq. 11.2):
G(ξ, 0) = 〈Gi(ξ)〉i (12.1)
Gi(ξ) =
〈δFi(x)δFi(x + ξ)〉x
〈Fi(x)〉x,i (12.2)
Gi(ξ) is the auto-correlation curve for the single scan i. For normalization the average intensity F¯ =
〈Fi(x)〉x,i of repeated line scans is used.
Depletion can be corrected for as described in section 3.1.3. However, a much simpler, but mathe-
matically equivalent way is to correct the correlation curves Gi(ξ) belonging to individual line scans i
before taking the average over i in the following way:
Gci (ξ) = Gi(ξ)
fi
f1
≈ Gi(ξ) FiF1 (12.3)
Here fi are an analytical approximation of Fi (compare eq. 3.4 and 11.4). Since the concentration
Ci in scan i is inversely proportional to the amplitudes of the correlation curve (Gi(0) ∝ 1/Ci) and
directly proportional to the average intensity along the scan Ci ∝ Fi = 〈Fi(x)〉x, Gci (ξ) is in this way
scaled back to the initial correlation curve G1(ξ).
For truly immobile particles bleaching leads to a change in the detection profile due to the creation
of a line of bleached fluorophores. Then the apparent detection profile changes in time and complicates
the data analysis. Therefore in this case only the beginning of the data set should be used, where only
a small fraction of fluorophores is bleached.
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12.2. Role of ceramide in membrane protein organization
Experiments presented in this section were performed in collaboration with Salvatore Chiantia.
12.2.1. Introduction
Ceramide-induced alterations in the lateral organization of membrane proteins can be involved in
several biological contexts, ranging from apoptosis to viral infections. Because of its unusual bio-
physical properties (131, 132), ceramide molecules display a tendency to separate from the rest of the
membrane, forming gel-phase, ceramide-rich domains (132, 133), both in cells (134) and in model
membranes (135–137). In particular, such domains were also observed when ceramide was added or
produced in bilayers that showed coexisting Ld/Lo, raft-like phase separation (65, 138, 139). Nev-
ertheless, since the ceramide phase is characterized by tight packing of lipids and high structural
order, it seems counter-intuitive that certain membrane proteins would partition strongly into these
rigid domains (139). Until now, no biophysical study concerning the affinity of membrane proteins or
sphingolipids (other than SM and ceramide) for the ceramide-rich domains was available.
In this work we studied the partitioning of different membrane components in sphingomyelin/
DOPC/cholesterol/ceramide supported bilayers. Such model membranes exhibit coexistence of liquid-
disordered, liquid-ordered (raft-like) and ceramide-rich lipid phases.
Our results show that the membrane components with a low capacity to partition into the raft-like
Lo phase tend to be completely excluded from the tightly packed ceramide domains. On the contrary,
GPI-PLAP and ctxB, which usually show a remarkably high degree of partitioning into the Lo phase,
seem to be concentrated in the ceramide-rich phase. Nevertheless, the affinity for the Lo phase is
not by itself sufficient for the inclusion in ceramide domains, as exemplified by the case of the novel
fluorescent free cholesterol analogue BP-FChol. Furthermore, while the addition of ceramide does not
appreciably change the dynamic properties of the membrane components in the Ld and Lo phases, very
slow diffusion is observed for the proteins enriched in the ceramide phase. These findings strongly
support the hypothesis that ceramide domains may act in vivo as protein/lipid platforms that recruit
or exclude specific membrane components (e.g. from small transient rafts), clustering them stably
together and effectively slowing their in-plane diffusion.
Here we present only the main results, for experimental details and further discussion, see (67).
12.2.2. Results and Discussion
Ld-associated protein Synaptobrevin is excluded from ceramide domains
Synaptobrevin 2 belongs to the SNARE protein family, which is involved in the membrane fusion
processes within the secretory pathway of eukaryotic cells. The lateral organization of SNARE pro-
teins in the plasma membrane and their association to raft domains in vivo are still matter of debate
(140–142).
AFM imaging on Synaptobrevin 2 reconstituted in a bilayer as described above shows clusters
containing ≈10 monomers mostly in the Ld phase and complete exclusion from the ceramide-rich
domains ((67), data not shown). As it was pointed out in a recent work from our group (section 10.4,
(66)), AFM might not be the method of choice for protein partition studies because small diffusing
membrane components (e.g. Synaptobrevin monomers) might be undetected.
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Fluorescence imaging performed using highly sensitive APDs shows that the signal originating
from Synaptobrevin 2 in both the Ld and the Lo phase is significantly higher than that from the protein
in the ceramide domains, the latter being comparable to background noise (fig. 12.1a). Due to the
extremely low protein signal in the ceramide-rich phase, no further quantitative measurement (i.e.
scanning FCS) of the protein partition can be performed. Nevertheless, it is possible to conclude that
the concentration of Synaptobrevin 2 in the ceramide-rich domains is well below the sensitivity of our
setup (≈1 molecule/µm2).
Enrichment of raft-associated membrane components in ceramide domains
Many membrane proteins are tethered to the exoplasmic leaflet of the plasma membrane via a post-
translational lipid modification known as glycosylphophatidylinositol (GPI) anchor (143, 144). GPI-
anchored proteins perform their function by association with raft domains in vivo (145–148). There-
fore, we chose to study the organization of GPI-PLAP in the presence of Ld, Lo and ceramide domains,
as a paradigm for raft-associated proteins. We reconstituted GPI-PLAP in supported bilayers with
Ld/Lo/ceramide-enriched phase coexistence. AFM images showed rather large clusters of GPI-PLAP
predominantly in the ceramide-rich domains.
We used scanning FCS to determine the the partition of GPI-PLAP in the different phases. Fig.
12.1b shows the normalized partition of the protein, i.e. the local protein concentration divided by the
sum of the concentrations in each phase. In the case of simple Ld/Lo phase separation, the normalized
partition of GPI-PLAP in the Lo phase is 70%. In bilayers showing Ld/Lo/ceramide-rich phase sep-
aration, the normalized partition of GPI-PLAP in the ceramide-rich phase was almost 90%. Strong
bleaching in the ceramide domains indicates a very low mobility. The difference in partition com-
pared to that measured in chapter 10 is due to an alternative protocol for purification of the GPI-PLAP
resulting in a different distribution of lipid anchors.
The B- subunit of cholera toxin (ctxB) binds to the ganglioside GM1 and therefore is used as
a typical marker for raft domains in cell and model membranes (110, 149). Using scanning FCS
we calculated the normalized partition of ctxB for the different lipid domains both in the absence
of ceramide (Ld/Lo phase coexistence) and in the presence of ceramide (Ld/Lo/ceramide-rich phase
coexistence), as shown in fig. 12.1c. Also here the mobility in the ceramide domains was very slow.
Fluorescent lipid analogues with different affinities for the Lo phase are excluded from
ceramide domains
For the membrane components we have examined thus far, the partitioning between the Ld and Lo
phases seems to be important in determining the affinity for the ceramide-rich phase. In order to de-
termine whether partitioning of a membrane component in the ceramide domains is solely dependent
on its affinity for the Lo phase, we analyzed several fluorescent lipids with different partition coef-
ficients between the Lo and Ld phase. The partition coefficient Clo/Cld of the fluorescent analogues
we used ranged from ≈0.004 (DiD (66)) to ≈0.8 (the fluorescent sterol BP-FChol) for membranes
showing simple Ld/Lo phase coexistence. We incorporated the fluorescent lipids in supported bilayers
containing DOPC, SM, C18:0-Cer and cholesterol in a 1:0.7:0.3:0.67 molar ratio. Fig. 12.1d shows, in
the red channel, the signal from DiD and, in the green channel that from the BP-FChol. Interestingly,
the fluorescent sterol is almost homogenously distributed in all the membrane, with the exception of
ceramide-rich domains. Both Lo and ceramide-rich phases appear dark in the red channel.
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Figure 12.1.: Partition in SM/DOPC/ceramide/choloesterol SLB. a: Synaptobrevin 2 is excluded from
ceramide-rich domains. Representative APD measurements of the fluorescence signal of the protein as
a function of time in the Ld (1), Lo (2) and ceramide-rich (3) phases. b: GPI-PLAP is enriched in ce-
ramide domains. Normalized partitioning of GPI-PLAP into different lipid phases. In black, the partition
measured in samples without ceramide (LdLo phase coexistence); in grey, the partition of the protein in
sample containing ceramide (Ld/Lo/ceramide-rich phase coexistence). c: CtxB is enriched in ceramide
domains. Normalized partitioning of ctxB into the different lipid phases. In black, the partition measured
in samples without ceramide (Ld/Lo phase coexistence); in grey, the partition of the protein in sample con-
taining ceramide (Ld/Lo/ceramide-rich phase coexistence). d: Fluorescent lipid analogues are excluded
from ceramide domains. LSM fluorescence image of a SM/ceramide/DOPC/cholesterol supported bilayer
at 25 ◦C. The green channel refers to BP-FChol and the red channel refers to DiD. The dark zones in both
channels are ceramide-rich domains. Scale bar = 2 µm. e: Normalized partitioning of BP-FChol and DiD
into different lipid phases. For each fluorescent dye, the normalized partitioning is indicated both in case of
Ld/Lo phase coexistence (-Cer) and Ld/Lo/ceramide-rich phase coexistence (+Cer). Normalized partition
coefficients for phase x for samples with and without ceramide are defined as Kx = Cx/(Clo + Cld + Ccer)
and Kx = Cx/(Clo + Cld) respectively.
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More quantitatively, fig. 12.1e shows the affinity of the two fluorescent lipids for the three examined
lipid phases obtained with scanning FCS. Interestingly, both DiD and BP-FChol show a very low
affinity for the ceramide-rich domains, although their partitioning in the Lo phase is dramatically
different and more than 40% of the BP-FChol partitions in the Lo phase in samples without ceramide.
Low extent of partitioning into ceramide-domains was also observed for BP-CholE (138), BP-C5-
Cer, and BP-DPPE. For all three dyes, we also observed a significant extent of partitioning into the Lo
phase, with a Clo/Cld as high as 0.3 for BP-C5-Cer (Chiantia2006a). Similarly, Silva et al. observed
the exclusion of many fluorescent dyes from C16:0 ceramide-rich domains, with the only exception
being trans-parinaric acid (139).
The high Clo/Cld of BP-FChol in membranes displaying Lo/Ld phase coexistence, although still
less than 1, suggests that this fluorescent sterol is a reliable probe for non labeled cholesterol in
optical microscopy (see also 105). In spite of its favorable interactions with SM (i.e. a relatively
high Clo/Cld), this fluorescent sterol is nevertheless excluded from ceramide-rich domains, probably
because of the competition with ceramide molecules (150). It is worth noting that, to the best of
our knowledge, this is also the first direct optical visualization of the ceramide-induced cholesterol
displacement hypothesis (150).
These results suggest that the affinity for Lo domains might be necessary for inclusion in ceramide-
rich domains, but does not appear to be in general sufficient, as exemplified by BP-FChol.
12.2.3. Conclusion
We have investigated the influence of ceramide in the lateral organization of several membrane com-
ponents in supported bilayers showing Ld/Lo/ceramide-rich phase separation. Our results show that
the raft-associated proteins GPI-PLAP and ctxB are enriched in the highly ordered ceramide-rich do-
mains, while several fluorescent lipid analogues and the Ld-associated protein Synaptobrevin 2 are
excluded from them. Furthermore, the inclusion of a membrane component in ceramide-rich domains
is directly connected to a dramatic reduction of its in-plane diffusion. On the other hand, the diffusion
of non raft-associated components or of the raft-associated ones in both Ld and Lo phases are not
strongly influenced by the presence of ceramide-rich domains, in agreement with previous measure-
ments (138). Similar rearrangements of membrane proteins may be of crucial importance in regulating
signal transduction in biological contexts in which ceramide is produced in the cell membrane.
12.3. Partition coefficient of membrane-anchored β-secretase
inhibitors
Experiments presented in this chapter were performed in collaboration with Lawrence Rajendran.
A key molecule in the pathogenesis of Alzheimers disease is the amyloid β-peptide (Aβ) which,
either in its soluble oligomeric form or in the plaque-associated version, leads to neurodegeneration
(151). Aβ is liberated from the membrane-spanning β-amyloid precursor protein (APP) by sequential
proteolytic processing employing β- and γ-secretases. β-secretase activity is conferred by a trans-
membrane aspartyl protease, also termed BACE1 (β-amyloid cleaving enzyme 1), which catalyzes
the rate limiting reaction in the generation of Aβ (152). Recent work shows that β-secretase cleavage
of APP occurs predominantly in endosomes and that endocytosis of APP and β-secretase is essential
for β-cleavage and Aβ production (153–158). The low pH of endosomes is optimal for β-secretase
activity, which explains the requirement for endocytosis. Conversely, α-secretase cleavage of APP,
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which precludes production of the toxic Aβ peptide, occurs at the plasma membrane (154, 159).
Both β- or γ-secretase are thus propitious therapeutic targets (151, 160). However, in view of the
multiple functions of γ-secretase, β-secretase might be the preferred therapeutic target (161). Sev-
eral transition-state inhibitors have been designed to block the active site of the β-secretase enzyme
(162, 163) and though many of these have shown potent activity against the purified ectodomain of
β-secretase or the reconstituted enzyme (162, 164), many fail in the cellular assay (165, 166). Hence,
a critical issue in designing inhibitors against the enzyme is to direct inhibition to the subcellular
compartment where the enzyme is active.
In (167) we examined this hypothesis by testing the efficacy of a membrane-tethered version of
an otherwise soluble inhibitor that is targeted to endosomes via endocytosis. More in detail, we
could show that: 1) membrane anchoring increased the efficacy of the inhibitor dramatically in cells,
2) sterol-anchoring efficiently directed the inhibitor to endosomes where β-cleavage occurs, 3) the
membrane-anchored inhibitor reduced toxicity in vivo as shown in transgenic Drosophila expressing
wild type APP, β-secretase and presenilin and 4) it inhibited the production of Aβ in a mouse model
for Alzheimers’ disease.
An added advantage of using a sterol as a membrane anchor is that the inhibitor is not only inserted
into the membrane plane, but may also be enriched in sterol-rich domains. Several studies suggest
cholesterol to be a risk factor for Alzheimer’s disease (168) and that cholesterol-sphingolipid domains
in cellular membranes, termed rafts (157), function as sites for the amyloidogenic cleavage of APP
(157, 169–171). β-secretase has been shown to be enriched in these microdomains (157, 169) and it
is possible that by linking the inhibitor to a sterol, we not only target it to endosomes but also enrich
it in sterol-rich raft domains in these compartments. To determine whether targeting to raft domains
promoted the inhibitory effect or if it was sufficient to simply anchor the inhibitor to the membrane,
we synthesized inhibitors with different acyl anchors, palmityl, myristyl and oleyl, with different
affinities for membranes and raft microdomains (172). Assaying for cellular β-secretase activity,
we found that the oleyl-linked inhibitor was much less active than the saturated fatty acid chains,
the 18-carbon palmitate being intermediate in action between the sterol and the 14-carbon myristate
(fig. 12.2a). The sterol-linked inhibitor effectively inhibited not only β-cleavage but also generation
of both Aβ40 and Aβ42. To test if this inhibition correlated with raft-partitioning, we employed
the simplified line-scan FCS and avalanche photodiode (APD) imaging on fluorescent derivatives of
the inhibitors in supported bilayers (see chapter 5) exhibiting a raft-like liquid-ordered (Lo)/liquid-
disordered (Ld) phase separation. Partition coefficient measurements revealed that the sterol-linked
inhibitor and the palmitoyl-linked inhibitor partitioned into liquid-ordered raft domains more readily
than the oleyl counterpart (fig. 12.2b). These results suggest that raftophilic anchors of β-secretase
inhibitors enhance their inhibitory potential.
The partition coefficients obtained from APD-imaging are only half as large as those obtained with
scanning FCS. The reason is mainly photoselection (see section 1.1.1). The transition dipole of the
fluorescent rhodamine group of the inhibitors has is perpendicular to the membrane. Therefore the
excitation probability is reduced, especially in the more rigid Lo phase. In addition, the different
microenvironment in the two phases can influence photophysical properties. The difference in the
molecular brightness of the fluorophores in the two phases renders imaging a mediocre technique to
study partition coefficients. Line-scan FCS, which measures directly the concentrations, is far more
accurate.
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Figure 12.2.: Raft-partitioning of β-secretase inhibitors enhances their inhibitory potential. a: APD
imaging and scanning FCS on supported bilayers Measurement of partition coefficients: With APD-
imaging, intensity based partition coefficients can be directly inferred. Line-Scan FCS measures the con-
centrations of the compound in the liquid ordered and liquid disordered phase. Liquid ordered (Lo, dark
regions) and liquid disordered (Ld, shown in red) phases correspond to the raft and non-raft like phases on
the membrane. b: Inhibitory potential of several membrane anchors. HeLa-swAPP were treated with
20 nM or 200 nM test compounds and further incubated at 37 ◦C for 4 h. Medium was harvested and an-
alyzed for secreted APP cleavage products using electrochemiluminescence assay (156). Palm, Myr and
Oleyl represent the anchor modifications of the inhibitors via palmitylation, myristylation or oleylation
respectively. % inhibition of β-cleavage is shown. c: Raft partitioning of oleyl, palmityl and sterol-
anchored inhibitors. The partition coefficients of inhibitors with different linkers and BP-CholE into
liquid disordered and liquid ordered phase were obtained with scanning FCS and APD-imaging. Mem-
brane composition: DOPC/brain sphingomyelin/cholesterol 1:1:0.75. BP-CholE 0.01%. Lo (raft-like), Ld
(non-raftlike).
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Surface confined FCS
In two general cases, a flat detection volume is especially useful. First, if the affinity of fluorescently
labeled molecules to the membrane is low, the membrane contributions are easily masked by the
excess of free fluorophores in the surrounding medium and relevant parameters cannot be obtained
by FCS. Second, when measuring in cell membranes, cytosolic contributions can seriously influence
the correlation curves. Especially vesicles containing fluorescent molecules, for instance endocytotic
vesicles, are problematic, since their long diffusion times preclude distinguishing this contribution
from membrane diffusion.
The absolute axial extension of the detection volume determines the contrast between membrane
and solution and is typically larger than 1 µm for confocal FCS. In far field microscopy a significant
decrease is only possible using highly involved excitation schemes like stimulated emission depletion
(173). But close to an interface, an evanescent field can be used to excite only a small slice above the
interface (total internal reflection (TIR) excitation, reviewed e.g. in (174)). The exclusive detection of
surface-generated fluorescence leads to a similar surface selectivity (supercritical angle fluorescence
(SAF) detection (22)). In zero-mode waveguides — subwavelength optical nanostructures — the
excitation field enters only a few tens of nanometers and a lateral confinement considerably below the
diffraction limit is achieved (175–177).
In chapter 13 we demonstrate the implementation of FCS with a SAF-objective and show that
this novel detection scheme leads to small and very flat detection volumes suitable for membrane
measurements.
In chapter 14 we present important extensions to the theoretical framework for evaluating TIR-
FCS measurements. We show how to incorporate lateral diffusion into the existing one-dimensional
correlation functions and investigate the effect of the collection of surface-generated fluorescence in
objective-based TIR-FCS.
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13.1. Introduction
To apply FCS on biological membranes, a high surface selectivity is important, since a certain con-
centration of fluorophores in solution can often not be avoided. In scanning FCS (chapter 9, (32, 90)),
the elongated detection volume is aligned parallel to the surface leading to an approx. fivefold increase
of membrane selectivity compared to standard confocal FCS.
TIR-FCS offers an even higher surface selectivity, probing a slice in the order of 100 nm above
the coverslip. This approach is especially suitable to study ligand-receptor kinetics (178), but has
also been applied for diffusion measurements in membranes (179). Although the axial confinement
in TIR-FCS is excellent, it is difficult to sufficiently confine the lateral excitation profile. A pinhole in
the image plane can reduce the lateral extension of the detection profile to less than a micrometer, but
further reduction also leads to a significant loss in signal. A substantial problem for diffusion mea-
surements is out-of-focus photobleaching, which leads to a depletion of fluorophores in the membrane
and limits the accuracy of concentration measurements.
At TIRF the difference between the refractive indexes of aqueous analyte (n = 1.33) and glass cov-
erslip (n = 1.52) is used to illuminate the interface above the critical angle of total internal reflection
and to obtain the well-known evanescent field that selectively excites fluorophores at the surface. The
leap of the refractive index also has a strong impact on the emission properties of surface-generated
fluorescence and leads to substantial emission above the critical angle (180–184).
Supercritical angle fluorescence (SAF) only occurs from emitters located in direct vicinity to the
interface. Consequently, a high surface selectivity of the detection volume is obtained by collecting
light exclusively above the critical angle, which can efficiently be done with a solid parabolic element
(184–186). The SAF collection method circumvents the need to illuminate at large angles as with
TIRF and achieves an excellent axial confinement in combination with a small lateral excitation spot
of a customized confocal microscope (187, 188).
In this chapter we accomplish SAF collection on a standard microscope platform with a prototype
SAF-objective. The objective is used to explore the potential of SAF collection for FCS. All mea-
surements are directly compared to standard confocal FCS, demonstrating that indeed small detection
volumes are achieved with supercritical angle FCS (SA-FCS). Measurements on model membranes,
also in presence of excessive free dye, demonstrate the excellent surface selectivity, clearly better than
obtainable with conventional microscope objectives. An extensive theoretical framework for accurate
and quantitative evaluation of the SA-FCS curves is developed.
13.2. Principle of SA-FCS
If light passes form a dielectric with a high refractive index n2 (i.e. glass) into a dielectric with a lower
refractive index n1 (i.e. water), it is refracted towards the interface (fig. 13.1). At the critical angle
θc = arcsin
(
n1
n2
)
(13.1)
111
13. Supercritical Angle FCS
u
c
s
n1
n2
evanescent wave
Figure 13.1.: Total Internal Reflection. Light incident above the critical angle θc is reflected totally and
gives rise to the evanescent wave, an exponentially decaying electromagnetic field.
the refracted light is parallel to the interface. If the incidence angle is even larger, all the light is re-
flected, total internal reflection occurs. Although no light propagates through the interface, there is an
exponentially decaying electromagnetic field above the interface, the so called evanescent wave. This
evanescent field corresponds to an electromagnetic wave with complex wave vector ~k , the imaginary
part causing the decay. The decay length depends on the incidence angle θ and is given by:
dT =
λ
4pi
(n22 sin(θ)2 − n12)−1/2 (13.2)
Light incident above the critical angle is reflected totally. Reversely, no light incident from the side
with the lower refractive index can enter into angles above the critical angle. This, however, fails to be
true, if light is emitted from fluorophores close to the interface. By solving the equations describing
the electromagnetic wave emitted by an oscillating dipole (section 13.3.1) — a very simple, classical
model for a fluorophore — one finds solutions with complex wave vectors. Usually these solutions
can be neglected, since they do not correspond to propagating light. The field decays exponentially,
just like the evanescent wave in total internal reflection. However, if the fluorophore is close to the
interface, the ‘evanescent field of the fluorophore’ can enter the dielectric with higher refractive index.
Thereby its wave vector can become real and the light can propagate into supercritical angles. This
effect is called ‘surface-generated fluorescence’ or ‘supercritical emission’.
By collecting only supercritical light, only the emission from fluorophores in close vicinity to the
surface is detected and a surface sensitivity similar to TIRF is achieved, although the confinement is
not accomplished in excitation, but in emission. This has the advantage that any excitation geom-
etry can be used. By using a focused laser, tiny diffraction limited lateral detection profiles can be
realized. In order to use the SAF collection method, a microscope objective is required that captures
the fluorescence at angles substantially beyond the critical angle. For standard coverslips the highest
available numerical aperture is 1.45 which allows for fluorescence collection up to 72◦ and captures
SAF to some extent. However, the SAF collection efficiency is rather modest especially for cell mea-
surements where the critical angle lies at ≈65◦. Further, the small beam diameter of the collected
fluorescence makes it technically intricate to select the supercritical angles for the detection exclu-
sively. To the contrary, a parabolic mirror efficiently collects fluorescence even at very large angles.
A combination with an achromatic lens allows for tight lateral excitation and produces small detec-
tion volumes (fig. 13.2). Here we use a prototype SAF-objective which dimensions allow the use in
standard microscope platforms.
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c
water
glas
Figure 13.2.: Schematic of the SAF-objective. The excitation laser is focused with an aspheric lens onto
the focus of the parabolic element. Supercritical emission is efficiently collected by the parabola. Inset:
emission profile of a fluorophore at a dielectric interface.
The supercritical emission provides an additional decay path for the fluorophores. Since the ad-
ditional emission is supercritical, the majority of the fluorescence is into the lower hemisphere. For
randomly oriented fluorophores at the water/glass interface 74% of the overall emission is sent into
the glass. (vertical orientation of the fluorophores: 78%, horizontal orientation: 72%). Thereof 46%
is supercritical (vertical orientation: 60%, horizontal orientation: 41%).
13.3. Correlation curves for SA-FCS
13.3.1. Surface enhanced emission
Surface enhanced emission or supercritical emission can be understood in a classical framework by
investigating an oscillating dipole close to a dielectric surface. The goal of this section is to calculate
the axial emission profile of surface enhanced fluorescence. Since the axial confinement in SA-FCS
is due to supercritical detection, this defines the axial part of the molecule detection function. The
starting point is the plane wave representation of the electric field of an oscillating dipole of frequency
ω at the position ~r 0 and an amplitude ~p in a homogeneous medium with the dielectric constant ε1.
The complex amplitude of the electric field is (184):
~E D(~r ) =
1
ε1
∫
d3~k
2pi2
(~k
2
~p − ~k (~k · ~p ))exp(i
~k · ~R )
k21 − k2
(13.3)
Here ~R = ~r −~r 0, k1 = √ε1ω/c and the integration extends over the whole three-dimensional ~k -space.
By integration along a fixed direction (z-direction) one arrives at the so called Weyl representation,
perfectly suited to study an oscillating dipole at a distance z0 above a dielectric surface at z = 0:
~E D =
i
2piε1
∫
d2~q
v1
(
k21~p − ~k 1(~k 1 · ~p )
)
exp
(
i~q · (~ρ − ~ρ 0) + iv1|z − z0|
)
(13.4)
Here ~R = (~ρ −~ρ 0, z−z0),~k 1 = (~q ,+v1) for z > z0 and~k 1 = (~q ,−v1) for z < z0 and v1 = (k21−q2)1/2.
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Every plane wave in the Weyl representation is refracted and diffracted according to Fresnel’s
formulas. Since we are interested in the light collected by the objective through a dielectric element
with ε2, we consider here only z < 0. The transmission coefficients for plane p and s waves are:
Tp =
2n1n2v1
v1ε2 + w2ε1
, Ts =
2v1
v1 + w2
(13.5)
where w2 = (k22 − q2)1/2 and k2 =
√
ε2ω/c.
For supercritical emission v1 becomes purely imaginary, so in the following we replace it by the
real positive w1 = −iv1. Note that in this case ~k is complex and the corresponding plane wave does
not propagate any more but decays exponentially like the evanescent wave in total internal reflection.
Only upon refraction into the medium with a higher refractive index the refracted wave vector can
become real again and the wave can propagate. From eq. 13.5 the radiation flux into a solid angle dΩ2
can be calculated (184):
d2S =
cw22
8piw12λ4
(
|Tpκˆp1 · ~p |2 + |Tsκˆs · ~p |2
)
exp(−2w1z0)dΩ2 (13.6)
To simplify these expressions, we used the refractive indices above and below the phase boundary
n1 =
√
ε1 and n2 =
√
ε2 and the reduced wavelength λ = λ/2pi = c/ω.
Fluorophores diffusing freely in solution can be assumed to have random orientations. In this case
〈∣∣∣κˆp1 · ~p ∣∣∣2〉 = 〈∣∣∣κˆs · ~p ∣∣∣2〉 = p2/3 and the emission profile becomes rotationally symmetric. Using
dΩ2 = λd2~q /n2w2 (eq. 22 in 184), the integration over the detection angle can be substituted by an
integration over ~q and one integration can be carried out: d2~q = 2piqdq = 2piq dqdw1 dw1 = 2piw1dw1
since q = (n21/λ
2 + w21)
1/2.
With w22 = w12 +
(
n22 − n12
)
/λ2 eq. 13.6 can be written as
dS = f (w1)h(w1, z0)dw1 (13.7)
with
f (w1) =
c
(
n12 + n22
)
p2w1
√
−n12 + n22 − w12λ2
(
n12 + w12λ2
)
3
(
n22 − n12) λ2 (n14 + (n12 + n22) w12λ2)
h(w1, z0) = exp(−2w1z0) (13.8)
We see here that each supercritical collection angle θ of the SAF-objective is connected with a specific
exponential decay exp(−2w1(θ)z) along the optical axis with
w1(θ) =
2pi
λ
√
n22 sin(θ)2 − n12 (13.9)
It is noteworthy that the exponential decays associated with SAF collection and evanescent wave TIRF
excitation are identical for each supercritical angle.
Integration over w1 leads to the axial SAF emission profile:
S (z) =
∫ wb
wa
dw1 f (w1)h(w1, z) (13.10)
wa and wb can be calculated from the acceptance angles of the parabola θa and θb with eq. 13.9:
wa,b = w1(θa,b).
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Figure 13.3.: Axial Profile for SA-FCS. a: Dependence of the collection efficiency of the SAF-objective
on the detection angle for randomly oriented fluorophores at different distances from the interface. The
collection efficiency shifts towards lower detection angles and is reduced with increasing distance. b:
Axial detection profile for several ranges of acceptance angles. A circular diaphragm can be used to
increase the minimum detection angle. This results in a faster decay of the detection profile but also in
a reduced collection efficiency. As a comparison a typical TIR-excitation profile and an axial confocal
detection profile are shown.
13.3.2. Molecule detection function for SAF-detection
The molecule detection function Ω is the product of the excitation profile with the collection efficiency
function. Since the rayleigh length zR of the excitation beam can be expected to be much larger than
the thickness of the SAF detection slice, the molecule detection function
Ω(x, y, z) = ηB(x, y)S (z) (13.11)
can be written as the product of the lateral excitation profile B(x, y) and the axial SAF detection profile
S (z) (eq. 13.10), which was calculated in the previous section. The lateral excitation profile is given
by the Gaussian of a focused laser beam:
B(x, y) =
2
piw02
exp
−2
(
x2 + y2
)
w02
 (13.12)
Fig. 13.3a shows the relative intensity of a fluorophore at variable distance from the interface
in dependence of the supercritical emission angle. The collection efficiency shifts towards lower
detection angles and is reduced with increasing distance. This leads to the axial detection profile
displayed in fig. 13.3b. A circular diaphragm can be used to increase the minimum detection angle.
This results in a faster decay of the detection profile, but also in a reduced collection efficiency. The
surface sensitivity of SA-detection is comparable to that of TIR-excitation, the axial confocal detection
profile is one order of magnitude larger.
13.3.3. Integrated molecule detection function
To normalize the correlation curves, the fluorescence intensity and therefore the integrated molecule
detection function has to be known:
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I = C
∫
d3~r Ω(~r ) = ηC
"
dxdy B(x, y)
∫
S (z)dz = ηC
∫
S (z)dz (13.13)
C is the concentration of the molecules. The integration over z is straight forward.
IS AF =
∫ ∞
0
dz S (z) =
∫ wb
wa
dw1
1
2w1
f (w1) (13.14)
The integration over w1 leads to a rather long expression:
IS AF =
cp2
12λ3
(
n14 − n24)
(
2n24
(
arctan
(
n22wˆa
n12
)
− arctan
(
n22wˆb
n12
))
+
λ2
(
n12 + n22
) (wa2
wˆa
− wb
2
wˆb
)
−
(
n14 + 2n22n12 − n24
)
(arctan(wˆa) − arctan(wˆb))
)
(13.15)
using
wˆa =
waλ√
−n12 + n22 − wa2λ2
, wˆb =
wbλ√
−n12 + n22 − wb2λ2
(13.16)
13.3.4. SA-FCS correlation curve
The non normalized correlation curve can be calculated as usual with eq. 1.13:
g(τ) = η
"
d3~r d3~r ′Ω(~r )φ(~r ,~r ′, τ)Ω(~r ′) (13.17)
= Cgxy(τ)gz(τ)
The concentration correlation functions for free diffusion φ(~r ,~r ′, z, z′, τ) (13, 189) are introduced in
eq. 1.29. Assuming a Gaussian excitation profile (eq. 1.36), gxy(τ) is the usual 2-D correlation curve
(eq. 1.38).
For gz(τ) the double integral over z can easily be evaluated:
gz(τ) =
∫
dz
∫
dz′ S (z)φD,z(z, z′, τ)S (z′) (13.18)
=
∫ wb
wa
dw1
∫ wb
wa
dw′1 f (w1) f (w
′
1)
∫
dz
∫
dz′ h(z)φD,z(z, z′, τ)h(z′)
=
∫ wb
wa
dw1
∫ wb
wa
dw′1 f (w1) f (w
′
1)
w1erfcx
(
2
√
Dτw′1
)
− w′1erfcx
(
2
√
Dτw1
)
2
(
w12 − w′12
) 
with erfcx(x) = exp(x2)erfc(x), erfc(x) = 1 − 2/√pi ∫ x0 exp(−t2)dt. A closed solution to eq. 13.18
could not be found, but it can be integrated numerically on a rather coarse grid.
The normalized correlation function can be calculated using eq. 13.15 and eq. 13.17, triplet and
blinking kinetics can be taken into account with eq. 1.28:
G(τ) =
g(τ)
I2
(
1 +
T
1 − T e
−τ/τb
)
(13.19)
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13.3.5. SA-FCS on membranes
The correlation function for membrane diffusion is the usual 2D-Gaussian correlation function (eq.
1.38). In presence of free dye in solution, the intensities for the free molecules I f = ηCIS AF (eq. 13.15)
and for the membrane-bound molecules Im have to be calculated in order to calculate the combined
correlation curve with eq. 1.17:
G =
I f 2G f (τ) + Im2Gm(τ)
(I f + Im)2
(13.20)
The intensity of the membrane-bound molecules Im with the concentration Cm is:
Im = Cmη
"
dxdy B(x, y)S (0) = Cmη
"
dxdyB(x, y)
∫ wb
wa
dw1 f (w1) (13.21)
For randomly oriented molecules in the membrane eq. 13.10 can be used. The integral over w1 yields
the following expression:
S r(0) =
∫ wb
wa
dw1 f (w1) (13.22)
=
cn22 p2
9
(
n12 + n22
)3/2 (n22 − n12) λ4
(
3n12n22 (arctanh(wˆa) − arctanh(wˆb))
−wˆa
(
n14 + 3n22n12 − n24 +
(
n12 + n22
)
wa2λ2
)
+wˆb
(
n14 + 3n22n12 − n24 +
(
n12 + n22
)
wb2λ2
))
with
wˆa = n2−2
√(
n12 + n22
) (
n22 − n12 − wa2λ2
)
, (13.23)
wˆb = n2−2
√(
n12 + n22
) (
n22 − n12 − wb2λ2
)
. (13.24)
Often membrane dyes exhibit a preferred orientation in the membrane. This can be taken into
account by using the correct orientation factors in eq. 13.6.
For a vertical dipole ~p = (0, 0, p) and 〈∣∣∣κˆp1 · ~p ∣∣∣2〉 = p2q2/k21, 〈∣∣∣κˆs · ~p ∣∣∣2〉 = 0. Equivalent to the
derivation of eq. 13.8 from eq. 13.6 we find
f (w1) =
cn22 p2w1
√
−n12 + n22 − w12λ2
(
n12 + w12λ2
)
(
n22 − n12) λ2 (n14 + (n12 + n22) w12λ2) (13.25)
and
S v(0) =
cn24 p2
6
(
n12 − n22) (n12 + n22)5/2 λ4
(
−6n12n22 (arctanh(wˆa) − arctanh(wˆb))
+2wˆa
(
n14 + 3n22n12 − n24 +
(
n12 + n22
)
wa2λ2
)
−2wˆb
(
n14 + 3n22n12 − n24 +
(
n12 + n22
)
wb2λ2
))
. (13.26)
For a random horizontal dipole 〈∣∣∣κˆp1 · ~p ∣∣∣2〉 = p2w21/3k21, 〈∣∣∣κˆs · ~p ∣∣∣2〉 = p2/3:
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Figure 13.4.: a. The SAF-microscope. The collimated laser is reflected off a dichroic mirror and focused
by an aspheric lens. The low angle aperture below the objective rejects unwanted supercritical light, the
opaque disc rejects undercritical emission collected by the achromat. The remaining light is focused by
the tube lens of the microscope either onto a CCD camera or onto the aperture of a fiber coupled APD.
b. Supercritical Emission on CCD. Image of supercritical emission for a well adjusted setup. The white
circle denotes the aperture of the fiber of the APD.
f (w1) =
cp2w1
√
−n12 + n22 − w12λ2
(
n14 +
(
n12 + 2n22
)
w12λ2
)
3
(
n22 − n12) λ2 (n14 + (n12 + n22) w12λ2) (13.27)
and
S h(0) = − cn2
2 p2
18
(
n22 − n12) (n12 + n22)5/2 λ4
(
6n22n14 (arctanh(wˆa) − arctanh(wˆb))
+nˆbwa2wˆaλ2 − nˆbwb2wˆbλ2 + nˆawˆa − nˆawˆb
)
(13.28)
with nˆa = 2n16 − 2n22n14 − 2n24n12 − 4n26, nˆb = 2n14 + 6n12n22 + 4n24.
13.4. Experimental realization of SA-FCS
The custom made SAF-objective used here is similar to that described in (187), but it is of more
compact dimensions, allowing for its use in a standard microscope turret. It is composed of a polymer
parabolic reflector with a focal length of 1.79 mm and an embedded aspheric lens with a focal length
of 4 mm and a NA of 0.62 (Lens Code 350610, LightPath Technologies, Orlando, FL). This lens is
designed to produce a diffraction limited focus through a 1.2 mm glass slide at a wavelength of 410
nm.
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The setup is realized with an Olympus IX70 microscope. The optical path is as follows: The
laser (Sapphire 488-25, Coherent) passes through a single mode fiber and is collimated to a beam
waist of w0 = 4.1 mm. As shown in fig. 13.4, the beam is then coupled into the aspheric lens via
a dichroic beam splitter to produce a nearly diffraction-limited focus on the surface. The plasma
cleaned coverslip is optically connected to the SAF-objective by immersion oil with a refractive index
of n = 1.523. An opaque disc below the dichroic beam splitter blocks the fluorescence collected by the
aspheric lens and lets pass the SAF collected by the parabola. The parabola collects the fluorescence
up to surface angles of 75◦. For measurements with a reduced detection volume the lower angle limit
of SAF collection is set by a circular aperture below the objective to 65.5◦. This permits SA-FCS
measurements also in cells, where the higher refractive index (n ≈ 1.38)(73) leads to an increased
critical angle of θc ≈ 65◦ instead of θc ≈ 61◦ for water. The tube lens of the microscope focuses
the SAF through a bandpass filter HQ535/70 (AHF Analyse Technik, Tuebingen, Germany) onto
the aperture of the fiber-coupled avalanche photo diode (PerkinElmer, Boston, MA). A CCD camera
(Cool Snap HQ, Photometrics) is used to align the laser focus onto the focal spot of the parabola. A
poor alignment leads to a significant lateral enlargement of the detection volume. A careful alignment
was performed iteratively by obeying the following protocol using free dye in solution on a cover
slide:
1. Adjusting the focus: To detect the emission collected by the parabola, the cover slide surface has
to be positioned in the focus of the parabola. Only then supercritical emission can be detected.
2. Lateral positioning of the excitation beam: The focus of the exciting laser has to be positioned
onto the focus of the parabola. This is achieved with mirrors at the incoupling beam path. A
misalignment leads to ring like structures under supercritical detection.
3. Symmetric incidence: To avoid distortions of the beam by asymmetric coupling of the laser, the
spot observed in undercritical detection without the opaque disc is formed to be symmetric and
at the position found in step 2 using the two coupling mirrors.
4. Positioning of the disc: The disc has been glued slightly off axis onto a round cover slide on a
slider below the dichroic beam splitter. By rotating the cover slide and by carefully positioning
the slider, the disc can be adjusted to its optimal position, where all light collected by the
achromatic lens, but no light collected by the parabola is blocked.
5. Axial positioning of the achromat: With the help of a carefully collimated beam, the axial
position of the achromatic lens is optimized to produce a small and symmetric spot on the CCD
under supercritical detection (fig. 13.4b). This procedure has to be repeated only after changing
the excitation wavelength.
6. Adjustment of the APD: Once a symmetric and round spot is observed with the CCD, the other
side port with the APD detection unit is selected. By changing the position of the APD in all
three directions, the collected intensity is maximized.
7. Correction of the laser divergence: The collimating lens is shifted slightly to maximize the FCS
amplitude.
8. Adjustment of the low angle aperture: If applicable, the low angle aperture (ring punched out
of a plastic foil) was fixed symmetrically between the main part of the objective and a distance
ring, which elongated the objective to fit in the microscope. A misalignment can be seen under
defocused supercritical detection in the CCD image, since it produces an asymmetric ringlike
structure.
Correlation curves can then be obtained with a hardware correlator (correlator.com, Bridgewater,
NJ). To remove afterpulsing artefacts from the correlation curves, calibration correlation curves were
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Figure 13.5.: FCS curves obtained in a solution of 50 nM Alexa488 and fits to eq. 1.35 and eq. 13.19
respectively. Confocal FCS: Laser power 14 µW, acquisition with two APDs, 5 × 15 s. SA-FCS: Laser
power 87 µW, acquisition times: 5×15 s, corrected for afterpulsing. SA-FCS a: acceptance angles 61.5◦–
75.5◦, SA-FCS b: acceptance angles 65.5◦–75.5◦. Inset: Comparison of confocal and SAF detection
volume. The lines denote the half maximum isolines.
obtained using a current stabilized LED as a light source, and were subtracted from the correlation
curves according to (190) (section 3.1.5).
Correlation curves were evaluated with the FCS fit software (section 4.2). Numerical integration
of the double integral (eq. 13.18) was performed on a 30×30 grid. With a standard personal computer
(1.8 GHz) one fit takes about 10s.
13.5. SA-FCS in solution
Fig. 13.5 shows a confocal FCS curve and two SA-FCS curves obtained in the same sample of free
dye. The laser powers were chosen such that the maximum of the excitation intensity is approx. the
same for all curves. For confocal measurements, afterpulsing artefacts were avoided by using two
detectors, for the SA-FCS curves afterpulsing was corrected for (section 3.1.5).
The curves were fitted to eq. 1.35 for confocal FCS and to eq. 13.19 for SA-FCS. The results from
this fit can be found in the legend of fig. 13.5. To determine the geometric parameters of the detection
volumes, the diffusion coefficient of the free Alexa488 (25) was fixed to DA488 = 410 µm2/s. For the
SA-FCS curves, the fit resulted in a 1/e2-radius of the laser focus of w0 = 0.485 µm. This size is
still above the diffraction limit (w0 = 0.43λ/NA = 0.338 µm) (24), which is a consequence of the
aberration introduced by not using the aspheric lens at its design wavelength of 410 nm.
The SA-FCS curves and the confocal FCS curve all have a similar amplitude G(0), suggesting a
similar size of the effective detection volume Veff (eq. 1.45). The larger waist in SA-FCS counter-
balances the smaller axial extension. For the curve SA-FCS b, a ring diaphragm in the back focal
plane of the objective enlarged the minimum detection angle leading to a decreased detection volume
(compare fig. 13.3).
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13.6. SA-FCS on membranes
The apparent concentrations inferred by fitting the SA-FCS curves are higher than those measured
with confocal FCS. This indicates the presence of a significant non-correlated background (eq. 3.5):
Aberrations in the aspheric lens and scattering of the excitation light can lead to off-axis fluorescence
excitation with low intensity. Fluorophores exited off-axis are too dim to contribute to the correlation
amplitude, but they have a significant contribution to the non-correlated background. Assuming that
confocal FCS curves give a good estimate for the true concentration, the signal to background ratio
can be estimated (eq. 3.5) to I/B = 1/(
√
CSAF/Cconf − 1) ≈ 3.2. Correlation curves can be corrected
with eq. 3.5, once the background characteristics are determined.
The molecular brightness measured by SA-FCS is smaller than in confocal FCS. One cause is
the background mentioned above. Correcting for this background leads to a molecular brightness
of ηcorr = 34.0 kHz (SA-FCS b). Another cause is the rejection of undercritical light, which is not
fully compensated by additional detection of supercritical emission. The reduction of the brightness
becomes more pronounced when going to high laser powers. The maximal molecular brightness we
achieved with SA-FCS is approximately 60 kcpps, in confocal FCS it is more than twice as high. A
reason for this can be the longer residence time in SA-FCS, which leads to photobleaching at far lower
excitation intensities compared to confocal FCS.
The reduced triplet amplitude in SA-FCS could be due to surface effects. The similar molecular
brightness in the two SA-FCS curves is peculiar. Although the axial detection profile decays faster
with the low angle aperture so that less dim particles contribute to the correlation curve (fig. 13.3), the
reduced detection efficiency should have a larger effect.
In SA-FCS the axial shape of the MDF is solely defined by the physical parameters of the objective
and is not altered by artefacts such as saturation or coverslip thickness variations (37). Therefore the
model for a SA-FCS-curve includes one fitting parameter less than the standard Gaussian model,
where the axial extension is described by the rather ambiguous structure parameter S . Note that
artefacts can still lead to a lateral enlargement of the detection volume.
13.6. SA-FCS on membranes
For measurements on membranes a significant concentration of fluorophores in solution can often
not be avoided, which can impede the extraction of accurate diffusion coefficients. Compared to the
detection volume of a confocal microscope focused onto the glass/analyte interface, the detection
volume of SA-FCS penetrates about an order of magnitude less into the analyte. This confinement
makes SA-FCS well suited for the investigation of processes that occur in direct surface vicinity even
in presence of fluorescent molecules in the adjacent solution. In addition, it promises a good detection
efficiency, since a large portion of the emission at the glass/analyte interface is supercritical.
Planar supported bilayers were prepared as described in section 5.3. Note that the mica could not be
glued to the cover slide any more, since the glue has a different refractive index and the supercritical
light would have been greatly or totally reflected at the mica/glue interface. To ensure an optical
connection, a large piece of freshly cleaved mica was fixed on the cover slide with a small drop of
immersion oil. A plastic ring was glued directly onto the mica to form a tight chamber.
Fig. 13.6 shows a SA-FCS correlation curve obtained on a supported lipid bilayer composed of
DOPC and 0.003% BP-GM1 with a fit to eq. 1.38. The waist w0 has been determined by a calibration
measurement as described in the previous section. The diffusion coefficient of D = 5.54 ± 0.05 µm2/s
and the concentration of C = 23.8±0.1 µm−2 are in reasonable agreement with values of D = 4.6±0.5
µm2/s and C = 20 ± 2 µm−2 obtained with the confocal z-scan method (section 2.3, (36), data not
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Figure 13.6.: SA-FCS curve obtained on a supported lipid bilayer composed of DOPC with 0.003% BP-
GM1 and fit to eq. 1.38. w0 was calibrated with free solution of Alexa488. Acquisition time: 3 × 60 s,
laser power 2.5 µW.
shown) and the diffusion coefficient is comparable to that of BP-CholE measured with line-scan FCS
(section 11.4, fig. 11.3).
To demonstrate the excellent membrane selectivity of SA-FCS, free Alexa488 (≈ 150 nM) was
added to the solution above a bilayer composed of DOPC, 0.02% DiD and 0.003% BP-GM1. The
resulting additional fast diffusing component is clearly visible in the corresponding correlation curve
(fig. 13.7). The orientation of the transition dipoles of BP-GM1 can be assumed mainly perpendicular
to the membrane. Therefore the curve was fitted to eq. 13.20 with eq. 13.25. The membrane fraction
Fm = 0.43 ± 0.02 was determined from the relative contributions of free and membrane-bound dye to
the overall correlation curve.
As a comparison also a confocal FCS curve on the same sample is shown. The correct vertical posi-
tion was found by maximizing the emission of the red DiD in a second spectral channel and minimiz-
ing its diffusion time. Because of the much larger axial dimension of the detection volume, the con-
tribution from membrane-bound fluorophores to the correlation curve is only Fm = 0.076± 0.007 and
therefore significantly less than in SA-FCS. The free dye almost completely conceals the membrane-
bound fluorophores, rendering a meaningful determination of membrane dynamics impossible.
13.7. Discussion and outlook
Fluorescence collection above the critical angle is a powerful approach for applications where a
surface-confined detection volume is important and can be a worthwhile alternative to the widely
used TIRF excitation method. In order to use the SAF collection method, a microscope objective is
required that captures the fluorescence at angles substantially beyond the critical angle.
We have developed a new type of objective that collects fluorescence at very high surface angles
and have demonstrated that the element can overcome the limitations of conventional microscopy op-
tics. A practical advantage of the SAF-objective is that the fluorescence captured by the parabola exits
the element in reversed order, i.e. the lowest collected angle lies at the outer margin of the collimated
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beam. By means of an iris aperture below the objective, it is straightforward to set the low limit of
collected angles to the desired value above the critical angle. This is advantageous when switching
between samples of different refractive indexes, e.g. between solution/glass and cell/glass. More-
over, a variable low angle limit allows for successive measurements with different axial confinement
(compare fig. 13.3b).
The presented SA-FCS curves point out a key advantage of SAF collection: the small axial extent
of the detection volume. The efficient rejection of solution contributions enables accurate diffusion
measurements on model membranes even in presence of high bulk concentrations. Consequently, the
new objective is suitable for studying diffusion in membranes of cells expressing FP-tagged proteins
since it largely excludes cytoplasmic background.
Recently, TIR-FCS has been introduced to generate comparably thin detection volumes to study
membrane dynamics. The requirement to illuminate the sample at supercritical angles makes it im-
possible to obtain a small excitation spot of Gaussian shape. Therefore one is forced to use another
approach to obtain a suitably small detection volume with TIR-FCS: a relatively large surface area is
illuminated with nearly homogeneous intensity and the lateral confinement is obtained by a pinhole
located in the image plane. With this approach, however, strong photobleaching outside the detection
area cannot be avoided, rendering concentration and diffusion measurements on membranes difficult.
In SA-FCS on the other hand, out-of-focus photobleaching above the detection volume cannot be
avoided, but the effects are small due to the faster diffusion and larger reservoir of fluorophores. It can
be neglected if only membrane dynamics are of interest.
For most of the techniques used to produce small detection volumes (175, 189, 191–193), an exact
model to fit the correlation curves has not been published. For SA-FCS, such a model could be
derived. In addition, the axial extension of the detection volume is not altered by the known artefacts
such as saturation or coverslip thickness variations (37). SA-FCS therefore facilitates accurate and
quantitative FCS measurements, an important precondition for quantitative studies of receptor/ligand
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binding. Weak binding affinities are extremely difficult to detect as high ligand concentrations have
to be used to obtain a certain amount of receptors/ligand complexes at the surface. Without surface
confined detection the signal can easily be covered by the fluorescence of the unbound bulk.
We have demonstrated that the SAF-objective prototype achieves with 0.12 fL a nearly twofold
smaller detection volume than a microscope objective of 1.2 NA. But we emphasize that this reduc-
tion is not close to the potential of our approach. A straightforward technical improvement that can
lead to a further dramatic reduction is the enhancement of the NA of the inner excitation optics. By
replacing the simple aspheric lens with an elaborate multi-lens system, it should be possible to obtain
a NA of at least 1.0, which would reduce the detection volume by another factor of 10. A multi-lens
system would also make it possible to chromatically correct the optics and achieve diffraction limited
performance at several different wavelengths, rendering SA-FCS a suitable technique for measure-
ments of highly concentrated fluorophores, as can often not be avoided in biological samples or in
binding studies using dual color cross-correlation. An appropriate numerical aperture of ≈1.0 will
increase the collection efficiency significantly and achieve single molecule sensitivity of the inner
optics.
As demonstrated recently (188), near and far field microscopy can be combined by measuring
SAF collected by a parabolic element and fluorescence collected by the inner optics independently
using two detectors. Consequently, confocal FCS and SA-FCS could be performed simultaneously,
a powerful combination for the study of various dynamic processes occurring at interfaces and on
membranes. Combined near and far field microscopy is also a promising non-invasive approach to
measure cell topographies with a resolution of few nanometers and to examine endo- and exocytosis
in detail.
Further, a combination with specially engineered excitation beams is conceivable due to the stan-
dard excitation optics. Axially polarized light (194) excites very efficiently membrane-bound fluo-
rophores with vertical dipole moments, the combination of STED (173) with SAF gives the prospect
of nanoscopic optical FCS detection volumes.
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14. Total Internal Reflection FCS: Effects of
lateral diffusion and surface-generated
fluorescence
Fluorescence Correlation Spectroscopy with Total Internal Reflection excitation (TIR-FCS) is a pro-
mising method with emerging applications for measuring binding dynamics of fluorescent molecules
to a planar substrate as well as diffusion coefficients and concentrations at the interface. Model corre-
lation functions proposed so far are rather approximate for most conditions since they neglect lateral
diffusion. Here we propose accurate extensions of previously published axial correlation functions,
taking into account lateral diffusion through experimentally relevant detection profiles. In addition, we
consider surface-generated emission in objective-based TIR-FCS. The correlation functions presented
here will facilitate quantitative and accurate measurements with TIR-FCS.
14.1. Introduction
In Fluorescence Correlation Spectroscopy with Total Internal Reflection excitation (TIR-FCS) the
evanescent wave of a totally reflected laser is used to excite fluorophores selectively at the interface
between solution and a planar substrate. The thin detection volume features an excellent surface
selectivity which allows for high concentrations of fluorophores in solution and efficiently rejects a
cytoplasmic background when measuring in cellular membranes. Introduced in the early 80s (191,
197), it has recently been applied to study diffusion in solution (192, 195), diffusion in model and cell
membranes (179) and association/dissosiation dynamics with membranes (178, 196).
Significant theoretical work has been devoted to deriving model correlation functions for TIR-FCS
incorporating binding dynamics (197), even in presence of non-fluorescent competitors (198), and
axial diffusion through the evanescent field (189). Those models are essentially one-dimensional,
lateral diffusion through the detection volume has been neglected. For free solution diffusion and
pure membrane diffusion a rather approximate lateral diffusion model has been applied (179, 192).
As will be shown in this chapter, lateral diffusion significantly influences the correlation curves for
most experimental conditions and has to be accurately taken into account for quantitative TIR-FCS.
In objective-based TIR-FCS, surface-generated emission, collected by the high numerical aperture
objective, leads to a further confinement of the axial detection profile and a change in the shape of the
correlation curves.
An accurate model is needed, since an inadequate model can lead to inexact or even completely
wrong parameter estimates, especially when complex models with several free fitting parameters are
used (i.e. combined diffusion and binding kinetics). Besides, in TIR-FCS most of the parameters
determining the detection volume are well known. An accurate model therefore diminishes the need
of calibration measurements and eliminates additional free fit parameters describing the detection
volume.
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Models and Applications of TIR-FCS
Model Applications Correlation Function
Free diffusion • Calibration of detection volume
• FCS with small detection volume and
high countrate (192, 195)
Eq. i with eq. ii or eq. 1.48.
Objective based TIR-FCS:
Eq. 14.26, eq. 14.29.
Diffusion in
membrane
• Concentration and diffusion in mem-
brane (179)
• Rejection of cytosolic fluorescence
Eq. ii or eq. 1.48
Binding to surface • Binding of ligand to membrane-bound
receptor (178, 196)
• Reversible binding to surface (197)
• On- and off-rates, binding constant
Eq. iii with eq. ii or
eq. 1.48.
Axial correlation func-
tions: Eq. 14.41-14.43
and (178, 189, 191, 198).
Correlation functions for TIR-FCS
• Free diffusion of fluorophores above the surface (eq. 14.7 and eq. 14.8):
g(τ) = ηAAgxy(τ)gz(τ) (i)
gz(τ) =
√
Dτ
pi
− 2Dτκ
2 − 1
2κ
w(i
√
Dτκ)
• Lateral correlation function for square pinhole (eq. 14.16), good approximation for circular
pinhole with effective a from fig. 14.3c:
gxy(τ) =
1
a2
(
1√
piµ
(
e−µ
2 − 1
)
+ erf(µ)
)2
, µ =
a
2
√
σ2 + Dτ
(ii)
• General correlation functions for TIR-FCS which take into account binding/unbinding kinet-
ics (eq. 14.17-14.20 and eq. 14.41-14.43):
g(τ) =ηAA (gAA(τ) + 2gAC(τ) + gCC(τ))
gAA(τ) =gAA,z(τ)gxy(τ; DA) (iii)
gAC(τ) =gAC,z(τ)
√
gxy(τ; DA)
√
gxy(τ; DC)
gCC(τ) =gCC,z(τ)gxy(τ; DC)
• In objective-based TIR-FCS the use of an effective decay length deff (fig. 14.5c) can account
for surface-generated fluorescence.
Figure 14.1.: Overview: Correlation functions for TIR-FCS discussed in this chapter. For details and notation
see text.
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In the following sections we derive an accurate extension of previously published one-dimension-
al axial correlation functions to take into account lateral diffusion through experimentally relevant
detection profiles. In addition we show how to take into account surface-generated fluorescence in
objective-based TIR-FCS. To get a better overview about the results presented in this chapter, figure
14.1 shows a summary. The correlation functions derived here accurately describe TIR-FCS results
under most experimental conditions and thus comprise the basis for accurate and quantitative inter-
pretation of TIR-FCS measurements.
14.2. Principle of TIR-FCS
When light passes through a dielectric with a high refractive index n2 (e.g. glass) into a dielectric with
a lower refractive index n1 (e.g. water), it is refracted towards the interface. If the incidence angle is
larger than the critical angle θc = arcsin (n1/n2), all light is reflected, total internal reflection occurs.
Although no light propagates through the interface, there is an exponentially decaying electromagnetic
field above the interface, the so-called evanescent wave with the intensity profile
W(z) = exp
(
− z
d
)
= exp (−κz) (14.1)
The decay length d = λ4pi
(
n22 sin2 θ − n12
)−1/2
depends on the vacuum wavelength λ, the refractive
indices and, most importantly, the angle of incidence θ, and can be significantly below 100 nm. Since
only fluorophores in the evanescent field are excited, an excellent surface selectivity is achieved.
There are two different approaches for the practical realization of a TIR-FCS setup: a prism- and an
objective-based setup (174). In the first case a prism is used to generate high enough incidence angles
and fluorescence is collected by a microscope objective opposite to the prism (fig. 14.2a) (197). In the
second case the laser is focused through the periphery of a high numerical aperture objective, which
is directly coupled to the surface of interest, to generate internal reflection. Emission is collected
with the same objective (fig. 14.2b) (192). The advantages of the prism-based setup are the versatility
of the optical alignment and a lower background signal, objective-based TIRF features sample-top
accessibility, higher collection efficiency and commercial availability (174).
In general, the lateral extension of the TIR-excitation profile is rather large (several µm). To obtain
a detection volume small enough for FCS, a pinhole in the image plane is used for lateral confinement
(174). For diffusion measurements in membranes a tight lateral confinement is especially important
to obtain reasonable diffusion times (179). The drawback of this approach is significant bleaching
outside the detection volume. Many fluorophores will get bleached in the large excitation spot before
they can enter the detection area. Therefore this effect can be a serious limitation in the study of
membrane diffusion. On the other hand, TIR-FCS is well suited to study binding kinetics (178, 196):
Since most fluorophores are replenished via binding/unbinding rather than via membrane diffusion,
out of focus photobleaching is less of a problem.
What parameters are accessible with TIR-FCS? For free fluorophores in solution or surface-bound
fluorophores mainly the diffusion coefficient DA or DC and the concentration A or C respectively are
of interest. But in general, there is an exchange between free and surface-bound fluorophores. For
instance, a labeled ligand in solution can bind reversibly to a membrane-bound receptor. There are
several parameters governing this situation (189) (fig. 14.2c): The surface association and dissociation
rate constants ka and kd, the ligand concentration in solution A and the total receptor concentration
on the membrane S and the diffusion coefficients DA and DC . From these parameters, additional
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Figure 14.2.: a: Principle of prism-based TIR-FCS. Total internal reflection in the prism generates the
evanescent field at the prism/solution interface. Emission is collected with an objective on the opposite
side, spectrally filtered and detected with a single photon detector. A pinhole in the image plane is used for
the lateral confinement of the detection volume. b: Objective-based TIR-FCS. The laser is focused onto
the periphery of the back focal plane of a high NA objective. Total internal reflection at the interface be-
tween cover slide and solution occurs. Emission is collected with the same objective. A pinhole is needed
for lateral confinement. c: Parameters accessible with TIR-FCS: The concentration of free fluorophores A,
of bound fluorophores C and of free attachment sites B, the association and dissociation constants ka and
kd, the solution diffusion coefficient DA and the diffusion coefficient for membrane-bound fluorophores
DC .
parameters can be derived: The equilibrium constant describing surface binding K = ka/kd = S/AB,
the fraction of unbound receptors β = (1 + KA), the concentration of free receptors B = βS and the
concentration of receptor-ligand complexes C = βKAS .
14.3. Axial correlation functions for TIR-FCS
Considerable work has been devoted to finding TIR-correlation functions taking into account solution
diffusion, binding dynamics (189) and the presence of non-fluorescent competitors (198), albeit only
considering the motion along the axial dimension (z-axis in fig. 14.2). These correlation functions
we call axial correlation functions. Here we use the framework and notation presented in (189) to
develop extensions to incorporate lateral diffusion and surface-generated fluorescence. More refined
one-dimensional TIR-models can be extended in the same way to include lateral diffusion and surface-
generated fluorescence.
The axial correlation function in TIR-FCS describing binding dynamics has contributions from
free fluorophores in solution, surface-bound fluorophores and from the cross-correlation between free
and surface-bound fluorophores (189):
gz(τ) = gAA,z(τ) + 2gAC,z(τ) + gCC,z(τ) (14.2)
The rather lengthy expressions for gAA,z(τ), gAC,z(τ) and gCC,z(τ) as well as details about the deriva-
tion are given in the appendix (section 14.7).
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14.4. Three-dimensional correlation functions for TIR-FCS
The axial correlation functions for TIR-FCS derived in (189, 198), eq. 14.2 take into account in detail
the binding dynamics but neglect lateral diffusion. As will be shown later, lateral diffusion signif-
icantly influences the correlation curves for virtually all experimental conditions. In the following
sections we will show how to incorporate lateral diffusion in TIR-FCS. We discuss the case of free
diffusion, for which an analytical solution exists, derive lateral correlation functions for several lat-
eral detection profiles relevant for TIR-FCS and finally present semi-empirical, but quite accurate
three-dimensional correlation functions for TIR-FCS which include binding dynamics.
Diffusion without binding
For three-dimensional diffusion in solution in the upper half-space (z > 0) bounded at z = 0 by a
reflective boundary with the diffusion coefficient D and the mean concentration A, the concentration
correlation function factorizes into its axial and lateral part. Here we neglect a dependence of the
diffusion coefficients on the distance to the surface (199, 200), which is only important for relatively
large fluorescent particles (201). The concentration correlation function for free diffusion is (see
eq. 1.29):
φAA(~r ,~r
′, z, z′, τ) = ηAAφD,xy(~r ,~r ′, τ) · φD,z(z, z′, τ) (14.3)
φD,xy(~r ,~r
′, τ) =
1
4Dpiτ
exp
(
− (~r − ~r
′)2
4Dτ
)
(14.4)
φD,z(z, z′, τ) =
1√
4Dpiτ
(
exp
(
− (z − z
′)2
4Dτ
)
+ exp
(
− (z + z
′)2
4Dτ
))
(14.5)
For TIR-FCS, the molecule detection function Ω(x, y, z) can be written as the product of the lateral
detection profile B(x, y) and the axial profile W(z):
Ω(x, y, z) = B(x, y)W(z) (14.6)
Since both the concentration correlation function and the molecule detection function factorize into a
lateral and an axial part, so do the correlation functions:
g(τ) = ηAAgxy(τ)gz(τ) (14.7)
For the exponential TIR-excitation profile W(z) = exp(−κz), the axial correlation function is the well-
known TIR-FCS correlation function which can be calculated with eq. 14.1 and eq. 14.5 in eq. 1.13:
gz(τ) =
√
Dτ
pi
− 2Dτκ
2 − 1
2κ
w(i
√
Dτκ) (14.8)
with
w(iξ) = eξ
2
erfc(ξ) (14.9)
The lateral correlation function gxy(τ) depends on the shape of lateral detection profile B(x, y). Several
profiles relevant for TIR-FCS (fig. 14.3a) will be discussed in the following section.
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14.4.1. Lateral detection profiles
If lateral diffusion is neglected, gxy = Aeff is a constant factor taking into account the size of the
detection area. This approach has been used in (174, 178, 189, 196, 198).
A common approximation of the lateral detection profile is a 2D-Gaussian (179, 192) (eq. 1.36
and eq. 1.38). For TIR-FCS this approach is only satisfactory for pinholes much smaller than the
Airy disk, but this case is accompanied by a loss in molecular brightness. Also, the effective axial
extension w0 is an empirical parameter and has to be determined with a calibration measurement.
This is unfortunate, since in TIR-FCS the parameters describing the lateral detection profile (pinhole
size and shape and numerical aperture of the objective) are usually well known. Here we propose a
more accurate model, valid for a laterally homogeneous excitation profile and arbitrary pinhole sizes.
The detection profile is given by the image of the pinhole in the sample space, convoluted with
the point spread function (PSF) of the objective, which can be approximated by a Gaussian of width
σ = 0.21λ/NA (24):
PSF(x − x0) = 1√
2piσ
exp
(
− (x − x0)
2
2σ2
)
(14.10)
Here we consider two different pinhole types — square-shaped and circular ones. In CCD-based TIR-
FCS the pixels of the camera work essentially as square pinholes. But also pinholes of variable size
are usually rectangular. For a square pinhole of size a, the detection profile Bxy(x, y) = Bx(x)Bx(y) is
described by (fig. 14.3a):
Bx(x) =
1
a
∫ a
0
PSF(x − x0)dx0 = 12a
(
erf
(
(a − x)√
2σ
)
+ erf
(
x√
2σ
))
(14.11)
For a circular pinhole of radius R, the radial profile is given by:
Br(r) =
1
4R
(
erf
(
(R − r)√
2σ
)
+ erf
(
R + r√
2σ
))
(14.12)
r2 = x2 + y2
14.4.2. Lateral correlation functions
For the square pinhole, the correlation function can readily be calculated, since the profile, as well as
the concentration correlation function, factorize:
φD,xy(~r ,~r
′, τ) = φD,x(x, x′, τ)φD,x(y, y′, τ) (14.13)
φD,x(x, x′, τ) =
1√
4Dpiτ
exp
(
− (x − x
′)2
4Dτ
)
(14.14)
Then
gxy(τ) = gx(τ)2 (14.15)
and
gx(τ) =
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ Bx(x)φD,x(x, x′, τ)Bx(x′)
=
1
a2
∫ a
0
dx0
∫ a
0
dx′0
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ PSF(x − x0)φD,x(x, x′, τ)PSF(x′ − x′0)
=
2
a2
√
pi
√
σ2 + Dτ
(
exp
(
− a
2
4(σ2 + Dτ)
)
− 1
)
+
1
a
erf
(
a
2
√
σ2 + Dτ
)
(14.16)
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Figure 14.3.: a: Typical lateral profiles. Square pinhole of size a = 2 µm, numerical aperture of the
objective: NA=1.2 (—). Gaussian approximation with a waist of w0 = 1.19 µm which results in the same
effective detection area (− − −). Flat profile neglecting lateral diffusion (− · −). b: Lateral correlation
functions for a square pinhole with a = 2 µm (—), a circular pinhole with R = 1.11 µm (− · −) and a
Gaussian profile with w0 = 1.19 µm (− − −). c: Approximation of a circular pinhole (radius R) with a
square pinhole with a = 2R fa. fa was obtained by numerically calculating correlation curves for a circular
pinhole and fitting them with the correlation functions for a square pinhole (eq. 14.15).
Since the MDF for the circular pinhole (Eq. 14.12) does not factorize in the x and y part, an
analytical solution could not be found. The correlation functions have to be calculated numerically as
described in section 1.4.
Another approach is to approximate the circular profile with an effective square profile and to fit
the curves with eq. 14.16 (fig. 14.3b). This works reasonably well if an effective a = 2R · fa(R/σ) is
used. The correction factor fa depends on the ratio between the pinhole radius R and width σ of the
point spread function and its dependence is shown in fig. 14.3c. The resulting error in the diffusion
coefficient is below 0.2% for any pinhole size, the error in the concentration is below 5%. However,
the shapes of correlation functions for a square pinhole and a corresponding circular pinhole are not
the same (fig. 14.3b). This deviation can lead to wrong parameter estimates if additional fit parameters
are used, for instance if binding kinetics are considered.
14.4.3. 3D-TIR-FCS
When surface binding/unbinding is present, the concentration correlation functions do not factorize
any more into a lateral and an axial part. Even an analytical solution for the corresponding differential
equations could only be found in the one-dimensional limit neglecting lateral diffusion. But those
one-dimensional correlation functions differ enormously from the correct three-dimensional ones, as
can be seen in fig. 14.4 from the comparison with a simulated curve. We found that for virtually
all experimental conditions the lateral diffusion cannot be neglected. Even for lateral dimensions a
exceeding the axial decay length d a hundred fold, the fitting of a three-dimensional correlation curve
with the one-dimensional model results in an error of 15% in the diffusion coefficient D in the case
of free diffusion. For more typical conditions, when a = 10d (a = 20d, a = 30d), the error in D is
150% (70%, 50%). If binding kinetics are considered, the additional fit parameters, combined with the
difference in shape between one- and three-dimensional correlation functions, will lead to even higher
errors. The reason for this strong effect is the fact that the one-dimensional correlation functions fall
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Figure 14.4.: Simulated correlation curve (o), 3D correlation function including lateral diffusion (—) and
axial correlation function (− − −). Parameters: DA = 50 µm2/s, DC = 2 µm2/s, ka = 5 · 106 M−1s−1,
kd = 50 s−1, A = 50 nM, S = 200 µm−2, d = 0.07 µm, square pinhole with a = 0.7 µm, σ = 0.1 µm.
Box for Simulation: 10× 10× 5 µm3. 109 steps of 1 µs. Inset: magnification of GAC(τ). Simulations were
performed according to section 1.5.2.
off only extremely slowly with large lag times. Lateral diffusion provides an additional route for the
particles to escape and thus depresses this long tail.
Here we propose a semi-empirical, but accurate extension of the axial correlation functions to
three dimensions to include lateral diffusion. The extensions are based on the solution for free
diffusion (eq. 14.7) and verified by simulations as described in section 1.5.2 (fig. 14.4). As in the
one-dimensional case (eq. 14.2), the correlation function for binding has contributions from free flu-
orophores in solution, surface-bound fluorophores and from the cross-correlation between free and
surface-bound fluorophores:
gAA(τ) = gAA,z(τ)gxy(τ; DA) (14.17)
gAC(τ) = gAC,z(τ)
√
gxy(τ; DA)
√
gxy(τ; DC) (14.18)
gCC(τ) = gCC,z(τ)gxy(τ; DC) (14.19)
g(τ) = ηAA (gAA(τ) + 2gAC(τ) + gCC(τ)) (14.20)
DA and DC are the diffusion coefficients for free fluorophores in solution and surface-bound fluo-
rophores, respectively, and gxy(τ; D) denotes that the diffusion coefficient D is used in the correspond-
ing lateral correlation function. Note that the axial correlation functions still depend on the concentra-
tions A and C as well as the molecular brightnesses ηA and ηC (eq. 14.41-14.43). The semi-empirical
extension presented here approaches the analytical solution (eq. 14.7) in the limit of free diffusion and
perfectly match the simulated correlation curves within the accuracy of the simulation (Fig. 14.4).
To calculate the normalized correlation function G(τ), the total average intensity has to be evaluated
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with eq. 1.8. Then
G(τ) =
g(τ)
〈Ftot〉2 (14.21)
〈Ftot〉 = FA + FC =
(∫
dxdy B(x, y)
) (
ηAA
∫
dz W(z) + ηCCW(0)
)
(14.22)
Note that ηA and ηC can be different (see also section 1.1.1): First, surface-bound fluorophores can
have a preferred orientation. This leads to photo selection in the excitation and a change in the emis-
sion profile. Second, the microenvironment can influence the quantum yields and spectra and therefore
the molecular brightness of surface-bound fluorophores.
14.5. Supercritical detection in objective-based TIR-FCS
As discussed in chapter 13, fluorophores close to a water-glass interface can couple their emission
directly into the glass. This surface-generated fluorescence is emitted into supercritical angles. In
objective-based TIR-FCS high-NA objectives are used, which collect a significant portion of the su-
percritical fluorescence. This leads to a further axial confinement of the detection volume.
14.5.1. Axial profile
For objective-based TIR-FCS, the axial profile W(z) = S (z) exp(−κz) of the molecule detection func-
tion is a product of the exponential excitation profile with the collection efficiency function S (z) which
takes into account surface-generated fluorescence. Surface-generated fluorescence emitted into super-
critical angles leads to a stronger multi-exponential confinement. It is useful to consider under- and
supercritical detection separately:
W(z) = Wu(z) + Ws(z) (14.23)
Expressions for Wu(z) and Ws(z) are derived in the appendix for randomly oriented molecules. For
the case of oriented molecules, see section 13.3.5. We find for the undercritical part:
Wu(z) = e−kz
∫ wb
wa
fu(w1)dw1 (14.24)
fu(w1) =
cp2w1w2
3λ3
(
1
(w1 + w2)2
+
n12n22
(n12w2 + n22w1)2
)
w2 =
√
λ2w12 − n12 + n22/λ, wa = 0, wb = n1/λ and λ = λ/2pi.
The supercritical axial detection profile is:
Ws(z) =
∫ w˜b
w˜a
dw˜1 fs(w˜1)e−(κ+2w˜1)z (14.25)
fs(w˜1) =
cp2
(
n12 + n22
)
w˜1w˜2
(
n22w˜12 + n12w˜22
)
3λ3
(
w˜12 + w˜22
) (
w˜22n14 + n24w˜12
)
Here w˜2 =
√
n22 − n12 − λ2w˜12/λ, w˜a = 0 and w˜b =
√
NA2 − n12/λ .
Axial detection profiles with and without supercritical detection are shown in fig. 14.5a. As can be
seen, surface enhanced fluorescence leads to a faster decay of the axial profile. The detection profile
derived in this section can be used to calculate axial correlation functions for TIR-FCS taking into
account surface-generated emission.
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Figure 14.5.: a: Axial detection profiles for TIR-FCS including surface-generated fluorescence (—), ex-
ponential TIR-model (−−−) and exponential TIR-model with an effective decay length deff from eq. 14.35
(− · −). Inset: Polar plot of the emission profile for a fluorophore at z = 0. b: Axial correlation functions.
δG(τ) describes the deviation of the effective TIR-model from the full model. c: Effective decay length
deff to use the exponential axial model. Parameters: NA=1.45, d = 0.1 µm, D = 400 µm2/s, λ = 0.488
µm.
14.5.2. Correlation function
Here we derive only the axial correlation function, lateral diffusion can be included as described
above. As before, we consider the contributions from the fluorophores in solution, the membrane-
bound fluorophores and the cross-correlation term separately. For the free fluorophores we find:
gAA,z(τ) =
∫ ∞
0
dz
∫ ∞
0
dz′W(z)φAA,z(z, z′, τ)W(z′) (14.26)
=
∫ ∞
0
dz
∫ ∞
0
dz′Wu(z)φAA,z(z, z′, τ)Wu(z′)
+2
∫ ∞
0
dz
∫ ∞
0
dz′Wu(z)φAA,z(z, z′, τ)Ws(z′)
+
∫ ∞
0
dz
∫ ∞
0
dz′Ws(z)φAA,z(z, z′, τ)Ws(z′)
= guuAA,z + 2g
us
AA,z + g
ss
AA,z
guuAA,z =
(∫ wb
wa
fu(w1)dw1
)2
g˜AA(τ, κ, κ) (14.27)
gusAA,z =
(∫ wb
wa
fu(w1)dw1
) ∫ w˜b
w˜a
dw˜1 fs(w˜1)g˜AA(τ, κ, κ + 2w˜1)
gssAA,z =
∫ w˜b
w˜a
dw˜1
∫ w˜b
w˜a
dw˜′1 fs(w˜1) fs(w˜
′
1)g˜AA(τ, κ + 2w˜1, κ + 2w˜
′
1)
g˜AA(τ, κ, κ′) is the TIR-correlation function generalized for different decay parameters κ , κ′ and
defined as:
g˜AA(τ, κ, κ′) =
∫ ∞
0
dz
∫ ∞
0
dz′ e−κzφAA,z(z, z′, τ)e−κ
′z′ (14.28)
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For concentration correlation functions which lead to analytical correlation functions for the usual
TIR-profile (κ = κ′), usually also analytical solutions for g˜AA(τ, κ, κ′) can be found. The further
integration over w1 and w˜1 respectively can usually not be performed in a closed form, but the integrals
are well-behaved and can be solved efficiently numerically. In case of pure diffusion
g˜AA(τ, κ, κ′) =
κw
(
i
√
Dτκ′
)
− κ′ w
(
i
√
Dτκ
)
κ2 − κ′2 (14.29)
For the cross-correlation term between surface-bound and free fluorophores we find:
gAC,z(τ) =
∫ ∞
0
dz (Wu(z) + Ws(z)) φAC,z(z, τ) (14.30)
=
∫ w˜b
w˜a
dw˜1 fs(w˜1)g˜AC(τ, κ + 2w˜1) +
(∫ wb
wa
dw fu(w)
)
g˜AC(τ, κ)
with the usual TIR correlation function
g˜AC(τ, κ) =
∫ ∞
0
dz e−κzφAC,z(z, τ) (14.31)
The membrane term is hardly affected, only the enhanced brightness has to be taken into account:
gCC,z(τ) = W(0)φCC,z(τ) (14.32)
with
W(0) = Wu(0) + Ws(0) =
∫ wb
wa
fu(w1)dw1 +
∫ w˜b
w˜a
fs(w˜1)dw˜1 (14.33)
The mean intensity needed for normalization is (compare eq. 14.22, eq. 14.33, eq. 14.48, and eq.
14.52):
〈Ftot〉 =
(∫
dxdy B(x, y)
)
(ηAA(Fs + Fu) + ηCCW(0)) (14.34)
As can be seen in fig. 14.5b, the additional confinement of surface-generated fluorescence leads
to an enlarged amplitude and faster decay of the correlation function. However, the correlation curve
calculated with the full model can be well approximated with the simple TIR-model, if an effective
decay length deff is chosen. For the parameters used in fig. 14.5, we find an almost linear relationship
between the TIR-decay length d and the effective decay length deff (fig. 14.5c) with:
deff = 0.767d + 0.0068µm. (14.35)
Only for large d and if special accuracy is needed, the full model should be applied.
14.6. Conclusion
Correlation functions used so far in TIR-FCS usually neglect lateral diffusion or include it in a rather
crude way. We investigated the effect of lateral diffusion in TIR-FCS and found that it significantly in-
fluences the correlation functions even for pinhole sizes much larger than the axial decay length. This
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seems surprising at first, but can be explained by the slow decay of correlation functions describing
one-dimensional diffusion. For virtually any experimental condition lateral diffusion should therefore
be taken into account. This can be done with the refined correlation functions presented here. They
are exact if binding dynamics can be neglected. In the presence of binding/unbinding dynamics they
are still very accurate as is demonstrated by a comparison with a simulated correlation curve. We
propose lateral correlation functions valid for a square or a circular pinhole of any size which should
be used in TIR-FCS instead of the approximate Gaussian model.
In objective-based TIR-FCS the presence of surface-generated fluorescence leads to a further axial
confinement of the detection volume. We present an exact model taking this effect into account and
show that, for most experimental conditions, the much simpler TIR-model, albeit with an effective
decay length, can be used.
In our approach, the correlation functions are fully described by well-determined parameters de-
termining the geometry of the detection volume, and no empirical parameters have to be added. This
has the advantage that no calibration measurements are required. In case where the exact TIR-angle
is not known it can be determined accurately by a calibration measurement.
In conclusion, the correlation functions presented in this work are accurate for most experimental
conditions and will enable quantitative and accurate measurements with TIR-FCS.
14.7. Appendix
14.7.1. Axial correlation functions for TIR-FCS
The concentration correlation functions presented here describing binding dynamics and axial diffusion are
taken from (189):
φCC,z(τ) =
ηCC
ηAA
β
R1/21 − R1/22
{
R1/21 w
[
−i(R2τ)1/2
]
− R1/22 w
[
−i(R1τ)1/2
]}
(14.36)
φAC,z(z, τ) = φCA,z(z, τ) =
ηCC
ηAA
kd
D1/2
(
R1/21 − R1/22
)e−z2/4Dτ (14.37)
·
{
w
[
iz
(4Dτ)1/2
− i (R1τ)1/2
]
− w
[
iz
(4Dτ)1/2
− i (R2τ)1/2
]}
φAA,z(z, z′, τ) =
1
(4piDτ)1/2
(
e−
(z−z′)2
4Dτ + e−
(z+z′ )2
4Dτ
)
− ηCC
ηAA
kd
D
(
R1/21 − R1/22
)e− (z+z′)24Dτ (14.38)
·
{
R1/21 w
[
i(z + z′)
(4Dτ)1/2
− i (R1τ)1/2
]
− R1/22 w
[
i(z + z′)
(4Dτ)1/2
− i (R2τ)1/2
]}
Here
R1/23,4 = R
1/2
1,2 + R
1/2
e (14.39)
R1/21,2 = −
Rr
2R1/2t
±
(
R2r
4Rt
− Rr
)1/2
with
Rr = kaA + kd, Rt = D
(
A
βC
)2
, Re =
D
d2
(14.40)
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The corresponding non-normalized correlation functions can be calculated with eq. 1.13 and an exponential
profile W(z) = exp(−z/d). For details see (189):
gCC,z(τ) =
ηCC
ηAA
β
(
R1/21 w
[
−i(τR2)1/2
]
− R1/22 w
[
−i(τR1)1/2
])
R1/21 − R1/22
(14.41)
gAC,z(τ) =
ηCCkd
ηAA
R1/24 w
[
−i(τR1)1/2
]
− R1/23 w
[
−i(τR2)1/2
]
+
(
R1/21 − R1/22
)
w
[
i (τRe)1/2
](
R1/21 − R1/22
)
(R3R4)1/2
(14.42)
gAA,z(τ) =d
(
τRe
pi
)1/2
− 1
2
d (2τRe − 1) w
[
i (τRe) 1/2
]
− ηCC
ηAA
kd(
R1/21 − R1/22
) (14.43)
·
R1/21R3
(
w
[
−i(τR1)1/2
]
+
(
2τ(R1Re)1/2 + 2τRe − 1
)
w
[
i (τRe)1/2
]
− 2
(
τR3
pi
)1/2)
− R
1/2
2
R4
(
w
[
−i/(τR2)1/2
]
+
(
2τ(R2Re)1/2 + 2τRe − 1
)
w
[
i (τRe) 1/2
]
− 2
(
τR4
pi
)1/2)
14.7.2. Axial profile for objective-based TIR-FCS
The axial profile W(z) = S (z) exp(−κz) of the TIR-MDF is a product of the exponential excitation profile
with the collection efficiency function S (z) which takes into account supercritical emission. Surface-generated
fluorescence into supercritical angles leads to a further multi-exponential confinement, whereas for undercritical
angles there is no further axial confinement. Therefore it is useful to consider under- and supercritical detection
separately: S (z) = S u + S s(z). Note that the undercritical part S u is independent of z.
The derivation of S (z) follows (184) (compare chapter 13). There the Weyl representation of an oscillating
dipole is used to calculate its emission profile close to a dielectric surface. The wave vector of the incident light
is ~k 1 = (~q ,±w1). Eq. 20 in (184), which describes the emission profile of a fluorophore at a distance z0 from
the interface, can then be written for undercritical angles as:
d2S u =
cw22
8piw21λ
4
(
|Tpκˆp1 · ~p |2 + |Tsκˆs · ~p |2
)
dΩ2 (14.44)
c is the speed of light, λ = λ/2pi the reduced wavelength, n1 and n2 are the refractive indices above and below
the phase boundary, w2 = (n22/λ2 − q2)1/2 = (λ2w12 − n12 + n22)1/2/λ and κˆp1 and κˆs are unit vectors defined in
(184). Tp and Ts are the transmission coefficients for plane p and s waves:
Tp =
2n1n2w1
w12 + w21
, Ts =
2w1
w1 + w2
(14.45)
Here we consider the case of randomly oriented molecules in solution. In this case 〈∣∣∣κˆp1 · ~p ∣∣∣2〉 = 〈∣∣∣κˆs · ~p ∣∣∣2〉 =
p2/3 and the emission profile becomes rotationally symmetric. Using dΩ2 = λd
2~q
n2w2
(eq. 22 in (184)) the integra-
tion over the detection angle can be substituted by an integration over q and one integration can be carried out:
d2~q = 2piqdq = 2piq dqdw1 dw1 = −2piw1dw1 since q = (n21/λ2 − w21)1/2. Then
S u =
∫ wb
wa
fu(w1)dw1 (14.46)
fu(w1) =
cp2w1w2
3λ3
(
1
(w1 + w2)2
+
n12n22
(n12w2 + n22w1)2
)
(14.47)
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wa = 0 and wb = n1/λ.
The integrated undercritical axial profile is:
Fu =
∫ ∞
0
dz Wu(z) =
1
κ
∫ wb
wa
dw1 fu(w1) (14.48)
For supercritical emission w1 in eq. 20 in (184) is imaginary, so here it is substituted by the real and positive
w˜1: w1 = iw˜1:
d2S s =
cw22
8piw˜21λ
4
(
|Tpκˆp1 · ~p |2 + |Tsκˆs · ~p |2
)
exp(−2w˜1z0)dΩ2 (14.49)
Now
|Tp|2 =
4n12n22w˜21
w22n14 + w˜21n2
4
, |Ts|2 =
4w˜21
w˜21 + w2
2
(14.50)
Using substitutions as above we arrive at:
S s(z) =
∫ w˜b
w˜a
dw˜1 fs(w˜1) exp(−2w˜1z0) (14.51)
fs(w˜1) =
cp2
(
n12 + n22
)
w˜1w˜2
(
n22w˜12 + n12w˜22
)
3λ3
(
w˜12 + w˜22
) (
w˜22n14 + n24w˜12
)
Here w˜2 =
√
n22 − n12 − λ2w˜12/λ, w˜a = 0 and w˜b =
√
NA2 − n12/λ.
The integrated supercritical axial profile is:
Fs =
∫ ∞
0
dz Ws(z) =
∫ w˜b
w˜a
dw˜1
fs(w˜1)
κ + 2w˜1
(14.52)
Since the factor cp2/λ3 in eq. 14.47 and eq. 14.52 cancels out when calculating the normalized correlation
function it does not need to be further specified.
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The aim of this thesis is the development of advanced techniques to measure membrane dynamics.
Novel methods are needed, since the application of standard confocal FCS is limited by experimental
difficulties connected with slow diffusion, photobleaching, instabilities, need for accurate positioning,
a fluorescent background in solution and calibration of the detection volume. In this work we establish
several complementary techniques which solve these problems and allow for accurate and quantitative
measurements on membranes, thereby enabling dynamic measurements in biological systems inacces-
sible by other methods. The choice of the technique depends on the system under investigation, as is
summarized below.
Confocal two-focus FCS is the method of choice in stable systems with moderate to fast diffusion
and provides very accurate diffusion coefficients, hardly affected by most artifacts, not only on mem-
branes but also in solution. Our implementation with a CCD camera allows for versatile detection
schemes and free choice of the excitation laser. The distance between the foci can be controlled with
an unprecedented accuracy for absolute diffusion measurements.
Confocal FCS using a laser scanning microscope features an exceptional positioning accuracy
which enabled us to study, for the first time with FCS, dynamics in bacterial membranes and to
measure key parameters of the dynamics of Min-proteins involved in E.Coli cell division.
In unstable systems, or if slow diffusion requires long measurement times, scanning FCS with a
scan path perpendicular to the membrane plane corrects for instabilities and thus allows for accurate
diffusion measurements. In addition, it can easily be extended to measure calibration-free diffusion
coefficients with two-focus scanning FCS and to quantify binding with dual color scanning FCS.
Spectral crosstalk can be efficiently avoided here by using alternating excitation. This implementation
requires a vertical membrane and is therefore well suited to study spherical cells, giant unilamellar
vesicles or multicellular organisms. Using scanning FCS, we were the first to perform meaningful
measurements in systems previously not accessible with FCS, such as yeast cell membranes or mem-
branes of living zebrafish embryos, where we determined diffusion coefficients and binding affinities
between the fibroblast growth factor receptor and its ligand in vivo.
We also applied two-focus scanning FCS on horizontal membranes to investigate the dynamics of
several proteins and lipid analogues in phase-separating supported lipid bilayers. We identified resid-
ual vesicles as a cause for distorted correlation curves frequently found on these systems and could
solve inconsistencies observed in the partitioning behavior of GPI-anchored proteins when measured
with AFM or FCS.
Line-scan FCS with a scan path in the membrane plane uses the parallel acquisition along the line
to increase the statistical accuracy and decrease the measurement time. Knowledge of the scan speed
serves as internal calibration, enabling accurate diffusion and concentration measurements within sec-
onds, hardly affected by photobleaching. In addition, even the concentration of immobile molecules
can be inferred. Due to the need for a flat membrane and the limited possibilities to correct for inho-
mogeneities, line-scan FCS is best suited for rather simple membranes, for instance supported lipid
bilayers or membrane patches. Partition coefficients in phase separating lipid bilayers can be deter-
mined accurately with a simplified version of line-scan FCS. We used this approach to investigate the
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interaction of proteins and lipids with signalling membrane domains and to probe the raft-affinity of
a novel drug-candidate for Alzheimer’s disease. All variations of scanning FCS can be easily imple-
mented with commercial laser scanning microscopes, preferably with single photon detectors.
Often, a fluorescent background around the membrane cannot be avoided, either due to a low
affinity of the molecule of interest to the membrane or, in cellular membranes, due to cytosolic con-
tributions. To measure dynamics in such a system a high surface selectivity is needed. This can
be achieved efficiently by using a novel objective for FCS, the supercritical angle objective, which
produces a very flat and laterally confined detection volume. We implemented FCS using such an
objective and demonstrated its clear superiority to confocal FCS for membrane studies in presence of
fluorophores in solution. Another technique with similar surface selectivity is FCS with total inter-
nal reflection excitation. However, a strong lateral confinement of the detection volume is difficult.
Therefore TIR-FCS is better suited to study binding dynamics than diffusion in the membrane. Due
to the lack of a proper model, the accurate analysis of TIR-FCS data was previously not possible. We
presented such a model, enabling quantitative measurements of membrane dynamics with TIR-FCS.
The implementation of novel FCS techniques was complemented by an investigation of limits and
artifacts of theses methods and the development of new correction schemes, such as correction for
depletion due to photobleaching or spectral cross talk.
To be widely applied to biological questions, novel techniques must leave the physics laboratories
and reach the life sciences community. This requires ease of use, low risk of artifacts and therefore
thoughtful integration into commercial instruments. The FCS implementations developed here will
help establish FCS as an accurate and quantitative method to study dynamic parameters in a variety
of biological membranes, ranging from model membranes to membranes in living organisms and to
answer key questions in biological systems previously barely accessible.
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Symbols and Abbreviations
Symbols
x¯geo geometric mean
〈〉 arithmetic mean
f˜ (k) Fourier transform of f (x)
A (concentration of) free particles in solution
a size of square pinhole
α anomalous diffusion exponent
Aeff effective detection area
B background intensity
B concentration of free attachment sites
B(x, y) lateral profile
χ2 chi-square value
C concentration, (concentration of) membrane-
bound particles
δ deviation from mean value: δF(t) = F(t) −
〈F(t)〉
D diffusion coefficient
d decay length
d distance between two foci
ε absorption cross section
ηeff effective or experimental molecular bright-
ness: ηeff = 〈F〉/N
η molecular brightness: η = I0gϕε
ηs viscosity of fluid s
F fraction of fast component
F fluorescence intensity
f signal from one fluorophore, frequency
Γ anomalous transport coefficient
γ detection efficiency
G(τ) normalized correlation curve
g(τ) non-normalized correlation curve
I0 maximum excitation intensity
κ crosstalk coefficient
κ inverse decay length κ = 1/d
K kinetic constant
K partition coefficient
ka attachment rate
kd detachment rate
λ wavelength
Ld liquid disordered
Lo liquid ordered
N number of particles in effective detection vol-
ume Veff
n index of refraction
Ω(~r ) molecule detection function
φ(~r ) concentration correlation function
ϕ quantum yield
P laser power
~r two- or three-dimensional position
R radius
σ standard deviation of a Gaussian distribution
σgeo geometric standard deviation
S structure parameter, S = wz/wxy
S surface concentration of binding sites
s length of line scan
S (z) axial supercritical detection profile
∆t width of time window
τ lag time
θ incidence angle
T measurement time
T period
T temperature
T triplet fraction
t time
Ti j reaction matrix
τb blinking time
θc critical angle for total internal reflection
τD diffusion time: τD = w02/4D
τt triplet time
~V velocity
v scan speed
Veff effective detection volume
W(z) axial profile
w0 waist: 1/e2-radius of focused Gaussian beam
wi weights
wz 1/e2-radius along axial dimension of a Gaus-
sian profile
zR Rayleigh length
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Abbreviations
2fFCS Two-Focus Fluorescence Correlation Spec-
troscopy
Aβ Amyloid β-peptide
AC Aggregation Current
AFM Atomic Force Microscope
AOM Acousto Optical Modulator
APD Avalanche Photo Diode
APP Amyloid Precursor Protein
BP Bodipy FL
BP-CholE Cholesteryl-Bodipy FL
BP-FChol Bodipy FL free cholesterol analogue
BS Beam Splitter
CA Cooperative Attachment
CCD Charge Coupled Device
Cer Ceramide
ctxB Cholera toxin subunit B
ctxB-A488 Alexa488 cholera toxin subunit B
dcSFCS Dual Color Scanning Fluorescence Cross-
Correlation Spectroscopy
DIC Differential Interference Contrast
DiD 1,1f-Dioctadecyl-3,3,3f,3f-tetramethyłindo-
dicarbocyanine perchlorate
DiO 3,3f-dioctadecyloxacarbocyanine perchlorate
DOPC Dioleoylphosphatidylcholine
ECM Extracellular Matrix
EMCCD electron multiplying CCD
FCS Fluorescence Correlation Spectroscopy
Fgf Fibroblast growth factor
Fgfr Fibroblast growth factor receptor
FL Fluorescine
FP Fluorescent Protein
FRAP Fluorescence Recovery After Photobleaching
FRET Fo¨rster (Fluorescence) Resonance Energy
Transfer
GFP Green Fluorescent Protein
GM1 Monosialotetrahexosylganglioside
GPI Glycosyl-phosphatidyl-inositol
GUV Giant Unilamellar Vesicle
HEK Human Embryonic Kidney
ICS Image Correlation Spectroscopy
LSM Laser Scanning Microscope
M Molar concentration
MDF Molecule Detection Function
mRFP Monomeric red fluorescent protein
NA Numerical Aperture
NMR Nuclear Magnetic Resonance
PIE Pulsed Interleaved Excitation
PLAP Placental alkaline phosphatase
POPC Phosphatidylcholine
PSF Point Spread Function
SA-FCS Supercritical Angle Fluorescence Correla-
tion Spectroscopy
SAF Supercritical Angle Fluorescence
SFCS Scanning Fluorescence Correlation Spec-
troscopy
SLB Supported lipid bilayer
SM Sphingomyelin
STICS Spatiotemporal Image Correlation Spec-
troscopy
SUV Small Unilamellar Vesicle
TIR-FCS FCS with total internal reflection excitation
TIRF Total Internal Reflection Fluorescence
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