Building large and complex systems in one step (the 'big bang' approach) is a very challenging task, given that humans can only deal with a limited measure of complexity at a time. A more practical approach would be to build such systems incrementally, i.e. iteratively increment an incomplete version of the system under construction until the system is completed. In software engineering, there are such approaches, but they are generally top-down, and not component-based. In this paper we present a componentbased approach, which is bottom-up, and demonstrate its feasibility by applying it to the CoCoME example.
INTRODUCTION
The general context of this paper is incremental development, i.e. "feedback-driven refinement with customer involvement and clearly delineated iterations" [21] . However, we do not address the whole process of incremental development. Rather we focus only on growing the system in increments, i.e. incremental system construction, or just incremental construction, for short.
As the name suggests, incremental construction builds a system by iteratively incrementing an incomplete version of the system under construction until the system is completed. This can be expressed as a sequence of systems Si, starting from an initial one S0, i.e. S0 ⊆ S1 ⊆ S2 ⊆ . . . , where Si ⊆ Si+1 means Si+1 contains Si plus an increment inc, i.e. Si+1 = Si + inc.
For large and complex systems, this kind of iterative development process can provide a practical solution for managing scale and complexity, since it is widely accepted that Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. humans can only deal with a limited measure of complexity at a time, such as that embodied in one increment.
In software engineering, many approaches to incremental construction have been proposed, all based on the notion of stepwise refinement [32, 12] , i.e. building a complex program from a simple program by adding features incrementally. Some of these approaches focus on specification refinement, e.g. [1, 4] . In these approaches, both specifications and (their) implementations are theories, and a formal specification Si (starting with an initial specification S0) of the program is incrementally refined to a specification Si+1. The refinement relation between Si and Si+1 is defined by Si Si+1, which means that Si is (logically) satisfied by Si+1. Si+1 can therefore be regarded as an implementation of Si. The aim of the refinement step is to produce an Si+1 that is increasingly executable in a chosen programming formalism.
Some approaches based on stepwise refinement focus on code refinement. In these approaches, an initial skeleton program is constructed, and then one feature is added to it at a time, until the program contains all the desired features. For example, in [6, 5] , a feature-oriented programming language is used. Such a language is object-oriented: features are objects and are added together by means of object-oriented inheritance mechanisms, e.g. mixin inheritance [8] .
However, all these approaches to incremental construction are not truly component-based. In fact they are all topdown: they start with either a specification of the whole program or a top-level (skeleton) program. This is in contrast to truly CBD approaches, which are bottom-up, i.e. starting from pre-built system-independent components [10, 11] .
In CBD, system development is based on a component model [26] . Such a model defines components and their composition mechanisms; thus it fixes the ways in which a system can be constructed from components. Therefore it follows that a component model also defines ways in which a system can be incremented. More importantly, if composition is hierarchical, then scalability should be achievable. In this paper we propose an approach to incremental construction of component-based systems, and demonstrate its feasibility.
COMPONENT AND SYSTEM BEHAVIOUR
In incremental construction, Si ⊆ Si+1 means the behaviour of Si+1 contains the behaviour of Si. Therefore, before we discuss incremental construction in CBD, we have to first define the behaviour of a system and the behaviour of an individual component.
A system consists of three basic elements: (i) control ; (ii) computation; and (iii) data. Control triggers computations, which are function or expression evaluations, assignments, etc. Computations are performed on data in the system.
The behaviour of a system is the result of the system executing its set of computations (according to its control flow) on its data.
We will consider systems made up of generic components. A generic component is an architectural unit [29, 27] with ports for inputs and outputs. This is illustrated in Fig. 1a , where in1 and in2 are input ports, whilst out1 and out2 are output ports. A generic component is a unit of (control and) computation and/or data. Ports provide interaction points between components: specifically, components can pass control and/or data to one another via their ports. A generic component can also be depicted as a UML2.0 component with services (Fig. 1b) . Services are either methods or just data. In Fig. 1b , a socket denotes a required service, whilst a lollipop denotes a provided service. For services that are only data, each lollipop and each socket can be implemented simply as one data port. On the other hand, for services that are methods, each socket needs to be implemented as a pair of control/data ports: one for sending control (to make a method call) and data (associated with the call, i.e. method name and parameters), and one for receiving control (after a method call) and data (any return values for the call). Similarly, each lollipop needs to be implemented as a pair of control/data ports: one for receiving control (for a method call) and data (associated with the call), and one for sending control (after a method call) and data (any return values for the call). (An example of this can be seen in Fig. 4.) Architectural units are composed by linking their ports. The two main styles of connectors 1 are 'pipe-and-filter' and 'rpc' (remote procedure call). In 'pipe-and-filter' style connections, components act as filters; only data values are passed between components, and the computation defined in a component is a mathematical function that maps the (data values on) input ports to (data values on) the output ports. This is illustrated in Fig. 2a . The behaviour of a filter component is fixed, with respect to control and computation; it is simply a function (f in Fig. 2a ) of the component's input data (x in Fig. 2a) .
Furthermore, the behaviour of a composite filter component is also fixed (with respect to control and computation). This is illustrated in Fig. 2b , where the behaviour of the composite is the function g(f(x)).
Modelica [14] components are examples of filter components. Fig. 3 Figure 3 : A Modelica component. put port y as a function of the data value on the input port x, as in Fig. 2a .
In Modelica, composite components are produced by 'pipeand-filter' connection, as in Fig. 2b . The behaviour of a composite containing a component A is defined by a set of equations containing the equation for A, i.e. it contains the behaviour of A, as in Fig. 2b .
In 'rpc' style connections, the computation defined in a component can be called remotely by another component, and therefore messages containing rpc's and their results, if any, are passed between components. These messages pass control (for method calls) as well as data (for parameters and return values of method calls) between components. This is illustrated in Fig. 4 . The method m1 of A calls the method m2 provided by B. The method m3 of B calls a method m4 provided by some other component. Clearly in 'rpc' connection style, the control and computation in a component is not fixed; they depend on control and computation defined in other components. Consequently, in contrast to filter components, the behaviour of an 'rpc' component is not fixed, as a far as control and computation are concerned; it is not simply a function of the component's input data (which now can include data for parameters of in-coming method calls as well as return values for out-going method calls), but it is a function also of computation defined externally in other components. For example, in Fig. 4 , the behaviour of A depends on (how m2 is defined in) B; while the behaviour of B depends on (how m3 gets defined by the method m4 it calls in) whatever component B calls in order to provide m3.
It follows that any composite built by a 'rpc' connection also does not have fixed behaviour, with respect to control and computation. Indeed, in general, the behaviour of any component (composite) in a system is potentially only fixed when the whole system has been completely constructed.
ArchJava [2] components are examples of 'rpc' compo-nents. Fig. 5 shows ArchJava components that correspond to those in Fig. 4 Figure 5 : ArchJava components.
INCREMENTAL CONSTRUCTION IN CBD
Having defined the behaviour of generic components and systems of such components, we are now in a position to discuss incremental construction in the context of CBD.
A component-based approach to software development is based on a component model [26] . The component model defines what components are as well as composition mechanisms for composing components. How a component-based approach builds systems is thus determined by its component model. Clearly if the composition mechanisms defined in the component model are incremental, then so is the approach.
For example, in a component model in which components are filters, and the composition mechanism is 'pipe-andfilter' style connection, composition is incremental. This can be seen in Fig. 2b , where the behaviour of the composite is g(f(x)). This clearly contains the behaviour f(x) of the first component. Thus we can regard the second component as the current system and the composition of the two components as the new system, after incremental composition.
An example of a pipe-and-filter system is one that filters out letters 'a', 'b', 'c' . . . , from a piece of input text. Such a system can be built incrementally as follows. Start with a (current) system S0 consisting of only a component A that filters out 'a'. Compose S0 with a component B that filters out 'b'. This gives a new system S1; clearly S1 filters out both 'a' and 'b', and thus the behaviour of S1 contains the behaviour of S0, and so on.
A counter-example of incremental composition is invasive composition [3] when it is used to destroy component behaviour. In the component model underlying invasive composition, components are architectural units with hooks that provide write access to component code during composition. Thus as the name 'invasive composition' suggests, the behaviour of the components in the current system Si can be altered by the composition. When invasive composition destroys component behaviour in Si, the behaviour of Si+1 may not contain that of Si. Of course, invasive composition could also achieve incremental composition by adding new behaviour to Si+1 without destroying the behaviour in Si.
The most widely used component models in CBD are ADLs (architecture description languages) [29, 27] . In these models, components are generic architectural units and the composition mechanism is 'rpc' style connection. In such a model, composition is incremental in general, since 'rpc' style connection does not destroy any existing behaviour, unlike destructive invasive composition. However, incremental construction is difficult to achieve in practice. This is because the behaviour of any architectural unit, and therefore the behaviour of any current system Si, may not be fixed (as shown in Fig. 4) . As a result, it may be very difficult, if not downright impossible, to reason about behaviour containment by the next system Si+1.
So which component model should we choose? We could choose a component model in which components are filters and composition is by 'pipe-and-filter' style connection. However, in such systems, components only generate and pass data among themselves, whilst control for the whole system is implicitly fixed, as a pipe, i.e. control flow between connected components is simply sequencing. In other words, two connected components are executed in sequence, with the data produced by the first component sent as input to the second component, which then executes. Such a component model obviously has limited expressiveness.
What about a component model in which components are 'rpc' components and composition is by 'rpc' style connection? Such a component model would have more expressiveness than a 'pipe-and-filter' model. However, as we explained above, it would be difficult to achieve incremental construction in practice with such a component model.
We will use a component model that is Turing complete in terms of expressiveness for defining systems. The model is called X-MAN, and its composition mechanisms are incremental. Furthermore, X-MAN also defines other kinds of increments, apart from components, that can be added to a system. Next we will briefly describe X-MAN and show how it can be used for incremental construction.
THE X-MAN COMPONENT MODEL
X-MAN has been described in other papers, e.g. [25, 22, 30, 18] . Here we give a brief summary, and show that composition in X-MAN is incremental.
In X-MAN there are two kinds of basic entities: computation units and connectors; computation units encapsulate computation whereas connectors encapsulate control.
Components are built from these basic entities. There are two kinds of components: atomic and composite (Fig. 6 ). An atomic component contains a computation unit and an invocation connector (Fig. 6a) . The computation unit de-. . . fines computation in the form of methods or functions which can be invoked via the invocation connector. The computation defined by a computation unit U (when invoked) is performed entirely within the scope of U, i.e. U does not call other computation units. Thus an atomic component encapsulates 3 computation and has only provided services but no required services. In other words, the behaviour of an atomic component is fixed, with respect to control (coming from the invocation connector) and computation (defined in the computation unit).
A composite component (Fig. 6c) is built from atomic components by composition connectors (Fig. 6b) . Fig. 6c shows a composite built from two atomic components. A composition connector defines control for coordinating components (as well as data flow between them). A composite component is also encapsulated, and it also has only provided services; this is a direct consequence of the encapsulation of an atomic component. The behaviour of a composite is also fixed with respect to control defined by the composition connector, and control and computation defined in the sub-components. Furthermore, the behaviour of a composite clearly contains the behaviour of the sub-components. Therefore composition in X-MAN is incremental.
Apart from the invocation connector in an atomic component, X-MAN connectors [30] include the Turing-complete set of control structures: sequencing, branching and looping. Sequencing and branching are composition connectors for multiple components, whilst looping is an adaptor for a single component. For sequencing, we have the sequencer and pipe composition connectors; for branching, we have the selector composition connector (Fig. 7a) For looping, X-MAN has a loop connector (Fig. 7b) . The loop connector is an adaptor for a single component, adding a loop to the control defined by the top-level connector of the component. A loop connector must define a finite loop if used inside a composite; otherwise the composite will not be well defined. However, if used at the top level of a system, a loop connector can define an infinite loop, as in the Bank example (Fig. 7c) .
Another adaptor in X-MAN is the guard connector (Fig. 7b ). This defines a condition, and when applied to component, will only let control reach the component if the condition evaluates to true. For example, in the Bank example (Fig. 7c) , a guard is applied to the bank to allow access only if the customer details entered into the ATM are valid.
INCREMENTAL CONSTRUCTION USING X-MAN
We have shown that composition in X-MAN is incremental. This makes it possible to use X-MAN for incremental construction. X-MAN's composition mechanisms can increment a system with additional behaviour: control (by adding composition connectors) and computation (by adding components). Furthermore, X-MAN's adaptors can also increment a system's behaviour: a loop adds repeated behaviour, whilst a guard adds alternative behaviour.
Adding Increments
Now we identify all the possible increments in X-MAN and explain how they can be added.
By Composition
We can add increments in control and computation to the current system by using the composition mechanisms, i.e. we can add a composition connector Ki and a (composite)
This is illustrated in Fig. 8a , which is part of the bank system in Fig. 7c . (ii) Adding the increments Ki and Ci to a subcomponent of Si.
This is illustrated in Fig. 8b , which shows a system constructed from the system in Fig. 8a by adding an increment to the sub-component Bank by composing Bank with the Bank2 component (to add another bank also linked to ATM). Here Si is the system in Fig. 8a , Ki is the selector connector and Ci is the Bank2 component. The total increment added to Bank is circled in dotted line.
These two alternatives allow incremental construction to be carried out on both atomic components and composite components alike, and therefore can be applied to an initial system S0 that is just an atomic component, and to any subsequent Si that is a composite component. Thus they define incremental construction in a recursive manner for any Si. This is possible because of the hierarchical nature of composition in X-MAN. We can add increments in control and computation in the current system Si by simply increasing the arity of any composition connector within Si . Our composition connectors have variable arities (as can be seen in Figs. 6 and 7), and so it is possible to add components to an existing composite. In other words, we can add a (composite) component Ci to the current system Si by increasing the arity of any composition connector in Si by 1. This is illustrated in Fig. 9 , where an increment is added to the {Bank,Bank2} sub-component in the system in Fig. 8b , by increasing the arity of the selector connector by 1, and adding the Bank3 component (to add yet another bank to the network).
By Increasing Composition Connector Arity

By Adding Adaptors
We can add increments in control and computation to the current system by adding adaptors to individual components within the system. We can adapt any sub-component Ci of the current system Si with a finite loop; this will add a finite repetition of the behaviour of Ci. We can adapt Si itself with an infinite loop to add an infinite repetition of the behaviour of Si.
An example of an infinite loop can be seen in the Bank system in Fig. 7c , where the loop connector adds an increment to the system, which is the composition of ATM and Bank by a pipe connector.
We can also adapt any sub-component Ci of the current system Si with a guard; this will add a piece of alternative behaviour: if the condition in the guard is true, then the behaviour of Ci is invoked in Si; otherwise, it is not.
An example of a guard can be seen in the Bank system in Fig. 7c , where the guard connector adds an increment to the sub-component Bank.
The Construction Process
Having a component model that can be used for incremental construction is only half the story. The other 'half' concerns the iterative construction process itself. Clearly this process is guided by the system designer. Human guidance is needed since the initial system S0 has to be chosen, as has every increment inci to be added at every i-th iteration. Whether the target system will be achieved depends crucially on these choices at each step.
Our basic tactic in each iteration of the construction process is to identify a piece of behaviour specified in the functional requirements, and then identify an increment that defines that behaviour, and add this increment to the current system. By repeating this, we hope to eventually arrive at a final system that satisfies all the requirements, i.e. it has all the behaviour specified by the requirements.
We assume that functional requirements for the system under construction are defined by use cases. For each use case, we apply our aforementioned tactic and incrementally construct a system that satisfies that use case.
We also assume that all the necessary components can be either (identified and) constructed from scratch or retrieved from an existing repository. That is, of the standard CBD life cycle [10, 11, 24] (which contains a component development process and a system development process) we focus only on the system development process.
The iterative construction process that we adopt is defined in pseudo code as follows:
1. Start with use case 1:
(i) from the use case, identify the initial system S0; (ii) from the use case, identify an increment inc0; (iii) construct S1 by adding the increment inc0 to S0; (iv) i:=1; (v) from the use case, identify an increment inci; (vi) construct Si+1 by adding the increment inci to Si; (vii) i:=i+1; (viii) repeat steps (v-vii) until all the requirements in the use case have been met. 2. Repeat step (viii) in 1 for each remaining use case. Now we illustrate our incremental construction process using X-MAN on an example, the CoCoME example [28] , which is a benchmark in CBD.
THE COCOME EXAMPLE
The CoCoME system is a trading system or point of sale (POS) system used in retail business.
System Overview
The CoCoME system comprises four sub-systems ( Fig. 10 Figure 10 : CoCoME system architecture.
(a) cash desks (used by cashiers at the checkout), (b) store servers (used by the store manager), (c) enterprise server (used by the enterprise manager) and (d) stock exchanger (triggered by the enterprise server to re-allocate stocks between stores). In each store, there are many cash desks with a PC each. Each PC is connected to a store server. A store server contains a centralised repository that shares an inventory system among PCs in the store. All products are registered in the inventory on the store server serving queries from the PCs, as well as keeping transaction records from them.
Each store server is connected to the enterprise server at the headquarters. There are many stores under an enterprise and each store hosts a store server reporting its transactions and inventory status to the enterprise server. The enterprise server consolidates reports from the stores, and facilitates coordination of re-stocking in each store. The cash desks subsystem to be deployed on PCs at the cash desks is the key part of the CoCoME system. Each cash desk consists of a cashbox, a barcode reader, a card reader, a display light (Fig. 11) . The PC for the cash desk controls these peripherals. Besides keeping cash in the drawer, the cashbox also acts as a keyboard to receive input from cashiers as well as displaying output. The barcode reader is used to scan product IDs, the card reader is used to read credit/debit cards during payment, whereas the display light is used to indicate the operating mode of the cash desk (normal/express checkout).
Use Cases
The functional requirements for CoCoME contain 8 use cases.
In Use Case 1 and 2, the actor is a cashier, and the subsystem is a cash desk. The use cases describe how a cashier uses a cash desk to execute the sale process in normal and express checkout modes respectively. In Use Cases 3, 4, 5 and 7, the actor is the store/stock manager, and the subsystem is a store server. The use cases describe how the store manager uses the store servers to order products, check-in products, retrieve stock reports and change product prices respectively. In Use Case 6, the actor is the enterprise man-ager, and the sub-system is the enterprise server. The use case describes how the enterprise manager uses the enterprise server to generate reports of 'mean time to delivery' for suppliers. Use Case 8 is an automated mechanism to reallocate stocks between stores. The sub-system is the stock exchanger.
For lack of space, we will only discuss the cash desks subsystem described in Use Cases 1 and 2. In fact, we have implemented all 8 use cases.
Before we show our incremental construction for Use Cases 1 and 2, we summarise the use case here (for details see [28] ). Use Case 1 is about the sale process conducted at the cash desk to checkout products in the customer shopping cart. The cashier initiates the new sale process by hitting the 'New Sale' button upon customer arrival at the cash desk with the products, and then starts entering product IDs to the system by using either a barcode reader or the keyboard on the cashbox. Information on each product will be retrieved from the store server and displayed on the display panel of the cashbox. Once all products are entered, the cashier will hit the 'Sale finished' button to calculate the amount due. Then, the cashier will need to select either cash or card payment mode. In cash mode, the cashier will enter the amount received and the system will display the change due as well as pop open the cashbox drawer. The cashier then keeps the money in the drawer and returns the change due if any. The transaction will be recorded and a receipt will be printed when the cashbox is closed by the cashier. Whilst in card payment mode, the customer will be required to insert a credit card into the card reader, and enter the pin to allow transaction to happen. The card ID and PIN are sent to the bank for validation. This repeats until a valid PIN is entered unless the cashier switches the system to cash payment mode. The transaction is complete upon successful PIN validation. The transaction will be recorded and a receipt will be printed for the customer.
Use Case 2 extends the normal checkout mode specified in Use Case 1 with express checkout mode. The system checks for the transaction history and evaluates if the cash desk shall switch to express checkout mode automatically. In express checkout mode, the display light will be switched on (from black to green), customers are restricted to checking out at most 8 products, and credit card payment is prohibited.
Construction of Cash Desks Sub-system
Now we outline our incremental construction for the cash desks sub-system specified in Use Cases 1 and 2, highlighting the kinds of increments that are added in various steps of the process. When a customer arrives at the cash desk, the cashier presses the 'New Sale' button to create a new session. A new session resets the system and clears all the buffers from the previous transaction. The software component that has this behaviour is the session component (SS in Fig. 12 ) that provides the newSale() service. This component is therefore chosen as the initial system S0.
Next, the cashier is required to capture all the product IDs one by one using either the barcode reader or the keyboard on the cashbox. The behaviour of capturing a single product ID is provided by the rdItem() service that can be provided by two alternative software components, namely the barcode reader (BCR) and the keyboard (KB). We choose the BCR component first, which, together with a sequencer (SEQ) we identify as the increment Inc0. Inc0 is then added to S0 to yield S1 (Fig.12) . This is an example of adding an increment to the current system by composition, as described in Section 5.1.1(i). To add the alternative behaviour of capturing product IDs by the rdItem() service of the KB component, next we compose KB with the BCR subcomponent using a selector (SEL) to yield S2 (Fig. 13) . This increment, Inc1, consists of the selector SEL and the KB component. This is an example of adding increments to a sub-component of the current system by composition, as described in Section 5.1.1(ii).
Then, the product ID captured is used to retrieve product price and description from the store server. This behaviour is provided by the getDetails() service of the server component (SVR), which is incorporated together with a pipe (PIPE) as the next increment Inc2 to yield S3 (Fig. 14) . This is another example of adding increments to a subcomponent of the current system by composition. The same behaviour has to be repeated for all products until all product IDs are captured, with the price and description of each product retrieved from the store server. The behaviour that requires repetition already exists in S3, namely the sub-component of S3 that is composed by PIPE. A finite loop (Inc3) is therefore added atop PIPE to iterate this sub-component. S4 shown in Fig. 14 is produced after Inc3 is added. This is an example of adding an adaptor as an increment, as described in Section 5.1.3.
After all product IDs are captured, the customer can pay by either cash or card. These two alternative behaviours are addressed one by one incrementally. The cash payment is chosen first. In cash payment mode, the total amount due will be calculated by a calculator (or accumulator). The component that provides this behaviour is the calculator (CAL) component that provides the getPayment() service. Since reading all the product IDs and calculating the amount due should happen sequentially, the CAL component can be added as teh incremetn Inc4 to S4 as the last component of the sequencer SEQ by increasing its arity, as described in Section 5.1.2. S5 shown in Fig. 15 is produced as the result. Next, a guard is added to ensure that the getPayment() service will only be invoked in cash payment mode. The guard is thus the increment Inc5 and the system shown in Fig. 16 is the resulting system S6. This is another example of adding adaptors as increments, as described in Section 5.1.3. The adapted sub-component is the CAL component. The above-mentioned process recurs until all behaviours specified in Use Case 1 are incremented to the system under construction. Since Use Case 2 extends Use Case 1, the same process also recurs to Use Case 2 to increment the system constructed from Use Case 1.
By carrying out the construction process for all other behaviours specified in Use Cases 1 and 2, we produced the cash desks sub-system in 23 incremental steps, and the mechanisms of adding increments used in each step is summarised in Table 1 .
Refactoring
An important element of our incremental construction process, which for lack of space we can only discuss very briefly here, is refactoring. Refactoring [31, 13] changes a system's architecture without changing its behaviour. Refactoring is necessary for our incremental construction process because sometimes it is only possible to achieve the desired increment by first refactoring the current system architecture. For instance, in the cash desks sub-system (Use Case 2) shown in Fig.17(a) , the sub-component enclosed by the dotted line will only be invoked in normal checkout mode, hence a guard expressing mode=norm should be added atop the sub-component. Refactoring allows us to replace the top sequencer by two sequencers, thus creating two hierarchy levels so that a guard can be added between the two levels ( Fig.17(b) ). Obviously, without refactoring, incremental construction is unable to achieve this intended system behaviour.
Refactoring also allows a set of connectors to be replaced with a single connector. For example, as shown in Fig.  18 , a sequencer that composes two guards which are logical complements can be replaced with a selector. This happens in the cash desks sub-system too (Use Case 1): the guard for cash and card payment modes (pmode==cash OR pmode==card) can be replaced with a selector. This simplifies the system architecture.
Conversely, some basic connectors can be replaced with composite connectors which correspond to design patterns [23] .
The Complete Implementation
The complete CoCoME system has been implemented in the X-MAN Tool. The X-MAN Tool is developed using Model-driven Engineering in GME [15] , a generic modelling environment that generates a graphical editor tool from a metamodel of the elements of a system (in this case the elements of the X-MAN component model). In the X-MAN Tool, components are designed and developed in the C programming language [20] and stored in a repository. During the incremental construction process, these components are selected, deployed and composed with other components.
The complete CoCoME system is constructed by implementing its four sub-systems, each one constructed incrementally.
While constructing each sub-system, in every step of the construction process, it is essential to produce the correct behaviour for the newly incremented system. To ensure this, each newly incremented system was tested dynamically. The X-MAN Tool supports this kind of dynamic testing, since every sub-system in X-MAN is executable, and X-MAN provides a simulator for execution results. So we used X-MAN Tool to automate system simulation with test cases defined in XML [17] .
Every test case defines inputs and asserts simulation outputs based on boundary value analysis. A test case passes simulation if the real simulation outputs match the asserted outputs. The X-MAN Tool will show the simulation result summary with Pass-Fail ratios and a detailed result showing the simulation traces (as shown in the super-imposed dialogue boxes in Figs. 19 and 21 respectively. Increments that did not behave correctly were duly replaced. We also built extra components if the required behaviours could not be fulfilled by components in the repository.
Figs. 19 and 20 show the implementations of S1 and S2 described in Figs. 12 and 13 respectively. The dialogue box super-imposed on the screen-shot in Fig. 19 (top right-hand corner) shows its simulation results summary. Fig. 21 shows the implemented cash desks sub-system and its simulation results.
The top left-hand panel is the X-MAN Part Browser showing the X-MAN architecture elements. The GME Browser is on the bottom left, showing all deployed components. The Figure 20 : S2 in X-MAN Tool super-imposed dialogue box on the top right shows the simulation results of the system, and on the bottom right is the console, showing the simulation inputs and real outputs for each component. The super-imposed dialogue box on the bottom shows 15 completed simulation cases and the execution traces of the cash desks sub-system for Test Case 1 (normal checkout mode, keyboard input and cash payment mode). The test case passed because the real simulation outputs matched the asserted outputs (change==121.38, total==78.62). The middle pane shows the X-MAN architecture of the cash desk sub-system.
Database connections, e.g. between the cash desks and the store server (database), are not visible because they are internal to components.
DISCUSSION AND CONCLUSION
In this paper we have proposed a component-based approach to incremental construction. In contrast to existing approaches in software engineering, which are top-down and not component-based, our approach is bottom-up and truly component-based. Our approach has a well-defined component model, X-MAN, and a tool for component and system development. We have also demonstrated the feasibility of our approach by applying it to the CoCoME example, which is a kind of benchmark in CBD.
One advantage of incremental construction is that it tackles complexity, in the sense that it is easier to build a system bit by bit, rather than building the whole system in one 'big bang'. Our implementation of CoCoME has demonstrated this. Similar work in incremental construction using web services [16] shares this motivation. However, the composition mechanism used there, namely orchestration, is strictly speaking, not hierarchical (unlike composition in X-MAN). This is because orchestration results in a workflow rather than a web service. Therefore it is not clear precisely how incremental composition of web services is defined.
We believe that the ability to construct a system bit by bit has an interesting implication for software engineering: by using incremental construction, it is possible to develop a system use case by use case. As far as we are aware, this is not possible in current software engineering practice. In the Unified Process [19] , for instance, UML models for system design may be defined use case by use case, but it is not possible to build the system use case by use case.
Our tool for incremental construction also allows us to do incremental testing. We can check that each increment we add does indeed result in a new sub-system with the Figure 21 : The cash desks sub-system in X-MAN Tool required behaviour identified in the current iteration. This is important since any wrong increment will propagate to all subsequent iterations. Incremental testing is possible in X-MAN because every X-MAN architecture is executable, and the X-MAN Tool provides a simulator for execution results.
In CBD, the most widely used component models are ADLs (architecture description languages), e.g. UML2.0. As descriptions of software architectures, ADLs are meant to describe the whole system, and are therefore not intended for incremental system construction. In particular, ADL descriptions are usually used to identify components in the system, rather than to define the system in terms of preexisting components (in a repository for a domain) which are not system-specific. In other words, an ADL description contains system-specific components, rather than domainspecific but non-system-specific components from a repository.
However, newer ADLs, e.g. SOFA [9] , do have component repositories, so they should be more suitable for incremental construction. Although, as we said earlier, architectural units tend not to have fixed behaviour (until the whole system has been constructed), we believe it is possible to customise newer ADLs such as SOFA for the purpose of incremental construction. This is future work that we intend to explore.
We have briefly touched on refactoring and its significance for incremental construction. This is another important topic for future research. Our experience so far tells us clearly that without suitable refactoring techniques, it is inevitable that sooner or later our incremental construction process comes unstuck. Another benefit of refactoring is that it can be used to simplify architectures. Our use of composition connectors for constructing systems inevitably leads to big hierarchies of connectors. It is very useful to be able to reduce the complexity in such hierarchies wherever possible. Refactoring techniques for connectors can provide just such a facility. This is a topic that we are currently actively investigating.
One issue that also needs further investigation is the granularity of components. Our experience suggests that the smaller the components, i.e. the smaller the pieces of behaviour encapsulated in components, the easier the incremental construction process is. However, although this seems to be obviously the case, we have yet to gain sufficient empirical evidence for it. The crucial issue is whether it is possible in general to decide what level of granularity would be optimal, if any. This is an open question at present.
Finally, we are encouraged by our experience of applying our incremental approach to the CoCoME example. This example is non-trivial, and we have successfully implemented and tested the whole system, using incremental construc-tion. So we have some confidence that our approach at least shows the promise of scaling up.
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