A Simplicial Approach to Stratified Homotopy Theory by Douteau, Sylvain
A SIMPLICIAL APPROACH TO STRATIFIED HOMOTOPY THEORY
SYLVAIN DOUTEAU
Abstract. In this article we consider the homotopy theory of stratified spaces from a simplicial
point of view. We first consider a model category of filtered simplicial sets over some fixed poset
P , and show that it is a simplicial combinatorial model category. We then define a generalization
of the homotopy groups for any fibrant filtered simplicial set X : the filtered homotopy groups
spin(X). They are filtered simplicial sets built from the homotopy groups of the different pieces of
X. We then show that the weak equivalences are exactly the morphisms that induce isomorphisms
on those filtered homotopy groups.
Then, using filtered versions of the topological realisation of a simplicial set and of the simpli-
cial set of singular simplices, we transfer those results to a category whose objects are topological
spaces stratified over P . In particular, we get a stratified version of Whitehead’s theorem. Spe-
cializing to the case of conically stratified spaces, a wide class of topological stratified spaces, we
recover a theorem of Miller saying that to understand the homotopy type of conically stratified
spaces, one only has to understand the homotopy type of strata and holinks. We then provide a
family of examples of conically stratified spaces and of computations of their filtered homotopy
groups.
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Introduction
Stratified spaces appear in many domains of geometry and topology as natural objects to study
singular spaces. Stratification theory has its roots in the seminal works of Thom and Whitney
on decompositions of algebraic and analytic varieties into smooth pieces called strata ([Tho69],
[Whi65], see also [Gor12], [Mat12]). Moreover, in the 1970s, motivated by the theory of charac-
teristic classes of singular spaces, Goresky and MacPherson introduced intersection cohomology
in order to restore Poincaré duality in the framework of stratified spaces [GM80], [GM83]. Since
then, intersection cohomology has become an important tool in complex algebraic geometry and in
geometric representation theory as the building block of the category of perverse sheaves [BBD82]
[Dim04] [KW06] .
Since the introduction of intersection homology, other invariants of stratified spaces have been
developed. For examples :
• The Exit Paths Category of a stratified space, and its higher categorical generalizations
have been considered by Treumann [Tre09], Woolf [Woo09] and also Lurie [Lur].
• Intersection homotopy groups have been introduced by Gajer [Gaj96].
• Singular chain complexes and cochain complexes together with cap and cup products have
been developed for intersection homology and cohomology by King [Kin85] and Friedman
and McClure [FM13] [Fri]
• A rational homotopy theory, in the spirit of Sullivan’s theory has been developed by
Chataur, Saralegui and Tanré in [CST12].
• Banagl has also introduced rational generalized intersection homology theories [Ban10].
But some of the original questions remain unanswered [B+08, Problems 1 and 11] : Is intersection
homology representable in some appropriate homotopy category of stratified spaces? And is there
a reasonable notion of generalized intersection homology theory in the sense of Eilenberg-Steenrod,
possibly involving perversities? Furthermore, defining a notion of stratified homotopy type of
stratified spaces underlying those invariants has been an ongoing problem since the first definition
of intersection homology [B+08, Problem 4].
In this article, we propose a model for the homotopy category of stratified spaces : the com-
binatorial model category of filtered simplicial sets over a poset P . This should be seen as the
preliminary step needed to work on the two preceeding questions. Thanks to this model structure,
we were able to prove some topological results on stratified spaces, see Theorem 4.23 and Theorem
5.4.
To produce a model for the homotopy type of stratified spaces, we follow the strategy of Kan-
Quillen [GJ09], which is to work with simplicial sets. In section 1, we define the presheaf category
of filtered simplicial sets. Then, starting with a notion of homotopy equivalence coming from the
usual construction of a filtered cylinder object, we apply Cisinski’s work [Cis06, Théorème 1.3.22]
to produce a cofibrantly generated model category in which cofibrations are monomorphisms. This
is Theorem 1.20.
But Theorem 1.20 does not give us a full characterization of the fibrations. To solve this problem,
in section 2, we construct a second model structure on the category of filtered simplicial sets
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following the strategy of Moss in [Mos15]. We then show that the two model structures coincide,
which gives us the desired characterization of fibrations. This section is fairly technical and the
reader not willing to go into the depth of the proofs can skip it. One only needs to remember the
two following results from section 2 to understand the rest of the article :
• For each filtered simplicial set X, there exists a functorial fibrant replacement Ex∞P (X).
See Definition 2.3.
• The fibrations in the model structure defined in section 1 are the morphisms of filtered sim-
plicial sets with the right lifting property against admissible horn inclusions. See Definition
1.10 and Proposition 2.27.
In section 3, we show that the model category is simplicial and that we actually have a com-
binatorial model category, see Theorem 3.4. Furthermore, for X a fibrant filtered simplicial set,
using the simplicial category structure, we define spin(X) the filtered homotopy groups of X. For
n ≥ 0, spin(X) is a filtered simplicial set built from the n-th homotopy groups of the filtered pieces
of X such as the strata and the links. When X is trivially filtered, we recover the usual homotopy
groups of X (See Remark 5.10), but in general the structure is much richer. In particular, we get
that the spin, seen as filtered simplicial sets, completely characterize the homotopy equivalences
between fibrant filtered simplicial sets. More precisely, we have the following result :
Theorem 3.14. Let f : X → Y be a morphism between fibrant filtered simplicial sets. It is a
homotopy equivalence if and only if the induced maps spin(f) : spin(X,φ) → spin(Y, f ◦ φ) and
spi0(f) : spi0(X) → spi0(Y ) are isomorphisms of filtered simplicial sets for all n ≥ 1 and all
pointing φ : V → X.
In section 4, we continue to adapt the Kan-Quillen strategy, and introduce a pair of adjoint
functors, || − ||P : sSetP → TopP the filtered realisation and SingP : TopP → sSetP the filtered
simplicial set of singular simplices, where sSetP is the category of simplicial sets filtered over some
poset P , and TopP is the category of topological spaces filtered over P . The object of the latter
category are in fact stratified spaces, and the adjective filtered reflects the fact that the morphisms
of this category preserve the filtrations.
Contrary to the classical case, for a stratified space A, the filtered simplicial set SingP (A) is not
fibrant in general. For this reason, we restrict our attention to spaces such that SingP (A) is fibrant.
Proposition 4.12 guarantees that such spaces exist and that, in fact, most of the classical examples
of stratified spaces (such as topological pseudomanifolds) are of this kind. In addition, we extend
the definition of filtered homotopy groups to filtered spaces. See Definition 4.18. We are then able
to prove a filtered version of Whitehead’s theorem :
Theorem 4.23. Let f : A → B be a filtered map between two fibrant filtered spaces such that
A and B are filtered homeomorphic to the realisation of some filtered simplicial sets X and Y
respectively. Then f is an homotopy equivalence if and only if the maps of filtered simplicial sets
spi0(f) : spi0(A) → spi0(B) and spin(f) : spin(A, φ) → spin(B, f ◦ φ) are isomorphisms for all n ≥ 0
and all pointings of A.
In section 5, we show that the hypothesis of Theorem 4.23, can be strengthened to have a simpler
conclusion. If we restrict to the context of PL conically stratified spaces, see [Lur, Definition A.5.5],
we show that it is enough to understand morphisms between filtered spaces only at the level of
strata and holinks to detect an homotopy equivalence. The conclusion is identical to the one in
[Mil13, Theorem 6.3], but the class of objects for which the theorems apply are different, although
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they both include most notions of pseudo-manifolds. It is to be noted that the proofs are completely
independant.
Theorem 5.4. Let f : A → B be a filtered map between conically stratified spaces, such that A
and B are isomorphic to the filtered realisation of two filtered simplicial sets X and Y respectively.
Then f is an homotopy equivalence if and only if it induces weak equivalences between corresponding
strata and holinks.
This theorem applies in particular to filtered continuous maps between PL-stratified spaces,
which covers many geometric examples such as algebraic varieties.
In section 6, we consider the invariants of the homotopy type of stratified spaces which can
be extracted from the constructions of this article. Then, we propose a geometric construction
which produces fibrant stratified spaces and we use it to produce examples of computations of
filtered homotopy groups and of applications of Theorems 4.23 and 5.4. We start with two explicit
geometric examples, subsections 6.4 and 6.5, then move on to a family of examples inspired by
filtered classifying spaces of diagrams of groups.
Stephen Nand-Lal and Jon Woolf have independently been developing a similar approach to the
homotopy theory of stratified spaces, but where the poset determining the filtration is not fixed. In
their project the combinatorial model is provided by the category of simplicial sets equipped with
the Joyal model structure. It would be interesting to understand how this relates to the model
structure on slice categories of simplicial sets used in this paper.
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1. The model category of filtered simplicial sets
In this section, we define the category of filtered simplicial sets, and use [Cis06, Théorème 1.3.22]
to prove that there exists a cofibrantly generated model category structure on it.
Definition 1.1. We define the category of filtered simplicial sets over the poset P , sSetP to be
the category of simplicial sets over N(P ). Objects of sSetP are pairs (X,pi) where X is a simplicial
set, and pi : X → N(P ) is a morphism of simplicial sets, and will be called a filtration on X. A
morphism in sSetP from (X,pi) to (Y, ν) is a morphism of simplicial sets f : X → Y such that
ν ◦ f = pi. We will often write X to designate the object (X,pi).
Definition 1.2. Let ∆(P ) be the full subcategory of sSetP whose objects are of the form
∆N pi−→ N(P )
for n ≥ 0. Let J = (jp)p∈P be a sequence of integers greater or equal than −1 with all values equal
to −1 outside of a strictly increasing chain p0 < · · · < pd ∈ P . Then we write ∆J to designate the
object of ∆(P ) such that pi(∆J) = [p0, . . . , p0, p1, . . . , pd], where pi appears jpi + 1 times.
We call the ∆Js filtered simplices, and we will identify them with their image in N(P ). In
particular, we will write ∆J = [p0, . . . , p0, p1, . . . , pd]. When we need to refer to the non-filtered
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simplex underlying the definition of ∆J , we will write N(J) =
∑
p∈P (jp + 1)− 1 (or just N when
no confusion is possible), and then
∆J = ∆N(J) → N(P ).
When usefull, we will also write ∆J0 for the corresponding non-degenerate simplex in N(P ). We
will have ∆J0 = [p0, p1, . . . , pd] where each pi appears exactly once.
Proposition 1.3. The category of filtered simplicial sets over P is isomorphic to the category of
presheaves over ∆(P ), i.e. Fun(∆(P )op,Set).
Proof. It is true for any category of presheaves C, and any object S of C, that C↓S is a category of
presheaves of this form. To see this, let G be a small category, C the category of presheaves over G,
and S an object of C. Define G(S) to be the full subcategory of C↓S whose objects are of the form
g → S, where g ∈ G is identified with Hom(−, g) ∈ C. Then, the functor
C↓S → Fun(G(S)op,Set)
(X → S) 7→
{ G(S)op → Set
(g → S) 7→ HomC↓S (g → S,X → S)
is an equivalence of category. 
Definition 1.4. Let X be a filtered simplicial set, we write XJ = X(∆J). The elements of XJ will
be called J-simplices of X, and we will often identify those elements with the corresponding maps
∆J → X.
As a consequence of this definition and of Proposition 1.3, we have that for all filtered simplicial
set X :
X ' colim
∆J⊆X
∆J .
Proposition 1.5. We have a pair of adjoint functors (U,F )
U : sSetP → sSet : F
(X → N(P )) 7→ X
(K ×N(P )→ N(P )) 7 →K
Definition 1.6. Let X piX−−→ N(P ) and Y piY−−→ N(P ) be two filtered simplicial sets. We define the
filtered product of X and Y as the following pullback
X ×N(P ) Y Y
X N(P )
prX
prY
piY
piX
where the filtration X ×N(P ) Y → N(P ) is given by the composition piX ◦ prX = piY ◦ prY . Since
we will never consider in this article non-filtered product of filtered simplicial sets, we will drop the
N(P ) from the notation. This extends to a bi functor
−×− : sSetP × sSetP → sSetP
(X,Y ) 7→ X × Y
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Definition 1.7. We define the bi functor
−⊗− : sSetP × sSet→ sSetP
(X,K) 7→ X × F (K)
where × is the filtered product of Definition 1.6.
We now have a functorial cylinder object : For any X, X ⊗∆1 is a cylinder object of X. This
naturally leads to the following definition of homotopy.
Definition 1.8. Let f, g : X → Y be two morphisms of filtered simplicial sets. We say that f
and g are elementarily homotopic to each other if there exists a map H : X ⊗∆1 → Y making the
following diagram commutative :
X
X ⊗∆1 Y
X
Id⊗ι0
f
H
Id⊗ι1
g
Closing this relation by symmetry and transitivity, we get the definition of homotopy between
morphisms. We write [X,Y ] for the set of morphisms from X to Y quotiented by this equivalence
relation.
If f : X → Y and g : Y → X are two morphisms of filtered simplicial sets such that g ◦ f
is homotopic to IdX and f ◦ g is homotopic to IdY , we say that (f, g) is a filtered homotopy
equivalence (sometimes we will just say that f is a filtered homotopy equivalence), and that X is
filtered homotopy equivalent to Y . We will say that X and Y are filtered elementarily homotopy
equivalent if the homotopies can be chosen to be elementary. When no confusion is possible, we
will omit the adjective filtered.
Definition 1.9. Let ∆J = ∆N → N(P ) be a filtered simplex and 0 ≤ k ≤ N . We define the k-th
horn of ∆J as ΛJk = ΛNk → N(P ), where ΛNk is the k-th horn of ∆N , and the filtration is given by
the composition ΛNk ↪→ ∆N → N(P ). If ∆J = [q0, . . . , qN ], with q0 ≤ q1 ≤ · · · ≤ qn ∈ P , we will
write ΛJk = [q0, . . . , q˜k, . . . , qN ].
Definition 1.10. A horn inclusion ΛJk ↪→ ∆J is said to be admissible If ∆J = smdk∆J for either
m = k− 1 or m = k. i.e. precisely when ∆J , seen as a simplex of N(P ), is degenerate with its kth
vertex repeated.
Example 1.11. To get a better idea of what admissible horn inclusions are, let us look at a few
examples. Consider the poset P = {p0 < p1 < p2}, we consider the three following horn inclusions
[p0, p1, p˜2] ↪→ [p0, p1, p2]
[p˜0, p1, p1] ↪→ [p0, p1, p1]
[p0, p1, p˜1] ↪→ [p0, p1, p1]
The first two horn inclusions are not admissible. Indeed, in the first one, there is only 1 point of
color p1, and so the horn is not admissible. In the second example, there is only 1 point of color p0,
so the horn is not admissible either. In the third example, however, there are two points of color
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p1 and so the horn is admissible. To better understand what differentiates those horns, we drew a
picture of all three. See Figure 1.
Figure 1. From left to right, [p0, p1, p˜2], [p˜0, p1, p1] and [p0, p1, p˜1]
Remark 1.12. Taking a closer look at Figure 1, and going back to Definitions 1.10 and 1.8, one
notices that admissible horns inclusions are precisely the horn inclusions that are homotopy equiva-
lences. The hypothesis that the kth vertex is repeated guarantees that there is some proper face of
the simplex ∆J which is homotopy equivalent to the whole simplex (notice that in this case, there
must be at least two). Furthermore, it imposes that the horn still contains such a face and can still
be contracted onto it. In the first example of Figure 1, there is no such face. And in the second,
such faces exist but the horn is no longer homotopy equivalent to those. In the third, the horn can
still be contracted onto the 1-simplex with one red vertex and one blue vertex, see Figure 2. This
intuition should serve as a motivation for this choice of admissible horn inclusion and Proposition
1.13 gives a precise statement of this fact. The fact that the classical proofs on anodyne extensions
translate directly for admissible horn inclusions should be another reason to be convinced that this
choice is relevant. See Proposition 1.15.
Proposition 1.13. Let ΛJk → ∆J be any horn inclusion. It is an admissible horn inclusion if and
only if it is a filtered homotopy equivalence.
Proof. Assume that the horn ΛJk → ∆J is admissible. Then ∆J = [q0, . . . , qk−1, qk, qk+1, . . . , qN ]
and either qk = qk−1 or qk = qk+1. Write (∆J)0 = {e0, . . . , eN} for the set of vertices of ∆J .
Assume that qk = qk−1 and define an homotopy inverse at the level of vertices
(∆J)0 → (ΛJk )0
ei 7→
{
ei if i 6= k − 1
ek if i = k − 1
this map extends to a map of simplicial sets with image included in dk−1(∆J) ⊂ ΛJk . Furthermore,
since qk−1 = qk, it is a map of filtered simplicial sets. The compositions ∆J → ΛJk → ∆J corre-
sponds to sending ∆J to dk−1∆J ⊂ ∆J . An homotopy with the identity is given, at the level of
Figure 2. The homotopy equivalence between a simplex and one of its face and
its restriction to an admissible horn
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vertices, by the following
(∆J ⊗∆1)0 → (∆J)0
(ei, s) 7→
{
ei if s = 0 or (s = 1 and i 6= k − 1)
ek if s = 1 and i = k − 1
One checks that this gives a well defined homotopy with the identity. Furthermore, the restriction
of the map to ΛJk gives an homotopy between the composition ΛJk → ∆J → ΛJk and IdΛJk . The
proof works the same in the case qk = qk+1, one has to replace k − 1 by k + 1 everywhere and
reverse the role of s = 0 and s = 1 in the homotopy.
We will only show the converse for an elementary homotopy equivalence. Assume that j : ΛJk →
∆J is any horn inclusion, and that there is a filtered homotopy inverse r : ∆J → ΛJk . By symmetry,
suppose that the elementary homotopy H : ΛJk ⊗ ∆1 → ΛJk is a homotopy from r ◦ j to Id, that
is H|ΛJ
k
⊗{0} = r ◦ j and H|ΛJ
k
⊗{1} = Id. This means that if ei is a vertex of ΛJk , we have r(ei) =
ei′ ≤ ei, where the order is the usual partial order on the vertices of a simplicial set. Suppose that
qk 6= qk−1, qk+1, this means that r(ek) = ek, since r is filtered. Define l = min{i | r(ei) 6= ei}.
By the previous remark, l 6= k. Furthermore, we have that r(el) = el′ < el. But then, since r
is a simplicial map, we must have r(el−1) = el−1 ≤ el′ < el. This means that r(el) = el−1. In
addition, we must have ql−1 = ql 6= qk. Now consider the image by H of the following simplex of
dl−1∆J ⊗∆1 ⊂ ΛJk ⊗∆1.
H([(e0, 0), . . . , ̂(el−1, 0), (el, 0), (el, 1), . . . (eN , 1)]) = [r(e0), . . . , r̂(el−1), r(el), el, . . . , eN ]
= [e0, . . . , el−1, el, . . . , eN ]
= ∆J 6⊂ ΛJk

Recall the definition of a class of anodyne extension from [Cis06, Définition 1.3.10.]. We state it
for a class of morphisms in sSetP .
Definition 1.14 (Anodyne Extensions). Let Λ be a class of morphisms in sSetP . It is a class of
anodyne extensions if it satisfies the following conditions.
• (An0) There exists a set of morphisms A such that Λ is the saturated class generated by A.
• (An1) If X ↪→ Y is a monomorphism, then X ⊗∆1 ∪ Y ⊗ {} ↪→ Y ⊗∆1 is in Λ. Where
{} can be either vertex of ∆1.
• (An2) If X ↪→ Y is in Λ, then so is X ⊗∆1 ∪ Y ⊗ ∂(∆1) ↪→ Y ⊗∆1.
Proposition 1.15. LetA be the set of admissible horn inclusions. The saturated class, Λ, generated
by A is a class of anodyne extensions.
Proof. The axiom (An0) is verified by definition of Λ. The Axiom (An1) follows from lemma 1.16
and the axiom (An2) is a special case of lemma 1.17 
Lemma 1.16. Let B be the set of all inclusions of the form
∂(∆J)⊗∆1 ∪∆J ⊗ {} ↪→ ∆J ⊗∆1,
where ∆J ∈ N(P ),  = 0, 1 and {} is the corresponding vertex of ∆1, and let C be the class of all
inclusions of the form
X ⊗∆1 ∪ Y ⊗ {} ↪→ Y ⊗∆1
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where X ↪→ Y is any inclusion of filtered simplicial set. Then the saturated classes generated by
A, B and C coincide.
Proof. In the non-filtered case, this is [GZ67, Theorem IV.2.1]. The same proof works in the filtered
case, as only admissible horn inclusions are used at each step. 
Lemma 1.17. Let X ↪→ Y be a morphism in Λ and Z ↪→ W be an inclusion of filtered simplicial
sets. Then the morphism
X ×W ∪ Y × Z ↪→ Y ×W
is in Λ.
Proof. In the non-filtered case, this is [GZ67, Proposition IV.2.2]. The same proof works in the
filtered case using the fact that (X ⊗K)⊗L ' X ⊗ (K ×L) ' (X ⊗L)⊗K for any simplicial sets
K and L and any filtered simplicial set X. 
Recall the following classical definition.
Definition 1.18. Let f : X → Y and g : W → Z be two morphisms. Then f (respectively g) is
said to have the left (respectively right) lifting property with respect to g (respectively f) if for any
commutative diagram of the form
X W
Y Z
f gh
there exists a morphism h making the two triangles commute. We write RLP and LLP for those
two properties. We say that f has the RLP with respect to a class of morphisms if it has the RLP
with respect to any morphisms in the class.
Definition 1.19. We define the following classes of morphisms and objects in sSetP .
• The cofibrations are the monomorphisms.
• The trivial fibrations are the morphisms with the RLP with respect to cofibrations.
• The anodyne extensions are the morphisms in Λ.
• The naive fibrations are the morphisms having the RLP with respect to anodyne extensions.
• The fibrant objects are the objects X for which the morphism X → N(P ) is a naive
fibration.
• The weak equivalences are the morphisms f : X → Y such that for all fibrant filtered
simplicial set Z, the induced application between the sets of homotopy classes of maps
f∗ : [Y,Z]→ [X,Z] is a bijection.
• The trivial cofibrations are the cofibrations which are also weak equivalences.
• The fibrations are the morphisms with the RLP with respect to trivial cofibrations.
Theorem 1.20. With the classes of cofibrations, fibration and weak-equivalences defined above,
sSetP is a cofibrantly generated closed model category.
Proof. This is [Cis06, Théorème 1.3.22] applied to the category of presheaves sSetP . 
Although we know that the model structure on sSetP is cofibrantly generated, [Cis06, Théorème
1.3.22] does not tell us that the set of admissible horn inclusions is the set of generating trivial
cofibrations. It is not true in general that the class of anodyne extensions coincide with the class
of trivial cofibrations, see [Cis06, Remarque 1.3.46]. To show that it is true in our particular case,
we introduce another model structure.
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2. A second model structure on sSetP
In order to characterize fibrations in terms of lifting properties with respect to anodyne exten-
sions, the idea is to construct another model structure in which the trivial cofibrations are defined
as the anodyne extensions. We then go on to show that this new model structure is in fact the
same as the one we defined in section 1, and this will tell us that trivial cofibrations are exactly
the anodyne extensions, which gives us a very nice characterization of the fibrations "à la Kan". To
do this, we will follow the strategy of the article [Mos15]. In his article, the author constructs the
Quillen model structure on the category of simplicial sets, starting from the data of the anodyne
extensions, using a fonctorial fibrant replacement: the Ex∞ functor. We will do the same in a
filtered setting, using the (filtered) anodyne extensions of Proposition 1.15, and the corresponding
notion of (filtered) fibrations. The main ideas of the following proof can be arranged as follows:
First, define a filtered subdivision functor sdP : sSetP → sSetP . (Definition 2.1). Taking the
adjoint, we get the filtered extension functor ExP : sSetP → sSetP . There is a natural inclusion
X ↪→ ExP (X), so by taking the colimit of
X ↪→ ExP (X) ↪→ Ex2P (X) ↪→ . . .
we get Ex∞P (X). This will be our candidate for a fibrant replacement of X.
Then, we define a class of morphisms, the class of filtered strong anodyne extensions (FSAE)
(Definition 2.5), whose retracts will give us the class of anodyne extensions (see Proposition 1.15).
This class is defined in such a way that there are combinatorial characterisations which allow to
decide whether or not a given morphism is in it.
Now, using the combinatorial characterisation of FSAE, we show that for any admissible horn
inclusion, its subdivision is a FSAE. This statement, in turn, gives us that sdP preserves anodyne
extensions (Proposition 2.8), and so ExP preserves (naive) fibrations.
Then, we have to prove that X ↪→ ExP (X) is a FSAE, and that ExP reflects the triviality of
fibrations. That is, if f is a fibration, and ExP (f) is a trivial fibration, then so is f . We show that
the argument used in [Mos15] to prove the non-filtered results can be generalized to the filtered
setting. We do so through categorical considerations.
The main step, the fact that Ex∞P (X) is fibrant for all X does not follow from abstract-nonsense
and the proof in the non-filtered case can not be adapted directly. This is the step that required
working with the rather involved definition of filtered subdivision (Definition 2.1). We then carefully
modify the proof of [GJ09, Lemma III.4.7] so that it suits the filtered case.
Now, filtered versions of a few classical lemmas are needed (Lemmas 2.24, 2.25 and 2.26), but
they turn out to be special cases of lemmas from [Cis06]. Equipped with those preliminary results,
a model structure can be constructed on the category of filtered simplicial sets (theorem 2.23),
where
• the weak equivalences are the morphisms f such that Ex∞P (f) is a filtered homotopy equiv-
alence, in the sense of Definition 1.8,
• the cofibrations are the monomorphisms,
• the trivial cofibrations are the (filtered) anodyne extensions in the sense of Proposition 1.15,
• the fibrations are the naive fibrations, in other words, the morphisms with the right lifting
property with respect to (filtered) anodyne extension (equivalently, to admissible horn
inclusion, see Definition 1.10),
• the trivial fibrations are the morphisms with the right lifting property with respect to all
monomorphisms.
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The equality of this model structure with the previous one is an easy consequence of those
constructions (Proposition 2.27). In particular, we get that in sSetP , the fibrations are exactly the
morphisms with the right lifting property with respect to admissible horn inclusions (equivalently
with respect to anodyne extensions). That is to say, the fibrations are the naive fibrations. We also
get that the trivial cofibrations are exactly the anodyne extensions. This last fact is crucial in the
rest of the paper but most of the constructions used for the proofs here won’t be used anywhere
else. In addition, except for some definitions, all parts are mostly independent from each other,
and can be read separately.
2.1. Filtered subdivision and its adjoint. Recall that given a simplex ∆n, its subdivision is
the simplicial set sd(∆n) whose simplices are given by increasing chain of non-degenerate simplices
of ∆n :
sd(∆n)k = {(σ0, . . . , σk) | σ0 ⊆ · · · ⊆ σk ∈ (∆n)n.d.}
and faces and degeneracies are given by deletion or repetition of one term of the chain.
Definition 2.1 (filtered subdivision). Let ∆J = ∆N pi−→ N(P ) be a filtered simplex. We will
define its filtered subdivision sdP (∆J) as a subsimplicial set of sd(∆N )×N(P ). As a simplicial set
sdP (∆J) is defined as follows :
sdP (∆J)k = {((σ0, . . . , σk),∆K) | (σ0, . . . , σk) ∈ sd(∆N ),∆K = ∆k piK−−→ N(P ), piK(∆k) ⊆ pi(σ0)}.
Where the inclusion piK(∆k) ⊆ pi(σ0) means that the subsimplicial set of N(P ) generated by
piK(∆K) is included in the one generated by pi(σ0). In words, the simplices of sdP (∆J) are pairs
(σ,∆K) where σ is a simplex of sd(∆N ) and ∆K is a simplex of N(P ), and such that for every
color of ∆K there is a point of this color in σ0. The filtration on sdP (∆J) is given by the following
composition
sdP (∆J) ↪→ sd(∆N )×N(P )
prN(P )−−−−→ N(P ).
When manipulating subdivided simplices, it will be convenient to have a more explicit way of
writing down simplices. For this reason, we give the following equivalent description of sdP (∆J)
sdP (∆J)k = {[(σ0, q0), . . . , (σk, qk)] | σ0 ⊆ · · · ⊆ σk ∈ (∆J)n.d., q0 ≤ · · · ≤ qk ∈ P, qi ∈ pi(σ0),∀i}.
Writing simplices this way, the filtration map then becomes :
sdP (∆J)→ N(P )
[(σ0, q0), . . . , (σk, qk)] 7→ [q0, . . . , qk]
This also allows for a more explicit description of faces and degeneracies. Indeed, di corresponds to
deleting the term (σi, qi) and si corresponds to repeating it. This definition gives rise to a functor
sdP : sSetP → sSetP
X = colim
∆J∈X
∆J 7→ sdP (X) = colim
∆J∈X
sdP (∆J)
Whose effect on the map is given by passing to the colimit.
See Figure 4 on page 16 for an example.
As in the non-filtered case, we will also make use of a last-vertex map.
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Definition 2.2. Let ∆J = ∆N pi−→ N(P ) be a filtered simplex. We define the filtered last-vertex
map on sdP (∆J) on the vertices
sdP (∆J)0 → ∆J0
(σ, q) 7→ max{e | e is a vertex of σ, pi(e) = q},
where the maximum is taken over the order on the vertices of the simplicial set σ. This extends to a
map of simplicial set l.vP (∆J) : sdP (∆J)→ ∆J which will be filtered by definition of the filtration
on sdP (∆J). Furthermore, this defines a natural transformation l.vP : sdP → Id, via
lvP (X) = colim
∆J∈X
l.vP (∆J) : colim
∆J∈X
sdP (∆J) = sdP (X)→ X = colim
∆J∈X
∆J
Definition 2.3. The functor sdP : sSetP → sSetP has a right adjoint ExP (X), with ExP (X)J =
Hom(sdP (∆J), X). For X a filtered simplicial set, we write ιX : X ↪→ ExP (X) for the adjoint of
l.vP : sdP (X)→ X. And we define Ex∞P (X) as the colimit of the diagram
X
ιX−−→ ExP (X)
ιExP (X)−−−−−→ Ex2P (X)→ . . .
Remark 2.4. Definitions 2.1 and 2.2 might seem arbitrary complicated. Indeed, given any filtered
simplicial set X → N(P ), we could have defined its subdivision as sd(X) with the filtration given by
the composition sd(X)→ X → N(P ). However, with this definition, and the associated definition
of Ex∞P , Theorem 2.18, stating that Ex∞P (X) is fibrant, would not hold. See remark 2.19.
2.2. Filtered Strong Anodyne Extensions. We directly translate the formalism of [Mos15] into
the filtered setting. We refer to the original article for the details.
Definition 2.5 (Filtered Anodyne Presentation). Let f : X → Y be an inclusion of filtered sim-
plicial sets. We write Xn.d. for the non degenerate simplices of X. A filtered anodyne presentation
for f is the data of
• a partition Yn.d. \Xn.d. = YII
∐
YI ,
• a bijection ϕ : YII → YI ,
such that :
• If σ ∈ YII , there exists a unique k such that σ = dk(ϕ(σ)), and the deleted vertex in ϕ(σ)
shares its color with at least one vertex of σ.
• The ancestral preorder is well founded.
Here the ancestral preorder is the transitive relation on YII
∐
YI generated by σ < τ if either σ is
a proper face of τ , or if τ ∈ YII and σ 6= τ is a proper face of ϕ(τ).
Definition 2.6. A morphism between filtered simplicial sets is a Filtered Strong Anodyne Exten-
sion (FSAE) if it admits a filtered anodyne presentation.
Proposition 2.7. Any anodyne extension is the retract of a FSAE.
Proof. See Remark 2.2 in [Mos15] 
2.3. Properties of the filtered subdivision.
Proposition 2.8. Let f : X → Y be an anodyne extension. Then sdP (f) is an anodyne extension.
Proof. Since sdP preserves retracts and compositions, it is enough to show that sdP (ΛJk ↪→ ∆J) is an
anodyne extension for any admissible horn inclusion ΛJk ↪→ ∆J . We define an anodyne presentation
in the following way (see the proof of [Mos15, Proposition 2.14] for comparison with the non-filtered
case). We first define the following sets of non-degenerate simplices in sdP (∆J)n.d..
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(a) [(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , γ1), . . . , (∆J , γs)],
where βr 6= γ1, or s = 0.
(b) [(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . . , (∆J , γs)].
(c) [(µ0, 0), . . . , (µt, 0), (µt, 1), . . . , (µt, u), (σ1, ν1), . . . , (σv, νv), (∆J , γ0), . . . , (∆J , γs)],
where u 6= ν1 or (v = 0 and u 6= γ0).
(d) [(µ0, 0), . . . , (µt, 0), (µt, 1), . . . , (µt, u), (µt, ν1), (σ1, ν1), . . .
. . . , (σv, νv), (∆J , γ0), . . . , (∆J , γs)],
where ν1 = γ0 if v = 0.
(e) [(η0, γ0), . . . , (ηw, γ0), (ζ1, γ0), . . . , (ζx, γ0), (∆J , γ0), . . . , (∆J , γs)], where ζ1 6= ηw ∪ {ek}.
(f) [(η0, γ0), . . . , (ηw, γ0), (ηw ∪ {ek}, γ0), (ζ1, γ0), . . . , (ζx, γ0), (∆J , γ0), . . . , (∆J , γs)].
(g) [(θ1, γ0), . . . , (θy, γ0), (κ1, γ0), . . . , (κz, γ0), (∆J , γ0), . . . , (∆J , γs)], where κ1 6= θy ∪ {ek′}.
(h) [(θ1, γ0), . . . , (θy, γ0), (κ1 \ {ek′}, γ0), (κ1, γ0), . . . , (κz, γ0), (∆J , γ0), . . . , (∆J , γs)].
where :
• ek is the k-th vertex of ∆J .
• ek′ is a fixed vertex of ∆J sharing its color with ek, and different from ek. (At least one
exists since ΛJk is admissible.)
• q, r, s, t, u, v, w, x, y, z ≥ 0
• µi, σi, ηi, ζi, θi, κi are faces of ∆J not equal to ∆J or dk(∆J).
• (αi) and (νi) are (possibly empty) finite sequence of strictly increasing elements of P , where
i ranges from 1 to q and v respectively.
• (βi), (i) and (γi) are non-empty finite sequences of strictly increasing elements of P , where
i ranges from 0 to r, u and s respectively.
• ek 6∈ ηi
• ek ∈ ζi
• ek ∈ θi but ek′ 6∈ θi
• ek, ek′ ∈ κi
Then, we take the simplices of (b), (d), (f) and (h) to be the simplices of type I and those of (a),
(c), (e) and (g) to be the simplices of type II, and ϕ to be the morphism suggested by the notations.
For example, starting from a simplex of (a) :
[(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , γ1), . . . , (∆J , γs)]
the application ϕ sends it to the simplex of (b)
[(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . . , (∆J , γs)]
obtained by adding the vertex (∆J , βr). It is easy to see from the definition of ϕ that the vertex
added by ϕ shares its color with one already present in the corresponding type II simplex. One
shows that every simplex of sdP (∆J)n.d. \ sdP (ΛJk )n.d. appears exactly once in this list and that ϕ
is a bijection by a careful enumeration of the non-degenerate simplices of sdP (∆J). To see that
the ancestral order is well founded, one has to check that there are no infinite strictly decreasing
sequence of simplices. But notice that if σ is a type I simplex, then any of its direct ancestor has
to be of strictly lower dimension (since it has to be a proper face of σ). So it is enough to show
that there are no infinite strictly decreasing sequence of type II simplices of any given dimension.
Let us examine what happens when we start with a simplex of (a).
(1) [(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , γ1), . . . , (∆J , γs)]
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Applying ϕ, we get the corresponding simplex of (b)
[(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . . , (∆J , γs)]
Now the ancestors of (1) of the same dimension are of one of the following forms.
[(ξ1, α1), . . . , (̂ξi, αi), . . . , (ξq, αq), (dk(∆J), β0), . . .
. . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . . , (∆J , γs)]
1 ≤ i ≤ q
[(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , ̂(dk(∆J), βi), . . .
. . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . . , (∆J , γs)]
0 ≤ i ≤ r
[(ξ1, α1), . . . , (ξq, αq), (dk(∆J), β0), . . . , (dk(∆J), βr), (∆J , βr), (∆J , γ1), . . .
. . . , ̂(∆J , γi), . . . , (∆J , γs)]
1 ≤ i ≤ s
In the first and last case, we get a simplex of (b). In the second case the following things can
happen
• i < r, then we get a simplex of (b)
• i = r > 0, we get a simplex of (a), but notice that r has decreased by 1.
• i = r = 0, then we get a simplex in which dk(∆J) does not appear. It can be in any of the
sets (c), (d), (e), (f), (g) or (h)
In the end, what we get is that, among the direct ancestors of (a) of the same dimension, those who
are of type II are either in (c), (e) or (g) or are still in (a) but the quantity r has decreased. Now,
doing the same discussion of cases for (c), (e) and (g) and compiling this information in the form
of a directed graph, we get Figure 3. One recognizes the top part of the graph as the discussion of
cases on direct ancestors of (1).
Given a type II simplex in one of the four sets (a), (c), (e), (g) we get a direct ancestor by following
some arrow on the graph. The labels indicate how quantity varies along each arrow. A quantity
next to the symbol ↗ (resp ↘) means that it is strictly increasing (resp strictly decreasing) when
passing to the ancestor. A quantity without any symbol next to it means that it is kept constant
when passing to the ancestor. The quantity γ0 is kept constant along all arrows, except along
the red ones. Notice that if we take out the red arrows and the loops, (g) becomes a sink. Now
since every time we follow the red arrows γ0 increases and γ0 is bounded, we can safely delete
those arrows. But now, since all quantites increasing (or decreasing) when going through a given
loop are bounded, every loop can only occur a finite number of times. Taking a closer look at the
simplices of (c), one sees that after a finite number of steps, there are no path left on the graph.
This exactly means that given any type II simplex, it only has a finite number of ancestors of the
same dimension. 
2.4. Ex∞P (X) is a (not-yet-fibrant) replacement of X. In this part, we show that the inclu-
sion X ↪→ ExP (X) is an anodyne extension. We wish to use the anodyne presentation given in
[Mos15]. The problem is that Ex(X) and ExP (X) are not the same simplicial set when forgetting
the filtration. In fact, there are no (obvious) natural transformation between U ◦ ExP and Ex ◦ U .
So it is not possible to directly transfer its anodyne presentation. But what we can do is generalize
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(a)
(c)
(e) (g)
r ↘
u↗, t, 0t↘, 0
0 ↗
w ↘
γ0 ↗
y ↗
γ0 ↗
Figure 3. The directed graph of direct ancestors of type II simplices. Following
an arrow correspond to passing to an ancestor. The labels indicate which quantities
describing the simplices increase (↗), decrease (↘) or are kept constant along the
path.
the applications between subdivided simplices Moss uses in the non-filtered setting (even though
the objects are not the same). Those applications will still satisfy the same equations. Then, we
can construct the decomposition in the filtered case in terms of those applications. Now, since
the proof that the given decomposition is indeed an anodyne presentation relies only on formulas
verified by those applications, it can be entirely translated in the filtered setting. To go through
with this process, we need to define another subdivision.
Definition 2.9. Let X = K → N(P ) be a filtered simplicial set. We call the naive subdivision of
X and we write s˜dP (X) the filtered simplicial set s˜dP = sd(K) → N(P ) where sd(K) is the non
filtered subdivision of the simplicial set K. The projection to N(P ) is given by the composition
sd(K) l.v−→ K → N(P )
Example 2.10. To clarify the difference between the two subdivisions we have defined so far : sdP ,
the filtered subdivision from Definition 2.1 and s˜dP , the naive subdivision from Definition 2.9, let’s
look at an example. Let P = {p0 < p1} be the linear poset on two elements. Take ∆J = [p0, p0, p1].
Figure 4 shows the two subdivisions along with the non-subdivided simplex. The filtration on the
simplicial sets is represented by the color of the vertices, where a red vertex is sent to p0 and a blue
one is sent to p1.
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Figure 4. From left to right, the simplex ∆J = [p0, p0, p1], its naive subdivision
s˜dP (∆J) and its filtered subdivision sdP (∆J)
Now, we need a categorical setting in which to generalize the desired formulas.
Definition 2.11. We define the following categories
• Let sd(∆) be the full subcategory of sSet whose object are the sd(∆n) for n ≥ 0
• Let s˜dP (∆(P )) be the full subcategory of sSetP whose objects are the s˜dP (∆J) for ∆J ∈
N(P ).
• Let sdP (∆(P )) be the full subcategory of sSetP whose objects are the sdP (∆J) for ∆J ∈
N(P ).
And we define the functor
G : s˜dP (∆(P ))→ sdP (∆(P ))
s˜dP (∆J) 7→ sdP (∆J)(
(f : s˜dP (∆J)→ s˜dP (∆J′)
)
7→
{
sdP (∆J) → sdP (∆J′)
((σ0, q0), . . . , (σm, qm)) 7→ ((f(σ0), q0), . . . , (f(σm), qm))
It is an easy exercise on subdivision to show that this functor is well defined (we have to check that
ql ∈ pi(f(σk)) for all 0 ≤ k, l ≤ m).
To summarize our construction, we have the following :
s˜dP (∆(P )) sd(∆)
sdp(∆(P ))
U
G
Now recall the following construction of [Mos15]. Let n ∈ N, and 0 ≤ k ≤ n we define the morphism
of simplicial set jkn : sd(∆n)→ sd(∆n) by the following properties :
jkn(ei) =
{ {ei} if i ≤ k
{e0, . . . , ei} if i > k
jkn(σ) = ∪e∈σjkn(e)
jkn([σ0, . . . , σm]) = [jkn(σ0), . . . , jkn(σm)]
Notice that jkn ◦ jln = jkn for 0 ≤ k ≤ l ≤ n, and that jnn = Id.
In the same way, for 1 ≤ k ≤ n, we define rkn : sd(∆n+1)→ sd(∆n) via
rkn(ei) =
 {ei} if i ≤ k{e0, . . . , ek} if i = k + 1{ei−1} if i > k + 1
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Notice that for 0 ≤ k ≤ n− 1, we also have the morphisms induced by the face inclusions,
sd(dkn) : sd(∆n−1)→ sd(∆n).
And for 0 ≤ k ≤ n we have the morphisms induced by degeneracies
sd(skn) : sd(∆n+1)→ sd(∆n)
For convenience, and since none of the definition depend on it, we will omit the "n" in the notations.
We write Ar for the class of morphisms obtained by taking arbitrary compositions of morphisms
from those 4 families.
Those morphisms satisfy a long list of relations that constitutes [Mos15, Lemma 3.7]. Our goal
is to construct "lift" of those morphisms into sdP (∆(P )) verifying the "same" relations.
First, we have the following remark, which is obvious from the definition of filtered simplicial
sets.
Remark 2.12. Let f : K → L be a morphism of simplicial sets, and Y be a filtered simplicial set
such that U(Y ) = L. Then there exists a unique filtered simplicial set X and a unique map of
filtered simplicial sets g : X → Y such that U(g) = f . The filtered simplicial set X is called the
filtration on K induced by f , and g is a lift of f . Indeed, saying that U(Y ) = L is equivalent to
saying that Y = L ϕ−→ N(P ) for some map ϕ. Taking X = K ϕ◦f−−→ N(P ) gives the desired filtration.
The situation corresponds to the following diagram.
K L
N(P )
f
ϕ◦f ϕ
Proposition 2.13. Let f : ∆n′ → ∆n be a morphism of Ar, and let ∆J be a filtered simplex such
that U(∆J) = ∆n. Then the filtration on sd(∆n′) induced by f is of the form s˜dP (∆J
′) for some
filtered simplex ∆J′ with U(∆J′) = ∆n′ .
Proof. This comes from the fact that all the generating morphisms in Ar are defined at the level
of vertices. The induced filtration is then compatible with subdivision. 
Given ∆J with U(∆J) = ∆n, we have a unique lift in s˜dP (∆(P )) with codomain s˜dP (∆J) for
each morphism in Ar. Applying the functor G to those lifts, we get unique "lifts" in sdP (∆(P )) for
morphisms in Ar. We still write jk, rk, sd(dk) and sd(sk) for the corresponding lifts. Notice that
the lifts sd(dk) and sd(sk) coincide with the filtered subdivision of face inclusions and degeneracy
maps respectively.
Definition 2.14. Let X be a filtered simplicial set, ∆J = ∆n → N(P ) be a filtered simplex. We
define ΓkJ(X) = {σ ∈ ExP (X)J | σ ◦ jk = σ}. Note that Γ0J(X) = XJ and ΓnJ(X) = ExP (X)J , and
that ΓkJ(X) ⊆ ΓlJ(X) for all k ≤ l. Write
Γkn(X) =
∐
∆J=∆n→N(P )
ΓkJ(X).
Then, we have the sequence of inclusions
Xn = Γ0n(X) ⊆ · · · ⊆ Γnn(X) = ExP (X)n.
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Proposition 2.15. Let X be a filtered simplicial set. We give the following anodyne presentation
of X ↪→ ExP (X). The type II simplices are the σ ∈ (ExP (X)n)n.d. \ (Xn)n.d. such that there exists
no 1 ≤ k ≤ n, and no τ ∈ Γkn−1(X) \ Γk−1n−1(X) such that σ = τ ◦ rk. In this case, we define ϕ(σ) to
be σ ◦ rh, where σ ∈ Γhn(X) \ Γh−1n .
Proof. We need to check that ϕ satisfy the color condition for filtered anodyne presentation. Let
∆J ∈ N(P ) be a filtered simplex, and rk : sd(∆J′)→ sd(∆J) be the lift of rk. Then, given that the
colors of vertices of ∆J′ come from their images in sd(∆J), we know that the added vertex in ϕ(σ)
must share its color with one of σ, so the color condition is verified. Then, the literal transcription
of the proof of [Mos15, Theorem 3.6] gives a proof that ϕ is a bijection and that the ancestral
preorder is well founded which implies that we have indeed an anodyne presentation. This relies
on the fact that for any σ ∈ ExP (X), dk(σ) = σ ◦ sd(dk), and that the lifts of morphisms in Ar still
verify lemma 3.7 of [Mos15] which is true by construction. 
We also have the following property, which is [Mos15, Proposition 3.12].
Proposition 2.16. The functor Ex∞P preserves : finite limits, monomorphisms, anodyne exten-
sions, naive fibrations, trivial fibrations, homotopies, homotopy equivalences.
The following proposition is a consequence of the decomposition given in Proposition 2.15. See
[Mos15, proposition 3.13]
Proposition 2.17. Let f : X → Y be a naive fibration. Then, if Ex∞P (f) is a trivial fibration, so
is f .
2.5. Ex∞P (X) is fibrant. In this section, we prove the following Lemma :
Lemma 2.18. Let X be a filtered simplicial set. Ex∞P (X) is fibrant.
Remark 2.19. Here, we want to adapt the proof of [GJ09, Lemma III.4.7]. Note that this is the
part that required us to work with sdP . Indeed, if one tries to go through this proof using the naive
subdivision (see Definition 2.9), one sees that the dotted arrows in diagram (2) may not exist.
For the proof of Lemma 2.18 we will make use of the filtered last-vertex map (Definition 2.2)
and of two other last-vertex maps. This is the content of Definition 2.20.
Definition 2.20. Let (σ, r) be a vertex of a subdivision with σ = [e0, . . . , en]. Then, the last vertex
of σ is defined to be l.v(σ) = en. We can extend this to a non-filtered application
l.v : sdP (X) → X
[(σ0, r0), . . . , (σm, rm)] 7→ [l.v(σ0), . . . , l.v(σm)].
Given 0 ≤ i ≤ m, we also define the last vertex of color ri in σ to be
l.vri(σ) = max{e | e is a vertex of σ, pi(e) = ri}.
where the maximum is taken over the order on the vertices of the simplicial set σ.
Remark 2.21. Notice that we can express the filtered application l.vP of Definition 2.2 as
l.vP ([(σ0, r0), . . . , (σm, rm)]) = [l.vr0(σ0), . . . , l.vrm(σm)].
Proof of Lemma 2.18. We have to show that given any diagram of the form
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ΛJk Ex
∞
P (X)
∆J
where ΛJk is admissible, there exists a dotted arrow making the diagram commute. Since ΛJk is
compact, one can assume without loss of generality that its image lies in ExP (X). It is then enough
to show that a dotted arrow exists for any diagram of the form
(2)
ΛJk ExP (X)
∆J Ex3P (X)
λ
By adjunction, diagram (2) is equivalent to the following diagram
sd2P (ΛJk ) ΛJk
sd2P (∆J) ExP (X)
l.v2P
λ
It is now sufficient to find some dotted arrow making the following diagram commutative :
sd2P (ΛJk ) ΛJk
sd2P (∆J) ExP (sdP (ΛJk )) ExP (X)
l.v2P
λ
h ExP (λ)
We define it in the following way. Let σ = [(σ0, q0), . . . , (σn, qn)] be a J ′-simplex of the double
filtered subdivision of ∆J . Keep in mind that each of the σi = [(τ i0, ri0), . . . , (τ imi , r
i
mi)] are them-
selves simplices of the filtered subdivision of ∆J . We have to construct h(σ) : sdP (∆J
′)→ sdP (ΛJk ).
First, we define an application fσ between the vertices of ∆J
′ and the vertices of ∆J . Since we
want to be able to refer to each of the vertices of ∆J and ∆J′ independantly, we will write those
simplices as the ordered set of their vertices : ∆J′ = {d0, . . . , dn} and ∆J = {e0, . . . , eN(J)}. Note
that some of those vertices might share the same color, in particular, notice that di is of color qi,
by construction. Let p be the color of ek.
fσ : ∆J
′
0 → ∆J0
(dl) 7→

l.vql(l.vql(σl)) if p > ql, or σl doesn’t contain any vertex of color p,
or l.v(σl) 6= dk(∆J),∆J .
l.vql(l.vp(σl)) if p < ql, and σl contains a vertex of color p
and l.v(σl) = dk(∆J) or ∆J .
ek if p = ql, and l.v(σl) = dk(∆J) or ∆J .
It is clear that only one of the three conditions is verified for any given l, so fσ is well defined.
Since the application l.vql always returns a vertex of color ql, it is clear that fσ preserves the color
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of vertices. So, fσ induces an application of filtered simplicial sets : g(σ) : s˜dP (∆J
′) → s˜dP (∆J).
Now, we take h(σ) = G(g(σ)) : sdP (∆J
′)→ sdP (∆J), where G is the functor from Definition 2.11.
One checks that h(di(σ)) = h(σ ◦ di) = h(σ) ◦ sdP (di) = di(h(σ)), and that the same is true for
degeneracies.
We need to prove that h(σ) ∈ ExP (sdP (ΛJpk)). Or in other words, that we have an inclusion
h(σ)(sdP (∆J
′)) ⊆ sdP (ΛJk ). Suppose that h(σ)(sdP (∆J
′)) 6⊂ (sdP (ΛJk )). This means in particular
that every vertex of dk(∆J) must be in the image of fσ. Recall that σ = [(σ0, q0), . . . , (σn, qn)],
with σl = [(τ l0, rl0), . . . , (τ lml , r
l
ml
)]. So in particular, for every vertex of dk(∆J) there must be at
least one τ li containing it. But then, τnmn must contain dk(∆
J) since it contains all the τ li as faces.
Let i′ = max{i | dk(∆J) 6⊆ τni }. Then τni′ ⊆ dk′(∆J) for some k′ 6= k. Now we know that all τ li are
either containing dk(∆J) or contained in dk′(∆J). But since ek′ is in the image by our hypothesis,
there must be an l′ such that fσ(dl′) = ek′ . We now know that l.v(σl) contains dk(∆J) for all l ≥ l′.
Let p′ be the color of ek′ . We have :
• if p′ < p, since ΛJk is admissible, ek must share its color with either ek+1 or ek−1. By
symmetry, suppose that ek and ek+1 have the same color. There must be an l such that
fσ(dl) = ek+1. Then necessarily l > l′, but then l.v(σl) contains dk(∆J) and so fσ(dl) = ek
so there is a contradiction.
• if p′ = p. Then fσ(dl′) = ek 6= ek′ , which is a contradiction.
• if p′ > p. we know that l.v(σl′) must contain dk(∆J). We have ek′ = l.vp′(l.vp(σl′)). In
particular, l.vp(σl′) contains dk(∆J). But since p′ > p, we know that for any l, we have
dk(∆J) ⊆ l.vp(σl′) ⊆ l.vp′(σl). Now, ∆J must contain at least two points of color p′,
because each τni must contain at least a vertex of color p and τni′ does not contain ek′ . But
then, the other point of color p′ can not be in the image of fσ because l.vp′(σl) contains
dk(∆J) for all l and l.vp′(dk(∆J)) = ek′ .
Now to see that the square is commutative, it is enough to notice that when σ ∈ sd2P (ΛJk ), we
have l.v(σl) 6= dk(∆J),∆J for all l. In this case fσ(dl) = l.vP (l.vP (σl, ql)), which makes it easy to
compare the two compositions. 
2.6. The Moss model structure. We define a new model structure on sSetP
Definition 2.22. Let f : X → Y be a morphism of filtered simplicial sets. It is a Moss weak-
equivalence if Ex∞P (f) is a filtered homotopy equivalence, in the sense of Definition 1.8.
The following Theorem is the filtered version of [Mos15, Theorem 4.9].
Theorem 2.23. The class of cofibrations, Moss weak-equivalences and naive fibrations give rise to
a model structure on sSetP .
In order to prove this theorem, we need the following lemmas. They are immediate consequences
of propositions in [Cis06].
Lemma 2.24 ([Cis06, Lemme 1.3.39]). An anodyne extension between fibrant objects is a filtered
homotopy equivalence.
Lemma 2.25 ([Cis06, Proposition 1.3.26]). A trivial fibration is a filtered homotopy equivalence.
Lemma 2.26. A naive fibration between fibrant objects which is also a filtered homotopy equiva-
lence is trivial.
Proof of Lemma 2.26. Such a morphism is a weak equivalence by [Cis06, Lemme 1.3.32]. But then,
it is a trivial fibration by [Cis06, Lemme 1.3.34]. 
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Proof of theorem 2.23. The category sSetP is complete and cocomplete. The two out of three
axioms follows from the same property for homotopy equivalences. The property of lifting comes
from the definition of those classes. The existence of a factorisation follows from the small object
argument. The stability by retract of the class of cofibrations and anodyne extensions follows from
their definition as saturated classes. The same property for naive fibrations and trivial fibrations
follows from their definition by a property of lifting. What is left to prove is that trivial fibrations
are exactly the naive fibrations which also are Moss weak-equivalences, and that anodyne extensions
are exactly the cofibrations which also are Moss weak-equivalences.
Let f : X → Y be an anodyne extension. By Proposition 2.16, Ex∞P (f) is also an anodyne
extension. But since Ex∞P (X) and Ex∞P (Y ) are fibrant, by Lemma 2.24, Ex∞P (f) is a filtered
homotopy equivalence, so f is a Moss weak-equivalence.
Let f : X → Y be a trivial fibration. By Lemma 2.25, it is a filtered homotopy equivalence, so
Ex∞P (f) is also a filtered homotopy equivalence, so f is a Moss weak-equivalence.
Let f : X → Y be a naive fibration which is also a Moss weak-equivalence. Then Ex∞P (f) is also
a fibration and it is a filtered homotopy equivalence, so by Lemma 2.26 it is a trivial fibration. But
then, f is also a trivial fibration.
Let f : X → Y be a cofibration which is also a Moss weak-equivalence. We write f = pii with i
an anodyne extension and pi a naive fibration. By the two out of three property pi is also a Moss
weak-equivalence, so it is a trivial fibration. Since f is a cofibration there exists a lift g in the
following diagram
X Z
Y (g) Y
i
f pi
Id
But then, f is a retract of i, so it is an anodyne extension. 
Proposition 2.27. The class of anodyne extensions coincides with the class of trivial cofibrations,
and the two model structures defined are the same.
Proof. First we need to show that a weak-equivalence is a Moss weak-equivalence. Let f : X → Y
be a weak-equivalence. We have the following commutative diagram :
X Y
Ex∞P (X) Ex∞P (Y )
f
ιX ιY
Ex∞P (f)
The vertical morphisms are anodyne extension, so by [Cis06, Lemme 1.3.31] they are weak equiv-
alences. So, by the two out of three axiom, Ex∞P (f) is also a weak-equivalence. But then, it is a
filtered homotopy equivalence by [Cis06, Lemme 1.3.32], so f is a Moss weak-equivalence. Then,
let f : X → Y be a trivial cofibration. Then it is a weak equivalence by definition, so it is a Moss
weak-equivalence. By the proof of Theorem 2.23, it is an anodyne extension. Since we already
know that anodyne extensions are trivial cofibrations, we know that the two classes are the same.
In particular, naive fibrations and fibrations are the same. Since the two structures share the same
fibrations and cofibrations, they are equal. 
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3. Simplicial structure
In this section we define a simplicial structure on the category of filtered simplicial sets and show
that the model category we defined in previous sections is actually a simplicial model category. We
then use a Quillen adjunction with a category of diagrams of simplicial sets to define the filtered
homotopy groups of a fibrant filtered simplicial set. Applying those constructions we prove Theorem
3.14 which characterizes weak equivalences between fibrant objects.
Recall definition 1.7 of the filtered simplicial set X ⊗K.
Definition 3.1. Let K be a simplicial set and Y be a filtered simplicial set. We define Y K to be
the following filtered simplicial set
Y K : ∆(P )op → Set
∆J 7→ HomsSetP (∆J ⊗K,Y )
Proposition 3.2 then follows from the definition.
Proposition 3.2. Let K be a simplicial set. Then the functor −⊗K : sSetP → sSetP is left adjoint
to the functor (−)K : sSetP → sSetP .
Proposition 3.3. There is a simplicial category structure on sSetP where the simplicial set of
maps between X and Y is given by
Map(X,Y )n = HomsSetP (X ⊗∆n, Y )
Proof. By [GJ09, Lemma II.2.3], we only have to check the following three conditions
• For K any simplicial set, −⊗K is left adjoint to (−)K . This is Proposition 3.2.
• For any filtered simplicial set X the functor X ⊗ − commutes with colimits, and verify
X⊗∆0 ' X. The former is true by compatibility of the functor F and of the inner product
with colimits. The latter is true because F (∆0) ' N(P ) and the projection X×N(P )→ X
is always an isomorphism. Note that here and everywhere else in this article, the product
of two filtered simplicial sets, denoted ”×”, means the inner product in the category sSetP ,
which is a fibered product of simplicial sets over N(P ). (See Definition 1.6).
• For any simplicial sets K,L and filtered simplicial set X there is an isomorphism between
(X ⊗ K) ⊗ L and X ⊗ (K × L) which is natural in K,L and X. We have the following
sequence of natural isomorphism
(X ⊗K)⊗ L = (X × F (K))× F (L)
' X × (F (K)× F (L))
' X × F (K × L)
= X ⊗ (K × L)

Theorem 3.4. With the functor Map, sSetP is a simplicial model category.
Proof. By [GJ09, Corollary II.3.12], we only have to check that the following is true.
• Let f : X → Y be a cofibration between filtered simplicial sets and n ≥ 0, then the map
X ⊗ (∆n) ∪X⊗∂(∆n) Y ⊗ ∂∆n → Y ⊗∆n
is a cofibration that is trivial if f is.
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• Let f : X → Y be a cofibration between filtered simplicial set, then the maps
X ⊗∆1 ∪X⊗{} Y ⊗ {} → Y ⊗∆1
are trivial cofibration, where  is one of the two vertices of ∆1.
The first statement, in the case where f is not trivial comes from the fact that cofibrations are
monomorphisms and that all operations involved preserve monomorphisms. In the case that f is
trivial, this is a particular case of Lemma 1.17 applied to Z ↪→ W = F (∂(∆n)) ↪→ F (∆n). The
second statement is the axiom (An1) of a class of anodyne extensions. See Definition 1.14. 
Definition 3.5. We define the filtered diagram functor
D : sSetP → Fun(∆(P )op, sSet)
X 7→ (∆J 7→ Map(∆J , X))
Now by [Hir03, Sections 11.6 and 11.7] the category of diagrams Fun(∆(P )op, sSet) admits a
model structure, often called the projective model structure, in which fibrations and weak equiv-
alences are determined levelwise. Fixing this model structure on Fun(∆(P )op, sSet), we can state
the following result.
Proposition 3.6. Let f : X → Y be a fibration between filtered simplicial sets. Then D(f) is a
fibration. In addition, D(f) is trivial if and only if f is trivial.
To prove Proposition 3.6, we will use the following lemma.
Lemma 3.7. Let f : X → Y be a fibration. It is a trivial fibration if and only if, for all
filtered simplices ∆J , the applications induced by f , Map(∂(∆J), X) → Map(∂(∆J), Y ) and
Map(∆J , X)→ Map(∆J , Y ) are weak equivalences in the Kan-Quillen model structure.
Proof. The direct implication comes directly from the fact that sSetP is a simplicial model category.
Let us prove the reverse implication. Let ∆J be a filtered simplex. Consider the following diagram
Map(∆J , X)
Map(∆J , Y )×Map(∂(∆J ),Y ) Map(∂(∆J), X) Map(∂(∆J), X)
Map(∆J , Y ) Map(∂(∆J), Y )
(4)
(2) (3) (1)
The simplicial model structure gives us that the morphisms labeled (1) and (2) are fibrations. They
are in addition weak equivalences by hypothesis, so they are trivial fibrations. But then (3) is a
trivial fibration because it is the pullback of a trivial fibration, and then (4) is a weak equivalence
by the 2 out of 3 axiom. It is also a fibration because sSetP is a simplicial model category. In
particular, (4) is a surjection. Now consider the following diagram
∂(∆J) X
∆J Y
f
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The solid arrows diagram corresponds to one element in Map(∆J , Y )×Map(∂(∆J ),Y )Map(∂(∆J), X).
The fact that (4) is a surjection guarantees that a dotted arrow exist. We showed that f has the
RLP against all generating cofibrations, so it must be a trivial fibration. 
Proof of Proposition 3.6. The fact that D(f) preserve fibrations and trivial fibrations comes from
the simplicial model category structure. Suppose D(f) is a trivial fibration. Then, we have that all
the application Map(∆J , X)→ Map(∆J , Y ) are weak equivalences. We now have to show that all
the applications Map(∂(∆J), X) → Map(∂(∆J), Y ) are also weak equivalences to use Lemma 3.7.
To see this, recall that ∂(∆J) ' colim∆J′⊂∂(∆J ) ∆J
′ . This is true for any simplicial set. Then, we
have that
Map(∂(∆J), X) ' Map
(
colim
∆J′⊂∂(∆J )
(∆J
′
), X
)
' lim
∆J′⊂∂(∆J )
Map(∆J
′
, X)
But since the limit is taken over fibrations, we have a weak equivalence limMap(∆J′ , X) ∼
holimMap(∆J′ , X). Doing the same for Y , and using the fact that we have weak equivalences
levelwise, we get
Map(∂(∆J), X) ' limMap(∆J′ , X)
∼ holimMap(∆J′ , X)
∼ holimMap(∆J′ , Y )
' limMap(∆J′ , Y )
' Map(∂(∆J), Y )
We now have the required hypotheses to apply the lemma 3.7. 
Proposition 3.8. Let f : X → Y be a morphism between fibrant objects, f is a weak equivalence
if and only if D(f) is.
Proof. Proposition 3.6 implies that D is a right Quillen functor. As such, it preserves weak equiv-
alences between fibrant objects. To show the reverse implication, let f : X → Y be a morphism
between fibrant objects such that D(f) is a weak equivalence. Then, let f = pi be a factorisation
of f into a trivial cofibration followed by a fibration. Applying D to the factorization, we get the
following diagram
D(X) D(Y )
D(Z)
D(f)
D(i)
D(p)
We know that Z is a fibrant object, by construction. But then D(i) is the image of a weak
equivalence between fibrant objects, so it is still a weak equivalence. By the 2 out of 3 property,
D(p) is a weak equivalence. Hence by Proposition 3.6, p is a trivial fibration. But now, f is the
composition of a trivial fibration and a trivial cofibration so it is a weak equivalence. 
The last thing needed to define filtered homotopy groups is a suitable notion of pointings.
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Definition 3.9 (Pointing). Let X be a filtered simplicial set. Let V ⊂ N(P ) be any inclusion of
filtered simplicial set. A pointing of X over V is any map of filtered simplicial sets φ : V → X.
Given such a pointing and a subset V ′ ⊂ V we get an induced pointing over V ′, φ|V ′ : V ′ → X.
A pointing of X is the choice of some V ⊆ N(P ) and some morphism φ : V → X, the filtered
simplicial set V will often be left implicit.
Let X be a filtered simplicial set, and φ : V → X a pointing of X. For all ∆J ⊆ V , we get
a pointing of Map(∆J , X) by taking φ|∆J as a base-point. We write (Map(∆J , X), φ) for the
corresponding pointed simplicial set with the convention that (Map(∆J , X), φ) = ∅ if ∆J 6⊂ V .
Figure 5. Two pointings of a filtered simplicial set
Example 3.10. Let us look at examples of pointings. Figure 5 represents two different pointings of
some fibrant filtered simplicial set, X. According to Remark 3.17, those are the only two pointing
needed to apply Theorem 3.14.
Remark 3.11. There are multiple ways of defining pointing for filtered simplicial sets that will give
equivalent notion of filtered homotopy groups. Looking at remark 3.17, one sees that it would
have been enough to define pointings over non-degenerate simplices of N(P ). Furthermore, given
some V ⊆ N(P ) and some filtered simplicial set X, there may not exist a pointing of X over V .
Nonetheless, allowing for a more general notion of pointing allows one to consider less pointings
in total. In Example 3.10, only 2 pointing are needed whereas 3 would be needed if one were to
consider pointing over non-degenerate simplices of N(P ). Another question is whether the empty
pointing should be allowed or not. One can choose to forbid it, for consistency with the non-filtered
case, or to allow it to avoid future distinctions of cases. In any case, Definition 3.9 is made to
handle partial pointings, of which the empty pointing is only an example.
Definition 3.12 (Filtered Homotopy Groups). Let X be a fibrant filtered simplicial set, and
φ : V → X be a pointing of X. We define the filtered simplicial set of connected components of X
to be
spi0(X) : ∆(P )op → Set
∆J 7→ pi0(Map(∆J , X)).
We can recover a pointed simplicial set spi0(X,φ) by taking pi0(Map(∆J , X), φ). Let n be a positive
integer. We define the n-th filtered homotopy group of X with base point φ to be
spin(X,φ) : ∆(P )op → Grp
∆J 7→ pin(Map(∆J , X), φ)
Remark 3.13. In Definition 3.12, the object spi0(X) is a filtered simplicial set since it is a functor
from ∆(P )op to Set. See Proposition 1.3. For n ≥ 1, spin(X,φ) should be thought of as a filtered
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simplicial group. Indeed, it is a functor from ∆(P )op to the category of groups. However, we will
often forget the group structure and consider it as a filtered simplicial set.
Now, the structure of filtered simplicial set of spin(X,φ) is rich but it can be understood from its
set of simplices, which should be familiar. In fact, notice that Map(∆J , X) is a simplicial equivalent
to the (generalized) holinks of X (see Definition 6.1 for a proper definition of generalized holinks).
And so, the J-simplices of spin(X,φ) are only the elements of the n-th homotopy group of those
"simplicial holinks". In fact, the filtered simplicial sets spin(X,φ) contains the information of all
homotopy groups of strata and of simplicial holinks of X and the interactions between them.
Furthermore, let P be the poset with only one element, K be a Kan complex, and k : ∆0 → K
a vertex of K. We can see K as simplicial set trivially filtered over P , and compute spin(K, k).
All non-degenerate simplices of spin(K, k) will be of dimension 0 and we will have the following
isomorphism :
(spin(K, k))0 ' pin(K, k)
In particular, we recover the usual definition of homotopy groups when working over a trivial poset.
We can now state a characterization of homotopy equivalences between fibrant filtered simplicial
sets using the filtered homotopy groups.
Theorem 3.14. Let f : X → Y be a morphism between fibrant filtered simplicial sets. It is a
homotopy equivalence if and only if the induced maps spin(f) : spin(X,φ) → spin(Y, f ◦ φ) and
spi0(f) : spi0(X)→ spi0(Y ) are isomorphisms of filtered simplicial sets for all n ≥ 1 and all pointing
φ : V → X.
Proof. Let f : X → Y be a morphism between fibrant filtered simplicial sets. The following affir-
mation are equivalent by previous results
• f is an homotopy equivalence
• f is a weak equivalence
• D(f) is a weak equivalence
• D(f)(∆J) is a weak equivalence for all ∆J ⊆ N(P ).
Fix ∆J ⊆ N(P ). We know that D(f)(∆J) : Map(∆J , X) → Map(∆J , Y ) is a weak equivalence if
and only if it induces isomorphisms
pin(D(f)(∆J)) : pin(Map(∆J , X), ∗)→ pin(Map(∆J , Y ), D(f)(∆J)(∗)),
for all n ≥ 1 and all ∗ ∈ Map(∆J , X)0, and a bijection
pi0(D(f)(∆J)) : pi0(Map(∆J , X))→ pi0(Map(∆J , Y ))
But each vertex of Map(∆J , X) corresponds to a pointing of X, so we get the desired equivalence.

We will also need the following proposition, telling us that the filtered homotopy groups are
homotopy invariants.
Proposition 3.15. Let f, g : X → Y be two homotopic morphisms between two fibrant filtered
simplicial sets. Then spin(f) = spin(g) for all n.
Proof. Let H : X ⊗∆1 → Y be an homotopy between f and g. Then, applying Map(∆J ,−) to the
diagram giving the homotopy between f and g, we get the right part of the following diagram
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Map(∆J , X)
Map(∆J , X)×∆1 Map(∆J , X ⊗∆1) Map(∆J , Y )
Map(∆J , X)
ι0 Map(∆J ,ι0)
Map(∆J ,f)
h Map(∆J ,H)
ι1 Map(∆J ,ι1)
Map(∆J ,g)
Now the morphism h can be defined on n-simplices by
Map(∆J , X)n ×∆1n → Map(∆J , X ⊗∆1)n
(σ : ∆J ⊗∆n → X, τ : ∆n → ∆1) 7→ (σ ⊗ (τ ◦ pr∆n) : ∆J ⊗∆n → X ⊗∆1)
Where pr∆n : ∆J ⊗∆n → ∆n is the projection. The composition Map(∆J , H)◦h gives a homotopy
between Map(∆J , f) and Map(∆J , g), so they must induce the same morphism on homotopy groups.

Proposition 3.16. Let φ, ψ : V → X be two pointings of X, and θ : V ⊗∆1 → X an homotopy
between them. And let f : X → Y be an application between fibrant filtered simplicial sets. For
all n ≥ 0, there is a commuting square where the vertical morphisms are isomorphisms of filtered
simplicial sets
spin(X,φ) spin(Y, f ◦ φ)
spin(X,ψ) spin(Y, f ◦ ψ)
spin(f)
spin(X,θ) spin(Y,f◦θ)
spin(f)
Proof. Taking ∆J ⊆ V and applying Map(∆J ,−) to the data of Proposition 3.16, we get the
following diagram of pointed simplicial sets :
(Map(∆J , X), φ) (Map(∆J , Y ), f ◦ φ)
(Map(∆J ⊗∆1, X), θ) (Map(∆J ⊗∆1, Y ), f ◦ θ)
(Map(∆J , X), ψ) Map(∆J , Y ), f ◦ ψ)
Map(∆J ,f)
Map(ι0,X)
Map(ι1,X)
Map(∆J⊗∆1,f)
Map(ι0,Y )
Map(ι1,Y )
Map(∆J ,f)
Now, vertical morphisms are all trivial fibrations. By passing to homotopy groups, we get the
isomorphisms pin(Map(ι0,−)) and pin(Map(ι1,−)). We get the desired isomorphism by taking
spin(−, θ)(∆J) = pin(Map(ι1,−)) ◦ (pin(Map(ι0,−)))−1.

Remark 3.17. Proposition 3.16 allows us to apply Theorem 3.14 in a much more efficient way.
Indeed, we do not have to compute the value of spin(f) : spin(X,φ)→ spin(Y, f ◦ φ) for all pointing
φ, but only for one point in each homotopy class of points of X. More precisely, for all maximal
simplices σ ∈ spi0(X) choose a pointing φσ : ∆J → X such that [φσ] = σ. Then, under the
hypothesis of Theorem 3.14, f is an homotopy equivalence if and only if the maps of filtered
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simplicial sets spin(f) : spin(X,φσ) → spin(Y, f ◦ φσ) are isomorphisms for all n and all maximal
simplices σ ∈ spi0(X). Furthermore, if spi0(X) ⊂ N(P ), which should be interpreted as X being
connected in a filtered sense, and if there exists some map φX : spi0(X)→ X, then f is an homotopy
equivalence if and only if the maps of filtered simplicial sets spin(f) : spin(X,φX)→ spin(Y, f ◦ φX)
are isomorphisms for all n.
Remark 3.18. Taking φ = ψ Proposition 3.16, tells us that spi1(X,φ) acts on spin(X,φ).
Let us summarize what we have proved so far :
Theorem 3.19. The category of filtered simplicial sets over a poset P is a simplicial combinatorial
model category where,
• the cofibrations are the monomorphisms,
• the fibrations are the maps that satisfy the right lifting property with respect to admissible
horn inclusions
• the weak equivalences are the maps f : X → Y inducing isomorphisms between the filtered
homotopy groups of fibrant replacements of X and Y .
4. Filtered topological spaces
In this section, we define a category of topological spaces filtered over P . We then use Theorem
3.14 to prove a filtered version of Whitehead’s Theorem : Theorem 4.23.
4.1. The simplicial category of filtered topological spaces.
Definition 4.1 (Filtered topological spaces). Let P be a partially ordered set. We will consider it
as a topological space with the Alexandrov topology. We define the category of filtered topogical
spaces as follows
• The object are the pairs (A,ϕ) where A is a topological space, and ϕ : A→ P is a continuous
map.
• The maps from (A,ϕA) to (B,ϕB) are continuous maps f : A→ B such that the following
diagram commutes
A B
P
f
ϕA ϕB
• The composition and identity are those of topological spaces and continous maps.
Recall the definition of the realisation for simplicial sets
Definition 4.2. Let K be a simplicial set, we define the geometric realisation of K as the quotient
||K|| =
(∐
n
Kn × ||∆n||
)
/ ∼
where the relation is generated by (σ, Si(t)) ∼ (si(σ), t) and (σ,Di(t)) ∼ (di(σ), t).
We define the application ϕP : ||N(P )|| → P by ϕP ([p0, . . . , pn], t) = pn when t is in the interior
of [p0, . . . , pn], and ϕP ({p}) = p.
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Definition 4.3 (Filtered geometric realization). Let X pi−→ N(P ) be a filtered simplicial set. We
define its filtered geometric realisation over P to be the filtered topological space ||X|| ϕP ◦||pi||−−−−−→ P .
This definition extends to a functor
|| − ||P : sSetP → TopP
Remark 4.4. Notice that one can extend the definition of U and F from Proposition 1.5, to the
category of filtered topological spaces. Doing so, one gets a pair of adjoint functors
U : TopP → Top : F
(A→ P ) 7→ A
(M × P → P ) 7 →M
One also checks that ||U(X)||P ' U(||X||P ), that is why we use the same notation for the two
functors.
Definition 4.5 (Simplicial structure on TopP ). We define the following functors :
−⊗− : TopP × sSet→ TopP
(A→ P,K) 7→ A× ||K|| → P
Map : TopopP × TopP → sSet
(A,B) 7→
{
Map(A,B) : ∆op → Set
∆n 7→ HomTopP (A⊗∆n, B)
In addition, let K be a simplicial set, and p ∈ P . Let Kp be the filtered simplicial set K → P
whose image in P is exactly the vertex p. Let B be a filtered topological space, we define BK as
follows. As a topological space :
Y K =
∐
p∈P
HomTopP (||Kp||P , B) ⊆ HomTop(||K||, B).
It inherits the topology of the inner Hom of topological spaces. It is also naturally filtered with the
filtration sending any morphism in HomTopp(||Kp||P , B) to p. This defines a functor
(−)− : sSetop × TopP → TopP
Proposition 4.6. With the functor defined above, the category TopP of filtered topological spaces
over the poset P is a simplicial category.
Proof. The proof goes as for Proposition 3.3 using [GJ09, Lemma II.2.3]. The only non-obvious
fact is that given a simplicial set K the functor (−)K is right adjoint to the functor −⊗K. Let A
and B be two filtered simplicial set. The bijections are given by
Hom(A⊗K,B) ' Hom(A,BK)
(f : A× ||K|| → B) 7→
{
A → BK
a 7→ (k 7→ f(a, k))
A× ||K|| → B
(a, k) 7→ g(a)(k)
}
7 →(g : A→ BK)

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There is now a canonical way to define filtered homotopies between filtered spaces.
Definition 4.7. Let f, g : A → B be two maps of filtered spaces.We say that f and g are filtered
homotopic (written f ∼ g) if there exists a map H : A⊗∆1 → B such that H ◦ (IdA⊗ ι0) = f and
H ◦ (IdB⊗ ι1) = g, where ι is the map sending ∆0 to the corresponding vertex of ∆1. If f : A→ B
is a map between filtered spaces, we say that f is an homotopy equivalence, and that A and B are
homotopic if there exists g : B → A such that f ◦ g ∼ IdB and g ◦ f ∼ IdA.
We will also need the following functor
Definition 4.8 (Filtered singular simplices). Let A be a filtered topological space over P . We
define the filtered simplicial set of its filtered singular simplices SingP (A) by
SingP (A)J = HomTopP (||∆J ||P , A),
where faces and degeneracies are taken as in the non filtered case.
Proposition 4.9. There is an adjunction of simplicial categories.
|| − ||P : sSetP ↔ TopP : SingP
Proof. Let X be a filtered simplical set and A a filtered topological space. The bijections are as
follows
HomTopP (||X||P , A) ' HomsSetP (X,SingP (A))
(f : ||X|| → A) 7→
{
X → SingP (A)
σ : ∆J → X 7→ f ◦ ||σ||P : ||∆J ||P → A
ĝ : ||X|| → A
(σ, t) 7→ g(σ)(t)
}
7 →(g : X → SingP (A))
Since those applications are the same as in the non filtered case, it is immediate that they form
a bijection. What needs to be checked is that they are well defined. It is clear that f ◦ ||σ||P is
a filtered application since it is the composite of two filtered applications. Now, to see that ĝ is
filtered, consider the following diagram.
||X|| A
||∆J ||
ĝ
||σ||
g(σ)
we know that ||σ|| and g(σ) are filtered, so the restriction of ĝ to the image of ||σ|| is necessarily
filtered. But then, ĝ is filtered because it is on every simplex of the realisation.
We then get the simplicial adjunction by noticing the following
Map(||X||P , A)n ' HomTopP (||X||P × ||∆n||, A)
' HomTopP (||X ⊗∆n||P , A)
' HomsSetP (X ⊗∆n,SingP (A))
' Map(X,SingP (A))n

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4.2. Fibrant objects. Contrary to the classical case, it is not always true that SingP (A) is fibrant,
see Example 4.14. The object of this subsection is to show that there is a large class of filtered
spaces, A, such that SingP (A) is fibrant, and that useful examples are in this class. To do so we
will need the definition of conically stratified spaces from [Lur, Definition A.5.5].
Definition 4.10. Let A be a filtered space, and a ∈ A be a point. Write p = pi(a). We say that
A is conically stratified at the point a if there exists B a filtered space over P>p, and a space C
such that there is a filtered open embedding C × c(B) ↪→ A whose image contains a. Here, P>p is
the subposet of P whose elements are all strictly greater than p, c(B) is the cone on B, and the
filtration on C × c(B) is given by ϕ(c, 0) = p and ϕ(c, (b, t)) = ϕ(b) for t > 0. The filtered space A
is said to be conically stratified if it is conically stratified at every point.
Remark 4.11. In particular (PL)-pseudomanifolds, in the original sense of Goresky and MacPherson
[GM80], are conically stratified.
In this subsection, we prove the following :
Proposition 4.12. Any conically stratified space is fibrant.
Where fibrant is meant in the following sense.
Definition 4.13. A filtered topological space A is said to be fibrant if SingP (A) is fibrant. Equiv-
alently, by adjunction, A is fibrant if and only if for any diagram of the form
||ΛJk ||P A
||∆J ||P
where the morphism ||ΛJk ||P → ||∆J ||P is the realisation of an admissible horn inclusion, a dotted
arrow exists, making the diagram commute.
Example 4.14. Let us look at a few example of filtered spaces. Let P = {p0, p1} be the linear poset
with 2 elements, and consider ∆J = [p0, p0, p1] and ΛJ1 = [p0, p˜0, p1]. Then ||ΛJ1 ||P is not a fibrant
filtered space, since there exist no filtered lift in the following diagram
||ΛJ1 ||P ||ΛJ1 ||P
||∆J ||P
Id
But ||∆J ||P will be a fibrant filtered space, as a consequence of Proposition 4.12. We provide a
picture of the two spaces in this example in Figure 6.
Figure 6. The non-fibrant space ||[p0, p˜0, p1||P and the fibrant space ||[p0, p0, p1]||P .
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Proof of Proposition 4.12. By [Lur, Theorem A.6.4], ifA is a conically stratified space, U(SingP (A))
is a quasi-category. In particular, for any diagram of the form
||ΛJk ||P A
||∆J ||P
α
f
There exists a lift as long as N(J) ≥ 2 and 0 < k < N(J). We prove that a lift exists in the
remaining cases, when ΛJk → ∆J is admissible.
If N(J) = 1, then since ΛJk → ∆J is admissible, we must have ∆J = [p, p] for some p ∈ P . Then,
ΛJk = [p] and there is a (unique) section s : ||∆J ||P → ||ΛJk ||P . Taking f = α ◦ s gives the desired
lift.
If N(J) ≥ 2 and k = 0, since ΛJk → ∆J is admissible, the 1-st vertex of ∆J must share its
color with the 0-th. In particular, there is a linear filtered homeomorphism φ : ||∆J ||P → ||∆J ||P
exchanging the 0-th and 1-st vertex of ∆J and leaving the other vertices fixed. This homeomorphism
sends ΛJ0 to ΛJ1 . But now, ΛJ1 is an inner horn, and so there exists a lift f1 in the following diagram
||ΛJ1 ||P A
||∆J ||P
α◦φ−1
f1
Taking f = f1 ◦ φ gives the desired lift.
The case k = N(J) is identical to the case k = 0. 
4.3. Homotopy groups. As in the simplicial case, we can define a diagram functor
Definition 4.15. We define the following functor
DTop : ∆(P )op × TopP → sSet
(∆J , A) 7→ Map(||∆J ||P , A)
Remark 4.16. The simplicial adjunction of Proposition 4.9 gives us that the functor DTop and
D(SingP (−)) are isomorphic. For this reason, the superscript Top will be omitted.
In order to define homotopy groups, we need to define what is a pointing of a filtered topological
space. We will proceed in the same way as we did for filtered simplicial sets, see Definition 3.9.
Definition 4.17 (Pointing). Let A be a filtered topological space. Let V ⊂ N(P ) be any inclusion
of filtered simplicial set. A pointing of A over V is any map φ : ||V ||P → A. Given such a pointing
and a subset V ′ ⊂ V we get an induced pointing over V ′, φ|V ′ : ||V ′||P → A. A pointing of A is
the choice of some V ⊆ N(P ) and some morphism φ : ||V ||P → A, the filtered simplicial set V will
often be left implicit.
Let A be a filtered topological space, and φ : ||V ||P → A a pointing of A. For all ∆J ⊆ V , we
get a pointing of Map(||∆J ||P , A) by taking φ|∆J as a base-point. We write (Map(||∆J ||P , A), φ)
for the corresponding pointed simplicial set with the convention that (Map(||∆J ||P , A), φ) = ∅ if
∆J 6⊂ V .
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Definition 4.18 (Filtered Homotopy Groups). Let A be a filtered space, and φ : ||V ||P → A be a
pointing of A. We define the filtered simplicial set of connected components of A to be
spi0(A) : ∆(P )op → Set
∆J 7→ spi0(Map(||∆J ||P , A)).
We can recover a pointed simplicial set spi0(A, φ) by taking spi0(Map(||∆J ||P , A), φ). Let n be a
positive integer. We define the n-th homotopy group of A with base point φ to be
spin(A, φ) : ∆(P )op → Grp
∆J 7→ spin(Map(||∆J ||P , A), φ)
Example 4.19. Consider the two stratified spaces of Figure 7, stratified over P = {p0 < p1}. The
first, A, is the pinched torus, and the second, B is the gluing of two spheres along their north and
south poles. Their spi0 is represented in Figure 7. We see that spi0(A) has one vertex corresponding
to the regular stratum and one vertex corresponding to the singular strata, but two distinct one
simplices between those vertices, corresponding to the two paths (up to filtered homotopy) going
from the singular stratum to the regular stratum. Indeed, a path going from the singular part
into the regular part leaves the singular part going either to the right or to the left. On the
contrary, spi0(B) has two vertices for singular strata and two vertices for regular strata, but a vertex
corresponding to a singular stratum is connected by a single 1 simplex to a vertex corresponding
to a regular stratum. Indeed, when one chooses one singular stratum and one regular stratum in
B there is only one path going from the former to the latter up to filtered homotopy.
In this simple example, higher filtered homotopy groups can also be computed. Choose pointings
for A and B, φ : ||[p0, p1]||P → A and ψ : ||[p0, p1]||P → B. To compute spin(A, φ) (resp. spin(B,ψ))
we need to compute pin(Map(∆J , A), φ) (resp. pin(Map(∆J , B), ψ)). It is enough to compute those
for ∆J = [p0], [p1] and [p0, p1] since any higher dimensional simplex of spin will be a degeneracy
of those. For A and n = 1, we have (Map(||[p0]||P , A), φ) ∼ (∗, ∗) and so spi1(A, φ)([p0]) = 0,
and (Map(||[p0, p1]||P , A), φ) ∼ (S1
∐
S1, ∗) and (Map(||[p1]||P ), φ) ∼ (S1, ∗). Furthermore, one
can check that the map (Map(||[p0, p1]||P , A), φ) → (Map(||[p1]||P ), φ) induces an iso on the first
homotopy group. This implies that the non degenerate simplices of spi1(A) are given by the following
diagram
Z
0 Z
Id
Where the [p0] simplices are on the left, the [p1] simplices are on the right, the [p0, p1] simplices
are on top and the maps corresponds to taking the corresponding face. Furthermore, we have
that spin(A, φ) is trivial for all n > 1, that is, spin(A, φ) ' N(P ). Computing the higher filtered
homotopy groups of B gives the same result, which means that A and B are distinguished only by
their spi0.
Remark 4.20. Let (A, φ) be a pointed fibrant filtered space, we get from remark 4.16 that spin(A, φ) '
spin(SingP (A), φ′) where φ′ is given by the adjunction.
Proposition 4.21. Let f, g : A→ B be two homotopic maps between filtered spaces, then, for all
n ≥ 0, spin(f) = spin(g).
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Figure 7. The stratified spaces A and B and their associated filtered simplicial
set of connected components, spi0(A) and spi0(B).
Proof. Let H : A⊗∆1 → B be an homotopy between f and g. Then, applying SingP to the diagram
giving the homotopy between f and g, we get the right part of the following diagram
SingP (A)
SingP (A)⊗∆1 SingP (A⊗∆1) SingP (B)
SingP (A)
ι0 Sing(ι0)
Sing(f)
h SingP (H)
ι1 SingP (ι1)
SingP (g)
Now, the morphism h can be defined as follows
SingP (A)⊗∆1 → SingP (A⊗∆1)(
σ : ||∆J ||P → A, τ : ∆J → F (∆1)
) 7→ (σ × ||τ ||P : ||∆J ||P → A⊗∆1) .
Now, SingP (H) ◦ h gives us an homotopy between SingP (f) and SingP (g). Applying D, and using
the same argument as in the proof of Proposition 3.15, we get an homotopy between D(SingP (f))
and D(SingP (g), but now by Remark 4.16 this implies that f and g induce the same map between
filtered homotopy groups. 
Corollary 4.22. Let f : A → B be a filtered homotopy equivalence between two filtered spaces.
Then, the maps of filtered simplicial groups spi0(f) and spin(f), n ≥ 1 are isomorphisms for all
pointings of A.
Proof. Let g be the homotopy inverse of f . Then there exists filtered homotopies f ◦ g ∼ IdB and
g ◦ f ∼ IdA. By Proposition 4.21, this implies that spin(f) ◦ spin(g) = spin(IdB) = Id, and that
spin(g) ◦ spin(f) = spin(IdA) = Id for all n ≥ 0. In particular, the spin(f) are isomorphisms with
inverse spin(g). 
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We now are ready to state and prove the main theorem
Theorem 4.23. Let f : A→ B be a filtered map between two fibrant filtered spaces such that A and
B are filtered homeomorphic to the realisation of some filtered simplicial sets X and Y . Then f is
an homotopy equivalence if and only if the maps of filtered simplicial sets spi0(f) : spi0(A)→ spi0(B)
and spin(f) : spin(A, φ)→ spin(B, f ◦ φ) are isomorphisms for all n ≥ 0 and all pointings of A.
Proof. The direct implication is precisely Corollary 4.22. For the reverse implication, the following
diagram contains the idea behind the proof
||SingP (B)||P ||SingP (A)||P ||SingP (B)||
A B A B
||SingP (A)||P ||SingP (B)||P ||SingP (A)||P
||˜g||P
evA
||SingP (f)||P
evB
h
ιA
g
ιB
f
||˜h||P ||SingP (g)||P
evB evA
Let f : A → B be as in the theorem and such that f induces isomorphism on every homotopy
groups. Using ev, the co-unit of the adjunction between SingP and || − ||P , we get the rightmost
square of our diagram. Now, by Remark 4.20, SingP (f) induces isomorphisms on all homotopy
groups with pointings coming from pointing of A. But, by adjunction, any pointing of SingP (A)
comes from a pointing of A. So, since A and B are fibrant by hypothesis, we can apply Theorem
3.14, to get g˜ : SingP (B)→ SingP (A), an homotopy inverse to SingP (f). Now since B ' ||Y ||P , we
can define
ιB : B → ||SingP (B)||P
(σ : ∆J → Y, t) 7→ (||σ||P : ||∆J ||P → ||Y ||P , t)
It is in fact the realisation of the unit of the adjunction between SingP and || − ||P . Defining
g = evA ◦ ||g˜||P ◦ ιB , we get the middle upper commutative square. We claim that g is a right
homotopy inverse to f . To see that, let H˜ : SingP (B)⊗∆1 → SingP (B) be an homotopy between
SingP (f) ◦ g˜ and IdSingP (B). Then, H := evB ◦ ||H˜||P ◦ (ιB ⊗ ∆1) : B ⊗ ∆1 → B gives us an
homotopy between f ◦g and IdB . But then, using Proposition 4.21, We know that spin(f)◦spin(g) =
spin(f ◦g) = Idspin(B). And since spin(f) is an isomorphism by hypothesis, we get that spin(g) is also
an isomorphism. But then, we can apply the same construction to g, to get the last two bottom
squares. We get a map h : A→ B and an homotopy H ′ : A⊗∆1 → A between g ◦ h and IdA. But
now we have the following homotopies :
g ◦ f ∼g◦f◦H′ g ◦ f ◦ g ◦ h
∼g◦H◦h g ◦ h
∼H′ IdB
And so g is a two-sided homotopy inverse to f . 
Remark 4.24. Notice that in theorem 4.23 it was necessary to ask that A and B were fibrants.
Indeed, in order to produce an homotopy inverse for SingP (f), we applied Theorem 3.14 to SingP (f),
which required that SingP (A) and SingP (B) were fibrant.
36 SYLVAIN DOUTEAU
5. Toward a theorem of Miller
In [Mil13, Theorem 6.3], the author shows that a strongly stratified map between two homo-
topically stratified spaces is a stratified homotopy equivalence if and only if it induces homotopy
equivalences between strata and holinks. In this section, we derive from Theorem 4.23 a comparable
result. We get Theorem 5.4 that states that a filtered map between conically stratified PL spaces
is a filtered homotopy equivalence if and only if it induces weak equivalences between strata and
holinks.
To be able to state this result properly, we first need to make a few definitions. Recall that if M
and N are two topological spaces, there is the natural compact open topology on HomTop(M,N)
we will write the corresponding topological space as C0(M,N).
Definition 5.1. Let A and B be two filtered topological spaces. We define the topological
space C0P (A,B) as the subspace of C0(U(A), U(B)), given by the inclusion HomTopP (A,B) ⊆
HomTop(U(A), U(B)). This defines a functor
C0P : TopopP × TopP → Top
Definition 5.2 (Strata). Let (A,ϕ : A → P ) be a filtered space and p ∈ P be an element of
the base poset. Then Ap, the p-th strate of A is defined as Ap := ϕ−1({p}) ⊆ A. Equivalently,
Ap = C0P (|| [p] ||P , A).
Definition 5.3 (Holink). Let p ≤ q ∈ P , and A be a filtered space. We define Holinkp,q(A), the
holink of the p-th and q-th strata of A as
Holinkp,q(A) = C0(|| [p, q] ||P , A).
We can now state the main result of this section
Theorem 5.4. Let f : A → B be a filtered map between conically stratified spaces, such that A
and B are isomorphic to the filtered realisation of two filtered simplicial sets X and Y respectively.
Then f is an homotopy equivalence if and only if it induces weak equivalences between corresponding
strata and holinks.
Remark 5.5. What Theorem 5.4 tells us is that, when working with conically stratified spaces,
it is enough to understand the strata and the interaction between pairs of strata through the
holinks to understand the homotopy types. Comparing it with Theorem 4.23 we see that it is a
much easier condition to check. Conversely, one has that any morphism between conically stratified
spaces inducing weak equivalences on strata and holinks must induce isomorphisms on all homotopy
groups by Theorem 4.23 which means that such a morphism preserves the interactions between any
number of strata.
A few lemmas and definitions are needed to go from Theorem 4.23 to Theorem 5.4.
Definition 5.6. Let (A,ϕ : A→ P ) be a filtered topological space and M be a topological space.
We define A⊗M as the filtered space (A×M,ϕ ◦ prA : A×M → P ) where prA is the projection
on A. This defines a functor
−⊗− : TopP × Top→ TopP
Lemma 5.7. Let A be a filtered space, then the functor A ⊗ − : Top → TopP is left adjoint to
C0P (A,−) : TopP → Top.
An easy consequence is now the following lemma
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Lemma 5.8. Let A be a filtered topological space, and p ≤ q ∈ P . We have natural isomorphisms
Sing(Holinkp,q(A)) ' Map(|| [p, q] ||P , A), and Sing(Ap) ' Map(|| [p] ||P , A).
Proof. Let n ≥ 0, we have the following chain of bijections.
Sing(Holinkp,q(A))n ' HomTop(||∆n||,Holinkp,q(A))
' HomTop(||∆n||, C0P (|| [p, q] ||P , A))
' HomTopP (|| [p, q] ||P ⊗ ||∆n||, A)
' Map(|| [p, q] ||P , A)n
It is easy to check that they respect faces and degeneracies. The same proof gives us the second
isomorphism. 
Lemma 5.9. Let f : X → Y be a map between fibrant filtered simplicial sets. Then f induces
weak equivalences Map(∆J , X) → Map(∆J , Y ) for all filtered simplices ∆J → N(P ) if and only
if it induces weak equivalences for all non-degenerate simplices of N(P ), i.e. simplices of the form
∆J0 = [p0, p1, . . . , pd] with p0 < p1 < · · · < pd ∈ P . And the same holds for map between filtered
topological spaces.
Proof. For any ∆J = [q0, . . . , qN ], q0 ≤ . . . ,≤ qN , there is a corresponding non-degenerate simplex
of N(P ), ∆J0 = [p0, . . . , pd], p0 < · · · < pd, with {q0, . . . , qN} = {p0, . . . , pd}. Any inclusion
∆J0 ⊂ ∆J is a trivial cofibration (the only map going in the other direction is an homotopy
inverse). But now applying Map, we get the following diagram
Map(∆J , X) Map(∆J , Y )
Map(∆J0 , X) Map(∆J0 , Y )
Map(∆J ,f)
Map(∆J0 ,f)
Since the vertical morphisms are weak equivalences, by the two out of three axiom, we get the
desired equivalence. The same proof also gives the desired result for filtered spaces. 
Remark 5.10. Let A be a topological space filtered over P (or a fibrant filtered simplicial set), and φ
be a pointing of A. Lemma 5.9 implies that in order to compute spin(A, φ), it is enough to compute
spin(A, φ)(∆J0), for all non-degenerate simplices ∆J0 ∈ N(P )n.d.. Indeed, Lemma 5.9 implies that
if ∆J = s(∆J0) where s is some degeneracy, then spin(A, φ)(∆J) ' spin(A, φ)(∆J0). In other words,
all non degenerate simplices of spin(A, φ) are J0-simplices for some ∆J0 . In particular, this means
that if the length of chains in P is bounded by some d, then the dimension of spin(A, φ) will be
bounded by d. In the particular case of P = {∗} a filtered space over P is just a space, and we get
that spin(A, φ) is of dimension 0, which means that we recover the genuine homotopy groups of A.
Definition 5.11. Let ∆J0 = [p0, . . . , pn] be a non-degenerate simplex of N(P ). We define the
outer skeleton of ∆J0 , OSk(∆J0), as the filtered simplicial set whose 0-simplices are the pi for
0 ≤ i ≤ n, whose non degenerate 1-simplices are the [pi, pi+1], and with no non-degenerate simplices
of dimension greater than 2.
Lemma 5.12. Let X be a fibrant filtered simplicial set such that U(X) is fibrant for the Joyal
model structure on sSet. Then, the inclusion OSk(∆J0) → (∆J0) induces a weak equivalence
Map(∆J0 , X)→ Map(OSk(∆J0), X).
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Proof. By Theorem 3.4, we already know that it is a fibration, so we need to show that it is a trivial
one. Consider the following lifting problem
∂∆n Map(∆J0 , X)
∆n Map(OSk(∆J0 , X))
α
β
The existence of the dotted arrow is equivalent, by the adjunction given by the simplicial category
structure, to the existence of the following lift
(3)
∆J0 ⊗ ∂(∆n) ∪OSk(∆J0 )⊗∂(∆n) OSk(∆J0)⊗∆n X
∆J0 ⊗∆n
α#∪β#
But since U(X) is fibrant in the Joyal model structure, it is enough to check that the morphism
on the left is a trivial cofibration in the Joyal model structure. To see this, consider the following
pushout diagram
OSk(∆J0)⊗ ∂(∆n) ∆J0 ⊗ ∂(∆n)
OSk(∆J0)⊗∆n ∆J0 ⊗ ∂(∆n) ∪OSk(∆J0 )⊗∂(∆n) OSk(∆J0)⊗∆n
∆J0 ⊗∆n
(1)
(2)
(3)
(4)
Now, apply U to (1), we get the morphism
Sp
(
U(∆J0)
)× ∂(∆n)×N(P )→ U (∆J0)× ∂(∆n)×N(P )
Notice that U(OSk(∆J0) is isomorphic to Sp(U(∆J0)) which is the spine of the simplex U(∆J0).
By [Joy, Proposition 2.13], the inclusion of the spine into the simplex is a trivial cofibration in
the Joyal model structure, and as a consequence of [Joy, Théorème 6.12] the same is true after
taking a product with any simplicial set. For this reason U(1) is a trivial cofibration in the Joyal
model structure, and the same is true for U(3) by the same argument. Now, since pushout preserve
trivial cofibration, U(2) is also a trivial cofibration. But then by the two out of three axiom, U(4)
is a weak equivalence in the Joyal model structure. Since it is also a cofibration, it is a trivial
cofibration. Going back to diagram (3), and applying U , there must exists some non-filtered lift
since U(X) is fibrant in the sense of Joyal. But by the commutativity of the diagram, such a lift
must be compatible with filtrations. 
We can now prove Theorem 5.4.
Proof of Theorem 5.4. Let f : A→ B be a map satisfying the hypothesis of Theorem 5.4. First sup-
pose that f is an homotopy equivalence. We get immediatly that f induces homotopy equivalences
on the strata. Now, let p ≤ q ∈ P , consider the map
Sing(Holinkp,q(f)) : Sing(Holinkp,q(A))→ Sing(Holinkp,q(B)).
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By lemma 5.8, it is the map
Map(|| [p, q] ||P , f) : Map(|| [p, q] ||P , A)→ Map(|| [p, q] ||P , B)
But this is a weak-equivalence by Theorem 4.23, and so f induces weak-equivalences between the
holinks.
Now, suppose f induces weak-equivalences on all strata and holinks. Let p ≤ q ∈ P , applying
Sing and using Lemma 5.8 we get the following weak-equivalences
Map(|| [p] ||P , f) : Map(|| [p] ||P , A)→ Map(|| [p] ||P , B)
and
Map(|| [p, q] ||P , f) : Map(|| [p, q] ||P , A)→ Map(|| [p, q] ||P , B)
Now, let ∆J0 = [p0, . . . , pn] be a non-degenerate simplex of N(P ). We know that OSk(∆J0) is the
colimit of its non-degenerate simplices, but those are of the form [pi] and [pi, pi+1]. Using the same
argument as in the proof of Proposition 3.6, we get that f induces weak-equivalences
Map(||OSk(∆J0)||P , f) : Map(||OSk(∆J0)||P , A)→ Map(||OSk(∆J0)||P , B).
By Remark 4.16, f induces weak-equivalences
Map(OSk(∆J0),SingP (f)) : Map(OSk(∆J0),SingP (A))→ Map(OSk(∆J0),SingP (B))
Now consider the following diagram.
Map(∆J0 ,SingP (A)) Map(∆J0 ,SingP (B))
Map(OSk(∆J0),SingP (A)) Map(OSk(∆J0),SingP (B))
Map(∆J0 ,Sing(f))
Map(OSk(∆J0 ),Sing(f))
By [Lur, Theorem A.6.4] together with Proposition 4.12, the hypothesis of Lemma 5.12 are verified,
and so the vertical morphisms are weak-equivalences. By the two out of three property, the top
morphism must be a weak equivalence. But then, by Lemma 5.9 f induces weak-equivalences :
Map(∆J ,SingP (f)) : Map(∆J ,SingP (A))→ Map(∆J ,SingP (B))
For all filtered simplices ∆J . In particular, fixing some pointing φ : V → A and some n ≥ 0, we get
that f induces isomorphism on homotopy groups
spin(f) : spin(Map(∆J , A), φ)→ spin(Map(∆J , B), f ◦ φ)
And so, applying Theorem 4.23, we get that f is an homotopy equivalence. 
Corollary 5.13. Under the hypotheses of Theorem 5.4, the map f is a filtered homotopy equivalence
if and only if the morphisms spin(f), n ≥ 1 and spi0(f) induce isomorphisms on the 1-skeletons of
the homotopy groups.
Proof. Notice that any 1-simplex of N(P ) is either degenerate or of the form [p, q] where p < q ∈ P .
But then, the 1-skeleton of spin(A) is entirely determined by the simplicial sets Map(|| [p, q] ||P , A),
for p < q ∈ P and Map(|| [p] ||P , A), for p ∈ P and the maps between them. By lemma 5.8, those
are Sing(Holinkp,q(A)) and Sing(Ap), and so we conclude by Theorem 5.4. 
6. Applications and examples
In this section, we characterize some invariants of the filtered homotopy type, and we give a few
examples of filtered topological spaces whose homotopy type can be understood.
40 SYLVAIN DOUTEAU
6.1. Invariants of the filtered diagram. Among invariants of the filtered homotopy type, are
all the invariants that factor through the filtered diagram functor, see Definition 3.5. We will try
to describe a few of those invariants, and see how they can be understood topologically.
Let A be a fibrant filtered space. There is an obvious invariant that should not be forgotten
which is the homotopy type of its underlying space. Indeed, any filtered homotopy equivalence is in
particular an homotopy equivalence of the underlying space. Then the next invariant to consider is
the homotopy type of D(A). The fact that this is a filtered homotopy invariant is the reason why
the filtered homotopy groups are homotopy invariant.
Now, taking any homotopy invariant of the diagram D(A) gives us a filtered homotopy invariant
of A, for example the homotopy type of one of its pieces.
Definition 6.1. Let A be a fibrant filtered space, and let ∆J0 ∈ N(P )n.d. be a non degenerate
filtered simplex. Then we call generalized (J0-)holink of A the topological space
HolinkJ0(A) = C0P (||∆J0 ||P , A)
Remark 6.2. In the case where ∆J0 is a point (resp. a 1-simplex), we get the corresponding strata
(resp. holink) of A.
Remark 6.3. Using the same proof as in Lemma 5.8, we get that
Sing(HolinkJ0(A)) ' Map(||∆J0 ||P , A).
This explains why we were able to define filtered homotopy groups for all filtered spaces, not just
fibrant ones (see Definition 4.18). Indeed, this implies that Map(||∆J0 ||P , A) is always a fibrant
simplicial set, and there is no ambiguity when defining its homotopy groups. (As opposed to passing
to a fibrant replacement, which could mean either : replace A with something fibrant, or replace
Map(||∆J0 ||P , A) with something fibrant).
This discussion leads directly to the following proposition.
Proposition 6.4. The homotopy types of strata, holinks, and generalized holinks are homotopy
invariants of fibrant spaces.
Holinks are not easy to manipulate in general, but in the case of an isolated singularity, one can
replace them by the link
Proposition 6.5. Let {a} ⊆ A be a conically stratified space over P = {p0 < p1}, and let L be
the link of {a}. There exists a weak equivalence.
L ' Holink(A)
In particular, let {b} ⊆ B be another such space with linkM , and f : A→ B be a filtered homotopy
equivalence. Then L and M are weakly homotopy equivalent.
Proof. Let U ⊂ A be a neighborhood of a such that U ' c(L). By [Lur, Proposition A.7.9], there
exists a weak equivalence Holinkp0,p1(c(L)) ' Holinkp0,p1(U) ∼ Holinkp0,p1(A), where
c(L) = L× || [p0, p1] ||P /(L× || [p0] ||P )
is the filtered cone on L. Now, consider the map
L→ Holinkp0,p1(c(L))
l 7→
( || [p0, p1] ||P → c(L)
t 7→ (l, t)
)
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it is an homotopy equivalence whose inverse is given by the map
Holinkp0,p1(c(L))→ L
γ 7→ prL(γ(1/2)).
Where prL : c(L)\{0} → L is the projection from the cylinder to L. To prove the second statement,
just notice that the homotopy type of the link is well defined. Then, by Proposition 4.12, A and B
are fibrant. So it follows from proposition 6.4. 
Remark 6.6. The first part of Proposition 6.5 can be generalized to any kind of singular stratum,
provided we add some structure. Consider the following construction. Let S ⊂ A be a conically
stratified set such that there exists some space L and a G-fiber bundle c¯(L) ↪→ N f−→ S whose total
space N is homeomorphic to a closed tubular neighborhood of S, where G is the topological group
of homeomorphisms of L acting levelwise on c¯(L). Then, the map f restricts to a fiber bundle
L ↪→ ∂(N) f−→ S. Let x be a point in ∂(N), and let U be a trivializing neighborhood of f containing
f(x), with the structure map ϕU : f−1(U) → U × c(L). We have ϕU (x) = (f(x), (l, 1)) for some
l ∈ L. We can construct a filtered map γx : || [p0, p1] || → N , given by γx(t) = ϕ−1U ((f(x), (l, t)).
Since we considered a G-fiber bundle with G the group of homeomorphism of L, and not all
homeomorphism of c¯(L), the map
∂N → Holink(N)
x 7→ γx
will be well-defined. One can check that this will be an homotopy equivalence, by the same kind of
argument as in Proposition 6.5. Furthermore, applying [Lur, Proposition A.7.9] to a decomposition
of N into trivializing open subsets, we get a weak equivalence Holink(N) ∼ Holink(A). So, in
this particular case, the holink can be replaced with the boundary of the tubular neighborhood to
compute homotopy groups.
Even though the required property in Remark 6.6 can seem very specific, we will look at examples
satisfying it by construction through the remainder of this paper, and we will use this replacement
to compute homotopy groups.
6.2. Other invariants. Some other notable filtered homotopy invariants are the Intersection (co)-
homology groups. See [Fri, Corollary 4.1.11, Definition 2.9.10].
From [CST12, Example 1.5], we know that intersection homology and intersection cohomology
factor through the filtered simplicial set of filtered simplices SingP , at least when P is linear. More
precisely, we have the following
Proposition 6.7. Let P = {0, . . . , n} be a linear poset, p¯ be a perversity and k be an integer.
There exists a functor G making the following diagram commute
sSetP Ab
TopP
G
SingP
Ip¯Hk
And the same is true for intersection cohomology.
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In the case of spaces with isolated singularities, it is known from [CST12, Section 3.2] that
intersection cohomology factors through the category of filtered diagrams, however it is not known
if it does in the general case. More precisely :
Problem 6.8. Under the conditions of Proposition 6.7, does there exists a functor H such that the
following diagram of functors commutes?
Fun(∆(P )op, sSet)
sSetP Ab
TopP
HD
SingP
Ip¯H
k
The intersection homotopy groups defined in [Gaj96] can also be seen to be invariants of the
filtered homotopy type. Whether or not they factor through SingP is unknown by the author.
6.3. Constructing filtered spaces. In this section, we show how to use fiber bundles to construct
filtered spaces whose filtered homotopy groups can be computed in terms of the usual homotopy
groups.
Let G be some discrete group, and let Q → M be a principal G-fiber bundle. Then taking any
topological space F with some G-action, one get a G fiber bundle on M of the form
F ↪→ Q×G F = E f−→M
Now, any action on F extends to an action on c¯(F ), the closed cone on F , via g.(x, t) = (g.x, t) for
g ∈ G, x ∈ F and t ∈ [0, 1]. This gives us the following G-fiber bundle
c¯(F ) ↪→ Q×G c¯(F ) = N →M
But now, there is a canonical section M ↪→ N coming from the homeomorphism M ' Q/G,
and there is an inclusion E ↪→ N coming from the inclusion F ↪→ c¯(F ) which sends x ∈ F to
(x, 1) ∈ c¯(F ). Taking any application g : E → E′, and taking the following pushout
E E′
N A
One gets a space A filtered over P = {p0 < p1} whose singular stratum is M , and which admits a
tubular neighborhood homeomorphic to N (consider the total space of the fiber bundle with fiber
the cone on F truncated at height 1/2). This space is constructed in such a way that its filtered
homotopy groups can be computed easily, provided those of the non-filtered spaces involved are
known.
Proposition 6.9. Let A be the filtered space obtained from the previous construction. Then A is
fibrant and the non-degenerate simplices of U(spin(A)) are given by the following diagram
pin(E)
pin(M) pin(E′)
d0=pin(f)d1=pin(g)
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where elements of the top row are simplices of dimension 1, and elements of the bottom row are
vertices, on the left those of color p0 and on the right those of color p1.
Proof. The filtered space A is conically stratified, as seen by looking at trivializing open subsets
for the fiber bundle N . By Remark 5.10, all non-degenerate simplices of spin(A) are of dimension
lower than 1, and come from either spin(Map(|| [p0, p1] ||P , A) or spin(Map(|| [pi] ||P , A), i = 0, 1.
By Lemma 5.8 and Remark 6.6, the 1-simplices are the elements of spin(E). Now by lemma 5.8,
Map(|| [pi] ||P , A) is isomorphic to Sing(Api), where Ap0 = M is the regular part, and Ap1 = A\M
is the regular part. By construction, the map E → Ap1 is homotopically equivalent to E → E′,
and so we get the desired diagram. 
Remark 6.10. The space N is homotopically equivalent to M , by construction, but not in a filtered
way. This provides a generic way of constructing filtered spaces which are homotopically equivalent
but not filtered homotopically equivalent. Some examples are given in the following sections.
6.4. The filtered Moebius strip and the cylinder. Let us give an example of application of
the previous construction. Let Fi ↪→ S1 ×Z/2Z Fi fi−→ S1, i = 1, 2 be two Z/2Z fiber bundles over
S1, with F1 = {0} and f1 the identity map, and f2 the twofold covering of S1 by S1. That is
F2 = {0, 1} and Z/2Z acting by permutation. Applying the previous construction to both spaces,
one get two filtered spaces, A1 and A2. The first is filtered homeomorphic to a cylinder with one of
its boundary as its singular stratum : S1×{0} ↪→ S1× [0, 1]. The second, is filtered homeomorphic
to a Moebius strip with an embeded circle as its singular stratum S1 × {0}/∼ ↪→ S1 × [−1, 1]/∼,
where (x, t) ∼ (−x,−t). But now, applying Proposition 6.9, one gets spi1(A1) (on the left) and
spi1(A2) (on the right).
Z Z
Z Z Z Z
IdId ×2 Id
Both spaces are homotopy equivalent to their singular strata, by Remark 6.10, but since their first
homotopy group are not isomorphic, they can not be filtered homotopically equivalent by Theorem
4.23.
6.5. From fiber bundles to pseudo-manifolds. One can build a much richer example, involving
compact orientable pseudo-manifold, using ideas from the previous one. Let S1 ↪→ S1 × S1 f1−→ S1
be a trivial fiber bundle, and let S1
∐
S1 ↪→ S1 ×Z/2Z S1 f2−→ S1 be the Z/2Z-fiber bundle where
Z/2Z acts on the fiber S1
∐
S1 by permutation of the copy of S1. Both total spaces of those fiber
bundles are homeomorphic to the torus T . Now, writing T ↪→ FT for the inclusion of the torus
as the boundary of the solid torus, and applying the construction of subsection 6.3, one gets two
spaces, A1 and A2, as the following pushouts
(4)
T FT T FT
N1 A1 N2 A2
The first filtered space, A1 is filtered homeomorphic to the product of a circle with a sphere with
one singular point : S1 × ({x0} ⊂ S2), and A2 is filtered homeomorphic to the total space of a
Z/2Z fiber bundle over S1, whose fiber are given by a wedge of two spheres with the action of
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Z/2Z permuting the spheres. Both are compact pseudo-manifolds, and they are orientable because
their regular stratum are homeomorphic to an open solid torus, which is orientable. Computing
intersection homology with perversity 0 and singular homology applying Mayer-Vietoris Theorem
to the decomposition given by (4), one gets that
I0Hk(A1,Z) ' Hk(A1,Z) ' I0Hk(A2,Z) ' Hk(A2,Z) '
{
Z if 0 ≤ k ≤ 3
0 if k < 0 or k > 3
So the two filtered spaces are not distinguished by those invariants. But using Proposition 6.9,
one computes spi1(A1) and spi1(A2) (on the left and right respectively).
Z⊕ Z Z⊕ Z
Z Z Z Z
Id⊕0 Id⊕0 ×2⊕0 Id⊕0
So, from Theorem 4.23, one deduces that there exists no filtered homotopy equivalence between A1
and A2.
6.6. Diagram of groups. Let G be a group and f : H → G be the inclusion of any subgroup.
Then, from f , one can construct a G fiber bundle of the form,
G/H ↪→ EG×G G/H → BG
Where BG is a classifying space for G and EG → BG is its associated universal cover. The total
space EG ×G G/H is a classifying space for H since it is the quotient of a contractible space by
a free action of H. Choosing any homomorphism g : H → G′, and applying the construction of
subsection 6.3, we get the filtered space A(f, g). Applying Proposition 6.9, we get that the first
filtered homotopy group of A(f, g) is of the form
H
G G′
gf
and that all higher filtered homotopy groups are trivial.
Proposition 6.11. Let Gi, Hi, G′i be groups, fi : Hi → Gi be inclusions and gi : Hi → G′i be
homomorphisms for i = 1, 2. Then, if A(f1, g1) and A(f2, g2) are filtered homotopy equivalent,
there exists three isomorphisms ϕH : H1 → H2, ϕG : G1 → G2, and ϕG′ : G′1 → G′2 such that the
following diagram commutes
G1 H1 G
′
1
G2 H2 G
′
2
ϕG ϕH
g1f1
ϕG′
g2f2
Conversely, if such a diagram exists, and if in addition A(f1, g1) and A(f2, g2) can be triangulated
in a way compatible with their stratification, there exists a homotopy equivalence between A(f1, g1)
and A(f2, g2).
Proof. By theorem 4.23 any homotopy equivalence between A(f1, g1) and A(f2, g2) will induce such
an isomorphism of diagrams. Conversely, suppose three such isomorphisms are given, since the
construction of a classifying space can be done functorially, there are maps B(ϕG) : BG1 → BG2,
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EG1 ×G1 G1/H1 → EG1 ×G2 G2/H2 and B(ϕG′) : BG′1 → BG′2. Furthermore, the two first maps
induce a map between the tubular neighborhood obtained from the construction of subsection 6.3.
Taking the pushout of those maps, we get h : A(f1, g1)→ A(f2, g2), which induce isomorphisms on
homotopy groups by construction. But then, by theorem 4.23, h is an homotopy equivalence. 
Example 6.12. Looking back at the example of subsection 6.4, one sees that it was in fact the result
of one such construction. Indeed choosing f1 = Id : Z→ Z and f2 = ×2: Z→ Z, (and gi = Id for
i = 1, 2) one recovers the stratified spaces from subsection 6.4. But then the observation that they
can not be filtered homotopic is just a particular case of Proposition 6.11.
Remark 6.13. Though it is tempting to say that Proposition 6.11 implies that there exists a well
defined classifying space for any diagram of groups of a suitable form, it should be noted that this
statement may not true. Indeed, Proposition 6.11 gives us information only for spaces obtained
from the construction of this subsection. It is not known whether a space with the same filtered
homotopy groups as A(f, g) will be of the filtered homotopy type of A(f, g).
Proposition 6.11 allows us to produce many examples of filtered spaces having homotopy equiv-
alent strata but that are not filtered homotopy equivalent to each others. All one needs is a pair
of inclusions of subgroups H1 ↪→ G1 and H2 ↪→ G2 such that H1 is isomorphic to H2 and G1 is
isomorphic to G2 but there exists no commutative diagram of the form
H1 H2
G1 G2
ϕH
ϕG
where ϕH and ϕG are both isomorphism. For the reader who may wonder how easy it is to produce
such examples, a family of such pairs is provided in the next example.
Example 6.14. Let q be a prime number, and n ≥ 3 an integer. Let G be the group of upper
unitriangular matrices of size n with coefficients in Z/qZ. Then, let H1 and H2 be the subgroups
generated by M1 and M2 respectively where
M1 =

1 0 . . . 1
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
 and M2 =

1 0 . . . 0
0 1 . . . 1
...
... . . .
...
0 0 . . . 1
 .
We have H1 ' H2 ' Z/qZ. But, notice that H1 is included in the center of G, whereas H2 is
not. In particular, any automorphism of G will send H1 to a subgroup of the center of G, but not
H2, and so there exists no isomorphisms ϕG : G → G and ϕH : H1 → H2 such that the following
diagram commutes.
H1 H2
G G
ϕH
ϕG
And so, by proposition 6.11, the filtered spaces corresponding to those inclusions are not filtered
homotopy equivalent.
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