Abstract: In this paper we generalize the de nition of linear convergence to matrix sequences. It is used to establish some new results which will serve to study the new extention of Henrici's method. A convergence theorem and an algorithm for implementation of this method and some numerical examples are given.
Introduction and notations
Very often in numerical analysis and in applied mathematics, we need to compute sequences (S n ) of numbers, vectors or matrices which, under certain assumptions, converge to the solution S of the problem. But, in some cases, the convergence is slow. Thus, it is fundamental to construct extrapolation methods for accelerating the convergence of (S n ). Such a construction needs su cient informations about the error sequences (S n ? S). In the scalar case, two importent types of convergent sequences were de ned:
linearly and logarithmically convergent sequences. Such sequences were studied by several authors.
In a recent paper by the present author 2], a study and applications of linear convergence of vector sequences and relations between the de nitions proposed in 8,9,11] were given. We now extend this work in two ways. Firstly, we generalize the de nition of linear convergence for matrix sequences, and we give some results about this convergence. Using this de nition, we generalize a theorem given in 2,6,14], which gives the relation between the asymptotic behaviour of the ratios of the errors (S n ?S) and that of the di erences (S n+1 ?S n ) for linearly convergent scalar sequences. Such a result is important because it allows us to recognize the linear convergence in matrix sequences. We also give some properties about the matrix B used in the de nition of linear convergence of matrix sequences which is not unique in general case. This remark merits obviously our consideration.
Secondly, as for as we know, we give for the rst time an extension of Henrici's transformation 7] to matrix sequences. It is de ned as ratio of determinants. Applying the extention of the Schur complement 3] we obtain a new formula which is used to prove a convergence acceleration theorem. We also give a way for implementing this transformation based on H -algorithm 4, 5] and some numerical examples. these examples consist in calculating the partial sum of a power series in a matrix and the solution of the matrix equation X ? AXD = C; and to invert I ? D for every nonsingular matrix D such that k B k is less than 1:
In this paper we use the following notations. We denote by U = (u 1 ; u 2 ; :::; u p ) T : We let k B k 2 be the induced matrix norm, and we consider the following norms: k A k 1 = Max 1 j q P p i=1 j a i;j j; and k A k F = ( P i=p;j=q i=1;j=1 j a i;j j 2 ) 1=2 ( the Frobenius matrix norm ).
We de ne (S n ) = (s ij (n)) ij 2 M p q (1 C ) to be a sequence of complex matrices converging to S, and we denote by (E n ) = (S n ? S) = (e ij (n)) ij and ( S n ) = (S n+1 ? S n ) = ( s ij (n)) ij respectively the sequence of the errors and the di erences. 
and
Proof. Let (S n ) 2 L B . There exists a matrix sequence n = ( i;j (n)) i;j converging to 0 such that E n+1 ? BE n =k E n k n :
(4) For > 0 there exists an integer N such that k n k< for all n > N: (5) From (4) we have E n+1 =k E n k n + BE n and the triangle inequality gives
We also have
From (5), (6) and (7) kEn+1k kEnk k B k + for all n > N ; which ends the proof of (2). Using (2) and S n = E n+1 ? E n ; (3) follows Remark 1 a) Given (S n ) 2 L B with B nonsingular and k B k less than 1: If lim n!1 k E n+1 k k E n k = R exists then, from theorem 1, we obtain 0 < 1
In general, the converse is not true as proved by the following example. Let (S n ) be a sequence of matrices de ned by 1.3 Relations between the sequences (E n ) and ( S n )
The de nition of linear convergence (1) denpends on the sequence of errors (E n = S n ? S): Therefore, if
we have not some informations about (E n ); we cannot know whether (S n ) converge linearly or not. That is the reason why, in this section, we propose the de nition obtained from (1) by substituting ( S n ) for (E n ): This de nition is equivalent to the rst one, which is proved in theorem 4, and will be used in the sequel.
Let us rst recall the relations between (E n ) and ( S n ) in the scalar and vector cases. 
A n;i be a series with
We rst give the following lemma 
Proof.
The assertion i) is obvious, and ii) follows from i). iii). From i), it can be shown that
and we can prove that lim n!1 (B ? I)C n + B S n k S n k ) = 0:
So, for all such that 0 < < 1 Proof. )) the result follows from (2) and (3) From lemma 1, the series C n converges, therefore when i tends to in nity it follows that E n+1 = ? k S n k C n and thus E n+1 ? BE n =k S n k (B ? I)C n + B S n k S n k :
Finally, from (3) and (12) we obtain
Theorem 4 is important because it allows us to recognize, through the sequence ( S n ); if (S n ) converges linearly.
For each nonsingular matrix B such that k B k is less than 1; we obtain, from theorem 4,
Very often, it is easy to verify if (S n ) belongs to L B or not.
Properties of the matrix B
In the general case the matrix B is not unique ( see example 1 ). In order to determine the relations between the two matrices B and B 0 such that (S n ) belongs to L B T L B 0 and the conditions under which B is unique, we rst give the following theorem: Theorem 5 Let (S n ) be a sequence converging to S. 
Example 3
Let (S n ) be a sequence de ned by S n = 0 B @
(S n ) converges to 0, and using the Frobenius matrix norm k : k F we may prove that
2 ) is the unique matrix such that (S n ) 2 L B :
Let us now study a su cient condition that assure the uniqueness of B. Before this, the following lemma is needed. Suppose that there exists a nonsingular matrix B 0 with k B 0 k < 1; such that S n 2 L B 0 ; then, from theorem 5, there exists a matrix sequence ( n ) converging to 0 such that
By assumption the matrix S n k S n k is nonsingular for n large than N: Therefore, from (14) and using the induced matrix norm k : k 2 and lemma 2, we can show that
So, when n tends to in nity, we obtain B = B 0 :
Using the notation (S n ) = (s ij (n)) i;j and ( S n ) = ( s ij (n)) i;j ; we have the following corollary. 
Example 4
Let (S n ) be the sequence de ned by S n = 0 B @
(S n ) converges to 0 and, using the Frobenius matrix norm k : k F ; we can prove that B = diag( ?1 2 ; 1 2 ) is the unique matrix such that (S n ) 2 L B :
Note that the sequence (S n ) satis es the conditions of Theorem 6 but not those of Corollary 1 because s 11 (n) k S n k does not converge.
b) The diagonal case In this section, we consider the sequences (S n ) 2 M p q (1 C ) for which B is a diagonal matrix.
We have the following result. Proof. The result follows from theorem 5. Remark 3 From proposition 1 we remark that, if (S n ) 2 L B with B a diagonal matrix and, if for all i 2 f1; 2; :::;pg there exists j 2 f1; 2; :::;qg such that c ij 6 = 0 then, B is unique.
Matrix version of Henrici's transformation
The aim of this section is to de ne and to study the matrix version of Henrici's transformation. This method is implemented and applyed to some matrix sequences.
De nitions
We shall rst recall the de nition of Henrici's transformation in the vector case.
For a vector sequence (s n ) 2 1 C p Henrici proposed the following transformation 7, formula 5-3, p.116 ] which is studied in 11] h : (s n ) ! (h n ); h n = s n ? X n ( X n ) ?1 s n ; where X n is the matrix whose columns are s n ; :::; s n+p?1 : Sadok 11, formula (2), p. 103 ] noticed that h n can be expressed as a ratio of two determinants. 
Let (S n
where the generalized determinant in the numerator denotes the matrix obtained by expanding it with respect to its rst row, (that is a combination of the matrices S n ; S n+1 ; :::; S n+p ):
H n can also be expressed as follows:
where S n+i U is the vector obtained by multiplying the matrix S n+i by the vector U; and Denote by S l n ; H l n the l th columns respectively of S n and H n ; for l = 1; 2; :::;q: Therefore, from (17), we obtain 
Study of the matrix version of Henrici's transformation
In this section we shall give some results about the transformation H when applied to matrix sequences which are linearly convergent.
Let (S n ) be in L B with B nonsingular and k B k< 1; and let U 2 1 C q : We shall use the following notation: (V n ) a sequence of vectors de ned by V n = S n U and (A n ) a sequence of matrices de ned by A n = (V n ; BV n ; :::; B p?1 V n ):
In order to prove a convergence acceleration theorem of the Henrici's transformation in the matrix case, we rst give the following result (23) By assumptions the vectors V n ; BV n ; :::; B p?1 V n are linearly independent for n > N: Let us now denote by a (0) i , a (1) i ,..., a (27) and (29) We also have S n+1 ? B S n =k S n k F n ; where n converges to 0: From Lemma 1, the ratio k S n+1 k F k S n k F is bounded, therefore, for all i > 1 S n+i = B i S n + k S n k F i n and From these relations we have ( S n ; S n+1 ; :::; S n+p?1 ) = ( S n ; B S n ; :::; B p?1 S n )+ k S n k F (0; 1 n ; :::; p?1 n ) (30) and Since the sequence (S n ) 2 L B then, from theorem 4, there exists a matrix sequence ( n ) converging to 0 such that S n+1 ? S = B(S n ? S)+ k S n k F n : So S n = (B ? I)(S n ? S)+ k S n k F n ; and we immediately obtain 
Implementation
We shall now propose an algorithm for implementing Henrici's transformation. We shall use the Halgorithm which was rst introduced in 4,5] in order to implemente the vector sequence transformation.
Let (S n ) be a matrix sequence converging to S; we consider the following ratio of determinants
where the (g i (n)) are auxiliary scalar sequences. Let us now consider the columns S l n of S n and H l p (n) of H p (n) for l = 1; 2; :::;q: From (36) we have
Note that g i (n) 0 s are the same for all l = 1; 2; :::;p: Using the vector Sylvester's identity for the numerators and the scalar one for the denominators, Sadok 11 ] noticed that we obtain a recursive algorithm for computing H l p (n) Remark 5 1) For all n 0; we need O(pq) arithmetic operations to compute g 0;i (n) for i=1,2,...,p, and O(p 2 q) for computing H n = H p (n) from the terms S n ; S n+1 ; :::; S n+p of initial sequence (S n ):
2) The algorithm (37) is well de ned if g 1 (n) which is equal to the exact solution up to the number of digits displayed. Table 1  Table 2  n We propose the matrix version of Henrici's transformation to solve the equation (38). We rst construct a matrix sequence (X n ) by
We have the following theorem 
Proof. From (38) and (39) 1=4 0 1=5 ; we obtain table 3. In 1] is proposed an algorithm which is based on the QR factorizations, it seem to us that this algorithm is more complicated than the one proposed here. Remark 6 1? Numerical examples schow that the matrix version of Henrici's method is useful for accelerating the convergence of some matrix sequences:
As indicated in remark 4 the example 8 schows that this method is exact for inverting I ? D: And, from tables 1, 2, 3 and 4 the examples 7 and 9 schow that the sequence H n converges faster than the initial sequence S n :
2? The computation of (H n ) needs S n ; S n+1 ; :::; S n+p : Therefore, if we don't know the terms of initial sequence (S n ) it is necessary to construct them. This consruction increase the operation number in the algorithm.
3? Before the fact that this method accelerates the convergence of some matrix sequences, one has to notice the simplicity of the algorithm (37).
Elaboration of new transformations of matrix sequences, in order to rezolve some matrix equations, are under consideration and will be compared with the Henrici's method.
