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POLYNOMIAL SIEGEL DISKS ARE TYPICALLY JORDAN
DOMAINS
GAOFEI ZHANG
Abstract. We prove that for typical rotation numbers polynomial Siegel disks are
Jordan domains with boundaries containing at least one of the critical points, and
moreover, when the rotation number is fixed, the boundaries of the Siegel disks
depend continuously on the polynomial maps.
1. Introduction
It was conjectured by Douady and Sullivan in early 1980’s that the boundaries of
Siegel disks of rational maps are always Jordan curves [11]. The conjecture remains
open, however, there have been many results relative to the conjecture. It holds when
the rotation numbers of the Siegel disks are of bounded type [12][30][34][35]. It also holds
for quadratic Siegel disks with rotation numbers being of sufficiently high type [18]. For
certain rotation numbers, the boundaries of quadratic Siegel disks can even be smooth
Jordan curves [2][4][26]. Besides, it is worth to mention that for holomorphic germs,
there exist relative compact Siegel disks with non-locally connected boundaries [5].
The rotation numbers of the Siegel disks in all the above results belong to a set of
zero Lebesgue measure. In 2002 Petersen and Zakeri proved that for typical rotation
numbers, a quadratic Siegel disk is a Jordan domain [27]. To state this theorem more
precisely, let us introduce a class of irrational numbers. Let C > 0 and ΘC denote the
set of all irrational numbers 0 < θ < 1 such that
(1) log an ≤ C
√
n, ∀n ≥ 1,
where a1, a2, · · · are all the coefficients of the continued fraction of θ. Let
E =
⋃
C>0
ΘC .
It is known that E is a full measure subset of [0, 1] [19]. In [27] Petersen and Zakeri
proved that for any θ ∈ E , the Siegel disk of Pθ(z) = e2πiθz + z2 is a Jordan domain
whose boundary contains the unique finite critical point of Pθ. The main purpose of this
paper is to generalize this result to polynomial maps of all degrees.
Main Theorem. All polynomial Siegel disks with rotation numbers belonging to E are
Jordan domains with boundaries containing at least one of the critical points. Moreover,
when the rotation number belongs to E and is fixed, the boundaries of the Siegel disks
depend continuously on the polynomial maps.
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One of the fundamental tools in our proof is trans-qc surgery. This surgery technique
was pioneered by Haissinsky [16], who used it to transform an attracting basin into a
parabolic basin, and then introduced to the study of Siegel disks by Petersen and Zakeri
in [27]. Compared with qc surgery, the main difficulty in performing trans-qc surgery is
to verify the integrability of certain degenerate Beltrami differentials. This often requires
some delicate area estimates. In [27] the authors there used Petersen puzzles to obtain
the desired estimate for the Douady-Ghys premodel. For a general premodel, however,
it is not known if the invariant Beltrami differential is integrable or not. This is the
essential challenge in generalizing Petersen-Zakeri’s theorem to polynomial maps of all
degrees.
The following is the very general idea of our proof. A detailed outline of the proof will
be given in §2. Suppose C > 0 is a fixed constant and D is a Siegel disk of an arbitrary
polynomial map with rotation number θ ∈ ΘC . By perturbing θ we get a sequence of
bounded type Siegel disks DN with rotation numbers θN ∈ ΘC such that θN → θ. By
Shishikura’s theorem, each ∂DN is a quasi-circle passing through at least one of the
critical points. We shall see if θ is not of bounded type, the qc constants of ∂DN , N ≥ 1,
are not bounded. This means that the oscillations of these quasi-circles can not be
uniformly controlled with respect to the qc constants. Thus nothing could be obtained
if we let N go to ∞ at this point. The key of our proof is to find an appropriate way to
measure the oscillations of these quasi-circles so that in this way, the oscillations can be
uniformly controlled. To do this, we will introduce a family of oscillation functions. We
prove that these oscillation functions are uniformly controlled for bounded type Siegel
disks of a class of special polynomial maps with the rotation numbers belonging to ΘC .
We then show that for a bounded type Siegel disk of an arbitrary polynomial map with
the rotation number belonging to ΘC , the oscillation functions can be controlled, in
certain sense, by those for the special ones. From this we derive that the oscillations
of the sequence of quasi-circles are uniformly controlled. By passing to a subsequence
if necessary, it follows that the sequence of quasi-circles converge to some Jordan curve
which passes through at least one of the critical points. This Jordan curve must be
the boundary of D. The argument also implies that for a fixed θ ∈ ΘC , the boundary
of the Siegel disk depend continuously on the polynomial maps. This proves the Main
Theorem.
The following is the organization of the paper.
In §2 we present a detailed outline of the proof. We first formulate a reduced version of
the Main Theorem by introducing oscillation functions. We then state four key lemmas.
The proofs of these four lemmas form the core part of the paper. Finally we prove the
Reduced Main Theorem by assuming these four lemmas.
In §3 we prove that the Reduced Main Theorem implies the Main Theorem.
In §4 we prove Key Lemma 1. This lemma asserts that the oscillation of the boundaries
of bounded type Siegel disks for a class of special polynomial maps, with rotation numbers
belonging to ΘC , can be uniformly controlled. This is the place where we use trans-
qc surgery. The tool developed in [36] will play a role here. It allows us to make
a uniform area estimate for the Beltrami differentials of a special class of premodels.
Key Lemma 1 then follows from Tukia’s theorem on the compactness property of David
homeomorphisms.
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In §5 we prove Key Lemmas 3 and 4. These two lemmas are used to construct a chain
of slices in the parameter space. Each of these slices is an algebraic Riemann surface
determined by a finite system of polynomial equations. The chain of slices is a bridge
connecting an arbitrary Siegel polynomial map to those special ones. The oscillation
functions are holomorphic in each of these slices. By maximal and minimal principles
of holomorphic functions, the control of the oscillation functions will be passed on along
the chain of slices. In this way the oscillation of the boundary of the Siegel disk of an
arbitrary polynomial map is controlled by those of the special ones.
In §6 we establish a topological characterization of a class of polynomial maps with
bounded type Siegel disks. This class of Siegel polynomial maps play a crucial role in
this work. The proof of this result contains most of the ingredients needed in the proof
of Key Lemma 2. After that, Key Lemma 2 follows by a little more effort. We use
Key Lemma 2 to perturb certain Siegel polynomial map so that the resulted one can be
embedded into an appropriate slice in the parameter space.
In §7, the Appendix of the paper, we present a list of basic properties about bounded
type Siegel disks of polynomial maps. One of them is Shishikura’s theorem which asserts
that all bounded type Siegel disks of polynomial maps are quasi-disks with qc constants
depending only on the degree and the rotation number. From Shishikura’s theorem it
follows that for a fixed bounded type rotation number, the boundary of the Siegel disks
moves continuously. This property will be essentially used in our proof.
Acknowledgement. Many thanks are due to Prof. Carsten Lunde Petersen who
spent a lot of time discussing with me on an early version of the manuscript during his
visit of Nanjing in March, 2012.
2. Outline of the proof
Throughout the paper we use Ĉ, C, C∗, ∆ and T denote the Riemann sphere, the
complex plane, the punctured complex plane with a puncture at the origin, the unit disk
and the unit circle respectively.
Fix an integer d ≥ 2 and a θ ∈ E throughout the paper. We may assume that θ is not
of bounded type. Let [a1, · · · , an, · · · ] be the continued fraction of θ. By definition we
have C > 0 such that
log an ≤ C
√
n
for all n ≥ 1. Let
P (z) = e2πiθz + α2z
2 + · · ·+ αdzd
with αd 6= 0. We want to show that the Siegel disk of P centered at the origin is a Jordan
domain with at least one critical point on its boundary.
For the above C > 0, let
ΘbC ⊂ ΘC
denote the subset consisting of all the bounded type irrational numbers in ΘC . Let
θN ∈ ΘbC , N ≥ 1, be a sequence such that θN → θ as N → ∞. Such sequence can be
constructed in many ways. To fix the idea let us take
θN = [a1, · · · , aN , 1, 1, 1, · · · ].
For each N ≥ 1, let
PN (z) = e
2πiθN z + α2z
2 + · · ·+ αdzd.
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Then PN converges to P uniformly in any compact set of the complex plane. It follows
that the critical sets of all PN are contained in a neighborhood of that of P , and therefore
contained in a compact set of the plane. Let DN denote the Siegel disk of PN centered
at the origin. Since θN is of bounded type, by Shishikura’s theorem ([30], see also [35]),
there is a critical point cN of PN , and a KN > 1 depending only on
sup
1≤k≤N
{ak},
such that ∂DN is a KN -quasi-circle and passes through cN . By taking a subsequence,
we may assume that cN converges to some critical point c of P . Note that KN → ∞ if
supk≥1{ak} =∞. Because otherwise, by taking a subsequence, ∂DN would converge to
a quasi-circle passing through c. This quasi-circle must be the boundary of the Siegel
disk of P centered at the origin. But by a result of Petersen [25], the rotation number of
such Siegel disk must be of bounded type. This is a contradiction.
Let
(2) Q = c−1P (cz) and QN (z) = c
−1
N P (cNz).
Then the point 1 is a critical point of both Q and QN . Let us still use DN to denote the
Siegel disk of QN centered at the origin. It follows that 1 ∈ ∂DN for all N ≥ 1.
The main task of our proof is to show that the sequence of curves ∂DN converge to
a Jordan curve passing through the critical point 1. Since the quasiconformal constant
KN is unbounded, we need to find an appropriate way to measure the oscillation of
these curves so that the oscillation of the curves can be uniformly controlled. Before we
proceed further let us introduce some notations first.
Let 0 < α < 1 be a bounded type irrational number. We use Pdα to denote the class
of all the polynomial maps f such that f(z) = e2πiαz + a2z
2 + · · · adzd with ad 6= 0 and
f ′(1) = 0. Let D denote the Siegel disk of f centered at the origin. Let Qdα ⊂ Pdα be
the subclass which contains all those f such that 1 ∈ ∂D. Let Σdα ⊂ Qdα be the subclass
which contains all the f such that each critical point of f either belongs to the basin
of some attracting periodic cycle of f or belongs to ∂D. Let Πdα ⊂ Σdα be the subclass
which contains all the f such that all the finite critical points of f belongs to ∂D. By
definition we have
Πdα ⊂ Σdα ⊂ Qdα ⊂ Pdα.
For f ∈ Qdα, ∂D is a quasi-circle and contains the critical point 1. We refer to
σk,m(f) = f
k(1)− fm(1), k > m ≥ 0
as the family of oscillation functions for ∂D.
Reduced Main Theorem. Let d ≥ 2 be an integer and C > 0. Then there exist a pair
of positive functions η, λ : (0, 2]→ R+ satisfying
lim
δ→0+
λ(δ) = lim
δ→0+
η(δ) = 0
such that for any
f ∈
⋃
α∈Θb
C
Qdα,
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any pair of integers k > m ≥ 0 and any pair of positive numbers 0 < δ′ ≤ δ satisfying
δ′ ≤ |e2πikα − e2πimα| ≤ δ, the inequality
η(δ′) ≤ |σk,m(f)| ≤ λ(δ)
holds.
Applying the Reduced Main Theorem to QN we get a uniform control of the oscillation
of ∂DN . This implies that the sequence of curves ∂DN converge to a Jordan curve and
the Main Theorem follows. The detailed argument will be presented in §3. The main
part of the paper is to prove the Reduced Main Theorem. The proof is based on four
key lemmas.
For each f ∈ Πdα, let Df be the Siegel disk of f and H : Df → ∆ be a conformal
isomorphism such that H(0) = 0 and f |Df = H−1 ◦Rα ◦H where Rα : z 7→ e2πiαz is the
rigid rotation given by α. Since ∂Df is a quasi-circle by Shishikura’s theorem, H can be
homeomorphically extended to ∂Df . It follows that all the finite critical points of f are
mapped by H to points in T. In this sense we can speak of the angle between any two
critical points on ∂Df . We will see f is uniquely determined by the d− 2 angles between
the critical point 1 and all the other d− 2 critical points (A topological characterization
of the maps in Σdα will be given in §6).
Key Lemma 1. Let d ≥ 2 be an integer and C > 0. Then there exist a pair of positive
functions η1, λ1 : (0, 2]→ R+ satisfying
lim
δ→0+
λ1(δ) = lim
δ→0+
η1(δ) = 0,
such that for any
f ∈
⋃
α∈ΘbC
Πdα,
any pair of integers k > m ≥ 0 and any pair of positive numbers 0 < δ′ ≤ δ satisfying
δ′ ≤ |e2πikα − e2πimα| ≤ δ, the inequality
η1(δ
′) ≤ |σk,m(f)| ≤ λ1(δ)
holds.
The proof of Key Lemma 1 is based on Lemmas 2.1- 2.3. The following is the outline
of the proof. For any
f ∈
⋃
α∈ΘbC
Πdα,
there is a Blaschke product Bf of degree (2d− 1) which models f (cf. §6). In particular,
all the critical points of Bf , except 0 and ∞, are contained in T. Let Rα : z 7→ e2πiαz
be the rigid rotation given by α and hf : T→ T be the circle homeomorphism such that
Bf |T = h−1f ◦Rα ◦ hf .
Since α is of bounded type, by Herman’s theorem, hf : T→ T is a quasisymmetric circle
homeomorphism. Because the qc constants can not be uniformly controlled, instead of
making a usual quasiconformal extension of hf and then performing a qc surgery, we will
construct a David extension Hf : ∆ → ∆ of hf by adapting the idea in [27] and then
perform a trans-qc surgery. Since α is of bounded type, the map Hf obtained in this
6 GAOFEI ZHANG
way is necessarily quasiconformal. The key point here is that we regard Hf as a David
homeomorphism when we measure its distortion.
Lemma 2.1. There exist M,β > 0 and 0 < ǫ0 < 1 depending only on C and d such
that for any f ∈ ⋃α∈Θb
C
Πdα, the conjugation map hf : T → T has a David extension
Hf : ∆ → ∆ which fixes the origin and satisfies the following. For any 0 < ǫ < ǫ0, we
have
area{z ∈ ∆ | |µHf (z)| > 1− ǫ} < Me−
β
ǫ
where µHf denotes the Beltrami coefficient of Hf and area(·) denotes the area with respect
to the Euclidean metric.
The essential idea behind the proof of Lemma 2.1 is certain uniform saddle-node
geometry satisfied by the family of circle mappings Bf |T, f ∈
⋃
α∈ΘbC
Πdα (cf. Lemma 4.6),
which is a consequence of Herman’s uniform estimate on the distortion of cross-ratios for
compact family of holomorphic circle mappings (cf. Lemma 4.1).
Now let Hf : ∆→ ∆ be the David homeomorphism in Lemma 2.1. Define
(3) B̂f (z) =
{
Bf (z) for z ∈ Ĉ \∆,
H−1f ◦Rα ◦Hf (z) for z ∈ ∆.
Let µf denote the Beltrami differential on the whole plane which is obtained by pulling
back µHf through the iteration of B̂f .
Lemma 2.2. There exist M˜, β˜ > 0 and 0 < ǫ˜0 < 1 depending only on C and d such that
for any f ∈ ⋃α∈Θb
C
Πdα, we have
(4) area{z ∈ C | |µf (z)| > 1− ǫ} < M˜e−
β˜
ǫ
for any 0 < ǫ < ǫ˜0.
Lemma 2.2 asserts the uniform integrability of the invariant Beltrami differentials for
all Blaschke premodels B̂f , f ∈
⋃
α∈Θb
C
Πdα. As we mentioned before the main difficulty in
performing a trans-qc surgery is to verify the integrability of certain degenerate Beltrami
differential. The key idea used in the proof of Lemma 2.2 is a method developed in [36]
which allows us to obtain a uniform area estimate.
Lemma 2.3 (Tukia, [31]). Let F denote the class of all (M˜, β˜, ǫ˜0)-David homeomor-
phisms of the plane to itself which fix 0 and 1. Then there exist three constants Mˆ, βˆ > 0
and 0 < ǫˆ0 < 1 depending only on M˜, β˜ and ǫ˜0 such that any sequence in F has a sub-
sequence which converges uniformly to a (Mˆ, αˆ, ǫˆ0)-David homeomorphism of the plane
which fixes 0 and 1.
Key Lemma 1 is a direct consequence of Lemmas 2.1 - 2.3 (cf. §4). We would like to
point out that in the case of cubic polynomial maps, the Reduced Main Theorem follows
from Key Lemma 1. The following is the detailed argument.
Let α ∈ ΘbC . For f ∈ P3α let c denote the other finite critical point of f . The space P3α
is parameterized by c. With this parametrization, P3α is homeomorphic to the punctured
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plane C∗. For each c ∈ C∗, let fc denote the corresponding cubic polynomial and Dc
denote the Siegel disk of fc centered at the origin. By a simple calculation we have
fc(z) =
e2πiα
3c
z3 − e
2πiα
2
(1 +
1
c
)z2 + e2πiαz.
Since fc depends holomorphically on c when c varies in C
∗, σk,m(fc) is a holomorphic
function in C∗. By a result of Zakeri (cf. §14 of [34]), there is a Jordan curve Γ ⊂ C∗
such that
1. Γ separates 0 and ∞, passes through 1 and is invariant under c→ 1/c,
2. for all c belonging to the interior of Γ and not equal to 0, ∂Dc passes through
the critical point c only; for all c belonging to the exterior of Γ and not equal to
∞, ∂Dc passes through the critical point 1 only; for all c belonging to Γ, ∂Dc
passes through both 1 and c.
For the α given and d = 3, let λ1 and η1 be the two positive functions guaranteed by Key
Lemma 1. Note that Γ corresponds to the class Π3α by the second assertion above. So
for any pair of integers k > m ≥ 0 and any pair of positive numbers 0 < δ′ ≤ δ satisfying
δ′ ≤ |e2πikα − e2πimα| ≤ δ, we have
(5) η1(δ
′) ≤ |σk,m(fc)| ≤ λ1(δ) for all c ∈ Γ.
Since 1 belongs to ∂Dc for c belonging to the exterior of Γ, σk,m(fc) does not vanish
in the exterior of Γ. Noting that as c → ∞, fc converges uniformly to a quadratic
polynomial, it follows that σk,m(fc) has a removable singularity at infinity. This implies
that σk,m(fc) is a holomorphic function in the exterior of Γ and does not vanish. So both
the maximal and minimal principles apply. It follows that (5) holds for all c belonging to
the exterior of Γ. The Reduced Main Theorem for cubic polynomials follows by taking
λ = λ1 and η = η1.
The argument above, however, does not work for polynomial maps of degree d ≥ 4.
The following is a very rough explanation. For each α ∈ ΘbC , a Siegel polynomial map
in Πdα is uniquely determined by the d− 2 angles between 1 and all the other d− 2 finite
critical points. So the real dimension of the set of parameters corresponding to the maps
in the class Πdα is equal to the dimension of the set
S1 × · · · × S1︸ ︷︷ ︸
(d−2) copies
/Gd−2
where Gd−2 is the permutation group of order d − 2, which is equal to d − 2. But the
whole parameter space
C
∗ × · · · × C∗︸ ︷︷ ︸
(d−2) copies
has complex dimension d − 2 and real dimension 2d − 4. To bound a domain in the
whole parameter space, the set must have real dimension at least 2d− 5. But for d ≥ 4,
d−2 < 2d−5. Hence for d ≥ 4, the parameters corresponding to the maps in the class Πdα
can not bound any domain in the whole parameter space, and the maximal and minimal
principles can not be used directly. To solve this problem, we will introduce certain
slices in the parameter space. Each slice is an algebraic Riemann surface determined by
a system of polynomial equations. We will apply the maximal and minimal principles
successively on a chain of such slices, and finally prove that the oscillation of the boundary
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of a Siegel disk for an arbitrary polynomial map, in certain sense, can be controlled by
the oscillation of the boundary of the Siegel disk for some Siegel polynomial map in the
class Πdα. Since we have proved that the later can be uniformly controlled, the Reduced
Main Theorem follows. The construction of these Riemann surfaces relies on the other
three key lemmas.
Key Lemma 2 is based on a topological characterization of the maps in Σdα which will
be established in §6. It is an extension of Thurston’s characterization for post-critically
finite rational maps. Before we state the theorem, let us introduce some terminologies
first. We call an orientation preserved and finitely branched covering map f : Ĉ → Ĉ a
topological polynomial if f−1(∞) = {∞}. Let f be a topological polynomial. Let O =
{x1, · · · , xp} be a periodic cycle of f with period p. We say O is a holomorphic attracting
cycle if (1) f is holomorphic in an open neighborhood U of O, and (2) |Dfp(x1)| < 1,
and (3) O attracts at least one infinite critical orbit of f .
Definition 2.1. Let 0 < α < 1 be a bounded type irrational number. Let T dα denote
the class of all topological polynomials of degree d such that
1. the point 1 is a critical point of f ,
2. f |∆ is the rigid rotation given by z → e2πiαz,
3. any critical point of f either is attracted to some holomorphic attracting cycle
of f , or eventually lands on a periodic cycle containing some critical point, or
belongs to T.
Let Pf denote the closure of the union of all critical orbits of f .
Definition 2.2. We say a map f ∈ T dα is CLH-equivalent to a map g ∈ Σdα if there exist
two homeomorphisms φ, ψ : Ĉ→ Ĉ such that
1. φ|∆ = ψ|∆ are holomorphic,
2. for each holomorphic attracting cycle O of f if there is any, there is an open
neighborhood U of O such that φ|U = ψ|U are holomorphic,
3. φ is isotopic to ψ rel Pf ∪∪iDi where Di are open neighborhoods of all holomor-
phic attracting cycles,
4. φ ◦ f = g ◦ ψ.
Theorem 2.1. A map f ∈ T dα is CLH-equivalent to a map g ∈ Σdα if and only if f has
no Thurston obstructions in the exterior of ∆. Such g if exists, must be unique up to a
linear conjugation.
For the definition of Thurston obstructions, cf. §6.1.
Key Lemma 2 is closely related to Theorem 2.1. Suppose g ∈ Σdα such that the
boundary of the Siegel disk contains more than one critical point. Key Lemma 2 asserts
that one can always perturb g in Σdα so that after the perturbation all critical points in
the boundary of the Siegel disk satisfy an orbit relation. For any polynomial f , let ‖f‖
denote the maximal absolute value of all the coefficients of f . For any two polynomials
f and g, define dist(f, g) = ‖f − g‖.
Key Lemma 2. Let g ∈ Σdα. Suppose g has two or more distinct critical points on the
boundary of the Siegel disk, say c1, · · · , cm, where m ≥ 2. Suppose c1 = 1. Then for any
ǫ > 0, there is a g˜ ∈ Σdα such that
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1. dist(g, g˜) < ǫ,
2. g˜ has exactly m distinct critical points on the boundary of the Siegel disk, say c˜i,
1 ≤ i ≤ m, such that c˜1 = 1 and |ci − c˜i| < ǫ for all 1 ≤ i ≤ m,
3. there are positive integers ki, 2 ≤ i ≤ m, such that g˜ki(1) = c˜i for 2 ≤ i ≤ m.
The proofs of Theorem 2.1 and Key Lemma 2 will be given in §6.
Let f ∈ Pdα. Then f has d− 1 critical points (counting by multiplicities) and at least
one of them is contained in the boundary of the Siegel disk centered at the origin. So f
has at most d− 2 attracting periodic cycles. Note that f is uniquely determined by the
set of its critical points. More precisely, for each (d− 1)-tuple
X = (c1, · · · , cd−1), ci ∈ C∗ for 1 ≤ i ≤ d− 2, and cd−1 = 1,
there is a unique f ∈ Pdα such that X is the critical set of f . By a simple calculation, we
have
(6) f(z) =
d∑
i=1
aiz
i
with
(7) ai = e
2πiα ·
(
(−1)i−1
i
)
· Qd−i(c1, · · · , cd−1)
c1 · · · cd−1
where Qd−i is the degree-(d− i) elementary polynomials of c1, · · · , cd−1. Let us denote
such f by
fc1,··· ,cd−2,1 or fX .
Key Lemma 3. Let f ∈ Pdα and 1 ≤ l ≤ d − 3. Suppose f has l attracting cycles
with non-zero multipliers t1, · · · , tl. Then there exist a compact Riemann surface S and
meromorphic functions c1, · · · , cl+1 in S, such that f can be embedded in the holomorphic
family of polynomials maps
ht = fc1(t),··· ,cl+1(t),c0l+1,··· ,c0d−2,1, t ∈ S \ (Z ∪ P ),
where Z and P are respectively the set of the zeros and poles of ci, i = 1, · · · , l + 1, and
moreover, each ht, t ∈ S \ (Z ∪P ), has l attracting cycles which depend holomorphically
on t and have constant multiplies t1, · · · , tl.
Key Lemma 4. Let f ∈ Σdα and 0 ≤ l ≤ d − 3. Suppose f has l + 1 attracting cycles
with multiplies t1, · · · , tl+1, each of which attracts exactly one of the critical points, and
moreover, there are d− l− 3 integers ki ≥ 0, such that fki(1) = ai for 1 ≤ i ≤ d− l− 3
where a1, · · · , ad−l−3, ad−l−2 = 1 are the critical points, counting by multiplicities, on
the boundary of the Siegel disk. Then there exist a compact Riemann surface S and
meromorphic functions c1, · · · , cd−2 in S, such that f can be embedded in the holomorphic
family of polynomials maps
ht = fc1(t),··· ,cd−2(t),1, t ∈ S \ (Z ∪ P ),
where Z and P are respectively the set of the zeros and poles of ci, i = 1, · · · , d− 2, and
moreover, each ht, t ∈ S \ (Z ∪P ), has l attracting cycles which depend holomorphically
on t and have constant multiplies t1, · · · , tl, and the boundary of the Siegel disk of ht
centered at the origin contains 1, and hkit (1) = ci(t) for 1 ≤ i ≤ d − l − 3 (In the case
that l = d− 3, there is no such orbit relations).
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The proofs of Key Lemmas 3 and 4 will be given in §5.
Now let us prove the Reduced Main Theorem by assuming Key Lemmas 1-4.
For d = 2, the point 1 is the only finite critical point of f and is contained in the
boundary of the Siegel disk. Thus f ∈ Π2α and the Reduced Main Theorem follows from
Key Lemma 1 in this case.
Suppose d ≥ 3 and assume that the Reduced Main Theorem holds for polynomial maps
of degrees less than d : that is, there exist a pair of positive functions η0, λ0 : (0, 2]→ R+
satisfying
lim
δ→0+
λ0(δ) = lim
δ→0+
η0(δ) = 0,
such that for any α ∈ ΘbC , if f ∈ Qjα with 2 ≤ j < d, then for any pair of integers k >
m ≥ 0 and any pair of positive numbers 0 < δ′ ≤ δ satisfying δ′ ≤ |e2πikα − e2πimα| ≤ δ,
the inequality
η0(δ
′) ≤ |σk,m(f)| ≤ λ0(δ)
holds.
Now let α ∈ ΘbC and f ∈ Qdα. The proof is divided into two steps.
In the first step, by the Key-Lemma 3 we will construct a finite chain of slices in the
parameter space to connect f to some g ∈ Σdα such that
1. the boundary of the Siegel disk of g centered at the origin contains only the
critical point 1,
2. g has d − 2 periodic attracting cycles each of which attracts exactly one of the
other finite critical points of g,
3. the oscillation of the boundary of the Siegel disk of f is controlled either by the
oscillation of the boundary of the Siegel disk of g or by the oscillation of the
boundary of the Siegel disk of some polynomial map in Qjα with 2 ≤ j < d.
In the second step, by Key Lemmas 2 and 4 we will construct a finite chain of slices
in the parameter space to connect g to some h ∈ Πdα. In each of these slices we apply
maximal and minimal principles to the oscillation functions. In this way we derive that
the oscillation of the boundary of the Siegel disk of g is controlled either by the oscillation
of the boundary of the Siegel disk of some polynomial map in Qlα with 2 ≤ l < d, or by
the oscillation of the boundary of the Siegel disk of h. The Reduced Main Theorem then
follows by induction and Key Lemma 1.
Now let k > m ≥ 0 be any two integers. Suppose 0 < δ′ < δ ≤ 2 such that
δ′ < |e2kπiα − e2mπiα| < δ. Let ǫ > 0 be an arbitrary positive number.
Step I. Assume that the number of the periodic attracting cycles of f is less than d−2.
Otherwise, we go to Step II directly. Let us label the critical points of f as
c01, · · · , c0d−2, c0d−1 = 1.
We will repeat the following process at most d − 2 times. Each time we will get some
polynomial map which has at least one more periodic attracting cycle.
Assume that f has l attracting periodic cycles with 0 ≤ l ≤ d− 3. In the case l = 0,
that is, f has no periodic attracting cycles, we just embed f into the one-parameter
holomorphic family
fc1,c02,··· ,c0d−2,1, c1 ∈ C
∗.
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For the expression of fc1,c02,··· ,c0d−2,1, see (6-7). Otherwise, we have 1 ≤ l ≤ d−3. If f has
super-attracting cycles, by doing quasi-conformal deformation in the immediate basins
of the super-attracting cycles, we can get f˜ ∈ Qdα which can be arbitrarily close to f
such that all the l attracting cycles of f˜ have non-zero multipliers, and moreover,
(8) |σk,m(f)| − ǫ < |σk,m(f˜)| < |σk,m(f)|+ ǫ.
To simplify the notation, let us still use f to denote f˜ . By Key Lemma 3, we can embed
f into a holomorphic family of polynomial maps
ht = fc1(t),··· ,cl+1(t),c0l+2,··· ,c0d−2,1, t ∈ S \ (Z ∪ P )
where Z and P denote respectively the set of zeros and poles of the meromorphic functions
ci, 1 ≤ i ≤ l + 1. Suppose ht0 = fc01,··· ,c0l+1,c0l+2,··· ,c0d−2,1 for some t0 ∈ S \ (Z ∪ P ).
Note that σk,m(ht) is holomorphic in S \ (Z ∪ P ). By Lemma 7.4 points in P are
removable singularities of σk,m(ht).
In the first case, ht0 is J-stable at t0. Let U ⊂ S\(Z∪P ) be the component containing
t0 in which Jht moves holomorphically. This implies that the critical point 1 always stays
on the boundary of the Siegel disk for all t ∈ U and thus σk,m(ht) does not vanish in U .
Take a sequence tn in U such that |σk,m(htn)| converges to supt∈U |σk,m(ht)|. By taking
a subsequence we may assume that the sequence tn → t∗ ∈ ∂U (the same argument
works for the infimum for σk,m(ht) does not vanish in U). Since for all the parameters
in U , the boundary of the Siegel disk centered at the origin passes through the critical
point 1, by the second assertion of Lemma 7.1, the critical points of ht are uniformly
bounded away from the origin for all the parameters in U . Thus Z ∩ ∂U = ∅. There are
two subcases.
Subcase I. t∗ ∈ P . By Lemma 7.4 there is some g ∈ Qjα with 2 ≤ j < d such that
(9) |σk,m(f)| = |σk,m(ht0)| ≤ lim
n→∞
|σk,m(htn)| = |σk,m(g)| ≤ λ0(δ).
the last inequality comes from our induction assumption.
Subcase II. t∗ ∈ S \ (Z ∪ P ). Then ht is not J-stable at t∗. Thus by Theorem 4.2 of
[21], one can take a tˆ ∈ S \ (Z ∪P ), which can be arbitrarily close to t∗, such that htˆ has
at least one more periodic attracting cycle than ht∗ . We can choose such tˆ so that the
new periodic cycles have non-zero multipliers. Let Dt∗ and Dtˆ denote respectively the
Siegel disks of ht∗ and htˆ centered at the origin. Note that it is possible that 1 /∈ ∂Dtˆ.
In this case, ∂Dtˆ contains some other critical point c.
Since 1 ∈ ∂Dt∗ we have diam(Dt∗) ≥ 1. Since the boundary of the Siegel disk
moves continuously by Lemma 7.1, by taking tˆ close enough to t∗ we can make sure
that diam(Dtˆ) > 1. Now from the second assertion of Lemma 7.1 we have some L > 1
depending only on d such that
(10) L ≥ diam(Dtˆ) ≥ |c| ≥ diam(Dtˆ)/L > 1/L.
By taking tˆ close enough to t∗, we can make the c arbitrarily close to ∂Dt∗ , and thus
by taking an appropriate integer p ≥ 0, we can make hp
tˆ
(c) arbitrarily close to 1. So for
the given ǫ > 0, by taking tˆ close enough to t∗, and letting k′ = k + p and m′ = m+ p,
we have
|σk,m(ht∗)| = |hkt∗(1)− hmt∗(1)| < |hk
′
tˆ
(c)− hm′
tˆ
(c)|+ ǫ.
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Let
g(z) = c−1htˆ(cz).
Then g ∈ Qdα. Since |c| ≤ L by (10), we have
|hk′
tˆ
(c)− hm′
tˆ
(c)| ≤ L · |σk′,m′(g)|.
This means that
|σk,m(ht∗)| < L · |σk′,m′(g)|+ ǫ.
We finally get
(11) |σk,m(f)| ≤ lim
n→∞
|σk,m(htn)| = |σk,m(ht∗)| < L · |σk′,m′(g)|+ ǫ.
Remark 2.1. To get the lower bound of |σk,m(f)|, besides applying the minimal principle
instead of the maximal principle to σk,m(ht) in U , we need the inequality |c| > 1/L
implied by (10). In this case, (11) becomes |σk,m(f)| > |σk′,m′(g)|/L− ǫ.
Note that k′ −m′ = k −m and thus δ′ < |e2k′πiα − e2m′πiα| = |e2kπiα − e2mπiα| < δ.
We can thus repeat the above process on g. Since each time the number of the attracting
periodic cycles is increased by at least one and the number of periodic attracting cycles
is not more than d − 2 (one of the critical point is contained in the boundary of the
Siegel disk), we have the following two possibilities. The first possibility is that we get
an inequality like (9) after not more than d− 2 steps, and therefore,
(12) |σk,m(f)| ≤ L · (L · (· · · (L · λ0(δ) + ǫ) + · · · ) + ǫ) + ǫ,
where the number of the recursive steps is not greater than d− 2. The second possibility
is that we finally get a map in Σdα which has d − 2 attracting periodic cycles in C,
each of which attracts a finite critical point, and a pair of integers k′ > m′ ≥ 0 with
k′ −m′ = k −m, such that
(13) |σk,m(f)| ≤ L · (L · (· · · (L · |σk′,m′(g)|+ ǫ) + · · · ) + ǫ) + ǫ,
where the number of the recursive steps is not greater than d− 2.
If the first possibility occurs, that is, we get (12), then we skip Step II and draw the
conclusion. If the second possibility occurs, we go to Step II.
Step II. Recall that g has d− 2 attracting cycles in C, and exactly one critical point,
1, on the boundary of the Siegel disk centered at the origin, and satisfies (13). We will
repeat the following process by induction.
Suppose for some integer 0 ≤ l ≤ d − 3, g has l + 1 attracting cycles and d − l − 2
critical points on the boundary of the Siegel disk which satisfy orbit relations as given in
Key Lemma 4. By Key Lemma 4, there is a compact Riemann surface S and two finite
subsets Z and P of S, such that g can be embedded into the holomorphic family
ht = fc1,··· ,cd−3,cd−2,1, t ∈ S \ (Z ∪ P ),
where all ci are meromorphic functions in S with Z and P being respectively the sets of
zeros and the poles of ci, 1 ≤ i ≤ d− 2, and moreover,
1. each ht has l attracting cycles with constant multipliers t1, · · · , tl,
2. all the orbit relations among the critical points on the boundary of the Siegel
disk, are preserved, that is, hkit (1) = ci, 1 ≤ i ≤ d− l − 3.
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Note that we start from l = d−3 and the point 1 is the only critical point on the boundary
of the Siegel disk. So in the beginning there are no orbit relations among critical points
on the boundary of the Siegel disk.
As before, σk′,m′(ht) is a holomorphic function defined in S\(Z∪P ). Let Σ ⊂ S\(Z∪P )
be the subset which contains all those points for which the boundary of the Siegel disk of
ht contains exactly those d− l−2 critical points, c1, · · · , cd−l−3, 1, which satisfy the orbit
relations. We claim that Σ is an open set. Let us prove the claim. Suppose t0 ∈ Σ. Let
Dt denote the Siegel disk of ht centered at the origin. Then all the critical points of ht0 ,
which do not belong to ∂Dt0 , have a positive distance from ∂Dt0 . By Lemma 7.3, in a
small open neighborhood of t0, all these critical points are still bounded away from ∂Dt0 .
It suffices to show that, in a small open neighborhood of t0, the critical points, which
satisfy the orbit relations, still belong to ∂Dt. Let us prove this by contradiction. Note
that except 1, there are exactly d− l− 3 critical points, c1, · · · , cd−3 on the boundary of
the Siegel disk, and d− l − 3 integers, 1 ≤ k1 < · · · < kd−l−3 such that hkit (1) = ci, and
moreover, there are l attracting cycles with multipliers t1, · · · , tl. If the claim were not
true, then there would be a sequence tn → t0 such that for htn , at least one of the d− l−2
critical points, 1, cn1 , · · · , cnd−l−3, does not belong to ∂Dtn . For the convenience, let us
denote cn0 = 1. By taking a subsequence, we may assume that there is an 0 ≤ i ≤ d− l−3
such that cni /∈ ∂Dtn , and cnj ∈ ∂Dtn , for all i+ 1 ≤ j ≤ d− l− 3. Consider the map
Ft = h
ki+1−ki
t .
The map Ft0 maps ci to ci+1 and the local degree of Ft0 at ci is equal to that of ht0 at
ci, which is two. This means there is a pair of Jordan domains A and B containing ci
and ci+1 respectively such that Ft0 : A → B is a branched covering map of degree two.
Then for all tn close to t0 enough, there is a pair of Jordan domains An and Bn with
An → A and Bn → B such that Ftn : An → Bn is a branched covering map of degree
two. But on the other hand, when tn is close to t0, c
n
i+1 is close to ci+1 and thus belongs
to Bn and c
n
i is close to ci and thus belongs to An. Let zn ∈ ∂Dtn be the point such that
Ftn(zn) = c
n
i+1. As t
n → t0, by Lemma 7.3 we have ∂Dtn → ∂Dt0 and thus zn → ci.
Thus as n is large enough, zn belongs to An also. This implies that the preimage of
cni+1 in An under the map Ftn , counting by multiplicities, is at least three. This is a
contradiction. Thus Σ is an open set and the claim has been proved.
Now let t0 ∈ Σ such that g = ht0 . Let U denote the component of Σ which contains
the point t0. Since for all t ∈ U , the point 1 belongs to the boundary of the Siegel disk on
which ht is qc-conjugate to the irrational rotation Rα, σk′,m′(ht) does not vanish in U .
So both the maximal and minimal principles apply to σk′,m′(ht) in U . Take a sequence
tn in U such that σk′,m′(htn) converges to its supremum (The same argument works for
the infimum). By taking a subsequence, we may assume that tn converges to a point
t∗ ∈ ∂U .
Since for all t ∈ U , the boundary of the Siegel disk of ht centered at the origin passes
through the critical point 1, by the second assertion of Lemma 7.1, all critical points of
ht are uniformly bounded away from the origin. This implies that Z ∩ ∂U = ∅. We thus
have the following two subcases.
Subcase I. t∗ ∈ P . By Lemma 7.4 there is some h ∈ Qjα with 2 ≤ j < d such that
(14) |σk′,m′(g)| ≤ lim
n→∞
|σk′,m′(htn)| = |σk′,m′(h)| ≤ λ0(δ).
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Subcase II. t∗ ∈ S \ (Z ∪ P ). We thus have
(15) |σk′,m′(g)| ≤ |σk′,m′(ht∗)|.
We claim that ht∗ has exactly one more critical point on the boundary of the Siegel disk,
that is, there are d − l − 1 critical points on ∂Dt∗ . To see this, first note that all the
d − l − 2 critical points cn1 , · · · , cnd−l−3, 1 belong to ∂Dtn for all n. Since tn → t∗ and
the boundary of the Siegel disk moves continuously by Lemma 7.3, it follows that all the
d − l − 2 critical points c∗1, · · · , c∗d−l−3, 1 must belong to ∂Dt∗ also. If there is no more
critical point on ∂Dt∗ , then t
∗ ∈ Σ by the claim we proved above. Because Σ is open,
there exists an open disk neighborhood of t∗, say V ⊂ Σ. This contradicts the fact that
t∗ ∈ ∂U and that U is a connected component of Σ. So there must be at least one more
critical point in ∂Dt∗ . Since ht∗ has l attracting cycles which attract at least l critical
points, it follows that ∂Dt∗ contains exactly one more critical point. The claim has been
proved.
Now let us summarize the above two subcases in Step II. If the Subcase I happens,
the step II will be ended. If the Subcase II happens, we will have a polynomial map, say
gˆ ∈ Σdα, having one more critical point on the boundary of the Siegel disk and l attracting
cycles each of which attracts exactly one of the other critical points, and moreover, gˆ
satisfies (15), that is,
(16) |σk′,m′(g)| ≤ |σk′,m′(gˆ)|.
Now applying Key Lemma 2 to gˆ, we get g˜ ∈ Σdα, which can be arbitrarily close to gˆ such
that all the critical points of g˜, which belong to the boundary of the Siegel disk, satisfy
orbit relations, that is, g˜ki(1) = c˜i for 1 ≤ i ≤ d− l− 2; and moreover, g˜ has l attracting
cycles with the same multipliers as those of gˆ. Because g˜ can be arbitrarily close to gˆ,
we may assume that |σk′,m′(gˆ)| < |σk′,m′(g˜)|+ ǫ, and thus by (65) we have
(17) |σk′,m′(g)| < |σk′,m′(g˜)|+ ǫ.
Note that g˜ has l attracting cycles and d− l − 1 critical points, including the critical
point 1, on the boundary of the Siegel disk. Now we repeat the above process for the
polynomial map g˜ from the beginning of the Step II. Since each time the number of the
critical points on the boundary of the Siegel disk is increased by one, after at most d− 2
steps, we can either have the Subcase I and get an inequality like (14), and therefore by
(17) and the induction hypothesis we have
(18) |σk′,m′(g)| < |λ0(δ)|+ (d− 2)ǫ,
or after (d− 2) steps we finally get a polynomial map h ∈ Πdα such that
(19) |σk′,m′(g)| < |σk′,m′(h)|+ (d− 2)ǫ ≤ λ1(δ) + (d− 2)ǫ.
Note that we use the fact that k′ −m′ = k −m and therfore
|e2πik′α − e2πim′α| = |e2πikα − e2πimα| < δ
and thus |σk′,m′(h)| ≤ λ1(δ) by Key Lemma 1.
From (8), (12), (13), (18) and (19) we have in all the cases
(20) |σk,m(f)| ≤ L · (L · (· · · (L ·max{λ0(δ), λ1(δ)}+ ǫ) + · · · ) + ǫ) + ǫ,
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where the number of the recursive steps is 2d times. Since ǫ > 0 is arbitrary, by letting
ǫ→ 0, we have
|σk,m(f)| ≤ L2d ·max{λ0(δ), λ1(δ)}.
Using the same argument and replacing the maximal principle by the minimal principle
(cf. Remark 2.1), we get
|σk,m(f)| ≥ L−2d ·min{η0(δ), η1(δ)}.
Now define λ, η : (0, 2]→ (0,+∞) by setting
λ(x) = L2d ·max{λ0(x), λ1(x)} and η(x) = L−2d ·min{η0(x), η1(x)}.
The Reduced Main Theorem follows.
3. Proof of the Main Theorem
Let F : C→ C be a continuous map. For any pair of integers k > m ≥ 0, let
(21) σk,m(F ) = F
k(1)− Fm(1).
Suppose λ, η : (0, 2]→ R+ are a pair of positive functions such that
(22) lim
δ→0+
λ(δ) = lim
δ→0+
η(δ) = 0.
Lemma 3.1. Let 0 < θ < 1 be an irrational number. Suppose for any pair of integers
k > m ≥ 0 and any pair of positive numbers 0 < δ′ < δ satisfying
δ′ < |e2kπiθ − e2mπiθ| < δ,
we have
η(δ′) ≤ |σk,m(F )| ≤ λ(δ).
Then
Γ = {F k(1)}∞k=0
is a Jordan curve. Moreover, F : Γ → Γ is a topological circle homeomorphism with
rotation number θ.
Proof. Let T denote the unit circle. Then X = {e2kπiθ}k≥0 is a dense subset of T. Define
a map φ : X → C by setting φ(e2kπiθ) = F k(1) for every k ≥ 0. Then φ : X → C is
uniformly continuous by assumption. Thus φ can be uniquely extended to a continuous
map from T to C. Let us still denote the map by φ. We claim that φ is injective.
Let us prove it by contradiction. Assume that φ(x) = φ(y) for some x 6= y ∈ T. Let
δ′ = 12 |x − y|. Since X is dense in T and φ : T → C is continuous, we have two integers
k > m ≥ 0 such that
(1) |e2kπiθ − x| < |x− y|/4,
(2) |e2mπiθ − y| < |x− y|/4,
(3) |φ(e2kπiθ)− φ(x)| < η(δ′)/2,
(4) |φ(e2mπiθ)− φ(y)| < η(δ′)/2.
From (1) and (2) we have |e2kπiθ − e2mπiθ| > |x − y|/2 = δ′. From the assumption,
we have |φ(e2kπiθ) − φ(e2mπiθ)| > η(δ′). But from (3), (4) and φ(x) = φ(y), we have
|φ(e2kπiθ) − φ(e2mπiθ)| < η(δ′). This is a contradiction. This implies that φ : T → C is
injective. Thus
{F k(1)}∞k=0 = φ(X) = φ(T)
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is a Jordan curve. This proves the first assertion.
To prove the second assertion, note that
F ◦ φ = φ ◦Rθ
holds on X . Since X is dense on T and F ◦ φ, φ ◦ Rθ : T → C are both continuous, the
above equation holds on T. Since φ is injective on T, it follows that
φ−1 ◦ F ◦ φ = Rθ
holds on T. This proves the second assertion.

Let us now prove the Main Theorem. Let QN and Q be the Siegel polynomial maps in
(2). Let DN and D be respectively the Siegel disks of QN and Q centered at the origin.
Let λ, η : (0, 2] → R+ be the pair of positive functions in the Reduced Main Theorem.
Since QN converges to Q uniformly in any compact set of the plane, it follows for any
pair of integers k > m ≥ 0, σk,m(QN ) converges to σk,m(Q). Since θN → θ, thus for any
pair of integers k > m ≥ 0, if
δ′ < |e2kπiθ − e2mπiθ| < δ
for some 0 < δ′ < δ ≤ 2, then
δ′ < |e2kπiθN − e2mπiθN | < δ
for all N large enough. By the Reduced Main Theorem, we thus have
(23) η(δ′) ≤ |σk,m(QN )| ≤ λ(δ)
for all N large enough. Since σk,m(QN) converges to σk,m(Q) as N →∞, we have
(24) η(δ′) ≤ |σk,m(Q)| ≤ λ(δ).
By the first assertion of Lemma 3.1, Γ = {Qk(1)}k≥0 is a Jordan curve which contains
the critical point 1. By the second assertion of Lemma 3.1, Q : Γ → Γ is topologically
conjugate to the rigid rotation Rθ. This implies that Γ bounds a Siegel disk of rotation
number θ. It remains to show Γ = ∂D, i.e., the Siegel disk bounded by Γ is the one
which is centered at origin. It suffices to prove that the origin is contained in the interior
of Γ. The proof is as follows.
First note that Q(0) = 0 and 0 /∈ Γ. Let ǫ > 0 such that |z| > ǫ for all z ∈ Γ. Now
for a large integer L we parameterize ∂DN and Γ as φN : T → ∂DN and φ : T → Γ
respectively such that φN (e
2kπiθN ) = QkN (1) and φ(e
2kπiθ) = Qk(1) for 0 ≤ k ≤ L. Since
∂DN = {QkN (1)}k≥0 and Γ = {Qk(1)}k≥0, from (23), (24), QN → Q and limλ(δ) → 0
as δ → 0+, by taking L large enough we can make sure that
(25) |φN (t)− φ(t)| < ǫ
2
, ∀t ∈ T
holds for all N large enough. This implies that the homotopy
Hs(t) = sφN (t) + (1− s)φ(t), 0 ≤ s ≤ 1
between φN and φ does not cross the origin. It follows that the winding number of Γ
around the origin is equal to the winding number of ∂DN around the origin, which is
equal to 1. Thus the origin belongs to the interior of Γ. This implies Γ = ∂D. The first
assertion of the Main Theorem follows.
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Now let θ ∈ ΘC for some C > 0 and d ≥ 3 be fixed. Let us prove the boundary of the
Siegel disks depend continuously on the polynomial maps. To see this, let
P (z) = e2πiθ(z) + a1z + · · ·+ adzd
and
PN (z) = e
2πiθz + aN1 z + · · · aNd zd
such that for every 1 ≤ i ≤ d, aNi → ai as N → ∞. Let DN and D denote respectively
the Siegel disks of PN and P which are centered at origin. It suffices to prove that ∂DN
and D can be parameterized as φN : T → ∂DN and φ : T → ∂D respectively such that
φN (t) converges to φ(t) uniformly in t ∈ T. Note that all the critical sets of PN are
contained in a neighborhood of that of P and is thus bounded. Suppose ∂DN contains
a critical point cN of PN . By taking a subsequence we may assume that cN → c where
c is a critical point of P . Now consider polynomial maps QN and Q defined by
QN (z) = c
−1
N PN (cNz) and Q(z) = c
−1P (cz).
Then QN → Q as N → ∞. Since cN → c 6= 0, we may assume that PN = QN and
P = Q. Let η, λ : [0, 2) → R+ be the two functions in the Reduced Main Theorem.
Then (23) and (24) still hold for QN and Q in this case. Now for any ǫ > 0, using the
same argument as in the proof of (25) we can parameterize ∂DN and D respectively as
φN : T→ ∂DN and φ : T→ ∂D such that
|φN (t)− φ(t)| < ǫ
2
, ∀t ∈ T
holds for all N large enough. This completes the proof of the Main Theorem.
4. Proof of Key Lemma 1
4.1. Uniform real bounds. In this subsection we introduce Herman-Swiatek’s real
bounds on critical circle mappings which will be essentially used in this work. Our
presentation follows [24]. For more details in this aspect, the reader may refer to [6],
[10],[17] and [24].
Let us identify the unit circle with T = R/Z and give T the induced orientation. Let
f : T→ T be a homeomorphism. Let (a, b, c, d) be a quadruple with a < b < c < d < a+1.
Define the cross-ratio
[a, b, c, d] =
b− a
c− a
d− c
d− b
and the cross-ratio distortion
D(a, b, c, d, f) =
[f(a), f(b), f(c), f(d)]
[a, b, c, d]
.
Let d ≥ 2 be an integer. Let
(26) Hd =
{
g(z) = λzd
d−1∏
i=1
1− aiz
z − ai , 0 < |ai| < 1, g|T is a homeomorphism}.
Lemma 4.1 (Herman, [17], see also [6]). There is a 0 < C(d) < ∞ depending only
on d such that for any g ∈ Hd, any integer m ≥ 1 and any finite family of quadruples
(ai, bi, ci, di), 1 ≤ i ≤ n, if
sup
x∈T
#{(ai, di) | x ∈ (ai, di)} ≤ m,
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then
n∏
i=1
D(ai, bi, ci, di, f) < C(d)
m.
Lemma 4.2 (Uniform power law). There exist constants ν, C′ > 1 such that for any
g ∈ Hd, if c ∈ T is a critical point of g, then for any x, y ∈ T with |x − c| ≤ |y − c|, we
have ∣∣∣∣g(x)− g(c)g(y)− g(c)
∣∣∣∣ ≤ C′ · ∣∣∣∣x− cy − c
∣∣∣∣ν .
Proof. Since Hd is compact, it suffices to prove the lemma in the case that y and x are
both close to c. Let I and J denote respectively the smaller arc intervals which connect
y to c, and x to c. Then |J | ≤ |I| by assumption. By Lemma 15 of [17], there exists
an open neighborhood of T depending only on d on which Hd is a normal family. Thus
there exist 0 < m < M and an 0 < r < 1 which depend only on d such that for any
g ∈ Hd there exists an open neighborhood U of T which contains {z | 1− r < |z| < 1+ r}
and a holomorphic function φ defined on U such that
g′(z) = φ(z) · (z − c)l ·
∏
i∈Λ
(z − ci)li ·
∏
i∈Θ
(z − ci)li
where
1. m ≤ |φ(z)| ≤M for all z ∈ U ,
2. {c} ∪ {ci, i ∈ Λ ∪Θ} = {z ∈ U | g′(z) = 0},
3. dist(ci, c) ≥ 2|I| for all i ∈ Λ and dist(ci, c) < 2|I| for all i ∈ Θ.
Note that except 0 and ∞ g has 2(d− 1) critical points, counting by multiplicities. So
there exist constants 0 < κ(d), η(d) < 1 depending only on d and a sub-interval I1 ⊂ I
such that
i. |I1| > η(d) · |I|,
ii. dist(c, I1) > η(d) · |I|,
iii. for any i ∈ Θ, dist(ci, I1) > κ(d) · |I|.
For any i ∈ Θ and z ∈ J , it is clear that dist(ci, z) ≤ dist(ci, c) + dist(c, z). Since
dist(ci, c) < 2|I| and dist(c, z) ≤ |J | ≤ |I|, we have
(27) sup
z∈J
dist(ci, z) < 3|I|.
For any i ∈ Λ and z ∈ J , it is clear that dist(ci, z) ≤ dist(ci, I1) + dist(z, I1) + |I1|.
This, together with dist(z, I1) ≤ dist(z, c) + dist(c, I1) ≤ |J |+ |I| ≤ 2|I| and
dist(ci, I1) ≥ dist(ci, c)−max
z∈I1
dist(c, z) > dist(ci, c)− |I| ≥ |I|,
impliest that for i ∈ Λ,
(28) sup
z∈J
dist(ci, z) < dist(ci, I1)+sup
z∈J
dist(z, I1)+|I1| < dist(ci, I1)+3|I| < 4dist(ci, I1).
Now from the intermediate value theorem we have ξ ∈ I1 and ζ ∈ J such that
|g(I)| ≥ |g(I1)| = |g′(ξ)| · |I1| = |φ(ξ)| · |ξ − c|l ·
∏
i∈Λ
|ξ − ci|li ·
∏
i∈Θ
|ξ − ci|li · |I1|,
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and
|g(J)| = |g′(ζ)| · |J | = |φ(ζ)| · |ζ − c|l ·
∏
i∈Λ
|ζ − ci|li ·
∏
i∈Θ
|ζ − ci|li · |J |.
Since g is of degree of 2d − 1 we have ∑i∈Λ li ≤ 2d− 2 and ∑i∈Θ li ≤ 2d− 2. This,
together with (i-iii) and (27-28), implies
|g(J)|
|g(I)| ≤
M
m
· |J |
l+1
η(d)l+1 · |I|l+1 · 4
2d−2 ·
(
3
κ(d)
)2d−2
.
Since 2 ≤ l ≤ 2d− 2 the lemma follows by taking ν = 3 and
C′ =
M · 44d−4
m · η(d)2d−1 · κ(d)2d−2 .

Let B ∈ Hd such that the rotation number of B|T : T → T is an irrational number
and the point 1 is a critical point of B. It is necessary that the local degree of B at
1 is odd and not less than 3. Let pn/qn, n ≥ 0, denote the convergents of the rotation
number. Let xi denote the point in T such that B
i(xi) = 1. Let
In = [1, xqn ] and In+1 = [1, xqn+1 ].
Let Iin, i ≥ 0, denote the subintervals of T such that Bi(Iin) = In. Then the collections
of the intervals
(29) Πn(B) = {Iin, 0 ≤ i ≤ qn+1 − 1; Iin+1, 0 ≤ i ≤ qn − 1}
form a partition of T. We call Πn(B) the dynamical partition of level n. For K > 1 and
I, J ⊂ T, we say I and J are K-commensurable if |J |/K < |I| < K|J |.
Theorem 4.1 (Herman-Swiatek’s uniform real bounds). There is a 1 < C(d) < ∞
depending only on d such that for any B ∈ Hd with an irrational rotation number and a
critical point at 1, we have
1. for any x ∈ T and all n ≥ 1 the two intervals [x,Bqn(x)] and [x,B−qn(x)] are
C(d)-commensurable,
2. for all n ≥ 1, any two adjacent intervals in the dynamical partition of level n are
C(d)-commensurable.
Proof. The first assertion is implied by Proposition 3.3 of [24]. The second assertion
is implied by Proposition 3.3, and Theorem 3.5 of [24]. We only need to notice that
the constants guaranteed by Proposition 3.3 and Theorem 3.5 of [24] depend only on the
constants C,C′ and ν in the two assumptions of the Hypothesis 1 of [24]. By Lemmas 4.1
and 4.2, we can take these three constants depending only on d so that the Hypothesis
1 of [24] is satisfied. 
Remark 4.1. Since each interval in Πn+2 is a proper sub-interval of some interval in
Πn, from Theorem 4.1, it follows that there exist λ(d) > 0 and 0 < δ(d) < 1 depending
only on d such that for any B ∈ Hd with irrational rotation number and a critical point
at 1, we have |I| < λ(d) · δ(d)n for all n ≥ 1 and all intervals I in Πn(B). Since any
interval [x,Bqn(x)] is contained in the union of two adjacent intervals in Πn−1(B), by
taking λ(d) > 0 larger, we may always have |[x,Bqn(x)]| < λ(d) · δ(d)n.
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4.2. The family Sαd . Let 0 < α < 1 be an irrational number and d ≥ 2 be an integer.
Let Γ be a Jordan curve. Suppose f : Γ→ Γ is a homeomorphism which is conjugate to
the rigid rotation Rα : T → T, that is, there exists a homeomorphism φ : Γ → T such
that
f = φ−1 ◦Rα ◦ φ.
For any two points x, y ∈ Γ we define the dynamical angle between x and y to be the
angle between φ(x) and φ(y) anticlockwise.
Lemma 4.3. For any tuple (α1, · · · , αd−1) with 0 ≤ αi < 2π and
∑d−1
i=1 αi = 2π, there
exists a B ∈ Hd such that
1. there are exactly d− 1 critical points c1 = 1, c2, · · · , cd−1 in T, ordered anticlock-
wise and counted by multiplicities,
2. the dynamical angle from ci to ci+1 anticlockwise is αi for 1 ≤ i ≤ d − 1 (we
identify c1 with cd),
3. the rotation number of B|T : T→ T is α.
Proof. We will construct such B in the proof of Theorem 2.1, cf. §6. 
Let Sαd ⊂ Hd denote the class of all the Blaschke products guaranteed by Lemma 4.3.
In §6, we shall see that for any α ∈ ΘbC , each f ∈ Πdα is uniquely determined by the
group of angles (α1, · · · , αd−1) formed by the d−1 critical points on the boundary of the
Siegel disk. Thus for any f ∈ Πdα, we can find a B ∈ Sαd such that f is obtained through
a qc surgery on B.
4.3. Uniform saddle node geometry. Most of the arguments and ideas in this sub-
section are adapted from [10] and [27]. The difference is that in [10] and [27], the critical
circle mappings have only one critical point in T, and here the maps B ∈ Sαd may have
several critical points in T.
Let α ∈ ΘbC and B ∈ Sαd . Then there is a circle homeomorphism h : T→ T such that
B|T = h−1 ◦Rα ◦ h.
The aim of this subsection is to show that the conjugation map h exhibits a uniform
saddle node geometry which depends only on d and C.
Let us recall some notations first. For i ≥ 0, let xi ∈ T denote the point such that
Bi(xi) = 1. For n ≥ 0, let pn/qn denote the n-th convergent of α and Πn(B) denote the
collection of intervals in the dynamical partition of level n, cf. (29). Now for each n ≥ 0,
define
Qn = {xi | 0 ≤ i < qn}.
Then Q0 = {1}. The following proposition is summarized from §6.1 of [27]. Note that
in [27] the circle homeomorphism is induced by the Douady-Ghys Blaschke model which
contains exactly one (double) critical point at 1. Since Proposition 4.1 only involves the
combinatorial information about the rotation number and is independent of the number
of the critical points in T, it still holds for B ∈ Sαd .
Proposition 4.1 (cf. §6.1 of [27]). Let 0 ≤ j < k < qn. Then xj and xk are adjacent
in Qn if and only if k = j + qn−1 and 0 ≤ j < qn − qn−1, or k = j + qn − qn−1 and
0 ≤ j < qn−1. In the former case we have
(30) [xk, xj ] ∩Qn+1 = {xk, xk+qn , xk+2qn , · · · , xk+(an+1−1)qn , xj},
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and in the later case we have
(31) [xj , xk] ∩ Qn+1 = {xj , xj+qn , xj+2qn , · · · , xj+an+1qn , xk}.
Moreover, each interval in T \ Qn either is a single interval in Πn−1(B), or is the union
of two adjacent intervals in Πn−1(B). In particular, any two adjacent intervals in T \Qn
are K-commensurable with K > 1 being some constant depending only on d.
The last assertion of Proposition 4.1 is implied by the second assertion of Lemma 4.1
that any two adjacent intervals in Πn−1(B) are C(d)-commensurable with C(d) > 1
being some constant depending only on d.
When d = 2, B is exactly the Douady-Ghys Blaschke model considered in [27]. In
this case the point 1 is the unique critical point of B in T. It is clear that in this case
for every interval component I of T \ Qn, the map
Bqn : I → Bqn(I)
is a diffeomorphism.
For d > 2, any B ∈ Sαd has (d−1) critical points in T, counting by multiplicities. If all
these critical points collide into one critical point at 1, then for any interval component
I of T \ Qn, the map Bqn : I → Bqn(I) is still a diffeomorphism. Otherwise, there are
1 ≤ d′ ≤ d− 2 distinct critical points other than 1. Let us denote them by ci, 1 ≤ i ≤ d′
and denote 1 by c0. For any integer k ≥ 0, let cki ∈ T denote the point such that
Bk(cki ) = ci. Let
Qin = {cki | 0 ≤ k < qn}, 0 ≤ i ≤ d′, n ≥ 1.
Then Q0n = Qn = {xi | 0 ≤ i < qn}.
Lemma 4.4. Let n ≥ 1. Then for each 1 ≤ i ≤ d′, we have
1. in the case that k = j+qn−1 and 0 ≤ j < qn−qn−1, the interval (xk, xj) contains
at most one point in Qin,
2. in the case that k = j+qn−qn−1 and 0 ≤ j < qn−1, the interval (xj , xk) contains
at most two points in Qin.
Proof. Fix an 1 ≤ i ≤ d′. By replacing Qn by Qin in Proposition 4.1, it follows that
each component of T \ Qin either has the form (cmi , cli), where m = l + qn−1 and 0 ≤ l <
qn − qn−1, or has the form (cli, cmi ) where m = l + qn − qn−1 and 0 ≤ l < qn−1.
Suppose k = j + qn−1 and 0 ≤ j < qn − qn−1. By the property of closest returns,
(xk, xj) can not contain any interval either of the form [c
m
i , c
l
i] with m = l + qn−1 and
0 ≤ l < qn − qn−1, or of the form [cli, cmi ] with m = l + qn − qn−1 and 0 ≤ l < qn−1. It
follows that (xk, xj) contains at most one point in Qin. This proves the first assertion.
Suppose k = j + qn − qn−1 and 0 ≤ j < qn−1. Again by the property of closest
returns, the interval (xj , xk) can contain at most one interval of the form [c
m
i , c
l
i] with
m = l + qn−1 and 0 ≤ l ≤ qn − qn−1 and can not contain any interval with the form
[cli, c
m
i ] with m = l + qn − qn−1 and 0 ≤ l < qn−1. It follows that (xj , xk) can contain at
most two points in Qin. This proves the second assertion. 
Let I be an interval component of T\Qn. By Proposition 4.1 the points in Qn+1 divide
I into finitely many sub-intervals and any two such sub-intervals are K-commensurable
for some constant K > 1 depending only on d. When the number of such sub-intervals
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are large, however, the ones which lie in the middle position are very small compared to
the ones near the end. This is the so called “saddle-node” geometry. More precisely,
Lemma 4.5 (cf. Theorem 6.6 of [27]). Suppose d = 2, that is, B|T has only one double
critical point at 1. Then there is a universal constant K > 1 such that for any interval
component I of T \ Qn, if the points in Qn+1 divide I into sub-intervals
I1, · · · , Im,
then we have
1
K
· |I|
min{k,m− k + 1}2 < |Ik| < K ·
|I|
min{k,m− k + 1}2
Now suppose d > 2 and α ∈ ΘbC . Let B ∈ Sαd . Suppose B|T has at least one critical
point other than 1, that is, d′ ≥ 1. In the case that all the critical points of B|T collapse
into one single point at 1, that is, d′ = 0, the above lemma still holds for some constant
K > 1 depending only on d. This can be derived by taking the limit in the following
lemma.
Lemma 4.6 (Uniform Saddle Node Geometry). There is a K > 1 depending only on d
such that the following holds. Suppose B ∈ Sαd such that B has d′ ≥ 1 distinct critical
points in T other than the critical point 1. Then for any component I of T \ Qn, if J is
a component of
I \
d′⋃
i=1
Qin
which contains at least one interval component of I \ Qn+1, we have
(32)
1
K
· |I| < |J | ≤ |I|.
Moreover, if
J1, · · · , Jm
denote all the interval components of I \ Qn+1 contained in J , labeled by order, then we
have
(33)
1
K
· |J |
min{k,m− k + 1}2 < |Jk| < K ·
|J |
min{k,m− k + 1}2 .
As in the proof of Lemma 4.5 (cf. [10]), the basic tool used in our proof of Lemma 4.6
is Yoccoz’s almost parabolic lemma. Before we state this lemma let us introduce a
terminology first. Let n be a positive integer and I1, · · · , In be consecutive intervals
on the line or circle. According to [10], by an almost parabolic map of length n and
fundamental domains I1, · · · , In, we mean a negative-Schwarzian diffeomorphism
f : I1 ∪ · · · In → I2 ∪ · · · ∪ In+1
such that f(Ij) = Ij+1. The basic geometric estimate on almost parabolic maps is
Lemma 4.7 (Yoccoz’s almost parabolic lemma, cf. [10]). Suppose that I =
⋃n
i=1 Ii
and f : I → f(I) is an almost parabolic map of length n with fundamental domains
Ij , 1 ≤ j ≤ n. If |I1| ≥ σ · |I| and |In| ≥ σ · |I| for some σ > 0, then
1
Cσ
|I|
min{j, n− j + 1}2 ≤ |Ij | ≤ Cσ
|I|
min{j, n− j + 1}2
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where Cσ > 1 is a constant depending only on σ.
Let us begin the proof of Lemma 4.6. The first assertion of Lemma 4.6 is implied by
the following lemma. Recall that Q0n = Qn.
Lemma 4.8. Let I and J be the intervals in Lemma 4.6. Then for any interval compo-
nent S of I \ Qn+1, if
S ∩
d′⋃
i=0
Qin 6= ∅,
then |S| > |I|/K where K > 1 is some constant depending only on d.
Proof. The argument is standard. By Proposition 4.1 we have two cases: either I =
(xk, xj) where k = j+qn−1 and 0 ≤ j < qn−qn−1, or I = (xj , xk) where k = j+qn−qn−1
and 0 ≤ j < qn−1. In the first case, by (30) S either has the form (xk+lqn , xk+(l+1)qn)
for some 0 ≤ l ≤ an+1 − 2, or has the form (xk+(an+1−1)qn , xj). In the second case, by
(31) S either has the form (xj+lqn , xj+(l+1)qn ) for some 0 ≤ l ≤ an+1− 1 or has the form
(xj+an+1qn , xk). Since the proofs of all these four subcases are similar to each other, let
us only deal with the first subcase. With very minor changes of the argument, the reader
shall easily prove the remaining three subcases.
Now let us suppose I = (xk, xj) where k = j + qn−1 and 0 ≤ j < qn − qn−1 and
S = (xk+lqn , xk+(l+1)qn ) for some 0 ≤ l ≤ an+1 − 2. Since S ∩
⋃d′
i=0Qin 6= ∅, there is a
least integer 0 ≤ t ≤ qn − 1 and a point x ∈ S such that Bt(x) = ci for some 0 ≤ i ≤ d′.
For k ≥ 0, recall that cki denote the point in T such that Bk(cki ) = ci.
Consider the following two group of intervals
I. [ci, c
qn
i ], [c
qn
i , c
qn−qn−1
i ], [c
qn−qn−1
i , c
qn−2qn−1
i ]
and
II. [c
2qn−1
i , c
qn−1
i ], [c
qn−1
i , ci], [ci, c
qn
i ].
In the case that qn = qn−2 + qn−1, we replace the last interval in the first group by
[c
qn−2
i , c
qn−2+qn
i ]. These intervals belong to the collection of the intervals of the dynam-
ical partition of level n − 1 with respect to the critical point ci, and moreover, they
are adjacent to each other. By Theorem 4.1, these intervals are C(d)-commensurable
with C(d) > 1 being some constant depending only on d. Thus the cross ratios of both
(ci, c
qn
i , c
qn−qn−1
i , c
qn−2qn−1
i ) and (c
2qn−1
i , c
qn−1
i , ci, c
qn
i ) have a lower bound κ(d) > 0 de-
pending only on d. Pull back the two group of intervals by B−t. We get the following
two group of intervals
I′. [x,B−qn(x)], [B−qn (x), B−qn+qn−1(x)], [B−qn+qn−1(x), B−qn+2qn−1(x)]
and
II′. [B−2qn−1(x), B−qn−1(x)], [B−qn−1 (x), x], [x,B−qn (x)].
Since 0 ≤ t < qn, the pull backs of each interval in I and II by Bi, i = 0, 1, · · · , t, are
disjoint. Thus the intersection multiplicity of the pull backs of each of the two groups is
not greater than 3. Now by Lemma 4.1, it follows that the cross ratios of both
(x,B−qn(x), B−qn+qn−1(x), B−qn+2qn−1(x))
and
(B−2qn−1(x), B−qn−1(x), x, B−qn (x))
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have a positive lower bound η(d) > 0 with η(d) > 0 being some constant depending only
on d. This then implies that
(34)
|[x,B−qn(x)]| > λ(d)·|[B−qn (x), B−qn+qn−1(x)]| and |[x,B−qn(x)]| > λ(d)·|[B−qn−1 (x), x]|
with λ(d) > 0 being some constant depending only on d.
By assumption we have I = (xk, xj) = (B
−qn−1(xj), xj) and x ∈ S ⊂ I. Thus we have
I ⊂ [B−qn−1(x), x] ∪ [x,B−qn(x)] ∪ [B−qn(x), B−qn+qn−1(x)].
This, together with (34), implies that
(35) |[x,B−qn(x)]| > λ(d)
2 + λ(d)
· |I|.
By assumption S = [xk+lqn , xk+(l+1)qn ]. By the first assertion of Theorem 4.1 we have
(36) [xk+(l+1)qn , xk+(l+2)qn ]| < C(d) · |[xk+lqn , xk+(l+1)qn ]| = C(d) · |S|
where C(d) > 1 is some constant depending only on d. Since x ∈ S = [xk+lqn , xk+(l+1)qn ],
we have
(37) [x,B−qn(x)] ⊂ S ∪ [xk+(l+1)qn , xk+(l+2)qn ].
From (35)-(37) we have
|S| > 1
1 + C(d)
· |[x,B−qn(x)]| > 1
1 + C(d)
· λ(d)
2 + λ(d)
· |I|.

Now let us prove the second assertion of Lemma 4.6. Let J1, · · · , Jm be the in-
tervals in Lemma 4.6. Since any two adjacent interval components in T \ Qn+1 are
K-commensurable for some 1 < K <∞ depending only on d, it suffices to assume that
m ≥ 4 and prove J3, · · · , Jm−1 satisfies the uniform saddle node geometry described by
(33). Let us consider the diffeomorphism
Bqn : J3 ∪ · · · ∪ Jm−1 → J2 ∪ · · · ∪ Jm−2.
From Lemma 4.7, we need only to check two conditions. The first one is to show that the
two boundary sub-intervals, that is, J3 and Jm−1, are uniformly commensurable with the
whole interval J3∪· · ·∪Jm−1. The second one is to show that Bqn has negative Schwarze
derivative on J3 ∪ · · · Jm−1. Since J ⊃ J3 ∪ · · · ∪Jm−1 ⊃ J3 ∪Jm−1, the following lemma
implies the first condition.
Lemma 4.9. There exists a σ > 0 depending only on d such that |J3| > σ · |J | and
|Jm−1| > σ · |J |.
Proof. Let us prove the first inequality only. The second one can be proved by the same
argument. Since J1, J2 and J3 are interval components in T\Qn+1 and adjacent to each
other, J3 is K-commensurable with J1 for some 1 < K < ∞ depending only on d. It
suffices to prove that |J1| > σ|J | for some σ > 0 depending only on d. There are two
cases. In the first case J1 has a common boundary point with J . Then the boundary
point must be a point in
⋃d′
i=0Qin. By Lemma 4.8, we have |J1| > |I|/K > |J |/K
for some K > 1 depending only on d. In the second case, J1 is adjacent to an interval
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component of I\Qn+1, say S, which contains a boundary point of J . Again this boundary
point must be a point in
⋃d′
i=0Qin. Then we get |J1| > |S|/K by Proposition 4.1 and
get |S| > |I|/K > |J |/K by Lemma 4.8 where K > 1 is some constant depending only
on d. This implies that |J1| > |J |/K2. The same argument can be used to prove that
|Jm−1| > σ · |J | for some σ > 0 depending only on d. This proves the lemma. 
It remains to prove that Bqn has negative Schwarz derivative on J3 ∪ · · · ∪ Jm−1.
Here when we talk about the Schwarz derivatives of the iterations of B, we regard T
as R/Z and B : T → T as its lift B˜ : R → R and regard the intervals Ji in T as its
lift J˜i in R. In this way, B is real analytic in a strip neighborhood of R, and moreover,
B(x + 1) = B(x) + 1. To simplify the notation we still use B and Ji to denote these
objects.
Lemma 4.10. There is an M > 1 depending only on d such that for any x and y in
J3 ∪ · · · ∪ Jm−1 and all 1 ≤ k ≤ qn, we have
M−1 <
DBk(x)
DBk(y)
< M.
Proof. It is known that the map Bqn : J2∪· · ·∪Jm → J1∪· · ·∪Jm−1 is a diffeomorphism.
That is to say, J1 ∪ · · · ∪ Jm−1 contains no critical values of Bqn in its interior. Since
J1 and Jm−1 are K-commensurable with J1 ∪ · · · ∪ Jm−1 with 1 < K < ∞ being a
constant depending only on d (cf. the proof of Lemma 4.9), there is a Jordan domain
U in the punctured plane C \ {0} such that U ∩ T = J1 ∪ · · ·Jm−1 and the modulus of
the annulus U \ J2 ∪ · · · ∪ Jm−2 has a positive lower bound depending only on d. Note
that U does not intersect the critical values of of Bqn . So B−qn can be holomorphically
extended to a univalent function on U which maps J1 ∪ · · · ∪ Jm−1 to J2 ∪ · · · ∪ Jm. Let
V be the component of B−qn(U) which contains J2 ∪ · · · ∪ Jm. Then the modulus of
V \ J3 ∪ · · · ∪ Jm−1 is equal to that of U \ J2 ∪ · · · ∪ Jm−2 and thus has a positive lower
bound depending only on d. It is clear that for every 1 ≤ k ≤ qn, the map Bk is univalent
in V . The lemma then follows from Koebe’s distortion theorem. 
Lemma 4.11. There is an N ≥ 1 such that for any α ∈ ΘbC, any B ∈ Sαd and every
n ≥ N , if Ji, 1 ≤ i ≤ m, are the intervals in Lemma 4.6, then S(Bqn)(z) < 0 for all
z ∈ J3 ∪ · · · ∪ Jm−1, where S(·) denotes the Schwarz derivative.
Proof. Let Hd be the family of Blaschke products defined in (26). Let Sd ⊂ Hd be the
subfamily which contains all B ∈ Hd such that all the critical points of B, except 0 and
∞, are contained in T. By the compactness property of Hd (cf. §15 of [?]), Sd is compact
in the sense that there exits an annular neighborhood H of T, such that any B in Sd is
holomorphic in H , and moreover, for any sequence {Bn} in Sd, there is a subsequence
{Bn′} and a B ∈ Sd such that Bn′ converge to B uniformly in any compact set of H .
Recall that each B ∈ Hd can be regarded as a holomorphic function defined in a strip
neighborhood of R such that B : R→ R is a homeomorphism and B(x+ 1) = B(x) + 1.
By the compactness property of Sd, there exists a ξ > 0 depending only on d such that
every B ∈ Sd is holomorphic in S = {x + iy | − ξ < y < ξ}. In particular, B′(x) is
a periodic function with period 1 and all the zeros of B′ are contained in the real line.
Since B′ is periodic and has at most d− 1 distinct zeros in each interval [x, x+1), there
is a 0 < κ < 1 depending only on d such that for each B ∈ Sd, we can find a t ∈ [0, 1)
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such that all zeros of B′ in [t−κ, t+1+κ] belong to (t, t+1). By symmetry the order of
B′ at each zero is even and is not less than two. Let c1, · · · , cd−1 denote all the zeros of
B′ in (t, t+ 1), counting by multiplicities, such that the order of B′ at each ci is exactly
two. Let U = {x+ iy | t− κ < x < t+ 1 + κ,−ξ < y < ξ}. For z ∈ U , let
B′(z) = g(z) ·
∏
1≤i≤d−1
(z − ci)2.
Then g is a holomorphic function defined in U . Let V = {x + iy | t − κ/2 < x <
t+ 1 + κ/2,−ξ/2 < y < ξ/2}. Since Sd is compact, it follows that there is a 0 < η < 1
depending only on d such that for all z ∈ V , we have
i. |g(z)| ≥ η,
ii. |g′(z)| < 1/η,
iii. |g′′(z)| < 1/η.
Let x ∈ (t− κ/2, t+ 1 + κ/2) and x 6= ci, 1 ≤ i ≤ d− 1. Let
P (x) =
∏
1≤i≤d−1
(x− ci).
Then B′(x) = P 2(x) · g(x). By direct calculations we have
B′′(x) = 2P (x)P ′(x)g(x) + P 2(x)g′(x)
= 2P 2(x)Σ(x)g(x) + P 2(x)g′(x) = P 2(x)(2Σ(x)g(x) + g′(x))
where
Σ(x) =
P ′(x)
P (x)
=
∑
1≤i≤d−1
1
x− ci ,
and
B′′′(x) = 2P 2(x)Σ(x)(2Σ(x)g(x) + g′(x)) + P 2(x)(−2σ(x)g(x) + 2Σ(x)g′(x) + g′′(x))
where
σ(x) = −Σ′(x) =
∑
1≤i≤d−1
1
|x− ci|2 .
Then
B′′′(x)
B′(x)
= 4Σ2(x) + 4Σ(x)
g′(x)
g(x)
− 2σ(x) + g
′′(x)
g(x)
and
B′′(x)
B′(x)
= 2Σ(x) +
g′(x)
g(x)
.
From
S(B)(x) =
B′′′(x)
B′(x)
− 3
2
(
B′′(x)
B′(x)
)2
,
we finally have
(38) S(B)(x) = −2Σ2(x) − 2Σ(x)g
′(x)
g(x)
− 2σ(x) + g
′′(x)
g(x)
− 3
2
(
g′(x)
g(x)
)2
.
Let ΩB = {ci, 1 ≤ i ≤ d− 1}. Recall that x ∈ (t− κ/2, t+ 1 + κ/2) and x /∈ ΩB. Let
δ = min
1≤i≤d−1
|x− ci| = dist(x,ΩB).
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We clearly have
1. −2Σ2(x) < 0,
2. −2σ(x) ≤ − 2δ2 .
From (i), (ii) and (iii) and the fact that 0 < η < 1 depends only on d, it follows that
there is an 0 < L <∞ depending only on d such that
3. | − 2Σ(x) g′(x)g(x) | ≤ Lδ ,
4. | g′′(x)g(x) − 32
( g′(x)
g(x)
)2| < L.
From (38) and the above properties (1-4) it follows that there is an 0 < ǫ < 1 depending
only on d such that whenever δ = dist(x,ΩB) < ǫ, one has
(39) S(B)(x) < − 1
dist2(x,ΩB)
.
Note that until now we have been assuming B ∈ Sd only. Now let us assume that
α ∈ ΘbC and B ∈ Sαd . As before, let pn/qn denote the n-th convergent of α. Let
L = J3 ∪ · · · ∪ Jm−1 and for i ≥ 0 let Li = Bi(L). Let x ∈ L be an arbitrary point. Let
us consider the sum
(40) S(Bqn)(x) · |L|2 =
qn−1∑
j=0
SB(Bj(x))(DBj(x))2 · |L|2.
By Lemma 4.10, it follows that
(41) K−11 · |Lj|2 < (DBj(x))2 · |L|2 < K1 · |Lj |2
where K1 > 1 is some constant depending only on d.
Let U0 = {x ∈ T | dist(x,ΩB) < ǫ} and V0 = {x ∈ T | dist(x,ΩB) > ǫ/2}. By
Remark 4.1 there is an N > 0 depending only on d and ǫ such that for any n ≥ N , any
B ∈ Sαd , the length of any interval [x,Bqn−1x] is less than ǫ/4. Since ǫ > 0 depends only
on d, such N eventually depends only on d. By Proposition 4.1 any component of T\Qn
is contained in some interval with the form [x,Bqn−1(x)] or [Bqn(x), x]∪ [x,Bqn−1 (x)] for
some x ∈ T. Since L is contained in some component of T \ Qn, it follows that L and
thus all Lj are contained in intervlas with the same form. This implies that for n > N ,
each Lj has length less than ǫ/2. Now from the definition of U0 and V0, it follows that
each Lj , 0 ≤ j < qn, is either contained in U0 or contained in V0. We split the sum in
(40) into Σ1 and Σ2: Σ1 is taken over all the terms such that Lj is contained in U0, and
Σ2 is taken over all the other terms.
By (39) all the terms in Σ1 are negative. Recall that in Lemma 4.6 the two boundary
points of J belong to
⋃d′
i=0Qin. By the definition of J , J1 = [z,B−qn(z)] for some
z ∈ T. Let J0 = [Bqn(z), z]. Then there exists a 0 ≤ j < qn and a critical point ci
of B such that either Bj(z) = ci or B
j(J0) contains ci. In either of the two cases,
by Theorem 4.1, both Bj(J0) and B
j(J1) are K(d)-commensurable with [ci, B
qn(ci)],
which is then K(d)-commensurable with both [ci, B
qn−1(ci)] and [ci, B
qn−1−qn(ci)]. By
Proposition 4.1 Lj is contained either in [ci, B
qn−1(ci)] or [ci, B
qn−1−qn(ci)]. We thus
have |Lj | ≤ K(d) · |Bj(J0)|. On the other hand, By Theorem 4.1, Bj(J1) is K(d)-
commensurable with Bj(J2), and B
j(J2) is K(d)-commensurable with B
j(J3). Here
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1 < K(d) < ∞ is some constant depending only on d. Since Bj(J3) ⊂ Lj , we finally
have
|Bj(J0)| ≍ |Bj(J1)| ≍ |Bj(J2)| ≍ |Lj |
where the implicit constants depend only on d. So for any x ∈ L,
dist(Bj(x),ΩB) ≤ dist(Bj(x), ci) ≤ |Bj(J0)|+ |Bj(J1)|+ |Bj(J2)|+ |Lj | < K2 · |Lj |
where K2 > 1 is some constant depending only on d. By Theorem 4.1 and by taking N
larger if necessary, we may assume that K2 · |Lj | < ǫ. Thus by (39) we have for such j,
S(B)(Bj(x)) < − 1
K22 · |Lj |2
.
Since all the terms in Σ1 are negative, it follows from (40) and (41) that
(42) Σ1 < − 1
K1K22
provided that n ≥ N .
On the other hand, for all x ∈ V0, by the compactness property of Sd, |SB(x)| < M
for some 0 < M <∞ depending only on d and ǫ. Since ǫ depends on d, such M depends
eventually on d. Since all Lj, 0 ≤ j < qn, are disjoint, we have
qn−1∑
j=0
|Lj | ≤ 2π.
By taking N larger if necessary, we can make sure that |Lj | < (2πMK21K22)−1 provided
that n ≥ N . Then for all n ≥ N , from (41) we have
(43) Σ2 < M
qn−1∑
j=0
K1|Lj |2 < MK1(2πMK21K22 )−1 ·
qn−1∑
j=0
|Lj | < 1
K1K22
.
Lemma 4.11 now follows from (42) and (43). 
Now apply Lemma 4.7 to the diffeomorphism Bqn : J3 ∪· · · ∪Jm−1 → J2 ∪· · · ∪Jm−2.
By Lemmas 4.9 and 4.11 it follows that the two conditions in Lemma 4.7 are satisfied.
The second assertion of Lemma 4.6 now follows from Lemma 4.7. This completes the
proof of Lemma 4.6.
4.4. Constructing qc homeomorphisms between polygons. In this subsection we
will introduce the key construction in the proof of Lemma 2.1. The basic idea comes
from [27], but due to the presence of more than one critical point in T, we need to deal
with some new difficulty in the construction, cf. Lemma 4.13.
Let α ∈ ΘC and B ∈ Sαd . As in [27] we will give two ways to divide ∆ into countably
many polygons, one for the circle homeomorphism B|T : T → T and the other for the
rigid rotation Rα : T → T. For each pair of corresponding polygons, we construct a qc
homeomorphism between them so that the restriction of the homeomorphism to each
edge of the polygon is linear. We then glue all these qc homeomorphisms along the edges
of the polygons and get a desired David homeomorphism H : ∆ → ∆. Compared with
the situation in [27], a slight difference arises here. For the Douady-Ghys’ Blaschke model
G used in [27], the bottom side of each polygon is a polyline satisfying the saddle-node
condition, while in our case, the bottom side of each polygon consists of several pieces
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of polylines each of which satisfies the saddle-node condition. The idea here is to find
an appropriate way to divide each polygon into finitely many subpolygons so that the
bottom side of each subpolygon is a polyline satisfying the saddle-node condition. The
following lemma, which is essentially Lemma 6.5 in [27], is the fundamental block in this
construction.
Lemma 4.12 (Yoccoz, cf. Theorem 6.5, [27]). Let P and Q be two unit squares. Let
X = {x1, x2, · · · , xm} and Y = {y1, y2, · · · , ym}
be two partitions of the two bottom sides of P and Q, respectively. Then P and Q become
into two polygons by adding the points in X and Y to the set of vertices of P and Q
respectively. Suppose the partition X satisfies the C0-bounded saddle-node condition for
some C0 > 1, that is,
1
C0
|x1 − xm|
min{i,m− i}2 ≤ |xi − xi+1| ≤ C0
|x1 − xm|
min{i,m− i}2 , 1 ≤ i ≤ m− 1,
and Y satisfies the C1-bounded linear condition for some C1 > 1, that is,
1
C1
· |y1 − ym|
m
≤ |yi − yi+1| ≤ C1 · |y1 − ym|
m
, 1 ≤ i ≤ m− 1.
Then there is a K-qc homeomorphism F : P → Q such that when restricted to the
corresponding edges, F is linear and
K < λ · (1 + (logm)2)
where λ > 1 is a constant depending only on C0 and C1.
The following lemma, which is a generalized version of Lemma 4.12, is the key of the
proof of Lemma 2.1.
Lemma 4.13. Let P and Q be two unit squares. Let
X = {x1, x2, · · · , xm} and Y = {y1, y2, · · · , ym}
be two partitions of the two bottom sides of P and Q, respectively. Then P and Q become
into two polygons by adding the points in X and Y to the set of vertices of P and Q
respectively. Let l ≥ 1.
Suppose the partition X consists of l pieces all of which satisfy the C0-bounded saddle-
node condition and are C0-commensurable with each other, with C0 > 1 being some
constant, that is,
1. there exist
1 = m0 < m1 < m2 < · · · < ml−1 < ml = m
such that mi+1 −mi ≥ 2 for all 0 ≤ i ≤ l − 1, and
|x1 − xm|/C0 ≤ |xmi−1 − xmi | ≤ |x1 − xm|, 1 ≤ i ≤ l,
and
2. for 0 ≤ i ≤ m− 1 and mi ≤ j < mi+1,
1
C0
· |xmi − xmi+1 |
min{j −mi + 1,mi+1 − j}2 ≤ |xj − xj+1| ≤ C0 ·
|xmi − xmi+1 |
min{j −mi + 1,mi+1 − j}2 .
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Suppose in addition that Y satisfies the C1-bounded linear condition for some C1 > 1,
that is,
1
C1
· |y1 − ym|
m
≤ |yj − yj+1| ≤ C1 · |y1 − ym|
m
, 1 ≤ j ≤ m− 1.
Then there is a K-qc homeomorphism F : P → Q such that when restricted to the
corresponding edges, F is a linear map and
K < λ · (1 + (logm)2)
where λ > 1 is a constant depending only on C0, C1 and l.
Proof. Let A and B denote the two vertices of the bottom side of P . Let A′ and B′
denote the two corresponding vertices of the bottom side of Q.
If l = 1, then the lemma is implied by Lemma 4.12.
Suppose l ≥ 2 and the lemma holds for l − 1. Let us prove the lemma for l. Let us
assume that m1 −m0 ≥ ml −ml−1(≥ 2). The case that m1 −m0 < ml −ml−1 can be
treated in a similar way. Let
n =
[
ml −m0
ml −ml−1
]
+ 16
where [ · ] denote the integer part of a number. Then n ≥ 18. Since ml −ml−1 ≥ 2, we
get n < m/2 + 16.
Claim: There exist K1, C2 > 1 depending only on C0, and K2, C3 > 1 depending only
on C1, and two group of points x
′
1, · · · , x′n and y′1, · · · , y′n, such that (see Figure 1 for an
illustration)
1. x′1 = x1 = A, x
′
n−3 = xml−1 , x
′
n = xml = B,
2. x′j lies in the interior of P for all 2 ≤ j ≤ n− 4 and j = n− 2, n− 1,
3. y′1 = y1 = A
′, y′n−3 = yml−1 , y
′
n = yml = B
′,
4. y′j lies in the interior of Q for all 2 ≤ j ≤ n− 4 and j = n− 2, n− 1,
and moreover, let L and L′ be respectively the two polylines connecting x′1, · · · , x′n, and
y′1, · · · , y′n in order, then
5. Let L1 be the part of L connecting A(= x
′
1) and xml−1(= x
′
n−3) and L2 be the
remaining part of L. There exist a polyline S between L1 and the straight seg-
ment [A, xml−1 ] which consists of three straight segments and connects A and
xml−1 such that the following properties hold. P is divided by L and S into
four polygons P1, P2, P3, P4, where P1 is the top one, P2 is the one at the
right-lower corner, P3 is the one bounded by S and L1, P4 is the one bounded
by S and [A, xml−1 ]. Moreover, for each i = 1, 2, 3, 4, there is a K1-qc homeo-
morphism φi mapping Pi to a polygon which is the standard unit square with
the bottom side consisting of either a single polyline or (l − 1) polylines satisfy-
ing the C2-bounded saddle-node condition. More precisely, for P1, L is mapped
to the bottom side which satisfies the C2-bounded saddle-node condition; for
P2, [xml−1 , B] is mapped to the bottom side which satisfies the C2-bounded
saddle-node condition; for P3, L1 is mapped to the bottom side which satisfies
C2-bounded saddle-node condition; for P4, [A, xml−1 ] is mapped to the bottom
side which consists of (l−1) polylines all of which satisfy C2-bounded saddle-node
condition and are C2-commensurable with each other. For each Pi, 1 ≤ i ≤ 4, the
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map φi is linear on each edge of Pi and maps each edge of Pi to the corresponding
edge of the polygon.
6. Let L′1 be the part of L
′ connecting A′(= y′1) and yml−1(= y
′
n−3) and L
′
2 be the
remaining part of L′. There exists a polyline S′ between L′1 and the straight
segment [A′, yml−1] which consists of three straight segments and connects A
′
and yml−1 such that the following properties hold. Q is divided by S
′ and L′
into four polygons Q1, Q2, Q3, Q4, where Q1 is the top one, Q2 is the one at the
right-lower corner, Q3 is the one bounded by S
′ and L′1, Q4 is the one bounded
by S′ and [A′, yml−1 ]. Moreover, for each i, there is a K2-qc homeomorphism
ψi mapping Qi to a polygon which is the standard square with the bottom side
satisfying C3-bounded linear condition. More precisely, for Q1, L
′ is mapped
to the bottom side satisfying C3-bounded linear condition, for Q2, [yml−1 , B
′]
is mapped to the bottom side satisfying C3-bounded linear condition, for Q3,
L′1 is mapped to the bottom side satisfying C3-bounded linear condition, for
Q4, [A
′, yml−1 ] is mapped to the bottom side which satisfies C3-bounded linear
condition. For each Qi, 1 ≤ i ≤ 4, the map ψi is linear on each edge of Qi and
maps each edge of Qi to the corresponding edge of the polygon.
Let us first prove Lemma 4.13 by assuming the Claim. It suffices to prove the lemma
in the case that m is large. Since n < m/2 + 16, we may assume that m > 32 such that
n < m. Our proof is by induction on l. When l = 1, the lemma follows by Lemma 4.12.
We assume that the lemma holds when the number of the polylines in the bottom side
of the unit square is not more than l. Then from (5) and (6) in the Claim and by the
induction assumption, there exists a C4 > 1 depending only on C0, C1, C2, C3, l and thus
only on C0, C1 and l (since C2 and C3 depend respectively on C0 and C1) such that for
each i = 1, 2, 3, 4, there is a K0-qc homeomorphism σi : φi(Pi)→ ψi(Qi) which satisfies
the following properties.
1. K0 < C4 · (1 + (logm)2),
2. each edge of φi(Pi) is linearly mapped to the corresponding edge of ψi(Qi).
Note that Pi is mapped to Qi by ψ
−1
i ◦σi◦φi such that each edge of Pi is linearly mapped
to the corresponding edge of Qi. Since φi is K1-qc and ψi is K2-qc, thus ψ
−1
i ◦ σi ◦ φi is
K1 ·K2 ·K0-qc. We can now glue the maps ψ−1i ◦ σi ◦ φi along the edges of Pi and get a
K-qc map F : P → Q with K = K1K2K0 < K1K2C4 · (1 + (logm)2). Since K1, K2 and
C4 depend eventually on C0, C1 and l, the lemma thus follows by assuming the Claim.
Now let us prove the Claim. Let us first describe how to choose the points x′i, i =
1, · · · , n. Let a = |[A, xml−1 ]| and b = |[xml−1 , B]|. Let x′1 = x1 = A, x′n−3 = xml−1 and
x′n = B. Let x
′
2 be the point in the interior of P such that |[x′1, x′2]| = a/2, and the angle
formed by [x′1, x
′
2] and [A,B] is π/3. Let x
′
n−4 be the point in the interior of P such that
|[x′n−4, x′n−3]|| = a/2 and the angle formed by [x′n−4, x′n−3]| and [xml−1 , A] is equal to
π/3. Then |[x′2, x′n−4]| = a/2. There is an obvious way to insert points x′3, · · · , x′n−5 in
the interior of [x′2, x
′
n−4] so that the horizontal polyline
[x′2, · · · , x′n−4]
satisfies Λ-bounded saddle-node condition with Λ > 1 being some universal constant.
Now let x′n−2 be the point in the interior of P such that |[x′n−3, x′n−2]| = b/2 and the
angle formed by [x′n−3, x
′
n−2] and [x
′
n−3, B] is π/3. Let x
′
n−1 be the point in the interior
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Figure 1. Divide P and Q into four polygons with one side satisfying
saddle-node and linear geometry respectively
of P such that |[x′n, x′n−1]| = b/2 and the angle formed by [x′n, x′n−1] and [B,A] is equal
to π/3. Then the length of the horizontal straight segment [x′n−2, x
′
n−1] is b/2.
Now let us describe how to construct the polyline S. Let s1 = A and s4 = xml−1 . Let
s2 be the point in the interior of P such that |[s1, s2]| = a/3 and the angle formed by
[s1, s2] and [A,B] is π/4. Let s3 be the point in the interior of P such that |[s4, s3]| = a/3
and the angle formed by [s4, s3] and [xml−1 , A] is π/4. Let S be the polyline which
connects s1, s2, s3 and s4 in order.
Let L1 be the part of L connecting x
′
1 and xml−1 and L2 be the remaining part of
L. Then from the construction we see that L and S divide P into four polygons Pi,
1 ≤ i ≤ 4: P1 is the top one; P2 is the one bounded by L2 and [xml−1 , B]; P3 is the one
bounded by L1 and S; and P4 is the one bounded by S and [A, xml−1 ]. Each of these
polygons has four sides, the three of which are straight segments and the last one is a
polyline. From the construction it is also clear that for P1, P2 and P3, the polyline side
satisfies the C′2-bounded saddle-node condition, and for P4, the polyline side consists of
l − 1 polylines all of which satisfy the C′2-bounded saddle-node condition and are C′2-
commensurable with the whole polyline side, where C′2 > 1 is some constant depending
only on C0. Again from the construction, the geometry of each Pi is bounded and relies
only on C0. This implies the existence of the constants K1 > 0 and C2 > 1 depending
only on C0 and the desired K1-qc homeomorphisms φi, i = 1, 2, 3, 4.
Let us now describe how to choose the points y′i, i = 1, · · · , n. Let a′ = |[A′, yml−1 ]|
and b′ = |[yml−1 , B′]|. Let y′1 = y1 = A′, y′n−3 = yml−1 and y′n = B′. Let n1 = [n/3] and
n2 = [2n/3]. Let y
′
n1 be the point in the interior of Q such that |[y′1, y′n1 ]| = a′/2, and the
angle formed by [y′1, y
′
n1 ] and [A
′, B′] is π/3. Let y′n2 be the point in the interior of Q such
that the length of [y′n2 , y
′
n−3]| is equal to a′/2 and the angle formed by [y′n2 , y′n−3]| and
[yml−1 , A
′] is equal to π/3. Then the straight segment [y′n1 , y
′
n2 ] has length a
′/2. Now we
insert points y′2, · · · , y′n1−1 in the interior of [y′1, y′n1 ], and insert points y′n1+1, · · · , y′n2−1
in the interior of [y′n1 , y
′
n2 ], and insert points y
′
n2+1, · · · , y′n−4 in the interior of [y′n2 , y′n−3],
POLYNOMIAL SIEGEL DISKS ARE TYPICALLY JORDAN DOMAINS 33
so that
|[y′i, y′i+1]| = |[y′1, y′n1 ]|/(n1 − 1), 1 ≤ i ≤ n1 − 1,
|[y′i, y′i+1]| = |[y′n1 , y′n2 ]|/(n2 − n1), n1 ≤ i ≤ n2 − 1,
and
|[y′i, y′i+1]| = |[y′n2 , y′n−3]|/(n− 3− n2), n2 ≤ i ≤ n− 4.
Now let y′n−2 be the point in the interior of Q such that |[y′n−3, y′n−2]| = b′/2 and the
angle formed by [y′n−3, y
′
n−2] and [y
′
n−3, B
′] is π/3. Let y′n−1 be the point in the interior
of Q such that |[y′n, y′n−1]| = b′/2 and the angle formed by [y′n, y′n−1] and [B′, A′] is equal
to π/3. Then the length of the horizontal straight segment [y′n−2, y
′
n−1] is b
′/2.
The construction of S′ is very similar to that of S. Let s′1 = A
′ and s′4 = yml−1 . Let
s′2 be the point in the interior of Q such that |[s′1, s′2]| = a′/3 and the angle formed by
[s′1, s
′
2] and [A
′, B′] is π/4. Let s′3 be the point in the interior of Q such that the length
of [s′3, s
′
4] is equal to a
′/3 and the angle formed by [s′4, s
′
3] and [yml−1 , A
′] is π/4. Let S′
be the polyline which connects s′1, s
′
2, s
′
3 and s
′
4 in order.
Let L′1 bet the part of L
′ connecting y′1(= A
′) and y′n−3(= yml−1) and L
′
2 be the
remaining part of L′. Then from the construction we see that L′ and S′ divide Q into
four polygons Qi, 1 ≤ i ≤ 4: Q1 is the top one; Q2 is the one bounded by L′2 and
[yml−1 , B
′]; Q3 is the one bounded by L
′
1 and S
′; and Q4 is the one bounded by S
′ and
[A′, yml−1 ]. Each of these polygons has four sides, the three of which are straight segments
and the last one is a polyline satisfying C′3-bounded linear condition with C
′
3 > 1 being
some constant depending only on C1. From the construction, it follows that the geometry
of each Qi is bounded relies only on C1. This implies the existence of constants K2 > 0
and C3 > 1 depending only on C1 and the desired K2-qc homeomorphisms.
This proves the Claim and the proof of the lemma is completed. 
4.5. Proof of Lemma 2.1. Let α ∈ ΘbC and f ∈ Πdα. Let Bf ∈ Sαd be the Blaschke
product which models f and Rα denote the rigid rotation given by z 7→ e2πiαz. Let
hf : T→ T be the circle homeomorphism such that Bf |T = h−1f ◦Rα ◦hf and hf (1) = 1.
The aim of this subsection is to construct a David extension Hf : ∆ → ∆ of hf which
satisfies the uniform integrability condition described in Lemma 2.1. The idea is the
same as the one used in [27]. Namely, we will construct two decompositions of the unit
disk into polygons, one for the circle homeomorphism B|T : T→ T, and the other for the
rigid rotation Rα : T → T. We then construct a qc homeomorphism from each polygon
in the first decomposition to the corresponding polygon in the second decomposition so
that when restricted to each edge of the polygon, the map is linear. The Hf is then
obtained by gluing all these qc homeomorphisms along the edges of the polygons. To
get the uniform integrability of µHf , we will replace Theorem 6.5 in [27] by Lemma 4.13.
Since the idea is generally the same as in §6 of [27], let us merely provide the outline of
the proof in the following.
First recall that xi ∈ T denotes the point such that f i(xi) = 1, and Qn = {xi
∣∣ 0 ≤
i < qn}. Let x′i ∈ T denote the point such that Riα(x′i) = 1 and Q′n = {x′i
∣∣ 0 ≤ i < qn}.
By Remark 4.1 there is an integer
(44) N0 ≥ 1
depending only on d such that for all n ≥ N0, if xi and xj are two adjacent points in Qn
and x′i and x
′
j are two adjacent points in Q′n, then d(xi, xj) < 1 and d(x′i, x′j) < 1.
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For each xi ∈ Qn, let yi be the point on the radial segment [0, xi] such that
|yi − xi| = d(xr , xl)/2
where xr and xl denote the two points immediately to the right and left of xi in Qn.
Definition 4.1 (Yoccoz’s cells). Let xi and xj be any two adjacent points inQn. Connect
yi and yj by a straight segment. Then the three straight segments [xi, yi], [yi, yj ], [xj , yj ],
and the arc segment [xi, xj ] bound a domain in ∆. We call the closure of this domain a
cell of level n. The segment [yi, yj ] is called the top side of the cell.
From the last assertion of Proposition 4.1, it is not difficult to see
Lemma 4.14 (cf. Lemma 6.1 of [36] or Lemma 6.3 of [27]). There exist C(d) > 1 and
0 < γ(d) < σ(d) < π depending only on d such that for any cell E with level n ≥ N0, the
diameters of the four sides of the cell E are C(d)-commensurable with each other, and
moreover, the angles formed by the top side and its two radial sides belong to [γ(d), σ(d)].
Let E be a cell of level n. Let E1, · · · , Em be all the cells of level (n + 1) which are
contained in E. Then
E \
m⋃
i=1
Ei
is either empty, or a triangle, or a polygon. In fact, let xl, xi, xj , xr be four adjacent
points in Qn and E be the cell determined by xi and xj . In the case that the four points
are still adjacent in Qn+1, E is also a cell of level n + 1 and the above set is empty. If
only xl, xi and xj or xi, xj and xr are adjacent in Qn+1, then E contains only one cell
of level n+ 1 which have three common vertices with E. In this case, the above set is a
triangle. Otherwise, the above set is a k-polygon with k ≥ 4. The boundary of each such
polygon is the union of four sides: one side is the top side of E which is still called the
top side, two sides are the two radial edges of the polygon, and are called radial sides,
and the remaining side is a polyline which is the union of the top sides of all the cells of
level (n + 1) contained in E. We call the last side the bottom side of the polygon. By
Lemmas 4.4, 4.6 and Lemma 4.14, we have K(d), C(d) > 1 depending only on d such
that for any such polygon, there is a K(d)-qc homeomorphism ξ which maps the polygon
homeomorphically onto the standard polygon P described in Lemma 4.13, and moreover,
when restricted to each edge of the polygon, ξ is linear.
Now replacing Qn by Q′n, and using the same construction as above, we can construct
cells and polygons for Rα. From Proposition 4.1 it follows that there exists a universal
constant K > 1 such that for any such k-polygon with k ≥ 4, there is a K-qc homeo-
morphism σ which maps the polygon homeomorphically onto the standard polygon Q
described in Lemma 4.13, and moreover, when restricted to each edge of the polygon, σ
is linear.
Let us now construct the David extension Hf : ∆ → ∆. Suppose A is a polygon
in the first decomposition of level n ≥ N0 and B is the corresponding polygon in the
second decomposition. If both A and B are triangles, then from Lemma 4.1, both of
them have bounded geometry in the sense that all the three edges of each triangle are
universally commensurable. So there is a universal K > 1 and K-qc homeomorphism φ
which maps A homeomorphically onto B, and moreover, when restricted to each edge
of A, φ is linear. Otherwise both A and B are k-polygons with k ≥ 4. Let ξ and σ be
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the qc-homeomorphisms described as above. Then ξ(P ) and σ(Q) are respectively the
standard polygons P and Q satisfying the conditions in Lemma 4.13 such that all the
involved constants depends only on d. By Lemma 4.13 there is a constant C(d) > 1
depending only on d and a qc map τ : ξ(P )→ σ(Q) such that τ maps each edge of ξ(P )
linearly to the corresponding edge of σ(Q) and the qc constant of τ is bounded by
C(d) · (1 + (log an+1)2) < λ(d, C) · n
where λ(d, C) > 0 is some constant depending only on d and C. Here we uses the
arithmetic condition that log an ≤ C√n. Now define
φ = σ−1 ◦ τ ◦ ξ.
Since the qc constants of ξ and σ are bounded by some constant depending only on d,
by increasing λ(d, C) if necessary, we may assume that the qc constant of φ is bounded
by λ(d, C) · n.
Let Φ be the union of all cells of level N0 in the first decomposition. Then P0 = ∆ \Φ
is a polygon which contains the origin in its interior whose boundary is the union of the
top sides of all cells of level N0 for the first decomposition. Similarly, let Ψ be the union
of all cells of level N0 in the second decomposition. Then Q0 = ∆ \Ψ is a polygon which
contains the origin in its interior whose boundary is the union of the top sides of all cells
of level N0 for the second decomposition. Then both P0 and Q0 are k-polygons with k
having an upper bound depending only on N0 and C (thus eventually depending only
on d and C). Connect the origin to each vertex of P0 and Q0 by a straight segment.
Then P0 and Q0 are decomposed into k triangles. Note that
⋃
α∈ΘC
Sαd is compact in
the following sense: there is an open neighborhood U of T such that for any sequence
{Bn} ⊂
⋃
α∈ΘC
Sαd , there is a subsequence {Bn′} and a B0 ∈
⋃
α∈ΘC
Sαd such that
Bn′ → B0 uniformly in any compact set of U . From the compactness of
⋃
α∈ΘC
Sαd , it
follows that there exists a η(d, C) > 1 depending only on d and C such that all the three
edges of each triangle of P0 nd Q0 are η(d, c)-commensurable. Thus by increasing λ(d, C)
if necessary, for each triangle of P0, there is a λ(d, C)-qc homeomorphism ψ which maps
it to the corresponding triangle of Q0, and moreover, when restricted to each edge of the
triangle, the map is linear. Now by gluing all these maps along the edges of the triangles
of P0 we get a λ(d, C)-qc homeomorphism ψ : P0 → Q0. Now we can define Hf : ∆→ ∆
by gluing φ and ψ along all the edges of P0.
Let us now prove the existence of the constants M,α > 0 and 0 < ǫ0 < 1 so that
Lemma 2.1 holds. Let
(45) ǫ0 =
2
1 + λ(d, C) ·N0 .
For any 0 < ǫ < ǫ0, let n > 0 be the least integer such that ǫ >
2
1+λ(d,C)·n . Thus
n > 1λ(d,C) · (2ǫ − 1) > 1λ(d,C)ǫ . Since 0 < ǫ < ǫ0, from (45) we have n ≥ N0 + 1. By the
minimal property of n it follows that ǫ ≤ 21+λ(d,C)·(n−1) . This implies
{z ∈ ∆ | |µHf (z)| > 1− ǫ} ⊆ {z ∈ ∆ | |µHf (z)| >
λ(d, C)(n − 1)− 1
λ(d, C)(n − 1) + 1}.
On the other hand, from the construction of Hf , it follows that for n ≥ N0 + 1, the
dilatation of Hf in the complement of the union of all the cells of level n is less than
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λ(d, C) · (n − 1). So the above set is contained in the union of all the cells of level n.
By Theorem 4.1, there exist C1(d) > 1 and 0 < δ(d) < 1 depending only on d such that
the area of the union of all the cells of level n is less C1(d) · δn(d). Thus the area of the
above set is bounded by C1(d)δ
n(d). Since
C1(d)δ(d)
n = C1(d) · e−n ln
1
δ(d) < C1(d) · e−
1
λ(d,C)ǫ
·ln 1
δ(d) ,
Lemma 2.1 follows by taking M = C1(d) and α =
1
λ(d,C) · ln 1δ(d) .
4.6. Proof of Lemma 2.2. To simplify the notations, from now on let us just denote
Hf and Bf by H and B respectively. Let µH be the Beltrami differential in ∆ which is
given by H . Let µ denote the Beltrami differential on the plane which is the pull back
of µH by the iterations of B̂.
For n ≥ N0, let Yn be the union of all the Yoccoz’s cells of level n. Then the outer
boundary component of Yn is T, and the inner boundary component of Yn is the union
of finitely many straight segments, and moreover,
YN0 ⊃ YN0+1 ⊃ · · · ⊃ Yn ⊃ Yn+1 ⊃ · · · .
From the proof of Lemma 2.1, it follows that
Lemma 4.15. Let C > 0 and d ≥ 2. Then there exists a constant 1 < λ(d, C) < ∞
depending only on d and C such that for any α ∈ ΘC, any B ∈ Sαd and any n ≥ N0, the
dilatation of H in ∆ \ Yn is not greater than λ(d, C) · n.
Define
X = {z ∈ C \∆ ∣∣ Bk(z) ∈ ∆ for some integer k ≥ 1}.
For each z ∈ X , let kz ≥ 1 be the least positive integer such that Bkz(z) ∈ ∆. Define
Xn = {z ∈ X
∣∣Bkz (z) ∈ Yn}.
Lemma 4.16. Let d ≥ 2 be an integer and C > 0. Let α ∈ ΘC. Then there exist
C1(d, C) > 0, 0 < ǫ1(d, C) < 1, 0 < δ1(d, C) < 1 and an integer N1(d, C) ≥ N0
depending only on d and C such that for all B ∈ Sαd ,
(46) area(Xn+2) ≤ C1(d, C) · ǫ1(d, C)n + δ1(d, C) · area(Xn), ∀ n > N1(d, C).
Proposition 4.2. Lemma 4.16 implies Lemma 2.2.
Proof. The argument is completely the same as the one used in the proof of Proposition
8.1 in [36]. The reader may refer to [36] for the details.

The remaining part of this section is devoted to the proof of Lemma 4.16. The idea
of the proof is adapted from [36]. Before we present the proof, let us introduce some
notations and terminologies first. For z ∈ C and r > 0, let Br(z) denote the Euclidean
disk with radius r and center z.
Definition 4.2 (K-bounded geometry). Let K > 1 and (U, V ) be a pair of sets in C
such that V ⊂ U . We say (U, V ) has K-bounded geometry if there exist x ∈ V and r > 0
such that
Br(x) ⊂ V ⊂ U ⊂ BKr(x).
The following lemma is a variant of Vitali’s covering lemma. For a proof, see [36].
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Lemma 4.17 ( cf. Lemma 2.1 of [36]). Let K > 1 and L = 8K + 9. Let {(Ui, Vi)}i∈Λ
be a finite family of pairs of measurable sets in C. Suppose all (Ui, Vi) have K-bounded
geometry, namely, for each i ∈ Λ, there exist xi ∈ Vi and ri > 0 satisfying
(47) Bri(xi) ⊂ Vi ⊂ Ui ⊂ BKri(xi).
Then there is a subfamily σ0 of Λ such that all Brj (xj), j ∈ σ0, are disjoint, and moreover,⋃
i∈Λ
Ui ⊂
⋃
j∈σ0
BLrj(xj).
In particular, we have
m
( ⋃
i∈Λ
Ui
) ≤ L2 ·m( ⋃
i∈Λ
Vi
)
where m(·) denotes the area with respect to the Euclidean metric.
Recall ∆ and T denote the unit disk and unit circle respectively. Let diam(·) and
dist( , ) denote the diameter and distance with respect to the Euclidean metric. Let
Ω = C \∆ = {z ∈ C | |z| > 1}. Then Ω is a hyperbolic Riemann surface.
Definition 4.3. Let 1 < K <∞ and z ∈ Xn+2. We say z is associated to aK-admissible
pair (U, V ) if V ⊂ U ⊂ Ω are two open topological disks such that z ∈ U and
(1) V ⊂ Xn \Xn+2,
(2) the pair (U, V ) has K-bounded geometry,
(3) there is a Jordan domain W such that U ⊂W ⊂ Ω and mod(W \ U) > 1/K.
Let I ⊂ T be an open interval. Let C∗ = C \ {0} be the punctured plane. Set
(48) ΩI = C
∗ \ (T \ I).
Then ΩI is a hyperbolic Riemann surface. For d > 0, the hyperbolic neighborhood of I
is defined by
(49) Ωd(I) = {z ∈ ΩI
∣∣ dΩI (z, I) < d}
where dΩI ( , ) denotes the hyperbolic distance in ΩI . The next lemma says when I is
small enough, Ωd(I) is very much like the hyperbolic neighborhood in the slit plane.
Lemma 4.18 (cf. Lemma 2.2 of [36]). Let d > 0 be given. Then for any ǫ > 0 the
following three assertions hold provided that I is small enough:
1. ∂Ωd(I) = γint ∪ γout where γint and γout are real analytic curve segments con-
necting the two end points of I. Moreover, γint and γout are symmetric about T
such that γint \ ∂I ⊂ ∆ and γout \ ∂I ⊂ C \∆;
2. let σ denote the exterior angles formed by γint and T, γout and T, all of which
are the same, then d = log cot(σ/4),
3. Let Cint and Cout be the pair of arc segments of Euclidean circles connecting the
two end points of I such that the angles formed by Cint and T and the angles
formed by Cout and T are all equal to σ, then
distH(γint, Cint) < ǫ · |I| and distH(γout, Cout) < ǫ · |I|,
where distH denotes the distance between compact sets in the plane with respect
to the Hausdorff metric.
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Figure 2. The set Zn
Note that Ωd(I) is divided by I into two parts: one is in the interior of ∆ and the
other one is in the exterior of ∆. We only consider the part which is in the exterior of
∆. Let Hσ(I) denote this part. That is,
(50) Hσ(I) = {z ∈ Ωd(I) | |z| > 1}
where σ is determined by the formula d = log cot(σ/4). Take σ = π/3 and let
Πn−1(B) = {Iin, 0 ≤ i ≤ qn−1 − 1; Iin−1, 0 ≤ i ≤ qn − 1}
be the collection of intervals (cf. 29). Define
(51) Zn =
⋃
0≤i≤qn−1−1
Hσ(I
i
n) ∪
⋃
0≤i≤qn−1
Hσ(I
i
n−1).
It is easy to see that Zn is the outer half of an open neighborhood of T. See Figure 2 for
an illustration. As a consequence of Theorem 4.1 and the fact that diam(Hσ(I)) = O(|I|)
(cf. Lemma 4.18) , it follows that there exist C(d) > 1 and 0 < ǫ(d) < 1 depending only
on d such that for all n ≥ 1 and B ∈ Sαd with α ∈ ΘC ,
(52) area(Zn) < C(d) · ǫ(d)n.
Lemma 4.19. Let C > 0 and d ≥ 2 be an integer. Then there exist K > 1 and N1 ≥ N0
depending only on d and C such that for all n ≥ N1 and B ∈ Sαd with α ∈ ΘC , if
z ∈ Xn+2, then either z ∈ Zn, or z is associated to some K-admissible pair (U, V ).
Proposition 4.3. Lemma 4.19 implies Lemma 4.16.
Proof. The argument is completely the same as the one used in the proof of Proposition
8.2 in [36]. The reader may refer to [36] for the details. 
The remaining part of the subsection is devoted to the proof of Lemma 4.19.
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Lemma 4.20. Let 1 < L < ∞. Then there is a 1 < K < ∞ depending only on L
such that for any B ∈ Sαd with α ∈ ΘC, any z ∈ Xn+2 and any integer m ≥ 1, if
Bi(z) ∈ C \∆ for all 1 ≤ i ≤ m and ζ = Bm(z) is associated to some L-admissible pair,
then z is associated to some K-admissible pair (U, V ).
Proof. This is a direct consequence of Koebe’s distortion theorem. The argument is
completely the same as the one used in the proof of Lemma 8.2 in [36]. The reader may
refer to [36] for the details. 
Let us now begin the proof of Lemma 4.19. Let C > 0 and d ≥ 2 be an integer. Let
α ∈ ΘC and B ∈ Sαd . It suffices to prove that there exist 1 < K < ∞ and N1 ≥ N0
depending only on d and C such that if z ∈ Xn+2 \ Zn for some n ≥ N1, then z is
associated to some K-admissible pair (U, V ).
Recall that kz ≥ 1 is the least positive integer such that Bkz (z) ∈ ∆. Since z ∈ Xn+2
we have Bkz (z) ∈ Yn+2. Let us denote
zl = B
l(z), 0 ≤ l ≤ kz .
Since z0 = z /∈ Zn, the set
Π = {k ∈ Z | 0 ≤ k < kz and Bk(z) /∈ Zn}
is not empty. It is clear that Π contains at most kz elements and is thus a finite set. Let
k0 = max
k∈Π
{k}.
Then 0 ≤ k0 ≤ kz − 1. Set
ζ = zk0 and ω = B(ζ) = zk0+1.
By the definition of k0, ζ /∈ Zn, and moreover,
(53) ω ∈ Zn if k0 < kz − 1 and ω ∈ Yn+2 if k0 = kz − 1.
In the case that ω ∈ Zn, there are d pre-images of ω in the exterior of T, and in the case
that ω ∈ Yn+2, there are d − 1 pre-images of ω in the exterior of T. Since ζ belongs to
the exterior of T, thus ζ is one of these pre-images. By Lemma 4.20 it suffices to prove
that ζ is associated to some L-admissible pair (U1, V1) for some uniform 1 < L < ∞
depending only on d.
Let I be the the arc interval in Πn−1(B) defined by (29) such that either ω ∈ Hσ(I)
or ω belongs to a cell E of level n with I ⊂ ∂E ∩ T. By Proposition 4.1 in the later case
∂E ∩T is either equal to I or equal to the union of I and one of its adjacent intervals in
Πn−1(B).
Now take a large constant R = R(d) > 1 and fix it. The dependence of R on d
will be seen in the sequel. Since there are at most d − 1 critical values in T, for any
B ∈ ⋃α∈ΘC Sαd , there exist ǫ and δ satisfying
1. R−(d+1) < ǫ < δ < 1 and δ/ǫ > R,
2. if v is a critical value of B in T, then either dist(ω, v) < ǫ · |I| or dist(ω, v) > δ · |I|.
General construction By the geometry of the cells (cf. Lemma 4.14), we can con-
struct a tuple of Jordan domains V0 ⊂ U0 ⊂ W0 such that the following properties
hold.
1. V0 ⊂ E \ Yn+2 is a Euclidean disk,
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2. Bω(δ · |I|/2) ⊂ U0 and W0 \Bω(δ · |I|/2) contains no critical values of B,
3. W0 ∩ T is a connected arc segment,
4. mod(W0 \ U0) ≍ 1,
5. diam(V0) ≍ diam(U0) ≍ diam(W0) ≍ |I|.
The construction is very similar with the construction of the domains B ⊂ A ⊂ A˜ in the
proof of Lemma 2.3 of [36]. Now the proof is divided into two cases.
Case I. B has a critical value v in T such that dist(ω, v) < ǫ · |I|.
Suppose v ∈ T is a critical value such that dist(ω, v) > δ · |I|. Let c ∈ T be the critical
point with B(c) = v and Γ be one of the pre-circles (i.e., the pre-images of the unit
circle) attached to T at c. Then there is exactly one component of B−1(W0), say W1,
which intersects Γ. It is clear that B : W1 → W0 is a holomorphic isomorphism. Let
V1 ⊂ U1 ⊂W1 be the domains such that B(V1) = V0 and B(U1) = V0. ThenW1 contains
a pre-image of ω. If ζ is contained in W1, then ζ is associated to the L-admissible pair
(U1, V1) with L > 1 being some constant depending only on d.
Suppose there are 1 ≤ l ≤ d− 1 critical points c, counting by multiplicities, such that
dist(ω,B(c)) > δ · |I|. Then there are l pre-circles Γ attached to T at these critical points.
We have seen that each such pre-circle Γ corresponds to an L-admissible pair (U1, V1)
such that U1 contains a pre-image of ω. Now suppose ζ is not any of these l pre-images
of ω. Let us prove that ζ must belong to Zn.
Note that, if ω ∈ Zn, there are d− l other pre-images of ω in the exterior of T, and if
ω ∈ Yn+2, there are d− l−1 other pre-images of ω in the exterior of T. Since U0 contains
all the critical values v in T with dist(ω, v) < ǫ · |I|, there is a component U1 of B−1(U0)
which intersects T such that the map B : U1 → U0 is of degree 2d−2l−1. When ω ∈ Zn,
U1 contains d − l pre-images of ω which are in the exterior of T, and when ω ∈ Yn+2,
U1 contains d− l − 1 pre-images of ω which are in the exterior of T. This means all the
remaining pre-images of ω, which we are concerned about, are all contained in U1. We
need only to prove that these pre-images of ω must be contained in Zn. To see this, let
Ir and Il be the two neighbor intervals of E ∩ T in Πn−1(B). Let S = Ir ∪ (E ∩ T) ∪ Il.
Then |S| ≍ |I|. Then S is the union of either three or four adjacent intervals in Πn−1(B).
Let ∂S = {p, q}. Let ω∗ denote the symmetric image of ω about T and Π denote the set
of all the critical values. Consider the hyperbolic Riemann surface
X = Ĉ \ (Π ∪ {ω, ω∗, p, q}).
Because 0 < ǫ < ǫ/δ < R−1 = R(d)−1, by taking R large, we can make sure that there
is a simple closed geodesic γ in X which can be arbitrarily short such that γ encloses
ω, ω∗, and all those critical values with dist(ω, v) < ǫ · |I|. Since γ is short, γ must
intersects S. Since Bω(δ · |I|/2) ⊂ U0 by the general construction, we have γ ⊂ U0. Let
T ⊂ T be the arc such that B(T ) = S. Let η be the pre-image of γ which intersects
T . Then η is a simple closed geodesic in Y = Ĉ \ B−1(Π ∪ {ω, ω∗, p, q}). Since γ ⊂ U0,
η ⊂ U1. Since the covering degree of B : η → γ is not greater than 2d − 1, η can be
arbitrarily short provided that γ is short enough. Thus compared with T , the Euclidean
diameter of η can be arbitrarily small provided that γ is short enough. Note that T is
contained in the union of at most five adjacent intervals in Πn−1(B). By Theorem 4.1
and the construction of Zn, it follows that Zn ∪∆ contains a τ(d) · |T |-neighborhood of
T with τ(d) > 0 depending only on d. This implies that by taking R large enough, we
have η ⊂ Zn ∪∆. Note that the covering degree of B : η → γ is 2d − 2l − 1, it follows
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that all the other pre-images of ω, which belong to the exterior of T, are all contained in
the interior of η. So all the other pre-images of ω, which we are concerned about, belong
to Zn. This proves Lemma 4.19 in Case I.
Case II. dist(ω, v) > δ|I| for all critical values v. In this case we may assume that
ω ∈ Zn. This is because if ω ∈ Yn+2, then ω has exactly d − 1 pre-images which belong
to the exterior of T. As we have seen in the proof of Case I, each of the d − 1 pre-
circles corresponds to exactly one of the d− 1 pre-images of ω which is associated to an
L-admissible pair (U1, V1) with L > 1 being some constant depending only on d. Thus
from now on we may assume that ω ∈ Hσ(I).
Subcase I of Case II: I contains no critical values and I 6= Iqn−1−1n .
Let J ⊂ T be the arc such that B(J) = I. Since I contains no critical values and
B(1) ∈ Iqn−1n−1 , we have I 6= Iqn−1n−1 . So J is one of the intervals in the collection Πn−1(B).
Let V0 ⊂ U0 ⊂W0 be the tuple of Jordan domains described in the general construction.
By a slight modification of the general construction, we may additionally assume
U0 \∆ ⊂ Hσ(I).
As we have seen before, each of the d− 1 pre-circles intersects exactly one of the compo-
nents of B−1(W0), which contains a pre-image of ω and an L-admissible pair of domains
for this pre-image. So if ζ is one of these d − 1 pre-images of ω, the lemma has been
proved. Suppose it is not the case. Then ζ does not belong to any of these d− 1 compo-
nents. Let J ⊂ T be the arc such that B(J) = I. Since U0 ∩ I 6= ∅, there is a component
of B−1(U0), say U1, such that U1 ∩ J 6= ∅. This implies that U1 does not intersect any
of the d− 1 pre-circles. Thus the last pre-image of ω, which belongs to the exterior of T,
is contained in U1. Since U0 \∆ ⊂ Hσ(I), by Schwarz lemma, U1 \∆ ⊂ Hσ(J) ⊂ Zn. It
follows that the last pre-images of ω is contained in Zn. This proves Lemma 4.19 in the
Subcase I of Case II.
Subcase II of Case II: dist(ω,T) < ǫ|I|. Let V0 ⊂ U0 ⊂ W0 be the tuple of Jordan
domains described in the general construction. Let U1 be the component of B
−1(U0)
which intersects T. As in the Subcase I, it suffices to prove that the pre-image of ω,
which is contained in U1. must be contained in Zn. To see this, let ω
∗ be the symmetric
image of ω with respect to T. Let Ir , Il be the two neighbor intervals of I in Πn−1(B).
Let S = Ir ∪ I ∪ Il and ∂S = {p, q}. Then |S| ≍ |I|. Let π denote the set of the critical
values of B. Since dist(ω, ω∗) < 2ǫ|I|, dist(ω, v) > δ|I| and δ/ǫ > R = R(d), there is a
short simple closed geodesic γ in
X = Ĉ \ (Π ∪ {ω, ω∗, p, q})
which contains ω and ω∗ and no critical values in its inside, provided that R(d) is chosen
large enough. Then γ intersects S and can be arbitrarily short provided that R is large
enough. Since Bω(δ · |I|/2) ⊂ U0, we have γ ⊂ U0. Let T ⊂ T be the arc such that
B(T ) = S. Let η be the pre-image of γ which intersects T . Then η ⊂ U1. Then η is a
short simple closed geodesic in Y = Ĉ\B−1(Π∪{ω, ω∗, p, q}). Since γ encloses no critical
values, the degree of B : η → γ is 1. Hence η can be arbitrarily short provided that R is
large enough. This implies that, compared with |T |, the Euclidean diameter of η can be
arbitrarily small provided that R is large enough. Since T is contained in the union of
at most four adjacent intervals in Πn−1(B), by Theorem 4.1 and the construction of Zn,
it follows that Zn ∪∆ contains a τ(d) · |T |-neighborhood of T with τ(d) > 0 depending
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only on d. Thus by taking R = R(d) large enough, we can make sure that η ⊂ Zn ∪∆.
Since η encloses a pre-image of ω, say ζ0, it follows that Zn contains ζ0. Since η ⊂ U1,
ζ0 ∈ U1. This proves the lemma in the Subcase II of Case II.
Subcase III of Case II: dist(ω,T) ≥ ǫ|I| and I either contains at least one critical
value or I = I
qn−1−1
n . Since I
qn−1
n−1 contains B(1) and is adjacent to I = I
qn−1−1
n in the
collection Πn−1, either I or one of its adjacent intervals in Πn−1 contains at least one
critical value of B. Since dist(ω, v) > δ|I| for all critical values v, we can construct two
tuple of Jordan domains V0 ⊂ U0 ⊂W0 and V ′0 ⊂ U ′0 ⊂W ′0 satisfying the properties (1),
(3), (4) and (5) described in the General construction, and besides, the following three
properties hold also:
1. V0 = V
′
0 ,
2. both W0 and W
′
0 contain no critical values,
3. W0 ∪W ′0 is a topological annulus and separates at least one critical value from
∞.
Let ci, 1 ≤ i ≤ d − 1 denote all the critical points in T, counting by multiplicities
and labeled by order. For 1 ≤ i ≤ d − 1, let Γi denote the pre-circle attached to T at
ci, and let W
i
1 and W
i
1
′
denote respectively the component of B−1(W0) and B
−1(W ′0)
which intersects Γi, and let φi :W0 →W i1 and φ′i :W0 →W i1 ′ denote the corresponding
inverse branch of B−1. Let F0 denote the bounded component of C \W0 ∪W ′0. Suppose
B(ci), 1 ≤ i ≤ l, are all the critical values which are separated by W0 ∪W ′0 from∞, that
is, contained in F0.
For l + 1 ≤ i ≤ d− 1, since F0 does not contain B(ci), φi and ψi can be extended to
the same univalent function defined on the Jordan domain F0 ∪W0 ∪W ′0. Thus W i1 and
W i1
′
contains the same pre-image of ω. As we have seen before, each of these pre-image
is associated to some L-admissible pair.
The situation is a little bit subtle for 1 ≤ i ≤ l. For these Γi, since B(ci) are separated
by W0 ∪W ′0, the maps φi :W0 →W i1 and φ′i :W0 →W i1 ′ represent different branches of
B−1. ThusW i1 andW
i
1
′
contain two different pre-images of ω: one is to the left of Γi, and
the other one is to the right of Γi. Without loss of generality, let us assume that for all
1 ≤ i ≤ l, the pre-image of ω contained in W i1 is to the left of Γi, and the pre-image of ω
contained in W i1
′
is to the right of Γi. Let us also assume that Γi, 1 ≤ i ≤ l, are ordered
from left to right. Then the leftmost pre-image of ω is contained in W 11 , next to that,
for each 1 ≤ i ≤ l − 1, there is a pre-image of ω contained in both W i+11 and W i1 ′, and
the rightmost one is contained in W l1
′
. These are exactly the remaining l+ 1 pre-images
of ω. As before each of these pre-images of ω is associated to some L-admissible pair.
This proves Lemma 4.19 in the Subcase III of Case II. The proof of Lemma 4.19 has
been completed. Lemma 2.2 thus follows.
4.7. Proof of Key-Lemma 1.
Lemma 4.21. Let M,β > 0 and 0 < ǫ0 < 1. Let ΨM,β,ǫ0 denote the family of all
(M,β, ǫ0)-David homeomorphisms of the plane to itself which fix 0 and 1. Then there
exist positive functions ϑ, ι : (0, 2]→ (0,∞) such that
(54) lim
δ→0+
ϑ(δ) = lim
δ→0
ι(δ) = 0
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and for any φ ∈ ΨM,β,ǫ0 and any two z1, z2 ∈ T we have
(55) |φ(z1)− φ(z2)| ≥ ι(|z1 − z2|) and |φ−1(z1)− φ−1(z2)| ≤ ϑ(|z1 − z2|).
Proof. Let
ϑ(δ) = max{sup |φ(z1)− φ(z2)|, sup |φ−1(z1)− φ−1(z2)|}
and
ι(δ) = min{inf |φ(z1)− φ(z2)|, inf |φ−1(z1)− φ−1(z2)|}
where sup is taken over all φ ∈ ΨM,β,ǫ0 and all the pairs z1, z2 ∈ T with |z1 − z2| ≤ δ
and inf is taken over all φ ∈ ΨM,β,ǫ0 and all the pairs z1, z2 ∈ T with |z1− z2| ≥ δ. Then
By Lemma 2.3 and a compactness argument it follows that both ϑ and ι are positive
functions satisfying (54) and (55). 
Recall that Bf is the Blaschke product which models f . Let Hf : ∆→ ∆ be the David
homeomorphism constructed in §4.5. Let µ be the B̂f -invariant Beltrami differential ob-
tained by pulling back µHf through the iteration of B̂f . Then µ satisfies the integrability
condition (4) in Lemma 2.2. Let φ be the David homeomorphism of the complex plane
to itself which fixes 0 and 1, and satisfies the Beltrami equation φz¯ = µ(z)φz. Then φ
is a (M˜, β˜, ǫ˜0)-David homeomorphism with M˜, β˜, ǫ˜0 depending only on d and C. Since
α ∈ ΘbC is of bounded type, φ : C→ C is still a qc homeomorphism. By the combinatorial
rigidity of f (cf. Theorem 2.1), we have
f = φ ◦ B̂f ◦ φ−1.
Now define
(56) Ĥf (z) =
{
Hf (z) for z ∈ ∆,
[Hf (z
∗)]∗ for z ∈ C \∆.
Here w∗ denote the symmetric image of w with respect to T. Note that there exist r > 0
and K > 1 depending only on d and C such that the dilatation of Hf is bounded by K
in Br(0) (cf. § 4.5). Note also that for any measurable set E ⊂ {z | r < z < 1}, we have
area(E∗) ≤ L · area(E), where E∗ denote the symmetric image of E with respect to T,
and L > 1 is a constant depending only on r and thus depending only on d and C, and
area(·) denotes the area with Euclidean metric. Thus by increasing M˜ if necessary, we
may assume that Ĥf : C→ C is a (M˜, β˜, ǫ˜0)-David homeomorphism. For such M˜, β˜, ǫ˜0,
let ϑ and ι be the functions in Lemma 4.21. Then define λ1, η1 : (0, 2] → (0,∞) by
setting for any δ ∈ (0, 2]
λ1(δ) = ϑ(min{ϑ(δ), 2}) and η1(δ) = ι(min{ι(δ), 2}).
By (54) we have limδ→0+ λ1(δ) = limδ→0 η1(δ) = 0. Suppose k > m ≥ 0 are two integers
such that δ′ < |e2πikα − e2πimα| < δ for some 0 < δ′ < δ ≤ 2. Then
|fk(1)− fm(1)| = |φ ◦H−1f ◦Rkα ◦Hf ◦ φ−1(1)− φ ◦H−1f ◦Rmα ◦Hf ◦ φ−1(1)|.
Since both Hf and φ fix 1, it follows that
(57) |fk(1)− fm(1)| = |φ ◦H−1f (e2πikα)− φ ◦H−1f (e2πimα)|.
Since H−1f (e
2πikα), H−1f (e
2πimα) ∈ T and
min{ι(δ′), 2} ≤ |H−1f (e2πikα)−H−1f (e2πimα)| ≤ min{ϑ(δ), 2},
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by Lemma 4.21 we have
ι(min{ι(δ′), 2}) ≤ |φ ◦H−1f (e2πikα)− φ ◦H−1f (e2πimα)| ≤ ϑ(min{ϑ(δ), 2}).
This completes the proof of Key-Lemma 1.
5. Proofs of Key-Lemmas 3 and 4
Let m, l ≥ 1 be two integers. Let z = (z1, · · · , zm) and w = (w1, · · · , wl) denote the
points in Cm and Cl, respectively.
Lemma 5.1. Let Qi(z, w), 1 ≤ i ≤ m, be m polynomials of m + l complex variables.
Suppose there exist open sets U ⊂ Cl and V ⊂ Cm and m holomorphic functions
zi = gi(w1, · · · , wl), 1 ≤ i ≤ m,
defined in U such that
(1) for any w ∈ U , (g1(w), · · · , gm(w)) ∈ V and Qi(g1(w), · · · , gm(w), w) = 0 for all
1 ≤ i ≤ m,
(2) for any points w ∈ U and z ∈ V , if Qi(z, w) = 0 for all 1 ≤ i ≤ m, then
zi = gi(w) for all 1 ≤ i ≤ m.
Then there exist m irreducible polynomials Pi, 1 ≤ i ≤ m, of l + 1 variables such that
Pi(gi(w), w) = 0, ∀w ∈ U, 1 ≤ i ≤ m.
Proof. Let S denote the system of the m polynomials Qi(z, w), 1 ≤ i ≤ m. By replacing
Qi by one of its irreducible factors if necessary, we may assume that all Qi, 1 ≤ i ≤ m,
are irreducible.
Let us first write all Qi into polynomials of z1 with coefficients being polynomials of
the other m+ l−1 variables. If some Qi has a term with coefficient, say h(z2, · · · , zm, w),
satisfying h(g2(w), · · · , gm(w), w) = 0 for all w ∈ U , then we add the polynomial h to
S, and at the same time, delete the corresponding term from Qi. In this way we get a
new system of polynomials. By replacing a polynomial by one of its irreducible factors if
necessary, we can make sure all the polynomials in the new system are still irreducible.
Besides this, if one polynomial is the constant multiple of the other, we just remove one
of them from the system. In the following we will repeat this process to keep the new
system not redundant. Let us still use S to denote the new system. Note that for the
new system, the conditions (1) and (2) in the lemma are still satisfied.
We claim that there is at least one polynomial in S which involves z1. Suppose the
claim were not true. Then take z0 = (z01 , · · · , z0m) ∈ V and w0 = (w01 , · · · , w0l ) ∈
U such that Q(z0, w0) = 0 for all polynomial Q in S. Now take z∗1 6= z01 such that
(z∗1 , z
0
2 , · · · , z0m) ∈ V . Then for each polynomial Q in S, since Q does not involves z1, we
have Q(z∗1 , z
0
2 , · · · , z0m, w0) = 0. This contradicts with the condition (2). The claim has
been proved.
Now suppose Q1 is a polynomial in S which involves z1 and moreover, among all the
polynomials in S which involve z1, the degree of Q1 with respect to z1 is the lowest.
Assume there is some other polynomial, say Q2, in S, which also involves z1. Otherwise
we go to the next step. let us do the polynomial long division as follows,
(58) Q2 = D ·Q1 +R
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where D and R are polynomials of z1 with coefficients being rational functions of
z2, · · · , zm, w1, · · · , wl.
Note that the degree of R with respect to z1 is less than that of Q1, and is thus less
than that of Q2. Since all polynomials in S are irreducible, R is not identically zero.
Let h(z2, · · · , zm, w) be the coefficient of the leading term of Q1. From the process of
polynomial long division, we know if D = D1/D2 and R = R1/R2, then D2 and R2 are
both the powers of h(z2, · · · , zm, w). Since h(g2(w), · · · , gm(w), w) is not identically zero
in U , both D2(g2(w), · · · , gm(w), w) and R2(g2(w), · · · , gm(w), w) are not identically zero
in U . Now we replace Q2 by R1 and get a new system of polynomials. We then repeat
the procedure used before to make sure that the polynomials in the new system are all
irreducible and the new system is not redundant. From (58) it follows that under the
condition that h(g2(w), · · · , gm(w), w) 6= 0, the two equations R1 = 0 and Q1 = 0 imply
Q2 = 0; and on the other hand, the two equations Q1 = 0 and Q2 = 0 imply R1 = 0.
Since h(g2(w), · · · , gm(w), w) is not identically zero in U , it follows that, by replacing U
by an open subset of U on which h(g2(w), · · · , gm(w), w) does not vanish, the new system
still satisfies the two conditions (1) and (2). Let us still use S to denote the system of
polynomials.
Note that after the above process, the sum of the degrees of all polynomials in S with
respect to z1, is decreased at least by 1. So after finitely many steps, there is only one
polynomial in S which involves z1, and moreover, the two conditions (1) and (2) are still
satisfied with U replaced by an appropriate open subset of U . Let us still use U denote
this open subset.
Now we claim that, except Q1, there is at least one polynomial in the system which
involves z2. Suppose the it were not true. Take (z
0
1 , · · · , z0m) ∈ U and (w01 , · · · , w0l ) ∈ V
such that Q(z01 , · · · , z0m, w01 , · · · , w0l ) = 0 for all Q in S. Let us write
Q1(z, w) = hlz
l
1 + · · ·+ h0
where hi, 0 ≤ i ≤ l, are polynomials of z2, · · · , zm, w1, · · · , wl. Since Q1 is the only
polynomial involves z1, by the condition (2), there is some hi such that
hi(z
0
2 , · · · , z0m, w01 , · · · , w0l ) 6= 0.
But then for any z∗2 near z
0
2 , by Rouche Theorem, there is some z
∗
1 near z
0
1 such that
Q1(z
∗
1 , z
∗
2 , z
0
3 , · · · , z0m, w01 , · · · , w0l ) = 0.
Since the other polynomials in S does not involve z1 and z2, we have
Q(z∗1 , z
∗
2 , z
0
3 , · · · , z0m, w01 , · · · , w0l ) = 0
for all Q in S, This contradicts with the condition (2) and the claim has been proved.
Now let Q2 be a polynomial in the system which involves z2 and whose degree with
respect to z2 is the lowest. If except Q1 and Q2, there are no other polynomials which
involve z2, we go to the next step. Otherwise, choose a polynomial, say Q3, which
involves z2. Then we repeat the process of the polynomial long division as in (58) for Q2
and Q3, with respect to z2. In this way, after finitely many steps we get a new system S
such that except Q1, there is only one polynomial Q2 which involves z2, and moreover,
the conditions (1) and (2) are satisfied by replacing U by some appropriate open subset
of U .
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Using the same argument as before, one can prove that except Q1 andQ2, there is some
other polynomial in S, say Q3, which involves z3. Repeating the above process, we finally
get an irreducible polynomial of l + 1 variables, say Qm, such that Qm(gm(w), w) = 0.
Let Pm = Qm. By relabeling each of z1, · · · , zm−1 as zm and repeating the above process,
we get an irreducible polynomial Pi of l+1 variables such that Pi(gi(w), w) = 0, 1 ≤ i ≤
m− 1. The proof of Lemma 5.1 is completed. 
Now let us recall some basic notions of algebraic functions. For more knowledge in this
aspect, the reader may refer to [1] and [15]. Suppose P (w, z) is an irreducible polynomial.
Suppose P has degree m with respect to w. That is,
P (w, z) = b0(z)w
m + b1(z)w
m−1 + · · ·+ bm(z)
where bi(z) are polynomials of z and b0(z) is not identically zero. Let R(z) be the
resultant of P (w, z) and Pw(w, z). Let Π(P ) = {z ∈ C |R(z) = 0 or b0(z) = 0}. We call
Π(P ) the set of algebraic singularities of P . Then for any z ∈ C\Π(P ), there are exactly
m distinct w in Ĉ such that P (w, z) = 0. Thus the equation P (w, z) = 0 determines a
multi-valued analytic function w = w(z) in the sense P (w(z), z) = 0.
Lemma 5.2. Suppose Pi(wi, z), 1 ≤ i ≤ l, are l irreducible polynomials of two variables.
Let
Π =
⋃
1≤i≤l
Π(Pi) ∪ {∞}.
Let z0 ∈ Ĉ\Π and w0i ∈ C with Pi(w0i , z0) = 0 for 1 ≤ i ≤ l. Then there exists a compact
Riemann surface S and meromorphic functions z and wi, 1 ≤ i ≤ l, defined in S such
that
1. there is a t0 ∈ S such that z0 = z(t0) and w0i = wi(t0), 1 ≤ i ≤ l,
2. P (wi(t), z(t)) = 0 for t ∈ S \ P with P being the set of poles of z and all wi,
1 ≤ i ≤ l.
Proof. It is a classical theorem when l = 1 and the reader may refer to [15] for a detailed
proof. The idea is completely the same for l > 1. So let us merely present an outline of
the proof as follows.
Let W (z) = (w1(z), · · · , wl(z)) be the vector of holomorphic germs at z0 such that
wi(z
0) = w0i and P (wi(z), z) = 0 for 1 ≤ i ≤ l. For any point ζ ∈ Ĉ \ Π and any
path γ ⊂ Ĉ \ Π connecting z and ζ, we can analytically continue W along γ so that
Pi(z, wi(z)) = 0 for 1 ≤ i ≤ l. Here continuing W along a path γ means continuing all
the components ofW simultaneously along γ. In this way we get a vector of holomorphic
germs at ζ. Let S denote the set of all such vectors of holomorphic germs. Define
π : S → Ĉ \ Π by (w1(z), · · · , wl(z)) 7→ z. As in the case that l = 1, one can first put
a topology and then introduce a complex chart on S so that S becomes into a Riemann
surface and the map π : S → Ĉ \Π is a holomorphic covering map. It is clear that z and
all wi are holomorphic in S. Since there can only be finitely many distinct germs over
each z, π is a finite covering map. Let deg(π) denote the covering degree.
To compactify S we need to fill in the points lying over Π. Let p ∈ Π be a point
and U be a small disk about p and not containing any other points in Π. Let V be a
component of π−1(U \ {p}). Then π|V : V → U \ {p} is a holomorphic covering map and
(π|V )∗(π1(V )) is a subgroup of π1(U \ {p}) = Z. Thus (π|V )∗(π1(V )) = kZ for some
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integer k with |k| ≤ deg(π). But on the other hand, there is a disk W about the origin
such that the holomorphic covering map τ :W \{0} → U \{p} given by τ(z) = zk+p, also
satisfies (τ)∗(π1(W \ {0})) = kZ. This implies that there is a holomorphic isomorphism
φ : W \ {0} → V . By identifying z with φ(z) for z ∈ W , we can replace V by W in S
and thus fill in the “hole” in V . Repeat this procedure for all the other components of
π−1(U \{p} and all the other points in Π. In this way we fill in all the points “lying” over
Π and S is compactified. As in the case that l = 1, one can introduce more charts and sets
respectively to the previous atlas of charts and topology of S so that the “compactified”
becomes into a Riemann surface.
Since z and all wi are holomorphic in S except the points lying over Π, to prove they
are meromorphic in S, it suffices to show that the points lying over Π are either poles
or regular points for z and wi. To see this, take take an arbitrary q ∈ S which lies
above some point in Π. Let D be a small disk about q. Since π : S → Ĉ is a finitely
branched covering map, z takes any complex value finitely often in D. This implies that
q is either a pole or a regular point of z. Since q is arbitrary, z is a meromorphic function
in S with the poles being exactly those points lying above ∞. Now if q is an essentially
singularity of some wi, then with at most one exception, wi takes any complex value, say
α, infinitely often in D. Since Pi(z, w) is irreducible, Pi(z, α) = 0 has finitely many roots.
This implies that z must take some value infinitely often in D. This is a contradiction
since z is meromorphic. Thus wi is also a meromorphic function in S.
The assertion (1) now follows by taking t0 to be the point represent by the vector
W (z) = (w1(z), · · · , wl(z)) of holomorphic germs at z0 such that wi(z0) = w0i , 1 ≤ i ≤ l.
The assertion (2) follows by the construction.

Let us start the proof of Key-Lemma 3. Suppose f has l attracting cycles with
multipliers non-zero t01, · · · , t0l . For each 1 ≤ i ≤ l, let x0i be one of the points in the i-th
periodic attracting cycle and pi ≥ 1 be the period. Thus we have
fpi
c01,··· ,c
0
d−2,1
(x0i )− x0i = 0 and Dfpic01,··· ,c0d−2,1(x
0
i )− t0i = 0.
Since the cycle is attracting, there exist open neighborhoods U of (c01, · · · , c0d−2) and V
of (x0i , t
0
i ), and two holomorphic functions
(59) xi = αi(c1, · · · , cd−2) and ti = λi(c1, · · · , cd−2)
defined in U such that for all (c1, · · · , cd−2) ∈ U we have
(60) fpic1,··· ,cd−2,1(xi)− xi = 0 and Dfpic1,··· ,cd−2,1(xi)− ti = 0,
and moreover, for any (c′1, · · · , c′d−2) ∈ U and (x′i, t′i) ∈ V satisfying (60), we have
x′i = αi(c
′
1, · · · , c′d−2) and t′i = λi(c′1, · · · , c′d−2).
Lemma 5.3. Let ti = λi(c1, · · · , cd−2), 1 ≤ i ≤ l, be the functions given by (59). Then
by relabeling c1, · · · , cd−2 if necessary, we have∣∣∣∣ ∂(t1, · · · , tl)∂(c1, · · · , cl)
∣∣∣∣
(c01,··· ,c
0
d−2)
6= 0
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By Lemma 5.3 and Implicit function Theorem, there exist a vector of holomorphic
functions
(g1(cl+1, · · · , cd−2, t1 · · · , tl), · · · , gl(cl+1, · · · , cd−2, t1 · · · , tl))
defined in a polydisk neighborhood U0 of (c
0
l+1, · · · , c0d−2, t01, · · · , t0l ) and taking values in
a polydisk neighborhood V0 of (c
0
1, · · · , c0l ) such that ti = λi(g1, · · · , gl, cl+1, · · · , cd−2)
holds in U0, and moreover, for any (cl+1, · · · , cd−2, t1, · · · , tl) ∈ U0 and (c1, · · · , cl) ∈ V0,
if ti = λi(c1, · · · , cd−2), then ci = gi(cl+1, · · · , cd−2, t1 · · · , tl). Now take ti = t0i for
1 ≤ i ≤ l and ci = c0i for l + 2 ≤ i ≤ d − 2. Then the systems of equations in (60)
uniquely determined a group of holomorphic functions xi and ci, 1 ≤ i ≤ l, in a small
neighborhood of c0l+1. By multiplying an appropriate power of c1 · c2 · · · · cl on both sides
of the equations in (60) we get a system of polynomial equations
(61) Ri(xi, c1, · · · , cl+1) = 0 and Si(xi, c1, · · · , cl+1) = 0, 1 ≤ i ≤ l.
Now apply Lemma 5.1, we have
Lemma 5.4. There exist an open neighborhood U of c0l+1 such that for each 1 ≤ i ≤ l,
there exist irreducible polynomials Pi and Qi of two variables satisfying
Pi(ci, cl+1) = 0 and Qi(xi, cl+1) = 0
for all cl+1 ∈ U .
Now let us prove Lemma 5.3. By (59) it follows that
Φ : (c1, · · · , cl, cl+1, · · · , cd−2)→ (t1, · · · , tl)
is a holomorphic map in a neighborhood U of (c01, · · · , c0l , c0l+1, · · · , c0d−2) and
t0i = λi(c
0
1, · · · , c0l , c0l+1, · · · , c0d−2), 1 ≤ i ≤ l.
It suffices to the existence of a small neighborhood W of (t01, · · · , t0l ) and a holomorphic
map Ψ : W → U such that Φ ◦ Ψ = id. It is clear that this will imply Lemma 5.3. The
construction of Ψ is as follows.
For 1 ≤ i ≤ l, let x0i and pi be as before. For each x0i , Let Ui be a Jordan domain
with real analytic boundary such that fpi : Ui → fpi(Ui) is conjugate to z → t0i z. Let
Uki = f
k(Ui) for 0 ≤ k ≤ pi. For each 1 ≤ i ≤ l, the map f : Upi−1i → Upii is a
holomorphic isomorphism. Let φi : ∆ → Upi−1i and ψi : ∆ → Upii be the holomorphic
isomorphisms with φi(0) = f
pi−1(xi), φ
′
i(0) > 0, and ψi(0) = xi. Then we can lift the
map f : Upi−1i → Upii to a holomorphic isomorphism Λi : ∆ → ∆ with Λi(0) = 0. It is
clear that Λi(z) = λ · z for some |λ| = 1. By choosing an appropriate argument of ψ′i(0),
we can assume that λ = 1 and Λi(z) = z.
For r > 0 let ∆r = {z | |z| < r}. Now take 0 < r < 1 such that φi(∆r) ⊃ fpi−1(Ui)
for all 1 ≤ i ≤ l. For an ǫ > 0 small we define Λi,si : ∆→ ∆ for all |si| < ǫ by
Λi,si(z) =
{
(1 + si)z for |z| < r,
(1 + 1−|z|1−r si)z for r ≤ |z| < 1.
For s = (s1, · · · , sl), define a family of quasi-regular map gs, |s| =
∑
i |si| < ǫ, by
gs(z) =
{
ψi ◦ Λi,si ◦ φ−1i if z ∈ Upi−1i
f(z) for otherwise.
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From the above construction, it follows that for all |s| < ǫ, the i-th attracting cycle of
f , 1 ≤ i ≤ l, is an attracting cycle of gs with multiplier (1 + si)t0i . Now pulling back
the standard complex structure by the iterations of gs, we get a gs-invariant complex
structure µs on the whole plane which depends analytically on s. Let φs be the qc
homeomorphism of the plane to itself which solves the Beltrami equation given by µs
and fixes 0 and 1. Then fs = φs ◦ gs ◦ φ−1s is a polynomial of degree d which depends
analytically on s and has l attracting cycles with multipliers (1 + si)t
0
i , 1 ≤ i ≤ l,
respectively. Note that the critical points of gs is exactly those of f , hence the critical
points of fs are φs-images of those of f and thus depend holomorphically on s.
Let
W = {(1 + s1)t01, · · · , (1 + sl)t0l |
∑
1≤i≤l
∣∣si| < ǫ}.
Then W is an open neighborhood of (t01, · · · , t0l ). For (t1, · · · , tl) ∈ W , let s = ((t1 −
t01)/t
0
1, · · · , (tl− t0l )/t0l ). Let c1, · · · , cd−2 be the critical points of fs. Since all ci, 1 ≤ i ≤
d−2, depend holomorphically on s and are thus holomorphic functions inW . This defines
a holomorphic function Ψ :W → U satisfying Φ ◦Ψ = id. The proof of Key-Lemma 3 is
completed.
5.1. Proof of Key-Lemma 4. Let 0 ≤ l ≤ d − 3 and suppose f has l + 1 periodic
attracting cycles with non-zero multipliers t01, · · · , t0l+1 respectively. For a small ǫ > 0,
using the same qc surgery as in the above construction of Ψ, but just in the immediate
basin of the (l + 1)-th attracting cycle, we get a holomorphic family of polynomials
ftl+1 with |tl+1 − t0l+1| < ǫ, such that ftl+1 preserves all the orbit relations and the
multipliers of the first l attracting cycles. Let ci, 1 ≤ i ≤ d − 1 be the critical points
of ftl+1 with cd−1 = 1. For 1 ≤ i ≤ l + 1, let pi be the period of the i-th attracting
cycle and xi be one of the points in the i-th cycle. Then all ci, 1 ≤ i ≤ d − 2, and
xi, 1 ≤ i ≤ l + 1, are holomorphic functions of tl+1 for |tl+1 − t0l+1| < ǫ. Moreover,
c1, · · · , cd−2, x1, · · · , xl+1, tl+1, satisfy d− l + 1 polynomial equations
(62)

fpi(xi) = xi, 1 ≤ i ≤ l + 1,
Dfpi(xi) = t
0
i , 1 ≤ i ≤ l,
Dfpl+1(xl+1) = tl+1,
fki(1) = ci, l + 2 ≤ i ≤ d− 2.
As in (59), we have a holomorphic function λl+1 of d− 2 variables such that
tl+1 = λl+1(c1(tl+1), · · · , cd−2(tl+1)), |tl+1 − t0l+1| < ǫ.
It follows that there is some 1 ≤ i ≤ d− 2 with c′i(t0l+1) 6= 0. Without loss of generality,
let us assume that c′d−2(t
0
l+1) 6= 0. Thus cd−2 is a univalent function of tl+1 in a small
neighborhood of t0l+1. Thus in a small neighborhood of c
0
d−2, all ci, 1 ≤ i ≤ d − 3, xi,
1 ≤ i ≤ l + 1, and tl+1 are holomorphic functions of cd−2, and satisfy the polynomial
equations in (62). We can directly check the conditions in Lemma 5.1. In particular
the second condition is guaranteed by the rigidity assertion of Theorem 2.1. Thus by
Lemma 5.1 all ci, 1 ≤ i ≤ d − 3, are functions of cd−2 determined by some irreducible
polynomial equation P (ci, cd−2) = 0. This completes the proof of Key-Lemma 4.
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6. topological characterization of the maps in Σdα
The purpose of this section is to prove Theorem 2.1. Key-Lemma-2 then follows by a
little more effort. Theorem 2.1 can be viewed as an extension of Thurston’s characteri-
zation theorem for post-critically finite rational maps. It may have independent interest
to consider the topological characerization of more general rational maps, for instance,
rational maps with Jordan Siegel disks for which the critical orbits are either eventually
periodic, or attracted to some attracting or even parabolic cycles, or intersect the clo-
sures of the Siegel disks. But for the purpose of this work, we restrict our attention only
to the maps in Σdα and this will suffice for our purpose.
6.1. Some Preliminaries. For readers’ convenience, let us introduce some background
knowledge for Thurston’s characterization theorem for rational maps, especially, the
extension of this theorem to sub-hyperbolic rational maps. The readers may refer to [7],
[8], [13], [28] and [38] for more details in this aspect.
Let F : Ĉ → Ĉ be a finitely branched covering map which preserves the orientation.
Let
ΩF = {z ∈ Ĉ | degz(F ) ≥ 2}
and
PF =
⋃
k≥1
F k(ΩF )
be the critical set and the post-critical set of F , respectively.
We say F is geometricallyfinite if Pf is an infinite set but the accumulation set of
PF is a finite set. It is easy to check that each accumulation point of PF is a period
point of F . We say a geometrically finite branched covering map F is sub-hyperbolic
semi-rational if each periodic cycle O in the accumulation set of PF is holomorphically
attrracting, that is, there is an open neighborhood U of O such that F |U is holomorphic,
and moreover, |DF p(x)| < 1 for each x ∈ O where p ≥ 1 is the period of O. Let p be the
period of O. According to Lemma 2.1 of [38], for each x ∈ O, one can take a Jordan disk
Dx containing x, and an annulus Ax surrounding Dx, such that (1) the inner boundary
component of Ax is equal to ∂Dx, (2) F maps Dx ∪Ax holomorphically into DF (x) and
(3) all Dx are disjoint and
⋃
x∈OAx ∩ PF = ∅. We call each Dx a holomorphic disk,
and Ax the protective annulus of Dx. We may further assume that F
p : Dx → Dx is
holomorphically conjugate either to z 7→ λz for some 0 < |λ| < 1 or to z 7→ zm for some
m ≥ 2.
Let F be a sub-hyperbolic semi-rational branched covering map. Let γ ⊂ Ĉ \PF be a
simple closed curve. We say γ is non-peripheral if each component of Ĉ \ γ contains at
least two points in PF . A multi-curve Γ is a finite family of non-peripheral curves which
are disjoint and non-homotopic to each other. We say Γ is stable if for each γi ∈ Γ, each
non-peripheral component of F−1(γ) is homotopic to some γj in Γ.
Suppose Γ = {γ1, · · · , γn} is a stable multi-curve. For 1 ≤ i, j ≤ n, let γi,j,α denote
all the non-peripheral components of f−1(γi) which are homotopic to γj . Let di,j,α be
the covering degree of
F : γi,j,α → γi.
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Let
ai,j =
∑
α
1
di,j,α
.
The matrix A = (ai,j) is called Thurston linear transformation matrix. It is non-
negative and thus has a maximal positive eigenvalue λ > 0. If λ ≥ 1 we call Γ a
Thurston obstruction.
Definition 6.1. Two sub-hyperbolic semi-rational maps F and G are called CLH-equivalent
(combinatorially and locally holomorphically equivalent) if there exist a pair of homeo-
morphisms of the sphere φ, ψ : Ĉ→ Ĉ such that
1. φ ◦ F = G ◦ ψ,
2. for each holomorphic disk Di, φ|Di = ψ|Di and both of them are holomorphic,
3. φ is isotopic to φ rel PF ∪∪1≤i≤lDi where Di, 1 ≤ i ≤ l, are all the holomorphic
disks of F .
The following is an extension of Thurston’s characterization theorem for post-critically
finite rational maps to sub-hyperbolic rational maps.
Theorem 6.1 ([8] & [38]). Let F be a semi-rational branched covering map. Then F
is CLH-equivalent to a sub-hyperbolic rational map G if and only if F has no Thurston
obstructions.
Two different proofs of Theorem 6.1 are provided in [8] and [38], respectively. Let us
just sketch the idea of the proof in [38] as follows, which will be helpful in the sequel
discussion. Let Di denote all the holomorphic disks of F . Let
D =
⋃
i
Di and P1 = PF \D.
Let TF denote the Teichmuller space modeled on (Ĉ\(P1∪D), P1∪∂D). Then F induces
an analytic map σF : TF → TF . It turns out that the existence of the desired rational map
G is equivalent to the existence of a fixed point of σF . The proof in [38] is divided into
two steps. In the first step it was proved that the non-existence of Thurston obstructions
implies certain bounded geometry condition. In the second step it was proved that the
bounded geometry condition implies the existence of a fixed point of σF .
Now let us introduce some notations. Let µ0 be the standard complex structure. Let
µk be the complex structure which is the pull back of µ0 by F
k. Let φk : Ĉ → Ĉ be
the quasiconformal homeomorphism which solves the Beltrami equation given by µk and
fixes 0, 1 and ∞. It is important to note that for each holomorphic disk Di and its
protective annulus Ai, µk = 0 on Di ∪Ai, and thus φk is conformal in Di ∪Ai. Consider
the hyperbolic Riemann surface
Xk = Ĉ \ φk(P1 ∪D).
For any non-peripheral curve γ ⊂ Ĉ \ (P1 ∪D), there is a unique simple closed geodesic
η in Xk which is homotopic to φk(γ). Let [µk] denote the Teichmu¨ller class of µk in TF
and l[µk](γ) the length of η with respect to the hyperbolic metric in Xk. We say γ is a
[µk]-geodesic if φk(γ) is a geodesic in Xk.
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Definition 6.2. We say a sub-hyperbolic semi-rational map F has bounded geometry
if there exists a δ > 0 such that for every non-peripheral curve γ ⊂ Ĉ \ (P1 ∪D) and all
k ≥ 0, one has l[µk](γ) > δ.
Theorem 6.2 (cf. [7], [28]). Let F be a sub-hyperbolic semi-rational map. Then
1. there is a δ > 0 such that for any non-peripheral curve γ ⊂ Ĉ \ (P1 ∪D), either
l[µk](γ) > δ for all k ≥ 0 or l[µk](γ)→ 0 as k → 0.
2. The multi-curve Γ which represents the homotopy classes of all γ such that
l[µk](γ)→ 0 as k →∞ is a Thurston obstruction. Such Thurston obstruction is
called the canonical Thurston obstruction of F .
3. F has a Thurston obstruction if and only if F has a canonical Thurston obstruc-
tion.
6.2. Proof of Theorem 2.1. Let f ∈ T dα . If f has a Thurston obstruction in the exterior
of ∆, by a result of McMullen (cf. Appendix B, [21]), f can not be CLH-equivalent to
any g ∈ Σdα. In the following let us assume that f has no Thurston obstructions in the
exterior of ∆. Let us first prove that there is a g ∈ Σdα such that f is CLH-equivalent
tog. After that, we prove the uniqueness of g up to a linear conjugation.
For w ∈ Ĉ, let w∗ denote the symmetric image of w about T. Define
F (z) =
{
f(z) for |z| ≥ 1
[f(z∗)]∗ for |z| < 1.
Note that F |T is the rigid rotation z 7→ e2πiαz and F : Ĉ → Ĉ is a branched covering
map of degree 2d−1 and is symmetric with respect to T. Let αn = pn/qn be the sequence
of convergents of α. Then αn → α as n→∞. By definition, 1 ∈ Ωf . Thus 1 ∈ ΩF . Let
ǫ > 0 and
H = {z | (1 + ǫ)−1 < |z| < 1 + ǫ}.
By taking ǫ > 0 small enough we may assume that
(H − T) ∩ (ΩF ∪ PF ) = ∅.
We can perturb F in H to get a sequence of sub-hyperbolic semi-rational maps Fn such
that
1. 1 ∈ ΩFn and Fn(z∗) = [Fn(z)]∗,
2. Fn(z) = F (z) for all z /∈ H ,
3. Fn(z) = e
2πiαnz for all z ∈ T,
4. (H − T) ∩ (ΩFn ∪ PFn) = ∅,
5. PFn ∩ T = On is a periodic orbit of Fn with period qn,
6. Fn → F uniformly with respect to the spherical metric.
7. the degree of Fn and the number of the critical points of Fn in T, are respectively
the same as those of F ,
8. for each critical point c of F , there is corresponding critical point of Fn, say cn,
such that cn → c as n→∞, and the local degree of Fn at cn is the same as that
of F at c.
Lemma 6.1. Fn has no Thurston obstructions for all n large enough.
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Proof. Our proof is by contradiction. Suppose Fn has a Thurston obstruction for some
large n. By Theorem 6.2 Fn would have a canonical Thurston obstruction Γ. That is,
for any δ > 0, there is a k such that Γ is the set of all [µk]-geodesic with l[µk](γ) < δ.
Since Fn is symmetric about T and two short simple closed geodesics are disjoint (cf.
Corollary 6.6 of [13]), we may assume the following: For any γ ∈ Γ, γ ∩ T = ∅ implies
γ∗ ∈ Γ; and γ ∩ T 6= ∅ implies γ = γ∗. Here γ∗ denote the symmetric image of γ about
T.
We first claim that all curves in Γ intersect T. The proof is by contradiction. Let
Γ′ = {γ ∈ Γ | γ ∩ T = ∅}. Let us assume that Γ′ 6= ∅. Let Γ′′ = Γ \ Γ′. Then any ξ ∈ Γ′′
intersects T and is thus symmetric about T. Thus both the two components of Ĉ \ ξ
contain at least two points in PFn which either are symmetric about T, or belong to T.
This implies that ξ can not be homotopic to any curve which is disjoint with T. Now Let
γ ∈ Γ′. Since Fn maps T to T, any non-peripheral component of F−1n (γ) must be disjoint
with T and is homotopic to some element η ∈ Γ. Note that we have just proved that
η /∈ Γ′′. It follows that η ∈ Γ′. This implies that Γ′ is stable. By Theorem 6.2 ln(γ)→ 0
for all γ ∈ Γ′. Thus Γ′ is also a Thurston obstruction. Now let Γ1 = {γ ∈ Γ′ | γ ∈ C \∆}
and Γ2 = {γ ∈ Γ1 | γ ⊂ ∆}. Then Γ′ = Γ1 ∪ Γ2. Let us show that both Γ1 and Γ2
are stable. By symmetry it suffices to prove that Γ2 is stable. Suppose Γ2 is not stable.
Then Γ2 would contains a γ such that one of the non-peripheral components of F
−1
n (γ),
say η, is homotopic to some ξ in Γ1. Thus η encloses at least two points in PFn \ ∆
which are mapped to the inside of γ. In particular, the two points are mapped to the
interior of ∆. By the construction of F and Fn, we have PFn \ ∆ = PF \ ∆ = Pf \∆
and Fn(PFn \ ∆) = f(Pf \ ∆) ⊂ Pf \∆. This is a contradiction. It follows that Γ2 is
stable. By symmetry Γ1 is stable also. Since Γ
′ = Γ1 ∪ Γ2 is a Thurston obstruction, by
symmetry and the fact that both Γ1 and Γ2 are stable, it follows that both Γ1 and Γ2 are
Thurston obstructions of Fn. Since Fn behaves like f in the exterior of ∆, it follows that
Γ1 is a Thurston obstruction of f in the exterior of ∆. This contradicts the assumption.
So Γ′ = ∅ and all the curves in Γ intersect T.
Now for any k ≥ 1, Gn,k = φk−1 ◦ Fn ◦ φ−1k is a rational map of degree 2d − 1. By
symmetry Gn,k is a Blaschke product. Note that the restriction of each Gn,k to T is a
circle homeomorphism and all the zeros of Gn,k, except the origin, are all contained in
the exterior of the unit disk. Thus Gn,k ∈ Hd where Hd is the Herman family defined in
(26). By a lemma of Herman (cf. §15 of [17]), the sequence {Gn,k} is equicontinuous in
an annular neighborhood of T.
We now claim that every γ in Γ encloses at least two points in P1, say z and z
∗, or
two holomorphic disks, say Di and D
∗
i , which are symmetric about T. Assume that the
claim were not true. Then by symmetry, γ would enclose two adjacent points in On. To
get a contradiction, it suffices to show the existence of a d0 > 0 independent of k such
that for any two adjacent points x, y ∈ On and any k ≥ 1, one has
(63) dist(φk(x), φk(y)) > d0,
where dist(·, ·) denotes the distance with respect to the Euclidean metric. This is because
if γ encloses two points x and y in On, since φk is a plane homeomorphism, φk(γ) will
enclose φk(x) and φk(y). But by (63) it follows that l[µk](γ) have a positive lower bound
for all k ≥ 1. This contradicts the assumption that l[µk](γ)→ 0 as k →∞.
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Note that dTFn ([φk], [φk−1]) ≤ dTFn ([φ1], [φ0]) for all k ≥ 1 (cf. Corollary 4.1 of [38]).
Let δ0 = dTFn ([φ1], [φ0]). Then by Proposition 7.2 of [13], we have
(64) e−2δ0 · l[µk−1](γ) ≤ l[µk](γ) ≤ e2δ0 · l[µk−1](γ).
Because all φk fix 0, 1 and ∞, the above inequality implies the existence of an ǫ > 0
such that for any two integers 1 ≤ k′ ≤ k′′ ≤ k′ + qn, and any two adjacent points a
and b in On, if dist(φk′ (a), φk′ (b)) < ǫ, then dist(φk′′ (a), φk′′ (b)) < 2π/qn. In fact, if
dist(φk′ (a), φk′ (b)) is small, then there exists a non-peripheral curve γ in Ĉ \ (P1 ∪ D)
which encloses a and b such that l[µk′ ](γ) is small. In the post-critically finite case, the
existence of such γ is obvious. In the sub-hyperbolic semi-rational case, note that each
holomorphic disk Di has a protective annulus Ai surrounding it such that for all k ≥ 1,
φk is conformal in Di ∪ Ai. Thus by Koebe’s distortion theorem, we have
(65) diam(φk(Di))  dist(φk(Di),T).
The existence of such γ also follows. By (64) and k′ ≤ k′′ < k′ + qn we get l[µk′′ ](γ) <
e2qnδ0 · l[µk′ ](γ) and thus l[µk′′ ](γ) is small also. So d(φk′′ (a), φk′′ (b)) must be small.
Now let us go back to the proof of the existence of d0 so that (63) holds. For the
above ǫ > 0, since {Gn,k} is equicontinuous, we have a d0 > 0 such that for any x and y
in On, any N > qn and any 1 ≤ l ≤ qn, if dist(φN (x), φN (y)) ≤ d0, then
dist(φN−l(F
l
n(x), φN−l(F
l
n(y))) = dist(B(φN (x)), B(φN (y)) < ǫ
where B = Gn,N−l+1 ◦ · · · ◦ Gn,N . Let us show that the d0 is the desired constant.
Let N > qn be an arbitrary integer and x, y be any two adjacent points in On. Sup-
pose dist(φN (x), φN (y)) ≤ d0. Since On is a periodic orbit of period qn, there is some
1 ≤ l ≤ qn such that dist(φN (F ln(x)), φN (F ln(y))) ≥ 2π/qn. But from the choice
of d0, we have dist(φN−l(F
l
n(x), φN−l(F
l
n(y))) < ǫ. From the choice of ǫ, we have
dist(φN (F
l
n(x)), φN (F
l
n(y))) < 2π/qn. This is a contradiction. This proves (63) and
thus completes the proof of the claim.
Let N1 be the number of the points in P1 and N2 be the number of the holomorphic
disks Di. From the claim we just proved, each γ ∈ Γ either encloses two points in P1
or two holomorphic disks, it follows that the number of the curves in Γ is less than
N0 = N1 + N2. Note that N0 is independent of n. In the following we will show Γ
contains an arbitrarily large number of curves provided that n is large enough. This is a
contradiction and completes the proof of Lemma 6.1.
To see this, for each x ∈ On, let Rx and Lx denote the two interval components of
T \ On such that ∂Rx ∩ ∂Lx = {x}. Let Sx = Rx ∪ Lx. Since θ is irrational, by taking
n large enough, we may assume that for any x ∈ On, the intervals F in(Sx), 0 ≤ i ≤ N0,
are disjoint with each other. Now take γ ∈ Γ. Then γ encloses two points z and z∗ in
PFn \ On which are symmetric about T. Since l[µk](γ) → 0 we have dist(φk(z),T) → 0
and dist(φk(z),T)→ 0. Take N large. Then there exists an a ∈ On such that
(66) dist(φN (z), φN (Sa)) ≍ dist(φN (z∗), φN (Sa))≪ diam(φN (Sa)) ≍ 1.
Note that diam(φN (Sa)) ≍ 1 is implied by (63). For 1 ≤ l ≤ N0, we have
dist(φN−l(F
l
n(z)), φN−l(F
l
n(Sa))) = dist(B(φN (z)), B(φN (Sa)))
and
dist(φN−l(F
l
n(z
∗)), φN−l(F
l
n(Sa))) = dist(B(φN (z
∗)), B(φN (Sa)))
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where B = GN−l+1 ◦ · · · ◦Gn,N . Since {Gn,k} is equicontinuous, by taking N large, from
(66) we have
dist(φN−l(F
l
n(z)), φN−l(F
l
n(Sa))) ≍ dist(φN−l(F ln(z∗)), φN−l(F ln(Sa)))
≍ dist(φN−l(F ln(z)), φN−l(F ln(z∗)))≪ diam(φN−l(F ln(Sa))) ≍ 1.
Again diam(φN−l(F
l
n(Sa))) ≍ 1 is implied by (63). This implies that for 0 ≤ l ≤ N0,
there is a short simple closed geodesic ηl in XN−l = Ĉ\φN−l(P1∪D) such that ηl encloses
φN−l(F
l
n(z)) and φN−l(F
l
n(z
∗)) and intersects φN−l(F
l
n(Sa)) (Note that the existence of
such ηl relies on (65)). The hyperbolic length of ηl in XN−l can be arbitrarily small
provided that N is large enough. Thus there is a γl ∈ Γ which is homotopic to φ−1N−l(ηl)
in Ĉ \ (P1 ∪ D). Then γl must intersect F ln(Sa). Since all F ln(Sa), 0 ≤ l ≤ N0, are
disjoint, it follows that all γl, 0 ≤ l ≤ N0, are distinct elements of Γ. This implies that
the number of the curves in Γ is greater than N0. This is a contradiction. The proof of
Lemma 6.1 is completed. 
By Lemma 6.1 and Theorem 6.1, it follows that for all n large enough Fn is CLH-
equivalent to a rational map. Let φn and ψn be a pair of homeomorphisms of the sphere
which fix 0, 1 and ∞ such that
1. φn ◦ Fn ◦ ψ−1n is a rational map, and
2. φn is isotopic to φn rel PFn , moreover, for each holomorphic disk Di, φn|Di =
ψn|Di and both are holomorphic.
By symmetry of Fn, φn and ψn can be taken such that both of them are symmetric
about T. Let
Gn = φn ◦ Fn ◦ ψ−1n .
Then Gn is a Blaschke product. Since all the zeros of Gn, except the origin, belong to
the exterior of the unit disk, we have
(67) Gn(z) = λnz
d
d−1∏
i=1
z − pn,i
1− pn,iz
where |λn| = 1 and |pn,i| > 1, 1 ≤ i ≤ d− 1.
Lemma 6.2. There exist 0 < r(d) < σ(d) < 1 < κ(d) < R(d) < ∞ depending only
on d such that for any z with |z| > R(d), Gkn(z) → ∞ as k → ∞, and for any z with
|z| < r(d), Gkn(z)→ 0 as k →∞. Moreover, we have
κ(d) ≤ |pn,i| ≤ R(d)
for all n large enough.
Proof. Note that all the finite poles of Gn belong to the interior of ∆ and except the
origin, all the zeros of Gn belong to the exterior of ∆. By a lemma of Herman (cf. §15
of [17]), all the poles, and thus all the zeros by symmetry, are uniformly bounded away
from T. This implies the existence of κ(d) > 1 such that κ(d) ≤ |pn,i| holds for all
1 ≤ i ≤ d − 1 and all n large enough. So to prove the lemma, it suffices to show the
existence of R(d) > 1 such that Gkn(z) → ∞ for all |z| > R(d). Then the existence of
the desired r(d) follows by symmetry. It is also clear that for such R(d) we must have
|pn,i| ≤ R(d) for all 1 ≤ i ≤ d− 1 and all n large enough.
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Now let
ǫ = (−1)d−1λn
d−1∏
i=1
1
pn,i
.
Then near infinity Gn(z) = ǫz
d + o(zd). Take η such that ηd−1 = ǫ. Consider the map
G˜n(z) = η ·Gn(z
η
).
Then G˜n(z) = z
d + o(zd) near infinity. Let Φ(z) = z(1 + o(1)) be a holomorphic map in
a neighborhood of infinity which conjugates G˜n to z 7→ zd. Since all critical orbits of Gn,
and thus of G˜n, are bounded, it follows that Φ can be extended to a Riemann isomorphism
from the immediate attracting basin of infinity for G˜n to the exterior of the unit disk.
By Koebe’s 1/4-theorem, the immediate attracting basin of G˜n at infinity contains the
exterior of {z | |z| < 4}. Go back to Gn, it follows that the immediate attracting basin
of Gn at infinity contains the exterior of {z | |z| < 4/|η|}, and in particular,
(68) |pn,i| ≤ 4|η| , 1 ≤ i ≤ d− 1.
It follows that |pn,i|d−1 ≤ 4d−1
∏d−1
j=1 |pn,j| for any 1 ≤ i ≤ d− 1. Thus
min
1≤i≤d−1
|pn,i| ≤ max
1≤i≤d−1
|pn,i| ≤ 4 min
1≤i≤d−1
|pn,i|.
This implies that that |pn,i|, 1 ≤ i ≤ d − 1, are all large provided that one of them
is large. From (67), we see if all |pn,i|, 1 ≤ i ≤ d − 1, are large enough, then Gn is
holomorphic in H = {z | 1/2 < |z| < 2}, and moreover, Gn can be arbitrarily close to
the linear map z 7→ az in H with |a| = 1 provided that |pn,i| are all large enough. But
this would imply Gn has no critical point in T. This is a contradiction. This implies the
existence of some constant depending only on d, say β(d) > 1 such that |pn,i| < β(d) for
all 1 ≤ i ≤ d − 1. Since the immediate attracting basin of Gn at infinity contains the
exterior of {z | |z| < 4/|η|}, from the definition of η, we can take R(d) = 4β(d). The
proof of Lemma 6.2 is completed.

By taking a subsequence, we may assume that Gn converges to G uniformly with re-
spect to the spherical metric. Then G|T is a critical circle homeomorphism with rotation
number α. Since α is of bounded type, by Herman-Swiatek’s theorem[24], there is a qs
circle homeomorphism h which conjugates G|T to the rigid rotation Rα : z → e2πiαz.
Let φn, ψn : Ĉ→ Ĉ be the pair of homeomorphisms defined before (67).
Lemma 6.3. φn|T→ h and ψn|T→ h uniformly.
Proof. To simplify the notations, let us write φn|T and ψn|T as φn and ψn respectively.
We claim that φn and ψn converge uniformly. Let us first prove Lemma 6.3 by assuming
the claim. Let φ and ψ be the limit maps respectively. Since the convergence is uniform,
it follows that both φ and ψ are circle homeomorphisms. Since φn|PFn = ψn|PFn , for any
k ≥ 0 we have φn(F kn (1)) = ψn(F kn (1)) = Gkn(1). Since Fn → F and Gn → G uniformly
on T, let n → ∞ we get φ(F k(1)) = ψ(F k(1)) = Gk(1) for all k ≥ 0. This implies that
φ and ψ coincide on {F k(1) = e2πikα}∞k=0, which is a dense subset of T. It follows that
φ = ψ. Since φ(1) = ψ(1) = h(1) = 1, it follows that φ = ψ = h.
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It remains to show that φn and ψn converge uniformly. Let us do this only for φn
since the same argument works for ψn. By construction, the point 1 is a critical point
for F , G, Fn and Gn. For any N ≥ 1, since Fn → F and Gn → G uniformly, by taking
n large enough, we can assume that the orbit segments
ON (G) = {1, G1(1), · · · , GN (1)} and ON (Gn) = {1, G1n(1), · · · , GNn (1)}
have the same order, and
ON (F ) = {1, F 1(1), · · · , FN (1)} and ON (Fn) = {1, F 1n(1), · · · , FNn (1)}
have the same order. Since φn (ψn) is a circle homeomorphism and maps ON (Fn) to
ON (Gn) with the order being preserved, thus ON (Fn) and ON (Gn) have the same order.
All of these implies that for any fixed N , by taking n large enough, all the four orbit
segments, ON (F ), ON (Fn), ON (G) and ON (Gn), have the same order.
Let ǫ > 0 be an arbitrary small number. SinceG|T and F |T are circle homeomorphisms
with irrational rotation number, by taking N = N(ǫ) large enough we may assume that
the length of each component of T \ON (F ) and T \ON(G) is less than ǫ/4. For such N ,
since Fn → F and Gn → G uniformly, there exists an M1 > 1 such that for all n ≥M1,
the length of each component of T \ ON (Fn) and T \ ON (Gn) is less than ǫ/3. For a
component I of T \ ON (Fn), we use I l and Ir to denote the components of T \ ON (Fn),
which are adjacent to I from the left and right respectively. Similarly, for a component
J of T \ ON (Gn), we use J l and Jr to denote the components of T \ ON (Gn), which are
adjacent to J from the left and right respectively. For suchN , since Fn → F and Gn → G
uniformly on T, there exists an M >M1 such that for all m,n ≥M , the following holds:
For any component I of T \ ON (Fn) and any component J of T \ ON (Gn), let I˜ and J˜
be the corresponding components of T \ ON (Fm) and T \ ON (Gm) respectively, then
(69) I ⊂ I˜ l ∪ I˜ ∪ I˜r and J ⊂ J˜ l ∪ J˜ ∪ J˜r.
For the above M , let n,m > M be any two integers. Let z ∈ T be an arbitrary point
and I be a component of T \ ON (Fn) such that z ∈ I. Since I ⊂ I˜ l ∪ I˜ ∪ I˜r by (69), we
have z ∈ I˜ l ∪ I˜ ∪ I˜r. Let J = φn(I) and J˜ = φm(I˜). It follows from (69) that
φn(z) ∈ J ⊂ J˜ l ∪ J˜ ∪ J˜r.
and
φm(z) ∈ φm(I˜ l ∪ I˜ ∪ I˜r) = J˜ l ∪ J˜ ∪ J˜r.
Then |φn(z)− φm(z)| ≤ |J˜ l| + |J˜ | + |J˜r| < ǫ. This proves that φn converges uniformly.
The proof of Lemma 6.3 is completed. 
Recall that Di denote all the holomorphic disks of F and Fn. Let
P = PFn \ (T ∪ ∪iDi) = PF \ (T ∪ ∪iDi).
Then P is a finite set.
Lemma 6.4. There exists a K > 1 such that for all n ≥ 1,
(1) φn(P ∪ ∪iDi) ⊂ {z | 1/K < |z| < K},
(2) for every Di, diam(φn(Di)) > 1/K,
(3) for every point z ∈ P and every Di, dist(φn(z), φn(Di)) > 1/K,
(4) for every Di, dist(φn(Di),T) > 1/K,
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(5) for every two distinct Di and Dj, dist(φn(Di), φn(Dj)) > 1/K,
(6) for every point z ∈ P , dist(φn(z),T) > 1/K,
(7) for every two distinct points z and w in P , dist(φn(z), φn(w)) > 1/K.
Proof. By Lemma 6.2 it follows that there is a K > 1 such that
φn(P ∪ ∪iDi) ⊂ {z | |z| < K}.
By symmetry we further have φn(P ∪ ∪iDi) ⊂ {z | 1/K < |z| < K}. This proves (1).
Now let us prove (2). Let us fix a Di. By symmetry we may assume that Di belongs to
the exterior of ∆. Since Fn is obtained by perturbing F in a thin annular neighborhood
of T, we may assume that Fn|Di = F |Di. Then Di contains a periodic point of Fn, say
x. Suppose the period of x is p ≥ 1. There are two cases.
In the first case, 0 < |DF pn (x)| = |DF p(x)| < 1. Since φn and ψn are holomorphic
and identified with each other on all holomorphic disks, F pn and G
p
n are holomorphic
conjugate on Di. In particular, 0 < |DGpn(φn(x))| = |DF p(x)| < 1. By Lemma 6.2 and
a compactness argument, there is an r > 0 independent of n such that DGpn 6= 0 in the
disk Br(φn(x)). Now let U0 = φn(Di). For k ≥ 0, define Uk+1 to be the component
of G−pn (Uk) which contains φn(x). Then we have a sequence of increasing domains
U0 ⊂ U1 ⊂ · · · . Let l ≥ 1 be the least integer such that Ul contains a critical point of Gpn.
Then diam(Ul) ≥ r. If (2) were not true, then diam(U0) could be arbitrarily small for
some n. But by Lemma 6.2 and a compactness argument, this would imply that l could
be arbitrarily large provided that diam(U0) is small enough. Go back to Fn, this means
that some critical point of Fn goes through an arbitrarily long orbit segment before it
enters Di. But this is impossible. This is because Fn is obtained by modifying F in a
thin annular neighborhood of T which does not intersect PF ∪ ΩF , so there is an L ≥ 1
independent of n such that for any critical point c of Fn, either F
k
n (c) /∈ Di for all k ≥ 0,
or there is some 0 ≤ k ≤ L such that F kn (c) ∈ Di. This proves (2) in the first case.
In the second case, |DF pn (x)| = |DF p(x)| = 0. By taking a subsequence, we may
assume that φn(x) → z. It follows that DGp(z) = 0. Now suppose φn(Di) ⊂ Br(z) for
some r > 0. Then
diam(Gpn(φn(Di)))
diam(φn(Di))
≤ max
w∈Br(z)
|DGpn(w)|.
But on the other hand, since Gpn(φn(Di)) = φn(F
p
n(Di)) = φn(F
p(Di)) and since φn is
holomorphic in Di ∪Ai, by Koebe’s distortion theorem,
diam(Gpn(φn(Di)))
diam(φn(Di))
=
diam(φn(F
p(Di)))
diam(φn(Di))
 diam(F
p(Di))
diam(Di)
.
This implies that
max
w∈Br(z)
|DGpn(w)| 
diam(F p(Di))
diam(Di)
.
Since Gn converges to G uniformly in a small neighborhood of z and DG
p(z) = 0, it
follows that maxw∈Br(z) |DGpn(w)| → 0 as r → 0 and n → ∞. This implies that r > 0
can not be too small and diam(φn(Di)) has a positive lower bound as n → ∞. This
completes the proof of (2).
Since each Di has a protective annulus Ai which does not contain points in PFn and
on which φn is holomorphic, by Koebe’s distortion theorem, the thickness of φn(Ai) is
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 diam(φn(Di)). Since diam(φn(Di)) > 1/K by (2), it follows that φn(Ai) has definite
thickness. This implies (3), (4) and (5).
By symmetry it suffices to prove (6) for z ∈ PFn and |z| > 1. Note that the forward
orbits of all critical points of G in the exterior of the unit disk converge to some attracting
or super-attracting cycles of G and are thus bounded away from the unit circle. Since
for any R > 1, Gn → G uniformly in the compact set {z | 1 ≤ |z| ≤ R}, it follows that
an attracting or super-attracting periodic cycle of Gn in the exterior of the unit disk
converges to the corresponding one for G, and the forward orbits of all critical points
of Gn in the exterior of the unit disk converge uniformly, with respect to n, to these
attracting or super-attracting cycles of Gn. This implies that all the critical orbits of Gn
which belong to the exterior of the unit disk, are uniformly bounded away from T. This
proves (6).
Suppose (7) were not true. By taking a subsequence we may assume that there exist
x, y ∈ P such that dist(φn(x), φn(y)) → 0 as n → ∞. By definition of T dα , there is an
integer k ≥ 0 such that w = F kn (x) = F k(x) either belongs to a holomorphic disk Di
or belongs to a periodic cycle containing a critical point, which is not a holomorphic
attracting cycle. In the first case, since φn is holomorphic in Di∪Ai, by (2) and Koebe’s
distortion theorem, there is a δ > 0 such that for any z ∈ PFn with z 6= w, one has
dist(φn(w), φn(z)) > δ for all n ≥ 1. In the second case, φn(w) belongs to a super-
attracting cycle of Gn which does not attract any other critical orbit. By Lemma 6.2
and a compactness argument, it follows that there is an r > 0 such that the immediate
attracting basin of this cycle contains the disk Br(φn(w)) for all n ≥ 1. This implies that
for all z ∈ PFn \T = PF \T with z 6= w, dist(φn(w), φn(z)) > r for all n ≥ 1. Now let 0 ≤
l < k be the largest integer such that there exists a ξ ∈ PFn with ξ 6= ζ = F ln(x) = F l(x)
and dist(φn(ξ), φn(ζ))→ 0 as n→∞. Note that F (ξ) = Fn(ξ) and F (ζ) = Fn(ζ). Since
dist(φn(F (ζ)), φn(F (ξ))) = dist(Gn(φn(ζ)), Gn(φn(ξ))) → 0, By the maximal property
of l we must have F (ξ) = F (ζ). By taking a subsequence we may assume that φn(ξ) and
φn(ζ) converge to a point, say c, and φn(F (ζ)) = φn(F (ξ)) converge to a point, say v.
Then c must be a critical point of G and G(c) = v. Since Gn → G uniformly, by taking
a subsequence if necessary, there are critical points of Gn near c, say c
n
1 , · · · , cnm, all of
which converge to c as n→∞ such that
(70) degcG− 1 =
m∑
i=1
(degcni Gn − 1),
where degx denotes the local degree of the map at x. Again by taking a subsequence if
necessary, we may assume that cni = φn(ci) with ci, 1 ≤ i ≤ m, being critical points of
Fn (also of F ). Then dist(φn(F (ci)), φn(F (ζ))) = dist(Gn(c
n
i ), Gn(φn(ζ)) → 0. By the
definition of ζ, we have F (ci) = F (ζ) for all 1 ≤ i ≤ m. This implies that Gn(cni ) =
φn(F (ζ)) for all 1 ≤ i ≤ m. Note that φn(ζ) 6= φn(ξ) and Gn(φn(ζ) = Gn(φn(ξ)) =
φn(F (ζ)). Since Gn → G uniformly in a neighborhood of c and since φn(F (ζ)) converges
to v, the number of the pre-images of φn(F (ζ)) under Gn in a small neighborhood
of c, counting by multiplicities, must be equal to degcG. On the other hand, since
Gn(c
n
i ) = φn(F (ζ)) for all 1 ≤ i ≤ m, this number is at least
∑m
i=1 degcni Gn. From (70)
it follows that m = 1 and degcG = degcn1 Gn. But c
n
1 , φn(ζ) and φn(ξ) are all mapped
to φn(F (ζ)) by Gn and φn(ξ) 6= φn(ζ). So the number of the pre-images of φn(F (ζ))
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under Gn in a small neighborhood of c is at least degcn1 Gn + 1 = degcG + 1. This is a
contradiction. This proves (7) and completes the proof of Lemma 6.4.

Lemma 6.5. There exist a pair of homeomorphisms φ, ψ : Ĉ→ Ĉ which fix 0, 1 and ∞
such that
1. φ ◦ F = G ◦ ψ,
2. φ is isotopic to ψ rel PF ∪ ∪iDi and φ|Di = ψ|Di is holomorphic for each Di.
Proof. By (1) and (2) of Lemma 6.4 and the fact that φn = ψn is holomorphic in
all Di ∪ Ai, by taking a subsequence if necessary, we may assume that for each Di,
φn = ψn converges uniformly to a univalent map on some domain containing Di. Let
Ui = limn→∞ φn(Di). Then by Lemmas 6.3 and 6.4 it follows that when restricted to
the set PF ∪ ∪iDi (Note that PFn \T = PF \T), φn and ψn converge uniformly to some
homeomorphism
(71) σ : PF ∪ ∪iDi → PG ∪ ∪iUi.
Note that σ|T = h where h : T→ T is the circle homeomorphism in Lemma 6.3 and σ is
holomorphic in each Di, and moreover,
(72) σ ◦ F |PF ∪ ∪iDi = G ◦ σ|PF ∪ ∪iDi.
The maps φ and ψ are constructed by perturbing φn and ψn for a large n. Before
that, by Lemma 6.4 we may assume that there exists a δ > 0 such that for every n ≥ 1,
1. the closures of the δ-neighborhoods of all points in P , the closures of the δ-
neighborhoods of all holomorphic disks Di, and the closure of the δ-neighborhood
of T, are all disjoint with each other.
Since when restricted to PF ∪ ∪iDi, φn = ψn converges uniformly to a homeomorphism
σ : PF ∪ ∪iDi → PG ∪ ∪iUi, by deforming φn rel PFn we may further assume
2. when restricted to the closure of each of the above δ-neighborhoods, φn converges
uniformly to a homeomorphism χ,
Since Fn → F and Gn → G uniformly with respect to the spherical metric, from φn◦Fn =
Gn ◦ ψn,
3. there is an η > 0 such that when restricted to the η-neighborhood of PF ∪∪iDi,
ψn converge uniformly to some homeomorphism τ .
It is clear that χ|PF ∪ ∪iDi = τ |PF ∪ ∪iDi = σ.
Now let ǫ > 0 be an arbitrarily small number and fixed. By taking n large enough,
form the above assumption on φn, there exists a homeomorphism φ : Ĉ→ Ĉ which fixes
0, 1 and ∞, such that dist(φ, φn) < ǫ, and moreover, when restricted to the closure of
each of the above δ-neighborhoods, φ = χ.
Let us now construct the homeomorphism ψ : Ĉ → Ĉ. Let Π denote the set of the
critical values of F . Take 0 < ρ < δ such that all the disks, Bρ(v), v ∈ Π, are disjoint.
Let
X =
⋃
v∈Π
Bρ(v) and Y = F
−1(X).
Note that Y is the union of finitely many Jordan domains whose closures are disjonit
from each other. Since v is the only critical value of F contained in Bρ(v), each of these
POLYNOMIAL SIEGEL DISKS ARE TYPICALLY JORDAN DOMAINS 61
Jordan domains either contains exactly one critical point of F , which is mapped to v by
F , or contains no critical point of F . In the following we will first define ψ on Ĉ \ Y and
then extend it to Y .
Now take an arbitrary x ∈ Ĉ \ Y . Since the degree of G is 2d − 1, G−1(φ ◦ F (x))
contains 2d − 1 points, counting by multiplicities. Define ψ(x) to be the one which is
closest, with respect to the spherical metric, to ψn(x) among these 2d − 1 points. We
need to explain that such definition does not cause any ambiguity. This comes from the
following two observations. The first one is that when ǫ > 0 is small and n is large, the
set G−1(φ ◦ F (x)) is close to the set G−1n (φn ◦ Fn(x)). The second one is that any two
points in G−1(φ ◦ F (x)) are uniformly bounded away from each other, because φ ◦ F (x)
is bounded away from the set of the critical values of G. Thus ψ can be well defined
in Ĉ \ Y . From the definition it is clear that on Ĉ \ Y , ψ is locally homeomorphic and
satisfies φ ◦ F = G ◦ ψ.
Let U be one of the Jordan components of Y . Note that ψ has been defined on ∂U
and satisfies φ ◦ F = G ◦ ψ. Then ψ(∂U) is a component of G−1(φ ◦ F (∂U)). Since
φ ◦F (∂U) contains no critical values of G, ψ(∂U) must be a Jordan curve. Let V be the
Jordan domain bounded by this curve. Note that U and V do not depend on the chocie
of ǫ and n, and that ∂U contains no critical points of F , and ∂V contains no critical
point of G. Let Vn = ψn(U). By taking ǫ > 0 small and n large enough, ψ and ψn can
be arbitrarily close to each other on ∂U . Thus ∂Vn and ∂V can be arbitrarily close to
each other. We have two cases.
In the first case, U contains no critical points of F , and thus contains no critical points
of Fn for all n large enough. This implies that Vn contains no critical points of Gn for all
n large enough and thus V contains no critical points of G. Then for any z ∈ U , there
is a unique point w ∈ V such that φ(F (z)) = G(w). Define ψ(z) = w. It is easy to see
that ψ : U → V is a homeomorphism and φ ◦ F = G ◦ ψ.
In the second case, U contains exactly one critical point of F , say c. Then U contains
exactly one critical point of Fn, say cn, which has the same local degree as c and cn → c
as n → ∞. Thus Vn contains exactly one of the critical points of Gn, ψn(cn), which
has the same local degree as that of cn. Since Gn → G uniformly with respect to the
spherical metric, it follows that V has exactly one critical point of G, which has the same
degree as that of ψn(cn), and thus has the the same local degree as that of c. Then
there is an obvious way to extend ψ to U such that ψ : U → V is a homeomorphism and
φ ◦ F = G ◦ ψ. In particular, ψ maps the critical point of F to a critical point of G.
From the construction we have φ ◦ F = G ◦ ψ. Note that by taking ǫ > 0 small and n
large, φ and φn, F and Fn, and G and Gn can be arbitrarily close to each other. From
φn ◦Fn = Gn ◦ψn and φ ◦F = G ◦ψ, it follows that ψ and ψn can be arbitrarily close to
each other provided that ǫ > 0 is small enough and n is large enough. Since ψn fixes 0, 1
and∞, and since ψ can be arbitrarily close to ψn and maps critical points of F to critical
points of G, it follows that ψ fixes 0, 1 and ∞ also. From the construction, it follows
that ψ : Ĉ→ Ĉ is locally homeomorphic and thus a covering map. By Riemann-Hurwitz
formula, the covering degree must be equal to one. So ψ : Ĉ→ Ĉ is a homeomorphism.
By the definition of φ, it follows that φ|PF ∪ ∪iDi = σ where σ is the map in (71).
This, together with (72) and φ◦F = G◦ψ, implies that G◦σ|PF ∪∪iDi = G◦ψ|PF ∪∪iDi.
Since ψn|PF ∪∪iDi → σ and ψn can be arbitrarily close to ψ provided that ǫ > 0 is small
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and n is large, it follows that ψ|PF ∪ ∪iDi can be arbitrarily close to σ provided that
ǫ > 0 is small enough and n is large enough. From G ◦ σ|PF ∪ ∪iDi = G ◦ ψ|PF ∪ ∪iDi
we have ψ|PF ∪ ∪iDi = σ. In particular, φ|Di = ψ|Di are holomorphic.
It remains to show that there is an isotopy between φ and ψ rel PF ∪ ∪iDi. Since for
orientation preserving surface homeomorphisms, homotopy implies isotopy (cf. [3],[14]),
it suffices to show the existence of a homotopy between φ and ψ rel PF ∪ ∪iDi.
Recall that PFn ∩ T = On and φn|On = ψn|On. Since the arc components of T \ On
can be arbitrarily small provided that n is large, we can construct a homeomorphism
ωn : Ĉ→ Ĉ by deforming ψn in a small neighborhood of T such that
1. ωn|T = φn|T,
2. ωn is isotopic to ψn rel PFn ∪ ∪iDi,
3. ωn can be arbitrarily close to ψn provided that n is large enough.
Since φn is isotopic to ψn rel PFn∪∪iDi, it follows that φn is isotopic to ωn rel PFn∪∪iDi.
Let H(t, ·), 0 ≤ t ≤ 1, be the isotopy between φn and ωn. Since φn|T = ωn|T, H can be
constructed such that H(t, ·)|T = ωn|T = φn|T for all 0 ≤ t ≤ 1.
Now let ξ : Ĉ→ Ĉ be a homeomorphism such that
φ|PF ∪ ∪iDi = ξ ◦ φn|PF ∪ ∪iDi = ξ ◦ ωn|PF ∪ ∪iDi.
Note that when restricted to PF ∪∪iDi, ωn = φn converges to φ. So the ξ can be chosen
to be arbitrarily close to id provided that n is large enough. This implies that by taking
ǫ > 0 small enough and n large enough, φ and ξ ◦ φn can be arbitrarily close to each
other. Thus (ξ ◦ φn) ◦ φ−1 can be arbitrarily close to id, and by Lemma 7.5, they are
homotopic to each other rel PG ∪ Ui. So φ and ξ ◦ φn are homotopic to each other rel
PF ∪ ∪iDi.
Since by taking n large enough and ǫ > 0 small enough, ξ can be arbitrarily close to
id, ωn can be arbitrarily close to ψn, and ψn can be arbitrarily close to ψ, it follows that
ξ ◦ωn can be arbitrarily close to ψ. Again by Lemma 7.5, (ξ ◦ωn) ◦ψ−1 is homotopic to
id rel PG ∪i Ui. So ψ and ξ ◦ ωn are homotopic to each other rel PF ∪ ∪iDi.
From the above and the fact that ξ◦H(t, ·), 0 ≤ t ≤ 1, is an isotopy between ξ◦φn and
ξ ◦ωn rel PF ∪∪iDi, it follows that φ and ψ are homotopic to each other rel PF ∪∪iDi.
The proof of Lemma 6.5 is completed.

Now we can prove the existence part of Theorem 2.1 by performing qc surgery on G.
The process is routine. Let h : T → T be the qs circle homeomorphism in Lemma 6.3.
Let H : ∆→ ∆ be the Douady-Earle extension of h. Define
(73) Ĝ(z) =
{
G(z) for |z| ≥ 1
H ◦Rα ◦H−1(z) for |z| < 1
Let µ0 be the complex structure in ∆ obtained by pulling back the standard complex
structure in ∆ by H−1. We then pull back µ0 to the whole plane by the iteration of Ĝ
and get a Ĝ-invariant complex structure µ. Let ξ be the qc homeomorphism of the plane
to itself which solves the Beltrmai equation given by µ and fixes 1 and maps H(0) to 0.
Then g = ξ ◦ Ĝ ◦ ξ−1 ∈ Σdα. Let us show that f is CLH-equivalent to g. Recall that
φ ◦ F = G ◦ ψ. Define φ̂ : Ĉ→ Ĉ by setting φ̂(z) = φ(z) for |z| ≥ 1 and φ̂(z) = H(z) for
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|z| < 1. Similarly, define ψ̂ : Ĉ→ Ĉ by setting ψ̂(z) = ψ(z) for |z| ≥ 1 and ψ̂(z) = H(z)
for |z| < 1. The isotopy between φ and ψ rel PF ∪ ∪iDi induces an isotopy between φ̂
and ψ̂ rel Pf ∪ ∪iDi, where the later union contains only those Di in the outside of the
unit disk. Let Ωi, 1 ≤ i ≤ m, denote all the components of f−1(∆) other than ∆. By
only changing ψ̂ in the interior of each Ωi we can get a homeomorphism, say ψ˜, such that
φ̂ ◦ f = Ĝ ◦ ψ˜. Since each Ωi is a Jordan domain which does not intersect Pf ∪∪iDi, and
ψ˜|∂Ωi = ψ̂|∂Ωi, it follows that ψ˜ is isotopic to ψ̂, and is thus isotopic to φ̂ rel Pf ∪∪iDi.
From g = ξ ◦ Ĝ ◦ ξ−1 and φ̂ ◦ f = Ĝ ◦ ψ˜ we get
ξ ◦ φ̂ ◦ f = g ◦ ξ ◦ ψ˜.
Note that on each holomorphic disk Di of f , φ̂ = ψ̂ = ψ˜ is holomorphic, and that
in the attracting basin of each attracting cycle of G which lies in the exterior of ∆,
µ = 0 and thus ξ is holomorphic. This implies that ξ ◦ φ̂ = ξ ◦ ψ˜ is holomorphic on
each holomorphic disk Di of f . Since φ̂ is isotopic to ψ˜ rel Pf ∪ ∪iDi, ξ ◦ φ̂ is isotopic
to ξ ◦ ψ˜ rel Pf ∪ ∪iDi. Since φ̂|∆ = ψ˜|∆ = H , by the definition of ξ, it follows that
ξ ◦ φ̂|∆ = ξ ◦ ψ˜|∆ is holomorphic. All of these implies that f is CLH-equivalent to g.
This proves the existence part of Theorem 2.1.
Now it remains to prove that the g is unique up to a linear conjuation. Let Ĝ be the
modified Blaschke product defined in (73). Let KĜ be the set of all points whose forward
orbits under the iteration of Ĝ is bounded. Let JĜ = ∂KĜ. We call JĜ the Julia set
of Ĝ. Let us first prove the uniqueness part of Theorem 2.1 by assuming the following
lemma.
Lemma 6.6. The set JĜ has zero Lebesgue measure.
Suppose f is also CLH-equivalent to a Siegel polynomial h ∈ Σdα. By Shishikura’s
theorem, the boundary of the Siegel disk of h is also a quasi-circle. Since f is CLH-
equivalent to both g and h, we have a pair of qc homeomorphisms φ1, φ2 : Ĉ → Ĉ such
that
1. φ1 ◦ g = h ◦ φ2,
2. φ1 is isotopic to φ2 rel Pg where Pg is the post-critical set of g,
3. when restricted to the interior of the Siegel disk and an open neighborhood of
each attracting periodic cycle of g, φ1 = φ2 is holomorphic.
Note that both φ1 and φ2 must map the center of the Siegel disk for g to the center of the
Siegel disk for h, and map the critical points of g to those of h. So by a linear conjugation
if necessary, we may assume that both φ1 and φ2 fix 0, 1, and ∞. For k ≥ 2 suppose
φk : Ĉ→ Ĉ is a qc homeomorphism which is isotopic to φ1 rel Pg. Since φ1 ◦ g = h ◦ φ2,
we can define φk+1 by lifting φk through
(74) φk ◦ g = h ◦ φk+1.
It is clear that φk+1 is isotopic to φ2 and is thus isotopic to φ1 rel Pg. By induction
we get a sequence of qc homeomorphisms φk : Ĉ → Ĉ which fix 0, 1 and ∞ and satisfy
the above equation. Note that the qc constants of each φk is bounded by that of φ1.
Let µk be the Beltrami coefficient of φk. Since all the points in the Fatou set of g is
either attracted to some attracting cycle of g, or is eventually mapped to the interior
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of the Siegel disk of g, µk → 0 on the Fatou set of g. Since Jg is the qc image of JĜ,
by Lemma 6.6 Jg has zero Lebesgure measure. So µk → 0 a.e. This implies that φk
converges to id uniformly in any compact set of the plane. From (74) it follows that
g = h. This implies the uniqueness part of Theorem 2.1.
Now let us prove Lemma 6.6. The proof is by contradiction. Suppose JĜ has positive
Lebesgue measure. Let z0 be a Lebesgue point of JĜ. For n ≥ 1 let zn = Gn(z0) (Note
that Ĝ = G in the exterior of ∆). By Proposition 1.14 of [20], zn accumulates to T.
The idea of the proof is adapted from [22] and [37]. We first show that there exist cones
spanned at the critical points in T and a subsequence znj such that each znj belongs to
one of these cones. Then for each nj , we can take a small disk, say Bj , in the cone such
that
(1) G(Bj) ⊂ ∆,
(2) dist(Bj , znj )  dist(Bj ,T) ≍ diam(Bj) ≍ dist(znj ,T).
Let PG denote the post-critical set of G. From (2) we can take a Jordan domain Aj
which is disjoint with PG and contains both Bj and znj such that
diam(Aj) ≍ dist(Aj ,T)
where diam(·) denotes the diameter with respect to the Euclidean metric. Let X be the
unbounded component of Ĉ \ PG. The above relation implies that
diamX(Aj) < K
for some uniform constant K > 0, where diamX(·) denotes the diameter with respect to
the hyperbolic metric in X . Now we pull back Aj along the orbit z0, · · · , znj , and denote
the component of G−k(Aj) which contains znj−k by A
nj−k
j . Let Xk be the unbounded
component of G−k(X). Then Gk : Xk → X is a holomorphic covering map and Xk ⊂ X .
Note that A
nj−k
j ⊂ Xk. It follows that
diamX(A
nj−k
j ) < diamXk(A
nj−k
j ) = diamX(Aj) < K.
For each 1 ≤ i ≤ j, since Anij contains zni and zni is contained in some cone spanned at
some critical point, from the above inequality it follows that Anij is contained in a definite
cone spanned at this critical point. Thus the inverse branch of G−1 which maps Ani+1j
to Anij contracts the hyperbolic diameter by a definite factor 0 < δ < 1 (cf. Lemma 1.11
of [23] or Lemma 3.2 of [37]), that is,
diamX(A
ni
j ) < δ · diamX(Ani+1j ).
This implies that diamX(A
0
j ) < δ
j · diamX(Aj) < δj ·K → 0 as j →∞. It follows that
diam(A0j )→ 0 as j →∞.
In addition, since dist(Aj , PG) ≍ diam(Aj), the distortion of G−nj on Aj is uniformly
bounded. Let B0j denote the component of G
−nj (B) which is contained in A0j . We have
area(B0j )  diam(A0j )2.
Since B is disjoint from JĜ, it follows that B
0
j is disjoint from JĜ. This is a contradiction
with the assumption that z0 is a Lebesgue point of JĜ.
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It remains to show the existence of the cones and the subsequence nj satisfying the
conditions in the last paragraph. For each open arc I ⊂ T, consider the space
ΩI = Ĉ \ (PG \ I).
Let dΩI (·, ·) denote the hyperbolic distance in ΩI and for d0 > 0, let
Ωd0(I) = {z ∈ ΩI | dΩI (z, I) < d0}.
As in Lemma 4.18, when I is small, Ωd0(I) is like the hyperbolic neighborhood in the slit
plane, that is, it is almost like the domain bounded two arcs of Euclidean circles which
are symmetric about each other and such that the four exterior angles formed by the two
arcs and T are all equal to σ with d0 = ln cot(σ/4). Define
Hd0(I) = {z | |z| > 1 and z ∈ Ωd0(I)}.
Then Hd0(I) is bounded by I and S = ∂Ωd0 \∆. Take d0 > 0 such that the two exterior
angles formed by T and S are equal to
(
1− 14(2d−1)
)
π. It follows that for any z ∈ T \ I,
if V is a cone spanned at z such that the angles formed by the two rays and T are equal
to π3(2d−1) , then V does not intersect Hd0(I).
Now let h : T → T be the circle homeomorphism such that G|T = h−1 ◦ Rα ◦ h and
h(1) = 1. For each zn, let In ⊂ I be the arc such that zn ∈ Hd0(In) and moreover, In is
the smallest one in the following sense
|h(In)| = min{|h(I)| | I ⊂ T and zn ∈ Hd0(I)}.
Since zn → T, we have |In| → 0 and thus
|h(In)| → 0 as n→∞.
So there is an increasing subsequence of integers, say mj , such that
|h(Imj )| < |h(In)| for all 1 ≤ n < mj .
Let nj = mj − 1. We claim {nj} is the desired subsequence. Let us prove the claim.
Since |Imj | → 0, by disregarding finitely many mj we may assume that each Imj contains
at most one critical value of G. So these are two cases. In the first case, Imj contains no
critical value. In the second case, Imj contains exactly one critical value. Let J ⊂ T be
the arc such that G(J) = Imj .
In the first case, Let K be the component of G−1(Hd0(Imj )) which is attached to J .
By Schwarz lemma it follows that K ⊂ Hd0(J). By the minimal property of Imj , it
follows that zmj−1 = znj /∈ Hd0(J). This implies that zmj is near a critical value in T,
and Hd0(J) is near some critical point c in T. By the choice of d0, Hd0(J) belongs to
the angle domain bounded by T and a ray starting from c such that the angle formed by
the ray and T at c is equal to π3(2d−1) . Let m ≥ 3 be the local degree of G at c. Then
m ≤ 2d− 1. Now in a small neighborhood of c, we may regard G approximately as the
map z 7→ λ · (z − c)m + v where λ 6= 0 is some constant and v = G(c). Let w ∈ Hd0(J)
be such that G(w) = G(znj ) = zmj . Then the smaller angle between T and [c, w] is zmj
must belongs to an angle domain at v = G(c) bounded by T and a ray starting from v
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with angle being equal to π3(2d−1) . This implies that for any other pre-image of zmj near
c, say w′, the smaller angle between T and [c, w′] is not less than
π
m
− π
2(2d− 1) >
π
2(2d− 1)
(
>
π
m
− π
3(2d− 1)
)
.
Let V be the cone spanned at c such that the exterior angles formed by the two rays of
V and T are equal to π2(2d−1) . Since znj is one of the pre-images of zmj near c, it follows
that znj is contained in V .
In the second case, Imj contains exactly one critical value v. Let c be the critical
point in T such that G(c) = v. Then znj = zmj−1 is near c. If ∠([v, zmj ],T)≪ π where
∠([v, zmj ],T) denotes the smaller angle formed by [v, zmj ] and T at v, we would have
an arc I ⊂ T such that zmj ⊂ Hd0(I) with |I| ≪ |Imj | and I ∩ Imj 6= ∅. Since h is
qusi-symmetric, this would imply |h(I)| < |h(Imj )| (cf. Lemma 4.8 of [37]). This is a
contradiction with the minimal property of Imj . So ∠([v, zmj ],T)  π. This implies that
∠([c, znj ],T)  π where ∠([c, znj ],T) denotes the smaller angle formed by [c, znj ] and T
at c. Thus znj must belong to a cone spanned at c such that the two rays of the cone
form a definite angle with T. This proves Lemma 6.6. The proof of Theorem 2.1 is thus
completed.
6.3. Proof of Key Lemma 2. Let g ∈ Σdα be the Siegel polynomial in Key Lemma 2.
Let f ∈ T dα such that f is CLH-equivalent to g. Then f has exactly m distinct critical
points in T, say c0i with c
0
1 = 1, 1 ≤ 1 ≤ m. Let H be a thin neighborhood of f such
that H \T ∩ (Ωf ∪ Pf ) = ∅. By perturbing f in H we get a sequence fn ∈ T dα such that
for each fn, there are exactly m distinct critical points c
n
i in T with c
n
1 = 1, 1 ≤ i ≤ m,
each of which has the same local degree as the corresponding one of f , and moreover,
there are m integers kni ≥ 0, 1 ≤ i ≤ m, such that fk
n
i
n (1) = cni . Since fn is different
from f only in a thin neighborhood of T which does not intersect (Ωf ∪ Pf ) \ T, fn still
has no Thurston obstruction in the exterior of ∆. By Theorem 2.1, we get a sequence
gn ∈ Σdα such that fn is CLH-equivalent to gn. Let Kn be the filled Julia set of gn.
Since all the critical orbits of gn are bounded, Kn is connected. Then the B ottcher map
Φ : Ĉ \Kn → Ĉ \∆ conjugates gn to the map z 7→ zd. Near infinity, Φ(z) = αz+O(1/z)
with αd−1 being the leading coefficient of gn. By Koebe’s 1/4-theorem, Kn, and thus all
the critical points of gn, are contained in the disk {z | |z| < 4/|α|}. Let cni , 1 ≤ i ≤ d− 1,
be all the critical points of gn. By (6) and (7), we have
|cni | ≤ 4
( ∏
1≤j≤d−1
|cnj |
)1/d−1
for all 1 ≤ i ≤ d− 1.
This implies that |cni | < 4d−1 for all 1 ≤ i ≤ d − 1. By Lemma 7.1, there is a δ > 0
independent of n such that |cni | > δ for all 1 ≤ i ≤ d− 1. So by taking a subsequence we
may assume that cni → c0i with c0i ∈ C\{0}, 1 ≤ i ≤ d−1. Let g0 be the polynomial given
by (6) and (7). Since gn converges to g0 uniformly in any compact set of the plane, all
the attracting cycles converges to attracting cycles of g0 with the same multipliers, and
each critical point of gn, which is attracted to some attracting cycle of gn, will converge
to a critical point of g0, which is attracted to the corresponding attracting cycle of g0.
Besides this, the boundary of the Siegel disk of g0, say D, must contain all the critical
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points c0i , 1 ≤ i ≤ m. Since otherwise, if some c0i /∈ ∂D, then by Lemma 7.3, cni /∈ ∂Dn
where Dn is the Siegel disk of gn centered at the origin. This is a contradiction.
Now it suffices to prove that g0 = g up to a linear conjugation, that is, g(z) =
1
ag0(az)
with a = c0i for some 1 ≤ i ≤ m. This is because Key Lemma 2 will follow from
this by taking g˜(z) = 1cni
gn(c
n
i z) for some n large enough. To see this, by the rigidity
part of Theorem 2.1, it suffices to prove that f is CLH-equivalent to g0 also. From our
proof, fn is CLH-equivalent to gn. So for each n, there exist two plane homeomorphisms
φn, ψn : C→ C such that
1. φn|∆ = ψn|∆ is holomorphic,
2. for each holomorphic attracting cycle O of fn if there is any, there is an open
neighborhood U of O such that φn|U = ψn|U is holomorphic,
3. φn is isotopic to ψn rel Pfn ∪ ∪iDi where Di are open neighborhoods of all
holomorphic attracting cycles of fn,
4. φn ◦ fn = gn ◦ ψn.
By taking a subsequence, we may assume that there is a 1 ≤ j ≤ m such that φn(1) =
ψn(1) = c
n
j . Define g˜n by g˜n(z) =
1
cnj
gn(c
n
j z). By considering g˜n instead of gn, we may
assume that φn(1) = ψn(1) = 1. Define g˜0 by g˜0(z) =
1
c0j
g0(c
0
jz). Then g˜n converges to
g˜0 uniformly in any compact set of the plane. Now it suffices to prove that there exist
two plane homeomorphisms φ, ψ : C→ C which fixes 0 and 1, such that
(i) φ|∆ = ψ|∆ is holomorphic,
(ii) for each holomorphic attracting cycle O of f if there is any, there is an open
neighborhood U of O such that φ|U = ψ|U is holomorphic,
(iii) φ is isotopic to ψ rel Pf ∪∪iDi where Di are open neighborhoods of all holomor-
phic attracting cycles of f ,
(iv) φ ◦ f = g˜0 ◦ ψ.
Recall that fn is obtained by perturbing f in a thin neighborhood of f , we may assume
that fn|Di = f |Di. So we may assume that φn| ∪i Di = ψn| ∪i Di uniformly converges
to a univalent map σ : ∪iDi → ∪iUi with ∪Ui containing all the attracting cycles
of g˜0. Let D˜n and D˜ denote the Siegel disks of g˜n and g˜0, respectively. It is clear
that φn|∆ = ψn|∆ : ∆ → D˜n uniformly converges to a holomorphic isomorphism from
∆→ D˜. Let us also use σ : ∆→ D˜ denote this limit map.
Now we can use the same argument as in the proof of Lemma 6.5 to construct the
desired homeomorphisms φ and ψ by perturbing φn and ψn for some large n. Let us
just outline the proof. Let ǫ > 0 be a small number. By taking n large enough, we can
perturb φn to get a plane homeomorphism φ : C→ C such that (1) φ|∆∪∪iDi = σ and
(2) dist(φ, φn) < ǫ. As in the proof of Lemma 6.5, provided that ǫ > 0 is small enough
(and thus n must be large enough), we can construct a plane homeomorphism ψ : C→ C
such that the properties (i), (ii) and (iv) hold. Moreover, ψ can be arbitrarily close to
ψn provided that ǫ > 0 is small enough. Then by the same argument as in the proof of
Lemma 6.5, it follows that φ and ψ are isotopic to each other rel Pf ∪ ∪iDi, provided
that ǫ > 0 is small enough. This is the property (iii). The proof of Key Lemma 2 is
completed.
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7. Appendix
7.1. Appendix A.
Lemma 7.1. Let f be a degree-d polynomial map with a Siegel disk centered at the origin.
Then there exist M > 1 depending only on d such that if f has two critical points c and
c′ with |c|/|c′| > M , then there exist a pair of Jordan domains U ⋐ V containing the
Siegel disk of f centered at the origin such that the tuple (U, V, f) is a polynomial-like
map which is qc conjugate to a polynomial map g of degree less than d. Moreover, there
exists a L > 1 which depends only on d such that
diam(D) ≤ L · min
c∈Ωf
|c|
where D is the Siegel disk of f centered at the origin and Ωf is the set of all critical
points of f .
Proof. Let c1, · · · , cd−1 be the critical points of f . Through a linear conjugation, we may
assume that 1 = |cd−1| ≤ |cd−2| ≤ · · · ≤ |c1|.
Claim. For each Ml ≥ 1, there exists an Ml+1 > Ml such that if
(75) 1 = |cd−1| ≤ |cd−2| ≤ · · · ≤ |cd−l| ≤Ml < Ml+1 < |cd−l−1| ≤ · · · ≤ |c1|,
then there exist domains U ⋐ V containing the origin such that (f, U, V ) is a polynomial-
like map which is qc conjugate to some polynomial of degree l+1. Let us prove the Claim
first. Recall that
f(z) = fc1,··· ,cd−1(z) =
d∑
i=1
aiz
i
with
ai = e
2πiα ·
(
(−1)i−1
i
)
· Qd−i(c1, · · · , cd−1)
c1 · · · cd−1
where Qd−i is the degree-(d− i) elementary polynomials of c1, · · · , cd−1. If (75) holds, a
simple calculation shows that there is some constant
C = C(d,Ml) > 1
depending only on d and Ml such that by taking Ml+1 large enough, the following
inequalities hold.
(i) C−1 < |al+1| < C,
(ii) |ak| ≤ C for 1 ≤ k ≤ l,
(iii) |ak| < d! ·M−1l+1 for l + 2 ≤ k ≤ d.
From (i) and (ii) it follows that by taking R > 0 large enough, we can make sure that
(76)
l∑
i=1
|ai||z|i ≪ |al+1zl+1| for |z| ≥
(
R
2C
)1/(l+1)
.
Fix such an R. Then from (iii) it follows that if we take
Ml+1 > R
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large enough, then we have
(77)
d∑
i=l+2
|ai||z|i ≪ |al+1zl+1| for |z| ≤ |C ·Rl+1|.
Now define a quasi-regular map F as follows.
F (z) =

f(z) for |z| ≤ R
f(z)− |z|−R
|al+1Rl+1|−R
(f(z)− al+1zl+1), for R < |z| < |al+1Rl+1|
al+1z
l+1 if |z| ≥ |al+1Rl+1|.
By definition, F is holomorphic for |z| < R and |z| > |al+1Rl+1|. From (i-iii) and a
simple calculation we get
|Fz¯ | ≪ |Fz | for R < |z| < |al+1Rl+1|.
provided that R and Ml+1 are large enough (the choice of Ml+1 depends on R). This
implies that the real dilatation of F in {z |R < |z| < |al+1Rl+1|} can be arbitrarily
close to 1. Note that the forward orbit of any point z passes through the annulus
{z |R ≤ |z| ≤ |al+1Rl+1|} at most two times. By a routine argument it follows that F
is conjugate to a polynomial of degree l + 1 through some K-qc homeomorphism where
K > 1 can be arbitrarily close to 1 provided that R and Ml+1 are chosen appropriately
large.
Let V = {z | |z| < R} and U be the component of f−1(V ) which contains the origin.
From (76), it follows that U ⋐ V and f : U → V is of degree l+1 and thus (U, V, f) is a
polynomial-like map (whose Julia set may not be connected). From the last paragraph it
follows that (U, V, f) is K-qc conjugate to some polynomial of degree l + 1. This proves
the Claim.
Now let M1 = 1. By successively applying the Claim we get
1 =M1 < M2 < · · · < Md−1.
Let M =Md−1. Suppose 1 = |cd−2| ≤ · · · ≤ |c1|.
In the first case, |ci| ≤ M for all 1 ≤ i ≤ d− 2. The first assertion obviously holds in
this case. Note that the absolute value of the leading coefficient of f is 1/|c1| · · · ·· |cd−1| ≥
1/Md−1, and that all the other coefficients of f are bounded above by some constant
K(d,M) depending on d and M . This implies the existence of an R(d,M) such that f
is dominated by the leading term for all |z| > R(d,M). In particular, this implies that
the diameter of the Siegel disk is not greater than R(d,M). Since M depends only on d,
the second assertion of the lemma follows.
In the second case, there is some ci such that |ci| > M . Let 1 ≤ l ≤ d− 2 be the least
integer such that |cd−l−1| > Ml+1. Then we have (75). The first assertion follows from
the Claim. For the second assertion, let us go back to the proof of the Claim. We see the
Siegel disk centered at the origin is contained in V = {z | |z| < R}. Since R < Ml+1 ≤M ,
it follows that the diameter of the Siegel disk is not greater than 2M . Since M depends
only on d, the second assertion follows.
The proof of Lemma 7.1 is completed. 
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Let 0 < α < 1 be a bounded type irrational number and d ≥ 2 be an integer. Let Pdα
denote the class of all the polynomial maps f such that
f(z) = e2πiαz + α2z + · · ·+ αdzd
with αd 6= 0 and f ′(1) = 0. Let ∆ denote the unit disk and D denote the Siegel disk of
f centered at the origin.
Lemma 7.2 ([30], Shishikura). There exists a K = K(α, d) > 1 depending only on d
and α such that for any polynomial map f ∈ Pdα, if φ : ∆ → D is the holomorphic
isomorphism such that φ−1 ◦ f ◦ φ(z) = e2πiαz for z ∈ ∆, then φ can be extended to a
K-qc homeomorphism of the plane. In particular, the boundary of the Siegel disk of f
centered at the origin is a K-quasicircle.
For a proof, see [30] or [35].
Lemma 7.3. The boundaries of the Siegel disks of
f ∈
⋃
2≤l≤d
P lα
at the origin moves continuously with respect to the Hausdorff metric on the spaces of
non-empty compact sets of the plane and the topology of
⋃
2≤l≤d P lα is given by open-
compact topology, that is, fn → f with respect to this topology means that fn uniformly
converges to f in any compact set of the plane.
Proof. Let f ∈ ⋃2≤l≤d P lα. Assume that fn → f . Let D and Dn be respectively the
Siegel disks of f and fn which are centered at the origin. It suffices to prove that ∂Dg
is close to ∂Df with respect to the Hausdorff metric for all n large enough. It is known
that both of them contains critical points.
We may assume that D 6= Dn since otherwise there is nothing to prove. Since both D
andDn contains the origin as an interior point there is a point w ∈ (D∩∂Dn)∪(Dn∩∂D).
Without loss of generality, let us assume that w ∈ D ∩ ∂Dn. Let Γw ⊂ D be the f -
invariant curve containing w. Let Of (w) = {fk(w)}k≥0 and Og(w) = {gk(w)}k≥0. Then
Of (w) and Og(w) are dense in Γw and ∂Dn respectively. For any integer m ≥ 1, the two
finite orbit segments
{fk(w), 0 ≤ k ≤ m}; and {fk(w), 0 ≤ k ≤ m}
can be arbitrarily close to each other provided that n is large enough. By Lemma 7.2
there exist two K(α, d)-qc homeomorphisms of the plane which fix 0 and∞, say φ and ψ
such that φ−1 ◦ f ◦ φ(z) = e2πiαz and ψ−1 ◦ g ◦ ψ(z) = e2πiαz for all z ∈ ∆. φ(Tr) = Γw
and ψ(T) = ∂Dg. Suppose w = φ(z0) for some z0 with 0 < |z0| < 1 and w = ψ(ζ0) for
some ζ0 ∈ T. Then Each component of Γw \ {fk(w), 0 ≤ k ≤ m} is the φ-image of a
component of
{z| |z| = |z0|} \ {e2kπiα · z0 | 0 ≤ k ≤ m}
and each component of ∂Dn \ {fkn(w), 0 ≤ k ≤ m} is the ψ-image of a component of
T \ {e2kπiα · ζ0 | 0 ≤ k ≤ m}.
By the second assertion of Lemma 7.1 the Siegel disks of f and fn are contained in some
compact set of the plane. Since φ and ψ fix 0 and ∞ and are K-qc homeomorphisms of
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the plane for some K depending only on d and α, there exist C > 1 and 0 < η < 1 which
are independent of n such that for any z1, z2 with |z1|, |z2| ≤ 1 we have
|φ(z1)− φ(z2)| < C · |z1 − z2|η and |ψ(z1)− ψ(z2)| < C · |z1 − z2|η.
Since the components of
{z| |z| = |z0|} \ {e2kπiα · z0 | 0 ≤ k ≤ m}
and
T \ {e2kπiα · ζ0 | 0 ≤ k ≤ m}
can be arbitrarily small provided that m is large enough, it follows that Γw and ∂Dn can
be arbitrarily to each other provided that n is large enough.
Now we claim that Γw is close to ∂D also provided that n is large enough. This is
because if not, then by Lemma 7.2 it follows that the modulus of the annulus bounded
by ∂D and Γw has a positive lower bound. But since ∂Dn is close to Γw and contains a
critical point of fn, it follows that there is a critical point of fn contained in D and is
bounded away from ∂D. But since fn → f uniformly in D, there would be a critical point
of f contained in D. This is impossible. This completes the proof of Lemma 7.3. 
Lemma 7.4. Suppose fn ∈
⋃
2≤l≤d P lα is a sequence such that for each fn, the boundary
of the Siegel disk centered at the origin passes through the critical point 1. Then fn has
a subsequence fnk which converges to some f ∈
⋃
2≤l≤d P lα. Moreover, the Siegel disk of
the limit polynomial map g centered at the origin also passes through the critical point 1,
and for any k > m ≥ 0, we have
lim
n→∞
σk,m(fn) = σk,m(g).
Proof. By the second assertion of Lemma 7.1, the critical points of all fn are uniformly
bounded away from the origin; that us, there is a uniform L > 0 such that for each fn,
the critical points of fn are contained in the outside of the disk {z | |z| > L}. For each
fn, let us label the critical points of fn by
cn1 , · · · , cnd−2, cnd−1 = 1.
By taking a subsequence, we get 1 ≤ i1 < · · · < il ≤ d− 2 and d− 1− l such that for all
1 ≤ j ≤ l,
cnij →∞ and n→∞,
and for all k 6= ij , 1 ≤ j ≤ l and 1 ≤ k ≤ d− 1, we have
cnk → c∗k
where c∗k is some non-zero complex number. Let g denote the polynomial of degree d− l
which has critical points at these c∗k, 1 ≤ k ≤ d − 1 and k 6= ij , 1 ≤ j ≤ l. It is clear
that fnk converges to g uniformly in any compact set of the plane. This proves the first
assertion of Lemma 7.4. Let us prove that the boundary of the Siegel disk of g centered
at the origin must also contain the critical point 1. Suppose this were not true. Then the
critical point 1 is bounded away from the boundary of the Siegel disk g. Since fn → g, by
Lemma 7.3, the boundary of the Siegel disk of fn centered at the origin can be arbitrarily
close to the boundary of the Siegel disk of g centered at the origin. This would imply for
all n large enough, the boundary of the Siegel disk of fn centered at the origin does not
pass through the critical point 1. This is a contradiction. For k > m ≥ 0 given, fkn → gk
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and fmn → gm uniformly in any compact set of the plane. Thus σk,m(fn) → σk,m(g) as
n→∞. This implies the second assertion. The proof of Lemma 7.4 is completed. 
7.2. Appendix B.
Lemma 7.5. Let ∆ be the unit disk and Ui, 1 ≤ i ≤ l, be Jordan domains with Ui ⊂ ∆
and Ui ∩ Ui′ = ∅ for 1 ≤ i 6= i′ ≤ l. Let Q = {q1, · · · , qm} ⊂ ∆ and X = ∆ \ (Q ∪
∪1≤i≤lUi). Suppose
1. diam(Ui) > d0 for 1 ≤ i ≤ l,
2. dist(Ui, qj) > d0 for 1 ≤ i ≤ l and 1 ≤ j ≤ m,
3. dist(qj , qj′) > d0 for 1 ≤ j 6= j′ ≤ m,
4. dist(qj ,T) > d0 for 1 ≤ j ≤ m.
Then there exists a τ > 0 depending only on d0 such that for any homeomorphism
h : X → X, if dist(h, id) < τ and h|∂X = id, then h is homotopic to id rel ∂X.
Proof. For 1 ≤ j ≤ m and r > 0, let Bj(r) = {z | |z − qj | < r}. Then there is a η > 0
depending only on d0 such that for any two points a and b in ∆ \ ∪iUi ∪ ∪jBj(d0/4), if
the Euclidean distance between a and b is less than η, there is a unique shortest geodesic
segment in X which connecting a and b.
We first show that h can be homotopic to a continuous map h0 : X → X such that
h0|Bj(d0/3) = id for all 1 ≤ j ≤ m. Let us construct the homototy H as follows.
For 0 < r ≤ d0/3, let ∆j,r = {z | z + qj ∈ h(Bj(r))}. Let Φj,r : ∆ → ∆j,r be the
holomorphic isomorphism with Φj,r(qj) = 0 and Φ
′
j,r(0) > 0. Then there is a continuous
function θ : (0, d0/3]× [0, 2π]→ R such that Φ−1j,r (h(qj + reiα)− qj) = eiθ(r,α). Note that
θ(r, 0) + 2π = θ(r, 2π) for 0 < r < d0/3.
(1) If z ∈ Bj(d0/3) for some j, let z = qj + reiα. If z = qj , define H(t, z) = qj for all
0 ≤ t ≤ 1. Otherwise, define
H(t, z) =
{
qj +Φj,r((1 − 2t)eiθ(r,α)) · Φ
′
j,r(0)+2t(r−Φ
′
j,r(0))
Φ′j,r(0)(1−2t)
, 0 ≤ t < 1/2
qj + re
i(θ(r,α)+2(t−1/2)(α−θ(r,α))), 1/2 ≤ t ≤ 1.
(2) If z ∈ Bj(d0/2) \Bj(d0/3), let z = qj + reiα. Define
H(t, z) = h(z) + (H(t, qj + d0e
iα/3)− h(qj + d0eiα/3))d0/2− r
d0/6
.
(3) If z /∈ X \ ∪1≤i≤mBj(d0/2), define H(t, z) = h(z) for all 0 ≤ t ≤ 1.
It is clear that H(·, ·) : [0, 1]×X → X is continuous and h = H(0, ·). Let h0 = H(1, ·).
From the construction it follows that h0|Bj(d0/3) = id for all 1 ≤ j ≤ m, and moreover,
h0 can be arbitrarily close to id provided that h is close enough to id. For η > 0 be the
number guaranteed in the beginning of the proof, let τ > 0 be the constant such that
dist(h0, id) < min{η, d0/12} provided that dist(h, id) < τ .
Now suppose dist(h, id) < τ . Then dist(h0, id) < min{η, d0/12}. It suffices to con-
struct a homotopy H0 between h0 and id. For z ∈ ∂X ∪ ∪jBj(d0/3), define H0(t, z) =
z for all 0 ≤ t ≤ 1. For z ∈ X \ ∪jBj(d0/3), both z and h0(z) belongs to ∆ \
∪iUi ∪ ∪jBj(d0/4). By the definition of η, there is a unique shortest geodesic segment γ
in X connecting z and h0(z). Now define H0(t, z) to be the point in γ which divides γ
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into two geodesic segments with the ratio of their length being equal to t : (1− t). This
defines the homotopy H0 between h0 and id. The proof of lemma 7.5 is completed.

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