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Deutsches Abstract
Diese Arbeit befasst sich mit der strategischen Netzwerkplanung internationaler Auto-
mobilhersteller mit einem Schwerpunkt auf Premiumhersteller. Bei einem gegebenen
Produktionsnetzwerk sollen insbesondere die Zuordnungen von Fahrzeugmodellen zu
Werken sowie die Werkskapazitäten für einen Planungshorizont von mehreren Jahren
geplant werden. Hierfür werden zunächst die Rahmenbedingungen der Automobilindus-
trie und deren Modellierungsmöglichkeiten in einem Optimierungsmodell dargestellt.
Anschließend wird ein gemischt-ganzzahliges Modell vorgestellt, das die Summe aller
abgezinsten Investitionszahlungen und operativen Supply Chain Kosten minimiert und
gleichzeitig eine hohe Flexibilität des Netzwerkes durch eine bestimmte Zuordnungs-
struktur (die einer Kette) von Produkten und Werken anstrebt. Da mithilfe von Stan-
dardsolvern die Lösung des aufgestellten Modells für Probleme praxisrelevanter Größe in
akzeptabler Zeit nicht möglich ist, werden zwei für die Problemstellung neu entwickelte
und implementierte Verfahren der Lokalen Suche vorgestellt und anhand unterschiedli-
cher Probleminstanzen mit einem Standardsolver verglichen und bewertet. Bei steigen-
der Problemgröße übertreffen hierbei die Lösungsverfahren den Standardsolver deutlich.
Im Anschluss daran wird die Robustheit der mit den neuen Verfahren ermittelten Lösun-
gen anhand unterschiedlicher Szenarien untersucht. Hierbei lässt sich erkennen, dass für
die untersuchten Beispiele gute Ergebnisse bezogen auf Gewinne und den Servicegrad
erzielt werden können. Die in der Arbeit vorgestellten Modelle und Methoden können als
Instrument verwendet werden, um ein angemessenes und robustes Produktionsnetzwerk
für einen internationalen Automobilhersteller zu bestimmen.
Englisches Abstract
This paper addresses strategic network planning for international automotive manu-
facturers, in particular of premium cars. The focus is on product to plant allocation
and capacity expansion decisions for a given network design with fixed plant locations.
General conditions of the automotive industry and their integration in a mathematical
optimization model are presented. A mixed integer program minimizing the sum of all
discounted capital expenditures and operational cost while incorporating flexibility of a
network by a specific allocation structure of products and plants ('chain') is formulated.
However, this model can not be efficiently solved for practical problems by commercial
software. Therefore, two new problem specific local search methods are presented which
are evaluated for different problem sizes in comparison to a commercial solver. With
increasing complexity of the problems the two local search methods do outperform the
commercial solver. The robustness of the generated solutions is than evaluated for dif-
ferent future szenarios. From the examples it can be seen, that good results regarding
expected sales can be realised by the generated solutions. The presented models and
methods provide an instrument to define an adequate and robust production network
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1.1 Die Situation in der Automobilindustrie
Die Automobilindustrie stellt mit 15% des weltweiten Bruttosozialproduktes und ei-
ner Beschäftigung von etwa 8,8 Millionen Mitarbeitern bei Herstellern, Zulieferern und
Dienstleistern heute wie auch in Zukunft einen der weltweit wichtigsten Wirschaftszwei-
ge dar. Im Jahr 2006 wurden - bei einer Steigerung von 4% - 67,6 Millionen Automobile1
bei einer täglichen Produktionsrate von etwa 200.000 Einheiten gefertigt. Eine weitere
Steigerung in den nächsten Jahren ist zu erwarten (vgl. VDA, 2007, Seite 42 und Mercer
Management Consulting, 2004, Seite 11).
Seitdem Henry Ford die erste Massenproduktion von Automobilen in einer Fließband-
fertigung in den 1920er Jahren ermöglichte und sich das 'Lean Production' (Schlanke
Produktion) basierend auf dem 'Toyota Production System'2 in den 1980er Jahren welt-
weit durchsetzte, hat sich auf den Automobilmärkten einiges verändert. Die Automo-
bilindustrie steckt in einer weiteren (dritten) Umbruchphase (vgl. Kurek 2004, Seite 9
und Becker 2002, Seite 2). Bereits seit mehreren Jahren weisen die Hauptabsatzmärk-
te USA, Europa und Japan eine zunehmende Sättigung auf (vgl. Pander und Wagner
2005, Seite 12 und Becker 2007, Seite 9). Auch wenn im Jahr 2006 seit zwei Jahren wie-
der mehr Fahrzeuge in den EU-Ländern verkauft wurden, bezieht sich diese Steigerung
hauptsächlich auf Osteuropa. Die Zahlen in den USA und Japan gingen hingegen weiter
zurück (vgl. VDA, 2007, Seite 42f).
Bei einer eindeutigen Verschiebung der Nachfrage auf 'neue' Märkte stieg die weltweite
Nachfrage um 3% auf 62,8 Millionen Fahrzeuge. Diese Steigerung wirkte sich hauptsäch-
lich auf asiatische und deutsche Marken aus, wohingegen die 'Big Three'3 aus den USA
Absatzeinbußen auch am heimischen Markt von etwa 8,2% realisierten (vgl. VDA, 2007,
Seite 42f). Die genaue Verteilung der weltweiten Automobilproduktion in 2006 ist in
Abbildung 1.1 dargestellt. Ein verhältnismäßig hoher Anstieg ist hierbei in Osteuropa
und Asien festzustellen.
Mercer Management Consulting (2004, Seite 23f) geht in einer in Zusammenarbeit mit
dem Fraunhofer-Institut durchgeführten Studie davon aus, dass Europa bis zum Jahr
2015 zu der weltweit wichtigsten Automobilproduktionsregion aufsteigen wird (35% der
1Hiervon fielen 56,9 Millionen auf Personenkraftwagen (PKW) und leichte Nutzfahrzeuge
2vgl. Ohno (1993), Schary und Skjott-Larsen (2001, Seite 162ff) u.a.
3Chrysler Corporation, Ford und General Motors
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Abbildung 1.1: Weltautomobilproduktion in 2006
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Quelle: in Anlehnung an VDA (2007, Seite 42)
weltweiten Wertschöpfung). Hierbei wird sowohl ein Wachstum aufgrund der bestehen-
den Produktionsstätten in West- als auch durch neue Werke in Osteuropa erwartet.
Weitere Produktionswerke werden zudem im Zuge der Globalisierung vorwiegend in
China und Indien entstehen, deren Anteil voraussichtlich auf 5% bzw. 1% ansteigen
wird.
Vor dem Hintergrund eines immer weiter steigenden Preis- und Kostendrucks hat
sich die Wettbewerbssituation in der Automobilindustrie kontinuierlich verschärft (vgl.
Becker, 2007, Seite 33f). Eine Folge hiervon ist die Konzentration auf immer weniger
Anbieter. Von 1970 bis 2005 reduzierten sich 36 Anbieter auf weltweit 13 (vgl. Diez,
2006, Seite 24). Diese werden sich in den nächsten Jahren voraussichtlich auf 9 bis 10
weltweite Anbieter weiter konzentrieren (vgl. Dannenberg und Kleinhans, 2004, Seite
92). Hierbei beschränken sich Konsolidierungen nicht nur auf die Hersteller (Original
Equipment Manufacturer's - OEM's) sondern sind noch um einiges deutlicher bei den
Zulieferunternehmen zu beobachten, die sich von einst über 30.000 auf 5.000 Zulieferer
weltweit reduziert haben (vgl. Spatz und Nunnenkamp, 2002, Seite 5).
Vor dem Hintergrund dieser Entwicklungen verfolgen mittlerweile viele Konzerne eine
Mehrmarkenstrategie, um am globalen Markt erfolgreich zu sein. Ein Beispiel hierfür ist
der Volkswagenkonzern unter dem heute acht verschiedene Markenhersteller verschie-
dener Segmente vereint sind (vgl. VW, 2008). Zudem wird von den OEM's eine immer
größere Produktvielfalt angeboten, die zu einer Erhöhung der Komplexität führt (vgl.
Kurek, 2004, Seite 17). Ein Beispiel hierfür ist die Mercedes Car Group, die seit 1995
zehn neue Fahrzeugmodelle4 an den Markt gebracht hat. Da gerade diese neuen Modell-
4Im Folgenden wird unter 'Modell' eine Fahrzeugmodellreihe bzw. Serie, wie z.B. die A-Klasse bei
Mercedes oder die 3er Serie bei BMW, verstanden.
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reihen einen großen Anteil an den heutigen Verkäufen ausmachen, ist ein Rückgang in
Zukunft nicht zu erwarten (vgl. Mercer Management Consulting, 2004, Seite 27f). Die
steigende Anzahl an Modellreihen setzt sich in einer Steigerung der Variantenvielfalt
und einer Verkürzung der Produktlebenszyklen fort (vgl. Cornet, 2002, Seite 31). Dies
führt zu einer weiteren Erhöhung der Komplexität bei der Planung und Koordination.
Bei der Betrachtung der heutigen und zukünftigen Entwicklung der Automobilin-
dustrie ist es wichtig, zwischen den verschiedenen Markensegmenten zu unterscheiden.
Automobilmarken lassen sich grundsätzlich den zwei Segmenten Premium- und Volu-
menmarke zuordnen. Eine Premiummarke definiert sich hierbei über eine vom Kunden
wahrgenommene Hochwertigkeit, die durch einen über dem Marktdurchschnitt liegenden
Preis widergespiegelt wird. Premiummarken zeichnen sich zusätzlich durch eine große
Stärke am Heimatmarkt und einen hohen Gebrauchtwagenwert aus. Diese Eigenschaf-
ten ergeben sich generell aus einer hohen Image- und Innovationsstärke. Als klassische
Premiummarken gelten z.B. BMW, Mercedes und Volvo. Premiummarken können im
Weiteren von Luxusmarken, die sich hauptsächlich über ihren Preis und ihre Exklusi-
vität definieren (vgl. Rosengarten und Stürmer, 2004, Seite 24f), abgegrenzt werden.
Diese Trennung ist zwar ökonomisch nicht unbedingt notwendig und auch in der Lite-
ratur nicht immer eindeutig vorzufinden, macht jedoch hinsichtlich psychographischer
Gesichtspunkte Sinn (vgl. Diez, 2006, Seite 550f).
Im Gegensatz zu den vorher genannten stehen Volumenmarken, wie Ford, Opel, Toyo-
ta und VW. Hersteller von Volumenmarken zielen auf die Kostenführerschaft am Markt
ab und bieten eine höhere Grundausstattung, aber weniger variantenreiche Sonderaus-
stattungen an, als es bei Premium- und Luxusmarken üblich ist(vgl. Diez 2006, Seite
573 und Stautner 2001, Seite 107).
Generell hat sich die Nachfragestruktur in den letzten Jahren dahingehend verän-
dert, dass Fahrzeugmodelle der gehobenen Klassen relativ häufig nachgefragt werden,
wohingegen die Nachfrage nach klassischen Volumenmodellen der Mittelklasse immer
weiter abnimmt (vgl. Becker, 2007, Seite 30). Daraus ergeben sich insbesondere für Her-
steller von Volumenmarken, wie den 'Big Three', wachsende Überkapazitäten und eine
sinkende Kapazitätsauslastung5, die jedoch in den nächsten Jahren voraussichtlich abge-
baut bzw. erhöht werden können (vgl. PriceWaterhouseCoopers, 2004). Überkapazitäten
stellen zwar für Premiumhersteller wie z.B. BMW mit 89% Kapazitätsauslastung und
Qualitätshersteller Toyota mit einer Auslastung von 94% in 2005 auch momentan kein
Problem dar (vgl. Becker, 2007, Seite 22), allerdings muss auch hier bei steigender Nach-
frage darauf geachtet werden, Kapazitätserweiterungen nur dann durchzuführen, wenn
dadurch langfristig keine Überkapazitäten entstehen.
Um bei steigender Modellvielfalt wettbewerbsfähig zu bleiben, geben Hersteller im-
mer mehr Produktions- und Entwicklungsleistungen (insbesondere bei der Fahrzeug-
elektronik) an verschiedene Zulieferer ab. Bei einer engen Zusammenarbeit mit den
direkten Lieferanten liegt die Wertschöpfungstiefe der OEM's heutzutage nur noch bei
5Weltweit lag im Jahr 2004 die durchschnittliche Kapazitätsauslastung der Produktionswerke bei
ca. 60%, wobei von einer Profitabilitätsgrenze von etwa 85% Auslastung ausgegangen wird (vgl. Price-
WaterhouseCoopers, 2004).
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35%. Diese Aufgabenübernahme der Zulieferer wird in Zukunft weiter ansteigen, wobei
Premiummarken einen höheren Eigenleistungsanteil zur Förderung des Markenimages
beibehalten werden als Volumenmarken. Bezogen auf die Hauptmodule eines Fahrzeuges
bleiben Karosseriestruktur, Motor und Exterior die Teile mit der höchsten Eigenleistung
der OEM's (vgl. Mercer Management Consulting, 2004, Seite 19-21). Jedoch wird auch
heute schon die Produktion ganzer Fahrzeugmodelle fremdvergeben, um Investitionen
in Werke zu vermeiden und das Modellangebot schneller auszubauen (vgl. Corsten und
Gabriel, 2004, Seite 254). Ein Beispiel hierfür ist das Unternehmen Magna Steyr, das die
Produktion ganzer Automobile der Marken BMW, Chrysler, Jeep, Mercedes-Benz und
Saab übernimmt (vgl. Magna Steyr, 2008). Auf Basis dieser Entwicklung besteht immer
mehr der Bedarf, dass Zulieferer und Hersteller ihre Planung aufeinander abstimmen.
ImWeiteren kommen in Zukunft neue Anforderungen durch rechtliche Bestimmungen,
wie z.B. Steuern und CO2-Bestimmungen, auf die Automobilindustrie zu. Im Jahresbe-
richt 2007 des Verbandes der Automobilindustrie (vgl. VDA, 2007, Seite 12f) wird der
Klimaschutz als zentraler Punkt bei der Wettbewerbsfähigkeit von Automobilherstellern
in Deutschland und Europa angesehen. So wird kontinuierlich den Bestrebungen nach-
gegangen, den CO2-Ausstoß von neuen Fahrzeugen zu senken. Hierbei bestehen einige
Unsicherheiten bei den Herstellern bezüglich möglicher CO2-Steuern und zukünftiger
Maßnahmen bei Nichterreichen der durchschnittlich angepeilten CO2-Emissionen6.
Unter Berücksichtigung der beschriebenen Entwicklungen bezüglich veränderter Nach-
fragestrukturen, zunehmender Produktvielfalt und branchenspezifischer Rahmenbedin-
gungen müssen die weltweiten Produktionsnetzwerke von Automobilherstellern weit-
sichtig geplant und koordiniert werden. Kritischer Faktor für die Wettbewerbsfähigkeit
eines Unternehmens sind hierbei u.a. Entscheidungen über die Werkebelegung (Zuord-
nung von Fahrzeugmodellen zu Produktionsstandorten) und Kapazitäten der bestehen-
den Standorte, die zum einen die weltweiten Beschaffungs- und Distributionsströme
und zum anderen die effiziente Auslastung bestehender Werke beeinflussen. Da es sich
hierbei um langfristige Entscheidungen in einem komplexen, internationalen Netzwerk
handelt, stehen diesen große Unsicherheiten der ökonomischen und absatzseitigen Daten
gegenüber. Aus diesem Grund muss bei der Entscheidung für eine bestimmte Konfigura-
tion nicht nur die Effizienz bei erwarteten Rahmenbedingungen berücksichtigt werden,
sondern zudem auf die Flexibilität und Robustheit der Konfiguration geachtet werden.
Nur so kann auf unvorhergesehene Veränderungen der Rahmenbedingungen angemessen
reagiert werden (vgl. Goetschalckx und Fleischmann, 2007, Seite 119). Robustheit kann
hierbei als die Unempfindlichkeit einer geplanten Konfiguration gegenüber verschiede-
ner Umwelteinflüsse angesehen werden. Flexibilität, als Möglichkeit einer Konfigurati-
on, sich an veränderte Bedingungen anzupassen, kann zu einem Robusten Plan führen,
wenn diese zur Absicherung gegenüber (fast) aller denkbaren ungünstigen Entwicklun-
gen dient. Während Robustheit von hoher Risikoscheue geprägt ist, ist Flexibilität als
risikoneutrales Werkzeug anzusehen (vgl. Scholl, 2001, Seite 93-97).
6Von der EU wurden mögliche Maßnahmen bei Überschreitung der durchschnittlichen Emissionen
angekündigt (vgl. European Union, 2007a).
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Der Begriff der Flexibilität hat in den letzten Jahren insbesondere auch im Zusammen-
hang mit der Struktur von Produktionsnetzwerken immer mehr an Bedeutung gewon-
nen. Auch in der Automobilindustrie wird Flexibilität zu einem der heutigen Kerntrends
gezählt (vgl. Kuhn und Schmaußer, 2007, Seite 39). Flexibilität kann hierbei generell
als die Fähigkeit, auf Unsicherheiten reagieren und Aktivitäten anpassen zu können,
definiert werden (vgl. Huchzermeier und Cohen, 1996, Seite 100). Bei einer Abweichung
der Nachfrageprognosen in der Automobilindustrie von typischerweise ± 40% für einen
Zeitrahmen von ein bis drei Jahren (vgl. Jordan und Graves, 1995, Seite 577), ist die
Flexibilität des Supply Chain Designs neben Kosten, Qualität und Verlässlichkeit aus-
schlaggebend für die Wettbewerbsfähigkeit eines Unternehmens. Kann sich eine Supply
Chain aus Mangel an Flexibilität nicht schnell genug an die Nachfrage bestimmter Pro-
duktvarianten anpassen, führt dies dazu, dass für einige Varianten entgangene Erlöse zu
verzeichnen sind, während andere gelagerte Varianten nur mit Preisnachlässen verkauft
werden können (vgl. Bertrand, 2003, Seite 133).
Um möglichst alle relevanten Faktoren bei der strategischen Planung von Automobil-
produktionsnetzwerken berücksichtigen zu können, kann auf mathematische Modelle
und Lösungsmethoden zurückgegriffen werden. Diese bilden gegebene Rahmenbedin-
gungen ab, auf deren Basis ein Plan zur Erreichung definierter Ziele (meist monetärer
Natur) erstellt wird. Da sich Produktionsnetzwerke unterschiedlicher Unternehmen oft
stark voneinander unterscheiden können und sich komplexe Systeme immer nur an-
nähernd genau in einem mathematischen Modell abbilden lassen, muss besonders auf
strategischer Ebene ein problemspezifisches Modell formuliert werden, das mit geeigne-
ten Lösungmethoden in angemessener Zeit die Ziele des Unternehmens optimiert. Die
einfache Optimierung eines Problems hinsichtlich monetärer Kriterien reicht hierbei je-
doch, wie bereist erwähnt, nicht aus, um die strategischen Ziele eines Unternehmens
widerzuspiegeln. Weitere Kriterien, wie die Robustheit eines Systems, müssen hierfür in
den Lösungsprozess integriert werden (vgl. Rosenhead u. a., 1972, Seite 413).
Auch wenn in der Literatur bereits einzelne Ansätze zur Modellierung und Optimie-
rung der Werkebelegung und Kapazitätsbestimmung von Automobilherstellern im Rah-
men der strategischen Planung existieren, gehen diese zumeist nur indirekt auf Kriterien
wie Robustheit und Flexibilität ein.
1.2 Ziel der Arbeit
Ziel der Arbeit ist es, ein Planungsinstrument zur Bestimmung vorteilhafter Netzwerk-
konfigurationen sowohl hinsichtlich finanzieller Kriterien als auch der Flexibilität zu ent-
wickeln. Hierfür werden zwei unterschiedliche Ansätze aus der Literatur zur Bestimmung
optimaler Zuordnungen von Fahrzeugmodellen zu Werken in der Automobilindustrie
miteinander vereint.
Der erste Ansatz geht auf das Optimierungsmodell von Henrich (2002) zurück, das
auf die strategische Gestaltung des Produktionssystems eines Premiumherstellers ab-
zielt. Auf der Basis von strategischen Vorgaben werden in einem deterministischen, dy-
namischen, gemischt-ganzzahligen Modell Entscheidungen über die Werkebelegung und
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damit verbundene Beschaffungs-, Produktions- und Distributionsströme so getroffen,
dass die Gesamtkosten von Lieferanten über Produktionsstätten bis zum Absatzmarkt
hin minimiert werden. Um Investitionen in Kapazitäten in die Entscheidungsfindung
zu integrieren, erweitert Ferber (2005) das Modell von Henrich (2002) um Investitions-
aspekte. Hierbei verändert sich die Zielfunktion zu einer Minimierung der Summe aller
abgezinsten Investitionszahlungen und operativer Kosten. Werden bei diesem Ansatz
zwar Auswirkungen auf den Netzwerkfluss und langfristige Investitionsentscheidungen
bei einer genauen Betrachtung der verschiedenen Produktionsschritte berücksichtigt,
beinhaltet dieses Vorgehen auch zwei Nachteile. Zum einen werden Unsicherheiten erst
nach der Optimierung des Problems mit Hilfe einer Szenarioanalyse in die Betrachtung
integriert. Zum anderen ist das aufgestellte Modell sehr komplex und führt zu einem
großen Rechenaufwand bei der Lösung. Nicht nur auf Grund strategischer Vorgaben
findet bei Ferber (2005) daher bereits vor der Optimierung eine Vorselektion mögli-
cher Zuordnungen statt. Aufgrund der weiter oben erwähnten Entwicklungen steigender
Modellvielfalt und kürzerer Produktlebenszyklen wird sich diese Komplexität in Zu-
kunft immer weiter erhöhen. Das aufgestellte Modell kann dann für unterschiedliche
Zukunftsszenarien nicht mehr in akzeptabler Zeit gelöst werden, so dass wenig über die
Robustheit einer ermittelten Lösung ausgesagt werden kann.
Der zweite Ansatz von Jordan und Graves (1995) betrachtet einen ähnlichen Fall
aus der Automobilindustrie zur Entscheidungen der Werkebelegung bei einem Volu-
menhersteller. Hierbei wird explizit auf die Flexibilität von verschiedenen Netzwerkkon-
figurationen eingegangen und es werden Aussagen über die zwei Zielgrößen erwartete
Absatzmengen und erwartete Kapazitätsauslastung bei unsicherer Nachfrage getroffen.
Allerdings werden notwendige Investitionszahlungen nur indirekt berücksichtigt und
operative Kosten von Beschaffung, Produktion und Distribution, wie sie bei Henrich
(2002) und Ferber (2005) modelliert werden, vollkommen vernachlässigt. Die analysier-
ten Belegungspläne werden hier auch nicht mit einem Optimierungsmodell, sondern mit
einem Simulationsmodell ermittelt. Verschiedene Zuordnungsstrukturen von Produkten
zu Werken, wie u.a. komplette Flexibilität, bei der jedes Produkt in jedem Werk ge-
fertigt werden kann und komplett unflexible Strukturen, bei denen jedes Produkt nur
einem Werk zugeordnet wird, sowie dazwischenliegende teilflexible Strukturen, werden
dabei analysiert. Hierbei wird insbesondere die teilflexible Struktur einer Kette hervor-
gehoben, bei der alle Werke mit allen Produkten über wenige sog. Split-Modelle, die
mehreren Werken zugeordnet sind, miteinander verbunden sind. Auf der Basis dieser
Untersuchungen sowie einer analytischen Beweisführung werden dann Aussagen über
die Vorteilhaftigkeit unterschiedlicher Zuordnungsstrukturen hinsichtlich ihrer Flexibi-
lität getroffen.
In der vorliegenden Arbeit soll auf die soeben angesprochenen Probleme bei der Anwen-
dung des Optimierungsmodells von Ferber (2005), die sich aus der Planungskomplexität
auf der einen Seite und der unzureichenden Berücksichtigung der Netzwerkflexibilität
in Hinblick auf Datenunsicherheiten auf der anderen Seite ergeben, eingegangen wer-
den. Hierzu soll eine Lösungsmethode aufbauend auf dem Modell von Ferber (2005) und
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den Erkenntnissen von Jordan und Graves (1995) entwickelt werden, die in akzeptabler
Zeit gute und robuste Lösungen hinsichtlich finanzieller Kriterien und des Servicegra-
des insbesondere für Probleme praxisrelevanter Größe erzielt. In diesem Zusammenhang
werden alle möglichen Zuordnungsstrukturen auf solche beschränkt, die nach den Er-
kenntnissen von Jordan und Graves (1995) voraussichtlich eine hohe Flexibilität, die
sich u.a. in einem erwarteten hohen Servicegrad bezogen auf unterschiedliche zukünftige
Entwicklungen widerspiegelt, beinhalten. Zusätzliche Investitionszahlungen, die hierbei
zumeist im Vergleich zu unflexiblen Strukturen für dasselbe Szenario entstehen, werden
durch die kostenbezogene Zielfunktion minimiert, so dass eine vernachlässigbare Erhö-
hung der Investitionskosten im Vergleich zu unflexiblen Strukturen zu erwarten ist. Die
in der Arbeit entwickelten Modelle und Methoden sollen als Instrument dienen, um ein
angemessenes und robustes Produktionsnetzwerk für einen internationalen Automobil-
hersteller zu bestimmen.
1.3 Vorgehen der Arbeit
Um eine korrekte und angemessene Abbildung der gegebenen Rahmenbedingungen inter-
nationaler Automobilhersteller in einem mathematischen Modell sicherstellen zu können,
werden im sich anschließenden Kapitel 2 die Grundlagen der Planung von Automobil-
netzwerken dargestellt. Hierfür werden zunächst die Grundlagen der strategischen Netz-
werkplanung im Umfeld des Supply Chain Managements im Allgemeinen dargestellt
und die vorliegende Planungsaufgabe wird eingeordnet. Anschließend werden Rahmen-
bedingungen, denen ein internationales Produktionsnetzwerk grundsätzlich unterliegt,
detailliert erläutert. Nach dieser allgemeinen Betrachtung folgt die Darstellung spezifi-
scher Eigenschaften und Planungsanforderungen einer Automobil-Supply Chain. Hier-
bei wird u.a. auf automobilspezifische Rahmenbedingungen, die u.a. den CO2-Ausstoß
neuer Fahrzeugmodelle betreffen, eingegangen. Das Kapitel endet mit einer Auseinan-
dersetzung mit dem Kerntrend Flexibilität in der Automobilindustrie. Hierzu werden
zunächst die Risiken der strategischen Planung aufgezeigt und anschließend der Begriff
der Prozessflexibilität genauer definiert.
Nachdem die Grundlagen für die Planung von Produktionsnetzwerken in der Automo-
bilindustrie erläutert wurden, gibt Kapitel 3 einen Überblick über Modellierungsmöglich-
keiten und Lösungsmethoden bei der strategischen Planung von Produktiosnetzwerken.
Hierfür werden zunächst allgemeine Modellierungsaspekte und Lösungsmethoden für
die Planung internationaler Netzwerke und im Anschluss einzelne Optimierungsmodel-
le zur strategischen Planung von Automobilherstellern, die in der Literatur zu finden
sind, vorgestellt. Die sich bei der Modellierung der vorliegenden Problemstellung erge-
benden Schwierigkeiten werden anschließend genauer betrachtet und die für die Arbeit
zentralen Ansätze von Ferber (2005) und Jordan und Graves (1995) hinsichtlich dieser
miteinander verglichen.
In Kapitel 4 wird ein Optimierungsmodell für die Kapazitäts- und Investitionspla-
nung eines Autombilherstellers unter Berücksichtigung der Flexibilität des Produktions-
netzwerkes aufgestellt, das die zuvor beschriebenen Ansätze miteinander vereint. Basie-
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rend auf dem Modell von Ferber (2005) werden hierbei einzelne Anpassungen der Ne-
benbedingungen durchgeführt sowie weitere Nebenbedingungen (Kettenbedingungen)
im Sinne der Flexibilitätserkenntnisse von Jordan und Graves (1995) hinzugefügt. Das
Modell inklusive der Kettenbedingungen wird im Weiteren als Kettenmodell und das
ohne als Basismodell bezeichnet. Anschließend werden mögliche Erweiterungen des Ket-
tenmodells hinsichtlich der Flexibilität und unterschiedlicher automobilspezifischer Rah-
menbedingungen vorgestellt. Um einen Eindruck über die Komplexität des Basis- und
Kettenmodells zu gewinnen, wird deren Laufzeitverhalten bei Variation der Inputdaten
und Freiheitsgrade mit einem Standardsolver anhand einzelner Probleminstanzen exem-
plarisch dargestellt.
Da mit dem Standardsolver das Basis- sowie das Kettenmodell für reale Probleme
nicht zufriedenstellend gelöst werden können und auch bei kleineren Problemen bereits
hohe Laufzeiten entstehen, wird in Kapitel 5 eine auf die Problemstellung spezialisierte
Lösungsmethode entwickelt. Diese Lösungsheuristik basiert auf einer Lokalen Suche, die
die Kettenbedingungen in ihren Verfahrensablauf einbezieht. Hierbei werden zwei unter-
schiedliche Varianten vorgestellt. Das Kapitel endet mit einer Analyse der Performance
der vorgestellten Lösungsmethoden im Vergleich zum Standardsolver. Hierfür werden
die Verfahren für unterschiedlich komplexe Problemtypen hinsichtlich der Lösungsgüte
miteinander verglichen.
In Kapitel 6 wird abschließend die Robustheit der Lösungen des Kettenmodells im Ver-
gleich zu denen des Basismodells in Hinblick auf die Kriterien Gewinn und Servicegrad
analysiert. Hierzu werden zunächst an einem kleinen Beispiel einzelne Effekte veran-
schaulicht. Anschließend wird die Robustheit unterschiedlicher Strukturen beispielhaft
anhand unterschiedlicher Szenarien untersucht. Hierbei werden die Auswirkungen der
Höhe der Verkaufserlöse und von Überkapazitäten berücksichtigt.
Die Arbeit schließt mit einer Zusammenfassung der Ergebnisse und einem Ausblick




In diesem Kapitel werden die Grundlagen der strategischen Netzwerkplanung im All-
gemeinen sowie für die Automobilindustrie im Speziellen dargestellt. Hierzu wird zu-
nächst in Kapitel 2.1 die Planung von Produktionsnetzwerken als Teil des Supply Chain
Managements eingeordnet und es werden zugehörige Planungsaufgaben definiert. An-
schließend werden in Kapitel 2.2 die Rahmenbedingungen, denen ein internationales
Produktionsnetzwerk grundsätzlich unterliegt, hinsichtlich strategischer, makroökono-
mischer und physischer Faktoren detailliert erläutert.
Das folgende Kapitel 2.3 befasst sich mit den spezifischen Eigenschaften und Planungs-
anforderungen einer Automobil-Supply Chain. Hierbei werden in Kapitel 2.3.1 die typi-
schen Eigenschaften einer Automobil-Supply Chain dargestellt und in Kapitel 2.3.2 auf
zuvor noch nicht abgedeckte, spezifische Rahmenbedingungen, die z.B. den CO2-Ausstoß
neuer Fahrzeugmodelle betreffen, eingegangen. Der Einfluss dieser Rahmenbedingungen
wird in Zukunft immer wichtiger werden und sollte daher bei einer angepassten Planung
berücksichtigt werden.
Kapitel 2.4 befasst sich mit Risiken der Planung und mit der Netzwerkflexibilität.
Da sich ein international agierendes Unternehmen nicht zuletzt durch neue Rahmen-
bedingungen unterschiedlichster Unsicherheiten und Risiken gegenüber sieht, werden
diese Faktoren in Kapitel 2.4.1 im Einzelnen behandelt. Flexibilität spielt hierbei eine
zentrale Rolle bei der Risikovermeidung. Das Kapitel schließt daher mit der Betrach-
tung von Flexibilität und den Möglichkeiten, diese in ein Produktionsnetzwerk eines
Automobilherstellers zu integrieren, in Kapitel 2.4.2 ab.
2.1 Planung von Produktionsnetzwerken als Teil des
Supply Chain Managements
Produktionsnetzwerke stellen einen Ausschnitt unternehmensübergreifender Material-
und Informationsflussnetzwerke, sogenannte Supply Chains, dar. Im Folgenden sollen
daher die Grundlagen des Supply Chain Managements und die damit einhergehenden
Planungsaufgaben dargestellt werden.
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2.1.1 Supply Chain und Supply Chain Management
Aufgrund der weiten Verbreitung des Supply Chain Managements (SCM) seit den 1980er
Jahren sowohl in der Praxis als auch in der Theorie besteht eine Vielzahl an Definitionen
und Abhandlungen in diesem Bereich. Generell lassen sich hierbei drei Betrachtungs-
ebenen einer Supply Chain (SC) unterscheiden: Supply Netzwerke (Supply Netze), unter-
nehmensübergreifende ('inter-organizational') Supply Chains und unternehmensinterne
('intra-organizational') Supply Chains (vgl. Zimmer, 2001, Seite 9).
Supply Netzwerk bzw. Supply Network bezieht sich hierbei auf die am weitesten grei-
fende Definition. Diese beschreibt ein Netz, das alle Organisationen umfasst, die flussauf-
und flussabwärts bei sämtlichen Aktivitäten und Prozessen zur Erstellung eines Wertes
in Form einer Dienstleistung oder eines Produktes für den Endkonsumenten beteiligt
sind (vgl. Christopher, 2005, Seite 17). Ein Supply Netzwerk beinhaltet bei der Er-
stellung eines Produktes demnach alle (Rohstoff-) Lieferanten, Produzenten, Verlader,
Lager, Händler und Endkonsumenten, die über Informations-, Material-, und Finanz-
ströme miteinander verbunden sind (vgl. Chopra und Meindl, 2007, Seite 3f). Aus der
Definition ergibt sich zudem, dass in einem Supply Netzwerk mehrere Unternehmen in
unterschiedlichen Ländern enthalten sein können und ein Unternehmen gleichzeitig Teil
verschiedener Supply Netzwerke sein kann (vgl. Lambert und Cooper, 2000, Seite 69).
Steigende Outsourcingaktivitäten im Sinne der Wertschöpfungskette nach Michael
Porter1 (vgl. Christopher, 2005, Seite 14) sowie divergierende und konvergierende Strö-
me parallel zu bedienender Nachfrage führen rasch zu einer hohen Komplexität der
Supply Netzwerke. Aus diesem Grund beschränken sich einzelne Unternehmen häufig
auf die Darstellung eines Teilbereichs, der ausschließlich direkte Lieferanten und Kunden
einbezieht. Dieser Teilbereich wird häufig als unternehmensübergreifende Supply Chain
bezeichnet. In einer noch engeren Sichtweise bezieht sich der Begriff Supply Chain aus-
schließlich auf die Darstellung der Vernetzung verschiedener Standorte und Organisati-
onseinheiten eines einzelnen Unternehmens (vgl. Stadtler, 2007, Seite 9f). Der Fokus auf
eine sog. unternehmensinterne Supply Chain wird meist von Unternehmen mit einem
komplexen, globalen Produktionsnetzwerk gewählt (vgl. Günther, 2005, Seite 8). Dies
kann daher sinnvoll sein, da ein Unternehmen zum einen nur direkten Einfluss auf die
Aktivitäten eines Bereichs hat, in den es direkt investiert hat, und zum anderen erst
seine eigenen Ressourcen optimieren sollte (vgl. Shi und Gregory, 1998, Seite 199).
Abbildung 2.1 stellt beispielhaft eine internationale Supply Chain in den drei beschrie-
benen Ausprägungen dar, bei der Lieferanten, Lager, Produktionsstandorte, Distribu-
tionszentren und Konsumenten miteinander über Material-, Informations- und Finanz-
ströme verbunden sind. In der vorliegenden Arbeit wird der Fokus auf eine unternehmens-
interne Supply Chain gelegt.
Sowohl bei unternehmensinternen als auch bei unternehmensübergreifenden Supply
Chains, ist es notwendig, verschiedene Organisationseinheiten miteinander zu koordi-
nieren. Dies ist Aufgabe des Supply Chain Managements, das zum Ziel hat, die Wettbe-
werbsposition einer Supply Chain als Ganzes zu sichern und zu verbessern. In Anlehnung
1vgl. Porter (1985)
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Quelle: in Anlehnung an Hübner (2007, S. 8), Verter und Dincer (1995, S. 266) und Zimmer (2001, S. 9)
an die allgemeine Definition einer Supply Chain verfolgt das Supply Chain Management
dann die Aufgabe, alle Organisationseinheiten entlang einer Supply Chain zu integrie-
ren und diejenigen Material-, Informations- und Finanzflüsse zu koordinieren, die für
die Erfüllung der Kundennachfrage relevant sind (vgl. Stadtler, 2007, Seite 11).
Neben der Bestimmung von Grundlagen der Zusammenarbeit innerhalb einer Sup-
ply Chain, bezieht sich die Integration der Organisationseinheiten hierbei auch auf eine
gemeinsame Planung. Supply Chain Management verfolgt demnach eine integrierte Pla-
nung mittels einer ganzheitlichen Betrachtung und Optimierung zur Vermeidung sub-
optimaler Lösungen (vgl. Kuhn und Hellingrath, 2002, Seite 10). Hierdurch sollen u.a.
Bestände gesenkt, der Kundenservice erhöht, Durchlaufzeiten verkürzt sowie die Flexi-
bilität von Lieferketten erhöht werden (vgl. Walther und Bund, 2001, Seite 15). Eine
echte Optimierung durch exakte oder heuristische Optimierungsalgorithmen bietet sich
insbesondere für unternehmensinterne Supply Chains an (vgl. Rudberg und Olhager,
2003, Seite 36). Auch wenn die Integration unternehmensübergreifender Supply Chains
kein Problem darstellt, gilt dies für die Planung und Koordination der Materialflüsse
nicht. Der Grund hierfür liegt in der zumeist dezentralen Planung. Die Literatur bezieht
sich daher im Sinne der Koordination zumeist auf unternehmensinterne Supply Chains
(vgl. Stadtler, 2007, Seite 24).
Planungsaufgaben des Supply Chain Managements können durch ein angemessenes
Supply Chain Planning in Hinsicht auf die Integration und Koordination einer Supply
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Chain unterstützt werden. Eine genauere Definition des Supply Chain Planning wird
daher im folgenden Kapitel gegeben.
2.1.2 Supply Chain Planning
Im Sinne der Koordination von Material-, Informations- und Finanzflüssen müssen ent-
lang einer Supply Chain kontinuierlich Entscheidungen getroffen werden. Die Entschei-
dungsfindung kann hierbei durch eine Planung, mit der Alternativen identifiziert und
anhand bestimmter Kriterien ausgewählt werden, unterstützt und vorbereitet werden
(vgl. Fleischmann u. a., 2005, Seite 81). Die Planung einer Supply Chain wird dann
allgemein als 'Supply Chain Planning' (SCP) bezeichnet, wobei sich dieser Begriff auf
unterschiedliche Planungsaufgaben beziehen kann.
Allgemein beinhaltet das Supply Chain Planning alle Planungsaufgaben bezüglich
des grundlegenden Designs einer Supply Chain sowie die mittelfristige Koordination
und die kurzfristige Reihenfolgeplanung von Prozessen (vgl. Fleischmann und Meyr,
2003, Seite 457). In manchen Fällen werden zu den Planungsaufgaben des Supply Chain
Planning jedoch nur mittel- und kurzfristige Entscheidungen, die unter den Vorgaben
der Supply Chain Strategie und des Designs getroffen werden müssen, gezählt (vgl.
Günther 2005, Seite 7 und Shah 2005, Seite 1231). Supply Chain Planning hat hierbei
zum Ziel, Produktions-, Distributions- und Lagerressourcen innerhalb einer gegebenen
Supply Chain möglichst effizient zu nutzen, um Bestellungen und Nachfrageprognosen
zu bedienen. Im Weiteren soll hier die weitergreifende Defininition von SCP verwendet
werden. Im Zusammenhang mit unterstützender Software für die genannten Aufgaben
kommt hierfür auch der Begriff Advanced Planning zum Tragen.
Zwischen den Planungsaufgaben entlang einer Supply Chain bestehen eine Vielzahl
an Wechselwirkungen. Um diese Wechselwirkungen zu berücksichtigen und suboptimale
Lösungen zu vermeiden, müssen Aufgaben integriert in einem Totalmodell - im Gegen-
satz zum Partialmodell - abgebildet werden und koordiniert in einer Simultanplanung -
im Gegensatz zu einer Sukzessivplanung - entschieden werden. Da diese Ansätze jedoch
mit einigen Nachteilen, wie hoher Komplexität, ungewissen Zuständigkeiten, Problemen
bei der Datenbeschaffung usw. behaftet sind, wird im Supply Chain Planning meist auf
einen hierarchischen Planungsansatz zurückgegriffen (vgl. Stadtler 2007, Seite 33 und
Steven 1994, Seite 9ff). Dieser stellt einen guten Kompromiss dar, indem ein integrierter
Ansatz mit der besseren Lösbarkeit detaillierter Probleme kombiniert wird (vgl. Fleisch-
mann u. a., 2007, Seite 84). Das gesamte Entscheidungsproblem wird hierbei in mehrere
Ebenen untergliedert, denen die verschiedenen Planungsaufgaben zugeordnet werden.
Eine übergeordnete Ebene bzw. Hierarchie setzt den Rahmen für die Entscheidungen
einer untergeordneten Ebene. Je höher eine Hierarchie, desto stärker werden Zeit, Pro-
dukte und Ressourcen bei der Planung aggregiert, um die Problemkomplexität und
Unsicherheiten zu verringern. Die Koordination der Ebenen untereinander wird durch
Vorgaben (z.B. Zielvorgaben) übergeordneter und Rückmeldungen untergeordneter Ebe-
nen erreicht. Hierbei ist es u.a. die Aufgabe der übergeordneten Ebene die Reaktionen
der jeweils untergeordneten Ebene zu antizipieren, um optimale Vorgaben bestimmen zu
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können (vgl. Schneeweiß, 2003, Seite 26ff). Für jede Ebene bzw. Entscheidungseinheit
wird ein (mathematisches) Modell formuliert, das die Entscheidungssituation angemes-
sen abbildet und die Auswirkungen auf untergeordnete Ebenen berücksichtigt. Für jedes
dieser Modelle wird dann eine Lösungsmethode bestimmt, die sowohl in Form von ma-
thematischen Lösungsmethoden als auch durch Gruppenentscheidungen für das jeweilige
Problem angemessen sein können (vgl. Stadtler, 2007, Seite 31-33).
Planungsaufgaben in einer Supply Chain lassen sich für eine hierarchische Planung
nach den Dimensionen Planungshorizont und Teilprozess (Funktion) untergliedern. Schon
seit Anthony (1965, Seite 15-19) wird nach den drei Planungshorizonten - strategisch,
taktisch (management control) und operativ - unterschieden. Diese werden bei Miller
(2002, Seite 2-6) folgendermaßen definiert:
Die strategische Planung stellt die höchste Hierarchiestufe dar und beinhaltet alle
Entscheidungen, die die langfristigen Ziele eines Unternehmens betreffen und die
physische Struktur einer SC maßgeblich bestimmen. Diese Entscheidungen wirken
sich auf mehrere Jahre aus und beinhalten somit einen hohen Grad an Risiko
und Unsicherheit. Aus diesen Gründen befasst sich das Top Management mit der
strategischen Planung.
Die taktische Planung hat zum Ziel, Ressourcen effektiv und effizient unter den Vor-
gaben der strategischen Planung zu nutzen, um die gesetzten Ziele zu erreichen.
Der Zeithorizont beträgt hierbei einige Monate.
Bei der operativen Planung handelt es sich um tägliche oder wöchentliche Entschei-
dungen, die im Sinne taktischer Vorgaben von teilbereichsverantwortlichen Mitar-
beitern getroffen werden.
Ähnlich wie im SCOR-Modell2 lassen sich in einer zweiten Dimension unternehmensin-
terne Supply Chains in die vier Hauptprozesse Beschaffung, Produktion, Distribution
und Absatz untergliedern. Beschaffung beinhaltet hierbei alle Prozesse der Materialbe-
schaffung, Produktion alle Prozesse, die im Zusammenhang mit dem Produktionsprozess
selbst anfallen und Distribution alle ausgehenden Materialflüsse. Absatz bezieht sich auf
alle Charakteristika des Produktes und des Marktes für den betrachteten Teilnehmer in
der Supply Chain (vgl. Fleischmann und Meyr, 2003, Seite 459-462).
Anhand dieser zwei Dimensionen können sämtliche Planungsaufgaben bzw. Entschei-
dungen entlang einer SC mit ihren Wechselwirkungen in der sog. 'Supply Chain Planning
Matrix', die in Abbildung 2.2 dargestellt ist, abgebildet werden (vgl. Rohde u. a., 2000).
Auf der obersten Ebene der SCP-Matrix befinden sich die Aufgaben der strategischen
Netzwerkplanung. Hierbei werden auf Beschaffungsseite Entscheidungen über Lieferan-
ten und zu beschaffende Güter, auf Produktionsseite über Standorte für Werke sowie
2Das Supply Chain Operations Reference-Model (SCOR) wurde von dem 1996 gegründeten gemein-
nützigen Supply Chain Council als Managementtool zur Darstellung und Analyse von Supply Chains
entwickelt. Die standardisierte Darstellung von Prozessen führt hierbei zu einer besseren Vergleich-
barkeit und der Identifikation von Verbesserungsansätzen. Im Einzelnen wird zwischen den Prozessen:
Plan, Source, Make, Deliver und Return unterschieden (vgl. Supply-Chain Council, 2007).
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Quelle: in Anlehnung an Fleischmann und Meyr (2003, Seite 471)
die Organisation von Produktionsprozessen und auf Distributionsseite über die gene-
relle Distributionsstruktur inklusive der Standorte für Lager und Transshipmentpunkte
getroffen. Auf der Absatzseite müssen das Produktprogramm sowie die zu bedienenden
Märkte geplant werden (vgl. Fleischmann und Meyr, 2003, Seite 470). Auch Entschei-
dungen über Produktionskapazitäten und die Werkebelegung sind Teil der langfristigen
Produktionsplanung und somit auch der strategischen Netzwerkplanung, die im folgen-
den Kapitel genauer beschrieben wird.
2.1.3 Strategische Netzwerkplanung
Wie bereits beschrieben, umfasst die strategische Netzwerkplanung alle langfristigen
Entscheidungen entlang der Prozesse Beschaffung, Produktion, Distribution und Ab-
satz, die unter Berücksichtigung der festgelegten Unternehmensstrategien und -ziele zu
treffen sind. Weitere Begriffe, die in der Literatur für langfristige Entscheidungen bezüg-
lich des SCM vorkommen, sind Supply Chain (Network) Design und Strategic Network
Design. Hierbei können sich diese Begriffe je nach Unternehmen auf unterschiedliche
Entscheidungen beziehen (vgl. Shah, 2005, Seite 1226).
Globale Netzwerke eines Unternehmens bestehen grundsätzlich aus einem Produk-
tionsnetz, das alle Produktionsstandorte und zugehörigen Lager umfasst, und einem
Distributionsnetz, das aus allen Lagern und Distributionsstandorten für den Ausliefe-
rungsprozess an den Endkonsumenten besteht (vgl. Hübner, 2007, Seite 7). Entscheidun-
gen über Produktionsstandorte und die Distributionsstruktur werden häufig gemeinsam
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getroffen (vgl. Fleischmann u. a., 2005, Seite 89).
Alle Unternehmen stehen mehr oder weniger häufig der Aufgabe gegenüber, ihre Sup-
ply Chain neu zu gestalten, um auf sich verändernde Marktsituationen reagieren zu
können (vgl. Goetschalckx und Fleischmann, 2005, Seite 117). Veränderte Marktsitua-
tionen können z.B. durch das Wachstum resultierend aus der Übernahme von Unterneh-
men oder Zusammenschlüssen zweier Unternehmen entstehen (vgl. Chopra und Meindl
2007, Seite 115 und Goetschalckx und Fleischmann 2005, Seite 117). Weitere veränder-
te Bedingungen können sich aus einer Veränderung des Nachfrageverhaltens, des an-
gebotenen Produktmixes, der Produktionsprozesse, der Beschaffungsstrategie oder der
Produktionskosten eines Standortes ergeben (vgl. Simchi-Levi u. a., 2003, Seite 71).
Der Planungshorizont einer strategischen Planung beträgt typischerweise drei bis zehn
Jahre (vgl. Goetschalckx und Fleischmann, 2005, Seite 117), je nach dem, welche Ent-
scheidung genau getroffen werden soll. So handelt es sich insbesondere bei der Öffnung,
Schließung oder Versetzung von Produktionsstandorten um Entscheidungen mit einem
enormen Einfluss auf die Performance einer Supply Chain, die sehr kostenintensiv sind
und für einen langen Zeitraum getroffen werden (vgl. Chopra und Meindl, 2007, Seite
115). Werke in der Automobilindustrie sind meist über viele Jahre in Betrieb, wie in
etwa das Werk von Toyota in Kentucky, das seit 1988 besteht, oder auch das Werk von
BMW in München, das bereits 1922 errichtet wurde (vgl. Chopra und Meindl 2001,
Seite 304 und BMW 2008c). Die allgemeine Lebensdauer von Werken und Distributi-
onsstandorten liegt zwischen 20 und 50 Jahren. Standorte können somit auch als das
am wenigsten flexible Element einer Supply Chain angesehen werden (vgl. Current u. a.,
2002, Seite 96). Entscheidungen für einen Standort haben daher weitgreifende, langfri-
stige Auswirkungen, die über die Wettbewerbsfähigkeit eines Unternehmens bestimmen
können.
Generell betreffen Entscheidungen der Strategischen Netzwerkplanung auf oberster
Ebene das grundsätzliche Design einer Supply Chain. Zu diesen gehören u.a.:3
• Generelle Netzwerkkonfigurationsentscheidungen, wie die Anzahl an Standorten,
internationale Verteilung der Standorte usw.
• Entscheidungen über das Distributionssystem
• Standortentscheidungen von Werken und Distributionszentren (Öffnung, Schlie-
ßung oder Erhalt eines Standortes)
• Entscheidungen über die Anzahl an Produktionsstufen
• Entscheidungen über das Produktionssystem
• Entscheidungen über die Installation investitionsintensiver Produktionslinien
• Entscheidungen über die Auswahl von Lieferanten
3vgl. Goetschalckx und Fleischmann (2005, Seite 117), Chopra und Meindl (2007, Seite 114), Tho-
mas und Griffin (1996, Seite 7), Grunow u. a. (2003, Seite 113), Shah (2005, Seite 1231), Verter und
Dincer (1995, Seite 264f), Tsiakis u. a. (2001, Seite 2585) und Ganeshan und Harrison (1995, Seite 2f)
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Als Konsequenz aus dem Design sind auf strategischer Ebene zudem folgende Entschei-
dungen zu treffen:
• Entscheidungen über die Zuordnung von Produkten zu Standorten (Werkebele-
gung)
• Entscheidungen über die Zuordnung von Anlagen zu Standorten
• Entscheidungen über die Zuordnung von Produktionsprozessen zu Werken
• Langfristige Kapazitätsentscheidungen
• Zuordnungsentscheidungen von Lieferanten und Märkten zu einzelnen Werken
• Lagerentscheidungen
Diese Kapazitäten und Zuordnungen bilden dann den Rahmen für die mittelfristige
Planung und müssen unter Berücksichtigung der sich ergebenden Materialströme geplant
werden (vgl. Stadtler, 2007, Seite 19).
Alle Entscheidungen der strategischen Netzwerkplanung müssen in Hinblick auf be-
reits definierte Unternehmensziele getroffen werden. Da bei der Entscheidungsfindung
ganz unterschiedliche Interessenvertreter beteiligt sind, müssen hierbei oft mehrere, häu-
fig auch konfliktäre Ziele berücksichtigt werden (vgl. Current u. a., 2002, Seite 96). Ziele
sind hierbei oft finanzieller Natur, wie z.B. die Minimierung von Kosten oder die Ma-
ximierungen des Gewinns (vgl. Goetschalckx und Fleischmann, 2005, Seite 117). Wei-
tere Ziele beziehen sich u.a. auf bestimmte Qualitätsvorgaben und die Einhaltung von
Lieferservicegraden (vgl. Verter und Dincer, 1995, Seite 264), die in Konflikt mit den
finanziellen Zielen stehen können.
Grundlage für die Entscheidungen bilden langfristige Prognosen, die Informationen zu
Produktlebenszyklen sowie ökonomische, politische und Wettbewerbsfaktoren berück-
sichtigen und einen starken Aggregationsgrad aufweisen (vgl. Fleischmann u. a., 2005,
Seite 88). Somit stehen die Entscheidungen großen Unsicherheiten durch unvorhersehba-
re Veränderungen der Nachfrage und der ökonomischen Verhältnisse gegenüber, die nur
durch ein robustes und flexibles System abgefangen werden können (vgl. Goetschalckx,
2002, Seite 106).
Welchen weiteren Einflussfaktoren und Rahmenbedingungen die strategische Planung
internationaler Produktionsnetzwerke generell unterliegt, wird im nächsten Kapitel ver-
anschaulicht.
2.2 Rahmenbedingungen und Anforderungen an die
strategische Netzwerkplanung internationaler
Unternehmen
Rahmenbedingungen, die Entscheidungen der strategischen Netzwerkplanung beeinflus-
sen, lassen sich in Anlehnung an Chopra und Meindl (2001, Kapitel 2) nach strate-
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gischen, makroökonomischen und physischen Faktoren untergliedern. Diese werden im
Folgenden genauer dargestellt.
2.2.1 Strategische Rahmenbedingungen
Die strategische Planung internationaler Produktionsnetzwerke ist unmittelbar mit der
strategischen Ausrichtung der Produktion eines Unternehmens verknüpft und muss sich
an deren Vorgaben orientieren (vgl. Ferber, 2005, Seite 22). Wie im vorangegangenen
Kapitel beschrieben, ist die Produktion Teil der innerbetrieblichen Supply Chain und
somit die Produktionsstrategie auch Teil der Supply Chain Strategie eines Unterneh-
mens (vgl. Henrich, 2002, Seite 73). Supply Chain- und Produktionsstrategien bilden
wiederum einen Teil der Unternehmensstrategie, die die Wettbewerbsfähigkeit des Un-
ternehmens garantieren soll (vgl. Zäpfel, 2000, Seite 115).
Strategien können auf verschiedenen Hierarchiestufen eines Unternehmens bestimmt
werden, müssen jedoch immer aufeinander abgestimmt sein. Hinsichtlich der Reichweite
können hierbei Unternehmens-, Business- und operative Strategien voneinander unter-
schieden werden. Unternehmensstrategien gelten für die gesamten Aktivitäten eines Un-
ternehmens und beinhalten grundsätzliche Vorgaben über Struktur, Geschäftsbereiche
und zu bedienende Absatzmärkte. Businessstrategien befassen sich mit der Verfolgung
der jeweiligen Abteilungsziele unter Berücksichtigung der Unternehmensstrategie, wie
z.B. der Definition zu produzierender Güter und der Marktbearbeitung. Auf unterster
Stufe stehen die operativen Strategien, die sich u.a. mit der Bestimmung von Kapazitä-
ten und Personalfragen auseinandersetzen (vgl. Hines, 2004, Seite 36f).
Zudem lassen sich Strategien in funktionale (Supply Chain-Strategien) und wettbe-
werbsbezogene Strategien untergliedern. Funktionale Strategien lassen sich wiederum
in einzelne Teilstrategien, wie am Beispiel der Produktionsteilstrategien weiter unten
gezeigt, aufteilen. Wettbewerbsstrategien bestimmen die Wettbewerbsposition des Un-
ternehmens am Markt und werden primär durch die vier Dimensionen Kosten, Qualität,
Lieferservice (Zeit) und Flexibilität ('responsiveness') bestimmt (vgl. Verter und Dincer
1995, Seite 264 und Bertrand 2003, Seite 133). Für den Erfolg eines Unternehmens ist
es entscheidend, konsistente Supply Chain- und Wettbewerbsstrategien zu bestimmen,
um einen sog. 'strategic fit' zu garantieren. Ein strategic fit wird genau dann erreicht,
wenn funktionale und wettbewerbsbezogene Strategien gemeinsam eine Gesamtstrategie
bilden und alle Prozesse und Ressourcen eines Unternehmens dazu beitragen, gegebene
Strategien erfolgreich umzusetzen (vgl. Chopra und Meindl, 2007, Seite 24).
Supply Chain- und Wettbewerbsstrategien eines Unternehmens haben einen signi-
fikanten Einfluss auf das Netzwerkdesign innerhalb einer Supply Chain. So können
Wettbewerbsstrategien z.B. ausschlaggebend für die Standortwahl eines Werkes sein.
Die Rolle eines jeden Standortes ist dabei, wie im nächsten Abschnitt beschrieben wird,
jeweils vor der Auswahl zu bestimmen (vgl. Chopra und Meindl, 2001, Seite 305f).
Zusätzlich zu den Standortstrategien gibt es in der Automobilindustrie noch weitere
Teilstrategien, die für die Produktionsnetzwerkplanung besonders relevant sind und im
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Anschluss dargestellt werden.
2.2.1.1 Standortstrategien
Standortstrategien befassen sich mit der langfristigen Ausgestaltung der Produktions-
stättenstruktur und können in innovative und variierende bzw. eliminierende Standort-
strategien untergliedert werden (vgl. Zäpfel, 2000, 146f). Zu den ersteren zählen die
drei Strategien der geographischen Verteilung, der geographischen Verdichtung und die
der Erweiterung bestehender Standorte. Eine geographische Verteilungsstrategie bietet
sich für global agierende Unternehmen an, um auf die jeweiligen Kundenbedürfnisse
der Region besser eingehen und diese schneller bedienen zu können. Eine geographische
Verdichtung ist hingegen dann sinnvoll, wenn eine hohe Erreichbarkeit des Standortes
für die Kunden erzielt werden soll, wie es z.B. im Lebensmittelhandel der Fall ist (vgl.
Chopra und Meindl, 2001, Seite 305). Es kann zudem auch strategisch sinnvoll sein, die
Produktion bei einer Konzentrationsstrategie auf die Betriebsstätten neu aufzuteilen
(variieren) oder vorhandene Produktionsstandorte stillzulegen (eliminieren).
Innerhalb eines Produktionsnetzwerkes können Standorten unterschiedliche strate-
gische Funktionen zukommen. Ferdows (1997, Seite 76) unterscheidet zwischen sechs
strategischen Rollen eines Werkes. Zum einen können Werke in Niedriglohnländern po-
sitioniert werden, um dort Exportgüter herzustellen oder eine globale Produktion zu
übernehmen. Eine regionale Ansiedlung eignet sich für Werke, die eine regionale Nach-
frage bedienen sollen und zusätzlich Entwicklungsverantwortung bei z.B. der Prozess-
verbesserung und Produktmodifikation übernehmen oder auch regionales Wissen gene-
rieren sollen. Als sechstes können Werke eine Führungsrolle bei der Entwicklung und
Prozesstechnologie übernehmen. Hierfür eignet sich eine Ansiedlung des Werkes an ei-
nem Ort, an dem qualifiziertes Personal und technisch hochwertige Ressourcen vorhan-
den sind.
In der Automobilindustrie sind Standortentscheidungen auch immer von politischen
Faktoren begleitet, da meist viele Arbeitsplätze betroffen sind und somit das öffentliche
Interesse darauf gerichtet ist (vgl. Henrich, 2002, Seit 144). Hinzu kommen Markenbezo-
gene Gründe, wie der sogenannte 'Country-of-Origin' Effekt, bei dem der Produktions-
standort in der Vorstellung des Kunden für eine besonders sorgfältige Fertigung spricht.
Ein Beispiel hierfür ist die Errichtung eines neuen Produktionsstandortes der Porsche
AG für den Geländewagen Cayenne in Leipzig statt in Slowenien sowie die Wahl von
Leipzig für ein weiteres Werk von BMW (vgl. Diez, 2006, Seite 551).
2.2.1.2 Belegungsstrategie
Die Belegungsstrategie bestimmt die generelle Zuordnung von einzelnen Produkten zu
Standorten. Hierbei werden noch keine konkreten Zuteilungen vorgenommen, jedoch
werden Vorgaben für z.B. die Anzahl an Werken, in denen ein Produkt maximal pro-
duziert werden kann, gemacht. So werden hochvolumige Produkte häufig auf mehrere
Werke verteilt (sog. 'Split-Modelle'), wohingegen 'Exoten' nur in einem Werk zu fertigen
sind (sog. 'Solitärmodelle') (vgl. Henrich, 2002, Seite 145). Dies geschieht aus Gründen
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der Flexibilität eines Produktionsnetzwerkes, wie in Kapitel 2.4.2 genauer beschrieben
wird.
Weitere Vorgaben, wie z.B. die Konzentration eines Werkes auf nur eine kleine An-
zahl bestimmter Produkte, basieren meist auf nicht-monetären Überlegungen, wie dem
Aufbau von Kompetenzzentren für bestimmte Produkte oder langfristige Lieferverein-
barungen (vgl. Henrich, 2002, Seite 156). Diese Vorgaben müssen bei der strategischen
Planung berücksichtigt werden.
2.2.1.3 Anlaufstrategie
Die Anlaufstrategie, insbesondere relevant im Zusammenhang mit der Automobilindustrie,
vergibt einen bestimmten Zeitrahmen, bis die Produktion eines neuen Fahrzeuges einen
stabilen Zustand erreicht. Zudem wird mit ihr bestimmt, ob mit der Produktion eines
Split-Modells in allen Werken zur gleichen Zeit oder zeitlich versetzt begonnen wird (vgl.
Henrich, 2002, Seite 147).
Ein Serienanlauf setzt sich aus den drei Phasen Vorserie, bei der Tests anhand von
Prototypen durchgeführt werden, der Nullserie, in der größere Stückzahlen von Prototy-
pen in seriennahen Bedingungen gebaut werden, und dem Produktionshochlauf, bei dem
die ersten kundenbezogenen Automobile einige Zeit vor dem Verkaufsstart produziert
werden, bis zu dem Punkt, an dem die geplante Kapazitätsauslastung erreicht wird (sog.
Kammlinie), zusammen (vgl. Laick u. a., 2003, Seite 51f). Aus Qualitätsgründen sowie
aufgrund von Kapazitätsengpässen und wirtschaftlichen Aspekten ist es nicht sinnvoll,
einen Anlauf zu schnell zu planen (vgl. Fitzek, 2006, Seite 3-10 und 63). Zudem sollte
auch der parallele Anlauf mehrerer Modelle in einem Werk vermieden werden (vgl. Hen-
rich, 2002, Seite 147). Vorgaben über die maximale Anzahl an Anläufen in einem Werk
werden daher auch in der Anlaufstrategie bestimmt und dienen als Restriktionen in der
Planung (vgl. Henrich, 2002, Seite 166).
Typischerweise befinden sich verschiedene Fahrzeugmodelle in unterschiedlichen Pha-
sen ihres Lebenszylus (vgl. Francas u. a., 2007, Seite 4). Allerdings wird es immer wich-
tiger, Anläufe schnell aufeinander folgen zu lassen, da der Trend zu immer mehr Modell-
typen innerhalb einer Produktlinie geht und Produktentwicklungszeiten immer kürzer
werden (vgl. Fitzek, 2006, Seite 7). Ein realistischer Zeitrahmen für den Anlauf bis zur
Erreichung der maximalen Kapazität beträgt ca. drei Monate (vgl. Henrich, 2002, Seite
166).
2.2.1.4 Kapazitätsstrategie
In der Kapazitätsstrategie kann, ähnlich wie bei der Standortstrategie, eine Erweiterung
oder eine Verringerung der Kapazitäten vorgegeben werden. Eine Erweiterung kann
hierbei entweder durch 'Verdopplung' bestehender Ressourcen oder durch Verbesserung
der Produktivität und Fertigungsqualität erzielt werden. Ein Kapazitätsabbau kann
ohne und mit Belegschaftsminderung erreicht werden (vgl. Zäpfel, 2000, Seite 141). Dies
muss mit der Personalstrategie des Unternehmens abgestimmt werden (vgl. Henrich,
2002, Seite 148).
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Generell ist die Kapazitätsstrategie eng mit der Standort- und Belegungsstrategie
verbunden und ist ein weiterer kritischer Faktor bei der Wettbewerbsfähigkeit eines
Unternehmens. Die Wirtschaftlichkeit eines Unternehmens ist nur bei hoher Auslastung
garantiert, wie man z.B. bei General Motors und Ford sehen kann, die ihre Kapazitäten
extrem zurückfahren, um im Wettbewerb zu bestehen (vgl. GM 2006, Seite 54 und Ford
2006, Seite 12). Auf der anderen Seite können bei zu geringen Kapazitäten mögliche
Aufträge nicht erfüllt werden und es müssen zusätzliche Kapazitäten aufgebaut werden,
wie z.B. bei BMW zu sehen ist (vgl. Henrich, 2002, Seite 145f).
In diesem Zusammenhang ist es auch wichtig zu bestimmen, wie mit Absatzprogno-
sen umgegangen wird. Im Falle einer 'Effizienzstrategie' sollte eine hohe Auslastung der
Kapazitäten erreicht und eine Ausrichtung an der prognostizierten Produktionsspitze
verfolgt werden. Im Falle einer 'Responsiveness'-Strategie, würde eine Kapazitätsreser-
ve für unvorhergesehene Nachfrage vorgehalten werden (vgl. Hines, 2004, Seite 63). Um
die Strategien richtig anpassen zu können, ist es notwendig zu wissen, worauf Absatz-
prognosen basieren bzw. ob sie pessimistisch oder optimistisch sind.
Mit der Problematik, eine hohe Kapazitätsauslastung ohne Verlust von möglichen
Verkäufen zu erreichen, befasst sich die Flexibilitässtrategie, die eng mit den vorher
genannten Strategien in Zusammenhang steht und flexibel zu nutzende Kapazitäten be-
stimmt. Flexibilität kann in der Produktion an verschiedenen Stellen integriert werden.
Da Flexibilität für diese Arbeit von zentraler Bedeutung ist, widmet sich Kapitel 2.4.2
der genaueren Beschreibung von Flexibilität bei der Automobilproduktion.
2.2.1.5 Logistikstrategie
Die Logistikstrategie bestimmt die Zulieferstruktur und die Möglichkeiten der Beschaf-
fung. Angaben über eine regionale oder globale Beschaffung bzw. die Beschaffung bei
einem oder mehreren Lieferanten müssen in der strategischen Planung berücksichtigt
werden und werden von der Logistikstrategie an sie weitergegeben (vgl. Henrich, 2002,
Seite 149).
In Hinblick auf die Internationalisierung bzw. Globalisierung kann die Logistikstrate-
gie eines Unternehmens imWeiteren anhand der Kriterien regionaler oder internationaler
Produktion und Beschaffung unterschieden werden. Cooper (1993, Seite 17ff) unterschei-
det hierbei fünf Typen von Strategien der Unternehmen beim Eindringen in neue Märk-
te: sog. Invader, Settler, Cloner, Barons und Outreacher. Für die Automobilindustrie
kommen hierbei alle, bis auf die 'Cloner', die sich durch sehr geringe Anforderungen an
die globale Logistik auszeichnen, in Betracht. Invader repräsentieren Unternehmen, die
aggressiv neue Märkte erschließen. Dabei werden von den Herstellern neue Produktions-
oder Montagewerke in den jeweiligen Ländern errichtet und mit Zulieferteilen aus dem
Heimatland versorgt, um mögliche Zollbelastungen zu umgehen. Ein Beispiel hierfür war
das Vorgehen japanischer Automobilhersteller, die bei der Erschließung des europäischen
und amerikanischen Marktes in den 1980er und 1990er Jahren neue Werke in Europa
und den USA errichteten, jedoch fast ausschließlich mit Teilen aus Japan versorgten
(vgl. Delfmann und Albers, 2002, Seite 23). Da ein solches Vorgehen auf langfristige
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Sicht nicht vorteilhaft ist, wurden mit der Zeit auch Zulieferer der jeweiligen Länder
in die Produktion integriert und ein Wandel zu einem sog. Settler, einem Unterneh-
men, das einen neuen Markt erschließt, indem dort Werke errichtet werden, die aus der
Umgebung beliefert werden, vollzogen. Eine weitere Strategie wurde beispielsweise in
den ersten Jahrzehnten der Produktion von BMW und Mercedes verfolgt. Diese sog.
Barons versorgen zwar den weltweiten Markt mit ihren Produkten, produzieren jedoch
ausschließlich in der Heimatregion, wo sich auch der Großteil an Lieferanten befindet.
Die letzte Kategorie, die Outreacher, unterscheidet sich dann von den Barons dadurch,
dass sie zwar zentral produzieren, jedoch weltweit Zulieferteile beziehen.
Alle vorgestellten Strategien spielen eine zentrale Rolle bei der strategischen Planung von
Automobilproduktionsnetzwerken. Ebenso relevant sind jedoch auch makroökonomische
Rahmenbedingungen, die von den Unternehmen selbst kaum beeinflusst werden können.
2.2.2 Makroökonomische Rahmenbedingungen
Makroökonomische Rahmenbedingungen umfassen Zölle, Steuern, Wechselkurse und
weitere ökonomische Faktoren, die sich nicht nur auf einzelne Unternehmen beziehen. Ge-
rade im Zusammenhang mit globalen Märkten und internationalen Unternehmen sind
diese Rahmenbedingungen zu einem signifikanten Einflussfaktor auf den Erfolg eines
Supply Netzwerkes geworden und sollten daher unbedingt bei der strategischen Pla-
nung berücksichtigt werden (vgl. Chopra und Meindl, 2007, Seite 117). Generell lassen
sich hierbei rechtliche und finanzielle Rahmenbedingungen voneinander unterscheiden.
2.2.2.1 Rechtliche Rahmenbedinungen
Rechtliche Bestimmungen können eine reale Barriere für Unternehmen, die im interna-
tionalen Handel tätig sind, darstellen (vgl. Arntzen u. a., 1995, Seite 76). Hierbei lassen
sich Rahmenbedingungen, die sich aus protektionistischem Verhalten im Handel mit
Drittländern, und solche, die sich aus den generellen Bestimmungen eines Landes erge-
ben (z.B. Steuern), unterscheiden. Protektionistische Maßnahmen, die den Außenhandel
beschränken, werden häufig von Ländern ergriffen, die sich vor unwillkommenen Impor-
ten schützen oder eigene Exporte fördern wollen (vgl. Eibner, 2006, Seite 104). Hierbei
kann im Weiteren zwischen tarifären (z.B. Zölle) und nicht-tarifären (z.B. Quoten und
Lizenzen) Handelshemmnissen unterschieden werden. Im Gegensatz dazu stehen Ex-
portförderungen, wie z.B. Subventionen. Abbildung 2.3 gibt einen Überblick über die
(import-) beschränkenden Instrumente des Protektionismus, die im Folgenden genauer
beschrieben werden.
Tarifäre Handelshemmnisse - Zölle Im Falle einer Produkteinfuhr in ein Land kann
das Zielland eine Importsteuer bzw. Zölle erheben. Zollkosten stellen einen wesentlichen
Kostentreiber in der Automobilindustrie dar und müssen daher bei der Planung von
Produktionsnetzwerken richtig dargestellt und berücksichtigt werden (vgl. Ferber, 2005,
Seite 17).
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Quelle: in Anlehnung an Eibner (2006, Seite 107-110)
Zölle, die bei der Distribution von Automobilen entstehen, betragen ca. 4% der Ge-
samtkosten (exklusive Investitions- und Gemeinkosten) einer Fahrzeugproduktion (vgl.
Henrich, 2002, Seite 235). Neben Einfuhrzöllen können auch Durchfuhr- (im Transit-
verkehr), Export- (bei der Ausfuhr) und Binnenzölle (innerhalb eines Staatsgebietes)
erhoben werden, die in einzelnen Fällen zu berücksichtigen sind.
Zölle können generell nach zwei Arten erhoben werden: auf Basis der Mengeneinhei-
ten und auf Basis des Wertes der zu bezollenden Ware (vgl. Eibner, 2006, Seite 111f).
Mengenzölle (auch 'spezifische' Zölle gennant) werden in Form eines fixen Wertes pro
importierter Mengeneinheit erhoben. Bei Importen von Automobilen kommt es grund-
sätzlich zum Einsatz eines Wertzolles, der sich aus einem Prozentsatz des Produktwertes
- auf Basis des Verrechnungspreises (vgl. Seite 26ff) - ergibt (vgl. Krugman und Obstfeld,
2006, Seite 176).
Zollsätze befinden sich typischerweise zwischen 5-10% (vgl. Arntzen u. a., 1995, Seite
76), können z.B. bei PKWs aus der EU jedoch auch bei 0%, wie in Japan, oder bei
35%, wie in Südamerika, und darüber liegen (vgl. Market Access Database, 2007). Der
jeweilige Zollsatz basiert hierbei nicht nur auf dem Produkt, das eingeführt wird, sondern
auch auf dem Ursprungsland, aus dem das Produkt importiert wird.
Durch Zölle können Automobilherstellern Wettbewerbsnachteile gegenüber Unterneh-
men anderer Regionen entstehen, wie an dem Beispiel Asien in Tabelle 2.1 gesehen
werden kann. Hier stehen Produkte aus der EU teilweise sehr hohen Zöllen gegenüber,
wohingegen einige Zölle für Fahrzeugimporte aus Japan bereits abgebaut wurden bzw.
durch geplante Freihandelsabkommen mit Malaysia und den Philippinen in Zukunft
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nicht mehr relevant sein werden.
Tabelle 2.1: Zollbelastung von PKW-Importen aus der EU und Japan nach Asien
Einfuhrland: Zollsatz auf PKWs Zollsatz auf PKWs
aus der EU in % aus Japan in %
Indonesien 45-80 45-80
Malaysia 30 2006: 5, Schrittweise beseitigt bis 2010/2015
Philippinen 30 Beseitigt bis 2010
Singapur 0 0
Südkorea 8 8
Thailand 80 2009: 60, Forderung Japan: 2019: 0
Indien 60 60
Quelle: in Anlehnung an VDA (2007, Seite 22)
Generell sind die durchschnittlichen Zollsätze in den letzten Jahrzehnten mitunter
durch die Vereinbarungen des GATT (General Agreement on Tariffs and Trade) und
der WTO (World Trade Organization) auf ca. ein Zehntel ihrer Ausgangswerte gesunken
(vgl. Thompson 2006, Seite 107 und Eibner 2006, Seite 124).
Zu der Gründung der GATT unter der Dachorganisation der WTO haben sich 1947
23 (heute 150) Länder zusammengeschlossen, da sich ein protektionistisches Verhalten
negativ auf Gewinne für Länder im Verbund, aber auch im Einzelnen auswirkt (vgl.
Krugman und Obstfeld, 2006, Seite 226). Hierbei sollen Diskriminierungen vermieden
werden, indem Zollsenkungen gegenüber einem Mitgliedstaat auch an die anderen Mit-
gliedstaaten weitergegeben werden müssen. Zudem müssen Zollsenkungen gegenseitig
durchgeführt werden, d.h. führt ein Land eine Zollsenkung durch, muss eine entspre-
chende Senkung durch die davon betroffenen Länder folgen (vgl. Siebert und Lorz, 2006,
Seite 167f).
Zusätzlich haben sich einige Länder (auch innerhalb der GATT) auf regionaler Basis
zu Wirtschaftsblöcken zusammengeschlossen, um den Handel der Mitgliedstaaten zu
fördern und zu erleichtern. Hierbei kann zwischen Zollunionen und Zollgemeinschaften
bzw. Freihandelszonen unterschieden werden. Innerhalb einer Zollunion, wie z.B. der EU,
können Produkte zollfrei gehandelt werden. Alle Länder einer Zollunion setzen dieselben
Importzölle und -abgaben für alle Drittländer an und erheben keinerlei Binnenzölle. Dies
steht im Gegensatz zur Freihandelszone (Zollgemeinschaft) wie z.B. der AFTA (ASEAN
Free Trade Association) oder der NAFTA (North American Free Trade Agreement),
deren Mitglieder gegenüber Drittstaaten individuelle Zolltarife ansetzen können (vgl.
Czinkota u. a. 2000, Seite 256f und Senti 1994, Seite 46). So wird z.B. der Import von
Automobilen aus Europa von den NAFTA-Mitgliedern USA mit 2,5%, Kanada mit 6,1%
und Mexiko mit 0% verzollt (vgl. Market Access Database, 2007).
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Neben existierenden Wirtschaftsblöcken können zwischen einzelnen Ländern auch bi-
laterale Abkommen getroffen werden, um den Handel zu erleichtern. Hinzu kommen
einzelne Ausnahmeregelungen, um weniger entwickelte Länder zu fördern. Beispiel hier-
für ist das bilaterale Abkommen über Handel und Entwicklungshilfe der Europäischen
Union mit Südafrika (vgl. European Union, 2007b).
Auch wenn Zöllen in den Industrienationen immer weniger Bedeutung zukommt, stel-
len sie insbesondere in Entwicklungsländern meist einen unverzichtbaren Anteil der
staatlichen Einnahmen dar und wirken sich eindeutig auf den Handel aus (vgl. Eib-
ner, 2006, Seite 125).
Für international agierende Unternehmen existieren Möglichkeiten, durch ein angepas-
stes mehrstufiges Produktionsnetzwerk Zölle zu umgehen (vgl. Hübner, 2007, Seite 84).
Hierbei sind die Möglichkeiten von Zollrückerstattung und Zollvermeidungen zu berück-
sichtigen. Zölle können genau dann rückerstattet werden, wenn ein Produkt importiert
wird und im Anschluss daran im selben Zustand (trifft meist auf das Distributions-
netzwerk zu) oder in bearbeiteter Form re-exportiert wird. Zölle können vermieden
werden, wenn ein Produkt exportiert wird und im Anschluss daran als z.B. Teil ei-
nes größeren Produktes wieder re-importiert wird (vgl. Arntzen u. a., 1995, Seite 76f).
Die Rückerstattung von Zöllen kommt in der Automobilindustrie häufig vor, wenn Kom-
ponenten aus einem Land beschafft werden, in das fertige Fahrzeuge zum Verkauf re-
importiert werden (vgl. Ferber, 2005, Seite 17).
Im genauen Gegensatz zum Importzoll stehen Exportanreize, die an ein Unternehmen
gezahlt werden, wenn es ein Produkt aus dem Herkunftsland exportiert. Exportanreize
können, wie Zölle, entweder mengenbasiert pro Einheit oder wertbasiert als Prozentsatz
auf den Verrechnungspreis eines Produktes gewährt werden (vgl. Krugman und Obstfeld,
2006, Seite 186).
Nicht-tarifäre Handelshemnisse Die durch das GATT verringerten Möglichkeiten,
den nationalen Markt durch Zölle zu schützen, führen dazu, dass immer mehr Län-
der auf schwer kontrollierbare, nicht-tarifäre Werkzeuge zurückgreifen (vgl. Thomp-
son, 2006, Seite 120). Diese Maßnahmen können zum einen direkt auf die Beeinflus-
sung von Warenströmen abzielen, sich zum anderen aber auch indirekt auf Waren-
ströme auswirken, wenn es sich um nicht handelspolitische Regulierungen, wie z.B.
Qualitätsregelungen, handelt (vgl. Siebert und Lorz, 2006, Seite 169). Die unzähli-
gen nicht-tarifären Handelshemmnisse lassen sich auf Importquoten, 'freiwillige' Selbst-
beschränkungen, Local Content-Bestimmungen, und technisch/administrative Barrieren
zurückführen.
Importquoten und -verbote existieren vorwiegend in der Agrarindustrie und kön-
nen weltweit sowie für bestimmte Länder gelten (vgl. Johnson, 1997, Seite 261). Sie
stellen Mengenbeschränkungen für ein bestimmtes Gut dar, die meist in Form von Li-
zenzen an Unternehmen vergeben werden (vgl. Krugman und Obstfeld, 2006, Seite 188).
Hierbei kann zwischen absoluten und Tarifratenquoten unterschieden werden. Absolute
Quoten bedeuten, dass ab einer bestimmten Menge, die in ein Land importiert wurde,
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diese Ware nicht weiter importiert werden darf. Tarifratenquoten erlauben die Einfuhr
von Waren bis zu einer vorgegebenen Menge für einen bestimmten Zollsatz. Wird diese
Menge überschritten, wird ein höherer Zollsatz angesetzt (vgl. Johnson, 1997, Seite 261).
Als eine Variante der Importquoten können 'freiwillige' Exportbeschränkungen
als bilaterales Abkommen vereinbart werden (vgl. Krugman und Obstfeld, 2006, Seite
191). Freiwillig wird hierbei oft in Anführungsstriche gesetzt, da die Selbstbeschränk-
ungen meist von den Importländern gefordert werden. Beispiel hierfür ist das Export-
selbstbeschränkungsabkommen, das die Europäische Gemeinschaft im Juli 1991 mit Ja-
pan abschloss. Hierbei hatte Japan zugesagt, von 1993 bis 2000 nicht mehr als 1,23
Millionen Fahrzeuge pro Jahr in die EU zu exportieren. Europa wollte auf diese Weise
die eigenen Automobilproduzenten schützen (vgl. Siebert, 1994, Seite 179). Ein ähn-
liches Abkommen, das die Exporte japanischer Autos in die USA von 1981 bis 1985
beschränkte, schloss Japan mit den USA ab (vgl. Krugman und Obstfeld, 2006, Seite
192f).
Ein weiteres nicht-tarifäres Handelshemmnis, das sich merklich auf die Supply Chain
eines Automobilherstellers auswirkt, sind Local Content-Bestimmungen . Local Con-
tent wird allgemein als Anteil des lokal hinzugefügten Wertes an einem Produkt be-
zeichnet und besagt, dass mindestens ein bestimmter Anteil der verkauften Güter im
Absatzland selbst beschafft bzw. gefertigt werden muss (vgl. Cohen und Huchzermeier,
1998, Seite 68). Importe in ein Land können dann gesteigert werden, wenn in diesem
Land auch mehr produziert wird (vgl. Krugman und Obstfeld, 2003, Seite 204). Um-
gekehrt können Produktionsmengen in einem Land mit Local Content-Bestimmungen
reduziert werden, wenn ein Unternehmen dafür mehr Teile aus diesem Land beschafft
und dadurch den Export steigert. Ein Beispiel hierfür sind amerikanische Automobilun-
ternehmen, die in Mexiko produzieren. Um in Mexiko weniger inländische Teile für den
dortigen Absatz zu verbauen, werden Teile aus Mexiko in die USA importiert, die dort
u.U. günstiger gewesen wären (vgl. Krugman und Obstfeld, 2006, Seite 193).
Generell unterscheiden sich Local Content-Bestimmungen verschiedener Länder hin-
sichtlich der Definition/Bestimmung des 'Content' nach Volumen oder Wert und der
Sanktionen, die ein Misachten der Regeln mit sich bringt. Volumenbezogene Regeln fin-
den zumeist bei homogenen Produkten Anwendung. Bei heterogenen Gütern, wie Auto-
mobilen, kommt es vorwiegend zur Anwendung von wertbezogenen Regeln (vgl. Munson
und Rosenblatt, 1997, Seite 278). Bestimmungen betreffen die Automobilindustrie in ei-
nem großen Ausmaß, so z.B. in China, Taiwan und Australien, wo der lokal hinzugefügte
Wert mindestens 70% (vgl. Munson und Rosenblatt, 1997, Seite 278) oder auch in der
NAFTA, wo der Wert mindestens 62.5% der dort abgesetzten PKW betragen muss (vgl.
Morici, 1992, Seite 20).
Auch weitere nicht-tarifäre Handelshemmnisse, wie technische Normen, administra-
tive Vorgänge und Anti-Dumping-Maßnahmen, die den Handel zwischen zwei Ländern
negativ beeinflussen können, müssen bei der Planung berücksichtigt werden (vgl. Eibner,
2006, Seite 109).
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Steuern Die großen Unterschiede der Steuersätze in verschiedenen Ländern machen
Steuern zu einem weiteren wichtigen Faktor, der bei der strategischen Planung berück-
sichtigt werden muss (vgl. Canel und Khumawala 1996, Seite 58 und Cohen u. a. 1989,
Seite 68). So kann die Besteuerung von Unternehmen in unterschiedlichen Ländern zwi-
schen 0% und 40% liegen (vgl. Eiteman u. a., 2001, Seite 504).
Allgemein lassen sich Steuern in direkte, auf das Einkommen bezogene, und indirekte
Steuern, wie Verkaufssteuern, Förderabgaben, Zölle (s.o.) und Mehrwertsteuern, unter-
teilen. Die genaue Betrachtung von Steuerarten ist dann wichtig, wenn sich Steuersätze
innerhalb eines Landes voneinander unterscheiden, wie z.B. in Deutschland, wo einbe-
haltene und ausgeschüttete Gewinne unterschiedlich besteuert werden. Dies ist in den
USA oder Japan z.B. nicht der Fall (vgl. Czinkota u. a., 2000, Seite 647f).
Auslandsbeziehungen, die zu Steuern führen, können über Direktgeschäfte (Export
von Gütern, Dienstleistungen, Überlassung von Kapital sowie die Vermietung von Ge-
genständen) und in einem weiteren Schritt über Direktinvestitionen, also mit einem
Stützpunkt eines Unternehmens im Ausland, entstehen. Direktinvestitionen können in
Form von Betriebsstätten, Tochterkapitalgesellschaften und Tochterpersonengesellschaf-
ten getätigt werden, die jeweils steuerlich unterschiedlich zu behandeln sind. Am häu-
figsten wird in diesem Zusammenhang die Form der Kapitalgesellschaft gewählt, welche
steuerrechtliche Eigenständigkeit erhält (vgl. Djanani und Brähler, 2006, Seite 192-199).
In einigen Ländern werden von den jeweiligen Regierungen für die Standortwahl prio-
risierter Regionen oder die Produktion bestimmter Produkte Steueranreize gewährt.
Diese können in Form von niedrigeren oder gar keinen Steuern (sog. 'tax holidays') für
eine gewisse Anzahl an Jahren vergeben werden (vgl. Kouvelis und Rosenblatt, 2002,
Seite 247). Steueranreize können zudem auch an anderer Stelle für ein Unternehmen
gegeben werden, wie z.B. durch Senkung der Importzölle für Investitionsgüter und Roh-
materialien (vgl. Shapiro, 2005, Seite 402). Häufig variieren diese Anreize sogar von
einer Stadt zur anderen und sollen dazu dienen, Investitionen in weniger entwickelte
Regionen zu fördern. Solche Anreize sind oft ausschlaggebend für die endgültige Wahl
eines bestimmten Werksstandortes. Beispiele hierfür sind das Werk von General Motors
in Tennessee und das amerikanische Werk von BMW in Spartanburg (South Carolina),
die aufgrund der Steueranreize des jeweiligen Staates an dieser Stelle errichtet wurden
(vgl. Chopra und Meindl, 2007, Seite 118).
Verrechnungspreise Zwar sind Verrechnungspreise vom Unternehmen selbst zu be-
stimmen, müssen jedoch vor dem Hintergrund der bereits vorgestellten strategischen
und makroökonomischen Rahmenbedingungen gewählt werden und sollen daher an die-
ser Stelle genauer beschrieben werden.
Verrechnungspreise (auch Transfer- oder Lenkpreise genannt) geben den innerbetrieb-
lichen Wert einer Leistung an, die von einem Unternehmensbereich an einen anderen
weitergegeben wird. Eine Leistung kann hierbei ein Produkt oder eine Dienstleistung
darstellen (vgl. Ewert und Wagenhofer, 2005, Seite 576). Bei Verrechnungspreisen han-
delt es sich meist um den Preis für ein Zwischenprodukt, das ein Bereich fertigt und
dann von einem anderen Bereich fertiggestellt und an den Markt gebracht wird. Wie
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weiter oben gesehen, haben Verrechnungspreise direkten Einfluss auf Zölle, die bei inter-
nationalen Transporten gezahlt werden müssen. Hinzu kommen steuerliche Effekte, da
es einen enormen Unterschied machen kann, an welcher Stelle im (Produktions-) Prozess
Gewinne erzielt werden (vgl. Ewert und Wagenhofer, 2005, Seite 582). Nach O'Connor
(1997, Seite 38.1) ist die Bestimmung von Verrechnungspreisen sogar die wichtigste
steuerbezogene Aufgabe multinational agierender Unternehmen.
Verrechnungspreise verfolgen somit eine Reihe von Zielen und Aufgaben, die sich in
den folgenden Punkten zusammenfassen lassen (vgl. Vidal und Goetschalckx, 2001, Seite
137):
• Befolgen steuerlicher und anderer rechtlicher Bestimmungen,
• Gewinnmaximierung durch Minimierung weltweiter Steuern und Zölle,
• Bilden eines fairen Verhältnissen bei der Bewertung und Motivation aller beteilig-
ten Abteilungen,
• Minimierung von Wechselkursrisiken,
• Vermeidung von Devisenkontrollen und Quoten und
• Vermehrung der Gewinnbeteiligung von Joint Ventures.
Bei der Bestimmung von Verrechnungspreisen kommt es aufgrund der unterschiedlichen
Ziele meist zu Konflikten. Entscheidungen über Verrechnungspreise sind eine komplexe
und zugleich wichtige Aufgabe, da sie die Verkäufe und Profite wichtiger Unternehmens-
bereiche direkt beeinflussen. Multinationale Unternehmen können daher nicht einfach
standardisierte Prozentsätze auf die Kosten verwenden, um einen sinnvollen Verrech-
nungspreis zu bestimmen (vgl. Abdallah, 1989, Seite 7). Zudem sind Unternehmen bei
der Bestimmung interner Verrechnungspreise nicht immer frei und müssen sich an be-
stimmte Vorgaben halten.
Unter den gegebenen Regulierungen können Verrechnungspreise grundsätzlich nach
drei verschiedenen Ansätzen mit Standardmethoden berechnet werden. Als erstes han-
delt es sich hierbei um einen marktorientierten Ansatz. Dieser beinhaltet die Preis-
vergleichsmethode, bei der sich der Verrechnungspreis am vorherrschenden Marktpreis
orientiert sowie die Wiederverkaufspreismethode, bei der sich der Verrechnungspreis aus
dem üblichen Verkaufspreis an Dritte abzüglich einer Handelsspanne ergibt. Als zweite
Möglichkeit kann eine kostenorientierte Methode angewandt werden, bei der sich der
Preis anhand der Herstellungskosten zuzüglich eines Gewinnaufschlags ergibt. Die Prei-
se der ersten beiden Ansätze werden jeweils von der Unternehmenszentrale vorgegeben.
Als dritte Möglichkeit können Preise auch von den beteiligten Unternehmensbereichen
ausgehandelt werden, um hier eine Motivation für die beteiligten Bereiche zu schaffen
(vgl. Djanani und Brähler 2006, Seite 368f und Weber u. a. 2004, Seite 20f).
Ein wesentlicher Grundsatz, der Unternehmen davon abhalten soll, willkürlich ihre
Verrechnungspreise in Abhängigkeit des jeweils geltenden Steuersatzes der beteiligten
Länder anzupassen, ist der Fremdvergleichsgrundsatz (dealing-at-arm's-length). Hierbei
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haben sich alle Mitgliedsstaaten der OECD4 dazu bereiterklärt, einen marktbasierten
Verrechnungspreis vorzuschreiben, um Manipulationen der Steuereinnahmen zu vermei-
den (vgl. Djanani und Brähler 2006, Seite 340 und Harris und Sansing 1998, Seite 40).
Bei der Durchsetzung von Transferpreisregulierungen erscheint Deutschland den Unter-
nehmen als am strengsten, wohingegen andere Länder, wie z.B. Irland und Australien,
weniger an der Regulierung von Transferpreisen interessiert sind (vgl. O'Connor, 1997,
Seite 38.9).
Sonstige rechtliche Bestimmungen Weitere zu berücksichtigende Bestimmungen
können z.B. Abschreibungen betreffen, deren Beschleunigung von manchen Regierun-
gen aus Anreizgründen gefördert wird (vgl. Shapiro, 2005, Seite 402). Auch existieren
in manchen Ländern Regeln über das Eigentum an Werken ausländischer Firmen. So
kann es einem ausländischen Unternehmen untersagt werden, das komplette Eigentum
an einem Werk zu erhalten. In diesem Fall ist eine Zusammenarbeit mit einem inlän-
dischen Partner, der an den Gewinnen beteiligt werden muss, notwendig (vgl. Canel
und Khumawala, 1996, Seite 58). Darüber hinaus können Regelungen über einen Tech-
nologietransfer durch den Staat vorgegeben werden. So sehen sich z.B. ausländische
Automobilhersteller in China einigen Einschränkungen bei der Produktion, wie einem
Minderheits-Joint-Venture mit Staatsbetrieben und dem damit verbundenen 'Abschöp-
fen' des Technikwissens, gegenüber (vgl. Bartsch 2003, Seite 56 und Simchi-Levi u. a.
2003, Seite 236). Ein sich daraus ergebendes Risiko in Bezug auf das geistige Eigentum
kann im Rahmen der Globalisierung gesteigert vorkommen, wenn bei einem Standort-
aufbau Wissen an lokale Mitarbeiter, Zulieferer, Behörden, Joint-Venture-Partner und
sonstige Geschäftspartner weitergegeben wird. Ein konkretes Beispiel stellt der Verdacht
der Produktpiraterie bei dem Chery QQ durch die chinesische SAIC-Tochter von GM
dar. In diesem Fall klagt GM SAIC an, interne Produktdaten weitergegeben zu haben
und durch eine frühere Markteinführung des Chery QQ, der dem Chevrolet Spark stark
gleicht, somit den Verkauf des Chevrolet Spark stark gebremst zu haben (vgl. Abele
u. a., 2006, Seite 91-93).
2.2.2.2 Finanzielle Rahmenbedingungen
Auch finanzielle Rahmenbedingungen stellen sich für international agierende Unterneh-
men um einiges komplexer dar als im nationalen Bereich. Einen großen Unsicherheitsfak-
tor bilden hierbei Wechselkurse und Inflation (vgl. MacCormack u. a. 1994, Seite 71 und
Lowe u. a. 2002, Seite 573). In diesem Zusammenhang müssen auch Verrechnungspreise
4Der 'Organisation for Economic Co-operation and Development' gehören mittlerweile 30 Länder
(hauptsächlich Industrienationen: Australien, Belgien, Dänemark, Finnland, Frankreich, Deutschland,
Griechenland, Irland, Island, Italien, Japan, Kanada, Luxemburg, Mexiko, Neuseeland, Niederlande,
Norwegen, Österreich, Polen, Portugal, Schweden, Schweiz, Slowakei, Spanien, Südkorea, Tschechische
Republik, Türkei, Ungarn, das Vereinigte Königreich und die Vereinigten Staaten) an, von denen sich
20 bereits 1960 zusammengeschlossen haben, um die Regierungen bei der Erhaltung von Wohlstand und
dem Kampf gegen Armut durch ökonomisches Wachstum und finanzielle Stabilität zu unterstützen. Die
OECD steht in engem Kontakt und Arbeitsbeziehungen zu 70 weiteren Nationen (vgl. OECD, 2007).
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richtig angepasst und Entwicklungen des Lohnniveaus (vgl. Kapitel 2.2.3) in einem Land
berücksichtigt werden.
Wechselkurse und Inflation Wechselkurse ändern sich ständig und wirken sich somit
auf den Gewinn in jedem Land, in dem ein Unternehmen tätig ist, aus (vgl. Cohen
u. a., 1989, Seite 68). Ein Beispiel für die extremen Auswirkungen von Wechselkursver-
änderungen ist die Entwicklung bei Volkswagen, die in den Jahren zwischen 1969 und
1973 extreme Verluste insbesondere in den USA aufgrund des starken D-Mark-Kurses
verbuchen mussten (vgl. Srinivasulu, 1981).
Generell setzen sich Unternehmen auf drei Wegen Wechselkursrisiken aus (vgl. Fa-
strich und Hepp, 1991, Seite 7):
1. Währungstransaktionsrisiko: Hierbei handelt es sich um das Risiko verbunden mit
einer vertraglich festgelegten Zahlung in einer Fremdwährung.
2. Währungskonversionsrisiko: Dieses Risiko ergibt sich durch die Zusammenführung
der Finanzberichte aller Länder in der Ausgangswährung eines Unternehmens.
Hierbei kann es zu möglichen Verlusten aufgrund von Währungsschwankungen
kommen.
3. Ökonomisches oder operationales Währungsrisiko: Dieses Risiko bezieht sich auf
mittel- bis langfristige Währungsentwicklungen im Zusammenhang mit der Wett-
bewerbspostion eines Unternehmens. Es reflektiert die Tatsache, dass kurzfristige
Veränderungen der Wechselkurse nicht notwendigerweise die Veränderungen der
relativen Inflation zweier Länder wiedergeben. Aus diesem Grund können regionale
Aktivitäten in Relation zur Ausgangswährung kurzfristig sehr teuer bzw. günstig
werden. Dieses Risiko ist nicht nur von der Supply Chain des betrachteten Unter-
nehmens, sondern auch von der des Wettbewerbers abhängig, wenn dieser durch
niedrigere relative Kosten den Marktpreis weiter senken kann (vgl. Lessard und
Lightstone, 1986, Seite 107f).
Unternehmen können diesen Wechselkursrisiken auf unterschiedliche Weise entgegen-
wirken. Auf der einen Seite können - insbesondere im Zusammenhang mit Transaktions-
risiken - finanzielle Hedgingmethoden, wie z.B. Termingeschäfte, Swaps, Währungs-
futures und Optionsinstrumente, verwendet werden (vgl. Fastrich und Hepp, 1991, Seite
412f).
Auf der anderen Seite sind für das operationale Währungsrisiko, das für die strategi-
sche Netzwerkplanung besonders relevant ist, langfristig gesehen operationale Hedging-
methoden wirksamer. Ein operationales Hedging beinhaltet allgemein die Möglichkeit,
Prozesse an einen veränderten Wechselkurs anzupassen, indem eine flexible Konfigura-
tion des globalen Netzwerkes eines Unternehmens in Form der folgenden Punkte bereit-
gestellt wird (vgl. Dornier u. a., 1998, Seite 307 und 315):
• Schaffung eines global verteilten Produktionsnetzwerkes mit Überkapazitäten aus
Flexibilitätsgründen.
30 2. Strategische Netzwerkplanung in der Automobilindustrie
• Schaffung eines globalen Lieferantenportfolios (Global Sourcing).
• Bereitstellung von flexiblen, kreativen und schnellen Produktentwicklungsprozess-
en.
• Befähigung, Produktionslinien verschiedenen Märkten anzupassen.
• Bereitstellung flexibler Transportstrukturen bei Beschaffung und Distribution.
Auf Basis dieser Möglichkeiten können Wechselkursschwankungen dann dazu führen,
dass sich Entscheidungen über Beschaffung, Produktion und Transport in einer Supply
Chain ändern (vgl. Henrich 2002, Seite 206 und Kogut und Kulatilaka 1994).
Auf makroökonomischer Ebene haben besonders kleinere Länder die Möglichkeit, ihre
Währung an die eines anderen Landes zu binden, um ihren Wechselkurs stabil zu halten.
Ein Beispiel hierfür ist Österreich, das vor Einführung des Euro den Wechselkurs zwi-
schen Schilling und D-Mark als 'nominalen Anker' gewählt hatte. Auch können mehrere
Länder in einer so genannten Währungsunion ihre Währungen aneinander binden. Die
europäischen Währungsunion geht mit einer einheitlichen Währung noch einen Schritt
darüber hinaus (vgl. Siebert, 1994, Seite 383-385).
Wechselkurse können grundsätzlich auf zwei Wegen berechnet werden, wobei zwischen
nominalen und realen Wechselkursen unterschieden werden kann. Der nominale Wechsel-
kurs gibt in der Preisnotierung an, wieviel eine Einheit einer ausländischen Währung in
der inländischen Währung kostet. Im Gegensatz dazu kann der reale Wechselkurs, der
den Preis ausländischer Güter in Einheiten inländischer Güter wiedergibt, berechnet
werden, indem man den nominalen Wechselkurs mit dem Preisniveau der ausländischen
Volkswirtschaft multipliziert und dann durch das Preisniveau der inländischen Volks-
wirtschaft dividiert. Das Niveau des realen Wechselkurses an sich sagt zwar wenig aus,
die Veränderungen über die Zeit jedoch um so mehr. So können z.B. Entwicklungen
der Kaufkraft eines Landes daran abgelesen werden. Nominale und reale Wechselkur-
se können sich über längere Zeiträume aufgrund unterschiedlicher Inflationsraten ganz
unterschiedlich voneinander entwickeln (vgl. Blanchard und Illing, 2004, Seite 512-522).
Inflation bedeutet allgemein, dass das Preisniveau eines Wirtschaftsraumes steigt und
ist besonders in Entwicklungsländern schwer zu prognostizieren (vgl. Krugman und
Obstfeld, 2006, Seite356). Die Inflation unterschiedlicher Länder darf bei der strate-
gischen Planung nicht übersehen werden, da Marktpreise von ihr beeinflusst werden
und somit Unsicherheiten über Zeitpunkt und Ausmaß dieser Preisveränderungen be-
stehen (vgl. Wyman, 1997, Seite 16.5). Hier muss auf eine schnelle Reaktionsfähigkeit
der Supply Chain eines Unternehmens gesetzt werden (vgl. Dornier u. a., 1998, Seite
225). Zum Beispiel wirkten sich im Jahr 2006 eine hohe Inflationsrate und hohe Zinsen
in der Türkei so stark auf die Nachfrage aus, dass der Absatz sowohl nationaler als auch
importierter Fahrzeuge in diesem Jahr um 15% zurückging (vgl. VDA, 2007, Seite 49).
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Investitionen, Zinsen und Investitionsbudget Ein weiterer wichtiger Faktor bei der
Planung internationaler Produktionsnetzwerke sind Investitionen und damit verbunde-
ne Zinsen. Investitionen in Sachanlagen und in immaterielle Vermögensgüter werden
unter dem Begriff 'Capex' (Capital Expenditures) zusammengefasst (vgl. Abele u. a.,
2006, Seite 95). Generell haben international agierende Unternehmen im Vergleich zu
nationalen den Vorteil eines breiteren Zugangs zu möglichen Anlagen sowie die Mög-
lichkeit, Kapital intern zu verschieben (vgl. Shapiro, 2005, Seite 401). Allerdings stehen
sie meist auch einem größerem Risiko gegenüber, wie bereits im Zusammenhang mit
den Wechselkursen beschrieben wurde. Zinszahlungen sind hier in Verbindung mit dem
Wechselkurs unsicher. Zudem können sich Zinssätze über die Zeit generell ändern.
Um Investitionen tätigen zu können, müssen liquide Mittel vorhanden sein, die ent-
weder durch die laufenden Tätigkeiten eines Unternehmens generiert oder über Kredite
sowie Kapitalerhöhungen aufgenommen werden können (vgl. Abele u. a., 2006, Seite
95). Theoretisch sollte jedes Unternehmen in der Lage sein, jede Investition, deren Erlös
die Kapitalkosten übersteigt, zu finanzieren (vgl. Hübner, 2007, Seite 66). Jede Investi-
tion, deren erwartete Einnahmen über den erwarteten Ausgaben stehen, ist finanziell
vertretbar (vgl. Czinkota u. a., 2000, Seite 579). Allerdings können unter verschiedenen
Umständen Budgetrestriktionen für Unternehmen relevant werden. Bei der Verfügbar-
keit von Krediten und Zuschüssen spielen die jeweiligen Regierungen eine große Rolle.
Ähnlich der beschriebenen Steueranreize können hier Aktivitäten multinationaler Unter-
nehmen durch niedrige Grundstückspreise, günstige Kreditoptionen, Zinssubventionen
und Zuschüsse gefördert werden (vgl. Kouvelis und Rosenblatt 2002, Seite 247 und Sha-
piro 2005, Seite 402). Auf der anderen Seite kann die Anzahl der verfügbaren Kredite
auch beschränkt werden (vgl. Popp, 1983, Seite 46). Budgetrestriktionen können sich
zudem aus der Unternehmensstrategie ergeben, die nur einen bestimmten Investitions-
rahmen für einzelne Projekte vorsieht (vgl. Ferber, 2005, Seite 105).
2.2.3 Physische Rahmenbedingungen
Unter physischen Rahmenbedingungen sind hier Faktoren, wie Infrastrukturbedingun-
gen, verfügbare Technologien und die bestehende Supply Chain, zusammengefasst. Ge-
nerell stellen sich physische Rahmenbedingungen im internationalen Bereich komplexer
dar als im nationalen. Dies liegt nicht zuletzt an der größeren geographischen Di-
stanz, mit der ein Unternehmen zu tun hat. Diese hat einen erheblichen Einfluss auf
Lieferzeiten, Bestände und Lieferunsicherheiten. Hierbei ist es wichtig, im Hinblick auf
die Logistik die gegebene Infrastruktur zu berücksichtigen (vgl. Dornier u. a., 1998,
Seite 226f). Die Errichtung einer angepassten Infrastruktur bezogen auf Transport und
Telekommunikation wird aus Anreizgründen in manchen Regionen von der Regierung
gefördert (vgl. Shapiro, 2005, Seite 402).
Einen weiteren Faktor der Infrastruktur machen verfügbare Produktionstechnolo-
gien und Personal aus. Eigenschaften vorhandener Produktionstechnologien können
einen signifikanten Einfluss auf das Netzwerkdesign eines Unternehmens haben. Abhän-
gig von den Fixkosten einer Technologie werden dann entweder wenig kapazitätsintensive
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Werke oder viele kleine verteilte Werke aufgrund niedrigerer Transportkosten bevor-
zugt (vgl. Chopra und Meindl, 2007, Seite 117). Die Wahl der jeweiligen Produktions-
technologie kann wiederum durch die Verfügbarkeit qualifizierter Mitarbeiter beeinflusst
werden. Weniger automatisierte Maschinen werden dann bevorzugt eingesetzt, wenn
qualifiziertes Personal schwer zu finden ist (vgl. Dornier u. a., 1998, Seite 225). Hin-
zu kommen länderspezifische Unterschiede bei den Lohnkosten, die u.a. auch einen
Einfluss auf den gewählten Automatisierungsgrad der Produktionstechnologien haben
können. Im Jahr 2003 lagen die Lohnkosten beispielsweise in Deutschland bei 33 Euro
pro Arbeitsstunde und waren damit 20% höher als in den USA und Japan und 50%
höher als im restlichen Westeuropa. Im Vergleich zu Osteuropa und China lagen die
Kosten um ein Vielfaches höher (vgl. VDA, 2004, Seite 14). Allerdings müssen Lohnko-
sten immer im Zusammenhang mit der jeweilig vorliegenden Produktivität betrachtet
werden, da Lohnkostenvorteile durch eine niedrige Produktivität aufgehoben werden
können, oder umgekehrt (vgl. Holweg und Pil, 2004, Seite 55f). Bei einem Vergleich
des gesamten verarbeitenden Gewerbes zeigt sich, dass Lohnkosten und Produktivität
in ganz unterschiedlichem Verhältnis zueinander stehen können, so ist beispielsweise die
Produktivität in Frankreich, Belgien und Holland höher als in Deutschland während die
Lohnstückkosten niedriger sind. Lohnkosten in Großbritannien liegen hingegen bei nied-
rigerer Produktivität gleich auf mit Deutschland (vgl. Schröder, 2006, Seite 4). Hinzu
kommen weitere länderspezifische Unterschiede bei z.B. Arbeitszeit und -volumen pro
Jahr sowie der Qualität (vgl. Becker 2007, Seite 55 und Holweg und Pil 2004, Seite 57).
Als weitere physische Rahmenbedingungen sind die Charakteristika der Supply
Chain zu berücksichtigen, die sich hauptsächlich aus den genannten Unternehmens-
strategien ergeben. Weitere physische Rahmenbedingungen können sich auf die Knapp-
heit von Ressourcen in einer bestimmten Region beziehen (vgl. Fleischmann u. a., 2006,
Seite 199). Spezielle Eigenschaften der Supply Chain sowie spezifische Rahmenbedin-
gungen in der Automobilindustrie werden im folgenden Kapitel beschrieben.
2.3 Charakteristika und Spezifika in der
Automobilindustrie
Wie bereits in der Einleitung beschrieben, sind in den letzten Jahren einige neue Trends
in der Automobilindustrie zu beobachten. Hierzu gehört auch die wachsende Bedeu-
tung von Technologien, wie Software und Elektronik, und die Notwendigkeit weiterer
Kostensenkungen mit einem Fokus auf die Optimierung von Ressourceneinsätzen und
Prozessen (vgl. Mercer Management Consulting, 2004, Seite 15f). Der Anteil an Elek-
tronik nimmt besonders in den oberen Fahrzeugklassen drastisch zu und stellt damit
eine hohe Anforderung an die Automobilhersteller. Da Technologiezyklen von Mikro-
elektronik und Software um einiges kürzer sind als in anderen Technologiebereichen der
Automobilbranche, muss während eines Modelllebenszyklus eines Automobils Software
mehrfach aufgespielt werden, um der Entwicklung zu folgen (vgl. Corsten und Gabriel,
2004, Seite 250).
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Auf Basis der beschriebenen Entwicklungen sollen im folgenden Kapitel die Charak-
teristika einer typischen Automobil-Supply Chain zur Herstellung von PKW herausge-
arbeitet werden. Hierbei wird der Schwerpunkt auf deutsche Hersteller von Premium-
marken gelegt, wobei die Unterschiede und Gemeinsamkeiten mit anderen Herstellern
berücksichtigt werden.
2.3.1 Supply Chain Struktur in der Automobilindustrie
Ausgehend von einem OEM kann die Struktur einer Supply Chain in der Automobil-
industrie auf verschiedenen Wegen typisiert werden. An dieser Stelle werden die zwei
Ansätze von Corsten und Gabriel (2004, Kapitel III.3) zum Supply Chain Design und
von Meyr und Stadtler (2007) zur Supply Chain Typologie als Grundlage verwendet,
um die Charakteristika der Supply Chain in der Automobilindustrie darzustellen. Bei-
de Ansätze bauen auf den Kernprozessen Beschaffung, Produktion und Distribution des
SCOR-Modelles5 auf, um Eigenschaften und Planungsvoraussetzungen verschiedener In-
dustrien herauszuarbeiten.
In Folge mehrerer Praxisstudien teilen Corsten und Gabriel (2004) untersuchte Supply
Chain Designs in die vier Grundtypen Schlanke, Bewegliche, Verbundene und Schnelle
Supply Chains ein. Wie in Abbildung 2.4 dargestellt, können verschiedene Industrien
diesen Grundtypen anhand des Nachfrageverhaltens und der Produktstrukturen zuge-
ordnet werden. Die Automobilindustrie kann hiernach zu den schlanken Supply Chains
gezählt werden, da es sich bei Automobilen um montierte Einheiten, die modular auf-
gebaut sind, handelt und die Nachfragezyklen nach Fahrzeugmodellen relativ beständig
sind (vgl. Corsten und Gabriel, 2004, Seite 243).
Zur genaueren Darstellung werden ausgehend von den Vorgaben des Marktes und
der Kunden sowie den Vorgaben durch Produkt und Technologie die Konsequenzen für
Beschaffung, Produktion, Distribution und Planung der vier Grundtypen abgeleitet. Um
den Unterschied der einzelnen Typen zu einer Automobil-Supply Chain herauszustellen,
werden diese im Folgenden kurz dargestellt (vgl. Corsten und Gabriel, 2004, Kapitel
III.3):
Bewegliche Supply Chains Bewegliche Supply Chains lassen sich mit den Attributen
'modular' und 'agil' charakterisieren und beziehen sich vorwiegend auf die Computer-
und Elektroindustrie. Der Markt dieser Industrien zeichnet sich durch hohe Nachfrageun-
sicherheiten, zunehmende Verfügbarkeitsorientierung, eine hohe Variantenvielfalt und
eine große Bedeutung der Serviceleistungen aus. Produkte sind durch kurze Innovations-
zyklen, eine mittlere Komplexität, eine große Änderungsrate, eine modulare Bauweise
und eine hohe Technologiedynamik gekennzeichnet. Hieraus ergeben sich für die Beschaf-
fung ein globales Modular Sourcing (Beschaffung ganzer Module bei einem Lieferanten).
Die Produktion findet in weltweiten Produktionsverbunden statt, die in modularen Pro-
zessen auf Kundenauftrag hin fertigen müssen (Make-to-Order). Bei der Distribution
5vgl. Fußnote [2] auf Seite 13
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Abbildung 2.4: Die vier Supply Chain Grundtypen
Quelle: in Anlehnung an Corsten und Gabriel (2004, Seite 245)
werden immer häufiger Eurologistikkonzepte, bei denen die Auslieferung vom Werk oh-
ne Zwischenlager direkt an den Kunden bzw. Händler erfolgt, eingesetzt. Gleichzeitig
ist eine Zunahme des Direktvertriebs zu verzeichnen.
Verbundene Supply Chains Verbundene Supply Chains beziehen sich vorwiegend
auf die Chemie- und Pharmaindustrie und können als 'konzentriert' und 'effizient' cha-
rakterisiert werden. Diese Industrien stehen zunehmend vielfältigen Regulierungen, ei-
nem steigenden Kostendruck und immer anspruchsvolleren Kunden gegenüber. Produkte
werden in chemischen Verfahren und pharmakologischen Prozessen gefertigt, die lang-
wierige und kontinuierliche Produktionsverfahren zur Folge haben. Hinzu kommt ein
zunehmender Wettbewerb durch 'Nachahmer' nach Ablauf des Patentschutzes. Diese
Vorgaben führen dazu, dass bei der Beschaffung die Qualität von Rohstoffen und Pro-
zessen als Schlüsselfaktor angesehen werden kann. Die Beschaffungslogistik stellt sich
durch Gefahrguttransporte und Transportkontrollen sehr anspruchsvoll dar. Generell
ist der Anteil interner Beschaffungen sehr hoch. Bei der Produktion sind insbeson-
dere Großanlagen, ein weltweiter Produktionsverbund, gesetzliche Vorgaben und eine
extreme Verpackungsvielfalt charakteristisch für verbundene Supply Chains. Auch die
Distributionslogistik muss den hohen Ansprüchen der Industrie gerecht werden. Hierfür
werden Euro- bzw. globale Distributionskonzepte eingesetzt.
Schnelle Supply Chains Schnelle Supply Chains sind, wie der Name schon sagt,
'schnell' und 'reaktiv' und spiegeln die Strukturen der Konsumgüterindustrie wider.
Der Markt der Konsumgüterindustrie ist in den entwickelten Ländern mehr oder we-
niger gesättigt. Ausgaben der Bevölkerung für Konsumgüter sind eher rückläufig. Auf
der anderen Seite besteht ein zunehmender Wettbewerb, wobei Verfügbarkeit und Preis
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zunehmend zu den ausschlaggebenden Kundenwünschen zählen. Produkttechnologien
können als 'reif' bezeichnet werden, d.h. dass kaum Innovationen zu erwarten sind und
daher wenig auf Forschung und Entwicklung geachtet wird, sondern mehr auf das Denken
in Kundenlösungen, also das Angebot an Komplettlösungen wie z.B. Fertigmahlzeiten.
Bei der Beschaffung steht die Reaktionsfähigkeit im Vordergrund, die durch zentrale Be-
schaffungskonzepte und weitere Konzepte in Zusammenarbeit zwischen Produzent und
Handel erreicht wird. Die Produktion findet zentralisiert statt, wobei versucht wird,
die Anzahl an angebotenen Varianten zu reduzieren. Auch bei der Distribution steht
Effizienz im Vordergrund, die z.B. durch ein Warengruppenmanagement und effiziente
Sortimente erreicht werden soll.
Schlanke Supply Chains Im Gegensatz zu den drei beschriebenen Supply Chain Ty-
pen steht die schlanke Supply Chain, die sich bei der Automobilindustrie wiederfin-
den lässt und mit den Attributen 'integral' und 'effizient' gekennzeichnet werden kann.
Schlanke Supply Chains sollen im Folgenden in Kombination mit der Typisierung nach
Meyr und Stadtler (2007) genauer betrachtet werden. Meyr und Stadtler (2007) unter-
teilen verschiedene Eigenschaften einer Supply Chain in funktionale und strukturelle
Attribute. Funktionale Attribute entsprechen hierbei dem Beschaffungs-, Produktions-,
Distributions- und dem Absatztyp. Strukturelle Attribute beziehen sich zum einen auf
die Topographie der betrachteten Supply Chain und zum anderen auf die Integration
und Koordination der beteiligten Unternehmen.
2.3.1.1 Vorgaben Markt und Kunden bzw. Absatztyp
Generell lässt sich der Markt für Automobile durch eine hohe Wartebereitschaft der
Kunden, eine zunehmende Variantenvielfalt und eine steigende Bedeutung der 'Time-
to-Market' (TTM - Zeit von Modellidee bis zur Markteinführung) und der 'Time-to-
Customer' (TTC - Lieferzeiten zum Kunden ab dem Bestelldatum) charakterisieren
(vgl. Corsten und Gabriel, 2004, Seite 249f).
Wartebereitschaft der Kunden Gerade bei Fahrzeugen mit einem hohen Grad an
individuell zusammenstellbaren Sonderausstattungen ist die Wartebereitschaft des Kun-
den typischerweise hoch. Nach Stautner (2001, Seite 38) beträgt die Wartebereitschaft
eines europäischen Kunden zwischen vier bis sechs Wochen. Hieraus ergibt sich für die
Produktion ein gewisser Spielraum zur Optimierung von Auslastung und Kosten. Dies
ist jedoch für Standardprodukte nicht der Fall, bei denen die Wartebereitschaft der
Kunden in den letzten Jahren immer weiter abgenommen hat.
Generell lassen sich anhand ihrer Wartebereitschaft unterschiedliche Konsumenten-
typen voneinander unterscheiden. Zum einen kann klar zwischen europäischen und ame-
rikanischen Erwartungshaltungen gegenüber der Lieferzeiten (Time-to-Customer) un-
terschieden werden und zum anderen zwischen Käufern verschiedener Marken. Ist in
Europa der Kunde gewohnt, auf ein Auto, das seinen Bedürfnissen entspricht, einige
Wochen zu warten, verläuft ein Autokauf in den USA mehr wie bei einem normalen
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Lebensmitteleinkauf, bei dem der Kunde zum Händler geht und im besten Fall noch am
selben Tag mit seinem neuen Auto nach Hause fährt (vgl. Holweg und Pil, 2004, Seite
13). Allerdings zeigte bereits eine Studie von Gartner-Inc (2001), dass auch 75% aller
US Bürger bereit wären, eine gewisse Zeit zu warten, wenn sie dafür ihr Wunschauto
bekämen. Diese Wartebereitschaft wurde jedoch von den meisten Befragten als geringer
als drei Wochen angegeben.
In einer Studie von Elias (2002) in Großbritannien konnte ermittelt werden, dass nur
6% der befragten Kunden bereit sind, länger als vier Wochen zu warten. Hierbei konn-
te ein klarer Unterschied zwischen Käufern von Volumenmarken und Premiummarken
festgestellt werden, wobei Volumenmarkenkäufer eine eindeutig geringere Wartebereit-
schaft aufweisen. Generell ist die Wartezeit bei der Bestellung für 65% der Befragten
ein wichtiges Kriterium. Die tatsächlichen Wartezeiten lagen bei 39% der Kunden bei
weniger als zwei Wochen und bei 37% zwischen zwei und vier Wochen. Hierbei mussten
Kunden von Premiummarken am längsten warten.
Variantenvielfalt Eine weitere Entwicklung, die einen kritischen Punkt für die Pla-
nung in der Automobilindustrie darstellt, ist die bereits erwähnte zunehmende Vielfalt
an Varianten einzelner Fahrzeugmodelle. Variation kann generell auf drei Ebenen er-
reicht werden (vgl. Holweg und Pil, 2004, Seite 163): Interne Variation bezeichnet die
Variationsmöglichkeit bei der Produktion von Fahrzeugen. Diese spiegelt sich in einer
Vielzahl an Baugruppen, -teilen, Produkten und Prozessen wider. Externe Variation
bezieht sich auf die Auswahlmöglichkeiten, die einem Kunden zu einem bestimmten
Zeitpunkt für ein Produkt geboten werden. Dynamische Variation definiert sich zum
einen über die Produktlebenszeit bzw. Wechselrate eines Modells und zum anderen
über die Modellvielfalt, also die Anzahl an verschiedenen Typen von einem Modell, die
angeboten werden. Generelles Ziel des Variantenmanagements ist es dann, bei gegebener
externer und dynamischer Vielfalt die interne Vielfalt zu minimieren (vgl. Franke u. a.,
2002, Seite 13).
Wie bereits an dem Beispiel der Mercedes Car Group in Kapitel 1.1 gezeigt, konnte
generell ein Anstieg der angebotenen Modelle verzeichnet werden. Für den Zeitraum von
1960 bis 2000 zeigen Holweg und Pil (2004, Seite 164) diese Entwicklung exemplarisch
für den Markt Großbritanniens, an dem besonders japanische OEM's ihr Modellangebot
von im Jahre 1970 drei Modellen auf über elf Modelle in 2000 erweiterten. Bei der separa-
ten Betrachtung von europäischen und amerikanischen Herstellern kann für die Marken
Audi, BMW, Mercedes und VW am deutschen Markt ein ähnlicher Anstieg auf durch-
schnittlich elf angebotene Modelle festgestellt werden. Bei amerikanischen Herstellern
bestätigte sich ein relativ gleichmäßiger Anstieg der national angebotenen Fahrzeugmo-
delle nur für Ford und Chevrolet. Alle weiteren Hersteller bzw. Marken haben sich bei
mittlerweile fünf bis zehn Modellen eingependelt (s. Anhang A). Dieser Anstieg der dyna-
mischen Variation setzt sich auch innerhalb angebotener Modellreihen, also bei externer
Variation, bezogen auf Karosserie, Motor, Farbe, Zierleiste und Sonderausstattungen
(wie z.B. Klimaanlage) fort (vgl. Holweg und Pil, 2004, Seite 164). Beispielsweise weist
bereits der neue Mercedes-Benz Sprinter mit 36 Grundbaumustern (Varianten aus Ka-
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rosserie, Radstand, Tonnage und Lenkung) und 350 Sonderausstattungen und diversen
markenspezifischen Teilen eine so hohe Komplexität auf, dass die Integration auf einer
Produktionslinie bei Serienanlauf hohe Anforderungen an die Technologie und Logistik
stellte (vgl. Grünbacher, 2006, Seite 349). Die Komplexität steigt grundsätzlich expo-
nentiell mit der Anzahl an Kombinationsmöglichkeiten an und führt dazu, dass insbe-
sondere bei deutschen Premiumherstellern kaum zweimal im Jahr dasselbe Automobil
vom Band läuft (vgl. Stautner, 2001, Seite 42). Abbildung 2.5 zeigt beispielhaft, auf
welchen Ebenen externe Variation entstehen kann.
Abbildung 2.5: Beispiel für eine Produktstruktur
KombiKombi LimousineLimousineLimousineLimousineCabrio Coupé Coupé
Modell 8Modell 7Modell 6Modell 5Modell 4Modell 3Modell 2Modell 1
Farbe Polster Sonderausstattungen ...
Quelle: in Anlehnung an Stautner (2001, Seite 42)
Es kann gesehen werden, dass, auch wenn Autos mitunter als Standardprodukte ange-
sehen werden, sich insbesondere im Premiumsegment ein hoher Anteil an Optionen und
Variationsmöglichkeiten für den Kunden bietet (vgl. Meyr, 2004, Seite 449). Dies hat
einen negativen Einfluss auf die Prognosegenauigkeit der Nachfrage und dafür benötigter
Komponenten. Zwar lässt sich für die Gesamtabsatzplanung auf Ebene der Fahrzeuge
eine 'beherrschbare' Prognose erstellen, jedoch ist dies auf Ebene der kundenspezifischen
Varianten nicht möglich (vgl. Corsten und Gabriel, 2004, Seite 249).
Steigende Vielfalt führt zudem nicht nur zu mehr Komplexität, sondern auch zu einem
Kostenanstieg und weniger Flexibilität bei Beschaffung und Produktion (vgl. Renne-
mann, 2006, Seite 592). MacDuffie u. a. (1996) bestätigen in einer umfassenden Studie
den negativen Effekt insbesondere der internen Variation auf die Performance in der
Produktion. Aus diesem Grund werden in der Automobilindustrie immer häufiger stan-
dardisierte Teile und austauschbare Komponenten in Form einer modularen Produkt-
struktur verwendet (vgl. Seite 42f).
Im Zusammenhang mit der dynamischen Variation konnte in den letzten Jahren zu-
dem eine Reduktion der Produktlebenszyklen der 19 bedeutendsten hochvolumigen, am
englischen Markt angebotenen Automobile von etwa sieben auf fünf Jahre im Zeitraum
von 1970 bis 2000 beobachtet werden. Auch am US-Markt konnte eine Entwicklung zu
einem durchschnittlichen Produktlebenszyklus auf fünf Jahre festgestellt werden (vgl.
Holweg und Pil, 2004, Seite 174f). Durchschnittlich bedeutet dies eine weltweite Ver-
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kürzung des Modelllebenszyklus von zehn auf sechs Jahre (vgl. Mercer Management
Consulting, 2004, Seite 13).
Vertriebsweg PKW werden generell entweder direkt über Handelsorganisationen der
Hersteller oder über Vertragshändler regional an die Endkunden verkauft. Hierbei wer-
den häufig in einem zweistufigen Vorgehen Bestellungen der Händler an die Hersteller
getätigt. In einem ersten Schritt werden bestimmte Quoten an zu liefernden Fahrzeugen
für das nächste Jahr auf einer monatlichen Basis verhandelt. In einem zweiten Schritt
werden diese groben Angaben über Motoren und Modelle ca. drei bis fünf Wochen
vor geplantem Produktionsbeginn in konkrete Bestellungen mit zugehörigen Optionen
überführt. Diese Bestellungen sind meist noch keinen konkreten Kundenaufträgen zuge-
ordnet und daher aus Händlersicht build-to-stock, also auf Lager produziert worden. Aus
Herstellersicht wurde das Fahrzeug jedoch auf Händlerauftrag gefertigt und entspricht
somit einem build-to-order, also einer Fertigung auf Auftrag. Die Prognosegenauigkeit
der Hersteller verhält sich dann entsprechend der angesprochenen Bestellschritte: Ein
Jahr vor Produktion sind Bestellungen auf Monats- und Modellbasis bekannt, drei bis
fünf Wochen vor Produktion sind alle Spezifikationen bekannt. Für einen längeren Zeit-
raum sind jedoch keine Verkaufsdaten vorhanden und die Hersteller müssen Prognosen
auf Basis von Vergangenheitswerten und bestimmter Einflussfaktoren mit ihren üblichen
Prognosemethoden erstellen (vgl. Meyr, 2004, Seite 449f).
Nachfragezyklen Wie bereits weiter oben erwähnt, weisen Nachfragezyklen nach Per-
sonenkraftwagen, abgesehen von einzelnen Ausnahmen, wenig Saisonalität auf und fol-
gen weitgehend den Produktlebenszyklen (vgl. Ferber, 2005, Seite 35). Generell las-
sen sich Produktlebenszyklen in die vier Phasen Einführungs-, Wachstums-, Reife- und
Sättigungsphase unterteilen (vgl. Schulte, 2005, Seite 35). Diese Phasen, die sich aus-
schließlich auf den Zeitraum beziehen, in dem ein Automobil am Markt verfügbar ist,
lassen sich auch in einem typischen Produktlebenszyklus6 der Automobilindustrie, wie
beispielhaft in Abbildung 2.6 dargestellt, wiederfinden.
Ein weiteres Attribut, das den Absatztyp in der Automobilindustrie bestimmt, ist die
'Bill-of-Materials' (BOM - Materialaufstellung). Die BOM beinhaltet generell, in wel-
cher Art und Weise Rohmaterialien und Komponenten zusammengesetzt bzw. zerlegt
werden müssen, um ein Endprodukt herzustellen. Da bei der Automobilproduktion aus-
schließlich Teile zusammengebaut werden, liegt hier eine konvergente Struktur vor (vgl.
Meyr, 2004, Seite 449).
2.3.1.2 Konsequenzen für die Beschaffung / Beschaffungstyp
Bei der Beschaffung lässt sich generell eine Entwicklung zu langjährigen Partnerschaf-
ten mit Systemlieferanten, die häufig produktionssynchron anliefern, beobachten. Der
6Eine genauere Betrachtung von unterschiedlichen Produktlebenszyklusmodellen von Automobilen
ist in Ostertag (2008, Kapitel 3.1.2) zu finden.
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Quelle: Eigene Darstellung auf Basis von Daten aus Francas u. a. (2007, Seite 15)
konvergente Materialzusammenbau tausender Teile kann somit besser bewältigt und
koordiniert werden (vgl. Meyr, 2004, Seite 451).
Beschaffungsstrukturen Eine enge Zusammenarbeit mit den Lieferanten ist aufgrund
der großen Outsourcinganteile und im Hinblick auf die Optimierung der Anlieferkette
zur Reduzierung der Lieferzeiten, der Bestände und zur Erhöhung der Qualität unum-
gänglich (vgl. Corsten und Gabriel, 2004, Seite 251f). Da eine enge Zusammenarbeit
einen hohen Koordinationsaufwand beinhaltet, wird von den Herstellern eine Reduk-
tion der Direktlieferanten angestrebt. Dies führt dazu, dass von den Herstellern zur
Beschaffung eines bestimmten Bauteils oder Moduls häufig ein Single bzw. Dual Sour-
cing7 durchgeführt wird (vgl. Wolters, 1995, Seite 27-31). Auch wenn sich die Anzahl
der weltweiten Lieferanten, wie weiter oben gezeigt, dadurch enorm verringert hat, steht
ein Automobilhersteller immer noch einem globalen Netzwerk mehrerer hundert direkter
und mehrerer tausend indirekter Lieferanten gegenüber (vgl. Meyr, 2004, Seite 451).
Häufig wird auch ein 'Modular Sourcing'8 in Zusammenarbeit mit Modul- bzw. Sy-
stemlieferanten eingesetzt (vgl. Corsten und Gabriel, 2004, Seite 251f). Modular Sour-
cing beinhaltet zudem den Übertrag von Beschaffungsleistungen, wie Einkauf oder Qua-
litätssicherung, an den Lieferanten (vgl. Schulte, 2005, Seite 289). Hieraus entstehen
in der Automobilindustrie vier- oder mehrstufige Zulieferketten, wie in Abbildung 2.7
veranschaulicht. Diese Konzepte führen dazu, dass langfristige Partnerschaften zwischen
Lieferanten und Herstellern entstehen, aus denen u.a. eine hohe Qualitätssicherung und
Verlässlichkeit folgt.
Im Zuge der Globalisierung der Automobilindustrie wird auch häufig ein Global Sour-
7Beim Single Sourcing wird eine Materialart jeweils nur von einer Beschaffungsquelle bezogen. Dies
steht im Gegensatz zum Multiple Sourcing, bei dem mehrere Quellen - zwei beim Dual Sourcing -
genutzt werden (vgl. Schulte, 2005, Seite 286).
8Beim Modular Sourcing bezieht ein Hersteller komplette Module, die der Zulieferer bereits zu-
sammengebaut hat. Diese Module können z.B. ganze Amaturenbretter und Sitzsysteme darstellen (vgl.
Schulte, 2005, Seite 289f).
40 2. Strategische Netzwerkplanung in der Automobilindustrie
Abbildung 2.7: Zulieferkette in der Automobilindustrie
(z. B. Metall, Kunststoff, Textilien)
(z. B. Schalter, Anzeigen, Schläuche)
(z. B. Instrumente, Heizung/Lüftung)
(z. B. Amaturentafel, Mittelkonsole)
Quelle: in Anlehnung an Schulte (2005, Seite 291)
cing9 verfolgt. So beschafft z.B. die Audi AG Teile in China und Indien, wodurch sich auf
der einen Seite der Zugang zu neuen und kostengünstigeren Technologien eröffnet, sich
jedoch auf der anderen Seite die Anforderungen an die Logistik durch die geographische
Ausdehnung erhöhen (vgl. Rennemann, 2006, Seite 591). Neben Kostengründen können
bestimmte Regelungen der Schwellenländer (s. Seite 25 und 28) zudem die Beschaffung
bei einer Markterschließung in diesem Land voraussetzen (vgl. Diez und Brachat, 2001,
Seite 106).
Beschaffungskonzepte Aufgrund der hohen Anzahl und Vielfalt an zu beschaffenden
Teilen werden für unterschiedliche Bauteile und Module differenzierte Beschaffungswe-
ge genutzt (vgl. Corsten und Gabriel, 2004, Seite 252). Teile mit geringer Varianz und
hohem Volumen werden meist 'Just-in-Time' (JIT)10 aus einem Versandpuffer sorten-
rein zu Andockstellen an der Werkshalle des OEM geliefert. Hieraus ergeben sich zum
einen geringe Kapitalbindungskosten und zum anderen eine Verringerung der Transport-
wege. Bei Daimler werden z.B. etwa 35% des Volumens JIT angeliefert. Bei komplexen,
kundenindividuellen Modulen, die wegen ihrer hohen Varianz sequenzgenau angeliefert
werden müssen, wird eine 'Just-in-Sequence' (JIS)-Belieferungskette bevorzugt. Hierbei
werden bei Daimler z.B. etwa 42% des Beschaffungsvolumens zeitgenau in der Verbau-
9Global Sourcing beinhaltet die Beschaffung an internationalen Märkten im Gegensatz zum Local
Sourcing, bei dem nur nationale Lieferanten beauftragt werden (vgl. Schulte, 2005, Seite 281).
10'Just-in-Time' wurde von Ohno (1993, Seite 30) zur Vermeidung von Verschwendung und Lager-
beständen bei Toyota entwickelt und beinhaltet eine produktionssynchrone Anlieferung.
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reihenfolge zum Verbauort geliefert (vgl. Graf und Putzlocher, 2004, Seite 64f). Alle
anderen Güter werden von regionalen Transportunternehmen konsolidiert in Zwischen-
lager nahe der Verbauwerke gebracht (vgl. Meyr, 2004, Seite 451).
Die Konzepte des JIT und JIS haben zur Folge, dass sich viele Lieferanten in räum-
licher Nähe zum Hersteller befinden müssen, so dass es auch häufig zu Industriepark-
konzepten kommt. Ein Beispiel für einen Industriepark ist das Daimler Werk in Rastatt,
in dem sich zehn Zulieferer von insgesamt 50% des Teilevolumens (z.B. Sitze, Räder und
Türverkleidungen) der A-Klasse am Werksgelände angemietet haben (vgl. Diez und
Brachat, 2001, Seite 75).
Zudem muss ein ausgereiftes Abrufsystem der Hersteller die Teileverfügbarkeit bei den
Lieferanten garantieren. Eisenbarth (2003, Seite 62ff) erläutert anhand eines internen
Papiers der BMW AG die drei Abrufarten, die typischerweise bei der Fremdteilebeschaf-
fung vorkommen. Diese sind Lieferabrufe, Feinabrufe und Standard Produktionssynchro-
ne Abrufe. Lieferabrufe werden für etwa ein Jahr im voraus an die direkten Lieferanten
übermittelt, um diesen eine Grundlage zur Vormaterialbeschaffung und Produktionska-
pazitätsplanung zu geben. Durch den Feinabruf wird die Information des Lieferabrufes
zur Steuerung hochwertiger, volumenintensiver und von der Ausstattung abhängiger Se-
rienteile tagegenau spezifiziert. Für Teile, die JIT angeliefert werden, findet ein stunden-
oder gar minutengenauer Standard Produktionssynchroner Abruf statt, der für JIS an-
gelieferte Teile sequenzgenau abgegeben wird.
2.3.1.3 Vorgaben Produkt und Technologie und Konsequenzen für die
Produktion / Produktionstyp
Die gestiegene Variantenvielfalt, die gesunkene Eigenleistungstiefe und die gesunkene
Wartebereitschaft der Kunden haben vielseitige Auswirkungen auf die Produktion. Dies
wird im Folgenden dargestellt.
Produktionsprozess und -kosten Automobile lassen sich, abgesehen von der Mar-
ke, verschiedenen Segmenten zuordnen. Hierbei lassen sich generell Minis, Kleinwagen,
Kompaktklasse, Mittelklasse, obere Mittelklasse, Oberklasse und Spezialklasse vonein-
ander unterscheiden. Eine genauere Übersicht über die Segmente ist in Anhang B zu
finden. Je nach Segment und Marke wird ein Automobil dann in einer Groß- (meist
Volumenmarken) oder Kleinserienfertigung (meist Premiummarken) produziert. Ein ty-
pischer Produktionsprozess in der Automobilindustrie wird in Meyr (2004, Seite 451) be-
schrieben. Insbesondere die folgenden vier Kernprozesse sind hierbei notwendig, um ein
Automobil fertigzustellen: Abpressen der Blechteile, Zusammenschweißen der Blechteile
zu einer Karosserie (Rohbau), Vorbehandeln und Lackieren der Rohkarosse (Lackiere-
rei/Oberfläche) und schließlich das Montieren der Rohkarosse mit Motor-, Abgasanla-
gen und weiteren Komponenten (Montage). Da das Abpressen der Blechteile von vielen
Automobilherstellern an Auslandsstandorte fremdvergeben wird, stellt dieser Prozess
meist keinen Kernprozess dar und Automobilhersteller konzentrieren sich auf die Pro-
zesse Rohbau, Lack und Montage (vgl. Ferber, 2005, Seite 37).
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Bei der Endmontage werden generell eine oder mehrere Produktionslinien genutzt, die
aus einigen Zusammenbaustationen bestehen, in denen Automobile mit einer definierten
Taktzeit bearbeitet werden. Da die Bearbeitungszeit an einer Station von den gewählten
Optionen des Modells abhängt, ist die Gesamtauslastung einer Station von der Sequenz,
in der Automobile auf einer Produktionslinie gefertigt werden (sog. Model-Mix), vorbe-
stimmt. Um die Auslastung der Stationen einer Produktionslinie zu harmonisieren, ist
es daher wichtig, einen ausgegelichenen Model-Mix zu bestimmen. Detailliertere Infor-
mationen zu den genannten Technologien folgen auf Seite 49.
Die Gesamtkosten, die die Produktion eines Automobils verursacht, lassen sich in
Material-, Produktions-, und Entwicklungskosten untergliedern. Beispielhaft für einen
europäischen PKW mittlerer Größe setzen sich diese Kosten bei einem Verkaufspreis
(VP) von 17.000e und Gesamtproduktkosten (PK) von 11.673e dann folgendermaßen
zusammen (vgl. Holweg und Pil, 2004, Seite 84):
• Materialkosten: 8.095e (48 % VP / 69 % PK)
 Rohmaterialien: 1.170e (7 % VP / 10 % PK)
 extern beschaffte Teile: 4.685e (28 % VP / 40 % PK)
 intern beschaffte Teile: 2.240e (13 % VP / 19 % PK)
• Produktionskosten: 2.128e (13 % VP / 18 % PK)
• Entwicklungs- und Gemeinkosten: 1.450e (9 % VP / 13 % PK)
Händlermargen befinden sich hierbei typischerweise zwischen 8% und 12% und Herstel-
lermargen liegen bei etwa 7% des Verkaufspreises.
Modellvielfalt und Plattformstrategien Um das Ziel zu erreichen, die interne Varia-
tion bei gleichzeitiger Gewährleistung der geforderten externen Variation zu minimieren
(vgl. Seite 36), werden immer häufiger Gleichteile und austauschbare Komponenten und
Module in der Produktion eingesetzt. Ein Extrembeispiel hierfür ist die Produktion
des Smart, bei dem nur noch sechs verschiedene Hauptmodule verbaut werden (vgl.
Corsten und Gabriel, 2004, Seite 250f). Generell kann bei Strategien zur Begrenzung
variantenabhängiger Kosten zwischen Gleichteile-, Modul- und Plattformstrategie so-
wie dem sog. 'Badge Engineering' unterschieden werden. Diese Auflistung gibt zugleich
die Reihenfolge der Kostensenkung und des Differenzierungspotentials der genannten
Strategien wieder. Beinhalten Gleichteilestrategien, bei denen aus einem vorhanden Tei-
lebaukasten möglichst viele Varianten gefertigt werden können, einen sehr hohen Grad
an Differenzierungsmöglichkeiten, ist die erwünschte Kostensenkung als eher niedrig
einzuschätzen. Im genauen Gegensatz hierzu steht das Badge Engineering, bei dem
baugleiche Fahrzeuge entwickelt und produziert werden und unter verschiedenen Mar-
kennamen vertrieben werden. Dieses Vorgehen beinhaltet allerdings hohe Markenrisiken
und wird daher insbesondere von Premiumherstellern mit großer Vorsicht behandelt.
Zwischen den beschriebenen Strategien finden sich die häufiger eingesetzten Plattform-
und Modulstrategien. Plattformen entsprechen den zusammengehörigen Komponenten,
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Schnittstellen und Funktionen, die produktfamilienübergreifend eingesetzt werden (vgl.
Diez, 2006, Seite 150-153). Sie gelten in der Automobilindustrie als Einheiten, die keinen
Einfluss auf die Außenansicht des Automobils haben dürfen (vgl. Cornet, 2002, Seite 70).
Beispiele hierfür sind Bodengruppen, Antriebsstränge und Achsen, die sowohl innerhalb
als auch markenübergreifend für verschiedene Produkte eingesetzt werden können. Da
das Differenzierungspotential bei Plattformstrategien nicht sehr hoch ist, jedoch Kosten
dramatisch gesenkt werden können, werden diese häufig von Volumenherstellern genutzt.
So arbeitet der VW-Konzern in einem großen Ausmaß mit markenübergreifenden Platt-
formen, wie z.B. der sog. A-Plattform, die sowohl für den VW Golf, Jetta und New
Beetle als auch für den Audi A3 und Audi TT eingesetzt wird. Modulstrategien bzw.
Modulbaukästen sind wiederum flexibler als Plattformen und beinhalten ein höheres
Differenzierungspotential (vgl. Diez, 2006, Seite 150-153).
Alle Strategien ermöglichen eine schnellere Entwicklung von Fahrzeugen. Durch das
Vorhandensein bestimmter Module kann die Entwicklungszeit reduziert und damit die
Time-to-Market11 verkürzt werden. Durch eine Modularisierung können zusätzlich Ent-
wicklungskosten gespart, Bündelungspotentiale bei der Beschaffung realisiert und nied-
rigere Garantiekosten durch den Einsatz bewährter Module erzielt werden. Zudem kann
durch die Entkopplung der Modul- und Automobillebenszyklen eine Glättung der Inves-
titionen erreicht werden. Generell kann hier zwischen einem konzeptionellen Austausch,
bei dem Architekturen und Konzepte übernommen werden, und einem physischen Aus-
tausch, bei dem Teile, Komponenten, Plattformen oder - wie bei dem Volkswagen Sha-
ran und dem Ford Galaxy - ganze Fahrzeuge für verschiedene Modelle genutzt werden,
unterschieden werden (vgl. Mercer Management Consulting, 2004, Seite 114f). Neben
den genannten Vorteilen bestehen jedoch, wie bereits angemerkt, Nachteile in Bezug
auf die Kundenwahrnehmung. Wenn sich Automobile weiter angleichen, werden Marken
immer weniger wahrgenommen und der Preis rückt immer mehr in den Mittelpunkt
einer Kaufentscheidung (vgl. Dudenhöffer, 1997, Seite 9). Zudem konnten Ramdas und
Randall (2008) in einer empirischen Studie feststellen, dass die Produktqualität stark
beeinträchtigt werden kann, wenn eine Komponente im Sinne einer Plattformstrategie
für viele unterschiedliche Fahrzeuge verwendet wird. Trotzdem ist ein klarer Trend zu
der mehrfachen Nutzung einer Plattform von bis zu vier Modellen in den letzten Jahren
zu erkennen gewesen (vgl. Holweg und Pil, 2004, Seite 178).
2.3.1.4 Konsequenzen für die Distribution / Distributionstyp
Distribution und Verkaufsorganisation weisen in der Automobilindustrie eine mehrstufi-
ge und divergierende Struktur auf. Hierbei wird ausgehend von der zentralen Verkaufsab-
teilung der OEM's über regionenverantwortliches Verkaufspersonal, regionale Vertriebs-
gesellschaften und eine hohe Anzahl von Händlern an die Endkonsumenten verkauft (vgl.
11TTM in der Automobilindustrie liegen bei ca. 2,5 bis 5 Jahren, wobei grundsätzliche Bestrebun-
gen vorherrschen, diese Zeiten auf etwa 1 bis 1,5 Jahre zu verringern, um neue Technologien und
geänderte Kundenanforderungen in der Entwicklungszeit zu berücksichtigen und um eine autonome
Markteintrittsentscheidung fällen zu können (vgl. Fitzek (2006, Seite 6), o.V. (2007), Stalk und Hout
(1990, Seite 29), Katzenbach (2006, Seite 2) und Roth (2005, Seite 16)).
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Meyr, 2004, Seite 450). Ein Beispiel für eine typische Vertriebsstruktur ist in Abbildung
2.8 gezeigt, bei der verschiedene Wege genutzt werden können, um die Kundennachfrage
zu bedienen. Der Transport von den Fahrzeugen zu den Kunden wird in der Regel an
Logistikdienstleister übergeben, die für die optimale Auslastung ihrer Ressourcen unter
Einhaltung vorgegebener Lieferzeiten selbst bestimmen (vgl. Ferber, 2005, Seite 37).
Abbildung 2.8: Mögliche Vertriebsstufen eines Automobilherstellers
Quelle: in Anlehnung an Schulte (2005, Seite 51)
Zur besseren Planung des Vertriebs und zur Erreichung einer stabileren Fertigung für
Hersteller und Zulieferer wird im Allgemeinen versucht, den Kundenbelegungsgrad zu
erhöhen. Dieser bezeichnet den Anteil an Aufträgen, die zu einem bestimmten Termin
mit einer Kundenbestellung hinterlegt sind (vgl. Stautner, 2001, Seite 45).
Generell unterscheiden sich verschiedene Marktregionen bezüglich ihrer typischen Ver-
kaufsstrukturen. Wurden in der Zeit von 1999 bis 2000 in Europa durchschnittlich 48%
der Automobile auf Endkonsumentennachfrage hin gebaut, betrug dieser Anteil in den
USA nur 6%. Der Anteil in Japan, durch Toyota repräsentiert, lag mit 60% und der in
Deutschland mit 62% verhältnismäßig hoch. In den meisten Ländern lag der Verkauf
über zentrale Distributionszentren bei nur 6%, wobei Großbritannien einen extremen
Unterschied mit 51% machte. Der Rest der Verkäufe wurde in diesem Zeitraum von den
Lagern der Händler aus bedient (vgl. Holweg und Pil, 2004, Seite 12).
Aus den oben beschriebenen Gründen wird von Automobilherstellern versucht, die
Fertigung auf Endkonsumentenaufträge hin durch z.B. Online-Bestellungen zu erhöhen
(vgl. Meyr, 2004, Seite 460). Für die Händler ergeben sich häufig auch Nachteile, wenn
sie bereits Bestellungen ohne vorhandene Endkonsumentennachfrage getätigt haben und
diese Fahrzeuge dann nur mit Nachlässen an Kunden abgeben können (vgl. Schary und
Skjott-Larsen, 2001, Seite 115).
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2.3.1.5 Topographie
Die Topographie verschiedener Automobilhersteller unterscheidet sich hauptsächlich hin-
sichtlich der Globalisierungsstrategien bzw. des Globalisierungsgrades und der Lage des
Entkopplungspunktes, wie in den folgenden zwei Abschnitten beschrieben wird.
Glabalisierungsgrad der Automobilhersteller Bei der Beschreibung der Topographie
einer Automobil-Supply Chain ist die unterschiedliche Entwicklung der OEM zu global
agierenden Unternehmen zu berücksichtigen. Auch wenn sich verschiedene Unternehmen
in der Vergangenheit unterschiedlicher Logistikstrategien bedienten (vgl. Seite 20f), ist
eine klare Untergliederung der Hersteller in die beschriebenen Kategorien nach Cooper
(1993, Seite 17ff) heutzutage nicht mehr möglich. Allerdings lässt sich an den jewei-
ligen Produktionsnetzwerken noch gut erkennen, mit welcher Strategie ein Hersteller
begonnen hat.
Heutzutage beinhalten internationale Produktionsnetzwerke eines Automobilherstel-
lers typischerweise Hauptwerke, die die Schritte Rohbau, Lackiererei und Montage über-
nehmen, interne Komponentenlieferanten, wie z.B. die Motorenwerke, und überseeische
Montagewerke, die sog. CKD-kits ('completely knocked down') zusammenbauen (vgl.
Eisenbarth und Zelewski, 2000, Seite 325f). Während die Hauptwerke von BMW und
Mercedes schwerpunktmäßig in Deutschland liegen und erst seit etwa der 1990er Jahre
immer mehr Werke in weiteren Ländern integriert wurden, um die Wettbewerbsfähig-
keit zu gewährleisten, hat z.B. VW schon sehr früh mit der Internationalisierung und
Produktion auch in vielen weiteren Ländern, wie z.B. Brasilien, Mexiko und Südafrika,
die sich bereits in den 1960er Jahren zu Standorten mit Massenproduktion entwickel-
ten, begonnen (vgl. Pries, 1999, Seite 39-57). Ein Unterschied zwischen Premium- und
Volumenherstellern ist bei der Globalisierungsstrategie somit festzustellen. Dies zeigt
sich auch am Beispiel amerikanischer Volumenhersteller, die bereits in den 1920er und
1930er Jahren Werke im Ausland in Betrieb nahmen.
Ein weiteres Kriterium einer Globalisierungsstrategie ist die jeweilige Marktbearbei-
tung eines Anbieters (vgl. Diez und Brachat, 2001, Kapitel 2.2). Hierbei lassen sich
die internationale Standardisierung und die internationale Differenzierung voneinander
unterscheiden. So sind Produkte der Premiummarken inklusive der jeweiligen Vermark-
tungskonzepte meist in allen Ländern gleich, da davon ausgegangen wird, dass sie welt-
weit auf eine relativ homogene Käuferschicht abzielen. Im Gegensatz hierzu werden z.B.
von amerikanischen Volumenherstellern für jeden Markt differenzierte Produkte und
Vermarktungskonzepte eingesetzt. In Hinsicht auf Produktion und Absatz lässt sich
zudem unterscheiden, wie die Produktion der verschiedenen Modelle auf die einzelnen
Werke verteilt wird. Bei BMW wird z.B. ausschließlich die stark nachgefragte 3er Li-
mousine in mehreren Werken (München, Regensburg, Rosslyn und Leipzig) produziert
(vgl. BMW, 2008e). Abgesehen von der exklusiven Produktion in China für den dortigen
Markt (vgl. BMW, 2008d) werden alle weiteren Modelle jeweils nur in einem Werk ge-
fertigt. Im Gegensatz hierzu stellen Toyota, die in 52 Werken in 26 Ländern (zusätzlich
zu den 12 Werken innerhalb Japans) produzieren, jeweils die Fahrzeuge, die in einer
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Region abgesetzt werden, auch dort her (vgl. Toyota 2007b und Toyota 2007a). Ähnlich
ist es bei VW (vgl. Volkswagen, 2007), die mit 44 Fertigungsstätten in 18 Ländern die
Produktion ihrer Modelle mehr streuen als es z.B. BMW tut. An diesen Beispielen zeigt
sich wiederum ein Unterschied zwischen Volumen- und Premiumherstellern, wobei Mo-
delle einer Premiummarke in meist nur einem Werk und Volumenmarken in mehreren
Werken gefertigt werden. Abbildung 2.9 zeigt beispielhaft das Produktionsnetzwerk von
BMW, das weltweit lediglich sieben Produktionsstandorte umfasst.
Abbildung 2.9: Produktionsnetzwerk eines Premiumherstellers am Beispiel von BMW















Quelle: in Anlehnung an BMW (2008a)
Die vorgestellten Kriterien sagen allerdings wenig über den jeweiligen Globalisierungs-
grad des Absatzes - Prozent an Fahrzeugen, die außerhalb des Heimatmarktes abgesetzt
werden - der einzelnen Unternehmen aus, so hat BMW inklusive Rolls Royce und Mini
z.B. in 2006 außerhalb Deutschlands 79.1% und außerhalb Europas mehr als 50% sei-
ner PKW abgesetzt (vgl. BMW, 2006, Seite 15). Toyota, die trotz ihres umfassenden
Produktionsnetzwerkes 61% der Automobile in Japan produzieren, weisen einen Globa-
lisierungsgrad von 70%, Ford hingegen nur von 49% auf (vgl. Toyota 2006, Seite 2 und
Ford 2006, Seite 113).
Entkopplungspunkt Wie weiter oben bereits angedeutet, unterscheiden sich Auto-
mobilhersteller bezüglich der Schnittstelle zwischen erwartungs- und kundenbezogener
Fertigung. Diese Schnittstelle wird allgemein auch als Order Penetration Point (OPP)
bzw. Entkopplungspunkt bezeichnet und entspricht dem Punkt im Materialfluss, ab dem
eine Weiterverarbeitung oder ein Transport eines (Zwischen-) Produktes erst bei Ein-
treffen eines Kundenauftrags angestoßen wird (vgl. Meyr und Stadtler, 2007, Seite 70).
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Abbildung 2.10 zeigt beispielhaft für verschiedene Automobilhersteller, an welcher Stelle
typischerweise ihr OPP liegt.
Abbildung 2.10: Lage des Entkopplungspunktes verschiedener Automobilhersteller
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die meisten US-Autos 
Entkopplungspunkt 
für japanische Autos
Quelle: in Anlehnung an Rose und Sharman (1989, Seite 31)
Werden Rennautos naturgemäß auf Kundenwunsch hin von Beginn der Produktion
an 'maßgeschneidert', liegt der Entkopplungspunkt bei deutschen Premiumherstellern
vor der Endmontage, bei der ein Fahrzeug einem bestimmten Kundenauftrag zugeord-
net wird und die Montage von gewünschten Standardteilen und Optionen vorgenommen
wird. Der Kunde kann hierbei entweder der Händler oder der Endkonsument selbst sein.
Je nach Grad des 'Customizing' liegt der Entkopplungspunkt beispielsweise für amerika-
nische Fahrzeuge vor der Distribution, an der die Wahl verschiedener Händleroptionen
noch möglich ist. Bei japanischen Fahrzeugen hingegen kann der Kunde z.B. nur noch
die Farbe wählen. Der Endkonsument wird hier aus den Lagerbeständen des Händlers
versorgt. Japanische Hersteller sind dabei z.B. Honda und Subaru, die generell alle ih-
re Fahrzeugmodelle basierend auf Prognosen herstellen. Im Gegensatz hierzu ist Toyota
und auch Nissan zu sehen, die bereits wie weiter oben gesehen, einen sehr hohen Prozent-
satz an built-to-order aufweisen (vgl. Holweg und Pil, 2004, Seite 12f). Da die Lage des
Entkopplungspunktes einen negativen Einfluss auf die TTC haben kann, ist es für kun-
denspezifische Aufträge besonders wichtig, die Spezifizierung so weit wie möglich nach
hinten zu verschieben. Die Verschiebung hinter die Lackiererei hin bis zur Endmontage
('late order assignment') ist daher eine sinnvolle Lösung, die durch die Reduktion der
body-in-white, also internen Variationen, erreicht werden kann (vgl. Holweg und Pil,
2004, Seite 181-184).
2.3.1.6 Planung, Integration und Koordination
Allgemeine Planungsaskepte Die Planung in der Automobilindustrie kennzeichnet
sich durch ein hierarchisches und rollierendes Vorgehen aus. Ausgehend von der Ab-
satzplanung (während der Entwicklungsphase) für den gesamten Produktlebenszyklus
werden Fertigungs- uns Montageeinrichtungen sowie zugehörige Kapazitäten bestimmt.
Während der Serienphase wird der Absatz nach Start der Produktion rollierend über 24
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bis 36 Monate geplant (vgl. Corsten und Gabriel, 2004, Seite 256). Diese Pläne werden
prognosebasiert unter Berücksichtigung möglicher Restriktionen bei z.B. der Material-
beschaffung erstellt (vgl. Meyr, 2004, Seite 453). Anschließend folgen die auf Seite 41
beschriebenen Phasen des Liefer- und Feinabrufs in der Serienplanung (vgl. Corsten und
Gabriel, 2004, Seite 256).
Da es während der Produktion insbesondere bei kundenspezifischer Fertigung häufig
zu Änderungswünschen oder Anpassungen im Werk kommen kann, stellt das dynami-
sche Änderungsmanagemet eine weitere schwierige Planungsaufgabe dar (vgl. Corsten
und Gabriel, 2004, Seite 256). Für eine umfassende Beschreibung der Planungsaufga-
ben insbesondere im mittel- und kurzfristigen Bereich wird auf Meyr (2004) verwiesen.
Für die vorliegende Arbeit sind insbesondere die langfristigen Aufgaben der Kapazitäts-
und Investitionsplanung relevant, die im Folgenden in Anlehnung an Ferber (2005) näher
beschrieben werden sollen.
Kapazitäts- und Investitionsplanung Wie in der Einleitung auf Seite 3 bereits an-
gemerkt, stellen vorhandene Überkapazitäten noch bei vielen Automobilherstellern ein
Problem dar. Da bei der Automobilproduktion typischerweise hohe Fixkosten durch
z.B. vollautomatisierte Rohbauanlagen und Lackierstraßen anfallen, ist es umso wichti-
ger, eine hohe Auslastung der Kapazitäten zu erreichen, um eine profitable Produktion
zu gewährleisten (vgl. Becker, 2007, Seite 83). Wird ein Werk z.B. über das Jahr hinweg
nur zu 50% ausgelastet, bringt dies 75% der Kosten einer vollen Auslastung mit sich,
d.h. die Produktion ist 1,5 mal so teuer. Bei 80% Auslastung betragen die Kosten nur
noch 90% der Kosten einer vollen Auslastung (vgl. Holweg und Pil, 2004, Seite 192). Bei
dem vorherrschenden Kostendruck ist daher eindeutig, dass eine hohe Auslastung der
Werke und Kapazitäten bzw. die Senkung der Profitabilitätsgrenzen von den OEM's
angestrebt wird. Allerdings wollen sich Hersteller den möglichen Verkauf eines nach-
gefragten Produktes nicht durch zu knappe Kapazitäten entgehen lassen, weshalb bei
einem Anstieg der Modellpalette weiterhin in neue Produktionskapazitäten investiert
wird (vgl. Becker, 2007, Seite 21-23).
Auch wenn generelle Kapazitäten, wie z.B. Personal und Gebäudeflächen, bei der Ein-
führung eines neuen Produktes nicht immer notwendigerweise erweitert werden müssen,
fallen dennoch Investitionen an. Grundsätzlich müssen bei der Planung der Automobil-
produktion Investitionsentscheigungen bezüglich verschiedener Sachinvestitionen in das
geplante Produktionsprogramm getroffen werden. Hierbei können Struktur- von Pro-
duktinvestitionen voneinander unterschieden werden (vgl. Perridon und Steiner, 2004,
Seite 29f).
Bei Strukturinvestitionen handelt es sich um strukturelle und produktunabhängige
Investitionen in Fertigungsanlagen und oder -strukturen. Diese umfassen grundsätzlich
Investitionen in Grundstücke, Gebäude, Nebenbetriebe und sonstige Strukturprojekte.
Bei Strukturprojekten kann es sich bei der Automobilproduktion beispielsweise um die
Erweiterung der Lackiererei und zugehöriger Anlagen handeln, die für alle Modelle glei-
chermaßen genutzt werden können.
Im Gegensatz dazu stehen Produktinvestitionen, die spezifisch für ein Produkt getä-
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tigt werden müssen, wie Fahrzeugprojekte inklusive spezifischer Anlagen, Fahrzeugwei-
terentwicklungen, Motorenprojekte und produktbezogene Kapazitätsmaßnahmen.
Im Einzelnen sind für die Hauptprozesse der Produktion bei einer Neueinführung einer
Modellreihe folgende Struktur- und Produktinvestitionen bei einem Premiumhersteller
zu tätigen (vgl. Ferber, 2005, Kapitel 5.3):
• Auch wenn generell typ- und nachfolgeflexible Rohbauanlagen existieren, wer-
den diese vorwiegend von Volumenherstellern für stark standardisierte Produkte
eingesetzt. Bei Premiumherstellern wurde bisher grundsätzlich in typgebundene
Anlagen investiert, die auf die Lebensdauer einer Modellreihe beschränkt nutzbar
sind. Die Höhe der Investitionen in Anlagen werden dann vorwiegend durch den
Automatisierungsgrad bestimmt. Hierbei ist zu beachten, dass eine höhere Auto-
matisierung geringere Produktionskosten mit sich bringt und dass grundsätzlich in
Niedriglohnländern der Automatisierungsgrad als geringer angesehen werden kann.
Um so höher die Anzahl der zu produzierenden Menge und um so komplexer ein
Fahrzeug ist, desto höher ist auch der Automatisierungsgrad.
Für neue Rohbauanlagen sind sowohl fixe als auch stückzahlenabhängige Produk-
tinvestitonen in Roboter, Fördertechnik, Messtechnik usw. notwendig. Wird eine
bestimmte Grenze an Produktionseinheiten überschritten, werden Investitionen in
eine zweite Rohbauanlage notwendig. Dabei wird davon ausgegangen, dass jede
Rohbauanlage denselben Platz in Anspruch nimmt. Strukturinvestitionen entste-
hen dann in diskreten Schritten für neue Flächen, wenn der verfügbare Platz für
die geplanten Rohbauanlagen nicht ausreicht.
• Im Gegensatz zur Technologie Rohbau kann die Kapazität der Lackiererei (Ober-
fläche) produktunabhängig genutzt werden. Bei einem hohen Automatisierungs-
grad, besonders in Hochlohnländern, zählen die Investitionen der Lackiererei haupt-
sächlich zu den Strukturinvestitionen in Anlagen, Gebäude und Einrichtungen, die
bei der Überschreitung gegebener Kapazitäten für den Bau einer neuen Lackiererei
getätigt werden müssen. Jedoch müssen auch hier fixe und stückzahlenabhängi-
ge Produktinvestitionen für die Integration eines neuen Produktes berücksichtigt
werden.
• Bei der dritten Technologie, derMontage, wird von modellflexiblen Linien ausge-
gangen, auf denen ein beliebiger Produktmix gefertigt werden kann. Der Einsatz
von hoch automatisierten, ausbringungsoptimierten Montagelinien wird hingegen
vorwiegend für stark standardisierte Modelle eingesetzt, wie sie bei Volumenher-
stellern vorzufinden sind.
Fixe und stückzahlenabhängige Produktinvestitionen in modellflexible Montageli-
nien entstehen z.B. für produktspezifische Arbeitsvorrichtungen, Werkzeuge und
Spezialbehälter. Strukturinvestitionen fallen in diskreten Schritten bei Überschrei-
ten der verfügbaren Kapazität in einem Werk für zusätzliche Montagelinien, not-
wendige Flächen und Fördertechnik an. Investitionen in die Montage beinhalten
hier auch Logistikinvestitionen.
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Um verfügbare Kapazitäten möglichst profitabel zu nutzen, ist es insbesondere bei Pro-
duktionsnetzwerken mit knappen Kapazitäten wichtig, die Werkebelegung so zu planen,
dass bei an- und auslaufenden Produkten eine möglichst gleichmäßige Produktion ge-
währleistet werden kann. Eine typische Werkebelgeung eines Premiumherstellers ist in
Abbildung 2.11 dargestellt.
Abbildung 2.11: Belegungschart eines Premiumherstellers
Fleischmann, Ferber, and Henrich: Strategic Planning of BMW’s Global Production Network





































Figure 2: Planners produce a load plan of this type for every plant. It depicts the development of the load over
the planning horizon, composed of the volumes of the various products, represented by different shades of gray.
It clearly shows the life cycle of each product and its varying production volume. The load line during the first
three years is flat because existing capacity is limited and can be increased only after the lead time of three
years.
required production capacities. We focus on this third
planning step.
Originally, planners performed this step manually
using Excel sheets that expressed the load and the
capacity per plant as the number of cars produced
per day and the number producible per day summed
up over all products. They transformed the resulting
load plans for all the plants into diagrams (Figure 2).
Planners’ allocation of products to plants was
restricted for technical reasons, by the personnel skills
available at every location, and because of general
policy. For only a few products were there alterna-
tive production locations, from which planners either
made an appropriate choice or tried each one. They
had a further degree of freedom for “split products,”
those produced at two or more plants, for which they
decided the volume to be produced at each plant, usu-
ally to utilize the plants properly.
Weaknesses
BMW’s traditional load planning approach had
deficiencies:
(1) The mainly manual planning procedure
required a great deal of effort, limiting the comparison
of different strategies and the performance of
sensitivity analyses with varying data.
(2) A one-dimensional calculation of capacity at
each plant was not adequate. Planners needed to
consider separately capacity for assembling bodies,
which is dedicated to single products, and capacity
for the paint shop and final assembly line, which all
products share. Each of these stages is a potential
bottleneck.
(3) In allocating products to the global production
sites, planners did not consider the effects on the
global supply chain, in particular the flow of mate-
rials from the suppliers to the plant and the flow of
finished cars to the markets. Even the BMW engine
plants were not included in the load planning but
were planned afterwards in a separate department
starting from the results for the car plants. For this
process, planners often need iterations with coordina-
tion between the departments.
(4) Planners had no clear objective for free
decisions, in particular for allocating the production
volume of split products, and hence they did no opti-
mization. They also had to evaluate the economics of
load plans in an additional separate step.
Quelle: vgl. Fleischmann u. a. (2006, Seite 196)
Ein weiterer Aspekt bei der Betrachtung von Investitionen ist die Berücksichtung des
tatsächlichen Zahlungszeitpunktes. Da Produktionsanlagen und -strukturen über einen
längeren Zeitraum hin aufgebaut werden, fallen Investitionszahlungen schon bis zu drei
Jahre vor dem eigentlichen Produktionsstart (start-up) an und reichen bei Produktin-
vestitionen durch anfallende Änderungen noch zwei Jahre über den Start hinaus (vgl.
Ferber, 2005, Seite 120f).
Weitere Restriktionen, die bei der Planung zu berücksichtigen sind, können Kapa-
zitätsreserven, den Mehrschichtb trieb und da Investionsbudget be reffen. Eine Ka-
pazitätsreserve bedeutet hierbei, dass bei der Planung im Sinne einer Responsiveness-
Strategi (vgl. Seit 20) nur in bestimmter Prozentsa z der vorhanden n Kapazitäten
berücksichtigt wird, um einen gewissen Flexibilitätsvorhalt für die Produktion unvor-
hergeseh ner Nachfragespitzen zu g rantieren. Dieses Vorgehen wird z.B. von BMW
verfolgt, wie in Abschnitt 2.4.2.3 näher erläutert wird. Sollte die normale Kapazität der
geplanten Schichtbetriebe für die Produktion nicht ausreichen, ist es möglich, durch un-
terschiedli he Maßnahmen, wie z.B. Samstagsarbeit und Entfall von Pausen, die verfüg-
bare Kapazität zu erweitern. Dies lässt eine Untergliederung der verfügbaren Kapazität
in normale und Überstundenkapazität zu. Auch dieses Vorgehen wird aus Flexibili-
tätsgründen gewählt, um aufkommende Produktionsspitzen abfangen zu können (vgl.
Ferber, 2005, Seite 132ff).
Es kann zudem vorkommen, dass ein gewisser Investitionsrahmen von dem übergeord-
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neten Investitionsplanungsprozess vorgegeben wird. Dieser stellt eine jährliche Budget-
restriktion für die weitere Kapazitätsplanung dar und ergibt sich bei dem betrachteten
Beispiel von Ferber (2005, Kapitel 5.2) aus dem um die Ausschüttungen an Aktionäre
bereinigten Cashflow, der mit einem bestimmten Zuordnungsschlüssel auf die einzelnen
Geschäftsfelder verteilt wird.
Daten, die in die strategische Kapazitäts- und Investitionsplanung eingehen, werden
generell sehr stark aggregiert. Dies geschieht nicht nur aus Komplexitätsgründen, son-
dern auch, um exaktere Prognosen erstellen zu können (vgl. Simchi-Levi u. a., 2003,
Seite 76).
Integration und Koordination Wie weiter oben erwähnt besteht eine Automobil-
Supply Chain aus einem konvergenten Materialfluss bis hin zur Produktion und einem
divergierenden Fluss der fertiggestellten Fahrzeuge. Die Koordination einer solchen Sup-
ply Chain ist eine anspruchsvolle Aufgabe, da Engpässe in der Produktion und bei der
Materialbeschaffung entstehen können, wenn Informationen nicht richtig weitergegeben
und analysiert werden. Bereits innerhalb eines Unternehmens müssen unterschiedliche
Abteilungen in verschiedenen Koordinationsrunden miteinander abgestimmt werden, um
zu einem allgemeingültigen Plan zu kommen (vgl. Meyr, 2004, Seite 451 und 459). Hinzu
kommt die Integration der Zulieferer, die über die first-tier (direkten) Lieferanten hin-
ausgehen muss, um Engpässe innerhalb der gesamten Zulieferkette zu vermeiden (vgl.
Corsten und Gabriel, 2004, Seite 257). Generell existiert in der Automobilindustrie ein
hoher Grad an vertikaler Integration (Eisenbarth, 2003, Seite 159).
Ein Informationsaustausch findet oft auch zwischen den einzelnen Zulieferern statt,
wie es z.B. bei Industrieparklieferanten von Ford der Fall ist, die nicht in direkter
Konkurrenz zueinander stehen. Hierfür finden tägliche Qualitätszirkel und monatliche
Treffen statt. Zudem koordinieren die Zulieferer im Industriepark mit Ford ihre Akti-
vitäten entlang der Wertschöpfungskette. Auch hinsichtlich der Logistikplanung, Pro-
duktentwicklung und der Entwicklung langfristiger Strategien wird in interdisziplinären
Teams bestehend aus Mitarbeitern der Zulieferer und von Ford zusammengearbeitet
(vgl. Knorst, 2004, Seite 83).
Die kooperative Zusammenarbeit zwischen den OEM's und deren Zulieferern kann zu
einer der zentralen Stellgrößen im globalen Wettbewerb gezählt werden (vgl. Huber und
Siebold, 2007, Seite 41). Bei der generell vorliegenden engen Zusammenarbeit und der
Erhöhung der Wertschöpfungstiefe ist zu erkennen, dass OEM's immer mehr Einfluss auf
die Entscheidungen ihrer direkten Lieferanten nehmen. So werden den Systemlieferan-
ten teilweise Unterlieferanten, Produktionsstandorte und Zielkosten durch die Hersteller
vorgegeben. Abhängigkeiten bestehen jedoch beidseitig und verschieben sich während
einer Vertragsdauer von den OEM's zu den Lieferanten. Nach Vorgabe von Rahmenbe-
dingungen durch den OEM ist dieser nach Beginn eines Projektes von der Qualität und
insbesondere bei Verwendung innovativer Produkte des Zulieferers von diesem abhängig
(vgl. Wildemann, 2004, Seite 15f). Aus diesem Grund ist bereits im Produktenstehungs-
prozess ein Lieferantenwechsel sehr unwahrscheinlich, da damit zu hohe Wechselkosten
verbunden sind (vgl. Rennemann, 2006, Seite 592). Eine grundsätzliche Gefahr bei einer
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Kooperation mit Systemlieferanten sehen Automobilhersteller darin, dass Know-how an
die Systemlieferanten übergeht (vgl. Kuhn und Hellingrath, 2002, Seite 44).
Die vorgestellten Eigenschaften einer Automobil-Supply Chain sind in Tabelle 2.2
zusammengefasst dargestellt.
Tabelle 2.2: Typologie einer Automobil-Supply Chain
Funktionale Attribute
Absatztyp
Zugang zum Kunden Händler
Prognosegenauigkeit 1 Jahr auf Monatsbasis modellgenau
3 bis 5 Wochen vor Produktionsbeginn komplette
Information
Nachfragezyklus wenig Saisonalität, ähnlich dem Produktlebenszy-
klus
Produktlebenszyklus 5-7 Jahre, Tendenz sinkend
Anzahl Modelle ca. 11
Grad des Customizing Volumenmarke: Umfassende Grundausstattung,
wenig Wahlmöglichkeiten
Premiummarke: Vielzahl an Sonderausstattungen
BOM konvergente Struktur
Time-to-customer Tendenz: Europa: < 4 / USA: < 2 Wochen
Time-to-market 2,5 - 5 Jahre, Tendenz sinkend
Beschaffungstyp
Beschaffungsart Modular-, Single- und Double Sourcing
Anzahl / Art beschaffter Teile tausende Teile, viele Module
Lieferzeiten Lieferanten teilespezifisch
Zuverlässigkeit Lieferanten hoch












Fortsetzung auf der nächsten Seite
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Fortsetzung von vorheriger Seite
Distributionsstruktur Divergierend und mehrstufig
Auslieferungsmuster dynamisch
Transportwege Wasser, Schiene und Straße
Strukturelle Attribute
Topographie der Supply Chain
Netzwerkstruktur konvergierend bis OEM, divergierend bis End-
konsument
Globalisierungsgrad Absatz global, Produktion verstärkt global




SC Partner intern und extern
Koordinationsrichtung vertikal und horizontal
Informationsaustausch prognose- und auftragsbasiert
Machtverhältnis Verschiebung von OEM zu Lieferant während Pro-
jektdauer
Quelle: in Anlehnung an Meyr und Stadtler (2007, Seite 666ff), Corsten und Gabriel (2004, Seite 258) und
Ferber (2005, Seite 36)
Auch wenn die wichtigsten Rahmenbedingungen der Planung eines OEM bereits in
Kapitel 2.2 beschrieben wurden, bestehen in der Automobilindustrie einzelne spezifische
rechtliche Vorgaben, die im folgenden Abschnitt angesprochen werden.
2.3.2 Spezifische Rahmenbedingungen
Die Automobilindustrie sieht sich einer wachsenden Anzahl an rechtlichen Regulierun-
gen verschiedener Bereiche gegenüber. Hierbei können alle Teile der Supply Chain, wie
Beschaffung, Produktion, Distribution und Absatz, betroffen sein. Bevor in diesem Ka-
pitel eine genauere Betrachtung der weitgreifenden Bestimmungen, die aus dem Kyoto-
Protokoll resultieren, erfolgt, werden zunächst einige weitere relevante Regulierungen
und deren Auswirkungen beispielhaft aufgelistet.
Bei der Block Exemption Regulation bzw. Gruppenfreistellungsverordnung
(vgl. European Union, 2002) handelt es sich um Bestimmungen, die den Absatz und
Service von PKW regulieren, um den Wettbewerb bei den Händlern zu fördern. Diese
Regulierungen wirken sich auf die gesamte Automobil-Supply Chain aus und bringen
Veränderungen auf dem Automobilmarkt mit sich (vgl. Cleff u. a., 2005, Seite 160ff).
Nach denRichtlinien über Altfahrzeuge (vgl. European Union, 2000) sind Herstel-
ler in der EU dazu verpflichtet, Altfahrzeuge zurückzunehmen, gefährliche Substanzen
zu ersetzen und den Recyclinganteil zu erhöhen. Diese Regulierungen wirken sich insbe-
sondere auf die OEM aus, die bisher über kein umfangreiches Rücknahmenetz verfügen,
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wie z.B. asiatische Hersteller, die am europäischen Markt ihre Fahrzeuge absetzen wol-
len. Diesen Problemen stehen die meisten deutschen OEM nicht gegenüber (vgl. Cleff
u. a., 2005, Seite 169ff).
Im Weiteren können Verkehrsregulierungen, die darauf abzielen, den Gebrauch
von KFZ insgesamt zu dämmen, zu einem Absatzrückgang führen. Von den EU Che-
mikalienregulierungen sind insbesondere die first-tier Lieferanten betroffen. Strenge
Chemikalienregulierungen können zu einer Verlagerung von Teilen der Lieferkette in
Gebiete außerhalb der EU führen (vgl. Cleff u. a., 2005, Seite 170f).
Auch im Zusammenhang mit Umwelt- und Klimaschutz kommen in den letzten Jah-
ren immer mehr Regulierungen auf, die über die Jahre hinweg häufig verändert und
angepasst werden, wodurch die Erstellung langfristiger Prognosen erschwert wird. So
sah z.B. das 1990 in Kalifornien vorgelegte 'Low Emission and Clean Fuel Pro-
gram' vor, den Anteil an 'Zero-Emission Vehicles' (ZEV), also Fahrzeugen, die keine
Emissionen verursachen (insbesondere Elektrofahrzeuge), am Gesamtabsatz eines Au-
tomobilherstellers bis hin zum Jahr 2003 auf 10% zu steigern. Diese Regelung, die auch
weitere Staaten der USA übernahmen, wurde über die Zeit jedoch immer weiter ab-
geschwächt, so dass der verordnete Anteil von ZEV an Neuwagen in Kalifornien nur
noch wenige Prozent beträgt und dafür ein höherer Anteil emissionsarmer Fahrzeuge
(sog. Low-Emission Vehicles, LEV), wie z.B. Hybridfahrzeuge, gefordert wird (vgl. Air
Resources Board, 2008). Aufgrund der großen Bedeutung des US-Marktes haben diese
Bestimmungen starke Auswirkungen auf die Automobilhersteller (vgl. Bundschuh, 2008,
Seite 3) und müssen bei einer langfristigen Planung berücksichtigt und antizipiert wer-
den. Auch in Folge des Kyoto Protokolls, das auf eine Reduktion der Treibhausgase
(insbesondere von CO2-Emissionen) der beteiligten Länder abzielt (vgl. Cleff u. a., 2005,
Seite 171ff), kommen in den letzten Jahren weitere automobilspezifische Regulierungen
zum tragen. In der EU soll z.B. eine Harmonisierung der Steuern stattfinden (vgl. Ka-
pitel 2.3.2.2), die auf den CO2-Ausstoß der Fahrzeuge abzielt. Zusätzliche Steuern
können u.U. das Nachfrageverhalten der Konsumenten in diesen Gebieten beeinflussen.
Die Auswirkungen des Kyoto Protokolls auf die Automobil-Supply Chain werden im
Folgenden ausführlicher beschrieben.
2.3.2.1 Das Kyoto Protokoll
Das Kyoto Protokoll wurde 1997 von den Mitgliedern der United Nations Framework
Convention on Climate Change (UNFCCC) als internationales Abkommen zur verpflich-
tenden Reduzierung der Treibhausgasemissionen der beteiligten Länder vereinbart. Bei
einer durchschnittlich geforderten Reduktion um fünf Prozent zwischen 2008 und 2012
werden in dem Protokoll für jedes Land unterschiedliche Ziele festgelegt. Dies wird da-
mit begründet, dass Industrieländer im Gegensatz zu Entwicklungsländern zum einen
zu einem größeren Ausmaß an den weltweiten Emissionen beitragen und ihnen zum an-
deren mehr Mittel zur Verfügung stehen, weitreichendere Reduktionen zu erreichen (vgl.
UNFCC, 2008). Deutschland muss z.B. seine CO2-Emissionen bis 2010 um 21 Prozent
senken (vgl. Die Bundesregierung, 2008).
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Um den betroffenen Unternehmen in den Ländern bei der Erreichung ihrer Ziele einen
gewissen Grad an Flexibilität zu gewähren, wurden drei unterschiedliche marktbasierte
Werkzeuge - Emissionshandel, Joint Implementation und der Clean Development Me-
chanism - in dem Protokoll entwickelt (vgl. UNFCC, 2008). Grundsätzlich werden jedem
Land entsprechend der vereinbarten Ziele Emissionsrechte zugeteilt. Überschüssige Rech-
te können dann in Form von Lizenzen von Industrienationen untereinander gehandelt
werden (Emissionshandel). Eine weitere Möglichkeit, zusätzliche Zertifikate zu erhalten,
sind die projektbezogenen Werkzeuge Joint Implementation und Clean Development
Mechanism. Joint Implementation-Projekte betreffen hierbei wiederum zwei Industrie-
nationen. Werden von einem Land Emissionsminderungsmaßnahmen in einer anderen
Industrienation durchgeführt, können diese in Form von Minderungszertifikaten auf das
generelle Reduktionsziel angerechnet werden. Der Clean Development-Mechanism funk-
tioniert vom Prinzip her ähnlich, allerdings werden hiermit Projekte zwischen Industrie-
und Entwicklungsländern angesprochen. Über den Anteil dieser Werkzeuge an den ge-
samten Reduktionsmaßnahmen wurden im Protokoll keine eindeutigen Angaben ge-
macht (vgl. BMU, 2007).
2.3.2.2 EU Bestimmungen über den KFZ-Ausstoß als Folge des Kyoto
Protokolls
1998 wurde zwischen der European Automobile Manufacturers' Association (ACEA)
und der EU ein Übereinkommen über die konstante Reduzierung des Flottenverbrauchs
von KFZ auf 140 Gramm CO2 pro Kilometer bis zum Jahr 2008, hauptsächlich durch
die Verbesserung der Fahrzeugtechnologie, getroffen (vgl. ACEA, 2008)12. Da die EU die
Erfüllung des Gesamtzieles von einer Senkung auf 120 Gramm CO2 pro Kilometer bis
zum Jahr 2012 in Gefahr sieht, sollen rechtliche Maßnahmen eingeführt werden, um diese
doch noch zu erreichen (vgl. European Union, 2007a). Dies führt bei allen Betroffenen
zu einem großen Protest, da diese Maßnahmen zu Nachteilen bei der Wettbewerbs-
fähigkeit von Automobilherstellern in der EU führt. Insbesondere wird eine Vorgabe
eines Einheitswertes für den CO2-Ausstoß sehr kritisch beurteilt, da hierdurch Herstel-
ler von Premiummarken gegenüber solcher von Kleinwagen diskriminiert werden. Der
VDA berichtet für das Jahr 2006 über große Erfolge bei der prozentualen Senkung der
CO2-Emissionen. Allerdings weist er auch auf den Trade-off bezogen auf andere Vorga-
ben der Regierung zur Sicherheit oder bezüglich bestimmter Filter hin, die das Gewicht
eines jeden Fahrzeugs erhöhen und somit zugleich den CO2-Ausstoß. Ansätze der Re-
gierung, das Käuferverhalten zu verändern, haben bisher noch keinen Erfolg gezeigt, so
dass weiterhin Hochleistungsfahrzeuge stark nachgefragt werden (vgl. VDA, 2007, Seite
127ff).
12Das Originalabkommen wurde von der ACEA von ihren Internetseiten entfernt.
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2.3.2.3 Die Bestimmungen des Corporate Average Fuel Economy (CAFE) in
den USA
Eine ähnliche Bestimmung, die sich auf die Wirtschaftlichkeit des Kraftstoffverbrauchs
am US-Markt abgesetzter Fahrzeuge bezieht, sind die CAFE-Regulierungen. Die Be-
stimmungen der Corporate Average Fuel Economy (CAFE) wurden bereits 1975 in den
USA eingeführt, um die Abhängigkeiten von ausländischen Ölvorräten zu verringern. Die
Bestimmungen geben einen durchschnittlichen Wert für die Strecke, die ein Automobil
mit einer Gallone Gas zurücklegt, in Meilen pro Gallonen (mpg) für alle abgesetzten
Fahrzeuge eines Automobilherstellers vor. Bei Unterschreitung des Durchschnittswertes
müssen die Hersteller Strafzahlungen leisten, können auf der anderen Seite aber auch
Gutschriften für das Überschreiten des Wertes zugeteilt bekommen. Bei der Ermittlung
der Fuel Economy werden national produzierte und importierte Fahrzeuge unabhän-
gig voneinander bewertet. Die höchsten Strafen wurden bisher von BMW, Daimler und
Porsche gezahlt (vgl. NHTSA, 2008).
2.3.2.4 Auswirkungen auf die Automobil-Supply Chain
Das Kyoto Protokoll wirkt sich sowohl auf die Produktion als auch auf die Distribution
und den Absatz von Fahrzeugen aus. Zwar gehört die Automobilindustrie nicht zu den
Unternehmen, die einen sehr hohen Energieverbrauch aufweisen, trotzdem wird bei der
Lackiererei und Montage von Fahrzeugen auch CO2 auf direkten und indirekten Wegen
emitiert. Um Engergiekosten zu sparen und die Umwelt weniger zu belasten, wurden z.B.
bei der Mercedes Car Group schon in den 1990er Jahren einige Maßnahmen ergriffen, um
die Energieeffizienz zu steigern. In den letzten Jahren sind hier die indirekten und direk-
ten Emissionen um 1,4% zurückgegangen (vgl. DaimlerChrysler, 2007, Seite 38f). Auch
bei BMW wurden im Jahr 2006 Investitionen in den konzernweiten Umweltschutz von
über 20,7 Millionen Euro getätigt, wodurch u.a. der Energieverbrauch pro produzierte
Einheit über die letzten Jahre hinweg stetig gesenkt werden konnte (vgl. BMW, 2007,
Seite 44 u. 48). Auch wenn offensichtlich Emissionen in der Automobilproduktion ent-
stehen, scheinen die Emissionsminderungswerkzeuge für die Hersteller momentan nicht
von großer Bedeutung zu sein, wie z.B. an der positiven Zertifikatebilanz des Audiwerks
in Ingolstadt im Jahr 2006 zu sehen ist (vgl. AUDI, 2007, Seite 10f). Allerdings bereitet
sich die Audi AG schon heute mit einem genauen Monitoring ihrer CO2-Emissionen auf
den Emissionshandel und die mögliche Planung zukünftiger Minderungsmaßnahmen vor
(vgl. AUDI, 2005, Seite 82f).
Sollten in Zukunft doch Werkzeuge des Kyoto Protokolls zur Senkung der Emissionen
genutzt werden müssen, so sind diese bei den Produktionskosten zu berücksichtigen.
Langfristig kann dies auch zu einer Verschiebung der Produktion in Länder mit über-
schüssigen Zertifikaten führen.
Von zentraler Bedeutung für die Automobilindustrie sind die geplanten Vorgaben über
den durchschnittlichen Flottenverbrauch. Ein fester Satz für alle Fahrzeugmodelle, wie
er bei den CAFE-Regulierungen existiert, würde dann dazu führen, dass der Absatz von
Modellen der Oberklasse ohne Strafkosten gesteigert werden kann, wenn auf der anderen
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Seite mehr kraftstoffeffiziente Fahrzeuge bzw. solche mit wenig CO2-Ausstoß verkauft
werden (vgl. Chandra u. a., 2005, Seite 19). Mögliche Strafkosten bei Überschreitung der
Durchschnittswerte bzw. notwendige Marketingaktivitäten zur Steigerung der Nachfra-
ge nach emissionsarmen Fahrzeugen sowie eine mittel- bis langfristige Änderung der
Nachfragestrukturen müssen dann bei der strategischen Planung berücksichtigt werden.
Im Weiteren müssen durch die Emissionsvorgaben entstehende höhere Transportkos-
ten bei der Distribution und die sich daraus ergebenden Folgen für eine Supply Chain in
die strategische Planung mit einfließen. So führt z.B. Toyota im Sinne der Reduktion von
CO2-Emissionen verschiedene Maßnahmen, die den Transport und die Logistik bei der
Automobilproduktion betreffen, durch. Hierzu zählen die Nutzung emissionsarmer Ver-
kehrsmittel für die Beschaffung von Komponenten und die Distribution von Fahrzeugen,
die Reduktion der gesamten Transportentfernungen durch die Überdenkung der jewei-
ligen Routen sowie die bessere Kapazitätsauslastung der Transportmittel (vgl. Toyota,
2007c, Seite 16).
Da bezogen auf den durchschnittlichen CO2-Ausstoß bisher wenig über die genauen
Strafmaßnahmen bei Überschreitung der Werte und mögliche Sonderregelungen bekannt
ist, und bezogen auf den Emissionshandel Ungewissheit über langfristige Auswirkungen
und Zuteilungsregelungen besteht, stehen die OEM hierdurch Unsicherheiten gegenüber.
Welche Unsicherheiten und Risiken außerdem bei der strategischen Planung zu beachten
sind, wird im nächsten Kapitel zusammengefasst.
2.4 Risiken und Netzwerkflexibilität
2.4.1 Unsicherheiten und Risiken
Auch wenn in den vorigen Abschnitten bereits vereinzelt auf die Risiken, denen inter-
nationale Unternehmen gegenüberstehen, eingegangen wurde, sollen hier nochmal die
wesentlichen Unsicherheiten und Risiken zusammengefasst dargestellt werden, da sie
sich entscheidend auf die Gestaltung eines Produktionsnetzwerkes auswirken können.
Wie bereits beschrieben, ist ein hohes Risiko, dem Unternehmen deren Produktion
und Absatz in unterschiedlichen Währungsregionen stattfinden gegenüberstehen, die
Variabilität von Wechselkursen. Steigt z.B. der Kurs des Landes, in dem produziert
wird, gegenüber dem Absatzland an, fallen Gewinne verglichen mit den Herstellungsko-
sten geringer aus bzw. steigen die Produktionskosten im Vergleich zu den Absatzpreisen.
Hierdurch sind Produzenten, die keine Möglichkeit haben, ihre Produktion in ein besser
gestelltes Land zu verlegen, enormen Verlusten ausgesetzt (vgl. Chopra und Meindl,
2007, Seite 118).
Dies sieht bei politischen Risiken ganz ähnlich aus, wenn ein instabiles Land mit
starken finanziellen Risiken wie z.B. hohen Inflationsraten zu kämpfen hat. Hinzu kom-
men weitere Risiken, wenn die Regierung häufig wechselt und sich daraus große Unter-
schiede in den rechtlichen Rahmenbedingungen ergeben (vgl. Shapiro, 2005, Seite 155).
Diese Faktoren spielen insbesondere bei der Standortwahl eine Rolle, müssen aber auch
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bei der weiteren Planung und insbesondere bei der Prognose von Daten berücksichtigt
werden. Bei der verteilten Produktion auf mehrere Länder entstehen politische bzw.
soziale Risiken zudem, wenn sich politische 'Machtkämpfe' der beteiligten Länder z.B.
negativ auf Fertigstellungstermine auswirken können (vgl. Tang und Tomlin, 2008, Seite
3).
Zu den zu prognostizierenden Daten gehört auch die Nachfrage der jeweiligen Ab-
satzmärkte, auf die sich eine Menge unterschiedlicher Unsicherheitsfaktoren auswirkt.
Ist ein Produktionsnetzwerk nicht darauf eingestellt, auf Nachfrageveränderungen zu
reagieren, kann es zu erheblichen Verlusten auf Absatz- und Produktionsseite kommen
(vgl. Chopra und Meindl, 2007, Seite 119). Sicherheitsbestände, als Instrument gegen
Unsicherheiten, sind hierbei nur auf kurze Sicht ausreichend, um geringe Veränderungen
auszugleichen. Bei grundsätzlichen Veränderungen muss auf andere Werkzeuge, wie im
nächsten Kapitel beschrieben, zurückgegriffen werden. Bei der Bestimmung der Nach-
frage spielen bereits am nationalen Markt unzählige Faktoren eine Rolle. Prognoseun-
genauigkeiten werden durch die Globalisierung einer Supply Chain noch um einiges
verstärkt, da u.a. geographische Distanz und Kommunikationsschwierigkeiten aufgrund
von sprachlichen und kulturellen Differenzen hinzukommen (vgl. Dornier u. a., 1998,
Seite 224).
Weitere Unsicherheiten können sich auf Preise und die Wettbewerbssituation eines
Unternehmens beziehen, die eine gute Entscheidung aus heutiger Sicht bei veränderten
Zukunftsbedingungen zu einer schlechten Entscheidung in der Zukunft werden lassen
können (vgl. Chopra und Meindl, 2007, Seite 152).
Um diesen Risiken entgegenzuwirken, können Flexibilitätsstrategien genutzt werden,
die es einem Unternehmen ermöglichen, bei unterschiedlichen Szenarien entsprechend
reagieren zu können. Flexible Supply Chains setzen sich typischerweise aus mehreren
Lieferanten, Überkapazitäten und flexiblen Werken zusammen (vgl. Simchi-Levi u. a.
2003, Seite 230f und Kogut 1985, Seite 27ff). Wie Flexibilität in ein Produktionsnetz-
werk integriert werden kann und welche Konfigurationen dabei vorteilhaft sind, wird im
folgenden Kapitel beschrieben.
2.4.2 Prozessflexibilität in globalen Produktionsnetzwerken
Wie bereits in der Einleitung erwähnt, hat die Bedeutung der Flexibilität in einem Au-
tomobilproduktionsnetzwerk in den letzten Jahren immer weiter zugenommen. Hierbei
soll Flexibilität in ein Netzwerk nicht nur in Bezug auf Nachfrageunsicherheiten, son-
dern auch als Instrument gegen das operationale Währungsrisiko integriert werden. Ein
Beispiel für ein flexibles Supply Chain Design im Sinne eines operationalen Hedgings
ist das Werk von Toyota in Kentucky. Als in Japan produzierte Automobile durch den
Anstieg des Yen für den amerikanischen Markt zu teuer wurden, konnte Toyota mit die-
sem Werk auf die Anforderungen des amerikanischen Marktes reagieren und gleichzeitig
kosteneffizient produzieren (vgl. Chopra und Meindl, 2001, Seite 304). Aber auch weite-
re Unsicherheiten, wie z.B. Gesetzesänderungen und Arbeitsunruhen oder Lieferanten-
unsicherheiten, können durch ein flexibles Netzwerk abgefangen werden (vgl. Kogut und
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Kulatilaka, 1994, Seite 127).
Es kann somit festgehalten werden, dass Flexibilität aufgrund von marktbasierten und
produktionsbedingten Gründen in einem Produktionsnetzwerk notwendig ist. Marktba-
sierte Gründe beziehen sich hierbei auf die Variabiliät (saisonal oder unregelmäßig) der
Nachfrage, kürzere Lebenszyklen der Produkte und Technologien, eine größere Vielzahl
an Produkten, den Anstieg des Customizing und kürzere TTM. Produktionsbedingte
Gründe beziehen sich auf Unsicherheiten über Maschinenausfälle, Materialverfügbarkeit
und Personalschwankungen (vgl. Kara und Kayis, 2004, Seite 468). Hinzu kommen die
genannten Gründe bei international agierenden Unternehmen.
Für einen ausführlichen Überblick über Flexibilitätsformen, -bedingungen und -aus-
wirkungen im Produktionsbereich wird auf die Zusammenfassung von Sethi und Sethi
(1990) verwiesen. Im Folgenden soll die für diese Arbeit hauptsächlich relevante Pro-
zessflexibilität definiert und von weiteren Produktionsflexibilitäten abgegrenzt werden.
2.4.2.1 Begriffsabrenzung
Produktionsflexibilität lässt sich hinsichtlich unterschiedlicher Aspekte in ein bestehen-
des Netzwerk integrieren. Generell kann Produktionsflexibilität hierbei sowohl kurz-
und mittelfristige Marktschwankungen abfangen als auch auf strategischer Ebene zur
Realisierung langfristiger Kostenvorteile eingesetzt werden (vgl. Kuhn und Schmaußer,
2007, Seite 39). Produktionsflexibiltät kann auf Supply Chain-, Werks-, Maschinen- (vgl.
Bertrand, 2003, Seite 134 u. 165) und Produktebene integriert werden. Supply Chain
Flexibilität betrachtet die Flexibilität der Bestandteile einer Supply Chain und deren
Beziehungen zueinander. Sie beinhaltet die beiden Aspekte der Logistik- und der Pro-
zessflexibilität. Für die vorliegende Arbeit ist die Prozessflexibilität von größter Rele-
vanz. Diese wird durch die Anzahl von Produkttypen, die in einemWerk (auf einer Linie)
gefertigt werden können, bestimmt (vgl. Sanchez und Perez, 2005, Seite 684). Prozess-
flexiblität steht wiederum mit weiteren Flexibilitätsformen der Werks-, Maschinen- und
Produktebene, wie in Abbildung 2.12 veranschaulicht, in Zusammenhang. Diese Fle-
xibilitätsformen und deren Zusammenhang mit der Prozessflexibiltät werden in den
folgenden Abschnitten beschrieben.
Prozessflexibilität Prozessflexibiltät wird dadurch erreicht, dass einzelne Produkte
in verschiedenen Werken bzw. auf verschiedenen Produktionslinien hergestellt werden
können. Dies deckt sich mit der Definition des Begriffs der Produktmixflexiblität, die da-
durch erreicht wird, dass viele Produkte in je einemWerk und eines oder mehrere in meh-
reren Werken gefertigt werden können (vgl. Gerwin 1993, Seite 398 und Chandra u. a.
2005, Seite 20). Wie an diesem Beispiel zu sehen ist, sind in der Literatur Flexibilitäts-
bezeichnungen nicht immer eindeutig. Aus diesem Grund ist eine genaue Definition der
betrachteten Flexibilitäten unerlässlich. In dieser Arbeit wird für die gegebene Definition
weiterhin der Begriff der Prozessflexibilität verwendet.
Prozessflexiblität bietet die Möglichkeit, bei unvorhergesehener Nachfrage Produk-
tionsmengen anzupassen und zwischen Werken zu 'verschieben'. Dies kann z.B. dann
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vorteilhaft sein, wenn die Nachfrage eines Produktes im Vergleich zur Prognose ansteigt
und dem dafür vorgesehenen Werk nicht genügend Kapazität zur Verfügung steht, um
die Gesamtnachfrage aller seiner zugeordneten Produkte abzudecken. Ein zweites Werk
mit freien Kapazitäten kann dann die Herstellung eines in beide Werke integrierten Pro-
duktes übernehmen. Auf internationaler Ebene ergibt sich aus der Prozessflexibilität zu-
sätzlich eine so genannte Realoption, multinationale Aktivitäten flexibel innerhalb eines
Netzwerkes zu koordinieren und die Produktion z.B. abhängig von Wechselkursen zwi-
schen zwei Ländern zu verschieben (vgl. Kogut und Kulatilaka, 1994, Seite 124). Kom-
plette Prozessflexibilität, bei der alle Produkte in allen Werken gefertigt werden können,
ist in der Automobilindustrie jedoch weder umsetzbar noch sinnvoll (vgl. Chandra u. a.
2005, Seite 20 und Jordan und Graves 1995, Seite 581).
Um Prozessflexibilität in einem Netzwerk zu erreichen, müssen u.a. die Kapazitäten
und die Ressourcen innerhalb eines Werkes in der Lage sein, bei geringem zeitlichen und
finanziellen Aufwand von der Produktion eines auf ein anderes Produkt umzuschwenken.
Hierfür sind die folgenden Flexibilitätsformen von Relevanz.
Erweiterungsflexibilität Die Erweiterungsflexibilität bezeichnet die Fähigkeit, Kapa-
zitäten leicht und schnell zu erweitern (vgl. Sethi und Sethi, 1990, Seite 307), ist jedoch
in der Automobilindustrie aufgrund von Technologierestriktionen, hohen Kosten und
Personalaspekten nur limitiert integrierbar (vgl. Chandra u. a., 2005, Seite 20).
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Volumenflexibilität Die Volumenflexibilität bezeichnet die Fähigkeit, bei unterschied-
lichen Produktionsvolumina ein Werk profitabel zu betreiben (vgl. Sethi und Sethi, 1990,
Seite 307) und kann in der Automobilindustrie durch z.B. Überstunden und Überkapa-
zitäten erreicht werden (vgl. Chandra u. a., 2005, Seite 20).
Anlagenflexibilität Flexible Maschinen - also Anlagenflexibilität (vgl. Sethi und Se-
thi, 1990, Seite 298) - und/oder flexible Mitarbeiter sind in der Lage, unterschiedliche
Produkte zu bearbeiten und herzustellen. Wie auf Seite 49 beschrieben, sind in der Au-
tomobilindustrie nicht alle Technologien auf die Produktion mehrerer Fahrzeugmodelle
ausgerichtet. So können z.B. Rohbauanlagen bei hoher interner Variation der Fahrzeug-
modelle nur für die Produktion eines Modells eingesetzt werden. Prozessflexibilität wird
durch diese spezifischen Kapazitäten negativ beeinflusst (vgl. Bertrand, 2003, Seite 134).
Bei stark standardisierten Produkten können Technologien hingegen eher produktüber-
greifend eingesetzt werden. Die gemeinsame Nutzung von unspezifischen Basisteilen, also
Produktdesignflexibilität, kann somit zusätzlich zu den durch sie bedingten niedri-
geren technischen Kosten und reduzierten Stückpreisen auch Prozessflexibilität indirekt
positiv beeinflussen, wenn dadurch Maschinen für mehrere Produkte eingesetzt werden
können (vgl. Chandra u. a., 2005, Seite 20).
Den direkten Vorteilen der Prozessflexibilität, wie der Erzielung höherer Verkaufszah-
len und einer ausgeglichenen Kapazitätsauslastung, stehen eindeutig feststellbare fixe
Investitionskosten durch die Installation neuer flexibler Kapazitäten und die Erweite-
rung von Fertigungskapazitäten gegenüber (vgl. Huchzermeier und Cohen 1996, Seite
100 und Jordan und Graves 1995, Seite 578). Die indirekten Auswirkungen auf die Per-
formance des gesamten Netzwerkes sind bisher allerdings nur unzureichend untersucht
worden (vgl. Biller u. a., 2002, Seite 81). Um eine angemessene Entscheidung für die
Notwendigkeit eines bestimmten Flexibilitätsgrades treffen zu können, müssen Vor- und
Nachteile jedoch möglichst genau bestimmt werden, da es sich hierbei um langfristige
Entscheidungen mit einer großen Auswirkung auf das gesamte System handelt.
Im folgenden Kapitel wird in diesem Zusammenhang ein für diese Arbeit beson-
ders relevanter Ansatz vorgestellt, der sich mit der Auswirkung unterschiedlicher Grade
der Prozessflexiblität auf die zwei Kennzahlen der Absatzmengen und der Kapazitäts-
auslastung in der Automobilindustrie befasst.
2.4.2.2 Prozessflexibilität und Kettenstrukturen
Im Zusammenhang mit der gegebenen Problemstellung ist insbesondere die Arbeit von
Jordan und Graves (1995) von zentraler Bedeutung, in der Entscheidungen über die
Werkebelegung und Kapazitäten durch die Analyse bestimmter Zuordnungsstrukturen
von Produkten zu Werken unterstützt werden. Auf Basis bestimmter Regeln können
dann Strukturen gebildet werden, die bei verhältnismäßig geringen Investitionen eine
hohe Flexibilität beinhalten. Die Höhe der Flexibilität wird hierbei durch die beiden
Kennzahlen erwartete Absatzmengen und Kapazitätsauslastung bestimmt.
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Grundsätzlich wird bei dem Vergleich von komplett flexiblen mit unflexiblen Syste-
men meist eine Entscheidung gegen Flexibilität getroffen, da komplette Flexibilität zu
hohe Investitionskosten verursacht. Aus diesem Grund untersuchen Jordan und Graves
(1995) verschiedene teilflexible Strukturen in der Automobilindustrie hinsichtlich ihrer
Vorteilhaftigkeit bezogen auf die Absatzmengen und die Kapazitätsauslastung. Hierbei
gehen sie insbesondere den Fragen nach, in welchem Ausmaß Prozessflexibilität benö-
tigt wird und an welchen Stellen sie ergänzt werden sollte. Prozessflexibilität wird -
wie zuvor beschrieben - durch die Zuordnung von Produkten zu Werken bestimmt, die
Investitionen in Werkzeuge und Kapazitäten mit sich bringen. Entscheidungen über
diese Zuordnungen sind in etwa ein bis drei Jahre vor Eintreten der Erweiterungen zu
treffen und beinhalten daher ein hohes Maß an Unsicherheit. Mittels einer Simulation
können bestimmte Strukturen, nämlich die einer Kette ('chain'), identifiziert werden,
die nahezu zu gleich hohen Absatzmengen führen, wie komplette Flexibilität, jedoch
mit einem Bruchteil an Zuordnungen auskommen. In Abbildung 2.13 ist die Zuordnung
von Produkten zu Werken in einem bipartiten Graph dargestellt. Eine Kante repräsen-
tiert hierbei die Zuordnung von einem Produkt zu einem Werk, also die Fähigkeit eines
Werkes, dieses Produkt herzustellen.
Abbildung 2.13: Flexibilität verschiedener Netzwerkstrukturen





































Quelle: in Anlehnung an Jordan und Graves (1995, Seite 581f)
Jordan und Graves (1995) zeigen, dass dieselbe Anzahl hinzugefügter Verbindungen
zu ganz unterschiedlichen Ergebnissen führen kann. Im ersten und zweiten Graphen der
Abbildung 2.13 sind jeweils fünf zusätzliche Verbindungen zu einem unflexiblen System,
bei dem ein Produkt je einem Werk zugeordnet ist, hinzugefügt worden. Der zweite
Graph kann jedoch wesentlich höhere Verkaufszahlen erzielen als der erste. Im Vergleich
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zum dritten Graphen, der eine Struktur mit kompletter Flexibilität wiedergibt, sind bei
dem zweiten Graphen jedoch kaum Verkaufseinbußen hinzunehmen. Dies wird damit
erklärt, dass Produktionsmengen entlang der Zuordnungskanten 'weitergeschoben' wer-
den können und so Kapazitäten, die noch nicht voll ausgelastet sind, optimal ausgenutzt
werden können. Diese Struktur beinhaltet eine Kette, die eine Gruppe von Produkten
und Werken, die alle direkt oder indirekt miteinander verbunden sind, beschreibt. In der
Graphentheorie kann eine Kette als ein zusammenhängender Graph beschrieben werden.
Kein Produkt einer Kette wird von einem Werk außerhalb der Kette gefertigt und kein
Werk einer Kette fertigt ein Produkt außerhalb der Kette. Umso länger eine Kette ist,
umso größer sind die Möglichkeiten, Kapazitäten, die ursprünglich für später weniger
nachgefragte Produkte eingeplant wurden, auf stärker nachgefragte zu verschieben.
Auf Basis der Untersuchungen von Jordan und Graves (1995) sollte daher versucht
werden, weniger und längere Ketten zu bilden (sog. 'Chaining'). In dem Fall, bei dem
die Anzahl der Produkte der der Werke entspricht, hat sich das Bilden eines Kreises,
das heißt die Kette zu schließen, als besonders sinnvoll erwiesen, wie es in dem mittleren
Graphen von Abbildung 2.13 durch die Kante von Werk 1 zu Produkt 5 geschieht. Bei
unterschiedlicher Anzahl von Produkten und Werken muss dies jedoch nicht zutreffen.
Dieser Fall ist allerdings in der Automobilindustrie eher typisch, da der Anzahl der
Werke eine um ein Vielfaches höhere Anzahl an Produkten gegenüber steht.
Investitionszahlungen werden bei Jordan und Graves (1995) nicht direkt betrachtet.
Es wird jedoch darauf eingegangen, dass weniger Verbindungen auch zu geringeren In-
vestitionszahlungen führen. In Bezug auf weitere Investitionen in Kapazitätserweiterun-
gen kann festgestellt werden, dass Kettenstrukturen nicht nur hinsichtlich der erwarte-
ten Absatzmengen, sondern auch hinsichtlich der Kapazitätsauslastung vorteilhaft sind.
Kapazitätserweiterungen, die ohne Flexibilität u.U. notwendig gewesen wären, können
durch ein flexibles System so verhindert werden.
Auf Basis der ausgeführten Experimente formulieren Jordan und Graves (1995) drei
Regeln bzw. Richtlinien zur Ergänzung von Flexibilität in eine bestehende Zuordnungs-
struktur:13
1. Jedes Werk einer Kette sollte möglichst der gleichen Nachfragemenge direkt zuge-
ordnet werden.
2. Jedes Produkt einer Kette sollte der gleichen Kapazität direkt zugeordnet werden.
3. Es sollte versucht werden, lange Ketten zu bilden, die so viele Werke und Produkte
wie möglich beinhalten.
Die erste Regel drückt aus, dass ein Werk im Verhältnis zu seiner Kapazität immer
einer ähnlichen Produktnachfrage zugeordnet werden soll. D.h. jedes Werk ist direkt
einer erwarteten Produktnachfrage zugeordnet, die größer oder gleich seiner Kapazität
ist. Umgekehrt sollen Produkte im Verhältnis zu ihrer Nachfrage genügend Kapazität
13Die Beschreibung der Richtlinien bezieht sich hierbei auf die spätere Studie von Graves und Tomlin
(2003, Seite 908), da diese Formulierung die Empfehlungen genauer wiedergibt.
64 2. Strategische Netzwerkplanung in der Automobilindustrie
zugeordnet werden, was in den meisten Fällen ohnehin der Fall ist, da Werkskapazitä-
ten typischerweise weit über der Nachfrage eines einzelnen Produktes liegen. die Dritte
Richtlinie beinhaltet das Bilden einer Kettenstruktur, wie sie in dem mittleren Graphen
von Abbildung 2.13 zu sehen ist.
Anhand eines praktischen Beispiels bei General Motors werden die vorgestellten Richt-
linien bei Jordan und Graves (1995) nochmals erläutert und analysiert. Ausgehend von
einem statischen bestehenden Netzwerk werden nach und nach zusätzliche Kanten nach
den genannten Regeln hinzugefügt. Hierbei wird darauf geachtet, dass Werke, die bis-
lang einer geringeren Nachfrage im Vergleich zur verfügbaren Kapazität zugeordnet sind,
weitere Produkte aufnehmen. Produkte mit einer hohen Nachfrage werden möglichst
mehreren Werken zugeordnet. Die Entscheidung für eine bestimmte Zuordnung ist hier-
bei nicht eindeutig, daher werden mehrere mögliche Strukturen, die jeweils eine Kette
bilden, miteinander verglichen. Anhand eines selbst gewählten Beispiels soll dieses Vor-
gehen veranschaulicht werden.








































































Quelle: in Anlehnung an Jordan und Graves (1995, Seite 585)
In Abbildung 2.14a ist eine bestehende Struktur mit drei Ketten aufgezeigt. Neben
den Produkten ist jeweils der Bedarf und neben den Werken die verfügbare Kapazität
in Stückzahlen angegeben. Es ist zu erkennen, dass Produkt 1 eine höhere erwartete
Nachfrage hat, als sie Werk 1 abdecken kann. Daher erscheint es sinnvoll, die Produktion
2.4. Risiken und Netzwerkflexibilität 65
von Produkt 1 auch noch in einem weiteren Werk zu ermöglichen. In dem Beispiel wird
dies, wie in Abbildung 2.14b zu sehen, mit der Zuordnung zu Werk 2, von dem noch
50 Kapazitätseinheiten verfügbar sind, realisiert. Die drei Ketten können so auf zwei
Ketten reduziert werden, wobei der Gesamtkapazität von 450 in der zweiten Kette eine
geringere Gesamtnachfrage von 400 gegenübersteht. Es bietet sich daher an, ein Werk aus
der zweiten Kette mit einem stark nachgefragten Produkt der ersten Kette zu verbinden.
In dem Beispiel ist dies die Kante von Werk 4 zu Produkt 3 (s. Abbildung 2.14c). Dies
ist eine von vielen Möglichkeiten, eine Kette in dem Netzwerk zu bilden. Die Auswahl
einer bestimmten Kette muss in einem weiteren Schritt durch den Entscheidungsträger
vorgenommen werden.
Im Weiteren untersuchen Jordan und Graves (1995), in wieweit die Vorteilhafigkeit
von Ketten durch die gesamt zur Verfügung stehende Kapazität und die Korrelation der
Produktnachfrage beeinflusst wird:
Ist die Gesamtkapazität aller Werke groß genug, um auch bei hohen Nachfragewer-
ten ausreichend produzieren zu können, ist der Flexibilitätsgewinn relativ gering. Bei
knappen Kapazitäten kann gut ergänzte Flexibilität jedoch notwendige Kapazitäts-
erweiterungen kompensieren.
Generell wird Prozessflexibilität durch positiv korrelierte Produkte negativ beein-
flusst. Dies liegt daran, dass bei positiver Korrelation der Produktnachfrage die Nach-
frage für alle Produkte in gleichem Maße ansteigt. Es stehen daher keine freien Kapazi-
täten zur Verfügung, auf die ausgewichen und Produktionsmengen verschoben werden
können. Kettenstrukturen profitieren insbesondere von negativ korrelierten Produkten,
bei denen ein Nachfragerückgang des einen Produktes den Nachfrageanstieg des anderen
mit sich bringt und Kapazitäten dahingehend umverteilt werden können. Es ist aller-
dings zu beachten, dass es bei einer Kettenstruktur nicht wichtig ist, negativ korrelierte
Produkte in demselben Werk zu fertigen, sondern nur, dass sie in derselben Kette ent-
halten sind. Generell ist die Korrelation von Volumenprodukten untereinander höher als
die von Nischenprodukten (vgl. Chandra u. a., 2005, Seite 22).
Abschließend wird bei Jordan und Graves (1995) darauf hingewiesen, dass es generell
ausreicht, wenn nur wenige Werke verschiedene Produkte fertigen können. Die Kosten
für Flexibilität sind dann meist niedriger als erwartet, da aus mehreren alternativen
Kettenstrukturen gewählt werden kann. In einem zweiten Teil der Arbeit von Jordan
und Graves (1995) folgt eine analytische Auseinandersetzung mit der Flexiblität von
Kettenstrukturen, die die Vorteilhaftigkeit dieser bestätigt.
In einer sich anschließenden Studie untersuchen Graves und Tomlin (2003) die Auswir-
kung von Kettenstrategien bei der Produktion auf mehreren Produktionsstufen in einer
Supply Chain. Auch in diesem Fall erscheinen Ketten in jeder Stufe als eine sinnvolle
Struktur, um möglichst hohe Flexibilität im Netzwerk zu erreichen. Hierbei kann jede
Stufe unabhängig von den anderen in eine Kettenstruktur gebracht werden. Dadurch ist
es möglich, aus vielen sinnvollen Strukturen wählen zu können.
Die allgemeine Akzeptanz der Erkenntnisse von Jordan und Graves (1995) und Graves
und Tomlin (2003) spiegelt sich sowohl in der Praxis als auch in der Literatur wider.
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Einige Folgestudien, die auf die Untersuchung der Performance von Kettenstrukturen
ausgerichtet sind, werden im Folgenden kurz angesprochen:
Sheikhzadeh u. a. (1998) bestätigen die Vorteilhaftigkeit des Chaining auch in Hinblick
auf operationale Aspekte, wie die Verbesserung der Durchlaufrate und die Reduktion
notwendiger Zwischenbestände in der Produktion sowie weiterer Lagerbestände. Iravani
u. a. (2005) untersuchen operationale Flexibilität in Form von flexiblem ('cross-trained')
Personal, flexiblen Maschinen und flexiblen Werken. Hierfür entwickeln sie ein Maß,
dass die Fähigkeit einer Konfiguration, auf Unsicherheiten zu reagieren, bestimmt. Die
Vorteilhaftigkeit des Chaining kann durch sie bestätigt werden, wobei ausschließlich
Zuordnungen mit gleicher Anzahl an Produkten und Ressourcen (Personal, Maschinen
oder Werken) untersucht werden.
Chandra u. a. (2005) untersuchen die Prozess- und Volumenflexibilität vor dem Hinter-
grund gesetzlicher Kraftstoffregulierungen in den USA. Auch sie können einen positiven
Effekt von Kettenstrukturen feststellen, die möglichen Kapazitätserweiterungen vorzu-
ziehen sind. Eine wechselseitige Wirkung von Prozess- und Volumenflexibilität können
sie jedoch nicht bestätigen. Allerdings haben die untersuchten Regulierungen einen ne-
gativen Effekt auf die Vorteile der Flexibilität. Chandra u. a. (2005) empfehlen daher,
Kettenstrukturen unter Berücksichtigung weiterer Aspekte wie z.B. der Logistik und
technologischer Nebenbedingungen zu bestimmen.
Bish u. a. (2005) untersuchen die kurzfristigen Auswirkungen von Prozessflexibilität
in einem Make-to-Order Umfeld. Hierbei stellen sie fest, dass den höheren Verkaufs-
zahlen, die durch Prozessflexibilität erreicht werden können, Nachteile in Form von hö-
heren Komponentenbeständen in der Produktion und einer höheren Variabilität bei
den Bestellmengen - bedingt durch Schwankungen der Produktionsmengen - gegenüber-
stehen. In Hinblick auf eine optimale Kettenstruktur empfehlen sie das Lösen eines
Optimierungsmodells, das die komplexen Zusammenhänge berücksichtigt.
Francas u. a. (2007) untersuchen zusätzlich zu Nachfrageschwankungen den Einfluss
von Produktlebenszyklen auf die Vorteilhaftigkeit von Kettenstrukturen im Hinblick auf
die Prozessflexibilität. Bei einem dynamischen Planungshorizont können sie feststellen,
dass bei Fahrzeugmodellen mit wenig überlappenden Produktlebenszyklen dieselben po-
sitiven Effekte erzielt werden können wie im statischen Fall, der von Jordan und Graves
(1995) betrachtet wird. Dies ist damit begründet, dass die kumulierte Gesamtnachfrage
dann dem statischen Fall entspricht. Stark überlappende Produktlebenszyklen hingegen
haben einen negativen Effekt auf die Flexibilität eines Netzwerkes. Dies kann damit be-
gründet werden, dass in dem Fall Produktionsspitzen bei vielen Fahrzeugmodellen zur
selben Zeit erreicht werden, wodurch in diesen Perioden eine sehr hohe Kapazitätsaus-
lastung besteht. Hierdurch verringern sich die Möglichkeiten, die Produktion zwischen
den Werken umzuverteilen. Investitionskosten werden bei Francas u. a. (2007) nicht be-
trachtet.
Tang und Tomlin (2008) untersuchen Kettenstrukturen nicht in Hinblick auf Nachfrage-
unsicherheiten, sondern bezogen auf Prozessrisiken. Prozessrisiken entsprechen hierbei
den Schwankungen der Produktionskapazität, die typischerweise z.B. bei der Herstel-
lung von integrierten Schaltungen auftreten. Bei der Analyse von Strukturen mit der
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gleichen Anzahl an Produkten und Werken können Sie analytisch beweisen, dass eine
geschlossene Kette bzw. ein Kreis, bei dem jedes Produkt genau zwei Werken und je-
des Werk genau zwei Produkten zugeordnet ist, zu demselben Flexibilitätsgewinn - in
Form der erwarteten Absatzmengen - wie alle höheren Flexiblitätsgrade kommt. Bei den
Untersuchungen werden allerdings lediglich die Vorteile der limitierten Flexibilität bzw.
der Prozessflexibilität und keine Kosten betrachtet.
Die Ergebnisse der Arbeit von Jordan und Graves (1995) und den beschriebenen
Folgestudien sind auch in der Praxis auf großes Interesse gestoßen. Neben GM, die bereits
zu Zeiten der Studie von Jordan und Graves (1995) ihre Strukturen den Richtlinien
anpassten, wird Prozessflexbilität von immer mehr OEM's in der Automobilindustrie
eingesetzt, wie im folgenden Kapitel gezeigt wird.
2.4.2.3 Flexibilität in der Automobilindustrie
Ist bei General Motors auch der Begriff der Flexibilität immer seltener in Veröffentli-
chungen und Jahresberichten zu finden, wird in einer Rede von Mary Barra14 von August
2006 eindeutig die Wichtigkeit einer flexiblen globalen Fertigung bei GM hervorgeho-
ben. Hierbei werden nicht nur die flexiblen weltweiten Werke erwähnt, die in der Lage
sind, ein globales Produktportfolio zu fertigen, sondern auch weitere Faktoren, die die
Prozessflexibilität steigern. Diese sind die Vereinheitlichung der weltweiten Produkti-
onsprozesse, der Fahrzeugarchitekturen, der Werkzeuge und nicht zuletzt die Fertigung
eines Fahrzeuges in verschiedenen Werken weltweit.
Bei der BMWGroup wird die Relevanz von Flexibilität in ihrem Produktionsnetzwerk
stark in den Mittelpunkt gerückt. Hierbei wird sowohl auf die Erweiterungsflexibilität
in Form von flexiblen und nachhaltigen Strukturen als auch die Volumenflexibilität, die
durch flexible Arbeitszeitmodell, die z.B. in dem Werk in Leipzig eine effiziente Produk-
tion in einem Rahmen von 60 - 140 Stunden zulässt, eingegangen (vgl. BMW, 2008b).
Ein Schwerpunkt wird auf das 'agile' Produktionsnetzwerk gelegt, also dessen Prozessfle-
xibilität, das dazu in der Lage ist, flexibel und schnell auf Veränderungen der Markt-
nachfrage zu reagieren. So wird z.B. in mehreren Werken ein hochvolumiges Produkt
bedarfsgerecht gefertigt. Steigt die Nachfrage weiter an, kann dieses Fahrzeug schnell in
einem zusätzlichen Werk in das Produktionsprogramm aufgenommen und bei sinken-
der Nachfrage wieder ausgeschlossen werden (vgl. BMW, 2008b). Die bereits erwähnten
verschiedenen Arbeitszeitmodelle können zu einer saisonbedingten Produktionsanpas-
sung von ± 200 Stunden genutzt werden. Diese Flexibilität wird im Jahresbericht auch
als Werkzeug zur Risikominimierung erkannt (vgl. BMW, 2006, Seite 59) und auf die
Motorenwerke übertragen (vgl. BMW, 2006, Seite 18).
Auch die Volkswagen AG geht in ihrem Jahresbericht von 2006 auf die Prozessflexibili-
tät ein. Hierzu wurde das sog. 'Drehscheiben'- bzw. 'turn-table'-Konzept entwickelt, bei
dem im Sinne der Anlagenflexibilität je nach Bedarf auf einer Produktionslinie verschie-
dene Fahrzeugtypen gefertigt werden können. Hierbei wird auch eine Modulstrategie im
Sinne der Produktdesignflexibilität verfolgt, um über Fahrzeugmodelle hinweg Bauteilsy-
14Executive Director, Global Manufacturing Engineering, Barra (2006)
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nergien zu erreichen. Zudem werden in manchen Werken im Sinne der Prozessflexibilität
Produkte unterschiedlicher Konzernmarken hergestellt, um auf Bedarfsschwankungen
eingehen zu können. Im Geschäftsbericht der Volkswagen AG wird zudem explizit bei
der Risikovermeidung von Lieferengpässen und Überkapazitäten auf die beschriebenen
Konzepte der Prozess-, Produktdesign- und Anlagenflexibilität eingegangen. Zudem wer-
den angemessene Arbeitszeitmodelle im Sinne der Volumenflexibilität erwähnt. Auch die
Vorteile weltweiter Standorte hinsichtlich gegebener Wechselkursrisiken werden darin
beschrieben (vgl. Volkswagen, 2006, Seite 104ff).
Im Geschäftsbericht der Daimler AG von 2006 wird insbesondere die steigende Flexibi-
lität innerhalb der Werke hervorgehoben. Im Sinne der Anlagenflexibilität wird in unspe-
zifische Roboter investiert, wodurch eine Produktionssteigerung von 5,7% im Vergleich
zum Vorjahr erzielt werden konnte. Durch den Einsatz verschiedener Arbeitszeitmodelle
liegt die Volumenflexibilität in Höhe von ± 25% der durchschnittlichen Kapazitäten vor
(vgl. DaimlerChrysler, 2006).
Im Weiteren werden bei PSA Peugeot Plattformstrategien mit standardisierten Bau-
teilen im Sinne der Produktdesignflexibilität (vgl. Peugeot, 2005, Seite 72) und bei
Renault (vgl. Renault, 2005, Seite 72) flexible Arbeitszeiten im Sinne der Volumenflexi-
bilität eingesetzt. Bei Toyota kann eine hohe Effizienz des Produktionssystems mithilfe
flexibler Montagelinien in den Werken garantiert werden (vgl. Adler u. a., 1999).
Man kann somit zusammenfassen, dass die Vorteile von Prozessflexibilität in der Auto-
mobilindustrie bereits erkannt und eingesetzt werden. Allerdings ist ein gezielter Einsatz
der 'Chaining'-Struktur nur in Ansätzen erkennbar, so dass sich eine weitere Untersu-
chung der Vorteilhaftigkeit und Machbarkeit sowie der Integrationsmöglichkeiten für
verschiedene Hersteller anbietet.
Um alle beschriebenen Rahmenbedingungen bei der Planung der Werkebelegung und
Kapazitäten zu berücksichtigen, bietet sich die Verwendung mathematischer Modelle
an. Zwar konnten Jordan und Graves (1995) die Vorteile des Chaining eindeutig bestä-
tigen, jedoch wurden diese bisher nicht in einem umfassenden Modell, das die operativen
Supply Chain Kosten betrachtet, berücksichtigt. Aus diesem Grund sollen im nächsten
Kapitel die Möglichkeiten, langfristige Entscheidungen über Produktzuordnungen und





Bezug nehmend auf die im vorangegangen Kapitel angesprochenen Rahmenbedingun-
gen wird in diesem Kapitel ein Überblick über Modellierungs- und Lösungsansätze für
die Planung internationaler Produktionsnetzwerke gegeben. Hierbei wird in Kapitel 3.1
zunächst auf allgemeine Modelleigenschaften und Lösungsmethoden für Optimierungs-
probleme in der strategischen Planung eingegangen. In Kapitel 3.2 werden anschließend
problemspezifische Ansätze aus der Automobilindustrie genauer betrachtet und kritisch
gewürdigt. Kapitel 3.3 beschreibt die sich daraus ergebenden besonderen Anforderun-
gen und geeigneten Lösungsansätze für das vorliegende Planungsproblem. Das Kapitel
schließt mit einem Vergleich der zwei für die Arbeit zentralen Ansätze zur strategischen
Planung der Werkebelegung und Werkskapazitäten in Hinblick auf die beschriebenen
Probleme mit Kapitel 3.4 ab.
3.1 Allgemeine Modelleigenschaften und
Lösungsmethoden der strategischen
Netzwerkplanung
Generell lässt sich eine Vielzahl an Literaturüberblicken finden, die unter Berücksich-
tigung verschiedener Schwerpunkte Ansätze zur Modellierung strategischer Netzwerk-
probleme zusammenfassen. Hierzu zählen u.a. die Übersichten von Thomas und Griffin
(1996) und - speziell auf internationale Probleme ausgerichtet - von Schmidt und Wil-
helm (2000) und Vidal und Goetschalckx (1997) zur allgemeinen Modellierung einer
Supply Chain auf operativer, taktischer und strategischer Ebene. Mit der Modellierung
des Supply Chain Designs im Speziellen setzen sich Beamon (1998) und auf globaler
Ebene Meixell und Gargeya (2005) auseinander. Globale und strategische Produktions-
modelle werden in Verter und Dincer (1995) zusammengefasst, wohingegen der Rück-
blick von Geoffrion und Powers (1995) die Entwicklung der strategischen Planung von
Distributionssystemen beleuchtet. Ein Überblick über Modellierungsansätze von strate-
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gischen Standortproblemen im Allgemeinen wird u.a. von Owen und Daskin (1998) und
im Hinblick auf Unsicherheiten von Snyder (2006) gegeben. Goetschalckx u. a. (2002) fas-
sen Modellierungsansätze zu einer integrierten taktischen und strategischen Planung glo-
baler Logistiksysteme zusammen. Zudem geben Goetschalckx und Fleischmann (2005)
einen ausführlichen Überblick über die Problemstellung und die Modellierungsaspekte
der strategischen Netzwerkplanung.
Aufgrund der unüberschaubaren Fülle an existierender Literatur in diesem Bereich
wird anschließend auf eine umfassende Zusammenfassung verzichtet. Der Schwerpunkt
wird hier auf die in Kapitel 2 beschriebenen relevanten Aspekte, insbesondere auch hin-
sichtlich der Modellierung internationaler Faktoren und branchenspezifischer Rahmen-
bedingungen in einem Optimierungsmodell, gelegt. Hierfür werden die in der Literatur
und Praxis zu findenden Modellierungsaspekte und Lösungsmethoden zu Themengebie-
ten zusammengefasst und die entsprechenden Literaturangaben angeführt. Eine tabel-
larische Übersicht über aktuelle Modellierungs- und Lösungsansätze ist in Anhang C zu
finden.
3.1.1 Allgemeine Modellierungsaspekte
Entscheidungen, die bei der strategischen Netzwerkplanung zu treffen sind, führen dazu,
dass in einem Optimierungsmodell sowohl binäre und/oder ganzzahlige als auch konti-
nuierliche Entscheidungsvariablen formuliert werden müssen. Die Ganzzahligkeit beruht
zumeist auf den Variablen zur Netzwerkbestimmung, die durch ja/nein-Entscheidungen
zu der Formulierung von Binärvariablen zwingen. So z.B. die Öffnung oder Schließung
von Standorten (vgl. Arntzen u. a. 1995 und Syam 2002) oder auch die Zuordnung von
Produkten zu Werken (vgl. Alonso-Ayuso u. a. 2003 und Cohen u. a. 1989), von Kunden
zu Distributionszentren (vgl. Geoffrion und Graves 1974, Huchzermeier und Cohen 1996
und Wang u. a. 2003) oder von Lieferanten zu (Produktions-) Standorten (vgl. Fandel
und Stammen, 2004). Hinzu kommt, dass in manchen Modellen die Entscheidung über
die Kapazitäten eines Standortes nur in vordefinierten Stufen möglich ist (vgl. Alonso-
Ayuso u. a. 2003 und Syam 2000). Gründe dafür können nur diskret durchführbare Er-
weiterungen, wie z.B. der Ankauf einer weiteren Maschine oder Produktionslinie, sein
(vgl. Fleischmann u. a., 2006, Seite 201). Dies führt dazu, dass zusätzlich zu den Binär-
variablen weitere ganzzahlige Variablen formuliert werden müssen. Die verbleibenden
Entscheidungen über Mengenströme können hingegen als kontinuierliche, nicht negative
Variablen in das Modell eingehen. Es entsteht daher ein gemischt-ganzzahliges - mixed
integer - Problem (MIP).
Eine weitere strategische Entscheidung, die in ein Modell zu integrieren wäre, ist der
Produktionsstart neuer Produkte. Fleischmann u. a. (2006, Seite 198) beschreiben al-
lerdings den Mangel an Modellen, die diese Entscheidung einbeziehen. Dies lässt sich
darauf zurückführen, dass die Nachfrage nach einem Produkt erst durch die Festlegung
des Produktionsstartes generiert wird. Modelle, die von einer gegebenen Nachfrage aus-
gehen, können daher die Entscheidung über den Produktionsstart nicht einbeziehen. So
ist es auch bei den Modellen von Butler u. a. 2003, Papageorgiou und Shah 2001 und
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Kouvelis u. a. 2004 der Fall, die die Einführung neuer Produkte beinhalten, jedoch aus-
schließlich die Wahl des Produktionsortes, aber nicht die über den Zeitpunkt für den
Start der Produktion, berücksichtigen. Ausschließlich Popp (1983) schlägt eine solche
Vorgehensweise vor, bei der die Zuordnung des Produktlebenszyklus Teil des Entschei-
dungsproblems ist. Fandel und Stammen (2004) schließen in dem Zusammenhang den
Entwicklungsprozess von Produkten in die Planung ein, geben jedoch auch den Zeit-
punkt für eine Produkteinführung vor.
In dem der vorliegenden Arbeit zugrundeliegenden Problem wird die Entscheidung
über den Produktlebenszyklus nicht integriert, da die Ausgestaltung des Produktpro-
gramms in der Automobilindustrie eine Schlüsselfunktion im Wettbewerb zu anderen
Herstellern darstellt und mit einigen qualitativen Faktoren verbunden ist. Das Produkt-
programm und die Zuordnung von Produktlebenszyklen fließen daher als strategische
Rahmenbedingungen in das Optimierungsproblem ein. Es ist jedoch möglich, Entschei-
dungen über neue Produkte mit den in dieser Arbeit später aufgestellten Modellen und
Lösungsmethoden zu unterstützen (vgl. Fleischmann u. a., 2006, Seite 198).
Grundsätzlich ist es bei der Modellbildung wichtig, in einem ersten Schritt einen ge-
eigneten Aggregationsgrad zu finden, um das Problem nicht unnötig komplex werden zu
lassen, jedoch detailliert genug, um gute Ergebnisse zu erhalten. Generell erscheint es
sinnvoll, räumlich nah beieinander gelegene Kunden zu Absatzgebieten zusammenzufas-
sen und Produkte anhand des Distributions- und Produktionstyps zu gruppieren, um die
Varianz der Prognosen zu verringern, ohne einen zu großen Fehler bei der Kostenberech-
nung zu verursachen (vgl. Simchi-Levi u. a., 2003, Seite 76f). Bei den hier betrachteten
Modellen sind für die Bildung von Beschaffungs- und Absatzregionen häufig verschiedene
Handelsblöcke oder Währungsregionen ausschlaggebend. Bei der Entscheidung über die
Anzahl von Perioden und die Periodenlänge geht man meist von Produktlebenszyklen
und Jahren aus (vgl. Henrich, 2002, Seite 176f).
Welche Entscheidungen außerdem getroffen werden und welche Aspekte im Weiteren
relevant sind, wird in den folgenden Abschnitten näher dargestellt.
3.1.1.1 Anzahl Perioden
Modelle lassen sich grundsätzlich in statische und dynamische Modelle untergliedern,
was sich in der Anzahl der berücksichtigten Perioden widerspiegelt. Einige Modelle be-
trachten ausschließlich eine Planungsperiode und bilden somit ein statisches Modell.
Dies ist nur unter bestimmten Aspekten sinnvoll, beispielsweise wenn es um die un-
mittelbare Reoptimierung bestimmter Teile einer Supply Chain geht (vgl. Fleischmann
u. a., 2006, Seite 197). Da jedoch Entscheidungsträger bei der strategischen Planung
nicht nur robuste Lösungen finden müssen, sondern auch über den genauen Zeitpunkt
für Kapazitätserweiterungen und Standortwechsel über einen langen Zeitraum hinweg
bestimmen müssen, ist eine dynamische Modellierung hierfür angebracht (vgl. Owen und
Daskin, 1998, Seite 432). Eine dynamische Betrachtung ist demnach anzuwenden, wenn
die Entwicklung der Supply Chain über die Zeit für die zu treffenden Entscheidungen
relevant ist (vgl. Fleischmann u. a., 2006, Seite 197). Dies ist etwa dann der Fall, wenn
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sich zeitliche Zuweisungen von Investitionen auf die Zielfunktion auswirken, Anlauf-
phasen bei der Produktion berücksichtigt werden müssen sowie bei weiteren Aspekte
(z.B. knappes Budget in einer Periode), die nur in einem dynamischen Modell sinnvoll
abgebildet werden können.
Trotz dieser Gründe lassen sich einige Modelle finden, die sich mit dem Design glo-
baler Supply Chains befassen und nur einen statischen Horizont berücksichtigen (vgl.
Chakravarty 2005 und Martel u. a. 2005). Auch lassen sich dynamische Modelle finden,
bei denen jedoch die Entscheidung über die Öffnung und Schließung von Standorten
einmalig, also statisch ist (vgl. Dogan und Goetschalckx 1999 und Kouvelis u. a. 2004).
Hier wird die Systemkonfiguration für den gesamten Betrachtungshorizont und aus-
schließlich die kontinuierlichen Mengen für jede Periode im Einzelnen bestimmt. Diese
Vorgehensweise ist, wie weiter oben bereits erwähnt, oft nicht sinnvoll.
Ein weiteres Argument, das für eine dynamische Betrachtung spricht, ist die Inte-
gration von Lagerhaltung. Die Integration von Saisonbeständen macht jedoch bei einer
strategischen Planung mit jahresbezogenen Perioden keinen Sinn (vgl. Fleischmann u. a.,
2006, Seite 197). Auch Lagerbestände, wie Sicherheitsbestände und Losgrößenbestände
('cycle stocks'), die zur weiteren Formulierung von Binärvariablen führen können, wer-
den zumeist außerhalb der strategischen Netzwerkplanung bestimmt (vgl. Goetschalckx
und Fleischmann, 2007, Seite 125f). Work-in-Process Bestände bzw. Zwischenbestände
in der Produktion werden mitunter bei Arntzen u. a. (1995) und Vidal und Goetschalckx
(2001) modelliert. Modelle, bei denen über die Öffnung und Schließung von Distribu-
tionszentren entschieden wird, müssen naturgemäß Lagerbestände berücksichtigen (vgl.
Butler u. a. 2003, Kouvelis u. a. 2004, MirHassani u. a. 2000, Santoso u. a. 2005 und Sny-
der u. a. 2007). Allerdings handelt es sich hierbei meist um Modelle mit eher taktischem
Horizont.
Grundsätzlich lassen sich statische Modelle durch das hinzufügen von einem Zeitindex
und u.U. weiterer Nebenbedingungen unproblematisch in ein dynamisches umwandeln.
Jedoch erhöht sich dadurch die Anzahl der Variablen und Nebenbedingungen, was nur
in dem Fall der Notwendigkeit in Kauf genommen werden sollte.
3.1.1.2 Zielfunktion / strategische Rahmenbedingungen
Wie bereits weiter oben beschrieben, verfolgen Unternehmen meist mehrere Ziele, die in
den angewandten Optimierungsmodellen entweder in Form einer Mehrzieloptimierung
oder über die Auflösung in eine Zielfunktion mit einem (meist monetären) Ziel und
weiteren Zielvorstellungen als Mindest- oder Maximalvorgaben in Nebenbedingungen
berücksichtigt werden. Weitere Informationen zur Mehrzieloptimierung folgen in Kapitel
3.3.3.
Zielfunktion Zielfunktionen beinhalten vorwiegend quantifizierbare, finanzielle Aspek-
te, wie die Minimierung der Gesamtkosten1 und die Maximierung der Gewinne bzw.
1vgl. Ahmed u. a. (2003), Brown u. a. (1987), Cohen und Lee (1988), Cohen und Moon (1991),
Dogan und Goetschalckx (1999), Geoffrion und Graves (1974), Geoffrion und Powers (1980), Haug
3.1. Allgemeine Modelleigenschaften und Lösungsmethoden 73
Cashflows2 vor oder nach Steuern. Bei einer dynamischen Optimierung wird hierbei
auch oft auf den NPV3 zurückgegriffen.4 Im Gegensatz hierzu minimieren z.B. Wang
u. a. (2003) ausschließlich die Distanz bzw. gewichtete Fahrtzeit der Kunden, wobei es
sich hierbei auch nicht um die Planung von Produktionsstandorten sondern Dienst-
leistungsfilialen handelt.
Arntzen u. a. (1995) verknüpfen die Minimierung der gesamten Systemkosten in einer
mehrdimensionalen Zielfunktion mit dem weiteren quantifizierbaren Ziel der Minimie-
rung von Wiederbeschaffungszeiten. Beide Ziele werden hier mit einem Faktor alpha
bzw. dem Komplementärfaktor (1 − alpha) gewichtet. Min und Melachrinoudis (1996)
verbinden in ihrer Zielfunktion die Maximierung des Profits mit der Minimierung des
Risikolevels und der Maximierung eines qualitativen 'Benefits'. Diese Ziele werden eben-
falls, wie bei Arntzen u. a. (1995), mit verschiedenen Faktoren auf Basis der Prioritäten
der Ziele gewichtet. In einer anschließenden Fallstudie verknüpfen Melachrinoudis und
Min (2000) die Maximierung des Gewinns mit der Minimierung der Entfernung zu Lie-
feranten und Kunden sowie der Maximierung der für (neue) Standorte gewährleisteten
qualitativen Anreize.
Alle Faktoren der bisher beschriebenen Zielfunktionen werden zumeist als determi-
nistisch angenommen, doch lassen sich aufgrund der bereits beschriebenen Planungs-
unsicherheit auch einige stochastische Ansätze finden, wie in Kapitel 3.1.3 näher erläu-
tert wird.
Nicht quantifizierbare Ziele oder Strategien werden bei den betrachteten Modellen, mit
Ausnahme der eben genannten, nicht in der Zielfunktion abgebildet. Auf die Möglichkeit,
weitere Ziele in einem Modell zu berücksichtigen, geht der folgende Punkt ein.
Zielvorgaben in Nebenbedingungen Popp (1983, Seite 48) bildet neben dem Konzern-
kapitalwert in der Zielfunktion weitere Zielvorstellungen, wie Mindestvorstellungen über
die Gewinnbildung, in Nebenbedingungen ab. Arntzen u. a. (1995, Seite 86-88) und
Wang u. a. (2003, Seite 2050) machen Vorgaben für Unter- bzw. Obergrenzen für die
Anzahl an Standorten eines bestimmten Typs bzw. der Werke, die ein bestimmtes Pro-
dukt herstellen können. Dies sind keine Vorgaben, die aus rechtlichen, finanziellen oder
physischen Gegebenheiten entstehen, sondern solche, die den in Kapitel 2.2.1 beschrie-
benen strategischen Rahmenbedingungen entsprechen. Hierzu gehören auch Vorgaben
über Mindestmengen bei der Produktion, die Dauer von Produktlebenszyklen und einen
(1992), Li und Tirupati (1994), Lowe u. a. (2002), Modiano (1987), Mohamed (1999), Mohamed und
Youssef (2004), Nickel u. a. (2005), Pirkul und Jayaraman (1998), Snyder u. a. (2007), Syam (2000),
Syam (2000), Tsiakis u. a. (2001), Verter und Dincer (1995), Vidal und Goetschalckx (2000)
2vgl. Alonso-Ayuso u. a. (2003), Canel und Khumawala (1997), Canel und Khumawala (2001), Cohen
u. a. (1989), Cohen und Huchzermeier (1999), Cohen und Lee (1989), Hadjinicola und Kumar (2002),
Huchzermeier und Cohen (1996), Kouvelis u. a. (2004), Martel u. a. (2005), Papageorgiou und Shah
(2001), Popp (1983), Santoso u. a. (2005), Vidal und Goetschalckx (2001) und Wilhelm u. a. (2005)
3Der NPV bzw. (Netto) Kapitalwert errechnet sich aus der Summe aller abgezinsten Einzahlun-
gen/Cashflows und Auszahlungen (getätigten Investitionszahlungen) für einen bestimmten Zeithorizont
(vgl. Brealey und Myers, 2003, Seite 15).
4vgl. Haug (1992), Hübner (2007), Kouvelis u. a. (2004), Papageorgiou und Shah (2001) und Popp
(1983)
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bestimmten Servicegrad, die über Nebenbedingungen in ein Modell übernommen werden
können.
3.1.1.3 Kapazitätsentscheidungen
Wie bereits angesprochen, lassen sich die in der Modellierung von strategischen Opti-
mierungsproblemen vorkommenden Variablen in kontinuierliche, ganzzahlige und binäre
Variablen einordnen. Entscheidungen über Kapazitäten sind in unterschiedlichen Model-
len sowohl als ganzzahlige (s.o.) als auch als kontinuierliche Entscheidungsvariablen (vgl.
Mohamed und Youssef, 2004) wiederzufinden. Von kontinuierlich erweiterbaren Kapazi-
täten kann dann ausgegangen werden, wenn es sich um Arbeits- und Maschinenstunden
handelt (vgl. Bhutta u. a., 2003, Seite 205f), deren Betrachtung in einer strategischen
Planung jedoch zumeist wenig Sinn macht. Eine ganzzahlige Modellierung sollte immer
dann gewählt werden, wenn Kapazitäten nicht teilbar sind und nur eine geringe Anzahl
an möglichen Erweiterungsstufen existiert (vgl. Van Mieghem, 2003, Seite 277).
Im Weiteren können Entscheidungen nicht nur die Erweiterung von Kapazitäten bzw.
Öffnung neuer Standorte, sondern auch die Reduktion, Schließung oder Verschiebung
von Kapazitäten betreffen (vgl. Melo u. a., 2006, Seite 195). In einigen Modellen werden
zudem auch die Auswahl verschiedener Technologien und die Zuordnung der Technolo-
gien zu Werken ermöglicht.5
Bei der Entscheidung für oder gegen bestimmte Standorte sollte eine bestimmte Min-
destauslastung der Werke/Distributionszentren gefordert werden, um die Profitabilität
des Standortes zu gewährleisten. Hierfür können dem Modell minimale Bearbeitungs-
mengen vorgegeben werden, die in einem Standort erreicht werden müssen (vgl. Melo
u. a., 2006, Seite 185ff). Ähnlich geben Truong und Azadivar (2005, Seite 2226) be-
stimmte Mindest- und Maximalkapazitäten für einen neuen Standort vor.
Studien, die sich mit strategischen Kapazitätsentscheidungen befassen, gehen zudem
immer öfter über die reine Betrachtung des NPV hinaus und berücksichtigen Unsicher-
heiten, indem finanzielle und/oder operationale Hedgingmethoden in diesem Zusam-
menhang bewertet werden (vgl. Van Mieghem, 2003).
3.1.1.4 Nebenbedingungen
Alle Nebenbedingungen, die in einem Optimierungsproblem formuliert werden müssen,
basieren auf operationalen und/oder logischen Gesichtspunkten. Operationale Gesichts-
punkte beziehen sich hierbei auf die natürlichen Rahmenbedingungen der betrachteten
Supply Chain. Hierzu zählen z.B. Restriktionen der Kapazitäten und Materialien. Um
die Konsistenz der Modellierung zu garantieren, kommen zusätzlich Formulierungen lo-
gischer Aussagen zum Einsatz (vgl. Ohse, 1996, Seite 70ff). Häufig werden dabei logische
mit operationalen Aspekten in einer Nebenbedingung kombiniert.
Goetschalckx und Fleischmann (2005, Seite 123-125) unterteilen die relevanten Ne-
benbedingungen in Supply Chain Design Modellen in vier unterschiedliche Typen. Der
5vgl. Arntzen u. a. 1995, Butler u. a. 2003, Martel u. a. 2005, MirHassani u. a. 2000 und Santoso
u. a. 2005
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erste Typ beinhaltet die Nebenbedingungen, die für die Flusserhaltung sorgen. Hierbei
muss ganz allgemein bei einer Netzwerkdarstellung in einem Knoten i der Zufluss gleich
dem Abfluss sein:
Nebenbedingung zum Flusserhalt
Zuflussi = Abflussi ∀i
In der Literatur lassen sich zahlreiche Beispiele hierfür finden, wie z.B. bei Martel u. a.
(2005, Seite 20). Hier muss u.a. die Distributionsmenge in eine Nachfrageregion gleich
der Nachfrage nach einem Produkt in dieser Region sein.
Bei dem nächsten Typ handelt es sich um Kapazitätsbedingungen, die vorgeben, dass
physische Kapazitäten bei z.B. Transport und Produktion nicht überschritten werden
dürfen. Bei Mohamed und Youssef (2004, Seite 499) muss so z.B. die Kapazität ausrei-
chen, um die benötigte Produktionsmenge herzustellen. Die folgende Nebenbedingung
bewirkt, dass die Produktionsmenge aller Produkte j in einem Werk i die verfügbare
Kapazität des Werkes gemessen in Mengeneinheiten (ME) nicht überschreitet. Die Va-
riable Statusi gibt hierbei den Werksstatus (offen oder geschlossen) wieder, der sich
unmittelbar auf die verfügbare Kapazität auswirkt.
Kapazitätsrestrikionen∑
j
Produktionsmengeij ≤ Kapazita¨ti · Statusi ∀i
Der dritte Typ beinhaltet Konsistenzbedingungen, die dafür sorgen, dass der Fluss in
Netzwerken mit dem Netzwerkstatus übereinstimmt und weitere Bedingungen für das
Netzwerk selbst eingehalten werden. Dies sind zum einen logische Nebenbedingungen,
die dafür sorgen, dass etwa die Produktion in einem Werk nur dann stattfindet, wenn
das Werk auch geöffnet ist bzw. eine bestimmte Mindestproduktion eingehalten werden
muss, wenn ein Werk geöffnet ist. Zum anderen handelt es sich um Nebenbedingungen,
die die maximale Anzahl von Standorten beschränken und weitere Nebenbedingungen,
die die Konfiguration des Netzwerkes beeinflussen wie z.B. bei Arntzen u. a. (1995, Seite
88) vorzufinden:
Nebenbedingung zum Konsistenzerhalt
Zuordnungij ≤ Statusi ∀i, j∑
i
Statusi ≤MaxAnzahlWerke
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Die erste Ungleichung besagt, dass eine Zuordnung eines Produktes j zu einem Werk
i nur stattfinden kann, wenn das Werk geöffnet ist. Beide Variablen sind hierbei binär.
Die zweite Ungleichung bestimmt, dass nur die maximal zulässige Anzahl an Werken
geöffnet werden darf.
Als letzten Typ nennen Goetschalckx und Fleischmann (2005) die sog. 'linkage cons-
traints', bei denen Hilfsvariablen ermittelt und Bedingungen für diese aufgestellt werden
sollen. Ein Beispiel ist die schon weiter oben genannte Nebenbedingung bei Popp (1983,
Seite 48), bei der der Gewinn als Variable definiert wird und dann in einer Nebenbe-
dingung als Mindestgewinn für ein Land vorgegeben wird. Ein weiteres Beispiel sind
die zwei folgenden Gleichungen, die bewirken, dass die Summe aus Strukturinvestitio-
nen und fixen und variablen produktspezifischen Investitionen einer Periode t gleich den
Gesamtinvestitionen dieser Periode ist. Die Gesamtinvestitionen einer Periode, die hier
über eine Hilfsvariable formuliert werden, dürfen das verfügbare Budget dieser Periode
nicht überschreiten. Diese Nebenbedingungen sind so z.B. bei dem später in Kapitel 3.2
vorgestellten Modell von Ferber (2005) zu finden:
Linkage Constraint
Investitionent = Strukturinvt + Produktfixt + Produktvariabelt ∀t
Investitionent ≤ Budgett ∀t
3.1.2 Modellierung internationaler Rahmenbedingungen
Analog zu den in 2.2.2 beschriebenen Rahmenbedingungen, denen sich ein internatio-
nal agierendes Unternehmen gegenüber sieht, werden im Folgenden die in der Literatur
üblichen Modellierungsansätze untersucht, um die für den vorliegenden Fall passende
Vorgehensweise zu ermitteln. Es kann hierbei festgehalten werden, dass die beschriebe-
nen Rahmenbedingungen in kaum einem Modell vollständig abgebildet werden und sich
Modellierungsweisen teilweise stark voneinander unterscheiden.
3.1.2.1 Rechtliche Rahmenbedingungen
Zoll und Zollrückerstattung Bei den meisten Modellen zur strategischen Planung
internationaler Netzwerke werden geltende Zölle (zollir) bei der Distribution von einem
Produkt j in eine Region r aus einem Land/Werk i als Prozentsatz auf den jeweiligen
Transfer- bzw. Verrechnungspreis (vpij) integriert und ergeben mit den Transportkosten
(cTijr) dann die Distributionskosten (c
D
ijr) für eine Einheit j, wie in folgender Gleichung
ausgedrückt:6
6vgl. Canel und Khumawala (1996, Seite 56), Lindemann (2006, Seite 34), Martel u. a. (2005, Seite
18), Vidal und Goetschalckx (2001, Seite 137)
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Berechnung der Distributionskosten aus Zoll- und Transportkosten
cDijr = zollir · vpij + cTijr ∀i, j, r
Werden Verrechnungspreise in den Modellen nicht explizit berücksichtigt, werden Zölle
z.B. auf die Produktionsstückkosten berechnet (vgl. Chakravarty 2005, Seite 161 und
Bhutta u. a. 2003, Seite 207). Mitunter werden auch Zölle nur indirekt in ein Modell
integriert, indem sie bereits in Transport- oder auch allgemeinen Stückkosten enthalten
sind.7
Mit einer umfassenderen Integration von Zöllen und den Möglichkeiten der Zollrück-
erstattung und -vermeidung befassen sich Arntzen u. a. (1995) und Hübner (2007). In
diesem Zusammenhang definieren Arntzen u. a. (1995, Seite 87f) für die Möglichkeit
von Zollrückerstattung und -vermeidung 'Credits', die mit den Mengen, auf die die je-
weiligen Regelungen zutreffen, multipliziert werden. Diese Credits werden dann in der
Zielfunktion von den Gesamtkosten subtrahiert. Bei der Standortplanung in der Prozes-
sindustrie werden bei Hübner (2007, Seite 103) die hierfür relevanten Möglichkeiten der
Zollvermeidung durch ein angemessenes Netzwerkdesign und bei Re-export in veränder-
tem Zustand berücksichtigt. Bei der Modellierung werden hierbei Rohmaterialien und
Zwischenprodukte berücksichtigt, die re-exportiert werden, indem diese Mengen nicht
mit Zollkosten belastet werden. Dabei ist auffällig, dass im Gegensatz zu dem oben
erwähnten Vorgehen, Zölle nicht nur auf Verrechnungspreise, sondern auch auf Trans-
portkosten berechnet werden. Bei der vorgenommenen Modellierung wird jedoch darauf
hingewiesen, dass sehr problemspezifische Annahmen getroffen wurden, die sich nicht
unbedingt auf andere Fälle übertragen lassen.
Da für die exakte Berücksichtigung von Zollvermeidungs- und Zollrückerstattungs-
möglichkeiten eine genaue Darstellung der Herkunft einzelner Teile notwendig ist, wird
in dem späteren Modell in Kapitel 4.2 auf die genaue Modellierung dieser Möglichkeiten
verzichtet und ausschließlich auf die Zölle bei der Distribution von Endprodukten, wie
weiter oben gezeigt, eingegangen.
Exportanreize können wie bei Canel und Khumawala (1996, Seite 58) analog zu Im-
portzöllen in ein Modell aufgenommen werden, indem ein hierfür gegebener Prozentsatz
auf den Verrechnungspreis integriert wird.
Nicht-tarifäre Handelshemmnisse: Local Content-Regelungen und Importquoten
Bei der Formulierung von Local Content (LC)-Regulierungen fällt auf, dass hierfür sehr
unterschiedliche, mehr oder weniger komplexe Ansätze gewählt werden, die verschiedene
Werte bei der Berechnung des 'Local Content' berücksichtigen. Martel u. a. (2005, Seite
24) formulieren hierzu eine Nebenbedingung, die garantiert, dass der einem Produkt
zugefügte Wert in einem Land r einen bestimmten Prozentsatz (lcr) des Verkaufserlöses
7vgl. Cohen u. a. (1989, Seite 77), Hodder und Dincer (1986, Seite 603), Kouvelis u. a. (2004, Seite
129)
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(V Er) in diesem Land übersteigt. Der dem Produkt zugefügte Wert setzt sich hierbei
aus den Standortfix- (FKr), Produktions- (PKr) und Distributionskosten (DKr) aller
Werke, die sich in Land r befinden, zusammen, so dass sich folgende Nebenbedingung
ergibt:
Local Content-Bestimmung
FKr + PKr +DKr ≥ lcr · V Er ∀r
Cohen u. a. (1989, Seite 83) berücksichtigen bei der Bestimmung des LC hingegen
variable Beschaffungs- und Produktionskosten. Bogaschewsky u. a. (2007, Seite 9) er-
weitern den Local Content aus Beschaffungs- und Produktionskosten wiederum um die
mögliche Integration von Distributionskosten. Ähnlich geben Arntzen u. a. (1995, Seite
88) in einer Nebenbedingung vor, dass der in einer Periode in einem Land zugefügte
Wert (LCi) - hier als Inputwert vorgegeben - für alle Produkte mindestens so hoch sein
muss wie der geforderte Anteil am Gesamtwert der dort abgesetzten Produkte. Zudem
formulieren sie eine Restriktion, die dafür sorgt, dass die weltweit nachgefragte Men-
ge im Durchschnitt einen bestimmten lokalen Anteil z.B. aus Europa oder den USA
beinhaltet, um verschiedenen Regulierungen aus diesen Ländern gerecht zu werden. Der
Unterschied zu der vorherigen Formulierung liegt darin, dass sich Werte hierbei auf die
weltweiten und nicht ausschließlich auf nationale Aktivitäten beziehen. Auch Cohen und
Lee (1989, Seite 102) formulieren eine Nebenbedingung im Sinne sog. 'Offset Require-
ments' bei der, gemessen an den weltweiten Aktivitäten, der Anteil an Beschaffungs- und
Produktionsaktivitäten eines Landes i innerhalb vorgegebener Unter- und Obergrenzen
des Gewinnanteils des Landes r = i liegen muss. Diese Regulierungen lassen sich wie




≥ lci · V Er∑
r V Er
∀i = r
Fleischmann u. a. (2006, Seite 7) gehen auf Local Content-Bestimmungen bei der
Beschaffung ein. Hierbei muss für jedes Produkt j, das in einem Werk i gefertigt wird,
ein bestimmter Anteil entweder auf Basis von Local Content-Bestimmungen aus der
Heimatregion oder auf Basis von langfristigen Lieferverpflichtungen aus den jeweiligen
Lieferregionen beschafft werden.
Wilhelm u. a. (2005, Seite 476) berücksichtigen ausschließlich die Beschaffungs- und
keine Produktions- oder sonstige Kosten bei der Berechnung des Local Content. Zusätz-
lich formulieren sie eine 'safe harbor rule', die einen zusätzlichen Steuersatz verursacht,
wenn der zu besteuernde Gewinn in einem Land nicht mindestens um einen vorgegebe-
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nen Prozentsatz höher ist als die Betriebsaufwendungen. Diese Regelung trifft in dem
gegebenen Beispiel für Mexiko zu.
Chakravarty (2005, Seite 175) beschränkt im Sinne der Local Content-Regelungen
nicht den Wert, sondern die absoluten Mengen, die in einem Land produziert und ab-
gesetzt werden. Dies erscheint jedoch kaum hinreichend, um bestehende Regelungen
angemessen wiederzugeben. Bei Kouvelis u. a. (2004, Seite 139) wird ein zusätzlicher
Zoll berechnet, wenn die LC-Bestimmungen nicht erfüllt sind. Hierbei berechnet sich
der LC, ähnlich wie bereits beschrieben, aus den Produktionskosten, die mindestens
einem gegebenen Prozentsatz des Verrechnungspreises entsprechen müssen.
Eine ausführliche Untersuchung über den Einfluss von Local Content-Regelungen auf
globale Beschaffungsmaßnahmen ist bei Munson und Rosenblatt (1997) zu finden. Bei
den Berechnungen wird davon ausgegangen, dass Regeln von Unternehmen generell nicht
gebrochen werden, da die Strafen des jeweiligen Landes hoch genug gewählt sind, um
dies zu vermeiden. Drei Arten von Regeln werden von Ihnen untersucht und als Neben-
bedingungen modelliert:
• Der Wert lokal beschaffter Güter muss mindestens so hoch sein, wie ein bestimmter
Prozentsatz der Gesamtbeschaffungskosten.
• Der Wert lokal beschaffter Güter muss mindestens so hoch sein, wie ein bestimmter
Prozentsatz des Gesamtwertes des Endproduktes bestehend aus Produktions- und
Beschaffungskosten.
• Der Anteil lokal beschaffter Materialien muss mindestens so hoch sein, wie ein
bestimmter Prozentsatz der gesamt beschafften Materialien.
Nach Untersuchung einiger numerischer Beispiele kann festgehalten werden, dass bei
wertbasierten Regeln Unternehmen für die Komponenten, bei denen die relativen Straf-
kosten (lokale Kosten/weltweit niedrigste Kosten) gering sind, lokale Lieferanten suchen
sollten. Bei mengenbasierten Regeln sollten für Komponenten mit geringen absoluten
Strafkosten (lokale Kosten - weltweit niedrigste Kosten) lokale Lieferanten eingesetzt
werden. Als Möglichkeiten, negative Effekte von Local Content-Regelungen zu umgehen,
wird empfohlen, ungünstige Teile selbst zu produzieren bzw. bestehende Lieferanten des
Heimatmarktes dazu zu bewegen, den Automobilherstellern zu folgen und in den be-
troffenen Ländern die Produktion aufzunehmen. Dieser sog. supplier-import ist in der
Automobilindustrie häufig zu beobachten.
Aus diesen unterschiedlichen Implementierungsansätzen kann geschlossen werden, dass
die Gegebenheiten für den jeweiligen Anwendungsfall genau untersucht werden müssen,
bevor LC-Regelungen adäquat formuliert werden können.
Importquoten, genauso wie freiwillige Exportbeschränkungen, stellen nach Martel u. a.
(2005, Seite 24) eine einfache Obergrenze der Importmengen in ein Land dar. Dies trifft
bei einer absoluten Mengenbeschränkungen zu. Wird jedoch der Zollsatz von der Im-
portmenge beeinflusst, wie es bei Tarifratenquoten der Fall ist, müssen hierfür Grenzen
definiert werden, ab welcher Menge der höhere Tarif gilt. Dies führt zu einer unste-
tigen, stückweise linearen Kostenfunktion (s. Abbildung 3.1), für deren Formulierung
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weitere Variablen in das Modell aufgenommen werden müssen, die dann die Komplexi-
tät steigern. Ein solches Vorgehen findet sich allerdings in keinem der hier betrachteten
strategischen Modelle wieder.
Steuern und Verrechnungspreise Bei der Maximierung des Gewinns (NPV) nach
Steuern werden in den meisten Modellen angefallene Kosten und erwirtschaftete Erlöse
in jeder Periode t um den Steuersatz (tax) des jeweilig betroffenen Landes r reduziert,
indem sie mit dem Term (1 − taxrt) multipliziert werden.8 Hierbei kann zusätzlich bei
gegebenen Regulierungen zwischen Steuersätzen für ausgeschüttete und für nicht aus-
geschüttete Gewinne unterschieden werden (vgl. Popp, 1983, Seite 48).
Eine umfangreiche Übersicht über die Möglichkeiten, Steueraspekte einer Kapitalge-
sellschaft mit drei Varianten von Tochtergesellschaften und Betriebsstätten in einem
Optimierungsmodell zu formulieren, wird bei Lindemann (2006) gegeben. Bei der Ent-
scheidung über Standorte, den Warenfluss und Verrechnungspreise werden hierbei Dop-
pelbesteuerungsabkommen und sonstige rechtliche Bedingungen in einem statischen Ein-
produktfall berücksichtigt. Zur Lösung des Problems mit der Standardsoftware Lingo
wird jedoch auf vereinfachende Annahmen zurückgegriffen, um Nichtlinearitäten in der
Zielfunktion zu umgehen.
Steueranreize können generell einfach in eine Modellformulierung integriert werden,
indem für Jahre, in denen gar keine Steuern gezahlt werden, Steuersätze von 0 angegeben
werden und ansonsten die jeweils günstigeren Steuersätze gelten (vgl. Kouvelis u. a.,
2004, Seite 128).
Bei Modellen, die in der Zielfunktion ausschließlich Kosten minimieren und Gewinne
8vgl. Arntzen u. a. (1995, Seite 87), Cohen u. a. (1989, Seite 80), Hodder und Dincer (1986, Seite
603), Huchzermeier und Cohen (1996, Seite 103), Vidal und Goetschalckx (2001, Seite 145)
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nicht berücksichtigen, wird die Betrachtung von Steuern zumeist vernachlässigt.
Verrechnungspreise werden in den meisten Modellen, die sich mit dem Design multi-
nationaler Supply Chains befassen, als gegebene Größen angesehen.9 Allerdings stellen
Verrechnungspreise insbesondere im Zusammenhang mit der Maximierung von Gewin-
nen nach Steuern selbst eine Entscheidungsgröße dar, über die in einem Optimierungs-
modell nach Vorgaben der geltenden Gesetze und des jeweiligen Unternehmens innerhalb
einer vorgegebenen Menge an möglichen Werten entschieden werden kann. Da hierbei
Verrechnungspreise mit Transportmengen multipliziert werden, führt dies jedoch zu qua-
dratischen Termen, die die Lösung des Modells um einiges verkomplizieren. Martel u. a.
(2005, Seite 26f) lösen dieses Problem mit Hilfe einer Variablensubstitution. Auch Vi-
dal und Goetschalckx (2001) schlagen eine Heuristik vor, die durch eine Reformulierung
und Relaxation ein Modell zur Bestimmung von Produktions- und Transportmengen
sowie Verrechnungspreisen und die Zuteilung von Transportkosten zu den betroffenen
Organisationseinheiten mit linearer Programmierung unter Verwendung von CPLEX
erfolgreich lösen lässt.
Wilhelm u. a. (2005, Seite 470-482) bewahren die Linearität ihres Modells durch die
Annahme, dass unterschiedliche Verrechnungspreise für Transaktionen mit verschiede-
nen Unternehmen gewählt werden können. Verrechnungspreise werden nach der Wie-
derverkaufsmethode (vgl. Seite 27) ermittelt und müssen sich dabei zwischen gegebener
Unter- und Obergrenzen befinden. Auch hier wird eine zusätzliche Variable zur Substitu-
tion des Terms aus Transportmenge und Verrechnungspreis eingeführt. Diese Vorgehens-
weise führt dann zu Einschränkungen bei der Modellierung der Local Content-Regeln bei
der Distribution, da einzelne Verrechnungspreise nicht zur Modellierung zur Verfügung
stehen.
Auch die aus steuerlichen Gründen zu treffenden Entscheidungen über die Aufteilung
von Transportkosten auf Werke und Distributionszentren, kann zu einer nichtlinearen
Zielfunktion führen. Cohen und Lee (1989, Seite 93) wählen daher einen hierarchischen
Ansatz, bei dem Variablen bereits vor der Optimierung auf verschiedene Werte gesetzt
werden. Zur Berücksichtigung von Unsicherheiten folgt darauf eine Sensitivitätsanalyse.
Ähnlich setzen Canel und Khumawala (1996, Seite 56), Canel und Khumawala (1997,
Seite 1897) und Canel und Khumawala (2001, Seite 3981) Verrechnungspreise in dem
von ihnen betrachteten Einproduktfall vor der Optimierung zwischen eine Unterschran-
ke, vorgegeben durch die versendende Einheit, und eine Oberschranke, vorgegeben durch
die empfangende Einheit. Die Unterschranke entspricht hierbei demMaximum aus einem
bestimmten Anteil des Marktpreises und der Produktionskosten, um genügend Gewinn
für die versendende Einheit zu garantieren. Die Oberschranke hingegen garantiert, dass
ausreichend Gewinn für die empfangende Einheit generiert wird. Wenn dann bei der
Erhöhung der Transportkosten die Erhöhung des Gewinns der versendenden Einheit die
Reduzierung des Gewinns der empfangenden übertrifft, wird der Preis auf die Ober-
schranke gesetzt, sonst auf die Unterschranke. Einen anderen Ansatz bei der taktischen
Planung multinationaler Supply Chains wählen Gjerdrum u. a. (2001), die mit Hilfe eines
9vgl. Fandel und Stammen (2004, Seite 299), Hübner (2007, Seite 92), Kouvelis u. a. (2004, Seite
130), Martel u. a. (2005, Seite 26), Papageorgiou und Shah (2001, Seite 277f), Popp (1983, Seite 84)
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spieltheoriebasierten Nash-ähnlichen Modells optimale Verrechnungspreise ermitteln.
Nach Lindemann (2006, Seite 29-32) lassen sich Verrechnungspreise generell nach
den drei Berechnungsmethoden Preisvergleichs-, Wiederverkaufspreis- und Kostenauf-
schlagsmethode wie folgt berechnen:10
Preisvergleich: vpPVab = Marktpreiscd
Wiederverkaufspreis: vpWVab = V erkaufspreisb −Handelsspanneb
Kostenaufschlag: vpKAab = Selbskostena +Gewinnaufschlaga
Der Verrechnungspreis muss dann innerhalb des Minimums und Maximums dieser er-
mittelten Werte, wie in Abbildung 3.2 gezeigt, liegen.

























Quelle: in Anlehnung an Lindemann (2006, Seite 31)
Allerdings wird auch von Lindemann (2006, Seite 97f) bei der Optimierung des Pro-
blems, wie weiter oben bereits erwähnt, die Annahme getroffen, Transferpreise wären
nicht innerhalb der Bandbreiten wählbar, sondern bereits von den Behörden bewillig-
te konstante Daten, um somit die Komplexität zu senken. Dieses Vorgehen wird aus
derselben Begründung heraus auch für das in Kapitel 4.2 entwickelte Modell gewählt.
Unterschiedliche Verrechnungspreise können dann z.B. anhand verschiedener Szenarien
überprüft werden.
Weitere rechtliche Rahmenbedingungen, die vereinzelt in Modelle mit einbezogen wer-
den, sind Abschreibungen.11 Zudem wird bei Canel und Khumawala (1996, Seite 58) bei
der Berechnung der Gewinne der Anteil des Eigentums an einem Werk berücksichtigt.
3.1.2.2 Finanzielle Rahmenbedingungen
Wechselkurse und Inflation Wechselkurse werden meist mit ihrem nominalen Wert
in ein Modell integriert, da die Gesamtkosten und -gewinne eines Unternehmens direkt
von ihnen betroffen sind. Eine Ausnahme bildet das Modell von Kouvelis u. a. (2004,
10a und b stellen Parteien des eigenen Unternehmens und c und d unabhängiger dritter Unternehmen
dar
11vgl. Alonso-Ayuso u. a. (2003, Seite 104), Kouvelis u. a. (2004, Seite 120), Papageorgiou und Shah
(2001, Seite 286) und Popp (1983, Seite 50)
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Seite 129), bei dem reale Wechselkurse implizit in Verkaufspreise integriert werden.
Dieses Vorgehen macht bei einer reinen Gewinn- bzw. Kostenbetrachtung, bei der die
Modellierung der Nachfrage nicht von den Preisen abhängt, jedoch wenig Sinn.
Bei der Berücksichtigung von nominalen Wechselkursen wird zumeist von einer Refe-
renz- oder Nominalwährung ausgegangen, zu der für jede weitere Währung die pro-
gnostizierten Wechselkurse für jede Periode hinterlegt werden. In einem Modell können
dann entweder Wechselkurse (Exit) oder Wechselkursfaktoren (exit = 1/Exit), die für
jede Periode t alle Kosten und Preise einer bestimmten Währung in Land/Standort i in
die Referenzwährung umwandeln, hinterlegt werden.12 Als Variation hiervon kann für
jede Periode ein Prognosekoeffizient (αit) hinterlegt werden, aus dem sich der jeweilige
Wechselkurs (Exit) wie folgt ergibt:
Wechselkursberechnung
Exit = (1 + αit) · Exi ∀i, t
Exi entspricht hierbei dem Basiswechselkurs einer Währung am Standort i für eine
Einheit der Referenzwährung. Betroffene Kosten- und Erlösterme sind dann durch Exit
zu dividieren, um diese in der Referenzwährung zu erhalten (vgl. Mohamed 1999, Seite
85 und Bhutta u. a. 2003, Seite 207).
Wird keine Referenzwährung gewählt und werden Wechselkurse für alle Währungen
hinterlegt, sollten Währungsarbitrageeffekte vermieden werden, indem exab · exbc = exac
garantiert wird (vgl. Cohen u. a., 1989, Seite 88f).
Auch in stochastischen Modellen werden meist nominale Wechselkurse berücksich-
tigt, die einer bestimmten Wahrscheinlichkeitsverteilung folgen (vgl. Huchzermeier und
Cohen 1996, Seite 103f und Hodder und Dincer 1986, Seite 603f). Häufig werden Wech-
selkurse auch implizit in Kosten- und Preisparameter integriert (vgl. Fleischmann u. a.,
2006, Seite 199). Dies hat zum Nachteil, dass bei veränderten Wechselkursprognosen
sämtliche Daten angepasst werden müssen und nicht nur die Wechselkurse selbst.
Haug (1992, Seite 563f) und Cohen u. a. (1989, Seite 88f) berücksichtigen zusätzlich
zu Wechselkursen verschiedene Inflationsraten der betrachteten Länder, die für jede
Periode und alle Kosten- und Preisparameter angegeben werden.
Für den vorliegenden Fall bietet sich die gängige Vorgehensweise mit hinterlegten no-
minalen Wechselkursen zu einer Referenzwährung an. Hierbei sind bei der Beschaffung
Wechselkurse der Beschaffungsregionen, bei der Produktion Wechselkurse der Produk-
tionsstandorte und bei der Distribution Wechselkurse der Absatzmärkte bezogen auf
die Zollkosten von Importen zu berücksichtigen. Da davon ausgegangen wird, dass die
jeweiligen Transportkosten den Produktionsstandorten zugeordnet werden, werden hier-
12vgl. Canel und Khumawala (1996, Seite 56), Canel und Khumawala (1997, Seite 1897), Canel und
Khumawala (2001, Seite 3981), Fandel und Stammen (2004, Seite 299), Haug (1992, Seite 565), Hübner
(2007, Seite 91), Martel u. a. (2005, Seite 18), Popp (1983, Seite 48) und Wilhelm u. a. (2005, Seite 474)
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auf die Wechselkurse des Herkunftslandes angesetzt. Bei einer Analyse verschiedener
Szenarien kann dann eine Variation der Wechselkurse systematisch untersucht werden.
Investitionen und Investitionsbudget In der betreffenden Literatur sind einige An-
sätze zu finden, die sich mehr oder weniger detailliert mit Investitionen in Kapazitäten
und Standorte befassen. Hierzu gehört eine Reihe an Modellen, die alle Investitionen
(invt) in einer Periode t mit einem vorgegebenen Budget (bt) beschränken (vgl. Alonso-
Ayuso u. a. 2003, Seite104 und Wilhelm u. a. 2005, Seite 478):
Investitionsbudget
invt ≤ bt ∀t
Melo u. a. (2006, Seite 190) und Nickel u. a. (2005, Seite 165) integrieren hierbei die
Möglichkeit, nicht verbrauchtes Investitionsbudget in der nächsten Periode, erhöht um
einen gegebenen Zinssatz, zu nutzen. Bei Mohamed und Youssef (2004, Seite 501f)
setzt sich das Investitionsbudget aus möglichen lokalen Krediten, direkten Produktions-
finanzierungen der Regierung und bereits getätigten Investitionen am Markt zusammen.
Zur Berechnung von Kapitalerträgen und Entscheidungen für bestimmte Investitions-
und Finanzierungsmöglichkeiten werden dann unterschiedliche Zinssätze für jede Peri-
ode in das Modell eingelesen. Auch Min und Melachrinoudis (1996, Seite 72) erweitern
das unternehmenseigene Investitionsbudget um mögliche regionale Kredite. Kouvelis
u. a. (2004, Seite 131) beschränken zwar nicht das Eigenkapital für Investitionen, jedoch
die möglichen verfügbaren Kredite, die lokale Regierungen zu niedrigen Zinssätzen zur
Verfügung stellen. In einer anschließenden Szenarioanalyse untersuchen sie, wie Steuer-
anreize und geförderte Kredite die Investitionen in ein Land beeinflussen können. Auch
Hodder und Dincer (1986, Seite 603) integrieren die Möglichkeiten, Investitionenen ent-
weder aus Eigen- oder Fremdkapital zu finanzieren, wobei sich die Sollzinsen für das
Eigenkapital auf 0 belaufen.
Eine detaillierte Betrachtung der Kapitalstruktur eines Unternehmens ist in Popp
(1983) zu finden. Hierbei werden Soll- und Habenzinsen, Kapitaloberschranken, Kaptial-
erhöhungen, Ausschüttungen sowie Abfindungen an die Tochterunternehmen in einem
Modell berücksichtigt.
Auffällig ist, dass Investitionen in Standorte bzw. Kapazitäten in den genannten Mo-
dellen meist aussschließlich in der Periode anfallen, in der sie getätigt werden. Dies ent-
spricht nicht immer der Realität, wenn bei größeren Anschaffungen Investitionen schon
bereits vor Produktionsstart bzw. Nutzung der Kapazität zu tätigen sind und darüber
hinaus gehen. Fleischmann u. a. (2006, Seite 202) definieren hierfür investitionsspezifi-
sche Profile, die angeben, in welcher Periode relativ zum start-up wieviel Prozent der
Gesamtinvestitionen anfallen. Mehr dazu in Kapitel 3.2.
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3.1.2.3 Modellierung physischer Rahmenbedingungen
An dieser Stelle soll nur kurz auf allgemeine physische Rahmenbedingungen in interna-
tionalen Netzwerken eingegangen werden. Bezüglich spezifischer Bedingungen für das
vorliegende Problem wird auf Kapitel 3.2 verwiesen.
In vereinzelten Modellen lassen sich explizite Betrachtungen der Lohnkosten unter-
schiedlicher Länder wiederfinden. Haug (1992, Seite 563) berücksichtigt hierbei die Lohn-
kosten in einem Land für eine bestimmte Menge an produzierten Einheiten, wobei eine
Lernkurve bei steigender Anzahl produzierter Mengeneinheiten einbezogen wird. Min
und Melachrinoudis (1996, Seite 70) berücksichtigen bei der Entscheidung über die An-
zahl an Mitarbeitern Lohnkosten unterschiedlicher Länder. Auch Canel und Khuma-
wala (1996, Seite 55) geben Lohnkosten als Teil der variablen Kosten explizit an. In
den meisten Modellen sind jedoch die Produktivität und die Lohnkosten nur indirekt
in den Produktionskosten enthalten. Ferber (2005, Seite 148 und 159) bestimmt sowohl
Material- als auch Produktionskosten der betrachteten Werke u.a. anhand des Lohnni-
veaus des jeweiligen Landes. Im Weiteren werden hier bei den Produktionskosten auch
die Produktivität und der Automatisierungsgrad, also die Produktionstechnologie, als
ausschlaggebend angesehen.
Die größere räumliche Distanz einer globalen Supply Chain spiegelt sich in der Höhe
der Transportkosten wider. Supply Chain Strukturen werden durch die Anzahl an vorge-
gebenen zu wählenden Standorten und weiteren strategischen Vorgaben wiedergegeben.
Die Möglichkeit einer globalen Beschaffung kann durch eine Wahlfreiheit der Lieferan-
ten aufgenommen werden (vgl. Cohen u. a., 1989, Seite 75), bzw. die Beschränkung auf
ein Single Sourcing durch eine Reihe von Nebenbedingungen (vgl. Hübner, 2007, Seite
102). Truong und Azadivar (2005) integrieren bei der Beschaffung auch Outsourcing-
entscheidungen. Die Knappheit an Ressourcen kann durch Beschaffungsmengenober-
grenzen in ein Modell integriert werden (vgl. Fleischmann u. a., 2006, Seite 199).
3.1.3 Unsicherheiten, Robustheit und Flexibilität
Aus den in Abschnitt 2.4.1 erläuterten Unsicherheitsfaktoren folgt auch für die Mo-
dellierung die Notwendigkeit, diese zu berücksichtigen und die Robustheit bzw. Fle-
xibilität der geplanten Netzwerke zu garantieren. Dies wird auf unterschiedliche Wei-
se durchgeführt. Insbesondere die Nachfrage13 und Wechselkurse14 werden in einigen
Modellen als unsichere Faktoren berücksichtigt. Zusätzlich werden Kosten, wie Investi-
13vgl. Ahmed u. a. (2003), Alonso-Ayuso u. a. (2003), Biller u. a. (2002), Butler u. a. (2003), Cohen
u. a. (1989), Cohen und Huchzermeier (1999), Daskin u. a. (1997), Eppen u. a. (1989), Graves und
Tomlin (2003), MirHassani u. a. (2000), Modiano (1987), Santoso u. a. (2005), Snyder u. a. (2007) und
Tsiakis u. a. (2001)
14vgl. Cohen u. a. (1989), Cohen und Huchzermeier (1999), Hodder und Dincer (1986), Huchzermeier
und Cohen (1996), Kogut und Kulatilaka (1994) und Lowe u. a. (2002)
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tionskosten15, Beschaffungs-, Transport- und Produktionskosten16, Preise17, Wiederbe-
schaffungszeiten18 und die Verfügbarkeit knapper Rohmaterialien19 in einzelnen Model-
len als unsicher betrachtet.
Dies wird teilweise durch die Betrachtung von Wahrscheinlichkeitsverteilungen in ei-
nem stochastischen Optimierungsmodell, bei dem unsichere Parameter sowohl in der
Zielfunktion20 als auch in den Nebenbedingungen21 vorkommen können, durchgeführt.
Diese stochastischen Optimierungsmodelle werden dann meist durch Ersatzmodelle ver-
einfacht.22
In vielen Planungssituationen, bei denen die Verteilung unsicherer Parameter nicht
bekannt oder schwer abschätzbar ist, ist eine häufig gewählte Form die Szenarioanalyse
(vgl. Ahmed u. a., 2003), bei der verschiedene diskrete Szenarien mit ihrer Eintritts-
wahrscheinlichkeit bestimmt werden müssen. Oft werden nur drei verschiedene Szenarien
gewählt, das im schlechtesten Fall, im besten und im als wahrscheinlichsten angenomme-
nen (vgl. Daskin u. a., 1997). Optimale Lösungen werden dann in einer 'Robusten Pla-
nung'23, mit Kompensationsmodellen (resource models) (vgl. Alonso-Ayuso u. a., 2003),
einer Optimierung der Worst-Case-Performance (vgl. Daskin u. a., 1997), einer Risiko-
analyse (vgl. Eppen u. a., 1989), einem Chance Constrained Goal Programming (vgl. Min
und Melachrinoudis 1996 und MirHassani u. a. 2000) oder der Optimierung des Erwar-
teten Zielfunktionswertes (vgl. Snyder u. a., 2007) ermittelt. Eine genauere Betrachtung
der einzelnen Verfahren zur Berücksichtigung von Unsicherheiten folgt in Kapitel 3.3.2.
Werden Unsicherheiten nicht direkt bei der Modellierung berücksichtigt, können sie
im Anschluss an die Optimierung mittels einer Sensitivitätsanalyse in den Entschei-
dungsprozess integriert werden, um so die Flexibilität und Robustheit von Lösungen
zu gewährleisten.24 Für die rückwirkende Beachtung von Unsicherheiten wird zudem
häufig auf die Szenariotechnik zurückgegriffen (vgl. Fleischmann u. a. 2006 und Wouda
u. a. 2002). Hierbei wird ein deterministisches Modell für verschiedene Zukunftsszenarien
gelöst und die jeweiligen Lösungen anhand der Robustheit und anderer Kriterien mit-
einander verglichen. Dies ist eine gute Möglichkeit, stochastische Formulierungen zu
vermeiden, führt jedoch dazu, dass die Lösung eines Modells mehrmals wiederholt wer-
den muss.
15vgl. Ahmed u. a. (2003)
16vgl. Alonso-Ayuso u. a. (2003), Butler u. a. (2003) und Blackhurst u. a. (2007)
17vgl. Butler u. a. (2003), Cohen u. a. (1989), Eppen u. a. (1989), Geoffrion und Powers (1980),
Hodder und Dincer (1986), Santoso u. a. (2005) und Snyder u. a. (2007)
18vgl. Blackhurst u. a. (2007), Cohen und Lee (1988) und Vidal und Goetschalckx (2000)
19vgl. Santoso u. a. (2005)
20vgl. Cohen u. a. (1989), Santoso u. a. (2005) und Snyder u. a. (2007)
21vgl. Min und Melachrinoudis (1996) und Vidal und Goetschalckx (2000)
22vgl. Cohen u. a. (1989), Hodder und Dincer (1986), Min und Melachrinoudis (1996), Santoso u. a.
(2005) und Snyder u. a. (2007)
23vgl. Atamtürk und Zhang (2007), Butler u. a. (2003), Gutiérrez u. a. (1996) und Tsiakis u. a. (2001)
24vgl. Canel und Khumawala (1996), Geoffrion und Powers (1980), Haug (1992), Mohamed (1999),
Vidal und Goetschalckx (2000) und Min und Melachrinoudis (1996)
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3.1.4 Lösungsmethoden
Aufgrund der dargestellten, meist sehr problemspezifischen Modellierunsaspekte, wer-
den sehr unterschiedliche Verfahren zur Lösung der aufgestellen Modelle eingesetzt. Die
Bandbreite reicht hierbei von der Verwendung von Standardsoftware, auf die meist bei
Praxisproblemen zurückgegriffen wird, bis hin zu komplexen selbstentwickelten Algo-
rithmen.
3.1.4.1 Nutzung von Software
Bei Praxisproblemen kommt häufig eine Standardsoftware zum Einsatz, bei der aus-
schließlich Angaben über Daten oder Nebenbedingungen gemacht werden müssen, die
Lösung mit einem Standardsolver selbst sich jedoch im 'Hintergrund' abspielt, d.h. der
Anwender mit dem Lösungsvorgang gar nichts mehr zu tun hat (vgl. Henrich, 2002).
Diese Softwarepakete, sog. Advanced Planning Software, sind für spezifische Probleme
der strategischen Netzwerkplanung jedoch oft nicht ausreichend. Dies liegt daran, dass
häufig nicht alle Nebenbedingungen in der vorgegebenen Umgebung angemessen formu-
liert werden können. Aus diesem Grund werden in einem nächsten Schritt innerhalb
einer vorgegebenen Modellierungssprache oder über den Aufruf von einer Programmier-
sprache, Standardsolver direkt angesprochen, um problemspezifisch aufgestellte Modelle
zu lösen. Einige Beispiele für häufig verwendete Modellierungssprachen und Solver sind:
• AMPL (2008)25,
• OPL-Studio und CPLEX von ILOG (2008)26,
• Lingo und Lindo von LINDO Systems Inc (2008)27,
• GAMS (2008)28 und
• Xpress von Dash Optimization (2008)29.
Auch Kouvelis u. a. (2004), Li und Tirupati (1994) und Popp (1983) geben an, für
die Lösung der aufgestellten Probleme mathematische Standardsoftware verwendet zu
haben.
3.1.4.2 Algorithmen
Bieten die angebotenen Softwareprogramme und Standardsolver keine adäquaten Lösungs-
möglichkeiten für die Problemstellungen, werden von den Autoren selbst Algorithmen
25vgl. Vidal und Goetschalckx (2000) und Vidal und Goetschalckx (2001)
26vgl. Ahmed u. a. (2003), Butler u. a. (2003), Daskin u. a. (1997), Dogan und Goetschalckx (1999),
Hübner (2007), Melo u. a. (2006), Wilhelm u. a. (2005), Papageorgiou und Shah (2001), Santoso u. a.
(2005), Tsiakis u. a. (2001), Vidal und Goetschalckx (2000) und Vidal und Goetschalckx (2001)
27vgl. Canel und Khumawala (1996), Lindemann (2006) und Mohamed und Youssef (2004)
28vgl. Cohen und Lee (1989), Cohen und Moon (1991) und Kouvelis u. a. (2004)
29vgl. Nickel u. a. (2005)
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entwickelt und getestet. Oft wird hierbei innerhalb einer Lösungsmethode auf bestehen-
de Solver zurückgegriffen und diese in den Lösungsprozess einbezogen.30
Folgende exakte und heuristische Verfahren lassen sich für die Lösung strategischer
Netzwerkmodelle finden:
• Benders Dekomposition31
 In Variation als Benders Acceleration32
 In Kombination mit einer Samplestrategie33
• Branch&Bound-Verfahren34
 Mit Lagrange-Relaxation zur Generierung von Oberschranken35
• Lagrange-Relaxation
 in Verbindung mit einem Gradienten Suchverfahren36
 in Verbindung mit einer Lokalen Suche37
• Primal Goal Decomposition38
• Genetische Algorithmen39
• Metaheuristiken, wie Simulated Annealing40 und Tabusuche41
• 'greedy' Heuristiken42
Man kann hieran erkennen, dass kein einzelner Algorithmus bekannt ist, der alle Pro-
blemstellungen hinreichend gut und schnell lösen kann. Daher werden oft eigene Heuri-
stiken entwickelt, die mit exakten Verfahren kombiniert werden, um so schnell zu guten
Ergebnissen zu kommen. Hierfür sollen im Folgenden einige weitere Beispiele genannt
werden.
Canel und Khumawala (1997) und Canel und Khumawala (2001) entwickeln in ihren
Studien eine Heuristik bestehend aus 7 bzw. 12 Regeln, die das Branching und Boun-
ding beschleunigen sollen. Vidal und Goetschalckx (2001) entwickeln eine Heuristik, die
'Successive Linear Programming'43 auf der Basis von Reformulierung und Relaxation des
30vgl. Cohen und Moon (1991), Dogan und Goetschalckx (1999) und Santoso u. a. (2005)
31vgl. Cohen und Moon (1991), Geoffrion und Graves (1974) und Gutiérrez u. a. (1996)
32vgl. Dogan und Goetschalckx (1999)
33vgl. Santoso u. a. (2005)
34vgl. Hodder und Dincer (1986)
35vgl. Ahmed u. a. (2003), Snyder u. a. (2007), Syam (2000) und Wang u. a. (2003)
36vgl. Pirkul und Jayaraman (1998) und Syam (2000)
37vgl. Syam (2002)
38vgl. Brown u. a. (1987) und Min und Melachrinoudis (1996)
39vgl. Truong und Azadivar (2005)
40vgl. Antunes und Peeters (2001)
41vgl. Wang u. a. (2003)
42vgl. Wang u. a. (2003)
43SLP ist ein Algorithmus, bei dem nichlineare Probleme durch eine Sequenz von Linearen Problemen
(LPs) gelöst werden (vgl. Baker und Lasdon, 1985, Seite 264).
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Originalproblems anwenden. Für die Lösung eines stochastischen Problems entwickeln
MirHassani u. a. (2000) eine Heuristik, bei der sie eine Szenarioanalyse mit einer LP-
Relaxation und einem primalen und dualen Algorithmus verbinden. Alonso-Ayuso u. a.
(2003) lösen das von ihnen aufgestellte Problem anhand eines Szenariobaums.
Stochastische Modelle werden meist mit Heuristiken, sehr häufig auch mit hierarchi-
schen Ansätzen gelöst.44
Spezifische Modellierungs- und Lösungsansätze für die dieser Arbeit zugrundeliegende
Problemstellung werden im folgenden Kapitel betrachtet.
3.2 Strategische Modellansätze aus der
Automobilindustrie
In diesem Kapitel werden Modelle, die sich insbesondere mit der strategischen Planung
des Produktionsnetzwerkes eines Automobilherstellers befassen, vorgestellt und im Zu-
sammenhang mit der vorliegenden Problemstellung kritisch gewürdigt. Im Allgemei-
nen kann festgehalten werden, dass wenige Arbeiten, die eine genaue Modellierung der
Belegungs- und Kapazitätsplanung bei Automobilherstellern vornehmen, vorzufinden
sind. Dies mag mitunter daran liegen, dass unternehmensinterne Informationen nicht
herausgegeben werden sollen.
3.2.1 Strategische Kapazitäts- und Investitionsplanung des
Produktionsnetzwerkes eines internationalen
Automobilherstellers
Wie zuvor erwähnt, baut die vorliegende Arbeit auf zwei Arbeiten auf, die eine strategi-
sche Kapazitäts- und Investitionsplanung für das Produktionsnetzwerk eines internatio-
nalen Automobilherstellers45 betrachten. Diese zwei Arbeiten, die auch in Fleischmann
u. a. (2006) zusammengefasst vorzufinden sind, bilden die Grundlage für das in Kapitel
4.2 aufgestellte Modell und sollen im Folgenden genauer beschrieben werden.
3.2.1.1 Modellformulierung von Henrich (2002)
Henrich (2002) geht in seiner Arbeit auf die strategische Kapazitätsplanung eines Auto-
mobilherstellers von Premiummarken ein. Hierbei bildet die Werkebelegung eines inter-
national agierenden Unternehmens den Schwerpunkt. Auf der Basis von strategischen
Vorgaben werden in einem deterministischen, dynamischen und linearen MIP (MILP)
Zuordnungs- und Mengenvariablen so bestimmt, dass die Gesamtkosten von Lieferanten
über Produktionsstätten bis hin zum Absatzmarkt minimiert werden. Investitionen wer-
den erst in einer anschließenden Investitionsrechnung berücksichtigt. Die verwendeten
44vgl. Li und Tirupati (1994), Cohen u. a. (1989), Cohen und Lee (1988), Huchzermeier und Cohen
(1996)
45Die Problemstellung orientiert sich hierbei an dem Produktionsnetzwerk von BMW.
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Indizes und Mengen bei der Modellierung sind in Indizes und Mengen 3.1 dargestellt.
Indizes und Mengen 3.1: Modellformulierung Henrich (2002)
i = 1 . . . I Index für Werke
j = 1 . . . J Index für Produkte
m = 1 . . .M Index für Vorprodukte
n = 1 . . . N Index für Montagebänder
ιn Menge an Produkten, die auf Montageband n gefertigt werden
`i Menge an Montagebändern, die in Werk i zur Verfügung stehen
r = 1 . . . R Index für Nachfrageregionen
s = 1 . . . ϕ Index für Lieferanten
t = 1 . . . T Index für Perioden
Das mathematische MILP enthält sowohl kontinuierliche Variablen zur Bestimmung
aller Beschaffungs- (XSijmst), Produktions- (Xijt) und Distributionsmengen (X
D
ijrt) ent-
lang der innerbetrieblichen Supply Chain des OEM als auch Binärvariablen (Zijt) für
die Bestimmung von Zuordnungen der betrachteten Produkte zu den Werken. In der
Zielfunktion werden die gesamten Kosten, die bei der Beschaffung, Produktion und Dis-
tribution entstehen, minimiert. Investitionen für die Zuordnung von Modellen zu Werken
werden, wie bereits erwähnt, außerhalb des Modells berücksichtigt. Die Zielfunktion er-
gibt sich dann wie in Zielfunktion 3.1 dargestellt.


















Im Einzelnen enthält die Zielfunktion Kosten bei der Beschaffung pro beschaffte Ma-
terialeinheit (cSijmst), die sich aus der Summe von Material- (c
M
jmst) und Transportkosten
(cVijmst) ergeben, sowie Produktions- (cijt) und Distributionskosten (c
D
ijrt) pro Fahrzeug-
modell. Distributionskosten beinhalten sowohl Transportkosten (cTijrt) als auch Zollko-
sten (cZijrt), die sich aus dem Produkt aus dem Zollsatz (zollirt) des Landes, in das
importiert wird, und dem Werksabgabe- bzw. Verrechnunspreis (vpijt) ergeben.
Bei knappen Kapazitäten lässt sich die Zielfunktion nach Henrich (2002) auch auf die
Maximierung von Deckungsbeiträgen ausrichten. In diesem Fall müsste die Nebenbedin-
gung vollkommener Nachfragebedienung, wie sie bei der Kostenminimierung besteht (s.
Gleichung 3.1d auf Seite 91), gelockert werden.
Alle Nebenbedingungen, denen Zielfunktion 3.1 unterliegt, sind in Nebenbedingungen
3.1 zusammengefasst dargestellt. Auf Beschaffungsseite sind hierbei bestimmte Min-
destanteile (lcminijmst) zu beachten, die eine Unterschranke der Materialien darstellen, die
für Produkt j in einem Werk i aus einer bestimmten Region s beschafft werden (vgl.
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Nebenbedingungen 3.1: Modellformulierung Henrich (2002)









XDijrt ∀i, j, t [Fluss: Produktion = Distribution](c)
I∑
i=1
XDijrt = djrt ∀r, j, t [Fluss: Distribution = Nachfrage](d)
I∑
i=1
Zijt ≤ nZjt ∀j, t [Maximale Zuordnungen](e)
J∑
j=1
Xijt ≤ kPit ∀i, t [Kapazität der Lackiererei](f)
Xijt ≤ kBijt ∀i, j, t [Kapazität im Rohbau](g) ∑
j∈ιn
Xijt ≤ kAnt ∀i, t, n ∈ `i [Kapazität der Montage](h)
Xijt ≤ Zijt ·W ∀i, j, t [Produktion nur bei Zuordnung](i)
Ungleichung 3.1a). Diese dienen, wie bereits auf Seite 78 angesprochen, u.a. der Ein-
haltung bestimmter Local Content-Bedingungen und der Berücksichtigung der Logi-
stikstrategie. Sowohl bei Beschaffung als auch bei Distribution ist die Flusserhaltung
zu berücksichtigen, d.h. alle beschafften Materialien müssen auch verbaut werden (vgl.
Gleichung 3.1b), alle produzierten Mengen müssen in eine Nachfrageregion transportiert
werden (vgl. Gleichung 3.1c) und alle ausgelieferten Fahrzeuge müssen einer prognosti-
zierten Nachfrage (djrt) gegenüberstehen (vgl. Gleichung 3.1d). Bei der Entscheidung
für bestimmte Zuordnungen sind Vorgaben bezüglich der Produkte, die in zwei oder
mehr Werken gefertigt werden können (Split-Modelle) und solchen, die nur einem Werk
zuzuordnen sind, zu beachten. Dies wird mit Ungleichung 3.1e ausgedrückt. Hierbei
nimmt der Parameter nZjt, der die maximale Anzahl an Zuordnungen eines Produktes
festlegt, bei Solitärmodellen immer den Wert eins an. Kapazitäten werden als fixe Para-
meter vorgegeben. Da das Modell eine komplette Nachfragebedienung verlangt, müssen
Kapazitäten hier groß genug sein, um diese Bedingung zu erfüllen. Im Einzelnen sind
Kapazitäten in der Lackiererei (kPit ) produktübergreifend für ein Werk vorgegeben und
beschränken die gesamte Produktionsmenge in einem Werk, wie in Gleichung 3.1f zu
sehen ist. Rohbaukapazitäten (kBijt) sind hingegen produktspezifisch und beschränken
die Produktion einzelner Produkte j in einem Werk i (vgl. Ungleichung 3.1g). Bei der
Endmontage können Montagebänder n in einem Werk i eine vordefinierte Reihe an Pro-
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dukten (ιn) bearbeiten, wobei jede Montagelinie eine bestimmte Kapazität (kAnt) hat,
die die Produktionsmenge der auf ihr gefertigten Modelle beschränkt (vgl. Ungleichung
3.1h). Die letzte Ungleichung 3.1i sorgt dafür, dass ein Modell j in einem Werk i nur
dann gefertigt werden kann, wenn dieses auch dem Werk i zugeordnet wurde. W ist
hierbei eine hinreichend große Zahl.
Das von Henrich (2002) aufgestellte MIP wird in einem zweiten Schritt in der Advan-
ced Planning Software SNO46 formuliert und für zwei Praxisbeispiele optimiert. Hierbei
wird die Wirtschaftlichkeit verschiedener Konfigurationen unter verschiedenen Szenarien
für Wechselkurse, Zölle, Materialkosten und die Nachfrage überprüft. Im ersten Beispiel
werden nur einzelne Teile der Supply Chain untersucht, wobei Kapazitätsobergrenzen
in sog. 'weichen' Bedingungen abgebildet werden. Kapazitäten können hierbei unter Be-
rücksichtigung zusätzlicher (Straf-) Kosten überschritten werden. Kapazitätserweiterung-
en, die sich dadurch ergeben, können dann in einem sich anschließenden Vergleich von
Cashflow und Investitionen überprüft werden.
Das zweite Beispiel geht auf das Gesamtnetzwerk mit neun Produktionsstätten in
fünf Ländern und vier Versorgungsmärkten ein. Der Planungshorizont beträgt zwölf Pe-
rioden (Jahre). Für diese Problemstellung wird für verschiedene Szenarien eine optimale
Belegungsstrategie ermittelt, die im Nachhinein wieder mit einer Investitionsrechnung
abgeglichen wird. Dabei wird eine Vorauswahl der Belegungsalternativen der Optimie-
rung vorangestellt, so dass bestimmte Zuordnungen bereits fixiert, einige Zuordnungen
nicht möglich und die meisten Modelle Solitärmodelle sind. Für die Optimierung er-
geben sich 227.232 Nebenbedinungen mit 355.260 Variablen und 654.720 Koeffizienten
(ungleich 0). Die Rechenzeit pro Szenario beträgt zwei bis acht Minuten.
3.2.1.2 Modellformulierung von Ferber (2005)
In einer sich anschließenden Arbeit von Ferber (2005) wird das Modell von Henrich
(2002) um die Integration von Investitionsentscheidungen bei der Produktion und eine
(teilweise) detailliertere Betrachtung von Kapazitäten und Flexibilitätsreserven erwei-
tert. Die Betrachtung der Kapazitäten ist in dem Sinne nur 'teilweise' detaillierter, da
Montagebänder in diesem Modell für alle Fahrzeuge genutzt werden können und keine
Unterscheidung nach verschiedenen Montagebändern, wie bei Henrich (2002), vorge-
nommen wird. Dies mag damit zusammenhängen, dass sich die Produktionstechnologie
dahingehend verändert hat oder eine detailliertere Betrachtung für die Lösungsgüte kei-
nen erheblichen Vorteil mit sich bringt.
Das von Ferber (2005) aufgestellte MIP erweist sich als zu komplex für sowohl die von
Henrich (2002) verwendete Software als auch weitere am Markt verfügbare Advanced
Planning Module. Daher wird das Problem in der Modellierungssprache ILOG47 OPL
Studio formuliert und mithilfe des Solvers CPLEX von ILOG gelöst. Die vollständi-
ge mathematische Modellierung des Problems ist in Anhang D vorzufinden. An dieser
Stelle sollen lediglich die Kernpunkte der Arbeit dargestellt werden, da eine genauere
46vgl. Oracle (2007)
47vgl. ILOG (2008)
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Beschreibung des Modells mit einzelnen Veränderungen und Erweiterungen in Kapitel
4.2 folgt.
Die Zielfunktion verändert sich zu einer Minimierung des Kapitalwertes der Summe
aus Kapitalaufwendungen und Supply Chain Kosten, wodurch Investitionsentscheidun-
gen einbezogen werden können. Erträge werden in der Zielfunktion nicht berücksich-
tigt, da sie als fix angenommen werden. Dies ist auf die Bedingung zurückzuführen,
dass die gegebene Nachfrage, wie bei Henrich (2002), immer erfüllt wird. Kapazitäts-
erweiterungen können produktspezifisch im Rohbau und produktunspezifisch in den
Technologien Oberfläche und Endmontage in Form neuer Anlagen sowie der generellen
Struktur, wie Grundstücke und Gebäude, in vorgegebenen diskreten Stufen durchge-
führt werden. Hierfür kommen zu den binären Zuordnungsvariablen weitere ganzzahlige
Variablen hinzu, die die Lösung des Modells erschweren. Zudem gibt es die Möglich-
keit, bei Überschreitung der Rohbaukapazität eine zweite Rohbaulinie für ein Produkt
in ein Werk aufzunehmen. Dies wird mithilfe einer weiteren Binärvariablen, die eins
ist, wenn eine zweite Linie gebaut wird und 0 sonst, erwirkt. Im Gegensatz zu Henrich
(2002) wird bei der Endmontage, wie bereits erwähnt, nicht zwischen unterschiedlichen
Montagelinien unterschieden.
Die Erweiterung des Modells um die Investitionsplanung ist ein zentraler Punkt der
Arbeit. Bei Produktinvestitionen werden sowohl fixe als auch variable Investitions-
zahlungen, die bei der Aufnahme eines Modells in ein Werk entstehen, berücksichtigt.
Hierbei kommt es nicht nur darauf an, in was investiert wird, sondern auch, zu wel-
chem Zeitpunkt Investitionen stattfinden. Damit wird der Tatsache Rechnung getragen,
dass Investitionszahlungen nicht einmalig sind und genau bei Start der Produktion bzw.
Errichtung der Kapazität anfallen, sondern schon bis zu drei Perioden/Jahren vor und
zwei nach dem tatsächlichen Startpunkt zu leisten sind.
Bei Produktinvestitionen ist im Weiteren eine Besonderheit bei den Split-Modellen zu
beachten. Split-Modelle müssen immer nur einemWerk zu Beginn des Modelllebenszyklus
zugeordnet werden. Weitere Werke können die Produktion eines Split-Modells auch zu
einem späteren Zeitpunkt aufnehmen, um z.B. Nachfragespitzen abzufangen. Grundsätz-
lich sind hierbei Vorgaben über zulässige Zuordnungen zu berücksichtigen. Zuordnungen
können dann unzulässig sein, wenn bereits Rahmenvereinbahrungen mit Lieferanten für
ein bestimmtes Werk bestehen oder in der Unternehmensstrategie bestimmte Produkt-
zuordnungen nicht vorgesehen bzw. fixiert sind.
Bei der Beschaffung kommen zu den Mindestanteilen des vorigen Modells Maximal-
beschaffungsmengen hinzu, um die Beschaffung von 100% aus nur einer Region zu ver-
meiden. Steuern und Wechselkurse werden nicht explizit in das Modell integriert. Durch
vereinfachende Annahmen werden sie über modifizierte Kosten und Investitionsdaten
in die Betrachtung mitaufgenommen. Um Unsicherheiten entgegenzuwirken gibt es bei
dem betrachteten Automobilhersteller klare Vorgaben für Flexibilitätsreserven, die ei-
ne hohe Volumenflexibilität der vorhandenen Kapazitäten gewährleisten sollen. Diese
Flexibilitätsreserven verringern die in der Realität verfügbare maximale Kapazität um
einen bestimmten Prozentsatz. Für die Optimierung kann dann nur noch auf eine gerin-
gere Kapazität als die tatsächlich verfügbare zurückgegriffen werden. Zusätzlich wird bei
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der Kapazität in allen Technologien die Betrachtung auf einen Zweischichtbetrieb aus-
geweitet, bei dem ein bestimmter Anteil der Kapazität zu erhöhten Lohnkosten genutzt
wird.
Das formulierte Modell wird für die Analyse einer Fallstudie, ähnlich wie bei Henrich
(2002), eingesetzt. Hierbei werden sechs Werke in Europa, den USA und Südafrika und
36 Produkte (je 18 Vorgänger- und Nachfolgemodelle) betrachtet. Die Lieferanten sind
in fünf Gebiete eingeteilt und die Absatzmärkte in acht. Das Problem beinhaltet bis
zu 60.000 Variablen und 145.000 Nebenbedingungen und kann von dem Präprozessor
von CPLEX auf 5.200 kontinuierliche Variablen und 400 Binärvariablen sowie 4.100
Nebenbedingungen reduziert werden. Diese Reduktion resultiert aus bereits fixierten
Zuordnungen von laufenden Produkten und unzulässigen Zuordnungen. Zudem werden
nur wenige Modelle als Split-Modelle definiert. Für alle Solitärmodelle ist dann die
Zuordnungsentscheidung nur einmal zu Beginn des Produktlebenszyklus zu fällen und
für die Folgejahre fixiert. Ein optimales Ergebnis kann für das Beispiel innerhalb von
vier Minuten ermittelt werden.
Untersuchungen der Fallstudie werden hinsichtlich der Differenz des aktuellen Bele-
gungsplans (Referenzstrategie - x0), der von den Unternehmensplanern erstellt wurde,
und dem Ergebnis der Optimierung für zwei alternative Strategien (x1 und x2) durch-
geführt. Bei der Referenzstrategie sind bereits alle Zuordnungen fixiert. Dies ist bei den
beiden alternativen Strategien nicht der Fall, die sich von der Referenzstrategie hinsicht-
lich der Definitionen möglicher Split-Modelle und möglicher Zuordnungen unterscheiden,
wobei Strategie x2 mehr Freiheitsgrade bei einem Split-Modell beinhaltet als Strategie
x1. Beim Vergleich der optimalen Lösung der Referenzstrategie mit den optimalen Lö-
sungen von Strategie x1 und der Strategie x2 wird ersichtlich, dass sich die Zuordnungen
von x1 und x2 deutlich von der Referenzstrategie unterscheiden. Hierdurch kann eine
Reduktion des Zielfunktionswertes bei Strategie x1 um 9,3 Mrd Euro im Vergleich zu
x0 erreicht werden. Dieser Effekt setzt sich bei Strategie x2, bei der ein Split-Modell
weiteren Werken zugeordnet werden kann, um weitere 100 Mio Euro fort.
Um die Flexibilität der Referenz- und alternativen Strategien zu analysieren, wird
die Nachfrage des Hauptabsatzmarktes nach einem Produkt um 30% erhöht und eine
erneute Optimierung aller Strategien durchgeführt. Generell können beide alternativen
Strategien wiederum einen besseren Zielfunktionswert als die Referenzstrategie erzielen,
wobei der Vorteil beider alternativen Strategien unter diesem Szenario geringer ausfällt
als zuvor.
3.2.2 Weitere Modelle für die Kapazitäts- und
Belegungsplanung in der Automobilindustrie
In diesem Kapitel werden drei weitere Modelle zu der Kapazitäts- und Belegungsplanung
bei unterschiedlichen Automobilherstellern vorgestellt, die teilweise ähnliche Problem-
stellungen wie die zuvor vorgestellten Arbeiten berücksichtigen.
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3.2.2.1 Modellformulierung von Inman und Gonsalvez (2001)
Inman und Gonsalvez (2001) betrachten einen Hersteller48 von Volumenmarken mit einer
Großserienfertigung. Bei der Bestimmung der Zuordnung von Produkten zuWerken über
den Zeithorizont von mehreren (sechs) Jahren, unterteilt in Quartale, versuchen sie als
oberstes Ziel entgangene Verkäufe sog. 'Lost Sales' zu minimieren und als untergeordnete
Ziele die Auslastung der Werke zu harmonisieren und die Anzahl verbundener Werke im
Sinne des Chaining zu maximieren. Bei der Entscheidung für eine optimale Zuordnung
gehen Inman und Gonsalvez (2001) von folgenden Annahmen aus:
• Produktionsstart, -lebensdauer und hierfür konstante Nachfrage sind gegeben.
• Produkte können auf jeder Linie, die hierfür ausgerüstet ist, produziert werden.
Auf jeder Linie kann immer nur ein Produkt gefertigt werden.
• Flexible Rohbaulinien bedienen jeweils eine bestimmte Anzahl (hier zwei) vorde-
finierter Produktionslinien in einem Werk.
• Bereits bestehende Zuordnungen können nicht rückgängig gemacht werden.
• Bei einer Auslastung von mehr als 100% bei einem Werk bzw. Rohbau entstehen
Lost Sales.
• Der Produktionsstart von (Split-) Modellen findet, im Gegensatz zu der Formu-
lierung von Ferber (2005) und Henrich (2002), genau in der Periode statt, in der
der Produktlebenszyklus des Modells beginnt.
Um eine zwar nicht unbedingt optimale, aber bessere Lösung als die bisher 'von Hand' er-
mittelte Lösung zu generieren, wird die Problemstellung in zwei Modelle zerlegt. In dem
ersten Modell werden Zuordnungen so bestimmt, dass eine 'optimale' Lösung im Sinne
der Minimierung der Lost Sales generiert wird. Das zweite Modell versucht dann unter
Vorgabe von zulässigen Zuordnungen durch eine bessere Verteilung der Produktions-
mengen von Split-Modellen die Kapazitätsauslastung der Werke unter Berücksichtigung
der Lost Sales zu harmonisieren.
Im Folgenden soll insbesondere das erste Modell genauer beschrieben werden, da es
einzelne Aspekte der vorliegenden Problemstellung aufgreift. Hierzu werden zunächst die
notwendigen Daten und Variablen beschrieben. Das erste (Zuordnungs-) Problem bein-
haltet zwei Variablen: die Produktionsmenge (Xnt) auf einer Fertigungslinie n in Periode
t sowie die binäre Zuordnungsvariable (Zjn) von einem Produkt j zu einer Produktions-
linie n. Zuordnungsvariablen enthalten keinen Zeitindex, da im Planungshorizont einer
Produktionslinie genau einmal ein neues Modell zugeordnet werden kann. D.h. dass auf
einer Linie immer genau ein Produkt zu einem Zeitpunkt gefertigt wird und Linien nur
frei werden, wenn Produkte, die bereits vor dem Planungshorizont zugeordnet wurden,
auslaufen. Bestehende Zuordnungen werden über den Parameter Zˆjn ausgedrückt, der
den Wert eins annimmt, wenn Produkt j bereits auf Linie n gefertigt wird und 0 sonst.
48Praxisbeispiele und Annahmen beziehen sich auf General Motors.
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Wie lange ein bestehendes Produkt eine Fertigungslinie belegt, wird mit dem Parame-
ter ζnt fix vorgegeben, der den Wert eins annimmt, solange die Linie mit dem ersten
Produkt belegt ist.
In der Zielfunktion 3.2 werden Lost Sales, die sich aus Kapazitätsbeschränkungen von
Rohbau und den Werken ergeben, über alle Perioden minimiert.
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Verfügbare Kapazitäten werden hierbei in dem Jahr des Produktionsstarts um einen
Prozentsatz (redjt) reduziert, um hiermit die Anlaufphase wiederzugeben. Die zwei Aus-
drücke der Zielfunktion 3.2 innerhalb der geschweiften Klammer berücksichtigen die
Kapazitätsrestriktionen in den Rohbau- und den Montagelinien in einem Werk. Der
Kapazität (kBq ) des Roubaus q stehen jeweils die Produktionsmengen (Xnt) aller Mon-
tagelinien (βq), die diesem Rohbau zugeordnet sind, gegenüber. Übersteigen diese Pro-
duktionsmengen die Kapazität einer Rohbaulinie, ist der zweite Ausdruck innerhalb der
ersten geschweiften Klammer größer 0 und es entstehen Lost Sales in der Höhe der Kapa-
zitätsüberlastung. Werden hingegen Kapazitäten nicht voll ausgelastet, entstehen keine
Lost Sales, die gesamte zugeordnete Nachfrage kann bedient werden und der Ausdruck
nimmt den Wert null an. Dies gilt für alle Rohbaulinien in einem Werk (γi). Analog
entstehen Lost Sales, wenn die Nachfragemengen, die den Montagelinien eines Werkes
(`i) zugeordnet werden, die Kapazität des Werkes (ki) überschreiten. Dies wird mit der
zweiten geschweiften Klammer ausgedrückt. Bei der Formulierung bleibt jedoch unklar,
wie Kapazitäten von einer Montagelinie zu einer anderen transferiert werden können,
wenn auf der einen Seite zwischen unterschiedlichen Linien unterschieden wird, auf der
anderen Seite diese jedoch keine individuellen Kapazitätsbeschränkungen beinhalten.
Kosten bzw. Erträge werden in der Zielfunktion nicht berücksichtigt. Es findet demnach
keine Unterscheidung der Priorität verschiedener Fahrzeugmodelle statt.
Sind Linien aufgrund einer Umrüstung nicht verfügbar, wird der Parameter ζnt für
diese Zeit auf 1 gesetzt. Hinsichtlich der Kapazitäten ist der Reduktionskoeffizient so
gering gewählt, dass auch bei mehreren neuen Einführungen die Kapazität nie geringer
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als null werden kann. Dies könnte auch durch eine Nebenbedingung, die die Anzahl der
Neueinführungen in einem Werk pro Periode beschränkt, garantiert werden, ist hier aber
nicht angedacht.
Die Nebenbedingungen 3.2, denen die Zielfunktion unterliegt, beinhalten die Nachfra-
gebedienung, minimale Produktionsmengen, die maximale Anzahl an Zuordnungen und
logische Nebenbedingungen.
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≤ 1 ∀n, t [Ein Produkt pro Linie](c)
Gleichung 3.2a garantiert, dass in jeder Periode t die Produktionsmenge eines Mo-
dells j der Nachfrage (djt) in dieser Periode entspricht. Hierbei werden zum einen
bereits bestehende Zuordnungen und zum anderen neue Zuordnungen berücksichtigt.
Produktionsmengen enthalten bei dieser Formulierung auch Lost Sales. In Gleichung
3.2b wird die Anzahl der Zuordnungen (nZj ) von einem Produkt j zu verschiedenen
Produktionslinien n vorgegeben, d.h. für Solitärmodelle wird ein Wert von 1 und für
Split-Modelle wird ein Wert größer oder gleich zwei vorgegeben. Diese Formulierung un-
terscheidet sich dabei insofern von Nebenbedingung 3.1e bei Henrich (2002), dass hier
Split-Modelle genau so vielen Werken, wie zuvor definiert, zugeordnet werden müssen
und nicht wie bei Henrich (2002) und Ferber (2005) ein Freiheitsgrad bei der endgül-
tigen Anzahl an Zuordnung besteht. Ungleichung 3.2c besagt, dass jede Produktions-
linie genau einmal neu zugeordnet werden kann, sobald die Produktion des laufenden
Fahrzeugmodells endet. Diese Bedingung macht nur dann Sinn, wenn eine Linie wäh-
rend des gesamten Planungshorizontes auch nur einmal neu zugeordnet werden kann
bzw. Lebenszyklen von neuen Modellen den Planungshorizont überdauern.
Im Weiteren sind in der ursprünglichen Modellformulierung von Inman und Gonsalvez
(2001) vier Nebenbedingung zur Bestimmung der Mindestproduktionsmengen auf einer
Linie und zur Bedingung darüber, dass ein Produkt auf einer Linie nur dann produziert
werden kann, wenn es dieser vorher zugeordnet wurde. Da sich aus der Formulierung
dieser Nebenbedingungen jedoch Inkonsistenzen im Modell ergeben, sind diese hier nicht
im Detail aufgezeigt. So ist bei der Formulierung von Mindestproduktionsmegen xminn
(xminn ·
(∑J
j=1 ζnt · Zˆjn
)
≤ Xnt ∀n, t) u.a. zu berücksichtigen, dass die Variablen Xnt auch
Lost Sales beinhalten. Bei einer ungünstigen Konstellation der Eingabedaten kann dies
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dann dazu führen, dass die in Xnt enthaltenen Lost Sales größer oder gleich der Mindest-
produktion sind und tatsächlich gar keine Produktion des Modells auf der Montagelinie
stattfindet. Nicht zuletzt aus diesem Grund würde sich eine detailliertere Modellierung
von Lost Sales und fahrzeugmodellbezogenen Produktions- und Zuordnungsvariablen
für das Problem anbieten. Bei der gegebenen Problemstellung muss jedoch davon ausge-
gangen werden, dass Kapazitäten grundsätzlich groß genug sind, so dass dieser Fall hier
nicht eintritt. Hierfür spricht die spätere Minimierung der Kapazitätsüberschreitungen.
Im Allgemeinen scheint das Modell nicht ganz ausgereift und wird in dieser Form
offenbar auch nicht für die durchgeführten Tests implementiert. Der Parameter ζ ließe
sich zum Beispiel vermeiden, wenn die Variable für alle Zuordnungen um einen Perioden-
index erweitert würde und jeweils über momentan aktuelle Produkte summiert würde.
Hierdurch könnten auch die Einschränkungen auf genau ein neues Produkt auf einer
Linie entfallen.
Bei dem von Inman und Gonsalvez (2001) demonstrierten Beispiel wird das Zuord-
nungsmodell noch weiter reduziert, indem Split-Modelle als zwei oder mehr einzelne Mo-
delle mit einer vordefinierten Nachfrageaufteilung vorgegeben werden. D.h. nZj nimmt
für alle Produkte den Wert eins an. Da hierbei keine optimale Lösung garantiert werden
kann, werden die zehn besten Zuordnungen weiter untersucht und in Hinblick sowohl
auf Lost Sales als auch auf die Anzahl über dasselbe Produkt miteinander verbundener
('chained') Werke bewertet.
Um die Aufteilung der Produktionsmengen von Split-Modellen im Hinblick auf Ka-
pazitätsauslastung und Lost Sales zu verbessern, wird dann ein zweites Modell, das sog.
'flex and evaluater'-Modell aufgestellt. Hiermit sollen u.a. geplante Zuordnungen evalu-
iert werden, um den zuständigen Entscheidern 'what-if'-Analysen in Bezug auf Verände-
rungen der Produktionseinführungszeiten, der Kapazitäten, der Flexibilität und fixierter
Produkt/Werk-Zuweisungen zu ermöglichen. Das Modell minimiert die Überkapazitäten
in allen Werken, indem Produktionsmengen von Modellen, die auf zwei Linien in unter-
schiedlichen Werken gefertigt werden, unter Beachtung der Produktionsmindestmengen
umverteilt werden. In dem demonstrierten Beispiel können hierdurch Lost Sales von 2%
auf 1% der Gesamtnachfrage gesenkt werden. Zur Lösung des ersten Modells wird ein
depth-first Branch&Bound-Algorithmus verwendet, der für das Beispiel mit drei Werken,
sieben Produkten (zwei davon Split-Modelle), 24 Perioden (sechs Jahre à vier Quartale),
14 Produktionslinien und sieben Rohbaulinien in unter zehn Sekunden die beste Lösung
findet. Das zweite Modell kann in unter einer Sekunde gelöst werden.
3.2.2.2 Modellformulierung von Chandra u. a. (2005)
In der bereits in Kapitel 2.4.2.2 erwähnten Studie von Chandra u. a. (2005) wird ein stra-
tegisches Modell aufgestellt, mit dem der Wert eines flexiblen Produktionssystems bei
einem Volumenhersteller49 evaluiert werden kann. Hierbei werden für ein gegebenes, fle-
xibles System kostenoptimale Kapazitäten inklusive Überstunden und Überkapazitäten,
die durchschnittliche Nachfragewerte überschreiten, über einen Zeithorizont von meh-
49Praxisbeispiele beziehen sich hierbei auf Ford.
3.2. Modellansätze aus der Automobilindustrie 99
reren Jahren bestimmt. Bei den Kapazitäten wird hierbei zwischen produktspezifischen
und unspezifischen Kapazitäten unterschieden, indem ein bestimmter Prozentsatz der
Komponenten, aus denen ein Produkt zusammengebaut wird, produktspezifisch ist und
nur in diesem Fahrzeugmodell verbaut wird. Der Rest der Materialien kann als Standard-
komponenten, die in jedem Fahrzeugmodell vorkommen, angesehen werden. Standard-
komponenten werden darüber definiert, dass sie dieselbe Kapazität nutzen. Dies kann
mit der Modellierung der unterschiedlichen Kapazitäten in den drei Technologien Roh-
bau, Oberfläche und Endmontage bei Ferber (2005) verglichen werden. Zwar werden hier
Komponenten und nicht Technologien unterschieden, dies führt jedoch zu einer ähnli-
chen Formulierung der Kapazitätsrestriktionen. Im Weiteren wird zwischen externen
und internen Zulieferteilen unterschieden, wobei externe Kapazitäten nicht beeinflusst
werden können, interne jedoch schon. Eine solche Betrachtung könnte man auch in das
Modell von Ferber (2005) integrieren, wenn z.B. Kapazitäten von Motorenwerken als
interne Lieferanten berücksichtigt werden.
Flexibilitätsformen, die in die Betrachtung mit eingehen, sind im Einzelnen Prozess-
und Volumenflexibilität. Diese werden durch die mehrfache Zuordnung von Produkten
zu Werken, eine erhöhte Nutzung standardisierter Teile, Überkapazitäten und Überstun-
den in das Modell mit aufgenommen. Obwohl die hohe Relevanz von Logistikaspekten in
dem Zusammenhang angemerkt wird, werden Beschaffungs- und Distributionskosten in
dem Modell zugunsten der Lösbarkeit vernachlässigt. Auch werden Zuordnungen nicht
von dem Modell bestimmt, sondern gehen als Vorgaben ein. Produktlebenszyklen aller
Modelle verlaufen über den gesamten Planungshorizont und es finden keine Produkt-
wechsel statt.
Entscheidungsvariablen beziehen sich auf kontinuierliche Produktionsmengen (Xijt ≥
0), Überstundenproduktionsmengen (XOit ≥ 0) sowie Distributionsmengen (XDjt ≥ 0).
Zusätzlich kann die bestehende Kapazität durch die Bestimmung sog. Anpassungs-
faktoren entweder erweitert oder reduziert werden. Hierbei kann zwischen den Anpas-
sungsfaktoren der fahrzeugspezifischen Kapazitäten interner Lieferanten (δSj = 1 . . .∆
S
j ),
der für Standardkomponenten genutzten Kapazitäten (δcp = 1 . . .∆cp) sowie der ur-
sprünglichen Gesamtkapazität (δ = 1 . . .∆) unterschieden werden. Das verfolgte Ziel
ist bei einer lognormalverteilten Nachfrage (Djt) die Maximierung des erwarteten Ge-
winns (NPV), der sich aus den Verkäufen über den Planungshorizont abzüglich der
Investitions- und Instandhaltungskosten von Kapazitäten und den Marketingkosten zu-
sammensetzt. Insbesondere werden bei der Bestimmung der Produktionsmengen natio-
nale CAFE-Bestimmungen über die Kraftstoffeffizienz (s. Kapitel 2.3.2.3) berücksichtigt,
wobei die Möglichkeiten, diese bei Strafkosten zu verletzen, bzw. über mehrere Jahre hin
auszugleichen, hier vernachlässigt werden. Im Weiteren sind die Erfüllung der Nachfra-
ge, Kapazitätsrestriktionen und die Verfügbarkeit von individuellen Komponenten und
Standardkomponenten in den Nebenbedingungen wiederzufinden.
Die Lösung des Problems wird mit einem iterativen, simulationsbasierten Vorgehen
durchgeführt, wobei zuerst die Kapazitäten und anschließend die Produktionsmengen
festgelegt werden.
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In dem von Chandra u. a. (2005) untersuchten Fallbeispiel werden über fünf Jahre hin-
weg Kapazitäten und Produktionsmengen von acht Werken und 14 Modellen geplant.
Überstunden entsprechen in etwa 20% der Gesamtkapazität und können mit der Zusatz-
schicht in dem Modell von Ferber (2005) gleichgestellt werden. Über den Standort der
Werke wird keine Aussage gemacht, es kann jedoch davon ausgegangen werden, dass bei
Produktion und Absatz ausschließlich die USA betrachtet werden, was sich auch in der
Modellierung der CAFE-Regulierungen widerspiegel.
Im Folgenden wird das Modell genauer dargestellt.50 Zielfunktion 3.3 maximiert den
erwarteten abgezinsten Gewinn abzüglich der variablen Kapazitäts- und Überstunden-
kosten.51




























+ sk · kred [- Systemkapazitätskosten]
− ancp · (ckpS · δcp · kcp + ckp · kcp − skp · knp) [- Kap.kosten der Standartteile]










[- Kosten spezif. Teilekapazitäten]
Da in diesem Modell Entscheidungen für Kapazitätsveränderungen nur einmal zu
Beginn des Planungshorizontes zu treffen sind, wirkt sich der Diskontierungsfaktor (φt)
hier ausschließlich auf den zu erzielenden Verkaufserlös (pj) pro verkaufter Einheit (XDjt )
von Produkt j in einer Periode t und die Überstundenkosten (cO) für Produkte, die in
der Zusatzschicht in Werk i gefertigt werden (XOit ), aus. Die Zielfunktion beginnt mit
dem Gesamterlös über den Planungshorizont abzüglich der zusätzlichen Kosten, die im
Überstundenbetrieb entstehen. Anschließend folgen Kosten für generelle Kapazitäten
der internen Zulieferer (cSk) und der Werke (ck). Kosten entstehen hierbei im Einzelnen
bei der Erweiterung (δSj ) der Kapazitäten interner Lieferanten, die für jedes Produkt im
Verhältnis zu dessen durchschnittlicher Nachfrage (d¯j) aufgebaut werden. Hinzu kom-
men Kosten bei den generellen Werkskapazitäten, die sich aus bestehenden Kapazitäten
(ki) aller Werke i und Kapazitätserweiterungen (kerw) zusammensetzen. Müssen Ka-
50Aspekte, die für die in 4.2 betrachtete Problemstellung nicht von Relevanz sind, wurden hierbei
ausgelassen.
51Ursprünglich in dem Modell enthaltene Instandhaltungs- und Marketingkosten werden im Fol-
genden vernachlässigt, da sie für die vorliegende Arbeit kaum relevant sind und sich negativ auf die
Übersichtlichkeit auswirken.
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pazitäten nicht erweitert werden bzw. sind bestehende Kapazitäten nicht ausgelastet
(kred > 0), wird hierfür ein Kostenersparnis (sk) gutgeschrieben. In der nächsten Zeile
der Zielfunktion werden Kosten für die Kapazitäten von Standardkomponenten berück-
sichtigt. Es wird ein bestimmter Anteil der Gesamtmaterialien (ancp) vorgegeben, der
die Menge der Standardkomponenten (cp) bestimmt. Diese verursachen, ähnlich wie bei
der allgemeinen Systemkapazität, Kosten (ckpS) bei Veränderung (δcp) der Teilekapazi-
täten (kcp) bei den internen Lieferanten, Kosten (ckp) für die Kapazitäten (kcp), die für
Standardteile genutzt werden sowie Kostenersparnisse (skp) für Kapazitäten (knp), die
nicht für Standardteile genutzt werden. Dies begründet sich daraus, dass Kapazitäten,
die für Standardteile ausgelegt sind, höhere Kosten pro produzierte Einheit verursachen,
da diese Produktionslinien flexibel sein müssen. Auf der anderen Seite erhöhen sich die
Kosten für die Kapazitäten interner Teilelieferanten, wenn spezifische Teile verwendet
werden. Dies beinhaltet die letzte Zeile, in der für alle spezifischen Teile Kosten für die
Kapazitätsveränderungen im Verhältnis zur durchschnittlichen Nachfrage (d¯j) sowie für
die bestehenden Kapazitäten der internen Lieferanten (kSj ) entstehen.
Zielfunktion 3.3 wird durch die Nebenbedingungen 3.3 auf Seite 102 über die Flus-
serhaltung bei Produktion, Verkauf und Nachfrage, Regulierungen im Sinne der CAFE-
Bestimmungen sowie diverse Kapazitätsbedingungen eingeschränkt. Nebenbedingungen
3.3a und 3.3b spiegeln die Flusserhaltung und 3.3c die Beschränkung verkaufter Fahrzeu-
ge auf Basis der CAFE-Regulierungen wider. Hierbei muss die Kraftstoffeffizienz (fej)
aller Fahrzeuge, die in einem Jahr abgesetzt werden, eine bestimmte aggregierte Mindest-
effizienz (femin) erreichen. Diese Nebenbedingung erscheint hierbei nicht ausreichend,
um die Bestimmungen wiederzugeben. Zum einen können die Grenzwerte in der Realität
überschritten werden, was zu Strafkosten führt, die leicht in die Zielfunktion aufgenom-
men werden könnten, da hierfür monetäre Werte eindeutig angegeben werden können.
Zum anderen wäre es sinnvoll, dass wenn in dem Ausgangsproblem schon Marketing-
kosten berücksichtigt werden, diese Betrachtung dementsprechend auszuweiten, so dass
durch ausreichende Marketingaktivitäten die Nachfrage nach kraftstoffeffizienten Auto-
mobilen gesteigert werden kann. bei der ursprünglichen Formulierung von Chandra u. a.
(2005) ist es jedoch so, dass Marketingkosten als Funktion der Nachfragemengen inte-
griert werden, wobei die Nachfrage durch gesteigerte Marketingaktivitäten nicht erhöht
werden kann. Ein weiterer Kritikpunkt ist, dass unterschiedliche Nachfrageregionen nicht
berücksichtigt werden und die gesamte Produktionsmenge der Werke demnach nur an
einem Markt, in diesem Fall den USA, abgesetzt wird. Dies ist dann nicht mehr sinnvoll,
wenn Produkte weltweit für den globalen Markt gefertigt werden.
Die weiteren Nebenbedingungen befassen sich mit den Kapazitätsbeschränkungen.
Hierbei wird in Nebenbedingung 3.3d die Distributionsmenge (XDjt ) von Fahrzeugen auf
die fahrzeugspezifische Kapazität (kSj ), die sich aus der Anpassung der durchschnittli-
chen Nachfrage ergibt, beschränkt. In Nebenbedingung 3.3e wird die Produktionsmenge
in einem Werk von der Summe aus angepasster Werkskapazität und Überstundenkapa-
zität beschränkt. In Nebenbedingungen 3.3f und 3.3g werden die Produktionsmengen
(XOit ), die während der Überstunden produziert werden, durch die verfügbaren Über-
stunden (kOi ) im Werk und die generellen Produktionsmengen (Xijt) durch die teilespe-
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zifische Kapazität (kspij ) beschränkt. Nebenbedingunge 3.3h begrenzt die Absatzmenge
(XDjt ) durch die Standardkomponentenkapazität (k
cp), die sich aus der Summe der Ge-
samtkapazität aller Werke (
∑I
i=1 ki) und der angepassten Werkskapazität ergibt.
Nebenbedingungen 3.3: Modellformulierung von Chandra u. a. (2005)








fej ·XDjt ∀t [CAFE-Regulierungen](c)
XDjt ≤ kSj ∀j, t [Kapazität interner Lieferanten](d)
kSj = d¯j + δ
S
j · d¯j ∀j
J∑
j=1
Xijt ≤ δ · ki +XOit ∀i, t [Kapazität der Werke](e)
XOit ≤ δ · kOi ∀i, t [Verfügbare Überstundenkapazität](f)
Xijt ≤ δ · kspij ∀i, j, t [Kapazität pro Produkt und Werk](g)
J∑
j=1








ki [Kapazität für Standardkomponenten]
kerw = max
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In Nebenbedingungen 3.3i bis 3.3k werden die Kapazitätserweiterungen (kerw), die un-
genutzten Kapazitäten (kred) sowie die ungenutzte Kapazität der Standardkomponenten
(knp) anhand der zu bestimmenden Anspassungsfaktoren (δ) ermittelt.
Eine explizite Vorgabe über bestehende Zuordnungen ist hierbei nicht erkennbar. Es
ist daher zu vermuten, dass die produktbezogenen Kapazitäten der Werke (kspij ) genau
dann größer null sind, wenn eine Zuordnung vorhanden ist und null sonst. Hierüber
werden jedoch keine Angaben gemacht.
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Ein großer Unterschied zu den Modellen von Henrich (2002) und Ferber (2005) liegt in
der unterschiedlichen Modellierung der Produktionskosten. In diesem Fall sind variable
Kosten nicht von dem jeweiligen Fahrzeugmodell, sondern von der für das Fahrzeug-
modell genutzten Kapazität abhängig. Je nach Modellierung sollten hierdurch jedoch
keine Unterschiede für die resultierenden Kosten entstehen. Auffällig ist allerdings, dass
in diesem Problem fixe Investitionskosten sowohl bei Einführung eines neuen Fahrzeug-
modells als auch bei Kapazitätserweiterungen nicht berücksichtigt werden. Das Modell
dient dann wiederum eher der Analyse unterschiedlicher Konfigurationen, als der Er-
mittlung solcher, wie es auch bei dem Modell von Inman und Gonsalvez (2001) der Fall
ist.
3.2.2.3 Modellformulierung Francas u. a. (2007)
Im Weiteren sind in der Literatur verschiedene stochastische Modelle zur Kapazitäts-
und Flexibilitätsplanung in der Automobilindustrie zu finden, die meist in szenarioba-
sierte Modelle umgewandelt werden. So formulieren u.a. Eppen u. a. (1989) ein szenarien-
basiertes Modell für die Kapazitätsplanung hinsichtlich vierer Modellreihen bei General
Motors, das mithilfe des Solvers von LINDO Systems Inc (2008) gelöst wird.
Ein ausführlicheres zweistufiges stochastisches Modell zur Generierung robuster Lö-
sungen mit minimalen Lost Sales (lS ≥ 0) unter Berücksichtigung verschiedener Pro-
duktlebenszyklen wird bei Francas u. a. (2007) für einen Premiumhersteller52 aufgestellt.
Aufgrund der hohen Komplexität dieses Problems wird auch hier auf einen szenario-
basierten Ansatz (Szenario ω = 1 . . .Ω) zurückgegriffen, bei dem verschiedene mögliche
Realisationen für die Nachfrage vorgegeben und jeweils gleich gewichtet werden. Dieses
Problem wird dann in einem hierarchischen Vorgehen gelöst.
In einem ersten Schritt werden grundsätzliche Strukturen Zˆpi ∈ {0, 1} bei der Zuord-
nung von Produkten (auf Position p) zu Werken i im Sinne von z.B. keiner Flexibilität,
Chaining und totaler Flexibilität vorgegeben. Anschließend werden zwei Probleme ge-
löst, von denen eines den Wert der Lost Sales im besten Fall (BC) und das zweite
den Wert im schlechtesten Fall (WC) ermitteln. Hierbei wird entschieden, welches Pro-
dukt j sich auf welcher Position p innerhalb der vorgegebenen Struktur befindet. Dies
wird über die Zuordnungsvariable ∆jp ∈ {0, 1} bestimmt. Die Anzahl der Positionen
entspricht hierbei naturgemäß der Anzahl an zuzuordnenden Produkten. Abbildung 3.3
veranschaulicht die zwei Entscheidungsstufen, wobei links die generelle Struktur - in dem
Fall eine Kette - festgelegt wird und im zweiten Schritt auf der rechten Seite Produkte
den Positionen in der Struktur zugeordnet werden.
Die beiden Zielfunktionen, die die Lost Sales im besten Fall BC und im schlechte-
sten Fall WC bestimmen, sind in Zielfunktion 3.4 wiedergegeben. Hierbei stellt das
Modell mit der Zielfunktion BC eine Obergrenze und WC eine Untergrenze für die
zu erreichenden Produktionsmengen dar. Der Faktor 1|Ω| bildet bei der Annahme, dass
alle betrachteten Szenarien mit der gleichen Wahrscheinlichkeit eintreten, einen Durch-
schnittswert für die Lost Sales lSωpt, die bei Bestimmung der Produktionsmengen der
52Bei den Untersuchungen orientiert sich die Problemstellung an der Daimler AG.
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Stufe 1: Struktur Stufe 2: Zuordnung
piZˆ
Quelle: in Anlehnung an Francas u. a. (2007, Seite 7)
Zielfunktion 3.4: Minimierung der Lost Sales im besten und im schlechtesten Fall,




















unterschiedlichen Szenarien minimiert werden sollen. Im Falle der Zielfunktion BC wird
für alle möglichen Zuordnungen von Produkten zu Positionen ∆jp hierfür das Minimum
und bei WC das Maximum ermittelt. Die Nebenbedingungen 3.4, die für beide Modelle
BC und WC gleich aussehen, beinhalten die Flusserhaltung von Produktion und Nach-
frage unter Berücksichtigung von Lost Sales, Kapazitätsbeschränkungen und logische
Nebenbedingungen.
In Gleichung 3.4a werden für jedes Szenario ω die Produktionsmengen (Xωpit) und die
Lost Sales (lSωpt), die auf einer Position p in Werk i entstehen, der zugehörigen Nachfrage
(dωjt) nach dem Produkt j, das dieser Position zugeordnet ist, im Sinne der Flusserhal-
tung zugewiesen. Ungleichung 3.4b beschränkt die gesamte Produktionsmenge bezogen
auf den Produktionskoeffizienten (api) auf Basis der gesamten Kapazität (ki) in einem
Werk. Hierbei ist zu beachten, dass diese Formulierung in dieser Form nur Sinn macht,
wenn alle Produkte denselben Produktionskoeffizienten haben, da ansonsten die Position
und nicht das Produkt ausschlaggebend für den Kapazitätsverbrauch ist. Dies entspricht
den Annahmen der zuvor in diesem Kapitel beschriebenen Modelle, bei denen die Kapa-
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∆jp · dωjt ∀p, t, ω [PM + Lost Sales = Nachfrage](a)
I∑
p=1
api ·Xωpit ≤ ki ∀i, t, ω [Kapazitätsrestriktion](b)
Xωpit ≤ ki · Zˆpi ∀p, i, t, ω [Produktion nur bei Zuordnung](c)
J∑
j=1
∆jp = 1 ∀p [Position hat genau ein Produkt](d)
I∑
p=1
∆jp = 1 ∀j [Produkt genau auf einer Position](e)
zität jeweils in Produktionseinheiten unabhängig des Fahrzeugmodells angegeben wird.
Vermutlich nimmt aus diesem Grund auch bei Francas u. a. (2007) der Produktions-
koeffizient für alle Produkte den Wert eins an. Die Notwendigkeit des Parameters bleibt
somit unklar. Eine weitere Differenzierung der Kapazitäten nach Technologie oder Kom-
ponenten wird nicht in die Betrachtung einbezogen.
Ungleichung 3.4c garantiert als logische Nebenbedingung, dass ein Fahrzeug nur dann
in einem Werk hergestellt werden kann, wenn ein Produkt dem Werk bzw. einer Posi-
tion in diesem Werk zugeordnet wurde. In Kombination mit Gleichung 3.4a ergibt sich
hieraus auch der Zusammenhang der Variablen ∆jp und der Struktur Zˆpi und die daraus
resultierende Zuordnung von Produkten zu Werken. Gleichung 3.4d und 3.4e geben vor,
dass einer Position genau ein Produkt zugeordnet werden kann und umgekehrt ein Pro-
dukt nur einer Position. Die Differenz zwischen beiden Zielfunktionswerten gibt dann
ein Maß für die Robustheit einer Struktur an, d.h. je geringer die Differenz ist, desto
robuster ist die untersuchte Konfiguration.
Auch dieses Modell dient mehr der Analyse einzelner Konfigurationen als der Bestim-
mung optimaler Zuordnungen. Die direkte Berücksichtigung von Kosten wird hierbei
sowohl bezogen auf Investitionen als auch auf Lost Sales oder auch Supply Chain Ko-
sten völlig vernachlässigt.
Zusammenfassend kann festgehalten werden, dass kein Modell gefunden werden kann,
das die vorliegende Problemstellung genauer wiedergibt, als die aufgestellten MIP's von
Henrich (2002) und Ferber (2005). Nur vereinzelt werden Teilaspekte behandelt, die
sich so nicht in diesen Modellen wiederfinden, wie z.B. die Modellierung der CAFE-
Regulierungen bei Chandra u. a. (2005), die jedoch auch unter sehr vereinfachenden
Annahmen in das Modell integriert werden. Es ist zu erkennen, dass Studien, die sich
mit ähnlichen Problemstellungen beschäftigen, mehr auf die Analyse und Simulation ge-
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gebener Strukturen abzielen, als auf die Generierung solcher. Dies liegt mitunter daran,
dass das Aufstellen und das Lösen umfassender Modelle mit einigen Problemen verbun-
den sind, auf die im nächsten Kapitel genauer eingegangen wird.
3.3 Anforderungen an die Optimierung: Komplexität,
Unsicherheit und Mehrzieloptimierung
Die im vorigen Abschnitt beschriebenen Modelleigenschaften der strategischen Netzwerk-
planung führen zu einigen Schwierigkeiten bei der Lösung der Modelle. Es konnte gezeigt
werden, dass in den meisten Fällen ein MIP (Mixed Integer Program) mit teilweise nicht
linearen Eigenschaften und stochastischen Charakteristiken gelöst werden muss. Hierbei
führen insbesondere die Aspekte der Komplexität, der Unsicherheiten und der in die-
sem Zusammenhang zu berücksichtigenden multiplen Zielsetzungen zu Problemen bei
der Generierung optimaler Lösungen. Welche Möglichkeiten es gibt, diese Aspekte zu
berücksichtigen, wird in den folgenden Abschnitten beschrieben.
3.3.1 Komplexität und Lösungsverfahren
Die im vorigen Kapitel aufgestellten MIP's können zu den kombinatorischen Optimier-
ungsproblemen gezählt werden, die im Allgemeinen eine höhere Komplexität aufwei-
sen als kontinuierliche lineare Probleme (LP). Komplexität bezieht sich hierbei auf den
Rechenaufwand, der für die Lösung eines Optimierungsproblems entsteht. Anhand der
Komplexität lassen sich Optimierungsprobleme den zwei folgenden Kategorien zuordnen
(vgl. Domschke und Drexl, 2007, Seite 122ff):
1. Effizient lösbare Probleme, die mit polynomialem Aufwand gelöst werden können
- Klasse P
2. Schwer lösbare Probleme, bei denen bisher kein Algorithmus bekannt ist, der das
am schwierigsten zu lösende Problem desselben Typs mit polynomialen Aufwand
löst - Klasse NP-schwer
Probleme der strategischen Netzwerkplanung können grundsätzlich zu der zweiten Kate-
gorie gezählt werden, für deren Lösung neben exakten Verfahren, wie dem Entscheidungs-
baum- und dem Schnittebenenverfahren, auch einige heuristische Methoden, wie Eröff-
nungsverfahren zur Generierung von Startlösungen, darauf aufbauende Lokale Such- und
Verbesserungsverfahren sowie unvollständig ausgeführte exakte Verfahren häufig ver-
wendet werden. Heuristische Verfahren geben zwar keine Garantie für die Optimalität
der Lösung, können jedoch meist schnell gute zulässige Lösungen finden. Zudem können
Heuristiken im Zusammenhang mit Branch&Bound-Verfahren bei zu groß werdenden
Bäumen effizient eingesetzt werden (vgl. Domschke und Drexl, 2007, Seite 127-128).
Im Folgenden sollen die Heuristiken, die für die Lösung strategischer Netzwerkprobleme
eingesetzt werden (s. Kapitel 3.1.4), etwas genauer beschrieben werden.
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3.3.1.1 Heuristische Lösungsverfahren
Für die Generierung einer (Start-) Lösung werden sog. Eröffnungs- bzw. Konstruk-
tionsverfahren eingesetzt, die in einem sukzessiven Vorgehen eine zulässige Lösung
generieren. Hierzu zählen insbesondere (vgl. Domschke und Drexl 2007, Seite 129 und
Klein und Scholl 2004, Seite 464ff):
Greedy oder myopische Verfahren, die versuchen, in jedem Schritt eine möglichst ge-
ringe Verschlechterung des Zielfunktionswertes hervorzurufen,
Vorausschauende Heuristiken, die in jedem Schritt die Auswirkung auf nachfolgende
Zuordnungen der Lösungselemente und die daraus resultierende Lösungsgüte - z.B.
durch Berechnung sog. 'Regretwerte' (vgl. hierzu auch Seite 158ff), die das Bedau-
ern darüber ausdrücken, später nicht mehr in der Lage zu sein, eine Zuordnung
eines Lösungselementes zu wählen - überprüfen sowie
Uninformierte Heuristiken, die bei der Suche nach einer zulässigen Lösung die Aus-
wirkungen auf die Zielfunktion vernachlässigen.
Ausgehend von einer mit einem Eröffnungsverfahren bestimmten oder einer zufällig
ermittelten Lösung x suchen Lokale Such- oder Verbesserungsverfahren dann in-
nerhalb der jeweiligen Nachbarschaft N(x) nach einer Lösung, die den Zielfunktionswert
verbessert. Die NachbarschaftN(x) einer Lösung x beinhaltet hierbei alle Lösungen bzw.
Kandidaten x′ ∈ N(x), die durch eine einmalige Transformation der aktuellen Lösung
erreicht werden können. Transformationsvorschriften können hierbei sehr unterschied-
lich aussehen und müssen für den jeweils spezifischen Fall sinnvoll gewählt werden. Das
Durchführen einer einzelnen Transformation wird im Allgemeinen als Zug bezeichnet
und kann z.B. das Verschieben oder Vertauschen von Elementen innerhalb einer Rei-
henfolge oder auch das Verändern der Lösung an genau einer Stelle, wie das 'Kippen'
eines Bitvektors, beinhalten (vgl. Domschke und Drexl, 2007, Seite 129).
Bei der Auswahl des nächsten Zuges können Verfahren sowohl nach dem First Fit-
Prinzip, bei dem die erste bessere Lösung aus der Nachbarschaft gewählt wird, dem Best
Fit-Prinzip, bei dem die beste Lösung innerhalb der gesamten Nachbarschaft gewählt
wird, oder allen dazwischenliegenden Auswahlprinzipien vorgehen. Hinsichtlich der Rei-
henfolge der zu untersuchenden Nachbarschaften kann entweder zufällig oder systema-
tisch vorgegangen werden. Zudem kann das Verfahren entweder deterministisch oder sto-
chastisch angelegt sein. Wobei in einem deterministischen Verfahren die mehrfache An-
wendung auf dasselbe Problem auch immer zu demselben Ergebnis führt und bei einem
stochastischen Verfahren durch eine zufällige Komponente bei mehrfacher Anwendung
zu unterschiedlichen Ergebnissen gelangt werden kann. Dies kann z.B. durch eine zufäl-
lige Untersuchungsreihenfolge der Nachbarschaft gekoppelt mit einer First Fit-Strategie
oder auch durch zufällig generierte Startlösungen erreicht werden (vgl. Domschke und
Drexl, 2007, Seite 130).
Reine Verbesserungs- bzw. Abstiegsverfahren, bei denen neue Kandidaten aus der di-
rekten Nachbarschaft nur akzeptiert werden, wenn sie den Zielfunktionswert verbessern,
108 3. Modellierung und Optimierung von Produktionsnetzwerken
können dazu führen, dass die Suche relativ schnell in einem lokalen Optimum 'festhängt',
das jedoch u.U. erheblich schlechter sein kann als das globale Optimum. Ein Beispiel
für einen solchen Fall ist in Abbildung 3.4 dargestellt, in der die Nachbarschaft N(xn)
des aktuellen Kandidaten xn jeweils zu einer Verschlechterung des zu minimierenden
Zielfunktionswertes F (xn) führt und das globale Minimum x∗ mit dem Verfahren nicht
erreicht werden kann. Aus diesem Grund werden häufig sog. 'Metaheuristiken' ange-
wendet, die das Festhängen in lokalen Optima verhindern sollen. Hierzu gehören die
Tabusuche, das Simulated Annealing, das Threshold Accepting sowie Genetische Algo-
rithmen (vgl. Klein und Scholl, 2004, Seite 467). Hinzu kommen weitere Verfahren, wie
z.B. die Variable Nachbarschaftssuche.
Abbildung 3.4: Festhängen in lokalem Minimum
Quelle: in Anlehnung an Pirlot (1996, Seite 494)
Tabusuche Mit dem Verfahren der Tabusuche (Tabu Search)53 soll der lokale Such-
prozess auf deterministischen Weg aus dem lokalen Optimum herausfinden. Da es sich
hierbei um eine ausgiebig studierte Methode handelt, existieren mittlerweile zahlreiche,
unterschiedlich komplexe Formen und Anwendungen der Tabusuche. An dieser Stelle
soll lediglich die Grundidee dargestellt werden. Für eine ausführliche Beschreibung der
Tabusuche wird auf Glover und Laguna (1997) verwiesen.
Der Name der Tabusuche weist auf die dynamisch zu führende Liste der Züge hin, die
in einer Iteration nicht ausgeführt werden dürfen und somit 'tabu' gesetzt sind. Ausge-
hend von einer aktuellen Lösung x wird dann aus der gesamten Nachbarschaft N(x)−T ,
abgesehen der tabu gesetzten Züge T , nach dem Best Fit-Prinzip die Lösung mit dem be-
sten Zielfunktionswert ausgewählt. Um zu vermeiden, dass dieser Schritt in der nächsten
Iteration wieder rückgängig gemacht werden kann und ein Zirkulieren zwischen Lösun-
gen stattfindet, werden in der Tabuliste eine gewisse Anzahl der zuletzt ausgeführten
Züge verboten. Da hierbei nicht die Lösungen selbst, sondern nur bestimmte Züge tabu
53Die Tabusuche geht auf Glover (1977) zurück und wurde in einigen Folgestudien von ihm genauer
betrachtet und erweitert.
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sind, kann dies dazu führen, dass auch solche Lösungen nicht erreicht werden können, die
noch nicht besucht wurden. Um dies zu verhindern kann mit sog. 'Aspirations-Kriterien'
unter bestimmten Umständen der Tabustatus bestimmter Züge ausgesetzt werden, wenn
z.B. ein Zug zu einem besseren Zielfunktionswert als dem bisher besten führt (vgl. Pesch
und Voß, 1995, Seite 59). Das Verfahren endet, wenn gewisse Abbruchkriterien, wie z.B.
eine bestimmte Anzahl an insgesamt durchgeführten Iterationen bzw. eine gewisse An-
zahl an Iterationen, in denen kein besserer Zielfunktionswert erreicht werden konnte,
erfüllt sind oder auch, wenn alle Züge in der Nachbarschaft tabu gesetzt wurden (vgl.
Glover, 1990, Seite 4). Die Tabusuche ist ein weit akzeptiertes Verfahren und wurde be-
reits für viele unterschiedliche Problemstellungen erfolgreich implementiert (vgl. Glover,
1989, Seite 75).
Simulated Annealing Das Verfahren des Simulated Annealing (SA) bzw. der simu-
lierten Abkühlung54 ist im Gegensatz zu der Tabusuche ein stochastisches Verfahren
und basiert darauf, dass bei der Wahl eines neuen Kandidaten aus der Nachbarschaft zu
Beginn des Verfahrens auch größere Verschlechterungen der aktuellen Lösung akzeptiert
werden können (hohe Temperatur). Diese Temperatur (Akzeptanzwahrscheinlichkeit)
wird dann sukzessive bis auf null 'abgekühlt', was dazu führt, dass immer weniger bis
gar keine Verschlechterungen im Laufe des Verfahrens akzeptiert werden (vgl. Pirlot,
1996, Seite 495).
Typischerweise werden Kandidaten zufällig aus der definierten Nachbarschaft gewählt
(vgl. Pesch und Voß, 1995, Seite 57). Diese werden nach dem First Fit-Prinzip immer
akzeptiert, wenn deren Zielfunktionswert besser ist als der des aktuellen Kandidaten x.
Ist dies nicht der Fall, wird der neue Kandidat mit einer Wahrscheinlichkeit von p(it),
die von Iteration it abhängt, akzeptiert. Um das Abkühlen der Temperatur zu gewähr-
leisten, wird für u = 1 . . . U Stufen alle K Iterationen die generelle Wahrscheinlichkeit,
dass ein Kandidat akzeptiert wird, verringert. Das Verfahren endet zumeist nach einer
bestimmten Anzahl an Iterationen, in denen kein neuer Kandidat akzeptiert wurde (vgl.
Pirlot, 1996, Seite 495).
Simulated Annealing erfreut sich aus zwei Gründen einer breiten Akzeptanz bei der
Lösung komplexer praxisrelevanter Probleme. Zum einen konnten bereits einige Praxis-
probleme mit SA - bei relativ geringem Implementierungsaufwand - erfolgreich gelöst
werden und zum anderen kann eine theoretische Konvergenz des Verfahrens gegen ein
globales Optimium, wenn entsprechende Annahmen getroffen werden, nachgewiesen wer-
den (vgl. Aarts u. a., 2003, Seite 91).
Threshold Accepting Eine sehr ähnliche bzw. von Simulated Annealing abgeleitete
Metaheuristik ist das Threshold Accepting (TA)55. Der grundsätzliche Unterschied zu
SA liegt darin, dass die Akzeptanz eines Kandidaten, der zu einer Verschlechterung der
Zielfunktion führt, nicht stochastisch, sondern deterministisch bestimmt wird. Hieraus
54Der Name des Simulated Annealing geht auf die u.a. von Kirkpatrick u. a. (1983) aufgestellte
Analogie zu einem physischen Abkühlungsprozess eines Stoffes zurück.
55Das Verfahren des Threshold Accepting geht auf die Arbeit von Dueck und Scheuer (1990) zurück.
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ergibt sich, dass im Gegensatz zu SA, bei dem schlechtere Lösungen relativ selten akzep-
tiert werden, eine gewisse Verschlechterung der Lösung immer akzeptiert wird, solange
der Wert des Thresholds TH größer null ist (vgl. Dueck und Scheuer, 1990, Seite 163f).
Ähnlich wie beim Abkühlen des SA werden hier u = 1 . . . U abnehmende Thresholds
so gewählt, dass zu Beginn des Verfahrens fast alle Kandidaten akzeptiert werden und
zum Ende hin ausschließlich solche, die den Zielfunktionswert verbessern. Die Abarbei-
tung der Nachbarschaft erfolgt nach dem First Fit-Prinzip. Dueck und Scheuer (1990,
Seite 164) können hierbei für das Traveling Salesman Problem56 zeigen, dass selbst bei
deterministischer Auswahl der Kandidaten gute Ergebnisse erzielt werden können.
Der Ablauf des Verfahrens kann generell wie folgt beschrieben werden: Zunächst wer-
den abnehmende Thresholds bzw. Schwellenwerte und die Startlösung initialisiert. Ein
neuer Kandidat wird dann akzeptiert, wenn sein Zielfunktionswert kleiner oder gleich
dem Wert des aktuellen Kandidaten zuzüglich des Thresholds ist. Der nächst niedrigere
Threshold wird dann gewählt, wenn entweder eine gewisse Anzahl K an Iterationen
durchgeführt oder in den letzten KTH Iterationen keine bessere Lösung erreicht wurde.
Das Verfahren bricht ab, wenn entweder alle Thresholds abgearbeitet wurden oder eine
gewisse Anzahl an Iterationen Kstop > KTH kein neuer Kandidat akzeptiert wurde. Der
Verfahrensablauf ist in Algorithmus 3.1 als Pseudo-Code veranschaulicht (vgl. Dueck
und Scheuer, 1990, Seite 162).
Algorithmus 3.1: Threshold Accepting bei einer zu minimierenden Zielfunktion
INPUT: Startkonfiguration x
Menge U an abnehmenden Thresholds THu > 0
Anzahl an Iterationen K, KTH ≤ K und Kstop > KTH
SET: u := 1, it := 0, itTH := 0, itstop := 0
WHILE: u ≤ U UND itstop < Kstop
DO: Wähle eine neue Konfiguration x′ aus der Nachbarschaft N(x)
BERECHNE: 4 E := F (x′) - F (x)
WENN: 4 E < THu; SET: x := x′
SONST: itTH := itTH + 1; itstop := itstop + 1
SET: it := it+ 1
WENN: it = K oder itTH = KTH ; SET: u := u+ 1
OUTPUT: Insgesamt bester gefundener Kandidat x∗ mit F (x∗)
Quelle: in Anlehnung an Dueck und Scheuer (1990, Seite 162) und Bischoff und Dächert (2009, Seite 798)
Analog zu SA können auch für das TA Aussagen über die Konvergenz des Verfahrens
getroffen werden (vgl. Althöfer und Koschnick, 1991). Ähnlich wie bei anderen Meta-
heuristiken ist die Auswahl der einzelnen Parameter, insbesondere der Thresholds und
die der Nachbarschaft, ein kritischer Faktor für den Erfolg des Verfahrens (vgl. Aarts
56Problem bei dem eine kürzeste Rundreise zu bestimmen ist (vgl. Domschke, 1997, Seite 101).
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u. a., 2003, Seite 93). So können sowohl Beispiele in der Literatur gefunden werden, bei
denen TA zu besseren Ergebnissen führt als SA als auch solche, bei denen das Umge-
kehrte der Fall ist (vgl. Meyr, 1999, Seite 103). Auch für Standortprobleme lassen sich
Beispiele für den Vergleich der Lösungsgüte von SA und TA finden. Bischoff und Dä-
chert (2009) vergleichen z.B. unterschiedliche Metastrategien für ein Location-Allocation
Problem. Hierbei gelangt TA bei etwa derselben Laufzeit im Durchschnitt zu besseren
Ergebnissen, wobei SA über alle Tests hinweg etwas öfter die optimale Lösung findet.
Da es für den vorliegenden Fall wichtig ist, relativ schnell zu guten zulässigen Lösun-
gen zu gelangen, wird in Kapitel 5 ein Algorithmus auf Basis des Threshold Accepting-
Verfahrens entwickelt. Im Weiteren werden hierbei Ideen der Variablen Nachbarschafts-
suche, deren Vorgehen im Folgenden kurz beschrieben wird, in das Verfahren mit ein-
bezogen.
Variable Nachbarschaftssuche In den bisher beschriebenen Metaheuristiken wird je-
weils in der direkten Nachbarschaft nach neuen Kandidaten gesucht, d.h. es wird jeweils
nur ein Zug durchgeführt, bevor ein neuer Kandidat überprüft wird. Hierbei unterschei-
det sich die Variable Nachbarschaftssuche (VNS)57 von den anderen Verfahren, da sie
eine immer größer werdende Nachbarschaft in die Suche nach einer besseren Lösung
mit einbezieht. Ein neuer Kandidat wird nur dann akzeptiert, wenn dieser den Ziel-
funktionswert verbessert. Hierbei wird jeweils eine vordefinierte Anzahl an Nachbarn,
die zufällig gewählt werden, überprüft. Führen diese nicht zu einer Verbesserung, wird
die Nachbarschaft erweitert, d.h. es werden z.B. statt einer Transformation zwei (und
mehr) aufeinander folgende Züge durchgeführt, bevor der neue Kandidat überprüft wird.
Verschiedene Variationen des Verfahrens sind denkbar, wie z.B. die Akzeptanz geringer
Verschlechterungen ähnlich dem SA und TA oder die Wahl des besten Kandidaten in-
nerhalb unterschiedlicher Nachbarschaften (vgl. Hansen und Mladenovi¢, 2001, Seite
451).
Hierbei kann angemerkt werden, dass grundsätzlich eine Kombination verschiedener
Metastrategien, wie eine Kopplung des Simulated Annealing mit einem Genetischen
Algorithmus, der im nächsten Abschnitt kurz beschrieben wird, oder auch anderer Ver-
fahren, nicht unüblich und erfolgversprechend ist (vgl. Aarts u. a., 2003, Seite 120).
Genetische Alogrithmen Genetische Algorithmen (GA)58 gehören zu den Evolutio-
nären Verfahren. Diese Verfahren orientieren sich an der Evolutionstheorie und versu-
chen auf Basis einer 'Population' zulässiger Lösungen Eigenschaften guter Lösungen zu
identifizieren und in neuen Populationen zu vereinen (vgl. Pesch und Voß, 1995, Seite
63). Hierin besteht ein entscheidender Unterschied zu den bereits beschriebenen Ver-
fahren, die sich jeweils an einer Lösung und nicht einer ganzen Lösungspopulation bzw.
-menge orientieren. Ausgehend von einer aktuellen Population X it von K Lösungen wird
57Das Verfahren der Variablen Nachbarschaftssuche wurde von Mladenovi¢ und Hansen (1997) erst-
mals vorgestellt.
58Die Genetischen Algorithmen wurden von John Holland und Kollegen an der University of Michi-
gan entwickelt (vgl. Goldberg, 1989, Seite 1).
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in jeder Iteration it eine Population derselben Größe mit den Schritten Reproduktion,
Kombination und Mutation erzeugt. Hierbei werden die Lösungen der aktuellen Popu-
lation, die ein bestimmtes Kriterium (vorzugsweise die Zielfunktion) am besten erfüllen,
zufällig ausgewählt und paarweise kombiniert. Ein zufällig gewählter geringer Anteil der
daraus entstehenden 'Kinder' wird 'mutiert', indem einzelne Charakteristika verändert
werden. Diese mutierten Kinder ersetzen solche Lösungen der neuen Population, die
das Zielkriterium weit verfehlen. Das Verfahren endet nach einer gegebenen Anzahl an
Iterationen bzw. neu erzeugter Populationen (vgl. Pirlot, 1996, Seite 501f). Ein gewis-
ser Anteil der guten Lösungen kann zudem einfach in die nächste Population kopiert
(reproduziert) werden, um die Güte der gesamten Population zu erhöhen.
Einzelne Lösungen werden in einem Genetischen Algorithmus in seiner ursprüngli-
chen Form durch binäre Zeichenfolgen repräsentiert. Kombinatorische Probleme lassen
sich häufig allerdings schwer in dieser Form wiedergeben. Generell sind GA nicht für
das 'Feintuning' nahe optimaler Lösungen geeignet und werden daher häufig mit loka-
len Suchverfahren kombiniert - sog. Genetische Lokale Suchverfahren bzw. Genetische
Enumeration - (vgl. Pesch und Voß, 1995, Seite 64).
3.3.2 Unsicherheiten und Stochastische Optimierung
Aufgrund der bestehenden Unsicherheiten über verschiedene Inputdaten, wie die Nach-
frage und Wechselkurse, die in Kapitel 2.4.1 beschrieben wurden, muss neben der Op-
timierung von finanziellen Kriterien auch die Robustheit59 einer Lösung berücksichtigt
werden, da eine optimale Lösung eines Szenarios bei veränderten Rahmenbedingungen
zu einer suboptimalen oder gar schlechten Lösung hinsichtlich der finanziellen Kriterien
und Lost Sales werden kann.
Unsicherheiten lassen sich generell in zwei Situationen einteilen (vgl. Dinkelbach und
Kleine, 1996, Seite 62f): Risikosituationen, in denen unsichere Parameter mittels
einer Wahrscheinlichkeitsverteilung beschrieben werden können, und Unsicherheits-
situationen, bei denen mögliche Ausprägungen der unsicheren Parameter, jedoch nichts
über deren Verteilung bzw. Eintrittswahrscheinlichkeiten, bekannt ist. Problemstellun-
gen in einer Risikosituation lassen sich in einer stochastischen Optimierung lösen. Dabei
können unsichere Parameter sowohl in der Zielfunktion als auch in den Nebenbedin-
gungen vorkommen. Stochastische Probleme können als zweistufiges Problem model-
liert werden, wobei auf der ersten Stufe Entscheidungen unter Unsicherheit getroffen
werden müssen. Auf der zweiten Stufe sind die Ausprägungen der unsicheren Fakto-
ren bekannt und es müssen Entscheidungen unter Vorgabe der ersten Stufe getroffen
werden. Stochastische Probleme, bei denen ein Teil der Entscheidungen getroffen wer-
den kann, nachdem die Ausprägung unsicherer Faktoren bekannt ist, werden auch als
Rekursionsmodelle bezeichnet (vgl. Birge und Louveaux, 1997, Seite 52). Ein zweistu-
figes stochastisches Modell wird z.B. in der bereits in Kapitel 3.2.2.3 angesprochenen
Arbeit von Francas u. a. (2007, Seite 5f) aufgestellt, bevor aus Komplexitätsgründen auf
das beschriebene hierarchische Vorgehen ausgewichen wird. Da eine Formulierung von
59vgl. zu der Definition von Robustheit Seite 4 und Seite 114.
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stochastischen Modellen zu großen Problemen bei der Lösung selbst bei einer gegebenen
Werkebelegung führen kann (vgl. Santoso u. a., 2005, Seite 100), werden häufig Ersatz-
modelle aufgestellt, die eine Vereinfachung der stochastischen Parameter sowohl in der
Zielfunktion als auch in den Nebenbedingungen verfolgen (vgl. Dinkelbach und Klei-
ne, 1996, Seite 63ff). Ersatzwertmodelle bieten zudem den Vorteil, Zusatzkriterien für
die Beurteilung von Lösungen aufzustellen, da meist keine Lösung existiert, die sowohl
für jede Ausprägung der Wahrscheinlichkeiten zulässig als auch optimal ist (vgl. Scholl,
2001, Seite 71). Im Einzelnen kann auf folgende Ersatzmodelle zurückgegriffen werden,
die sich hinsichtlich ihrer Robustheit gegenüber Ausprägungsveränderungen stark von-
einander unterscheiden können(vgl. Scholl, 2001):
3.3.2.1 Indirekte Berücksichtigung der Unsicherheit
Fat Solution-Modelle: Es werden nur die Handlungsalternativen zugelassen, die für
alle Szenarien zulässig sind. Es kann vorkommen, dass keine solche Handlungsal-
ternative existiert.
Deterministische Ersatzwertmodelle: Unsichere Werte werden durch einen determi-
nistischen Wert ersetzt, d.h. es existiert nur noch ein Szenario.
Erwartungswertmodelle: Alle unsicheren Parameter werden durch ihren Erwartungs-
wert oder andere geschätzte Werte, wie z.B. den am wahrscheinlichsten erschei-
nenden Wert, ersetzt. Diese Lösung ist in den meisten Fällen weder hinsichtlich
der Zulässigkeit noch der Optimalität robust.
Korrekturmodelle: Bei risikoscheuen Entscheidern können Sicherheitskorrekturen durch
Ab- bzw. Zuschläge vollzogen werden. Dies verbessert die Zulässigkeitsrobustheit.
Worst Case-Modelle: Bei absoluter Risikoscheue wird das Worst Case-Szenario ge-
wählt. Hierbei erreicht man absolute Zulässigkeitsrobustheit, aber meist sehr un-
günstige Werte für die Robustheit von Ergebnis und Optimalität.
Sensitivitätsanalyse: Diese wird nach Beendigung der Optimierung anhand eines Er-
satzwertmodells durchgeführt. Hierbei wird untersucht, wie sensitiv die optimale
Lösung gegenüber Parameterveränderungen ist. Mithilfe der Dualitätstheorie kann
ermittelt werden, in welchem Bereich ein Parameter in der Zielfunktion schwan-
ken kann, ohne dass die Optimalität verletzt wird, bzw. in welchem Bereich ein
Parameter in den Nebenbedingungen schwanken kann, ohne dass die Zulässigkeit
verletzt wird. Diese Methode verliert bei der Variation mehrerer Parameter sowie
bei ganzzahlig-linearen Modellen an Aussagekraft.
Risikoanalyse: Hierbei werden sog. Risikoprofile (Verteilungsfunktionen) für Ergebnis-
se, die von unsicheren Parametern abhängen, erstellt und analysiert. Bei einer
großen Anzahl von Szenarien wird ein 'Wait-and-See'-Modell formuliert und ge-
löst, bei dem davon ausgegangen wird, dass man Entscheidungen so weit nach
hinten verschieben kann, bis die unsicheren Daten bekannt sind.
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Szenarioanalyse: Bei dieser Methode werden verschiedene Szenarien durch Beurteilung
der Entwicklung bestimmter Einflussfaktoren, wie die politische Lage, der tech-
nologische Fortschritt und das Konsumverhalten ermittelt. Die Szenarioanalyse
untersucht verschiedene Entwicklungsrichtungen und deren Eintrittswahrschein-
lichkeiten. Die Ermittlung der Szenariowahrscheinlichkeit beruht dann auf den
Eintrittswahrscheinlichkeiten dieser Entwicklungen unter Berücksichtigung von
möglichen Interdependenzen.
3.3.2.2 Direkte Berücksichtigung der Unsicherheit
Chance Constrained-Modelle: In diesen Modellen wird die Einhaltung von Neben-
bedingungen mit einer bestimmten Zulässigkeitswahrscheinlichkeit gefordert. Dies
kann für alle Nebenbedingungen simultan oder durch separate Zulässigkeitswahr-
scheinlichkeiten geschehen.
Kompensationsmodelle: Bei diesem Modell wird davon ausgegangen, dass Verletzun-
gen der Nebenbedingungen durch gezielt antizipierbare Gegenmaßnahmen, die mit
Kosten verbunden sind, nach Eintreten eines Szenarios ausgeglichen werden kön-
nen.
Da bei der vorliegenden Problemstellung der strategischen Planung jedoch insbesondere
in Hinsicht auf die Nachfrage neuer Fahrzeugmodelle keinerlei Informationen über die
Wahrscheinlichkeitsverteilungen existieren, handelt es sich hierbei um eine Unsicher-
heitssituation (Fleischmann u. a., 2006, Seite 198). Eine stochastische Optimierung er-
scheint in diesem Zusammenhang demnach nur begrenzt sinnvoll, da sie nicht nur einen
zu hohen Rechenaufwand mit sich bringt sondern darüber hinaus geschätzte Wahrschein-
lichkeitsverteilungen hier nicht notwendigerweise zu einer guten Lösung führen.
Eine Möglichkeit, mit Unsicherheitssituationen bei großer Risikoscheue umzugehen,
ist die Robuste Planung, bei der auf verschiedenen Ebenen die Robustheit einer Lösung
garantiert wird. Die Robustheit eines Plans besagt hierbei, dass für jedes denkbare
Szenario ein gutes bzw. akzeptables Ergebnis hinsichtlich des verfolgten Zieles erreicht
wird. Robuste Pläne zeichnen sich dabei durch einen hinreichenden Grad an Stabilität
hinsichtlich der bei der Planung berücksichtigten und vorhergesehenen Ereignisse sowie
einem gewissen Grad an Flexibilität, die sich auf unvorhersehbare stark abweichende
Ereignisse insbesondere bei der strategischen Planung bezieht, aus. Robustheit kann
generell in Hinblick auf das Ergebnis, die Optimalität, die Zulässigkeit und weitere
Kriterien verfolgt werden (vgl. Scholl, 2001, Kapitel 4). Bei dem vorliegenden Problem
könnte z.B. ein robuster Plan hinsichtlich der Lost Sales erstellt werden. Dieser könnte
durch die in Kapitel 2.4.2.2 beschriebene komplette Prozessflexibilität - vorausgesetzt,
es stehen ausreichend Kapazitäten zur Verfügung - erreicht werden, die jedoch zu sehr
hohen Investitionskosten führt und daher nicht sinnvoll erscheint.
Bei den untersuchten Modellen in Kapitel 3.1.3, die sich mit Unsicherheiten befassen,
wird häufig auf die Szenarioanalyse bzw. -technik zurückgegriffen, die als Werkzeug der
Robusten Planung angesehen werden kann. Dies ist typisch für die strategische Planung,
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bei der systematisch verschiedene Zukunftsentwicklungen untersucht werden (vgl. Scholl,
2001, Seite 215). Hierbei werden mehrere Realisationen/Szenarien der unsicheren Pa-
rameter mit Wahrscheinlichkeiten gewichtet und in ein Optimierungsmodell integriert,
indem betroffene Nebenbedingungen für alle Szenarien aufgestellt werden und die Ziel-
funktion über alle gewichteten Szenarien gebildet wird. Die Szenariotechnik beinhaltet
hier zwei große Nachteile. Zum einen ist die Identifikation von Szenarien und der zuge-
hörigen Wahrscheinlichkeiten eine sehr schwierige Aufgabe und zum anderen wird aus
Komplexitätsgründen dazu tendiert, möglichst wenige Szenarien zu untersuchen, was
wiederum die Aussagekraft über zukünftige Entwicklungen beeinträchtigt (vgl. Snyder,
2006, Seite 538).
3.3.3 Mehrzieloptimierung
Das Verfolgen finanzieller Ziele auf der einen und Robustheits- und Flexibilitätsgedanken
auf der anderen Seite führen zu multikriteriellen Zielen, die in einem Optimierungsmodell
nicht einfach miteinander kombiniert werden können. Wie bereits in Abschnitt 3.1.1.2
beschrieben, können mehrere konkurrierende Ziele auf unterschiedliche Weise in einem
Optimierungsmodell formuliert werden. Generell können Ziele zueinander komplemen-
tär, konkurrierend oder neutral sein. Konkurrierende Ziele führen zu einem Zielkonflikt,
bei dem keine Lösung existiert, die für alle Ziele optimal ist. Ohne weitere Annahmen
können lediglich effiziente Lösungen ermittelt werden, die von keiner anderen Alternati-
ve dominiert werden, d.h. es gibt keine andere Lösung, die hinsichtlich aller Ziele gleich
gute oder bessere Ergebnisse und in mindestens einem Ziel ein besseres Ergebnis erzielt.
Aus den effizienten Lösungen muss dann die 'beste' ausgewählt werden (vgl. Domschke
und Scholl, 2005, Seite 55f). Dies kann mithilfe von präferenzbasierten oder generieren-
den Verfahren erreicht werden. Präferenzbasierte Verfahren bringen hierbei die einzelnen
Ziele in eine Reihenfolge (s. unten) und suchen nach der Lösung, die diese Reihenfolge
optimiert. Generierungstechniken versuchen, alle effizienten (pareto-optimalen) Lösun-
gen zu finden, aus denen der Entscheidungsträger dann eine auswählen kann (vgl. Cur-
rent u. a., 2002, Seite 97). Zu den präferenzbasierten Vorgehensweisen gehören u.a. die
lexikographische Ordnung von Zielen, die Zieldominanz, die Zielgewichtung und die Be-
rücksichtigung von Abstandsfunktionen, das sog. 'Goal Programming' (vgl. Domschke
und Scholl, 2005, Seite 56-59):
Lexikographische Ordnung von Zielen: Bei diesem Verfahren werden alle Ziele an-
hand ihrer Wichtigkeit in eine Reihenfolge gebracht. Das Modell wird dann zu-
nächst für das erste Ziel optimiert. Alle hierbei ermittelten Lösungen werden an-
schließend hinsichtlich des zweiten Ziels optimiert usw. bis alle Ziele berücksichtigt
wurden. Hierbei kann auch eine gewisse Verschlechterung des übergeordneten Ziels
in Betracht gezogen werden.
Zieldominanz: Bei der Zieldominanz wird das Hauptziel in der Zielfunktion verfolgt
und alle weiteren Ziele in Nebenbedingungen zu einem Mindest- bzw. maximalen
Anspruchsniveau gezwungen.
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Zielgewichtung: Bei der Zielgewichtung werden alle Ziele mit einem Wert zwischen
null und eins gewichtet in die Zielfunktion integriert. Die Summe aller Gewichte
ergibt hierbei eins.
Goal Programming: Bei diesem Verfahren wird zunächst die optimale Lösung für jedes
einzelne Ziel ermittelt. Im Anschluss daran wird eine Lösung gesucht, die einen
möglichst geringen Abstand zu den von dem Entscheider angestrebten Werten
(bzw. von den optimalen Zielfunktionswerten) beinhaltet.
In den in Abschnitt 3.1.1.2 betrachteten Modellen wurde fast immer das Verfahren der
Zieldominanz gewählt. Hinzu kommen die vorgestellten Modelle, die sich einer Zielge-
wichtung bedienen.
3.4 Vergleich der Lösungsansätze von Jordan und
Graves (1995) und Ferber (2005)
In diesem Kapitel sollen die beiden Lösungsansätze von Jordan und Graves (1995) und
Ferber (2005) hinsichtlich der angesprochenen Probleme im vorangegangen Kapitel ver-
glichen werden, um deren Vor- und Nachteile herauszustellen.
3.4.1 Komplexität und Lösungsverfahren
Das in Kapitel 3.2.1.2 vorgestellte Modell von Ferber (2005) stellt ein sehr komplexes
MIP dar, das sowohl Investitionszahlungen als auch operative Supply Chain Kosten über
einen dynamischen Zeithorizont berücksichtigt. Die Flexibilität des Netzwerkes wird
über Flexibilitätsreserven bei den Kapazitäten und die Definition weniger Split-Modelle
indirekt in das Modell einbezogen. Strategische und weitere Rahmenbedingungen der
Werkebelegung werden bereits vor der Optimierung berücksichtigt, indem nur einige
Fahrzeugmodellzuordnungen als zulässig definiert werden und wenige Fahrzeugmodel-
le als Split-Modell eingeführt werden können. Hinzu kommt die Berücksichtigung von
bereits in Serie produzierten Modellen und die Abbildung von Vorgänger- und Nachfolge-
modellen. Da die Nachfrage als sicherer Inputwert angesehen wird und eine komplette
Nachfragebedienung erfolgt, werden Lost Sales nicht in die Betrachtung mit einbezogen.
Gewinne entstehen daher unabhängig von der Lösung des Optimierungsproblems immer
in der gleichen Höhe und müssen bei der Modellierung nicht berücksichtigt werden.
Ganz anders sieht es bei dem wenig komplexen Simulationsmodell von Jordan und
Graves (1995) aus, das bereits in Kapitel 2.4.2 Seite 61ff angesprochen wurde. In diesem
statischen Modell werden über einen nicht genauer definierten Zeitraum die erwarteten
Absatzmengen maximiert (entspricht der Minimierung von Lost Sales) und die Kapazi-
tätsauslastung zwischen allen Werken harmonisiert. Das Vorgehen von Jordan und Gra-
ves (1995), bei dem nach und nach zusätzliche Zuordnungen bei einer existierenden Kon-
figuration hinzugefügt werden, kann zu unterschiedlichen Lösungen führen, die jedoch
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dieselben Auswirkungen auf erwartete Absatzmengen und die Kapazitätsauslastung ha-
ben. Dies bietet dem Entscheidungsträger die Möglichkeit, aus unterschiedlichen Lösun-
gen die für ihn am besten erscheinende zu wählen. Hierbei können Investitionszahlungen
und bisher nicht berücksichtigte Rahmenbedingungen, die bei Ferber (2005) bei der
Optimierung berücksichtigt werden, in die Entscheidung mit einbezogen werden. Auch
können Zuordnungen, die aus strategischen oder praktischen Gründen wenig sinnvoll
erscheinen, hier aussortiert werden. Die Abbildung von Vorgänger- und Nachfolgemo-
dellen, wie sie bei Ferber (2005) über den dynamischen Planungshorizont geschieht, ist in
dem statischen Modell jedoch nicht möglich. Vorgänger- und Nachfolgemodelle können
hier nur über ein Produkt repräsentiert werden und bereits in Serie produzierte Modelle
über fixe Zuordnungen. Wichtige Aspekte, wie Investitionen und die Einführung neuer
Modelle, können dabei nicht hinreichend abgebildet werden.
Ein weiterer entscheidender Unterschied der beiden Ansätze ist die Betrachtung der
Kapazitäten sowie der weiteren Rahmenbedingungen. Ferber (2005) unterscheidet bei
den Kapazitäten sowohl nach Technologien als auch nach normaler Arbeitszeit und
Überstunden. Zudem werden Flexibilitätsreserven bei der Planung berücksichtigt. Bei
Jordan und Graves (1995) wird lediglich die gesamte Werkskapazität unabhängig von
der Technologie und von Überstunden betrachtet. Hierbei wäre es denkbar, Kapazitäts-
beschränkungen eines Werkes auf eine bestimmte Anzahl an Fahrzeugmodellen entweder
bereits bei der Generierung verschiedener Lösungen oder im Anschluss bei der Auswahl
der 'besten' Lösung zu berücksichtigen. Die Integration von Flexibilitätsreserven in das
Modell von Jordan und Graves (1995) stellt grundsätzlich kein Problem dar, wird je-
doch nicht angestrebt, da die spezifischen Zuordnungsstrukturen ausreichend Flexibilität
beinhalten sollen. Überstunden werden indirekt durch eine ausgeglichene Auslastung der
Werke vermieden.
Die Betrachtung der Supply Chain und der damit verbundenen Rahmenbedingun-
gen, die insbesondere für die Komplexität des Modells von Ferber (2005) verantwortlich
sind, ist im Gegensatz zu den vorher genannten Punkten schwer in das Vorgehen von
Jordan und Graves (1995) zu integrieren. Hier werden jegliche Auswirkungen auf Be-
schaffung und Distribution vernachlässigt und können die Problemstellung eines globalen
Produktionsnetzwerkes so nicht hinreichend widerspiegeln.
Die Komplexität des MIP's von Ferber (2005) führt dazu, dass vor der Lösung des
Problems mit einem Standardsolver eine den Lösungsraum stark eingrenzende Vorse-
lektion zulässiger Zuordnungen und möglicher Split-Modelle erfolgt. Für jedes Szenario
kann genau eine optimale Lösung ermittelt werden. Dies steht im Gegensatz zu dem
Simulationsmodell von Jordan und Graves (1995), mit dem, wie bereits erwähnt, meh-
rere gleichermaßen geeignete Lösungen ermittelt werden können.
3.4.2 Berücksichtigung von Unsicherheiten
Die Unsicherheit der Nachfrage stellt bei Jordan und Graves (1995) einen zentralen
Punkt der Arbeit dar. Hierbei werden Erwartungswerte bei einer normalverteilten Nach-
frage berechnet. In den demonstrierten Beispielen wird davon ausgegangen, dass die Pro-
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duktnachfrage nach Fahrzeugmodellen innerhalb eines Segments (z.B. Kleinwagenseg-
ment) positiv korreliert ist und zwischen unterschiedlichen Segmenten keine Korrelation
besteht. Zusätzlich wird davon ausgegangen, dass die Systemkapazität (Gesamtkapazi-
tät aller Werke) ausreicht, um die erwartete Produktnachfrage zu bedienen und somit
bei totaler Flexibilität keine Lost Sales entstehen können. In einem iterativen Vorgehen
werden dann im Sinne des Chaining zu einer bestehenden Zuordnungsstruktur so lange
weitere Zuordnungen hinzugefügt, bis sich eine Kette ergibt. Diese kann bei Nachfrage-
veränderungen, wie bereits beschrieben, flexibel reagieren und führt zu einer hohen
Stabilität des Systems.
Im Gegensatz hierzu werden in dem Modell von Ferber (2005) alle Inputwerte als si-
chere Werte angesehen. Flexiblität als Werkzeug gegen unvorhergesehene Entwicklungen
wird lediglich indirekt durch die angesprochenen Flexibilitätsreserven das Definieren ein-
zelner Split-Modelle und die Untersuchung unterschiedlicher Szenarien einbezogen. Hier-
bei werden nur sehr wenige Szenarien untersucht. Eine systematische Szenarioanalyse
würde zu einem sehr hohen Rechenaufwand führen.
3.4.3 Berücksichtigung von multikriteriellen Zielen
Bei Ferber (2005) wird, wie bei den meisten betrachteten Optimierungsmodellen, nach
dem Prinzip der Zieldominanz vorgegangen. Finanzielle Kriterien werden hierbei in der
Zielfunktion minimiert, wobei weitere Kriterien in Nebenbedingungen formuliert werden.
Hierzu gehören mitunter die Definition der Split-Modelle, die Vorgabe der Flexibilitäts-
reserven sowie die Nachfragebedienung. Jordan und Graves (1995) gehen hingegen nach
einem generierenden Verfahren vor, wobei Investitionen indirekt über die Anzahl hinzu-
gefügter Zuordnungen einbezogen werden. Unter der Berücksichtigung dieser Vorgabe
werden verschiedene (pareto-optimale) Lösungen hinsichtlich der erwarteten Verkaufs-
zahlen und der erwarteten Kapazitätsauslastung aufgestellt. Diese können anschließend
anhand zusätzlicher Kriterien weiter selektiert werden.
Die beschriebenen Unterschiede sind in Tabelle 3.1 zusammengefasst dargestellt. Die
Vor- und Nachteile beider Ansätze lassen sich daraus wie folgt ableiten: Eindeutiger
Vorteil des Ansatzes von Ferber (2005) ist die Berücksichtigung aller relevanten Fak-
toren und Nebenbedingungen eines globalen Produktionsnetzwerkes. Auswirkungen auf
verschiedene Bereiche der Supply Chain sind bei unterschiedlichen Entscheidungen für
die Werkebelegung und Werkskapazitäten direkt erkennbar. Ein großer Nachteil ist je-
doch die mangelnde direkte Beachtung von Unsicherheiten bezüglich der Inputdaten.
Zwar wird mit Flexibilitätsreserven und Split-Modellen versucht, ein flexibles System
zu generieren, allerdings kann hierdurch die Robustheit des Systems nicht garantiert wer-
den. Aufgrund der Minimierung der Investitionskosten werden tendenziell wenig Split-
Modelle mehrfach zugeordnet, auch wenn die Zuordnung zu weiteren Werken die Flexi-
bilität entscheidend erhöhen könnte. Als weiterer Nachteil kommt die hohe Komplexität
des Modells hinzu, die eine ausgiebige Analyse verschiedener Szenarien verhindert.
Diese Nachteile bestehen bei Jordan und Graves (1995) nicht. Hier werden Unsicher-
heiten der Nachfrage direkt berücksichtigt und in einem einfachen Vorgehen mehrere
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Tabelle 3.1: Vergleich der Lösungsansätze von Ferber (2005) und Jordan und Graves
(1995)
Ferber (2005) Jordan und Graves (1995)
Modelleigenschaften
Planungszeitraum dynamisch über 12 Jahre statisch
direkte Zielkriterien Supply Chain Kosten & Erw. Absatzmengen &
Investitionen Kapazitätsauslastung
indirekte Zielkriterien Flexibilität & Nachfragebedienung Investitionen
Kapazitäten Technologien, Überstunden & max. 80% Werkskapazität
Flexibilitätsreserven für jedes Modell verfügbar
Zulässige Zuordnungen wenige zulässige alle zulässig
Rahmenbedingungen strategische, makroökonomische & keine Angaben
physische Rahmenbedingungen
Komplexität hoch gering
Lösungsmethode Optimierung mit CPLEX Simulationsmodell
Lösungszeit wenige Minuten keine Angaben
Anzahl Lösungen eine optimale Lösung pro Szenario mehrere
Unsicherheiten
direkte Berücksichtigung keine Normalverteilte Nachfrage
indirekte Berücksichtigung Flexibilitätsreserven, Split-Modelle Chaining
& Szenariotechnik
Mehrzielbeachtung Zieldominanz Generierungstechnik
Lösungen zur Auswahl durch den Entscheider generiert. Allerdings sind hierbei Auswir-
kungen auf andere Bereiche der Supply Chain und entstehende Kosten völlig unklar.
Auch werden Rahmenbedingungen in der Lösungsgenerierung kaum berücksichtigt. Die
genauere Betrachtung von Auswirkungen bestimmter Kettenstrukturen auf die Supply
Chain muss jedoch für globale Produktionsnetzwerke näher untersucht werden, um eine
sinnvolle Entscheidung treffen zu können

Kapitel 4
Optimierungsmodell für ein flexibles
Produktionsnetzwerk in der
Automobilindustrie
In diesem Kapitel wird ein Modellierungsansatz vorgestellt, der die beschriebenen Pro-
bleme der Optimierung von globalen Produktionsnetzwerken berücksichtigt, indem die
Vorteile der beiden Ansätze von Ferber (2005) und Jordan und Graves (1995) mitei-
nander vereint werden. Hierfür wird in Kapitel 4.1 die Idee für den neuen Ansatz genau
beschrieben. In Kapitel 4.2 wird ein Optimierungsmodell basierend auf dem Modell
von Ferber (2005) aufgestellt, das diese Idee beinhaltet. Mögliche Erweiterungen hin-
sichtlich automobilspezifischer Rahmenbedingungen und der Prozessflexibilität sowie
Veränderungen im Vergleich zu dem Modell von Ferber (2005) werden in Kapitel 4.3
angesprochen. Das Laufzeitverhalten des Modells bei Variation der Inputdaten und Frei-
heitsgrade wird dann in Kapitel 4.4 mit unterschiedlich komplexen Probleminstanzen
beispielhaft unter Verwendung des Standardsolvers ILOG CPLEX dargestellt.
4.1 Motivation
Die in Kapitel 3.3 vorgestellten Schwierigkeiten bei der Modellierung und Lösung der
gegebenen Problemstellung geben Anlass dazu, eine neue Vorgehensweise bei der Erstel-
lung optimaler und robuster Pläne zu erarbeiten. Grundsätzlich bietet das beschriebene
Modell von Ferber (2005) eine gute Basis für die Ermittlung optimaler Lösungen. Al-
lerdings führt die Komplexität des Modells dazu, dass Unsicherheiten z.B. mithilfe der
Szenariotechnik nicht ausgiebig analysiert werden können. Betrachtet man die Rechen-
zeiten zur Lösung der durchgeführten Fallstudie von Ferber (2005), so erscheint im ersten
Moment keine Verbesserung der Lösungsmethode notwendig. Hier muss jedoch berück-
sichtigt werden, dass zum einen dem Modell in den demonstrierten Beispielen bereits
sehr viele Zuordnungen als gegeben bzw. nicht möglich vorgegeben werden, so dass nur
noch wenige Freihatsgrade diesbezüglich bestehen. Es ist jedoch gerade interessant, in
der Realität vorhandene Strukturen mit denen zu vergleichen, die sich aus der Optimie-
rung des aufgestellten Modells ergeben, wofür mehr Freiheitsgrade bei der Optimierung
notwendig sind. Zum anderen wird es durch die beschriebenen zukünftigen Entwicklung-
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en in der Automobilindustrie immer kürzerer Produktlebenszyklen und einer höheren
Anzahl von Produkten sowie das Aufsplitten von mehr Produkten auf verschiedene Wer-
ke generell zu einer steigenden Zahl an Zuordnungsvariablen und höherer Komplexität
kommen. Hinzu kommt, dass bei Ferber (2005) ein sehr hoher Aggregationsgrad bei
z.B. den Märkten gewählt wird und weitere Werke, wie z.B. Motorenwerke, nicht in die
Planung einbezogen werden. Die Erweiterungen dieser Faktoren wirken sich unmittelbar
negativ auf die Rechenzeiten des deterministischen MIP's aus.
Der zweite beschriebene Nachteil des MIP's von Ferber (2005) besteht in der mangeln-
den Integration von Unsicherheiten und Flexibilität bei der Modellierung. Die Flexibili-
tät der optimierten Lösung wird erst im Nachhinein überprüft und nicht in die Lösungs-
ermittlung selbst integriert. Unsicherheiten können generell durch eine stochastische
Optimierung berücksichtigt werden. Wie bereits erwähnt, erscheint eine stochastische
Optimierung jedoch aus zwei Gründen hier nicht sinnvoll. Zum einen führt diese zu
einem dramatischen Anstieg der Komplexität des Modells und zum anderen handelt
es sich hier um eine Unsicherheitssituation, bei der keine verlässlichen Aussagen über
Wahrscheinlichkeitsverteilungen der Nachfrage neuer Fahrzeugmodelle getroffen werden
können. Aus diesem Grund wird im Folgenden ein anderer Ansatz zur direkten Integra-
tion von Flexibilitätsaspekten gewählt. Hierzu sollen die Erfahrungen von Jordan und
Graves (1995) über flexible Zuordnungsstrukturen bei der Optimierung des Produktions-
netzwerkes in das Modell von Ferber (2005) mit einbezogen werden. Der Lösungsraum
des MIP's wird dabei auf alle Zuordungsstrukturen, die vielversprechende Eigenschaf-
ten hinsichtlich der Flexibilität des Netzwerkes beinhalten (Ketten), beschränkt. Direkte
Auswirkungen dieser Strukturen auf die Supply Chain und Investitionen können dabei
erfasst werden. Im nächsten Kapitel wird unter diesen Aspekten ein Optimierungsmodell
formuliert, das diese Gedanken beinhaltet. Mögliche Erweiterungen hinsichtlich weiterer
Rahmenbedingungen, wie z.B. neuer Emissionsbestimmungen, werden angeführt.
Die Einschränkung des Lösungsraums wirkt sich zudem positiv auf die Komplexität
des Problems aus, da weniger Lösungsalternativen zur Auswahl stehen. Diese Eigen-
schaft kann für eine spezifische Lösungsmethode, wie in Kapitel 5 gezeigt wird, genutzt
werden, um relativ schnell gute Lösungen hinsichtlich finanzieller Kriterien und der
Netzwerkflexibilität zu erhalten. In einer Lokalen Suche mit/ohne Threshold Accepting
werden hierbei nur solche Kandidaten untersucht, die die Bedingungen einer Ketten-
struktur erfüllen. Hierdurch ermittelte Lösungen für ein Szenario können dann flexibel
auf Schwankungen der Inputdaten reagieren. Die Auswirkungen von Unsicherheiten auf
die Performance verschiedener Netzwerkstrukturen werden anschließend in Kapitel 6
genauer untersucht.
4.2 Kettenmodell
In diesem Abschnitt wird das Kettenmodell für eine optimale Zuordnung von Fahrzeug-
modellen zu Werken, sowohl in Hinsicht auf Investitionen und Supply Chain Kosten
als auch auf die Prozessflexibilität der resultierenden Struktur, aufgestellt. Wie bereits
erwähnt, basiert dieses Modell auf dem zuvor beschriebenen MIP zur strategischen
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Kapazitäts- und Investitionsplanung von Ferber (2005) (s. Anhang D), unterscheidet
sich jedoch an einzelnen Stellen und wird um zusätzliche Nebenbedingungen erweitert.
Das Modell setzt sich aus den drei Teilbereichen Investitionsplanung, Supply Chain
Planung und Prozessflexibilität zusammen. Die ersten beiden Teile stellen hierbei das
Basismodell MIPB dar, das auf die Minimierung der abgezinsten Gesamtkosten und
Investitionszahlungen abzielt. Der dritte Teil erweitert dieses Basismodell zum Ketten-
modell MIPK , das nur solche Lösungen zulässt, die eine flexible Zuordnungsstruktur
garantieren.
4.2.1 Investitionsplanung
Wie bereits auf Seite 50 angesprochen, ist eine ausgeglichene Werkebelegung durch an-
und auslaufende Produkte eine zentrale Aufgabe der Investitionsplanung. Die Bele-
gung der Werke wird hierbei über die Zuordnung von Produkten (Fahrzeugmodellen)
j = 1, . . . , J zu Werken i = 1, . . . , I für einen vorgegebenen Zeitraum von t = 1, . . . , T
Perioden bestimmt. Eine Periode entspricht typischerweise einem Jahr. Zuordnungsent-
scheidungen werden in dem Modell über eine Binärvariable Zijt ∈ {0, 1} ausgedrückt,
die genau dann den Wert eins annimmt, wenn Produkt j in Werk i in Jahr t hergestellt
werden kann und null sonst. Alle Daten und Variablen, die für die Modellierung der
Investitionsplanung verwendet werden, sind in Indizes und Mengen 4.1, Daten 4.1 und
Variablen 4.1 wiedergegeben, wobei Geldeinheiten mit GE und Mengeneinheiten mit
ME abgekürzt werden.
Indizes und Mengen 4.1: Basis- und Kettenmodell
i = 1 . . . I Index für Werke
j = 1 . . . J Index für Produkte
m = 1 . . .M Index für Vorprodukte
r = 1 . . . R Index für Nachfrageregionen
s = 1 . . . ϕ Index für Lieferanten
t = 1 . . . T Index für Perioden, wobei τ = Zeitpunkt der Kapazitätsänderung
g Index für die Technologien Oberfläche (P), Rohbau (B), Montage (A)
Jt Menge an Produkten j, die in Periode t produziert werden
tfix Anzahl an Perioden, für die alle Investitionsentscheidungen bereits ge-
troffen wurden
Ait Menge bereits zugeordneter Produkte in Werk i zum Zeitpunkt t ≤ tfix
Die Zuordnung eines Produktes j zu einem Werk i führt sowohl zu fixen Investitions-
zahlungen fpfigj als auch zu variablen Investitionszahlungen f
pv
igj. Fixe Investitionen fallen
für jede Technologie g =Oberfläche (P ), Rohbau (B) und Montage (A) in dem Jahr
des Produktionsstarts eines Fahrzeugmodells j in einem Werk i an. Variable Investi-
tionen in einer Technologie werden pro Produkt und Werk fällig und beziehen sich auf
die maximale Produktionsmenge Xmaxij ≥ 0 eines Jahres, die von einem Produkt j in
124 4. Optimierungsmodell für ein flexibles Produktionsnetzwerk
Daten 4.1: Investitionsplanung
f stig Fixe Investitionszahlungen für Strukturerweiterungen in Technologie g in
Werk i [GE]
fpvigj Variable produktspezifische Investitionen für Produkt j in der Technologie
g in Werk i [GE/ME]
fpfigj Fixe produktspezifische Investitionen für Produkt j in der Technologie g in
Werk i [GE]
kalstig,(t−τ) Kalendarisierungsprofil für Strukturinvestitionen der Technologie g in Werk
i bei Investition in Periode τ [%]
kalpigj,(t−τ) Kalendarisierungsprofil für Produktinvestitionen für Produkt j der Techno-
logie g in Werk i bei Investition in Periode τ [%]
nZjt Maximale Anzahl an Produktionsstandorten für Modell j in Periode t
nBi Maximale Anzahl an Rohbauanlagen, die ohne Kapazitätserweiterungen in
Werk i integriert werden können
erwig Maximale Anzahl an Kapazitätserweiterungsstufen in Abteilung g von Werk
i




Xijt Produktionsmenge von Fahrzeugmodell j in Werk i in Periode t [ME];
Xijt ≥ 0 ∀i, j, t
Xmaxij Produktionsspitze von Modell j in Werk i während des Produktlebens-
zyklus von j [ME], Xmaxij ≥ 0 ∀i, j
X invijt Stückvolumen der Produktinvestitionen von Fahrzeugmodell j in Werk i
in Periode t [ME]; X invijt ≥ 0 ∀i, j, t
Yigt Ganzzahlige Variable, die die Erweiterungsstufe der Strukturkapazitäten
in Technologie g in Werk i in Periode t angibt;
Yigt ∈ {0, . . . , erwig} ∀i, t und Yig0 = 0 ∀i, g, t
Zijt Zuordnungsvariable, die den Wert 1 annimmt, wenn Produkt j in Periode
t in Werk i gefertigt wird und 0 sonst; Zijt ∈ {0, 1} ∀i, j, t
Z¯ijt Binärvariable, die den Wert 1 annimmt, wenn für Produkt j in Periode t
in Werk i ein zweiter Rohbau installiert ist und 0 sonst; Z¯ijt ∈ {0, 1}
invt Gesamte Investitionskosten in Jahr t [GE]
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Werk i während seines Lebenszyklus gefertigt wird. Diese Investitionen sind notwendig,
um eine Fertigungslinie ausreichend für die Produktion während der Produktionsspitze
auszustatten. Der Automatisierungsgrad steigt hierbei mit steigenden Produktionsmen-
gen an, wodurch die variablen Investitionszahlungen steigen. Um zu garantieren, dass
sich variable Investitionen auf die Produktionsspitze beziehen und auf das Jahr des
Produktionsstartes ausgerichtet werden, müssen zwei Nebenbedingungen (vgl. Neben-
bedingungen 4.1) formuliert werden. Variable X invijt ≥ 0 gibt hierbei das Stückvolumen
der Produktinvestitionen und Xijt ≥ 0 die Produktionsmenge von Fahrzeugmodell j in
Werk i in Periode t wieder.
Nebenbedingungen 4.1: Ermittlung des Stückvolumens der variablen Produktinves-
titionen
Xmaxij ≥ Xijt ∀ i, j, t(a)
X invijt ≥ Xmaxij + (Zijt − Zij,t−1 − 1) ·W ∀ i, j, t(b)
Nebenbedingung 4.1a sorgt dafür, dass Xmaxij den Wert der maximalen Produktions-
menge von Fahrzeugmodell j in Werk i annimmt. Der Term (Zijt − Zij,t−1 − 1) in 4.1b
nimmt genau in dem Jahr des Produktionsstarts den Wert null an, sodass in diesem
Jahr die Variable des Stückvolumens der Produktinvestitionen X invijt mindestens so hoch
sein muss, wie die maximale Produktionsmenge Xmaxij . In allen weiteren Jahren ist der
Term kleiner als null. Wenn W eine obere Schranke1 für Xmaxij darstellt, nimmt die
nichtnegative Variable X invijt in dem Jahr des Produktionsstarts genau den Wert von
Xmaxij und in allen weiteren Perioden den Wert null an. Dies folgt aus der Zielfunktion
4.3 (s. Seite 131), in der die gesamten Investitionszahlungen (s. Zielfunktion 4.1, Seite
127) minimiert werden.
Sind vorhandene Kapazitäten nicht ausreichend, um die Produktion aller Fahrzeug-
modelle entsprechend der prognostizierten Nachfrage in einer Periode zu gewährleisten,
müssen, zusätzlich zu den eben beschriebenen Produktinvestitionen, Strukturinvestitio-
nen getätigt werden, die fixe Auszahlungen f stig in der betroffenen Technologie g in einem
Werk i mit sich bringen.
Da davon ausgegangen werden kann, dass Strukturerweiterungen in diskreten Schrit-
ten durchgeführt werden, kann hierfür eine ganzzahlige Variable Yigt für jede Technologie
g definiert werden. Diese Erweiterungsvariable kann im Rohbau bei dem betrachteten
Fallbeispiel von Ferber (2005) alle ganzzahligen Werte von null bis fünf und in den
weiteren Technologien von null bis zwei annehmen. Die Beschränkung der möglichen
Erweiterungsstufen lässt sich darauf zurückführen, dass typischerweise nur begrenzter
Platz für Erweiterungen zur Verfügung steht bzw. mehr Erweiterungsschritte aus prakti-
kablen Gründen nicht sinnvoll und/oder aufgrund strategischer Vorgaben nicht möglich
1W muss hier mindestens so groß sein, wie die maximale Gesamtnachfrage
∑R
r=1 djrt aller Absatz-
regionen r nach dem entsprechenden Fahrzeugmodell j in Periode t.
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sind. Die einzelnen Obergrenzen der Erweiterungsstufen einer Technologie g in einem
Werk i können durch einen Parameter erwig auch individuell angegeben werden, so dass
Yigt ∈ {0, . . . , erwig} ∀i, g, t gilt.
Kapazitäten der Technologien Oberfläche und Montage werden als produktunabhän-
gig angenommen. Erweiterungen beziehen sich daher auf die gesamte Produktionsmen-
ge während einer Periode in einem Werk. Die Bestimmung von Produktionsmengen
ist wiederum Teil der Supply Chain Planung, weshalb die Höhe notwendiger Struktur-
investitionen auch erst im Rahmen des Kapitels 4.2.2 bestimmt wird (vgl. Nebenbedin-
gungen 4.4a und 4.4c, Seite 132).
Im Gegensatz hierzu werden Kapazitäten für die Technologie Rohbau produktspezi-
fisch geplant, d.h. jede Rohbauanlage fertigt genau ein Fahrzeugmodell. Strukturerwei-
terungen YiBt im Rohbau sind dann notwendig, wenn die Anzahl der in einem Werk i
produzierten Fahrzeuge j die maximale Anzahl an Rohbauanlagen nBi in diesem Werk
übersteigt.
Wird die Kapazität einer einzelnen Rohbauanlage in einem Werk i in Periode t für
Fahrzeugmodell j überschritten, kann eine zweite Rohbauanlage aufgebaut werden. Dies
wird über die Binärvariable Z¯ijt ∈ {0, 1} gesteuert, die genau dann den Wert eins an-
nimmt, wenn eine zweite Anlage notwendig ist und den Wert null sonst. Die Errichtung
einer zweiten Rohbauanlage verursacht erneut fixe Produktinvestitionen fpfiBj in dersel-
ben Höhe der ersten Anlage. Entscheidungen über Investitionen in eine zweite Rohbau-
anlage sind wiederum von den Produktionsmengen abhängig und werden daher in der
Supply Chain Planung (s. Nebenbedingung 4.4b und 4.4d, Seite 132) getroffen.
Investitionszahlungen fallen generell bereits vor der Installation der Kapazitäten an
und können auch über diesen Zeitpunkt hinaus gehen. Um diese Eigenschaft darzu-
stellen, werden sog. 'Kalendarisierungsprofile' sowohl für die zeitliche Verteilung der
Strukturinvestitionen kalstigδ als auch der Produktinvestitionen kal
p
igjδ in das Modell in-
tegriert. Der Index δ = t − τ entspricht hierbei der zeitlichen Differenz zwischen dem
Jahr t der Auszahlungen und dem Jahr τ des Produktionsstartes bzw. der Kapazitäts-
erweiterungen. Diese Kalendarisierungsprofile sorgen dafür, dass ein bestimmter Pro-
zentsatz der Zahlungen in Jahr t berücksichtigt wird, der für Investitionen des Jahres τ
getätigt werden muss.
Alle Investitionszahlungen und die weiter unten beschriebenen Supply Chain Kosten
werden entsprechend der momentan angenommen Wechselkurse in einer Referenzwäh-
rung angegeben. Für den Fall, dass der Wechselkurs sich über die Zeit verändert, können
Wechselkursfaktoren exSst für die Beschaffungsregionen s, exit für die Produktionsstand-
orte i und exRrt für die Absatzregionen r im Verhältnis zur Referenzwährung für jede
Periode t hinterlegt und mit den entsprechenden Kosten multipliziert werden.
Die gesamten Investitionszahlungen einer Periode können dann in dem Zielfunktions-
term 4.1 zusammengefasst werden.
Die Rahmenbedingungen, denen diese Entscheidungen unterliegen, sind in Neben-
bedingungen 4.2 zusammengefasst dargestellt. Nebenbedingung 4.2a beschränkt, wie
bereits erwähnt, die Anzahl an Fahrzeugmodellen, die einem Werk zugeordnet werden
können. Die gegebene maximale Anzahl an Produkten nBi kann hierbei um YiBt Roh-
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Zielfunktion 4.1: Gesamte Investitionszahlungen pro Periode
invt =∑
i,g,τ
kalstig,(t−τ) · f stig ·
(
Yigτ − Yig,(τ−1)






fpfigj · (Zijτ − Zij,(τ−1)) + fpvigj ·X invijτ
]




kalpiBj,(t−τ) · fpfiBj · (Z¯ijτ − Z¯ij,(τ−1)) · exit ∀ t [Prod.-inv. 2. Rohbau]








≤ nBi + YiBt ∀i, t [Max Produkte](a) ∑
i
Zijt ≤ nZjt ∀ j, t [Max Zuordnungen](b)
Zij,t−1 ≤ Zijt ∀ i, j, t [Keine...](c)
Yig,t−1 ≤ Yigt ∀ i, g, t [...Deinstallation...](d)
Z¯ij,t−1 ≤ Z¯ijt ∀ i, j, t [...von Kapazitäten](e)
Z¯ijt ≤ Zijt ∀ i, j, t [2. Rohbau verfügbar](f)
Zijt = 1 ∀i, j ∈ Ait, t ≤ tfix [Fixe Zuordnungen](g)
Zijt = 0 ∀i, j /∈ Ait, t ≤ tfix [Ausgangszustand](h)
Yigt = 0 ∀i, g, t ≤ tfix [Ausgangszustand](i)
bauanlagen erweitert werden. Zweite Rohbauanlagen sind hier in Klammern gesetzt,
da sie nur berücksichtigt werden müssen, wenn hierdurch weitere Strukturkapazitäten
in Anspruch genommen werden, die für Rohbauanlagen anderer Fahrzeugmodelle dann
nicht mehr zur Verfügung stehen. Ist die Anzahl an Fahrzeugmodellen je Werk aus
Qualitäts- und nicht aus Platzgründen beschränkt, sind zweite Rohbauanlagen jedoch
in Nebenbedingung 4.2a zu vernachlässigen. Zuordnungen wirken sich in diesem Zusam-
menhang ausschließlich während des Produktlebenszyklus eines Fahrzeugmodells auf
ein Werk aus, denn nur dann muss für das Modell der Platz reserviert werden, bzw.
werden Qualitätskriterien beeinflusst. Aus diesem Grund werden ausschließlich aktive,
also in der betroffenen Periode in Serie laufende, Fahrzeugmodelle Jt in einer Periode t
berücksichtigt.
Umgekehrt ist auch die Anzahl an Werken i beschränkt, denen ein Fahrzeugmodell
j zugeordnet werden kann. Die maximale Anzahl nZjt an Werken, denen ein Fahrzeug j
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zugeordnet werden kann, nimmt für Solitärmodelle dann immer den Wert eins an und
kann für Split-Modelle entsprechend der Unternehmens- bzw. Belegungsstrategie Werte
größer eins annehmen. Die Beschränkung der Produktzuordnungen wird mit Nebenbe-
dingung 4.2b vorgegeben.
Die Nebenbedingungen 4.2c-4.2e garantieren, dass keine Kapazitäten deinstalliert wer-
den, d.h. dass Investitionen, die einmal getätigt wurden, nicht rückgängig gemacht wer-
den können. So besteht eine Zuordnung, die in einer Periode t− 1 entschieden wurde, in
Periode t weiter (s. Nebenbedingung 4.2c). Eine Kapazitätserweiterung in Periode tmuss
mindestens so hoch sein, wie die der vorherigen Periode t−1 (s. Nebenbedingung 4.2d).
Und eine zweite Rohbauanlage muss auch in der Folgeperiode noch bestehen (s. Neben-
bedingung 4.2e). Diese Nebenbedingungen verhindern negative Investitionszahlungen im
Zielfunktionsterm 4.1.
Nebenbedingung 4.2f bewirkt, dass ein zweiter Rohbau in einem Werk nur dann auf-
gebaut werden kann, wenn ein Fahrzeugmodell diesem Werk bereits zugeordnet wurde.
Die Zuordnungsvariable eines Produktes j zu Werk i in Periode t muss hierbei immer
größer oder gleich der Binärvariable des zweiten Rohbaus sein.
Bestehende Zuordnungen Ait in einem Werk i von Fahrzeugmodellen, die zu Beginn
des Planungshorizontes bereits produziert werden, müssen bei der weiteren Planung be-
rücksichtigt werden. Dies wird durch die Nebenbedingungen 4.2g-4.2i gewährleistet, die
alle bestehenden Zuordnungen mit dem Wert eins und alle anderen Zuordnungs- sowie
alle Erweiterungsvariablen mit dem Wert null in der Periode vor Beginn des Planungs-
zeitraumes initialisiert. Aufgrund der Vorlaufzeiten für bestimmte Installationen, wie
sie auch in den Kalendarisierungsprofilen wiederzufinden sind, können Variablen bereits
für einen längeren Zeitraum fixiert und nicht wählbar sein. Aus diesem Grund gelten
die Nebenbedingungen 4.2g-4.2i nicht nur für Periode t=0, sondern für alle bereits fi-
xierten Perioden (tfix). Für diese Zeitspanne sind dann ausschließlich Entscheidungen
der Supply Chain Planung, die im Folgenden beschrieben wird, möglich. Investitions-
entscheidungen können erst ab der Periode t = tfix + 1 getroffen werden.
4.2.2 Supply Chain Planung
Bei der Supply Chain Planung werden die gesamten operativen Flüsse in einem gege-
benen Netzwerk vom first-tier Lieferanten (Beschaffungsregion) s = 1 . . . , S bis hin zu
den Absatzregionen r = 1, . . . , R entsprechend der in Kapitel 2.3.1 beschriebenen Eigen-
schaften geplant. Alle weiteren Parameter und Variablen, die hierfür verwendet werden,
sind in Daten 4.2 und Variablen 4.2 zusammengefasst dargestellt.
Die Zulieferteile werden in m = 1, . . . ,M Materialklassen und Motortypen eingeteilt.
Es werden hierfür alle Blechteile und Montageteile zu je einer Klasse zusammengefasst,
die jeweils für ein Fahrzeugmodell als Ganzes aus einer Beschaffungsregion geliefert
werden. Motortypen werden hingegen individuell betrachtet. Die Beschaffung der Menge
XSijmst von Materialart m für Produkt j aus Beschaffungsregion s in Jahr t führt dann
zu variablen Beschaffungskosten cSijmst. Diese setzen sich aus den Materialkosten c
M
jmst
und den Versorgungskosten cVijmst zusammen.
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Daten 4.2: Supply Chain Planung
cSijmst Beschaffungskosten für Material m, das für die Produktion von Modell j






cMjmst Materialkosten von Material m für Modell j aus Beschaffungsregion s in
Periode t [GE/ME]
cVijmst Versorgungskosten von Material m aus Region s für die Produktion von
Modell j in Werk i in Periode t [GE/ME]
cijt Produktionskosten von Modell j in Werk i in Periode t [GE/ME]
cOigt Zusatzkosten der Technologie g für die Produktion in der Zusatzschicht in
Werk i in Periode t [GE/ME]
cDijrt Distributionskosten für Modell j von Werk i in Absatzregion r in Periode t





cTijrt Transportkosten für Modell j von Werk i in Absatzregion r in Periode t
[GE/ME]
cZijrt Zollkosten für Modell j von Werk i in Absatzregion r in Periode t [GE/ME]
cZijrt = zollirt · vpijt
zollirt Zollsatz für den Import von Werk i in Absatzregion r in Periode t [%]
vpijt Verrechnungspreis von Produkt j in Periode t bei Produktion in Werk i
[GE/ME]
exSst Wechselkursfaktoren für die Beschaffungsregionen im Verhältnis zur Refe-
renzwährung
exRrt Wechselkursfaktoren für die Absatzregionen im Verhältnis zur Referenzwäh-
rung
djrt Nachfrage in Absatzregion r nach Produkt j in Periode t [ME]
lcminijmst Mindestanteil von Material m, das aus Region s für die Produktion von
Modell j in Werk i in Periode t beschafft werden muss [%]
lcmaxijmst Maximalanteil von Material m, das aus Region s für die Produktion von
Modell j in Werk i in Periode t beschafft werden muss [%]
anMjm Anteil der Modelle j, die mit Motor m ausgestattet sind [%]; an
M
jm = 1 für
alle Blech- und Montageteile
kig Produktionskapazität der Technologie g = P,A in Werk i [ME]
kBij Produktionskapazität für Produkt j im Rohbau in Werk i [ME]
kerwig Kapazität einer Erweiterungsstufe in Werk i der Technologie g = P,A [ME]
regig Anteil der Normalkapazität der Technologie g in Werk i [%]
xminit Produktionsmindestmenge in Werk i [ME]
zins Zinssatz [%]
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Variablen 4.2: Supply Chain Planung
XSijmst Beschaffungsmenge von Material m von Lieferant s für die Produktion von
Fahrzeugmodell j in Werk i in Periode t [ME]; XSijmst ≥ 0 ∀i, j,m, s, t
XOigt Produktionsmenge in der Zusatzschicht in Technologie g = P,A in Werk i
in Periode t [ME]; XOigt ≥ 0 ∀g = P,A; i, t
XOBijt Produktionsmenge in der Zusatzschicht der Rohbauanlagen von Modell j in
Werk i in Periode t [ME]; XOBijt ≥ 0 ∀i, j, t
XDijrt Absatzmenge von Fahrzeugmodell j aus Werk i in Markt r in Periode t
[ME]; XDijrt ≥ 0 ∀i, j, r, t
costt Gesamte Supply Chain Kosten in Jahr t [GE]
Bei der Produktion wird zwischen Normaler Arbeitszeit und einer Zusatzschicht (O)
unterschieden, wobei die Produktion in der Zusatzschicht XOBijt in der Technologie Roh-
bau einem bestimmten Produkt zugeordnet werden kann, die der Technologien Ober-
fläche XOiPt und Montage X
O
iAt hingegen produktunabhängig genutzt werden kann. Die
Produktion während der Zusatzschicht verursacht - zusätzlich zu den normalen Produk-
tionskosten cijt - variable Zusatzkosten cOigt abhängig von der Technologie g, dem Werk
i und der Periode t, in der sie anfallen.
Auf Absatzseite werden Kunden zu Regionen zusammengefasst, für die die Distri-
butionsmengen XDijrt von Fahrzeugmodell j aus Werk i in Absatzregion r in Jahr t zu
bestimmen sind. Bei der Distribution entstehen variable Distributionskosten cDijrt bei
dem Transport des Fahrzeugmodells j von Werk i in Absatzregion r in Periode t. Die
Distributionskosten enthalten hierbei - zusätzlich zu den reinen Transportkosten cTijrt -
Zollkosten cZijrt. Diese berechnen sich aus einem Zollsatz zollirt, der bei dem Import von
Werk i in Region r auf den Verrechnungspreis vpijt - hier als Parameter vorgegeben -
von Fahrezeugmodell j produziert in Werk i in Periode t angesetzt wird.
Die gesamten Kosten, die bei Beschaffung, Produktion und Distribution entstehen,
sind in dem Zielfunktionsterm 4.2 zusammengefasst.




























Die sich aus der Investitions- und Supply Chain Planung ergebende Zielfunktion 4.3
beinhaltet die Minimierung der diskontierten Auszahlungen bestehend aus den opera-
tiven Gesamtkosten und den Investitionszahlungen während des Planungshorizontes,
wobei die Verzinsung mittels eines angemessenen Zinses zins erwirkt wird.





(1 + zins)1−t · (costt + invt)
Zielfunktion 4.3 unterliegt den bereits beschriebenen Nebenbedingungen der Investi-
tionsplanung sowie den folgenden Nebenbedingungen der Supply Chain Planung.
4.2.2.1 Beschaffung
Bei der Beschaffung von Motoren wird davon ausgegangen, dass ein bestimmter An-
teil anMjm an Fahrezugmodellen j mit Motorentyp m ausgestattet wird. Alle weiteren
Materialien werden, wie bereits erwähnt, zu den zwei Materialklassen Blech- und Mon-
tageteile zusammengefasst. Die Anteile an Fahrzeugmodellen j, die mit Motorentyp m
ausgestattet sind, werden in Nebenbedingung 4.3a bestimmt. Für Blech- und Montage-
teile nimmt anMjm hierbei immer den Wert eins an, da diese nicht weiter unterschieden
werden und alle Teile einer Klasse aus einer Region beschafft werden.





jm ·Xijt ∀ i, j,m, t [Motorenanteil](a)
lcminijms ·Xijt ≤ XSijmst ≤ lcmaxijms ·Xijt ∀ i, j,m, s, t [Min/Max Beschaffung](b)
Entsprechend gegebener Local Content-Regulierungen und Vorgaben der Unterneh-
mensstrategie kann jeweils nur ein bestimmter Anteil aller Beschaffungsmengen von
einem Material m für ein Fahrzeugmodell j aus einer Region s zu einem Werk i geliefert
werden. Nebenbedingung 4.3b sorgt daher dafür, dass die Beschaffungsmenge zwischen




Bei der Produktion sind zum einen Kapazitätsbeschränkungen und zum anderen Min-
destmengen zu berücksichtigen. Jedes Werk i verfügt über eine maximal nutzbare Ka-
pazität kig in den Abteilungen Oberfläche und Montage und eine Rohbaukapazität kBij
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für jedes Fahrzeugmodell j. Diese Kapazität kann durch die in der Investitionsplanung
beschriebenen Strukturinvestitionen in diskreten Schritten um einen bestimmten Wert
kerwig erweitert werden. Die Beschränkung durch die Gesamtkapazität der Technologien
Oberfläche und Montage wird dann in Nebenbedingung 4.4a berücksichtigt. Die produkt-
spezifischen Restriktionen im Rohbau werden mit Nebenbedingung 4.4b wiedergegeben.
Die verfügbare Rohbaukapazität ergibt sich hierbei aus der Kapazität einer einzelnen
Linie sowie einer möglichen zweiten.
Nebenbedingungen 4.4: Rahmenbedingungen der Produktion
∑
j
Xijt ≤ kig + kerwig · Yigt ∀ i, t, g 6= B [Produktionskapazität](a)
Xijt ≤ kBij · (Zijt + Z¯ijt) ∀ i, j, t [Kapazität Rohbau](b) ∑
j
Xijt −XOigt ≤ regig · (kig + kerwig · Yigt) ∀ i, t, g 6= B [Zusatzkapazität](c)
Xijt −XOBijt ≤ regiB · kBij · (Zijt + Z¯ijt) ∀ i, j, t [Zusatzkap. Rohbau](d) ∑
j
Xijt ≥ xminit ∀ i, t [Mindestproduktion](e)
Wie bereits beschrieben, lässt sich die gesamte Kapazität nach normaler Arbeits-
zeit und Zusatzschicht unterteilen. Die normale Arbeitszeit spiegelt hierbei einen be-
stimmten Prozentsatz regig der Gesamtkapazität wider. Um die Produktionsmengen zu
bestimmen, die während der Zusatzschicht gefertigt werden, müssen zwei weitere Ne-
benbedingungen 4.4c-4.4d formuliert werden. Hierbei wird die Gesamtkapazität mit dem
Prozentsatz der normalen Arbeitszeit multipliziert. Alle Produktionsmengen, die über
diesen Anteil hinaus gehen, werden dann der Zusatzschicht zugeordnet.
In Hinsicht auf die Auslastung werden Mindestproduktionsmengen xminit in jedem
Werk i und Periode t mittels Nebenbedingung 4.4e erzwungen.
4.2.2.3 Distribution
Bei der Distribution werden ausschließlich Nebenbedingungen für die Flusserhaltung
formuliert. Nebenbedingung 4.5a bewirkt hierbei eine komplette Bedienung der Nach-
frage djrt durch alle Werke i und 4.5b bewirkt, dass alle und nur solche Mengen, die in
einem Werk produziert werden, auch ausgeliefert werden.
Detailliertere Betrachtungen der Absatzkanäle, wie sie in Kapitel 2.3.1 beschrieben
wurden, können auf dieser Planungsebene zu Gunsten der Komplexitätsminderung ver-
nachlässigt werden.
Die Gesamtheit aller vorgestellen Nebenbedingungn 4.1 bis 4.5 und der Zielfunktion
4.3 bilden das Basismodell MIPB.
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Nebenbedingungen 4.5: Rahmenbedingungen der Distribution
∑
i
XDirjt = djrt ∀ r, j, t [Fluss Distribution = Nachfrage](a) ∑
r
XDirjt = Xijt ∀ i, j, t [Fluss Distribution = Produktion](b)
4.2.3 Prozessflexibilität
In diesem Abschnitt werden dem Basismodell weitere Nebenbedingungen im Sinne der
Flexibiltätsrichtlinien von Jordan und Graves (1995) hinzugefügt, um so zu dem Ketten-
modell MIPK , das sowohl finanzielle Ziele als auch Flexibilitätsaspekte berücksichtigt,
zu gelangen.
Das Hinzufügen weiterer Nebenbedingungen führt unweigerlich zur Einschränkung des
Lösungsraums und daher u.U. auch zu einer Verschlechterung des Zielfunktionswertes
bei der Betrachtung desselben Szenarios. Jedoch ist dadurch entsprechend den Ausfüh-
rungen in Abschnitt 4.1 eine Steigerung der Flexibilität des Netzwerkes zu erwarten,
wodurch für unterschiedliche Szenarien in Hinblick auf Unsicherheiten der Nachfrage,
der Wechselkurse oder sonstiger zufälliger Faktoren eine bessere Lösung erzielt werden
kann.
Um die dritte Richtlinie (s. Seite 63, Kapitel 2.4.2.2), nämlich die, eine Kette bei der
Zuordnung von Produkten zu Werken zu bilden, in das Modell zu integrieren, können
nur solche Lösungen akzeptiert werden, die eine direkte oder indirekte Verbindung aller
Produkte zu allen Werken darstellen. In der Graphentheorie kann dies in Form eines
spannenden Baums2 in einem bipartiten Graphen mit der Menge aller Werke auf der
einen und der Menge aller Produkte auf der anderen Seite ausgedrückt werden, wie in
Abbildung 4.1 beispielhaft gezeigt wird.
Vor diesem Hintergrund können dann, ähnlich den Zyklusbedingungen zur Vermei-
dung von Kurzzyklen in einem Traveling Salesman Problem (TSP)3, Nebenbedingungen
- im Folgenden als 'Kettenbedingungen' bezeichnet - für das vorliegende Problem for-
muliert werden. Um sicher zu gehen, dass ein spannender Baum den gesamten Graphen,
bestehend aus allen Werken I¯ und Fahrzeugmodellen Jt der Periode t, einschließt, muss
jeder Subgraph Q, bestehend aus mindestens je einem Werk i und Produkt j, mit dem
Rest des Graphen mittels mindestens einer (Zuordnungs-) Kante verbunden sein. Dies
gilt für jede Periode. Um die entsprechenden Nebenbedingungen formulieren zu können,
müssen die Submengen in zwei Mengen, zum einen für die betroffenen Werke Qi und
zum anderen für die Fahrzeugmodelle Qjt, die in Periode t produziert werden, unterteilt
werden. Dasselbe gilt für den Restgraphen. Alle Mengen, die für die Formulierung der
2Ein spannender Baum eines zusammenhängenden, bewerteten, ungerichteten Graphen G besitzt
alle Knoten aus G und enthält keinen Kreis (vgl. Domschke, 1997, Seite 4).
3vgl. zu 'sub-tour elimination constraints' z.B. Nemhauser und Wolsey (2004, Seite 470) und
Domschke (1997, Seite 105f) bzw. Dantzig u. a. (1954).
134 4. Optimierungsmodell für ein flexibles Produktionsnetzwerk
Abbildung 4.1: Spannender Baum in einem bipartiten Graphen bestehend aus den












Kettenbedingungen benötigt werden, sind in Indizes und Mengen 4.2 zusammengefasst.
Indizes und Mengen 4.2: Kettenbedingungen
I¯ Menge aller Werke
Jt Menge aller Fahrzeugmodelle, die in Periode t produziert werden
Qi Submenge der Werke i
Qjt Submenge der Produkte j in Periode t
Q¯i = I¯ −Qi Komplementärmenge der Submenge Qi
Q¯jt = Jt −Qjt Komplementärmenge der Submenge Qjt
pti Anzahl möglicher Permutationen aller Werke i
ptjt Anzahl möglicher Permutationen aller Produkte j in Periode t
Die Kettenbedingungen 4.6 setzen sich aus zwei Ungleichungen zusammen. Neben-
bedingung 4.6a beinhaltet hierbei, dass mindestens eine Verbindung zwischen den Sub-
mengen Qi der Werke und Qjt der Produkte oder zwischen den Komplementärmengen
Q¯i der Werke und Q¯jt der Produkte bestehen muss. Nebenbedingung 4.6b beinhaltet,
dass mindestens eine Verbindung zwischen den Submengen Qi der Werke und den Kom-
plementärmengen Q¯jt der Produkte oder zwischen den Komplementärmengen Q¯i der
Werke und den Submengen Qjt der Produkte bestehen muss. Hierbei muss jeweils min-
destens ein Werk und ein Produkt in jeder Sub- und Komplementärmenge enthalten
sein. Dies gilt für alle Permutationen pti der Werke und ptjt der Produkte einer Periode
t. Allerdings muss von je zwei komplementären Zerlegungen der Werke- bzw. Produkt-
mengen jeweils nur eine Bedingung formuliert werden (vgl. Domschke, 1997, Seite 106).
Für den Graphen aus Abbildung 4.1 müssen die Nebenbedingungen z.B. nur für die Sub-
mengen Qi = {1, 2, 3} und Komplementärmengen Q¯i = {4, 5} und nicht nochmals für
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der Produkte gebildet. Im Weiteren ist zu beachten, dass die
Bedingungen für bereits fixierte Perioden zu unzulässigen Lösungen führen können, und
daher die Kettenbedingungen erst ab der Periode t > tfix, ab der Investitionsentschei-
dungen getroffen werden können, gelten.






























werden. Hier wird in Abbildung 4.2a gegen die Kettenbedingungen verstoßen und der
Graph zerfällt dadurch in zwei unverbundene Graphen mit den Mengen Qi = {1, 2, 3}
und Qjt = {1, 2, 3} auf der einen und Q¯i = I¯−Qi = {4, 5} und Q¯jt = Jt−Qjt = {4, 5, 6}
auf der anderen Seite. In diesem Fall ist die Nebenbedingung 4.6b verletzt, da in der
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betrachteten Periode t alle Zuordnungsvariablen zwischen den betroffenen Mengen den
Wert null annehmen, wie im Folgenden zu sehen ist:






















Durch das Hinzufügen der Zuordnungskante von Werk i = 3 zu Produkt j = 4 in
Abbildung 4.2b wird diese Verletzung behoben. Die Zuordnungsvariable Z3,4,t nimmt




j∈Qjt Zijt = 1 gilt und die Nebenbedingung 4.6b
somit für alle Permutationen der Werke- und Produktmengen erfüllt ist.
Bei den Kettenbedingungen ist zu beachten, dass sie alleine gesehen lediglich eine
Struktur veranlassen, die alle Werke mit allen Produkten verbindet, d.h. es können hier
auch Strukturen mit mehr als die für eine Kette notwendige Anzahl von I + |Jt| − 1
Kanten als zulässige Zuordnungsstrukturen gewählt werden. Dies ist u.a. auch für totale
Flexibilität der Fall. Durch die gegebene Zielfunktion 4.3, in der u.a. die Investitionsko-
sten für neue Zuordnungen minimiert werden, ist jedoch in den meisten Fällen davon
auszugehen, dass eine einfache Kette als optimal gewählt wird. Sollten mehr Kanten
aus z.B. Kapazitätsgründen sinnvoll sein, werden diese die Flexibilität voraussichtlich
erhöhen, aber auf keinen Fall reduzieren. Es handelt sich bei diesen Bedingungen somit
um eine Mindestvorstellung der Flexibilität.
4.3 Modellerweiterungen
In diesem Abschnitt soll auf mögliche Erweiterungen des eben vorgestellten Ketten-
modells MIPK eingegangen werden, deren Auswirkungen in Kapitel 4.4 teilweise ana-
lysiert werden. Hierbei sollen zunächst die Unterschiede zu dem Originalproblem und
anschließend mögliche Erweiterungen in Bezug auf die Prozessflexibilität, Emissions-
bestimmungen und die Eigenschaften der in Kapitel 3.2 vorgestellten Modelle dargestellt
werden.
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4.3.1 Unterschiede zu dem Originalproblem
Dieser Abschnitt zeigt kurz die wesentlichen Änderungen des Kettenmodells im Vergleich
zum Originalmodell von Ferber (2005), abgesehen von den Kettenbedingungen, auf.
In dem Originalproblem sind aus Gründen der Flexibilität bezüglich der verfügbaren
Kapazitäten sog. 'Flexibilitätsreserven' flexig in die Nebenbedingungen 4.4a und 4.4b
integriert. Durch die Multiplikation der rechten Seite mit dem Term (1 − flexig) steht
der Planung dann nur noch ein bestimmter Prozentsatz der tatsächlichen Kapazität zur
Verfügung, um so auf Nachfrageschwankungen eingehen zu können. Dieses Vorgehen
kann vernachlässigt werden, wenn tatsächliche Kapazitäten durch für die Planung ver-
fügbare Kapazitäten, die bereits um die Flexibiltätsreserve vermindert wurden, ersetzt
werden. Bei den folgenden Tests werden Flexibilitätsreserven komplett vernachlässigt,
um so Effekte der Nachfrageunsicherheiten besser darstellen zu können. Zudem soll durch
die Kettenbedingungen ausreichend Flexibilität im Produktionsnetzwerk bereit gestellt
werden, so dass Flexibilitätsreserven nicht mehr notwendig sind.
Im Weiteren existiert in dem Originalproblem eine Nebenbedingung4, die die Zuord-
nung von Fahrzeugmodellen nur zu bestimmten Werken, die hierfür vorgesehen sind,
zulassen. Diese Nebenbedingung befindet sich nicht in dem Kettenmodell, da unzulässi-
ge Zuordnungen auch über entsprechend hohe Strafkosten an das Modell weitergegeben
werden können. Der Vorteil hierbei ist, dass Entscheidungen besser analysiert werden
können und Freiheitsgrade nicht unnötig eingeschränkt werden. So kann sich eine Zu-
ordnung, die mit dem Modell gewählt wird, obwohl sie so nicht vorgesehen war, u.U.
doch als sinnvoll herausstellen.
Dass ein Fahrzeugmodell nur dann in einemWerk hergestellt werden kann, wenn dieses
Modell auch demWerk zugeordnet ist, wird bereits durch die Kapazitätsrestriktionen im
Rohbau (s. Nebenbedingungen 4.4b und 4.4d) erzwungen, weshalb auf eine zusätzliche
logische Nebenbedingung, wie sie in dem Originalmodell besteht, hier verzichtet wird.
Die ohnehin hohe Anzahl an Nebenbedingungen, die viel Speicherplatz in Anspruch
nimmt, wird somit verringert.
Auch wird in das Originalproblem eine Budgetrestriktion einbezogen, bei der die
Investitionszahlungen einer Periode das Investitionsbudget bt nicht übersteigen dürfen
(invt ≤ bt). Dieses Budget wird in den folgenden Tests vernachlässigt, da keine Infor-
mationen über dessen Höhe vorhanden sind und es in den Fallstudien bei Ferber (2005)
nicht restriktiv gewirkt hat.
4.3.2 Zusätzliche Nebenbedingungen zur Prozessflexibilität
In einer Kettenstruktur müssen, wie bereits erwähnt, in jeder Periode mindestens I +
|Jt| − 1 Zuordnungen bestehen, um den gesamten Graphen in einem spannenden Baum
zu verbinden. Soll der Empfehlung von Jordan und Graves (1995) Rechnung getragen
werden, die Kette zu schließen und somit einen Zyklus an einer beliebigen Stelle in
dem Graphen zu bilden, müssen Nebenbedingungen 4.7 dem Kettenmodell hinzugefügt
4Zijt ≤ zulij ∀ i, j, t, wobei zulij = 1 für alle zulässigen Zuordnungen und 0 sonst.
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werden, die eine Mindestanzahl von I + |Jt| Zuordnungen in jeder Periode erwirkt.
Nebenbedingungen 4.7: Schließen der Kette - Zyklus im Graphen
∑
i,j
Zijt ≥ I + |Jt| ∀t
Falls eine noch höhere Flexibilität des Netzwerks angestrebt wird, kann die Zahl von
I + |Jt| Zuordnungskanten auch weiter erhöht werden. Für das vorliegende Problem
erscheint dies jedoch nicht sinnvoll, da entsprechende Investitionskosten zu hoch sind.
In Abbildung 4.3a sind ausgehend von dem spannenden Baum aus Abbildung 4.1
Abbildung 4.3: Kettenstruktur mit Zyklus






























beispielhaft zwei weitere Kanten dem Baum zugefügt, wodurch sich zwei Zyklen im
Graph ergeben. Zwei weitere Kanten müssen mindestens gewählt werden, wenn durch
Nebenbedingung 4.7 auf der rechten Seite eine minimale Anzahl an Zuordnungen in
einer Periode von I + |Jt|+ 1 vorgegeben wird.
Soll sich der Zyklus nicht nur an irgendeiner Stelle befinden, sondern den gesamten
Graphen einbeziehen, müssen die Kettenbedingungen aus 4.6 in vier Nebenbedingungen,
wie in Nebenbedingungen 4.8 gezeigt, zerlegt werden. Diese garantieren, dass je zwei
Verbindungen zwischen jedem Subgraphen und dem Rest des Graphen bestehen.
Die Nebenbedingungen für einen Zyklus durch den gesamten Graphen können bei-
spielhaft an Abbildung 4.3b erläutert werden, bei der den Nebenbedingungen 4.8 für
einen Graphen bestehend aus den Werken I¯ = {1, 2, 3, 4, 5} und den Produkten Jt =
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; t > tfix
{1, 2, 3, 4, 5} Rechnung getragen wird, indem durch eine weitere Kante von Werk i = 5
zu Produkt j = 1 ein Zyklus durch den gesamten Graphen gebildet wird. Hierdurch
kann entlang aller Werke die Produktion der unterschiedlichen Fahrzeuge immer weiter
verlagert werden. Wird allerdings Produkt j = 6 zusätzlich berücksichtigt, können die
Nebenbedingungen 4.8 mit nur einer zusätzlichen Kante nicht erfüllt werden, da für die
Submengen Qi = {5} und Qjt = {6} Nebenbedingung 4.8a verletzt wird. Hierfür wäre
eine weitere Kante von Produkt j = 6 zu einem Werk i 6= 5 notwendig. Die Nebenbedin-
gungen 4.8 setzen somit voraus, dass jedes Produkt mindestens zwei Werken zugeordnet
wird. Dies erscheint für den vorliegenden Fall allerdings nicht sinnvoll und wird daher
auch nicht in das Kettenmodell integriert. Ähnliche Bedingungen, bei denen die Neben-
bedingungen 4.8 nur für Split-Modelle gelten, würden das Modell stark verkomplizieren,
ohne dass eine höhere Flexibilität dadurch garantiert werden könnte, weswegen auch
davon im Weiteren abgesehen wird.
Die ersten beiden Richtlinien (s. Seite 63, Kapitel 2.4.2.2) von Jordan und Graves
(1995) können mit zwei Ungleichungen, wie in Nebenbedingungen 4.9 gezeigt, mit Hil-





≥ (1 + ) ∀i, t [Werk](a) ∑
i Zijt · ki∑
r djrt
≥ (1 + ) ∀t, j ∈ Jt [Fahrzeugmodell](b)
fe des nicht-negativen Zielwertes  in das Modell integriert werden. Nebenbedingung
4.9a bewirkt hierbei, dass die gesamte Nachfrage, der ein Werk in einer Periode zu-
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geordnet ist, mindestens so groß ist, wie seine verfügbare Kapazität ki5. Die zweite
Nebenbedingung 4.9b hingegen bewirkt, dass Fahrzeugmodelle in jeder Periode einer
Gesamtkapazität zugeordnet werden, die mindestens so hoch ist, wie deren Nachfrage
in dieser Periode. Dies gilt für  = 0. Soll den Werken jeweils eine höhere Nachfrage
zugeordnet werden, als deren Kapazitäten bedienen können bzw. sollen die Produkte ei-
ner höheren Kapazität als deren Nachfrage zugeordnet werden, muss  dementsprechend
angepasst werden. Ein Wert größer 0,5 erscheint dabei nicht sinnvoll, da hierdurch zu
hohe Produktinvestitionen entstehen können. Um so höher der Wert von  gewählt wird,
um so mehr Produkte werden als Split-Modelle gewählt und um so flexibler stellt sich
voraussichtlich das resultierende Netzwerk dar. Nebenbedingung 4.9b ist dann so zu
interpretieren, dass insbesondere Volumenprodukte als Split-Modelle gewählt werden
sollen. Diese Nebenbedingung wirkt für Fahrzeugmodelle mit einem geringen Absatzvo-
lumen voraussichtlich nicht sehr restriktiv.






















Die Nebenbedingungen 4.9 können anhand des Beispiels aus Kapitel 2.4.2.2, das in
Abbildung 4.4 nochmals dargestellt ist, veranschaulicht werden. In diesem Beispiel er-
geben sich für die linke Seite der Nebenbedingung 4.9a und der Nebenbedingung 4.9b
die in Tabelle 4.1 aufgezeigten Werte. Das Beispiel in Abbildung 4.4 erfüllt die Neben-
bedingungen 4.9 dann bis zu einem  = 1
3
, bedingt durch Werk i = 2. Hieran ist auch zu
sehen, dass Nebenbedingung 4.9b insbesondere bei dem schwach nachgefragten Produkt
j = 2 wenig restriktiv wirkt.
Die soeben vorgestellten Nebenbedingungen werden im Weiteren nicht in MIPK ein-
geschlossen, da die Anzahl der Zuordnungen durch die Nebenbedingungen 4.7 und 4.8
nicht unnötig hoch gewählt werden soll und durch die Vorauswahl der möglichen Split-
Modelle (bezogen auf Nebenbedingungen 4.9) bereits implizit enthalten ist. Zudem soll
die Anzahl an Nebenbedingungen, die aufgrund der Kettenbedingungen bereits sehr
hoch ist, nicht unnötig weiter in die Höhe getrieben werden.
5ki entspricht hierbei der Kapazität der restriktiveren Technologie g=P,A; d.h ki = ming {kig}.
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Tabelle 4.1: Werte der linken Seite von Nebenbedingungen 4.9a und 4.9b für das





































4.3.3 Emissionen und weitere Aspekte
In Kapitel 2.3 wurde eine Reihe (neuer) Rahmenbedingungen vorgestellt, denen sich ein
OEM gegenüber sieht. Hierzu gehören insbesondere mögliche Bestimmungen, die sich
aus dem Kyoto-Protokoll ergeben.
Emissionsbestimmungen können sich u.a. auf das zukünftige Nachfrageverhalten der
Konsumenten auswirken. Eine mögliche CO2-Steuer und weitere imagebildende Maß-
nahmen der Regierung müssen bei der Prognose der zukünftigen Nachfrage betroffener
Länder berücksichtigt werden. Aber nicht nur die Nachfrage, sondern auch die Produk-
tionskosten können von Emissionsregulierungen negativ beeinflusst werden. So müssen
zukünftige Produktionskosten für Fahrzeuge mit hohem CO2-Ausstoß sowie die Produk-
tionskosten in Ländern, die finanzintensive Emissionsminderungsmaßnahmen durchfüh-
ren müssen, dementsprechend angepasst werden. Eine generelle Verlagerung der Pro-
duktion in Länder mit niedrigen Auflagen ist u.U. langfristig zu berücksichtigen.
Abgesehen von den Inputdaten können Emissionsregulierungen auch über Nebenbe-
dingungen in ein Optimierungsmodell, ähnlich der CAFE-Bestimmungen bei Chandra
u. a. (2005) (vgl. Kapitel 3.2.2), einfließen. Hinsichtlich der angestrebten Senkung des
Flottenausstoßes auf einen bestimmten Wert kann hierfür eine Nebenbedingung for-
muliert werden, die bei Überschreitung der vorgesehenen Emissionswerte (comaxrt ) einer
Region Strafkosten in Höhe von ccort Geldeinheiten pro überschrittenes Gramm CO2
(Xcot ≥ 0) je Kilometer in der jeweiligen Periode verursacht. Dies kann, wie in Neben-
bedingung 4.10 gezeigt, ausgedrückt werden. Hierbei wird ein fahrzeugmodellabhängiger
CO2-Ausstoß von coj g/km angenommen. In den ersten Jahren würde comaxrt dann z.B.
entsprechend der geplanten Gesetze in der EU (s. Seite 55) den Wert 140 [g/km] und
später den Wert 120 [g/km] annehmen. Übersteigt der durchschnittliche Flottenausstoß,
der in Nebenbedingung 4.10 durch den Quotienten ausgedrückt wird, den vorgegebenen
Emissionswert, so nimmt Xcot einen Wert größer null an. Dieser Wert wird dann in der
Zielfunktion mit den entsprechenden Strafkosten ccort multipliziert. In dieser Form der
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Nebenbedingung wird allerdings ein quadratischer Term dem Modell hinzugefügt, der
die Lösbarkeit negativ beeinflusst. Dies kann vermieden werden, wenn bei der geforder-





ijrt = djrt). Diese Nebenbedingung stellt eine recht simple Modellie-
rung der Problemstellung dar, kann aber die Grundbedingungen gut abbilden, da bisher
keine weiteren Informationen über ein mögliches Gutschriftenverfahren oder ähnliches
vorliegen.
Ein weiterer Aspekt, der diesbezüglich in ein Modell integriert werden könnte, ist das
Vermeiden von Strafzahlungen bei Überschreiten der CO2-Grenze, indem durch entspre-
chende Marketingmaßnahmen der Absatz an emissionsarmen Fahrzeugen (vorausgesetzt
es sind solche im Produktportfolio enthalten bzw. geplant) gesteigert wird. Hierbei müs-
ste die Nachfrage in Abhängigkeit von den jeweiligen Marketingmaßnahmen modelliert
werden. Dies ist jedoch für ein strategisches Modell weniger zielführend.
Zusätzliche Regulierungen, wie z.B. die in Kapitel 2.3.2 angesprochenen Chemikalien-
regulierungen in der EU und deren Auswirkungen auf Lieferanten und die gesamte Sup-
ply Chain müssen bei der Prognose betroffener Daten berücksichtigt werden.
Weitere Aspekte, die in das vorgestellte Kettenmodell einbezogen werden können,
lassen sich bei den in Kapitel 3.2 vorgestellten Optimierungsmodellen finden. Inman
und Gonsalvez (2001) geben in ihrem Modell die Anzahl an Zuordnungen je Produkt
als fixen Wert vor. Zwar führt dies u.U. zu einer höheren Flexibilität, jedoch kann eine
sinnvolle Verteilung der Fahrzeuge auf die Werke auch hier nicht garantiert werden. Die
Vorgabe bestimmter Strukturen, wie die einer Kette, erscheinen hier vielversprechender,
da ein höherer Freiheitsgrad bei der Auswahl der Fahrzeuge besteht und zielführende
Vorgaben über die generelle Verteilung der Fahrzeuge auf die Werke vorgegeben werden.
Eine weitere Bedingung könnte im Sinne der Anlaufstrategie (s. Seite 19) die Anzahl
an Serienanläufen in einem Werk pro Jahr auf eine maximale Anzahl neuer Produkte
(anlaufi) beschränken. Dies kann, wie in Nebenbedingungen 4.11 gezeigt, ausgedrückt
werden. Hierbei kann die Anzahl der neuen Anläufe in einem Werk über die Summe
aller Modelle, die in diesem Jahr neu anlaufen (Jneut ), wie in Nebenbedingung 4.11
abgebildet, bestimmt werden. Diese Nebenbedingung ist jedoch in den meisten Fällen
nicht notwendig, wenn in jeder Periode ohnehin nur ein bis zwei neue Modelle anlaufen,
und kann daher aus Komplexitätsgründen vernachlässigt werden.
Ein weiterer Aspekt, bei dem sich die vorgestellten Ansätze in Kapitel 3.2 voneinan-
der unterscheiden, ist die Berücksichtigung der Kapazitäten und Technologien. Bei der
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Nebenbedingungen 4.11: Maximale Anzahl an Anläufen in einem Werk pro Periode
∑
j∈Jneut
Zijt ≤ anlaufi ∀i, t
Wahl einer angemessenen Formulierung ist der jeweilig betrachtete konkrete Praxisfall
ausschlaggebend. Eine generelle Differenzierung nach modellflexiblen und -unflexiblen
Technologien, wie es auch bei Ferber (2005) der Fall ist, erscheint hierbei sinnvoll und
kann auf die anderen Fälle übertragen werden. Ob weitere teilflexible Technologien, wie
z.B. die Montagebänder bei Henrich (2002), berücksichtigt werden müssen, ist für den
jeweiligen Fall individuell zu entscheiden.
Eine Erweiterung im Sinne der Unterscheidung von internen und externen Lieferanten,
wie bei Chandra u. a. (2005), wäre für das vorliegende Problem denkbar. Hierbei könn-
ten u.a. Kapazitäten der Motorenwerke, die u.U. demselben Mutterkonzern angehören,
bei der Planung besser berücksichtigt werden. Dies stellt jedoch nur dann eine sinn-
volle Erweiterung dar, wenn diese auch tatsächlich von den zuständigen Entscheidern
beeinflusst werden können.
Zusätzliche Finanzierungsaspekte, wie die Aufnahme von Fremdkapital, können in das
Modell integriert werden, wenn dies für den untersuchten Praxisfall von Relevanz ist.
Bei einer Untersuchung unterschiedlicher Szenarien bietet sich die Berücksichtigung
von Lost Sales, wie z.B. bei Francas u. a. (2007), als eine sinnvolle Erweiterung an. Hier-
bei sollten dann nicht nur die Absatzmengen, sondern auch die verursachten entgangenen
Erlöse den Kosten gegenübergestellt werden. Ein solches Vorgehen wird in Kapitel 6 für
eine Analyse unterschiedlicher Szenarien gewählt und dort genauer beschrieben.
Weitere Erweiterungen, wie die Betrachtung von Gewinnen und Steuern, sind denkbar,
werden jedoch an dieser Stelle insbesondere aus Komplexitätsgründen vernachlässigt.
In den folgenden Tests werden u.a. die Auswirkungen einzelner soeben vorgestellter
Modellerweiterungen auf das Laufzeitverhalten bei der Lösung mit einem Standardsolver
untersucht.
4.4 Laufzeitverhalten des aufgestellten Basis- und
Kettenmodells
In diesem Kapitel wird das Laufzeitverhalten der aufgestellten MIP's bei Anwendung
eines Standardsolvers untersucht. Hierbei werden die Auswirkungen steigender Werke-
und Produktzahlen sowie veränderter Freiheitsgrade und zusätzlicher Nebenbedingun-
gen anhand einzelner Beispiele dargestellt.
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4.4.1 Testumfeld und Basisdaten
4.4.1.1 Beschreibung des Testumfelds
Alle Tests, auch der folgenden Kapitel, werden auf einem Intel Core II Duo Notebook mit
einem 1.83GHz Prozessor und 1.5GB RAM Arbeitsspeicher durchgeführt. Die beschrie-
benen Modelle werden in C# implementiert und mit dem Standardsolver ILOG CPLEX
10.1 gelöst. Da es sich bei den getesteten MIP's um sehr komplexe Probleme mit langen
Laufzeiten handelt, können nur einzelne Probleminstanzen und Szenarien untersucht
werden. Die Untersuchung einer repräsentativen Stichprobe würde den Rahmen dieser
Arbeit sprengen und scheint auch nicht zielführend, da an dieser Stelle ausschließlich
ein Eindruck über die Auswirkungen gewonnen werden soll.
In einem ersten Schritt wird zunächst systematisch die Anzahl der betrachteten Pro-
dukte undWerke bei einem Planungshorizont von zwölf Perioden erhöht, um die Laufzeit
für das Basis- und das Kettenmodell zu analysieren. Alle Daten orientieren sich hier-
bei an den Angaben von Ferber (2005, Kapitel 6.3), um die Abbildung realer Größen-
verhältnisse zu gewährleisten. Im nächsten Schritt wird eine optimal lösbare Problem-
instanz mit sechs Werken, sechs Perioden und 16 Produkten hinsichtlich der Auswir-
kungen von verschiedenen Variationen auf die Laufzeit des Basis- und Kettenmodells
weiter analysiert.
4.4.1.2 Beschreibung der Basisdaten
Wie bereits erwähnt, orientieren sich sämtliche Daten an den Angaben von Ferber (2005,
Kapitel 6.3). Für die erste Testreihe wird, ausgehend von einer Probleminstanz, bei
dem das Basismodell MIPB mit CPLEX innerhalb des gewählten Zeitlimits von zwei
Stunden6 optimal gelöst werden kann, die Anzahl an Werken und Produkten in den
nicht fixierten Perioden systematisch erhöht. Die grundlegende Probleminstanz beinhal-
tet hierbei die folgenden Kerngrößen:
• 6 Werke mit einer Gesamtkapazität von 135% der maximalen Gesamtnachfrage,
• 8 Lieferanten,
• 8 Absatzregionen,
• 3 Technologien (Rohbau, Oberfläche, Montage),
• 16 Produkte, wovon 10 bereits in Serie laufen und 10 mögliche Split-Modelle dar-
stellen,
• 12 Planungsperioden
6Das Zeitlimit von zwei Stunden, das auch für die Tests der folgenden Kapitel maßgeblich ist, wurde
gewählt, da es die Möglichkeit bietet, auch in der Praxis eine angemessene Anzahl unterschiedlicher
Szenarien miteinander vergleichen zu können.
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Die Anzahl der Werke wird anschließend auf 7, 8, 9, 10, 12, 14 und 18 erhöht und die
der Produkte auf 18, 20, 22 , 24, 26, 30, 40, 60, 80, 100 und 186. Alle weiteren Input-
daten bleiben konstant. Bei Erreichen des gegebenen Zeitlimits von zwei Stunden wird
CPLEX jeweils abgebrochen und die prozentuale Differenz zwischen unterer Schranke
und bisher bester Lösung - hier als relativer Gap bezeichnet - ausgelesen.
Für die zweite Testreihe werden die beschriebenen Ausgangsdaten auf einen Planungs-
horizont von sechs Perioden weiter reduziert, um auch bei erhöhten Freiheitsgraden
nahe-optimale Lösungen ermitteln zu können. Dieses Problem wird in Kapitel 5 und 6
weiter untersucht und auch dort im Detail beschrieben. Genauere Informationen sind
für die Tests im folgenden Kapitel weniger relevant. Hier wird untersucht, welchen Lauf-
zeiteffekt die Erhöhung der Freiheitsgrade in Bezug auf die Gesamtkapazität und die
Anzahl möglicher Split-Modelle sowie das Hinzufügen verschiedener Nebenbedingungen
haben.
4.4.2 Zusammenfassung der Ergebnisse
4.4.2.1 Laufzeitverhalten bei systematischer Erhöhung der Produkt- und
Werkeanzahl
Für alle folgenden Tests kann festgehalten werden, dass bei nicht optimal lösbaren Bei-
spielen der relative Gap grundsätzlich sehr geringe Werte aufweist. Dies hängt mit der
Struktur des Zielfunktionswertes zusammen. Beschaffungs-, Produktions- und Distribu-
tionskosten machen hierbei einen sehr großen Anteil aus. In den betrachteten Beispielen
betragen die operativen Kosten etwa 95% der Gesamtkosten. Einzelne Investitionsent-
scheidungen haben nur geringe prozentuale Auswirkungen, liegen jedoch als absolute
Werte in einem Bereich von mehreren hundert Millionen Euro. Vor diesem Hintergrund
spiegeln auch schon geringe relative Gap's hohe Verluste wider.
Die Laufzeitergebnisse für MIPB sind in Tabelle 4.2 zusammengefasst dargestellt.
Hierbei lässt sich erkennen, dass bei einer Anzahl von 16 Fahrzeugmodellen für jede
getestete Werkezahl (bis auf 18) eine optimale Lösung innerhalb des Zeitlimits ermittelt
werden kann. Dies ist bereits bei einer Erhöhung auf 18 Produkte nicht mehr der Fall.
Hier kann schon bei sechs Werken keine optimale Lösung mehr gefunden werden.
Eine zulässige Lösung kann bis zu einer Anzahl von 60 Produkten für jede Werke-
konstellation gefunden werden. Dies ist für 80 Produkte ab 14 Werken, für 100 Produkte
ab acht Werken und für 186 Produkte bereits ab sieben Werken nicht mehr der Fall.
Bei diesen Problemen reicht die Zeit für den Standardsolver nicht aus, um eine zulässige
Lösung zu ermitteln.
Die Entwicklung des relativen Gap ist beispielhaft in den Abbildungen 4.5 und 4.6
dargestellt. Bei grundsätzlich steigender Tendenz (s. Abbildung 4.5) können günstige
Konstellationen hier auch dazu führen, dass bei gleicher Anzahl an Produkten und einer
höheren Anzahl an Werken, ein geringerer Gap besteht, wie in Abbildung 4.6 zu sehen
ist. Hier ist der Gap bei zehn Werken teilweise höher als er es bei zwölf ist.
Grundsätzlich kann von der Höhe des relativen Gap's jedoch nicht unmittelbar auf die
zu erwartende Laufzeit bis zur Ermittlung der optimalen Lösung geschlossen werden,
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Tabelle 4.2: Relatives Gap von MIPB in % bei zwei Stunden Laufzeit von CPLEX
'-' bedeutet, dass keine zulässige Lösung gefunden wurde
Anzahl Anzahl Werke
Produkte 6 7 8 9 10 12 14 18
16 0 0 0 0 0 0 0 3,6
18 1,9 2,3 2,6 3,0 3,1 2,8 2,6 4,9
20 2,2 3,4 4,1 4,3 4,2 3,9 3,3 5,5
22 2,7 2,2 4,2 5,3 4,8 5,0 4,2 5,4
24 3,6 5,0 5,6 6,4 5,7 5,4 4,3 6,2
26 3,9 5,5 5,6 6,8 6,8 5,4 4,7 6,6
30 5,5 7,0 8,1 9,8 9,4 8,3 6,5 7,4
40 7,7 8,1 8,5 8,7 12,0 9,3 8,4 8,5
60 9,4 10,8 12,7 14,6 10,8 13,9 10,1 9,8
80 9,8 11,6 10,6 10,4 12,7 11,4 - -
100 10,2 11,6 - - - - - -
186 24,3 - - - - - - -
da die Laufzeit überproportional ansteigt und ein kleiner Unterschied des zwei Stunden
Gap's enorme Auswirkungen auf die gesamte Rechenzeit haben kann.
Abbildung 4.5: Mittelwert des relativen Gap's von MIPB für 6, 7, 8, 9, 10, 12 und
18 Werke bei steigender Anzahl von Produkten
Anzahl Produkte
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Bei dem Untersuchten Beispiel ist zu berücksichtigen, dass hierbei starke Einschrän-
kungen der Wahlfreiheit bezogen auf mögliche Split-Modelle bestehen. Eine Erhöhung
der möglichen Anzahl an Zuordnungen eines jeden Modells kann einen dramatischen
Anstieg der Laufzeit auch bei der Lösung von MIPB bei kleineren Probleminstanzen
zur Folge haben, wie in den nächsten Tests beispielhaft gezeigt wird.
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Betrachtet man in einem nächsten Schritt die Laufzeitentwicklung von MIPK , das zu-
sätzlich zum Basismodell noch die Kettenbedingungen beinhaltet, ist ein interessan-
ter Effekt zu erkennen. Werden hierbei Freiheitsgrade bei der Zuordnungsstruktur im
Vergleich zu vorher stark eingeschränkt, benötigt der Standardsolver um einiges mehr
Rechenzeit allein für das Auffinden einer ersten zulässigen Lösung. Grundsätzlich wäre
zu erwarten, dass bei dem Branch&Bound-Verfahren, das von dem Standardsolver ver-
wendet wird, bei der Einschränkung zulässiger Lösungen viele Äste des Branch&Bound-
Baumes schneller ausgelotet werden können und somit auch schneller die optimale Lö-
sung gefunden wird. Allerdings wird dem Problem durch die Kettenbedingungen eine
so hohe Anzahl an Nebenbedingungen hinzugefügt, dass ein Großteil des verfügbaren
Arbeitsspeichers für deren Verarbeitung beansprucht wird und sich somit der negative
Effekt auf die Laufzeit erklären lässt. Ähnliches ist bei der Bewältigung der Zyklus-
bedingungen bei Rundreiseproblemen (TSP) der Fall. Bei MIPK kann daher bereits
für die Basisdaten keine optimale Lösung mehr gefunden werden. Tabelle 4.3 zeigt, dass
für das Kettenmodell generell nur für einen Bruchteil der untersuchten Probleminstan-
zen eine zulässige Lösung gefunden werden kann. Dies liegt mitunter auch daran, dass
der Arbeitsspeicher für größere Beispiele nicht mehr ausreicht, um die hohe Anzahl an
Nebenbedingungen zu bewältigen.
Es kann festgehalten werden, dass CPLEX für MIPK keinen adäquaten Solver dar-
stellt. Auch wenn für kleinere Beispiele nach langer Rechenzeit noch optimale Lösungen
gefunden werden können, ist dies bereits bei Probleminstanzen von 22 Produkten und
sechs Werken, mit denen bei Praxisfällen mindestens zu rechnen ist, nicht mehr möglich.
Eine Möglichkeit, mit den Schwierigkeiten bei der Lösung des Kettenproblems umzuge-
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Tabelle 4.3: Relatives Gap von MIPK in % bei zwei Stunden Laufzeit von CPLEX
'-' bedeutet, dass keine zulässige Lösung gefunden wurde
Anzahl Anzahl Werke
Produkte 6 7 8 9 10
16 1,4 2,4 6,2 6,3 -
18 7,6 10,7 13,4 - -
20 12,3 14,7 - - -
22 - - - - -
24 - - - - -
hen, wäre die Formulierungen alternativer Zyklusbedingungen, wie sie auch beim TSP
vorkommen. Allerdings konnte gesehen werden, dass bereits die Lösung des Basispro-
blems trotz großer Einschränkung der Freiheitsgrade bezogen auf mögliche Split-Modelle
mit den Standardsolver zu Schwierigkeiten führen kann. Eine spezialisierte Lösungs-
methode würde sich daher insbesondere für MIPK anbieten.
4.4.2.2 Laufzeitverhalten bei Variation der Inputdaten und Freiheitsgrade
Bei den folgenden Tests wird ausgehend von der reduzierten Probleminstanz P1 mit 16
Produkten und sechs Perioden7, von denen zwei bereits fixiert sind, die Auswirkung von
Kapazitätserhöhungen und einer gesteigerten Zahl möglicher Split-Modelle bei unter-
schiedlichen Einschränkungen untersucht. Folgende Szenarien und Nebenbedingungen
können hierbei unterschieden werden:
Szenarien
• Ausgangsszenario S mit einer maximalen Kapaztitätsbeanspruchung von 84% und
sechs möglichen Split-Modellen,
• Kapazitätsszenario SC1, bei dem die unspezifische Kapazität von Werk i=1 um
20% erhöht wird,
• Kapazitätsszenario SC2, bei dem die unspezifische Kapazität von Werk i=1,2 um
je 20% erhöht wird,
• Kapazitätsszenario SC3, bei dem die unspezifische Kapazität aller Werke um 20%
erhöht wird,
• Zuordnungsszenario SZ1, bei dem zwei weitere Produkte zu möglichen Split-Modellen
ernannt werden (nZjt + 1 für j=7,8),
7Genauere Informationen s. Kapitel 5.2.1.
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• Zuordnungsszenario SZ2, bei dem sich für alle Fahrzeugmodelle die Anzahl zuläs-
siger Zuordnungen um ein zusätzliches Werk erhöht (nZjt+1 ∀j), d.h. alle Produkte
sind mögliche Split-Modelle.
Zusätzliche Nebenbedingungen
• Nebenbedingung A, Vorgabe 38 zulässiger Zuordnungen zulij (Zijt ≤ zulij ∀ i, j, t)
• Nebenbedingung B, fixe Vorgabe der Splitanzahl (∑i Zijt = nZjt ∀j, t)
• Nebenbedingung C, maximale Anzahl Anläufe in einem Werk pro Periode
(
∑
j∈Jneut Zijt ≤ 1 bzw. 2 ∀i, t)
Die Laufzeit aller Szenarien wird bei Einhaltung der jeweiligen Nebenbedingungen so-
wohl bei MIPB als auch MIPK untersucht. Die Ergebnisse sind in den Tabellen der
Abbildung 4.7 dargestellt.
Abbildung 4.7: Laufzeit von CPLEX in Sekunden zur Ermittlung der optimalen Lö-

































In Tabelle 4.7a ist zunächst derselbe Effekt, wie auch schon bei den vorangegangenen
Tests, zu erkennen. Dieser beinhaltet, dass die Lösung von MIPK wesentlich mehr Zeit
in Anspruch nimmt als die von MIPB.
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Bei Erhöhung der Gesamtkapazitäten sind fürMIPB bei den untersuchten Beispielen
keine eindeutigen Effekte zu erkennen. Auch wenn die Kapazitätserhöhung eines Wer-
kes (SC1) in dem Beispiel zu einer erheblichen Laufzeitsteigerung führt, mag dies an
den spezifischen Eigenschaften der gegebenen Probleminstanz liegen. Bei einer weiteren
Erhöhung der Kapazitäten entspricht die Laufzeit gerade einmal knapp dem Doppelten
des Ausgangsszenarios. Anders sieht es bei MIPK aus, bei dem auch bei SC2 und SC3
enorme Steigerungen um etwa das fünf- bis achtfache festzustellen sind. Eine generelle
Kapazitätserhöhung kann demnach eine negative Auswirkung auf das Laufzeitverhalten
der Modelle haben.
Die Auswirkungen einer Erhöhung der Freiheitsgrade bei der Auswahl von Split-
Modellen sind hier eindeutiger. Durch zwei weitere mögliche Zuordnungen wird in SZ1
bei der Lösung vonMIPB die Laufzeit fast verzehnfacht. Eine große Steigerung ist auch
bei MIPK zu erkennen, fällt verhältnismäßig jedoch geringer aus. Eine Erhöhung der
Anzahl möglicher Zuordnungen jedes Modells in SZ2 führt dazu, dass MIPK innerhalb
einer Zeitspanne von einer Woche nicht mehr optimal gelöst werden kann. Der Frei-
heitsgrad bei der Wahl der (Split-)Modelle scheint demnach einen großen Einfluss auf
die Laufzeiten des Standardsolvers auszuüben. Dies zeigt sich auch bei den untersuchten
zusätzlichen Nebenbedingungen.
Wird mit Nebenbedingung A die Anzahl zulässiger Zuordnungen auf 38 im Vergleich
zu 96 möglichen reduziert, führt dies zu drastischen Laufzeitreduktionen, wie in Tabelle
4.7b abgelesen werden kann. Selbst das letzte Zuordnungsszenario SZ3 kann hier für
MIPK in 22 Sekunden gelöst werden. Um einen besseren Einblick in die Auswirkun-
gen zu gewinnen, wurden außerhalb der in Tabelle 4.7b gemachten Angaben, für das
Ausgangsszenario die Anzahl zulässiger Zuordnungen im Weiteren zunächst auf 40 (A2)
und dann auf 42 (A3) erhöht. Hierbei lässt sich erkennen, dass sich durch die zwei zu-
sätzlichen Möglichkeiten in A2, die zwei Split-Modelle betreffen, bereits die Laufzeit bei
MIPB vervierfacht (4 s) und bei MIPK mehr als verdoppelt (9 s). Die zusätzlichen
Möglichkeiten in A3 betreffen hingegen ein Solitär- und ein Split-Modell. Die Erhöhung
der Laufzeit ist hier geringer und liegt bei einer zusätzlichen Sekunde bei MIPB und
vier Sekunden bei MIPK .
Tabelle 4.7c zeigt, dass die eingeschränkte Wahlmöglichkeit der Anzahl an Zuordnun-
gen von Split-Modellen durch Nebenbedingung B zu einer enormen Laufzeitreduktion
führt, wobei für die Lösung von SZ2 bei beiden Modellen ein Wert von über vier Stunden
erreicht wird.
Um etwa ein Zehntel reduziert sich auch die Laufzeit im Vergleich zu den Ausgangs-
modellen, wenn die Anzahl der Anläufe pro Werk und Periode auf einen beschränkt wird
(s. Tabelle 4.7d). Bei einer Beschränkung auf zwei Anläufe werden wieder die Werte der
Ausgangsmodelle erzielt, da bei dieser Probleminstanz maximal zwei Produkte in einer
Periode anlaufen und somit dasselbe Problem gelöst werden muss.
Bei den Tests konnte exemplarisch gezeigt werden, dass die Erhöhung der Freiheitsgrade
dramatische Auswirkungen auf das Laufzeitverhalten von CPLEX haben kann. Auf der
anderen Seite können gewisse Einschränkungen in Form unterschiedlicher strategischer
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Vorgaben zu einer drastischen Senkung der Freiheitsgrade und der damit einhergehenden
Laufzeit führen. Zudem konnte festgestellt werden, dass bei einer Erhöhung der betrach-
teten Werke und Produkte der Standardsolver in der gegebenen Testumgebung schnell
an seine Grenzen stößt. Eine systematische Analyse einer repräsentativen Stichprobe an
Probleminstanzen ist daher in akzeptabler Zeit nicht möglich. Aus diesem Grund wird
im folgenden Kapitel eine Lösungsmethode vorgestellt, die auch für praxisrelevante Pro-
bleme in angemessener Zeit gute Ergebnisse erzielen soll.

Kapitel 5
Lösungsmethode für die Planung
flexibler Produktionsnetzwerke
Wie aus den Tests in Kapitel 4.4 hervorgegangen ist, kann das aufgestellte Kettenmodell
MIPK schon für kleine Probleminstanzen nicht mehr effizient gelöst werden. Hinzu
kommt, dass auch die optimale Lösung des Basismodells MIPB mit dem verwendeten
Standardsolver CPLEX bei Erhöhung der Freiheitsgrade nicht mehr in angemessener
Zeit ermittelt werden kann. Aus diesem Grund bietet es sich an, ein Lösungsverfahren
zu entwickeln, das auf die spezielle Problemstellung ausgerichtet ist.
In Kapitel 5.1 wird für das zuvor aufgestellte Kettenmodell eine Lösungsheuristik
vorgestellt, die auf einer Lokalen Suche basiert. Die Vorgaben der Kettenbedingung-
en werden hierbei bei der Nachbarschaftsdefinition berücksichtigt. Eine Besonderheit
betrifft dabei den dynamischen Planungshorizont, bei dem in jeder Periode eine neue
Zusammensetzung der nachgefragten Fahrzeugmodelle besteht. Hierdurch muss für je-
de beeinflussbare Periode untersucht werden, ob alle Nebenbedingungen inklusive der
Kettenbedingungen erfüllt sind.
Im Anschluss daran werden in Kapitel 5.2 zwei Varianten des entwickelten Algorith-
mus anhand verschieden großer optimal und nicht optimal lösbarer Probleminstanzen
mit CPLEX verglichen. Hierbei werden die Lösungsgüte und die Laufzeit der drei Me-
thoden gegenübergestellt.
5.1 Verfahrensbeschreibung
Bei der Entscheidung für ein geeignetes Lösungsverfahren ist die Wahl aus den folgenden
Gründen auf eine Lokale Suche und die Metaheuristik Threshold Accepting gefallen:
• Im Gegensatz zu CPLEX profitiert das Verfahren einer Lokalen Suche von der Ein-
schränkung der Zuordnungen auf Ketten, da hierdurch weniger zulässige Lösungen
in der Nachbarschaft existieren, die in dem Verfahren überprüft werden müssen.
Wie in Kapitel 3.3.1 beschrieben, findet die Metastrategie TA dabei relativ schnell
gute Lösungen.
• Das Verfahren des TA ist verhältnismäßig einfach zu implementieren (vgl. u.a.
Meyr, 1999, Seite 106).
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• Verschiedene Metaheuristiken lassen sich gut miteinander kombinieren, so dass
eine Erweiterung des Verfahrens jederzeit möglich ist.
Besonders der erste Punkt ist hierbei ausschlaggebend, da es bei dem vorliegenden Pro-
blem wichtig ist, für verschiedene Szenarien in kurzer Zeit gute Lösungen zu finden. Die
optimale Lösung eines Szenarios kann bei veränderten Inputdaten schnell zu einer sub-
optimalen Lösung werden. Das Auffinden einer solchen ist daher zwar wichtig, aber we-
niger im Fokus, als bei Problemstellungen mit sicheren Inputdaten. Bei der vorliegenden
Problemstellung steht die Identifikation guter Lösungen in Hinblick auf unterschiedliche
Zukunftsentwicklungen im Mittelpunkt.
Für die Anwendung einer Lokalen Suche lässt sich das in Kapitel 4.2 aufgestellte
Kettenmodell MIPK in zwei Teilprobleme untergliedern. Das erste Teilproblem bein-
haltet hierbei die Bestimmung der Zuordnungsstruktur und das zweite, unter Vorgabe
fixierter Zuordnungen, die Bestimmung der mengenabhängigen Variablen. In einer Lo-
kalen Suche können diese zwei Probleme iterativ gelöst werden, indem zuerst jeweils
eine Zuordnungsstruktur mit den zugehörigen Erweiterungen in der Technologie Roh-
bau bestimmt und dann das zweite Teilproblem bei fixierten Zuordnungen und Rohbau-
kapazitäten optimal gelöst wird. Die beiden Teilprobleme werden im folgenden Kapitel
genauer beschrieben.
5.1.1 Beschreibung der Teilprobleme
Das erste Teilproblem zur Bestimmung der Zuordnungsstruktur (s. Modell 5.1), im
Folgenden als Zuordnungsproblem MIPZ bezeichnet, beinhaltet alle Variablen und
Rahmenbedingungen, die sich direkt auf die Zuordnungsentscheidungen von Produkten
zu Werken beziehen und unabhängig von allen Mengenentscheidungen bei Beschaffung,
Produktion und Distribution sind.
Die Zielfunktion von Modell 5.1 minimiert die abgezinste Summe invZt aus fixen Inves-
titionszahlungen neuer Produktzuordnungen und der Strukturinvestitionen im Rohbau,
die unabhängig von den Produktionsmengen entstehen. Entscheidungen über Struktur-
erweiterungen in den Technologien Oberfläche und Montage hängen jedoch von den
jeweiligen Produktionsmengen im Werk ab und können daher erst im zweiten Teil-
problem, im Folgenden als Supply Chain Problem MIPSC bezeichnet, bestimmt
werden. Dasselbe ist für die Entscheidung über zweite Rohbauanlagen der Fall, die ei-
ne mengenabhängige Entscheidung darstellen. Hierbei muss angemerkt werden, dass
diese Entscheidung bei Solitärmodellen im Gegensatz zu Split-Modellen bereits durch
die Zuordnung zu einem Werk bestimmt wird, da hier die Produktionsmenge, nämlich
die der gesamten Nachfrage, bereits feststeht. Sollte die Nachfrage eines Solitärmodells
während des Produktlebenszyklus die Kapazität der Rohbauanlage übersteigen, muss in
eine zweite Anlage investiert werden. Diese Eigenschaft kann u.U. später bei der Lokalen
Suche berücksichtigt werden.
Die Nebenbedingung des Zuordnungsmodells, die sich auf die Zuordnungsvariablen
und Strukturerweiterungen im Rohbau beziehen, setzen sich aus den in Kapitel 4.2 vor-
gestellten Nebenbedingungen 4.2a für die Werkskapazitäten im Rohbau, 4.2b für mögli-
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fpfigj · (Zijτ − Zij,(τ−1))
]
· exit ∀ t
unter den Nebenbedingungen:∑
i
Zijt ≥ 1 ∀t, j ∈ Jt(a) ∑
j∈Jt
Zijt ≥ 1 ∀ i, t(b)
sowie alle Nebenbedingungen 4.2a− 4.2d, 4.2g − 4.2i und 4.6
che Split-Modelle, 4.2c und 4.2d zur Konsistenz von Entscheidungen, 4.2g-4.2i über den
Ausgangszustand von Zuordnungen und Kapazitäten sowie den Kettenbedingungen 4.6
zusammen. Bei Nebenbedingung 4.2a werden in diesem Fall keine zweiten Rohbauan-
lagen berücksichtigt, da angenommen wird, dass sie sich - wie im Praxisproblem von
Ferber (2005) - nicht auf die Bestimmung der Strukturerweiterungen im Rohbau und
die maximale Anzahl an Produkten in einem Werk auswirken.
Bei MIPZ sind zwei weitere Nebenbedingungen 5.1a und 5.1b hinzuzufügen, um
auf der einen Seite die Nachfragebedienung und Mindestproduktion in einem Werk zu
gewährleisten und auf der anderen Seite die Kettenbedingungen in Kombination mit
Nebenbedingungen 4.6 zu garantieren. Nebenbedingung 5.1a sorgt hierbei dafür, dass
jedes Modell während seines Produktlebenszyklus auch mindestens einem Werk zuge-
ordnet wird und 5.1b dafür, dass jedes Werk in jeder Periode mindestens einem Produkt
zugeordnet wird, das in dieser Periode in Serie produziert wird.
Hinsichtlich der Lokalen Suche können insbesondere die Nebenbedingungen betref-
fend der verfügbaren Werkskapazität im Rohbau bzw. der maximalen Anzahl an Pro-
dukten in einem Werk (s. Nebenbedingung 4.2a) und die Bedingungen der vorgegebenen
Splitanzahl (s. Nebenbedingung 4.2b) die Nachbarschaft einer vorhandenen Zuordnungs-
struktur erheblich einschränken, was ein frühes 'Festhängen' in einem lokalen Minimum
zur Folge hat. Aus diesem Grund werden diese zwei Nebenbedingungen im Folgenden
unter Berücksichtigung von entsprechenden Strafkosten (hi und hj) relaxiert und in
die Zielfunktion 5.1 von MIPZ aufgenommen.
In einer zulässigen Lösung für MIPK nehmen die Ausdrücke
∑
j∈Jt Zijt − (nBi +
YiBt) und
∑
i Zijt − nZjt einen Wert kleiner gleich null an. Um zu verhindern, dass in
diesem Fall die Strafkosten mit einem negativen Wert multipliziert werden und sich der
Zielfunktionswert bei Unterschreitung der Maximalgrenzen dadurch verbessert, werden
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Zijt − nZjt; 0
}
die Strafkosten mit dem Maximum aus dem jeweiligen Wert und null multipliziert. Bei
Verstoß gegen eine der beiden Nebenbedingungen entstehen dann zusätzlich zu den
Investitionszahlungen Strafkosten, die bei zulässigen Lösungen nicht anfallen.
Die Bestimmung der jeweiligen Strafkosten stellt hierbei einen kritischen Faktor dar.
Sind diese zu hoch gewählt, werden ausgehend von einer bestimmten Startlösung einige
Zuordnungen nie oder nur sehr selten erreicht. Sind die Strafkosten hingegen zu niedrig
gewählt, erweisen sich im schlechtesten Fall unzulässige Lösungen als besser im Vergleich
zu nahegelegenen zulässigen Lösungen für MIPK , die dann nicht mehr erreicht werden.
Das Unter- bzw. Supply Chain ProblemMIP SC minimiert unter der Vorgabe fixierter
Zuordnungen (Zˆijt) alle Supply Chain Kosten (costt)1 sowie die Investitionen invSCt ,
die sich aus den fixen und variablen Investitionszahlungen in die produktunspezifisch-
en Technologien sowie fixe Investitionszahlungen in alle notwendigen zweiten Rohbau-
anlagen zusammensetzen. MIP SC ist in Modell 5.2 abgebildet. Hierbei wird ersichtlich,
dass es sich immer noch um ein gemischt-ganzzahliges Problem handelt, da Kapazitäts-
entscheidungen in den Technologien Montage und Oberfläche sowie Entscheidungen über
zweite Rohbauanlagen von Split-Modellen von den Produktionsmengen abhängen und
somit nicht bereits mit MIPZ bestimmt werden können. Diese Eigenschaft wirkt sich
negativ auf die Laufzeit des Lösungsverfahrens aus und muss bei der Bestimmung der
Anzahl zu durchlaufender Iterationen berücksichtigt werden.
Bei fixierten Zuordnungen kann es zusätzlich dazu kommen, dass Kapazitätsrestriktio-
nen 4.4a bis 4.4d grundsätzlich nicht eingehalten werden können. Um trotzdem eine 'zu-
lässige' Lösung für die Lokale Suche zu generieren, werden weitere Strafkosten hfit für
die Nutzung fiktiver Kapazitäten in die Zielfunktion mit aufgenommen. Die Kapazitäts-
restriktionen werden dann, wie in Nebenbedingungen 5.2a bis 5.2d zu sehen, um die
mögliche Produktion in der fiktiven Kapazität Xhijgt erweitert. Da hierdurch ein Pro-
dukt wiederum in einem Werk, dem es nicht zugeordnet ist, unter der Nutzung fiktiver
1s. Zielfunktionsterm 4.2, Seite 130
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Modell 5.2: Subproblem MIP SC - Supply Chain Problem



























kalpiBj,(t−τ) · fpfiBj · (Z¯ijτ − Z¯ij,(τ−1)) · exit ∀ t
unter den Nebenbedingungen:∑
j
Xijt ≤ kig + kerwig · Yigt +
∑
j
Xhijgt ∀ i, t, g 6= B(a)
Xijt ≤ kBij · (Zˆijt + Z¯ijt) +XhijBt ∀ i, j, t(b) ∑
j
Xijt −XOigt ≤ regig · (kig + kerwig · Yigt) +
∑
j
Xhijgt ∀ i, t, g 6= B(c)
Xijt −XOBijt ≤ regiB · kBij · (Zˆijt + Z¯ijt) +XhijBt ∀ i, j, t(d)
Xijt ≤ Zˆijt ·W ∀ i, j, t(e)
sowie alle Nebenbedingungen 4.1, 4.3, 4.4e und 4.5
Kapazität hergestellt werden kann, muss eine weitere Nebenbedingung 5.2e dem Modell
5.2 zugefügt werden. Diese sorgt dafür, dass ein Produkt nur in dem Werk hergestellt
werden kann, dem es auch zugeordnet ist. Der Parameter W entspricht hierbei einer
hinreichend großen Zahl, mindestens so groß, wie die Gesamtnachfrage
∑
r djrt nach
dem jeweiligen Produkt in dieser Periode.
Alle weiteren Nebenbedingungen, die sich auf das Supply Chain Problem beziehen,
können aus der Supply Chain Planung von Kapitel 4.2.2 übernommen werden. Da-
bei handelt es sich insbesondere um die Rahmenbedingungen 4.1 zur Bestimmung der
Produktionsmengen für die die variablen Produktinvestitionen getätigt werden müssen,
die Rahmenbedingungen 4.3 der Beschaffung, die den Anteil an Motoren von einem
Fahrzeugmodell sowie Mindest- und Maximalbeschaffungsmengen vorgeben, die Rah-
menbedingungen 4.4e zur Bestimmung der Mindestproduktionsmengen in einem Werk
sowie die Rahmenbedingung 4.5 für den Flusserhalt bei der Distribution.
5.1.2 Bestimmung einer Startlösung
Bevor die soeben vorgestellten Teilprobleme dann in einer Lokalen Suche iterativ gelöst
werden, muss eine zulässige Startlösung ermittelt werden. Eine Möglichkeit hierfür ist
die Generierung der optimalen Lösung von MIPZ und der sich anschließenden Lösung
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von MIP SC . Da MIPZ jedoch immer noch ein sehr komplexes Problem darstellt, bie-
tet es sich an, auf eine einfache Heuristik für die Generierung einer zulässigen Lösung
zurückzugreifen. Eine mögliche Zuordnungsstruktur, die hierbei unter Berücksichtigung
der beschriebenen Strafkosten immer zu einer zulässigen Lösung führt, ist die der kom-
pletten Flexibilität. Allerdings stellt komplette Flexibilität in Hinsicht auf die Produkt-
investitionen eine sehr ungünstige Lösung dar. In einer Lokalen Suche müssen dann sehr
viele Iterationen durchlaufen werden, bis eine erste sinnvolle Lösung hinsichtlich der
Anzahl an Zuordnungen gefunden werden kann.
Um jedoch relativ schnell Zuordnungsstrukturen zu finden, die den Nebenbedingungen
vonMIPZ bei möglichst geringen Produktinvestitionen genügen, wird im Folgenden ein
Eröffnungsverfahren entwickelt, das eine Kombination aus einer Regretheuristik für die
generelle Zuordnung von jedem Produkt zu einem Werk und einem sich anschließenden
Verfahren nach Prim/Dijkstra für die Erstellung eines spannenden Baums darstellt. Mit
dieser Heuristik wird für jede Periode eine Zuordnungsstruktur so bestimmt, dass ab der
Periode, ab der Zuordnungs- und Kapazitätsentscheidungen getroffen werden können,
in jeder Periode ein spannender Baum gebildet wird. Unter den Vorgaben der hierbei
ermittelten Zuordnungen und sich ergebender Kapazitätserweiterungen im Rohbau wird
anschließend das Supply Chain Problem MIP SC mit einem Standardsolver optimal
gelöst.
Das Vorgehen soll im Folgenden genauer beschrieben werden. Hierfür werden zunächst
die Grundlagen zum allgemeinen Ablauf der Regretheuristik und des Verfahrens von
Prim/Dijkstra beschrieben bevor diese Verfahren für das vorliegende Problem angepasst
werden.
5.1.2.1 Allgemeine Grundlagen
Regretheuristik Die Regretheuristik2 ist ein Eröffnungsverfahren für Zuordnungspro-
bleme. Bei der Zuordnung (Zij) von einer Menge an Nachfragern J¯ zu je einem An-
bieter aus der Menge I¯ wird in diesem Prioritätsregelverfahren in jeder Iteration der
Nachfrager j mit dem höchsten Regretwert Rj ausgewählt und einem Anbieter i zu-
geordnet, der über ausreichend Kapazität verfügt, um die gesamte Nachfragemenge zu
bedienen. Der genaue Verfahrensablauf ist in Alagorithmus 5.1 dargestellt. Zunächst
müssen für alle Nachfrager die kleinsten c1ij und zweitkleinsten c
2
ij Zuordnungskosten
zu den Anbietern ermittelt werden. Aus deren Differenz ergeben sich dann die jeweili-
gen Regretwerte Rj der Nachfrager j. Der Nachfrager j′ mit dem höchsten Regretwert
wird dann entweder zufällig oder, wie hier gezeigt, dem Anbieter i′ mit den geringsten
Zuordnungskosten zugeordnet. Die Zuordnungsvariable Zi′j′ nimmt dann den Wert eins
an. Die zugeordnete Nachfragemenge von j′ wird anschließend von der Angebotsmenge
(Kapazität) von i′ abgezogen und j′ aus der Menge der noch zuzuordnenden Nachfrager
entfernt. Sollte die verbleibende Kapazität von i′ hierdurch zu gering geworden sein, um
die Nachfragemenge eines anderen Nachfragers zu bedienen, werden die entsprechenden
Zuordnungskosten auf unendlich gesetzt. In dem Fall, dass sich die Kostenelemente c1ij
2vgl. Domschke (1997, Seite 66f)
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und c2ij dabei nicht ändern, kann mit den bestehenden Regretwerten weitergerechnet
werden, ansonsten müssen die kleinsten und zweitkleinsten Zuordnungskosten sowie der
Regretwert neu berechnet werden. Das Verfahren endet, wenn entweder alle Nachfrager
zugeordnet wurden oder kein Anbieter mehr ausreichend Kapazität zur Verfügung stellt,
um die Nachfrage eines der übrigen Nachfrager in J¯ zu bedienen.
Algorithmus 5.1: Eröffnungsverfahren: Regretheuristik
INPUT: I¯ - Menge an Anbietern i,
J¯ - Menge an zuzuordnenden Nachfragern j,
K - Kapazitätsvektor mit Kapazitätskoeffizienten ki,
D - Bedarfsmatrix mit Bedarfkoeffizienten dj,
C - Kostenmatrix mit Kostenkoeffizienten cij,
cij :=∞, wenn ki < dj,
it - Iteration (Start: it = 1).
DETERMINE: Alle kleinsten c1ij und zweitkleinsten c
2
ij Kostenelemente
sowie die Regretwerte Rj := c2ij − c1ij.
WHILE: it ≤ ∣∣J¯∣∣ oder für kein j gilt: cij =∞ ∀i




, i′ := i, für das gilt: c1ij′ ,
Zi′j′ := 1, ki′ := ki′ − dj′ , J¯ := J¯ − {j′}
For j ∈ J¯ DO:
IF: dj > ki′
THEN: ci′j :=∞, ggf. Neuberechnung c1ij, c2ij,Rj
it := it+ 1
OUTPUT: Zij, Xij ∀ i, j, wenn J¯ = ∅, sonst keine zulässige Lösung vorhanden.
Quelle: in Anlehnung an Domschke (1997, Seite 66)
Das Verfahren soll kurz anhand eines Beispiels in Abbildung 5.1 nachvollzogen wer-
den. In Tabelle 5.1a sind die Nachfrager J¯ = {1, 2, 3} und Anbieter I¯ = {1, 2, 3} mit
den zugehörigen Nachfragemengen dj, den Angebotsmengen ki und den jeweiligen Zu-
ordnungskosten cij angegeben. Die Regretwerte ergeben sich, indem die günstigsten von
den zweitgünstigsten Zuordnungskosten abgezogen werden. So ergibt sich z.B. bezogen
auf Nachfrager j = 1 der Regretwert R1 = 1 aus der Differenz der zweitgünstigsten
c213 = 2 und günstigsten Kosten c
1
11 = 1. Folgende Iterationen werden während des
Verfahrens durchlaufen:
• Iteration it=1: j′ = 3, i′ = 3, Z33 = 1, k3 = 0, J¯ = {1, 2} , c31 = c32 =∞, R1 = 2
• Iteration it=2: j′ = 1, i′ = 1, Z11 = 1, k1 = 0, J¯ = {2} , c12 =∞, R2 =∞
• Iteration it=3: j′ = 2, i′ = 2, Z22 = 1, k2 = 0, J¯ = ∅
• Output: Z11 = Z22 = Z33 = 1;X11 = X22 = X33 = 10
In Tabelle 5.1b und 5.1c sind die durchgeführten Iterationen dargestellt. Tabelle 5.1d
beinhaltet die sich daraus ergebenden Mengen Xij die Anbieter i von Nachfrager j
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Abbildung 5.1: Beispiel für den Ablauf der Regretheuristik
(a) Ausgangssituation
cij 1 2 3 ki
1 1 2 3 10
2 3 3 4 10
3 2 4 1 10
dj 10 10 10
Rj 1 1 2
(b) Iteration 1
cij 1 2 3 ki
1 1 2 10
2 3 3 10




cij 1 2 3 ki
1 [1] ∞ 0
2 3 10








Quelle: Eigenes Beispiel in Anlehnung an Domschke (1997, Seite 67)
bedient. In diesem Beispiel wird jeder Nachfrager von genau einem Anbieter versorgt.
Bei unterschiedlichen Angebots- und Nachfragemengen muss dies nicht so sein.
Verschiedene Variationen des Verfahrens sind denkbar, so können u.a. bei der Be-
rechnung der Regretwerte die unterschiedlichen Kapazitätsbedarfe einbezogen werden,
indem die Kostenelemente ins Verhältnis zu den Bedarfen gesetzt werden.
Verfahren nach Prim/Dijkstra Eine Zuordnungstruktur einer (ungeschlossenen) Ket-
te über alle Produkte und Werke kann, wie in Kapitel 4.2.3 bereits beschrieben, durch
einen spannenden Baum, der in jeder Periode alle Werke mit allen Produkten, die in der
jeweiligen Periode in Serie produziert werden, direkt oder indirekt verbindet, wiederge-
geben werden. Das Verfahren nach Prim/Dijkstra3 dient der Bestimmung eines minimal
spannenden Baums4 und kann, wie weiter unten gezeigt, eingesetzt werden, um eine
unflexible Zuordnungs- zu einer (flexiblen) Kettenstruktur zu erweitern.
Das Verfahren startet bei einem beliebigen isolierten Knoten i, der Teil des Baums
QB ist und fügt iterativ so lange weitere Kanten diesem Baum hinzu, bis ein spannen-
der Baum durch die Kanten EB, die alle Knoten miteinander verbinden, entsteht. Das
Verfahren ist in Algorithmus 5.2 formal genauer dargestellt.
Hierbei werden in jeder Iteration für jeden Knoten i ∈ Q¯, der noch nicht zu dem
3vgl. Domschke und Drexl (2007, Seite 60)
4Es existiert kein weiterer Baum in dem zusammenhängenden Graphen G, der zu einer geringeren
Gesamtbewertung führt (vgl. Domschke, 1997, Seite 4).
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Algorithmus 5.2: Verfahren von Prim/Dijkstra zur Erzeugung minimal spannender
Bäume
INPUT: G - zusammenhängender bewerteter Graph G = [I¯ , E, c],
I¯ - Menge an Knoten i ∈ G,
E - Menge an Kanten eip ∈ G,
EB - Menge an Kanten im Baum
C - Kostenmatrix mit Kostenkoeffizienten cip ∀ eip ∈ E,
Q¯ - Menge an Knoten, die nicht zum Baum gehören
F - Summe der Kantenbewertungen im Baum
c1i - Niedrigste Kantenbewertung, mit der ein isolierter Knoten i
mit dem Baum verbunden werden kann
ni - inzidenter Knoten p zu Knoten i der Kante eip mit c1i
SET: F := 0, Q¯ = I¯ − {i′} , c1i = ci′i, ni := i′ ∀ i 6= i′; ci′i :=∞ ∀ i = i′
WHILE: Q¯ 6= ∅
DO: DETERMINE: c1i′ := min
{
c1i |i ∈ Q¯
}
SET: s := ni′ , EB := EB + {ei′s} , F := F + c1i′ ,
Q¯ := Q¯− {i′}
FOR: i ∈ Q¯ DO:
IF: cip < c1i
THEN: c1i := cip, ni := p
OUTPUT: F ∗ für Baum mit Kanten EB
Quelle: in Anlehnung an Domschke und Drexl (2007, Seite 60)
Baum gehört, die Kanten eis mit den niedrigsten Kantenwerten c1i zu einem Knoten
s ∈ QB des Baums ermittelt. Die jeweils 'günstigste' Kante ei′s wird dann ausgewählt
und dem Baum EB hinzugefügt, so lange, bis alle Knoten mit dem Baum verbunden sind.
Der Gesamtwert aller Kanten EB bestimmt den Wert F∗ des minimal spannenden
Baums in dem betrachteten Graphen.
Anhand eines einfachen Beispiels in Abbildung 5.2 soll auch dieses Verfahren kurz
dargestellt werden. Die zugehörigen Iterationen zu den Abbildungen 5.2a bis 5.2d sind
die folgenden:
• Start bei Knoten i=1: Q¯ = {2, 3, 4} , c12 = 1, c13 = 3, c14 = 4, n2 = n3 = n4 =
1, EB = ∅
• Iteration 1: i′ = 2, s = 1, EB = {e12} , F = 1, Q¯ = {3, 4} , c13 = 3, c14 = 2, n3 =
1, n4 = 2
• Iteration 2: i′ = 4, s = 2, EB = {e12, e24} , F = 1 + 2 = 3, Q¯ = {3} , c13 = 3, n3 = 1
• Iteration 3: i′ = 3, s = 1, EB = {e12, e24, e13} , F ∗ = 3 + 3 = 6, Q¯ = ∅ → Stop.
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Hierbei wird ausgehend von Knoten i=1 iterativ ein Baum über die weiteren Knoten
in der Reihenfolge i = 2, i = 4 und i = 3 gespannt, wobei sich ein minimaler Wert von
F ∗ = 6 mit den Kanten EB = {e12, e24, e13} ergibt.
5.1.2.2 Eröffnungsverfahren aus einer Kombination von Regretheuristik und
dem Verfahren nach Prim/Dijkstra
Bei der Wahl eines angemessenen Eröffnungsverfahrens wurde zum einen die Einfachheit
des Verfahrens und zum anderen die hierbei möglichst geringe Anzahl an ermittelten
Zuordnungen berücksichtigt. Da für das vorliegende Problem aufgrund der Komplexität
des Subproblems MIP SC auch bei einer Lokalen Suche relativ wenige Lösungen unter-
sucht werden können, ist eine Startlösung, deren Struktur einer optimalen Lösung sehr
nahe kommt, hier besonders wichtig. Andere Startlösungen sind denkbar, werden im
Rahmen dieser Arbeit jedoch nicht genauer untersucht, da hierdurch keine grundsätzli-
che Verbesserung des Lösungsverfahrens zu erwarten ist.
Ablauf der Startheuristik Bei einer bereits bestehenden Zuordnungsstruktur vor-
angegangener Perioden setzt das Eröffnungsverfahren in der Periode an, ab der neue
Zuordnungsentscheidungen getroffen werden können. Hierbei ist zu beachten, dass für fi-
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xierte Perioden (tfix) im Nachhinein keine Kettenstruktur mehr hergestellt werden kann
und die Verfahrensschritte der im Folgenden vorgestellten Regret- und Kettenheuristik
sich immer erst auf die nicht fixierten Perioden beziehen.
Das Verfahren bestimmt iterativ für jede Periode eine Kettenstruktur unter Berück-
sichtigung der verfügbaren Kapazitäten im Rohbau. Der Kapazitätsverzehr in den weite-
ren Technologien ist auf dieser Stufe nur für Solitärmodelle, aber nicht für Split-Modelle
eindeutig bestimmbar.
Wie in Abbildung 5.3 angedeutet, werden in einer Schleife über alle beeinflussbaren






Output: Zuordnung Z von jedem 
neuen Produkt  zu einem Werk 
Kettenheuristik 
Output : Zuordnungen Z , die 
eine Kettenstruktur beinhalten 
und hierfür u.U notwendige 
Erweiterungen im Rohbau YB
ja nein
nein
Berechne FS = FSC + FZ
Output: Z, Y, X und FS
Nächste Periode (t:=t+1) 
ja
Löse MIPSC mit Z und YB
Perioden im ersten Schritt alle Modelle j, die in Periode t anlaufen, nach einer Regret-
heuristik einem Werk i zugeordnet. Ausgehend von einem Werk i werden anschließend
in einer 'Kettenheuristik', ähnlich dem Prim/Dijkstra-Verfahren, so lange neue Zuord-
nungskanten eij mit Zijτ = 1 ∀ τ ≥ t, bestehend aus je einem noch zuordenbaren
Split-Modell und einem Werk, das noch nicht mit diesem Modell verbunden ist, hinzu-
gefügt, bis alle Werke und Modelle, die in dieser Periode in Serie produziert werden,
miteinander verbunden sind. Dabei werden auch mögliche Erweiterungen im Rohbau
Y B berücksichtigt.
Aufgrund bereits bestehender Zuordnungen vorangegangener Perioden kann es vor-
kommen, dass in einer Periode bereits eine Kette besteht. Die Kettenheuristik kann
dann 'übersprungen' werden. Alle Zuordnungen und Erweiterungen im Rohbau, die sich
aus einer Periode ergeben, werden an die nächste Periode weitergegeben bis das Ende
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des Planungshorizontes (T ) erreicht wird. Sind alle Perioden abgearbeitet, wirdMIP SC
unter der Vorgabe der ermittelten Zuordnungen und Erweiterungen im Rohbau gelöst
und es werden damit alle weiteren mengenabhängigen Variablen bestimmt. Der Ziel-
funktionswert F S, der sich aus dem Zielfunktionswert F SC von MIP SC (vgl. Modell
5.2) und FZ (vgl. Zielfunktion 5.1) von MIPZ - unter Vorgabe der durch die Regret-
und Kettenheuristik ermittelten Zuordnungen und Erweiterungen im Rohbau - ergibt,
beinhaltet dann alle Investitionen, operativen Kosten sowie eventuelle Strafkosten.
Im Folgenden sollen die einzelnen Schritte genauer dargestellt werden. Hierfür wird
zunächst die abgewandelte Regretheuristik erläutert.
Regretheuristik Die Regretheuristik beinhaltet, wie zuvor beschrieben, die Zuordnung
von einer Menge an Nachfragern zu einer Menge an Anbietern. Hierbei wird die Kapazi-
tät der Anbieter der Nachfrage gegenübergestellt. Bei dem vorliegenden Fall existieren
bekanntermaßen zwei unterschiedliche Kapazitätsformen. Dies sind die Kapazitäten im
Rohbau, die die Anzahl von Fahrzeugmodellen in einem Werk beschränken, und die
von den Produktionsmengen abhängigen Kapazitäten der Technologien Oberfläche und
Endmontage, die erst im zweiten Schritt mit MIP SC bestimmt werden können. Für die
Regretheuristik soll die Kapazität im Rohbau für die Auswahl ausschlaggebend sein,
da sich die zwei ersten Stufen (Regret- und Kettenheuristik) der Startheuristik auf das
Lösen vonMIPZ beziehen. Das Angebot ki eines Werkes i ergibt sich dann aus der ma-
ximalen Anzahl zuordenbarer Produkte nBi zuzüglich der möglichen Erweiterungen im
Rohbau. Die Nachfrage eines jeden neu anlaufenden Produktes j ∈ Jneut beläuft sich hier-
bei entsprechend der Nebenbedingung 4.2a, die die Kapazitätsvorgaben der Technologie
Rohbau beinhalten, auf eins. Entscheidungen über Erweiterungen im Rohbau werden
an dieser Stelle nicht berücksichtigt, um dadurch das Verfahren zu beschleunigen und
möglichst keine Erweiterungen bei der Zuordnung von Solitärmodellen zu veranlassen.
Bestehende Erweiterungen werden allerdings bei der verfügbaren Kapazität einbezogen.
Die Zuordnungskosten, die für die Auswahl einer Kante ausschlaggebend sind, ergeben





Mit diesen Daten verläuft die Regretheuristik zur Zuordnung neu anlaufender Produkte
j ∈ Jneut dann in jeder Periode unter Vorgabe bereits bestehender Zuordnungen und
Erweiterungen analog zu dem beschriebenen Algorithmus 5.1 ab und ist in Algorithmus
5.3 dargestellt.
Unterschiede zu dem in Algorithmus 5.1 beschriebenen Verfahren bestehen hierbei
bei der Berechnung der Kapazitäten und der dabei zu berücksichtigenden bestehenden
Zuordnungen und Erweiterungen im Rohbau, die aus vorangegangenen Perioden bereits
bestehen. Die Kapazität ki eines Werkes i ergibt sich aus der Summe der ursprüngli-
chen Kapazität nBi und bestehender Erweiterungen im Rohbau YiBt abzüglich bereits
zugeordneter Produkte
∑
j∈Jt Zijt, die in Periode t in Serie produziert werden.
Die Neuberechnung des Kapazitätsangebots bei Zuordnung eines Produktes in einer
Iteration vereinfacht sich dahingehend, dass die Kapazität immer um eins reduziert
wird. Ist keine Kapazität mehr verfügbar (ki ≤ 0), werden die Zuordnungskosten cij zu
Werk i für alle Produkte auf unendlich gesetzt. Da in diesem Verfahrensschritt keine
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Algorithmus 5.3: Regretheuristik für neu anlaufende Produkte
INPUT: I¯ - Menge an Werken i,
Jneut - Menge an anlaufenden Produkten j in Periode t,
K - Kapazitätsvektor mit Kapazitätskoeffizienten
ki = n
B
i + YˆiBt −
∑
j∈Jt Zˆijt∀i,
D - Bedarfsmatrix mit Bedarfkoeffizienten dj = 1 ∀ j ∈ Jt,





cij :=∞, wenn ki ≤ 0,
it - Iteration (Start: it = 1).
DETERMINE: Alle j ∈ Jneut und alle kleinsten c1ij, zweitkleinsten c2ij Kostenelemente
sowie die Regretwerte Rj := c2ij − c1ij.
WHILE: it ≤ |Jneut |
DO: R′j := max {Rj|j ∈ Jneut }, i′ := i, für das gilt: c1ij′ ,
Zˆi′j′τ := 1 ∀ τ ≥ t, ki′ := ki′ − 1, Jneut := Jneut − {j′}
IF: ki′ ≤ 0
THEN: ci′j :=∞ ∀j ∈ Jneut , ggf. Neuberechnung c1ij, c2ij, Rj
it := it+ 1
OUTPUT: Zˆijτ ∀ i, j ∈ Jneut , τ ≥ t.
Entscheidungen über Erweiterungen im Rohbau getroffen werden sollen, kann es in sel-
tenen Fällen vorkommen, dass alle Zuordnungskosten unendlich hoch sind. In diesem
Fall wird, im Gegensatz zu dem in Algorithmus 5.1 beschriebenen Vorgehen, zufällig
ein Werk für die weitere Zuordnung gewählt. Notwendige Erweiterungen werden dann
entweder in der folgenden Kettenheuristik bestimmt oder müssen in dem Fall, dass keine
Erweiterungen möglich sind, in Höhe der in Zielfunktion 5.1 definierten Strafkosten be-
rücksichtigt werden. Dieses Vorgehen ist notwendig, um eine zulässige Lösung fürMIPZ
zu generieren. Der Output des Verfahrens beschränkt sich dann auf die Zuordnungen
Zˆijt aller neuen Produkte. Produktionsmengen werden erst in MIP SC bestimmt.
Ein Beispiel soll auch diesen Verfahrensschritt veranschaulichen. In Abbildung 5.4
müssen den Werken I¯ = {1, 2, 3} die Produkte Jt = {1, 2, 3} zugeordnet werden. Da
in Periode t nur die Produkte Jneut = {2, 3} neu anlaufen, ist die Zuordnung von Pro-
dukt j=1 bereits entschieden. Wie in Abbildung 5.4a zu sehen ist, kann Werk i=1 nur
ein Produkt zugeordnet werden. Diese Kapazität im Rohbau ist durch das bereits zu-
geordnete Produkt j=1 aufgebraucht, so dass die Zuordnungskosten c1j zu den beiden
anderen Produkten unendlich hoch sind. Die folgenden Iterationen werden dann für die
Zuordnung neuer Produkte in Periode t durchgeführt:
• Start: k1 = 1− Zˆ11t = 0; Jneut = {2, 3} ;R2 = c32 − c22 = 2;R3 = c23 − c33 = 1
• Iteration it=1: j′ = 2, i′ = 2, Z22t = 1, k2 = 1, Jneut = {3}
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0 a bAngebot Nachfrage
cij 1 2 3 ki
1 [1] ∞ ∞ 0
2 1 3 2
3 3 2 2
dj 1 1
Rj 2 1
cij 1 2 3 ki
1 [1] ∞ ∞ 0


















0 k dAngebot Nachfrage
• Iteration it=2: j′ = 3, i′ = 3, Z33t = 1, k3 = 1, Jneut = ∅
• Output: Z22τ = Z33τ = 1 ∀τ ≥ t
In Abbildung 5.4a werden die Regretwerte R2 = 2 und R3 = 1 für die neuen Produkte
ermittelt. In Abbildung 5.4b wird Produkt j=2 dem Werk i=2 und in Abbildung 5.4c
Produkt j=3 dem Werk i=3 zugeordnet, wodurch eine komplett unflexible Struktur ent-
steht. Bei unterschiedlichen Zuordnungskosten kann es in diesem Verfahrensschritt auch
dazu kommen, dass einem Werk gar kein Produkt zugeordnet wird. Um alle Werke mit
einem Produkt zu verbinden und um die Zuordnungsstruktur in eine flexible Struktur
im Sinne des Chainings zu überführen, folgt im nächsten Schritt die Kettenheuristik.
Kettenheuristik Bei der Kettenheuristik ist zunächst zu beachten, dass die Zuord-
nungskosten cij im Sinne der Richtlinien von Jordan und Graves (1995) dahingehend
angepasst werden, dass sie nicht wie zuvor den absoluten fixen Produktinvestitionen,








Um so höher die Nachfrage nach einem Produkt ausfällt, um so günstiger erscheint
dann die Zuordnung zu einem weiteren Werk, wodurch vorwiegend stark nachgefragte
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Fahrzeugmodelle als Split-Modell gewählt werden. Dies entspricht dem Grundgedanken
der ausgeglichenen Zuordnung, die mit der zweiten Richtlinie (vgl. Seite 63) von Jordan
und Graves (1995) angesprochen wird.
Wie bereits erwähnt, wird bei der Kettenheuristik auch die Entscheidung über mög-
liche Erweiterungen im Rohbau zugelassen, indem bei ausgeschöpfter Kapazität ei-
nes Werkes eine Überschreitung der angebotenen Rohbaukapazität bei Erhöhung der
Zuordnungskosten um die fixen Strukturerweiterungskosten f stiB bis zur maximalen An-
zahl an Erweiterungsstufen erwiB möglich ist. Die Anpassung der Zuordnungskosten ist
in Algorithmus 5.4 dargestellt. Hierbei wird überprüft, ob die verfügbare Kapazität ki
Algorithmus 5.4: Anpassung der Kantenbewertung bei Überschreitung der Rohbau-
kapazität
INPUT: ki - Rohbaukapazität von Werk i = 1 . . . I
ki := n
B
i + YˆiBt −
∑
j∈Jt Zˆijt ∀i
Zˆijt - Bisher entschiedene Zuordnungen in Periode t
YˆiBt - Bisher entschiedene Erweiterungen im Rohbau in Periode t
C - Kostenmatrix
f stiB - Strukutrinvestitionskosten im Rohbau
erwig - Maximale Anzahl an Erweiterungsstufen
FOR i ≤ I, IF:ki ≤ 0
IF: YˆiBt < erwiB
THEN: cij := cij + f stiB ∀ j
ELSE: cij :=∞ ∀ j
eines Werkes i bereits ausgeschöpft ist. Ist dies der Fall, kann die Kapazität YiBt des
Werkes im Rohbau erweitert werden und die Zuordnungskosten werden um die Struktu-
rinvestitionen f stiB erhöht. Ist jedoch die maximale Anzahl an Erweiterungsstufen erwiB
bereits erreicht, kann die Kapazität nicht weiter erhöht werden und die Zuordnungsko-
sten werden unendlich hoch. Sollte eine Zuordnung bei Bedarf einer Strukturerweiterung
gewählt werden, muss die Entscheidungsvariable der Erweiterung, wie weiter unten zu
sehen, bei der Kettenheuristik angepasst werden.
Auch die Kettenheuristik soll in Algorithmus 5.5 analog zu Algorithmus 5.2 veran-
schaulicht werden. Hierbei sind einige Veränderungen im Vergleich zu Algorithmus 5.2
zu beachten. Diese ergeben sich nicht zuletzt daraus, dass bei der Kettenheuristik zwei
disjunkte Knotenmengen zu einem spannenden Baum erweitert werden sollen und nicht
wie zuvor eine homogene Menge. Hinzu kommt, dass bei den Werken die Rohbaukapazi-
täten ki und bei den Produkten die Beschränkungen hinsichtlich der maximalen Anzahl
an Zuordnungen vi, die sich aus der Nebenbedingung 4.2b ergeben, zu berücksichtigen
sind. Die maximale Anzahl an noch möglichen Zuordnungen eines Produktes berechnen
sich dabei aus der ursprünglichen maximalen Anzahl an Zuordnungen nZj abzüglich der
bereits vorhanden Zuordnungen (
∑
i Zijt).
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Algorithmus 5.5: Kettenheuristik
INPUT: I¯ - Menge an Werken i,
Jt - Menge an Produkten j, die in Periode t hergestellt werden,







Q¯i - Menge an Werken, die nicht zum Baum gehören
Q¯jt - Menge an Produkten, die nicht zum Baum gehören
Qi - Menge an Werken, die zum Baum gehören
Qjt -Menge an Produkten, die zum Baum gehören





Ψ - Angebotsvektor der Produkte vj = nZj −
∑
i Zˆijt∀j ∈ Jt,
E¯ - Kanten, die ein isoliertes Werk oder ein isoliertes Produkt
mit dem Baum verbinden
c1ij - Niedrigste Kantenbewertung aller Kanten aus E¯
SET: i′ = 1, Bestimme alle Werke und Produkte, die mit i′
verbunden sind: Qi, Qjt; Q¯jt := Q¯jt −Qjt, Q¯i := Q¯i −Qi
WHILE: Q¯i ∨ Q¯jt 6= ∅
DO: E¯ := ∅
FOR: i ∈ Qi, j ∈ Q¯jt und i ∈ Q¯i, j ∈ Qjt





SET: Zˆi′j′τ = 1 ∀ τ ≥ t Neuberechnung cij s. Algorithmus 5.4
ki′ := ki′ − 1, vj′ := vj′ − 1
Neuberechnung: Qi und Qjt, Q¯jt := Q¯jt −Qjt, Q¯i := Q¯i −Qi
IF: ki′ < 0 THEN Yi′Bt := max
{
erwiB, Yˆi′Bt + 1
}
IF: vj′ ≤ 0 THEN cij′ :=∞ ∀ i
OUTPUT: Zˆijt, YˆiBt
Abgesehen hiervon verlaufen die einzelnen Iterationen ähnlich wie bei dem beschrie-
benen Verfahren von Prim/Dijkstra ab. Hierfür werden ausgehend von einem Werk i′
unter Berücksichtigung bereits bestehender Zuordnungen, die Menge Qi an Werken und
Qjt an Produkten bestimmt, die bereits mit i′ verbunden sind. In jeder Iteration wer-
den anschließend alle Zuordnungskanten ermittelt, mit denen ein Werk i ∈ Q¯i oder ein
Produkt j ∈ Q¯jt, das nicht mit dem Baum verbunden ist, mit dem Baum verbunden
werden kann. Hiervon wird die Zuordnungskante ei′j′ mit dem niedrigsten Kantenwert
c1i′j′ ausgewählt. Nach Zuordnung des Werkes i
′ zu dem Produkt j′ werden die Kosten
gemäß des Algorithmus 5.4 angepasst, die Mengen der Werke und Produkte, die mit dem
Baum verbunden sind, neu berechnet sowie notwendige Erweiterungen YiBt gesetzt. Er-
weiterungen können hier maximal so hoch sein, wie die gegebenen Erweiterungsstufen
erwig. Bei Überschreitung dieser müssen bei dem Zielfunktionswert F S der Startlösung
Strafkosten im Sinne der Zielfunktion 5.1 berücksichtigt werden. Erweiterungen, die sich
aus der vorgeschalteten Regretheuristik ergeben, werden bereits bei der Initialisierung
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der Rohbaukapazität ermittelt. Bei den Zuordnungskosten ist zudem zu beachten, dass
bei Überschreitung der maximalen Anzahl an Zuordnungen vi die Zuordnungskosten
auf unendlich gesetzt werden. Eventuelle Überschreitungen müssen auch hier über die
definierten Strafkosten hj in FZ berücksichtigt werden. Das Verfahren endet, wenn alle
Produkte j und alle Werke i Teil des spannenden Baums sind.
Ausgehend von dem Beispiel der Regretheuristik aus Abbildung 5.4 kann mit dem







































cij 1 2 3 ki
1 [1] 4 ∞ 0+1
2 1 [1] ∞ 1
3 3 1,5 [1] 1
vj 2 2 0
cij 1 2 3 ki
1 [1] ∞ 0+1
2 [1] [1] ∞ 0+1
3 3 1, 5 [1] 1
vj 1 2 0
cij 1 2 3 ki
1 [1] 0+1
2 [1] [1] 0+1
3 [1] [1] 0+1











1 k vKapazität Mögliche Anzahl Zuordnungen
Kettenverfahren dann, wie in Abbildung 5.5 gezeigt, ein spannender Baum gebildet
werden. Hierbei sind die folgenden Daten zu berücksichtigen:
• Gesamtnachfrage: ∑r,t d1rt = 2;∑r,t d2rt = 2;∑r,t d3rt = 1
• Fixe Produktinvestitionen: ∑g fpf1g2 = 3;∑g fpf1g3 = 3;∑g fpf2g1 = 2,∑g fpf3g1 = 6
alle weiteren fpfigj s. Tabelle 5.4a
• Strukturinvestitionen im Rohbau: f st1B = 2, 5; f st2B = 2; f st3B = 4
• Maximale Anzahl Zuordnungen: nZ1 = 3;nZ2 = 3;nZ3 = 1
• Mögliche Kapazitätserweiterungen im Rohbau: erwig = 1
Mit den Iterationen aus Algorithmus 5.5 kann in diesem Graphen eine Kette gebildet
werden. Hierfür müssen zunächst die Zuordnungskosten ermittelt werden. So entstehen
z.B. bei der Zuordnung von Werk i=3 zu Produkt j=2 fixe Produktinvestitionen von 3
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bei einer bestehenden Nachfrage von 2. Daraus ergeben sich die Zuordnungskosten c32
von 1,5. Ausgehend von dem Subgraphen mit den Knoten i=1 und Produkt j=1 (vgl.
Abbildung 5.5a) werden zusätzliche Zuordnungkanten hinzugefügt, bis die Werke i=2
und i=3 sowie die Produkte j=2 und j=3 mit Werk i=1 und Produkt j=1 verbunden
sind. Die zugehörigen Iterationen sind die Folgenden:
• Start: i′ = 1, Qi = {1} , Qjt = {1}
 Angebot Werke: k1 = 1 − Z11t = 0(+YiBt = 1), k2 = 2 − Z22t = 1, k3 =
2− Z33t = 1
 Maximale Zuordnungen Produkte: v1 = 3− Z11t = 2, v2 = 3− Z22t = 2, v3 =
1− Z33t = 0




= 1, c31 =
6
2




• Iteration 1: E¯ = {e12, e13, e21, e23, e31, e32} , c1i′j′ = 1, Zˆ21t = 1, v1 = 2− 1 = 1, k2 =
1− 1 = 0(+YiBt = 1)
• Iteration 2: E¯ = {e13, e23, e31, e32} , c1i′j′ = 1, 5, Zˆ32t = 1, v3 = 2 − 1 = 1, k3 =
1− 1 = 0(+YiBt = 1), Qi = Qjt = ∅
• Output: Zˆ21τ = Zˆ32τ = 1 ∀ τ ≥ t;YiBt = 0 ∀ i, t
Zunächst wird Werk i=2 mit Produkt j=1 mit den minimalen Zuordnungskosten c21 = 1
verbunden (vgl. Abbildung 5.5b), wodurch der Graph sich zusätzlich um das Pro-
dukt j=2 erweitert. Da hierdurch die Kapazitäten k2 im Rohbau von Werk i=2 aus-
geschöpft sind, müssen mögliche Erweiterungen über die zusätzlichen Kosten f st2B = 2
den Zuordnungskosten c23 hinzugefügt werden. Diese sind allerdings bereits unendlich
hoch. In der letzten Iteration wird dem Werk i=3 das Produkt j=2 zugeordnet (vgl.
Abbildung 5.5c). Hierdurch sind alle Produkte und Werke direkt oder indirekt mitein-
ander verbunden. Für diese Zuordnungen sind zudem keine (neuen) Erweiterungen im
Rohbau erforderlich.
Bei dem Übergang von einer zur nächsten Periode ist zu beachten, dass nicht alle
Startwerte in jeder Periode neu berechnet werden müssen, so können neben den be-
reits entschiedenen Zuordnungen und Erweiterungen u.a. auch die Werkskapazitäten
von einem Verfahrensschritt zum nächsten weitergegeben werden. Nach Abarbeitung
des gesamten Planungshorizontes müssen die verursachten Investitions- und Strafko-
sten mit der Zielfunktion 5.1 berechnet werden. Mögliche Verletzungen der Kapazitäts-
restriktionen in der Lackiererei und bei der Endmontage werden bei der Lösung von
MIP SC berücksichtigt.
Zu der vorgestellten Vorgehensweise sind einige Anmerkungen zu machen. So wäre
es u.a. möglich, die Regretheuristik zu überspringen und gleich mit der Kettenheuristik
zu beginnen, da beim Bilden eines spannenden Baums unweigerlich auch alle neuen
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Produkte mit dem Rest des Graphen verbunden werden. Da sich die Kettenheuristik
jedoch komplexer darstellt als die Regretheuristik und hierbei unzählige Kanten über-
prüft werden müssten, wurde die vorgestellte Vorgehensweise mit der vorgeschalteten
Regretheuristik gewählt. Hierdurch müssen in jeder Periode nur wenige bis gar keine
Kanten mit der Kettenheuristik hinzugefügt werden. Ein zusätzlicher Vorteil ergibt sich
daraus, dass sich die Kettenheuristik bei der Auswahl einer Kante in diesem Vorgehen
auf die Zuordnung von stark nachgefragten Produkten konzentrieren kann, indem die
Zuordnungskosten dementsprechend angepasst werden.
Wie zudem bereits angedeutet, wäre es bei dieser Startheuristik möglich, zu einem
begrenzten Ausmaß auch die Kapazitäten der weiteren Technologien zu berücksich-
tigen, insofern es sich bei den zugeordneten Produkten um Solitärmodelle handelt.
Zuordnungskosten können dann auf unendlich gesetzt werden, wenn die Kapazität der
restriktiveren Technologie ki = min {kiA; kiP} nicht ausreicht, um die Gesamtnachfrage
des entsprechenden Modells in der betroffenen Periode zu bedienen. Der Kapazitäts-
bedarf von Split-Modellen kann hierbei z.B. über einen bestimmten Wert in Form einer
Mindestproduktionsmenge zusätzlich berücksichtigt werden. Ähnlich wie im Rohbau
ist es dann möglich, eventuelle Kapazitätserweiterungen anzusprechen, indem sich die
Zuordnungskosten um die Strukturerweiterungskosten erhöhen. Eine Überschreitung der
Kapazitäten muss bei diesen Technologien, im Gegensatz zum Rohbau, für jedes Pro-
dukt individuell bestimmt werden. Da jedoch das gesamte Verfahren bei diversen Tests
hiervon nicht maßgeblich profitiert hat, wird von einer genaueren Berücksichtigung der
Kapazitäten abgesehen.
Verschiedene Variationen des Verfahrens, die z.B. eine noch genauere Betrachtung
von Kosten und Kapazitäten einbeziehen, sind denkbar. Die exakte Ausgestaltung des
Verfahrens ist hierbei für den Erfolg der Lokalen Suche in den meisten Fällen jedoch, wie
bereits erwähnt, nicht ausschlaggebend und erscheint daher in der vorgestellten Form
ausreichend, um eine sinnvolle Startlösung zu generieren. Entscheidend für den Erfolg
ist hingegen der genaue Verlauf der Lokalen Suche, der im nächsten Kapitel beschrieben.
5.1.3 Beschreibung des Verbesserungsverfahrens
Ausgehend von der beschriebenen Startlösung wird in einer Lokalen Suche versucht,
zulässige Lösungen im Sinne des ursprünglichen Kettenmodells MIPK zu generieren
und den Zielfunktionswert zu verbessern. Da es sich bei dem im folgenden Kapitel be-
schriebenen Verfahren um eine stochastische Vorgehensweise handelt, kann immer von
derselben Startlösung ausgegangen werden. Ausschlaggebend für den Erfolg der Loka-
len Suche ist die Nachbarschaft, die bei den Iterationen durchsucht wird. Das folgende
Kapitel widmet sich daher der Beschreibung der für die vorliegende Problemstellung
definierten Nachbarschaft.
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5.1.3.1 Nachbarschaftsdefinition
Generell kann die Nachbarschaft eines - im Sinne vonMIPZ - zulässigen Kandidaten bei
der vorliegenden Problemstellung durch eine geringfügige Veränderung einzelner Zuord-
nungen bei Beibehalt einer Kettenstruktur charakterisiert werden. Um ausgehend von
einer zulässigen Startlösung relativ schnell zu guten Ergebnissen zu gelangen, ist die De-
finition der Nachbarschaft für den Erfolg des Verfahrens ausschlaggebend. Im Folgenden
werden die später implementierten Transformationsschritte bzw. Züge, mit denen die
Nachbarschaft eines aktuellen Kandidaten definiert wird, von bewährten Operationen
bei Standort- und Zuordnungsproblemen abgeleitet.
Ein typischer Zug bei der Lösung von Standortproblemen mit einer Lokalen Suche
ist das Umschalten einer einzelnen Binärvariable, die das Schließen oder Öffnen eines
Standortes zur Folge hat (vgl. Michel und Van Hentenryck, 2004, Seite 579). Ein wei-
terer Zug betrifft das Tauschen des Status von zwei Standorten (ein sog. 'Swap'), also
das Schließen von z.B. einem Werk, wobei ein anderes geöffnet wird (vgl. Arya u. a.,
2004, Seite 548). Diese Operationen können in der Form allerdings nicht direkt auf
den vorliegenden Fall übertragen werden, da hierbei Kettenbedingungen oder weitere
Zuordnungsbedingungen schnell verletzt werden können. Aus diesem Grund müssen die
Operationen dem Problem besser angepasst werden.
CLOSE Das Umschalten einer Binärvariable von 1 auf 0 bedeutet in dem vorliegenden
Fall, dass eine Verbindung geschlossen wird. Dies ist genau dann zulässig, wenn hierdurch
die Kettenbedingungen 4.6, 5.1a und 5.1b nicht verletzt werden. Ist dies nicht der Fall,
muss eine andere Verbindung geöffnet werden, die das Einhalten der Kettenbedingungen
garantiert. Das Schließen einer Verbindung und die damit u.U. verbundene Öffnung einer
oder mehrerer anderer Verbindungen wird im Folgenden als 'CLOSE' bezeichnet. Eine
Zuordnung von Werk i′ zu Fahrzeugmodell j′ wird dabei von Beginn ihres Bestehens in
Periode startj′ an bis zum Ende des Planungshorizontes T auf 0 gesetzt:
Zi′j′t = 0 ∀ startj′ ≤ t ≤ T
Beim Schließen einer Verbindung im Rahmen der Operation CLOSE können, voraus-
gesetzt einer zuvor bestehenden Kettenstruktur, vier Fälle abhängig von der jeweiligen
Kettenbedingung 4.6, 5.1a und 5.1b, die dadurch verletzt wird, auftreten. Diese müssen
nacheinander überprüft werden, um eine Kettenstruktur wiederherzustellen und für den
beeinflussbaren Planungshorizont zu garantieren. Die möglichen Fälle sind beispielhaft
für einen Planungshorizont von zwei Perioden in den Abbildungen 5.6 bis 5.10 dargestellt
und werden im Folgenden genauer beschrieben:
Fall 1: Fahrzeugmodell j′ ist keinem Werk mehr zugeordnet und muss daher ein Soli-
tärmodell in Periode startj′ sein. In diesem Fall ist Nebenbedingung 5.1a für die
betrachtete Periode auf jeden Fall verletzt. Es kann dann weiter unterschieden
werden, nach:
a: Fahrzeugmodell j′ ist über den gesamten Planungshorizont keinem weiteren
Werk zugeordnet. In diesem Fall reicht es aus, j′ einem anderen Werk i 6= i′
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zuzuordnen, um alle Kettenbedingungen 4.6, 5.1a und 5.1b über den gesamten
Planungshorizont zu erfüllen.
Ein Beispiel für diesen Fall ist in Abbildung 5.6 gegeben, in der die Zuordnung
Z22t in allen Perioden t = 1, 2 geschlossen wird. Fahrzeugmodell j=2 ist dann
in beiden Perioden keinem Werk mehr zugeordnet. Eine neue Zuordnung
von Produkt j′ = 2 zu Werk i = 1 oder i = 2 ab Periode start2 = 1
reicht hier aus, um die Kettenstruktur für den gesamten Planungshorizont T
wiederherzustellen.
Abbildung 5.6: Beispiel für Fall 1a von Zug CLOSE:



















b: Fahrzeugmodell j′ stellt in einer folgenden Periode t > startj′ ein Split-Modell
dar. In dem Fall reicht es nicht notwendigerweise aus, j′ einem neuen Werk
zuzuordnen. Zusätzlich müssen für alle Perioden, ab der Fahrzeugmodell j′
ein Split-Modell darstellt, bis zum Ende des Lebenszyklus endej′ von Produkt
j′, die Fälle 2 bis 4 überprüft werden5.
In Abbildung 5.7 wird ein Beispiel gezeigt, bei dem eine alleinige neue Zu-
ordnung in Periode t = 1 zu einer Verletzung der Nebenbedingungen führt.
Es wird zunächst die Verbindung Z11t gestrichen. Produkt j′ = 1 ist somit
in Periode start1 = 1 keinem Werk mehr zugeordnet. In dieser Periode stellt
Produkt j′ = 1 ein Solitärmodell dar, was in Periode t = 2 allerdings nicht
mehr der Fall ist. Hier ist Produkt j′ = 1 zusätzlich mit Werk i = 3 verbun-
den. Eine Zuordnung von Produkt j′ = 1 zu Werk i = 3 ab Periode start1 = 1
kann in dem Fall keine Kette in Periode t = 2 herstellen. Es entstehen zwei
Teilketten mit den Mengen Qi = {1, 2} und Qj2 = {2} auf der einen und
Q¯i = {3} und Q¯j2 = {1, 4} auf der anderen Seite. Eine weitere Zuordnung
zwischen den Werken Qi = {1, 2} und den Produkten Q¯j2 = {1, 4} oder
den Werken Q¯i = {3} und den Produkten Qj2 = {2} ist in Periode t = 2
notwendig, um die Kettenbedingungen auch in dieser Periode zu erfüllen.
5Fall 1 kann nach einmaligem Überprüfen für alle folgenden Perioden ausgeschlossen werden, da
durch das Verbot der Deinstallationen von Kapazitäten ein einmal zugeordnetes Modell in einer späteren
Periode weiterhin zugeordnet bleibt.
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Abbildung 5.7: Beispiel für Fall 1b von Zug CLOSE:



















An diesem Beispiel wird auch ersichtlich, dass bei der Überprüfung der einzel-
nen Fälle und Öffnung neuer Verbindungen bereits bestehende Zuordnungen
späterer Perioden - in diesem Beispiel von Z312 - nicht berücksichtigt werden.
Es kann im Rahmen des Zuges CLOSE daher vorkommen, dass Verbindungen
geöffnet werden, die bereits in späteren Perioden bestehen.
Fall 2: Werk i′ ist keinem Produkt mehr zugeordnet und Nebenbedingung 5.1b ist für
die betrachtete Periode verletzt. Da zuvor eine Kette über alle Werke und Produk-
te bestand, kann hieraus geschlossen werden, dass es sich bei j′ um ein Split-Modell
gehandelt hat. Werk i′ muss daher einem anderen Split-Modell j 6= j′ zugeordnet
werden. Diese neue Verbindung kann allerdings nicht garantieren, dass auch in
allen Folgeperioden t ≤ endej′ , in denen Produkt j′ produziert wird, die Ketten-
bedingungen erfüllt sind. Nach dem Öffnen einer neuen Kante müssen die Fälle 2
bis 4 dann für die Perioden t = startj + 1 . . . endej′ weiter überprüft werden.
Ein Beispiel für Fall 2 ist in Abbildung 5.8 dargestellt.
Abbildung 5.8: Beispiel für Fall 2 von Zug CLOSE:



















Hier wird zunächst die Kante Z11t ∀ t ≥ start1 gestrichen. Werk i′ = 1 ist dann
in Periode start1 = 1 keinem Produkt mehr zugeordnet. Eine neue Verbindung
von Werk i′ = 1 und Produkt j = 3 führt zwar in Periode t = 1 zu einer Kette,
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allerdings sind in Periode t = 2 die Kettenbedingungen immer noch verletzt, da
Produkt j = 3 in dieser Periode nicht mehr produziert wird und Werk i′ = 1
wiederum keinem Produkt mehr zugeordnet ist. Eine weitere Zuordnung von Werk
i′ = 1 zu einem Produkt der Menge J2 = {1, 2, 4} ist hier notwendig, um die
Kettenbedingungen in allen Perioden zu erfüllen.
Fall 3: Werden weder ein Produkt noch ein Werk durch das Schließen einer Zuordnung
isoliert, kann es trotzdem vorkommen, dass die Kette in zwei Teilketten zerfällt
und Nebenbedingungen 4.6 verletzt sind. Die Teilkette Qj′t von Produkt j′ muss
dann mit der Teilkette Qi′ von Werk i′ mit einer neuen Kante wieder verbunden
werden. Diese kann, muss aber nicht, dafür sorgen, dass auch für folgende Perioden
die Kettenbedingungen erfüllt sind. Eine weitere Überprüfung der Fälle 2 bis 4 in
den folgenden Perioden t ≤ endej′ ist auch hier notwendig.
Das Beispiel für Fall 3 ist in Abbildung 5.9 dargestellt. Durch das Schließen der
Verbindung von Werk i′ = 2 zu Produkt j′ = 2 zerfällt der Graph in die Teilketten
Qi = {1} und Qj1 = {1, 2} auf der einen und Q¯i = {2, 3} und Q¯j2 = {3} auf der
anderen Seite. Eine neue Verbindung von Werk i = 3 und Produkt j = 1 kann
diese Submengen in Periode start2 = 1 zwar wieder zu einer Kette verbinden,
jedoch ist in Periode t = 2 Werk i′ = 2 weiterhin von dem Rest des Graphen
isoliert (vgl. Fall 2). Eine weitere Verbindung zwischen Werk i′ = 2 zu einem
Produkt aus J2 = {1, 2, 4} ist dann notwendig.
Abbildung 5.9: Beispiel für Fall 3 von Zug CLOSE:



















Fall 4: Für den Fall, dass mehr Verbindungen als für eine Kette notwendig sind bestehen
und eine in diesem Sinne 'überflüssige' Kante entfernt wird, muss in der betroffenen
Periode startj′ keine neue Zuordnung stattfinden. Es kann jedoch sein, dass diese
Zuordnungskante in einer Folgeperiode t > startj′ für eine Kette notwendig ist
und dann eine neue Verbindung gewählt werden muss. Die Fälle 2 bis 4 sind dann
auch für alle Perioden t ≤ endej′ zu überprüfen.
Ein Beispiel zu Fall 4 ist in Abbildung 5.10 gegeben. Hier wird die Zuordnung
zwischen Werk i′ = 3 und Produkt j′ = 2 in Periode start2 = 1 aufgehoben. In
dieser Periode bleiben Werk i′ = 3 und Produkt j′ = 2 mit den restlichen Werken
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und Produkten verbunden. In Periode t = 2 ist dies allerdings nicht mehr der Fall.
Hier zerfällt der Graph in die Teilmengen Qi = {1, 2} und Qj1 = {1, 2} auf der
einen und Q¯i = {3} und Q¯j2 = {4} auf der anderen Seite. In Periode t = 2 muss
daher eine neue Zuordnung zwischen den Teilmengen stattfinden, um dadurch die
Kettenbedingungen in allen Perioden einzuhalten.
Abbildung 5.10: Beispiel für Fall 4 von Zug CLOSE:
Eine Kette in start2 = 1 zwei Teilketten in t = 2 durch Schließen der Zuordnung



















Die Operation CLOSE kann unter Berücksichtigung der beschriebenen Fälle wie in Ab-
bildung 5.11 dargestellt implementiert werden.
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Hierbei wird nacheinander die Verletzung der einzelnen Nebenbedingungen überprüft.
Abgesehen von dem Fall, in dem ein Solitärmodell betroffen ist, müssen nach der Wahl
einer neuen Zuordnung auch immer alle betroffenen Perioden startj′ < t ≤ endej′ , in
denen das Produkt der geschlossenen Verbindung in Serie produziert wird, nacheinander
überprüft werden. Allerdings muss nicht in jeder Periode jeder Fall überprüft werden.
Dies trifft nur auf Fall 3 und Fall 4 zu. Bei Fall 1 können alle anderen Fallüberprüfungen
und bei Fall 2, die des dritten und des vierten in der betrachteten Periode übersprungen
werden.
Eine Besonderheit ist zudem bei der Auswahl einer neuen Zuordnungskante zu be-
achten. Ist in Periode startj′ , ab der eine Zuordnung geschlossen wurde, die erneute
Zuordnung des betroffenen Werkes i′ und Produktes j′ nicht möglich, da hierbei kein
neuer Nachbar erreicht wird, kann die Zuordnung allerdings in einer späteren Periode
t > startj′ erneut gewählt werden, da hierdurch ein neuer Kandidat aus der Nachbar-
schaft erreicht wird. Ein Beispiel hierzu kann anhand Abbildung 5.9 gegeben werden.
Nach dem Schließen der Verbindung von Werke i′ = 2 und Produkte j′ = 2 in Periode
start2 = 1 kann diese in Periode t = 2 wieder geöffnet werden. In Periode start2 = 1 ist
die Kette dann über die Verbindung von Werke i = 3 und Produkte j = 1 garantiert
und ein neuer Kandidat kann überprüft werden.
Es sei angemerkt, dass das in Abbildung 5.11 dargestellte Vorgehen gewählt wur-
de, da hierdurch überflüssige Überprüfungen aller Kettenbedingungen in allen Perioden
zugunsten der Laufzeit vermieden werden können. Grundsätzlich kommt das Verfah-
ren auch zu einer zulässigen Kettenlösung, wenn der Zusammenhalt der Ketten immer
für alle Perioden überprüft und hierbei nicht nach Fällen unterschieden wird. Längere
Laufzeiten müssen dann in Kauf genommen werden.
OPEN Im Gegensatz zu dem Schließen einer Verbindung ist das Öffnen einer neuen
Zuordnungskante ausgehend von einer Kettenstruktur in jeder Periode (unabhängig von
dem Lebenszyklus des Produktes) möglich. Da hierdurch keine bestehende Ketten zer-
stört werden können, ist auch keine weitere Überprüfung der Nebenbedingungen 4.6,
5.1a und 5.1b notwendig. Eventuelle Überschreitungen der Nebenbedingungen 4.2a und
4.2b werden über die Strafkosten der Zielfunktion FZ von MIPZ abgebildet, schränken
jedoch bei keiner der vorgestellten Transformationsschritte - auch nicht des beschriebe-
nen Schrittes CLOSE - die Auswahl einer neuen Zuordnung ein.
Das Öffnen einer neuen Verbindungen, bei dem ein Werk i′ mit einem Produkt j′ ab
einer Periode t ≥ startj′ verbunden wird, wird im Folgenden als 'OPEN' bezeichnet:
Zi′j′t = 1 ∀ t ≤ T
Dieser Zug kann insbesondere in zwei Situationen zu einer Verbesserung des Zielfunktions-
wertes führen:
1. Bei dem beschriebenen Vorgehen von CLOSE wird eine Verbindung immer nur
dann geöffnet, wenn sie für den Erhalt einer Kette notwendig ist. Für Verbindun-
gen, die hierbei erst zu einem späteren Zeitpunkt als dem Beginn des Produkt-
lebenszyklus entschieden werden, kann das Öffnen zu einem früheren Zeitpunkt
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sinnvoll erscheinen, wenn hierdurch die reduzierten Supply Chain Kosten die höhe-
ren Zinskosten der Investitionen, die ohnehin getätigt werden, überkompensieren.
Ein Beispiel hierzu kann aufbauend auf das Beispiel in Abbildung 5.9 gegeben
werden. In Abbildung 5.12 ist die zerstörte Kette in Periode t = 2 durch die
Zuordnung Z212 = 1 im Zug CLOSE wiederhergestellt worden. Da Produkt j′ = 1
bereits in Periode start1 = 1 anläuft, kann diese Zuordnung schon ab dieser Periode
geöffnet werden.

















2. Eine komplett neue Zuordnung von einem Werk i′ zu einem Produkt j′ in einer
Periode t ≥ startj′ , die in allen betroffenen Perioden t ≤ endej′ zu mehr als den für
eine Kettenstruktur erforderlichen I+|Jt|−1 Zuordnungen führt, kann genau dann
eine Verbesserung des Zielfunktionswertes bedeuten, wenn hierdurch Kapazitäten
besser ausgelastet werden können und/oder Kapazitätserweiterungen vermieden
werden als auch dann, wenn bedingt durch die zusätzliche Zuordnung operative
Supply Chain Kosten gesenkt werden können. Zudem kann durch diesen Zug die
Nachbarschaft erweitert werden, wodurch weiter entfernte bessere Lösungen u.U.
leichter erreicht werden können. Ein Beispiel für das Öffnen einer komplett neuen
Zuordnung ist in Abbildung 5.13 dargestellt.
















Hier kann eine zusätzliche Verbindung zwischen Werk i′ = 3 und Produkt j′ = 2 in
beiden Perioden t = 1 und t = 2 geöffnet werden, die sich nicht auf die Zulässigkeit
der Lösung hinsichtlich der Kettenbedingungen auswirkt. Mögliche Verletzungen
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der Nebenbedingungen 4.2a und 4.2b werden, wie sonst auch, durch Strafkosten
in der Zielfunktion FZ berücksichtigt.
Der Zug OPEN beinhaltet somit das Hinzufügen einer komplett neuen Kante sowie das
frühere Öffnen einer Verbindung, die bereits in einer späteren Periode besteht. Hierbei
wird das frühere Öffnen einer bereits bestehenden Kante immer dann durchgeführt, wenn
es möglich ist, d.h. wenn eine Zuordnung existiert, die ein Produkt zu einem späteren
Zeitpunkt als dessen Produktionsstart einem Werk zuordnet. Dieser Zug ist dem Öffnen
einer komplett neuen Verbindung vorzuziehen, da hierdurch schnell Lösungen mit sehr
vielen Zuordnungen erreicht werden, die voraussichtlich zu sehr hohen Investitionskosten
führen. Um jedoch die Nachbarschaft nicht zu sehr einzuschränken, kann ein Öffnen einer
komplett neuen Verbindung in dem implementierten Verfahren vorkommen, wenn das
frühere Öffnen einer bereits bestehenden Zuordnung nicht möglich ist.
SWAP Mit den soeben vorgestellten Transformationsschritten CLOSE und OPEN
können theoretisch alle möglichen Zuordnungen, die mindestens eine Kette enthalten,
erreicht werden. Es bietet sich allerdings an, weitere Operationen zu berücksichtigen,
die sinnvoll erscheinende Transformationsschritte bevorzugen. So erscheint es u.a. viel-
versprechend - als eine Variante des CLOSE - gewisse Zuordnungen auszutauschen (zu
'swapen') und somit automatisch die Kettenbedingungen beizubehalten. Eine gewisse
Ähnlichkeit kann hierbei mit den Transformationsvorschriften eines 2-Opt Verfahrens
für die Lösung eines Traveling Salesman Problems hergestellt werden. Ausgehend von
einer bestehenden Tour werden bei einem r-Opt Verfahren jeweils r Kanten gestrichen
und durch r andere ersetzt (vgl. Johnson und McGeoch, 2003, Seite 230f).
Bei einem 2-Opt Verfahren gibt es genau eine Möglichkeit, die gestrichenen Kanten
in einem Graph durch zwei neue Kanten zu ersetzen. Ein 2-Opt Schritt ist in Abbildung
5.14a dargestellt. Hier werden zunächst die Kanten ehg und ecd gestrichen und durch
die Kanten ehd und egc ersetzt. Im Vergleich dazu ist in Abbildung 5.14b ein 'SWAP'
von Zuordnungskante e12 und e33 zu e13 und e32 für das vorliegende 'Kettenproblem'
dargestellt. Bei einem SWAP wird grundsätzlich ein Fahrzeugmodell j, das bisher Werk
i zugeordnet war, über dessen gesamten Produktlebenszyklus einem anderen Werk i′ 6= i
zugeordnet. Ein zweites Fahrzeugrmodell j′, das bisher Werk i′ zugeordnet war, wird im
Austausch hierfür dem ersten Werk i zugeordnet:
Zi′j′t = 0 ∀ startj′ ≤ t ≤ T Zij′t = 1 ∀ startj′ ≤ t ≤ T
Zijt = 0 ∀ startj ≤ t ≤ T Zi′jt = 1 ∀ startj ≤ t ≤ T
Hierbei sind wiederum unterschiedliche Fälle voneinander zu unterscheiden, da es bei
der Betrachtung des gesamten Planungshorizontes bei dem SWAP von Split-Modellen
schnell zu Verletzungen der Kettenbedingungen kommen kann. Folgende Fälle können
hierbei auftreten:
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Quelle: eigene Darstellung in Anlehnung an Johnson und McGeoch (2003)
Fall 1: Ein Tausch der Zuordnungen von zwei Solitärmodellen hat generell keinen Ein-
fluss auf die Kettenstrukturen und kann daher immer, ohne Beachtung weiterer
Bedingungen, durchgeführt werden. In diesem Fall wird ein Solitärmodell js das
bisher Werk i zugeordnet war, über dessen gesamten Produktlebenszyklus einem
anderen Werk i′ 6= i zugeordnet. Ein zweites Solitärmodell j′s, das bisher Werk i′
zugeordnet war, wird im Austausch hierfür dem ersten Werk i zugeordnet.
Ein Beispiel für diesen Fall ist in Abbildung 5.15 dargestellt. Hierbei wird die
Zuordnung Z22t in den Perioden t = 1 und t = 2 geschlossen und das betroffene
Solitärmodell js = 2 dem Werk i′ = 3 zugeordnet. Im Gegenzug dazu wird die
Zuordnung Z35t in Periode t = 2 geschlossen und das betroffene Solitärmodell
j′s = 5 dem Werk i = 2 zugeordnet.



















Fall 2: Bei dem Tausch von Split-Modellen können Werke betroffen sein, die je nur
einem Split-Modell über den Betrachtungszeitraum zugeordnet sind. In diesem Fall
können die Kanten ohne weitere Überprüfung ausgetauscht werden, wenn beide
Split-Modelle diesen Werken für denselben Zeitraum zugeordnet sind und es sich
um unterschiedliche Produkte handelt. Hierdurch werden die Kettenbedingungen
in allen Perioden nicht verletzt.
Ein Beispiel zu Fall 2 wird in Abbildung 5.16 gezeigt. In Abbildung 5.16a werden
die Zuordnungen Z22t und Z35t in den Perioden t = 1 und t = 2 auf 0 gesetzt. In
Abbildung 5.16b werden dann die beiden Split-Modelle über die Zuordnungen Z32t
und Z25t in den Perioden t = 1 und t = 2 dem jeweils anderen Werk zugeordnet.
Abbildung 5.16: SWAP von zwei Split-Modellen über deren gesamten Lebenszyklus



































































Fall 3: Der ungünstigste Fall trifft dann ein, wenn ein Tausch zweier Split-Modelle
durchgeführt wird und dadurch in einer Periode t ≥ startj eine Verletzung der
Kettenbedingungen 4.6 verursacht wird. In diesem Fall zerfällt der Graph in zwei
Teilketten und es muss, ähnlich der Operation CLOSE, mindestens eine weitere
Verbindung ab der Periode, in der die Kettenbedingungn nicht erfüllt sind, geöffnet
werden, um eine Kettenstruktur für den gesamten Planungshorizont herzustellen.
Ein Beispiel für Fall 3 ist in Abbildung 5.17 dargestellt. Hierbei wird bereits in
der ersten Periode t = 1 durch den Tausch der Zuordnungen von Werk i = 2
zu Produkt j = 3 und Werk i′ = 3 zu Produkt j′ = 2 untereinander gegen die
Kettenbedingungen vestoßen, da der Graph hierdurch in die Teilmengen Qi =
{1, 2} und Qj1 = {1, 2} auf der einen und Q¯i = {3, 4} und Q¯j2 = {3, 4} auf der
anderen Seite zerfällt. Eine weitere Zuordnung zwischen einem Werk aus Qi und
einem Produkt aus Q¯j2 oder einem Werk aus Q¯i und einem Produkt aus Qj2 ist
in Periode t = 1 auf jeden Fall notwendig, um eine zulässige Kettenlösung zu
erhalten.
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Abbildung 5.17: SWAP von zwei Split-Modellen, der zur Verletzung der Kettenbe-
dingungen 4.6 führt



















Bei dem gegebenen Verhältnis der Anzahl an Produkten zu der Anzahl an Werken be-
stehen zumeist nicht viele Möglichkeiten, einen 'klassischen' SWAP, wie er in Abbildung
5.14 dargestellt und in Fall 2 beschrieben ist, durchzuführen. Um die Nachbarschaft aus
diesem Grund nicht zu stark einzugrenzen, werden folgende Varianten eines SWAPS als
mögliche Transformationsschritte berücksichtigt:
Solitär-SWAP Bei dieser Möglichkeit werden, wie bei Fall 1 beschrieben, je zwei Werke
gewählt, denen ein Solitärmodell unabhängig von der Periode zugeordnet ist. Diese
Modelle werden dann für den gesamten Lebenszyklus dem jeweils anderen Werk
zugeordnet.
Split-SWAP Hier werden zwei Werke gewählt, denen in einer Periode t mindestens
ein unterschiedliches Split-Modell zugeordnet, für die beide gilt: startj = t. Nach
dem Austausch der Kanten werden die Folgeperioden auf mögliche Verletzungen
der Kettenbedingungen überprüft. Falls notwendig, werden weitere Verbindungen
geöffnet.
Werke-SWAP Hierbei handelt es sich um einen SWAP im weiteren Sinne. Nachdem bei
einem Zug CLOSE einem Werk i ein neues Produkt j zugeordnet wurde, wird im
nächsten Schritt eine Verbindung von Werk i zu einem Produkt j′ 6= j im Rahmen
eines weiteren CLOSE geschlossen. Dies entspricht dem zweimaligen Durchführen
eines Zugs CLOSE, wobei eine Einschränkung beim zweiten CLOSE auf das Werk
i besteht.
Ein SWAP kann generell auch durch das zweimalige Aufrufen der Operation CLO-
SE ausgeführt werden, kommt in den drei beschriebenen Formen jedoch bei zufälliger
Auswahl der zu schließenden und öffnenden Zuordnungen selten vor. Diese Formen er-
scheinen genau deswegen als günstig, da Veränderungen der Anzahl an Zuordnungen
zu den Werken bzw. Anzahl Zuordnungen der Produkte damit weitgehend vermieden
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werden. Ausgehend von einer zulässigen Lösung hinsichtlich der Nebenbedingungen 4.2a
und 4.2b, die sich auf die Rohbaukapazitäten und die maximale Anzahl an Zuordnun-
gen eines Produktes beziehen, können durch einen SWAP neue Verletzungen gegen die
Nebenbedingungen weitgehend vermieden werden. Eventuelle Strafkosten, die bei ein-
maligen CLOSE entstehen, werden dadurch umgangen.
Aus demselben Grund, aus dem sich die oben beschriebenen SWAP's im Verlauf einer
Lokalen Suche als sinnvoll darstellen, kann in Anlehnung an eine variable Nachbar-
schaftssuche das Durchführen mehrerer Züge, bevor ein neuer Kandidat überprüft wird,
generell zu einer Verbesserung des Verfahrens führen. Dies liegt daran, dass hierdurch
lokale Optima schneller verlassen werden können. Arya u. a. (2004, Seite 551) beschreibt
z.B. die Verbesserung der Lokalen Suche bei einem Standortproblem durch Einführen ei-
nes sog. 'Multiswaps', bei dem der Status einer gegebenen maximalen Anzahl an Werken
getauscht wird.
Nachdem die Definition der gültigen Transformationsschritte erfolgt ist, muss im näch-
sten Schritt bestimmt werden, wie die einzelnen Operation im Verlauf des Verbesserungs-
verfahrens ausgewählt werden. Dies wird im folgenden Abschnitt beschrieben.
5.1.3.2 Auswahl der Transformationsschritte
Grundsätzlich wird ein Zug sowie die jeweiligen betroffenen Zuordnungen während des
vorgestellten Verbesserungsverfahrens immer zufällig gewählt. Allerdings konnte nach
einigen Tests festgestellt werden, dass bei einer diskreten Wahrscheinlichkeitsverteilung
bestimmte Züge wesentlich häufiger zu der Akzeptanz eines neuen Kandidaten führen
als andere. Dies liegt mitunter daran, dass in einer Nachbarschaft meist nur wenige
Zuordnungen existieren, mit denen man z.B. einen Split-SWAP durchführen kann. Aus
diesem Grund werden bei mehreren hintereinander ausgeführten SWAP's dieselben Kan-
ten miteinander getauscht und es entsteht ein Zirkulieren zwischen denselben bzw. sehr
ähnlichen Lösungen. Die Performance des Verfahrens konnte daher wesentlich verbessert
werden, indem die Wahrscheinlichkeit, mit der ein bestimmter Zug gewählt wird, ange-
passt wurde. Hierfür wurde bei einer gleichverteilten Wahrscheinlichkeit der Auswahl der
Züge bei dem Verbesserungsverfahren zunächst gemessen, mit welcher Häufigkeit eine
Operation zu der Akzeptanz eines neuen Kandidaten geführt hat. Darauf basierend wer-
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• CLOSE und OPEN: 6%
• OPEN und CLOSE: 6%
• 2x CLOSE: 4%
Der Versuch, die Auswahl von Zuordnungen, die von einem Zug betroffen sind, nach
sinnvoll erscheinenden Gesichtspunkten weiter einzuschränken, konnte hier nicht zu ei-
nem besseren Ergebnis führen. Dies liegt mitunter daran, dass die Nachbarschaft zu
stark eingeschränkt wird und immer zwischen denselben Kandidaten zirkuliert wird.
Aus diesem Grund wird im Folgenden die Wahl der von einem Zug betroffenen Zuord-
nung, wie bereits erwähnt, mit einer gleichverteilten (Pseudo-) Zufallszahl bestimmt.
Hierbei dürfen jedoch bereits fixierte Zuordnungen, wie schon bei der Startheuristik,
nicht verändert werden. Verbindungen können daher nur ab Periode t > tfix geschlossen
bzw. geöffnet werden.
5.1.3.3 Threshold Accepting-Verfahren
Im Folgenden werden zwei Varianten einer Lokalen Suche voneinander unterschieden.
Hierbei handelt es sich zum einen um ein reines Verbesserungsverfahren (VB), bei dem
nach einer First-Fit Abarbeitungsstrategie ein neuer Kandidat nur akzeptiert wird, wenn
dieser einen eindeutig besseren Zielfunktionswert als den bisher besten erzielt. Zum an-
deren wird ein Threshold Accepting-Verfahren (TA), das im Folgenden genauer beschrie-
ben wird, implementiert. Beide Verfahren unterscheiden sich ausschließlich hinsichtlich
der Akzeptanz eines neuen Kandidaten voneinander und bauen ansonsten auf den zuvor
beschriebenen Transformationsvorschriften auf.
Der für die folgenden Tests implementierte Verfahrensablauf des Threshold Accepting
mit einer First-Fit Abarbeitungsstrategie ist in Abbildung 5.18 auf Seite 186 darge-
stellt. Die hierbei verwendeten Paramter und Werte sind in Tabelle 5.1 erläutert. Das
Verfahren beginnt mit der Initialisierung der Thresholds THu und der unterschiedlichen
Abbruchkriterien K, KTH und Kstop. Anschließend wird die Startlösung xS wie in Kapi-
tel 5.1.2.2 beschrieben ermittelt. Die aktuell beste Lösung x∗ bzw. der beste gefundene
Zielfunktionswert F ∗ wird mit dem der Startlösung F S initialisiert. Nachdem die Zähler
it, für die Anzahl an Iterationen pro Threshold THu, und itTH , für die Anzahl an Itera-
tionen, in denen kein Kandidat bei einem Threshold akzeptiert wurde, auf null gesetzt
werden, startet das Suchverfahren.
Ausgehend von dem aktuellen Kandidaten x wird ein Kandidat x′ zufällig aus der
Nachbarschaft entsprechend der beschriebenen Operationen in Kapitel 5.1.3.1 und 5.1.3.2
gewählt. Für den Kandidaten x′ werden die für die gewählten Zuordnungen notwendigen
Erweiterungen Y B im Rohbau und der sich daraus ergebende Zielfunktionswert FZ für
das Zuordnungsproblem inklusive eventueller Strafkosten bestimmt.
Bei Vorgabe der Zuordnungen und Erweiterungen im Rohbau muss im nächsten
Schritt das Unterproblem MIP SC gelöst werden. Wie bereits erwähnt, handelt es sich
bei diesem Problem immer noch um ein gemischt-ganzzahliges. Um die Laufzeit des
Verfahrens jedoch möglichst gering zu halten, wird zunächst das auf kontinuierliche
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Tabelle 5.1: Parameter und Werte für das Threshold Accepting
K Maximale Anzahl Iterationen pro Threshold THu
it Zähler für die durchgeführte Anzahl an Iterationen eines Threshold
THu
Kth Maximale Anzahl Iterationen für einen Threshold, in denen kein neuer
Kandidat akzeptiert wurde
itTH Zähler für die Anzahl an Iterationen, in denen bei einem Threshold
THu kein neuer Kandidat akzeptiert wurde
Kstop Maximale Gesamtzahl an Iterationen, in denen kein neuer Kandidat
akzeptiert wurde
itstop Zähler für die Anzahl an Iterationen, in denen kein neuer Kandidat
akzeptiert wurde
u = 1 . . . U Anzahl an Thresholds
THu Threshold der Stufe u
F S(xS) Zielfunktionswert der Startlösung xS
F ∗ Bester gefundener Zielfunktionswert mit den Zuordnungen Z∗, Erwei-
terungen Y ∗ und Mengen X∗
x Aktuell akzeptierter Kandidat
x′ Neuer zu überprüfender Kandidat
N(x) Nachbarschaft des aktuellen Kandidaten x
Z(x) Zuordnungen des Kandidaten x
Y g(x) Werte für die Erweiterungsvariablen der Technologie g bei Kandidat x
LP SC LP-Relaxation des Supply Chain Problems MIP SC
F (x) Zielfunktionswert des Kandidaten x, F (x) = F SC(x) + FZ(x)
F SC(x) Zielfunktionswert für MIP SC bzw. LP SC für den Kandidaten x
FZ(x) Zielfunktionswert für MIPZ des Kandidaten x
Kapazitätserweiterungen relaxierte6 Problem LP SC mit einem Standardsolver optimal
gelöst. Ist der sich ergebende Zielfunktionswert F (x′), der sich hierbei aus der Summe der
Zielfunktionswerte FZ(x′) und F SC(x′) des relaxierten Problems ergibt, so hoch, dass
der Kandidat ohnehin nicht akzeptiert wird, kann der Kandidat abgelehnt werden. Ist
dies nicht der Fall, können zwei Situationen eintreten. Zum einen kann beim Lösen des
LP's eine Lösung ermittelt werden, bei der gar keine oder nur ganzzahlige Erweiterungen
aller Technologien notwendig sind. In diesem Fall kann der neue Kandidat akzeptiert und
weiter verfahren werden. Sollte sich jedoch bei einem vorläufig zu akzeptierenden Kan-
didaten Erweiterungen größer als null (und nicht ganzzahlig) ergeben, wird das Supply
Chain ProblemMIP SC für denselben Kandidaten in seiner ursprünglichen Form gelöst.
Der Kandidat muss dann erneut anhand des neuen Zielfunktionswertes F (x′), der sich
6Bei einer LP-Relaxation werden binäre oder ganzzahlige Variablen meist unter Beibehalt der
Unter- und Obergrenzen als reelle Variablen betrachtet, um hierdurch das Problem zu vereinfachen
(vgl. Domschke, 1997, Seite 11).
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Abbildung 5.18: Lokale Suche mit Threshold Accepting
BerechneStartlösung xS , F*:= FS(x)
F(x‘) < F(x) · (1+THq)
Zufällige Wahl eines neuen Kandidaten x‘ 
aus Nachbarschaft N(x)
Output: 
F*, Z*, Y*, X*
Initialisiere: K, KTH, Kstop, 
























































aus dem Wert FZ(x′) und dem neuen Wert F SC(x′) ergibt, überprüft werden. Für die
untersuchten Problemfälle kann durch das beschriebene Vorgehen, bei dem nicht in jeder
Iteration ein gemischt-ganzzahliges Problem gelöst werden muss, die Laufzeit um etwa
70% gesenkt werden. Dies ist dann nicht mehr der Fall, wenn die Gesamtkapazität sehr
restriktiv ist und sehr häufig beide Probleme gelöst werden müssen. Eine weitere Heu-
ristik zur Abschätzung bzw. Lösung des Unterproblems könnte in diesem Fall sinnvoll
sein.
Eine weitere Variation des Verfahrens im Vergleich zu dem in Kapitel 3.3.1 beschrie-
benen Vorgehen von Dueck und Scheuer (1990) bezieht sich auf die Akzeptanz eines
neuen Kandidaten. Ähnlich wie bei Bischoff und Dächert (2009, Seite 798) und Meyr
(1999, Seite106f) wird der jeweilige Threshold Thu nicht als absoluter Wert, sondern als
relative Differenz zwischen einem neuen x′ und dem bisher besten Kandidaten x vorge-
geben. Ein neuer Kandidat wird demnach akzeptiert, wenn gilt: F (x′) < (Thu+1)·F (x).
Eine Anpassung der Thresholds für jede Problemgröße ist dann nicht mehr notwendig,
so dass dieselbe Reihe an Thresholds für alle Problemtypen verwendet werden kann.
Das Verfahren läuft so lange weiter, bis eines der Abbruchkriterien erfüllt ist. Da
im Unterschied zu einem reinen Verbesserungsverfahren der letzte akzeptierte Kandidat
nicht notwendigerweise der mit dem insgesamt besten gefunden übereinstimmt, wird der
Kandidat mit dem generell besten Zielfunktionswert F ∗ mitgeführt und am Ende des
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Verfahrens ausgegeben.
Im Weiteren ergeben sich, wie bereits erwähnt, die Entscheidungen über zweite Roh-
bauanlagen von Solitärmodellen bereits implizit aus der Fixierung der Zuordnungs-
variablen. Diese könnten dann, ähnlich wie die notwendigen Strukturerweiterungen im
Rohbau, bereits vor dem Lösen des Supply Chain Modellls fixiert werden und als Input
an MIP SC weitergegeben werden. Da die Kapazitäten der einzelnen Rohbauanlagen
bei den untersuchten Probleminstanzen wenig restriktiv sind, wird im Folgenden jedoch
davon abgesehen, weil keine Verbesserung der Laufzeit zu erwarten ist. Dies liegt daran,
dass das Einlesen neuer Daten durch den Standardsolver ähnlich viel Zeit in Anspruch
nimmt, wie auch der Präprozessor für das Bestimmen der wenigen implizit fixierten
Variablen benötigt.
5.2 Performancevergleich der Lösungsmethode mit
einem Standardsolver
In den folgenden Tests sollen die Lösungsgüte der entwickelten Lösungsmethoden sowie
deren Laufzeiteigenschaften untersucht werden. Ein direkter Vergleich der ermittelten
Kettenstrukturen ist hierbei lediglich für Problemtypen möglich, für die auch der Stan-
dardsolver zulässige Lösungen findet. Bei praxisnahen Probleminstanzen sind ausschließ-
lich Vergleiche mit der durch den Standardsolver ermittelten Lösung des Basisproblems
(ohne die Kettenbedingungen) möglich.
5.2.1 Testprobleme
Im Folgenden wird zwischen drei Problemtypen unterschieden:
• optimal lösbare Probleme P1, die für beide Modelle MIPB und MIPK innerhalb
von 10 Stunden optimal gelöst werden können (s. Kapitel 4.4),
• lösbare Probleme P2, für die eine 'nahe'-optimale Lösung für beide Modelle in-
nerhalb von zwei Stunden ermittelt werden kann,
• Praxisrelevante Probleme P3, für die lediglich eine zulässige Lösung für das Ba-
sismodell innerhalb von zwei Stunden ermittelt werden kann.
Aufgrund der hohen Laufzeiten der einzelnen Tests können in diesem Rahmen nur ein-
zelne Beispiele für das jeweilige Problem untersucht werden, die im nächsten Kapitel
genauer beschrieben werden.
5.2.1.1 Optimal lösbare Probleme - P1
Das gewählte Beispiel einer optimal lösbaren Probleminstanz P1 und die darauf ba-
sierenden untersuchten Szenarien wurden bereits für die Laufzeittests in Kapitel 4.4
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verwendet. In Kapitel 6 wird P1 nochmals genauer betrachtet, um verschiedene Effekte
beispielhaft zu veranschaulichen.
Das Ausgangsszenario der Problemstellung P1 soll im Weiteren mit P1 Szenario 0
(P1S0) bezeichnet werden und setzt sich aus den folgenden Designparametern zusam-
men:
• 6 Werke, davon 4 in der EU (i = 1 bis i = 4), eins in Südafrika (i = 5) und eins
in den USA (i = 6);
• 8 Zulieferregionen in der AFTA, China, EU, NAFTA, Südafrika sowie drei Motoren-
werke innerhalb der EU;
• 8 Absatzregionen mit ≈ x% der Gesamtnachfrage: AFTA (3.00%), Australien
(4.99%), EU (52.88%), Japan (4.01%), Nordamerika (25.11%), Rest der Welt
(5.98%), Südafrika (2.02%) und Südamerika (2.02%);
• 3 Produktionsstufen: Montage, Oberfläche und Rohbau;
• 16 Produkte (8 Vorgänger- und 8 Nachfolgemodelle) und
• einem Planungshorizont von 6 Perioden.
Die Gesamtnachfrage beträgt durchschnittlich 70% der verfügbaren Gesamtkapazität in
einer Periode, wobei mindestens 61% (in Periode t = 1) und maximal 84% (in Periode
t = 5) der Gesamtkapazität, wie in Abbildung 5.19 veranschaulicht, ausgelastet ist. Die
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Kapazität der Zusatzschicht beträgt in etwa ein Drittel der Gesamtkapazität, wobei die
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zur Verfügung stehende reguläre Kapazität in den Perioden t = 2, t = 4 und t = 5 über-
schritten wird und zumindest in diesen Perioden auf die Kapazitäten der Zusatzschicht
zurückgegriffen werden muss.
In Tabelle 5.2 sind die Obergrenzen der Anzahl an Produkten, die in jedem Werk her-
gestellt werden können, aufgelistet. Zudem wird die Verteilung der Gesamtkapazität auf
Tabelle 5.2: Aufteilung der Werkskapazitäten von P1S0
Werke
1 2 3 4 5 6
Maximale Anzahl an Produkten 6 5 4 6 2 4
Anteil der Gesamtkapazität in % 24 21 9 13 9 24
Region Europa SA USA
die einzelnen Werke verdeutlicht. Hierbei wird ersichtlich, dass sich mehr als die Hälfte
der Kapazität (67%) innerhalb der EU befindet, wobei die Werke i = 1 in der EU und
i = 6 in den USA die höchste Kapazität zur Verfügung stellen. Eine Besonderheit betrifft
Werk i = 2, das nicht erweitert werden kann, da kein Platz für Strukturerweiterungen
vorhanden ist. Mögliche Erweiterungen nehmen daher den Wert null an.
Die Produkteigenschaften von P1S0 sind in Tabelle 5.3 veranschaulicht. Hier beinhal-
Tabelle 5.3: Produkteigenschaften von P1S0
Produkte
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Anteil an Gesamtnachfrage in % 7 8 19 15 5 5 11 11 1 1 < 1 1 4 9 2 2
max. Zuordnungen 1 1 4 4 2 2 1 1 1 1 2 2 1 1 1 1
startj 0 4 1 4 5 1 0 4 4 0 -2 3 -2 2 0 4
fixierte Zuordnungen x - - - - - x - - x - - x x x -
Produktionskostenniveau l l m m m m m m m m h h h h h h
tet die erste Zeile den Anteil der Gesamtnachfrage der jeweiligen Produkte während des
Planungshorizontes. Produkte j = 3 und j = 4 können als die Modelle mit dem höchsten
Nachfragevolumen identifiziert werden, gefolgt von Produkt j = 7 und j = 8. Sechs der
Produkte können in mehr als einem Werk produziert werden, wie aus der zweiten Zeile
abgelesen werden kann. Hierbei werden keine Einschränkungen bezüglich zulässiger Zu-
ordnungen gemacht, d.h. jedes Werk ist in der Lage, jedes Produkt herzustellen, solange
die Kapazität hierfür ausreicht. Die Serienanläufe der Produkte sind gleichmäßig über
den Planungshorizont verteilt, wobei ein Produktlebenszyklus vier Jahre umfasst.
Aufgrund der Investitionsvorlaufzeiten von bis zu zwei Perioden sind Entscheidungen
der ersten zwei Perioden bereits fixiert und es können erst ab der dritten Periode neue
Entscheidungen getroffen werden. Daraus ergibt sich, dass neun Produkte bereits einem
Werk zugeordnet sind und Entscheidungen ausschließlich für sieben neue Produkte sowie
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weitere Zuordnungen von möglichen Split-Modellen zu treffen sind. Um dies zu verdeut-
lichen, sind in der vorletzten Zeile der Tabelle 5.3 alle bereits fixierten Zuordnungen von
Solitärmodellen mit einem 'x' markiert.
Die letzte Zeile von Tabelle 5.3 gibt das Kostenniveau der unterschiedlichen Produkte
wieder, wobei niedrige Kosten mit einem 'l', mittlere Kosten mit einem 'm' und hohe
Produktions- und Materialkosten mit einem 'h' symbolisiert werden.
Die generelle Kostenstruktur von P1S0 orientiert sich an den Angaben von Ferber (2005)
und kann wie folgt als Durchschnittswerte über alle Produkte wiedergegeben werden:
• Strukturinvestitionen im Rohbau: 180 Millionen GE, in der Lackiererei: 400 Mil-
lionen GE und in der Montage: 220 Millionen GE je Erweiterungsstufe.
• Variable Produktinvestitionen: 600 GE pro Einheit.
• Fixe Produktinvestitionen: 20 Millionen GE.
• Produktspezifische Investitionen betragen abhängig von dem jeweiligen Modell in
etwa 5% der gesamten Produktionskosten.
• Produktionskosten: 1.400 GE, Zusatzschichtkosten betragen zusätzlich 600 GE pro
Produktionseinheit.
• Materialkosten: 20.000 GE pro Produktionseinheit.
• Distributionskosten: Zwischen 70 GE und 1.500 GE pro Transporteinheit
• Verrechnungspreise entsprechen in etwa der Summe aus Material- und Produktions-
kosten.
Grundsätzlich sind die Produktionskosten und Investitionen in Werk i = 5 am niedrig-
sten und Investitionen in Werk i = 6 am höchsten. Alle Werke innerhalb der EU haben
eine ähnliche Kostenstruktur.
Die Kalendarisierungsprofile der einzelnen Abteilungen sind in Tabelle 5.4 angegeben.
Hier fallen z.B. für eine Strukturinvestition im Robau 26% der Zahlungen ein Jahr vor
Tabelle 5.4: Kalendarisierungsprofile der Struktur- (SI) und Produktinvestitionen(PI)
SI/PI in %
Periode
t-2 t-1 t t+1
Rohbau 0/5 26/20 66/45 8/30
Oberfläche 0/4 23/27 62/62 15/7
Montage 0/5 32/27 47/27 21/41
Installation der Kapazität, 66% im Jahr selbst und weitere 8% im Jahr darauf an.
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Vorgaben für Local Content-Anteile betragen für Blech- und Montageteile 30% bzw.
50% in der EU, je 35% in Südafrika und jeweils 62% für das Werk innerhalb der NAFTA.
Verschiedene Variationen von P1S0 führen zu den nachfolgenden untersuchten Nach-
frage-, Wechselkurs-, Kapazitäts- und Zuordnungsszenarien. Diese Beinhalten im Ein-
zelnen:
Nachfrageszenarien: Nachfrageerhöhung in allen Regionen um 400% von Produkt j =
9 (P1S1), um 150% von Produkt j = 12 (P1S2), um 5% von Produkt j = 8
(P1S3) sowie die Nachfrageerhöhung nach allen Modellen in der Absatzregion der
NAFTA um 20% (P1S4). Diese Nachfrageszenarien repräsentieren unterschiedli-
che Zukunftsentwicklungen, die die Nachfrage einzelner Produkte höher ausfallen
lässt als erwartet. Hierfür können u.a. Änderungen der Gesetzgebungen bezüglich
der CO2-Steuern verantwortlich sein. Für die Nachfrageerhöhung in einer Region
könnten z.B. unvorhergesehene Entwicklungen der Mineralölkosten oder günstige
Wechselkurse in diesem Land stehen.
Wechselkursszenarien: Erhöhung des Wechselkurses des US$ (P1S5) und des Südafri-
kanischen Rand ZAR (P1S6) um je 40% sowie die Wechselkurssenkung des US$
um 40% (P1S7). Auch die Wechselkursszenarien repräsentieren hierbei unvorher-
gesehene Zukunftsentwicklungen.
Kapazitätsszenarien: Erhöhung der Kapazität von Werk i = 1 um 20% (P1S8), von
Werk i = 1 und i = 2 um 20% (P1S9) sowie die Erhöhung der Gesamtkapazität
um 20% (P1S10). Diese Szenarien sollen im Unterschied zu den Nachfrage- und
Wechselkursszenarien keine unterschiedlichen Zukunftsentwicklungen repräsentie-
ren. Hiermit soll viel mehr die Performance der Lösungsmethoden für unterschied-
lich hohe Überkapazitäten der Werke analysiert werden.
Zuordnungsszenarien: P1S11: Produkte j = 7 und j = 8 werden zu Split-Modellen mit
einer maximalen Zuordnung zu je zwei Werken (nZj = 2 für j = 7, 8). P1S12: alle
Produkte können je einem weiteren Werk zugeordnet werden (nZj + 1 ∀ j). Diese
Szenarien spiegeln unterschiedliche Strategien bei der Auswahl von Split-Modellen
wider.
5.2.1.2 Lösbare Probleme - P2
Der Problemtyp P2 wurde hinsichtlich der in Kapitel 4.4 gemachten Erfahrungen in dem
Sinne gewählt, dass auf der einen Seite möglichst viele Produkte berücksichtigt werden
und auf der anderen Seite der Speicherplatz der Testumgebung ausreicht, um auch für
MIPK noch zulässige Lösungen mit dem Standardsolver ermitteln zu können. P2 baut
strukturell auf den Daten von P1 auf. Jedoch werden hier acht Planungsperioden und
24 Produkte betrachtet. Beschaffungs-, Produktions- und Absatzstrukturen gleichen zu
großen Teilen denen zuvor bei P1 beschriebenen.
In Tabelle 5.5 und 5.6 sind die jeweiligen Werke- und Produkteigenschaften für ein
Basisszenario P2S0 zusammengefasst dargestellt. Der Produktionskostenfaktor der Wer-
ke besagt hierbei, wie hoch die Produktionskosten eines Werkes im Verhältnis zu den
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Tabelle 5.5: Aufteilung der Werkskapazitäten in P2S0
Werke
1 2 3 4 5 6
Kapazität im Rohbau 4 4 2 3 2 4
Anteil der Gesamtkapazität in % 24 21 9 13 9 24
Produktionskostenfaktor 1 0,98 1,09 1 0,83 0,92
Referenzkosten sind. So sind z.B. die Kosten in Werk i = 3 am höchsten und die in Werk
i = 5 am niedrigsten. Ähnlich ist auch der Kostenfaktor bei den Produkteigenschaften
zu verstehen. Ausgehend von einem Start des Planungshorizontes in Periode t=0 ist
der Produktionsstart der Fahrzeugmodelle über den gesamten Horizont verteilt, wobei
einige Modelle (j=1 bis j=6) bereits in Serie produziert werden, da ihr Produktionsstart
bereits vor dem Planungshorizont liegt.
Aufbauend auf diesen Daten werden sowohl unterschiedliche Wechselkurs- als auch
Nachfrageszenarien getestet:
Die Wechselkursszenarien betreffen hierbei wieder die zwei Währungen der Produk-
tionsstätten außerhalb der EU und den EURO selbst. Im Einzelnen steigt der
Wechselkurs des EURO (P2S1), des ZAR (P2S2) und des US$ (P2S3) jedes Jahr
um 1,5%. Der des ZAR sinkt jedes Jahr um 1,5% in Szenario P2S4. Zudem wird ein
weiteres Szenario P2S5 untersucht, bei dem die Wechselkurse über eine Normal-
verteilung mit den Mittelwerten von Szenario P2S0 und einer Standardabweichung
von 50% zufällig generiert wurden (s. Anhang E, Tabelle E.1).
Bei den Nachfrageszenarien werden sechs unterschiedliche Szenarien (P2S6-P2S11)
zufällig generiert, wobei die ersten zwei mit einer Normalverteilung bei einer Stan-
dardabweichung von 40% und die restlichen von 20% zufällig generiert werden.
Der Mittelwert der Normalverteilung entspricht hierbei wiederum den Werten des
Ausgangsszenarios P2S0 (s. Anhang E, Tabelle E.3).
5.2.1.3 Praxisrelevante Probleme - P3
Bei dem Beispiel des praxisrelevanten Problemtyps P3 werden drei unterschiedliche Sze-
narien, die sich in der möglichen Anzahl an Zuordnungen einzelner Produkte unterschei-
den, untersucht. Hier soll lediglich ein Eindruck darüber gewonnen werden, ob auch für
größere Probleme die entwickelten Methoden annähernd gute Lösungen finden. Da kein
Vergleich mit dem Standardsolver für MIPK möglich ist, wird hierbei die innerhalb
von zwei Stunden generierte Lösung von MIPB mit den Ergebnissen von VB und TA
verglichen. Hierfür wird ein Beispiel mit 12 Perioden und 26 Produkten gewählt, für das
mit CPLEX auch in zwei Stunden noch ein relativ gutes Ergebnis in Hinblick auf den
relativen Gap (etwa 0,12%) erzielt werden kann. Alle weiteren Daten orientieren sich an
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Tabelle 5.6: Produkteigenschaften von P2S0
Produkte Nachfrageanteil Kostenfaktor startj bei Start Maximale Anzahl
des Planungs- Zuordnungen nZj
horizontes in t = 0
1 4% 0,9 -3 2
2 8% 1,2 -3 4
3 1% 1,3 -2 1
4 2% 1,5 -2 3
5 5% 1 -1 2
6 4% 1,25 -1 3
7 3% 2 0 1
8 2% 1,1 0 1
9 4% 0,9 1 2
10 9% 1,2 1 4
11 1% 1,3 2 2
12 3% 1,35 2 3
13 7% 1,4 3 1
14 5% 1 3 2
15 4% 1,25 3 3
16 3% 2 4 1
17 3% 1,1 4 1
18 2% 1,45 5 1
19 4% 0,9 5 2
20 9% 1,2 5 4
21 1% 1,3 6 2
22 3% 1,35 6 3
23 7% 1 7 2
24 7% 1,25 7 3
den zuvor beschriebenen Eigenschaften der Absatz-, Produktions- und Beschaffungsre-
gionen.
5.2.2 Bewertungskriterien
Wie bereits erwähnt, werden alle vorgestellten Problemen mit den entwickelten Lösungs-
methoden und dem Branch&Bound-Verfahren von CPLEX gelöst. Da es sich bei den
Heuristiken um stochastische Verfahren handelt, müssen hier jeweils mehrere Durchläufe
l = 1 . . . L untersucht werden, um eine Aussage über die Lösungsgüte treffen zu können.
Dies ist für den Standardsolver nicht der Fall, der bei einem gegebenen Zeitlimit immer
dasselbe Ergebnis ermittelt. Im Folgenden entspricht das Zeitlimit für einen Durchlauf l
von VB und TA mit zwei Stunden dem des Standardsolvers. Während eines Durchlaufs
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l kann ein Verfahren mehrfach aufgerufen werden. Sobald das Verfahren aufgrund eines
Abbruchkriteriums endet, wird es dann von Neuem gestartet, so lange bis das Zeitlimit
erreicht wird. Das bedeudetet, dass in einem Lauf l eine variierende Anzahl an Aufrufen
a enthalten sind.
Die gewählten Kenngrößen für die Analyse der Lösungsmethoden unterscheiden sich
teilweise für die einzelnen Problemtypen und werden daher im Folgenden für jeden
Problemtyp gesondert beschrieben.
5.2.2.1 Kennzahlen für Problemtyp P1
Für die optimal lösbaren Probleme ist es möglich, die ermittelten Lösungen für das
Kettenproblem MIPK mit den jeweils optimalen Lösungen anhand der entsprechenden
Zielfunktionswerte zu vergleichen. Alle Zielfunktionswerte, die hierfür relevant sind, sind
in Tabelle 5.7 aufgeführt.
Tabelle 5.7: Definition der Zielfunktionswerte für Problemtyp P1
FK
∗
Optimaler Zielfunktionswert für MIPK
FC Zielfunktionswert für MIPK bei zwei Stunden Laufzeit von CPLEX
F Vl Bester Zielfunktionswert aller Aufrufe a von VB in Durchlauf l = 1 . . . L
F Tl Bester Zielfunktionswert aller Aufrufe a von TA in Durchlauf l = 1 . . . L
Für die optimal lösbare Probleminstanz P1 können folgende Kenngrößen ermittelt
werden:
Relative Abweichung CPLEX - Abw(FC) Sollte das Kettenmodell nicht innerhalb
des Zeitlimits gelöst werden können, gibt dieser Wert die relative Differenz der er-





Mittlere Abweichung des Zielfunktionswertes von der optimalen Lösung bei VB
(MW V ) und TA (MW T ). Dieser Wert gibt die durchschnittliche Abweichung
















Schlechteste gefundene Lösung - WC Diese Kennzahl gibt das schlechteste Ergebnis











F Tl − FK∗
FK∗
}
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Durchschnittliche Laufzeit in Sekunden - CPU Diese Kennzahl gibt an, wie lange
VB und TA im Durchschnitt über alle Durchläufe l benötigen, um die optimale
Lösung FK
∗
zu finden. Sollte die optimale Lösung in einem Durchlauf l nicht
gefunden werden, entspricht CPU für l dem Zeitlimit von zwei Stunden.
Anzahl gefundener optimaler Lösungen - count Dieser Wert beziffert die absolute
Anzahl optimaler Lösungen, die über eine bestimmte Anzahl an Durchläufen l






















5.2.2.2 Kennzahlen für Problemtyp P2
Bei den Problemen vom Typ P2 kann keine Aussage mehr über die optimale Lösung
sowohl des Ketten- als auch des Basismodells getroffen werden. Die Kennzahlen müssen
dahingehend abgewandelt werden. Hierfür ist zunächst die Definition weiterer Zielfunk-
tionswerte notwendig, wie sie in Tabelle 5.8 erfolgt.
Tabelle 5.8: Definition der zusätzlichen Zielfunktionswerte für Problemtyp P2
FK Bester bekannter Zielfunktionswert für MIPK : minl
{




FB Zielfunktionswert für MIPB bei zwei Stunden Laufzeit von CPLEX
F S Zielfunktionswert der Startlösung
Relative Abweichung der Lösung des Basismodells mit CPLEX - Abw(FB) Die-
se Zahl gibt die relative Differenz der Lösung von MIPB mit CPLEX nach dem
Zeitlimit zu der besten gefundenen Kettenlösung wieder. Für den Fall, dass ei-
ne bessere Lösung als für MIPK gefunden werden kann, nimmt diese Kennzahl
einen negativen Wert an. Für den Fall, dass eine Kettenlösung mit einem besseren




Relative Abweichung der Lösung des Kettenmodells mit CPLEX - Abw(FC) Die-
se Zahl gibt die relative Differenz der Lösung von MIPK mit CPLEX nach dem
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Relative Abweichung der Startlösung - Abw(F S) Diese Zahl gibt die relative Dif-
ferenz der Startlösung zu der besten gefundenen Kettenlösung wieder:
Abw(F S) =
F S − FK
FK
Mittlere Abweichung des Zielfunktionswertes von der besten gefundenen Ket-
tenlösung bei VB (MW V ) und TA (MW T ): Diese Kennzahl ist dahinge-
hend im Vergleich zu P1 abgewandelt, dass der jeweilige Zielfunktionswert nicht













Standardabweichung (SW) der Zielfunktionswerte von VB und TA: Hierbei wird
eine Aussage über die Standardabweichung der Lösungen bei mehrfachen Durch-
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Durchschnittliche Anzahl Aufrufe/Starts - StartsV und StartsT Diese Kennzahl
gibt an, wie viele Aufrufe a = 1 . . . Al eines Verfahrens durchschnittlich in einem













Anzahl besserer Lösungen als CPLEX - count Hiermit wird die absolute Anzahl der






























Schlechteste gefundene Lösung - WC Diese Kennzahl gibt das schlechteste Ergebnis
aller Durchläufe l im Verhältnis zum besten gefundenen Ergebnis von MIPK
wieder:










F Tl − FK
FK
}
Beste gefundene Lösung - BC Diese Kennzahl gibt das beste gefundene Ergebnis der
Heuristiken im Verhältnis zu der insgesamt besten gefundenen Lösung FK des
Kettenproblems an. Wurde mit einer der Heuristiken in einem Durchlauf l das










F Tl − FK
FK
}
5.2.2.3 Kennzahlen für Problemtyp P3
Bei Problemtyp P3 kann mit CPLEX keine Lösung mehr für MIPK gefunden wer-
den. Ergebnisse der Suchvefahren VB und TA können daher lediglich untereinander
und mit der Lösung des Basismodells MIPB des Standardsolvers verglichen werden.
Hierfür beziehen sich alle Kennzahlen auf die insgesamt beste gefundene Lösung F ◦ =
minl
{




und entsprechen abgesehen davon denen von P2.
5.2.3 Beschreibung und Analyse der Ergebnisse
In diesem Kapitel werden die Ergebnisse der durchgeführten Testläufe anhand der zu-
vor definierten Kennzahlen analysiert. Die bei den Testläufen verwendeten Parameter
werden im folgenden Kapitel beschrieben.
5.2.3.1 Parameter für die durchgeführten Testläufe
Die verwendeten Parameter für das Verbesserungsverfahren und das Threshold Accep-
ting wurden auf Basis zahlreicher Testläufe in Hinsicht auf sowohl Laufzeit als auch
Lösungsgüte gewählt. Wenn nicht anders gekennzeichnet, werden für beide Verfahren
die identischen Parameter verwendet:
• Anzahl Thresholds: U=100 bei TA mit THu ={0.015, 0.014, 0.013, 0.012, 0.011,
0.01, 0.005, 0.0045, 0.004, 0.0035, 0.003, 0.0025, 0.002, 0.0015, 0.001, 0.0, . . ., 0.0}.
• Anzahl an Iterationen pro Threshold: K = 100.
• Kein vorzeitiger Abbruch innerhalb eines Thresholds: KTH = K.
• Abbruch bei einer bestimmten Anzahl Iterationen, die zu keiner Verbesserung
geführt haben: Kstop = 10 ·K (VB) bzw. Kstop = 8 ·K (TA).
• Anzahl Durchläufe l = 1 . . . 5 bei einem Zeitlimit von je zwei Stunden pro Durch-
lauf l.
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• Die Strafkosten hi bei Überschreiten der Kapazitäten im Rohbau und hj für das
Überschreiten der maximalen Anzahl an Zuordnungen eines Produktes j (vgl.
Zielfunktion 5.1 auf Seite 156) sowie die Strafkosten hfit für die Produktion in der
fiktiven Kapazität (vgl. Modell 5.2 auf Seite 157) wurden auf Basis empirischer
Tests im folgenden Ausmaß gewählt:
 hi = 2 · f stiB
 hj = 22 · f stiB





5.2.3.2 Ergebnisse für die optimal lösbaren Probleme P1
In Tabelle 5.9 sind die Ergebnisse für die untersuchten Szenarien von P1 in Form der zu-
vor definierten Kenngrößen dargestellt. Hierbei lässt sich erkennen, dass bei der Mehrheit
der Szenarien sowohl mit TA als auch VB in jedem Durchlauf die optimale Kettenlösung
bereits nach weniger als der Hälfte des Zeitlimits gefunden werden kann. In den Fällen,
bei denen die optimale Lösung gefunden wird, geschieht dies bei VB in wesentlich kür-
zerer Zeit als bei TA. Die ähnlichen Durchschnittswerte, die bei 2.801 (VB) bzw. 2.878
(TA) Sekunden liegen, ergeben sich hier lediglich daraus, dass bei VB seltener eine op-
timale Lösung ermittelt werden kann - bei VB in 80% der Durchläufe im Vergleich zu
89% bei TA - und in diesem Fall die Laufzeit dem Zeitlimit entspricht.
Tabelle 5.9: Ergebnisse für die optimal lösbaren Probleme P1
Szenario
in % in s
countV countT
Abw(FC) MW V MW T WCV WCT CPUV CPUT
P1S0 0,037 0,011 0 0,056 0 2921 1077 4 5
P1S1 0 0 0 0 0 1692 2312 5 5
P1S2 0 0,043 0 0,214 0 2411 3583 4 5
P1S3 0,037 0,031 0 0,088 0 4434 1359 3 5
P1S4 0 0 0 0 0 809 956 5 5
P1S5 0 0 0 0 0 2677 2872 5 5
P1S6 0 0 0 0 0 2843 2924 5 5
P1S7 0 0 0 0 0 1329 2551 5 5
P1S8 0,016 0 0 0 0 511 3400 5 5
P1S9 0 0 0 0 0 1987 2011 5 5
P1S10 0,012 0 0 0 0 1692 2462 5 5
P1S11 0,006 0,185 0,093 0,232 0,232 5912 4699 1 3
P1S12 0,094 0,505 0,338 0,505 0,500 7200 7200 0 0
Durchschnitt 0,016 0,060 0,033 0,084 0,056 2801 2878 80% 89%
Betreffend der Laufzeiten kann im Weiteren festgehalten werden, dass die Lösung des
UnterproblemsMIP SC bzw. LP SC in beiden Verfahren die meiste Zeit mit etwa 90% der
Gesamtzeit bei durchschnittlich 138 Millisekunden pro Kandidat in Anspruch nimmt.
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Bei VB liegt der Wert etwas höher, da hier öfter das relaxierte Problem zu Erweiterun-
gen führt und das gemischt-ganzzahlige Problem dadurch häufiger gelöst werden muss.
Daraus ergibt sich für VB im Vergleich zu TA auch eine erheblich geringere Anzahl
getesteter Kandidaten während derselben Zeit. Diese betragen im Zeitlimit von zwei
Stunden bei TA durchschnittlich 46.990 und bei VB durchschnittlich 33.360. Von den
überprüften Kandidaten werden bei TA etwa 14.238 und bei VB 441 akzeptiert, wo-
von bei TA und VB etwa 41 zu einer generellen Verbesserung des Zielfunktionswertes
über alle Aufrufe a = 1 . . . Al in einem Durchlauf l führen. Das Einlesen der neuen
Zuordnungs- und Erweiterungswerte liegt bei etwa 9% der Gesamtzeit. Die restlichen
1% werden für das Durchführen der Transformationsschritte benötigt.
Wie bereits erwähnt, können die Verfahren nicht für jedes untersuchte Szenario im-
mer die optimale Lösung finden. Bei TA betrifft dies, wie in Tabelle 5.9 zu sehen, die
beiden Zuordnungsszenarien, wobei bei P1S11 in drei von fünf Durchläufen die optimale
Lösung gefunden werden kann und bei P1S12 keinmal. Bei diesen Beispielen liegt der
gefundene Zielfunktionswert FC von CPLEX nach zwei Stunden wesentlich näher bei
der optimalen Lösung. Im Gegensatz dazu findet TA bei den Szenarien P1S0, P1S3 und
P1S8 bereits innerhalb des Zeitlimits in allen Durchläufen die optimale Lösung. Mit
CPLEX kann die optimale Lösung für diese Szenarien innerhalb des Zeitlimits nicht
gefunden werden. Eine generelle Aussage im Vergleich von CPLEX zu TA ist daher
auf Basis der untersuchten Szenarien nicht möglich, da bei demselben Zeitlimit die
relative Abweichung Abw(FC) = 0, 016% vom optimalen Zielfunktionswert FK
∗
bei
CPLEX zwar durchschnittlich um etwa die Hälfte geringer ist als die mittlere Abwei-
chung MW T = 0, 033% aller Durchläufe bei TA, jedoch TA häufiger in kürzerer Zeit
die optimale Lösung findet.
Etwas schlechter fallen im Vergleich zu TA die Ergebnisse von VB aus. Zusätzlich
zu P1S11 und P1S12 kann hier bei drei weiteren Szenarien (P1S0, P1S2, P1S3) nicht
mit jedem Durchlauf die optimale Lösung gefunden werden. Dies wird auch durch die
Lösungen im schlechtesten Fall widergespiegelt, die in den betroffenen Szenarien jeweils
um einiges schlechter sind als die von TA und CPLEX. Bei Szenario P1S12 läuft VB
sogar mit jedem Durchlauf in dasselbe lokale Minimum und die optimale Lösung wird
hier nie erreicht. Die Folge davon ist, dass die mittlere Abweichung MW V = 0, 016%
aller Durchläufe im Durchschnitt fast doppelt so hoch ist, wie der von TA und 3,75 mal
so hoch, wie die durchschnittliche relative Abweichung des Standardsolvers.
Zusammenfassend kann für die untersuchten optimal lösbaren Beispiele von P1 festge-
halten werden, dass beim Vergleich von TA und VB das Threshold Accepting-Verfahren
bei allen Kennzahlen, abgesehen von der Laufzeit, bessere Werte aufweist. Für diese
Problemgröße ist TA hinsichtlich der Lösungsgüte bei dem gegebenen Zeitlimit daher
dem Verbesserungsverfahren VB vorzuziehen.
Im Vergleich zum Standardsolver weisen beide Verfahren einen schlechteren durch-
schnittlichen Wert der Abweichung vom optimalen Zielfunktionswert auf. Der Stan-
dardsolver erscheint für diese Problemgröße daher als eine gute Alternative. Die Unter-
suchung von mehr Szenarien wäre hier jedoch notwendig, um eine eindeutige Aussage
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treffen zu können, welches Verfahren für diese Problemgröße gewählt werden sollte. Hier-
von wird jedoch im Weiteren abgesehen, da diese Problemgröße kaum von Relevanz für
das praktische Problem ist.
5.2.3.3 Ergebnisse für die nicht optimal lösbaren Probleme P2
Bei dem nächsten untersuchten Problemtyp P2 ist im Gegensatz zu P1 klar ersicht-
lich, dass hier der Standardsolver keine angemessene Methode mehr darstellt, um das
Kettenproblem MIPK zu lösen. In Abbildung 5.20 ist die Entwicklung der Zielfunkti-
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onswerte der drei Verfahren am Beispiel von Szenario P2S0 über die Zeit abgebildet.
Zusätzlich ist die Entwicklung des Zielfunktionswertes FB des Basismodells MIPB bei
Lösung mit dem Standardsolver eingezeichnet. Alle Werte sind hierbei im Verhältnis zu
der besten bekannten Lösung des Basismodells eingetragen. Es zeigt sich sehr deutlich,
dass die beiden Lösungsmethoden VB und TA schon innerhalb der ersten Stunde relativ
gute Lösungen finden können. Zwar liegt der Wert FB von CPLEX für das Basismo-
dell naturgemäß meist unter dem der beiden Lokalen Suchverfahren, jedoch nähern sich
diese über die Zeit stark an und führen zeitweise zu gleich guten oder sogar besseren
Ergebnissen.
Kann mit VB über einen relativ langen Zeitraum eine bessere Lösung als mit TA erzielt
werden, liegt der Zielfunktionswert F T von TA zum Ende des beobachteten Zeitraums
von 12 Stunden jedoch deutlich unter dem von VB und nur um 0,02% höher als der von
FB. Der Zielfunkionswert FK , der mit CPLEX für MIPK gefunden werden kann, ist
jedoch auch noch nach einer Laufzeit von 12 Stunden erheblich schlechter als der der
Lokalen Suchverfahren.
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Generell ist zu beachten, dass es sich bei Abbildung 5.20 lediglich um ein Beispiel
handelt und daher keine grundsätzliche Aussage über den exakten Zusammenhang von
Laufzeit und Lösungsgüte von VB im Vergleich zu TA gemacht werden kann. Hierzu
weiter unten mehr.
In Tabelle 5.10 sind die Ergebnisse für die im Zusammenhang mit P2 definierten
Kennzahlen zusammengefasst dargestellt. Wie bereits in Abbildung 5.20 zu sehen war,
Tabelle 5.10: Ergebnisse für die nicht optimal lösbaren Probleme P2
in % Abw(FB) Abw(FC) Abw(F S) MW V MW T SW V SW T WCV WCT BCV BCT
P2S0 0,408 3,303 17,206 0,877 1,228 ,0008 ,0025 1,29 2,46 0,65 0
P2S1 0,377 3,532 17,996 0,434 0,954 ,0003 ,0012 1,14 1,73 0,00 0,22
P2S2 -1,188 3,846 16,881 0,878 0,717 ,0010 ,0008 1,63 1,36 0,13 0
P2S3 -0,711 3,884 16,000 0,383 0,945 ,0002 ,0013 0,60 1,91 0,15 0
P2S4 -0,485 2,678 16,900 0,460 0,576 ,0003 ,0004 0,73 0,96 0 0,19
P2S5 -2,818 1,567 43,065 0,282 0,516 ,0001 ,0005 0,65 1,19 0,10 0
P2S6 -0,629 4,498 15,221 0,232 1,527 ,0001 ,0024 0,35 1,93 0 1,23
P2S7 -2,068 4,105 4,534 1,590 0,324 ,0028 ,0002 2,39 0,98 0,89 0
P2S8 0,001 6,662 20,217 1,009 0,819 ,0010 ,0010 1,22 1,65 0,85 0
P2S9 -1,232 1,790 6,797 0,612 0,461 ,0004 ,0004 0,77 0,99 0,45 0
P2S10 -1,102 3,347 16,018 0,294 0,245 ,0002 ,0001 0,39 0,75 0,13 0
P2S11 -0,659 3,652 20,322 0,485 0,503 ,0002 ,0004 0,58 1,20 0,32 0
Durchschnitt -0,85 3,54 17,74 0,656 0,72 ,0006 ,0009 1,01 1,38 0,32 0,15
StartsV StartsT countV countT
P2S0 7 5 5 5
P2S1 6 6 5 5
P2S2 6 6 5 5
P2S3 7 6 5 5
P2S4 7 6 5 5
P2S5 6 5 5 5
P2S6 6 5 5 5
P2S7 7 6 5 5
P2S8 6 5 5 5
P2S9 6 5 5 5
P2S10 6 5 5 5
P2S11 5 5 5 5
Durchschnitt 6,12 5,44 100% 100%
schneiden hier die Lokalen Suchverfahren für jedes betrachtete Szenario wesentlich bes-
ser ab als der Standardsolver. Dies kann auch an den Kennzahlen countV und countT
abgelesen werden, die mit jedem Durchlauf unabhängig von dem Verfahren immer bes-
sere Werte ermitteln als der Standardsolver. Dabei ist zu beachten, dass fast in jedem
Durchlauf von VB und TA eine andere Lösung ermittelt wird. Der Vergleich der Lö-
sungsgüte der beiden Verfahren erfolgt daher anhand der Kennzahlen MW , SW , BC
und WC weiter unten.
Bei der Betrachtung der Startlösung kann festgehalten werden, dass diese zwar in
jedem Fall eine zulässige Lösung ermittelt, der Wert F S jedoch fast in jedem Szenario
nochmals wesentlich schlechter ausfällt als der Wert FC des Standardsolvers.
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Im Vergleich zu der Lösung von MIPB durch den Standardsolver kann in manchen
Szenarien, wie es auch schon in Abbildung 5.20 zu sehen war, zumindest eines der Loka-
len Suchverfahren eine bessere Lösung finden. Dies gilt im Einzelnen für TA bei Szenario
P2S0 und P2S8 und für VB bei Szenario P2S1. Hierdurch kann mit den Verfahren nicht
nur ein besseres Ergebnis hinsichtlich des Zielfunktionswertes sondern voraussichtlich
auch hinsichtlich der Flexibilität der Lösung ermittelt werden.
Beim Vergleich von TA und VB lässt sich erkennen, dass - im Gegensatz zu den
Beispielen aus P1 - mit VB im Durchschnitt bessere Ergebnisse erzielt werden können
als mit TA. Auch bei der Betrachtung vonWC, also dem schlechtesten ermittelten Wert,
schneidet VB besser ab als TA. Allerdings kann mit TA häufiger eine über alle Durchläufe
hinweg bessere Lösung BC gefunden werden als mit VB. Die größeren Unterschiede
zwischen guten und schlechten Lösungen lassen sich auch an der Standardabweichung
SW wiedererkennen, die bei TA im Vergleich zu VB höher ausfällt.
Betrachtet man die durchschnittliche Anzahl an Starts pro Durchlauf lässt sich leicht
erkennen, dass mit VB erwartungsgemäß mehr Aufrufe a innerhalb des Zeitlimits ge-
startet werden können, da dieses früher in einem (lokalen) Minimum endet als TA.
Durchschnittlich werden hierbei bei einem Durchlauf von VB 18.224 Kandidaten gete-
stet, wovon 167 (vorläufig) akzeptiert werden. Eine generelle Verbesserung von F ∗ bei
einem Durchlauf können mit etwa 39 Kandidaten erreicht werden, da die anderen zuvor
akzeptierten Kandidaten bei erneuter Lösung von MIP SC verworfen werden. Bei TA
werden in einem Durchlauf mit 19.824 etwas mehr Kandidaten getestet, wovon 5.378
(vorläufig und/oder endgültig) akzeptiert werden und 39 zu einer generellen Verbesse-
rung von F ∗ führen. Diese Werte gelten für die Summe aus allen Aufrufen a = 1 . . . Al
innerhalb eines Durchlaufs l. Hierbei lässt sich erkennen, dass bei Problemtyp P2 bereits
wesentlich weniger Kandidaten überprüft werden können, als es bei P1 der Fall war. Dies
lässt sich mit der gestiegenen Lösungszeit vonMIP SC bzw. LP SC erklären. Ähnlich wie
bei Problemtyp P1 wird auch bei Problemtyp P2 mit VB häufiger das nicht relaxierte
Problem MIP SC gelöst. Dies wirkt sich wiederum negativ auf die Anzahl getesteter
Kandidaten aus, jedoch in einem geringeren Maße, als es bei P1 der Fall war.
Aus den Ergebnissen lässt sich schließen, dass TA zwar über die Zeit zu besseren Er-
gebnissen führt als VB, jedoch für das gewählte Zeitlimit VB die bessere Wahl darstellt.
Es ist daher interessant zu untersuchen, wie sich die Lösungsgüte der beiden Verfah-
ren abhängig von der Anzahl an Aufrufen verbessert. Um hierüber einen Eindruck zu
gewinnen, werden in Abbildung 5.21 am Beispiel von P2S0 die Mittelwerte und die Stan-
dardabweichung der Zielfunktionswerte im Vergleich zu FB abhängig von der jeweiligen
Anzahl an Aufrufen pro Durchlauf eingetragen.
Hierbei ist zu erkennen, dass bereits ab einer Anzahl von acht Aufrufen (A = 8), TA
zu besseren Ergebnissen hinsichtlich des Mittelwerts im Vergleich zu VB gelangt. Gene-
rell ist bei VB bereits ab acht Aufrufen nur noch eine geringe Verbesserung zu erkennen,
wobei bei TA der Mittelwert bei steigender Anzahl an Aufrufen stärker sinkt. Insbeson-
dere beim Vergleich der Standardabweichung weist TA zunächst wesentlich schlechtere
Werte auf als VB. Über die Zeit hin reduzieren sich diese Schwankungen bei TA jedoch
stärker als bei VB. Die geringere Standardabweichung von VB bei weniger Aufrufen
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Abbildung 5.21: Abhängigkeit der Lösungsgüte bei TA und VB von der Anzahl an













lässt sich dadurch erklären, dass VB öfter in dieselben lokalen Minima läuft. Da mit TA
eine größere Nachbarschaft abgesucht werden kann, werden hierbei verschiedene lokale
Minima erreicht. Bei steigender Anzahl an Aufrufen steigt die Wahrscheinlichkeit, dass
mit TA eine gute bzw. bessere Lösung als mit VB in einem Durchlauf erreicht wird und
die Standardabweichung verringert sich.
In Abbildung 5.21 sind zudem die durchschnittlichenWerte für die Anzahl an Aufrufen
StartsT für TA und StartsV für VB eingetragen. Hierbei lässt sich erkennen, dass bei
einem etwas höheren Zeitlimit als den zwei Stunden, TA die bessere Wahl zur Lösung
eines Problems der Größe P2 darstellen könnte.
5.2.3.4 Ergebnisse für die praktischen Probleme P3
Bei dem praktischen Problem kann für die untersuchten Beispiele mithilfe der Suchver-
fahren in zwei aus drei Fällen eine bessere Lösung als mit CPLEX für MIPB ermittelt
werden. Die Werte sind in Tabelle 5.11 dargestellt.
Tabelle 5.11: Ergebnisse für die praktischen Probleme P3
in % Abw(FB) Abw(F S) MW V MW T SW V SW T WCV WCT BCV BCT
P3S1 0,06 13,8 0,05 0,13 0,06 0,1 0,14 0,26 0 0,02
P3S2 0 12,9 0,13 0,13 0,01 0,06 0,31 0,23 0,06 0,06
P3S3 0,1 13 0,09 0,21 0,08 0,16 0,19 0,24 0,01 0
Generell kann hier festgehalten werden, dass die entwickelten Lösungsmethoden im
Vergleich zu FB gute Lösungen auch für größere Problemstellungen finden können. Aller-
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dings werden in dem Zeitlimit zu wenige Kandidaten überprüft, um für jeden Durchlauf
eine gute Lösung garantieren zu können. Bei dieser Problemgröße benötigt der Stan-
dardsolver für die Lösung des Unterproblems im Durchschnitt 530 Millisekunden. Aus
diesem Grund können in einem Durchlauf mit TA nur noch 12.200 Kandidaten über-
prüft werden, von denen 4.500 (vorläufig) akzeptiert werden und 55 zu einer generellen
Verbesserung von F ∗ in einem Durchlauf führen. Bei VB beträgt die Anzahl der über-
prüften Kandidaten 9.950 und die der vorläufig akzeptierten 226 von denen 65 zu einer
generellen Verbesserung von F ∗ in einem Durchlauf führen.
Eine allgemeine Aussage lässt sich zwar anhand der wenigen Beispiele nicht treffen,
allerdings kann gezeigt werden, dass VB und TA bei praxisrelevanten Problemgrößen
auch im Vergleich zu der Lösung des Basismodells mit dem Standardsolver zu guten
Ergebnissen kommen.
Zusammenfassend kann festgehalten werden, dass bei kleinen Probleminstanzen der
Standardsolver noch eine gute Alternative darstellt, jedoch der Threshold Accepting-
Ansatz hier auch sehr gute Ergebnisse für das gewählte Zeitlimit erzielen kann. Bei
größeren Probleminstanzen können bei dem gewählten Zeitlimit mit dem Verbesserungs-
verfahren häufig bessere bzw. robustere Lösungen im Vergleich zu TA hinsichtlich der
Lösungsgüte gefunden werden. Bei einer Erhöhung des Zeitlimits stellt sich jedoch TA
schnell als das bessere Verfahren dar.
Die Lösung des Unterproblems benötigt bei den Lokalen Suchverfahren generell sehr
viel Zeit, so dass nur wenige Kandidaten überprüft werden können. Eine Reduktion der
Lösungszeit durch eine weitere Heuristik zur Lösung von MIP SC könnte unmittelbar
zu einer Verbesserung von TA und VB führen. Da jedoch auch bei dem praxisrelevanten
Problem sehr gute Ergebnisse im Vergleich zu der Lösung des Basismodells durch den
Standardsolver ermittelt werden können, ist eine weitere Verbesserung an dieser Stelle
nicht vorgesehen.
Grundsätzlich ist festzuhalten, dass, wie in Kapitel 4 zu sehen war, für größere Proble-
me als die von Typ P3 mit mehr Freiheitsgraden mit dem Standardsolver keine Lösung
mehr für das Basismodell gefunden werden kann. Für diese Probleme müssen die vorge-
stellten Heuristiken eingesetzt werden.
Die bisher durchgeführten Analysen haben sich ausschließlich mit der Lösungsgüte
der einzelnen Verfahren und Strukturen hinsichtlich des Zielfunktionswertes auseinan-
dergesetzt. Um zusätzlich einen Eindruck von der Robustheit der Kettenlösungen im
Vergleich zu der besten gefundenen Struktur des Basismodells zu bekommen, werden





Wie bereits in den vorangegangenen Kapiteln angesprochen, können zukünftige Ent-
wicklungen insbesondere der Produktnachfrage und der Wechselkurse oft stark von den
Prognosen abweichen. So können sich zum Beispiel geplante restriktive Bestimmungen
betreffend des CO2-Ausstoßes, steigende Ölpreise und ungünstige Wechselkurse negativ
auf die Nachfrage insbesondere von Fahrzeugen des Premiumsegements und der Groß-
wagenklasse zugunsten von Kleinwagen auswirken.
In Hinblick auf diese Entwicklungen sollen in den folgenden Unterkapiteln unterschied-
liche Zuordnungsstrukturen, die sich aus der Lösung des Basismodells auf der einen und
dem Kettenmodell auf der anderen Seite ergeben, auf ihre Robustheit hin untersucht
werden. In Kapitel 6.1 werden hierfür zunächst einzelne Effekte anhand der optimal
lösbaren Probleme P1 veranschaulicht, um so einen generellen Eindruck von den Unter-
schieden der beiden Strukturen hinsichtlich der Zielfunktionswerte und der Flexibilität
zu erhalten.
Eine umfassendere Analyse der Robustheit verschiedener Zuordnungsstrukturen folgt
in Kapitel 6.2 für die lösbare Problemgröße P2. Mit den Kriterien Servicegrad und Ge-
winn werden hierbei Kettenstrukturen und (unflexible) Strukturen anhand verschiedener
Nachfrage- undWechselkursszenarien bewertet. Zusätzlich werden die Auswirkungen der
Höhe der Verkaufserlöse und der Überkapazitäten dabei untersucht.
6.1 Darstellung einzelner Effekte bei der
Performance von unflexiblen und flexiblen
Zuordnungsstrukturen
Um einen ersten Eindruck über die Auswirkungen der Kettenbedingungen auf den Ziel-
funktionswert und die Flexibilität zu erhalten, werden im Folgenden einzelne Effekte
anhand der optimal lösbaren Probleme P1 dargestellt. Hierbei werden zwei optimale
Lösungen bzw. Strukturen voneinander unterschieden. Zum einen handelt es sich dabei
um die optimale Lösung des Basismodells MIPB und zum anderen um die optimale
Lösung des um die Nebenbedingungen 4.6 erweiterten Kettenmodells MIPK . Die op-
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timale Struktur für das Basismodell wird im Folgenden als uneingeschränkt optimale
Zuordnungsstruktur B∗(.) bezeichnet. Auch wenn hierbei in einer oder mehreren Peri-
oden die Form einer Kette als optimal ermittelt werden kann, ist jede andere Struktur,
die die Nebenbedingungen des Basismodells einhält, möglich. In der Regel sind bei
ausreichenden Kapazitäten jedoch Strukturen zu erwarten, die einen nicht zusammen-
hängenden Graphen darstellen, so dass bei Struktur B∗(.) im Folgenden auch von einer
'unflexiblen' Struktur gesprochen wird. Die optimale Struktur für das Kettenmodell, die
im Gegensatz dazu immer in einem zusammenhängenden Graphen resultiert, wird als
flexible 'Kettenstruktur' K∗(.) bezeichnet. Hierbei ist zu beachten, dass bei Problem
P1 die Zuordnungsentscheidungen der ersten beiden Perioden bereits fixiert wurden
und die Kettenbedingungen somit erst ab Periode t=3 eingehalten werden können. Die
uneingeschränkt optimale Struktur B∗(P1S0) von Szenario P1S0 ist in Abbildung 6.1
dargestellt.
Abbildung 6.1: Zuordnungsstruktur B∗(P1S0), in der die Werke i=1, i=3 und i=6
zeitweise nicht mit dem Rest des Graphen verbunden sind
B(P1S0)
Plant ProductWerk    Produkt
Obwohl über alle Perioden hinweg insgesamt nur 49 Verbindungen notwendig wä-
ren, um jedes Produkt einem Werk zuzuordnen, beinhaltet B∗(P1S0) insgesamt 70
Zuordnungskanten. Dies lässt sich darauf zurückführen, dass die Nachfrage der hoch-
volumigen (Split-)Modelle j=3, j=4 und j=5 die verfügbare Kapazität eines einzelnen
Werkes übersteigt und deren Produktion daher auf mehrere Werke verteilt werden muss.
Eine Kettenstruktur wird hierbei jedoch in keiner der betrachteten sechs Perioden gebil-
det. Die Werke i=3 und i=6 sind in Periode t=3 und t=4 keinem Split-Modell zugeordnet
und Werk i=4 ab Periode t=5 keinem mehr. Um dies zu verdeutlichen sind in Abbil-
dung 6.1 die Werke und Produkte, die in einer Periode nicht mit dem Rest des Graphen
verbunden sind, grau hinterlegt.
Der Zielfunktionswert der uneingeschränkt optimalen Struktur setzt sich aus 83%
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Beschaffungs-, 6% Produktions-, 10% Distributions- und 1% Investitionskosten zusam-
men. Investitionskosten sind hier relativ niedrig, da ein Großteil der Investitionen bereits
vor dem Planungshorizont getätigt wurde und somit nicht im Zielfunktionswert des Pla-
nungshorizontes repräsentiert wird.
Szenario S0 von Problem P1 ist so gewählt, dass die Gesamtkapazität aller Werke
in jeder Periode ausreicht, um die Nachfrage aller Produkte zu bedienen und daher in
einer angepassten Zuordnungsstruktur keine Kapazitätserweiterungen notwendig sind.
Tabelle 6.1 zeigt die durchschnittliche und maximale Kapazitätsauslastung der Werke
in Struktur B∗(P1S0). Aus den ersten beiden Zeilen ist deutlich abzulesen, dass die
Kapazitätsauslastung in allen Werken (außer Werk i=6) sehr hoch ist. Hierfür gibt es
eine einfache Erklärung, die sich aus den verhältnismäßig hohen Investitionskosten des
Werkes i=6 und den zusätzlich hohen Materialkosten der Region, in der sich das Werk
befindet, ergibt. In den letzten beiden Zeilen von Tabelle 6.1 ist zu erkennen, dass,
abgesehen von Werk i=5, jedem Werk noch weitere Produkte zugeordnet werden könn-
ten und daher auch die Technologie Rohbau bei dieser Probleminstanz keinen Engpass
darstellt.
Tabelle 6.1: Kapazitätsauslastung der einzelnen Werke in Struktur B∗(P1S0)
Werke
1 2 3 4 5 6
Durchschnittliche Auslastung in % 81 84 71 86 92 45
Maximale Auslastung in % 96 98 100 100 100 60
Max Anzahl zugeordneter Produkte in einer Periode 4 2 2 3 2 2
Mögliche Anzahl Zuordnungen nBi 6 5 4 6 2 4
Die Materialbeschaffung in B∗(P1S0) verteilt sich auf alle möglichen Beschaffungs-
regionen wie folgt: AFTA 16%, China 4%, EU 58%, NAFTA 9% und Südafrika 13%.
Die optimale Kettenstruktur K∗(P1S0) des Szenarios S0, die in großen Teilen der unein-
geschränkt optimalen Struktur B∗(P1S0) gleicht, ist in Abbildung 6.2 dargestellt. Hier
werden lediglich zwei weitere Verbindungen gewählt, die in jeder Periode ab t=3 zu einer
Kette führen. Im Durchschnitt ergeben sich daraus 1,5 zusätzliche Verbindungen je Pe-
riode, wodurch die Gesamtzahl an Verbindungen über den Planungshorizont hinweg auf
76 - im Vergleich zu 70 in B∗(P1S0) - ansteigt. Wie in Abbildung 6.2 zu erkennen ist,
wird hierbei Werk i=2 zusätzlich Fahrzeugmodell j=6, und Werk i=6 Fahrzeugmodell
j=12 zugeordnet.
In diesem Beispiel führen die zusätzlichen Verbindungen im Ausgangsszenario aller-
dings nie zu einer Verschiebung der Produktion, da Supply Chain Kosten dadurch nicht
gesenkt werden können und sich somit ausschließlich die Investitionskosten im Vergleich
zu B∗(P1S0) um 0,037% erhöhen. Diese Erhöhung des Zielfunktionswertes repräsen-
tiert die Kosten der gewonnen Flexibilität, ausgehend von Szenario P1S0. Wie bereits
in Kapitel 4.4 festgestellt, entspricht dieser vermeintlich vernachlässigbare Prozentsatz
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jedoch mehreren Millionen Euro, die bei einer Entscheidung gegen eine flexiblere Struk-
tur ausschlaggebend sein können.
6.1.1 Auswirkungen der Kettenbedingungen auf den
Zielfunktionswert
In diesem Abschnitt wird mithilfe der in Kapitel 5.2.1 beschriebenen Szenarien unter-
sucht, welche Kostenauswirkungen die Kettenbedingungen auf den Zielfunktionswert im









K∗(P1S.) und dem des Basismodells FB
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. = F
B∗(P1S.) für dasselbe Szenario
ermittelt. Am Beispiel von Szenario P1S0 wird die relative Differenz demnach wie folgt
berechnet:














Für die untersuchten Szenarien ergeben sich dann die in Tabelle 6.2 angegebenen
Werte. Hierbei sind in der zweiten Zeile die Veränderungen der jeweiligen Szenarien im
Vergleich zum Ausgangsszenario P1S0, die sich zum einen auf die Produktnachfrage
einzelner Fahrzeuge (P1S1 bis P1S4) und zum anderen auf die Wechselkurse vom Euro
zu den Währungen der beiden Produktionsstandorte außerhalb der EU (P1S5 bis P1S7)
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auswirken, vermerkt. So wurde z.B. in Szenario P1S1 die Nachfrage von Produkt j=9
um 400% erhöht.
Tabelle 6.2: Strukturvergleich für unterschiedliche Zukunftsszenarien
Szenario P1S. 0 1: 4dj=9 2: 4dj=12 3: 4dj=8 4: 4dr=5 5: 4exZAR 6: 4ex$ 7: 4ex$
Veränderungen in % - +400 +150 +5 +20 +40 +40 -40
∅ Anzahl zusätzl.






. ) in % 0,37 0,23 0,22 0,21 0,22 0,30 0,40 0
4dj/r : Veränderung der Produktnachfrage von Fahrzeugmodell j / Absatzregion r
4exc : Veränderung der Wechselkurse von Euro zu Währung c
Ebenso wie im Ausgangsszenario reicht die Gesamtkapazität aller Werke in allen Sze-
narien aus, um die Produktnachfrage ohne Kapazitätserweiterungen in jeder Periode zu
bedienen. Allerdings ist, wie bereits bei Szenario P1S0 zu beobachten war, die Nachfrage
nach manchen Produkten (z.B. j=3 und j=4) oft so hoch, dass die verfügbare Kapazi-
tät einzelner Werke für deren gesamte Produktion nicht ausreicht und daher mögliche
Split-Modelle bereits in der uneingeschränkt optimalen Lösungsstruktur B∗(.) mehreren
Werken zugeordnet werden. Die durchschnittliche Anzahl zusätzlicher Verbindungen der
optimalen Kettenstruktur K∗(.) liegt daher im Durchschnitt, wie aus Zeile drei von Ta-
belle 6.2 hervorgeht, lediglich um 1,3 Verbindungen über denen von Struktur B∗(.). Dies
entspricht einer zusätzlichen Anzahl von null bis zwei Verbindungen in jeder Periode.




. ) in Pro-
mille wiedergegeben. Diese liegt im Durchschnitt über alle Szenarien bei 0,243% und
entspricht im schlechtesten Fall den zusätzlichen Investitionskosten der Kettenstruktur.
Dies trifft, wie bereits beschrieben, auf das Ausgangsszenario P1S0 sowie Szenario P1S1
zu, bei denen die zusätzlichen Produktionsmöglichkeiten nicht kostensenkend genutzt
werden können.
Bei der Mehrheit der untersuchten Szenarien können jedoch zusätzliche Zuordnungen
von Produkten zu weiteren Werken anderer Länder zu niedrigeren Supply Chain Kosten
führen. Dies gilt insbesondere für die Produktion der Fahrzeuge, die in den entsprechen-
den Ländern veräußert werden. In diesem Fall können die niedrigeren Supply Chain
Kosten einen gewissen Anteil der gestiegenen Investitionskosten kompensieren, wie es
auch in Szenario P1S2 bis P1S6 der Fall ist. Hier unterscheiden sich die optimalen Struk-
turen B∗(.) und K∗(.) in mehreren Verbindungen voneinander, wobei jede Zuordnung
auch zur Produktion führt.
Für den Fall, dass niedrigere Supply Chain Kosten die zusätzlichen Produktinvestitio-
nen in eine Kettenstruktur überkompensieren, resultiert bereits die optimale Lösung von
MIPB in einer solchen. Dies trifft bei den untersuchten Beispielen auf Szenario P1S7 zu.
In dieser Struktur werden Split-Modelle vorwiegend lokal produziert und distribuiert.
Genauer gesagt wird die Nachfrage in Nordamerika aus dem Werk i=6, das sich in dieser
Region befindet, und die Nachfrage in der EU aus den sich dort befindenden Werken
210 6. Robustheit unterschiedlich flexibler Produktionsnetzwerke
bedient.
Grundsätzlich unterscheiden sich die Strukturen B∗(.) für jedes Szenario. Die Ketten-
strukturen K∗(.) der Szenarien P1S3 und P1S4, bei denen die Nachfrage mäßig steigt,
entsprechen hingegen der Kettenstruktur von Szenario P1S0:K∗(P1S0) = K∗(P1S3) =
K∗(P1S4). Für diese Szenarien stellt die optimale Kettenstruktur des Ausgangszenarios
eine robustere Lösung als Struktur B∗(P1S0) dar. Diese Beobachtung kann für die
Wechselkursszenarien allerdings nicht bestätigt werden, für die jeweils eine recht unter-
schiedliche optimale Kettenstruktur ermittelt wird. Das erscheint logisch, da in diesen
Szenarien (P1S5 bis P1S7) auch Investitionskosten betroffen sind.
Zusammenfassend können bei den betrachteten Beispielen insbesondere zwei Effekte
beobachtet werden. Erstens sind die Kosten der Flexibilität, wie erwartet, häufig gerin-
ger als die zusätzlichen Produktinvestitionen, da diese durch niedrigere Supply Chain
Kosten teilweise kompensiert werden können. Zweitens erscheinen die Kettenstrukturen
hinsichtlich geringer Nachfrageschwankungen robust.
6.1.2 Effekte von Nachfrage- und Wechselkursschwankungen
auf die Performance von unflexiblen und flexiblen
Zuordnungsstrukturen
In diesem Abschnitt wird die Performance der zwei optimalen Strukturen B∗(P1S0)
und K∗(P1S0) des Ausgangsszenarios beim Auftreten unvorhergesehener Nachfrage-
und Wechselkursschwankungen am Beispiel der Szenarien P1S1 bis P1S7 untersucht.
Hierbei sollen die Auswirkungen auf den Zielfunktionswert und unvermeidbare Lost
Sales1 der zwei Strukturen exemplarisch dargestellt werden.
Grundsätzlich bietet Struktur B∗(P1S0) über die designierten Split-Modelle j=3, j=4
und j=5 bereits gute Möglichkeiten, die Produktion beim Auftreten unvorhergesehener
Nachfrageschwankungen zwischen den Werken i=2 bis i=6 umzuverteilen, so dass bei
geringen Schwankungen keine Kapazitätserweiterungen notwendig sind. Das ist für die
untersuchten Nachfrageszenarien P1S1 bis P1S4 jedoch nicht mehr der Fall, wie aus den
Ergebnissen in Tabelle 6.3 hervorgeht. Hier sind in der ersten und der dritten Zeile die
relative Differenz der Zielfunktionswerte der Strukturen B∗(P1S0) bzw. K∗(P1S0) zur
optimalen Struktur B∗(P1S.) des jeweiligen Szenarios angegeben, die am Beispiel von
Szenario P1S1 wie folgt berechnet werden:





djrt + lSjrt) bei Verursachung von Strafkosten in die Zielfunktion integriert. Genauere Angaben über
das Vorgehen folgen in Kapitel 6.2.
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Bei der Berechnung des Zielfunktionswertes wird davon ausgegangen, dass Kapazitäts-
erweiterungen möglich sind. Sollte dies nicht der Fall sein, kann in einigen Szenarien
unter Struktur B∗(P1S0) die Nachfrage nicht komplett bedient werden und es entstehen
Lost Sales. Die Lost Sales sind in der dritten Zeile von Tabelle 6.3 in Form der nicht
Tabelle 6.3: Effekte bei Nachfrage- bzw. Wechselkursschwankungen






. ) in % (*) 1,83 1,75 1,69 0,53 0,34 0,40
oder Lost Sales
Gesamtnachfrage





. ) in % 0,64 0,35 0,21 0,22 0,97 0,70 0,38
(*) Hier können Lost Sales nicht vermieden werden, da die Kapazität des betroffenen Werkes
nicht entsprechend erweitert werden kann.
bedienten Nachfragemengen im Verhältnis zur Gesamtnachfrage angegeben. Da hier
lediglich Effekte veranschaulicht werden sollen, wird davon abgesehen, die Lost Sales
mit entgangenen Deckungsbeiträgen zu bewerten.
Generell lässt sich bei der Betrachtung von Tabelle 6.3 feststellen, dass bei allen
Nachfrageszenarien unter Struktur B∗(P1S0) Kapazitätserweiterungen in den Abtei-
lungen Montage und Oberfläche notwendig sind, wodurch der Zielfunktionswert im Ver-
gleich zur optimalen Struktur des jeweiligen Szenarios um bis zu 1,83% höher ausfällt.
Eine Besonderheit stellt hierbei Szenario P1S1 dar, bei dem Produkt j=9 dem betrof-
fenen Werk i=3 zugeordnet ist, welches nicht erweitert werden kann und somit in je-
dem Fall Lost Sales in Kauf genommen werden müssen. Sind generell keine Kapazitäts-
erweiterungen mehr möglich, treten in jedem untersuchten Nachfrageszenario bei der
unflexiblen optimalen Struktur Lost Sales in der Höhe von bis zu 6,9% der Gesamt-
nachfrage auf.
Im Unterschied hierzu können alle Nachfrageveränderungen der Szenarien P1S1 bis
P1S4 mit der optimalen Kettenstruktur K∗(P1S0) bedient werden. Die relative Diffe-
renz des Zielfunktionswertes von Struktur K∗(P1S0) zu der jeweils optimalen Struktur
der Szenarien ist in der dritten Zeile von Tabelle 6.3 angegeben. Hierbei ist zu er-









. ) zwischen uneingeschränkt optimaler Struktur und optimaler
212 6. Robustheit unterschiedlich flexibler Produktionsnetzwerke
Kettenstruktur aus Tabelle 6.2 (s. Seite 209) entspricht. Bei Szenario P1S3 und P1S4
werden hierbei dieselben Werte ermittelt, da es sich, wie weiter oben erwähnt, auch um
dieselben Strukturen K∗(.) handelt. Bei den anderen beiden Nachfrageszenarien P1S1













. ) bei den Wechselkursszenarien fallen zumindest




. ) nochmals höher aus. Die
Erklärung hierfür liegt darin, dass bei ungünstigen Wechselkursen bereits fixierte Zuord-
nungen betroffen sind. Der Anstieg der betroffenen Investitionskosten kann hier nicht
über günstigere operative Supply Chain Kosten ausgegeglichen werden, da der Haupt-
teil der Kapazitäten in den durch den Wechselkurs begünstigten Regionen (Europa)
bereits in Struktur B∗(P1S0) (voll) ausgelastet ist. Bei den Szenarien P1S5 und P1S6
stellt Struktur B∗(P1S0) eine bessere Lösung dar alsK∗(P1S0), weil die (unveränderte)
Nachfrage komplett bedient werden kann und geringere Investitionskosten entstehen.
Bei der genaueren Betrachtung der Nachfrageszenarien P1S1 bis P1S3 können weitere
Einblicke gewonnen werden. Die erhöhte Nachfrage der betroffenen drei Produkte, die
in Struktur B∗(P1S0) Solitärmodelle darstellen, kann aufgrund zu niedriger Kapazitä-
ten der direkt und indirekt zugeordneten Werke nicht bedient werden. Insbesondere in
Szenario P1S1 stehen nicht ausreichend Möglichkeiten zur Verfügung, um die Kapazi-
täten der entsprechenden Werke zu erweitern, womit Lost Sales unausweichlich sind.
Im Gegensatz hierzu können, wie bereits erwähnt, bei Kettenstruktur K∗(P1S0) die
zusätzlichen Zuordnungen genutzt werden, um die Produktion in ein anderes Werk zu
verlagern, so dass hier keine Lost Sales entstehen.
Eine beispielhafte Verschiebung der Produktion aufgrund einer Nachfrageerhöhung ist
in Abbildung 6.3 für Szenario P1S1 dargestellt. Der gestiegenen Nachfrage von Produkt
j=9 kann, wie in Abbildung 6.3c zu sehen ist, mit Struktur B∗(P1S0) nicht nachge-
kommen werden, da in Periode t=4 die Kapazität von Werk i=3 im Gegensatz zum
Ausgangsszenario (vgl. Abbildung 6.3a) nicht mehr ausreicht, um die nachgefragten
Mengen beider Solitärmodelle j=6 und j=9 herzustellen. Mit Struktur K∗(P1S0) kann
im Gegensatz hierzu, wie in Abbildung 6.3b zu sehen ist, ein Teil der Produktion von
Split-Modell j=6 in das in dieser Struktur zweite zugeordnete Werk i=2 verschoben
werden, so dass die gesamte Nachfrage bedient werden kann.
Ähnliche Effekte zeigen sich bei den Szenarien P1S2 und P1S3, bei denen die zusätz-
liche Verbindung des Fahrzeugmodells j=12 zu Werk i=6 in der Kettenstruktur genutzt
werden kann, um die Produktion von Werk i=1 zu Werk i=6, das wie zu Beginn des
Kapitels zu sehen war noch über einige ungenutzte Kapazitäten verfügt, zu verschieben.
Die Produktionsverlagerung ist jedoch nur bis zu der Höchstgrenze der Gesamtnachfra-
ge von Fahrzeugmodell j=12, das lediglich ein schwach nachgefragtes Modell darstellt,
möglich. Falls die Nachfrage nach einem Solitärmodell, das Werk i=1 zugeordnet ist,
weiter steigt, kann auch mit der Kettenstruktur K∗(P1S0) die Nachfrage ohne zusätzli-
che Kapazitätserweiterungen nicht komplett bedient werden, da die zwei zugeordneten
hochvolumigen Solitärmodelle j=7 und j=8 bereits einen Großteil (ca. 87%) der Gesamt-
kapazität in Anspruch nehmen.
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Abbildung 6.3: Produktionsverlagerung in Szenario P1S1 von Split-Modell j=6 in
Periode t=4

















































































































































































































Auch bei dem letzten Nachfrageszenario P1S4, in dem die Gesamtnachfrage des nord-
amerikanischen Marktes um 40% ab Periode t=3 ansteigt, lässt sich erkennen, dass die
KettenstrukturK∗(P1S0) in der Lage ist, die Gesamtnachfrage zu bedienen, wohingegen
in Struktur B∗(P1S0) Lost Sales von 0,65% der Gesamtnachfrage entstehen.
Bei den Wechselkursszenarien P1S5 und P1S6 kann in beiden Strukturen eine Pro-
duktionsverlagerung zugunsten eines besseren Wechselkurses realisiert werden. Während
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K∗(P1S0) hierbei bessere Möglichkeiten als B∗(P1S0) bietet, können die gesunkenen
Supply Chain Kosten die höheren Investitionskosten, insbesondere in Szenario P1S5,
nicht kompensieren. Der geringfügige Effekt erschließt sich aus der geographischen Ver-
teilung der Produktionsstandorte, die sich zum Großteil innerhalb Europas befinden und
denen die meisten Fahrzeugmodelle bereits in beiden Strukturen des Ausgangsszenarios
P1S0 zugeordnet sind. Die Mehrheit (67%) der Kapazität liegt demnach im durch die
Szenarien P1S5 und P1S6 begünstigten EURO-Raum. Bei diesen Werken besteht al-
lerdings, wie weiter vorne bereits angedeutet, eine hohe Kapazitätsauslastung, wodurch
sich wenige Möglichkeiten zur Produktionsverlagerung zugunsten eines besseren Wech-
selkurses in den EURO-Raum ergeben.
Dies ist für das Werk i=6 in den USA jedoch nicht der Fall, das in beiden Struktu-
ren B∗(.) und K∗(.) von P1S0 wenig ausgelastet ist. In Szenario P1S7 kann daher bei
einem geänderten Wechselkurs zugunsten des US-Dollar in Struktur K∗(P1S0) mehr
Produktion von Werk i=6 übernommen werden als es bei Struktur B∗(P1S0) möglich
ist. Aus diesem Grund können in diesem Szenario die gesunkenen Supply Chain Kosten
die zusätzlichen Investitionskosten überkompensieren, so dass hier die Kettenstruktur
sogar zu einem niedrigeren Zielfunktionswert führt als die unflexible Struktur.
Zusammenfassend kann für die untersuchten Szenarien festgehalten werden, dass die
Flexibilität einer Kettenstruktur in Hinblick auf Nachfrageschwankungen von dem Nach-
fragevolumen der ausgewählten Split-Modelle abhängt. Eine Erhöhung der Nachfrage
eines Solitärmodells in einem Werk kann maximal bis zur Gesamtnachfrage der zuge-
ordneten Split-Modelle ausgeglichen werden.
Generell kann in den untersuchten Szenarien mit der fixierten Kettenstruktur jeweils
die gesamte Nachfrage bedient werden, was für die unflexible Struktur, die auch drei
Split-Modelle beinhaltet, nicht der Fall ist.
In Hinblick auf Wechselkursrisiken steigt bei den betrachteten Beispielszenarien die
Profitabilität einer Kettenstruktur an, wenn in der vom Wechselkurs begünstigten Re-
gion freie Kapazitäten zur Verfügung stehen bzw. über die Verschiebung entlang der
Kette frei gemacht werden können.
6.2 Auswirkungen unvorhergesehener Ereignisse auf
den Gewinn und zu erzielende Absatzzahlen
Bei den analysierten Beispielen der Probleme P1 konnten unterschiedliche Effekte in
Hinblick auf die Auswirkungen von Nachfrage- und Wechselkursschwankungen auf den
Zielfunktionswert und Lost Sales demonstriert werden. Allerdings wurde bisher keine
Aussage darüber getroffen, inwieweit sich Lost Sales auf die Gesamtkosten bzw. den
tatsächlichen Gewinn auswirken. Hinzu kommt, dass die geringe Anzahl untersuchter
Szenarien keine generellen Aussagen über die Robustheit von verschiedenen Lösungen
zulässt. Aus diesem Grund wird im Folgenden anhand des Problemtyps P2, der bereits
in Kapitel 5.2.1.2 beschrieben wurde, die Robustheit unterschiedlicher Strukturen hin-
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sichtlich der Gewinne auf der einen und des Servicegrades auf der anderen Seite genauer
analysiert. Problemtyp P2 bietet sich deshalb für eine umfassendere Analyse an, weil
dieser realen Problemen hinsichtlich der Anzahl an Produkten näher kommt als P1 und
mit dem Standardsolver für MIPB noch relativ gute Ergebnisse ermittelt werden kön-
nen. Dies lässt eine Aussage über die Güte von Kettenstrukturen K im Vergleich zu
(unflexiblen) Zuordnungsstrukturen B zu. Ein wesentlicher Unterschied zu Problemtyp
P1 ist bei P2 durch die um ein Vielfaches höhere Wahlfreiheit der Split-Modelle gegeben,
wodurch um einiges mehr Möglichkeiten existieren, eine Kettenstruktur zu bilden.
Wie bereits in Kapitel 6.1 angedeutet, werden Lost Sales (lSjrt) eines Produktes j,
das in Periode t nicht an Nachfrageregion r ausgeliefert werden kann, in die Nebenbedin-
gung der Nachfragebedienung wie in Nebenbedingungen 6.1 gezeigt integriert. Zudem
Nebenbedingungen 6.1: Berechnung der Lost Sales∑
i
XDijrt = djrt + lSjrt ∀j, r, t
müssen die Kosten clsjrt für die entstandenen Lost Sales in die Zielfunktion 4.3 des Basis-





hinzugefügt wird. In dem untersuchten Beispiel entsprechen die Kosten clsjrt dem ent-
gangenen Verkaufserlös pjrt einer Einheit von Produkt j in Absatzregion r in Periode
t.
Der Gewinn GSt(.) einer fixierten Struktur St = K,B ergibt sich dann aus der Summe
der Erlöse bei kompletter Nachfragebedienung abzüglich der Investitions- und operativen
Supply Chain Kosten und abzüglich der entgangenen Erlöse:





jr djrt · pjrt · exRrt
(1 + zins)t−1
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Von der Betrachtung von Steuern wird im Folgenden abgesehen, da hierzu zum einen
keine verlässlichen Informationen zur Verfügung stehen und zum anderen eine genaue
Modellierung das Problem stark verkomplizieren könnte. Da es sich hierbei lediglich
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um eine Demonstration möglicher Effekte handelt wird jedoch keine Minderung der
Aussagekraft erwartet.
Für den späteren Vergleich der unterschiedlichen Strukturen wird der Gewinn GSt(.)
einer Struktur St jeweils ins Verhältnis zum maximal erreichten Gewinn G∗(.):
G∗(.) = maxx=K,B {Gx}
aller Strukturen gesetzt:
Relative Abweichung des Gewinns GSt(.) von Struktur St im Vergleich zum
höchsten erzielten Gewinn G∗(.)
Rel(GSt(.)) =
GSt(.)
maxx=K,B {Gx(.)} · 100
Rel(GSt(.)) gibt dann die Güte des erzielten Gewinns GSt(.) einer Struktur St im
Verhältnis zu dem Gewinn G∗(.) der besten Struktur x = K,B an.
Das zweite untersuchte Kriterium bei den folgenden Tests ist der Servicegrad. Hierbei
handelt es sich um den β-Servicegrad, der eine mengenmäßige Aussage über den Pro-
zentsatz der erfüllten Nachfrage trifft (vgl. u.a. Sürie und Wagner, 2007, Seite 53). In
dem vorliegenden Fall kann der Servicegrad wie folgt berechnet werden:









Die Servicegrade SgSt(.) der Strukturen St = K,B können direkt miteinander vergli-
chen werden.
6.2.1 Design der durchgeführten Tests
6.2.1.1 Beschreibung der Testprobleme und Szenarien
In den folgenden Tests wird Problem P2 anhand verschiedener Szenarien genauer analy-
siert. Die ausgewählten Testszenarien repräsentieren hierbei unterschiedliche Zukunfts-
entwicklungen, die sich sowohl auf die Nachfrage als auch auf die Wechselkurse auswirken
können. Diese lassen sich wie folgt untergliedern:
Variation der Wechselkurse: GrundsätzlicheWechselkursschwankungen sind jederzeit
denkbar und werden durch die in Kapitel 5.2.1 bereits beschriebenen Wechsel-
kursszenarien P2S1 bis P2S5 wiedergegeben. Hierbei werden zum einen die Kurs-
steigerung einzelner Währungen mit den ersten vier Szenarien und zum anderen
willkürliche Schwankungen aller Währungen mit P2S5 (s. Anhang E, Tabelle E.1)
repräsentiert.
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Variation der Produktnachfrage: Die Einführung von CO2-Bestimmungen und der
Anstieg von Mineralölpreisen kann sich stark auf das Nachfrageverhalten von
Kunden auswirken. Bei strengen Regulierungen und hohen Ölpreisen wird sich die
Nachfrage erwartungsgemäß zugunsten treibstoffeffizienter Fahrzeuge verschieben.
Im umgekehrten Fall kann auch die Nachfrage nach Großwagen höher ausfallen als
erwartet. Um diese Entwicklungen insbesondere in Bezug auf global gleicherma-
ßen schwankende Ölpreise zu simulieren, werden die Szenarien P2S6 bis P2S11
analysiert, bei denen sich die Produktnachfrage in allen Nachfrageregionen glei-
chermaßen verändert. Hinzu kommen zwei weitere Szenarien P2S12 und P2S13,
bei denen die Produktnachfrage abhängig von jedem Produkt um ±40% schwankt,
sowie ein Szenario (P2S14), bei dem bei allen Produkten die Nachfrage um durch-
schnittlich 20% steigt und eines (P2S15), bei dem sie bei allen Produkten um 20%
sinkt. Die Schwankungen dieser Szenarien sind für jedes Produkt in Anhang E,
Tabelle E.3 angegeben.
Variation der Regionsnachfrage: Regionsspezifische CO2-Bestimmungen und verän-
derte Wechselkurse können sich zudem auf die Gesamtnachfrage in einer bestimm-
ten Region auswirken. Um dies widerzuspiegeln, werden die Szenarien P2S16 bis
P2S19 analysiert, bei denen die Gesamtnachfrage der Regionen unabhängig von
den Produkttypen um 10%, 20%, 30% und 40% schwankt, sowie das Szenario
P2S20, bei dem die Gesamtnachfrage aller Regionen um durchschnittlich 20%
steigt und Szenario P2S21, wo sie um 20% fällt. Die genauen Schwankungen der
Szenarien können in Anhang E, Tabelle E.2 nachgelesen werden.
Alle Szenarien, abgesehen von den ersten vier Wechselkursszenarien, wurden hierbei
zufällig mit einer Normalverteilung mit dem Mittelwert µ = djrt von Szenario P2S0
ermittelt.
Wechselwirkungen zwischen der Veränderung der Nachfrage auf der einen und der
Wechselkurse auf der anderen Seite werden implizit durch die Szenarien P2S1 bis P2S5,
integriert. Da die Wechselkursszenarien auf der Nachfrage des Ausgangsszenarios auf-
bauen, unterscheiden sich die Szenarien vom Typ Produktnachfrage und Regionsnach-
frage sowohl im Wechselkurs als auch in der jeweiligen Nachfrage hiervon.
Ähnlich wie bei Problem P1 wird auch bei P2 bereits im Ausgangsszenario in eini-
gen Perioden eine sehr hohe Kapazitätsauslastung (bis zu 89,8%) bei der ursprüngli-
chen Defininition der Kapazitäten (Kapazitätsprofil C1) erreicht. Hinzu kommt, dass
in manchen der generierten 21 Szenarien die Nachfrage die Gesamtkapazität in ein-
zelnen Perioden sogar überschreitet. Um eine bessere Aussage über die verschiedenen
untersuchten Zuordnungsstrukturen treffen zu können, werden daher im Folgenden die
Szenarien anhand von zwei weiteren Kapazitätsangeboten analysiert. Hierbei wird die
produktunspezifische Kapazität in allen Werken bei Kapazitätsprofil C2 um 20% und bei
Kapazitätsprofil C3 um 50% erhöht. Die Auswirkungen auf das Verhältnis von Nachfra-
ge zu Kapazitätsangebot der einzelnen Szenarien, also die Kapazitätsauslastung, ist für
die drei Kapazitätskonstellationen in Tabelle 6.4 für die am stärksten ausgelastete Pe-
riode und im Durchschnitt über alle Perioden dargestellt. Hier lässt sich erkennen, dass
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für die Szenarien P2SxC1 mit x=12,14,18,20 nicht genug Kapazität zur Verfügung steht,
um die Nachfrage jeder Periode zu bedienen. Kapazitätserweiterungen sind hier bei je-
der Zuordnungsstruktur notwendig, wenn die gesamte Nachfrage bedient werden soll.
Anders sieht es bei Kapazitätsprofil C2 und besonders bei C3 aus. Bei einem absoluten
Maximum von etwa 92,48% (C2) und 73,98% (C3) in einer Periode des Szenarios S20,
steht hier in jeder Periode genug Kapazität zur Verfügung, so dass ein flexibles Netzwerk
bei diesen Kapazitätsprofilen immer in der Lage sein sollte, die gesamte Nachfrage auch
ohne Strukturerweiterungen zu bedienen.
Tabelle 6.4: Verhältnis von Kapazitätsangebot und Produktnachfrage der untersuchten
Szenarien bei Kapazitätsprofil C1, C2 und C3
Max. Gesamtauslastung Mittlere Gesamtausl.
in einer Periode [%] in einer Periode [%]
Szenario P2S. C1 C2 C3 C1 C2 C3
0 89,80 74,83 59,87 80,59 67,15 53,72
1-5 entspricht Szenario P2S0C1
6 99,42 82,85 66,28 84,12 70,10 56,08
7 94,79 79,00 63,20 83,94 69,95 55,96
8 88,24 73,53 58,83 83,30 69,41 55,53
9 97,78 81,49 65,19 83,64 69,70 55,76
10 87,29 72,74 58,19 79,27 66,06 52,85
11 91,83 76,53 61,22 72,22 60,19 48,15
12 105,93 88,27 70,62 89,22 74,35 59,48
13 79,44 66,20 52,96 66,91 55,76 44,61
14 109,65 91,38 73,10 98,26 81,88 65,50
15 71,81 59,84 47,87 64,26 53,55 42,84
16 93,55 77,96 62,37 83,96 69,97 55,97
17 90,65 75,54 60,43 81,38 67,82 54,25
18 110,87 92,39 73,91 99,47 82,89 66,31
19 83,02 69,18 55,34 74,47 62,06 49,65
20 110,97 92,48 73,98 99,59 82,99 66,39
21 70,44 58,70 46,96 63,21 52,67 42,14
Ein weiterer Faktor, der sich unmittelbar auf die Profitabilität einer Struktur aus-
wirkt, ist das Verhältnis von Verkaufspreis zu Investitionskosten. Aus diesem Grund
werden in den folgenden Tests zusätzlich die Ergebnisse bei unterschiedlichen Preisni-
veaus untersucht und verglichen. Die hierbei berücksichtigten fünf Preisniveaus p. sind
in Tabelle 6.5 im Verhältnis zu dem niedrigsten Preis pa angezeigt.
Grundsätzlich wird bei der Berechnung der Verkaufspreise im Folgenden davon ausge-
gangen, dass diese in allen Regionen gleich hoch ausfallen und sich lediglich für Produkte
und Nachfrageperioden unterscheiden. Über die Wechselkursszenarien können dann auch
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unterschiedliche Regionspreise abgebildet werden. Der Preis eines Produktes berechnet
sich ausgehend von einem Referenzpreis entsprechend des Kostenfaktors des jeweiligen
Fahrzeugmodells, der in Tabelle 5.6 auf Seite 193 nachzulesen ist, und steigt jede Periode
entsprechend der Inflation an.
6.2.1.2 Vorgehen der Analyse
Bei den folgenden Tests werden zwei Strukturen miteinander verglichen. Dabei handelt
es sich um die Struktur B(.), die die beste bekannte Lösung für das Problem MIPB
darstellt und K(.), die die beste bekannt Lösung für das Problem MIPK darstellt.
Struktur B(.) wird hierbei mit einem Zeitlimit von zwei Stunden mit dem Standardsolver
ermittelt. Bei den durchgeführten Tests in Kapitel 5.2.3.3 hat sich bei einem Zeitlimit
von zwei Stunden für die Lösung von MIPK VB als im Durchschnitt beste Lösungs-
methode herausgestellt, weshalb mit VB Struktur K(.) ermittelt wird.
Bei den ersten Untersuchungen soll die generelle Performance einer für ein bestimm-
tes Szenario generierten Struktur bei Eintreten der jeweils anderen Szenarien untersucht
werden. Hierdurch lässt sich ein genereller Vergleich von Kettenstrukturen und unfle-
xiblen Strukturen durchführen. Zusätzlich lässt sich erkennen, ob die Performance einer
Kettenstruktur von dem Szenario abhängt, für das sie generiert wurde.
Hierfür müssen zunächst die Strukturen B(P2SxC1) und K(P2SxC1) für Szenario
P2Sx mit x = 0 . . . 21 ermittelt werden. Anschließend werden - hier am Beispiel von
P2S0 - bei fixierter Struktur B(P2S0C1) bzw. K(P2S0C1) bei gleichem Kapazitäts-
profil C1 der Gewinn GSt,p
z
0 (.) und der Servicegrad Sg
St,pz
0 (.) für Preis p
z bei Eintreten
aller Szenarien P2SxCy ermittelt. Hierbei werden der Gewinn und der Servicegrad erst
ab Periode t = 3 berücksichtigt, da die Investitionsentscheidungen der ersten beiden
Perioden, analog zu Problem P1, bereits getroffen wurden und sich somit für keine der
analysierten Strukturen voneinander unterscheiden.
Um die Ergebnisse übersichtlich darzustellen, werden diese im Weiteren zusammen-
gefasst. Für jede Struktur B(P2S.Cy) und K(P2S.Cy) wird der Mittelwert:
MW (GSt,p
.
. (P2SxCy)) der Gewinne und MW (Sg
St,p.
. (P2SxCy)) der Servicegrade
über alle Szenarien P2SxCy gebildet, um zu sehen, wie robust eine Struktur, die für
ein bestimmtes Szenario ermittelt wurde, im Durchschnitt bei Eintreten aller weiteren
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Szenarien ist. Die Mittelwerte werden dabei wie folgt berechnet:
Berechnung der Mittelwerte der relativen Gewinne und der Servicegrade von den Struk-

















Bei den zweiten Untersuchungen soll ein Eindruck der Auswirkungen der drei Sze-





0 (.) der Strukturen B(P2S0Cy) und K(P2S0Cy) für alle Szenarien anschließend
dahingehend aggregiert, indem die Mittelwerte der betroffenen Szenarien, die von einem
Typ - Wechselkurs (WK), Produktnachfrage (PN) und Regionsnachfrage (RN) - sind,
wie folgt gebildet werden:
Ergebnisse von B(P2S0Cy) und K(P2S0Cy) aggregiert nach Szenariotyp: Wechselkurs

















































6.2.2 Darstellung der Ergebnisse
In diesem Abschnitt werden die Ergebnisse der zuvor beschriebenen Analyse zusammen-
gefasst dargestellt. Hierbei werden zunächst die beiden Strukturen aller Szenarien ver-
glichen. Anschließend wird ausgehend von den Strukturen B(P2S0C.) und K(P2S0C.)
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untersucht, wie gut diese auf Schwankungen der unterschiedlichen Szenariotypen reagi-
ern können.
6.2.2.1 Performance unterschiedlicher Strukturen
Um einen ersten Eindruck von dem Problem zu gewinnen, werden zunächst die Ergebnis-
se von den Strukturen B(P2S.C1) und K(P2S.C1) für Preis pa und Preis pe beispielhaft
beschrieben. In Tabelle 6.6 sind die Mittelwerte der Gewinne und Servicegrade aller Sze-
narien für jede Struktur bei Preis pa dargestellt. In jeder Zeile der Tabelle 6.6 finden
sich die beiden Kennzahlen MW (GSt,p
a
x (.)) und MW (Sg
St,pa
x (.)) einer Struktur B(.)
und K(.) von Szenario P2SxC1 mit x = 0 . . . 21 bei Eintreten aller weiteren Szenarien
wieder. Um schneller einen Überblick über die einzelnen Werte zu bekommen, sind die
schlechtesten Ergebnisse für ein Szenario dunkelgrau und die besten weiß hinterlegt.
Tabelle 6.6: Mittelwert der relativen Gewinne und der Servicegrade der Strukturen




. (.)) | MW (Sg
St,pa
. (.))
| K(P2S.C1) B(P2S.C1) | K(P2S.C1) B(P2S.C1)
| |
0 | 99,52 99,81 | 98,82 98,36
1 | 99,56 99,54 | 99,14 98,32
2 | 99,72 99,66 | 98,93 98,14
3 | 99,43 99,61 | 99,15 98,31
4 | 99,30 99,80 | 99,03 98,47
5 | 99,28 99,67 | 99,26 98,55
6 | 99,71 99,46 | 98,89 98,49
7 | 98,92 99,95 | 98,41 99,11
8 | 99,49 99,07 | 99,02 97,28
9 | 99,52 99,34 | 99,11 98,34
10 | 99,59 95,02 | 98,68 92,83
11 | 98,78 99,79 | 97,49 97,70
12 | 99,61 99,63 | 98,78 97,54
13 | 99,70 98,89 | 97,72 95,39
14 | 99,68 100,00 | 99,69 99,76
15 | 99,75 99,16 | 97,93 95,65
16 | 99,56 99,66 | 98,98 98,49
17 | 99,61 99,69 | 99,13 98,75
18 | 99,28 99,74 | 99,76 99,68
19 | 99,47 99,52 | 98,44 97,29
20 | 99,63 99,80 | 99,82 99,79
21 | 99,70 98,60 | 98,36 95,01
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Aus der Tabelle 6.6 geht hervor, dass in 18 von 21 Fällen mit den Kettenstrukturen im
Durchschnitt ein höherer Servicegrad als mit den Strukturen B(.) erzielt werden kann.
Bezogen auf die Gewinne wird mit den Kettenstrukturen allerdings nur in 9 Fällen ein
besserer Wert erzielt. Hierbei lässt sich erkennen, dass die beiden Kennzahlen des rela-
tiven Gewinns und des Servicegrads bei Preis pa scheinbar nicht stark korreliert sind.
Bei diesem Preis können die zusätzlichen Erlöse, die mit einer Struktur - meist der Ket-
tenstruktur - erzielt werden, nicht immer die höheren Investitionen decken. Allerdings
ist bei den Strukturen B(P2SxC1) (∀ x = 7, 11, 14), bei denen der höchste Servicegrad
über alle Szenarien erzielt werden kann, auch der relative Gewinn höher. Da davon aus-
gegangen werden kann, dass Struktur B grundsätzlich niedrigere Investitionskosten als
Struktur K beinhaltet, ist dieser Zusammenhang auch zu erwarten.
Tabelle 6.7: Mittelwert der relativen Gewinne und der Servicegrade der Strukturen




. (.)) | MW (Sg
St,pe
. (.))
| K(P2S.C1) B(P2S.C1) | K(P2S.C1) B(P2S.C1)
| |
0 | 99,99 99,29 | 99,39 98,50
1 | 99,91 99,28 | 99,31 98,56
2 | 99,87 99,47 | 99,01 98,27
3 | 99,97 99,20 | 99,52 98,49
4 | 99,81 99,63 | 99,10 98,65
5 | 99,90 99,28 | 99,33 98,62
6 | 99,94 99,37 | 99,10 98,66
7 | 99,78 99,95 | 99,09 99,25
8 | 99,93 98,61 | 99,26 97,50
9 | 99,80 99,08 | 99,16 98,47
10 | 99,83 94,34 | 98,80 93,01
11 | 99,99 99,21 | 98,85 97,84
12 | 99,96 99,00 | 98,90 97,68
13 | 99,99 98,35 | 97,79 95,57
14 | 99,93 100,00 | 99,83 99,89
15 | 99,98 98,25 | 98,00 95,85
16 | 99,82 99,58 | 99,16 98,63
17 | 99,96 99,58 | 99,41 98,92
18 | 99,95 99,91 | 99,92 99,86
19 | 99,99 99,17 | 98,52 97,43
20 | 99,97 99,95 | 99,96 99,92
21 | 99,97 99,95 | 98,96 99,92
Im Gegensatz hierzu kann bei einem wesentlich höheren Preis wie z.B. pe, wie aus Ta-
belle 6.7 hervorgeht, eine Korrelation zwischen beiden Zielkriterien festgestellt werden.
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Hier wird zudem ersichtlich, dass mit fast allen Strukturen B(.) und K(.) ein höherer
Servicegrad erzielt werden kann als bei Preis pa, wenn ein höherer Preis gewählt wird. Bei
Preis pa hat sich demnach der Absatz in manchen Regionen nicht rentiert. Auch wenn
hier ein höherer Absatz möglich gewesen wäre, wurden höhere Lost Sales als vorteilhaft
ermittelt. Bei Preis pe wird jedoch der maximal mögliche Servicegrad unter Vorgabe der
jeweiligen Strukturen erreicht. Da die Kettenstrukturen, abgesehen vonK(P2S7C1) und
K(P2S14C1), hierbei immer zu einem höheren Servicegrad führen als die unflexiblen
Strukturen, kann auch immer ein höherer Gewinn erzielt werden.
Abhängig von dem Preis können, wie aus den Tabellen 6.6 und 6.7 hervorgeht, dem-
nach ganz unterschiedliche Ergebnisse bei dem Vergleich der Strukturen anhand der
Kriterien Gewinn und Servicegrad ermittelt werden. Grundsätzlich können Kettenstruk-
turen unabhängig vom Verkaufserlös hierbei in der Mehrheit der Fälle bessere Werte
bezogen auf den Servicegrad erzielen.
Es ist allerdings auffällig, dass die Strukturen B(P2S7C1) und B(P2S14C1) auch
bei Preis pe noch einen höheren Servicegrad erreichen als die entsprechenden Ketten-
strukturen. Die Strukturen B(.) stellen hier offenbar mehr Möglichkeiten zur Verfügung,
die Nachfrage zu bedienen. Dies lässt sich auf die Szenarien zurückführen, für die die
Strukturen ermittelt wurden. Bei diesen Szenarien handelt es sich (insbesondere bei
P2S14) um solche mit sehr hoher Nachfrage. Aus diesem Grund sind die Strukturen
B(.) mit mehrfacher Zuordnung von Split-Modellen und hohen Kapazitäten auf eine
hohe Nachfrage ausgerichtet.
Generell stellen alle Strukturen B(.) mit einem minimalen Servicegrad von durch-
schnittlich 92,83% bei B(P2S10C1) bereits relativ robuste Lösungen dar. Dies liegt an
dem gewählten Problem P2, bei dem nur für sechs Perioden neue Zuordnungen geplant
werden können, wobei in den ersten drei hiervon (t = 3 . . . 5) durch bereits existie-
rende Zuordnungen wenig Freiheitsgrade bestehen. Dies lässt sich an einem Beispiel in
Abbildung 6.4 veranschaulichen.
Unterscheiden sich Zuordnungen hier in den ersten drei 'freien' Perioden (t = 3 . . . 5)
lediglich bei wenigen Produkten, sind ab Periode t=6 relativ unterschiedliche Zuord-
nungen vorzufinden. Für Struktur B(P2S0C1) lässt sich in Abbildung 6.4a, verdeutlicht
durch die graue Schattierung, erkennen, dass in den Perioden t=4 und t=5 auch eine
Kette durch den gesamten Graph gebildet wird. In Periode t=6 und t=7 besteht der
Graph aus nur zwei Ketten. Ausschließlich in Periode t=8 stellt Struktur B(P2S0C1) eine
fast gänzlich unflexible Struktur dar. Die hohe Flexibilität der ersten Perioden basiert,
ausgehend von den bereits fixierten Zuordnungen, darauf, dass hier die Produktion der
stark nachgefragten Fahrzeugmodelle j=14, j=15 und j=20 auf mehrere Werke aufgeteilt
werden muss, da die verfügbare Kapazität eines Werkes nicht ausreicht, um die kom-
plette Nachfrage zu bedienen. Verschiedene Nachfrage- und Wechselkursschwankungen
wirken sich hier erst in der letzten Periode negativ aus, da zuvor über die Split-Modelle
die Produktion flexibel angepasst werden kann. Bei einer Verlängerung des Planungs-
horizontes und mäßig nachgefragten Produkten können voraussichtlich schlechtere Ge-
samtwerte für den Servicegrad und Gewinn bei Struktur B(.) erzielt werden, da sich die
Strukturen dann immer weniger flexible darstellen. Strukturveränderungen - insbeson-
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Abbildung 6.4: Struktur B(P2S0C1) und Kettenstruktur K(P2S0C1)
(a) B(P2S0C1) ab Periode t=3
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dere hinsichtlich der Flexibilität - stellen demnach einen langfristigen Prozess dar, deren
Auswirkungen sich erst nach einigen Jahren deutlich zeigen.
6.2.2.2 Auswirkungen der unterschiedlichen Szenariotypen
Im nächsten Schritt soll anhand der beschriebenen Szenariotypen - Wechselkurse (WK),
Produktnachfrage (PN) und Regionsnachfrage (RN) - untersucht werden, wie robust
die Strukturen B(P2S0Cy) und K(P2S0Cy) gegenüber unterschiedlicher Zukunfts-
entwicklungen sind. Hierbei werden auch die Auswirkungen von Überkapazitäten und
des Verkaufserlöses auf die jeweiligen Zielkriterien untersucht.
In den Tabellen 6.8 bis 6.10 auf Seite 225 bis 227 sind die Werte für Szenario P2S0Cy
des jeweiligen Kapazitätsprofils Cy aufgezeigt. Für Kapazitätsprofil C1 is in Tabelle 6.8
auf Seite 225 zu erkennen, dass sich bezogen auf den relativen Gewinn die Vorteilhaf-
tigkeit der Strukturen bei steigendem Preis weg von B(P2S0C1) hin zu K(P2S0C1)
verschiebt. Dies trifft auf alle Szenariotypen und auch die Kaapzitätsprofile C2 und C3
zu.
Der Servicegrad verändert bzw. erhöht sich bei steigendem Preis für Kapazitätsprofil
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Tabelle 6.8: Auswirkungen der Szenariotypen auf die Strukturen B(P2S0C1) und
K(P2S0C1) bei Kapazitätsprofil C1 in %
(a) Wechselkursszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,71 99,65 | 99,95 99,95
pb | 99,77 99,71 | 99,97 99,97
pc | 99,88 99,84 | 100,00 99,98
pd | 99,95 99,93 | 100,00 100,00
pe | 99,98 99,97 | 100,00 100,00
(b) Produktnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,92 99,09 | 99,57 97,94
pb | 99,94 98,99 | 99,57 97,94
pc | 99,97 98,84 | 99,57 97,94
pd | 99,99 98,74 | 99,57 97,94
pe | 99,99 98,71 | 99,57 97,94
(c) Regionsnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,73 99,91 | 98,56 98,27
pb | 99,79 99,89 | 98,56 98,27
pc | 99,90 99,85 | 98,56 98,27
pd | 99,96 99,82 | 98,56 98,27
pe | 99,98 99,80 | 98,56 98,27
C1 jedoch nur bei den Wechselkursszenarien. Bei den anderen Szenariotypen ist der
mittlere Servicegrad für jedes Preisniveau gleich hoch. Hierzu ist anzumerken, dass bei
den Wechselkursszenarien bei Kapazitätsprofil C1 auch nur bei Szenario P2S5C1 erst bei
einem höheren Preis die gesamte Nachfrage bedient wird. In allen anderen Wechselkurs-
szenarien ist dies bereits bei Preis pa der Fall.
Anders sieht es bei Kapazitätsprofil C2 aus, wie in Tabelle 6.9 zu sehen ist. Hier
werden insbesondere bei Struktur B(P2S0C2) auch bei den Szenariotypen der Pro-
duktnachfrage und der Regionsnachfrage bei Preis pa wesentlich geringere Servicegrade
erreicht, als es bei den höheren Preisen der Fall ist. Dies trifft bei Kapazitätsprofil C3 in
Tabelle 6.10 jedoch nicht zu. Hier wird (abgesehen von den Wechselkursszenarien) bei
Preis pa mit Struktur B(P2S0C3) immer der maximal erzielbare Servicegrad erreicht.
Mit Struktur K(P2S0C3) trifft dies (abgesehen von den Produktnachfrageszenarien)
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Tabelle 6.9: Auswirkungen der Szenariotypen auf die Strukturen B(P2S0C2) und
K(P2S0C2) bei Kapazitätsprofil C2 in %
(a) Wechselkursszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,13 99,94 | 99,55 99,39
pb | 99,61 99,94 | 99,98 100,00
pc | 99,79 99,97 | 99,98 100,00
pd | 99,92 99,99 | 99,99 100,00
pe | 99,96 99,99 | 100,00 100,00
(b) Produktnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,25 99,93 | 99,97 98,24
pb | 99,76 99,40 | 99,98 98,72
pc | 99,90 99,24 | 99,98 98,72
pd | 99,97 99,12 | 99,98 98,72
pe | 99,99 99,07 | 99,98 98,72
(c) Regionsnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,35 99,76 | 99,97 98,7
pb | 99,68 99,67 | 99,97 99,24
pc | 99,84 99,58 | 99,97 99,24
pd | 99,94 99,51 | 99,97 99,24
pe | 99,98 99,48 | 99,97 99,24
unter Preis pa zu.
Bei dem Vergleich der Servicegrade der unterschiedlichen Kapazitätsprofile kann ge-
nerell festgehalten werden, dass bei höherer Kapazität mit beiden Strukturen auch ein
höherer Servicegrad unabhängig vom Verkaufspreis erzielt werden kann. Hierbei ist der
Anstieg von Profil C1 zu C2 deutlicher als von C2 zu C3. Mit den Kettenstrukturen
kann bei C3 kaum noch eine Verbesserung erzielt werden. Bei den Strukturen B(.) ist der
Anstieg von C2 zu C3 wesentlich höher. Die Kettenstrukturen sind bereits bei Kapazi-
tätsprofil C2 so flexibel, dass eine fast 100%-ige Nachfrageerfüllung möglich ist. Mit den
Kettenstrukturen kann für jeden Nachfrageszenariotyp immer ein höherer Servicegrad
erzielt werden als mit den unflexiblen Strukturen. Kettenstrukturen sind demnach auch
bei Überkapazitäten vorteilhaft.
Bezogen auf den Szenariotyp reagieren die Strukturen B(P2S0Cy) und K(P2S0Cy)
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Tabelle 6.10: Auswirkungen der Szenariotypen auf die Strukturen B(P2S0C3) und
K(P2S0C3) bei Kapazitätsprofil C3 in %
(a) Wechselkursszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 98,52 99,39 | 99,56 99,41
pb | 99,65 99,62 | 100,00 100,00
pc | 99,81 99,78 | 100,00 100,00
pd | 99,92 99,91 | 100,00 100,00
pe | 99,97 99,96 | 100,00 100,00
(b) Produktnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,41 99,85 | 99,96 99,08
pb | 99,78 99,62 | 100,00 99,08
pc | 99,89 99,50 | 100,00 99,08
pd | 99,96 99,42 | 100,00 99,08
pe | 99,98 99,39 | 100,00 99,08
(c) Regionsnachfrageszenarien
Preis
| MWWK(G0) | MWWK(Sg0)
| K(.) B(.) | K(.) B(.)
pa | 99,20 100,00 | 100,00 99,5
pb | 99,68 99,88 | 100,00 99,5
pc | 99,84 99,81 | 100,00 99,5
pd | 99,94 99,77 | 100,00 99,5
pe | 99,97 99,75 | 100,00 99,5
für alle Kapazitätsprofile y = 1, 2, 3 sehr ähnlich auf die Regionsnachfrage und Pro-
duktnachfrageszenarien. Bei der Regionsnachfrage gilt, dass mit der Kettenstruktur bei
jedem Preis der höhere Servicegrad und ab Preis pc auch der höhere bzw. gleich hohe Ge-
winn erzielt werden kann. Bei den Produktnachfrageszenarien kann, ähnlich wie bei den
vorherigen, mit der Kettenstruktur immer der höhere Servicegrad und bei Kapazitäts-
profil C2 und C3 ab Preis pb auch der höhere Gewinn erzielt werden. Bei Kapazitätsprofil
C1 trifft dies bereits auf Preis pa zu.
Bei den Wechselkursszenarien stellen sich die Ergebnisse für alle Kapazitätsprofile
unterschiedlich dar. Hier wird bei C1 mit der Kettenstruktur ab Preis pa bereits immer
der höchste Gewinn erzielt, bei C3 gilt dies ab Preis pb. Bei Kapazitätsprofil C2 wird
jedoch immer der höhere Gewinn mit Struktur B(P2S0C2) erzielt.
Für die untersuchten Beispiele kann festgehalten werden, dass bei den beiden Nachfra-
geszenariotypen die Kettenstruktur hinsichtlich des Servicegrads immer die bessere Lö-
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sung darstellt und ab einem gewissen Verkaufserlös dies auch für den Gewinn zutrifft.
Bei den Wechselkursszenarien können hier allerdings keine eindeutigen Aussagen bezo-
gen auf die Vorteilhaftigkeit einer Struktur getroffen werden. Insbesondere bei dem Ka-
pazitätsprofil C2 mit wenig Überkapazitäten kann hier auch mit der unflexiblen Struktur
ein gutes Ergebnis erzielt werden.
Zusammenfassend können für die vorgestellten Beispiele folgende Erkenntnisse gewon-
nen werden:
Grundsätzlich stellt die Strukturänderung eines Netzwerkes einen langfristigen Pro-
zess dar, deren Auswirkungen erst nach mehreren Jahren sichtbar werden. Bestimmte
Strategieänderungen sollten daher genau analysiert werden.
Bei den betrachteten Szenarien konnte in der Mehrzahl der Fälle mit den Ketten-
strukturen ein höherer Servicegrad erzielt werden als mit den unflexiblen Strukturen.
Allerdings können auch mit den Strukturen B(.) in einigen Fällen hohe Servicegrade
erzielt werden. Dies liegt zumeist daran, dass diese auch eine kettenähnliche Struktur
beinhalten. Bei größeren Problemen, die nicht mehr mit dem Standardsolver gelöst wer-
den können, ist daher davon auszugehen, dass mit den vorgestellten Lösungsmethoden
insbesondere bei knapper Kapazität gute Lösungen gefunden werden können.
Ab dem Preisniveau, ab dem sich der weltweite Absatz unabhängig vom Produktions-
standort positiv auf den Gewinn auswirkt, kann ein starker Zusammenhang zwischen
der Güte von Servicegrad und Gewinn einer Struktur beobachtet werden. In diesem Fall
werden die meist höheren Investitionskosten einer Kettenstruktur durch den höheren
Absatz kompensiert.
Bezogen auf Veränderungen der Nachfrage stellen Kettenstrukturen bei den unter-
suchten Beispielen grundsätzlich eine robustere Lösung dar. Diese Aussage lässt sich für
die Wechselkursszenarien allerdings nicht bestätigen.
Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wurde ein Teilbereich der strategischen Netzwerkplanung internationaler
Automobilhersteller betrachtet. Der Schwerpunkt wurde dabei auf die Entscheidungen
über die Zuordnung von Fahrzeugmodellen zu Werken sowie notwendige Erweiterun-
gen der Werkskapazitäten bei einem gegebenen Produktionsnetzwerk gelegt. Bei der
Entscheidungsfindung standen sowohl die gesamten Investitions- und operativen Supply
Chain Kosten als auch die Flexibilität des Netzwerkes im Fokus.
Nach einer Betrachtung der strategischen, makroökonomischen und physischen Rah-
menbedinungen der vorliegenden Problemstellung wurden die in der Literatur existie-
renden Modellierungsansätze für die strategische Planung von Produktionsnetzwerken
vorgestellt. Hierbei konnte kein Ansatz gefunden werden, der sowohl die komplexen Rah-
menbedingungen als auch die Robustheit bzw. Flexibilität des Produktionsnetzwerkes
in einem Modell berücksichtigt. Das Optimierungsmodell von Ferber (2005) bildet zwar
die Problemstellung für ein Zukunftsszenario sinnvoll ab, jedoch wird die Robustheit
einer Lösung gegenüber unsicherer Zukunftsszenarien nicht garantiert. Andere Model-
le, die sich mit der Flexibilität unterschiedlicher Zuordnungsstrukturen beschäftigen,
vernachlässigen wiederum die Betrachtung wichtiger Aspekte der Supply Chain.
Bei der Modellierung der Problemstellung sind insbesondere zwei Schwierigkeiten
zu berücksichtigen. Die erste Schwierigkeit beruht auf der hohen Komplexität eines
Optimierungsmodells für diese Entscheidungen. Diese Komplexität wird sich in Zu-
kunft aufgrund der wachsenden Modellvielfalt und der schrumpfenden Produktlebens-
zyklen weiter erhöhen. In diesem Zusammenhang konnte in der Arbeit gezeigt werden,
dass Probleme praxisrelevanter Größe mit einem problemunspezifischen Branch&Bound-
Verfahren eines Standardsolvers nicht mehr effizient gelöst werden können. Eine ausführ-
liche Analyse unterschiedlicher Zukunftsszenarien ist dadurch nicht möglich, so dass we-
nig über die Robustheit einer ermittelten Lösung ausgesagt werden kann. Hierbei handelt
es sich gleichzeitig um die zweite Schwierigkeit, die sich auf die Berücksichtigung der
Unsicherheiten bei der Planung bezieht.
Aufgrund des langen Planungshorizontes ist wenig über verschiedene Zukunftsent-
wicklungen insbesondere bezogen auf die Nachfrage bekannt. Da jedoch kaum Informa-
tionen über die Wahrscheinlichkeitsverteilungen neuer Produkte existieren, ist bei einer
stochastischen Optimierung neben der erhöhten Komplexität zudem keine Garantie für
die richtige Berücksichtigung der Unsicherheiten gewährleistet.
Um mit diesen Schwierigkeiten umzugehen, wurde in der vorliegenden Arbeit eine
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Lösungsmethode vorgestellt, die auf die spezifischen Anforderungen des vorliegenden
Problems ausgerichtet ist. Hierbei handelt es sich um eine Lokale Suche, die den Lösungs-
raum eines auf das von Ferber (2005) aufbauenden Optimierungsproblems entsprechend
der Erkenntnisse von Jordan und Graves (1995) auf solche Zuordnungsstrukturen be-
schränkt, die eine direkte oder indirekte Zuordnung aller Produkte und Werke in einer
Periode, eine sog. Kette, über die Zuordnung von Split-Modellen auf mehrere Werke
beinhalten.
Diese zusätzlichen Nebenbedingungen der Zuordnungsstruktur (sog. Kettenbedingun-
gen) wurden zunächst in das Optimierungsmodell integriert. Hierbei konnte festgestellt
werden, dass die Lösung mit den zusätzlichen Kettenbedingungen erheblich mehr Zeit
in Anspruch nimmt als die des ursprünglichen Problems. Dies ist auf die Modellierung
der Kettenbedingungen zurückzuführen. Die Verarbeitung dieser großen Menge zusätz-
licher Nebenbedingungen verschlechtert die Performance des Standardsolvers deutlich.
Eine Lokale Suche, die sich auf eine Nachbarschaft von Kettenlösungen beschränkt, kann
jedoch von den zusätzlichen Nebenbedingungen profitieren. In der vorgestellten Ausge-
staltung einer Lokalen Suche wird dann, ausgehend von einer bestehenden Kettenstruk-
tur jeder Planungsperiode, ein neuer Kandidat in der Nachbarschaft gesucht, der die
Kettenbedingungen erfüllt. Dieser wird anhand der Investitions- und optimalen Supply
Chain Kosten bewertet. Die Supply Chain Kosten werden hierbei wiederum mit dem
Standardsolver bei fixierter Struktur ermittelt. Da es sich bei diesem Problem aufgrund
der enthaltenen Kapazitätsentscheidungen immer noch um ein gemischt-ganzzahliges
Problem handelt, kann allerdings nur eine begrenzte Anzahl an Kandidaten in angemes-
sener Zeit überprüft werden.
Die Lösungsmethode profitiert im Gegensatz zum Standardsolver jedoch nicht nur von
der geringeren Anzahl zulässiger Lösungen. Zusätzlich ist zu erwarten, dass mit einer
Kettenstruktur eine robuste Lösung hinsichtlich unterschiedlicher Zukunftsszenarien er-
mittelt werden kann, da das Produktionsnetzwerk durch die mehrfache Zuordnung von
Produkten flexibel insbesondere auf Nachfrageschwankungen reagieren kann.
Im ersten Schritt wurde die Performance der entwickelten Lösungsmethode im Ver-
gleich zu einem Standardsolver anhand unterschiedlicher Problemgrößen untersucht. Al-
le Problemdaten wurden hierbei auf Basis der Angaben von Ferber (2005) gewählt, um
die Abbildung realer Größenverhältnisse zu gewährleisten. Die Lösungsmethode wurde
dabei in zwei Variationen als reines Verbesserungsverfahren (VB) und zusätzlich mit
der Metastrategie Threshold Accepting (TA) implementiert. Konnten bei optimal lös-
baren Problemen mit TA hierbei bessere Lösungen als mit VB ermittelt werden, waren
die Ergebnisse von VB bei nicht optimal lösbaren Problemen bei einem Zeitlimit von
zwei Stunden im Durchschnitt besser als bei TA. Bei längerer Laufzeit hat sich TA
wiederum als das bessere Verfahren herausgestellt. Im Vergleich zu dem Standardsolver
konnte VB bei dem Zeitlimit von zwei Stunden grundsätzlich gute Ergebnisse hinsicht-
lich der Gesamtkosten aus Investitionen und operativen Supply Chain Kosten erzielen.
Für größere Probleme, bei denen kein Vergleich mit dem Standardsolver möglich ist,
wird daher erwartet, dass auch hier die Lösungsmethoden gute Ergebnisse hinsichtlich
der Gesamtkosten ermitteln.
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Im zweiten Schritt wurden die ermittelten Kettenstrukturen der Heuristik hinsichtlich
ihrer Robustheit gegenüber unerwarteter Zukunftsentwicklungen, die sich auf die Nach-
frage und die Wechselkurse auswirken, untersucht. Hierfür wurden beispielhaft einige
Tests anhand einer mit dem Standardsolver lösbaren Problemgröße durchgeführt. An
dem ausgewählten Beispiel konnte gezeigt werden, dass Kettenstrukturen bezogen auf
den Servicegrad in den meisten Fällen eine bessere Lösung darstellen als die mit dem
Standardsolver ermittelten unflexiblen Strukturen. Ab einem Verkaufserlös, bei dem sich
der Absatz aller Fahrzeugmodelle unabhängig vom Produktionsstandort rentiert, konn-
ten auch jeweils höhere Gewinne mit den Kettenstrukturen erzielt werden. In Hinblick
auf Überkapazitäten konnte gezeigt werden, dass Kettenstrukturen auch hier einen hö-
heren Absatz gewährleisten können, auch wenn die Unterschiede zu anderen Strukturen
geringer sind. Bezogen auf Wechselkurse konnte für das untersuchte Beispiel kein eindeu-
tiger Vorteil der Kettenstrukturen festgestellt werden. Grundsätzlich wurde ersichtlich,
dass die Strukturveränderung eines Produktionsnetzwerks einen langfristigen Prozess
darstellt. Strategieänderungen hinsichtlich der Flexibilität einer Struktur sollten daher
ausführlich analysiert werden. Das vorgestellte Modell und die Lösungsmethoden bieten
hierfür ein sinnvolles Werkzeug.
Die beschriebenen Ergebnisse konnten in diesem Rahmen nicht statistisch nachge-
wiesen werden, da nicht genügend Beispiele mit dem Standardsolver überprüft werden
konnten. Es ist allerdings zu erwarten, dass mit der Heuristik auch für andere Pro-
blemstellungen robuste Lösungen ermittelt werden können. Für Probleme, bei denen
keine sinnvolle Alternative zu den vorgestellten Heuristiken existiert, werden mit den
Lösungsmethoden voraussichtlich gute Ergebnisse hinsichtlich sowohl der Gesamtkosten
bzw. Gewinne als auch des Servicegrads erzielt.
In dieser Arbeit konnten aufgrund der hohen Komplexität der Aufgabenstellung nicht
alle in Kapitel 2 vorgestellten Rahmenbedingungen und in Kapitel 4 vorgeschlagenen
Erweiterungen berücksichtigt werden. Für zukünftige Forschungsprojekte sind in diesem
Zusammenhang mitunter folgende Aspekte von Interesse:
Bei der Analyse der Robustheit bezogen auf den Gewinn wurde eine genauere Betrach-
tung von Steuern vernachlässigt. Diese können jedoch ausschlaggebend für die Produkti-
on an einem bestimmten Standort sein. Bei den untersuchten Beispielen konnten zudem
keine eindeutigen Aussagen über die Auswirkung von Wechselkursen getroffen werden.
Eine genauere Betrachtung der Verkaufserlöse in den Absatzregionen zusätzlich zu der
Integration steuerlicher Aspekte könnte dabei helfen, einen besseren Eindruck über die
Vorteilhaftigkeit flexibler Kettenstrukturen in Bezug auf Wechselkursschwankungen zu
erhalten. In diesem Zusammenhang könnte eine Untersuchung des Zusammenhangs des
Diskontierungsfaktors und der Wechselkurse weitere Interessante Einblicke in die Pro-
blemstellung gewähren.
In Bezug auf mögliche Split-Modelle wurde in dieser Arbeit davon ausgegangen,
dass die Anzahl möglicher Zuordnungen fix vorgegeben ist. Sollten jedoch keine makro-
ökonomischen oder physischen Rahmenbedingungen für die Vorselektion möglicher Split-
Modelle ausschlaggebend sein, sollte diese Auswahl von der Lösungsmethode vorgenom-
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men werden. Hierbei wäre eine vielversprechende Erweiterung durch die vorgestellten
Nebenbedingungen 4.9 auf Seite 139 der ausgeglichenen Zuordnung gegeben. Eine ge-
naue Analyse dieser Nebenbedingungen und Zielwerte stellt einen sinnvollen Ansatz zur
Entscheidung für das Aufsplitten eines Fahrzeugmodells auf mehrere Werke dar.
Generell konnte bei der Analyse der Robustheit von Kettenlösungen keine umfassen-
de statistische Auswertung durchgeführt werden. Dies liegt mitunter daran, dass mit
dem Standardsolver für viele Probleme keine Vergleichsmöglichkeit geboten wird. Zu-
sätzlich kann jedoch auch mit der entwickelten Lösungsmethode in kürzerer Zeit als
dem gewählten Zeitlimit von zwei Stunden keine repräsentative Lösung für größere Pro-
bleme gefunden werden. Dies lässt sich auf das in jeder Iteration zu lösende gemischt-
ganzzahlige Unterproblem zurückführen. Eine weitere Heuristik zur Abschätzung der
operativen Gesamtkosten wäre hier unter Umständen sinnvoll, um schneller bestimmte
Kandidaten verwerfen zu können.
In der Literatur sind viele Ansätze zu finden, die die Idee des Chaining aufgreifen und
unterschiedliche fixierte Strukturen auf ihre Auswirkungen hin untersuchen. Allerdings
gibt es kaum Ansätze, die Entscheidungen über Zuordnungen mit den weiteren Ent-
scheidungen der operativen Supply Chain verknüpfen. Die vorliegende Arbeit soll daher
einen Anstoß geben, die Idee der Heuristik in Kombination mit flexiblen Kettenstruk-
turen weiterzuentwickeln und in der Praxis einzusetzen, um eine einseitige Betrachtung
zu vermeiden und statt dessen eine simultane Betrachtung der Investitionskosten und




Abbildung A.1: Anzahl an PKW-Modellen, die am amerikanischen Markt von natio-
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Abbildung A.2: Durchschnittliche Anzahl an PKW-Modellen, die am amerikanischen
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Abbildung A.4: Durchschnittliche Anzahl an PKW-Modellen, die am deutschen Markt













Segment Länge Preis Neuzulassungen in
(in mm) (in Euro) Deutschland 2007
Minis: 3730 9219 158353
Kleinwagen: 3906 13573 593307
Kompaktklasse: 4207 19080 824061
Mittelklasse: 4663 26584 518031
Obere Mittelklasse: 4874 36056 183246
Oberklasse: 4980 71776 29891
Quelle: eigene Darstellung anhand der Daten s. der Erläuterungen
B.0.2.3 Erläuterungen zu der Tabelle B.1
Die aufgelisteten Segmente orientieren sich an der Einteilung von Kraftfahrt-Bundesamt
(2007, Seite 10ff). Hieraus stammen auch die Zahlen der Neuzulassungen in Deutschland
für das Jahr 2007. Für die durchschnittlichen Werte für die Länge in mm und Preise
inklusive Mehrwertsteuer in Euro wurden folgende Modelle herangezogen:
• Minis: Opel Agila, Ford Ka und VW Fox.
• Kleinwagen: BMW Mini, Ford Fiesta, Ford Fusion, Opel Corsa, Opel Tigra und
VW Polo.
• Kompaktklasse: Audi A3, BMW 1er, Ford Focus, Mercedes A-Klasse, Opel Astra,
VW Eos, VW Golf/ Jetta und VW New Beetle.
• Mittelklasse: Audi A4, Audi A5, BMW 3er, Ford Mondeo, Mercedes C-Klasse,
Opel Signum, Opel Vectra und VW Passat.
• Obere Mittelklasse: Audi A6/S6, BMW 5er und Mercedes E-Klasse.
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• Oberklasse: Audi A8/S8, BMW 6er/7er, Mercedes CL-Klasse/CLS/S-Klasse und
VW Phaeton.
Bei der Länge wurde bei verschiedenen Ausführungen (Langversion, Kombi,...) immer
die Länge der Standardlimousine ohne Anhängerkupplung berücksichtigt. Bei den Prei-
sen wurde immer der Preis der günstigsten Standardversion ohne Extras genommen.
Angaben wurden von den jeweiligen OEM von den folgenden Internetseiten (schema-
tisch aufgezeigt, wobei für 'Modell' das jeweilige Fahrzeug eingefügt werden muss) am
22. Februar 2008 abgerufen:
• www.mercedes-benz.de / Neufahrzeuge / 'Modell'/ Produktinformationen /Tech-
nische Daten
• www.volkswagen.de / 'Modell' /Zahlen & Fakten / Technische Daten
• www.volkswagen.de / 'Modell' / Preisfinder
• www.audi.de / Technische Daten / Abmessungen
• www.audi.de / 'Modell' /Preisliste
• www.bmw.de / 'Modell' / Preisliste
• www.bmw.de / 'Modell'/ Katalog und Downloads / Katalog
• www.mini.de / Mini Modelle / 'Modell' / Daten und Fakten
• www.ford.de / Die Fahrzeuge / PKW-Modelle / 'Modell' / Kataloge, Preise, Daten
/ Ausstattung und technische Daten
• www.opel.de / Produkte / Personenwagen / 'Modell'/ Produktinfos / Technische
Daten





Modelleigenschaften* 1 2 3 4 5 6 7 8 9 10 11 12
Ganzzahlige Entscheidungsvariablen
Werkstandorte x x x x x x x x
Standorte Distributionscentren x x x x
Kapazitätserweiterungen x x x x x
Zuordnung Produkte zu Werken x x




Lagerbestände x x x x x x x x x x
Sicherheitsbestände x x
internationale Parameter
Zölle/Abgaben x x x x x




Verrechnungspreise x x x x x
Local Content x x x
Offset Requirements x
Wechselkurse/ Inflation x x (x) x x x
Investitionen/ Zinsen x x x x x x
finanz. / steuerl. Anreize x x
Anzahl Perioden
statisch x x x x
dynamische Standortentscheidung x x x x x x
Zielfunktion
Kostenminimierung x x x
Gewinnmaximierung x x x x x x x x x
stochastische Faktoren
Zielfunktion x x x





Modelleigenschaften* 1 2 3 4 5 6 7 8 9 10 11 12
Lösungsmethode
Standardsolver* C L C G C L D C C
Lagrange Relaxation x x
Benders Dekomposition x
Szenarioanalyse x x x
Robuste Planung x
Szenariotechnik x x








1 - Bhutta u. a. (2003) 9 - Nickel u. a. (2005)
2 - Butler u. a. (2003) 10 - Snyder u. a. (2007)
3 - Lindemann (2006) 11 - Santoso u. a. (2005)
4 - Hübner (2007) 12 - Wilhelm u. a. (2005)
5 - Kouvelis u. a. (2004) L - LINGO
6 - Martel u. a. (2005) C - ILOG CPLEX
7 - Melo u. a. (2006) D - Xpress, Dash Optimization
8 - Mohamed und Youssef (2004) G - Gams / OSL
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Anhang D
Modellformulierung von Ferber 2005
Indizes und Mengen
i = 1 . . . I Index für Werke
j = 1 . . . J Index für Produkte
m = 1 . . .M Index für Vorprodukte
r = 1 . . . R Index für Nachfrageregionen
s = 1 . . . ϕ Index für Lieferanten
t = 1 . . . T Index für Perioden, wobei τ = Zeitpunkt der Kapazitätsänderung
g Index für die Technologien Oberfläche (P), Rohbau (B)
und Endmontage (A)
At Menge an Produkten j, die bereits produziert werden
Daten
cSijmst Beschaffungskosten für Material m, das für die Produktion von Modell j






cMjmst Materialkosten von Material m für Modell j aus Beschaffungsregion s
in Periode t [GE/ME]
cVijmst Versorgungskosten von Materila m aus Region s für die Produktion
von Modell j in Werk i in Periode t [GE/ME]
cijt Produktionskosten von Modell j in Werk i in Periode t [GE/ME]
cOigt Zusatzkosten der Technologie g für die Produktion in der Zusatzschicht in
Werk i in Periode t [GE/ME]
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Daten
cDijrt Distributionskosten für Modell j von Werk i in Absatzregion r in Periode t





cTijrt Transportkosten für Modell j von Werk i in Absatzregion r in Periode t
[GE/ME]
cZijrt Zollkosten für Modell j von Werk i in Absatzregion r in Periode t [GE/ME]
cZijrt = zollirt · vpijt
zollirt Zollsatz für den Import von Werk i in Absatzregion r in Periode t [%]
vpijt Verrechnungspreis von Produkt j in Periode t bei Produktion in
Werk i [GE/ME]
djrt Nachfrage in Absatzregion r nach Produkt j in Periode t [ME]
bt Investitionsbudget in Periode t [GE]
lcminijmst Mindestanteil von Material m, das aus Region s für die Produktion von
Modell j in Werk i in Periode t beschafft wird [%]
lcmaxijmst Maximalanteil von Material m, das aus Region s für die Produktion von
Modell j in Werk i in Periode t beschafft wird [%]
anMjm Anteil der Modelle j, die mit Motor m ausgestattet sind [%]
anMjm = 1 für alle Blech- und Montageteile
zulij 0/1-Parameter, der den Wert 1 annimmt, wenn Modell j dem Werk i
zugeordnet werden kann und 0 sonst; zulij ∈ {0, 1}
nZjt Maximale Anzahl an Produktionsstandorten für Modell j in Periode t
nBi Maximale Anzahl an Rohbauanlagen, die ohne Kapazitätserweiterungen
in Werk i integriert werden können
kig Produktionskapazität der Technologie g = P,A in Werk i [ME]
kBij Produktionskapazität für Produkt j im Rohbau in Werk i [ME]
kerwig Kapazität einer Erweiterungsstufe in Werk i der Technologie g = P,A [ME]
flexig Flexibilitätsreserve der Technologie g in Werk i [%]
regig Anteil an Normalkapazität der Technologie g in Werk i [%]
xminit Produktionsmindestmenge in Werk i [ME]
zins Zinssatz [%]
kalstig;(t−τ) Kalendarisierungsprofil für Strukturinvestitionen der Technologie g
in Werk i bei Investition in Periode τ [%]
kalpigj;(t−τ) Kalendarisierungsprofil für Produktinvestitionen für Produkt j der Techno-
logie g in Werk i bei Investition in Periode τ [%]
f stig Fixe Investitionszahlungen für Strukturerweiterungen in Technologie g
in Werk i [GE]
fpvigj Variable produktspezifische Investitionen für Produkt j in der Technologie
g in Werk i [GE/ME]
fpfigj Fixe produktspezifische Investitionen für Produkt j in der Technologie g
in Werk i [GE]





XSijmst Beschaffungsmenge von Material m von Lieferant s für die Produktion
von Fahrzeugmodell j in Werk i in Periode t [ME]; XSijmst ≥ 0 ∀i, j,m, s, t
Xijt Produktionsmenge von Fahrzeugmodell j in Werk i in Periode t [ME];
Xijt ≥ 0 ∀i, j, t
XOigt Produktionsmenge in der Zusatzschicht in Technologie g = P,A in Werk i
in Periode t [ME]; XOigt ≥ 0 ∀g = P,A; i, t
XOBijt Produktionsmenge in der Zusatzschicht der Rohbauanlagen von Modell j
in Werk i in Periode t [ME]; XOBijt ≥ 0 ∀i, j, t
XDijrt Absatzmenge von Fahrzeugmodell j aus Werk i in Markt r in Periode t
[ME]; XDijrt ≥ 0 ∀i, j, r, t
X invijt Stückvolumen der Produktinvestitionen von Fahrzeugmodell j in Werk i in
Periode t [ME]; X invijt ≥ 0 ∀i, j, t
Zijt Zuordnungsvariable, die den Wert 1 annimmt, wenn Produkt j in Periode t
in Werk i gefertigt wird und 0 sonst; Zijt ∈ {0, 1} ∀i, j, t und
Zij0 = 0 ∀i, j /∈ At
Z¯ijt Binärvariable, die den Wert 1 annimmt, wenn für Produkt j in Periode t
in Werk i ein zweiter Rohbau installiert ist und 0 sonst;
Z¯ijt ∈ {0, 1} und Z¯ij0 = 0 ∀i, j, t
Yigt Ganzzahlige Variable, die die Erweiterungsstufe der Strukturkapazitäten in
Technologie g in Werk i in Periode t angibt; YiBt ∈ {0, 1, 2, 3, 4, 5} ∀i, t und
Yigt ∈ {0, 1, 2} ∀g = P,A; i, t und Yig0 = 0 ∀i, g, t
Hilfsvariablen
Xmaxij Produktionsspitze von Modell j in Werk i während des Produktlebens-
zyklus von j [ME], Xmaxij ≥ 0 ∀i, j
costt Gesamtkosten in Periode t [GE]





(1 + zins)1−t · (costt + invt)
mit:
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jm ·Xijt ∀ i, j,m, t [Motorenanteil]
lcminijms ·Xijt ≤ XSijmst ≤ lcmaxsimj ·Xijt ∀i, j,m, s, t [Min/Max Beschaffung]
Produktion :
Zijt ≤ zulij ∀ i, j, t [Zulässige Zuordnungen]∑
i
Zijt ≤ nZjt ∀ j, t [Maximale Zuordnungen]
Xijt ≤ (1− flexiB) · kBij · (Zijt + Z¯ijt) ∀ i, j, t [Kapazität Rohbau]∑
j
Xijt ≤ (1− flexig) · (kig + kerwig · Yigt) ∀ i, t, g = P,A [Kapazität Rest]
Xijt −XOBijt ≤ regiB · kBij · (Zijt + Z¯ijt) ∀ i, j, t [Kapazität Rohbau]∑
j
Xijt −XOigt ≤ regig · (kig + kerwig · Yigt) ∀ i, t, g = P,A [Kapazität Rest]∑
j
Xijt ≥ xminit ∀ i, t [Mindestproduktion]∑
j




djrt · Zijt ∀ i, j, t [Produktion bei Zuordnung]
Distribution : [Flußerhaltung]∑
i
XDijrt = djrt ∀ j, r, t [Produktion = Distribution]∑
r
XDijrt = Xijt ∀ i, j, t [Distribution = Nachfrage]
Investitionen :
Xmaxij ≥ Xijt ∀ i, j, t [Produktionsspitze]
X invijt ≥ Xmaxij + (Zijt − Zij,(t−1) − 1) ·W ∀ i, j, t [Produktinvestitionsmenge]
invt ≤ bt ∀t [Investitionsbudget]
Keine Deinstalltion von Kapaztiäten :
Zij,(t−1) ≤ Zijt ∀ i, j, t
Yij,(t−1) ≤ Yijt ∀ i, j, t
Z¯ij,(t−1) ≤ Z¯ijt ∀ i, j, t
Z¯ijt ≤ Zijt ∀ i, j, t






Tabelle E.1: Anpassungsfaktoren des Wechselkursszenarios P2S5
Periode
Anpassung der Wechselkurse
WK SA WK USA WK China WK AFTA WK UK WK AUS WK sonstige WK Südamerika
1 2,7 1,3 1,2 2,2 1,5 1,2 1,2 1,4
2 2,0 2,2 1,2 0,8 2,2 1,9 2,5 2,2
3 1,7 2,3 2,6 1,2 0,9 1,1 1,5 1,2
4 0,5 1,9 1,1 1,1 1,0 1,5 2,5 1,7
5 2,0 1,3 2,7 1,4 0,6 2,2 2,5 1,2
6 2,0 1,6 1,8 1,6 1,1 1,5 1,8 2,5
7 1,3 1,4 1,2 1,1 0,2 2,1 0,9 2,2
8 1,2 1,2 0,4 1,4 1,5 1,9 1,4 2,0
Tabelle E.2: Anpassungsfaktoren der Nachfrageszenarien von Problem P2, bei denen
die Nachfrage abhängig von der Absatzregion schwankt
Nachfrageregion
Szenarien
P2S16 P2S17 P2S18 P2S19 P2S20 P2S21
1 1,2 0,7 1,4 0,7 1,25 0,87
2 1,1 1,0 1,0 0,3 1,20 0,77
3 1,0 0,9 1,4 0,9 1,22 0,77
4 0,9 0,9 0,9 0,9 1,25 0,78
5 1,1 1,3 0,9 0,9 1,28 0,79
6 1,1 1,0 1,6 1,4 1,21 0,81
7 1,1 1,2 0,4 1,7 1,21 0,84
8 1,2 1,2 0,8 0,6 1,20 0,84
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Tabelle E.3: Anpassungsfaktoren der Nachfrageszenarien von Problem P2, bei denen
die Nachfrage abhängig vom Produkt schwankt
Produkt
Szenario
P2S6 P2S7 P2S8 P2S9 P2S10 P2S11 P2S12 P2S13 P2S14 P2S15
1 1,01 1,74 0,92 1,06 0,74 1,04 0,84 0,87 1,26 0,78
2 0,62 1,27 0,91 1,22 1,02 0,90 0,32 1,03 1,21 0,79
3 1,50 0,81 1,07 0,79 0,98 0,86 1,50 0,84 1,22 0,78
4 1,09 1,57 1,03 0,81 0,93 1,11 1,67 1,13 1,20 0,78
5 1,00 0,45 0,88 1,09 1,22 1,09 1,01 1,11 1,18 0,79
6 0,91 0,80 0,57 1,12 0,94 1,16 0,74 0,37 1,22 0,80
7 0,90 0,76 1,23 1,03 1,34 1,04 1,19 1,24 1,22 0,70
8 1,01 1,29 0,74 0,99 0,95 1,16 1,73 1,78 1,22 0,79
9 1,34 1,15 1,07 1,09 1,21 1,00 1,30 0,64 1,25 0,78
10 0,86 0,80 0,80 1,13 1,23 0,78 0,93 0,43 1,22 0,81
11 0,99 0,70 0,95 0,99 1,06 0,87 1,50 0,79 1,25 0,81
12 0,95 1,03 1,07 0,67 0,88 0,92 0,89 0,15 1,16 0,78
13 1,02 0,76 1,12 0,82 1,16 1,06 1,30 1,2 1,21 0,78
14 1,10 0,90 1,09 1,04 0,76 1,24 2,06 0,72 1,22 0,84
15 1,17 1,06 0,99 1,05 0,84 0,79 1,07 1,04 1,17 0,78
16 1,06 0,21 0,79 1,16 1,12 1,25 0,44 1,22 1,21 0,75
17 0,42 0,87 1,48 0,77 1,11 1,06 0,37 0,74 1,27 0,85
18 0,67 0,91 1,15 0,75 0,97 1,17 1,26 1,73 1,19 0,77
19 1,41 0,96 1,19 1,13 1,06 1,14 1,17 0,96 1,24 0,81
20 0,81 0,84 1,09 1,41 0,92 1,12 0,71 0,62 1,24 0,80
21 1,26 0,69 0,89 0,68 1,13 1,01 0,78 1,28 1,21 0,79
22 1,51 1,29 0,97 0,80 1,03 1,15 1,39 0,44 1,26 0,85
23 0,40 1,05 1,16 1,15 1,01 1,04 0,72 0,12 1,19 0,79
24 1,28 1,98 1,00 1,17 0,92 0,85 1,71 1,46 1,22 0,79
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