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Sistemas Dinâmicos em Banhos Estruturados
Tese apresentada ao Curso de Pós-graduação em F́ı-
sica da Universidade Federal do Paraná como parte
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Resumo
A equação generalizada de Langevin é aplicável a uma variedade de problemas f́ısicos
e pode ser derivada de um modelo hamiltoniano que consiste em um sistema acoplado
a um banho de osciladores que estão desacoplados entre si. Neste trabalho propusemos
um modelo para um banho finito e a tempo discreto. À partir do modelo proposto, de-
rivamos e estudamos o que chamamos de mapa generalizado. Mostramos que o mapa
proposto atinge um estado estável através da obtenção de uma forma não usual de rela-
ção de flutuação-dissipação. As soluções anaĺıticas para os mapas do banho térmico foram
encontradas e mostramos que a dissipação surge naturalmente no sistema proposto. En-
contramos a distribuição de equiĺıbrio para o banho, de maneira a interpretá-lo como um
reservatório térmico a uma dada temperatura. Como exemplo, aplicamos o mapa em
problemas como a part́ıcula livre, o que caracteriza um movimento browniano e exemplos
referentes ao sistema sujeito a um potencial que pode apresentar caos. Conjecturamos
que nosso mapa é também aplicável a uma grande variedade de fenômenos f́ısicos onde o
ambiente considerado esteja sujeito a impulsos periódicos.
vi
Abstract
The generalized Langevin equation is applicable to a large variety of physical systems
and can be obtained from a Hamiltonian microscopic model, which consists of a system
coupled to a bath of uncoupled harmonic oscillators. In this work we proposed a model for
a discrete time finite bath. Starting from the proposed model we derive a generalized map.
Throught to a nonusual fluctuation-dissipation relation it is shown that the proposed map
reach a stable state. The analytical solutions for the bath maps are obtained and we shown
that the dissipation naturally arises in our model. We found the equilibrium distribution
for the bath in the sense of a thermal bath, for which we can set a temperature. As
an example, we apply the map in problems like free particle, in a Brownian-like motion,
and a chaotic system. Further we conjecture that our map are also applicable to a large
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4.5 A influência dos impulsos periódicos no ambiente . . . . . . . . . . . . . . 49
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A teoria dos sistemas dinâmicos ocupa-se do estudo das propriedades matemáticas de
um sistema que modela um problema f́ısico [1–5]. Na prática, estes sistemas podem ser
caracterizados por um conjunto de variáveis de estado, que fornecem toda a informação
sobre o estado do sistema em um determinado tempo.
Alguns dos problemas f́ısicos conhecidos são tratáveis apenas quando se considera um
sistema isolado. Contudo, os processos ditos irreverśıveis só são pasśıveis de investigação
se considerarmos um sistema em contato com um banho. Modelos como estes permitem
o estudo detalhado das propriedades do banho e auxiliam na compreensão dos processos
irreverśıveis, bem como a sua origem microscópica.
Os modelos microscópicos usualmente tratam o banho térmico como composto de
infinitos osciladores harmônicos desacoplados entre si, porém todos acoplados ao sistema
[6–9]. Como consequência, os efeitos do ambiente podem ser inteiramente descritos pela








δ(ω − ωi). (1.1)
Um exemplo de problema que é tratado sob esta perspectiva é o complexo de antenas
coletoras de luz, presente em alguns tipos de bactéria [11]. Na figura 1.1 é apresentada
uma célula que compõe o complexo.
As partes coloridas em verde e amarelo correspondem aos pigmentos responsáveis pela
absorção da luz em um processo de fotosśıntese. O interesse neste tipo de modelo, para
o caso apresentado na figura 1.1, é descrever a influência das flutuações térmicas sobre o
sistema central, que interage com os fônons do banho térmico.
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Figura 1.1: Representação esquemática de uma unidade celular do complexo coletor de
luz. Esta figura foi extráıda da referência [11].
Para o caso do complexo de antenas coletoras de luz a densidade espectral dos fônons é
obtida experimentalmente no trabalho [11]. Mostramos esta densidade espectral na figura
1.2.
Figura 1.2: A densidade espectral obtida experimentalmente dos fônons que fazem o papel
do banho térmico para o caso do complexo de antenas coletoras de luz. Esta figura foi
extráıda da referência [11].
É interessante notar da figura 1.2, que embora a densidade espectral seja dada por
uma função cont́ınua das frequências dos fônons, ω, algumas frequências se destacam nas
interações do sistema com o banho.
Com efeito, o problema exposto acima poderia ser naturalmente modelado por um
sistema imerso em banho térmico cujo número de osciladores seja finito. Este é o sentido
do termo banho estruturado empregado aqui: um banho finito onde apenas algumas
frequências são importantes para as interações estudadas.
No caso clássico a tempo cont́ınuo, um modelo microscópico como o do sistema imerso
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em banho térmico já foi amplamente estudado, de maneira que, para um acoplamento bili-
near fraco nas coordenadas do banho e do sistema, a equação de movimento para o sistema
corresponde a chamada equação generalizada de Langevin [6–8]. O termo generalizado
se refere ao fato de que as propriedades detalhadas do meio podem ser estudadas em
tais modelos, como o papel da memória e dissipação. De fato, vários processos naturais
são dependentes de algum fator de memória [12, 13]. Colocada deste modo, a equação
inclui os efeitos de memória e ruido, bem como a dissipação induzida pelo banho, algo
não considerado - por exemplo - na abordagem de P. Langevin do movimento browniano
[14].






K(t− t′)~r(t′)dt′ = ~Φ(t), (1.2)
onde ~r(t) é o vetor posição da part́ıcula do sistema no instante t, ∇V (~r) consiste em uma
força externa aplicada no sistema e ~Φ(t) corresponde a força flutuante. A integral que
contém todo o histórico do movimento é chamada integral de memória e a matriz K(t− t′)
denota o núcleo de memória dissipativo, que se relaciona com a força flutuante através do




= kBTK(t− t′), (1.3)
sendo kB a constante de Boltzmann, T a temperatura do meio e 〈·〉 denotando a média
realizada no ensemble.
Como um outro exemplo que considera o número finito de constituintes no banho
térmico, podemos citar os trabalhos referentes às trocas de energia e efeitos sobre a dinâ-
mica e o transporte de part́ıculas com potencial não-linear, com posśıvel comportamento
caótico [17, 18]. Em um outro trabalho, mostrou-se que um número finito de constituintes
caóticos pode termalizar e representar um banho térmico a uma dada temperatura [19].
Também foram investigadas propriedades gerais quando mais de um sistema é acoplado
a um banho por meio dos modelos microscópicos [20].
Para os sistemas quânticos, a equação generalizada de Langevin também foi derivada
e estudada nos trabalhos [6, 21, 22], sendo que o modelo microscópico de Caldeira-Leggett
foi inicialmente proposto para o estudo da origem da dissipação e efeitos de tunelamento
na mecânica quântica [22].
Nos problemas quânticos, os interesses são variados e, além da dissipação e tunelamen-
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tos supracitados, podemos contabilizar o interesse na descoerência e taxas de decaimento
de part́ıculas em armadilhas ópticas, onde se considera a abordagem do sistema imerso
em banho térmico [10].
Além da importância e variedade de fenômenos que podem ser descritos pela abor-
dagem do sistema imerso em banho térmico, também devemos levar em consideração os
problemas onde constantemente as interações variam com o tempo. Por exemplo, em
trabalhos recentes, átomos inicialmente preparados em condensado de Bose-Einstein são
submetidos a interações pulsadas com“LASERS” [23–26]. Este tipo de interação pode ser
modelada através de impulsos periódicos.
Em um outro trabalho, devido aos efeitos gerados pela dinâmica não-linear do am-
biente estudado, as interações e o banho finito foram descritos com impulsos periódicos
[27, 28].
Os impulsos periódicos aos quais nos referimos podem ser modelados por potenciais
que constantemente são ativados e desativados com uma certa periodicidade, dada pelo
chamado tempo de “kick” [1, 4, 29]. Matematicamente, isto pode ser feito pela introdução
da delta de Dirac juntamente com o potencial na hamiltoniana que descreve o problema.
Fisicamente, podemos visualizar que entre os “kicks”, ou impulsos, a part́ıcula de massa
m se move livremente, de maneira que o potencial é ativado durante o “kick”. Ao longo
desta tese, utilizamos várias vezes o termo impulsos periódicos, ou “kicks”, representando
sinônimos. Este procedimento conduz a um sistema dinâmico a tempo discreto, quando
as equações de movimento são integradas entre os “kicks” [1–3].
Diante destas considerações, podemos questionar a respeito das propriedades do meio
quando o banho é estruturado e cujas interações são representadas por impulsos periódicos.
Uma questão que naturalmente se coloca é a respeito dos efeitos, sobre as propriedades
clássicas, quando o banho considerado é finito (estruturado) e cujas interações são ligadas
e desligadas constantemente. Sem considerar os efeitos do banho térmico, já foi mostrado
rigorosamente que se um mapa simplético for definido em um dado espaço S, então um
mapa definido em um subespaço de S apresenta propriedades semelhantes às da equação
de Langevin [30]. Posteriormente, uma discretização do modelo microscópico de Caldeira-
Leggett foi proposta sem considerar explicitamente os tempos de “kick” [31] nas variáveis
ângulo-ação [32, 33].
Estes desenvolvimentos forneceram uma compreensão a respeito do que se pode obter
com a discretização temporal da equação de Langevin. Contudo, ainda resiste a dúvida a
respeito da influência de um ambiente formado por sistemas dinâmicos a tempo discreto
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e o efeito dos impulsos periódicos - distintos ou não - na dinâmica destes sistemas.
É neste panorama que esta tese é desenvolvida, tendo como ponto de partida o modelo
de Caldeira-Leggett efetuando uma conexão com a teoria de sistemas dinâmicos e, mais
especificamente os sistemas a tempo discreto.
Propusemos, e estudamos nesta tese um modelo microscópico de banho estruturado,
cujas interações são dadas por impulsos periódicos. Derivamos um mapa à partir do
modelo proposto, com o objetivo de representar um sistema imerso em banho térmico, cujo
acoplamento inicialmente é bilinear nas coordenadas de posição de cada um dos elementos
do banho e o sistema. Para isto, neste trabalho efetuamos cálculos anaĺıticos com o aux́ılio
de computação simbólica (como o“software”Mathematica) e cálculos numéricos através de
programação em linguagem C. Fizemos uso de elementos da teoria dos sistemas dinâmicos
e da mecânica estat́ıstica clássica.
Esta tese está estruturada da seguinte maneira: no Caṕıtulo 2 apresentamos os princi-
pais conceitos ligados à teoria dos sistemas dinâmicos, utilizados neste trabalho. Iniciamos
pela definição de um sistema dinâmico e discutimos aspectos gerais que serão utilizados ao
longo de todos os outros caṕıtulos. Posteriormente, no Caṕıtulo 3, fazemos uma revisão
em torno da equação generalizada de Langevin com uma introdução histórica, iniciando
pelo movimento browniano e a abordagem do sistema imerso em banho de osciladores
harmônicos, resultando na equação generalizada de Langevin. O modelo proposto para o
estudo e os resultados anaĺıticos deste trabalho estão descritos no Caṕıtulo 4, onde pro-
pomos e estudamos o que chamamos de mapa generalizado. No Caṕıtulo 5 apresentamos
a investigação numérica que resulta do mapa generalizado. Finalmente, apresentamos as
conclusões e trabalhos futuros no caṕıtulo 6.
Capı́tulo 2
Os sistemas dinâmicos
Neste caṕıtulo forneceremos os fundamentos da teoria de sistemas dinâmicos. Ini-
ciaremos pela definição de um sistema dinâmico e, nas seções posteriores, mostraremos
como é feita a análise de um sistema dinâmico em termos da estabilidade dos pontos de
equiĺıbrio. Também apresentaremos a definição de um sistema dinâmico hamiltoniano,
que será amplamente utilizada ao longo da tese.
2.1 A definição de um sistema dinâmico
A teoria dos sistemas dinâmicos trata dos sistemas matemáticos cujas variáveis de
estado se alteram à medida que o tempo evolui. Logo, um sistema dinâmico consiste de
uma prescrição, ou seja, uma lei matemática para a evolução temporal das variáveis que




sendo ~r(t) uma função do tempo correspondente ao vetor das variáveis de estado do
sistema e ~F(r) correspondendo à forma funcional, na forma vetorial, da lei de evolução.
Um sistema dinâmico onde o tempo t flui continuamente, como na equação (2.1), é
chamado na literatura de sistema dinâmico a tempo cont́ınuo ou, mais precisamente, um
fluxo [1, 2, 4, 5].
Em contrapartida, a teoria dos sistemas dinâmicos também estuda sistemas matemá-
ticos onde o tempo varia discretamente, os mapas[1, 2, 4]. Vários são os motivos para o
estudo de um mapa. Uma das razões é o ganho de tempo computacional em investiga-
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ções numéricas. O outro motivo é que alguns fenômenos f́ısicos podem ser notavelmente
modelados por sistemas a tempo discretos. Mostraremos alguns exemplos ao longo deste
caṕıtulo.
Um mapa é expresso matematicamente como segue:
~rn+1 = M(~rn), (2.2)
sendo agora ~rn o vetor de estado na iterada n, sendo n ∈ Z e M(~rn) a lei de evolução à
tempo discreto, expressa na forma matricial.
Como exemplo de um mapa, vamos considerar o problema da dinâmica populacional.
Suponhamos que uma dada população inicial de bactérias dobre a cada hora em um
ambiente limitado, i. e., que no tempo atual a população seja o dobro do que era há uma
hora. Em uma situação como esta, é intuitivo que o número de bactérias não cresce ad
infinitum, pois há um espaço limitado para isto, além do tempo de vida usual da bactéria
[2, 5].
Uma forma de modelar matematicamente a situação supracitada é dada pelo conhe-
cido mapa loǵıstico [1, 2, 5]:
xn+1 = rxn(1− xn). (2.3)
Embora o modelo loǵıstico (a tempo cont́ınuo) para o crescimento populacional tenha
sido popularizado por R. May (1936-), foi proposto inicialmente por P. F. Verhulst (1804-
1849), em contraposição ao modelo de T. R. Malthus (1766-1834), que admite crescimento
populacional exponencial [5].
A expressão (2.3) deve ser vista da seguinte maneira: a cada novo tempo, ou iterada
n (com n ∈ Z), a população é dada pela variável de estado x. Tal prescrição diz como a
população de bactérias deve crescer com o passar do tempo, sendo r relacionado com a
taxa de natalidade das bactérias.
Diferente de outros modelos populacionais, o mapa loǵıstico (2.3), prevê também o
fato de que a população não pode crescer continuamente, devido justamente ao termo
loǵıstico (1− xn), que está relacionado com a capacidade do ambiente.
Os modelos como o mapa loǵıstico têm grande importância na biologia em problemas
como a competição entre espécies. Consideremos a situação em que coelhos e ovelhas
competem pelo mesmo recurso em um ambiente limitado. Tal situação pode ser descrita
matematicamente com o aux́ılio de termos loǵısticos e podemos inferir à partir do estudo
destes modelos uma lei já conhecida: que duas espécies distintas competindo pelo mesmo
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recurso em um ambiente de capacidade limitada, não podem coexistir [5].
Um mapa pode ser obtido pela discretização temporal de um fluxo. Uma maneira
usual de se fazer isto consiste do método das secções de Poincaré. Este método consiste em
considerar inicialmente um fluxo cujo espaço de fases é N -dimensional. Posteriormente
uma superf́ıcie Σ é judiciosamente escolhida de modo que as trajetórias no espaço de
fases N -dimensional, interceptem a superf́ıcie e o ponto de intersecção seja marcado. Em
particular, Poincaré mostrou que todas as propriedades dinâmicas do sistema original são
preservadas no mapa. Por exemplo, uma trajetória periódica, dá origem a uma órbita
periódica no espaço (N−1)-dimensional da superf́ıcie Σ. A figura 2.1 ilustra a construção







Figura 2.1: Representação da superf́ıcie Σ e de trajetórias do sistema cont́ınuo que in-
terceptam a superf́ıcie de Poincaré com os respectivos pontos marcados. Note que uma
trajetória periódica fechada é marcada como um ponto fixo do mapa.
Os pontos marcados na superf́ıcie de Poincaré Σ correspondem à órbita discreta do
mapa. Rigorosamente, formam o conjunto {~rn}n−1n=0, sendo n o número de iteradas do
mapa, e ~r0 a condição inicial.
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2.2 A estabilidade das órbitas
O estudo de um sistema através da teoria de sistema dinâmicos envolve encontrar os
pontos de equiĺıbrio (ou pontos fixos) e conhecer a estabilidade destes pontos.
Como ilustração, consideremos um fluxo dado pela expressão (2.1). Um ponto de
equiĺıbrio para o fluxo consiste de um ponto ~r∗ para o qual ~F(~r∗) = ~0.
A estabilidade dos pontos de equiĺıbrio é um conceito local. Isto significa que o inte-
resse é na vizinhança linear dos pontos de equiĺıbrio. Para tanto, podemos introduzir uma
perturbação ~η(t) na vizinhança do ponto de equiĺıbrio e, consequentemente, expandirmos
em série de Taylor como segue:
~F(~r∗ + ~η) = ~F(~r∗) +D ~F(~r∗) · ~η +O(~η2)
≈ D ~F(~r∗) · ~η, (2.4)
pois ~F (~r∗) = ~0.
O termo D ~F(~r∗) corresponde à matriz jacobiana calculada no ponto de equiĺıbrio ~r∗.
Considere um sistema N -dimensional tal que ~r(t) = [r(1)(t), r(2)(t), . . . , r(N)(t)] e também










































Como estamos interessados na estabilidade linear, então podemos desprezar os termos
quadráticos na perturbação, na equação (2.4), o que conduz ao conjunto de equações
linearizadas para a perturbação:
d~η(t)
dt
= D ~F(~r∗)~η(t). (2.6)
Isto conduz ao problema de autovalores e autovetores do tipo D ~F(~r∗)~vj = Λj~vj, sendo
{~vj} o conjunto dos autovetores da matriz jacobiana e Λj o autovalor correspondente ao
j-ésimo autovetor.
Quase toda a discussão a respeito da estabilidade dos pontos de equiĺıbrio em fluxos
vale para os mapas, em especial a linearização do sistema e obtenção de informação à partir
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dos autovalores da matriz jacobiana. A rigor, para os mapas, os pontos de equiĺıbrio são
denominados pontos fixos. Uma representação pictórica de um ponto fixo para um mapa
é dada pelo ponto r∗ na figura 2.1.
Consideremos uma aplicação ~rn 7→ M(~rn). Um ponto fixo ~r∗ para o mapa é um ponto
para o qual ocorre: M(~r∗) = ~r∗. Se voltarmos nossa atenção às secções de Poincaré,
veremos que há ainda um outro comportamento posśıvel na transição fluxo-mapa que
precisamos distinguir: o das órbitas periódicas, que correspondem às trajetórias cont́ınuas
também periódicas.
A definição dos sistemas dinâmicos discretos mostra que a iterada atual depende
da iterada anterior. Usualmente a forma funcional da lei de evolução para um mapa é
representada como uma função, invert́ıvel ou não, que pode ser real. Assim sendo, deve
ser óbvio que iterar um mapa significa compor a função com ela mesma. Em outras
palavras, dada uma condição inicial ~r0 com M(~rn) sendo a forma funcional do mapa,
então podemos definir a n-ésima iterada do mapa como sendo:
~rn = M[n](~r0), (2.7)
o que nos conduz à definição de uma órbita periódica de peŕıodo p: consiste dos pontos
formados pelo conjunto {~ri}p−1i=0 desde que ~rp = ~r0. Nos termos da definição (2.7), podemos
expressar um ponto de peŕıodo p como sendo:
~rp = M[p](~r0). (2.8)
2.3 Os sistemas dinâmicos hamiltonianos
Os sistemas hamiltonianos são caracterizados por uma variedade de dimensão par,
chamado espaço de fases, uma estrutura simplética e uma função sobre esta variedade,
que é denominada de hamiltoniana. Tal função fornece toda a informação do problema
de interesse. Em particular, as equações de movimento associadas ao problema estudado
são inteiramente determinadas pelas equações canônicas, ou de Hamilton.
Chamamos de espaço de fases o espaço matemático formado pelas variáveis de estado
do sistema. No caso dos sistemas hamiltonianos, se q e p forem as coordenadas de posição
e momentum generalizados, respectivamente, então um ponto (p, q) neste espaço especifica
um estado do sistema.
A função hamiltoniana é proveniente do Prinćıpio da Mı́nima Ação (ou Prinćıpio de
2.4. A estrutura simplética e o teorema de Liouville 11
Hamilton) e as equações de movimento do sistema podem ser obtidas inteiramente com o
conhecimento de tal função.
Considere uma função hamiltoniana H(p, q, t), como sendo função da posição q, do
momentum p e do tempo t. As equações de movimento, ou de Hamilton, são dadas por:
dp(t)
dt





































Se pudermos identificar a função hamiltoniana como sendo a energia total do sistema,
então a expressão (2.12) corresponde ao Prinćıpio da Conservação da Energia.
Diante disto, podemos agora discutir as propriedades fundamentais de tais sistemas.
2.4 A estrutura simplética e o teorema de Liouville
Os sistemas hamiltonianos constituem uma classe restrita de sistemas f́ısicos. Há
uma estrutura definida sobre o espaço de fases, chamada estrutura simplética, conforme
comentamos na seção 2.3. Para compreender como se define esta estrutura, considere que































Consequentemente, todo sistema que pode ser escrito na forma (2.13) com ~F(~r) obe-
decendo (2.14) é dito simplético.
Uma das propriedades mais importantes associadas aos sistemas hamiltonianos é o
fato do sistema preservar o volume no espaço de fases. Este resultado corresponde ao
teorema de Liouville e é uma consequência de transformações simpléticas, as quais não
entraremos em detalhes. Por ora, cabe comentarmos que em uma transformação simplé-
tica, o determinante da matriz jacobiana associada ao sistema é sempre igual a unidade.
Em resumo, o teorema de Liouville afirma que a nuvem de pontos representativos,
constitúıdos pelas condições iniciais, se move como um fluido incompresśıvel, onde o vo-
lume da nuvem permanece constante.
2.5 A análise da dinâmica dos sistemas a tempo dis-
creto
Iniciamos este caṕıtulo com a definição de um sistema dinâmico na seção 2.1. Também
naquela seção apresentamos as secções de Poincaré. Uma forma prática de efetuar a
discretização no sentido de Poincaré consiste em substituir os termos de potencial em
uma função hamiltoniana pela inserção de impulsos periódicos. Vamos abrir esta seção
descrevendo em detalhes a discretização para um sistema hamiltoniano, fato que será
amplamente utilizado neste trabalho.
Para efetuarmos este procedimento, iniciamos pela função hamiltoniana H(p, x, t)
onde inserimos termos de impulsos periódicos, usualmente chamados “kicks”, no termo
de potencial. Isto equivale a sistemas f́ısicos cujo potencial é “ligado” e “desligado” em
instantes de tempo regulares:
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sendo m a massa do sistema.
Entre os impulsos, i. e., n < t/τ < n+1, e o momentum permanece constante, sendo
que a posição varia como:








sendo ǫ ∈ R pequeno e onde adotamos a notação x(nτ + ǫ) → xn+1 e x(nτ) = xn. Em
outras palavras, tomamos um ǫ pequeno para denotar o fato de que avaliamos a variável
no instante imediatamente após o “kick”.
Para obtermos uma expressão de recorrência também para o momentum, analisamos
dois instantes entre um“kick”: imediatamente antes e imediatamente depois. Deste modo,











p(nτ + ǫ)− p(nτ − ǫ) + V ′(xn)τ = 0.
Consequentemente:









no limite ǫ → 0, onde utilizamos a notação p(nτ + ǫ) = pn+1 e p(nτ − ǫ) = pn. Também
fizemos V ′(x) = ∂V (x)
∂x
e ṗ = dp(t)
dt
.
O conjunto de relações de recorrência (2.21) e (2.20) constituem um mapa que apre-
senta estrutura simplética. Trata-se de um sistema dinâmico a tempo discreto hamil-
toniano. De fato, é posśıvel demonstrar de maneira geral o resultado obtido: dado um
sistema hamiltoniano com impulsos periódicos a tempo τ , então a sua discretização fica
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inteiramente determinada por [29]:
~pn+1 = ~pn − τ∇V ( ~xn), (2.22)




com ∇V (~xn) denotando o gradiente do potencial.
Uma análise da estabilidade linear de um sistema dinâmico a tempo discreto consiste
inicialmente em encontrar os pontos fixos do mapa. Posteriormente, a matriz jacobiana
nos pontos fixos é calculada e, então, os autovalores e autovetores fornecem informações
a respeito da estabilidade de tais pontos.
Conforme comentamos na seção 2.1, um ponto fixo do mapa pode ser classificado
quanto a sua estabilidade como sendo estável ou instável. Também mostramos qualita-
tivamente que estas informações são extráıdas do sistema linearizado, o que, em outras
palavras, remete a um problema de autovalores e autovetores.
Vamos considerar um mapa hamiltoniano bidimensional para fins ilustrativos. Assim,
das expressões (2.22) e (2.23), obtém-se o mapa com momentum dado pela equação (2.21)
e posição (2.20). Um sistema dinâmico para o qual V ′(xn) =
κ
2π
sen (2πxn), limitando o
espaço de fases para [0, 1) nas duas variáveis, é conhecido como o mapa padrão1 [34].
Após a proposição deste mapa, muitos sistemas f́ısicos que podiam ser modelados por
este sistema foram descobertos. Um exemplo é o chamado rotor pulsado, que consiste
de uma barra, livre da ação gravitacional, presa por uma extremidade sendo que a outra
extremidade é livre, a qual é sujeita a impulsos periódicos [1].
O mapa padrão é expresso por:
pn+1 = pn −
κ
2π
sen (2πxn) (mod 1), (2.24)
xn+1 = xn + pn+1 (mod 1), (2.25)
proveniente da hamiltoniana dada por

















Outra aplicação do mapa padrão é no acoplamento de vários mapas do tipo (2.24) e
(2.25), o que pode ser utilizado para o estudo de confinamento de plasmas em tokamaks
1Proposto inicialmente por B. V. Chirikov (1976) este mapa leva o nome de padrão por ser um
paradigma de um mapa hamiltoniano que pode apresentar caos.
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[35].
Também podemos citar como exemplo de aplicação da versão quantizada do mapa
padrão, os trabalhos experimentais com átomos frios inicialmente preparados em um con-
densado de Bose-Einstein [23–26]. Nestes experimentos, uma amostra de átomos frios
interage com a onda estacionária de um “LASER”, cuja frequência é ωL. Uma ilustração
de um sistema de dois ńıveis, tratável pelo modelo descrito em [25] é mostrado na figura









Figura 2.2: Um sistema de dois ńıveis de energia. A dessintonia corresponde à diferença
entre a frequência do sistema quântico e do “LASER”.
Os átomos no condensado de Bose-Einstein são sujeitos a “kicks” periódicos devido
à dessintonia do “LASER”. A dessintonia corresponde justamente à diferença entre a
frequência de ressonância do sistema quântico e a frequência do “LASER”. Consequente-
mente, ∆ ≡ ~(ω0−ωL) 6= 0. O “LASER” é pulsado com peŕıodo τ e devido a dessintonia,















que é a versão quantizada do rotor pulsado. A constante κ no rotor pulsado clássico
(2.26) corresponde à intensidade do torque aplicado à barra fixa por uma extremidade.
No caso quântico (2.27), o parâmetro de não-linearidade depende da “dessintonia” ∆ e
do tempo de “kick” do “LASER”: κ ∝ Ωefetivaτ , sendo que a frequência efetiva é definida
por Ωefetiva = Ω
2/∆. A frequência Ω corresponde à frequência de Rabi, que caracteriza
o acoplamento radiação-matéria. Este tipo de modelo pode ainda apresentar um tipo de
comportamento bastante peculiar, que é chamado caótico.
Para a análise de um sistema dinâmico, além de encontrar os pontos fixos e sua esta-
bilidade, é usualmente efetuado o estudo numérico de quantidades extremamente impor-
tantes na caracterização dos sistemas de interesse. Uma destas quantidades intimamente
ligadas com a estabilidade dos pontos consiste dos expoentes de Lyapunov[1, 2, 5, 36].
Neste sentido é posśıvel afirmar, pelo conhecimento dos expoentes de Lyapunov, que con-
sistem de uma medida do afastamento de trajetórias com condições iniciais próximas, se
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o sistema pode apresentar um dos sintomas do caos. Esta caracteŕıstica é chamada de
dependência senśıvel às condições iniciais. Cabe ressaltar que este tipo de comportamento
aparece somente em sistemas determińısticos.
Outro aspecto importante que deve ser levado em consideração para afirmar se há
comportamento caótico em um sistema é garantir que o espaço de fases acesśıvel às órbi-
tas seja limitado. A dependência senśıvel às condições iniciais, que é um diagnóstico para
sistemas que apresentam caos, leva à divergência exponencial de duas condições iniciais
próximas. Logo, se não garantirmos que o espaço de fases acesśıvel seja limitado, tere-





com x = x(t) e a > 0. Este sistema corresponde a um sistema dinâmico linear. Seja
δx(0) ≡ x(1)(0) − x(2)(0) a diferença entre duas condições iniciais 1 e 2, distintas. Esta




δx(t) = ea(t−t0). (2.29)
A diferença entre trajetórias com condições iniciais próximas no sistema (2.28) irá
divergir exponencialmente, embora não se trate de um sistema dinâmico caótico.
A condição de limitação para o espaço de fases implica que devemos ter um fluxo
bidimensional não-autônomo ou um mapa unidimensional não-invert́ıvel para que possa
existir caos. De fato, o teorema de Poincaré-Bendixson afirma que em fluxos bidimensio-
nais só podem existir pontos de equiĺıbrio e/ou ciclos-limite e nenhuma trajetória caótica
ocorre [4, 5, 37].
Para mensurar esta divergência exponencial são empregados os expoentes de Lyapu-
nov, definidos pelo logaritmo dos autovalores do produto da matriz jacobiana em cada
ponto, o que corresponde na prática às iterações de um mapa, no caso discreto. Deste
modo, se ~vj corresponder ao j-ésimo autovetor, então o j-ésimo expoente de Lyapunov é





ln ‖DM[n] · ~vj‖, (2.30)
o que corresponde ao logaritmo dos autovalores.
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Consequentemente, para um sistema N -dimensional, teremos N expoentes de Lya-
punov, associados com a expansão e contração de uma região de condições iniciais sob
a ação do mapa M, no caso discreto. Deste modo, para um sistema unidimensional,
como o mapa loǵıstico, haverá somente um expoente de Lyapunov. Um sistema dinâmico
apresentará caos, nas condições já descritas acima, se pelo menos um dos expoentes de
Lyapunov for positivo. Para os sistemas hamiltonianos, como se trata de um espaço de
fases conjugado com dimensão 2N , então existirão 2N expoentes de Lyapunov e é posśı-
vel demonstrar, à partir da estrutura simplética, que estes expoentes ocorrem sempre aos
pares, isto é:
∑
i hi = 0. Se
∑
i hi < 0, então o sistema é dissipativo, pois há contração
de volume no espaço de fases.
Considerando um sistema unidimensional, o expoente de Lyapunov associado a uma









com DM(xi) denotando a derivada do mapa no ponto x = xi da trajetória.
Além dos expoentes de Lyapunov, podemos obter um panorama global do sistema
dependente de um ou mais parâmetros através de um espaço de parâmetros. No caso de
um mapa definido a um parâmetro, podemos fazer uso do diagrama de bifurcação. O
expoente de Lyapunov e o diagrama de bifurcação para o mapa loǵıstico são mostrados
na figura 2.3
Na figura 2.3 é posśıvel verificarmos a transição para o caos. Para 0 ≤ r ≤ 3, a solução
converge para um ponto fixo que muda de posição com o aumento do parâmetro. Em
r ≈ 3, 1 surge a primeira bifurcação: xn converge para um órbita de peŕıodo 2. Embora
ocorra a duplicação do peŕıodo, a solução que era estável antes não deixa de existir: a
sua estabilidade é alterada, e passa a ser uma solução instável. Finalmente para r > 3, 5
há o surgimento da região caótica, em razão das infinitas órbitas instáveis imersas no
atrator. Deste modo, o expoente de Lyapunov correspondente passa a ser positivo: há
tantas órbitas instáveis que quaisquer condições iniciais próximas divergem.
Feita esta introdução teórica a respeito dos aspectos principais da teoria dos sistemas
dinâmicos, vamos estudar um sistema dinâmico a tempo cont́ınuo, a equação de Langevin
e, posteriormente, o sistema dinâmico a tempo discreto proposto nesta tese.
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Figura 2.3: (a) O diagrama de bifurcações para o mapa loǵıstico, dado pela solução em
função do parâmetro de controle. (b) O corresponde valor do expoente de Lyapunov
também em função do parâmetro.
Capı́tulo 3
A equação generalizada de Langevin
Vamos tratar neste caṕıtulo da derivação da equação generalizada de Langevin através
de um modelo microscópico. Para isto, apresentaremos um tratamento histórico que se
inicia pela investigação do movimento browniano, que possibilitou o desenvolvimento da
equação de Langevin.
3.1 O movimento browniano
Um fato bastante conhecido e descrito na literatura é a observação experimental do
movimento conhecido como browniano. Em 1827, o botânico inglês R. Brown (1773-1858)
observou que pequenos grãos de pólen suspensos na água experimentavam um movimento
bastante irregular, semelhante ao descrito na figura 3.1.
Anteriormente às observações de R. Brown, pensava-se que o movimento era devido
a “seres vivos”, hipótese esta que não se confirmou, em razão do mesmo movimento ser
observado para part́ıculas inorgânicas. Contudo, o próprio Brown ressaltou em seu artigo
que a sua observação não era a primeira a respeito [38].
Alguns f́ısicos contemporâneos de Brown, como E. Mach (1838-1916), apresentavam
cŕıticas em relação a existência dos átomos, pela carência de evidências a respeito [39].
O jesúıta J. Delsaux, em 1877, forneceu a explicação correta do movimento browniano,
atribuindo o efeito às colisões das moléculas da água com a part́ıcula suspensa. Era uma
evidência em favor da existência dos átomos. Desenvolvimentos posteriores auxiliaram
imensamente na explicação deste curioso fenômeno.
A primeira descrição matemática do movimento browniano foi proposta por W. Suther-
19
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A
B
Figura 3.1: Trajetória simulada computacionalmente de uma part́ıcula browniana que vai
do ponto A até o ponto B, marcados na figura com um X.
land (1859-1911), A. Einstein (1879-1955) e M. Smoluchowski (1872-1917) de maneira in-
dependente. No trabalho de Einstein, a descrição do movimento assentava-se sobre duas
duas proposições: a de que um conjunto de part́ıculas brownianas deve realizar um mo-
vimento independente umas das outras e a da independência do estado de uma part́ıcula
em relação aos estados anteriores [40].
Se considerarmos que o movimento limita-se a uma dimensão, então podemos escrever





sendo ρ(δx) a distribuição da variável δx normalizada.
O número de part́ıculas por unidade de comprimento, η(x, t), entre x e x + δx no
instante t+ δt é, então,




Devido ao fato de que, tanto δt quanto δx são pequenos (para englobar as condições
de independência comentadas anteriormente), é posśıvel expandir η(x, t+ δt) e η(x+ δx)
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Uma equação do tipo (3.3) já era conhecida como uma equação de difusão, sendo D o
coeficiente de difusão, embora Sutherland e Einstein tenham sido os primeiros a derivá-la
para o problema da part́ıcula browniana.
Uma descrição matemática mais simples do que a proposta por Einstein, é a do f́ısico
francês Paul Langevin (1872-1946). A vantagem da descrição de Langevin, em comparação
com a de Einstein, é o emprego da segunda lei de Newton, associada com a hipótese da
equipartição da energia. Considere uma part́ıcula de massa M imersa em um ĺıquido.
A influência do meio sobre a part́ıcula browniana pode ser decomposta em duas partes.
Primeiro uma força de viscosidade, proporcional ao momentum da part́ıcula em suspensão
e, segundo, uma força estocástica expressa por F (t). Deste modo, a segunda lei de Newton
é escrita como segue:
dP
dt
= −λP + F (t), (3.5)
sendo P = P (t) = MV (t) o momentum da part́ıcula, −λP o termo associado à dissipação,
em razão das forças viscosas, e F (t) a força aleatória. É necessário um pouco mais de
atenção ao conjunto de todas as forças F (t) no tempo t > 0: o efeito médio de todas as
realizações é nulo, representando uma homogeneidade no efeito das colisões da part́ıcula
com as moléculas do ĺıquido. Uma outra hipótese assumida por Langevin foi que tais
colisões são independentes, de modo que a autocorrelação entre as forças em tempos
distintos seja delta correlacionada. A média no ensemble, desta forma, deverá resultar
em:
〈F (t)〉 = 0, (3.6)
〈F (t)F (t′)〉 = Cδ(t− t′), (3.7)
sendo a constante C = 2λkBT determinada com o aux́ılio de resultado proveniente da
teoria cinética dos gases, onde kB corresponde à constante de Boltzmann e T à tempera-
tura.
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A expressão (3.7) equivale a tomar para F (t) uma distribuição estocástica, de forma
que esta corresponda a um rúıdo branco1. Na prática, ao escolhermos forças que cor-
respondam à (3.6) e (3.7), dizemos que o processo de interação é markoviano, pois não
depende dos estados anteriores. Em outras palavras, não apresenta efeitos de memória, o
que está de acordo com as duas proposições de Einstein descritas anteriormente.
Embora o movimento browniano seja muito bem descrito pela abordagem de Langevin,
ainda há questões que devem ser consideradas. Quando as forças F (t) são escolhidas de
modo que o processo seja markoviano, alguns detalhes espećıficos do meio são inacesśıveis.
Na seção seguinte discutiremos como incluir explicitamente as propriedades do meio.
3.2 O sistema imerso em banho de osciladores harmô-
nicos
Uma caracteŕıstica da descrição de Langevin, apresentada na seção anterior, é que,
evidentemente, não se tem uma forma funcional para as forças F (t) que atuam na part́ıcula
em suspensão. Por outro lado, outras questões passaram a fazer parte de problemas
relacionados com o movimento browniano. Uma delas, e talvez a mais proeminente, é
se há alguma conexão de fato microscópica das forças viscosas com a força estocástica.
Outra questão que aparece é sobre o efeito da memória das colisões ocorridas.
Uma maneira de representar o ĺıquido no qual a part́ıcula está suspensa é considerar o
fluido como um reservatório sendo constitúıdo por N osciladores harmônicos desacoplados
entre si, cada qual com frequência de oscilação ωi, para i = 1, 2, . . . , N . Este modelo foi
inicialmente proposto no contexto do estudo da dissipação em sistemas quânticos, bem
como de problemas de tunelamento [10, 22]. A rigor, os efeitos de dissipação podem
ser amplamente estudados em sistemas abertos, onde se considera um ambiente externo
acoplado ao sistema.






















As letras maiúsculas da hamiltoniana (3.8) correspondem às variáveis e parâmetros
1O rúıdo é dito branco quando a transformada de Fourier da função de autocorrelação é independente






K0δ(T )dT = K0, sendo K0 constante.
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do sistema ao passo que as letras minúsculas denotam as variáveis do banho. O par
conjugado posição-momentum da part́ıcula do sistema é (X,P ), enquanto (xi, pi) é o par
conjugado posição-momentum do i-ésimo oscilador do banho, sendo i = 1, 2, . . . , N . A
part́ıcula do sistema possui massa M e os N osciladores do banho apresentam, cada um,
massa mi e frequência ωi. O termo responsável pela interação é dado por
∑
i ΓiXϕ(xi),
sendo Γi o parâmetro de acoplamento entre o sistema e o i-ésimo oscilador e ϕ(xi) é uma
função da coordenada dos osciladores.
A situação modelada pela função hamiltoniana (3.8) está representada na figura 3.2.
SISTEMA
BANHO
Figura 3.2: Uma representação pictórica da situação modelada pela hamiltoniana 3.8.
Nesta situação o banho térmico é constitúıdo por N = 8 osciladores harmônicos (azul) e
o sistema (vermelho) corresponde a uma part́ıcula sujeita a um potencial V (X).
Na figura 3.2, o reservatório térmico é constitúıdo por N osciladores harmônicos,
representados pelos ćırculos azuis e o sistema é representado pelo ćırculo vermelho maior.
É importante ressaltar que neste modelo as interações se dão apenas entre sistema e
oscilador individualmente, e cada oscilador não é interagente de maneira expĺıcita com os
demais. As interações são representadas pelas conexões entre banho e sistema e o tamanho
das linhas representa, pictoricamente, a intensidade do acoplamento sistema-oscilador, Γi.
Neste modelo, é usual considerar o acoplamento entre sistema e cada um dos oscila-
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dores como sendo linear na posição de cada um dos osciladores do banho e da posição do
sistema, i. e., Φ(xi) = xi.

























A forma de abordar este problema é estudar o comportamento coletivo à partir da
solução das equações do banho. Com a finalidade de obtermos a solução da posição de
cada oscilador do banho em função do tempo, podemos empregar a transformação de
Laplace.
Após combinarmos as equações (3.11) e (3.12), temos a equação de movimento em
xi(t) para o banho:
miẍi(t) +miω
2
i xi(t)− ΓiX(t) = 0, (3.13)
onde empregamos a notação ẋ(t) = dx(t)
dt
para a derivada.





Tomando a transformada de Laplace de ambos os lados da equação de movimento
(3.13), resulta em:
miL{ẍi(t)}+miω2iL{xi(t)} − ΓiL{X(t)} = 0. (3.15)










sendo aqui l a ordem da derivada e f(t) uma função qualquer do tempo, l vezes derivável.
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Considerando que a ordem da derivada é l = 2 na equação (3.15), vem:
mi
[




iL{xi(t)} − ΓiL{X(t)} = 0,












mi(s2 + ω2i )
L{X(t)} = 0. (3.17)





























X(s) sen [ωi(t− s)]ds. (3.18)
O terceiro termo do lado direito da equação (3.18) é definida e contém todo o histórico
desde a condição inicial até o tempo t. Em nenhum momento assumimos ser o processo
markoviano, de modo que não contivesse termos de memória para tempos suficientemente
longos.
Podemos estudar com mais detalhes a solução (3.18), quando substitúıda na expressão
(3.9), se resolvermos a integral que aparece em (3.18) por partes:
∫ t
0











A substituição da integral (3.19) na solução do banho (3.18) conduz à:














cos [ωi(t− s)]Ẋ(s)ds. (3.20)
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cos [ωi(t− s)]Ẋ(s)ds. (3.21)
Podemos reescrever a equação de movimento (3.21) ao separarmos termos associa-
dos somente ao banho e o termo que contém todo o histórico da part́ıcula do sistema.



























e corresponde à força flutuante. Esta força representa as interações microscópicas do
meio com o sistema e tem papel inteiramente análogo ao da F (t) descrito pela teoria de
Langevin.







cos [ωi(t− t′)], (3.24)
que é o núcleo de memória. Vemos que a integral que aparece entre tempos distintos,
calculada sobre o núcleo de memória na equação (3.22), apresenta um termo Ẋ(t′) que
corresponde ao momentum do sistema.
A equação (3.22) é a equação de Langevin generalizada, cuja força flutuante F (t) é
dada pela expressão (3.23) e o núcleo de memória K(t− t′) é definido pela equação (3.24).
Se todos os termos de memória forem desprezados e garantirmos que F (t) corresponda
a uma distribuição gaussiana centrada em zero2, então obteremos novamente a descrição
do movimento browniano e X(t) denotará a posição e P (t) o momentum da part́ıcula
browniana.
2Os detalhes matemáticos das propriedades estat́ısticas se encontram na seção 3.3
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Colocada na forma (3.22), fica evidente que o sistema está sujeito a um potencial
efetivo que é definido por:




















Um outro termo da equação (3.22) que precisamos devotar nossa atenção é aquele




X(0) cos (ωit). Em simulações
numéricas, como as que descreveremos no caṕıtulo 5, é usual tomarmos X(0) = 0, em
razão da interação no tempo t = 0 ser nula entre sistema e banho. Contudo, no caso
em que X(0) 6= 0, então há uma força adicional. É comum redefinir a força flutuante
em termos deste novo termo [6, 10]. Isto, porém, força à redefinição da distribuição
utilizada no tratamento estat́ıstico, que será discutido na seção seguinte, de maneira que
deve apresentar um termo de “shift” para compensar o termo de força adicional quando
X(0) 6= 0 for escolhida.
3.3 O tratamento estat́ıstico
Conforme vimos, a equação de Langevin para o movimento browniano, bem como a
equação generalizada de Langevin, consiste em um sistema estocástico em razão das forças
que fazem o papel do banho térmico serem geradas aleatoriamente. Como consequência,
um tratamento integrável para todo o tempo t > 0 se torna inviável, o que implica a
necessidade de um tratamento estat́ıstico.
Neste ponto é importante relembrarmos aqui a formulação do teorema da equipartição
da energia. Em resumo este teorema afirma que um sistema f́ısico com muitos graus de
liberdade e em equiĺıbrio térmico, a energia cinética é distribúıda igualmente entre os
graus de liberdade quadráticos. Consideremos novamente a situação descrita pela figura
3.2. Se, por hipótese, os N osciladores harmônicos que compõe o banho estiverem em















para cada um dos osciladores do banho, sendo β = 1
kBT
, kB correspondendo à constante
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de Boltzmann e T a temperatura do banho. As médias são realizadas sobre o ensemble,
ou seja, em várias realizações. Este resultado permanece válido no ensemble canônico ou
microcanônico e também com as médias efetuadas no tempo sob a hipótese da ergodici-
dade.
Em outros termos, podemos atribuir uma função de distribuição microcanônica para
a distribuição das condições iniciais considerando as energias de cada um dos osciladores
individualmente:
ρ(x0, p0) = Z
−1
MCδ(H(x0, p0)− Ei), (3.28)
ou ainda, as realizações podem ser tomadas no ensemble canônico, atribuindo uma tem-
peratura T ao banho térmico












δ{H[xi(0), pi(0)]− Ei}dx0dp0, (3.30)








para o ensemble canônico, onde a integral é tomada sobre as condições iniciais conside-
rando todos os N graus de liberdade do banho.
Considerando o banho térmico composto de osciladores harmônicos, então é posśıvel
efetuar o tratamento estat́ıstico através de quantidades como a média e o desvio quadrático
médio da posição e momentum.
Com efeito, uma das dificuldades em explicar um movimento como o browniano con-
siste na observação da velocidade do objeto macroscópico sujeito a interações microscópi-
cas. Embora a energia cinética média possa ser determinada pelo teorema da equipartição
da energia, continuamente a molécula muda sua direção e o problema passa a ser o da
determinação da distância percorrida por tal molécula. De fato, das proposições de inde-
pendência de Einstein para o movimento browniano, cada colisão da part́ıcula browniana
é independente das demais. Assim, para cada realização, haverá em outra realização o ca-
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minho simétrico entre duas colisões, de maneira que a média do deslocamento da part́ıcula
browniana será nulo.
No modelo de Caldeira-Leggett apresentado na seção anterior, nada afirmamos so-
bre a independência das colisões. Na sua forma mais geral, que corresponde à derivação
da equação generalizada de Langevin (3.22), temos uma forma funcional para a força
flutuante F (t), equação (3.23), que corresponde à resposta do banho ao sistema e não
assumimos ser o processo markoviano. Neste ponto, esta passa a ser a questão das propri-
edades da força flutuante. No sentido de Langevin, devemos esperar média nula de F (t)
nas realizações do banho, mas não necessariamente uma função delta na autocorrelação.














































Para o cálculo das médias, observamos que a função hamiltoniana somente dos osci-
ladores harmônicos é uma forma quadrática nas coordenadas do banho, então é evidente
que as integrais que dependam da distribuição (3.29) serão gaussianas:
∫ ∞
−∞




























0 = 0. (3.37)
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Assim, para a força flutuante:
〈F (t)〉 = 0. (3.38)
A forma de avaliarmos a conexão entre colisões sucessivas é justamente através da
função de autocorrelação de F (t) em tempos distintos:
























Como as integrais referentes às médias são gaussianas e a hamiltoniana não apresenta
termos cruzados, temos:




















Portanto, a função de autocorrelação (3.39) resulta em:







cos [ωi(t− t′)]. (3.43)
A comparação da equação (3.43) com a expressão do núcleo de memória (3.24) nos
permite escrever:




Este beĺıssimo resultado, conhecido como relação de flutuação-dissipação, tem um
significado profundo: trata-se da conexão entre a força flutuante e o núcleo de memória,
associado também à dissipação devida ao meio no qual o sistema está imerso. Em outras
palavras, é a relação (3.44) que permite afirmar que a dissipação em razão do meio tem
a mesma origem microscópica das forças que impulsionam constantemente a part́ıcula
do sistema. Em particular, a propriedade (3.7), apresentada no ińıcio deste caṕıtulo,
corresponde ao teorema de flutuação-dissipação também. No entanto, como comentamos,
alguns detalhes do meio são desconhecidos naquela abordagem.
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3.4 A descrição do movimento browniano através de
um mapa
Com o desenvolvimento da teoria de sistemas dinâmicos, C. Beck e colaboradores
estudaram as propriedades de um mapa do tipo Kaplan-Yorke, dado por [42]:
Ln+1 = 1− 2L2n, (3.45)
Yn+1 = λYn + Ln+1. (3.46)
Embora este sistema seja determińıstico, pode ocorrer caos em razão do termo qua-
drático em Ln na equação (3.45). Assim, o comportamento exibido pelo mapa do tipo
Kaplan-Yorke é muito semelhante ao comportamento da equação de Langevin. Para des-
crever a part́ıcula browniana, Beck supôs que a coordenada L do mapa (3.45) agisse como
a força flutuante e a trajetória undimensional da part́ıcula fica inteiramente determinada
por:
rn+1 = rn + Ln, (3.47)
sendo rn a posição da part́ıcula no instante n. Note que na expressão (3.46), a variável
Yn representa o momentum da part́ıcula e o mapa (3.45) fornece o análogo discreto da
força flutuante na abordagem de Langevin. À partir do acoplamento de mapas do tipo
Kaplan-Yorke, é posśıvel descrever a dinâmica de part́ıculas brownianas interagentes [43].
A razão pela qual o mapa de Beck descreve bem o movimento browniano, é justamente
devido ao mapa caótico representar a força flutuante. Em um mapa caótico, a densidade
de probabilidade pode ser gaussiana de modo que a descrição é bastante similar a de P.
Langevin. Em particular, a figura 3.1 que ilustra o movimento browniano na abertura
deste caṕıtulo, pode ser gerada com o mapa de Beck, dado pelas expressões (3.45), (3.46)
e (3.47), generalizado para duas dimensões.
Capı́tulo 4
O mapa generalizado
Neste caṕıtulo temos como o objetivo apresentar o modelo proposto para investigação,
bem como os resultados anaĺıticos obtidos nesta tese que foram publicados [44].
4.1 O modelo proposto
Iniciamos o estudo com a hamiltoniana dependente do tempo:
























































onde HS(t), HB(t) e HI(t) correspondem às hamiltonianas do sistema, banho e interação,









da seguinte maneira: o potencial é “ligado” nos tempos em que ocorre o “kick”. Entre os
impulsos periódicos, de intervalo τ , a part́ıcula do sistema ou os osciladores do banho se
movem como part́ıculas livres.
Nestas expressões, as letras maiúsculas correspondem a variáveis e parâmetros do
32
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sistema ao passo que as letras minúsculas denotam as variáveis do banho. Ainda com
base nas hamiltonianas dadas, (X,P ) é o par conjugado posição-momentum da part́ıcula
do sistema central, enquanto (xi, pi) é o par conjugado posição-momentum do i-ésimo
oscilador do banho, sendo i = 1, 2, . . . , N .
De maneira equivalente à apresentada anteriormente no modelo sem impulsos periódi-
cos, o parâmetro Γi corresponde ao acoplamento, que é bilinear nas coordenadas do banho
e do sistema. O parâmetro M representa a massa da part́ıcula do sistema central, imerso
em banho de osciladores harmônicos, cada um com massa mi e frequência de oscilação
igual a ωi (i = 1, 2, . . . , N).
Com tal estrutura para a hamiltoniana dependente do tempo, podemos proceder da
maneira apresentada no caṕıtulo 2 com a finalidade de obtermos a discretização para o
sistema:



































Com o objetivo de compreendermos o banho de osciladores com “kick”, podemos
construir o espaço de fases de um único oscilador (i. e. com Γi = 0) para frequências
distintas. Consideremos inicialmente massas iguais (mi = 1M , com M sendo a unidade
de massa) e τ = 1T , com T sendo a unidade de tempo. A figura 4.1 mostra o espaço de
fases para três trajetórias do mapa do banho (com Γi = 0), iniciando todas com a mesma
condição inicial, porém com frequências ω distintas.
Conforme observamos na figura 4.1, as órbitas de um único oscilador com “kick”
formam elipses no espaço de fases. Se compararmos com o espaço de fases de um oscilador
harmônico a tempo cont́ınuo, veremos que o efeito do “kick” é rotacionar o semi-eixo
maior das elipses por um ângulo que é dependente da frequência. Neste sentido, é natural




n + cxnpn seja uma constante de
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Figura 4.1: Espaço de fases para uma única condição inicial (x0, p0) = (0,
√
2) mostrando
o efeito de variar a frequência ω, para ωτ = 0, 2 (órbita em preto), ωτ = 0, 8 (vermelho)
e ωτ = 1, 1 (azul).
movimento. Matematicamente, podemos expressar esta condição por:
lim
τ→0
h(xn+1, pn+1)− h(xn, pn)
τ
= 0, (4.9)
onde omitimos o ı́ndice i por se tratar de um único oscilador.











a menos de uma constante multiplicativa. Na expressão (4.10), h(x, p) é a constante de
movimento de um oscilador com“kick”, sendo m a sua massa e ω a frequência de oscilação.
Omitimos o ı́ndice n do tempo discreto devido à constância da (4.10) para qualquer tempo.
Com a finalidade de evitarmos problemas de escalas de tempo nas simulações numéri-
cas e também de estudarmos a dinâmica do mapa proposto, podemos reescrever os mapas
do sistema (4.5), (4.6) e do banho (4.7), (4.8) com o emprego de variáveis adimensionais.
Isto é feito pela atribuição de variáveis caracteŕısticas ao problema e que contenham as
dimensões a serem eliminadas. Vamos iniciar o processo de adimensionalização através
do mapa do banho.
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A análise dimensional da constante de movimento h(x, p) evidencia o fato de que esta
quantidade tem dimensão1 de energia, i. e., ML2T−2. Assim, podemos dividir ambos














a exemplo do que é feito no caso do oscilador harmônico a tempo cont́ınuo, isto é, sem
impulsos periódicos.
É evidente que agora a quantidade expressa pela equação (4.11) é adimensional, pois E
também tem dimensão de energia. Isto sugere uma escolha natural para o par conjugado














de modo que possamos definir as posições e momenta caracteŕısticos para o banho.










onde definimos o parâmetro adimensional ki ≡ ωiτ , para cada oscilador. A expressão
(4.14) evidencia o fato já mostrado numericamente: que as órbitas obedecem à equação
de uma elipse rotacionada no espaço de fases (x̄, p̄). É trivial mostrar que os semi-eixos
maiores das órbitas eĺıpticas nas coordenadas adimensionais (x̄, p̄) estão todos orientados
com ângulo φ = π/4 rad. Nesta escala, a inclinação de cada uma das órbitas independe da
frequência ωi, sendo que agora o efeito do aumento do parâmetro associado de frequência
ki corresponderá a um achatamento das órbitas em relação aos semi-eixos menores e a um
alongamento correspondente nos semi-eixos maiores.
Pela atribuição de variáveis caracteŕısticas, podemos escrever para a posição do sis-
tema:








O termo entre parênteses na expressão (4.15) pode ser naturalmente tomado como a
unidade, uma vez que contêm as variáveis caracteŕısticas. Daqui por diante, as variáveis
1Utilizamos aqui, naturalmente, os padrões do Sistema Internacional de Unidades.
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adimensionais serão mostradas sem a barra superior, para simplificação na notação.











onde o ı́ndice c nas variáveis denota o fato de serem grandezas caracteŕısticas.
Com os procedimentos acima descritos para o sistema e para o banho, teremos para










sendo γi o parâmetro de acoplamento adimensional.
Deste modo, as escolhas (4.12), (4.13), (4.18) e (4.19) conduzem ao mapa:































Este mapeamento permite o estudo no sentido da teoria de sistemas dinâmicos, bem
como da análise de quantidades estat́ısticas associadas, como serão mostradas nas seções
seguintes. Iniciaremos com uma análise do mapa somente para o banho de osciladores na
seção que segue.
4.2 O mapa harmônico
Nesta seção vamos considerar o mapa somente para o banho de osciladores, isto é, o
mapa (4.22) e (4.23) com γi = 0. O propósito disto é encontrarmos as soluções para o
mapa do banho e estudarmos o ambiente pulsado, de maneira análoga ao que se faz na
derivação da equação generalizada de Langevin no caṕıtulo 3
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O mapa para um oscilador harmônico pulsado é, então, escrito como segue:
pn+1 = pn − kxn (4.24)
xn+1 = xn + kpn+1, (4.25)
sendo k proporcional à frequência do oscilador, conforme a adimensionalização feita na
seção anterior.
A exemplo do que fizemos na seção anterior, podemos construir o espaço de fases
do mapa composto pelas expressões (4.24) e (4.25). Selecionamos uma condição inicial,
dada por (x0, p0) = (0,
√
2), e iteramos o mapa. A figura 4.2 apresenta o espaço de fases
para o mapa de um único oscilador com“kick” com três valores distintos do parâmetro de
frequência adimensional k.












Figura 4.2: Espaço de fases para uma única condição inicial (x0, p0) = (0,
√
2) contendo
três órbitas para valores distintos do parâmetro k: k = 0, 2 (órbita em preto), k = 0, 8
(vermelho) e k = 1, 1 (azul).
Na figura 4.2 é posśıvel perceber que a alteração provocada nas órbitas, em decorrência
da escolhas das frequências, é o alongamento na direção do semi-eixo maior da elipse e o
achatamento na direção do semi-eixo menor da elipse.
O mapa dado pelas equações (4.24) e (4.25) é linear em (x, p). Como consequência, a
matriz dos coeficientes coincide com a matriz jacobiana do sistema dinâmico, de tal forma
















onde consideramos (x0, p0) a condição inicial do mapa eDM a matriz jacobiana, conforme







independente do ponto calculado, por se tratar de um sistema linear, de modo que passa-





DM(xn′ , pn′) = DMn, (4.28)
que é uma matriz quadrada de ordem 2. Sejam ~v1,2 os autovetores da matriz DMn. A
diagonalização é feita com a definição da matriz dos autovetores, a qual chamaremos aqui






de maneira que a matriz diagonalizada possa ser escrita
D = P−1(DM)P, (4.30)
cujos elementos da diagonal principal são os autovalores da matriz original.




















Podemos aqui tomar apenas o termo entre parênteses dos elementos matriciais, os









Verificamos que no espaço de fases as órbitas correspondem a órbitas fechadas para
cada um dos osciladores, desde que a frequência obedeça à condição 0 ≤ k < 2, o que
correspondem à funções limitadas no espaço de fases. Logo, podemos reescrever os auto-
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com i sendo a unidade imaginária.
Como Λ1,2 correspondem a números complexos de módulo unitário, podemos identificá-
los com a forma polar, o que resulta para os autovalores (4.33):










Empregando o mesmo racioćınio utilizado acima, podemos então escrever os autova-
lores da matriz diagonalizada (4.31), os quais chamaremos de σ1,2:
σ1,2 = [cos (θ)± i sen (θ)]n, (4.36)
e que, pela fórmula de de Moivre, resulta em:
σ1,2 = cos (nθ)± i sen (nθ). (4.37)
Podemos rearranjar o sistema (4.26) de modo a obtermos, pelas propriedades da












Como consequência, temos as soluções para o mapa harmônico, ao resolvermos o













































Nas expressões (4.39) e (4.40) colocamos o ı́ndice i com a finalidade de evidenciar que
as soluções são válidas para cada um dosN osciladores do banho de maneira independente.
É importante notar que qualquer condição inicial diverge para k ≥ 2. Do ponto de vista
da teoria de sistemas dinâmicos, tais pontos se tornam instáveis.
De posse dos resultados para um único oscilador com impulsos periódicos, podemos





δ(h(x, p)− E)dp, (4.41)
com E sendo o valor da constante de movimento no instante inicial e A a constante de
normalização. Omitimos aqui o ı́ndice da iterada n, pois estamos interessados na forma
funcional para Φ(x) e pelo fato também de que h(xn, pn) = h(xn+1, pn+1).
Para calcularmos estas distribuições, utilizamos da seguinte propriedade da função







onde a soma se estende a todas as ráızes da função r(x) e r′(xj) denota a derivada de r(x)
no ponto x = xj.
A realização do cálculo da distribuição (4.41) tanto para a posição quanto para o














Na figura 4.3 apresentamos tanto o histograma, obtido numericamente, quanto a dis-
tribuição anaĺıtica dada pelas equações (4.43) e (4.44) para a posição e momentum do
mapa harmônico. Geramos numericamente uma trajetória e, à partir das séries temporais
da posição e do momentum, o histograma é obtido.


























Figura 4.3: As distribuições para a (a) posição e para o (b) momentum de um oscilador
com impulsos periódicos com k = 0, 8. Em cinza está mostrado o histograma da série
temporal, tanto de xn quanto de pn e as curvas pretas são dadas pelas equações (4.43) e
(4.44).




1− k2/4 , (4.45)
ou seja, difere da amplitude do oscilador harmônico a tempo cont́ınuo [45] em razão dos
impulsos periódicos. De fato, este é um dos efeitos da introdução dos “kicks”.
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Estudamos até agora um único mapa harmônico de modo a compreender a dinâmica de
cada um dos mapas que compõem o banho térmico. Algo interessante de se notar, porém,
é que o mapa padrão dado pelas relações (2.25) e (2.24) se reduz ao mapa harmônico, no
limite de deslocamentos pequenos.
4.3 O sistema imerso em banho harmônico discreto
Com o objetivo de obtermos agora a solução expĺıcita inclusive para o caso γi 6= 0,
mostramos alguns coeficientes de x0, p0 e {Xn′}2n′=0, na tabela 4.1, para as três primeiras
iteradas do mapa da coordenada do banho, dado pela equação (4.23), com γi 6= 0.
Para construir a tabela 4.1, fazemos:
x
(i)










2 = (1− 3k2i + k4i )x
(i)









e tomamos os coeficientes das condições iniciais do banho e do sistema, com as iteradas
do sistema impĺıcitas.












1 1− k2 1 1 6∃ 6∃
2 1− 3k2 + k4 2− k2 2− k2 1 6∃
3 1− 6k2 + 5k4 − k6 3− 4k2 + k4 3− 4k2 + k4 2− k2 1
A partir da tabela 4.1 é posśıvel percebermos que a geração dos coeficientes pode ser















cujas condições iniciais devem necessariamente satisfazer: g
(i)
0 = 1−k2i , f
(i)
0 = 1, indepen-
dentemente do oscilador.
Os resultados acima combinados, tanto das soluções (4.39) e (4.40) quanto da tabela
(4.1), permitem escrevermos a solução expĺıcita nas coordenadas do banho de osciladores
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Identificando as soluções dadas pelas equações (4.39) e (4.40) com as soluções (4.48)
e (4.49) para γi = 0, resulta em:











sen [(n+ 1)θi], (4.51)
para os coeficientes da solução em qualquer tempo n.
4.4 A relação de flutuação-dissipação
Podemos agora trabalhar de maneira semelhante ao desenvolvimento da equação ge-
neralizada de Langevin, a qual foi desenvolvida no caṕıtulo 3.
Vamos considerar novamente o mapa para o momentum do sistema, dado pela ex-
pressão (4.20). Podemos notar que há uma dependência no acoplamento exatamente na
posição de cada oscilador do banho. A substituição da solução (4.48) no mapa (4.20)
resulta em:































Note que a equação (4.52) é o análogo a tempo discreto da equação (3.21). A última
parcela do lado direito da expressão (4.52) contém um termo com uma soma dos tempos,
que é análogo à integral de memória na (3.21). Isto sugere que termos de memória
e, eventualmente, dissipação, devem surgir de tal parcela. É posśıvel rearranjar esta
parcela, de maneira semelhante ao que se faz na integração por partes para o tempo
cont́ınuo, procedendo da maneira como segue, com o emprego do mapa dos coeficientes
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onde fizemos uso do mapa (4.21).
A equação (4.54) substitúıda no mapa (4.52) resulta em:





















Xn+1 = Xn + Pn+1, (4.56)




























Esta força tem papel semelhante à força flutuante da equação de Langevin. De fato,
o mapa dado pelas equações (4.55) e (4.56) fornece a dinâmica para o sistema de uma
part́ıcula sujeita a um potencial vefetivo(Xn), cujo ambiente constitui um banho pulsado.












É de grande importância ressaltarmos o fato de que na derivação do mapa (4.55)
não assumimos ser infinito o número de osciladores do banho. Também cabe lembrar
a analogia imediata da relação (4.55) com o caso cont́ınuo, dado pela equação (3.22).
Também aqui aparece um termo de força similar ao que aparece na equação generalizada
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Conforme comentamos acima, a força Fn representa as interações microscópicas entre
as part́ıculas do banho e do sistema para cada iterada do mapa. Por conseguinte, para que
possamos interpretar o mapa proposto neste caṕıtulo no sentido de Langevin, esperamos
que esta força flutuante discreta apresente as propriedades da força flutuante da equação
cont́ınua de Langevin. Em primeiro lugar, é razoável esperar que a interação média dos
osciladores pulsados seja nula. Também é de interesse investigarmos o que ocorre com a
função de autocorrelação entre tempos distintos da força flutuante discreta.
Se o banho estiver inicialmente em equiĺıbrio térmico, podemos atribuir uma tempe-
ratura para o banho considerando uma distribuição canônica, isto é:




























onde empregamos o śımbolo de integração apenas uma vez, embora a integração seja feita




0 ), com i = 1, 2, . . . , N .












De posse da função de partição (4.62), podemos calcular as médias 〈Fn〉 e 〈FnFn′〉.
Para isto podemos notar pela equação (4.58) que 〈Fn〉 conterá apenas termos como 〈x0〉
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0 são as condições iniciais para cada um dos osciladores e a média aqui é tomada sobre
as condições iniciais e independe do tempo, então podemos esperar que o produto FnFn′


















































































A substituição dos valores (4.66), (4.67) e (4.68) na expressão da correlação (4.69)






βk2i (1− k2i /4)
cos [(n− n′)θi], (4.70)
que difere da expressão (3.43) pelo fator (1 − k2i /4) no denominador. Embora seja um
longo trabalho, é posśıvel demonstrar que em tempos apropriados o limite τ → 0 conduz
ao resultado cont́ınuo da equação generalizada de Langevin.
Para relacionarmos os dois resultados, vamos considerar o núcleo de memória discreta
(4.59) e também o fato de que:
g
(i)





sen [(n− n′)θi]. (4.71)
Vamos explicitar g
(i)


















e resolvermos para a diferença 〈FnFn′〉 −Kn,n′/β, que chamaremos Ψn,n′/β. Já sabemos
que no caso da equação de Langevin generalizada a tempo cont́ınuo (3.22), esta diferença












































que não é nulo. De fato, a diferença se anulará ou no limite τ → 0, ou quando γi = 0, o











































A equação (4.74) é de fundamental importância neste trabalho e representa uma forma
não-usual de relação de flutuação-dissipação.
Na figura 4.4 apresentamos o cálculo numérico das funções Kn,0 e Ψn,0 para fins com-
parativos. Os detalhes das simulações computacionais serão discutidas no caṕıtulo 5.
Apenas para a ilustração neste caṕıtulo, selecionamos as frequências do banho aleatoria-
mente seguindo uma distribuição proporcional ao quadrado das frequências.
É interessante notar que mesmo a função Ψn,0 tende a perder a correlação para N ≫ 1
ao longo do tempo. Contudo, nos casos ilustrados na figura 4.4, as oscilações ainda são
consideráveis, o que denota a forte dependência da dinâmica do sistema em relação ao
banho estruturado. Fisicamente, podemos afirmar que este comportamento é devido ao
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Figura 4.4: As funções Kn,0 em preto e Ψn,0 em vermelho para N = 10 (topo) e N = 100
(base).
“kick” introduzido no banho: a escala de tempo para os “kicks”, do banho e do sistema,
é igual, de modo que possivelmente o “kick” não permita com que o sistema volte ao
equiĺıbrio e a relação usual de flutuação-dissipação seja observada. Deste modo, por
hipótese, escalas distintas de “kick” entre o ambiente e o banho podem permitir que o
sistema e banho atinjam o equiĺıbrio, algo não considerado até agora.
Embora a relação não-usual da flutuação-dissipação obtida aqui não tenha sido rela-
tada na literatura conhecida, a quebra do teorema da flutuação-dissipação já foi relatada
para sistemas que apresentam superdifusão, o que conduz à definição de uma temperatura
efetiva [46].




n não apresentem um limite definido
para ki → 0, podemos tomar τ → 0 e mantermos ωi fixo a fim de que ki → 0. Neste caso,
a equação (4.74) toma a forma usual dependente apenas de Kn,n′ : 〈FnFn′〉 = Kn,n′/β
(vide Apêndice A).
No mapa (4.55), observamos que o termo
∑n
n′=1 Kn,n′Pn′ contém as informações da
dissipação para o tempo n. Embora o problema como um todo (sistema, banho e intera-
ção) seja conservativo, se olharmos somente para o sistema, este apresentará dissipação,
devido às trocas de energia entre o sistema central e o banho. É posśıvel quantificar esta
dissipação.
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uma vez que g
(i)
−1 = 1, para todo i = 1, 2, . . . , N . Os resultados acima das expressões






































e não apenas 1 como no caso conservativo (ou para γi = 0), sendo
DMsistema a matriz jacobiana associada ao sistema somente. De fato, esta é a taxa de
contração do volume no espaço de fases (X,P ). É evidente que esta taxa de dissipação na
expressão (4.78) depende apenas do número de osciladores, do parâmetro de acoplamento
e da distribuição de frequências para o banho. Nestes termos, a dissipação depende de
propriedades espećıficas somente do meio.
4.5 A influência dos impulsos periódicos no ambiente
Frente aos resultados apresentados e essencialmente à forma não-usual de flutuação-
dissipação, podemos questionar se este comportamento é uma propriedade intŕınseca do
mapa que propusemos ou é um efeito puramente dos impulsos periódicos.
Uma maneira de efetuarmos esta análise se dá através do estudo da influência do
banho com impulsos periódicos. É bem conhecido o espaço de fases de um oscilador
harmônico clássico, onde as trajetórias correspondem a elipses, de maneira muito similar
a que apresentamos para o oscilador harmônico a tempo discreto. Contudo, mostramos
que o semi-eixo maior das elipses não se encontra paralelo ao eixo das abcissas: faz um
ângulo de φ = π/4 rad. Se o efeito do “kick” é de rotacionar as órbitas no espaço de
fases, então, por hipótese, o termo adicional (4.75) que aparece na relação de flutuação-
dissipação (4.74) deve se anular para uma escolha de coordenadas onde o semi-eixo maior
da elipse não esteja mais rotacionado em relação às novas abcissas.
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O procedimento utilizado para tanto consiste em tomar a matriz rotação para um
sistema de coordenadas [47], definida por:
R(φ) =
[
cos (φ) sen (φ)
− sen (φ) cos (φ)
]
. (4.79)
A figura 4.5 ilustra a rotação de um sistema de coordenadas de maneira que os eixos










Figura 4.5: Representação esquemática da mudança de coordenadas através de uma ro-
tação por ângulo φ. Na figura mostramos também os semi-eixos maior, a, e menor, b.
Como os mapas se encontram na forma adimensional, então a situação descrita pela











com (x̃n, p̃n) denotando o par conjugado posição-momentum no espaço de fases rotaci-
onado por um ângulo φ. Considerando que DM é a matriz jacobiana do mapa dado
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pois I = R−1(φ)R(φ) corresponde à matriz identidade.
O cálculo de R(φ)(DM)R−1(φ) fornece o mapa harmônico nas coordenadas rotacio-
nadas, onde esperamos que as órbitas correspondam a elipses cujos semi-eixos coincidem
com os eixos das ordenadas e abcissas do sistema de coordenadas.














































O espaço de fases do mapa harmônico para γi = 0 é mostrado na figura 4.6 para uma
única condição inicial.

















Ainda com o intuito de verificarmos a hipótese lançada no ińıcio desta seção, vamos
considerar uma distribuição canônica, a exemplo do que foi feito na seção anterior, porém
agora com a forma não rotacionada da hamiltoniana, equação (4.86):




É de se esperar que a nova função partição não se altere, pois se trata da mesma












isto é, ZC = ZC .
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Figura 4.6: Espaço de fases para uma única condição inicial (x̃0, p̃0) = (1, 1) com a variação
do parâmetro k.
Podemos empregar o mesmo racioćınio utilizado para solucionarmos o mapa do banho
para obtermos as soluções do sistema rotacionado com γ = 0. Um modo simples e
elegante de efetuar isto é escrevermos as soluções (4.39) e (4.40) na forma matricial.

















0 sen (nθi) + p̃
(i)
0 cos (nθi). (4.89)
É posśıvel ainda procedermos como fizemos para o caso γ 6= 0 do sistema original,
cujas elipses estão rotacionadas por um ângulo φ 6= 0. Os novos coeficientes das soluções
rotacionadas, equações (4.88) e (4.89) se escrevem:
g̃(i)n = cos [(n+ 1)θi], (4.90)
f̃ (i)n = sen [(n+ 1)θi]. (4.91)
Na tabela 4.2 podemos conferir os coeficientes de {Xn′}2n′=0, nas três primeiras iteradas
da coordenada de posição do mapa do banho (4.84) com γ 6= 0.
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Tabela 4.2: Os coeficientes das primeiras iteradas do mapa harmônico, dado pelos mape-
amentos (4.84) e (4.85), acoplado ao sistema central.
n X0 X1 X2
1 1 + k 0 0
2 1 + 2k − k2 − k3 1 + k 0
3 1 + 3k − 3k2 − 4k3 + k4 + k5 1 + 2k − k2 − k3 1 + k
A combinação dos resultados (4.88), (4.89) e (4.90), (4.91) para γ = 0, aliada a uma

































































De posse agora da solução do banho, desejamos efetuar os mesmos procedimentos
para a obtenção de um mapa generalizado, porém agora com o banho escrito em coor-
denadas rotacionadas. Com esta finalidade, notemos que na relação de recorrência para
o momentum do sistema (4.20) do mapa proposto neste trabalho tem termo de acopla-
mento dependente de x
(i)
n , a posição de cada um dos osciladores do banho. Escrita nas
















































Substituindo a posição (4.94) na relação do momentum do sistema (4.20) conduz a:
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para a força flutuante.
A função de autocorrelação, embora bastante trabalhosa, possui termos cruzados que








= 0. Contudo, seu valor é igual ao obtido para





O termo remanescente, correspondente à soma das contribuições do núcleo de memória





Contudo, não há uma forma para f̃n−n′−1 que dependa apenas de f̃n. Como consequência,
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novamente uma forma não-usual da relação de flutuação-dissipação é satisfeita, o que nos
permite afirmar que não é a rotação das trajetórias devido ao “kick” a responsável pela
forma (4.74).
4.6 A dinâmica de uma part́ıcula livre no ambiente
finito com impulsos periódicos
Como um exemplo, vamos tomar o caso da part́ıcula livre, em que v(X) = 0 nas
expressões (4.78) e (4.56). Para este caso, a discretização da equação de Langevin clássica
é conhecida: o processo é assumido ser markoviano e as expressões para a velocidade e
posição são obtidas [48].
Neste exemplo, desconsideraremos efeitos de memória, de modo que as expressões
(4.78) e (4.56) possam ser escritas como:
Pn+1 = λPn + Fn, (4.102)











como sendo a constante de dissipação.
A razão pela qual podemos desconsiderar termos de memória para este exemplo, é
que se trata de uma aplicação particular do mapa generalizado proposto, uma vez que
é um mapa geral, para o qual não são impostas restrições. Também no mapa (4.78) há
o aparecimento do termo de força correspondente a uma soma dependente da condição
inicial X0. Conforme comentamos no caso cont́ınuo, aqui também podemos fazer X0 = 0,
o que representa o fato de que não há interação entre banho e sistema no instante n = 0.
Assumimos aqui também que o resultado (4.65) é válido. Contudo, para a correlação,
assumimos o processo markoviano:
〈FnFn′〉 = Cδn,n′ , (4.105)
sendo a delta de Kronecker e C, dada à partir da expressão (4.70), que depende do número
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βk2i (1− k2i /4)
. (4.106)
Podemos observar as primeiras iteradas do mapa (4.102) e (4.103) com a finalidade
de encontrarmos uma solução em termos apenas de uma soma de variáveis independentes.
A tabela 4.3 mostra as três primeiras iteradas do “mapa browniano”, onde consideramos,
por simplicidade, as condições iniciais X0 = 0 e P0 = 0, sem restrições de generalidade.
Tabela 4.3: As três primeiras iteradas do mapa browniano, expressões (4.102) e (4.103).
n Xn Pn
1 F0 F0
2 (1 + λ)F0 + F1 λF0 + F1
3 (1 + λ+ λ2)F0 + (1 + λ)F1 + F1 + F2 λ
2F0 + λF1 + F2
Como λ é constante e depende apenas do número de osciladores e {Fn} são assumidos







e corresponde à solução para o momentum, expressa em termos da soma apenas das
variáveis independentes {Fn}.
Também com alguma manipulação algébrica, após estudo das iteradas pela tabela 4.3,











que também é escrita em termos de uma soma de variáveis independentes, dado que Kn,n
e λ são constantes e {Fn} consiste do conjunto das forças flutuantes discretas, atuantes
em cada tempo n.
Podemos agora investigar a difusão tanto na posição quanto no momentum. Para isto,
vamos considerar a abordagem de [48]. Inicialmente vamos determinar a função caracte-
ŕıstica associada ao momentum, definida como sendo o valor médio da transformada de
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A soma no argumento da exponencial da expressão (4.110) é convergente e possui






Como consequência, podemos calcular a função densidade de probabilidade, definida














e corresponde a uma distribuição gaussiana no momentum, um resultado similar ao obtido
para o movimento browniano.
















〉 1− (1− γ2)2n
1− (1− γ2)2 , (4.114)
sendo γ o parâmetro de acoplamento entre sistema e banho.
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cujos dois primeiros momentos são:





como esperado de uma distribuição gaussiana.
Com efeito, para o número de iteradas n → ∞ e considerando 0 < λ < 1, temos para





A diferença em relação a outras abordagens de discretização, deste mesmo exemplo,
é que consideramos aqui o efeito do banho térmico explicitamente. Assim, o coeficiente
de difusão depende da densidade espectral do banho e do parâmetro de acoplamento.
Entretanto, o nosso resultado para dn e bn em tempos longos coincidem com os resultados
conhecidos para o movimento browniano.
Um estudo numérico do mapa proposto por nós com resultados que confirmam nossos
cálculos anaĺıticos serão apresentados no próximo caṕıtulo.
Capı́tulo 5
As simulações numéricas
Neste caṕıtulo vamos investigar as propriedades de sistemas espećıficos imersos em
banho harmônico com “kick”. Sabemos que a equação que governa o sistema central a
tempo cont́ınuo é a equação de Langevin. Em nosso modelo temos a presença dos impulsos
periódicos (“kicks”). Logo, a evolução do sistema com o número de iteradas é dado pelo
que chamamos de mapa generalizado, dado pelas relações de recorrência (4.55) e (4.56).
Embora de posse da equação que governa o movimento do sistema, nosso interesse
neste caṕıtulo é em situações mais espećıficas e potenciais mais complexos, de modo que
tenhamos acesso aos fenômenos que ocorrem por meio de investigação numérica. Este é
o caso, por exemplo, de um potencial que implique movimento caótico. Também temos
interesse aqui em calcular numericamente algumas quantidades espećıficas já encontradas
analiticamente no caṕıtulo anterior.
Para efetuarmos as simulações, precisamos considerar uma distribuição de frequências
para o banho de osciladores, seja o banho constitúıdo por osciladores harmônicos ou
osciladores harmônicos com“kicks”. Destinaremos a seção seguinte para a discussão sobre
a escolha da distribuição das frequências do banho, ou, na nossa escala, o parâmetro
adimensional das frequências ki.
5.1 A densidade espectral do banho
Ao efetuarmos as simulações numéricas considerando o banho térmico como N mapas
harmônicos, precisamos especificar os seus parâmetros associados à frequência.
Conforme definimos, o que chamamos de mapa harmônico adimensional apresenta
59
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um parâmetro ki = ωiτ que é proporcional ao peŕıodo do impulso e à frequência de
oscilação. Portanto, precisamos delimitar como serão escolhidos os valores de ki para
cada oscilador do banho térmico (i = 1, 2, . . . , N). Na prática, teremos um espectro de
frequências discreto, no sentido de que a distribuição de frequências será dada por uma
função cont́ınua no limite N → ∞.
Quando um número aleatório é gerado por meio de uma distribuição constante, é
posśıvel atribúırmos uma densidade de probabilidade à distribuição. Deste modo, se





dx, se 0 < x < 1
0, caso contrário.
(5.1)
Sendo a distribuição normalizada, teremos:
∫ ∞
−∞
P(x)dx = 1. (5.2)
Dada uma distribuição para os números, desejamos que os números aleatórios se
distribuam de acordo com alguma potência diferente de zero, o que dará outra distribuição
ao invés de constante para as frequências do banho.
Colocado em outros termos, desejamos obter uma forma funcional y(x) para as frequên-
cias do banho, de modo que ao gerarmos os números aleatórios para x, tenhamos a dis-





yαdy, se 0 < y < 1
0, caso contrário.
(5.3)
A lei de transformação de probabilidades se escreve:
|P(x)dx| = |P(y)dy| , (5.4)
o que fornece
y(x) = [(α + 1)x]
1
α+1 . (5.5)
Aplicada ao problema da escolha das frequências do banho, a densidade de probabi-
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lidade dos parâmetros de frequências será dada por:
ρ(k) = kα. (5.6)
Procedendo da forma acima descrita, temos a liberdade para escolhermos distintas
distribuições de frequência, de maneira a estudarmos a influência destas distribuições nas
quantidades mensuráveis do sistema.
Para o problema do sistema imerso em banho estudado nesta tese, a densidade espec-
tral é definida por uma função J(ω). Em nossa escala, a densidade espectral passa a ser









δ(k − ki). (5.7)
Quando assumimos um cont́ınuo de osciladores (N → ∞), então podemos assumir
uma função cont́ınua para a densidade espectral, da forma J(k) = ckα, sendo c uma
constante. Neste contexto, é posśıvel classificarmos a distribuição de frequências do banho
da seguinte maneira de acordo com a potência da densidade espectral[10, 31]:
• α < 1: banho do tipo sub-ôhmico;
• α = 1: banho do tipo ôhmico;
• α > 1: banho do tipo super-ôhmico;
• α = 2: banho do tipo Debye.
Na figura 5.1, apresentamos a distribuição das frequências para um banho do tipo
Debye, à medida que o número de osciladores cresce.
Em particular, adotaremos uma distribuição quadrática em todas as simulações nu-
méricas efetuadas nesta tese.
5.2 A determinação das condições iniciais
Para escolher as condições iniciais, devemos ter em vista que a energia efetiva total
do problema deve ser constante. Seja E a energia efetiva total do problema e ES, EB, EI
as energias efetivas do sistema, banho e interação, respectivamente. Dizer que a energia
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Figura 5.1: As frequências do banho seguem uma distribuição do tipo Debye, isto é, com
α = 2, no limite N → ∞. Mostramos aqui as distribuições de frequência geradas através
da relação 5.6, com α = 2, para (a) N = 100, (b) N = 1000, (c) N = 10000 e (d)
N = 100000 osciladores.
efetiva total E deve ser constante, equivale a fixar E = ES + EB + EI se estivermos
interessados em várias realizações para o banho ou para o sistema. Note que esta energia
efetiva é uma quantidade distinta da hamiltoniana original 4.1 do modelo proposto, pois
a hamiltoniana apresenta dependência temporal expĺıcita devido aos impulsos periódicos.
Deste modo, existem flutuações em H, sendo conveniente olharmos para E conforme defi-
nimos. No caso do banho, já mostramos no caṕıtulo 4 que esta quantidade para um único
oscilador é a constante de movimento h(x, p) dada pela expressão (4.14). Consequente-
mente, a soma estendida a todos os osciladores com “kick”, fornecerá a energia efetiva do
banho.
Outro aspecto que devemos considerar é que exatamente quando escolhemos a condi-
ção inicial não há interação entre sistema e banho. Isto pode ser realizado com a escolha
da posição do sistema em X = 0, dado que a interação é bilinear nas coordenadas do
banho e do sistema.
Para a escolha das condições iniciais, utilizamos um gerador de números aleatórios,
como o ran1 [49], que possui distribuição constante e normalizada, de modo a gerar as
condições iniciais para o momentum de cada oscilador. O i-ésimo oscilador tem energia
efetiva inicial E
(i)




B forneça a energia efetiva total somente do
5.3. O mapa generalizado e o movimento browniano 63
banho.
Resolvendo a constante (4.14) para x
(i)
















0 (1− k2i /4). (5.8)
Dado que p
(i)
0 foi escolhido aleatoriamente, então numericamente basta verificarmos
se a raiz é positiva em (5.8) e, então, escolhermos x
(i)
0 quando isto for verdade.
Outro aspecto que devemos comentar é que, em se tratando de um mapa, não há
restrição para a escolha das condições iniciais, desde que os pontos escolhidos pertençam,
evidentemente, ao domı́nio onde o mapa está definido. Esta forma que citamos acima
consiste em escolher as condições iniciais aleatórias de modo que estejam todas sobre a
mesma superf́ıcie de energia EB para o banho, com a finalidade de estudarmos as trocas
de energia entre o sistema e o banho. Outra forma de inicialização consiste em distribuir
as energias efetivas E
(i)
B para cada oscilador de acordo com a distribuição de Boltzmann do
tipo e−βE, a uma dada temperatura fixa. Quando isto for feito neste caṕıtulo, geralmente
assumiremos β = 1.
5.3 O mapa generalizado e o movimento browniano
Encerramos o caṕıtulo 4 com a seção 4.6, onde apresentamos os cálculos anaĺıticos
efetuados no sistema dinâmico a tempo discreto que chamamos de mapa generalizado. Em
particular, derivamos expressões para a difusão, tanto para o momentum quanto para a
posição de uma part́ıcula browniana. Esta seção é dedicada à apresentação dos resultados
numéricos para o que chamaremos de mapa browniano, correspondente ao conjunto de
relações de recorrência dados pelas equações (4.102) e (4.103).
Similarmente ao que se faz no estudo do movimento browniano, a figura 5.2 apresenta
a posição e o momentum para 10 condições iniciais distintas para o banho (em cores),
embora com condição inicial igual para o sistema central.
Empregamos também neste caṕıtulo o acoplamento efetivo, um resultado obtido da
teoria da resposta linear [19]. Isto é feito nas simulações numéricas de modo a obter a
resposta efetiva do banho. Matematicamente, emprega-se γi → γi/
√
N .
É posśıvel notar o comportamento extremamente similar do movimento browniano
usual apenas com N = 100 osciladores. Para evidenciar o caráter pseudo-aleatório do
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Figura 5.2: A posição Xn e o momentum Pn calculados numericamente para 10 condições
iniciais, 103 iterações e N = 100 mapas harmônicos no banho. Cada cor denota uma
trajetória para uma condição inicial dos mapas do banho, embora o sistema central seja
inicializado em (X0, P0) = (0, 0). Nestas figuras, γ = 0, 1/
√
N .
mapa proposto, bem como a verificação de nossas expressões anaĺıticas para o caso brow-
niano, é posśıvel calcular numericamente a difusão, tanto para o momentum quanto para
a posição, do sistema central, dado pelas expressões (4.114) e (4.116). Para a geração nu-
mérica dos gráficos da difusão, o mapa dado pelas equações (4.103) e (4.102) é calculado
para 103 iterações e 103 condições iniciais do banho.
Em um processo difusivo, o segundo momento da distribuição da posição é proporci-





com ǫ = 1 para a difusão normal.
Uma inspeção mais cuidadosa da difusão nos permite afirmar se o mapa é consistente
para a geração de trajetórias brownianas. O gráfico 5.4 mostra que o expoente (5.9) é
ǫ ≈ 1, 0, o que caracteriza a difusão normal, para longos tempos n > 2000.
Este resultado é particularmente reconhećıvel da expressão anaĺıtica para a difusão,
conforme comentamos no caṕıtulo 4.
Podemos verificar claramente das figuras 5.3 e 5.4 que os resultados obtidos analitica-
5.3. O mapa generalizado e o movimento browniano 65



















Figura 5.3: A difusão da posição e do momentum calculados numericamente (curva em
preto) através do mapa (4.103) e (4.102) e analiticamente (curva em vermelho) das ex-
pressões (4.116) e (4.114). Para esta figuras, são utilizados: γ = 0, 1/
√
N , 103 condições

























Figura 5.4: O desvio quadrático médio em escala log-log para N = 100 em preto e
N = 1000 em vermelho, considerando γ = 0, 1/
√
N .
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mente estão consistentes com os resultados numéricos para o caso de uma part́ıcula livre
no sistema sujeito a um banho de osciladores com “kick”.
Com o intuito de compreendermos os efeitos da memória no mapa, a mesma análise
pode ser efetuada considerando termo a termo de memória. Consideremos o mapa de
Langevin contendo apenas um termo de memória, isto é:
Pn+1 = λPn +Kn,n−1Pn−1 + Fn, (5.10)
Xn+1 = Xn + Pn+1, (5.11)


















k2i (1− k2i /4)
.
A figura 5.5 apresenta a difusão na posição do mapa do sistema central com um termo

























Figura 5.5: O desvio quadrático médio em escala log-log para N = 100 em preto e
N = 1000 em vermelho, considerando γ = 0, 1/
√
N .
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Para tempos pequenos, no entanto, é posśıvel perceber ǫ ≈ 2, 7 nos dois casos, tanto
markoviano quanto não-markoviano com um termo de memória.
5.4 O potencial harmônico para o sistema
Nesta seção, consideremos que o sistema central seja composto por uma part́ıcula





sendo Ω um parâmetro adimensional e proporcional à frequência de oscilação da part́ıcula
do sistema.
Matematicamente, temos para o sistema:







Xn+1 = Xn + ΩPn+1. (5.14)
Embora os efeitos da dissipação, memória e força flutuante estejam todos impĺıcitos
na soma que aparece sobre os osciladores na (5.13), podeŕıamos empregar para a evolução
do momentum a expressão (4.78) nas investigações numéricas, onde temos explicitamente
tais quantidades. No entanto, teŕıamos uma “frequência efetiva”, distinta de Ω, em razão
do potencial efetivo. Em outras palavras, teŕıamos:
∂vefetivo(Xn)
∂Xn
= (Ω− γ2)Xn, (5.15)
considerando γi = γ igual para todos os osciladores. A frequência efetiva deste novo
potencial é dada então por: Ω− γ2.
Quando escolhemos uma forma para o potencial, como neste caso, podemos estudar
como ocorrem as trocas de energia entre o sistema e o banho. Em particular, em razão
dos “kicks”, conforme já comentamos, a quantidade estudada deve ser uma constante de
movimento quando não há acoplamento.
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5.4.1 As trocas de energia entre o sistema e o banho
Como vimos, o mapa do sistema dado pelas equações (5.13) e (5.14), apresenta efeitos
de dissipação, quando o escrevemos na forma do que chamamos mapa de Langevin. É
natural esperarmos as trocas de energia entre sistema e banho com a variação do número
de mapas que o compõe.
Uma evidência de que o sistema central apresenta dissipação, i. e. apresenta redistri-
buição da energia, quando estudado sob o ponto de vista de um sistema aberto, é dada
na figura 5.6, que apresenta o espaço de fases somente do sistema para vários valores do
parâmetro Ω em função do número de osciladores N do banho. É importante ressaltar
que a energia efetiva inicial do sistema e do banho são fixas, sendo a energia efetiva de
interação inicial nula. Para o sistema, fixamos ES = 1, 0 no gráfico da figura 5.6, de
modo que a condição inicial para o sistema fosse: (X0, P0) = (0,
√
























Figura 5.6: O espaço de fases somente do sistema central (X,P ) com (a) N = 1, (b)
N = 10, (c) N = 100 e (d) N = 1000. Nesta figura foi utilizado γi = γ = 0, 1/
√
N
e Ω = 0, 8. A mesma condição inicial (0,
√
2) foi dada ao sistema central em todas as
situações. Nesta figura, utilizamos 104 iteradas.
Ainda com base na figura 5.6, fixamos o parâmetro de frequência do sistema em
Ω = 0, 8. Também vemos que as órbitas iniciadas em uma condição inicial (X0, P0) são
atráıdas para (0, 0), embora algumas não permaneçam lá, devido às trocas de energia
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com o banho para N pequeno. Em termos da teoria de sistemas dinâmicos o ponto (0, 0)
representa um atrator, do ponto de vista somente do mapa harmônico que compõe o
sistema central.
Para compreendermos como o parâmetro de frequência influencia na dinâmica do
mapa generalizado, podemos estudar o espaço de fases somente do sistema com a variação
deste parâmetro. A figura 5.7 apresenta o espaço de fases somente do sistema, para uma
única condição inicial do sistema, a saber (X0, P0) = (0,
√
2), com N = 100 mapas
harmônicos representando o banho.






























Figura 5.7: O espaço de fases somente do sistema central (X,P ) com N = 100 foi cons-
trúıdo com 104 iteradas do mapa harmônico como sistema central, imerso também em
banho de mapas harmônicos. Aqui utilizamos γi = γ = 0, 1/
√
N e parâmetro associado
à frequência do oscilador sendo (a) Ω = 0, 2; (b) Ω = 0, 8; (c) Ω = 1, 0 e (d) Ω = 1, 2. A
mesma condição inicial foi dada ao sistema central em todas as situações.
Da figura 5.7, podemos perceber a influência do parâmetro de frequência. Algumas
frequências para o sistema central apresentam maior dissipação. Isto se dá devido ao fato
da frequência do sistema ser próxima de frequências associadas aos mapas do banho. De
fato, se olharmos para a distribuição das frequências do banho na figura 5.1, veremos que
as frequências do sistema próximas entre 1, 0 e 1, 5 é que fornecem maior dissipação, pois
é a região mais provável para as frequências do banho.
O caráter dissipativo somente do sistema pode ser evidenciado a partir dos gráficos
da energia efetiva do sistema com o número de iteradas. A energia efetiva para o sistema
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com Ω adimensional, conforme comentamos, e proporcional à frequência de oscilação da
part́ıcula do sistema e também proporcional ao tempo de “kick”.
Os gráficos para a energia efetiva do sistema ES são mostrados na figura 5.8. Para
a construção desta figura, seguimos apenas uma trajetória do sistema ao longo das 1000
iterações do mapa generalizado. As condições iniciais foram escolhidas aleatoriamente (cf.
seção 5.2)para o banho de N = 1, 10, 100 mapas constituindo o ambiente.







Figura 5.8: A energia efetiva do sistema. Para este gráfico empregamos Ω = 1, 2, com
N = 1 (curva preta), N = 10 (curva vermelha) e N = 100 (curva azul). Na figura são
mostradas 103 iterações dos mapas, com γ = 0, 1/
√
N .
Da figura 5.8, é posśıvel percebermos que com o aumento do número de osciladores,
uma maior parte da energia do sistema é dissipada. De fato, o que ocorre é uma troca
de energia com o ambiente, às custas da energia de interação. Neste exemplo da figura
5.8 fixamos a energia efetiva inicial do sistema como ES = 1, 0 e as condições iniciais do
banho são determinadas da maneira descrita na seção 5.2, onde as energias de cada um
dos elementos do banho são dadas por uma distribuição do tipo Boltzmann.
Cumpre ressaltarmos que os picos que aparecem, tanto na curva vermelha quando
azul, apresentam alguma correlação. Por exemplo, na curva azul, há o aparecimento de
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um pico entre n = 700 e n = 800. Na prática, estes picos reaparecerão para tempos
maiores, em razão da recorrência de Poincaré.
Calculamos analiticamente a dissipação no caṕıtulo anterior para o caso geral, de
acordo com a expressão (4.78). Embora esta dissipação dependa apenas do número de
osciladores e da distribuição de frequências, os termos de memória são responsáveis pelo
efeito do retorno da energia.
Um olhar mais cuidadoso para as energias efetivas do sistema, banho e interação,
ES, EB e EI , respectivamente, nos mostra como se dá a troca dessas energias. Isto é o
que podemos perceber na figura 5.9. Na simulação da figura 5.9 empregamos os mesmos
valores da figura 5.8 para a inicialização do problema.













Figura 5.9: As trocas de energia. A curva em preto corresponde à energia efetiva do sis-
tema central, em vermelho a energia efetiva do banho e em laranja a energia de interação.
Em azul é mostrada a energia total do problema, que se conserva para N = 100 mapas
no banho e 103 iterações.
Anteriormente, na figura 5.7, verificamos que existem frequências do sistema central
que permitem uma taxa de dissipação maior. Por este motivo, a distribuição de frequências
do banho influencia enormemente na taxa de dissipação. Um panorama global para a
compreensão do problema é dado pela construção de um espaço de parâmetros.
Na figura 5.10 apresentamos o espaço dos parâmetros γ, Ω e ES na escala de cores.
Para esta simulação, tomamos ES = 10, 0 inicialmente e E
(i)
B = 0, 01 para cada um dos
N = 2 mapas do banho. Os parâmetros de frequência dos dois mapas são: k1 = 1, 169495
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e k2 = 0, 427077, que correspondem às duas primeiras frequências obtidas do gerador
aleatório, conforme descrito na seção 5.1.
Figura 5.10: Espaço dos parâmetros γ e Ω. A escala de cores representa a energia do
sistema central, que corresponde a um mapa harmônico. Para o banho, temos N = 2
mapas harmônicos com parâmetros de frequência geradas em uma distribuição do tipo
Debye, fornecendo k1 = 1, 169495 e k2 = 0, 427077.
É evidente da figura 5.10 que quando a frequência Ω é próxima de 0, 42 ou 1, 2 então
a energia efetiva do sistema é dissipada em sua maior parte, comparada às outras regiões
do mesmo espaço de parâmetros. De modo a compreendermos o papel do número de
osciladores na criação destes canais para a dissipação, apresentamos na figura 5.11 o
espaço de parâmetros γ, Ω e ES para N = 10 mapas no banho, onde agora a distribuição
Debye fornece as frequências adicionais para o banho: k3 = 1, 525609, k4 = 1, 511168,
k5 = 1, 153066, k6 = 0, 536982, k7 = 0, 676852, k8 = 1, 526495, k9 = 1, 146632 e k10 =
0, 982302 (cf. seção 5.1.
É posśıvel afirmar, das figuras 5.10 e 5.11, que quanto mais osciladores, mais canais











Com efeito, os graus de liberdade a mais criam canais adicionais para a dissipação da
energia efetiva do sistema central. Isto permite inferir que é um comportamento global
do problema como um todo, de maneira que quanto mais mapas no banho, maior será o
número de canais para a dissipação da energia efetiva.
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Figura 5.11: Espaço dos parâmetros γ e Ω. A escala de cores representa a energia do
sistema central, que corresponde a um mapa harmônico. Agora o banho consiste de
N = 10 mapas harmônicos com frequências: k1 = 1, 169495 e k2 = 0, 427077, k3 =
1, 525609, k4 = 1, 511168, k5 = 1, 153066, k6 = 0, 536982, k7 = 0, 676852, k8 = 1, 526495,
k9 = 1, 146632 e k10 = 0, 982302.
5.5 O potencial do tipo catraca
Na seção 5.4 estudamos um sistema bastante espećıfico, um oscilador com “kick”,
imerso em um banho de osciladores com “kick”. Isto é representado pela escolha do
potencial ao qual a part́ıcula do sistema está sujeita, dado pela equação (5.12). Toda a
dinâmica é descrita em termos do mapa generalizado, que apresentamos no caṕıtulo 4.
Ainda com o objetivo de estudarmos os efeitos de um banho térmico como o proposto
nesta tese, um exemplo mais complexo que pode ser numericamente analisado é o po-
tencial do tipo “ratchet”, ou catraca. Nesta seção, temos o objetivo de apresentar alguns
resultados numéricos quando consideramos um potencial distinto da expressão (5.12).
Ressaltamos que a dinâmica de uma part́ıcula sujeita a um potencial qualquer em um
ambiente com“kicks” é dada pelo nosso mapa generalizado. Deste modo, desejamos agora
escolher um potencial para o sistema que possa apresentar um comportamento caótico.
A representação matemática para um potencial do tipo catraca consiste em uma fun-
ção que apresenta assimetria espacial e que pode ser empregada para modelar as chamadas
“catracas brownianas” [50, 51], conforme apresentada na figura 5.12.
Com finalidade ilustrativa, podemos citar um dos inúmeros problemas de transporte
de part́ıculas, que tira vantagem da assimetria espacial de alguns mecanismos [52], como
o das “catracas brownianas”. O aparato da figura 5.13 possui um perfil “ratchet” (catraca)
e em seu interior contém um ĺıquido com part́ıculas de tamanhos distintos (pontos pretos
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Figura 5.12: Uma função espacialmente assimétrica que pode representar um potencial
catraca.
e brancos na figura). Através de um pistão, também indicado na figura 5.13, há uma
diferença de pressão e, portanto, há corrente de part́ıculas através do perfil do tipo catraca,
permitindo a separação de part́ıculas de tamanhos distintos.
Figura 5.13: Figura esquemática do aparato experimental proposto na referência [52] para
a separação de part́ıculas. Esta figura foi adaptada da referência [52].
Em trabalhos recentes [53, 54], os autores apresentaram um modelo para o estudo dos
fenômenos de transporte de part́ıculas na ausência de força externa direcionada. De fato,
os modelos do tipo “rachet” são amplamente estudados atualmente [53] justamente por
esta propriedade de transporte devido à assimetria do potencial combinada com a força
externa cuja média é nula.
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O mapa do tipo “ratchet” com rúıdo é dado por:
Pn+1 = λPn + α [sen (Xn) + a sen (2Xn + ϕ)] + ξ(n), (5.18)
Xn+1 = Xn + Pn+1, (5.19)
onde λ é um parâmetro de dissipação, α é um parâmetro de amplitude e a o parâmetro
associado à simetria do potencial. A variável ξ(n) é uma variável estocástica que satisfaz
às seguintes propriedades:








Se considerarmos que ξ(n) = 0 para todo n, então teremos o mapa do tipo “ratchet”
sem rúıdo.
Vários são os interesses neste tipo de sistema, dentre os quais se destaca a otimização
do transporte para uma dada combinação dos parâmetros [53].
Uma forma prática de investigação da otimização, porém trabalhosa, consiste na cons-
trução dos espaço de parâmetros, semelhante aos que apresentamos neste caṕıtulo. A
rigor, este tipo de construção é uma generalização [55] dos diagramas de bifurcação usual
a um parâmetro, mostrado no caṕıtulo 2, de modo que usualmente se faz um gráfico do
tipo: [µ1, µ2, ζ], sendo µj (j = 1, 2) dois parâmetros do sistema e ζ alguma quantidade


















sendo nc o número de condições iniciais e ϑ um valor de corte para o transiente temporal.
O tamanho da órbita analisada é n.
No trabalho [54], os autores consideram o mapa do“ratchet”dado pelas relações (5.18)
e (5.19) com o ruido ξ(n) obedecendo às propriedades (5.20) e (5.21), onde foram estudadas
os efeitos da temperatura sobre a corrente de“ratchet”no espaço de parâmetros. Na figura
5.14 o espaço de parâmetros é mostrado, onde a escala de cor representa a corrente de
“ratchet”. Nesta figura, os autores consideraram T = 10−2.
Podemos tomar os mapas (5.18) e (5.19) como o sistema em nosso modelo e estudar-
mos os efeitos do banho na corrente de “ratchet”. Deste modo, em lugar do ruido ξ(n),
teremos o banho constitúıdo de N osciladores harmônicos com “kick”, cujas propriedades
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Figura 5.14: O espaço de parâmetros [α, λ,RC] do “ratchet”. Esta figura foi extráıda de
[54].
já conhecemos.
A figura 5.15 mostra a corrente de “ratchet” à partir dos dados em [53], para o mapa
dado por (5.18) e (5.19) sem rúıdo externo, isto é, para ξ(n) = 0.
Figura 5.15: O espaço de parâmetros [α, λ,RC]. A corrente de “ratchet” está mostrada
na escala de cores. Esta figura foi reproduzida com os dados de [53].
Da figura 5.15 é posśıvel identificar várias estruturas no espaço de parâmetros [53].
No limite conservativo, λ = 1, há uma variedade de estruturas que não apresentam bordas
bem definidas, onde a corrente é tanto positiva quanto negativa.
Exceção feita ao limite conservativo, é posśıvel identificarmos no espaço de parâme-
tros, estruturas grandes com bordas bem delimitadas em verde. Em vermelho, estruturas
menores aparecem também com bordas bem definidas no espaço e fora do limite conser-
vativo. Tais estruturas com bordas bem definidas são conhecidas na literatura e foram
descritas primeiro por J. Gallas para o mapa de Hénon [55]. A exemplo do que ocorre no
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diagrama de bifurcação a um parâmetro, estas estruturas também podem ser encontradas
em um espaço de parâmetros onde a quantidade f́ısica não é a corrente, mas o peŕıodo do
atrator e também os expoentes de Lyapunov (cf. caṕıtulo 2).
As estruturas isoperiódicas seguem um padrão no espaço de parâmetros: há uma linha
preferencial para o aparecimento das diversas estruturas. Se os parâmetros forem tomados
sobre tal reta preferencial, então é garantida a otimização da quantidade f́ısica, no caso a
corrente.
Uma observação essencial é que na presença do rúıdo ξ(n), algumas estruturas ainda
sobrevivem. No entanto, conforme descrito em [54], tais estruturas não apresentam mais
bordas tão bem definidas. Deste modo, é natural questionarmos os efeitos de um banho
térmico sobre o sistema central constitúıdo por um potencial do tipo“ratchet”. Simulações
preliminares foram efetuadas para N = 100 e γ = 0, 001/
√
N e comparadas inicialmente
com os resultados apresentados em [54].
A figura 5.16 mostra a corrente, em escala de cores similar a [53, 54], apresentando os
efeitos deste banho.
Figura 5.16: O espaço de parâmetros [α, λ,RC] do “ratchet” como sistema central imerso
em banho térmico de N = 100 osciladores. A corrente de “ratchet” está mostrada na
escala de cores. Esta figura foi reproduzida com os dados de [53], porém ao invés de
utilizarmos o rúıdo externo, tomamos o “ratchet” como sistema central imerso em banho
de N = 100 mapas harmônicos.
É evidente da figura 5.16 que as estruturas isoperiódicas não apresentam mais as
bordas bem delimitadas. De fato, com o aumento da intensidade do ruido ou com o
aumento de osciladores no banho, as estruturas isoperiódicas são destrúıdas. Este exemplo
mostra claramente os efeitos de um conjunto de mapas harmônicos representando um
banho térmico. Em conjunto com os exemplos mais simples apresentados neste caṕıtulo,
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este exemplo mostra a validade geral do mapa generalizado.
Capı́tulo 6
Conclusões
O modelo do sistema imerso em banho térmico é eficiente para descrever as interações
microscópicas que produzem efeitos macroscópicos, como o movimento browniano. De
fato, à partir de tal modelo é posśıvel obter toda uma descrição clássica da resposta ao
sistema, devido ao banho, e descrever o movimento do sistema de uma forma bastante
geral através da equação generalizada de Langevin.
É neste contexto que neste trabalho propusemos um mapa tendo como ponto de
partida o modelo de Caldeira-Leggett. Mostramos que o mapa proposto pode ser escrito
e interpretado como um mapa generalizado contendo termos de força flutuante discreta
e memória. Mostramos também como as quantidades estat́ısticas se alteram com os
impulsos periódicos. Ademais, também verificamos que o mapa proposto para o ambiente
representa um reservatório térmico, ao qual se pode atribuir uma temperatura e de onde
obtivemos a distribuição de equiĺıbrio e relações importantes como a relação de flutuação-
dissipação [44] em uma forma que não havia sido relatada na literatura conhecida. Esta
relação consiste exatamente da conexão entre o processo microscópico da dissipação e da
flutuação e assegura que o sistema como um todo alcança o equiĺıbrio para tempos longos.
Considerar o ambiente com impulsos periódicos traz como consequência uma dinâmica
bastante rica com efeitos inesperados no sistema que está imerso no ambiente. Podemos
citar como propriedades gerais: a dissipação, que é proveniente do acoplamento; a di-
nâmica não-usual dos osciladores que compõe o banho; a termalização, que é observada
pela atribuição de uma temperatura ao banho; a relação de flutuação-dissipação em forma
não-usual e a dinâmica intrinsecamente não-markoviana gerada pelos “kicks”.
Tais caracteŕısticas são independentes do sistema considerado. São gerais e proveni-
entes do ambiente e acoplamento com “kick” considerado.
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Verificamos que as trocas de energia entre sistema e ambiente discretizados podem
ocorrer e nas escalas de tempo observadas, há a dissipação do que chamamos de energia
efetiva de um único mapa harmônico para o ambiente composto de um número finito
de mapas harmônicos, um resultado que foi verificado analiticamente para uma part́ıcula
sujeita a um potencial qualquer como sistema.
Com efeito, assim como a equação generalizada de Langevin é extremamente geral,
no sentido de que descreve uma variedade de sistemas f́ısicos, propomos aqui o mesmo de
nosso mapa generalizado. Um exemplo da generalidade do mapa é dado ao investigar-
mos o ambiente, representado pelos mapas harmônicos. No espaço de fases, cada mapa
harmônico fornece órbitas eĺıpticas rotacionadas em relação ao par de eixos canônicos, que
escritos nas coordenadas rotacionadas, sugerem o acoplamento não somente na posição,
mas também no momentum de cada mapa do banho.
Para exemplificar a aplicabilidade do mapa, estudamos o movimento browniano, tanto
para o caso em que os efeitos de memória são nulos, quanto para os efeitos de memórias
a curto prazo. Expressões anaĺıticas para o caso markoviano também foram obtidas para
a difusão espacial e do momentum e se confirmaram numericamente.
Outro exemplo estudado aqui através do ambiente discretizado é o dos efeitos globais,
observados através da construção dos espaços de parâmetros, do banho térmico sobre
um sistema cujo potencial é do tipo catraca, que pode apresentar caos. Verifica-se nas
simulações numéricas preliminares que o banho térmico realmente influencia de forma
muito semelhante a um rúıdo branco, embora existam os efeitos da memória, que ainda
não foram estudados na totalidade.
Como trabalhos futuros, propomos potenciais distintos para o sistema central e para
o banho térmico em investigações numéricas. Também podem ser estudados os efeitos das
distribuições de frequências para o banho térmico no caso harmônico, ou no caso em que
uma frequência caracteŕıstica possa ser atribúıda a cada oscilador.
Outro estudo consiste em investigar as distribuições para os tempos de “kick”, consi-
derando tempos distintos de “kick” para o sistema, o banho e o acoplamento. Uma outra
possibilidade é o estudo dos efeitos da sincronização em mapas acoplados, uma vez que
várias formas de investigar o fenômeno da sincronização são propostas na literatura [56].
Uma compreensão mais detalhada também das distribuições do parâmetro de acoplamento
é necessária.
Uma análise mais rigorosa em termos da teoria de sistemas dinâmicos pode ser feita,
considerando grandezas fundamentais da teoria, como os expoentes de Lyapunov, a mu-
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dança nas órbitas periódicas através da inserção de mais graus de liberdade, o que é
conseguido pelo acréscimo do número de mapas harmônicos no ambiente bem como a
aproximação da medida invariante com a distribuição de equiĺıbrio.
Como posśıvel estudo, também podemos citar a busca por formas da densidade es-
pectral que eventualmente possam tornar markoviana a dinâmica do mapa proposto.
Apêndice A
O limite τ → 0
A.1 O mapa original
Neste apêndice vamos demonstrar que no limite τ → 0 em tempos apropriados, vale
a relação de flutuação-dissipação obtida no caṕıtulo 3 para a equação generalizada de
Langevin.
Vamos iniciar com o mapa original, pois fazer ki → 0 no mapa adimensional só terá
sentido se fizermos τ → 0 mantendo ωi fixo, o que nos leva à própria análise do mapa
original.
Comentamos no capitulo 4 que em uma diferença de tempos apropriados, as equações
de movimento para o tempo cont́ınuo devem ser recuperadas.
Com efeito, as quantidades f́ısicas associadas à trajetória cont́ınua, em lugar da órbita








para qualquer variável de estado ~r no tempo n.
Já verificamos que a constante de movimento é expressa, em dimensões de energia,
pela equação (4.10). O mapa harmônico do banho (cf. seção 4.2) em unidades de posição
e momentum é dado por:
pn+1 = pn −mω2τxn, (A.2)
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exatamente conforme o esperado para um oscilador harmônico sem “kick”. A constante
de movimento (4.10) no limite τ → 0 fica:


















1− ω2i τ 2/4
, (A.7)
claramente se torna










no limite τ → 0.




















Com o aux́ılio destes resultados e da função partição canônica, a função de autocor-






miω2i (1− ω2i τ 2/4)
cos [(n− n′)θi]. (A.10)

















1− ω2i τ 2/4
sen [(n− n′)θi]. (A.12)




n−n′−1(τ → 0) = cos [(n− n′)θi], (A.13)
o que conduz à:






cos [(n− n′)θi], (A.14)







cos [(n− n′)θi]. (A.15)
Logo, podemos exprimir a diferença:
〈FnFn′〉 − kBTKn,n′(τ → 0) = 0, (A.16)
conduzindo à forma
〈FnFn′〉 = kBTKn,n′(τ → 0), (A.17)
como queŕıamos demonstrar.
Apêndice B
O termo de soma: memória e dissipação










































n − k2i f
(i)
n+1. (B.4)























Vamos analisar somente o termo de soma S1 inicialmente. Com uma mudança conve-
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O segundo termo chamado S2 também pode ser escrito de maneira conveniente, i. e.,





































































Notemos que na última relação, o termo de soma pode ser reescrito em termos do
momentum, se lembrarmos que:
Xn+1 = Xn + Pn+1, (B.14)





















[1] E. Ott. Chaos in Dynamical Systems (Cambridge, New York, 2002), 2 edição.
[2] K. Alligood, J. Yorke e T. Sauer. Chaos: An Introduction to Dynamical Systems
(Springer, New York, 1996).
[3] D. Gullick. Encounters with Chaos (McGraw-Hill, USA, 1992).
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Lett. 70, 2714–2717 (1993).
[56] Y. Kuramoto. Chemical Oscillations, Waves, and Turbulence (Springer-Verlag, Ber-
lin, 1984).
