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Zusammenfassung
Die Isochrone Massenspektrometrie (IMS) wird im Fragmentseparator (FRS)
und Experimentier-Speicherring (ESR) des Helmholtzzentrum fu¨r Schwe-
rionenforschung (GSI) Darmstadt zur pra¨zisen Messung von Kernmassen
genutzt. Die IMS ermo¨glicht den Zugriff auf Nuklide mit Lebensdauern bis
hinunter zu einigen zehn Mikrosekunden und besitzt eine Massengenauigkeit
in der Gro¨ßenordnung von bis zu 10−6. Hierbei werden exotische Kerne
bei relativistischen Energien via Projektil-Fragmentation und -Spaltung am
Eingang des FRS produziert, im Fluge ra¨umlich getrennt und im Speicher-
ring gespeichert. Zur Kompensation der breiten Impulsverteilung des Ionen-
strahls bei genauen Frequenzmessungen wird der Ring in einem isochronen
Modus betrieben. Dieser spezielle Ring-Modus fu¨hrt dazu, dass Ionen mit
einem identischen Masse-zu-Ladungsverha¨ltnis gleiche Umlauffrequenz im
ESR besitzen.
Die Massen ko¨nnen dann aus pra¨zisen Messungen der Umlauffrequenz abge-
leitet werden. Dabei werden die zeitlichen Entwicklungen und Korrelati-
onen der Umlauffrequenz der exotischen Kerne mit Hilfe eines Flugzeitde-
tektors im Innern des ESR gemessen. Im Detektor passieren die Ionen eine
du¨nne Folie und lo¨sen darin Sekunda¨relektronen durch atomare Wechsel-
wirkungen aus, welche vorwa¨rts und ru¨ckwa¨rts gerichtet durch elektrische
und magne-tische Felder zum Mikrokanalplatten-Detektor (MCP-Detektor)
transportiert werden.
Im Rahmen der vorliegenden Dissertationsarbeit wurden die Eigenschaften
des Detektors durch Computer-Simulationen untersucht und durch Online-
sowie Oﬄine-Experimente signifikant verbessert. Insbesondere wurden die
Zeiteigenschaften und die Ratenfestigkeit experimentell gemessen und gestei-
gert. Die Verbesserungen der Nachweiseffizienz aus fru¨heren Arbeiten wurde
u¨berpru¨ft und die Verwendung du¨nnerer Kohlenstofffolien implementiert,
um die Anzahl der Ionenumla¨ufe im Ring zu erho¨hen. Perspektivisch bildet
diese Arbeit auch eine Grundlage fu¨r die Entwicklung eines Detektor-Systems
fu¨r IMS im Collector Ring im FAIR.
Da die Massen der exotischen Nuklide direkt durch Umlaufzeitmessungen
bestimmt werden, haben die Zeiteigenschaften des Detektors einen direk-
ten Einfluss auf die Genauigkeit der bestimmten Masse. Daher wurden
in der vorliegenden Arbeit die wichtigsten Beitra¨ge wie Transportzeit von
Sekunda¨relektronen, Durchlaufzeit durch die Mikrokanalplatten und die
Methode zur Ereignis-Zeitbestimmung gema¨ß den MCP-Signalen analysiert
und verbessert. Die Genauigkeit des Flugzeitdetektors wurde durch koinzi-
dente Flugzeitmessungen mit anderen Detektoren untersucht. Die Zeitauflo¨-
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sung von 48 ps eines einzelnen Zweiges des Detektors wurde im Labor mit
einer α-Quelle und niedrigen Raten gemessen. Die Online-Messungen am
ESR mit 5 µm Porengro¨ße der MCPs ergaben eine Zeitgenauigkeit von 48 ps
mit einem stabilen 20Ne - Strahl und 45 ps mit Uranspaltungsfragmenten.
Diese Messungen wurden bei einer kinetischen Energie der Sekunda¨relek-
tronen von 700 eV durchgefu¨hrt.
Zudem wurde der Aufbau des TOF-Detektors fortwa¨hrend zur Verbesserung
der Transportzeit der Sekunda¨relektronen fu¨r ho¨here Werte der elektrischen
und magnetischen Felder aktualisiert. Eine verbesserte Standardabweichung
von 37 ps erha¨lt man mit 10 µm Kanaldurchmesser der MCPs und mit einer
zweimal erho¨hten kinetischen Energie von 1400 eV der Sekunda¨relektronen.
Der mo¨gliche Beitrag Elektronenausbeuten aus verschieden Foliendicken
(10-37µg/cm2) wurde ebenfalls untersucht. Nachweislich verbessert die Be-
nutzung dickerer Kohlenstofffolien nicht wesentlich die Zeiteigenschaften.
Hieraus leitet sich ab, dass 10µg/cm2 das Optimum fu¨r die gesuchte Sta¨rke
der Kohlenstofffolien in Hinblick auf eine Verbesserung bei Effizienz und
Zeiteigenschaften darstellt. Jedoch kann durch Verwendung eines anderen
Materials die Anzahl der Sekunda¨relektronen um den Faktor 10 gesteigert
und die Zeitgenauigkeit zu σbranch=27 ps (K=1400 eV) verbessert werden.
Zudem wurde ein neuartiges Anoden-Design fu¨r den MCP-Detektor kon-
struiert, um die Zeitmessung fu¨r die MCP-Signale zu optimieren. Letzt-
endlich konnten Verbesserungen durch eine zweifach verkleinerte Signalbrei-
te und ein Gewinn von etwa 20% in der MCP-Anstiegszeit erzielt werden.
Die Signalform des MCP-Detektors beeinflusst die exakte Bestimmung der
Umlaufzeit der gespeicherten Ionen und somit auch die erreichbare Massen-
genauigkeit.
Aufgrund der hohen Umlauffrequenzen der Ionen im ESR (∼2 MHz) ist
ebenfalls eine hohe Ratenfestigkeit des Detektors erforderlich. Wa¨hrend der
Oﬄine-Messungen wurde der Sa¨ttigungseffekt mit Hilfe von 10 µm und 5
µm Kanaldurchmessern der MCPs untersucht. Erfreulicherweise konnte die
Ratenfestigkeit des MCP-Detektors um den Faktor 4 aufgrund der gro¨ßeren
Anzahl an Kana¨len der Mikrokanalplatten mit 5 µm Porengro¨ße verbessert
werden.
Bei jedem Umlauf im ESR verlieren die Ionen Energie beim Durchqueren
der Folie. Gema¨ß den Simulationsrechnungen fu¨hrt eine Verringerung der
Foliendicke um die Ha¨lfte zu einer in etwa doppelten Anzahl an Ionenumla¨u-
fen im Ring. Zum la¨ngerfristigen Speichern von Ionen im ESR wurde eine
du¨nnere Kohlenstofffolie [10 µg/cm2] und MCPs mit einem 5 µm Kanal-
Durchmesser im TOF-Detektor installiert. Danach wurden diese zum er-
sten Mal in Online-Experimenten verwendet.
ii
Die Ergebnisse aus den Messungen mit 20Ne10+ Strahlen und Uranspalt-
fragmenten wurden mit den Resultaten vorausgegangener Experimente ver-
glichen, in denen Kohlenstofffolien mit einer Dicke von [17 µg/cm2], beid-
seitig mit CsI beschichtete Kohlenstoffolien [10 µg/cm2] und MCPs mit
einer Porengro¨ße von 10 µm verwendet wurden. Dieses Szenario bedingte
einen Energieverlust von 86 keV (86As33+, 386.3 MeV/u). Es ergab sich
fu¨r eine Kohlenstofffolie mit einer Sta¨rke von 10 µg/cm2 ein berechneter
Energieverlust von 31 keV, was einem 2.7-fach geringeren Energieverlust als
bei dickeren Folien entspricht. Fasst man die Teilergebnisse zusammen, ist
zu konstatieren, dass durch du¨nnere Kohlenstofffolien und ho¨here Raten-
festigkeit durch MCPs mit einer Kanalgro¨ße von 5 µm im TOF-Detektor
bis zu zehnmal mehr Ionenumla¨ufe im Speicherring mo¨glich sind. Nach-
weislich verbessern erho¨hte Umlaufzahlen im Speicherring die Nachweisef-
fizienz und die Genauigkeit in der Massenmessung. Obwohl die Messzeit
im Experiment stark limitiert war (ca. 7 Std.), konnten die gemessenen
Ionen aus dem Online-Experiment mit 238U eindeutig identifiziert wurden
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1.1 Motivation for Mass Measurements of Ex-
otic Nuclei
All existing atoms can be identified according to their mass value. The
mass of the atom is mainly concentrated in its nucleus, which consists of
two types of fermions: protons and neutrons. The interest in nuclear masses
is due to the fact that the mass M(Z,N) of a neutral atom with Z number
of protons and N number of neutrons is measurably less than the sum of
the masses of its constituent free nucleons and bound electrons. Therefore
a direct determination of the binding energy B of the nucleus is possible:
M(Z,N) = Z · (mp +me) +N ·mn −BEelectron − BEnuclear, (1.1)
where mp, mn and me are the rest masses of a proton, a neutron and an
electron, respectively. BEelectron and BEnuclear are an electron and nuclear
binding energies, respectively. Therefore, the mass of the atom reflects all
interactions between the fermions and thus carries an important informa-
tion on the strong, weak, and electromagnetic interactions.
In the last decades, new techniques, applied in nuclear physics experiments
have allowed the exploration of nuclei far away from the region of beta-
stability and their mass measurements have already contributed to our un-
derstanding not only of nuclear structure but also of several other fields of
physics. Present investigations are focused on the more exotic nuclei aiming
to those at the proton and neutron drip lines. Here one enters the area of
unexplored ground where reliable theoretical extrapolations are hardly be
made due to the poor accuracy.
Mass differences give an important information in nuclear structure, such
1
CHAPTER 1. INTRODUCTION













Figure 1.1: Experimental two-neutron separation energy of several elements
in the range of Z ∼41-56 as a function of the neutron number N. The drop
of separation energy at N=82 is indicated with dash-dotted line. Data are
taken from [Aud 03].
as a paring gap, halo-effect [Tan 85], separation energies and other phe-
nomenon. For instance, the most obvious way to observe a shell structure
in mass systematics is through the two-neutron separation energy
S2n(N,Z) = B(N,Z)−B(N − 2, Z) (1.2)
in case of neutron shells. The general tendency for the S2n in an isotopic
chain is to fall steadily as the neutron number N increases [Lun 03]. But, at
the magic numbers there is a drop of the separation energy. After this drop
the fall of the separation energy continues. This phenomenon is illustrated
in Figure 1.1, where the variation of S2n with neutron number for the ele-
ments Z ∼ 41-56 is shown. At the neutron magic number N=82 a drop of
separation energy is indicated with dash-dotted line. There are still ques-
tions present of whether there might be new magic numbers and whether
the traditional magic numbers, which were discovered mainly based on the
nuclei close to stability line, will remain in neutron-rich or proton-rich re-
gions of the cart of nuclei and new mass measurement experiments plays
2
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one of the major role to explore those nuclei.
Meanwhile, a knowledge of precise nuclear masses, involved in a certain
reaction or other processes such as beta decay or fission, is essential for
determination of Q - value released.
The needs of the astrophysics community are one of the major goal for the
current growth of activity in the field of nuclear masses [Lun 03]. Because
of difficulties in production, the masses of the nuclei lying further and fur-
ther away from the stability line, are still not measured. But many of these
nuclei with unmeasured mass play an important role in the stellar nucle-
osynthesis of heavy elements, and investigation of these processes requires a
knowledge of the masses of all nuclei involved. The problems are especially
exacerbated in the case of heavy, highly neutron - or proton - rich nuclei,
that are involved in the r-process (rapid neutron capture) and rp-process
(rapid proton capture) of nucleosynthesis. Although in case of rp-process
the problem is less acute since the available mass measurements fill bigger
area towards the proton drip line than to the neutron drip line.
The nuclear masses are intended in multiple computations in different fields,
at different levels of accuracy [Lun 03] [Bla 06] [Fra 08]. It is clear that at
a certain field of physics the mass values can contribute only at a relatively
good accuracy. For the application in nuclear physics and astrophysics ac-
curacy of ∆m/m ≈ 10−6 − 10−7 or better is sufficient. For fundamental
physics application, like weak interaction the limit of about ∆m/m ≈ 10−8
is required.
1.2 Production and Separation of Exotic Nuclei
The very first step for exotic nuclei mass measurement experiments is pro-
duction of the nuclei and their efficient separation.
In principle the beams of exotic nuclei can be produced as a result of many
nuclear reactions, depending on the energy regime, primary intensity, target
thickness, production cross sections of specific nucleus. The desired nuclei
are produced together with high amount of other reaction products and an
important task is to separate them efficiently in short time due to the small
half-lives.
1.2.1 Production of Exotic Nuclei
The dominant processes for production of secondary exotic beams are pro-
jectile nuclei fragmentation, fission and fusion. In Figure 1.2 the chart of





























Figure 1.2: Chart of nuclei with indicated regions of predominant type of
reactions for the production of certain nuclei.
the nuclear production. At the lower energies of the projectile close to the
Coulomb barrier fusion reactions can take place. If the kinetic energy of the
projectile is enough to overcome the Coulomb barrier of the target nuclide,
they fuse into a single heavier nucleus. The projectile transfers the full
momentum to the fusion products and they are the only reaction products




· υf , (1.3)
where υp and υf are the velocities of the projectiles and fusion product,
respectively. The fusion products are emitted in a forward direction with a
well-determined velocity. The principle of kinematics in fusion reaction is
shown on the top of Figure 1.3.
Secondary ion beams with energies above the Coulomb barrier ranging to
the relativistic region are produced by projectile fragmentation or by fis-
sion.
In fragmentation reaction, the primary heavy projectile usually impinges
the thick target consisting of lighter elements. In the collision of projectile
with a target a part of the projectile nucleons is removed by abrasion and
so called prefragment is produced in excited state. This prefragment finally
deexcites and via ablation produces other fragments. The velocity of pro-
jectile fragments are equal to the projectile velocity υf ≈ υp. The energy
distribution of the fragments produced in such reaction is a few percent and
4
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Fusion





















Figure 1.3: Schemes of main nuclear reactions for the production of exotic
beams [H. Geissel, private communication]. If the projectile has enough ki-
netic energy to overcome the Coulomb barrier of the target nucleus they can
fuse into a single heavier nucleus. In this reaction the projectile transfers
the full momentum to the fusion product. In the projectile fragmentation
the part of the projectile nucleus is removed by abrasion, formed prefrag-
ment in excited state which later deexcites and via ablation produces other
fragments. The velocity of fragment is equal to the projectile velocity. In
the projectile fission, projectile splits into two main fission products. The
energy of the products is higher than the kinetic energy of the projectile.
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depends on the number of nucleons removed from the projectile.
In a fission reaction a projectile splits into fragments with symmetric or
asymmetric mass distribution depending on the impact parameter of the
collision. The fragments leave the target with higher kinetic energy as pro-
jectile’s energy υf > υp. At large impact parameters the fission of a parent
nucleus at low excitation energies produces two group of fragments: the
heavy group and the light group. The centroid mass of this asymmetric
fragment distribution is almost identical for different parent nuclei and is
around doubly magic 132Sn. The asymmetry of fission fragment distribution
is a quantum mechanical effect related to the shell closures and quantified
by shell correction energies. At high excitation energy of the projectile the
shell effects are breaking and the prefragment fissions into two fragments of
similar masses. So the mass distribution of produced fragments is symmet-
ric. This is the case for small impact parameters, when nuclear collisions
between the projectile and the target nucleus occur [NUC 11].
1.2.2 ISOL Separation Technique
Isotope-Separation-On-Line (ISOL) technique was developed to comple-
ment the nuclear chemistry tools [Her 69] for short-lived nuclei far away
from stability. In ISOL separation method the radioactive nuclei produced
in a nuclear reaction are stopped in a thick target, then transported by
diffusion processes from the target to an ion source for ionization, accel-
erated to the typical levels of 10-100 keV and separated according to the
mass-to-charge ratio (m/q) electromagnetically. This method is applied for
example in such world wide known facilities like ISOLDE at CERN (Geneva)
[Hag 92] and ISAC at TRIUMF (Vancouver) [Bri 02].
The main steps of the ISOL method are shown in Figure 1.4. The ion beam
is impinging on the thick target and the exotic nuclides are produced via
the fragmentation or fission. During the diffusion through the target the
nuclides are thermalized. After leaving the solid target thermalized nuclides
are transported to the ion source and ionized.
After that the ions are extracted from an ion source and accelerated through
a static electric field to a kinetic energies up to tens of keV and separated
according to their mass-to-charge ratio in an electromagnetic field.
A disadvantage of the ISOL technique is efficiency of extracted ions com-
pared to the number of produced in the target. It is difficult to predict this
ratio because it strongly depends on the chemical and solid state properties
of the target, that is element dependence of the release from the target and
ionization efficiency. The other disadvantage is that this method is not ap-
6
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Figure 1.4: Comparison of the methods for the production and separation
of secondary nuclear beams: the ISOL, In-Flight technique, combination of
In-Flight method and Stopping Cell [Gei 95].
plicable to very exotic nuclei. Due to the rather slow diffusion process, the
ISOL system is limited to the nuclides lifetimes longer that 10 ms, depend-
ing on the chemical and solid-state characteristics of the reaction products
[Gei 95].
1.2.3 In-Flight Separation Technique
An alternative separation method is an In-Flight separation. The target
used for production of exotic nuclei in an In-Flight method is thinner than
in ISOL facility and reaction products have therefore higher energies when
they enter an ion-optical system. In Figure 1.4, the principle of In-Flight
method is compared with the ISOL technique.
The separation is made by an ion-optical system, for example like FRagment
Separator (FRS) at GSI [Gei 92]. The separation is performed with electric











Figure 1.5: The layout of the high-energy radioactive beam facility at GSI
[GSI]. The stable primary beams are accelerated by the linear accelerator
UNILAC to an energy of 11.4 MeV/u. The heavy ion synchrotron SIS ac-
celerates the ion beams up to a maximum rigidity of 18 Tm. The fragment
separator FRS separates in-flight radioactive isotopes produced in the pro-
duction target and transports the nuclei to three main experimental areas.
only up to medium energies. At relativistic energies due to the technical
limitations only the magnetic field is applied.
A major advantage of the In-Flight technique is that it does not include
diffusion process or ionization as it takes place in ISOL technique and so
it can perform separation of a secondary beam with half-lives shorter than
microseconds. The limitation in nuclei half-lives is determined by the time-
of-flight through the electromagnetic separator and is independent of the
chemical property of the selected element.
1.2.3.1 The Fragment Separator FRS at GSI
The high-energy secondary beam facility at research center GSI, where
the present work has been performed is based on the in-flight technique.
Schematic view of the main components is presented in Figure 1.5. All sta-
ble primary beams from protons up to uranium can be accelerated firstly
by the UNIversal Linear ACcelerator (UNILAC) to the energy about 11.4
8







- injection kicker (IK)
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- electron cooler (EC)










Figure 1.6: Layout of the FRS with main focal planes and ESR with main
tools for the mass measurement experiments [Lit 08]. At first focal plane
S1 the thick target is located for the production of radioactive secondary
beams, at central dispersive focal plane S2 a degrader is installed for sepa-
ration of selective nuclei from all other reaction products, at the final focal
plane S6 the beam is spatially separated before the injection into the ESR.
MeV/u and further with heavy ion synchrotron SIS [Bla 92] up to a maxi-
mum magnetic rigidity of 18 Tm.
A secondary nuclear beam can be produced in the thick [typically 1-8 g/cm2]
Be target at the entrance to the FRS [Gei 92]. Fragment Separator is an
in-flight magnetic forward spectrometer and is used for efficient separation
of radioactive isotopes. The location within the SIS and the Experimental
Storage Ring (ESR) complex was determined by the requirement of using
the FRS in combination with both instruments. FRS can be described as
two stages, each of them consists of two bending dipole magnets, a set of
quadrupoles and sextupoles correction magnets before and after the dipole
to fulfill first-order focusing conditions. The layout of FRS is shown in Fig-
ure 1.6.
The separation of heavy ions by the FRS can be divided into three steps. At
the first one produced nuclides are separated according to their momenta
with dipole magnets surrounded by the focusing quadrupole lenses. Conse-
quently only the ions with the same m/q ratio are transported to the central
dispersive focal plane S2.
The separation of ions with similar mass-to-charge-ratio but different charge
numbers Z can be performed exploiting their atomic interactions with mat-
ter. This is realized in practice with a special shaped energy degrader placed
in the middle focal plane S2 of the FRS. The ions penetrating through the
degrader loss their energy proportional to Z2 [Bet 30] and therefore the nu-
clides with the same momenta/magnetic rigidity before the degrader but
9
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different proton number Z will have different momenta after it and can be
separated.
During the next step, the ions behind the degrader again are separated in-
flight according to their momenta using dipole magnets and set of quadrupole
lenses. Now, the nuclides with the specific values of mass and charge can
be separated at the final focal plane S4.
So, after the nuclides produced at the FRS, the specific nuclide can be se-
lected from all other reaction products by the combination of ionization
energy loss and magnetic rigidity analysis, i.e. Bρ-∆E-Bρ. For the mass
measurement experiments the selected fragments at S6 are injected into the
ESR.
1.2.3.2 FRS + Stopping Cell
In the case of combination of In-Flight and ISOL techniques [Gei 95], the
advantages of both methods such as high selectivity, element-dependence,
short production time (∼10 ms), as well as low kinetic energy (a few 10
keV) and small emittance (a few π mm mrad) of post accelerated beams
can be achieved [Pet 08].
This method was successfully applied in an experiment at the FRS Ion
Catcher at GSI [Pet 08]. The main principle of combination of In-Flight
method with an ion catcher is presented in Figure 1.4. The exotic nu-
clei after their production and separation in-flight according to Bρ-∆E-Bρ
method at the FRS are stopped in a gas cell, then extracted and transported
to the low-energy experiments.
The FRS Ion Catcher is a prototype for a gas cell system at the Low-Energy
Branch of the future Super-FRS [Gei 03] at FAIR.
1.3 Mass Measurements of Stored Ions
In 1912 the English physicist J.J. Thomson, together with his assistant F.W.
Aston discovered the existence of isotopes and performed first separation
of neon isotopes according to their masses. It was the first example of the
mass spectrometry. Later, the resolving power of the method was improved
and the general method of mass separation was developed by F.W. Aston.
The methods of mass measurements are usually divided into two groups:
direct and indirect methods. Most direct mass measurement techniques
are based on the measurement of quantities proportional to the mass-to-
charge ratio (m/q) of the ions. Either time-of-flight is measured through
a magnetic spectrometer (SPEC at GANIL), or their cyclotron frequency
10
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in a Penning traps (e.g. ISOLTRAP at ISOLDE [Bol 96], JYFLTRAP at
IGISOL [Ays 01], SHIPTRAP at SHIP [Dil 01]), in a storage ring (ESR at
GSI; CSR at Lanzhou [Lit 10]) or in a RF spectrometer.
1.3.1 Penning Traps
Direct mass measurements can be performed by Penning trap mass spec-
trometry by cyclotron frequency measurement of an ion in a magnetic field.
There are several facilities worldwide which applied this technique. For
example ISOLTRAP at ISOLDE (CERN) [Bol 96] [Her 03], the Canadian
Penning trap (CPT) [Sav 06] at the Argonne National Laboratory ANL,
the JYFLTRAP facility at IGISOL in Jyva¨skula¨ [Ays 01], LEBIT [Rin 06]
at NSCL (MSU) and TITAN [Dil 06] at TRIUMF (Vancouver) perform
the measurements with an accuracy of typically 10−7. Another facility is
SHIPTRAP [Blo 07], which is developed for the mass measurements of su-
perheavy elements at the velocity filter SHIP at GSI.
In Penning traps an axial homogeneous magnetic field confines the ions
radially and a quadrupole electric field confines the ions axially. The tra-
jectory of a stored ion consists of three independent harmonic modes with
the corresponding magnetron ν−, modified cyclotron ν+ and axial frequency
νz. The layout of the Penning trap as well as a three directional motion is
shown in Figure 1.7.
The cyclotron frequency νc can be determined from the motion of the ion







where νc = ν++ ν−. For the needs of nuclear physics precise mass measure-
ments at Penning traps can be performed using TOF-ICR method. This
method is based on the measurement of a time-of-flight resonance curve,
from which the cyclotron frequency can be determined and according to eq.
1.4 the mass-to-charge ratio of the ion.
To improve the beam quality the ions are injected into a radio-frequency
quadrupole (RFQ) cooler/buncher where the ions are decelerated and cooled
by collisions with the buffer gas. Then the ions are released in bunches and
transferred into the first trap, where they are cooled with helium gas and
isobarically separated. Afterwards the ions are transferred into the second
trap for the mass measurements. When the ions are captured in the sec-
ond trap, the magnetron radius is increased by dipole excitation. Then
by applying a quadrupole excitation at the ions’s frequency the magnetron




















Figure 1.7: Layout of a Penning trap [Bol 96]. ρ0 denotes the inner radius of
the ring electrodes and z0 the half distance between the endcap electrodes.
On the right part the schematics of a three eigenmotions (characterized by
frequencies νz, ν− and ν+) of an ion in a Penning trap is shown.
energy of the interested ions [Hag 07a].
Before describing the ejection of the ions one has to mention that the move-
ment of the charged particle on the closed orbit is characterized by the
magnetic moment, which depends on the m/q ratio, the gyromagnetic ra-
tio and angular momentum. After excitation the ion has higher magnetic
moment. Directly after ejection the ion passes through an inhomogeneous
region of the magnetic field and accelerates towards the microchannel plate
detector. The radial energy increase of the ion is detected by measuring the
time-of-flight to a microchannel plate detector. By scanning through dif-
ferent quadrupole excitation frequencies, a time-of-flight spectrum for the
ion can be obtained. Typically a few hundreds of ions per resonance are
used. The disadvantage of this method is the measurement time of about
1 second, that limits the measurement for very exotic nuclei with lifetimes
shorter than a second.
1.3.2 Ion Storage Rings
There are only two storage ring facilities worldwide which use high energy
storage rings for accurate mass measurements [Lit 10]. The first experimen-
tal ring ESR [Fra 87] for this purpose was constructed at GSI, Darmstadt.
The GSI facility is described in Sec. 1.2.3.1.
The second storage ring has been developed at IMP, Lanzhou. The acceler-
ation of heavy ions with the synchrotron CSRm, separation of nuclides via
in-flight method by fragment separator RIBLL2 and storage of ions in the
ring CSR is done in the similar principle as at GSI [Xia 02] [Xia 09].
Two complementary experiment techniques namely Schottky (SMS) and
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Isochronous Mass Spectrometry (IMS) have been developed at GSI for accu-
rate mass measurements [Fra 08] and have been successfully used in several
experiments [Wol 97] [Hau 00] [Rad 00] [Lit 05] [Kno 08] [Sun 08a]. The
masses of the exotic nuclei are determined from the revolution frequencies
(eq. 2.10) measured by Schottky pick-ups or by Time-of-Flight (TOF) de-
tector. Both methods are non distractive. Overview of main characteristics
for both methods can be found in [Sun 08b] [Lit 10].
1.3.2.1 Schottky Mass Spectrometry
In Schottky Mass Spectrometry [Fra 87] the velocity spread of the injected
and stored ions are reduced by electron cooling [Ste 04] situated in one of
the straight section of the ESR. In the cooler an electron beam with a well
defined velocity is merged by the Coulomb interactions to the velocity of
the electrons. After many passages through the cooler the ions achieve the
relative velocity distribution of about dυ/υ = 1 · 107. The magnetic rigidity
according to eq. 2.7 depends on the mass-to-charge ratio and the veloc-
ity. For cooled ions, when dυ/υ → 0 the second term in eq. 2.10 can be
neglected. The electron cooling leads to ions with different mass-to-charge
ratios and the same velocities υ have different orbits and, consequently, dif-
ferent revolution frequencies. Operation of the ESR at standard mode for
SMS with main explanation of the method is shown in Figure 1.8. Typical
revolution frequency at the ESR is about 2 MHz. At each revolution, each
stored ion induces a mirror signal on the Schottky pick-up probe installed in-
side the ESR. Masses are determined from the revolution frequencies which
are obtained by a Fourier transformation of the signals induced in pick-up
probes. Moreover the intensity of the frequency peak is proportional to the
number of stored ions. This allows half-life measurements.
The electron cooling time limits the SMS method, the mass measurements
of the nuclides with half-lives exceeding few seconds.
1.3.2.2 Isochronous Mass Spectrometry
Isochronous Mass Spectrometry technique does not require any kind of cool-
ing and is, therefore, suited for the precision mass measurements of nuclides
with short half-lives up to tens of microseconds. For IMS the ring is op-
erated at special isochronous ion-optical mode. In this mode the ions are
injected into the ESR with γ = γt. The detail explanation is in Sec. 2.2.
When this isochronous condition is fulfilled the term containing the velocity
spread in eq. 2.10 equals to zero. This means that the revolution time of the
reaction products with a given mass-to-charge ration is independent on the
13
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Figure 1.8: Comparison between two experimental methods for mass spec-
trometry [Bos 03]. On the left part the Schottky Mass Spectrometry tech-
nique is explained. While the velocity spread of the ions is reduced by
electron cooling and ∆υ/υ → 0 right term in eq. 2.10 can be neglected.
Alternatively, in Isochronous Mass Spectroscopy technique shown on the
right part, the ions are injected into the ESR with γ = γt (eq. 2.11). Thus,
the term containing the velocity spread in eq. 2.10 equals to zero. The
revolution frequencies are measured by Schottky pick-ups in SMS and by
Time-of-Flight detector in IMS.
velocity spread. Here the revolution frequencies of each individual stored
ion are measured by a microchannel plate time-of-flight detector (Sec. 2.5).
The IMS method is compared to the SMS technique in Figure 1.8.
By this isochronous mass spectrometry one single stored ion can be easily
detected, independently from its charge state. IMS gives access to nuclides





at the FRS - ESR
As it was mentioned in Sec. 1.3.2.2 the mass measurements of exotic nuclei
with half-lives as short as few tens of microseconds can be performed with
Isochronous Mass Spectrometry. IMS has successfully applied in the exper-
iments at the ESR [Mat 04] [Kno 08] [Sun 08b].
In this method a cocktail of highly-charged ions is injected into the ESR
operated in special isochronous ion-optical mode. This mode leads to a
faster ion of one species to move on a longer orbit and slow ion of the same
ion species to move on a shorter orbit, so that the spread in the ion veloc-
ities is exactly compensated by the length of the closed orbits. Hence, the
revolution frequency of the circulating ions does not depend on their veloc-
ity spread [Hau 00], i.e. they become isochronous. The mass of the exotic
nuclei can be deduced from a precise revolution time measurements by a
time-of-flight detector placed in the ESR. The TOF detector is described
in more detail in Sec. 2.5. Isochronous Mass Spectrometry allows the mass
measurements of the exotic nuclei with an accuracy of 100 keV and mass
resolving power of about 2 · 105 [Sun 08b].
In order to gain knowledge from overall process of mass measurements each
step in the measurements, i.e. motion of charged particles in the electro-
magnetic field, the principle of isochronous ion-optical mode of the ESR,
characteristics of TOF detector, creation of secondary electrons, transport
of secondary electrons inside the TOF detector and their detection by the
MCP detector must be characterized and examined independently. Main
physical phenomenon related to those processes will be discussed in this
chapter.
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2.1 Motion of Charged Particles in Electromag-
netic Field





= q ~E + q~υ × ~B, (2.1)
where q, ~p and ~υ are the charge, momentum and the velocity of the particle,
respectively. From this equation, individual trajectories of the particles can
be calculated for a given field, initial coordinates and velocities.
In a radial electric or in a constant magnetic field, a charged particle travels
on a circular path that has a radius ρ. The radius ρ of the circular trajectory










rigidities. The terms from these equations have already explained in eq.
2.7. From eq. 2.2 and 2.3 it is obvious that the magnetic sector acts as a
momentum analyzer, and disperses each ion according to its momentum-
to-charge ratio, while the electric field disperses the ions according to their
kinetic energy. Thus, the electric sector can be used as an energy filter to
produce an ion beam of nearly homogeneous energy [Das 07].
However, the combination of electric and magnetic field is valid to mass
times acceleration only at low velocities. At relativistic velocities (υ ≈c)
the required electrical fields would exceed the present technical limitations.
Therefore, mainly magnetic fields are applied for guiding and focusing the
particle beams.
2.2 Isochronisity Condition
The revolution time of an ion with a mass m and charge q stored in the






By differentiation of this equation the change of the revolution time or the



























The path length of the ion in the magnetic field depends on the magnetic







with αp is a momentum compaction factor that describes the change in the
path length of an ion by changing the magnetic rigidity. The magnetic








where p is a momentum, γ = 1√
1−β2
is a relativistic Lorenz factor and β = υ
c
is an ion velocity according to the speed of light in vacuum c.
If to replace dL
L



























Eq. 2.10 shows the main principle of mass measurement technique at the
ESR. Thereby the system becomes isochronous with the following condition
γ = γt, (2.11)
which is called isochronous condition. More detail calculations concern-
ing an isochronous ion-optical operating mode of the ESR can be found in
[Lit 08].
At γ = γt the second term in eq. 2.10 vanishes and the revolution time of
the ions is independent on their velocities [Wol 97]. An ion-optical mode of
the ring is set in such way that faster ion of certain species moves in a longer
orbit and a slower ion moves on a shorter orbit. So all ions with the same
m/q will travel on the same trajectory and have the same revolution time.
Consequently measurements of the revolution times give the possibility to
determine the m/q ratio of the circulating ions.
In the Schottky Mass Measurements as it is described in Sec. 1.3.2.1 the ve-
locity spread dυ/υ can be reduced by electron cooling [Ste 04], which force
all stored ions towards the same mean velocity. So the dυ/υ→ 0 and there-
fore the second term in eq. 2.10 can be neglected. Then the measurements
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of m/q reduces to the measurements of revolution times.
In the standard mode of ESR typical γt is equal to 2.5. However, for the
most ions a gamma of 2.5 would be located outside of the adjustable mag-
netic rigidity of the ring. Therefore to match storage of more ions the setting
changed by adjusting the quadruples in the ring to reduce γ till about 1.4.
With this condition almost all nuclides can be stored by the ESR.
Before any isochronous mass measurements take place in the ESR, the
isochronisity of the ring has to be tested. The isochronisity is tested with
a cooled primary beam. With the help of the electron cooler the velocity
spread of the stored ions can be reduced down to dυ/υ ≈ 5 · 107 [Ste 97].
The maximum electron energy possible in the ESR is 240 keV. By vary-
ing the cooler voltage the velocity of the circulating ions is varied. For
every value of the cooler voltage the frequency of the ions is measured. In
the isochronous mode the dependence of the ion frequency on the velocity
drastically decreased. But nevertheless the little change in the revolution
frequency has been observed. It is explained by the higher orders of the
magnet field corrections.
The isochronicity curve is measured only for the beam of one ion species.
In reality it is different for the desired nuclide because of difference in mass-
to-charge ration between nuclides. To transform the isochronicity setting












The isochronicity curve is measured for the mass-to-charge ratio (m/q)meas
and transformed to the mass-to-charge ration of interest nuclide (m/q)trans.
2.3 Atomic Interaction of Charged Particles with
Matter
In this section the energy loss and the contributions to it for the different
energy regimes will be presented. Then the angular scattering and the
charge-exchange reactions will be addressed.
2.3.1 Energy Loss
The energy loss process for the ions passing though the matter is mainly
due to excitation and ionization of the target electrons and charge exchange
between the projectile and the target.
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The stopping power was first calculated by Bohr [Boh 13] [Boh 15], using
classical theory and viewing each collision with atomic electrons indepen-











with Zp and υ being a charge and velocity of the projectile, me the electron
mass, Ne the density of target electrons. Eq. 2.13 presents the classical
Bohr formula.
The correct quantum-mechanical calculation was first performed by Bethe,
Bloch and other authors. In the calculation the energy transfer is parame-
terized in terms of momentum transfer. The formula obtained is commonly

















where Wmax is the maximum kinetic energy which can be transferred to the
atomic electron in a single collision, ρ the density of the target material.
Let denote the right part under the natural logarithm in the eq. 2.14 as
LBethe. At the relativistic velocities additional corrections ∆L to the LBethe
have to be added [Sch 94]. One of the correction is δ/2 - Fermi density
effect. Due to the relativistic effects electric field of the projectile flattens
and extends, so that the distant collision contribution to the energy loss
increases as ln βγ. However, real media becomes polarized, limiting the
field extension and effectively reduces this part of the logarithmic rise. At
very high energies the density effect correction is equal to
δ
2





where ~ωp is the plasma energy.
The theory developed by Lindhard and Sørensen (LS) [Lin 96] based on the
relativistic scattering kinematics and Dirac equation incorporates Mott and
Bloch corrections. At the low energies the LS-theory reproduces the Bloch
correction and at relativistic energies by using the exact solutions to the
Dirac equation, the LS-theory automatically incorporates Mott scattering
[Ahl 78] [Ahl 80] [Sch 94]. In the nonrelativistic limit the Bloch correction
∆LBloch is equal to
∆LBloch = ψ(1)−Reψ(1 + iZα/β), (2.16)
where ψ is the logarithmic derivative of the gamma function in the complex
plane. The Bloch correction vanishes at large velocities and behaves like
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ln(1.1229υ/Zpυ0), with υ0 being the Bohr velocity [Sig 04] while the Mott
correction is the dominating correction increasing with projectile velocity.




= C · (LBethe +∆LLS − δ
2
). (2.17)
The Barkas effect [Bar 69] is also has to be considered and it is the difference
in stopping power between a particle and its antiparticle. This correction
is often called as Z3 - correction to the Bethe formula and calculated by
different authors [Jac 72] [Lin 76].
When the velocity of the projectile becomes sufficiently small one has to
consider the motion of the target electron during the collision, so call Shell
correction. The effect becomes important when υp < Z
2/3
t υ0. Shell correc-
tion in the Bethe and Bohr model have been derived by Walske [Wal 52]
[Wal 56] and Sigmund [Sig 00], respectively.
Below β ≃0.01, however, a successful explanation of energy loss is given by
the theory of Lindhard and Scharf [Lin 61].
The overview of the calculated stopping power with different corrections to
the eq. 2.14 is given in [Sch 94] [Kuz 07]. The stopping power described
above with all corresponding corrections can be calculated using computer
code ATIMA [ATI].
2.3.2 Angular Scattering
Angular scattering affects stopping measurements in two ways:
• if the particles in the beam will be deflected away from the detecting
system this may lead to distortion of the measured energy loss;
• if the traveled path length and penetration depth through the layer
are different it will influence the range of the ions.
The probability of angular deflection into a solid angle d2φ=2πsinφdφ if the
path length l is small so that dP ≪ 1 is given by [Sig 04]
dP = nlK(φ)d2φ, (2.18)
where K(φ) is the differential scattering cross section and φ the deflection
angle in the laboratory frame of reference.
Multiple angular deflections become more important with increasing dP .
Then the distribution in total angle θ is described by a distribution F (θ, l)d2θ
which is similar to the single-scattering profile at large angles but close to
gaussian-like shape around θ=0 [Sig 04].
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2.3.3 Charge - Exchange Reaction
Besides the ionization of the target electrons projectile ionization also can
occur during the interaction of charge particles with matter. Projectile ion-
ization is a form of charge exchange between few-electrons of the projectile
and neutral target atoms. The two most important processes are radiative
electron capture (REC) and non-radiative electron capture (NRC) [Sch 98].
REC dominates at high-energy collisions of high Zp - projectiles with low Zt
- targets and the electron capture is followed by a photon emission. A loosely
bound electron may be considered as approximately free in a high-energy
collision. An electron initially moving with certain velocity is captured into
a bound state of the projectile with the simultaneous emission of a pho-
ton. Calculation of REC cross sections into the projectile K-shell is given
in [Sto 30] and approximately equal to σREC ≈ Zt.
With increasing the nuclear charge of the target materials the importance
of the non-radiative capture increases. In the NRC process the electron is
transferred radiation less from a bound state of the target atom to a bound
state of the projectile in a three body collisions. To match energy and mo-
mentum conservation this process thus needs a third particle involved, so
the momentum difference is carried away by the target nucleus. The cross
sections for NRC are calculated in [Eic 95] and the scaling dependency is
giving by σNRC ∼ Z2pZ5t /E5kin.
The NRC is dominant in the energy regime up to 90 MeV/u while the REC
is a predominate process at the energies more than 100 MeV/u.
There are two computer codes developed which allow one to calculate charge-
state distribution over 3 (CHARGE) and 28 (GLOBAL) charge states and
mean charge at the equilibrium for relativistic collisions (E/A ≥ 100 MeV/u)
of heavy projectiles Zp ≥ 30.
The computer code GLOBAL [Sch 98] was used in this work to calculate the
probability for an electron capture by the projectile from the target atom.
The calculation shows that the probability to capture an electron from a
carbon foil of thickness 10 µg/cm2 is about 1.692 · 10−6. So the probability
of the charge exchange is so small and will contribute only after about 1000
turns of ion passage through the foil when the losses due to the ion optics
are more essential. Therefore, in further calculations those processes are
neglected.
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2.4 Simulation of an Ion Motion in the ESR
A detailed understanding of atomic and nuclear interactions of ions pen-
etrating through the matte placed within ion-optical systems is impor-
tant for planning of many nuclear physics experiments and applications
using energetic secondary nuclear beams. Moreover, it is necessary to com-
bine the knowledge of the interaction of swift particles in matter with the
transport properties of ion-optical system. For the design studies of the
GSI fragment separator FRS [Gei 92] the code MOCADI was developed in
late 80’s [Sch 90]. There are many codes which calculate the transport of
ions through ion-optical systems such as COSY [Ber 90], GICO [Wol 90],
MIRCO [Fra 83] or Transport [Bro 67]. The Monte Carlo program MO-
CADI was the first code able to trace arbitrary phase-space-density dis-
tribution of relativistic heavy ions through ion-optical systems taking into
account all particle coordinates and higher order image abberations as well
as atomic and nuclear interaction with matter [Iwa 97]. Now MOCADI is
routinely used for preparation and analysis of experiments with secondary
beams: e.g. for rate estimation, for studying beam properties, separation
quality, implantation profiles, optimization of the experimental setups and
transmission studies [Iwa 97].
As during the penetration of charged particles through the matter different
atomic and nuclear processes can take place, therefore it is important to
implement into the predicted code those main processes. The particle can
change it charge state by capturing or loosing electrons; can capture or loose
nucleons in nuclear reactions (fission, fragmentation, electromagnetic disso-
ciation) and as a result of both nuclear and atomic collisions will change
its kinetic energy and direction. The nuclear interaction is implemented
in MOCADI in terms of cross sections [Ber 63] and reaction kinematics
[Mor 89]. Atomic interactions are especially important for efficient in-flight
separation of energetic fragments using thick degrader placed at dispersive
focal plane S2 of FRS. Theoretical descriptions of energy loss, energy loss
straggling, charge-state population and multiple angular scattering are im-
plemented into MOCADI code.
The code consists of modules which can be arranged in a desired sequence
realistically to simulate experimental setup. One can calculate the coordi-
nates of the particles in a complex ion-optical system [Iwa 97]. The elec-
tromagnetic fields are imported into MOCADI from GICO [Wol 90] and
COSY [Ber 90], calculated based on the transfer matrixes, which are ap-
plied to any electromagnetic system.
In this work MOCADI code is used to simulate the number of detected ions
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Figure 2.1: Simulated curve of the number of detected 20Ne10+ ions with
E=322.8 MeV/u per turn at the ESR. At each turn the ions pass the carbon
foil of thickness 10 µg/cm2 in the TOF detector and loss their energy. The
strongest decrease of the number of ions is observed already after about
10 turns and it is explained by the larger momentum spread as the mo-
mentum acceptance of the ESR of the ions as they are injected from the
FRS. Then the curve characterized the number of detected ions per turn is
almost constant till about 1000 turns. Due to the energy loss of ions after
passage numerous number of turns in the ESR through the carbon foil their
trajectories shift and at the end they will be lost by hitting the chamber
wall.
by TOF detector per turn in the ESR. The foil aperture in TOF detector
placed at the ESR, dipole and quadruples, geometrical boundaries of vac-
uum chambers are included into the simulations. The size of the beam at
the TOF detector position is defined by the foil diameter of 40 mm.
In the simulations about 10000 ions start to circulate at the ring and as in
the real experiment at each turn pass the carbon foil in the TOF detector.
The carbon foil of thickness 10 µg/cm2 is installed in the moment in the
TOF detector at the ESR. In the simulations as in real experiment at each
turn when the ions pass through the foil they loss energy and after hun-
dreds of turns change their trajectories at the ESR. Therefore, calculation
of the energy loss for 20Ne10+ ions at E=322.8 MeV/u used in the online at
ESR (Sec. 4.1) in the carbon foil is implemented into the simulations. The
energy loss according to ATIMA code [ATI] is ∆E=5 keV. Initial energy
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spread of ± 0.2% and emittance of 10 mm mrad of the ion beam was set in
the simulations. The simulated curve which explains the dependence of the
number of detected ions per turn is shown in Figure 2.1.
After an injection from the FRS into the ESR in about ten turns the ions
with a momentum far from the momentum acceptance of the ESR will be
lost by hitting the chamber wall. It is clearly seen from Figure 2.1 that the
number of ions is drastically decreased during first turns, then the number
of ions detected by the TOF detector stays almost constant. After passing
through the carbon foil numerous number of turns the ions will loss their
energy and also as a consequence of the shift in the trajectories to the left
side (negative dispersion) will be lost.
2.5 Time-of-Flight Detector
In Isochronous Mass Spectrometry at the FRS-ESR the masses of the nu-
clei are directly determined from the revolution frequencies measured by a
microchannel plate (MCP) Time-of-Flight detector (Figure 2.2). For the
first time this kind of detector was constructed and tested at University of
California by D. Bowman and R.H. Heffner [Bow 78]. The details of the de-
tector construction currently used at Giessen University (II Physikalisches
Institut) can be found at [Tro 93] [Rad 94] [Wol 97].
In the detector, ions passing a carbon foil release secondary electrons (SE),
which are transported to the microchannel plate detectors in forward and
backward directions by electric and magnetic fields. The carbon foil is ex-
tremely thin [10µg/cm2], thus the ions experience only about 5-200 keV
energy loss and can longer circulate in the ring without changing crucially
the trajectory.
Each branch of the TOF detector consists of equally spaced 12 electrodes
which carries a potential supplied by a voltage divider in such way that
the linear drop of the potential is obtained. There are two main voltages
applied to the voltage divider U++ and U−. Those electrode potentials
mainly produce a constant electric field in the flight path of the secondary
electrons. The other voltages UFoil and UMCP are used to apply potentials
to the foil and to the first electrode of the set for the MCP detector. Extra
voltage dividers are used to distribute the main voltages UMCP for forward
and backward detectors across the electrodes, which supports each MCP
plate and provide with a potential difference.
Each MCP detector consists of two microchannel plates, which allows an
















Figure 2.2: Schematic view of the Time-of-Flight detector. Ions passing a
carbon foil release secondary electrons, which are transported to the mi-
crochannel plate detectors in forward and backward directions by electric
and magnetic fields. The number of secondary electrons is multiplied in
two-stage MCPs till about 106 and detected by the anode to produce mea-
surable signal.
factor of 106−107 electrons. The foil aperture is 40 mm in diameter as large
as the size of the MCP active area. Therefore, the spot size on the foil is
the same as potentially used acceptance of the MCP detector. This means
that all electrons produced along the foil surface in an ideal case will be
detected by the MCP detector. TOF detector is placed in vacuum chamber
with operation pressure of about 1 · 10−7 mbar in oﬄine setup and about
1 · 10−11 mbar at the ESR.
Under the following subsections the main physical processes occurring in
the TOF detector, such as creation of the secondary electrons in the foil by
the ions, transport of them in the electromagnetic field to the MCP detec-
tors and detection will be discussed. The working principle of microchannel
plates as well as the timing characteristics and rate capability are explained.
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2.5.1 Theory of Ion Induced Secondary Electrons
Ions passing through the matter create secondary electrons by inelastic col-
lisions with the electrons of the solid. The main mechanisms caused the sec-
ondary electron creation, diffusion of part of the excited electrons towards
the surface and penetration into the vacuum as well as a main structures
in the electron velocity spectra would be discussed. The ”true” electrons
are electrons at the energy of 0 - 50 eV [Dre 96] and they are the dominant
in the spectrum. Therefore, the electron yield calculations presented below
mainly describe the behavior of these electrons.
2.5.1.1 Secondary Electron Creation
Electron emission from the surface can be caused mainly by two different
mechanisms: potential and kinetic electron emission [Bru 97]. When a slow
(below 1keV/u) positively charged ion interacts with a target material the
potential electron emission can take place. The potential energy of the
projectile in this case is dissipated through Auger electron capture process
and/or by de-excitation [Hag 74] [Agr 73]. Kinetic emission is induced by
the direct interaction between the projectile and the atoms of the target.
In this kind of process, the Auger effects are less probable.
The mechanism of kinetic electron emission is considered to consist of three
steps
- generation of excited electrons in the solid;
- diffusion of part of the excited electrons towards the surface including
cascade multiplication;
- penetration of electrons through the surface into the vacuum.
The generation of secondary electrons is described via two main processes
happened between the projectile and target, e.g.:
1. direct collision processes between projectile and target atoms and ions:
a) by excitation of conduction or valence electrons into free states
above the Fermi level;
b) by ionization of inner shells of the target atoms;
c) by ionization in outer and inner shells of the projectiles;
d) electron loss of electrons from the projectile;
2. by secondary processes:
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a) cascade multiplication of diffusion secondary electrons;
b) excitation of target electrons by energetic recoil atoms (recoil ion-
ization) and by backscattered projectiles;
c) one-electron-decay of volume and surface plasmons generated ei-
ther by energetic primary ions or by secondary electrons;
d) by protons produced in projectile-target collisions.
Many semi-empirical theories do not separate between different excitation
mechanisms and treat the electron generation process in a semi-empirical
way [Has 98]. These theories based on the observation that an electron yield
and electronic stopping power of the projectile follow the same dependence
on the impact energy and ion range is large compared to the mean escape
depth of secondary electrons.
The secondary electrons are created along the path of the projectile. On
their way towards the surface excited electrons experience collisions with
other electrons of the target and the energy, which electron got in primary
event will be shared by a large number of collisions with other electrons.
During these inelastic processes the cascade of secondary electrons is devel-
oped [Has 98]. In semi-empirical theories the diffusion process is described
by mean of free pathes for elastic and inelastic collisions of excited electrons
[Sch 80]. The mean free path of diffusing electrons may be used to give an
estimate about the escape depth of secondary electrons which are detected
in vacuum. Experimental mean free pathes vary from about 5 A˚ to 20 A˚ for
electron energies up to a few hundreds of eV for metals and semiconductors
and may be considerable larger for insulating materials [Sea 79] [Ohy 04]
[Has 98]. In case of insulating materials the mean free path of the electrons
is higher because the electrons are excited up to conduction band or in a
continuum state and have less other electrons to collide. According to this
effect more electrons will not be lost in the collisions and will reach the solid
surface.
When the electrons reach the surface they still need to overcome the surface
barrier that is characterized by the mean work function e0Φ and a barrier
height W = EF + e0Φ, where Φ is a surface potential and EF is Fermi en-
ergy. In case of semiconductors the work function should be replaced by the
electron affinity [Sch 80] [Has 98]. The electrons with energy Ee ≤ W can-
not overcome the surface barrier. For the electrons with energies Ee ≥ W
the escape probability is a function of the barrier height W . Typical values
of the work function for carbon is e0Φ=4.5 eV [Dre 96]. For the CsI target
the work function value is equal to 0.2 eV [She 02]. So, by the difference
between these two materials it is clear that in case of CsI foil higher sec-
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Figure 2.3: The total secondary electron yield from carbon foil as a function
of the electronic energy loss dE/dx [Rot 90]. The projectiles the energy
losses of which were taken are indicated.
ondary electron yield can be reached. Presently thin carbon foil optimized
for the detection efficiency and energy loss is installed in the TOF detector
(Sec. 2.5.4.2).
2.5.1.2 Secondary Electron Yield
As it is described above the electron emission is regarded as a three-step
process: creation, diffusion, and penetration into the vacuum. By variety of
experiments it was shown that the total electron yield nseT is proportional
to the electronic energy loss of the projectile [Dev 91] [Rot 90]




The constant Λ in eq. 2.19 depends on the target material [Has 98]. As an
example the total secondary electron yield in dependence of the electronic
energy loss from different projectiles in carbon foil is shown in Figure 2.3.
Sternglass [Ste 57] and Koschar et. al. [Kos 89] started from this assump-
tion by further considering that the kinetic energy of the projectile may be
28
2.5. TIME-OF-FLIGHT DETECTOR
lost in two different types of collisions: 1) ”soft” collisions with a small en-
ergy transfer which leads to the creation of a large number of low-energy sec-
ondary electrons; 2) ”violent” collisions with a large energy transfer which
results in the creation of a small number of energetic δ-electrons. Then















Here, the energy fraction spent in soft collisions is given by βs = (1 − βδ)
[Kos 89]. Sternglass [Ste 57] assumed that βδ = βs=0.5 for fast projectiles
of velocities υp > Z
2/3
p υ0. The number of slow electrons from primary







where Ese denotes the mean energy transfer in an ionization event to liber-
ate an electron. The high-energy δ electrons will also produce low-energy
electrons due to the secondary ionization processes during their migration
through the solid. Only a fraction βδ of the energy loss is converted into








The secondary electrons, which are created in the soft collisions along the
ion path travel through the solid with inelastic mean free path λS. The dif-
fusion length λS of low-energy electrons should mainly depend on the target
material and not on the projectile atomic number or velocity. The δ elec-
trons produced in the violent collisions have higher kinetic energy and will
travel the directions which are pointed forward into the solid [Has 98] while
the slow electrons created in the soft collisions in forward and backward
directions. The value of λδ is found to increase strongly with increasing
projectile velocity and can be described by a power law [Jun 96]
λδ = 390(EP/MP )
1.22, (2.23)
with EP/MP is the ratio between a projectile energy and mass in units of
MeV/u and λδ in units of A˚. The λδ of δ electrons will be larger than those
of slow electrons and thus these electrons travel further away from their
point of origin compared to the slow electrons.
As shown by Sternglass [Ste 57] the function f(x, λδ) can be used to describe
the transport of high-energy δ electrons
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Additionally to the eq. 2.24 one has to consider also the transport of slow
electrons from their point of production to the surface. This can be done









where P denotes the surface transmission probability of electrons leaving
the solid surface in forward and backward directions. It depends on the
energy and angles of the electrons approaching the surface and the height
of the surface barrier. If these two processes are independent from each
other one can write the total electron yield nTse as
nTse =
∫
(nS + nδ)PB,Fdx. (2.27)
It is important to note that the number of highly-energy electrons is not
included in the yield calculation directly, but only indirectly by producing
low-energy secondary electrons [Rot 95]. By integrating the eq. 2.27 over
dx from 0 up to the target thickness d and assuming that λδ ≫ λs and
dE/dx is a constant for all thicknesses d the expressions for electron yields
in forward and backward directions can be written as
nFse = Λ · (
dE
dx
)[1− βδe−x/λδρ − (1− βδ)e−x/λsρ] (2.28)
nBse = Λ · (
dE
dx
)(1− βδ)[1− e−x/λsρ], (2.29)





]. βδ is about 0.2 for protons and Helium
[Has 98] and for heavier ions βδ increases up to 0.7 [Jun 96], ρ is a density
and for carbon is 1.65 µg/cm2. The total electron yield of the slow sec-
ondary electrons per ion is given by the sum of the yields in forward and
backward directions.
With heavy ions, strong deviations from the simple scaling with dE/dx at
high energies as 5-6 MeV/u have been observed [Bor 91]. As a result the
electron yield will be reduced [Rot 95]. The reduction yield effect is stronger
for backward than for forward emission. It was discussed in [Sch 93] that
with increasing projectile velocity and charge, the reduction effect disap-
pears in forward direction. This is probably due to the increasing contri-
bution of δ electrons induced secondary cascade multiplication. Therefore,
higher electron yield in forward direction is expected than in backward di-
rection at high energies.
For example, in case of 238U92+ (381.913 MeV/u) ion passing through the
carbon foil [10µg/cm2] 48 secondary electrons will be emitted in forward
direction and 3 electrons in case of α-particle (1.145 MeV/u).
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Figure 2.4: Typical secondary electron spectra from carbon foil of thickness
1500 A˚ induced by 1.2 MeV protons according to [Rot 90]. The spectra
has been recorded at observation angle Θ = 0◦. The structures indicated
in the figure as ”true” SE, Auger electrons, convoy electrons, binary en-
counter electrons and electrons from plasmon decay (shown in the inset)
are discussed in the text.
2.5.1.3 Secondary Electron Spectra
A typical velocity spectrum of secondary electrons (observation angle θ=0◦)
from carbon foil induced by 1.2 MeV protons is shown in Figure 2.4. The
following structure can be identified [Rot 90] [Has 98]:
1. The maximum of energy spectrum is located at 2.1±0.3 eV and be-
longs to the low energy ”true” secondary electrons. This peak is the
dominant in the whole electron energy spectrum and contains about
85% of all secondary electrons. The creation of ”true” SE is already
explained in Sec. 2.5.1.1 and Sec. 2.5.1.2 by a 3 step model.
2. The second intense peak - convoy electron peak appears at an elec-
tron velocity equal to the projectile velocity, υe ≈ υp [Det 74]. When
the ion penetrates through the solid a charge exchange and excitation
processes form an atomic charge cloud around the projectile. Some of
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these electrons are not lost into completely free states and not cap-
tured into bound states but are transferred into a projectile continuum
state where they accompany the projectile with the same speed and
direction [Has 98].
3. At Ee ≈ 270 eV, the carbon KLL Auger electron distribution can be
observed. When an electron from inner shell is removed on its place
the vacancy is created. An electron from higher level can deexcite
and occupy this lower vacancy resulting in energy release. The energy
can be transferred to another electron, which will be emitted from the
atom. This emitted electron is called Auger electron.
4. At twice the projectile velocity, υe ≈ 2υp, the high-energy binary en-
counter electron distribution is a result from close collisions between
the projectile and a target electron. In such collisions the target elec-
tron gets the maximum of momentum transfer from the projectile and
thus it is the cutoff of the spectrum.
5. At the upper part of the Figure the low energy part of the electron
energy spectrum is indicated. This small peak at energy of Ee ≤20
eV corresponds to the decay of the collective excitation of the electron
solid plasma, plasmon. The energy of a plasmon (~ωp ≈25 eV for
carbon) is transferred to a single electron. When this electron escapes
from the surface, its energy reduced by the surface barrier potential
given by the work-function Φ. In the end, these electrons are observed
in the spectrum at energy Ee < ~ωp − Φ [Has 98].
The shape of ”true” secondary electron spectra does not depends on the
projectile energy, mass or charge. But it depends on the type of the target
material [Has 98].
For the simulations (Sec. 2.5.3) Maxwellian distribution with a maximum
at 2.1 eV is taken as initial velocity distribution of ”true” SE as they are
emitted from the carbon foil. This distribution is taken as a similar shape
to the dominant peak of SE spectrum explained above (Figure 2.4). Further
experimental results on the yields of SE emitted from the thin carbon foil
can be found in [Dre 96] [Lou 74] [Agr 70].
2.5.2 Electron Transport in the TOF Detector
An isochronous motion of SE in the time-of-flight detector is achieved by













Figure 2.5: Schematic picture showing chosen coordinate system for trajec-
tory calculation of the electrons from the foil to the MCP detector. The
heavy ions are incident along the positive z-axis. The direction of an electric
field is in minus z-axis and magnetic field is in the positive y-axis.
act on the charged particle moving in the electromagnetic field
F = m¨~r = q ~E + q[~υ × ~B] (2.30)
By calculating the determinant of matrix according to the (x; y; z;) coordi-
nate system, we will get















Our chosen coordinate system is illustrated in Figure 2.5 where z axis is
taken to be perpendicular to the plane of the carbon foil and the crossed
electric ~E and magnetic ~B fields are taken to be in minus -z and plus y
directions, respectively. Then taking into account negative z - direction of
~E = (0, 0,−Ez) and positive y - direction of ~B = (0, By, o), the eq. 2.31
can be written as
Fx = qEx − υzBy (2.32)
Fy = qEy (2.33)
Fz = q(−Ez + υxBy) (2.34)
The system of differential equations with local vector ~r = (x, y, z) for the














= q · dy
dt
− q · E (2.37)
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After solving this equation system 2.35, 2.36 and 2.37 for an electron with
mass m and charge q with initial coordinates (x(0),y(0),z(0)) and initial
velocity (υx(0), υy(0), υy(0)), we will get the components of the position
vector of an electron
x(t) = x(0)− υz(0)
ω





y(t) = y(0) + υx(0)t (2.39)
z(t) = z(0) +
υy(0) + E/B
ω
· (1− cos(ωt)) + υz(0)
ω
· sin(ωt), (2.40)
with cyclotron frequency ω = qB/m. The equations of motion 2.35, 2.36,






The lateral displacement D of the electron in x direction is calculated by
neglecting velocity component in z direction





The maximum deflection of the electrons in z direction is









zmax = z(T/2)− z(0) = 2E
Bω
.
The travel time of the secondary electrons is dominated by the ratio E/B.
For our design quantities this ration is qual to 2.08·109 cm/s. The most
probable electron knockout energy is a few electron volts corresponding to
the velocity υ(0) ≈ 108 cm/s [Bow 78]. Therefore, one expects that the
time-of-flight of secondary electrons according to eq. 2.41
T = 4.6ns, (2.44)






In order to increase the kinetic energy of secondary electrons when they
impinge on the MCP detector to be detected with a good efficiency the
position of the MCP detector is shifted by 1 mm relative to the plane of the
foil into the direction of the incoming electrons [Tro 93].
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2.5.3 ITSIM Simulation of the Electron Transport
An electron transport in the Time-of-Flight detector is simulated with Ion
Trajectory Simulation Program (ITSIM ) [Pla 01]. The ITSIM simulations
are of a great importance to understand and to improve the TOF parameters
which influence on the timing characteristic of the detector and therefore on
the mass accuracy in the measurements at ESR. The program is suited for
a particle trajectory calculation for any analytical or numeric given electric
and magnetic fields as well as a gas flow field. The detector geometry for
the simulations is drawn in the computer program COMSOL [COM] by an
implemented CAD-Program. For every detector electrode of 3D geometry
an electric potential Φ is calculated with COMSOL program by solving the
Laplace’s equation
∇Φ = 0. (2.46)
Calculated electric field is imported into the ITSIM program. The potential
linear drop, created by two main voltages U++ and U− (Sec. 2.5) as well
as two other potentials for the foil aperture UFoil and the potential for the
first plate of microchannel plate detector UMCP are implemented into the
simulations.
The magnetic induction at a certain applied current to the coils of the
magnet is measured with a Hall probe and additionally the homogeneity
of the magnetic field is calculated with a finite element method [Fab 08]
with COMSOL program. The calculations by Fabian [Fab 08] show that
the relative field deviations from the middle of the dipole magnet to the
outer sides are about 10−4. Taking into account those small deviations it
was decided to use in the ITSIM a constant ideal magnetic field for the
electron transport simulations.
For the ITSIM simulations several initial conditions have to be set. The
initial kinetic energy distribution of the secondary electrons when they are
emitted from the foil surface is chosen as Maxwellian distribution with a
maximum at 2.1 eV and standard deviation of 1.8 eV (Sec. 2.5.1.3). In
the ESR the TOF detector is installed to be perpendicular to the direction
of circulating ions. Therefore most of the ions pass through the foil or-
thogonally and creation of secondary electrons in the other directions then
normal to the foil surface are assumed to decrease with a cosine law [Kos 89]
[Tro 93]. Uniform isotropic emission angles of the electrons from the foil in
the simulations do not show significant influence on the timing character-
istics. An initial spatial distribution of the secondary electrons on the foil
area is chosen as homogeneous distribution. In the previous work the Gaus-
sian distribution with a standard deviation of σ=10 mm was used [Fab 08].
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Simulations show that the contribution of the Gaussian initial spatial dis-
tribution of SE on the foil is σ=18 ps and from homogeneous distribution is
30 ps. In further investigation the homogeneous distribution is used in this
work as worst-case scenario. Calculated magnetic field strength of 8.4 mT
at which the maximum of transmission efficiency is achieved is not changed
with variation of the initial electron spatial distribution.
Typically in the simulations the trajectories for 10000 electrons are calcu-
lated.
2.5.4 Microchannel Plates
To detect several secondary electrons produced from the foil and to get a
measurable signal, two microchannel plate detectors are used. MCPs are
made from a dense stack of about 106-108 individual parallel micro-channels
(Figure 2.6), each of them works like an electron multiplier with a typical
gain of about 104. While the front and the back surface of the MCP is coated
with a metal, the inside of the channels is covered with a semi-conducting
layer that tends to emit secondary electrons under the bombardment of












Figure 2.6: Cross sectional view of the microchannel plate [Enc]. Principle
of the electronic multiplication.
the MCPs surfaces with a typical voltage of 1000 V, each of the secondary
electrons gains enough kinetic energy to liberate more electrons when it hits
the wall. An avalanche of the electrons is forming along the channel length
and finally exiting the pore. An approximate gain g is dependent on the
coating layer of the channels and given by
g = exp(G0α). (2.47)
Here, α = L
d
is the ratio of the channel length (L) to the channel diameter
(d) and G0 is the secondary emission characteristics of the channel wall,
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called gain factor. The gain factor is an inherent characteristic of the chan-
nel wall material and represented by a function of an electric field intensity
inside the channel.
When the even higher gains are required two or three MCPs are used in
stacked configurations. The two-stage MCPs offers gain higher than 106 and
three-stage MCP higher than 107. To prevent an effectiveness of incident
particles from passing through the channels the MCPs are used in chevron
configuration, have a bias angle [Wiz 79]. The bias angle is an angle formed
by the channel axis and the axis perpendicular to the plate surface and an
optimum value is usually from 5◦ to 15◦.
The detection efficiency of the microchannel plates is different for different
particles and their energies. For electrons in the range of 300 V to 1000 V
the detection efficiency approximately equal to an Open Area Ratio (OAR)
of the microchannel plate. The Open Area Ratio is a ratio of the the open
area to the total effective area of the MCP area and is usually at least 60%
[Bru 97].
What makes the MCP unique is the localization of the charge cloud into one
tiny pore and the presence of a fast number of pores over a large area that
operate independently. So, due to the small size of each individual channel
the timing of the particle impact can be determined very accurately. In this
work MCPs from Photonis Group were used [Phob]
2.5.4.1 Timing Characteristics of MCP
Micro-channel plates are widely used for detection of charged particles in
different subjects where the accuracy of picosecond level in timing charac-
teristics is required.
The rise time of the MCP assemblies is very small, usually it is less than 1
ns. The width of the MCP signal is mainly determined by the electrodes,
anode construction and limited by temporal characteristics of electronics
used to detect an electron avalanche.
The model of Fraser [Fra 88] suggests that the transit time spread through
a single MCP with a fixed L/d ratio would vary linearly with a pore diam-
eter. If to compare the signal shapes from the MCP plates with the same
active diameter but with different pore sizes one could expect slightly better
rise time from the MCPs with smaller channel diameter. Thus, taking the
MCPs with smaller channel diameter one shortens the electron transit time
and improves the rising slope quality [Ina 06] [Leh 07].
On the other hand according to eq. 2.47 the gain of the MCP is determined
by L/d ratio, thus the outer size of the MCP can be reduced while keeping
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Figure 2.7: Measured signal from the MCP with 25 mm outer diameter,
10 µm channel diameter and length-to-diameter ratio of L/d=40:1. By
reducing the outer diameter of the MCP one also can improve the shape of
the signal, namely rise/fall time and FWHM.
the gain at a constant value [Ham 06]. Figure 2.7 shows signal of two-stage
MCPs with outer diameter of 25 mm and 10 µm channel diameter measured
with 1 GHz LeCroy oscilloscope (10 Gs/s). By using MCPs with smaller
active diameter in the set with smaller electrodes and anode respectively,
one can achieve excellent time response characteristics.
The quality of the MCP signal shape influences on the time accuracy of the
detection systems. Thus, a smaller pore size of the MCPs results in a better
time accuracy [Leh 07]. Figures 2.7 proves that further reduction of the rise
/ fall time and FWHM of the MCP signal is possible to achieve. This issue
is to be investigated in Sec. 3.1.2 and Sec. 3.1.3.
2.5.4.2 Detection Efficiency of Secondary Electrons
In most experiments on electron emission the electron spectra is measured
with silicon detectors [Mon 88]. A model about an approximation of an
electron detection yield is described in [Bru 97]. This model assumes that
the probability Pn of emitting an average number of electrons n¯se from the





























Average secondary electron number
Figure 2.8: Calculated dependence of detection efficiency on the average
number of created secondary electrons. According to eq. 2.52 the detection
efficiency depends on the number of created SE and open area ratio of the
MCP (OAR). At about 6 produced secondary electrons the detection effi-
ciency is optimized till 100%. Further increase of the number of secondary
electrons does not lead to the higher detection efficiency.
where nse is the number of emitting electrons from the surface.
The probability of not emitting any electrons is given by
P0 = e
−n¯se. (2.49)
If the detection efficiency on the MCP surface is εMCP then the probability






The probability of detecting at least one electron is equal to
Pe = (1− P0) = 1− e−n¯seεMCP . (2.51)
The detection efficiency of the MCP in eq. 2.51 is given by the whole open
area ratio of the microchannel plate. The electrons will be detected by the
MCP only in that case if at least one electron was produced from the solid
surface and hits within the open area of the MCP. In this case the detection
efficiency can be written as
εMCP = 1− e−n¯seOAR. (2.52)
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OAR of the MCP corresponds to about 60% [Bru 97].
Figure 2.8 illustrates the dependence of the detection efficiency on the pro-
duced electron number. According to the calculations from eq. 2.52 the
detection efficiency reaches 100% at 6 produced electrons.
2.5.4.3 Rate Capability of MCP
The range of application of microchannel plates operation is often cased by
the limitation of the channel plates themselves. Due to the dead time of
MCPs there are two effects contributing to the limit of the rate acceptance,
which have to be considered.
On one hand, when a large output current is drawn from the MCP, the
channel walls near the exit end are charged due to a large amount of se-
condary electron emission. The strip current flowing through the channel
walls neutralizes this charging effect. The strip current of the MCP is the
current flowing through the MCP supplied by the power supply. However,
this neutralization takes time because the strip current is small due to the
high resistance of the channel walls. The time required for this neutraliza-
tion is termed dead time. The gain decrease is called saturation effect, and
begins when the output current reaches 5% to 6% of the strip current.
On the other hand a geometrical effect caused by the finite number of chan-
nels in the microchannel plate limits the rate acceptance. When a second
electron enters the channel within the time needed to recharge the channel
walls, exited channels are not able to recharge sufficiently. Therefore the
channels do not respond to the new incoming particle. Both effects lead to
the same result: the measured count rate of the detector is different from
the real rates of electrons or ions and the gain drops.
The electron cloud emerging from a single MCP consists of a collection of
electrons whose average number is equal to the average gain of the MCP
at the operating voltage. In case of using MCP in Chevron configuration
one has to take into account the size of the electron cloud when it hits the
second MCP. As one channel in the first MCP excites 10-100 channels in
the second MCP so the effective rate the MCP could take is less than the
number of channels in the first MCP. The approximate width D of an elec-
tron cloud when it hits the second MCP can be calculated according to the
theoretical model [Rog 82].
D = d+ 4[
√







The electrons emerge from a single MCP channel with average transverse










Figure 2.9: Schematic view of the spread of the electron cloud emerging
from the first MCP and being detected by the second one. The transverse
energy causes the cloud to spread out as it travels between the MCPs. The
approximate width of the electron cloud can be calculated in terms of the
gap size (L), voltage across the gap (UG), and the transverse energy of the
electrons(ET ). Model described by [Rog 82].
eV (measured by [Ebe 80]). Where d is the channel diameter of the MCP,
UG and L are the applied voltage and distance between two microchannel
plates respectively. Schematic view of the spread of the electron cloud
with described parameters is shown in Figure 2.9. The number of excited














Assuming that every single channel behave like an ideal capacitor with ty-
pical dead time τchannel, so depending only on its resistance and the capacity
[Sha 89], one can describe the gain, count rate and the MCP current. The








where Neffective = Ntotal/Nexc is the ratio between the total number Ntotal of
available channels in the MCP and the number of excited channels Nexc.
The approximate gain q of an MCP is given by eq. 2.47. Depending on the
particle count rate the incoming current is given by
Iin = qf, (2.56)
where q and f is the the charge and the count rate of the incoming particles.
In case of electrons q = e. The gain is the ratio of the MCP outgoing Iout
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The average gain, which may be identified from an experiment as the maxi-






From the equation one can see that for lower count rate and τMCP ≈ 10−7s
the dominator can be neglected, then g = g0. But for higher rate the gain
decreases because of the finite recharge time. If to solve equation (2.5) for





Under the simplified assumption that should show the experimental count
rate in dependency on the actual count rate, formula for the experimental





However it should be mentioned that this is an assumption which may
differ from actual experiments. The real count rate measurement process is
a difference between the current measurement and the determination of the
count rate.
One of the important parameter to observe influence of the high rate on
the MCP is the change of the pulse-height distribution. The pulse-height
distribution is an abundance histogram of the measured signal amplitudes.
If all the participating channels of the MCP are unsaturated, as is the case
if only a small number of electrons enter each channel, the resulting PHD
is exponential. But, as more and more participating channels saturate, the
PHD changes from from a negative exponential to a quasi-Gaussian and the
modal gain of the output pulses increases.
Examination of the pulse-hight distribution of output signals from the MCP
detector presents an important information about the relative detection
efficiency of ions. At higher rates while decreasing the gain the mean of the
PHD also shifts to smaller amplitude values and changes its shape [Giu 94],
[Fra 91], [Fra 92]. It leads to more amplitudes to drop under the threshold
and the area under the pulse-hight distribution decreases and so does the
detection efficiency.
Investigation of the behavior of the PHD at different electron rates will be




For better performance of the time-of-flight detector, the performance char-
acteristics of a duplicate of the detector at Gießen University (Figure 3.1)
have been investigated and improved in oﬄine experiments. Particular in
this work the timing performance and the rate capability have been mea-
sured and enhanced. The detection efficiency improvements developed in
previous work [Fab 08] have been varified.
To substitute the ions circulating in the ESR and passing through the foil in
the laboratory conditions the alpha emitter source 241Am was used. A ki-
netic energy of the alpha particles is 5.486 MeV. The energy spectrum from
241Am also contains less intense lines as 5.443 MeV (abundance of 12.8%)
and others with an abundance less than 2% each. As this alpha source is
covered with about 2 µm thick noble metal, the kinetic energy of the alpha
particles when they hit the carbon foil is 4.58 MeV [Tro 93].
3.1 Timing Performance of the TOF Detector
The timing performance of the time-of-flight detector is a critical parameter
as it influences on the mass measurement accuracy. The intrinsic time accu-
racy of the TOF detector was investigated in the coincidence time-of-flight
measurements between forward and backward MCP detectors. It amounts
to about σcoin=67 ps for the standard settings. One revolution in the ESR
has a duration of about 500 ns. Due to the many revolutions in the ring
the uncertainty of the mean revolution time can be reduced to less than a
picosecond. Note that this uncertainty is required for the mass of 100 GeV
to achieve a mass accuracy of a 100 keV (eq. 2.10).
By ITSIM (Sec. 2.5.3) simulations and experimental measurements for dif-
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Figure 3.1: Front view of the Time-of-Flight detector in IONAS group at
Gießen University. The main components as the carbon foil, MCP detector,
dipole magnet and cables for the voltages are indicated with callouts.
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Figure 3.2: Setup used for the oﬄine measurements of coincidence time-of-
flight between forward and backward detectors. 241Am source emits alpha
particles, which hit a thin carbon foil. The secondary electrons produced
in forward and backward directions in sense of the α particles direction are
guided to the MCP detectors by electric and magnetic fields. The detector
is placed in vacuum. The operation pressure is about 1·10−7 mbar.
ferent contributions that influence on the TOF detector timing precision
were investigated and can be written as a quadratic sum of the following
contributions:
• Transport of the SE from the foil to the MCP detector: σ(Transport)
• Transit time of SE through the MCP channels: σ(MCP)
• Event time determination (determination of the time of the event from
the MCP signal, ETD): σ(ETD)
σ =
√
σ2(Transport) + σ2(MCP ) + σ2(ETD). (3.1)
Timing characteristics were tested by measuring the coincidence between
the time-of-flight of the secondary electrons to the backward and forward
MCP detectors with a setup shown in Figure 3.2. So the alpha particles
passing a thin carbon foil [10 µg/cm2] release secondary electrons (Sec.
2.5.1.1), which are transported in forward and backward directions by elec-
tric and magnetic fields.
The time definition for the timing measurements is explained in Figure 3.3.
Ideally it is interesting to know the time when an ion exactly passes through
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Figure 3.3: Schematic explanation of the time definition in the experimental
measurements of the time-of-flight distribution. In the measurements the
time when the SE are detected by forward TF = tion+teF and backward TB =
tion + teB MCPs is determined. Then every corresponding time event from
both detectors are subtracted from each other and the result is plotted in a
histogram. The resulting distribution with mean value ∆T is a coincidence
time-of-flight distribution with standard deviation σcoin. The σcoin defines
the time spread between two detectors and determines the timing precision
of the TOF detector.
the foil tion and the secondary electrons are created. In our coincidence time-
of-flight measurements the time difference ∆T between the time, when the
electrons are detected by forward TF and backward TB MCP detectors, was
measured. The distribution of ∆T is then the coincidence time-of-flight
distribution, from which the Full-Width-at-Half-Maximum (FWHM) or the
standard deviation σcoin is determined. Later to characterize the timing
performances of the TOF detector, the standard deviation of the coinci-
dence time-of-flight distribution σcoin will be used. This standard deviation
defines the time spread between forward and backward MCP detectors.
In an ideal case the detector is isochronous and the secondary electrons
produced in the foil should be transported to both MCP detectors simulta-
neously. Since these two transport times TF and TB are independent events,
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Count
Figure 3.4: Principle of the time-of-flight determination with Ddelay math
function on the digital oscilloscope. The function first determines 50% of
the amplitude from the MCP forward and MCP backward detector signals.
Then the corresponding time level T (at 50%) is calculated. Two timing
events are subtracted from each other and the difference ∆T is plotted in
a histogram. The resulting distribution is fitted with a Gaussian function
and the standard deviation σcoin is determined.
The corresponding standard deviation for a single detector branch (forward
or backward) will be denoted as σbranch. This assumption (eq. 3.2) is con-
firmed by simulations [Diw 11] and shows, that σbranch can be calculated
from the measurements of the coincidence time-of-flight.
One of the methods to estimate the time spread between two MCP detectors
is to measure the time difference with Ddelay math function on the digital
oscilloscope (LeCroy Waverunner 6100A). The principle of this method is
shown in Figure 3.4. This function first determines 50% amplitude frac-
tion from the threshold level for forward and backward signals. Then the
exact time corresponding to those amplitude levels is determined and sub-
tracted from each other. According to our time definition in this method
the difference ∆T between TF (at 50%) and TB(at 50%) is measured. Base
line determination, time interval as well as the time interval accuracy for
this method is explained in the Appendix. About 1000 measurements of
∆T is plotted in a histogram and the distribution is fitted with a Gaussian
function. The standard deviation σcoin is calculated from the Gaussian fit
function.
The second method is to store the signal acquisitions with an oscilloscope
and to analyze the data with Extract−T imestamps software that was de-
veloped at GSI especially for the IMS data analysis [Hau 99] [Sun 08a]. The
Constant-Fraction Discriminating method implemented in the software was
used in this work to determine the coincidence time-of-flight distribution
(Sec. 4.3.1).
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3.1.1 Electron Transport Time
Before proceeding to the simulation of electron transport time, which is one
of the limiting contribution to the accurate time measurement in the TOF
detector, it is necessary to explain the physical origins which cause the time
spread:
• Foil and MCP detectors have different applied potentials to provide an
acceleration of SE and to detect them with a certain kinetic energy (in
standard case 700 eV). Moreover, the detectors are displaced relative
to the plane of the foil so that the secondary electrons impinge on
the detectors with enough energy to be detected with good efficiency
(Sec. 2.5.2).
• Because of not ideally homogeneous electric field, different points of
origin of the secondary electrons in the foil cause different transport
time of them to the MCP detectors (see Figure 3.6).
• Secondary electrons are emitted from the foil with different initial
kinetic energies [Dre 96] (see Figure 3.5).
• Secondary electrons are emitted from the foil with different angles
[Dre 96].
• A non-perfect flatness of the foil can cause different horizontal star-
ting position of the secondary electrons and therefore influences the
transport time. As the carbon is a conducting material, the surface
of the carbon foil influences the electric field. In the simulations an
ideally flat foil is assumed and the real foil surface structure is not
included.
First two statements can be considered as contributions from spatial distri-
bution of SE as they are emitted from the foil, the next two are belong to
the limitations caused by the velocity distribution of secondary electrons.
These two contributions will be discussed below.
So, the contribution from the electron transport is mainly described by:
• Spatial distribution of the secondary electrons: σ(spatial)
• Initial velocity spread of the secondary electrons: σ(velocity).




σ(spatial)2 + σ(velocity)2. (3.3)
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Initial total kinetic energy K0 of SE / eV
Figure 3.5: a) Initial total kinetic distribution of SE as they are produced
from the foil is set as Maxwellian distribution in the Itsim simulations with
a standard deviation of 1.8 eV. b) Simulation of an average time-of-flight
of SE as a function of standard deviation of the total initial kinetic en-
ergy distribution K0=0-50 eV. By the error bars the standard deviations
of the corresponding time-of-flight distributions are given. The acceleration
voltage between the foil and MCP detector is set as 700 V.
The dispersion in the time-of-flight of the secondary electrons due to their
initial velocity spread and their spatial distribution after emission from the
surface of the foil was studied in the simulations. As one of the initial con-
ditions for the simulations the energy spread of the electrons after they are
emitted from the foil is chosen as Maxwellian distribution with a standard
deviation of 1.8 eV (Sec. 2.5.1.3 )(Figure 3.5 a). Figure b) shows the change
of an average time-of-flight of SE with the change of standard deviation of
the Maxwellian distribution. By varying the σ the mean value K0 of the
total initial kinetic ener-gy is varied. It follows that increase in kinetic ener-
gy decrease the average time-of-flight of SE.
In Figure 3.6 the average time-of-flight of SE to the MCP detector is shown
according to their point of emission from the X-coordinate of the foil surface
along Y=0. The middle of the foil is indicated as 0 mm. One can see that
the difference in the average transport time between SE produced in the
middle of the foil and at the edges (X=17 mm) is about 65 ps.
Figure 3.7 summaries the result of simulation including initial energy dis-
tribution and homogeneous spatial distribution of secondary electrons. The
simulation is done for optimized for efficiency potential difference between
foil and MCP detector of 700 V. The standard deviation σbranch(Transport)
of the time-of-flight distribution caused by the transport of SE from foil
to the MCP detectors equals 36 ps. For the present geometry of the TOF
detector this contribution is more like a property of the system and can
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Figure 3.6: Simulated average time-of-flight of SE to the MCP detector as a
function of their point of emission from the X-position along Y=0 of the foil
surface. The middle of the foil is indicated as 0 mm. The difference in the
average transport time between SE produced in the middle of the foil and
at X=17 mm is about 65 ps. 17 mm is taken because the SE emitted at this
position on the foil surface still can be detected with reasonable efficiency.
not be completely excluded. However, it is possible to reduce the absolute
transport time-of-flight of the SE and therefore to reduce this contribution.
Two sets of simulations were performed to estimate σ(spatial) and σ(velocity)
independently:
1. The initial position of SE on the foil is set as homogeneous. Ini-
tial energy distribution of SE is excluded, therefore electrons fly to
the MCP detector with K0=0. In such simulations the contribution
from spatial distribution of SE to the transport time is estimated as
σbranch(spatial)=31 ps for K=700 eV (see Figure 3.8 a).
2. To simulate a contribution from the velocity spread of SE, ITSIM pa-
rameters were set in such way that all electrons start from one point in
the middle of the foil with Maxwellian distribution of initial velocities.
In this way the spatial distribution is neglected and the contribution
from the velocity spread is calculated as σbranch(velocity)=18.5 ps for
K=700 eV (see Figure 3.8 b).
The functional dependence between time spread and contributions from
initial spatial and velocity distributions of secondary electrons is expected
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branch=36ps
Figure 3.7: Result of the simulated transport time-of-flight distribution
of 104 electrons by ITSIM. In the simulation homogeneous distribution of
SE on the foil surface and initial kinetic energy distribution K0=0-50 eV is
included. σbranch is calculated for K=700 eV and is equal to 36 ps. Note that
the simulation includes only the contribution from the electron transport.
as










In Figure 3.8 a) and b) the simulated contributions from initial position of
electrons on the foil surface and initial velocity spread is shown with black
squares in dependence on the kinetic energy. The results of the simulations
for K=700 eV kinetic energy are indicated with violet color. From the
figures it is clear that by increasing the kinetic energy K the time spread
decreases in both cases. The red lines show the fit functions according to eq.
3.4 and eq. 3.5. These functional dependencies describe well the simulated
results, the relative uncertainties are estimated as 8% and 2.5% respectively.
By adding up quadratically both components σ(spatial) and σ(velocity), eq.









where Cspatial and Cvelocity are constants.
In Figure 3.9 the results of the simulations including both components are
shown with blue circles. The blue line indicates a fit function according to
eq. 3.6.
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b)
Figure 3.8: a) Simulated σbranch caused by the spatial distribution of SE
on the foil in dependence on their kinetic energies K. In the simulations
all SE start with homogeneous spatial distributed on the surface of the foil
and K0=0. b) Simulated σbranch caused by the velocity spread of SE as they
are emitted from the foil. In this case all SE are emitted from one point
in the middle of the foil and start with Maxwellian distribution of initial
velocities. In both cases the kinetic energy of SEK is varied by changing the
acceleration voltage between the foil and MCP detector. Simulated values
are shown with black squares and the red curves indicate the fit functions
from eq. 3.4, eq. 3.5.
To observe the relation between the transport time-of-flight of SE and their
kinetic energy the coincidence time-of-flight distribution was experimentally
measured for the range of kinetic energiesK=350 - 1400 eV. For this purpose
the TOF detector was currently upgraded for the higher values of electric
and magnetic fields. More detail explanation of all technical components is
presented in [Diw 11]. The measured corresponding standard deviation for
the range of kinetic energies mentioned above is shown with red triangles
in Figure 3.9. It is certainly seen that the σbranch is reduced from 62 ps (at
K=350 eV) to 37 ps (at K=1400 eV). From these results it follows that
increase in potential difference between the foil and MCP detectors leads
to a decrease in time spread cased by the contribution from the transport
time of SE (eq. 3.3). Experimental data were measured for MCPs with 10
µm pore size with α-particles using Ddelay math function. The error of the
experimental data are calculated as quadratical sum of the errors from the
Gaussian fit, bin size and a statistical error over 1000 events and it is in the
order of ±2-4 ps.
Comparison between the simulations and the experiments shows the pres-
ence of additional contributions, that are the transit time of SE through
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Figure 3.9: Results of simulations (blue circles) and measurements (red tri-
angles) of the spread in time-of-flight of SE between forward and backward
MCP detectors as a function of kinetic energy. The kinetic energy K is
varied by changing the acceleration voltage between the foil and MCP de-
tector. Note that the simulations include only the contribution from the
transport time of SE. At the measured range of kinetic energies K=350-
1400 eV the corresponding time spread σbranch is reduced from 62 ps to 37
ps. The red and blue lines show the fit of the measured data and simulated
data of σ(Transport) according to eq. 3.7 and eq. 3.6.
the MCPs and contribution from event time determination, which cause
the time spread in time-of-flight, and which were observed in the exper-
iment additional to the electron transport time, that is included in the
simulations. By fitting the experimental data with a function from eq. 3.6
and adding quadratically additional constant Caddit one can estimate the
contribution from those two components (eq. 3.3) to the time spread
σbranch =
√
Cspatial/K + Cvelocity/K2 + C2addit. (3.7)
The result of the fit is shown with a red curve and Caddit is equal to
Caddit =
√
σ2(MCP ) + σ2(ETD) = 25ps. (3.8)
For further improvements in transport time of SE, namely reduction of
σbranch(Transport) to a value down to 17 ps, the TOF detector is under
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preparation for the measurements with 3 times higher electron kinetic ener-
gies (2100 eV) than the present value.
To see the effect from reduction of spatial contribution of SE the coinci-
dence time-of-flight between the forward and backward MCP detectors was
measured with coincidence to the silicon (Si) detector. The Si-detector is
installed behind the foil and has smaller active diameter of 15 mm com-
pared to the 40 mm foil diameter (Figure 3.2). First the number of counts
from the MCP detectors were measured in coincidence with the Si-detector
(NMCPF&MCPB&Si) and according to the illuminated area of the Si-detector
the area of the foil illuminated in the measurements were calculated. Then
two different apertures with ∅=4 mm and ∅=2 mm were installed in front
of the Si-detector and the measurements were repeated. The results of the
measurements are summarized in Table 3.1.
∅ Si NSi NMCPF&MCPB&Si ∅ foil σbranch
15 mm 13620 7592.5 11.2 mm 46 ps
4.6 mm 1468 668 3.3 mm 43 ps
2 mm 354 166 1.4 mm 41 ps
Table 3.1: Summary of the measurements of the count rate from the MCP
detector in coincidence with Si detector NMCPF&MCPB&Si. Complete area
of the Si-detector (∅ 15 mm) and reduced with ∅ 4 mm and ∅ 2 mm aper-
tures was illuminated to estimate the corresponding illuminated area of the
carbon foil by α-particles used in coincidence time-of-flight measurements.
In the coincidence time-of-flight measurements by triggering on the Si-
detector with certain area (Table 3.1) one selects coincidence signals from
the inner part of the foil what makes possible to estimate the time spread as
a function of the illuminated foil area. According to the simulations (Figure
3.10, black squares) by illuminating the inner part of the foil one decreases
the contribution from the spatial distribution of the SE over the foil area.
Figure 3.10 (red circles) shows the results of the measured coincidence time-
of-flight as a function of illuminated foil diameter. σbranch is obtained as 46
ps for illuminated ∅ 11.2 mm (98.46 mm2), 43 ps for illuminated ∅ 3.3 mm
(7.56 mm2) and 41 ps for illuminated ∅ 1.4 mm (1.5 mm2) of the foil by
α-particles.
3.1.2 MCP Transit Time
To investigate the contribution σ(MCP ) from the transit time of secondary
electrons through the MCP channels the measurements of the signal shape
are performed using MCPs with the same active diameter of 40 mm but
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Figure 3.10: Simulated a) and measured b) σbranch of the coincidence time-
of-flight distribution as a function of the illuminated foil diameter by α-
particles. Note that in the simulations only contribution from the transport
time of SE is included and in the measurements additional contributions ac-
cording to eq. 3.1 appear. The illuminated diameter of the foil is calculated
from the coincidence count rate measurements with Si-detector (Table 3.1).
with 10 µm and 5 µm channel diameters. The assembly in both cases uses
a two-stage MCP in chevron configuration. Used MCPs with 5 µm pore
size have L/d=60:1, while the MCPs with the channel diameter of 10 µm
have L/d=40:1. The thicknesses of two-stages MCP are very small, 0.3 mm
and 0.4 mm respectively, which corresponds to the electron transit distance.
Comparison between MCP signal shapes indicates slightly better rise time
of 480 ps for the MCPs with 5 µm pore size than 593 ps measured using
MCPs with 10 µm pore size. What is about 20 % difference. Additionally
the rise time of the MCP signals is influence by the bandwidth of the de-
tector. This contribution will be investigated in the next section.
The emission of secondary electrons in the MCP channel is a random pro-
cess giving rise for different trajectories of different electrons. Each of the
electrons have different transit time through the channels. If there are many
SE, created from the foil, the mean transit time will not vary very much
from event to event. In case of a few initial SE the mean transit time
of them will vary significantly from event to event giving a large spread in
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transit times through the MCP. The time spread in the electron transit time
through the MCP channels scales proportionally to the channel diameter




where d is the diameter the MCP channel, nse is the number of secondary
electrons produced from the foil and detected by first microchannel plate
[Ina 06] [Vav 08]. In particular, this means that depending on the charge
number of the projectile different numbers of SE will be emitted from the
foil and thus the electrons will propagate through the MCP with different
spreads in transit time. The calculated results for the dependence of for-
ward (F) and backward (B) electron yields on the carbon foil thickness are
presented in Figure 3.11 a) for 91Kr36 ions of 382 MeV/u (blue lines) and
α-particles of 1.145 MeV/u (red lines). The results concerns the evolution of
the yield of fast δ electrons with projectile velocity. This holds for thicker
targets, where both charge equilibrium and complete development of the
secondary electron cascade are reached. For thinner targets, the contribu-
tion is smaller, but increase with increasing target thickness [Jun 96].
The coincidence time-of-flight between forward and backward MCP detec-
tors as a function of forward secondary electron yields was measured with
α-particles. The energy of the secondary electrons were equal to K=700 eV.
The results of the measurements are shown in Figure 3.11 b). The corres-
ponding foil thicknesses are indicated as 10 for 10 µg/cm2, 37 for 37 µg/cm2
and 55 for 55 µg/cm2. In case of the measurements with the carbon foils
(black squares) slightly better σbranch of 44 ps is measured for 37 µg/cm
2
compared to 46 ps measured using thickness of 10 µg/cm2. But both re-
sults coincide within the error bars. For a foil with a Cs-compound on the
surface (pink square) with thickness of 55 µg/cm2 the standard deviation is
measured as 31 ps. The measurements were performed using Ddelay math
function on LeCroy digital oscilloscope (1 GHz, 10 Gsamples/s). Examples
of the time-of-flight distributions measured with 10 µg/cm2 carbon foil and
a foil of 55 µg/cm2 with a Cs-compound on the surface are shown in Figure
3.12. The standard deviations σbranch according to eq. 3.2 were calculated
from the Gaussian fit functions (red curves). The results are explained by
emission of about 28 secondary electrons from the foil with a Cs-compound
on the surface, that is more than 9 times higher than in case of carbon
foil. For this case the number of emitted secondary electrons is determined
by comparison between the mean signal amplitude obtained from the pulse-
height-distribution of the signals from forward MCP detector from a carbon
foil and a foil with a Cs-compound on the surface. The number of SE emit-
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Figure 3.11: a) Calculated results for forward (solid lines) and backwards
(dashed lines) electron yields obtained with 91Kr36 projectile of 382 MeV/u
(blue lines) and α-particles of 1.145 MeV/u (red lines) as a function of
carbon foil thickness. Both the foil thickness and yield scale are logarithmic.
b) Measured σbranch of the coincidence time-of-flight distribution between
MCP forward and backward detectors with α-particles as a function of the
forward secondary electron yields. By 10 and 37 the thicknesses of the
carbon foils of 10 µg/cm2 and 37 µg/cm2 are indicated. The number of SE
from the carbon foils is calculated according to eq. 2.28. By 55 the thickness
of a foil of 55 µg/cm2 with a Cs-compound (pink square) on the surface is
indicated. For this foil determination of the number of SE is explained in
the text. The complete foil area was illuminated by α-particles.
ted from the carbon foil is calculated according to eq. 2.28.
For twice higher kinetic energy of the secondary electrons of K=1400 eV
the standard deviation σbranch with this thick foil is measured as 27 ps.
Note, that with this thicker foil and higher kinetic energies of the secondary
electrons, both contributions from the transport time of SE σ(Transport)
and from the transit time of SE through the MCP channels σ(MCP) are
improved.
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Figure 3.12: Measurement results of the time-of-flight distribution between
forward and backward MCP detectors with a) carbon foil of 10 µg/cm2 and
b) a foil of 55 µg/cm2 with a Cs-compound on the surface. The measure-
ments were done using Ddelay math function and with an aperture of the
α-source to fully illuminate the foil. The kinetic energy of the secondary
electrons was equal to K=700 eV. The event times for forward and backward
detectors were subtracted and plotted as a histogram (red color). In the
histogram the sizes of a bin are chosen to be 20 ps and 10 ps, respectively.
The standard deviations of the coincidence time-of-flight distributions are
calculated from the Gaussian fit functions (red curve) and indicated in the
figure together with the errors.
3.1.3 Event Time Determination
For the measurements with the MCP detectors one has precisely determine
the event time of each individual signal. Certain difficulties can appear in
the signal treatment and one has to take care about the following:
• Amplitude / rise time walk effects lead to the error in the determina-
tion of the event time of the signal (Figure 3.13);
• A suitable sampling rate of the acquisition system has to be chosen.
To accurately digitize the incoming signal, the oscilloscope’s real-time
sample rate should be at least three to four times the oscilloscopes’s
bandwidth [Nat 09];
• To minimize amplitude / rise time walk effects an appropriate timing
algorithm have to be applied for accurate event time determination of
the signal (see Sec. 4.3.1 and Appendix).
The main difficulties in the precise event time determination caused by
amplitude and rise time walk effects are explained in Figure 3.13. In the
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2 Amplitude walk can effect when the signal crosses the trigger level
Amplitude walk
3 Rise time walk can effect when the signal crosses the trigger level
• Two signals have the same real start time and the same
amplitude
Different amplitudes / rise times lead to different start time
based on when each signal crosses the trigger level
The jitter can effect when the signal crosses the trigger level




Figure 3.13: Main errors in determination of the event time. When the
arrival time of the signal is of more interest than the signal amplitude one
has to minimize those uncertainties. Time jitter, amplitude and rise time
walk effects are explained [Edw 07].
following only the signal shape will be investigated and optimized.
Simulations with CST MICROWAVE STUDIO [CST] of the MCP detector
show that the bandwidth of the detector and thus the timing performances
are limited by the design of the anode as well [Aye 10] [Aye 11]. Large
parasitic capacitances between the anode cup, anode plate and MCPs pre-
vent high frequency signals (small rising slope) from passing through the
microchannel plate detector and from being detected by the anode. Based
on this knowledge, a new improved anode design was developed to optimize
the bandwidth of the detector and with this the MCP signal quality.
Figure 3.14 shows the simplified schematic view of the MCP detector with
parasitic capacitances. For better timing performance one has to decrease
all values of capacitances and inductors as much as possible. Also the ratio
between those values has to be taken into account. For instance CdAS1,
CdAS2 and LdAS1 depends on the length between the anode plate and anode
cup dAS1. In case of increase of dAS1 the capacitance CdAS1 decreases, while
the inductance LdAS1 will increase as it scales proportionally to dAS1.
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Figure 3.14: Simplified circuit diagram of the MCP detector [Pla 09]. The
values CdAS, CdAM and LdAS1 are parasitic capacitances and inductance.
The ratio of distances dAS1, dAS2, dAM influences on the anode bandwidth
and has to be improved.
Figure 3.15: Picture of the previous (left part) and new optimized for signal
shape (right part) anode designs for the MCP detector.
Figure 3.15 shows the pictures from previous and new optimized anode de-
signs.
On the left part of Figure 3.16 cross sections of the MCP detector anode used
in the simulations using CST MICROWAVE STUDIO [CST] are shown. In
the simulations an input signal with certain power is applied through the
circulator to the SMA connector of the MCP detector and flows through
the anode. The frequency was swept through the anode. The power of the
signal transmitted through the anode (blue curve) and the power of the
reflecting signal were simulated. At the reference level of -3dB the cut-off
frequency fC was determined as fC1≈ 0.5 GHz for previous (upper part)
and fC2≈ 3 GHz for new (lower part) anode designs. The cut-off frequency
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Figure 3.16: Schematic view of the anode designs and results of the simula-
tions with CST MICROWAVE STUDIO [Aye 10]. The distances dAS1, dAS2
influence on the anode capacitance and have to be reduced. The reflecting
power was determined in the simulations for the previous (upper part) and
for the new (lower part) anode designs. The blue curve corresponds to the
signal power that flows to a 50 Ω termination connected to the ground; pink
curve shows the signal power, which was reflected. At the reference level of
-3dB the cut-off frequency fC is calculated, which corresponds to the fall of
the signal power by about half value.
fC is the frequency either above or below which the power flowing through
the system begins to be reduced (or reflected) rather then passing through.
Referred to -3dB level the fC corresponds approximately to the reduction
of the power by half. The cut-off frequency defines the anode bandwidth.
To verify the predictions from the simulations a test with a NETWORK
ANALYZER (RF Power Meter Wiltron 6747A) [Aye 10] [Aye 11] was per-
formed (Figure 3.17). The test was done with the signal from the opposite
side of the anode while during the real experiment the charge is collected
on the anode plate. The test with NETWORK ANALYZER is done in a
similar way as the simulations with CST MICROWAVE STUDIO program.
An input signal with a certain power is applied through a circulator to the
SMA connector of the MCP detector and flows through the anode cup to
a high performance 50 Ω termination connected to the ground. The fre-
quency was swept (RF Sweeper Wiltron 561) through the anode and the
power of the reflecting signal was measured. If we assume that the power
of input signal is equal to 1, the power of the signal which flows to the 50 Ω
termination equals x and of the reflecting signal equals y, then 1 = x + y.
This assumption fulfills the condition for an ideal system without losses and
can be applied to our anodes due to the small path length of the signal.
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Figure 3.17: MCP anode test with a NETWORK ANALYZER [Aye 10].
An input signal with a certain power is applied through a circulator to the
SMA connector of the MCP detector and flows through the anode cup to a
high performance 50 Ω termination connected to the ground. The power of
the reflecting signal is measured and supposed to be equal to the one of the
input signal. The limiting bandwidth is a range of frequencies in which the
power of the reflecting signals are still the same as the ones from the input
signals. For a new anode it is equal to approximately -2dB and is about 2
times higher than from the previous anode construction.
At the reference level of -3dB the cut-off frequency fC was measured for
previous as 900 MHz and 2 GHz for new anode designs. Therefore, the new
anode should improve the bandwidth of the MCP detector by a factor of 2.
In terms of signal quality fC at -3dB level corresponds to the half width at




The MCP signals with previous and new anode constructions were investi-
gated at the setup with an electron source (Figure 3.22). Figure 3.18 shows
the comparison between the signal shapes from the MCP detector with both
anode designs.
During the test with the new improved anode design signals with better
rising slope and width were observed. The measurements show that with
optimized ratios between capacitances CdAS and CdAM of the anode the
FWHM of the signal peak can be reduced by a factor of up to two (in this
case from 1 ns to 600 ps) and rising slope improved by about of 20% (from
600 ps to 460 ps).
Table 3.2 summarizes the results from the simulations with NETWORK
ANALYZER and from measurements. As one sees the measured width of
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Figure 3.18: Signal shapes from the previous (black line) and new (red line)
anode designs measured at the setup with an electron source (Figure 3.22).
The tests show that by decreasing the capacitance between the anode and
the MCPs the peak width can be reduced by a factor of up to two and the
rise time improved from 600 ps to 460 ps, which is about 20%. Note that
the signals were acquired by a 1GHz oscilloscope.
the MCP signal is broader than the calculated one. The difference is ex-
plained by the fact that simulation is an ideal case where ideal conductors
and ideal ceramics were considered as components of the anode design. In
the real measurements every component in the system needs to have a band-
width greater than the -3dB bandwidth of the signal. A simple rule is to
have a frequency -3dB bandwidth greater than 0.44/FWHM(signal). So,
the signal width one measured depends on the convolutions of many band-
width, including those of the signal and the oscilloscope. It means that
even the fastest scope will have an internal FWHMscope. To maintain the
fidelity of the measurements in first order one has to subtract the internal
FWHMmeas of the oscilloscope from the measured value. It has to be con-
sidered that for these measurements a digital oscilloscope with a bandwidth
of 1 GHz was used. The calculated results is shown in the third column.
Further reduction of the measured MCP signal parameters is expected for
the measurements with an oscilloscope with larger bandwidth.
The time walk effects are smaller for signals with smaller rise times [Vav 08].
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Anode design FWHMcalc FWHMmeas
√
FWHM2meas − FWHM2scope
Previous 1.1 ns 1.06 ns 964 ps
New 500 ps 646 ps 473 ps
Table 3.2: Calculated and measured timing parameters of the MSP detector
signals from the previous and new anode designs. With new optimized
anode design the FWHM of the signal peak is reduced by a factor of up to
two. The third column shows the FWHMmeas of the measured signal with
subtracted internal FWHMscope of the oscilloscope.
Thus the improvements of about 20% in rising slope of the signal from the
new anode design should improve precision of the event time determination
of the MCP signals by 20% and so the mass measurement accuracy. While
with smaller value of the falling slope a better separation of close lying, in
particular of significant different amplitude signals can be performed during
a data analysis.
3.2 Efficiency Measurement with a Laser Beam
The first settings of the electric and magnetic fields applied in the TOF
detector was optimized empirically by [Tro 93] and used for several years.
Simulations by [Fab 08] showed that new optimized electrode voltages and
magnetic field setting increases the active foil area to produce secondary
electrons and so increases the detection efficiency up to 80%. Table 3.3
summarizes main potentials and magnetic fields applied in the TOF detec-
tor according to setting by J. Tro¨tscher and B. Fabian.
Detector settings U++ U− UFoil UMCP IMagnet
Previous by [Tro 93] 5244 V -2016 V -3400 V -2700 V 1.7 A
New by [Fab 08] 5100 V -2700 V -3400 V -2700 V 1.8 A
Table 3.3: Electrode potentials and magnetic fields for the previous opti-
mized empirically and for the new optimized by simulations TOF detector
settings.
To confirm the simulation results, position sensitive measurements with a
laser beam were performed.
The secondary electrons generated by photons can only overcome the sur-
face barrier, if their energy exceeds the work function Φ. In case of a carbon
foil the work function is equal to 4.5 eV. To obtain enough photon energy the
suitable wavelength of λ=266 nm (E=4.66 eV) is available from manufac-
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tures. For the measurements a nitrogen laser MNL 100 (LTB Lasertechnik
Berlin) was used with a wavelength of 372 nm and 3 ns pulse width. The
maximum energy of the laser was measured with a Micro Joule Meter (LTB
Lasertechnik Berlin) and it is about 65 µJ. The laser system was calibrated
according to this value. The main parameters of this laser is summarized
in the Table 3.4.
Laser parameters Specification Used in measurements
Wavelength 337.1 nm 337.1 nm
Pulse energy 65 µJ 1.15 µJ
Average power 2 mW 11.5 µW
Repetition rate 10 - 30 Hz 10 Hz
Pulse - FWHM 3 ns 3 ns
Beam dimension 3 x 4 mm 3 x 4 mm
Table 3.4: Main parameters of the nitrogen laser MNL 100. In the second
column the performance of the laser according to the specification is shown.
The laser parameters used in these measurements are indicated in the third
column.
To produce several secondary electrons from the carbon foil the energy of
the laser beam was set to 1.15 µJ and 10 Hz repetition rate. As the energy
of the photons from this laser is not enough to emit the SE from the carbon
foil but the signal is observed at each laser pulse it is assumed that the part
of the carbon foil was evaporated by an ablation and detected by the MCP
detectors. It was enough to produce visible single ones and to count it.
The schematic view of the set up used for the efficiency measurements is
shown in Figure 3.19. The foil area was scanned with a laser beam and
the efficiency on the different parts of the foil was measured. NIM signals
from both MCP detectors were produced with CFDs (CANBERRA QCFD
454) and set into coincidences with a logic AND-module (C.A.E.N Quad
Coincidence Logic Unit 455). The frequency of the laser was set to 10 Hz.
One of the detector was used as a START signal and the other as a STOP
signal. Coincidences between START and STOP signals were counted by
counters (ORTEC Dual Counter/Timer 994).
The laser beam was focused by a lens with a focal length of 400 mm. To
produce a parallel beam the aperture in front of the focusing lens was used.
The windows with a good transmission of electromagnetic radiation in UV
range were installed from both sides of the TOF detector chamber on the
path of the laser beam. To monitor the beam position a special paper was
placed on the opposite side of the chamber. Schematic top view of the ap-
paratus for the efficiency measurements with laser beam is shown in Figure
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Figure 3.19: Schematic view of the setup used for efficiency measurements
with a laser beam. As a result of an atomic ablation after shooting the laser
beam on the foil the secondary electrons were produced and detected by
both MCP detectors. With the Constant Fraction Discriminator standard
NIM signals were produced and set into coincidences using a logic AND-
module of the company CAEN. The laser was set to produce pulses during
one minute. One of the detector with maximum number of counts was used
as a START signal and the other as a STOP. The coincidences between
START and STOP signals are counted by ORTEC Counters.
3.20.
The efficiency is measured for previous and new optimized by simulations
voltage and magnetic field settings. The results of the measurements (lower
part) as well as corresponding simulations (upper part) are shown in Figure
3.21.
The experimental measurements confirm the simulation results that with
previous empirical setting of the voltages and magnetic fields the foil area
was asymmetrical and only the electrons produced at one part of the foil
could be detected by the MCP detectors. For the new optimized by simu-
lations setting [Fab 08] the measurements show that the SE produced from
the whole foil area will be detected by the MCP detector and therefore the
detection efficiency is increased up to 80%.
3.3 Rate Capability of the MCP Detector
Because of the high revolution frequencies of the ions in the ESR (∼2 MHz),
the rate acceptance of the TOF detector is an important performance pa-
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Figure 3.20: Schematic diagram of an apparatus for the efficiency measure-
ments with a laser beam at the TOF detector. The chamber of the TOF
detector, placement of the laser, an aperture and focusing length is shown.
rameter. It was determined and increased by a factor of 4.
A technique for making the channel diameter smaller is recently a promising
method for improving the saturation characteristics of microchannel plates.





where R is the radius of the whole MCP and r is the radius of the single
channel. If one decreases the channel diameter by 2, the number of channels







so N ′total = 4Ntotal. According to eq. 2.55 the dead time τMCP of the
microchannel plate will be decreased proportionally with the number of
channels.
3.3.1 Experimental Setup
The influence of the dead time effect on the rate capability of the MCP
detector was examined experimentally on a setup with an electron source
with variable electron beam (constructed by [Fab 08]). The cathode, in this
case a tantalum wire, is heated by the current to a temperature high enough
to cause electron emission as described by the Richardson equation
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Figure 3.21: The results of the efficiency measurements (lower part) with a
laser beam and corresponding simulations (upper part) [Fab 08]. The laser
beam was moved to scan the whole area of the foil to the right, left and
upper directions. As the detector is mirror symmetric the lower part was
assumed to be equal with upper one. The efficiency values are indicated
with a color spectrum and increase from black to green. Experimental
measurements (lower part) confirmed the results of the simulations (upper
part) that using previous empirical setting (left part) the active foil area
was asymmetric while for a new setting the homogeneous active are of the
foil is achieved (right lower part).
where J is the current density of the emitted electrons, A is the Richardson
constant, We the work function, kB the Boltzmann’s constant and T the
temperature.
Produced electrons are guided with the help of the potentials URepeller, UPlate,
ULens1,2,3 and UPipe to the MCP detector as it shown in the Figure 3.22.
Different heating currents (IHeating) are applied to the tantalum wire to
vary the number of electrons emitted and to be detected by MCPs. To
make these measurements comparable to the experiment at the ESR the
potential differences are chosen in such way that electrons arrive to the
MCPs with about 700 eV. This 700 eV corresponds to the approximate
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Figure 3.22: Schematic representation of the measurement setup and addi-
tional electronic devices for the count rate, MCP current and PHD mea-
surements. By applying the heating current IHeating to the tantalum wire
electrons are produced by a thermal emission. With the help of potentials
URepeller, UPlate, ULens1,2,3 and UPipe the electrons are guided through the drift
tube to the MCP detector.
energy of the secondary electrons when they hit the MCPs in TOF detector
at the ESR [Fab 08].
The MCPs set in Chevron configuration used in the measurements is shown
in Figure 3.23. Because of the inhomogeneity of the beam in radial direction
it was cutted with an additional diaphragm installed in front of the MCP
plate with a diameter of 15 mm. All the results were scaled to the whole
MCP area with a diameter of 40 mm. Some of the values were checked in
the measurements without an aperture and they are in a good agreement
with the scaling [Diw 09].
According to the previous studies the distance between two microchannel
plates is chosen as L=1 mm and was a fixed parameter in the measurements.
Variable resistances were connected to the bottom and top of the electrodes
holding the MCPs. These resistances were used to set the voltages applied
to every microchannel plate and to vary the voltage drop across the gap
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Figure 3.23: Cross sectional view of the MCP detector used in the measure-
ments. Before the MCP plates the diaphragm with a diameter of 15 mm is
installed to obtain a homogeneous electron beam distribution. The distance
between the plates L=1 mm was fixed parameter in the measurements and
the gap voltage Ug between the plates were varied from 7 V to 400 V.
between the plates. The acceleration voltages were applied to observe the
influence from the strip current of the MCP and number of excited channels
(Sec. 2.5.4.3). The following accelerating voltages between two MCPs were
used: Ug=7 V, 100 V, 200 V and 400 V.
The rate of electrons hitting the MCP detector was varied by changing the
heating current. For every applied heating current the number of counts
per time, output current from the MCP detector anode and the pulse-height
distribution were measured. The counts per time were measured by using
a Constant Fraction Discriminator (CANBERRA QCFD 454) in combina-
tion with a counter (ORTEC Counter and Timer 871) for 1 minute. The
MCP current was measured with Picoamperemeter (Keithley 610C Elec-
trometer). The PHD was acquired and saved for every measurement with a
digital oscilloscope (LeCroy Waverunner 6100A). An oscilloscope saves 1000
measured signal amplitudes in a histogram.
Our measurements show that the gain of the MCPs changes over time, in a
nonlinear way. This aging effect is caused by the changes of the microchan-
nel plate wall secondary emission coefficient, due to the electron scrubbing
[Ref 05]. The MCP is only capable of emitting a limited number of electrons
during its lifetime, and after a large number of electrons have been emitted,
the gain is gradually reduced. To measure this aging effect and to avoid an
influence of it on our studies the MCPs were bombarded continuously with
electrons produced by a heating current of 1.6 A. At this heating current
the count rate for the interplate voltage of 214V is approximately equal to
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Figure 3.24: The PHD at the beginning of the measurements (green curve)
and after 3 (blue curve), 4 (orange curve), 5 (yellow curve) and 6 (red
curve) hours of impinging high electron flux on the MCP plates. During
the measurements the same voltage per plate U=945 V and the same gap
voltage Ug=214 V was applied. Strong decrease of the mean amplitude is
observed already after 3 hours of operation and equal to about 60% from
initial value.
3.3·105 electrons per seconds. After 3, 4, 5 and 6 hours of bombarding the
MCPs with electrons the PHD was acquired and saved. In Figure 3.24 a
comparison between the corresponding pulse-height distributions is shown.
Already after 3 hours of operation the mean signal amplitude of the MCPs
decreases by 60% of its initial value.
By analyzing the decrease of the mean amplitude of the pule-height distri-
bution as a function of the number of electrons impinging on the MCPs one
can investigate the percentage of the amplitude reduction during 2 weeks
of experiment at the ESR. For instance, every 2 s 5 ions will be ejected in
the ESR and they will circulate in the ring with 2 MHz about 1 ms. This
means, that every 2 s 10000 ions will hit the MCP detector. If there is now
interruption during these two weeks overall about 6 · 109 ions will hit the
MCPs. Our studies show that after two weeks the amplitude of the MCP
signals will be reduced to about 80% of the original amplitude [Diw 09].
The age effect is irreversible and can only be corrected with higher voltages
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applied to the microchannel plates. An example of aging effect compensa-
tion with higher voltages per MCP plates can be found in [Diw 09]. Every
set of measurements for the specific count rate was done during about 1
hour. So the error between the measured points due to the age effect -
amplitude decrease was estimated as 15%.
3.3.2 Measurement of the Rate Capability
To convert the measured count rate to a real count rate, the rate is plotted
against the corresponding heating current and fitted with a linear function
(Figure 3.25). The difference between the measured rate and the real rate is
explained by the fact that at higher count rates compared to the lower count
rates the MCP gain drops because of the dead time effect (Sec. 2.5.4.3).
During the dead time the MCPs are not responding to newly incoming
electrons. That is why one observes the break of linearity between the
measured count rate and the heating current applied to the electron source.
At the rate of about 106 Hz with a further increase of the heating current the
count rate does not increase but reaches a plateau (saturation level). From
the linear fit the real rate is calculated for every gap voltage Ug, MCPs with
5 µm and 10 µm channel diameter. Figure 3.26 shows the real rate against
the measured rate for the measurement using MCPs with 5 µm channel
diameter and Ug=214 V. The blue curve fits the experimental data with a
theoretical function according to eq. 2.60. One can see that the theory is
in a good agreement with an experiment.
One of the important parameters to observe an influence of the high rate
on the MCP is the change of the pulse-height distribution (Sec. 2.5.4.3).
The pulse-height distribution was measured for every heating current using
MCPs with 5 µm and 10 µm pore sizes. In both cases applied voltage per
plate was equal to U=953 V and the gap voltage between two plates was
varied. During the analysis it was also observed that at the count rate,
when the MCP output current linearity violate, the PHD peak shifts to the
lower amplitude value. The dependence of real rate from an output current
from the MCP bombarded with electrons of certain rate is shown in Figure
3.27.
In Figure 3.28 the development of the pulse-height distribution such as
peak shape, the shift of the peak and drastic decrease of it is presented for
MCPs with 5 µm pore size and for different rates. The gap voltage in these
measurements was set to Ug=214 V. One can see that at the middle region
of the count rate (between 102 and 104 Hz) in our measurements the PHD
is peaked and looks almost the same. At the count rate of 3.3·106 Hz the
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Heating current / A
Figure 3.25: The measured count rate using MCPs with 5 µm pore size in
dependence on the heating current applied to the electron source shown in
logarithmic scale. The gap voltage between two MCPs was set to Ug=214
V. Linear agreement between the measured rate and applied heating current
breaks at a point when less gain is supported from the MCPs. It happened
because of the dead time effect. The blue line represents the linear fit, which
is used to recalculate the real rate.



























Real rate / Hz
Figure 3.26: Double logarithmic representation of the measured rate against
the real rate. The blue line describes the behavior of the real rate data
points according to the theoretical model, described with eq. 2.60. The
measurement is shown for MCPs with 5 µm pore size and Ug=214 V.
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Figure 3.27: Double logarithmic representation of the real rate against the
output current from the MCP. The blue line describes the behavior of the
outgoing current from the MCP by bombarding with electrons with a certain
rate according to eq. 2.59. The measurement is shown for MCPs with 5
µm pore size and Ug= 214 V.
PHD loses its peaked shape and moves to the lower amplitude values. With
further increase of the rate the PHD losses completely its peaked shape.
The rate at which the PHD changes the shape significantly is taken as a
critical rate for these MCPs. An average count rate (from 1.1·102 Hz till
3.3·106 Hz) detected by the MCPs during these measurements (see Figure
3.28) is about 6.3·105 Hz and it is similar to the rate of 3.3·105 Hz where
the shift of the PHD was observed after 3 hours continuous bombardment
of the MCP with electrons (Figure 3.24).
The comparison between the rate limits for MCPs with 5 µm and 10 µm
pore size is summarized in Figure 3.29 as a function of different gap voltages
Ug. In the measurements with two types of MCP channel diameters was
observed that indeed microchannel plates with 5 µm pore size are about 4
times more resistant to higher rates than the plates with commonly used
10 µm channel diameter.
Different gap Ug voltages between the microchannel plates do not change the
result significantly. Probably the strip current effect and geometrical effect
(finite number of excited channel in the MCP) compensate each other in
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Figure 3.28: Change of the pulse-height distribution for different count rates
for MCPs with 5 µm pore size and the interplate voltage of 214 V. At the
rate between 1·102 - 5.4·104 Hz the PHD has a peak shape. From the count
rate of 4.4·105 Hz the PHD starts to shift to the lower amplitudes and at
2.5·107 Hz changes completely to the exponential shape. The last value of
the rate is taken as a critical rate for these types of MCPs.
the variation of the potential difference between two microchannel plates.
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Figure 3.29: Comparison between the critical rate (onset of shift of PHD)
of MCPs with 5 µm (blue squares) and 10 µm (red circles) pore sizes at
different acceleration voltages Ug between the plates. The error of the mea-
surements is about 15% and estimated as an error from the aging effect.
From the results of the measurements follows that MCPs with 5 µm chan-
nel diameter have about 4 times higher rate capability than commonly used
MCPs with 10 µm pore size. Different applied gap voltages Ug between the




More than 100 turns are needed in order to obtain a reliable revolution time
of each circulating ion. The revolution frequency of the ESR, fESR, is about
2 MHz, then the rate of impinging on the TOF detector proportional to
f ≈ fESR ·Nion · n¯se, (4.1)
where Nion is the number of stored ions and n¯se is the number of secondary
electrons produced from the foil. For instance, 10 ions of 20Ne10+ beam in
the ring will generate 1.6·108 hits/s on the detector. Therefore, it requires a
high rate capability detector. As it described in Sec. 2.5.1.2 the secondary
electron yield nse is proportional to the electronic energy loss of the projec-
tile. The calculated results for the dependence of average nSE on the charge
number Zp of the projectile in carbon foil with the thickness 10 µg/cm
2 are
presented in Figure 4.1. The projectile energy per mass unit is taken as
Ep/Mp=381.913 MeV/u. For the comparison the n¯SE is indicated for the
α-particle (×) with 1.145 MeV/u.
Because of the thin carbon foil the energy loss of the ions passing through
it will be smaller than in previously used carbon foil of 17 µg/cm2 coated
with 10 µg/cm2 of CsI on both sides and therefore, longer ion revolutions
in the ring is expected. With higher number of turns in the ring one will
increase the detection efficiency and therefore the mass measurement accu-
racy. Two experiments have been performed with 20Ne10+ primary beam
and with 238U73+ fission fragments in the ESR. In these experiments for the
first time a thin carbon foil with the thickness of 10 µg/cm2 and MCPs with
5 µm pore size were installed in the Time-of-Flight detector.
According to the oﬄine experiments (Sec. 3.3) MCPs with a 5 µm pore size
can accept a higher count rate than MCPs with the same active diameter
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Figure 4.1: Calculated an average secondary electron yield (∗) from the
surface of carbon foil with the thickness 10 µg/cm2 as a function of the
projectile charge number Zp. The projectile energy per mass unit is
Ep/Mp=381.913 MeV/u. For the comparison n¯se is indicated in case of
α-particle (×) with 1.145 MeV/u.
but with a commonly used pore size of 10 µm .
Two dedicated experiments will be discussed in following sections.
4.1 Experiment with 322.8 MeV/u 20Ne10+ Pro-
jectiles
In the first experiment a 20Ne10+ stable beam was used to investigate the
rate capability of the MCP detector with smaller pore size microchannel
plates.
A second reason was also to investigate online the rate acceptance of the
TOF detector with 5 µm pore size MCPs and to compare the results
with previously made experiment, where 10 µm pore size MCPs were used
[Fab 08].
The experimental facility which was used in the measurements with 20Ne10+
stable beam is shown in Figure 4.2, the main parameters of the setting are
highlighted with blue color. The 20Ne10+ beam is accelerated up to 11.388
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Figure 4.2: Schematic representation of the FRS - ESR facility with indi-
cated main parameters used in the measurements with 20Ne10+ stable beam
and 238U73+ fission fragments. In the first experiment the FRS is used as a
pure magnetic rigidity analyzer with Bρ=5.56374 to transmit and to inject
the 20Ne10+ stable beam into the ESR. In the second experiment the exotic
nuclei were produced via fission reaction of 238U73+ primary beam in the
9Be production target of thickness 1033 mg/cm2. The indicated parameters
with blue color belong to the setting of the experiment with stable beam
while the parameters with maroon color were set in the measurements with
uranium fission fragments.
MeV/u in the UNILAC and injected for further acceleration into the heavy
ion synchrotron SIS. In the SIS the ions are accelerated till 319 MeV/u. In
this experiment the FRS is used as a pure magnetic rigidity analyzer with
Bρ=5.56374 Tm to transmit and to inject bare 20Ne10+ ion beam into the
ESR. The ESR is operated in isochronous mode and the revolution time of
stored ions are measured with the TOF detector. The energy of the storage
ring was set slightly higher than FRS and it is equal to 322.8 MeV/u.
The frequency dependence on the magnetic rigidity or on the cooler volt-
age is called an isochronicity curve. The measured isochronicity curve ob-
tained using 20Ne10+ primary beam is shown in the upper part of Figure
4.3. It is obvious that there is a direct relation between the cooler voltage
and Bρ, as the former determines the energy and consequently also the
Bρ of the ions (eq. 2.7). Therefore the isochronicity curve is identical in
both representations. The lower part of the Figure 4.3 shows the depen-
dence of the revolution time on the Bρ change. Only for small Bρ region
(∆(Bρ)/(Bρ) = 1.5 · 10−4) as it indicated with blue shaded area in Figure
4.3 the isochronous condition is fulfilled. The isochronicity of the ring was
checked and it was isochronous for m/q=2.1.
After an injection into the ESR the oscilloscope saves a spectrum with a
length of 400 µs and according to the frequency of the ESR it is about 800
ion revolutions. The digital oscilloscope LeCroy Waverunner 6100A with
a bandwidth of 1 GHz was used. The sampling rate of the oscilloscope of
2.5 Gsamples/s was chosen to cover 400 µs record length of the spectra.
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Figure 4.3: The isochronicity curve measured with the 20Ne10+ primary
beam is shown in the upper. The cooler voltage was changed step by step
and the corresponding frequencies of the ions determined. With these fre-
quencies the revolution times were calculated and plotted against the cor-
responding magnetic rigidities on the lower part. It was checked that the
ring was isochronous for m/q=2.1.
According to numerous oﬄine measurements the voltages for the MCP de-
tectors UForward and UBackward were chosen so, that measured corresponding
pulse-height distributions have a peaked shape and equal to Udet=3115 V
that is about 0.990 kV per MCP plate. The voltages U++, U−, UFoil and the
magnetic field were set according to the optimized by simulations [Fab 08]
setting (Table 3.3).
The main voltages applied to the TOF detector were remotely controlled
with a Labview software developed for IMS experiments. So those main
voltages could be set during the experiment without entering the experi-
mental hall.
In this online experiment the rate capability of the MCP detector and in-
fluence of the reduced energy loss in thin carbon foil as well as a timing
performances of the TOF detector were investigated. In these measure-
ments about 58 injections were saved and analyzed.
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Figure 4.4: The isochronicity curve, cooler voltages versus frequencies (up-
per part) obtained using 238U90+ primary beam. On the lower part the
transformed isochronicity curve in Bρ versus revolution time is calculated
for the reference fragment 128Cd48+.
4.2 Experiment with Uranium Fission Fragments
In the second experiment the rate capability of the TOF detector was in-
vestigated with 238U fission fragments. The primary beam 238U73+ was
accelerated by the heavy-ion synchrotron SIS to the relativistic energy of
409 MeV/u. Then the primary beam impinged on a 1033 mg/cm2 beryllium
target, placed at the entrance of the FRS for fission productions. The ex-
perimental setup as well as main parameters of the settings (maroon color)
are indicated in Figure 4.2.
By applying the Bρ tagging method [Kno 08] the fission fragments will be
transmitted through the FRS. At the middle focal plane S2 the slits were
moved inside on a gap of 2 mm, so then only the ions which satisfy the cho-
sen Bρ window of ∆Bρ / Bρ ≈ 1.5 · 10−4 (indicated as a blue shaded area)
will fly through and transmitted into the ESR. The Bρ setting of 8.23158
Tm for fragments centered to 128Cd48+ was applied to the FRS - ESR.
As a trigger for the oscilloscope an injection trigger into the ESR was used.
The ESR was set to the energy of 386.3 MeV/u.
81
CHAPTER 4. ONLINE EXPERIMENTS
The primary beam 238U73+ after passing through the beryllium production
target changes its charge state. Therefore the isochronicity curve, cooler
voltages versus frequencies (upper part of Figure 4.4) was measured us-
ing 238U90+ beam. The isochronicity curve transformed from the measured
curve to the reference nuclei 128Cd48+ is shown in the lower part of Figure
4.4. It is shown as a function of Bρ and revolution time.
After an injection into the ESR the oscilloscope acquired a spectrum with a
length of 800 µs corresponding to about 1600 ion revolutions. The sampling
rate of the oscilloscope of 5 Gsamples/s was used.
To confirm the effect of higher number of turns we compared the revolution
times of the fission fragments measured with thinner carbon foil and 5 µm
pore size MCP with fission fragments from former measurement [Kno 08]
[Sun 08a] with a 17 µg/cm2 carbon foil coated with CsI of 10 µg/cm2 on
both sides and MCPs with a channel diameter of 10 µm.
4.3 Data Analysis
The data acquisition for the experiment is shown in the Figure 4.5. Figure
4.6 shows an example of the stored spectrum from the measurements with
238U73+ fission fragments.
The first step for the data analysis is to extract the event times of each
signals recorded by the oscilloscope. Then the determination of the revo-
lution time for every ion has to be done. After determination of the ions
revolution times in the ring the identity of the of the ions can be detrmined.
4.3.1 Timing with the Constant Fraction Method
The software Extract−timestamps (previous PhD works of [Hau 99] [Kno 08]
[Sun 08a]) for the TOF data analysis was extended to determine precision
ion arrival time from the online experimental data and from the oﬄine
data. With a help of the software it is possible to analyze the whole spectra
from the the online experimental data as well as single signals from the
oﬄine experiments. The software modified to accept data acquired with
different oscilloscopes with different sampling rates. Two main event time
determination methods are included in to the software: Constant Fraction
Discrimination (CFD) method and extrapolation to zero [Kno 08] [Sun 08a].
In this work the CFD method was used.
An arrival time of the signal - event time is of a high interest in the ion
revolution time measurements. The main uncertainties of the event time
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Figure 4.5: Data acquisition system used in the online experiment. In
the experimental area the signal from the anode connected with a cable to
the oscilloscope that digitized the signal spectra and saved on the external
harddrive. The voltages for TOF detector as well as the scope setting can
be set and viewed directly in the control area remotely. As a trigger for the
oscilloscope an injection trigger into the ESR is used.
In the TOF detector an electron charge produced from the MCPs is col-
lected on the anode and can vary drastically. It means that the amplitude
varies significantly from signal to signal also the rise time can vary some-
what. In Figure 4.7 two signals with different amplitudes are shown from
the online experiment. To minimize walk effects the experimental data have
to be treated with an appropriate timing method. The CFD method is one
of the most efficient and flexible method of the event time determination.
In this method, the logic signal is generated at a constant fraction f of
the peak height to produce essential walk-free timing signal [Leo 87]. The
technique by which the CFD method is achieved is shown in the Figure 4.8.
To determine the baseline the amplitudes of all signals are histogrammed to
get the noise distribution [Mat 04]. The Constant Fraction Discriminating
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Figure 4.6: Online spectrum of stored ions with LeCroy oscilloscope in the
experiment with 238U fission fragments. An oscilloscope was set to store
the spectrum with record length of 800 µm what corresponds to about 1600
revolution turns in the ESR.
method depends on two main parameters: the fraction factor f and the
delay b. The original signal is split into two components. At first one of the
component is attenuated with a certain fraction f and shifted by time b in
such way that 0 ≪ b ≤ trise (blue curve), the other component is inverted
(green curve). These two components are summed (red curve) and the zero
crossing with a baseline defines the event time (Figure 4.8).
In the analysis of the online data with the CFD method in this work the
following parameters were used: f=0.5, b=3. An optimal selection of those
parameters is a guarantee for a good timing determination. A more detailed
explanation of significance and right choice of the CFD parameters one can
find in [Mat 04].
The timing precision of the TOF detector was determined by measuring the
jitter in time difference between two coincidence signals from forward and
backward MCP detectors. Time-stamps recorded from both MCP detec-
tors, corresponding to the same time event were subtracted from each other
and plotted as a histogram. The coincidence time-of-flight distribution in
the case of 20Ne10+ beam (upper part) and 238U fission fragments (lower
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Figure 4.7: Comparison of two signals from one particle with different am-
plitudes. The signal indicated with violet color needs a longer time to reach
its maximum than the one with orange color. This effect, which will cause
the time jitter in the event time termination, is called amplitude walk and
can be minimized by the Constant Fraction Discriminating method.
From the coincidence time-of-flight distribution for the data with 20Ne10+
beam one can see an additional artifact on the right tail of the distribution
indicated with blue color. The signals corresponding to those coincidences
were investigated more detailed. It was observed that those signals belong to
the truncated signals. Truncated signals are the signals with the amplitudes
larger than the maximum voltage range of the oscilloscope display setting.
In those cases the correct signal maximum and so the correct CFD technique
can not be applied. Therefore this artifact was not taken into analysis and
the distribution indicated with grey color was fitted with a Gaussian func-
tion (red curve). A standard deviation of σ(Ne)branch=48 ps is calculated.
For the experiment with uranium fission fragments (Figure 4.10) the sigma
of coincidence time-of-flight distribution is obtained as σ(fiss.frag.)branch=45
ps. For both experiments the same number of coincidences were taken; 1272
coincidences were analyzed. These standard deviations obtained from both
online experiments are in a good agreement with the results from the oﬄine
experiments.
An uncertainty distribution of each event time determination using the CFD
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Figure 4.8: The principle of the constant fraction discriminating technique.
One component of the signal is attenuated with a certain fraction f and
shifted by time b (blue curve), the other component is inverted (green curve).
Finally both components are summed (red curve) and the timing is deter-
mined as a zero crossing with baseline.
method is shown in Figure 4.11. The error calculation for the data treated
with the CFD method implemented in the software is explained in [Mat 04].
In case of the measurement with 20Ne10+ stable beam (upper part) the un-
certainty in the event time determination is equal to about 8 ps. In the
experiment with uranium fission fragments it is equal to 11.5 ps. In the
calculation of the event time uncertainty the error of the signal amplitudes
is assumed to be equal to the standard deviation σ(U0) of the distribution
obtained for the baseline determination [Mat 04]. From the Figure 4.11 one
notice that the uncertainties for the event times determination for forward
detector are larger than for the backward detector in both experiments.
This is explained by the voltage settings of the channel of the oscilloscope.
In both experiments 200 mV/div was set in the channel where the spectra
from the forward detector were acquired and 50 mV/div for the backward
channel. Therefore the noise level of the spectrum and thus the σ(U0) in
case of the forward detector is larger.
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Coincidence time-of-flight / ns
branch=48 ps
Figure 4.9: Coincidence time-of-flight determination for the data obtained
with 20Ne10+ stable beam. The spectra are stored for both detectors and
the event times are calculated with the CFD software method. Then the
event times corresponding to the same event subtracted between each other
and plotted as a histogram. The standard deviation is calculated with the
Gaussian fit function (red curve). An additional artifact on the right part
of the distribution indicated with blue color corresponds to the coincidences
which belong to the truncated signals. Those signals were not taken into
analysis and the sigma σbranch=48 ps is calculated from the distribution
shown with grey color.
4.3.2 Revolution Time Determination
After determination of the event times the revolution times of individual
ions have to be determined. In the further analysis a list of event times is
analyzed with the mtrace program that was developed in earlier PhD works
[Hau 99] [Sun 08a]. To determine the revolution time of each ion first all
event times have to be assigned to the corresponding ions. The mtrace
software includes a pattern recognition algorithm that seeks for a series of
equidistant intervals [Hau 99] [Sun 09]. Here helps the periodicity of the
event times as a result of the ions circulating in the ring.
The revolution period of the ESR is about 500 ns which corresponds to a
revolution frequency of about 2 MHz. The program searches for the event
times which are equidistantly distributed in the spectrum within the time
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branch=45 ps
Figure 4.10: Coincidence time-of-flight distribution of the event times de-
termined in the measurements with 238U fission fragments. The standard
deviation is equal to σbranch=45 ps.
window of 440-550 ns. It is assumed that between two event times which are
belong to one ion only an integer number of turns can be found. However
one has to take into account that some ions make only several revolutions
in the ring and get lost quickly. It happens due to the energy loss of the
ions passing through the foil at every turn and also because those ions are
injected into the ESR with bad isochronicity.
To avoid the determination of the revolution times of the ions, which are
already lost after several turns the program starts a tracing algorithm from
a very last signal in a spectrum and searches for a corresponding one from
previous signals. There are several parameters, which have to be set in
the mtrace program for each experiment. If the suitable signals are found
within the window between ”l”=440 and ”u”=550 ns, the revolution time
is fixed. Then the rest of the spectrum is scanned with the expected trace
of the found revolution time. It is often the case that for a certain found
revolution time several event times can suit with a distant between each
other of tens of picoseconds. In such case the ion with most appropriate
event times will be assigned to this revolution time and the procedure of
searching is repeated till all ions are traced. There are also revolution times
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Figure 4.11: Distribution of the uncertainties of event times determina-
tion with CFD method implemented into Extract−T imestamps software.
On the upper part the uncertainty distribution for forward (red bins) and
backward (blue bins) detectors is shown for the measurements with 20Ne10+
beam and σ(E.T.D) is estimated as 8 ps. In the lower part the uncertainty
distribution is shown for the data with 238U fission fragments in the same
colors and is estimated as 11.5 ps. The difference in uncertainties of event
time determination between forward and backward detectors is explained
in the text.
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found with less amount of appropriate event times. If no other event times
are found, the calculated revolution time was not correct and the procedure
is repeated again until an appropriate revolution time is found [Mat 04].
In general the time-of-flight is determined as a difference between two sig-
nals at the beginning and at the end of the measuring time. Since there are
revolution times in the ring with less than 50% detection efficiency, it can
happen that one event time can be a stop for one revolution time of an ion
and conversely just the beginning for another ion. The minimum efficiency
”f” is required for particles to be considered valid. In a chain of event times
which belong to one revolution time can be a break of about ”t”=25 turns.
During this time the ion is not detected, but after it the ion appears in the
trace again and the program adds this ion to the previously found event
time chain. This new added chain should consist in minimum of 7 event
times.
Each event time has an uncertainty as it was discussed in previous sub-
section. To determine the ion revolution time more precisely one has to
investigate a time dependence on a turn number (left upper part of the
Figure 4.12). The dependence is shown for a single ion. To investigate the
deviation between the event times and corresponding turn number the data
is fitted with a linear function
T = A+B · nT , (4.2)
where nT is the turn number. The corresponding coefficients are taken to
recalculate the event times and the residuals are plotted against the turn
number. Figure 4.12 shows the residuals for the 1rst (right upper), 2nd (left
lower) and 3rd (right lower) orders of polynomial functions. Further increase
of the parameters would not give an improvement, therefore the 3rd order
polynomial was used
T = A+B · nT + C · n2T +D · n3T (4.3)
and the error for recalculated event times is taken as
∆T =
√
∆A2 + (nT ·∆B)2 + (n2T ·∆C)2 + (n3T ·∆D)2 + (4.4)
+
√
((B + 2C · nT + 3D · n2T ) ·∆nT )2,
where ∆nT is the error of the turn number determination. As the revolution
time used for the further analysis is determined from the slope of the fitted
function the ∆nT is negligible and not considered in the error calculation.
The fitting procedure is based on finding a minimum chi-square χ2 for every
parameter. If an ion satisfies the isochronous conditions, the parameters will
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Figure 4.12: The dependence of event times for a single ion on the turn
number determined by mtrace program. The data is fitted with first order
polynomial function and the residuals are plotted on the upper right part.
The residuals for the second order polynomial is shown on the lower left part.
The revolution time is determined using the fit with 3rd order polynomial
(lower right part).
be close to zero and a relationship between time and the number of turns
would be a linear function. From the polynomial fit the revolution time
is determined, which corresponds to the slope of the polynomial fit. The
revolution times for all ions are extracted from the 50th turn number. This
number is chosen as a good compromise between an ion optical stability
and the energy loss of the ion in the foil [Kno 08] [Sun 08b].
4.3.3 Particle Identification
The next step is to histogram the revolution times of each ion calculated
from the previous step according to their occurrence in a spectrum and thus
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Revolution time / ns
238U73+ fission fragments [2010]
Figure 4.13: Time-of-Flight spectrum produced from the histogram of all
determined revolution times in 2010 experiment with 238U fission fragments.
The TOF spectrum contains 119 particles from 324 injections.
to obtain a time-of-flight spectrum. In Figure 4.13 such a TOF spectrum
is presented. According to the definition of the isochronicity (Sec. 2.2) all
nuclei of the same species are supposed to have the same revolution time,
therefore every peak consist of particles of the same species. Once all par-
ticles are found and their revolution times are determined, the identity of
the ions can be determined.
In reality the isochronicity of the ring is not perfect and the revolution time
varies slightly around a central revolution time value. To perform an iden-
tification some additional complex approach is required. Some restrictions
can be applied to the m/q list based on the experimental conditions as
below:
1. Irregularities in m/q values. This could be seen from the plot of
possible mass-to-charge ratios of nuclei from the chart of nuclei. The
Figure 4.14 shows the distribution of known m/q in the range of 2.4-
2.7 u/e [Aud 03]. One can notice that there is a gap in the region of
m/q ≈ 2.5. Since this range ofm/q is also measured in this experiment
(Sec. 4.2), one expects to observe the same gap in the TOF spectrum.
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Figure 4.14: Distribution of mass-to-charge ratio in the range of 2.4-2.7 u/e.
The data are taken from AME 2003 [Aud 03]. Because of the ion-optical
setting of the ESR the measured m/q spectrum lies in the same range. So
the irregularities in m/q spectrum can help to identify the ions.
2. Ion-optical setting of the FRS. The production and separation of the
fragments in the FRS can be simulated with the help of the Monte-
Carlo code MOCADI [Iwa 97]. MOCADI implements the production
cross-sections, the reaction kinematics, atomic interactions with mat-
ter and ion optical properties of the FRS. One can learn about the
expected abundances of the interested nuclei. By finding the most
abundant peak in the experimental spectrum, one can find the same
in the simulated spectrum and this gives an additional information
about mass-to-charge ratio to which this peak belongs. In this exper-
iment the FRS has been centered to transmit 128Cd48+ produced by
238U73+ fission. Mainly the fragments of uranium fission in the rage
of proton number Z=31-55 are transmitted.
3. Ion-optical setting of the ESR. The isochronicity curve, cooler voltages
versus frequencies is measured before every IMS experiment with the
primary beam. In this work in case of experiment with uranium fis-
sion fragments the isochronicity curve was measured with a 238U90+
primary beam (Figure 4.4). Before the measurements the magnetic
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rigidity of the ESR is set to the reference fragment, in our case it is
128Cd48+. The cooler voltage is related to the magnetic rigidity, as it
determines the energy and consequently the Bρ of the ions. Since m/q
and velocities are known the magnetic rigidity acceptance of the ESR
can be determined. Therefore the measured m/q values are expected
in the range from 2.4-2.8 u/e.
4. Systematization in Z and A change. Another support in the identifi-
cation of the peaks, even in case of weak intensity can be found. For
instance, within the recorded data, the expected Z-2, A-5 or Z+2, A+5
systematic helps to continue m/q identification in the whole spectrum
[Kno 08].
The relation between the revolution times and mass-to-charge ratio for the
ions is given by eq. 2.10. Similar to the Schottky mass measurement method
in an isochronous mass measurement nuclei with unknown as well as known
masses can be stored and measured simultaneously.
4.4 Results of Online Experiments
In this section the results obtained from the online experiments are pre-
sented.
The rate capability of the microchannel plates with 5 µm channel diam-
eter was investigated online with 20Ne10+ stable beam using thin carbon
foil with a thickness of 10 µg/cm2 in the time-of-flight detector. The re-
sults were compared with the data from previous experiment where 64Ni26+
stable beam was used, as well as MCPs with 10 µm pore size and thicker
carbon foil [17 µg/cm2] coated with 10 µg/cm2 of CsI on the both sides
(CsI:C:CsI).
The second experiment was performed with uranium fission fragments to
observe higher number of turns of circulating ions in the ring using MCPs
with 5 µm pore size and a thin carbon foil. The results of the experiment
were compared to previous experiment results [Sun 08a] [Kno 08] where ions
with the same mass-to-charge ratio region were measured but using MCPs
with 10 µm pore size and a thicker carbon foil coated with CsI.
4.4.1 20Ne10+ - Projectiles
To investigate the impacts of a thinner foil and MCPs with smaller channel
diameter (Sec. 3.3), the change in the number of detected ions per turn was
investigated for present experimental data and compared to the results of
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 offline measurement:  e- source
 online measurement: 20Ne10+ beam
Figure 4.15: Comparison between measured pulse-height distributions from
the oﬄine and online experiments. In the oﬄine experiments the MCPs
were bombarded with electron beam. In case of the online measurements
the MCPs detected the 20Ne10+ ion beam. The rate in both experiments is
similar 5 · 106 Hz and 6.54 · 106 Hz, respectively.
a previous experiment [Fab 08].
Figure 4.15 shows comparison between pulse-height distributions from MCP
detector bombarded with electron beam in the oﬄine (black curve) and with
20Ne10+ beam (green curve) in the online experiments. One can see that at
similar rate, the shape of the PHD is similar.
The number of event times (Sec. 4.3.1) is histogrammed and with an average
revolution time (Sec. 4.3.2) the corresponding turn number was calculated.
To compare an experimental data with simulation a Monte-Carlo code MO-
CADI (Sec. 2.4) used to estimate the number of surviving ions per turn in
the ring. The simulations include the ion optics, apertures in the ESR and
the energy loss of the ion in the foil.
To explain the behavior of the experimental results the simulations that
contain an ion optics of the ring and energy loss in the foil is not sufficient.
Because of the finite recharging time of an MCP channel one observes a sat-
uration effect at higher rates, as it is described in Sec. 2.5.4.3 and Sec. 3.3.
To compare the experimental data the MOCADI simulations are combined
with a model which includes the dead time effect [Fab 08]. This model de-
95
CHAPTER 4. ONLINE EXPERIMENTS
scribes a loss of detection efficiency at high rates, which also depends on
the energy loss in the foil and on the number of emitted SE (eq. 4.6).
In Figure 4.16 the average number of ions found per turn for experimental
data with 20Ne10+ stable beam using 5 µm pore size MCPs in the TOF
detector and thin carbon foil [10 µg/cm2] are shown with green squares.
The black line shows the number of ions Nion-optics according to MOCADI
simulations. The simulated curve is scaled at turn number 10 to the cal-
culated ion number Nion=3.7 in the ring using the program mtrace (Sec.
4.3.2). The red circle-line represents the expected number of the detected
ions NDetected that combines the simulation and the model for the dead time
effect of the MCPs and can be written as
NDetected(t) = Nion−optics · εDetection(t), (4.5)
where εDetection is the detection efficiency and equals
εDetection(εMCP (t), n¯SE) = 1− e−εMCP (t,fESR)·n¯SE (4.6)
Here εMCP is the detection efficiency of the microchannel plate and n¯SE
is the average number of secondary electrons emitted from the foil. The
number of SE does not change with the turn number, but the detection
efficiency of the MCP drops from 60% to about 10% at a rate of about 100
MHz. From the oﬄine data [Fab 08] the MCP detection efficiency at this
rate is approximately given by
εMCP (t, fESR) = 0.5e
−t/τ + 0.1, (4.7)
where τ is time constant for saturation effect which has to be determined
experimentally. The transmission probability is assumed to be 100%.
The experimental data include all information about detection efficiency
drop according to eq. 4.5. To separate those effects and to examine only
drop of the detection efficiency due to the MCP dead time effect the ratio of
smoothed experimental data (blue solid curve) and the result of MOCADI
simulation (black solid curve) is calculated. This ratio Ndetected(t)
Nion-optics
is plotted
with a pink dashed curve and fitted with the function from eq. 4.6. The
time constant τefficiency(5µm) was determined from this fit and is equal to
463 turns. The blue dashed line indicates the calculated detection efficiency
according to eq. 4.6 with determined time constant. It is clearly seen that
theoretical calculation is confirmed by the experiment, as the detection ef-
ficiency curve deduced from the experimental data (dashed pink curve) is
coincide very well with calculated one (dashed blue curve).
Comparison between experimental data obtained using MCPs with 5 µm
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  Ion-optic simulation
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 Detection efficiency data
Figure 4.16: Change in the average number of detected ions in the ring
per turn. The experimental data for the 20Ne10+ beam with 5µm pore size
MCPs and thin carbon foil [10 µg/cm2] is shown with green squares. The
record length of the acquired spectrum was set to 400 µs what corresponds
to about 800 turns in the ESR. The simulated curve (solid black curve)
is scaled to the calculated number of ion Nion=3.7 at turn number 10.
The experimental data were smoothed over 100 points and shown with a
blue solid line. The pink curve indicates the ratio of experimental data
and MOCADI simulations. The time constant τefficiency(5µm) is determined
from the fit of this ratio with detection efficiency function and is equal to 463
turns. The blue dash-dotted curve shows the time development of the MCP
detection efficiency function (eq. 4.6). The red line-circle curve represents
the calculation that includes ion-optic MOCADI simulation and model for
the dead time effect eq. 4.5.
pore size and thin carbon foil and the data from a previous experiment is
shown in the Figure 4.17. The present experimental data indicated with
green squares are compared to the experiment with 64Ni26+ stable beam,
in which 10 µm pore size MCPs and thicker CsI:C:CsI [10:17:10 µg/cm2]
foil were used (shown with black squares). To be comparable both exper-
imental data are normalized to 14 ions at turn number 10, this number of
97
CHAPTER 4. ONLINE EXPERIMENTS






















 Experiment (10 m MCPs, thick foil)
 Calculation
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Figure 4.17: Development of the average number of detected ions in the ring
per turn for two sets of experimental data. The present experimental data
obtained using MCPs with 5 µm pore size and thin carbon foil [10 µg/cm2]
(green squares) are compared to the experimental data with 64Ni26+ stable
beam where MCPs with 10 µm pore size and CsI:C:CsI [10:17:10 µg/cm2]
foil were used. The red and blue curves represent the calculations that
include ion-optics MOCADI simulation and dead time model (eq. 4.5) for
both cases. The data and the calculations are scaled to 14 ions at turn
number 10.
ions was measured in the previous experiment [Fab 08]. The analysis of
both experimental data confirms that the calculated function with an expo-
nential decrease of detection efficiency (red and blue curves) describes the
data within a reasonable agreement. According to calculated decay con-
stants τefficiency(5µm)=463 turns and recalculated for previous experiment
τefficiency(10µm)=120 turns.
Achieved results prove the predictions from oﬄine measurements and calcu-
lations that less energy loss in thinner carbon foil and about 4 times higher
rate resistant MCPs with 5 µm pore size significantly improve an ion sur-
vival in the ring. By having more ion revolutions in the ring one increases
the detection efficiency and therefore an accuracy of the mass measurement.
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4.4.2 Uranium Fission Fragments
The saturation effect in microchannel plates and influence of thinner car-
bon foil were also investigated in the experiment with 238U fission fragments.
The data from a the present experiment were compared to the data from
the previous IMS experiment 2006 [Sun 08a] [Kno 08], which was done us-
ing MCPs with 10 µm pore size in the TOF detector and a thicker carbon
foil coated with CsI on both sides. In the 2006 experiment the FRS-ESR
settings were set for the centering fragments 133Sn50+. The data from ura-
nium fission fragments from both experiments were analyzed in similar way
as the data from the 20Ne10+ stable beam.
To make a comparison between two experiments with uranium fission frag-
ments the development of an average number of detected ions over the turns
was investigated for the same mass-to-charge ratio range for both experi-
mental data set. Table 4.1 summarizes the ions which were identified in this
experiment with 238U fission fragments. Unfortunately according to the lack
of statistics (measurement time ∼ 7 h), a determination of the mass values
could not be performed. In the 4th and 5th columns the mass values (ME)
and corresponding errors (∆M) are given from the reference sources which
are shown in the last column. In case of 114Rh it is not clear whether the
measured mass value applies to the ground or to the excited isomeric state
[Hag 07a]. The nuclides 88As, 94Br, 122Ag and 164Gd with unknown masses
were identified in this work and indicated with bold and red color. For
122Ag the ground state can be affected by an relatively long-lived isomeric
state with a half-live of 1.5 s according to [Aud 03].
As the m/q values directly proportional to the revolution times (eq. 2.10)
it is sufficient to compare revolution time spectra from both experiments to
be sure that the same m/q range is used for the analysis. The description
of revolution time determination is explained in Sec. 4.3.2. Figure 4.18
shows the comparison between the revolution time spectrum of the present
experiment (labeled as 2010 with red color) with the spectrum from the
previous one (Experiment 2006, black color). To make a comparison the
intensity of the revolution time spectrum from 2006 was normalized to 104
and from 2010 to 6. As one can see the range of revolution times from both
experiments coincides quite well. To make sure that the number of ions per
injection will not influence the detection efficiency only the injections with
one ion inside are used in the analysis. Figure 4.19 shows the development
of an average detected number of ions per turn for the data from both IMS
experiments with uranium fission fragments. At turn number 10 the re-
sults of both experiments were normalized to 1.6 ions. From the figure it
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Figure 4.18: Comparison of revolution time spectra from present (indicated
as 2010 with red color) and from previous (2006, black color) experiments
with uranium fission fragments. Because of difference in intensity the rev-
olution times from 2010 spectrum was normalized to 104 and from 2010
spectrum to 6. The spectrum for previous experiment is inverted for bet-
ter comparison. Two spectra coincide quite well meaning that the same
mass-to-charge ratio range of the ions in both experiments is observed.
is obviously seen that the experimental data measured using MCPs with 5
µm pore size and thin carbon foil (violet squares) is almost constant over
about 1000 turns, while for the experiment where MCPs with 10 µm pore
size and thicker CsI:C:CsI foil (black squares) were used, this dependence
drops already at turn number 100. For the carbon foil with a thickness of
17 µg/cm2 coated with a CsI of 10 µg/cm2 on both sides the energy loss
is 86 keV (86As33+, 386.3 MeV/u), while for the pure carbon foil with a
thickness of 10 µg/cm2 the energy loss is 31 keV. That is a factor of 2.7
less. According to Figure 4.18 the m/q range is definitely similar in both
experiments. Therefore the comparison is fair between two experiments.
The experimental results with 238U fission fragments (Figure 4.19) as well as
with 20Ne10+ stable beam (Figure 4.17) showed approximately 8-10 times
longer ions revolutions in the ring. These achievements are attributed to:
• a factor of 2-2.7 less energy loss because of a thinner carbon foil in-
stalled in the TOF detector;
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 fragments (5 m MCPs, thin foil)
Figure 4.19: Change in the average number of detected ions in the ring
per turn for the data with 238U fission fragments. The experimental data
where MCPs with 5 µm pore size and a thin carbon foil were used is shown
with violet squares. The sharp edge of the violet curve is explained by the
maximum record length set in the oscilloscope of 800 µs what corresponds
to about 1600 turns. The data for the experiment in 2006 using MCPs
with 10 µm pore size and a thicker carbon foil coated with CsI is indicated
with black squares. The data for both experiments are normalized at turn
number 10 to 1.6 ions. The mass-to-charge ratio range of the ions is the
same in both experiments. Using a thin carbon foil, which caused a factor
of 2.7 less energy loss and 4 times higher rate resistant MCPs with 5 µm
pore size up to 10 times more turns of the ions circulating in the ring are
observed.
• 4 times increase in rate capability of the MCP detector using mi-
crochannel plates with 5 µm pore size.
The results from both experiments prove that one indeed will observe higher
number of turns of the circulated ions in the ring and therefore improve the
detection efficiency and mass measurement accuracy.
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A Z N Element ME [keV] ∆ME [keV] Reference source
79 31 31 Ga -62547.6 1.9 [Hak 08]
81 32 32 Ge -66291.7 2.1 [Hak 08]
83 33 33 As -69669.3 2.8 [Hak 08]
83 32 32 Ge -60976.3 2.5 [Hak 08]
84 33 33 As -65853.5 3.2 [Hak 08]
86 34 34 Se -70503.2 2.5 [Hak 08]
87 34 34 Se -66426.1 2.2 [Hak 08]
88 35 35 Br -70716 4 [Rah 07]
88 34 34 Se -63884.1 3.3 [Hak 08]
88 33 33 As -51290 # 500# [Aud 03]
89 35 35 Br -68275 4 [Rah 07]
91 36 36 Kr -70973.9 2.3 [Del 06]
92 36 36 Kr -68769.3 2.7 [Del 06]
93 37 37 Rb -72613 9 [Rai 02]
93 36 36 Kr -64136 2.5 [Del 06]
94 37 37 Rb -68564 9 [Rah 07]
94 35 35 Br -47800# 400# [Aud 03]
95 37 37 Rb -65935 4 [Rah 07]
96 38 38 Sr -72926 10 [Hag 06]
97 38 38 Sr -68587 10 [Hag 06]
98 38 38 Sr -66431 10 [Hag 06]
99 39 39 Y -70654 8 [Hag 07b]
100 39 39 Y -67332 12 [Hag 07b]
101 39 39 Y -65065 8 [Hag 07b]
102 40 40 Zr -71590 10 [Hag 06]
103 40 40 Zr -67819 10 [Hag 06]
104 41 41 Nb -71823 5 [Hag 07b]
104 40 40 Zr -65728 10 [Hag 06]
105 41 41 Nb -69907 5 [Hag 07b]
106 42 42 Mo -76139 10 [Hag 06]
106 41 41 Nb -66195 5 [Hag 07b]
107 42 42 Mo -72556 10 [Hag 06]
107 41 41 Nb -63715 9 [Hag 07b]
108 42 42 Mo -70760 10 [Hag 06]
111 43 43 Tc -69018 11 [Hag 07a]
114 44 44 Ru -70213 13 [Hag 07a]
116 45 45 Rh or Rhm 70642 9 [Hag 07a]
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122 47 47 Ag -71230# 210# [Aud 03]
129 49 49 In -72940 40 [Aud 03]
131 50 50 Sn -77264 10 [Dwo 08]
132 50 50 Sn -76547 7 [Dwo 08]
133 51 51 Sb -78951 25 [Fog 99]
136 52 52 Te -74430 50 [Aud 03]
137 52 52 Te -69560 120 [Aud 03]
140 53 53 I -63773 95 [Kno 08]
141 53 53 I -60127 112 [Kno 08]
146 55 55 Cs -55620 70 [Aud 03]
147 55 55 Cs -52011 60 2008
164 64 64 Gd 59750# 400# [Aud 03]
Table 4.1: Overview of the nuclides, which were identified in this experi-
ment but because of lack of statistics (measurement time ∼ 7 h) the mass
values could not be determined. The mass values (ME) and the correspond-
ing errors (∆M) are taken from the reference sources presented in the last
column. The masse value labeled with # sign are predicted values from
extrapolations. The nuclides with unknown masses which were identified in





At GSI Darmstadt the technique of Isochronous Mass Spectrometry (IMS)
has been developed for direct mass measurements of exotic nuclides. In
this method a cocktail beam of highly-charged ions is produced via projec-
tile fragmentation or fission, separated in the FRagment Separator (FRS)
and injected into the Experimental Storage Ring (ESR) operated in an
isochronous mode. The mass of the exotic nuclei can be deduced from
precise revolution time measurements by a time-of-flight (TOF) detector
placed in the ESR. In the detector ions passing a thin foil release secondary
electrons, which are transported to two microchannel plate (MCP) detec-
tors in forward and backward directions by electric and magnetic fields. In
this work the performance characteristics of the detector were investigated
by simulations and by oﬄine and online experiments and significantly im-
proved. In particular the timing performance and the rate capability were
measured and enhanced. The detection efficiency improvements developed
in previous work were verified and the use of thinner carbon foils to increase
the number of turns of the ions in the ring were implemented. This work
also forms a basis for the development of a dual detector system for IMS in
the collector ring at FAIR.
Since the masses of exotic nuclides are determined from the revolution time
measurements, the timing properties of the detector directly influence the
mass accuracy. In this work the main contributions to the TOF detector
timing such as the transport time of the secondary electrons, the electron
transit time through the MCPs and the method of determination of the
event time from the MCP signals (event time determination) were analyzed
and improved. The timing accuracy of the TOF detector was investigated
by coincidence time-of-flight measurements. The timing uncertainty of a
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single branch of the detector with standard settings was measured in the
laboratory with an α source and amounts to σbranch=48 ps. In an online ex-
periment at the ESR using MCPs with 5 µm pore sizes the timing accuracy
was measured as σbranch=48 ps with a stable
20Ne beam and σbranch=45 ps
with 238U fission fragments. Those measurements were performed for the
kinetic energy of the secondary electrons (K) equals 700 eV.
To improve the transport time of secondary electrons the TOF detector was
modified for higher values of electric and magnetic fields. An improved time
spread σbranch=37 ps was obtained in the measurements with α-particles us-
ing MCPs with 10 µm channel diameter for an kinetic energy of 1400 eV of
the secondary electrons.
The contribution from the transit time through the MCP channels to the
time spread was investigated with α-particles as a function of different elec-
tron yields from the carbon foils. Using a higher thickness of the carbon
foil timing is not improved significantly. Therefore, 10 µg/cm2 is an opti-
mum for the carbon foil thickness in the matter of efficiency and timing. In
case of a foil with a Cs-compound on the surface, for which the number of
secondary electrons is increased by a factor of 10, the timing was improved
to σbranch=27 ps (K=1400 eV).
A newly constructed anode design improves the bandwidth of the MCP
detector by a factor of 2 leading to a reduction in the width of the MCP
signals by a factor of two to an improvement of the rise time by about 20
%. The signal shape of the MCP detector influences the determination of
the revolution times of the ions in the ring and thus the mass measurement
accuracy.
Due to the high revolution frequencies of the ions in the ESR (∼2 MHz)
a high rate capability detector is required. In the oﬄine experiments the
saturation effect of the MCPs was investigated with an electron beam using
MCPs with 10 µm and 5 µm pore sizes. The rate acceptance of the MCP
detector was improved by a factor of 4 due to the larger number of channels
of MCPs with 5 µm pore size.
At each turn in the ESR the ions pass the foil and lose energy. According
to simulations the decrease of the foil thickness by a factor of two allows to
double the number of ion revolutions in the ring. To store ions for a longer
time in the ESR a thinner carbon foil with a thickness of 10 µg/cm2 and
MCPs with a 5 µm channel diameter were installed in the TOF detector and
used for the first time in the online experiments. The results of the experi-
ments measured with 20Ne10+ stable beam and 238U fission fragments were
compared to the results of the previous experiments. In the previous experi-
ments a carbon foil with a thickness of 17 µg/cm2 coated with 10 µg/cm2 of
106
CsI on both sides, which caused a calculated energy loss of 86 keV (86As33+,
386.3 MeV/u) and MCPs with 10 µm pore size were used. For the carbon
foil of 10 µg/cm2 the calculated energy loss is 31 keV, that is a factor of 2.7
less than for the thicker foil. Summing up the results, with thinner carbon
foil and higher rate resistance MCPs with 5 µm pore sizes in the TOF de-
tector up to ten times more ion revolutions in the ring were observed. With
larger number of turns in the ring one increases the detection efficiency and
the mass measurement accuracy. Although the measurement time in the
experiment with 238U fission fragments was strongly limited (about 7 h), the






6.1 Further Improvements of the TOF Detector
In the oﬄine experiments with twice higher kinetic energy of the secondary
electrons (SE) a standard deviation σbranch=37 ps of the coincidence time-of-
flight distribution was achieved. ITSIM simulations show that an increase
in the kinetic energy of the SE by a factor of three leads to improvements
in the transport time of SE to forward and backward MCP detectors of
about σbranch(Transport) to 17 ps. Currently the time-of-flight detector is
upgraded to allow for a kinetic energy of the SE of up to 2100 eV.
The transport of SE from the foil to the MCP detectors is only one of the
contributions to the timing limitation of the TOF detector. To improve
the MCP signal quality the new anode design will be implemented in the
TOF detector. With the new anode the bandwidth of the MCP detector is
increased up to 2 GHz, which reflects an improvement by a factor of two.
Since the distance between last microchannel plate and the anode plate
is increased in the new design, the action of the magnetic field has to be
compensated with a higher electric strength inside the MCP detector. The
voltages applied per microchannel plates will be kept constant to obtain the
same peaked pulse-hight distribution but the potential difference between
last MCP and anode plate has to be increased up to about 800 eV.
Further investigations can be conducted with a picosecond laser to perform
spatially resolved measurements of the timing accuracy of the TOF detector.
Oﬄine experiments showed that a wavelength of 357 nm, a pulse width of
<25 ps and a peak energy of ≈2 µJ is required. A picosecond laser could
be also used for verifying the timing characteristics of the TOF detector
during the preparation of an IMS experiment at the ESR.

































Figure 6.1: Layout of the FAIR facility with Super-FRS and three exper-
imental branches: 1. The high-energy branch; 2. The low-energy branch;
3. The storage ring complex (CR-RESR-NESR) with electron-ion collider
(eA) [Lit 08].
delay-line detector. This would allow for an experimental investigation of
the dynamics of the ion motion in the ring and potentially for a correction
of time-of-flight variations caused by the large beam emittance.
6.2 Isochronous Mass Spectrometry at FAIR
The future project FAIR - Facility forAntiproton and IonResearch [FAI] is
a new generation international facility in Europe with huge discovery poten-
tial for new mass measurements. At the FAIR facility (Figure 6.1), the new
fragment separator Super-FRS [Gei 03] [Win 08] will provide beams of ex-
otic nuclei with unprecedent intensity, a factor 1000 of the present primary
beam intensities. With the ILIMA (Isomeric Beams, Lifetimes andMasses)
project at the NuSTAR (Nuclear Structure, Astrophysics and Reactions)
facility the research at the new Collector Ring (CR) will cover life-time and
mass measurements of very short lived nuclides and isomer separation.
Isochronous Mass Spectrometry will be performed at the CR in combination
with the Super-FRS and thus substantially extend the reach of mass mea-
surements to more exotic ions. For these measurements a dual time-of-flight
detector system will be developed. The layout of the storage-ring facilities
for direct mass and half-life measurements and studies with isomeric beams
in the FAIR project ILIMA is shown in Figure 6.2.
The dual TOF detector system for the ILIMA project is indicated in the CR
lattice. With the dual TOF detector system placed on the straight section
of the CR it will be possible to correct for a non-perfect isochronicity of the
110
6.2. ISOCHRONOUS MASS SPECTROMETRY AT FAIR
Figure 6.2: Layout of the NuSTAR facility for direct mass and half-life
measurements in the FAIR project ILIMA [ILI]. Isochronous mass mea-
surements as well as the half-life measurements of short lived nuclei will be
performed at the CR. The position of the dual TOF detector system for
the revolution time measurements is indicated on the strait sections of the
CR. Nuclides with half-lives longer than about 1 s will be stochastically
precooled and injected via RESR into the NESR. To decrease the energy
spread of the ions they would be cooled by electron cooling and Schottky
Mass Spectroscopy can be performed. The components for other collabora-
tions are also indicated.





Time Measurement Accuracy with Ddelay Function
The analysis begins by computing a histogram of the waveform data over
the time interval spanned by the cursors or restricted by the record length
of the oscilloscope display setting (see Figure 1). The function first scan
the spectrum and attempt to identify the region of the waveform that con-
tains the largest density. Then the most probable state (centroid) will be
computed to determine the top and the base reference level: the top line
corresponds to the top and the base line to the bottom centroid [LeC 07].











Intersection with a base
Left cursor Right Cursor
Figure 1: Determining of top and base lines of the waveform for calculations
with a digital oscilloscope LeCroy WaveRunner 6000A Series [LeC 07].
first crossing of 50% amplitude levels of two signals.
The time interval measurement accuracy of WaveMaster series oscilloscopes
is expressed in the form: ±((0.06· Sample Interval)+(1 ppm of measured
interval)). The second component represents the uncertainty due to the
scope’s timebase and it is a minor contribution in case of LeCroy scopes.
The first component is related to the scope’s measurement interpolator. The









1. Locate the threshold level
2. Add new “cubicly” interpolated points
3. Estimate TOC “linearly”
a) b)
Figure 2: a) A graphical view of measurement interpolation showing how the
TOC is determined on a sampled waveform. b) A simple model illustrating
the mapping of vertical uncertainty into timing uncertainty [LeC].
which the signal crosses a given threshold value (in this case at 50% of
the amplitude level). Interpolation is automatically performed in the scope
when three or fewer samples exist on any given edge. A graphical view
of measurement interpolation is shown in in Figure 2 a). Only the points
surrounding the threshold crossing are interpolated for the measurement.
To find a crossing point, a cubic interpolation is used, followed by a linear
fit to the interpolated data.
The accuracy of the interpolation is dependent mainly on the transition time
of the signal, the sampling rate, vertical noise and effective vertical resolu-
tion. The relationship between the vertical resolution and time resolution
is
∆t = ∆V/dV/dt, (1)
where ∆t and ∆V are time and amplitude uncertainties and dV/dt is slope
of the transition [LeC]. Figure 2 b) shows a typical calculation.
For instance, for signal with an amplitude of 50 % of full scale, 490 ps edge
sampled at 10 Gsample/s using an 8 bit digitizer the vertical uncertainty is
1/256 and base on the slope of 0.5 of full scale over 4.9 samples (490 ps at
100 ps/sample) the equivalent time uncertainty works out to:
∆t = (1/256)/(0.5/4.9) = 0.04. (2)
Since the sampling period is 100 ps the uncertainty for this measurement is
0.04 sample periods · 100 ps /sample=4 ps. This timing uncertainty applies
to any single measurement. The uncertainty of the mean of the measured
values decreases with multiple measurements.
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