Many model diffraction problems, generated by the Helmholtz equation, can be reduced to solving the infinite systems of linear algebraic equations SX s F. It proves that often the operators S in these problems satisfy some operator identities of the form AS y SB s ⌸ ⌸ U , where A and B are diagonal matrices and 1 2 matrices ⌸ and ⌸ have a finite number of columns. By the rigorous regulariza-1 2 tion and simultaneous application of the operator identity method one can justify and significantly improve the procedure for solving such systems. The case of the diffraction in the planar waveguide with a cross-sectional jump, absolutely soft upper boundary, and absolutely hard lower boundary is thoroughly considered in the paper as an example. In this case S is an infinite matrix, acting as an unbounded operator. The reflection and transmission coefficients are expressed explicitly via the action of S y1 on two fixed columns, and the ways of obtaining S y1 on these columns are investigated. ᮊ
tion and simultaneous application of the operator identity method one can justify and significantly improve the procedure for solving such systems. The case of the diffraction in the planar waveguide with a cross-sectional jump, absolutely soft upper boundary, and absolutely hard lower boundary is thoroughly considered in the paper as an example. In this case S is an infinite matrix, acting as an unbounded operator. The reflection and transmission coefficients are expressed explicitly via the action of S y1 on two fixed columns, and the ways of obtaining S y1 on these columns are investigated. where A and B are diagonal matrices and matrices ⌸ and ⌸ have a 1 2 Ž . finite number of columns. Identities of the form 0.2 were introduced in w x Ž 10 as an important tool for the inversion of structured operators see also w x . 12 and references therein . In case of the finite structured matrices this Ž w x. identity was successfully used in many works see, for instance, 5, 8 . Here we shall consider an example, when S is an infinite matrix acting as an unbounded operator. By the rigorous regularization and simultaneous application of the operator identity method one can justify and significantly improve the procedure for solving such systems. Some of the results w x were announced earlier in 9 .
SOLVABILITY AND REGULARIZATION

Ž
. Consider a planar waveguide with cross-sectional jump Fig. 1 . The lower boundary ⌫ of the waveguide, given as a set ' y m q r4 , the branch of the square root is chosen so that Ž . 
Ž . Ž . Ž . Notice that relations 0.1 and 1.1 ᎐ 1.4 are drawn by the standard w x matching method which was also used in 7, 13 . Let l and l denote the 2 2 Ä 4 ϱ sequence spaces of vectors h s h with the norms given by
respectively. Taking into account energetical considerations, we see that vectors X have to belong to l . As we remarked above, S is an m 2ũ nbounded operator defined on linear manifold M ; l : Ž . Let и, и denote the scalar product in the corresponding space. Let us
It can be easily seen that the operator with matrix representation 
is bounded together with its inverse. Using the regulizer V we rewrite Ž . system 1.6 in the form
where
Ž .
In view of the boundedness of V, we see that the operator D C U is 3 1 bounded. Therefore the operator
is also bounded, which yields finally the boundedness of S .
Ž . tions 1.2 and 1.9 we have ker S s 0.
1.10
Ž . tity, is strictly positive and hence may be presented as I q K , where
Ž . follows that
Indeed, X g l and it remains to prove that
With rather long but trivial calculations one can show that
nªϱ Ž . where w-lim is the weak limit in l . According to 1.14 we get
Ž . Ž . 
Then operator S satisfies the operator identity
where ⌸ and ⌸ are the three-column matrices:
Hence, putting
we have
Therefore we can express S y1 explicitly via S y1 ⌸ and ⌸ U S y1 . 1 2 However, one can find all the information that is necessary to construct 
where I is the identity matrix, and I is the finite identity matrix of order 
Ž . Ž . From 2.7 and 2.8 it follows that y1 y1 y1 According to 1.6 , 1. given by with vectors depending on only one parameter on the right-hand side.
CONCLUSION
We have proposed a rigorous and analytically and computationally optimal approach to the diffraction problems in simple waveguides. The formulas are extended for the case of rational valued after the evident Ž . kq 1 Ž . Ž . modifications c s y1 r 2 k q 1 if 2 l q 1 s 2 k q 1 and c
Analogous results were obtained for the case of the eigenwave in the narrow part of the planar waveguide with a cross-sectional jump and can w x be obtained for the waveguides mentioned in 13 . It would be interesting to apply this approach to different kinds of structured singular integral operators which are also used in similar situations. For other fields where the inversion of the structured matrices and operators is of great imporw x tance see 2᎐4, 6, 12 .
