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We propose a scalable approach to building cluster states of matter qubits using coherent states of light.
Recent work on the subject relies on the use of single photonic qubits in the measurement process. These
schemes can be made robust to detector loss, spontaneous emission and cavity mismatching but as a consequence
the overhead costs grow rapidly, in particular when considering single photon loss. In contrast, our approach
uses continuous variables and highly efficient homodyne measurements. We present a two-qubit scheme, with
a simple bucket measurement system yielding an entangling operation with success probability 1/2. Then we
extend this to a three-qubit interaction, increasing this probability to 3/4. We discuss the important issues of the
overhead cost and the time scaling. This leads to a “no-measurement” gate approach which can also be adapted
to generating cluster states.
PACS numbers: 03.67.Lx, 03.67.Mn, 42.50.Dv, 32.80.-t
I. INTRODUCTION
The intriguing idea of one-way or cluster state quan-
tum computing was initially developed by Briegel and
Raussendorf [1]. They showed that a two-dimensional ar-
ray of qubits, entangled in a particular way (through Condi-
tional Phase gates), combined with single qubit operations,
feed forward and measurements are sufficient for universal
quantum computation. All the required interactions are al-
ready contained inside the system, and the computation pro-
ceeds through a series of local measurements (with classical
feed forward), efficiently simulating quantum circuits. In ef-
fect, the logical gates are prepared off-line and imprinted onto
the qubits as they are transmitted through the cluster.
This approach was quickly applied [2, 3, 4, 5, 6] to lin-
ear optics quantum computing [7, 8]. This scenario contains
a significant scaling problem in practice, due to the proba-
bilistic nature of the logical gates. However, the cluster state
method enables this problem to be pushed into the off-line
preparation of the cluster [2, 3, 4]. Many different schemes
have been proposed to efficiently generate the photonic clus-
ter states, because of the simplicity of the interactions and the
appealing coherence time of the photons. Photon loss can be
treated efficiently through ‘indirect measurements’ and a more
elaborate preparation of the cluster [9] but at a significant cost
in terms of the qubit dephasing [10]. There remains an issue
concerning storage though. Initially, each photon will be fly-
ing down an optical fiber (or two [3]), meaning there is a need
for an adaptive quantum memory. Reliable and efficient sin-
gle photon sources and detectors are a further issue for single
photon approaches.
In the past year or two, new methods using quantum non-
demolition measurements have been proposed by us [11, 12,
13, 14, 15, 16], to try and overcome the scaling problems in
linear optics quantum computing. In the first paper on the sub-
ject, a parity check gate was designed [11]. A pair of photonic
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qubits prepared in a superposition of polarizations would each
in turn interact with the same coherent laser probe beam |α〉.
The interaction consists of a cross-Kerr non-linearity, which
affects the phase of the probe beam, dependent on the state of
the individual photons. The weakness of the non-linearity is
compensated for by the size of α. After interacting with a pair
of qubits, the probe beam undergoes a homodyne measure-
ment. The outcome of this measurement gives the parity of
the two qubits, thus projecting them into a known entangled
state heralded by the probe measurement result. By combin-
ing two of these parity gates and an ancillary photon, a near
deterministic C-Not gate can be constructed [11], similar in its
form to the Pitman et al. C-Not gate in pure linear optics [17].
However, the difference in the weak non-linearity approach is
that it is not destructive and not limited by the beam-splitters’
optimal success probability of 1/2.
Already at this point, one can notice the usefulness of this
parity gate for photonic cluster state approaches. A near deter-
ministic entangler is all that is required to grow cluster states
efficiently, be it in Browne and Rudolph’s [4] or in Yoran and
Reznik’s model [3]. The required logical gates can be ob-
tained through entanglement and local operations alone. How-
ever, as pointed out before, choosing photons as a support
for one-way quantum computing may not be the best option.
Solid state or matter systems may be more compact and easy
to deal with in this application and constituted the initial pro-
posed system, when cluster states were first developed [1]. In
many of the solid state qubit systems proposed to date, the
multi-qubit gates arise from direct interactions between the
qubits. Adding extra qubits to a computation therefore leads to
changes in the required control fields and to the Hamiltonian
of the whole system. As a consequence, the required setup be-
comes increasingly more complicated as the number of qubits
in the computational system increases. A further issue is that
in order for some solid state qubits to interact directly, they
may need to be in such close proximity that application of in-
dividual control fields and measurements becomes infeasible.
To overcome these problems, the concept of distributed
quantum computing has arrisen, in which interactions be-
tween the qubits used in a computation is mediated by a third
2party. This third party can be any measurable quantum physi-
cal system capable of interacting with each qubit. Many pro-
posals make use of single photons to effectively mediate inter-
actions between matter qubits [18, 19, 20, 21, 22, 23]. Having
interacted with matter qubits, the photons then interact with
each other in a linear optical setup before being measured,
thus projecting the matter qubits into the required state with-
out them having interacted directly. It has been shown that
entanglement and logical operations can be generated in this
way. However, once again there are probabilistic limits in
these approaches due to the fact that simple linear optics is
inherently non-deterministic.
The next step was to use these probabilistic entangling
schemes to prepare cluster states of matter qubits [24, 25, 26,
27, 28]. Barrett and Kok first looked at this problem [24],
proposing the use of a double-heralding probabilistic entan-
gling procedure in order to build cluster states. The media-
tors are single photons, mixed on a beam splitter before being
measured. The individual matter qubits comprise of two low-
lying (qubit basis) states and a single excited state with a se-
lection rule linking it to just one of the qubit states. Applying
a pi pulse leaves one of the low lying states unchanged, while
making the other move up to the excited state. Decay leads to
the emission of a single photon for this amplitude. So if, after
applying the pi pulse to both qubits, a single photon is detected
after the beam splitter, the qubits are projected into the singlet
state. The double-heralding procedure is used to remove mix-
ture, generated if non-photon-number-resolving detection is
used. This method has been further developed in a second
paper, using a repeat until success method proposed by Lim
et al. [26], where implementation of a conditional phase gate
is proposed, using a mutually unbiased basis [27]. This en-
ables some saving of qubit resources during the generation of
the graph or cluster states. However, a further very interest-
ing aspect of this proposal is that there are now three possible
outcomes to the measurement. Along with the usual success
and failure outcomes, there is an insurance outcome, in which
the qubits are left in a known product state, up to local op-
erations. This means that, following the insurance outcome,
a new attempt to implement the gate is possible. The corre-
sponding scaling properties of the average number of required
entangling operations follow from the various outcome prob-
abilities for the entangling operation. This entangling opera-
tion requires a rather elaborate measurement scheme, which
may be tough to implement experimentally. Furthermore, as
the scheme involves the detection of two photons, the success
probability has a quadratic dependence on the detector effi-
ciency. Therefore on top of the inherently probabilistic aspect
of linear optics, the detector efficiencies dramatically affect
the scaling of the resources (even for the highest reported effi-
ciencies). It should be noted that the scheme is robust against
photon loss due to the fact that this is a heralded source of er-
ror [42], so the fidelity of successful operation doesn’t suffer.
Nevertheless, the reduction in success probability of the gate
requires a significant increase in resource overhead, which in
turn increases the weight of unheralded errors in the cluster
state itself. So single photon measurement has its limits in re-
alizing entangling operations on matter qubits. However, ho-
modyne measurements on coherent light fields can be made
much more efficient than photon detection. In this paper we
will show how this and other factors make continuous vari-
ables a very powerful tool for growing cluster states.
II. THE TWO-QUBIT ENTANGLING GATE
Recently, the weak non-linearity concepts [11, 14] have
been applied to the area of matter qubits [29] and the distribu-
tion of entanglement [30, 31]. The interaction between a co-
herent field mode and a matter qubit can be very similar to the
cross-Kerr interaction between two field modes in a non-linear
optical medium. Such an interaction could occur directly, or
it could arise from the dispersive limit of a dipole coupling
between field and qubit. Such a qubit-field cross-Kerr effect
has an interaction Hamiltonian of the form [32, 33, 34, 35]:
Hint = h¯χσza
†a. (1)
This leads, after a time t, to a phase shift of ±θ on an initial
coherent state of the field, with θ = χt. The sign of this phase
shift depends directly on the state of the matter qubit. We
describe matter qubits using the conventional Pauli operators,
with the computational basis being given by the eigenstates of
σz ≡ |0〉〈0| − |1〉〈1|, with |0〉 ≡ | ↑z〉 and |1〉 ≡ | ↓z〉.
Using this interaction, a two-qubit gate has been proposed
[29] based on controlled bus rotation and subsequent measure-
ment. The coherent state α interacts with both qubits so an
initial state of the system:
|Ψi〉 = 1
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At this stage we can choose from different types of measure-
ments on the probe beam. The first option we have is to im-
plement a homodyne measurement of some field quadrature
X(φ) = (a†eiφ + ae−iφ). The easiest measurement to per-
form would be that of the momentum (P = X(pi/2)) quadra-
ture. In that case the measurement probability distribution has





2). As long as αθ ∼ pi this overlap
error is small (< 10−3) and the peaks are well separated. Now
a measurement of the central peak will project the two matter
qubits into the entangled state (|01〉+ |10〉)/√2. This occurs
with a probability of 1/2. Detecting either of the other two side
peaks will project the qubits to the known product states |00〉
or |11〉. It is worth explicitly mentioning here that we have
already reached the limits of conventional linear optics imple-
mentations. When realistic detector efficiencies (η ∼ 70%)
are taken into account, the initial probability of 1/2 seen in
photonic cluster states decreases proportional to η or η2 de-
pending on the specific implementation and so the probability
3of the operation succeeding is now significantly less than 1/2.
However homodyne measurement are highly efficient (99%
plus) and so our success probability will remain very close
to 1/2. It is ofcourse possible to exceed this 1/2 by chang-
ing the nature of our measurement. In principle we could
achieve a near deterministic gate if we measured the the po-
sition (X = X(0)) instead of the momentum (P ) quadrature
. For the position quadrature there are two peaks in the mea-
surement result probability distribution, corresponding to the
even |00〉 + |11〉 and the odd |01〉 + |10〉 entangled states of
the qubits. The overlap between the peaks [11] in this case is
given by Perr = 12erfc(α(1 − cos θ)/
√
2) which is an issue
because in order to separate the peaks well enough we would
require αθ2 ∼ 2pi. This is much more difficult to achieve than

























FIG. 1: a) The circuit diagram for the two-qubit parity gate based on
controlled rotations between the qubits and the probe bus, followed
by a photon number measurement. b) The possible probe trajectories
in phase space.
Another strategy for the probe measurement would be to
apply an unconditional displacement D(−α) on the probe
beam followed by a photon number measurement (depicted
in Fig (1)). After the displacement the combined state of the
matter qubits and probe beam is
|Ψf 〉 = 1
2





Now a photon number measurement of the bus mode will then
either pick out the vacuum state, or project onto two ampli-
tudes α(e±2iθ − 1) without distinguishing between them. For
an ideal projection onto the number basis |n〉, the state of the
two qubits becomes:
|Ψf 〉 = (|01〉+ |10〉)/
√
2 for n = 0 (5)
|Ψf 〉 = 1√
2
(|00〉+ (−1)n|11〉) for n > 0 (6)
with an equal probability of 1/2 as long as the coherent am-
plitudes α(e±2iθ − 1) do not contribute significantly to the
vacuum. The overlap of these coherent states |α(e±2iθ − 1)〉
with the vacuum |0〉 leads to an error probability of Perr =
e−4|αθ|
2
which can be made quite small with a suitable choice
of α and θ [14]. For example with θ small we can choose
αθ = 2 which leads to an error probability as low as Perr ∼
3 × 10−4. Consequently we can obtain a near-deterministic
gate if we can implement a photon number measurement.
However as observed in the linear optics schemes this cur-
rently constitutes a significant technological challenge. In the
future if this issue is solved we will have a near determinis-
tic entangling gate to build cluster states. Without the pho-
ton number resolving detector, but assuming that the vacuum
can be distinguished from some photons our gate does work
in a heralded fashion but with a success probability of 1/2.
Hence for cluster state generation the simplest option so far
would then be an efficient momentum (P = X(pi/2)) quadra-
ture homodyne measurement, giving us a success probability
close to 1/2. Would it be possible to further improve the suc-
cess probability all the while maintaining a highly efficient
measurement?
III. THE THREE-QUBIT ENTANGLING GATE
Within the same framework of conditional rotations, one
can envisage three qubits interacting with a single probe beam.
If we limit ourselves again to efficient P quadrature measure-
ments (which scale as αθ), we could consider the generation
of three qubit states. GHZ states are for instance one par-
ticularly useful state [4]. One way of projecting the qubits
onto GHZ-type states is to vary the strength of the interac-
tions between the qubits and the probe beam. Let us represent
a rotation of the coherent probe beam by R(θ) = exp(iθa†a).
Now no R(±θσz1)R(±θσz2)R(±θσz3)|α〉 combination will
lead to the required GHZ end states in the case that we im-
plement a P quadrature measurement. However having one
of the qubits interact twice as much with the probe beam will
yield the correct paths in phase space. Consider the sequence
R(θσz1)R(θσz2)R(−2θσz3)|α〉 which we depict in Fig (2).
The peak centered on the origin will then correspond to the
GHZ state (|000〉+ |111〉)√2 (after being detected). This will
happen with a probability of 1/4. Next the two peaks having
been rotated through ±2θ will correspond to the qubit states
(|01〉1,2+ |10〉1,2)|1〉3/
√
2 and (|01〉1,2+ |10〉1,2)|0〉3/
√
2 re-
spectively. Now in both of these possible outcomes we obtain
the same Bell state on qubits 1 and 2, disentangled with qubit
3. So overall we obtain a GHZ state with probability of 1/4
and a Bell state with probability of 1/2 (on two qubits of our
choice), heralded by the probe beam P quadrature measure-















FIG. 2: The possible probe trajectories caused by the three condi-
tional rotations. There are five different end-states. Upon measure-
ment, three of these will project the qubits to entangled states of in-
terest.
two different known product states |001〉 or |110〉. Conse-
quently, if all we want to do is entangle a pair of qubits, we
can now do this with probability of 3/4 [43].
It may seem like increasing the number of qubits taking
part will further raise the success probability. This claim
turns out to be valid if we allow for more and more inter-
actions as we add extra qubits. Considering for example
the 4 qubit case. The optimal combination then becomes
R(θσz1)R(θσz2)R(2θσz3)R(−4θσz4)|α〉. We now have 16
possible paths in phase space with 9 different end states.
All of these apart from two, under detection, will project
the qubits to Bell states and GHZ states. Focusing solely
on qubits 1 and 2 (these can be any two qubits which we
choose to have interact only once with the probe beam),
they will be entangled with probability p = 14/16 = 7/8.
Following this method for larger numbers of qubits,
R(θσz1)R(θσz2)R(2θσz3)R(4θσz4)...R(−2n−2θσzn)|α〉
the success probability in entangling a specific pair of qubits
(here 1 and 2) scales as p = 1 − 21−n. We don’t necessarily
have to view these extra n − 2 qubits as ancillas. They can
become (if they aren’t already) useful elements (‘dangling
bonds’) for future operations when we consider the generation
of 2-dimensional cluster states. However there are drawbacks
to using this generalization. The setup and measurement
process will become increasingly complicated. The probe
beam will have to travel and interact a lot more, rapidly
accentuating the errors that we could have had initially.
Another essential point to note, is that the gate operation time
will grow exponentially with the number of qubits we are
willing to use. If we only have access to a fixed interaction
strength θ, the gate operation time will double every time
we add an extra qubit. So depending on the situation we are
in, a compromise will have to be made between the time we
are willing to take and the success probability we want to
achieve. The 3/4 probability obtained in the 3-qubit case is
already a vast improvement and we shall use this result in the
remainder of the paper.
IV. SCALING
We now consider how this entangling scheme may be used
for generating cluster states of matter qubits. The usual clus-
ter state is a rectangular 2-dimensional lattice of qubits. The
qubits are entangled in particular way, through conditional
phase gates, with some of their nearest neighbors, thus cre-
ating ‘bonds’. Each 1-dimensional chain represents the life
line of a single qubit to be processed. These chains form a
full 2-dimensional lattice structure by having bonds between
them. The cluster state is defined as the eigenstate of the set
of operators Si = Xi
∏
j Zj , where i represents a particular
lattice site and j all its nearest neighbours.
Building chains is a possible basis for generating clus-
ter states. If the chains can be efficiently generated, then
simple schemes can be developed to combine them to form
a 2-dimensional cluster, required for quantum computing
[2, 4, 37]. Given a parity check operation, the simplest grow-
ing technique involves taking one qubit (prepared in a super-
position state (|0〉 + |1〉)/√2) at a time and linking it on the
end of the chain. Once this is done, a Hadamard transform is
performed on this new end qubit, before the next one is added.
In case of failure, the initial end qubit is left in an unknown
state. Thus it needs to be measured–adaptive feed forward on
its nearest neighbor then enables recovery of the cluster state.
So the chain shrinks by one qubit in this case. This constitutes
the basic sequential approach to building chains. Clearly for
success probabilities smaller than 1/2, the chain will shrink
on average; for a success probability of exactly 1/2, it will
remain the same length. We can immediately appreciate ben-
efits from the relatively high probabilities achieved in our two
entangling procedures. The first two-qubit procedure already
constitutes the limit of simple linear optics approaches. The
second one, involving a 3 qubit interaction, can already be
used in a sequential fashion, ensuring fast average growth and
thus limited resource consumption.
In the case of lower probabilities, small chains are to be
built efficiently before joining them to the main chain. The
process of linking chains with an entangling operation is de-
scribed in Fig. (3), using the stabilizer notation. We can see
that even though we are not obliged to measure out one qubit,
the actual length of the resulting chain is the sum of the two
initial ones minus one qubit. A convenient way of represent-
ing this operation with states is used in [24]. And in Fig. (4),
we can see how the three qubit gate allows us to directly join
three chains into a ‘T’ piece, as well as joining two chains to-
gether. In case of failure, the end qubits need to be measured
out and each chain shrinks by one element. Then the proce-
dure is repeated. Supposing we start off with two chains of
equal length L (following previous analysis [26, 37], L is de-
fined as the number of qubits constituting the linear cluster),
5X1Z2I3             X4Z5I6
Z1X2Z3           Z4X5Z6
I1Z2X3              I4Z5X6
Parity check
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FIG. 3: Applying a parity check projects the two involved qubits to
a state stabilized by the operator Z3Z4, removing all the operators
anti-commuting with it. Here we apply a Hadamard transform on






FIG. 4: Using the 3-qubit gate, we can first attempt to join a pair
of chains. This will work 3/4 of the time, producing one or two
dangling bonds centred on the same qubit (failing to use one of these
in another operation will destroy the other. Three chains can also
been linked up in a similar fashion.




2(L−1/2−i)p(1−p)i ≈ 2L−1−2(1−p)/p . (7)
This approximation doesn’t hold for small chains. Here p is
the success probability of the entangling operation. We can
immediately identify a critical length, above which there is
growth:
L > Lc = 1 + 2(1− p)/p . (8)
This critical length varies between different entangling oper-
ations. If an actual logical gate can be immediately imple-
mented, then Lc = 2(1− p)/p for example. Or if this logical
gate requires the qubits from the cluster to interact directly
(non-distributive approach) then Lc = 4(1− p)/p [37].
So our minimal size chain, ensuring growth is L0 and L0 >
Lc (the next integer greater than Lc). Now to build a large
chain, we repeatedly attempt to join these minimal chains,
until a successful outcome occurs or until the chains are en-
tirely consumed. So from above, for the length of the result-
ing chain, we have the recursion relation Lk+1 ≈ 2Lk − Lc.
Starting from our minimal chain L0, we end up on average








The time taken to produce this chain, being directly pro-
portional to the number of rounds, is given by the recur-
sion relation Tk = Tk−1 + t/p. Here t is the time taken
per entangling operation. After k rounds the time scales as
Tk = T0 + kt/p with T0 representing the average time taken
to make a chain of size L0. (We assume that they are all
made in parallel.) Finally, the average number of entangling
operations bears the relation Nk = 2Nk−1 + 1/p, yielding
Nk = 2
k(N0 + 1/p)− 1/p with N0 being the average num-
ber of entangling operations to make an L0 chain. The most
straightforward way of making the minimal chains, without
recycling, is to divide up the task. Starting from single qubits,
we attempt to entangle them all simultaneously into pairs in
the first round. Then we join the existing pairs into three
qubit clusters (because we need to measure a qubit in case
of success) on the second round, then into five qubit clusters
and so on. In case of failure, the qubits are discarded. On
round j, the average chain size is L = 2j−1 + 1. There-
fore the number of rounds needed to produce a length L0
is j = log2(L0 − 1) + 1. In this scheme, the recursion
relation for time is Ti = (1/p)(Ti−1 + t) which gives us






. For the average num-
ber of entangling operations, we haveNi = (1/p)(2Ni−1+1)







we can write down the two full forms for T and N :





















L0 − Lc ,
−1/p (11)
where t denotes the time taken per entangling operation.
For our first entangling procedure p = 1/2, Lc = 3 and
thus L0 = 4. Growing this 4-chain will require 14 entan-
gling operations on average, without recycling. However our
measurement setup allows for a recycling or ‘repeat until suc-
cess’ method in the generating of entangled pairs. Using a
‘divide and conquer’ method will bring the number of en-
tangling operations down to 10 . Using this result we obtain
N [L] = 12L − 38. This is already the limiting scenario for
simple single photon applications. In the repeat until success
method [27], for a failure probability of 0.6 (and equal suc-
cess and insurance probabilities, on all results), the scaling is
6N [L] = 185L − 1115 and for a failure probability of 0.4 it
becomes N [L] ≃ 16.6L − 47.7. Now if we switch to our
3 qubit gate, then L0 = 2. We will notice that Lc = 5/3
meaning the L0 − Lc factor will contribute more than before,
because we chose this difference to be unity (also note that
here this difference tends to unity as the success probability
increases). The average number of entangling operations re-
quired then simply becomes N0 = 1/p = 4/3, giving us a
scaling N [L] = 8L − 44/3. This is a vast improvement over
previous proposals.
We shall extend this scaling comparison to the generation
of 2-dimensional cluster states. Using the redundant encoding
method described in [4], we can give the average number of
qubits consumed in the creation of a vertical link. Each trial
to establish this link costs two qubits (per chain), because we
first need to create dangling bonds. If we succeed in linking
the two dangling bonds, we need to measure the first dangling
qubit in order to establish the C-phase gate then measure the
next one, to have a direct link between the two chains. The
fact that we can only implement a simple entangling operation
and not the logical gate means we lose an additional qubit,
which may be used later for additional vertical links or error
correction. But if we concentrate on the task of making a
single vertical link, the number of qubits consumed is:
V = 2(1/p+ 1) . (12)
We can see that this converges to 4 as p tends to unity (this
corresponds to the qubit cost of a single trial). Then the av-
erage number of entangling operations required to make the
vertical bond is given by:
NV = 2N [V ] + 1/p . (13)
Using the linear optics scheme proposed in [27], for failure
probabilities of 0.6, 0.4 and 0.2 respectively, NV = 3334,
191.2 and 32.5. The latter failure probability would how-
ever be very difficult to implement physically. With our two
and three qubit entangling procedures we obtain NV = 70
and 46.7 respectively. We can see that the efficiency of these
schemes generalizes to the creation of 2-dimensional cluster
states in a straightforward manner. Our gates can also be used
to build cluster states in a ‘tree’ like fashion, as proposed by
Bodiya and Duan in [38]. The method relies on the observa-
tion that GHZ-type states are locally equivalent to star shaped
cluster states. A parity check is all that is needed here.
We now turn back to the time scaling. Solving T for p =
1/2 we end up with:
T [L] = 14 + 2 log2(L− 3) . (14)
Of course this is only valid for L ≥ 4 = Lc. The above result
is obtained with a T0 = 14 corresponding to the average time
needed to build a 5-qubit chain without recycling (this is due
to the form of the sum). It is pretty clear that if we allow for
entangling operations to be made in parallel, alongside addi-
tional resources, this T0 can be minimized. For p > 1/2 we
have L0 = 2, meaning we only keep the first term in the sum
for T0. This results in a general closed expression for T :








We can compare this with the time taken by a sequential
adding and building, as we now have access to probabili-
ties higher than 1/2. Adding one qubit at a time, via an
entangling procedure, gives the recursion relation Lk+1 =
Lk + 2p − 1 for the length, leading to the number of rounds
k = (L − 1)/(2p − 1). So for our 3 qubit gate, on average
the chain grows by one unit every two trials. The time be-
ing sequential too, TL+1 = TL + t/p, the general form for T
becomes:
T [L] = (L− 1)t/p . (16)
Thus time now scales linearly with the length of the chain in
contrast with the logarithmic dependence we had above.
V. OPTIMIZING TIME AND RESOURCES
For the two-qubit entangling gate, we essentially stand at
the same point as the photonic cluster state approaches. Opti-
mizing the resources boils down to finding the optimal strate-
gies in combining elements of cluster states. Though this
is a classical analysis, relying on probabilistic gates, it is a
very complex task. Obtaining bounds or comparing different
strategies requires computing assistance. In their recent paper,
Kieling, Gross, and Eisert [39, 40] investigate these issues in
significant detail. They analyse essential methods and derive
bounds for the globally optimal strategy, based on an entan-
gling operation working with probability 1/2.
For higher probabilities however, additional scalable ap-
proaches are at hand. We shall go over the obvious ones. From
previous works on generating cluster states [24, 37], we know
that the simplest way to grow short chains with probabilistic
gates is through a ‘divide and conquer’ approach. It also turns
out to be much quicker than a sequential adding, as we allow
for many gates to operate in parallel. As described earlier on,
this technique attempts to link up chains of equal length on
each round, and discards the chains which failed to do so.
This approach can be extended to growing large chains in
the aim of saving time. In this context we can work out some
important average quantities, starting off with the time taken:
T [L] = 1 + log2(L− 1) = k . (17)
Here k represents the number of rounds and can easily be
worked out, as we saw above, from the given chain length.
Thus we will only use k in the following expressions. Next we
can give the number of chains, at a particular round k (L = 1
for k = 0), having started off with n qubits:
C[k] = n(p/2)k . (18)
Then the number of remaining qubits on that round is given
by:
Q[k] = C[k]× L = n(p/2)k(2k−1 + 1) . (19)
Following this we can work out the number of wasted qubits
W [k] = n−Q[k]. Finally, when discussing the necessary re-















In order to have a first comparison with the method de-
scribed in the previous section, we can set the value of C[k]
to unity. Or alternatively, we can use the ratio Ndc[k] =
G[k]/C[k] which will give the average number of entangling






Expressing this ratio in function of L = 2k−1 + 1 we obtain:
Ndc[L] =
(2/p)log2(L−1) − 1
2− p . (22)
From the initial strategy, withm ≥ 2 we reached a value linear
in L:
N [L] = (2/p)
L− 1− 2(1− p)/p
1− 2(1− p)/p − 1/p . (23)
Obviously this will scale better with L, but surprisingly
enough, the threshold above which it becomes more advan-
tageous is very high. As observed in Fig. (5) (for our 3 qubit
gate), up till lengths of 250 qubits, the full divide and conquer
approach requires less entangling operations. This is due to
the fact that the probabilities we are dealing with are signif-
icantly higher than in previous schemes, which were under-
taken in two steps, the building of minimal elements L0 and
then their merging, in order to be scalable.
We can compare this with the sequential adding method, as
we now have access to probabilities higher than 1/2. Adding
one qubit at a time, via an entangling procedure, gives the
length’s recursion relation Lk+1 = Lk + 2p − 1 leading to
the number of rounds k = (L− 1)/(2p− 1). For our 3 qubit
gate, on average the chain grows by one unit every two trials.
In this case, the number of rounds is equivalent to the number
of entangling operations so we have:
Nseq[L] = (L− 1)/(2p− 1) . (24)
Obviously this represents a considerable saving, as can be ver-
ified in Fig. (5).
We can also compare the time scaling of these various
strategies, in units of time t corresponding to a single mea-
surement. For the complete divide and conquer scheme we
simply have:
Tdc[L] = t (1 + log2(L− 1)) . (25)
and for the initial scheme:



























Comparative EO scaling with 3-qubit gate
FIG. 5: Comparison of entangling operation requirements for chain
production, for various approaches. Clearly for chains smaller than
250 qubits the full divide and conquer approach is more advanta-
geous than the linear scaling obtained through the initial merging
technique. The savings in the number of entangling operations are
most significant around lengths of 100 to 120 qubits. However, the
sequential adding scheme is significantly more efficient still, as ex-
pected. With this we achieve much lower scalings in comparison
with those obtained through the repeat until success (RUS) scheme.











D&C one entangling 
operation at a time
initial scheme
D&C
Time scaling with 3-qubit gate
FIG. 6: Comparison of time requirements for chain production, for
various approaches, as a function of the chain length. The divide and
conquer approach, as expected, saves significant amounts of time.
The linear time dependence of sequential adding does not compare,
for long chains. However we can see the difference in work required
if we only allow one entangling operation at a time.
For the sequential adding, the cumulative time obeys TL+1 =
TL + t/p, and the general form for T becomes:
Tseq[L] = t(L− 1)/p . (27)
Thus time now scales linearly with the length of the chain, in
contrast with the logarithmic dependence we had above.
The first two approaches have a logarithmic dependence on
the length L, however Tdc is significantly lower as might have
been expected (see Fig. (6)). Overall we see that there is a
clear advantage to divide the task up and to run parallel en-
tangling operations. However we also note that the resources
8in qubits become quite large, in the absence of recycling. The
amount of wasted qubits for the full divide and conquer ap-
proach grows very quickly as can be seen from the expression
for W [k]. One could envisage in this case a form of partial
recycling, to save on the qubit resources whilst still retaining
the time speed up. Then we would allow for two or three
trials before discarding the chains (the initial scheme set no
limit on the number of trials). However the protocol now be-
comes more elaborate unless we are willing to wait between
each round (of discarding) because some chains will link on
the first trial while others will link on the second (supposing
we allow two trials). So it seems like savings in time could be
made if we are able to manage and organize chains of different
lengths.
The linear time scaling for the sequential method is due to
the fact that operations cannot be undertaken in parallel dur-
ing its growth. If we didn’t have access to simultaneous en-
tangling operations, the time scaling for the divide and con-
quer methods would be equivalent to Ndc[L] which is sub-
exponential. One needs to keep in mind that by adopting a
sequential method, the whole procedure is simplified consid-
erably and would be more accessible to physical implemen-
tations. Divide and conquer methods require a lot of work in
parallel and should in practice involve the moving about and
reordering of qubits or even small cluster states. Unless the
actual edges linking up the vertices in the graph states can
be displaced via entanglement swapping strategies, we will
most probably have to physically move some vertices in or-
der to implement additional entangling operations. Adding
qubits sequentially should solve some architectural problems
which may arise. For example, the qubits could be perfectly
static and the measuring system (including the ancillary qubit
which can be reused) would travel along the chain ‘zipping’ it
up. Of course the measuring system would go back and forth,
with a frequency related to the success probability of a sin-
gle operation. But essentially the qubits constituting the chain
wouldn’t have to move. This seems significantly more prac-
tical than moving the qubits and chains around or having to
change the measuring setup every time so as to implement the
operation between qubits in various places.
All this brings us to view the cluster state as having active
regions in which it is being built or measured in the compu-
tation (both can be undertaken simultaneously) and regions in
which the qubits are simply waiting. Now this waiting can be
minimized in the building itself, through the appropriate pro-
tocols, and in the measurement process. That is, the cluster
can be built only a few layers in advance, so that the qubits
have less waiting to do, between the building and the actual
measurement. In any case, there will be some waiting. There-
fore the lowest decoherence support would be preferred, but
it may not be the easiest to manipulate. Thus we may envis-
age having two different physical realizations constituting the
cluster state. For example, we could use single electron spins
initially in building the cluster. Once the links are made be-
tween one site and its nearest neighbors, the qubit could be
switched into a nuclear spin state which has a significantly
longer coherence time, via a swap operation or some other
coherent write and read actions. Most of the waiting would
be done in the long-lived state, before being swapped again
for the readout [30, 41]. This follows the same scenario as
using a second physical system to mediate the interaction and
make the measurements, in distributed quantum computing.
In the present proposal, we use a continuous variable bus and
homodyne measurements to generate the links. This phys-
ical system shows itself to be very efficient in this applica-
tion. Then, for example, electron spins or superconducting
charge qubits could then be the matter realization interacting
with the bus and serving for the final readout. These systems
provide the useful static aspect required, they interact well
with the mediating bus and ensure good single qubit measure-
ments. Finally a low decoherence realization such as nuclear
spin could be envisaged, mainly as a storage medium. The
swapping or write and read procedure should have a high fi-
delity for this storage to be beneficial. On the whole, we see
that optimization will depend directly on the physical realiza-
tion(s) we have chosen to work with. For systems with long
dephasing times we would give priority to sequential adding
approaches, as we have some freedom in the time scaling and
thus we can make significant savings in resources. But for
realizations with short dephasing times, we would probably
want to divide the task up and run operations in parallel, in
order to accelerate the fabrication of the cluster state, at the
expense of extra resources.
VI. THE MEASUREMENT-FREE CONDITIONAL-PHASE
GATE
Looking at our entangling gates, we have seen that if we
utilize four non-linear interactions and three qubits the success
probability is dramatically increased. Within the framework
of four non-linear interactions, another option presents itself
to us [29]. Defining the unconditional displacement operator
by Dˆ(β) = exp(βaˆ†−β∗aˆ), and with the probe beam starting
















Dˆ(−i√2α) exp [iθσz2a†a] Dˆ(−√2α) exp [iθσz1a†a] .





up to single qubit local rotations
[29]. This is a controlled phase gate when |αθ| =
√
pi/8 and
can be implemented using the same coherent-light resources
and weak interactions discussed previously.
Now for cluster states the first key advantage here is that the
gate implements an actual C-Phase gate, not a simple parity
check or entangling operation. This means that whenever we
join cluster states, we do not need to remove some elements
when considering the size of the resulting state. The second
advantage is that the gate works near deterministically (prob-
ability approaching one), in contrast with the success prob-
ability of 3/4 achieved in the three-qubit scheme. For these
cross-Kerr type interactions the probe bus doesn’t perfectly
disentangle at the end of the process, leading to a slight de-
phasing effect. Still, as long as θ << 1 and we work in the
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FIG. 7: The circuit diagram for the measurement-free conditional
phase gate. The probe beam is subject to four conditional rotations




large β limit, the error which is of order |βθ2| can be made
small. Finally another advantage of this scheme lies in the ab-
sence of any measurement alongside feed forward single qubit
operations, meaning the time is significantly reduced. How-
ever this measurement free gate is more difficult to implement
than the simple entangling gate. That is the constraints on the
amplitude of the probe bus and the strength of the non-linear
interaction are greater. In the entangling gates to keep the er-
ror probability small we required |αθ| ≥ pi with θ << 1. As
long as α and θ can be chosen to satisfy these relations the
parity gate work. However for the measurement free gate we
require θ << 1 and |αθ| =
√
pi/8. This second constraint
is now an exact relation (rather than a lower bound). If we
do not satisfy this fixed constraint exactly then we acquire an
error in the implementation of the C-Phase gate. This could
be significantly harder to achieve in the short term, however
we believe it to be quite promising for the future.
Now given a near-deterministic C-Phase gate, the number
of gates (Gcp) required to build a certain cluster state becomes
fixed. The question of time (Tcp) then simply reduces to the
number of gates we can implement in parallel g. Therefore
we have Tcp = Gcp/g. Looking at the process in a dynami-
cal way, we can see now that with a near deterministic gate,
the size of the cluster state at a certain time during the com-
putation is significantly reduced. This ‘buffer’ region of the
cluster state may still be a couple of layers, but the off-line
part of the cluster, which isn’t attached yet, can be made very
small. Previously, the size of the buffer that is yet to be linked
up was dictated by the success probabilities of the entangling
operations [24]. The bigger this off-line prepared buffer is,
the more time it takes to build it and the more time it takes
to attach it. In other words the more errors it contains. Now
depending on the amount of near deterministic gates we can
implement in parallel, this off-line buffer only needs to consist
in a couple of layers, freshly built and attached. As a matter of
fact we may not even need this off-line aspect anymore. The
individual qubits could be added directly to the existing clus-
ter as it is being measured. This represents huge savings in the
number of qubits we are dealing with and minimizes the error
they may have picked up, as they spend a minimal time inside
a cluster state. The issues raised at the end of the last section
are still of concern here. There always will be some waiting,
between the building and the readout, so change in support
during that time, from electron spin to nuclear spin for exam-
ple, in order to minimize the dephasing, is still an important
idea.
VII. CONCLUSION
In this paper we have considered the usefulness of weak
non-linearities in the building of matter qubit cluster states
enabling us to work in the success probability regime of
p ≥ 1/2. We first developed a 2-qubit parity check, based on a
single non-linearity per qubit and a simple measurement of the
probe bus. At this point we already noticed the advantage of
using continuous variables to mediate an interaction between
the qubits and to provide us with an efficient measurement
system. Then we extended the setup to a 3-qubit entangling
operation, increasing the probability of entangling a pair of
qubits to 3/4. We saw how this scheme could be generalized
to using more qubits, rapidly increasing the success probabil-
ity. The 3-qubit interaction laready provides new possibilities
for the schemes used in building cluster states. After what we
considered the vital issues of scaling, by going through previ-
ous results and adapting them to our own gates. The results
themselves were already significant improvements to previ-
ously proposed schemes. The time scaling was particularly
emphasized and discussed. This lead us to notice that there
will always be a compromise to be made, between the time
and the number of entangling operations required. The previ-
ously established scaling relations were however developed to
deal with low success probabilities. For our 3-qubit scheme,
we considered other approaches, to improve the time and the
work needed. Improved scaling relations were obtained. Fi-
nally we observed that within the framework of four non-
linearities, a near deterministic conditional-phase gate could
be used instead. The constraints in implementation are higher,
but many scaling issues are immediately solved. This may
point us toward considering unheralded errors in cluster state
generation.
Acknowledgments: We thank R. van Meter for valuable dis-
cussions. This work was supported in part by JSPS and MIC
in Japan and the EU project QAP.
[1] R. Raussendorf and H. J. Briegel, Phys. Rev. Lett. 86, 5188
(2001).
[2] M. A. Nielsen, Phys. Rev. Lett. 93, 040503 (2004).
[3] N. Yoran and B. Reznik, Phys. Rev. Lett. 91, 037903 (2003).
[4] D. E. Browne and T. Rudolf, Phys. Rev. Lett. 95, 010501
(2005).
10
[5] C. M. Dawson, H. L. Haselgrove and M. A. Nielsen, Phys. Rev.
Lett. 96, 020501 (2006)
[6] C. M. Dawson, H. L. Haselgrove and M. A. Nielsen, Phys. Rev.
A 73, 052306 (2006)
[7] E. Knill, R. Laflamme and G. J. Milburn, Nature 409, 46 (2001).
[8] Pieter Kok, W.J. Munro, Kae Nemoto, T.C. Ralph, Jonathan P.
Dowling and G.J. Milburn, quant-ph/0512071
[9] M. Varnava, D. E. Browne and T. Rudolph, e-print:
quant-ph/0507036.
[10] P. P. Rohde, T. C. Ralph, W. J. Munro, quant-ph/060313
[11] K. Nemoto and W. J. Munro, Phys. Rev. Lett 93, 250502 (2004).
[12] S. D. Barrett, P. Kok, K. Nemoto, R. G. Beausoleil, W. J. Munro
and T. P. Spiller, Phys. Rev. A 71, 060302R (2005).
[13] W. J. Munro, K. Nemoto, T. P. Spiller, S. D. Barrett, P. Kok and
R. G. Beausoleil, J. Opt. B: Quantum Semiclass. Opt. 7, S135
(2005).
[14] W. J. Munro, K. Nemoto and T. P. Spiller, New J. Phys. 7, 137
(2005).
[15] Kae Nemoto and W. J. Munro, Phys. Lett A 344, 104 (2005)
[16] Fumiko Yamaguchi, Kae Nemoto and William J. Munro, Phys.
Rev. A 73, 060302R (2006)
[17] T. B. Pittman, M. J. Fitch, B. C. Jacobs and J. D. Franson, Phys.
Rev. A 68, 032316 (2003).
[18] S. Bose, P. L. Knight, M. B. Plenio and V. Vedral, Phys. Rev.
Lett. 83, 5158 (1999).
[19] C. Cabrillo, J. I. Cirac, P. Garcia-Fernandez and P. Zoller, Phys.
Rev. A 59, 1025 (1999).
[20] X.-L. Feng, Z.-M. Zhang, X.-D. Li, S.-Q. Gong and Z.-Z. Xu,
Phys. Rev. Lett. 90, 217902 (2003).
[21] L.-M. Duan and H. J. Kimble, Phys. Rev. Lett. 90, 253601
(2003).
[22] D. Browne, M. B. Plenio and S. Huelga, Phys. Rev. Lett. 91,
067901 (2003).
[23] C. Simon and W. T. M. Irvine, Phys. Rev. Lett. 91,
110405(2003).
[24] S. D. Barrett and P. Kok, Phys. Rev. A 71, 060310 (2005).
[25] Simon C. Benjamin, Phys. Rev. A 72, 056302 (2005).
[26] Y. L. Lim, A. Beige, L. C. Kwek, Phys. Rev. Lett. 95, 030505
(2005).
[27] Y. L. Lim, S. D. Barrett, A. Beige, P. Kok and L. C. Kwek,
Phys. Rev. A 73, 012304 (2006).
[28] S.C. Benjamin, J. Eisert and T.M. Stace, New J. Phys. 7, 194
(2005)
[29] T. P. Spiller, K. Nemoto, S. L. Braunstein, W. J. Munro, P. van
Loock and G. J. Milburn, New Journal of Physics 8, 30(2006).
[30] P. van Loock, T. D. Ladd, K. Sanaka, F. Yamaguchi, Kae
Nemoto, W. J. Munro, and Y. Yamamoto, Phys. Rev. Lett. 96,
240501 (2006)
[31] T. D. Ladd, P. van Loock, Kae Nemoto, W. J. Munro, and Y. Ya-
mamoto, Hybrid quantum repeater based on dispersive CQED
interactions between matter qubits and bright coherent light,
submitted to NJP
[32] C.M. Savage, S.L. Braunstein,and D. F. Walls, Optics Letters
15, 628-630 (1990).
[33] S. Haroche, in Fundamental System in Quantum Optics, edited
by J. Dalibard, J. Raimond, and J. Zinn-Justin (Elsevier, New
York, 1992), p 67.
[34] C. C Gerry and P. L. Knight, Introductory Quantum Optics,
Cambridge University Press (28 Oct 2004)
[35] A. Blais, R. Huang, A. Wallraff, S. M. Girvin, and R. J.
Schoelkopf, Phys. Rev. A 69, 062320 (2004).
[36] W. J. Munro, K. Nemoto, R. G. Beausoleil, and T. P. Spiller,
Phys. Rev. A 71, 033819 (2005)
[37] L.-M. Duan and R. Raussendorf, Phys. Rev. Lett. 95, 080503
(2005).
[38] T. P. Bodiya and L.-M. Duan, e-print: quant-ph/0605058.
[39] K. Kieling, D. Gross, J. Eisert, quant-ph/0601190
[40] D. Gross, K. Kieling and J. Eisert, e-print: quant-ph/0605014.
[41] B. E. Kane, Nature 393, 133 (1998).
[42] This of course assumes no dark counts in the detection pro-
cess. Dark counts are generally an unheralded error and unfor-
tunately tend to be larger in the higer efficiency detectors
[43] It is worth noting that this success probability is higher than
what one will obtain if we just applied two parity gates.
