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ABSTRACT 
A characterization of nonnegative matrices which have a nonnegative Drazin 
inverse is given. A necessary and sufficient condition for a real matrix to have a 
nonnegative Drazin inverse is also presented. 
1. INTRODUCTION 
All matrices in this paper are real. The basic notation and definitions are 
from [l] and [2]. For example, R(A) and N(A) denote the range and null 
space, respectively,. of the matrix A. Also, when A is a square matrix, index A 
denotes the smallest nonnegative integer k for which N(Ak’*) = N(A k). It is 
well known that k > indexA is equivalent to each of the following: R(Ak+‘) 
=R(Ak) and R”= R(A k, + N(A k), where A E Iw” )I: n. The Drazin inverse of a 
square matrix A, denoted AD; is a solution for the system of equations 
XAx=x, AX=XA, and A”+‘X=Ak. 
It is well known that a solution to the above system exists if and only if 
k > index A, in which case it is unique. It is easy to verify that if k z indexA y 
xER(Ak), and gEN(Ak), then A”Ax=x and ADy=O. If index A Q 1, the 
Drazin inverse is called the group inverse and is denoted A *. 
Nonnegativity of various generalized inverses was studied in Refs. 
[3,4,5,6]. In this paper we studv r,onnegativity of the Drazin inverse. 
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2. NONNEGATIVE DRAZIN INVERSES 
We begin by obtaining necessary and sufficient conditions for a matrix to 
have a nonnegative Drazin inverse. These conditions are strongly related to 
those obtained in Rothbhun [7] to characteriz? nonnegativity of the Drazin 
Inverse of a matrix A on R(A ‘), where k > IndexA. The result extends 
Theorem 1 of [6], which considered the group inverse. 
THEOREM 1. The Drazin inverse of an n X n matrix A is nonnegatiue if 
and only if for some integer k > 0 
AxEIW”,+N(A~) and xER(Ak) =S x20. (1) 
Moreover, If the aboue holds, then (1) holds if and only if k > index A. 
-Proof. Assume (1) holds. We will show ti at k > index A by showing that 
N(A k+ ‘) C N(A ‘). Suppose that A k’lx=O. As AkxER(Ak) and A(A”x))=O, 
(1) implies that A k~ = 0. So IX” = N(A k, + R(A k). Let p 2 0 have the decom- 
posi:ion p ‘z-y where rER(Ak) and yEN(A’). Since R(A’)=R(A”‘), 
there is a vector x E R(A k, with Ax = z = p + y. Thus (1) assures that x > 0. 
Since x E R(A k, and y E N(A k), A DAx = x and A “y ~0. Now, A “p = A DAx 
- A “y = x 2 0, which proves that A Dp 2 0 for every p 2 0. Hence, A * 3 0. 
Next assume that AD > 0 and k Z indexA. We will show that (1) holds. 
Let Ax= p + y where p 2 0, y E N(A k), and xER(A k). It follows that 
ADp>O, A”y=O, and ADAx= x. Therefore, x = A DAx = A “p + A “y 2 0, 
proving (1). m 
3. NONNEGATIVE DRAZIN INVERSES 
OF NONNEGATIVE MATRICES 
We next obtain necessary and sufficient conditions for a nonnegative 
matrix to have a nonnegative Drazin inverse. We first need some definitions. 
A rank factomation of a matrix A E Iw” Xn of rank r is a factorization A = FC 
where F E 1w” x ‘. Of course, it necessarily follows that rankF= rank G = r. 
Such a factorization is called nonnegative if F > 0 and G > 0. Finally, a 
nonnegative matrix A is called moPzomiaZ if A has exactly one positive entry 
in each row and each column. It is well known that a nonnegative matrix A 
is monomial if and only if A is nonsingular and A -’ 2 0. 
NONNEGATIVE DRAZIN INVERSES 151 
THEOREM 2. Let A be a nonnegatiue n X n matrix with indexA = k and 
rank A k - s. Then A has a nonnegative L?razin inverse if and only if there 
exists a nonsingular matrix P such that 
= P,MQ, + p2w29 (2) 
where M is monomial, N is nilpotent, PI is a nonnegative n X s matrix, and 
Q1 is a nonnegative s X n matrix. 
Proof. Suppose AD > 0 It is easy to see that A D has a group inverse 
which is given by (A”)* = AA DA > 0. So Theorem 4 of [S] guarantees that 
AD has a nonnegative rank factorization, say AD = PG. It is well known that 
rank A D = rankAk = s; thus FE (wnxs and G EITx”. Since AD = 
AD(AD)*AD, we get that FG = FGLL~~A FG. As F is of full column rank 
and G is of full row rank, it now follows that GAADAF= Z (E Rsx”). 
Let P,=F and P2 be any nX(n-- s) matrix whose columns are a basis of 
N(Ak). Since Iw” = R(Ak) + N(A k), P= [PI P,] is nonsingular. Also, as 
A[R(Ak)] CR(Ak) and A[N(Ak)] 2 N(Ak), we get that for some matrices M 
and N 
A[4 P2]=[P, Pz] “;’ ; . 
[ 1 
Of course, (3) ensures that (2) holds and that M and N are uniquely 
determined by AP, = P,M and AP, = P,N. It remains to show that M is 
monomial, N is nilpotent, and Qr > 0, where Qi is obtained from the 
appropriate partition of P-l. 
First observe that P2Nk = A kP2 = 0. Since the columns of P2 are indepen- 
dent, the above demonstrates that N is nilpotent. Next observe aat FM= 
A F. Thus, Z = GAA DAF = GAA DFM. Also, M = GAA DAFM = GAA DAAF 2 
0. Therefore, M is a nonnegative matrix having a nonnegative inverse. This 
confirms that M is monomial. Finally, note that Ak = FMkQ,. As a con- 
sequence, 0 Q GAA DAA k = GAADAFMkQl. Since M is monomial, this veri- 
fies that Qi > 0. 
Sufficiency is demonstrated by observing that if A has the representation 
given by (2), then A D = P, M - ‘Q1 > 0, completing our proof. 
We note that Theorem 2 specializes to the known characterizations of a 
normegative matrix A having a nonnegative Drazin inverse A D when index A 
< 1. In the case that index A < 1, we have that AD = A *, and Theorem 2 
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assures that A has the nonnegative rank factorization A = (P,M)Q,. More- 
lover, Q1(P,iM) = M, which is monomial. This is Theorem 2 of [S]. When 
indexA = 0, it follows that An =A-‘, and Theo*em 2 shows that A is 
Imcnomial, as P= P, and P -’ = Q1. 
4. SOME QUESTIONS 
One method of computing the Drazin inverse AD of a matrix A is the 
sequential method of Cline [8], which involves the rank factorization of 
matrices of sullcessively smaller order. We take 
A = FiGi, (4) 
GA = F,+1G,+19 i= 1 ,...,k-1, (5) 
where k is the index of A. Then 
AD=F,...F,c(GkFk)-k-lGk..*G1. (6) 
With Theorem 2 of [6] in mind, we conjectured that a nonnegative matrix A 
has a nonnegative Drazin inverse if and only if in Cline’s algorithm in steps 
(LL) and (5) there exist nonnegative F, and Gi for i = 1,. . . , k such that qFk is 
monomial. Sufficieaicy is clear by (6). The proof of necessity eluded us. We 
were unable to establish that A must have a nonnegative rank factorization, 
nor were we able to provide a counterexample: a nonnegative matrix with a 
nonnegative Drazin inverse and for which no nonnegative rank factorization 
is possible. 
The author wishes to express his appreciation to the referee fm his helpful 
comments which decidedly enhanced the presentation. 
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