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Abstract
We provide an algorithm for reachability on Markov decision processes with uncountable state
and action spaces, which, under mild assumptions, approximates the optimal value to any desired
precision. It is the first such anytime algorithm, meaning that at any point in time it can return the
current approximation with its precision. Moreover, it simultaneously is the first algorithm able to
utilize learning approaches without sacrificing guarantees and it further allows for combination with
existing heuristics.
2012 ACM Subject Classification Mathematics of computing → Markov processes; Mathematics of
computing → Continuous mathematics; Computing methodologies → Continuous models
Keywords and phrases Discrete-time uncountable Markov decision process, Reachability, Anytime
Algorithm, Model Checking
1 Introduction
The standard formalism for modelling systems with both non-deterministic and probabilistic
behaviour are Markov decision processes (MDP) [31]. In the context of many applications
such as cyber-physical systems, states and actions are used to model real-valued phenomena
such as position or throttle. Consequently, the state space and the action space may be
uncountably infinite. For example, a (multi-dimensional) real interval [a, b] × [c, d] ⊆ R2
can model a safe area for a robot to move in or a set of available control inputs such as
acceleration and steering angle. This gives rise to MDP with potentially uncountable state-
and action-spaces (sometimes called controlled discrete-time Markov Process [35, 36] or
discrete-time Markov Control Process [8, 19]), with applications ranging from modelling a
Mars rover [7, 16], over water reservoir control [24] and warehouse storage management [26],
to energy control [35], and many more [29].
Although systems modelled by MDP are often safety-critical, the analysis of uncountable
systems is so complex that practical approaches for verification and controller synthesis are
based on unreliable ‘best effort’ learning techniques, for example reinforcement learning.
While efficient in practice, these methods guarantee, even in the best case, convergence to
the true result only in the limit, e.g., [28], or for increasingly precise discretization, e.g.,
[35, 21]. In line with the tradition of learning and to make the analysis more feasible, the
typical objectives considered for MDP are either finite-horizon [25, 1] or discounted properties
[12, 37, 18], together with restrictive assumptions. Note that when it comes to approximation,
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2 An Anytime Algorithm for Reachability on Uncountable MDP
discounted properties effectively are finite-horizon. In contrast, ensuring safety of a reactive
system or a certain probability to satisfy its mission goals requires an unbounded horizon
and reduces to optimizing the reachability probabilities. Moreover, the safety-critical context
requires to give reliable bounds on the probability, not an approximation with unknown
precision.
In this paper, we tackle the two open directions at once and provide a solution for
(i) (unbounded) reachability in uncountable MDP with (ii) provably correct bounds on the
precision (error) of the approximation under considerably mild assumptions. To this end, we
extend the technique of value iteration (VI) [20, 31], which is a de facto standard method for
numerical analysis of finite MDP, in particular with reachability objectives.
Our contribution
In this work, we provide the following:
An algorithm for reachability in MDP with uncountable state and action spaces that
converges to the true value under very mild assumptions, whose feasibility we discuss in
detail. To this end, we extend VI to this general setting (see Section 3).
The first algorithm for reachability in such MDP with correct, converging bounds on
the precision/error of the result, which furthermore is able to omit unimportant parts of
the state space. It is an anytime algorithm, meaning it can be queried at any time to
yield the current approximation and a bound on its precision. To this end, we combine
the preceding algorithm with the technique of bounded real-time dynamic programming
(BRTDP) (see Section 4).
Several possibilities to extend the algorithms with existing learning heuristics in a way
that speeds up the computation without sacrificing the guarantees.
A impossibility result of applying sampling based methods to rich specifications written
in Linear Temporal Logic (LTL) [30]. Additionally, we identify a rich, natural subclass of
LTL to which our algorithms can be directly extended.
A proof-of-concept implementation illustrated on a toy example.
Related work
We first mention [36, 8] for detailed theoretical treatment of reachability and related problems
on MDP. Several approaches to tackle reachability have been proposed. Discretization ap-
proaches, such as [35], obtain bounds on the discretization error using continuity assumptions
together with additional requirements on the MDP structure. As such, they are not anytime
algorithms and require treatment of the whole state-space. Several works use reinforcement
learning approaches to tackle reachability and more general problems, e.g., [17, 16]. However,
they usually do not provide any guarantees. We direct the reader to [37] for a detailed
exposition of similar methods. Another idea is to apply an empirical variant of value iteration
based on sampling to converge to a fixed point with high probability, only yielding a probably
approximately correct algorithm [33, 18]. Moreover, abstraction and bisimulation approaches
are presented in, e.g., [15, 14], which obtain lower bounds but require an abstraction to be
given. Several authors considered symbolic variants of VI [25, 39, 32, 10], obtaining in some
cases even exact solutions, but require significant assumptions on the system’s structure.
Organization of the paper
Section 2 recalls the model and the problem. In Section 3, we summarize the classic VI,
discuss our assumptions, present the key idea to extend VI to the general setting, introduce
K. Grover, J. Křetínský, T. Meggendorfer, and M. Weininger 3
the extended VI algorithm, and prove its correctness. Section 4 copies this structure,
recalling BRTDP, discussing our assumptions, presenting the key idea how to provide not
only under-approximation, but also over-approximation, introduces the algorithm, and shows
its correctness. Section 5 investigates several extensions, for example utilizing existing
learning approach and applications to LTL. Finally, Section 6 presents our proof-of-concept
implementation and Section 7 concludes.
2 Preliminaries
In this section, we recall basics of probabilistic systems and set up the notation. As usual,
N and R refer to the (positive) natural numbers and real numbers, respectively. Given two
real numbers a, b ∈ R with a ≤ b, [a, b] ⊆ R denotes the set of all real numbers between a
and b inclusively. For any set S, we use S to denote its complement and 2S for its power set.
Further, 1S refers to its characteristic function, i.e. 1S(x) = 1 if x ∈ S and 0 otherwise. We
write S? and Sω to refer to the set of finite and infinite sequences comprising elements of S,
respectively.
We assume familiarity with basic notions of measure theory, e.g., measurable set or
measurable function, as well as probability theory, e.g., probability spaces and probability
measures [5]. For a measure space X with sigma-algebra ΣX , Π(X) denotes the set of all
probability measures on X. For a measure µ ∈ Π(X), we write µ(Y ) = ∫ 1Y dµ to denote
the mass of a measurable set Y ∈ ΣX (also called event). For two probability measures
µ and ν, the total variation distance is defined as δTV (µ, ν) := 2 · supY ∈ΣX |µ(Y ) − ν(Y )|.
Some event happens almost surely (a.s.) w.r.t. some measure µ if it happens with probability
1. We write supp(µ) to denote the support of the probability measure µ.
Note that it is surprisingly difficult to give a well-defined notion of support for measures
in general. This definition is not of fundamental interest for this work; intuitively, it is
enough to assume that supp(µ) describes the ‘smallest’ set which µ assigns a value of 1.(1)
Throughout this work, similar subtle issues arise and readers unfamiliar with the respective
notions may safely skip over these points, as these problems do not arise in ‘reasonable’
systems.
2.1 Markov Systems
We work with Markov decision processes (MDP) [31], a widely used model to capture both
non-determinism and probability.
I Definition 1. An MDP is a tupleM = (S,Act,Av,∆), where S is a compact set of states
(with topology TS and Borel σ-algebra ΣS = B(TS)), Act is a compact set of actions (with
topology TAct and Borel σ-algebra ΣAct = B(TAct)), Av : S → ΣAct \ {∅} assigns to every
state a non-empty, measurable, and compact set of available actions, and ∆ : S×Act→ Π(S)
is a transition function that for each state s and (available) action a ∈ Av(s) yields a
probability measure over successor states. An MDP is called finite if |S| <∞ and |Act| <∞.
See [31, Sec. 2.3] and [4, Chp. 9] for a more detailed discussion on the technical considerations
arising from uncountable state and action spaces. Note that we assume the set of available
(1)To obtain a precise definition, let (X, T ) be a topological space and ΣX = B(T ) the Borel σ-algebra.
Then we define supp(µ) = {x ∈ X | x ∈ N ∈ T ⇒ µ(N) > 0}, i.e. the set of points for which any open
neighbourhood N has positive measure.
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actions to be non-empty. This means that the system can never get ‘stuck’ in a degenerate
state without successors. Markov chains are a special case of MDP where |Av(s)| = 1 for all
s ∈ S, i.e. a completely probabilistic system without any non-determinism. Our presented
methods thus are directly applicable to Markov chains as well.
For ease of notation, given a measure µ ∈ Π(X) and a measurable function f : X → R
mapping elements of a set X to real numbers, we write µ〈f〉 := ∫ f(x) dµ(x) to denote
the integral of f with respect to µ. For example, ∆(s, a)〈f〉 denotes the expected value of
f : S → R over the successors of s under action a. Moreover, for some set of state S′ ⊆ S
and function Av′ : S′ → Act, we write S′ ×Av′ = {(s, a) | s ∈ S′, a ∈ Av′(s)} to denote the
set of state-action pairs with states from S′ under Av′.
An infinite path in an MDP is some infinite sequence ρ = s1a1s2a2 · · · ∈ (S × Av)ω,
such that for every i ∈ N we have si+1 ∈ supp(∆(si, ai)). A finite path (or history)
% = s1a1s2a2 . . . sn ∈ (S ×Av)? × S is a non-empty, finite prefix of an infinite path of length
|%| = n, ending in some state sn, denoted by last(%). We use ρ(i) and %(i) to refer to the i-th
state in an (in)finite path. We refer to the set of (in)finite paths of an MDPM by FPathsM
(PathsM). Analogously, we write FPathsM,s (PathsM,s) for all (in)finite paths starting in a
state s ∈ S.
In order to obtain a probability measure, we first need to eliminate the non-determinism.
This is done by a so called strategy (also called policy, controller, or scheduler).
I Definition 2. A strategy on an MDP M = (S,Act,Av,∆) is a function pi : FPathsM →
Π(Act), such that supp(pi(%)) ⊆ Av(last(%)). The set of all strategies is denoted by ΠM.
Intuitively, a strategy is a ‘recipe’ describing which step to take in the current state, given
the evolution of the system so far. Given an MDPM, a strategy pi ∈ ΠM, and an initial
state sˆ, we obtain a measure on infinite paths PathsM, which we refer to as PrpiM,sˆ.(2) See
[31, Sec. 2.1.6, 2.3.2] for further details. Consequently, given a measurable set A ⊆ PathsM,
we can define the maximal probability of this event starting from state sˆ under any strategy
by PrsupM,sˆ[A] := suppi∈ΠMPr
pi
M,sˆ[A]. Note that depending on the structure of A it may be the
case that no optimal strategy exists and we have to resort to the supremum instead of the
maximum. This may already arise for finite MDP, see for example [9].
For an MDP M = (S,Act,Av,∆) and a set of target states T ⊆ S, (unbounded)
reachability refers to the set ♦T = {ρ ∈ PathsM | ∃i ∈ N. ρ(i) ∈ T}, i.e. all paths which
eventually reach the target set T . The set ♦T is measurable if T is measurable [35, Sec. 3.1],
[36, Sec. 2].
Now, it is straightforward to define the maximal reachability problem of a given set of
states. Given an MDP M, target set T , and state sˆ, we are interested in computing the
maximal probability of eventually reaching T , starting in state sˆ. Formally, we want to
compute the value of the state sˆ, defined as V(sˆ) := PrsupM,sˆ[♦T ] = suppi∈ΠMPrpiM,sˆ[♦T ]. This
state value function satisfies a straightforward fixed point equation, namely
V(s) =
{
1 if s ∈ T ,
supa∈Av(s)∆(s, a)〈V〉 otherwise.
(1)
Moreover, V is the smallest fixed point of this equation [4, Prop. 9.8,9.10], [36, Thm. 3].
In our approach, we also deal with values of state-action pairs (s, a) ∈ S × Av, where
(2)We deliberately choose PathsM as underlying set instead of PathsM,sˆ and assign measure zero to all
paths which do not begin with sˆ. This way, the measures PrpiM,sˆ we obtain for different states sˆ and
strategies pi ‘live’ on the same probability space.
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V(s, a) := ∆(s, a)〈V〉. Intuitively, this corresponds to the value achieved by choosing action a
in state s initially and then moving optimally. Clearly, we have that V(s) = supa∈Av(s) V(s, a).
See [11, Sec. 4] for an in-depth discussion of reachability on finite MDP and [36] for an
exposition of the general case.
In this work, we are interested in approximate solutions due to the following two reasons.
Firstly, obtaining precise solutions for MDP is difficult already under strict assumptions and
undecidable in our general setting.(3) We thus resort to approximation, allowing for much
lighter assumptions. Secondly, by considering approximation we are able to apply many
different optimization techniques, potentially leading to algorithms which are able to handle
real-world systems, which are out of reach for precise algorithms even for finite MDP [6].
In our case, we are interested in two types of approximations. Firstly, we present an
algorithm which approximates the value function in the limit, without knowledge about
how close it is to the true value. As such, it is a semi-decision procedure for queries of the
form PrsupM,s[♦T ] > ξ for some threshold ξ ∈ [0, 1]. It is applicable to a very broad class of
MDP, only requiring minimal structural properties. Second, we present an approximation
algorithm that given a precision requirement ε > 0 yields ε-optimal values (l, u), i.e. values
with V(sˆ) ∈ [l, u] and 0 ≤ u− l < ε.
3 Approximating Lower Bounds
In this section, we present our first algorithm, Lipschitz value iteration (LVI), introducing
several ideas we again employ in the following section. Both LVI and our second algorithm
are based on ideas related to value iteration (VI) [20]. Thus, we first explain VI in the finite
MDP setting. Then, we introduce a set of assumptions we need to extend these ideas to the
uncountable domain. In the next step, we explain the key ideas behind this extension, based
on our assumptions. Finally, we present the algorithm and prove its correctness.
3.1 The Ideas of Value Iteration
Value iteration is a technique used to solve, among others, reachability queries in the finite
MDP setting. It essentially amounts to applying Bellman iteration [3] corresponding to the
fixed point equation in Equation (1) [11, Sec. 4.2]. In particular, starting from an initial
value vector v0 with v0(s) = 1 if s ∈ T and 0 otherwise, we apply the iteration
vn+1(s) =
{
1 if s ∈ T ,
maxa∈Av(s)∆(s, a)〈vn〉 otherwise.
It is known that on finite MDP this iteration converges to the true value V in the limit from
below, i.e. for all states s we have (i) limn→∞ vn(s) = V(s) and (ii) vn(s) ≤ vn+1(s) ≤ V(s)
for all iterations n [31, Thm. 7.2.12](4). It is not difficult to construct a system where
convergence up to a given precision takes exponential time, but in practice VI often is much
faster than methods based on linear programming (LP) [2, Thm. 10.105], which in theory
has worst-case polynomial runtime and yields precise answers [22]. An important practical
issue of VI is the absence of a stopping criterion, i.e. a straightforward way of determining
(3) For example, one can encode the tape of a Turing machine into the binary representation of a real
number and reduce the halting problem to a reachability query.
(4)Note that reachability is a special case of expected total reward, obtained by assigning a one-time reward
of 1 to each goal state.
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in general whether the current values vn(s) are close to the true value function V(s), as
discussed in, e.g., [11, Sec. 4.2].
While the value iteration approach traditionally only assigns values to each state, one can
also store and update values for each state-action pair separately, i.e. updating vn+1(s, a) =
∆(s, a)〈vn〉 and derive vn(s) by computing vn(s) := maxa∈Av(s) vn(s, a). This may seem
unnecessary at first, since we require more memory than in the state-value approach. However,
this idea helps us in particular when dealing with uncountable action-spaces. Moreover, the
iteration can be executed asynchronously. This means that we do not have to update the
values of all states (or state-action pairs) simultaneously. Instead, the update order may be
chosen by heuristics, as long as fairness constraints are satisfied, i.e. eventually all states
get updated. This observation is essential in the general setting, since we clearly cannot
update all uncountably many states simultaneously and instead have to perform updates
asynchronously on a finite subset. We use these ideas together to tackle the reachability
problem on the general domain.
3.2 Assumptions
Since our general definition allows for a wide range of systems, including some with ill-formed
behaviour, we first introduce several assumptions before presenting the algorithm. These
assumptions mostly are concerned with either continuity or computability. For continuity, note
that we can only store finite amount of information, hence continuity is essential to be able
to extrapolate the overall behaviour of the system based on the observations. Computability
is trivially motivated, since for uncountable systems even the simplest computations are
intractable without some assumptions. More specifically, note that such systems cannot be
given explicitly (due to their infinite size), but rather have to be described by some symbolic
mechanism, e.g., differential equations. Consequently, one necessarily has to assume some
notion of computability for this symbolic description. We emphasize that our assumptions in
this regard actually highlight the versatility of our algorithm, since they are lenient compared
to many other works. For example, we do not require any kind of explicit representation
of the transition function. Since the list of assumptions might seem restrictive at first, we
also discuss their intuitive meaning and impact. In particular, most of our assumptions
immediately hold for ‘reasonable’ systems, including the common case of S ×Act ⊆ Rd. In
Section 5, we also explain how some of our assumptions can be weakened further.
Now, recall that our goal for this algorithm is to bound the maximal reachability probabil-
ity from below, i.e. given an MDPM = (S,Act,Av,∆), an initial state sˆ ∈ S, a (measurable)
set of target states T ⊆ S, and a value ξ ∈ [0, 1] as input, we want to decide whether the
value of the initial state is at least ξ, i.e. V(sˆ) > ξ. At first, we have our essential continuity
assumption, namely Lipschitz continuity of the value function.
Metric Space S and Act are metric spaces with (computable) metrics dS and dAct, respect-
ively, and d× is a metric on the space of state-action pairs S ×Av, compatible with dS
and dAct.
Value Lipschitz Continuity The value functions V(s) and V(s, a) are Lipschitz continuous
with given Lipschitz constants LS and L×, i.e. for all s, s′ ∈ S and a ∈ Av(s), a′ ∈ Av(s′)
we have
|V(s)− V(s′)| ≤ LS · dS(s, s′) |V(s, a)− V(s′, a′)| ≤ L× · d×((s, a), (s′, a′))
The assumption Metric Space is made implicitly in many works, with S often assumed to
be a subset of Rd, which of course is metric. In particular, MDP are often used to model
physical processes, which usually are characterized by real valued variables. Value Lipschitz
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Continuity also is less restrictive than it might seem. Intuitively, this only requires that by
changing the current state slightly or selecting a slightly different action, the reachability
probability only changes by a bounded amount, which is quite natural when the system
is describing a continuous physical process. Observe that particularly any differentiable
function on a compact space is Lipschitz.
A rather natural example which does not satisfy this requirement is given by a robot
navigating a terrain with cliffs, where falling down a cliff immediately makes it impossible
to reach the target. There, states which are barely on the edge may still reach the goal
with significant probability, while a small step to the side results in falling down the cliff
and zero probability of reaching the goal. If the cliff instead is modelled as a steep but
continuous slope, the described approach is still applicable. In Section 5.2 we discuss how
both of our algorithms can directly be extended to deal with such ‘cliffs’, i.e. (well-behaved)
discontinuities of the value function.
We remark that both assumptions are satisfied on finite and discrete systems, since one
can simply choose the metric as d(s, s′) = 0 if s = s′ and 1 otherwise.
Next, we have three computability assumptions on Av(s), ∆(s, a), and T . We emphasize
that all three are trivially satisfied for any ‘reasonable’ system, as we explain below.
State-Action Maximum Approximation The maximum value maxa∈Av(s) f(a) can be under-
approximated arbitrarily close for any computable, Lipschitz continuous function f :
Av(s)→ [0, 1].
Transition Approximation The successor expectation ∆(s, a)〈g〉 can be under-approximated
arbitrarily close for any computable, Lipschitz continuous function g : S → [0, 1].
Target Computability The target set T is decidable, i.e. we are given a computable predicate
which, given a state s, decides whether s ∈ T .
State-Action Maximum Approximation is satisfied if, for example, we can densely
sample from the set of available actions Av(s) for each state s. As a simple example, consider
the case where Av(s) is finite. Then, we can just evaluate f for each of the finite actions
and return the maximal value. If now Av(s) is a real-valued interval, we can evaluate
f densely, extrapolating between the sampled points, to obtain any required precision
(recall that f is assumed to be Lipschitz). Similarly, Transition Approximation can be
satisfied via sampling when, for example, ∆(s, a) has finite support or is described by a
smooth density function. We denote both approximations by Approx≤, i.e. given a pair
(s, a) and functions f , g as in the assumptions, we write Approx≤(maxa∈Av(s) f(a), ε) and
Approx≤(∆(s, a)〈g〉, ε) to denote the under-approximations of the respective values up to
the specified precision ε.
Finally, we require a state-action pair selection mechanism GetPair. GetPair is a
(potentially stateful) oracle, which the algorithm repeatedly queries in order to obtain a
state-action pair to be updated, inspired by asynchronous VI. For GetPair, we require a
basic notion of fairness in order to guarantee that we do not miss out on any information.
State-Action Sampling Let S♦ = {last(%) | % ∈ FPathsM,s} be the set of all reachable
states. Then, for any ε > 0, s ∈ S♦, and a ∈ Av(s) we have that GetPair eventually
yields a pair (s′, a′) with d×((s, a), (s′, a′)) < ε and δTV (∆(s, a),∆(s′, a′)) < ε a.s.(5)
This assumption essentially only requires that for any state-action pair which is reachable
(5)Technically, it is sufficient to satisfy this property on any subset of S♦ which only differs from it up
to measure 0. More precisely, we only require that this assumption holds for S♦ = supp(PrsupM,s), i.e.
the set of all reachable paths with non-zero measure. We omit this rather technical notion and the
discussion it entails in order to avoid distracting from the central results of this work.
8 An Anytime Algorithm for Reachability on Uncountable MDP
0.5 1 1.5
0
0.5
S
Figure 1 Example of the function extension on the set [0, 2] with a Lipschitz constant of LS = 1.
Dots represent stored values in L, while the solid line represents the extrapolated function L. Note
that it is possible to have L(s) < L(s), as seen in the graph.
from the initial state we always eventually see another update of a (similarly behaving) state-
action pair in its neighbourhood. This can, for example, be implemented by sampling paths of
random length, following random actions or simply selecting from S×Av densely. We mention
that the latter is closely related to discretization of the state-action space. As observed in
[6], applying a more sophisticated guidance heuristic can improve the practical performance
of the algorithm without sacrificing correctness. Intuitively, focussing on regions which are
likely to be reached may yield much faster convergence. In particular, the assumption does
not require to sample unreachable states at all, which clearly may yield drastic performance
gains over, for example, discretization of the whole state space. See [23] for more details on
this idea in the finite setting.
The second condition, i.e. convergence of total variation, simply requires that the sampled
state-action pairs not only are close to the chosen pair (s, a) but they also have similar
dynamics. Consider the following scenario. Some pair (s, a) could lead to a different part of
the state space as nearby state-action pairs. Nevertheless we need to back-propagate the
information gathered in that region, hence we need to pick nearby pairs which exhibit similar
transition behaviour. Note that this requirement is implied by the much stronger assumption
of ∆ being continuous in both s and a.
3.3 The Central Idea Behind LVI
Before we present our LVI algorithm, we explain the key idea to lift the algorithm from the
finite to the uncountable setting. Contrary to the finite state setting, we are unable to store
precise values for each state separately, since there are uncountably many states. Hence,
the algorithm exploits the Lipschitz-continuity of the value function as follows. Assume
that we know that the value of a state s is bounded from below by a value l, i.e. V(s) ≥ l.
Then, by Lipschitz-continuity of V, we know that the value of a state s′ is bounded by
l − LS · dS(s, s′). More generally, if we are given a finite set of states X with correct lower
bounds L : X → [0, 1], we can safely extend these values to the whole state space by
L(s) = maxs∈X
(
L(s)− LS · dS(s, s′)
)
. (2)
Clearly, if V(s) ≥ L(s) for all s ∈ X, we have that V(s) ≥ L(s) for all s ∈ S. See Figure 1 for
an illustration of this extrapolation process.
This idea is sufficient to deal with Markov Chains, but for MDPs we additionally
need to take care of the (potentially uncountably many) actions. Recall that the value
iteration algorithm updates the state values with the maximum over the available actions,
vn+1(s) = maxa∈Av(s) ∆(s, a)〈vn〉. This maximum is straightforward to compute if there are
only finitely many actions, but in our case we need to invest some further work. To this
end, we apply the idea of Lipschitz continuity again, storing values for state-action pairs
instead of only states, as mentioned above. We then can derive the state value estimate
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Algorithm 1 The Lipschitz Value Iteration (LVI) Algorithm.
Input: As specified in Section 3.2.
Output: yes, if V(sˆ) > ξ.
1: X0 ← ∅, t← 1, s1 ← sˆ, L1(·, ·)← 0 . Initialize
2: while Approx≤(Lt(sˆ),Precision(t)) ≤ ξ do . With L as defined in (2)
3: (st, at)← GetPair . Sample state
4: if st ∈ T then Lt+1(st, ·)← 1 . Handle special cases of the successor
5: else Lt+1(st, at)← Approx≤(∆(st, at)〈Lt〉,Precision(t)) . Update lower bound
6: Xt ← Xt−1 ∪ {(st, at)}, t← t + 1
7: return yes
by approximating the maximum over all available actions, i.e. L(s) = supa∈Av(s) L(s, a).
Analogously, we can bound the overall values based on a finite set of state-action pairs X
and associated values by
L(s, a) = max(s′,a′)∈X
(
L(s′, a′)− L× · d×((s, a), (s′, a′))
)
. (3)
Observe that L(s, a) is computable and Lipschitz-continuous as well, hence by our State-
Action Maximum Approximation assumption we can approximate the state bounds of
any state, i.e. L(s) = maxa∈Av(s) L(s, a), based on such a finite set of values assigned to
state-action pairs. To avoid clutter, we omit the following two special cases in the definition
of L(s, a): Firstly, if X = ∅, we naturally set L(s, a) = 0. Secondly, if all pairs (s′, a′) are too
far away for a sensible estimate, i.e. if Equation (3) would yield L(s, a) < 0, we again set
L(s, a) to 0.
3.4 The LVI Algorithm
With these ideas in mind, we present LVI in Algorithm 1. The algorithm repeatedly updates
state-action pairs yielded by GetPair until convergence. If a target state is returned, its
lower bound is set to 1. Otherwise, we update the value of the selected pair by approximating
the expected value of Lt under the corresponding transition, as indicated by the Approx≤
call introduced in Section 3.2. Precision(t) is required to yield a sequence of precisions
converging to zero in the limit, i.e. the under-approximations eventually get arbitrarily fine.
I Remark 3. In the algorithm, each sampled state-action pair corresponds to one atomic
step. Thus, we index all variables used in the algorithm by the step number t. For example,
st refers to the state sampled in the t-th step. To ease notation, we assume that any variable
which is not changed in step t retains its value. For example, any lower bound Lt(s, a) of all
state-action action pairs (s, a) which have not been updated in step t still have the same
value in step t + 1. We keep this convention throughout the paper.
We show that Algorithm 1 is correct, i.e. (i) the stored values are lower bounds and (ii) the
stored values converge to the true values. Due to space constraints, the proof can be found
in Appendix A.1. There, we also provide a proof sketch, illustrating the main steps of the
technical proof. The sketch particularly omits a subtle detail arising due to the approximation.
I Theorem 4. Algorithm 1 is correct, i.e. it outputs yes iff V(s) > ξ.
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Algorithm 2 The BRTDP algorithm for finite MDP without end components.
Input: MDPM, state sˆ, precision ε, target set T , sink set R, sampler GetPair.
Output: ε-optimal values (l, u).
1: X0 ← ∅, t← 1, s1 ← sˆ, U1(·, ·)← 1, L1(·, ·)← 0 . Initialize
2: while Ut(sˆ)− Lt(sˆ) ≥ ε do
3: st, at ← GetPair(Ut) . Get next pair
4: if st ∈ T then Lt+1(st, ·)← 1 . Handle special cases of the successor
5: else if st ∈ R then Ut+1(st, ·)← 0
6: else . Update upper and lower bounds
7: Ut+1(st, at)← ∆(st, at)〈Ut〉
8: Lt+1(st, at)← ∆(st, at)〈Lt〉
9: Xt ← Xt−1 ∪ {(st, at)}, t← t + 1
10: return (Lt(sˆ),Ut(sˆ))
4 The Anytime Algorithm
In this section, we present our main contribution, namely extending Bounded Real-Time
Dynamic Programming (BRTDP) [27, 6] to uncountable state (and action) systems. Moreover,
our algorithm also generalizes interval iteration [13], as we explain in the following. This
yields the first algorithm able to handle such general systems while giving guarantees on its
result.
In contrast to the previous section, the algorithm works by additionally computing correct
and converging upper bounds. With these bounds, we can quantify the progress of the
algorithm and, in particular, terminate the computation once the upper and lower bounds
are sufficiently close. Therefore, instead of only providing a semi-decision procedure for
reachability, this algorithm is able to determine the maximal reachability probability up to
a given precision ε > 0. As expected, obtaining this additional information also requires
additional assumptions, which we explain in Section 4.2. On the other hand, quite surprisingly
we can use the additional information of upper bounds to actually speed up the computation,
also explained later.
Before we dive into the details, we briefly explain the finite-state BRTDP algorithm
and its relation to classical value iteration since our extension shares similar ideas. Then,
we introduce some further assumptions. Finally, we present the algorithm and prove its
correctness.
4.1 The Ideas of BRTDP
In this section, we briefly summarize the ideas of BRTDP, which was initially presented
in [27] and further developed in [6]. We adapted the algorithm to match the structure of
our paper, but kept its central ideas. BRTDP deals with a reachability query on a finite
MDPM = (S,Act,Av,∆), i.e. |S| <∞ and |Act| <∞, with a given target set T ⊆ S and
precision ε > 0. The central idea is to apply (asynchronous) value iteration to compute both
lower and upper bounds, iterating until the bounds are ε-close to each other.
The MDP is assumed to have no end components except in the target set T and a given
sink set R ⊆ S. Intuitively, end components are parts of the system where the system can
remain forever under a particular strategy. For example, suppose there are two states s1, s2
where ∆(s1, a1, s2) = ∆(s2, a2, s1) = 1, i.e. the system can go back and forth between s1
and s2 indefinitely. Thus ({s1, s2}, {a1, a2}) is an end component. Technically, such end
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components introduce additional fixed points to the equation of Equation (1) and applying
the value iteration idea to upper bounds would not converge to the true value function.
See [6, Ex. 1] for more details. By excluding end components, we basically require that
PrpiM,s[♦(T ∪ R)] = 1 for any state s and strategy pi, i.e. no matter what we do, with
probability 1 we eventually end up in either the sink or the target. The algorithm further
requires that we cannot reach the target once we enter the sink, i.e. V(s) = 0 for all states
s ∈ R. Together, this intuitively means that we can set the upper bounds of all states in the
sink to 0. Since we excluded any spurious fixed point of Equation (1) by our end component
assumption, iterations from below and from above now converge to the true value.
The algorithm as presented in [6] repeatedly samples a path until a target or a sink
state is visited and then back-propagates the upper and lower bounds along this path. Note
that one can also apply this back-propagation globally, which essentially is done in interval
iteration [13]. By sampling paths the algorithm focuses on ‘important’ parts of the system,
instead of spending effort on unimportant states. An interesting observation of [6] is that we
can use the current upper bounds to guide this sampling efficiently. By choosing actions with
a promising upper bound, we always follow the actions which given our current information
could be the best action, a concept sometimes called optimism in the face of uncertainty.
Our version of the algorithm as presented in Algorithm 2 (and in our extension Algorithm 3)
does not sample full paths but instead uses the GetPair function. By choosing GetPair
appropriately, it instantiates and thus unifies both BRTDP and interval iteration, as we
explain further in Section 5.1.
4.2 Assumptions
As for the LVI algorithm, we first list all assumptions and discuss their impact. Recall that,
as before, we have an MDPM, initial state sˆ ∈ S, and a (measurable) set of target states
T ⊆ S. But, instead of the threshold value ξ we are given a precision ε > 0 as input and our
goal is to approximate the value of the initial state V(sˆ) up to a precision of ε, i.e. determine
a pair of values (l, u) with V(sˆ) ∈ [l, u] and 0 ≤ u− l ≤ ε.
We again require the assumptions Metric Space, Value Lipschitz Continuity, and
Target Computability from Section 3.2. For State-Action Maximum Approximation
and Transition Approximation, we also require that we are able to over-approximate the
respective results, denoted analogously Approx≥.
Furthermore, we again assume a GetPair function, but with weaker assumptions on it.
In particular, instead of requiring it to return ‘all’ actions, we only require it to yield ‘optimal’
actions, respective to a given state-action value function. To describe this assumption, we first
introduce some notation. Intuitively, we want GetPair to yield actions which are optimal
with respect to the upper bounds computed by the algorithm. However, note that these upper
bounds potentially change after each update. Thus, assume that fn : S × Av → [0, 1] is a
sequence of computable, Lipschitz continuous, (point-wise) monotone decreasing functions,
assigning a value to each state-action pair, and set fn(s) = maxa∈Av(s) fn(s, a). In the
algorithm, fn corresponds to the computed upper bounds at step n. For each state s ∈ S, set
Av+(s) := {a ∈ Av(s) | ∀ε > 0.∀N ∈ N.∃n > N.fn(s)− fn(s, a) < ε}
the set of all actions which infinitely often achieve values arbitrarily close to the optimum
of fn. Finally, let S♦+ = {last(%) | % ∈ FPathsM,sˆ ∩ (S ×Av+)∗ × S} be the set of all states
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reachable using these optimal actions.(6) We then require that GetPair samples densely in
S♦+ ×Av+.
State-Action Sampling For any ε > 0, s ∈ S♦+, and a ∈ Av+(s) we have that GetPair
almost surely eventually yields a state-action pair (s′, a′) with d×((s, a), (s′, a′)) < ε and
δTV (∆(s, a),∆(s′, a′)) < ε.
While this new State-Action Sampling assumption may seem much more involved, note
that it is weaker than its previous variant, since Av+(s) ⊆ Av(s) for each s ∈ S and thus also
S♦+ ⊆ S♦. In particular, randomly selecting actions as explained before would still satisfy
the assumption. We explain several other possible instantiations in Section 5.1.
Interestingly, computing the upper bounds allows us to discard actions even in ‘important’
states. For example, suppose that some action a ∈ Av(sˆ) in the initial state has an upper
bound of 0.5 while some other action a′ ∈ Av(sˆ) has a lower bound of 0.7. Clearly, a can
never be an optimal action and there is no need to invest further computational effort.
As such, biasing towards promising actions may significantly increase performance of the
algorithm again, as observed in the finite case by [6].
Now, we add assumptions to the sink set, aligned with the EC-freeness assumption of
BRTDP.
Sink Computability The sink set R is decidable.
Sink Value For all s ∈ R, we have that V(s) = 0.
Attractor For any state s and strategy pi we have PrpiM,s[♦(T ∪R)] = 1.
For these assumptions, recall that the general finite BRTDP algorithm relied on being able to
identify end components—parts of the state space in which the system can reside indefinitely.
On finite systems, the above conditions indeed are equivalent to requiring the absence of
non-trivial end components, as was done in [6]. Recall that these end components introduce
spurious fixed points in the back-propagation of values. In the finite setting, [6] first excludes
such end components and then, extending BRTDP to general finite MDP, dealt with them by
repeatedly identifying and ‘collapsing’ any end components. Similarly, the interval iteration
algorithm of [13] also collapses all end components in a pre-processing step. Unfortunately,
on uncountable systems, the situation is much more intricate. Identifying end components is
already hard for very restricted systems and impossible under our assumptions (we do not
require any explicit representation of the transition dynamics), ruling out the ‘collapsing’
approach. Moreover, infinite systems can exhibit Zeno behaviour, where the system gets
closer and closer to the target without ever reaching it. In this case, the system is not ‘stuck’
in a classical end component, yet it remains in a small subset of the state space. Since we lack
a way to treat either case in general, we decide to exclude the possibility of such behaviour.
We highlight that the problem of end components does not appear when considering
commonly used discounted properties. In particular, it is not difficult to see that discounted
reachability with a factor of γ < 1 is equivalent to normal reachability where at each step
the system moves into a special sink state with probability (1− γ), trivially satisfying our
sink conditions. However, for many safety-critical applications discounting is only used to
actually make computations feasible, while our algorithm does solve the general problem
under the given assumptions.
(6)As before, we simplify the definition of S♦+ slightly in order to avoid technical details.
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Algorithm 3 The Lipschitz BRTDP (LBRTDP) algorithm.
Input: As specified in Section 4.2.
Output: ε-optimal values (l, u).
1: X0 ← ∅, t← 1, s1 ← sˆ . Initialize
2: while Approx≥(Ut(sˆ),Precision(t))−Approx≤(Lt(sˆ),Precision(t)) ≥ ε do
3: st, at ← GetPair . Get next pair
4: if st ∈ T then Lt+1(st, ·)← 1 . Handle special cases of the successor
5: else if st ∈ R then Ut+1(st, ·)← 0
6: else . Update upper and lower bounds
7: Ut+1(st, at)← Approx≥(∆(st, at)〈Ut〉,Precision(t))
8: Lt+1(st, at)← Approx≤(∆(st, at)〈Lt〉,Precision(t))
9: Xt ← Xt−1 ∪ {(st, at)}, t← t + 1
10: return (Lt(sˆ),Ut(sˆ))
4.3 The LBRTDP Algorithm
With our assumptions in place, we are ready to present our adaptation of BRTDP, called
Lipschitz BRTDP (LBRTDP). Compared to LVI, we now also store upper bounds, again
using Lipschitz-continuity to extrapolate the stored values. In particular, together with the
definitions of Equation (3) we additionally set
U(s, a) = min(s′,a′)∈X
(
U(s′, a′) + L× · d×((s, a), (s′, a′))
)
.
Moreover, we also set U(s, a) = 1 if X = ∅ or the above equation would yield U(s, a) > 1.
We present LBRTDP in Algorithm 3. Note that structurally it is very similar to the
BRTDP as shown in Algorithm 2. The only major difference is given by the additional storage
tables U and L used to compute the current bounds U and L, again exploiting Lipschitz
continuity. As before, the central idea is to repeatedly update state-action pairs as given by
GetPair. If GetPair yields a state of the terminal sets T and R, we update the stored
values directly. Otherwise, we back-propagate the value of the selected pair by computing the
expected value under this transition. Moreover, we again require that Precision(t) yields a
sequence of approximation precisions converging to zero.
Note that the algorithm can easily be supplied with a-priori knowledge on the true value
function by initializing the upper and lower bounds to non-trivial values. In particular, it
can be stopped and restarted. We highlight that, in contrast to LVI, this algorithm is an
anytime algorithm, i.e. it can at any time quantify its progress and yield an approximate
solution together with its quality. Moreover, when supplying LBRTDP with a finite MDP,
it directly generalizes both BRTDP (by choosing GetPair as the sampling-based heuristic
introduced in [6]) and interval iteration (by GetPair repeatedly yielding all state-action
pairs in fixed order).
Despite the algorithm being structurally similar to the finite variant of [6], the proof
of correctness is surprisingly more intricate due to the uncountable sets. Again, both a
simplified sketch and the full technical proof can be found in Appendix A.2.
I Theorem 5. Algorithm 3 is correct and terminates with probability 1.
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Figure 2 Example of the function extension on the set [0, 2] when provided with a partitioning
S1 = [0, 1], S2 = [1, 1.5], S3 = [1.5, 2] and different Lipschitz constants L1 = 0.5, L2 = 2, L3 = 1. As
in Figure 1, the dots represent stored values and solid lines represent the extrapolated functions.
5 Extensions and Relaxations
In this section, we briefly report on several extensions and augmentations of our approach.
Further details on each point and additional extensions, in particular treatment of step-
bounded properties, can be found in Appendix B.
5.1 Adding Learning Heuristics
As already mentioned, we can use the template-style of our algorithm to instantiate it with
various heuristics for GetPair. A first instantiation is obtained by discretizing both state
and action space, yielding each state-action pair in the discretization for a finite number of
iterations, choosing a finer discretization constant, and repeating the process until convergence.
This method eventually samples arbitrarily close to any state-action pair in S×Av (assuming
dense sampling is possible) and thus satisfies the sampling assumption. Observe that this
essentially corresponds to executing interval iteration [13] on the (increasingly refined)
discretized system. However, this approach completely disregards the reachability probability
and computed information of the system’s states. This can be alleviated by sampling
random paths through the system, naturally focusing on relevant parts of the state space.
As mentioned in [6], following ‘promising’ actions with a large upper bound proves to be
beneficial, since actions with small upper bound likely are suboptimal.
More generally, we can easily apply sophisticated learning approaches by interleaving
with a ‘safe’ heuristic, since the sampling assumption only requires limit behaviour. As such,
we can combine our approach with existing, learning based algorithms by following their
suggested heuristic and interleave it with some sampling runs guided by the above ideas. In
other words, this means that the learning algorithm can focus on finding a reasonable solution
quickly, which is then subsequently verified by our approach, improving the solution in areas
where the learner is performing suboptimally. On top, the (guaranteed) bounds identified by
our algorithm can be used as feedback to the learning algorithm, creating a positive feedback
loop, where both components improve each other’s behaviour and performance.
5.2 Discontinuities of the Value Function
Our assumptions require that the value function V is continuous on the whole domain.
However, it is straightforward to extend our method to value functions which are discontinuous
at known locations in a well behaved way. In particular, we assume that we are given a
finite partitioning of the state set S into several sets Si. We allow the value function to be
discontinuous along the boundaries of Si, as long as it remains Lipschitz-continuous inside
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each Si. We only need to slightly modify the assumption on GetPair by requiring that
for any state-action pair (s, a) with s ∈ Si we eventually get a nearby, similarly behaving
state-action pair (s′, a′) of the same region, i.e. s′ ∈ Si. While computing the bounds of a
particular state-action pair, e.g. U(s, a), we first determine which partition Si the state s
belongs to and then only consider the values of states inside the region Si. Note that this
also directly allows us to provide a different Lipschitz constant of the value function for
each region. This is useful to speed up convergence, for example, if we know that the value
function is very ‘flat’ in most regions and only changes values quickly in a few, small regions.
See Figure 2 for an illustration of these two ideas combined.
5.3 Linear Temporal Logic
We very briefly discuss how Linear Temporal Logic (LTL) [30] can be approached for
continuous MDP using our ideas. We direct the interested reader to Appendix B.4 and to
related work for further information, e.g., [2, Chap. 5], [11, Sec. 7.2], and [36].
In [6], the authors explain how BRTDP can be adapted to accommodate for an LTL query.
However, several difficulties arise in the uncountable setting. For example, in order to prove
liveness conditions, we need to be able to solve the repeated reachability problem, i.e. whether
a particular set of states is reached infinitely often. Clearly, this is impossible to prove using
finite traces alone. Instead, one needs to analyse the system’s transition function to infer
knowledge about the infinite horizon behaviour, which is difficult even for restricted classes
of uncountable systems, and impossible in the general case, since the transition function may
have no explicit representation. We further discuss these difficulties in Appendix B.4.
Despite that it may seem quite difficult to solve this problem in general even on simple
systems, we actually can apply our approach to a quite rich subset of LTL, as we outline
in the following. In particular, we can directly deal with reach-avoid problems [34] (also
called constrained reachability [36]), i.e. reaching a certain region while avoiding a different
region. For example, this includes the scenario of a robot navigating towards a recharge
station while avoiding dangerous terrain. More formally, on top of a reachability query we
assume to be given a (measurable and decidable) region to be avoided U ⊆ S.
As in Section 4, we make our usual assumptions, only that we do not require Lipschitz
continuity on the whole state space. Instead, using the ideas of Section 5.2, it is sufficient to
assume Lipschitz continuity of the value function on S \ (T ∪ U). Note that we still require
the ‘sink’-assumptions. For simplicity, assume that PrpiM,s[♦(T ∪ U)] = 1 for all strategies pi
and states s. This means that eventually the system either has to reach the target or will
fall into an unrecoverable ‘error’ state, for example running out of energy. In this case, our
methods are directly applicable without any major modifications. Note that the central idea
is that (i) we can judge whether a path succeeds or fails based on a finite prefix and (ii) such
a success or failure occurs with probability 1 under any strategy. We conjecture that our
approach is applicable to any system-LTL pair which satisfies this criterion.
6 Implementation and Evaluation
Due to space constraints, we only briefly report on our proof-of-concept implementation.
More details can be found in Appendix C. We (partly) implemented our approach in
Python 3, using (among others) SciPy [40] and NumPy with roughly 200 lines of code. We
evaluated the implementation on a simple one-dimensional model where S = [−1, 1], sˆ = 0,
T = [0.8, 1], and R = [−1,−0.8]. In order to obtain a Lipschitz-continuous value function,
we treated both T and R as a ‘gravity well’, making it unlikely to move away once the
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Figure 3 Plots showing upper and lower bounds computed by the algorithm after 20 (left) and
200 (right) sampled states. Sampled states and their computed values L and U are depicted with
black dots. Lines represent the computed lower and upper bounds L and U.
system has gotten close enough. The transition function for s ∈ [−0.8, 0.8] is given by
∆(s, a) = unif([s−ac 0.8−s0.8 , s+ac 0.8−s0.8 ]), with the ‘acceleration’ given by ac = 0.75, adapting
appropriately at the boundary. Figure 3 shows the computed bounds after 20 and 200
sampling steps. The computation terminated with the correct result after a few minutes. In
summary, our experiment shows that our approach is able to handle uncountable systems even
with a very simple implementation. We conjecture that a more optimized implementation
solves such a model in a matter of seconds.
7 Conclusion
In this work, we have presented the first anytime algorithm to tackle the reachability problem
for uncountable state and action MDP with both correctness and termination guarantees
under general assumptions. The experimental evaluation of our prototype implementation
both shows promising results and room for tailored improvements. Future work includes
a more sophisticated implementation, able to handle the full range of MDP, including
uncountable action spaces and potential discontinuities of the value function.
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A Technical Proofs
A.1 Detailed Proof of Theorem 4
We first give a rough proof sketch, to outline the general structure of the proof. For simplicity,
we do not consider the approximation error of Approx≤ in this sketch.
Proof sketch. First, we show that Lt(s) ≤ Lt+1(s) ≤ V(s) by simple induction on the step.
Initially, we have L1(s) = 0, obviously satisfying the condition. The updates in Lines 4 and 5
both keep correctness, i.e. Lt+1(s) ≤ V(s) proving the claim.
Since Lt is monotone as argued above, its limit for t→∞ is well defined, denoted by L∞.
By State-Action Sampling, the set of accumulation points of st contains all reachable
states S♦. We then prove that L∞ satisfies the fixed point equation Equation (1). For this, we
use the second part of the assumption on GetPair, namely that for every (s, a) ∈ S♦ ×Av
we get a converging subsequence (stk , atk) where additionally ∆(stk , atk) converges to ∆(s, a)
in total variation. Intuitively, since infinitely many updates occur infinitely close to (s, a), its
limit lower bound L∞(s, a) agrees with the limit of the updates values limk→∞∆(stk , atk)〈Ltk〉.
Since L∞ satisfies the fixed point equation and is less or equal to the value function V, we
get the result, since V is the smallest fixed point. J
Now, before we begin with the technical proof of the correctness theorem, we point out a
subtle point in the update computation of the algorithm. In the proof, we want to show that
the lower bounds are monotonically increasing, i.e. Lt(s, a) ≤ Lt+1(s, a) for any state-action
pair (s, a) ∈ S ×Av. To obtain this monotonicity in the presence of under-approximations,
we need to slightly modify the algorithm in a special case. In particular, suppose that we
sampled some state action pair (s, a) in step t and its lower bound Lt+1 was approximated very
precisely. If we now again sample (s, a) exactly in t+ 1, the approximation computation may
yield a courser result, consequently we would have Lt+2(s, a) < Lt+1. To remedy this situation,
we modify the algorithm to update L with the maximum of the current and the computed
value. Note that if we sample a nearby state-action pair (s′, a′) in the second step, we do not
need this special treatment, since then we would simply have that Lt+2(s′, a′) < Lt+2(s′, a′),
since Lt+2(s′, a′) is then computed based on the stored value of the nearby pair (s, a).
Proof. We prove that (i) Lt(s) ≤ V(s) for all s ∈ S and steps t and (ii) limt→∞ Lt(sˆ) = V(sˆ).
This immediately shows the claim.
First, we prove that Lt(s) ≤ Lt+1(s) ≤ V(s) for all s ∈ S and steps t by induction on t.
Initially, we only need to show that L1(s, a) ≤ V(s, a). This clearly is the case since we have
L1(s, a) = 0. Assume we have Lt(s) ≤ V(s) for some step t. The update in Line 4 is obviously
correct, since V(s) = 1 for all s ∈ T . Note that in this case we trivially get monotonicity of
the updates. For the back-propagation in Line 5, observe that ∆(s, a)〈Lt〉 ≤ ∆(s, a)〈V〉 by
induction. Moreover, V(s, a) = ∆(s, a)〈V〉 by definition. Hence Lt+1(st, at) ≤ V(s, a). Thus,
correctness is preserved. Monotonicity is directly obtained due to the above discussion.
Now, we prove that if the algorithm does not terminate we have that limt→∞ Lt(sˆ) = V(sˆ).
Note that when the algorithm does terminate, there is nothing left to prove. In the following,
we only argue using limit behaviour, hence, due to our assumption on Precision(t), we
assume w.l.o.g. that any arising approximation computation is arbitrarily precise. We first
set up some auxiliary notation. Set L∞(s, a) = limt→∞ Lt(s, a), L∞(s) = maxa∈Av(s) L∞(s, a)
(note that both L∞ are continuous). These limits are well-defined due to the above result – the
functions are bounded and monotone. Moreover, since the set of state-action pairs is compact,
the convergence of Lt is uniform. Let further S∞ = {s | ∀ε > 0.∀t.∃t′ > t.dS(st′ , s) < ε}
K. Grover, J. Křetínský, T. Meggendorfer, and M. Weininger 21
the set of all accumulation points of st, i.e. all states to which the algorithm gets arbitrarily
close infinitely often. By compactness of S, this set is not empty. Note that despite the
set of all sampled states being countable, S∞ may be uncountable. Next, for each s ∈ S∞,
set Act∞(s) = {a ∈ Av(s) | ∀ε > 0.∀t.∃t′ > t.dAct(a, at′) < ε}. By our assumption State-
Action Sampling, we have that (i) S∞ contains all reachable states, i.e. S♦ ⊆ S∞, and
(ii) Act∞(s) = Av(s) for all s ∈ S∞. We now prove that for all s ∈ S∞ we have that
either s ∈ T and L∞(s) = 1 or L∞(s, a) = ∆(s, a)〈L∞〉. Note that the first case is trivial
by the update rule of the algorithm. Let s ∈ S♦ \ T arbitrary and a ∈ Av(s). From our
assumption, we obtain a sequence of state-action pairs (stk , atk) which converges to (s, a) and
∆(stk , atk) converges in total variation to ∆(s, a). By definition of the algorithm, we have
that Ltk+1(stk , atk) = ∆(stk , atk)〈Ltk〉. By uniform convergence and continuity of Lt, we get
limk→∞ Ltk+1(stk , atk) = limk→∞ L∞(stk , atk) = L∞(s, a). By total variation convergence,
we obtain that limk→∞∆(stk , atk)〈L∞〉 = ∆(s, a)〈L∞〉. Together, we obtain the desired
claim.
To conclude, observe that V is the least fixed point of the equation system in Equation (1).
Since we have shown that L∞(s) ≤ V(s) for all s ∈ S♦ and that S♦ ⊆ S♦∗ , L∞ equals the
least fixed point on these states. J
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A.2 Proof of Theorem 5
We again give a rough proof sketch, outlining the general structure.
Proof sketch. As in the proof of Theorem 4, we omit the treatment of approximation errors
for simplicity.
Again, we prove monotonicity of the bounds, i.e. Lt(s, a) ≤ Lt+1(s, a) ≤ V(s, a) ≤
Ut+1(s, a) ≤ Ut(s, a) by induction on the step, using completely analogous arguments.
By monotonicity, we again obtain well defined limits U∞ and L∞. Moreover, we define the
difference function Difft(s, a) = Ut(s, a)− Lt(s, a) together with its state based counterpart
Difft(s) and limit Diff∞(s). We show that Diff∞(sˆ) = 0, proving convergence. To this
end, similar to the previous proof, we prove that Diff∞ satisfies a fixed point equation on
S♦+, namely Diff∞(s) = ∆(s, a(s))〈Diff∞〉 where a(s) is a specially chosen action for each
state satisfying Diff∞(s, a(s)) = Diff∞(s). Now, set Diff∗ = maxs∈S♦+ Diff∞(s) the maximal
difference on S♦+ and let S♦∗ be the set of witnesses obtaining Diff∗. It is not difficult to see
that ∆(s, a(s), S♦∗ ) = 1, since if a part of the transition’s probability mass would move to
a region with a smaller difference, an appropriate update of a pair close to (s, a(s)) would
indeed reduce its difference. Hence, the set of states S♦∗ is a ‘stable’ subset of the system
when following the actions a(s). By the Attractor assumption, we get that nevertheless we
eventually have to reach either the target T or the sink R starting from any state in S♦∗ . Since
we have that Diff∞(s) = 0 for all (sampled) states in T ∪R and Diff∞ satisfies the fixed point
equation, we get that Diff∞(s) = 0 for all states S♦∗ and consequently Diff∞(sˆ) = 0. J
For the complete proof, we first prove a small auxiliary lemma, showing that the upper and
lower bounds are monotone and sound, i.e. the true value always lies between them. Note
that we again use the same adaptations as discussed in Appendix A.1 in order to ensure
monotonicity.
I Lemma 6. For any step t, state s, and action a ∈ Av(s), we have that Lt(s, a) ≤
Lt+1(s, a) ≤ V(s, a) ≤ Ut+1(s, a) ≤ Ut(s, a), i.e. L is increasing, U is decreasing, and they
remain correct bounds.
Proof. We prove by induction on the step t. Initially, we only need to show that L1(s, a) ≤
V(s, a) ≤ U1(s, a). This clearly is the case since we have L1(s, a) = 0 and U1(s, a) = 1.
Now, assume we have Lt(s) ≤ V(s) ≤ Ut(s) for some step t. The update in Line 4 is
obviously correct, since V(s) = 1 for all s ∈ T . The correctness of Line 5 follows directly
from our assumption on R (V(s) = 0 for all s ∈ R). Note that in these two cases we trivially
get monotonicity of the updates. For the back-propagation in Lines 7 and 8, observe that
∆(s, a)〈Lt〉 ≤ ∆(s, a)〈V〉 ≤ ∆(s, a)〈Ut〉 by induction. Moreover, V(s, a) = ∆(s, a)〈V〉 by
definition. Hence Lt+1(st, at) ≤ V(s, a) ≤ Ut+1(st, at). Thus, correctness is preserved. J
With this lemma, we can now prove correctness and termination of our algorithm. Correctness
follows directly from the above lemma. In order to prove termination, we essentially construct
a contradiction based on the Attractor assumption.
Proof of Theorem 5. Correctness: Follows directly from Lemma 6. In particular, when
the algorithm terminates, we know that Lt(sˆ) ≤ V(sˆ) ≤ Ut(sˆ).
Termination: We prove by contradiction. Thus, assume that the algorithm does not
converge, i.e. we have Ut(sˆ) − Lt(sˆ) > ε for all steps t. As before, we only argue using
limit behaviour, and again assume that any arising approximation computation is arbitrarily
precise. First, we need to set up some auxiliary notation. Set U∞(s, a) = limt→∞ Ut(s, a),
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U∞(s) = maxa∈Av(s) U∞(s, a) (note that both U∞ are continuous), and analogously define
L∞. All limits are well-defined due to Lemma 6 – the functions are bounded and monotone.
Moreover, the convergence is uniform due to pointwise convergence on a compact domain.
Now, define the difference function Difft(s, a) = Ut(s, a)− Lt(s, a). For any step t and state
s, let MaxAt(s) := arg maxa∈Av(s) Ut(s, a) denote the set of U-optimal actions in state s and
set Difft(s) = maxa∈MaxAt(s) Difft(s, a) the maximal difference among them. It is important
to note that Difft(s) does not necessarily equal maxa∈Av(s) Difft(s, a), but it is easy to show
that Difft(s) ≥ Ut(s) − Lt(s). Clearly, Diff∞(s) = lim supt→∞Difft(s) is well defined, too,
since Difft is bounded. Now, our overall proof strategy is to prove that Diff∞(sˆ) = 0 almost
surely, since this implies that eventually Ut(sˆ)−Lt(sˆ) ≤ Difft(s) < ε, contradicting our initial
assumption.
Let now MaxA∞(s) = {a ∈ Av(s) | ∀ε > 0.∀t.∃t′ > t.Ut′(s) − Ut′(s, a) < ε} all actions
which infinitely often achieve a value arbitrarily close to the optimum. We now show that for
any fixed state s there exists an action amax∞ (s) ∈ MaxA∞(s) ⊆ Av(s) such that Diff∞(s) =
Diff∞(s, a). For every t, choose an arbitrary action amaxt ∈ arg maxa∈MaxAt(s) Difft(s, a). We
have that Ut(s, amaxt ) = Ut(s) by definition. Consequently, the limit limt→∞ Ut(s, amaxt ) is
well defined and equals U∞(s). Moreover, lim inft→∞ Lt(s, amaxt ) is well defined and we can
choose a subsequence of amaxt obtaining this limit. Also, since Av(s) is compact, there exists
an accumulation point amax∞ (s) ∈ Av(s) of this subsequence. Note that amax∞ (s) ∈ MaxA∞(s).
Together, we get that
Diff∞(s) = lim sup
t→∞
(Ut(s, amaxt )− Lt(s, amaxt ))
= lim
t→∞Ut(s, a
max
t )− lim inft→∞ Lt(s, a
max
t )
= U∞(s, amax∞ (s))− L∞(s, amax∞ (s))
= Diff∞(s, amax∞ (s)).
Next, we will show that for a particular subset of states, we have that Diff satisfies
the fixed point equation, i.e. Diff∞(s) = ∆(s, amax∞ (s))〈Diff∞〉, using our assumptions on
GetPair. Let thus S∞ = {s | ∀ε > 0.∀t.∃t′ > t.dS(s, st′) < ε} the set of all accumulation
points of st, i.e. all states to which the algorithm gets arbitrarily close infinitely often. By
compactness of S, this set is not empty. Note that despite the set of all sampled states being
countable, S∞ may be uncountable. Next, for each s ∈ S∞, set Act∞(s) = {a ∈ Av(s) | ∀ε >
0.∀t.∃t′ > t.dAct(a, at′) < ε}. Observe that for any state s ∈ S∞, this set is non-empty as
well. Moreover, due to our assumption GetPair, we have with probability 1 that S♦+ ⊆ S∞
and MaxA∞(s) ⊆ Act∞(s) for all s ∈ S♦+.
We now prove that for all s ∈ S♦+ we have that Diff∞(s) = ∆(s, amax∞ (s))〈Diff∞〉. Let
s ∈ S♦+ arbitrary. From our assumption, we obtain a sequence of state-action pairs (stk , atk)
which converges to (s, amax∞ (s)) and ∆(stk , atk) converges in total variation to ∆(s, amax∞ (s)).
By definition of the algorithm, we have that Difftk+1(stk , atk) = ∆(stk , atk)〈Difftk〉. By
uniform convergence and continuity of Difft, we get
lim
k→∞
Difftk+1(stk , atk) = lim
k→∞
Diff∞(stk , atk) = Diff∞(s, amax∞ (s)).
By total variation convergence, we obtain that
lim
k→∞
∆(stk , atk)〈Diff∞〉 = ∆(s, amax∞ (s))〈Diff∞〉.
Together, we obtain the desired claim.
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Now, set Diff∗ = maxs∈S♦+ Diff∞(s) the maximal difference among all such accumulation
points – note that this maximum is obtained because the set S♦+ is closed and thus, as
a subset of a compact space, also compact. Consequently, the set of witnesses S♦∗ =
{s ∈ S♦+ | Diff∞(s) = Diff∗} is non-empty. Recall that we assumed that the algorithm
does not converge, in particular we have U∞(sˆ) − L∞(sˆ) > 0. Hence, Diff∞(sˆ) > 0, too,
and thus Diff∗ > 0, since clearly sˆ ∈ S♦+. Next, we show for any state s ∈ S♦∗ that
∆(s, amax∞ (s), S♦∗ ) = 1. Clearly, by definition of S♦+ we have ∆(s, amax∞ (s), S♦+) = 1. However,
since Diff∞(s) = Diff∗ = ∆(s, amax∞ (s))〈Diff∞〉, we necessarily have ∆(s, amax∞ (s), S♦∗ ) = 1,
since for any other successor s′ ∈ S♦ \ S♦∗ , we have Diff∞(s′) < Diff∗.
Let now pi∗(s) = amax∞ (s) for all s ∈ S. By our Attractor assumption, we have
Prpi∗M,s[♦(T ∪ R)] = 1. But, by the above reasoning, we also have that Prpi∗M,s[♦S♦∗ ] = 0
for any s ∈ S♦∗ . Together, this means that S′ = (T ∪R) ∩ S♦∗ satisfies Prpi∗M,s[♦S′] = 1 for all
s ∈ S♦∗ . Now, on the one hand we have that Diff∞(s) = ∆(s, amax∞ (s))〈Diff∞〉 for all s ∈ S♦∗ .
On the other hand, we have that Diff∞(s) = 0 for all s ∈ S∞ ∩ (T ∪R), in particular for all
s ∈ S′. Together, we get that Diff∞(s) = 0 for all s ∈ S♦∗ , yielding the contradiction. J
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B Extensions of BRTDP
In this section, we describe several extensions of the BRTDP approach, repeating and
extending upon ideas of Section 5.
B.1 Adding Learning Mechanisms
We first discuss several possible variants of GetPair.
A first, obvious instantiation is obtained by discretizing both state and action space,
yielding each state-action pair in the discretization for a finite number of iterations, choosing
a finer discretization constant, and repeating the process until convergence. Assuming that
we can sample all state-action pairs in the discretization, this method eventually samples
arbitrarily close to any state-action pair in S ×Av and thus trivially satisfies the sampling
assumption. Observe that this essentially corresponds to executing interval iteration [13] on
the (increasingly refined) discretized systems.
The above approach completely disregards the reachability probability of certain states.
In particular, it invests the same amount of computational effort into regions which are
only reached with probability 10−100 as in regions around the initial state sˆ. As such, we
can, as suggested in Section 3, sample a path through the system at random, following
random actions. This approach updates states roughly proportional to the probability of
being reached, which already in the finite setting yields dramatic speed-ups [23].
However, we can also use further information provided by the algorithm, namely the
upper bounds. As mentioned in [6], following ‘promising’ actions with a large upper bound
proves to be beneficial, since actions with small upper bound likely are suboptimal. To extend
this idea to the general domain, we need to apply a bit of care. In particular, it might be
difficult to select exactly from the optimal set of actions, since already arg maxa∈Av(s) Ut(s, a)
might be very difficult to compute. Yet, it is sufficient to choose some constant ξ > 0 and
over-approximate the set of ξ-optimal actions in a given state, randomly selecting from this
set. This over-approximation can easily be performed by, for example, randomly sampling
the set of available actions Av(s) until we encounter an action close to the optimum (which
can approximate due to our assumptions). By generating paths only using these actions,
we combine the previous idea of focussing on ‘important’ states (in terms of reachability)
with an additional focus on ‘promising’ states (in terms of upper bounds). This way, the
algorithm learns from its experiences, using it as a guidance for future explorations.
More interestingly, we can easily apply more sophisticated learning approaches by inter-
leaving it with one of the above methods. For example, by following the learning approach
with probability ν and a ‘safe’ method with probability 1− ν we still obtain a safe heuristic,
since the assumption only requires limit behaviour. As such, we can combine our approach
with existing, learning based algorithm by following their suggested heuristic and interleave
it with some sampling runs guided by the above ideas. In other words, this means that
the learning algorithm can focus on finding a reasonable solution quickly, which is then
subsequently verified by our approach, potentially improving the solution in areas where
the learner is performing suboptimally. On top, the (guaranteed) bounds identified by our
algorithm can be used as feedback to the learning algorithm, creating a positive feedback
loop, where both components improve each other’s behaviour and performance.
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B.2 Discontinuities of the Value Function
A first, simple extension is given by allowing the value function to be discontinuous at
known locations in a well behaved way. In particular, we assume that we are given a finite
partitioning of the state set S into several sets Si for i ∈ {1, . . . , n}, i.e. S =
⋃n
i=1 Si and
Si pairwise disjoint. We allow the value function to be discontinuous along the boundaries
of Si, as long as it remains Lipschitz-continuous inside Si. Note that we do not require
any special property of Si except decidability and Lipschitz continuity of the value function
in its interior. In particular, Si does not need to be closed, convex or have a closed form
representation. We only need to slightly modify the assumption on GetPair by requiring
that for any state-action pair (s, a) with s ∈ Si we eventually get a nearby, similarly behaving
state-action pair (s′, a′) where we also have s′ ∈ Si.
The only necessary change to the algorithms is the following: While computing the
bounds of a particular state-action pair, e.g. U(s, a), we first determine which partition the
state belongs to, i.e. find the unique set Si such that s ∈ Si, and then only consider states
sampled inside this partition. Then, we define
U(s, a) = min
(s′,a′)∈Xt,s′∈Si
(
U(s′, a′) + L× · d×((s, a), (s′, a′))
)
and L analogously, omitting the obvious special cases. Recall that Xt is the set of all
state-action pairs sampled until step t. It is easy to see that correctness is preserved. For
termination, we can still establish the respective fixed point equations in the same way.
B.3 Step-Bounded reachability
By using the same idea as in [6], our approach is directly able to handle step-bounded
reachability, i.e. the probability of reaching a given target set within n steps. We simply
extend all bound functions with a step counter, e.g. Ut(s) becomes Ut(s, i), denoting an upper
bound on the probability of reaching T within i steps. Similarly, GetPair is supposed to
additionally return a step number i between 0 and n. We then update the lower bound by
Lt+1(st, at, i)← Approx≤(∆(st, at)〈Lt(·, i− 1)〉,Precision(t))
and analogously for the upper ound U. Note that in this case we do not need the sink set R,
since after n steps we know that we will not be able to reach T any more, i.e. V(s, n+ 1) = 0
for all states s ∈ S.
B.4 Linear Temporal Logic
We discuss how Linear Temporal Logic (LTL) [30] can be approached for uncountable MDP
using our approach. We only briefly define LTL and direct the interested reader to related
work, e.g., [2, Chap. 5], [11, Sec. 7.2]. See [36] for further discussion of LTL on uncountable
MDP. Let AP be a finite, non-empty set of atomic propositions and a ∈ AP an arbitrary
proposition. Such propositions could, for example, describe ‘variable x is larger than 5’ or
‘the system is in an unsafe state’. An LTL formula then is given by the following syntax
φ ::= a | ¬φ | φ ∧ φ | Xφ | φU φ
with the usual shorthand definitions false = a∧¬a, true = ¬false, and φ∨ψ = ¬(φ∧ψ). LTL
is evaluated over (infinite) sequences of words, i.e. elements of (2AP )ω. The logical connectives
essentially impose restrictions on the ‘current’ valuation, i.e. the atomic propositions at the
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beginning of the word. The Xφ operator requires that φ holds in the next step, while φU ψ
demands that the formula φ holds at every step until ψ holds. Two common derivations are
Fφ := trueU φ, requiring that φ eventually holds in the future, and Gφ := ¬F¬φ requires
that φ holds globally at every position. As an example, a ∧ (Xb ∨ FG¬a) requires that in
the first step we have a and either we have b in the next step, or eventually we will never see
a again, i.e. a only is true finitely often.
In the finite setting, we can equip an MDP with a valuation mapping ν : S → 2AP ,
assigning to each state a set of atomic propositions which hold in this state. This mapping
can directly be lifted to paths, i.e. given a path ρ we derive the respective word ν(ρ) =
ν(ρ(1))ν(ρ(2)) · · · . Thus, we can pose quantitative LTL queries, e.g. ‘what is the maximal
probability of satisfying the given formula?’. It is known that such queries can be reduced to
structural pre-computations and then solving a reachability query. Based on these ideas, [6]
explains how the BRTDP algorithm can be adapted to accommodate for such an LTL query.
However, several difficulties arise in the uncountable setting. A central part of the
finite-state algorithm is identifying (winning) end components of the product MDP (see,
e.g., [2, Sec. 10.3, Sec. 10.6.4], for more details on this automata-theoretic approach [38]),
or equivalently solving the repeated reachability problem. In particular, to prove safety
conditions, for example ‘remain inside a region forever’ (G in_region), one cannot use
sampling alone in general, since even for a single, finite trace it is impossible to give a positive
judgement for such an ‘infinite’ horizon property. Instead, one needs to analyse the system’s
transition function to infer knowledge about the infinite horizon behaviour, which is difficult
even for restricted classes of uncountable systems, and impossible in our case, since we treat
the transition function as a black box. See [36, Sec. 4] for further discussion.
Another problem arises already on very simple, ‘smooth’ systems with equally simple
properties, which we illustrate in the following. Consider an MDP, where S = [−2, 2],
Av(s) = [−1, 1], and ∆(s, a) = unif([a − 1, a + 1]), i.e. uniformly distributed around the
location chosen through a. Furthermore, assume that the goal specified by the LTL formula
is to remain in the area [−1, 1] forever. Note that this query is ‘stateless’, it is a simple
safety requirement. It is easy to see that by playing action 0 from every state we satisfy the
goal with probability 1. Any other strategy which encounters other actions repeatedly yields
an almost sure loss, i.e. the probability of satisfying the goal is 0. This particularly shows
that obtaining the correct action by sampling has probability 0, even though a sampled path
following an unsafe strategy may remain inside the safe area for a very long time. Moreover,
the value function is not continuous, namely V(s) = 1[−1,1](s), since there is a surely winning
strategy for any state in [−1, 1]. Interestingly, the state-action value function V(s, a) is
Lipschitz continuous, namely V(s, a) = 12 min{2− a, a+ 2} for all s ∈ [−1, 1]. For example,
we have that V(0,−1) = 0.5, since by playing −1 we only end up in the ‘bad’ region with 12
probability, otherwise we can recover by playing optimally.
Despite that it may now seem quite difficult to solve this problem in general even on
simple systems, we actually can apply our approach to a quite rich subset of LTL, as we
outline in the following. In particular, we can directly deal with reach-avoid problems [34]
(also called constrained reachability [36]), i.e. reaching a certain region while avoiding a
different region. For example, this includes the scenario of a robot navigating towards a
recharge station while avoiding dangerous terrain. More formally, on top of a reachability
query we assume to be given a (measurable and decidable) region to be avoided U ⊆ S. Note
that this is equivalent to an until query of the form aU b. Now, as in Section 4, we make
our usual assumptions, only that we do not require Lipschitz continuity on the whole state
space. Instead, as explained in Appendix B.2, it is sufficient to assume Lipschitz continuity
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of the value function on S \ (T ∪ U). Note that we still require the ‘sink’-assumptions. For
simplicity, assume that PrpiM,s[♦(T ∪ U)] = 1 for all strategies pi and states s. This means
that eventually the system either reaches the target or encounters an unrecoverable ‘error’,
for example running out of energy. In this case, our methods are directly applicable without
any major modifications.
Since the central idea in the above paragraph is that we can judge whether a path succeeds
or fails based on a finite prefix, we conjecture that it should be easy to extend our approach
to any LTL formula which satisfies this criterion. For example, this is true if there exists an
ω-automaton recognizing the formula whose transition structure is a directed acyclic graph
(except for self-loops on the leaves). Then, we can construct the product MDP and directly
apply our algorithm on it, choosing T and R as the accepting and rejecting states as given
by the automaton. Note that this is possible since we did not assume S to be a subset of Rd
but allow it to be any metric space.
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C Implementation details
Our prototype implementation of LBRTDP supports finite action space and pure transition
densities. We used off-the-shelf tools for, e.g., function integration to compute expressions
of the form ∆(s, a)〈f〉, showing that the related numerical problems are practically solved.
With these tools, our implementation is only roughly 200 lines long. We did not optimize our
code and conjecture that there is much room for improvement, especially for the mentioned
function integration, which currently consumes most (80%-90%) of the runtime. For our
evaluation, we used consumer grade hardware (CPU: Intel i7-4700MQ, RAM: 16 GB). We
implemented GetPair by using global random sampling.
As mentioned in Section 6, we evaluated the implementation on a simple one-dimensional
model with S = [−1, 1], sˆ = 0, T = [0.8, 1], and R = [−1,−0.8]. The transition function for
s ∈ [−0.8, 0.8] is given by ∆(s, a) = unif([s− ac 0.8−s0.8 , s+ ac 0.8−s0.8 ]), with the ‘acceleration’
given by ac = 0.75, adapting appropriately at the boundary.
We executed our implementation on this model with a precision requirement of ε = 0.1.
It took roughly 600 updates, 100 MB RAM, and 5 minutes of computation for the algorithm
to terminate. The vast majority of computation time was spent in the approximation of the
successor expectation, i.e. ∆(s, a)〈Ut〉 and ∆(s, a)〈Lt〉. A specifically tailored implementation
likely can make much better use of, e.g., caching of values. Moreover, since we pass a
user-defined Python function to SciPy’s arbitrary function integration mechanism (nquad),
it has to switch between native code and interpreted Python code very often, adding a lot of
computational overhead.
