According to the textbook Keynesian model, short-run demand for labor is sensitive to the demand for goods. In this view, sellers deviate from setting the marginal product of labor proportional to the real wage, instead enduring or choosing lower price markups when demand for goods is high. We test this prediction across U.S. industries in the two decades up through the Great Recession. To identify movements in goods demand, we exploit how durability varies across 70 categories of consumption and investment. We also take into account the flexibility of prices and capital-intensity of production across goods. We find evidence in support of Keynesian Labor Demand.
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responds to industry-specific productivity shocks, and how that response depends on the use of inventories and pricing frequency in the industry.
The rest of the paper is organized as follows: In Section 2, we lay out a DSGE model to illustrate the key forces that motivate our demand predictors. Section 3 briefly describes the datasets we use. Section 4 presents the main results. Section 5 concludes.
Model
In this section we use a multi-sector DSGE model to demonstrate how relative demand shocks affect markups under Keynesian vs. Classical Labor Demand. Here the source of Keynesian Labor Demand is sticky prices, rather than countercyclical intended markups. We incorporate heterogeneity in the durability of goods, the capital intensity of firms' production, and the frequency of price changes. After sketching the key model features, 3 we use a simplified version of the model to illustrate analytically how movements in relative quantities and prices across sectors differ depending on whether the model is Keynesian or Classical (i.e., sticky or flexible prices). We then calibrate and simulate the full-blown model to get some quantitative sense of these movements. produce using a constant-returns-to-scale (CRS) production function Capital and labor flow freely between firms in the same sector, which implies, under CRS production, that nominal marginal costs and capital-labor ratios will be equated across firms in the same sector. However, as will become clear when we discuss household supply of factor inputs, imperfect capital mobility will allow marginal costs to vary across sectors.
Furthermore, different production technologies across sectors imply different slopes for sectoral marginal cost curves. In particular, firms that produce with more capital-intensive technologies (larger f  ) will require a greater increase in the flexible labor factor to effect a given short-run increase in production (i.e., their marginal cost curves are steeper).
Finally, goods prices are sticky. We use the Calvo (1983) assumption whereby monopolistically competitive firms change their prices with a constant probability of
(1 ) jf . We allow jf to vary by sector, and will also consider perfect price flexibility ( 0, ) jf jf .
Households
Households get utility from nondurable and durable consumption and disutility from working. Let Following Barsky et al. (2007) , the functional forms for household preferences are is the intertemporal elasticity of substitution, determines the relative preference for nondurables vs. durables, is the elasticity of substitution between the two goods, is the Frisch labor supply elasticity, and governs the level of disutility from labor supply.
Greater durability implies that any increase in consumption requires a more dramatic increase in expenditure. To increase consumption of the durable good by 1% from a steady state level requires an annual increase in expenditure of 1/δ%, whereas a 1% increase in nondurables consumption requires only a 1% increase in expenditure. This motivates our use of durability as a shifter of goods demand and, because a larger increase in expenditure will call forth a larger increase in hours worked, labor demand as well.
The household also owns the economy's stock of physical capital ( s K ), sets the utilization rate of capital (u ), and rents capital services to firms in a competitive market. The relationship between capital services, utilization, and the physical capital stock is ,,
, .
s jf t jf t jf t K u K
The accumulation equation for capital mirrors that for durables consumption: 
jf t jf t a u K . The cost function (·) a is increasing, convex, and zero in steady state. In addition, investment is affected by investment-specific productivity ( i t ); greater productivity means less expenditure is required to achieve a given increase in the capital stock.
Importantly, we have assumed each sector has a separate capital stock, which means that capital is (partially) fixed in the short-run. Capital services can adjust immediately due to time-varying utilization, but utilization costs make utilization less than perfectly flexible.
Capital stocks adjust fully over time, but the speed depends on investment adjustment costs.
Households also supply labor to firms in each sector, and this process is intermediated by monopolistically competitive unions who have the power to set wages (Erceg et al., 2000) .
The unions face Calvo frictions, altering wages with a constant probability of 1 w .
Because wage stickiness does not vary by sector and labor supply across sectors is assumed to be perfectly elastic ( , , t jf t jf NN ), (nominal) wages t W will be equalized across sectors.
Analytical Discussion
Before presenting numerical simulations, we use a stripped down version of our model to analytically illustrate how cyclical movements in relative sector quantities, prices and markups behave under sticky vs. flexible prices. We assume the economy starts in steady state and evaluate the immediate response to an expansionary aggregate shock at time t. The stripped down model features a constant aggregate capital stock, with the distribution of capital services across sectors fixed at time t but perfectly mobile by t+1 (fixed capital utilization and no investment adjustment costs). We also assume durables goods are very long-lived (δ sufficiently small that the shadow value of durables is nearly invariant to shortlived shocks, as in Barsky et al., 2007 
We first consider a flexible-price economy. Markups are constant at
If sectors have the same capital intensities, equation (2) shows that labor will expand more in the durables sector. Thus, relative output, marginal costs, and prices also increase. Note that these relative movements do not depend on the underlying shock causing the expansion, but the movements are even larger if the source is a positive aggregate TFP shock.
The results differ under sticky prices. Take the extreme of fixed prices, so that relative prices do not move. Equation (1) 
where h and l denote high-and low-capital-intensity firms. Assuming equally-sticky prices in the two subsectors, one can derive the following expression for relative markups
so that higher capital intensity production implies a countercyclical markup. The sign of the relative movements in other variables depends on parameter values, although the more capital-intensive good typically has higher marginal costs and prices, but lower output.
We can also use equation (3) to analyze how differences in price stickiness affect relative movements, now letting h and l denote firms with high and low price stickiness. We get the following relationship between relative labor and relative markups:
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That is, relative labor (and thus output and marginal costs) will move in the opposite direction of relative markups (and prices). Whether the relative markups are procyclical or countercyclical, however, depends on the nature of the underlying shock. Monetary (TFP) shocks which put upward (downward) pressure on prices will lead to countercyclical (procyclical) markups for the sector with stickier prices.
Quantitative Results
We now calibrate and simulate the full-blown model. This allows us to move away from stark assumptions, such as the complete short-run fixity of capital, and consider realistic features like capital utilization and investment adjustment costs. We consider an empirically relevant amount of durability, capital intensity, and price stickiness in order to get a quantitative sense of the size of movements of key variables across sectors. first and most important, price markups are more countercyclical for durables firms than for nondurables firms; second, within each sector the more labor-intensive subsector will gain market share because it has more flexibility to ramp up production. This composition effect will cause the labor share of both sectors to increase (decreasing the measured markup), but will be stronger for durables as their expenditures increase more.
The immediate relative markup response is about 25 percent that of relative output, while the relative labor response is 25 percent greater than the output response. With wages equalized across sectors, ˆˆr
These magnitudes are, of course, dependent on our calibration. If the cost of varying capital utilization was zero (infinite), the relative 6 Impulse responses to other shocks are available in Online Appendix A. As shown analytically, the (qualitative) results do not depend on the identity of the underlying shock, as long as private spending expands. However, a government spending shock that increases production but reduces private spending (i.e., fiscal multiplier < 1) will produce relative durables movements with opposite signs.
15 labor response would be the same as (50 percent greater than) the relative output response. to the capital-intensity gap ( hl ) and fixity of the capital stock. At any rate, the relative labor response is more muted than under flexible prices, where markups are constant and the higher marginal costs of high-capital-intensity firms are completely passed through into relative prices, resulting in a larger decrease in relative output and a decrease in relative hours.
To recap, the Keynesian Labor Demand hypothesis is that firms respond to unexpectedly low demand for their goods by laying off workers rather than lowering their output prices. Equivalently, if marginal cost curves are upward sloping, firms increase their markups. In this section we have considered one possible source of this behavior -nominal price stickiness -and have shown that the relative markups of more durable and more capitalintensive goods are (essentially) constant under flexible prices but countercyclical under sticky prices. 8 In our empirical analysis, we will exploit variation across different types of goods to test this prediction of Keynesian Labor Demand.
The model is also helpful for clarifying why we do not simply examine the cyclicality of the aggregate markup in the data. The reason is that, even under sticky prices, the aggregate markup can be uncorrelated with output. This is what happens, for example, in the Smets-Wouters (2007) model estimated on U.S. data. The reason is that the aggregate markup responds positively to some expansionary shocks but negatively to others. We demonstrate this in Figures 5 and 6 , which show impulse responses to all four aggregate shocks in our DSGE model. We scale the shocks to have the same initial effect on aggregate output ( Figure 5 ), while Figure 6 shows the different aggregate markup responses to the various shocks. Of course, one could address this by conditioning on particular aggregate shocks a la Gali (1999). But we pursue a different, complementary approach of examining how relative markups respond to relative demand shocks across industries.
Evidence on Durability and the Cyclicality of Expenditures
We now construct demand predictors across industries. We start with the BLS's classification of goods in the CPI into 70 Expenditure Classes (ECs). (See Appendix 6 in http://www.bls.gov/opub/hom/pdf/homch17.pdf.) We combine four pairs of ECs and drop five others due to missing NIPA data or overlap with NIPA investment categories, leaving us with 61 consumer goods. 9 We then add 9 categories of investment from NIPA, leaving us with a total of 70 expenditure categories. Online Appendix Table 1 provides the full list.
For each of these 70 categories, we create two demand predictors. The first is based on the good's durability, and the second is based on the Engel Curve slope for the good (i.e., the extent to which the good is a luxury or necessity). We also construct two variables specific to each category that should affect how prices and costs respond to demand: the frequency of price change and the importance of capital versus labor in producing the good.
Durability
Of our 70 goods, 28 are classified by NIPA as durable goods (19 of the 61 consumer goods are durables, and all 9 investment goods). We use two sources to quantify the durability of the durables. A primary source is life expectancy tables from a major propertycasualty insurance company, which we use for 17 goods. For autos, tires and the 9 investment categories we use estimates from the U.S. Bureau of Economic Analysis (http://www.bea.gov/iTable/iTable.cfm?ReqID=10&step=1).
Among the 28 durable goods, the extent of durability varies widely. It is over 30 years for residential structures and three types of commercial buildings. For business equipment it ranges from 4 to 11 years (with information equipment and software at the less durable end, presumably due to obsolescence). Durability also varies among the 19 consumer durables.
At the low end are clothing categories (less than 5 years) and at the upper end are appliances and electronics (closer to 10 years). We classify the remaining 42 consumption categories as nondurables (i.e., lasting less than a year). These include food and services.
Engel Curves
Whether a good is a luxury or necessity should also help predict cyclicality of demand.
To estimate Engel curves, we turn to the U.S. Consumer Expenditure Survey (CE) Interview Surveys. We pool CE cross-sections from 1982 to 2010 to estimate Engel elasticities for our 61 consumer goods and for housing services. 10 The CE Interview Survey lumps together all food for home consumption, so for these categories we estimate a common elasticity.
Households are interviewed up to four consecutive quarters on their detailed expenditures. We estimate Engel elasticities by regressing spending on each category from the household's second through fourth interviews on the sum of its spending during those same three quarters. We instrument for the log of a household's total expenditures in its final three interviews based on its (logged) total and nondurable expenditures from the first quarterly interview, as well as its (logged) before-tax annual income reported in both the first and final interviews. We instrument to limit attenuation bias from measurement error in household total expenditures. We do not log expenditures for individual categories, the dependent variables in the second stage, as these are zero in some cases. Instead we divide the household's spending on a category by mean spending on that category across households.
So our elasticities are relative to mean household spending on that category. Necessities include tobacco (0.1) and food for home consumption (0.4).
Frequency of Price Changes
The stickier the prices, the more Keynesian the Labor Demand if desired markups are constant. Thus we would like to incorporate information about the flexibility of prices in testing for Keynesian Labor Demand.
An advantage of using the BLS Expenditure Classes for the CPI is that estimates of price flexibility are readily available for these categories. From the micro data underlying the CPI, we obtain price change frequencies from Klenow and Malin (2011) . These are based on monthly prices from 1988 through 2009. We use their estimates for regular prices, i.e., excluding sale-related price changes, as suggested by Nakamura and Steinsson (2008) .
For the four equipment investment categories we use frequencies calculated by Nakamura and Steinsson on monthly PPI data from 1998-2005. 12 For structures we distinguish between those built to order and those built speculatively. From 1988 to 2010, on average 61 percent of new homes were sold prior to completing the house (built to order), while 39 percent sold after the house was built (spec homes built to stock). We treat built to order homes as selling at a negotiated price, assigning it a pricing frequency of one. For houses built to stock we assume they are priced only when put on the market, setting frequency to one divided by the median time on the market, which averaged 5 months for 1988 to 2010. This yields an overall frequency for residential investment of 0.73 per month.
We assume business structures are all produced to order, or at least priced subject to negotiation. So we assign a frequency of one to the business structure categories.
21 Table A1 gives the monthly frequency of price change for our goods. As emphasized by Bils and Klenow (2004) and others, price flexibility varies widely. It is lowest for services (e.g. health professionals and restaurant meals), where prices change less than once a year. It is highest for business structures (where we assume each price is newly negotiated) and for commodities such as gasoline and fresh produce (prices change every few months).
Capital Shares
Our capital shares are taken from the U.S. KLEMS data on multifactor inputs and productivity for 18 manufacturing and 44 non-manufacturing sectors. This data is described in Section 4 below. The capital share for a NIPA category is a weighted average of the capital shares of value added in each of the KLEMS industries matched to that good. We map NIPA categories to KLEMS based on the shares of employment assigned to corresponding KLEMS industries. This mapping is also described in detail in the next section.
Expenditure Shares and Employment Shares
To gauge whether durability (and Engel elasticities) predict cyclicality of expenditures, we match our 70 goods to NIPA expenditure categories.
13
Nominal expenditures on our 70 goods average 57% of nominal GDP from 1990:1 through 2011:2.
The major components of GDP excluded from our set are rent and owner's implicit rent, government expenditures, inventory investment, and net exports. Among our 70 categories, 40% of spending is on durables, and 60% on nondurables. We will use expenditure shares to 13 For consumption categories see http://bea.gov/iTable/index_UD.cfm and for investment categories see both http://bea.gov/iTable/iTable.cfm?ReqID=9&step=1 and http://bea.gov/iTable/iTable.cfm?ReqID=21&step=1 .
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weight goods in the results that follow. The largest categories are hospital services (9.3%), residential structures (7.2%), professional services (7.2%), and food away from home (5.6%).
Based on data on employment by detailed industry from the BLS Current Employment Survey (CES), we also estimate the share of employment by industries producing each good.
14 Of our 70 categories, 32% of employment is in durables-producing industries, and 68% is in nondurables-producing industries. The largest employers are for food away from home (12.0%), hospital services (10.3%), and miscellaneous personal services (7.9%).
All of the results we report are for de-seasonalized series.
Relevance of the Durability Instrument
As illustrated in Section 2, durability should powerfully predict the cyclicality of expenditures and employment. In the next section we will test for Keynesian Labor Demand using production data across industries. The production data are at a higher level of aggregation due to data limitations. So it is useful at this point to gauge whether durability is a good predictor of fluctuations in spending at our detailed level of 70 goods.
We first estimate the cyclicality of expenditures by good as follows. For each good, we regress quarterly HP-filtered log real expenditures on quarterly HP-filtered log real GDP from 1990:1 to 2011:2. The weighted mean coefficient is 1.62 and the weighted mean standard error is 0.24. (Our typical category is more cyclical than GDP because the largest excluded categories -rent and government expenditures -are less cyclical than GDP.) The coefficients tend to be much bigger for durable goods (3.25) than for nondurable goods (0.54).
14 Our matching of NIPA goods to CES employment industries is described in Section 4.
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Figure 7 plots these cyclicality coefficients against log durability of the good. The size of each ball represents its expenditure share. If one runs WLS on these 70 observations, the adjusted R2 is 0.54. The R2 actually rises to 0.77 if one excludes the outlier of business transportation equipment (whose cyclicality coefficient is 10). We obtain similar results if we look at growth rates or annual data, though the standard errors are larger with annual data. The outlier on the other side is manufacturing structures. Employment for industrial buildings soared 38% during the Great Recession. The influence of this observation is limited by its small weight (0.5% of employment); the R2 edges up to 0.76 when we exclude it.
In Figure 10 we relate the cyclicality of prices to durability. A WLS regression does show a positive coefficient but with an imprecise coefficient (0.11 with a standard error of 0.07). If we drop the energy outliers, the relationship becomes more positive and statistically significant (coefficient 0.18, s.e. 0.02). But economically the impact remains small -an order 24 of magnitude smaller than the cyclical impact of durability on expenditures and employment.
Finally, we note that the failure of durable goods to show (much) greater cyclicality in their prices does not reflect countercyclical prices for durable investment equipment (e.g., Greenwood, et al., 2000 or Fisher, 2006 . These 4 categories are not especially durable and, if we drop them, the price of durables becomes only slightly more procyclical.
Industry Results on the Cyclicality of Markups
The results above show that durability is an important predictor of cyclical movements in employment and expenditures across goods. We now relate the information on our 70
NIPA goods for durability, Engel curves, and pricing frequencies to industry data to see how industries differ cyclically depending on characteristics of the goods produced.
Measuring Cyclical Behavior by Industry
The U.S. KLEMS data (http://www.bls.gov/mfp/) provide annual values, both nominal and real, for gross output and inputs of intermediates, labor, and capital from 1987 to 2009 for 18 manufacturing and 44 non-manufacturing sectors. These data allow us to examine the cyclical behavior of output, as opposed to expenditures, and to construct a measure of movements in price markups as discussed below. With the industry data we can also condition on industry movements in productivity, thereby seeing whether the lack of procyclical prices for durables goods is driven by favorable productivity shocks skewed toward these goods. The data also allow us to examine the impact of capital's share on fluctuations. Under flexible pricing, high-capital-share industries should display more procyclical prices but less cyclical quantities in response to relative demand shifts. With sticky prices, this role of capital's share will be muted.
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We supplement the KLEMS data with series on employment, weekly hours, and wages from the BLS Current Employment Survey (CES). The CES reports hours and earnings for production-related employees in goods-producing industries and for nonsupervisory employees in private service-providing industries. For our industries 81.8 percent of employees are production and non-supervisory. We follow the convention of referring to these employees collectively as "production workers." Since March 2006 the BLS has provided earnings series for all employees. But for salaried workers it is especially difficult to justify the assumption that contemporaneous payments reflect their shadow wage.
We map the characteristics of the 70 NIPA goods to the KLEMS industries as follows.
For 1990 forward, the CES provides data on employment for 210 distinct industries that can be mapped to our 70 NIPA goods. 16 Because each CES industry has, through NAICS, an associated KLEMS industry, we can associate a relative importance of each NIPA category to an industry based on the KLEMS industry employment assigned to that category as a share of employment assigned across all 70 NIPA categories. For instance, employment for KLEMS industry NAICS 335 (electrical equipment and appliances) is assigned for 2009 as 38% to consumer appliances and 62% to electrical equipment investment. The characteristics assigned to NAICS 335 for 2009, in turn, are a weighted average of those for these two NIPA categories, with relative weights 0.38 and 0.62. We achieve a mapping for 40 KLEMS industries. Online Appendix Table 2 lists these industries along with their mapped characteristics. 13 are manufacturing; 27 are in construction, trade, or services.
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We focus attention on how cyclicality differs across the KLEMS industries with respect to output, price, and the price markup. Output and price are measured by industry value added and its deflator. These are constructed using the Divisia method from values and prices for gross output and intermediate inputs, as described by Basu and Fernald (1997) .
The markup of price over marginal cost can be expressed as a worker's marginal product relative to his real product wage. The Appendix illustrates that if (a) production is Cobb-Douglas, and (b) the marginal price of labor is captured by average hourly earnings, then fluctuations in the markup are captured by movements in the inverse of labor's share.
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This is robust to adjustment costs for labor, provided there are no adjustment costs at the intensive, workweek margin. The markup is measured in terms of production labor's share of industry output. For salaried workers, the data do not provide a reliable measure of a worker's marginal price at the intensive, workweek margin; and it is not defensible to assume no adjustment costs for salaried workers at the extensive, employment margin.
The Appendix generalizes this measure of real marginal cost for elasticities of substitution between capital and labor other than one. Below we show that our results are robust with respect to considerable variation in that elasticity.
Of more quantitative importance is how the marginal price of labor is measured. In the Appendix we discuss two alternatives to average hourly earnings. 
Results
Table 2 displays how cyclicality differs by durability of an industry's good. Separate results are given for cyclicality in real value added, price (the deflator for value added), and the price markup. For instance, the first element in row one reflects a regression of real value added on a full set of year dummies (suppressed) as well as an interaction of industry-specific durability with the aggregate cycle. We measure durability by Ln(1 + lifespan in years). The aggregate business cycle is measured by HP-filtered log real annual GDP. All dependent variables are logged and HP filtered as well (which also removes industry fixed effects).
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Consistent with results from the previous section, durables show greater cyclicality in quantities but not prices. Consider a good with lifespan of 12 years (appliances) versus a nondurable. The estimates imply that a one percent increase in aggregate GDP is associated with a 1.7 percentage point greater increase in value added for an industry producing goods as durable as appliances relative to industries producing nondurables. Price is actually predicted to fall by 0.3 percentage points for the industry producing such a durable relative to those producing nondurables, though this relative price effect is not statistically significant.
The price markup is relatively countercyclical for more durable goods. The size of this effect is similar whether we measure the price of labor by average hourly earnings or by the marginal wage, in each case suggesting that a percentage point relative expansion in output for durables in a boom is associated with a relative decrease in the markup of about one-third of a percentage point. This is actually larger than the response generated by the sticky-price model we sketched above (see Figure 1) . 20 If we measure labor's price by the shadow wage, then the decrease in markups for durable goods in booms is considerably larger. For instance, comparing a good with the durability of appliances (12 years) to nondurables, a one percent increase in GDP, which is associated with a 1.7 percentage point greater increase in output for the durable, is associated with a 1.1 percentage point relative decrease in its markup.
One possible explanation for the lack of a relative price increase for durables during expansions is that durable sectors experience more procyclical productivity shocks. In the second panel of Table 2 , we include adjusted-TFP as a regressor, in addition to the good's lifespan, in explaining the relative cyclicality of output, prices, and markups. The 20 The markup is acyclical overall for these industries if the wage is measured by average hourly earnings or the marginal wage. Pooling the industries, a one percent increase in GDP increases the markup by 0.04 percent using average hourly earnings and decreases it by 0.002 percent using the marginal wage. Using the shadow wage the markup is strongly countercyclical, decreasing by 0.41 percent (std. error 0.18 percent). But the assumptions motivating the shadow wage as a measure across industries (no relative consumption movements) do not extend to aggregates. Moreover, there remains the issue of whether demand or supply shocks drive the overall business cycle.
impact of durability is largely unaffected. Measuring markups based on average hourly earnings or the marginal wage, relative gross markups decrease by an elasticity of about onehalf with respect to the impact of durability on output. Using the shadow wage, durability predicts a fall in gross markup in booms that is nearly as large the predicted increase in relative output.
The KLEMS data show the following for relative industry movements in adjusted-TFP: a one percent relative increase in industry productivity is associated with a decline in the industry's relative price that is less than one-for-one, at 0.6 percent. Output increases nearly one-for-one with productivity, by 0.9 percent. This implies a small corresponding decrease in inputs. But, an estimate of the impact of adjusted-TFP on labor hours for production workers, conditioning on durability, is actually zero, with coefficient 0.01 (standard error 0.02). An increase in adjusted-TFP is associated with a rise in the markup of 0.3 percent -the direction predicted by sticky price models. This is true whether the wage measure is average hourly earnings, the marginal wage, or the shadow wage.
Our measure of cyclicality in markups in Table 2 assumes an elasticity of substitution of 1 between capital and labor. In Table 3 we present alternative results, assuming elasticities of 0.5 then 2.0. The markup becomes more countercyclical for durables if the elasticity is reduced to 0.5, and less countercyclical if increased to 2. This is not surprising given the labor to capital ratio is more procyclical for durables. But the impact of assuming non-CobbDouglas production is quite modest.
The impact of durability on cyclicality in output, pricing, and markups is potentially masked by the fact that durables display more frequent price changes. For our 40 KLEMS industries, the correlation between durability and frequency of price change is 0.67. In the top panel of Table 4 we control for the sector's monthly frequency of price changes multiplied by real GDP. We also include an interaction of this variable (demeaned) with the durability variable (demeaned), allowing cyclical pricing of durables to differ for goods with frequent versus infrequent price changes. Industries that produce goods with more frequent price changes display more procyclical prices, but also less cyclical output. Price markups are relatively procyclical for industries producing goods with frequent price changes.
From Section 3, energy prices are striking outliers, displaying far more procyclical prices. For this reason, in the bottom panel of Table 4 we examine robustness to removing the two energy KLEMS industries, oil and gas extraction and petroleum and coal refining. The finding in the top panel -that frequent price changing predicts more cyclical prices -is not at all robust. Excluding the energy sectors, prices are not more cyclical for industries producing goods with frequent price changes, nor do they display more cyclical price markups.
Durability continues to be associated with much more procyclical output and with relatively countercyclical markups. In fact, holding frequency of price change constant, the impact on markups becomes larger. Including the energy industries, durability has a negative impact on markups in booms of about the same magnitude as its positive impact on output.
Excluding energy, the negative impact on markups is, depending on the wage measure, about 0.6 to 0.9 of the magnitude for output. Thus our findings conflict with modeling prices as flexible with constant markups. The relative markup movements for durables are actually larger than predicted by our sticky price model with time-dependent pricing.
The regressions in Table 4 include interactions of durability and pricing frequency.
These address whether countercyclical markups are more pronounced for durables with less frequent price changes, as predicted by the sticky-price model. Here the results are affected by the energy industries. Including the energy industries, markups for durables are actually more countercyclical for goods with frequent price changes (e.g., construction industries).
But in the bottom panel, dropping the energy industries, this result is gone. Countercyclical markups are more striking for durables with less frequent price changes.
In Table 5 we extend the regressions to include interactions of economy-wide GDP with the Engel curve for goods produced in the industry and for the industry's (average) capital share in value added. Sticky-price models suggest more cyclical expenditures, but also more countercyclical markups, for industries producing luxuries. A higher capital share predicts that marginal cost will be more procyclical for an industry. Therefore, with sticky prices, it should be associated with a decline in the markup. The results for cyclicality by durability and frequency of price change are essentially unchanged: in particular, markups remain clearly countercyclical for durables. The estimated impact of an industry's Engel curve elasticity and capital share are not qualitatively affected by excluding the energy industries, so we focus discussion on the top panel with them included.
As expected, output is more cyclical for industries producing luxuries. For instance, for an industry producing goods with an Engel curve elasticity of 1.6 (as estimated for jewelry) rather than one, a one percent increase in U.S. GDP would be associated with a 0.4
percentage point greater increase in output. But, in contrast to durables, prices for luxuries do rise in booms; and markups for luxuries are, if anything, more cyclical than for necessities.
A higher capital share is associated with much less cyclical output, but not more cyclical prices. Compare an industry with capital share of 0.7 (e.g., utilities) versus one with share of 0.2 (furniture manufacturing). The impact of that higher capital share for a one percent increase in GDP is that relative output decreases by 0.6 percentage points, with no relative price effect. This does not fit a flexible price or sticky-price story, as neither explains why output should depend on the capital share except through cyclicality of marginal cost and price. Markups are, arguably, more countercyclical for industries with high capital share, as predicted by sticky-price models. But this impact on markups is not at all precisely estimated nor is it robust to employing the shadow wage as the price of labor.
To recap, the results conflict with flexible pricing and constant markups. Prices are not more procyclical for industries producing durable goods, resulting in countercyclical markups for these industries. But the results do not all fit nicely with sticky prices: The durable markup movements are larger than suggested by our sticky-price model; and markups do not fall in expansions for industries producing luxuries.
Conclusion
Employment's response to fluctuations in goods demand is exacerbated by countercyclical markups in Keynesian models. We test this prediction across U.S. industries.
We identify movements in goods demand chiefly by exploiting differences in durability across 70 categories of consumer and investment goods; we show that durability is a powerful predictor of cyclicality in expenditures and employment across sectors. We also map Engel curves to our goods, allowing us to treat an industry producing a luxury as facing more cyclical goods demand. We stratify industries by the importance of capital in the production process and by the frequency of price changes for its goods: High capital share implies more cyclical marginal cost; and we anticipate that price will respond more with marginal cost if price changes are frequent.
We find evidence in support of Keynesian Labor Demand over flexible prices with constant markups. First and foremost, we estimate that price markups decline considerably for durables relative to nondurables in expansions. This result is robust to measuring cyclicality of marginal cost under alternative measures of labor's price and under a broad range of assumed short-run substitutability of capital and labor.
Not all of our evidence aligns with New-Keynesian, sticky-price models of labor demand. Procyclical marginal cost driven by producing a luxury does not generate a markup decline. And a higher frequency of price change does not result in more cyclical prices, beyond the extremely procyclical pricing of energy goods.
The observed cyclical wedges between labor's marginal product and price might be better explained by intended pricing by firms, principally countercyclical markups for durables, rather than unintended markup movements that are the byproduct of price stickiness.
This interpretation would resolve the ostensible inconsistency between our findings and those of Shea (1993) and Nekarda and Ramey (2011) , who find considerable price responses to their respective industry demand instruments. Targeted markups need not respond uniformly to shifts in goods demand regardless of the source of that shift. It is important to decipher whether departures from flexible pricing with constant markups reflect nominal price stickiness or firms targeting markups that are cyclical. Targeted markups also create a cyclical wedge that can exacerbate employment fluctuations. But, they do not support the same policy prescriptions often justified by assuming sticky prices, i.e, active monetary policy and fiscal policy that emphasizes spending, but not the marginal returns to working and consuming.
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Appendix: Measuring the Cyclical Markup Wedge
Marginal cost can be measured by the price of any input relative to its marginal physical product. We consider hours of production labor as the input for measuring marginal cost. In doing so, we assume no adjustment costs in varying production workers' weekly hours. But we put no restrictions on employment adjustment costs.
Let value added reflect production and non-production inputs according to ( , ) ( , ) pr pr np np y f k n g k n  .
The variables , kn denote services of capital and labor. Variables with subscript pr refer to factors classified as engaged in physical production. Variables with subscript np refer to factors not engaged in production.
We assume ( , ) pr pr f k n is CES,
We have dropped the subscripts to denote production. n  and k  are utilization rates for production labor and capital (i.e, n  is effort per hour).  equals the multiple of returns to scale and production inputs' share in value added. σ is the elasticity of input substitution.
The required increase in labor for a marginal increase in output is We examine the robustness of our results to allowing less, or more, substitutability of production labor and capital in the short run. For Cobb-Douglas, there is no need to adjust for rates of utilization In addition to measuring the price of labor by the average hourly wage, we consider two other measures. One is based on an estimate of the marginal increase in straight and overtime payments for a marginal increase in the workweek. We refer to this as the marginal wage. The other is based on measuring the wage that would be dictated by worker indifference curves. We refer to this as the shadow wage.
Our estimate of the marginal wage follows work by Bils (1987) and Nekarda and Ramey (2010 We posit the following functional form for estimating v h
This is a special case of those estimated by Bils (1987) and Nekarda and Ramey (2010) , which allow for higher-order terms in the workweek. But we did not find those terms matter for our estimates for 1990 to 2009. We estimate this equation for the KLEMS industries to which we could map overtime hours from the BLS CES data. This is 13 of the 40 industries. . Quantity refers to real value added, price to the value added deflator. Price markup is the inverse marginal labor share, which is the effective price of labor times labor hours for production and nonsupervisory employees as a share of nominal value added. Regressions include full set of year dummies. Newey-West corrected standard errors in parentheses. (70) industries (goods), the size of the ball giving the average employment (expenditure) share over 1990-2011. The Great Recession is defined using the NBER peak-to-trough dates. The vertical axis in Figure 9 plots the log first difference of industry employment in June 2009 vs. December 2007. In Figure 10 cyclicality is obtained from regressing a good's quarterly HP-filtered log price index (relative to that for GDP) on quarterly HP-filtered log real GDP. Durability is defined as 1 + Expected Life in Years.
