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Povzetek
Naslov: Migracija v oblak na primeru plačilnega avtorizacijskega sistema
Avtor: Roni Likar
Diplomska naloga opisuje problem migracije plačilnega avtorizacijskega sis-
tema (AS-a) v oblak. Podrobno je opisan plačilni AS, ki ga uporabljajo
pri podjetju Dinit. Avtorizacijski sistem, ki avtorizira plačila s karticami
Diners in mBills, so zainteresirani migrirati v oblak. Uspešna migracija bi
jim omogočala lažje upravljanje in skaliranje sistema. Med drugim bi s tem
lahko znižali tudi stroške za vzdrževanje in nadgrajevanje strojne opreme.
V diplomski nalogi so opisane lastnosti oblačnih storitev. Predstavljene so
tako prednosti kot slabosti. Opisane so različne oblike oblačnih storitev,
kot so IaaS, PaaS in SaaS. Poleg tega pa so predstavljeni nekateri izmed
največjih oblačnih ponudnikov ter storitve, ki jih ponujajo. Podrobno so
opisane komponente AS-a in njihova migracija v oblak. Osredotočimo se na
migracijo aplikacije in baze v oblak ter opǐsemo različne rešitve pri vsakem
izmed oblačnih ponudnikov.
Ključne besede: migracija, oblačne storitve, avtorizacija plačil.

Abstract
Title: Migration to the cloud on payment authorization system use case
Author: Roni Likar
This thesis describes the problem of migrating an authorization payment sys-
tem into a cloud. It describes in detail the authorization payment system
used by Dinit, which deals with banking operations and credit cards. They
are interested in migrating the existing system into the cloud, as successful
migration will make it easier for further scaling. Among other things, this
could save on hardware maintenance and upgrading costs. The thesis work
describes the characteristics of cloud services. Both advantages and disad-
vantages are presented. The components of AS and their migration to the
cloud are described in detail. We focus on the migration of the application
and the database to the cloud, and describe the different solutions for each
of the cloud providers.




Storitve v oblaku postajajo vedno bolj priljubljene. Razvijalci se zanje odlo-
čijo, ker jim prihranijo čas in denar. Projekte lahko dosti hitreje prototi-
piramo in skaliramo po potrebi. Zanesemo pa se lahko na infrastrukturo
oblačnega ponudnika, saj je ta v večini primerov zmogljiveǰsa in robustneǰsa
od naše. Poleg tega razbremenimo oddelek IT, saj mu ni treba skrbeti za
posodabljanje in nadgrajevanje programske ter strojne opreme strežnikov.
V diplomskem delu raziskujemo možnost migriranja Dinitovega plačilnega
avtorizacijskega sistema (AS-a) v oblak. Sistem avtorizira plačila s karti-
cami in je zelo kompleksen, zato ga opǐsemo zgolj površinsko. Pregledamo in
opǐsemo vrste oblačnih storitev, kot so IaaS, PaaS in SaaS, ter se odločimo
za najprimerneǰso. Naštejemo glavne ponudnike oblačnih storitev in opǐsemo
njihove storitve. Podrobno opǐsemo migracijo komponent AS-a, baze in apli-
kacije. Podrobneje opǐsemo različne storitve posameznega ponudnika. Tako
se lažje odločimo za najprimerneǰsega. Pri migraciji takšnega sistema je treba
paziti na vse pasti, ki se lahko pojavijo na poti migracije v oblak. Zaradi






Oblačne storitve postajajo vedno bolj priljubljene v računalnǐstvu. Prednosti
oblačnih storitev je zelo veliko, zato se ogromno podjetij odloča za migracijo
lokalne infrastrukture v oblak. Število ponudnikov oblačnih storitev se iz
leta v leto povečuje, zato je treba podrobno raziskati, preden se odločimo
za najprimerneǰsega ponudnika. Kljub velikemu številu oblačnih ponudni-
kov večinski delež trga obvladujeta Amazon Web Service (AWS) (41,5 %) in
Microsoft Azure (29,4 %). Sledi jima Google Cloud Platform s samo triod-
stotnim tržnim deležem (Slika 2.1) [56].
Slika 2.1: Tržni delež oblačnih ponudnikov
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2.1 Amazon Web Services
AWS ponuja na stotine različnih storitev, zato je zelo priljubljen med razvi-
jalci in ostaja na vrhu lestvice oblačnih ponudnikov. Nekaj od storitev, ki jih
AWS ponuja, so: Virtual Private Cloud, EC2, AWS Data Transfer, Simple
Storage Service, DynamoDB, AWS Key Management Service, Amazon Clo-
udWatch, Simple Notification Service, Relational Database Service, Route
53, Simple Queue Service, CloudTrail in Simple Email Service [48].
Poleg velikega nabora storitev se AWS zavzema, da bi bila njegova infra-
struktura čim varneǰsa. Tako lahko tudi drugim organizacijam, ki uporabljajo
njegove storitve, zagotovi največjo mero varnosti. Pri tem pa organizacijam,
pri katerih je kritičnega pomena varnost podatkov, ponuja možnost mitiga-
cij DDoS, enkripcijo podatkov, monitoriranje, beleženje, nadzor dostopa in
testiranje varnosti sistema. Imajo tudi vrsto certifikatov, ki zagotavljajo,
da so njihovi sistemi skladni s standardi, ki jih določen standard zahteva.
Med drugim so certificirani tudi s standardom PCI DSS, ki se uporablja
pri kartičnem plačevanju in zahteva določene varnostne ukrepe pri hranje-
nju občutljivih podatkov kartičnega poslovanja. Ta certifikat je potreben, če
želimo migrirati plačilni avtorizacijski sistem na določenega oblačnega ponu-
dnika, saj AS upravlja tovrstne podatke.
Kot eden največjih ponudnikov oblačnih storitev AWS ponuja zelo dobro
pokritost po vsem svetu. Organizacijam, ki se odločijo za AWS, lahko to
predstavlja veliko konkurenčno prednost, saj lahko zaradi decentralizirane
infrastrukture AWS-ja stranke po vsem svetu dosežejo hitreje. AWS strežniki
so na kar 25 različnih lokacijah po vsem svetu, načrtujejo pa gradnjo novih
strežnikov tudi v slabše pokritih regijah.
2.2 Microsoft Azure
Microsoftov Azure je izmed vseh oblačnih ponudnikov najhitreje rastoč. Azu-
re so na trg poslali štiri leta po AWS-ju, vendar pa ga vseeno zelo dobro
dohaja. Pred nekaj leti je z amerǐsko vlado celo dobil pogodbo, vredno
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deset milijard dolarjev. Strokovnjaki ocenjujejo, da se bo prihodek Microsoft
Azurja v prihodnjih nekaj letih povečal med 30 in 35 milijard dolarjev [48].
Tudi Azure ponuja vrsto različnih storitev na področjih, kot so: umetna
inteligenca, računalnǐsko učenje, analiza, veriženje blokov (angl. Blockchain),
izračunavanje, vsebniki, baze podatkov, orodja za razvijalce, DevOps, iden-
titete, integracije, internet stvari, upravljanje, mediji, migracija, navidezna
resničnost, mobilni razvoj, omrežja, varnost, shranjevanje in spletni razvoj.
Poleg storitev za razvijalce ima tudi pestro izbiro varnostnih možnosti za
zavarovanje varnosti podatkov in sistema. Certificiran je z vrsto različnih
certifikatov, med drugim tudi s certifikatom PCI DSS, ki ga potrebujemo za
upravljanje bančnih podatkov. To pomeni, da lahko AS migriramo v oblak
Azure.
Kar zadeva pokritost strežnikov, je Azure eden izmed bolǰsih, saj zagota-
vlja pokritost po vsem svetu in je tako dostopen v kar 140 državah.
2.3 Google Cloud
Google Cloud je najmanj priljubljen izmed treh. To je razvidno iz dejstva,
da obvladuje le tri odstotke tržnega deleža in ima letno le okoli osem milijard
dolarjev prihodkov. Vendar kljub temu ponuja zelo podoben nabor storitev
kot AWS in Azure [48].
Nekaj izmed področij, ki jih pokrivajo storitve Google Clouda, so: strojno
učenje, upravljanje API-jev, izračunavanje, vsebniki, analiza podatkov, baze
podatkov, orodja za razvijalce, zdravstvo, internet stvari, upravljanje, mediji,
igre, migracija, omrežja, varnost, identiteta, shramba in računalnǐstvo brez
strežnika (angl. serverless computing).
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Poglavje 3
Možnosti za migracijo v oblak
Ko se odločamo aplikacijo migrirati v oblak, imamo na voljo tri oblike go-
stovanja aplikacije. Prva oblika je infrastruktura kot storitev (angl. Infra-
structure as a Service - IaaS), ki ponuja celotno infrastrukturo kot storitev.
Je najnižja raven oblačnih storitev in nam ponuja največjo mero prilago-
dljivosti. Ker imamo ponujeno samo infrastrukturo, lahko sami izbiramo
stvari, kot so operacijski sistem, vmesno programsko opremo in aplikacijo.
Naslednja oblika storitev je platforma kot storitev (angl. Platform as a Ser-
vice - PaaS), kjer imamo ponujeno platformo. S tem si prihranimo čas pri
vzdrževanju sistema, vendar pa izgubimo del prilagodljivosti. Najvǐsja oblika
je programska oprema kot storitev (angl. Software as a Service - SaaS), kjer
nam oblačni ponudnik ponuja aplikacijo. Pri tej obliki nimamo nadzora nad
infrastrukturo v ozadju, ampak le nad uporabo aplikacije. Slika 3.1 prikazuje
različne oblike gostovanja in ravni upravljanja.
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Slika 3.1: Primerjava različnih modelov storitev v oblaku
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3.1 Infrastruktura kot storitev (IaaS)
Oblačne infrastrukturne storitve, bolj znane pod kratico IaaS, ponujajo vi-
soko skalabilne računalnǐske vire. S pomočjo virtualizacije ponudniki obla-
čnih storitev strankam ponujajo različne specifikacije strežnikov, omrežij,
operacijskih sistemov in shrambe. Stranka pa lahko prek vmesnikov upra-
vlja zmogljivost sistema. Tako lahko stranka prihrani veliko denarja, saj
ji ni treba vnaprej kupiti zmogljivih strežnikov, ampak lahko sproti dokupi
strežnǐske vire po potrebi. IaaS ponuja enake ugodnosti kot klasični podat-
kovni centri, le da ni potrebe po fizičnem vzdrževanju strežnikov. Stranke
lahko še vedno neposredno dostopajo do shrambe, ki pa se nahaja v oblaku.
V nasprotju s storitvami, kot sta SaaS in PaaS, mora stranka pri IaaS sama
poskrbeti za upravljanje aplikacij, operacijskega sistema, vmesne programske
opreme in podatkov. Ponudnik storitve pa poskrbi za tehnične stvari, kot
so strežniki, trdi diski, omrežje, virtualizacija in shramba. Nekateri ponu-
dniki se poleg že obstoječe virtualizacije virov celo odločijo ponuditi dodatne
stvari, kot so podatkovne baze [53].
3.1.1 Kdaj se odločiti za IaaS
Veliko zagonskih podjetij se odloča za model IaaS, saj lahko tako prihranijo
veliko denarja. Namesto da bi ga porabili za nakup dragih strežnikov, ki
bi bili zelo malo obremenjeni, si lahko sproti dokupijo dodatne strežnǐske
vire v oblaku. Tako imajo lahko optimalen izkoristek moči strežnikov in pri-
varčevan denar vlagajo v razvoj aplikacij. Večja podjetja pa se odločijo za
tovrstno rešitev, kadar želijo obdržati nadzor nad aplikacijo in infrastruk-
turo, saj imajo tako manj dela pri migraciji aplikacij v oblak. Vendar pa je
še vedno treba aplikacijo prilagoditi za optimalno delovanje in skaliranje v
oblaku. IaaS ponuja veliko mero prilagodljivosti in skalabilnosti, vendar je
tudi kompleksneǰsa in potrebuje več vzdrževanja.
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3.1.2 Prednosti IaaS
Model IaaS ima naslednje prednosti:
 najbolj prilagodljiva oblika izmed oblačnih storitev,
 enostavno upravljanje procesorske moči, velikosti shrambe, omrežja in
drugih strežnǐskih nastavitev,
 računalnǐske vire lahko prilagodimo glede na naše potrebe,
 stranke imajo popoln nadzor nad svojo infrastrukturo,
 visoka skalabilnost.
3.1.3 Slabosti IaaS
Model IaaS ima naslednje slabosti:
 Varnost. Čeprav ima stranka pod nadzorom aplikacije, podatke, vme-
sno programsko opremo in operacijski sistem, se lahko varnostne gro-
žnje še vedno pojavijo pri ponudniku storitev. Pred tovrstnimi grožnja-
mi pa se stranka ne more ubraniti.
 Migracija obstoječih aplikacij. Če se odločimo za migracijo aplika-
cije v oblak, se je treba zavedati, da lahko pri tem nastanejo varnostne
luknje. Aplikacijo je treba prilagoditi za izvajanje v oblaku. Po uspešni
migraciji pa je treba aplikacijo dobro testirati ter preveriti varnost in
njeno zmogljivost.
 Dodatno usposabljanje. Stranka mora dodatno usposobiti ljudi,
ki bodo skrbeli za vzdrževanje sistema v oblaku. Stranka je še ve-
dno zadolžena za upravljanje varnosti podatkov, varnostno kopiranje
in kontinuiteto poslovanja.
 Varnost med najemniki. Ker so računalnǐski viri dinamično do-
deljeni, mora ponudnik poskrbeti, da stranke ne morejo dostopati do
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podatkov drugih strank, ki so bili prej shranjeni na istem pomnilnǐskem
prostoru. Prav tako pa mora ponudnik poskrbeti, da so virtualni
strežniki različnih strank med seboj izolirane.
3.1.4 Migracija v IaaS
Pri modelu IaaS imamo na razpolago celotno infrastrukturo ponudnika, zato
lahko pri tej obliki migracije migriramo kar celoten sistem brez večjih spre-
memb. Ta način migracije v angleščini imenujemo
”
lift and shift“, kar po-
meni, da celoten sistem brez večjih sprememb premaknemo v oblak. Ta vrsta
migracije je relativno hitra in poceni. Slabost pa je to, da sistem ni opti-
miziran za delovanje v oblaku in zato ne moremo izkoristiti vseh prednosti
oblaka.
Sistem lahko migriramo v virtualne strežnike v oblaku. Najbolǰse je, da
na ločenih virtualnih strežnikih migriramo aplikacijo in bazo. Tako ohranimo
neodvisnost in lažje skaliramo vsak del posebej. Najlažja oblika skaliranja je
vertikalno skaliranje, kjer povečamo zmogljivost virov posamezne instance.
Pri horizontalnem skaliranju imamo več dela, saj moramo sami skrbeti za
upravljanje velikega števila instanc in sinhronizacijo podatkov med njimi.
Azure ponuja upravljane diske (angl. managed disks), s katerimi lahko
virtualnim strežnikom preprečimo izgubo podatkov ob okvari določenega di-
ska. Poleg tega lahko uporabimo tudi zbirko razpoložljivosti (angl. availa-
bility sets), s katero razporedimo virtualne strežnike v različne regije. Tako
obvarujemo virtualne strežnike ob nedelovanju določene regije in preprečimo
istočasen ponovni zagon vseh strežnikov [17].
3.2 Platforma kot storitev (PaaS)
Pri tovrstni rešitvi imajo razvijalci na voljo celotno platformo za razvijanje
aplikacij. Platforma je opremljena z operacijskim sistemom in pripomočki za
razvoj aplikacij in podatkovnih baz. Tako se lahko razvijalci osredotočijo na
razvijanje aplikacij, upravljanje sistema pa prepustijo oblačnemu ponudniku.
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Ta poskrbi za strežnike, shrambo in druge stvari, enako kot pri modelu IaaS,
s tem da PaaS poskrbi še za operacijski sistem. PaaS razvijalcem ponuja
možnost razvoja aplikacije za delovanje v oblaku. Take aplikacije so skala-
bilne in v visoki razpoložljivosti [53].
3.2.1 Kdaj se odločiti za PaaS
PaaS je odlična rešitev, saj omogoča hiter in fleksibilen razvoj aplikacij, ki
so enostavno skalabilne in v visoki razpoložljivosti. Razvijalca razbreme-
nimo, saj mu ni treba več upravljati sistemskega vira, zato se lahko v celoti
osredotoči na proces razvoja aplikacije. Tako prihranimo čas in denar.
3.2.2 Prednosti PaaS
Model PaaS ima naslednje prednosti:
 enostavno in poceni razvijanje in lansiranje aplikacij,
 skalabilne aplikacije,
 visoko razpoložljive aplikacije,
 vzdrževanje strežnikov ni potrebno,
 avtomatizacija poslovne politike,
 enostaven prehod na hibridni model.
3.2.3 Slabosti PaaS
Model PaaS ima naslednje slabosti:
 Migracija obstoječih aplikacij. Tako kot pri modelu IaaS se je
treba zavedati, da je treba tudi pri migraciji aplikacije v PaaS to modi-
ficirati, če ni bila pripravljena za izvajanje v oblaku. Pri konfiguriranju
in spreminjanju aplikacije se lahko pojavijo zapleti, ki otežijo ali pa v
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celoti preprečijo migracijo aplikacije v oblak. Prav tako pa lahko zaradi
migracije nastanejo dodatni stroški, saj morajo razvijalci nameniti čas
prilagajanju aplikacije za izvajanje v oblaku.
 Kompatibilnost aplikacije. Aplikacija je lahko napisana v določe-
nem programskem jeziku ali razvojnem okolju, ki ni optimizirano za
izvajanje v rešitvi PaaS. To lahko povzroči, da aplikacija slabše deluje
ali pa sploh ne.
 Omejitve. Z zmanǰsano stopnjo kompleksnosti se zmanǰsa tudi sto-
pnja prilagodljivosti. PaaS ponuja manj možnosti za konfiguracijo, kar
lahko poslabša delovanje aplikacije.
3.2.4 Migracija v PaaS
PaaS ponuja veliko več funkcionalnosti kot IaaS, med drugim upravljanje
delovanja aplikacije, obremenitve (angl. load balancing), preklop ob napaki
na omrežju (angl. network failover) in monitoriranje. Vendar pa se pri
migraciji v model PaaS pogosto srečamo s težavami, saj aplikacije ne moremo
- tako kot pri modelu IaaS - enostavno premakniti v oblak, ampak jo moramo
nekoliko prilagoditi delovanju v oblaku. Če aplikacija ni bila načrtovana za
izvajanje v oblaku, je treba podrobno analizirati in ugotoviti, ali se jo splača
prilagoditi ali pa jo v celoti napisati na novo.
Pri prilagajanju kode za izvajanje aplikacije v oblaku moramo biti pozorni
na odvisnosti, ki jih naš sistem uporablja. Aplikacijo je pogosto pametno za-
pakirati v vsebnik in tega nato gostiti v storitvi PaaS. Tako lahko lažje upra-
vljamo aplikacijo in skaliramo. Horizontalno skaliranje je precej lažje, saj
enostavno zaženemo toliko vsebnikov, kot jih potrebujemo. Ker so vsebniki
lahko na različnih strežnikih in nimajo deljenega pomnilnika, moramo paziti
pri shranjevanju datotek, saj te ne smemo več shranjevati na disk, ampak v
storitev PaaS, ki skrbi za hrambo podatkov.
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Preden aplikacijo migriramo v PaaS, je dobro premisliti o [18]:
 Gostovanju sredstev. Kadar uporabnik želi naložiti določeno vse-
bino, kot je na primer slika, posnetek, dokument, jo ponavadi shra-
nimo v lokalnem trdem disku. V oblaku to ni mogoče, ker so virtualni
strežniki lahko na različnih strežnikih in si ne delijo istega sistema za
shranjevanje. Zaradi tega je bolje shranjevati vsebino v shrambi blob
(binary large object). To je oblika shrambe, kjer so podatki shranjeni
po principu ključ-vrednost in do katerih dostopamo prek API-jev. Ko je
podatek shranjen, nam API-klic vrne URL, z uporabo katerega lahko
dostopamo do podatka. Ta oblika shranjevanja je tudi varneǰsa, saj
ponudnik poskrbi za repliciranje podatkov med več strežniki. Za po-
hitritev dostopov lahko uporabimo omrežja za pošiljanje vsebin (angl.
content delivery networks). Ker so na več različnih lokacijah, lahko
uporabnikom hitreje ponudimo vsebino in tako skraǰsamo odzivne čase.
Niso težavna za uporabo in z njimi lahko znatno povečamo hitrost in
zanesljivost naše aplikacije.
 Upravljanju sej. Kadar razmǐsljamo o skaliranju aplikacij v PaaS,
moramo dobro premisliti o implementaciji sej. V večini primerov so seje
shranjene v začasni datoteki na trdem disku. To je v redu, če aplikacijo
gostujemo zgolj na enem strežniku, vendar v PaaS pogosto ni tako. Za
shranjevanje sej lahko zato uporabimo šifriran pǐskotek, bazo NoSQL
ali bazo SQL. Prednost uporabe šifriranega pǐskotka je ta, da je zelo
hiter in za delovanje ne potrebuje nobenih zunanjih storitev. Slabost pa
je ta, da ima omejeno količino prostora za shranjevanje. Prednost baze
NoSQL je ta, da lahko shrani poljubno količino podatkov in je dokaj
hitra, slabost pa, da je odvisna od zunanje storitve. Če bazo SQL
uporabljamo za shranjevanje podatkov aplikacije, jo lahko uporabimo
tudi za shranjevanje sej, vendar pa je ta način shranjevanja počasneǰsi
od alternative.
 Asinhronem procesiranju. Dolgotrajne naloge, ki zahtevajo veliko
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procesorskega časa in pomnilnika, je bolǰse poganjati v ozadju. Tako ne
blokiramo delovanja glavnega procesa in ne vplivamo na uporabnǐsko
izkušnjo uporabe spletnega mesta. Veliko ponudnikov storitve PaaS
pogosto ubije dolgotrajne procese na spletu, zaradi tega je asinhrono
procesiranje pogoj za gostovanje aplikacij v oblaku. Kadar imamo
opravka s procesiranjem velike količine podatkov, slik ali videoposnet-
kov, je bolǰse ustvariti asinhron proces, ki v ozadju skrbi za obdelavo
podatkov. Tako uporabnǐska izkušnja ostane nemotena, ob končanem
procesiranju pa lahko uporabnika opozorimo o končanem procesiranju.
Uporaba asinhronega procesiranja ni preveč zahtevna in je priporočljiva
tudi pri gostovanju aplikacije na lokalnih strežnikih.
 Migraciji baze SQL. Ob migraciji baze SQL je treba biti pozoren
na uporabo shranjenih procedur (angl. stored procedures). Z upo-
rabo shranjenih procedur lahko pohitrimo dostope do baze, ob migraciji
takšne baze pa moramo biti zelo pozorni. Slabost shranjenih procedur
je ta, da so vezane na bazo, kar pomeni, da nas omejujejo pri migraciji.
Če želimo migrirati v drugo bazo, moramo shranjene procedure prepi-
sati v poslovno raven aplikacije. Ena glavnih paradigem programiranja
je ločevanje kode po ravneh, zato ni pametno pisati kompleksne proce-
dure z veliko poslovne logike. Prav tako je verzioniranje in vzdrževanje
take kode precej težje. Poleg tega je tudi testiranje procedur zah-
tevneǰse, zato se pri načrtovanju noveǰsih sistemov izogibamo uporabi
procedur. Brez uporabe procedur je skaliranje enostavneǰse, saj je po-
slovna koda ločena in lahko skaliramo aplikacijo in bazo posebej. Če se
ne moremo izogniti proceduram, nekateri ponudniki ponujajo baze, ki
podpirajo procedure.
3.3 Programska oprema kot storitev (SaaS)
To je najvǐsja raven oblačnih storitev in uporabnikom ponuja aplikacijo kot
storitev. Aplikacije so dostopne prek interneta in jih ni treba naložiti na
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računalnik. Tudi posodabljanje aplikacij ni potrebno, saj za to skrbi ponu-
dnik. Ta kategorija storitev je pri uporabnikih najbolj priljubljena in zavzema
kar dve tretjini oblačnih storitev [56]. To so lahko aplikacije, ki razvijalcem
olaǰsajo delo z umetno inteligenco, prepoznavanjem obraza ali pa druge vr-
ste programske opreme. Primer take opreme je Office 365, ki uporabnikom
ponuja pisarnǐske storitve v oblaku [53].
3.3.1 Kdaj se odločiti za SaaS
SaaS je odlična rešitev za zagonska podjetja, ki potrebujejo hitro rešitev in
niso pripravljena razvijati lastnih. Če aplikacije ne potrebujemo pogosto, jo
lahko najamemo samo za določeno obdobje - dober primer so računovodske
aplikacije.
3.3.2 Prednosti SaaS
Model SaaS ima naslednje prednosti:
 najem aplikacij po potrebi,
 razvoj aplikacije ni potreben,
 ni treba skrbeti za posodabljanje,
 razpoložljivost na različnih operacijskih sistemih.
3.3.3 Slabosti SaaS
Model SaaS ima naslednje slabosti:
 Interoperabilnost. Integracija z obstoječimi aplikacijami in stori-
tvami je lahko zelo težavna, če aplikacija SaaS ni zasnovana tako, da
ima odprte standarde za integracijo. V takem primeru bodo morale
organizacije zasnovati lastne integracijske sisteme ali zmanǰsati odvi-
snosti od storitev SaaS, kar morda ni vedno mogoče.
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 Prilagoditev. Aplikacije SaaS ponujajo minimalne možnosti prila-
gajanja. Ker rešitev, ki bi ustrezala vsem, ne obstaja, so uporabniki
omejeni na posplošene funkcionalnosti ponudnika.
 Zmogljivost in izpadi. Ker SaaS upravlja ponudnik oblačnih stori-
tev, je od njega odvisna skrb za varnost in delovanje storitve. Na ne-
delovanje aplikacije lahko vplivajo načrtovana ali nenačrtovana vzdrže-
vanja, kibernetski napadi in druge težave z omrežjem. Zaradi tega se
ponudnik z dogovorom o ustrezni ravni dostopa storitve (SLA) zaveže,
da bo njegova aplikacija delovala nemoteno vsaj določen odstotek časa.
V nasprotnem primeru bo plačal penale.
3.3.4 Migracija v SaaS
Kadar se odločimo za migracijo v SaaS, pomeni, da želimo nadomestiti ob-
stoječo aplikacijo s ponudnikovo. Za to možnost se odločimo, kadar naša
aplikacija nima velikega poslovnega pomena in ne potrebujemo nadzora nad
njenim razvojem. Ker aplikacijo zgolj nadomestimo, nam ni treba skrbeti
za skaliranje ali upravljanje aplikacije, ampak zgolj prenesemo podatke iz
lokalne baze v aplikacijo SaaS. Največjo omejitev migracije plačilnega AS-a
v oblak nam predstavlja to, da gre za zelo specifičen sistem, ki ga ni mogoče
nadomestiti s splošno namenskimi aplikacijami, ki jih ponuja SaaS.
3.4 Modeli postavitev
Ko se odločamo za migriranje sistemov v oblak, je treba izbrati ustrezen
model postavitve sistema. Lahko se odločamo med zasebnim, hibridnim in
javnim oblakom [50][33][32].
3.4.1 Zasebni oblak
O postavitvi zasebnega oblaka govorimo, kadar imamo zakupljene lastne vire
pri sebi ali drugje in jih ne delimo z drugimi. Zasebni oblak lahko sami upra-
18 Roni Likar
vljamo ali pa to prepusti drugim. Bistvena značilnost zasebnega oblaka je,
da se podatki in viri oblačnih storitev ne delijo z drugimi. To je tudi ena
največjih prednosti zasebnega oblaka, saj so podatki shranjeni na strežnikih,
ki se nahajajo pri nas. S tem ohranimo zasebnost podatkov, vendar pa mo-
ramo sami skrbeti tudi za njihovo varnost. Prav tako moramo sami skrbeti za
delovanje naprav in omrežja. Prednosti zasebnega oblaka so: visoka fleksibil-
nost sistema, zasebnost strežnǐskih virov, hitreǰsi odzivni časi in shranjevanje
podatkov pri sebi. Slabost pa je ta, da moramo sami skrbeti za vzdrževanje
sistema. Tudi pri maksimalni zmogljivosti sistema smo omejeni, saj ne mo-
remo postaviti poljubnega števila strežnikov v fizično omejen prostor. Za
zasebni oblak se pogosto odločajo večje organizacije, ki želijo ohranit lastno
infrastrukturo in zasebnost podatkov.
3.4.2 Javni oblak
V javnem oblaku prepustimo celotno upravljanje infrastrukture oblačnemu
ponudniku. Ker plačujemo zgolj za vire, ki jih uporabljamo, so zaradi tega
stroški nižji. Poleg tega smo brez skrbi pri vzdrževanju sistema, saj za to
skrbi ponudnik. Hitro in enostavno lahko skaliramo zmogljivost aplikacij
in enostavno zagotavljamo njihovo visoko dostopnost. Ta oblika postavitve
zahteva največ dela pri migraciji aplikacije, saj celoten sistem selimo v oblak.
Je pa zaradi tega cenovno najugodneǰsa.
3.4.3 Hibridni oblak
Hibridni oblak je kombinacija zasebnega in javnega oblaka. Ponuja pred-
nosti obeh oblakov z minimalnim številom slabosti. Uporabljamo kombina-
cijo lastne infrastrukture in infrastrukture oblačnega ponudnika. Tako lahko
kritične aplikacije z občutljivimi podatki gostujejo pri nas, manj kritične apli-
kacije pa v oblaku. Ta oblika postavitve omogoča največjo mero skalabilnosti
sistema, saj lahko ob povečanju povpraševanja enostavno skaliramo iz lastnih
virov v oblak in tako zadostimo potrebam. Večji oblačni ponudniki ponujajo
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v najem strežnike, ki imajo enake storitve kot javni oblak. To nam omogoča
razvijanje in upravljanje aplikacij na enak način tako na lastnem strežniku
kot v oblaku. Izbiramo lahko med različnimi konfiguracijami strežnika. Po-
nudnik skrbi za delovanje strežnika, sami pa moramo poskrbeti za njegovo





Varnost v oblaku je zelo vprašljiva, saj nad njo nimamo popolnega nadzora.
Ponudnik mora sam poskrbeti za varnost sistema in podatkov. Kadar imamo
opravka z občutljivimi podatki, imamo zato dostikrat zadržke pri migraciji v
oblak. Zaradi tega številni oblačni ponudniki zagotavljajo varnost sistema s
certifikati in standardi. Eden izmed glavnih standardov v finančni industriji
je PCI DSS, brez katerega ne smemo upravljati podatkov kartic in računov.
Ker so oblačni ponudniki predvsem večja podjetja, potrebujejo visoko sto-
pnjo varnosti tudi za lastne potrebe, zato veliko vlagajo v razvoj varnega
oblačnega ekosistema. Z varnostnimi strokovnjaki, ki dnevno skrbijo za var-
nost sistema, veliko lažje zagotovijo varnost kot pa manǰsa podjetja brez
usposobljenega kadra za sistemsko varnost ali pa z manǰsim kadrom. Zato je
v takih primerih bolǰsa izbira najem oblačnih storitev.
4.1 Deljenje odgovornosti
Ko se pogovarjamo o varnosti v oblaku, je pomembno določiti, kdo je odgo-
voren za katere vidike varnosti. Veliko jih meni, da se odgovornost za varnost
po migraciji sistema v oblak v celoti prenese na ponudnika, a to ni res, zato
se je treba seznaniti s pogoji in določili varnosti pri vsakem oblačnem ponu-
dniku posebej. Ko aplikacijo gostimo pri sebi, v celoti skrbimo za varnost
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infrastrukture, aplikacije in podatkov. Po migraciji se del te odgovornosti
prenese na ponudnika oblačnih storitev. Delitev odgovornosti je predvsem
odvisna od modela storitve. Pri IaaS imamo največjo mero odgovornosti, pri
SaaS pa najmanǰso (Slika 4.1) [51].
Slika 4.1: Delitev odgovornosti v oblaku
Ko gostimo aplikacijo lokalno, smo sami odgovorni za vse vidike varnosti
sistema. Sami moramo poskrbeti za zaščito operacijskega sistema, omrežja,
aplikacije in podatkov, pa tudi za fizično zaščito infrastrukture. Pri drugih
modelih so odgovornosti deljene ali pa predane na stran ponudnika.
Pri IaaS ima stranka na razpolago celotno infrastrukturo. Zaradi tega
je stranka sama odgovorna za zaščito operacijskega sistema in aplikacijske
plasti virtualnih strojev. Stranka mora zato aktivno spremljati in posoda-
bljati sistem ob vsaki najdeni ranljivosti. Poleg tega stranka skrbi za varnost
aplikacije, identitete in podatkov. Pri zaščiti omrežja si stranka deli od-
govornost s ponudnikom in tako skupaj skrbita za postavitev, upravljanje,
varnost in konfiguracijo omrežja. Treba je konfigurirati omrežje in dodeliti
dostope, da lahko naprave pravilno komunicirajo med seboj in shranjujejo
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podatke. Ponudnik pa poskrbi za prostor, strežnike, omrežje in hipervizorje
(angl. hypervisor) virtualnih strežnikov.
Model PaaS je nad modelom IaaS, zato je ponudnik dodatno odgovoren
za upravljanje in zaščito omrežja, vendar je stranka še vedno v celoti ali delno
odgovorna za varnost aplikacij, identitete in podatkov.
Pri modelu SaaS ponudnik ponuja aplikacijo in stranki ni treba skrbeti
za arhitekturo v ozadju. Kljub temu je stranka še vedno odgovorna za varno
upravljanje podatkov in nadzorovanje uporabnikov ter njihovih naprav.
4.2 Varnost podatkov
Varnost podatkov je zelo pomembna, še posebej pri migraciji v oblak, saj so
podatki shranjeni na tujem strežniku. Na migracijo se je zato treba dobro
pripraviti in podatke ustrezno klasificirati. Podatke lahko glede na njihovo
občutljivost razdelimo v tri skupine. Visoko občutljivi podatki so zaupni
podatki, do katerih ne sme imeti dostopa kdorkoli. Gre za zelo pomembne
podatke in v primeru njihove kraje ali izgube bi to predstavljalo veliko škodo
podjetju. V to skupino spadajo osebni podatki, kot so številka osebnega
dokumenta, potnega lista, voznǐskega dovoljenja, pa tudi podatki finančne
narave, kot so PAN, številka računa . . . V to kategorijo uvrščamo še do-
kumente z intelektualno lastnino, avtentikacijske podatke in gesla, pa tudi
podatke, ki so našteti znotraj specifikacij certifikatov. V primeru podjetja
Dinit gre predvsem za podatke znotraj certifikata PCI DSS. Naslednja kate-
gorija vsebuje podatke občutljive narave. Gre za podatke, ki so namenjeni
uporabi znotraj organizacije. Če te podatke izbrǐsemo, to nima huǰsih po-
sledic. Primer takih podatkov so spletna pošta in dokumenti brez zaupnih
podatkov, pa tudi vsi podatki, ki niso zaupni, a jih ne želimo deliti z javno-
stjo. V zadnjo kategorijo uvrščamo podatke, namenjene javnosti. Lahko gre
za marketinške izdelke, objave in spletno pošto, namenjeno oglaševanju [55].
Ko imamo vse podatke klasificirane, lahko definiramo upravljanje podat-
kov v posamezni skupini. Določiti je treba, kdo ima pravico ustvarjati, spre-
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minjati, brisati, brati in arhivirati določeno skupino podatkov. Prav tako je
treba ustvariti politiko hrambe podatkov, ki bo določala, koliko časa se hrani
katera vrsta podatka in na kakšen način se ga izbrǐse ali arhivira. Ker neka-
teri certifikati zahtevajo določeno politiko hrambe podatkov, se je moramo
držati, če želimo biti skladni s standardi. Slaba praksa veliko podjetij je ta,
da ne brǐsejo podatkov. Težave se lahko pojavijo, ker določene uredbe, kot je
GDPR, zahtevajo, da se osebni podatki strank po določenem času odstranijo,
če tega ne storimo, pa nas lahko doleti kazen.
4.2.1 Programska oprema za upravljanje pravic
Z uporabo programske opreme za upravljanje pravic lahko zaščitimo zaupne
podatke pred nepooblaščenimi osebami. Tako lahko upravljamo, kdo ima
dostop do najzaupneǰsih pravic in kaj lahko z njimi počne. Ta rešitev se raz-
likuje od podobnih, ker ne poskuša prekiniti pretoka informacij na izhodnih
točkah organizacije, ampak deluje z vidika dostopa do informacij in je zato
globoko integriran s tehnologijami za shranjevanje in dostopanje do podat-
kov. Dokumenti so kriptirani in pravice za njihovo dekriptiranje so vezane
na uporabnika prek uporabe storitev za avtentikacijo uporabnikov. Nekaj od
prednosti uporabe takega programa [55]:
 Zaščita občutljivih informacij. Uporabniki lahko svoje podatke
zaščitijo neposredno z uporabo takih programov, brez potrebe po do-
datni zaščiti. Tako so lahko uporabniki pri pisanju dokumentov, elek-
tronske pošte in objavljanju podatkov brez skrbi, saj program dosledno
upošteva izbrane omejitve pravic nad podatki.
 Zaščita potuje s podatki. Ne glede na to, kje so podatki (v oblaku
ali pri nas), imajo stranke nadzor nad tem, kdo ima dostop do njihovih
podatkov. Organizacije lahko kriptirajo in omejijo dostop do podatkov
glede na njihove poslovne zahteve.
 Privzete politike varstva informacij. Administrator in uporab-
niki lahko specificirajo standardna pravila varstva podatkov za številne
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običajne poslovne scenarije. Primer take politike bi bil, da se zaupni
podatki lahko samo berejo, ali pa da se podatki ne smejo posredovati.
Izbiramo lahko med velikim naborom pravic, kot so branje, kopiranje,
tiskanje, shranjevanje, urejanje, brisanje, kar nam omogoča veliko fle-
ksibilnost pri določanju pravic uporabe podatkov.
4.2.2 Šifrirni prehodi
Šifrirni prehodi (angl. encryption gateways) ponavadi delujejo na aplikacij-
ski ravni ter skrbijo za šifriranje in tokenizacijo podatkov, ko ti tečejo skozi
njega. Tako prikriti podatki so lahko nato varno shranjeni v oblaku. Iz-
biramo lahko med različnimi šifriranji in tokenizacijami, odvisno od ravni
potrebne zaščite. Tega pristopa ne smemo zamešati z virtualnimi zasebnimi
omrežji (angl. virtual private network), ki uporabljajo podoben pristop za
zaščito podatkov. Šifrirni prehodi lahko zagotavljajo upravljanje in zaščito
zaupnih podatkov tako med prenosom kot tudi v mirovanju. Postavljeni so
med uporabnǐskimi napravami in podatkovnimi centri, da zagotovijo storitve
šifriranja in dešifriranja. Zasnovani so tako, da tretjim osebam omogočajo
nadzor nad šifrirnimi ključi, kar pomaga zmanǰsati tveganje, saj podatkov in
upravljanja ključev ne zaupamo enemu ponudniku [19].
4.2.3 Preprečevanje izgube podatkov
Izguba ali uhajanje podatkov je pomemben dejavnik pri zaščiti podatkov.
Preprečevanje izgube podatkov zaradi zlonamernih napadov in nenamernih
incidentov je zelo pomembno za mnogo organizacij. Rešitve za preprečevanje
izgube podatkov lahko zagotovijo, da storitve, kot je elektronska pošta, ne
pošiljajo podatkov, označenih kot zaupni. Z uporabo takih rešitev lahko
organizacija prepreči izgubo podatkov tudi v drugih uporabljenih storitvah.
Tovrstne rešitve uporabljajo politike, ki jih lahko sami določimo, ali pa upo-
rabimo predloge, ki jih priskrbi ponudnik programske opreme. Z izvajanjem
poglobljene analize vsebine s pomočjo ujemanja ključnih besed in regular-
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nih izrazov lahko odkrijemo vsebino, ki krši določeno organizacijsko politiko.
Tovrstna rešitev lahko preprečuje izgubo podatkov, kot so na primer [55]:
 številka osebne izkaznice,
 številke socialnega zavarovanja,
 podatki o bančnih karticah,
 podatki plačilne kartice,
 naslovi IP.
Določeni programi za preprečevanje izgube podatkov ponujajo možnost
povoziti nastavljeno politiko. Tako lahko v določenih primerih, ko je to po-
trebno, vseeno pošljemo zaupne podatke, ne da bi nam to rešitev preprečila.
Lahko pa tudi nastavimo, da je uporabnik opozorjen pred vsakim pošiljanjem
zaupnih podatkov.
4.3 Identiteta in upravljanje dostopa
Identiteta in upravljanje dostopa uporabnikov je ena od glavnih nalog organi-
zacij, zato si te prizadevajo, da bi to zagotovile z enostavnim načinom upra-
vljanja in uporabe. Z uporabo identitete in upravljanjem dostopa omogočimo
uporabnikom dostop do virov znotraj okolja.
Večina oblačnih ponudnikov ponuja rešitve, kot je Azure AD (Active Di-
rectory). Ta ponuja dvostopenjsko avtentikacijo, zaščito identitete in robu-
sten nadzor dostopa na podlagi vlog. Oblačni ponudniki, ki lahko ponudijo
razširljiv SSO (Single sign-on), lahko pomagajo pri povezovanju odgovor-
nosti strank in ponudnikov ter zmanǰsajo varnostna tveganja in napake pri
konfiguraciji [55].
V modelih PaaS in SaaS je upravljanje identitete in dostopa deljena odgo-
vornost med ponudnikom storitve in stranko. Zahteva učinkovito implemen-
tacijo ponudnika identitete, konfiguracijo administrativnih storitev, vzposta-
vitev in konfiguracijo identitete uporabnikov in izvajanje nadzora dostopa do
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storitev. Za dodatno zaščito lahko uporabimo dvostopenjsko avtentikacijo,
nadzor dostopa na podlagi vlog, administrativni nadzor v realnem času ter
spremljanje in beleženje uporabnikov in kontrolnih točk.
Pri modelu IaaS pa mora stranka konfigurirati in upravljati identiteto in
nadzor dostopa na virtualnih strojih in drugih zakupljenih sistemih. Rešitev,
kot je Azure AD, podpira identiteto in upravljanje dostopa za virtualne
stroje, vendar mora biti konfigurirana na ravni virtualnega stroja. Pri upo-
rabi IaaS-a je treba biti pozoren tudi na dodatne varnostne zahteve, če želimo





5.1 Kaj je Dinitov plačilni avtorizacijski sis-
tem?
V osnovi Dinitov plačilni avtorizacijski sistem skrbi za avtorizacijo transakcij
pri plačevanju s karticami Diners in mBills. Zaradi tega je pomembno, da za-
gotovimo neprekinjeno delovanje sistema. Delovanje sistema lahko razložimo
na enostavnem primeru. Kot primer bomo vzeli plačevanje s kartico prek
POS-terminala v Sloveniji. Ko se odločimo za plačilo s kartico, moramo kar-
tico vstaviti v POS-terminal in vtipkati PIN. Nato se transakcija pošlje od
trgovca do sistema, ki skrbi za procesiranje transakcij, kot je prikazano na
sliki 5.1. Če ima trgovec sklenjeno pogodbo za procesiranje kartic pri Dinitu,
se transakcija sprocesira na Dinitoven plačilnem avtorizacijskem sistemu. Po-
datki, ki se pošljejo po mreži, so seveda kriptirani in povezava je zaščitena,
tako da nihče ne more dostopati do podatkov sredi potovanja. Komunikacija
poteka prek protokola MPLS, kar pospeši prenos podatkov. Ko transakcija
enkrat prispe na AS, jo ta dekriptira in nato preveri veljavnost transakcije.
Preverijo se veljavnost PIN-a, stanje na računu, veljavnost kartice in drugi
podatki. Če je transakcija odobrena, se POS-terminalu pošlje pozitiven od-
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govor in plačilo se izvede. Za tem navidezno enostavnim procesom pa se
skriva velika kompleksnost.
Slika 5.1: Postopek odobritve transakcij s kreditno kartico
5.2 Komponente AS-a




 procesnih obdelav (angl. batch).
Vse to je na enem strežniku. Ker mora biti neprestano delovanje zago-
tovljeno tudi v primeru izpada elektrike, potresa ali drugih naravnih nesreč,
obstaja več takih strežnikov. Strežniki so na različnih lokacijah, da se lahko
v primeru nesreče zagotovi obnovitev.
Poleg tega AS komunicira tudi z drugimi entitetami, kot so Mastercard,
Diners Club in pogon za poslovna pravila (angl. Business Rule Engine -
BRE). Vse te povezave morajo biti kriptirane in zavarovane. Pri tem je
treba posebej poudariti komponento BRE, ki skrbi za preprečevanje denarnih




PCI DSS (angl. Payment Card Industry Data Security Standard) je standard
informacijske varnosti za organizacije, ki se ukvarjajo s kartičnim poslova-
njem. Standard predpisuje potrebne ukrepe, ki jih mora vsaka organizacija
uvesti in upoštevati, če želi delati v kartični industriji. Pred PCI DSS je vsako
kartično podjetje imelo svoje standarde. Ker pa so se podjetja na področju
standardov hotela poenotiti, so Visa, Mastercard, American Express, Disco-
ver in JCB stopili skupaj in ustvarili organizacijo PCI SSC, ki se ukvarja z
urejanjem standarda PCI DSS [49] [54].
Leta 2004 je bila ustvarjena prva različica standarda (različica 1.0), ki
se ga je skozi leta dopolnjevalo in izbolǰsevalo. Tako so maja 2018 izdali
najnoveǰso različico standarda, in sicer 3.2.1.
Standard zahteva, da se organizacije, ki se ukvarjajo s kartičnim poslova-
njem, držijo 12 zahtev. Te so razdeljene v naslednje skupine:
 gradnja in vzdrževanje varnih omrežij in sistemov,
 varovanje kartičnih podatkov,
 ohranjanje programa upravljanja,
 uporaba močnih ukrepov za nadzor dostopa,
 redno spremljanje in preizkušanje omrežja,
 vzdrževanje informacijske varnosti.
Standard PCI se deli na štiri stopnje. Stopnja je odvisna od števila letno
obdelanih transakcij:
 1. stopnja - več kot 6 milijonov transakcij,
 2. stopnja – od 1 milijona do 6 milijonov transakcij,
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 3. stopnja – od 20.000 do 1 milijona transakcij,
 4. stopnja – manj kot 20.000 transakcij.
5.3.2 HSM
HSM (angl. Hardware security module) je naprava, ki skrbi za šifriranje in
dešifriranje podatkov. Zaleden sistem AS-a uporablja HSM za dešifriranje
avtorizacijskih in kartičnih podatkov. HSM-ji se uporabljajo povsod, kjer je
varnost podatkov zelo pomembna. V kartični industriji se uporabljajo HSM-
ji s posebnimi funkcijami, prilagojenimi za delo s transakcijami. Funkcije
omogočajo preverjanje pravilnosti PIN-a, generiranje novega PIN-a, dešifrira-
nje podatkov EMV kartice ... Za dostopanje do podatkov prek HSM-ja po-
trebujemo ključ. Ta je zelo pomemben in ga moramo skrbno varovati, saj
bi v primeru kraje ključa nepooblaščena oseba lahko dostopala do zaupnih
podatkov. Ključ je zato ponavadi sestavljen iz več delov in vsak del hranjen
ločeno. Tako lahko zagotovimo večjo varnost pri pošiljanju ključa, saj lahko
dele ključa pošljemo po različnih kanalih (tudi fizičnih) [43].
Obstajajo različne stopnje varnosti HSM-ja. Najvǐsja, 4. stopnja varno-
sti je FIPS-140. Za potrebe Dinitovega AS-a zadošča HSM, ki je najmanj
3. stopnje. Nekateri HSM-ji imajo tudi dodatne zaščite. V primeru napada
lahko pomembne informacije o napadu zapisujejo v dnevnik, pošljejo opozo-
rila in v najslabših primerih izbrǐsejo ključ za dostop do HSM-ja. Vsak modul
ima enega ali več varnostnih kriptoprocesorjev, ki preprečujejo nedovoljene
posege. Najpomembneǰsa lastnost HSM-jev je varnost, zato so že v osnovi
zgrajeni tako, da so kar se da odporni proti napadom.
5.4 Podatkovni vidik
5.4.1 Obstojnost podatkov
Ker se na področju kartičnega poslovanja ukvarjamo z občutljivimi podatki,
je treba dobro poskrbeti za njihovo obstojnost. Strankam moramo zagotoviti,
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da bodo njihovi podatki ostali skrbno shranjeni ne glede na okolǐsčine. Ker
se ne moremo stoodstotno zanesti, da bodo naprave neprestano delovale brez
napak, moramo imeti varnostne kopije. Eden izmed načinov za zagotavljanje
obstojnosti podatkov je uporaba tehnologije RAID. To lahko uporabimo, če
imamo več diskov in želimo zagotoviti obstojnost podatkov, tudi kadar se
določen disk pokvari. Obstajajo različne vrste standardov RAID. RAID 1
je najosnovneǰsi. Ob njegovi uporabi se podatki enakomerno preslikujejo na
vse diske, ob napaki enega diska pa so podatki vseeno dostopni na drugem.
Poznamo tudi RAID 0, 2, 3, 4, 5, 6 in druge hibridne oblike, kot je RAID
10. Druge oblike uporabljajo tudi določene varnostne mehanizme, s katerimi
lahko ugotovimo, da se je napaka zgodila, in celo obnovimo podatke na enem
ali več diskih [37].
5.4.2 Obnovitev po nesreči
Poleg obstojnosti podatkov na lokaciji je treba zagotoviti njihovo obstojnost
tudi v primeru naravnih nesreč, zato ne smemo hraniti vseh podatkov na
eni sami lokaciji. Priporočeno je, da so lokacije med seboj tudi geografsko
oddaljene, saj se lahko na ta način izognemo izgubi podatkov v primeru
večje naravne nesreče. S shranjevanjem podatkov na več lokacijah lahko tudi
v primeru požara, potresa ali drugih naravnih nesreč podatke obnovimo z
druge oddaljene lokacije [42].
5.4.3 Visoka dostopnost
Visoka dostopnost (angl. High availability) je lastnost sistema, da zagotovi
razpoložljivost sistema skozi dalǰse časovno obdobje. Sistemi, ki so kritične
narave, zahtevajo neprestano delovanje. Take sisteme ponavadi potrebujejo
v vojski, bančnǐstvu, zdravstvu, letalstvu ...[44]
Če uporabnik želi dostopati do sistema in ta ni na voljo, je to lahko
zelo moteče, v določenih primerih pa celo nedopustno. Zato želimo čim
bolj zmanǰsati nedostopnost sistema. Kadar sistem posodabljamo, je včasih
34 Roni Likar
lahko nedostopen, zato razlikujemo med načrtovanimi in nenačrtovanimi iz-
padi. Načrtovani izpadi so pogosto posledica nadgradnje sistema, zato lahko
uporabnike obvestimo in nadgradimo sistem ob urah, ko se sistem najmanj
uporablja. Nenačrtovani izpadi običajno nastanejo zaradi fizičnega dogodka,
kot je okvara strojne ali programske opreme. Primeri nenačrtovanih izpadov
so: izpad električne energije, okvara računalnǐske komponente, logično ali
fizično prekinjene omrežne povezave, napake v kodi ...
Nekateri sistemi zahtevajo določeno časovno dostopnost delovanja. Izra-
žena je v časovnem odstotku razpoložljivosti sistema skozi leto. Torej sistem,
ki ima odstotek razpoložljivosti 99,9 %, je lahko letno nedostopen samo 8,77
ure. Za sisteme, ki zahtevajo visoko dostopnost, si ne moremo privoščiti
načrtovanih ali nenačrtovanih izpadov, zato moramo odpraviti enotne točke
odpovedi in ga narediti čim bolj redundantnega.
Kompleksneǰsi ko je sistem, težje je doseči visoko dostopnost, in sicer za-
radi večjega števila potencialnih točk odpovedi. Čeprav veliko analitikov za-
govarja gradnjo sistemov z enostavno arhitekturo, se pri teh sistemih srečamo
s težavo pri nadgrajevanju, saj lahko celoten sistem postane nedostopen ob
nadgradnji le določene komponente. Zato moramo načrtovati napredneǰse sis-
teme, pri katerih lahko zagotovimo visoko dostopnost tudi ob nadgrajevanju
določene komponente. To lahko dosežemo z uporabo storitev za razporeja-




MPLS (angl. Multiprotocol Label Switching) je tehnika usmerjanja v teleko-
munikacijskih omrežjih, ki podatke usmerja z enega vozlǐsča na drugega na
podlagi kratkih oznak poti namesto dolgih omrežnih naslovov. AS uporablja
protokol MPLS za komunikacijo s kartično shemo Diners in Mastercard. Ker
potrebujemo hitro povezavo med POS-terminalom in AS-om, se transakcije
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pošiljajo z uporabo protokola MPLS. Tako se izognemo zapletenim iskanjem
poti v usmerjevalni tabeli in pospešimo hitrost pretoka podatkov. Oznake
predstavljajo navidezne poti med vozlǐsči in ne končnega naslova, kot je to
navada pri protokolu IP. MPLS lahko zajema pakete različnih mrežnih pro-
tokolov, med drugim: T1/E1, ATM, Frame Relay in DSL. MPLS deluje med
drugo in tretjo plastjo modela OSI. Zasnovan je bil tako, da zagotavlja eno-
tno storitev prenosa podatkov ne glede na to, kateri protokol uporabljamo
na tretji plasti [45] .
Pred MPSL je bilo razvitih kar nekaj protokolov, ki so imeli iste cilje kot
MPLS. Tako kot MPLS tudi Frame Relay in ATM uporabljajo oznake za
premikanje okvirjev po omrežju. Podobnost Frame Relay, ATM in MPLS je,
da se ob vsakem skoku med vozlǐsči oznaka spremeni, v nasprotju z njimi pa
se pri komunikaciji s paketi IP naslovi ne spreminjajo. Protokol MPLS se je
razvil z upoštevanjem prednosti in slabosti protokola ATM, zato je zasnovan
tako, da ima nižje režijske stroške kot ATM in hkrati podpira okvirje različnih




Migracija plačilnega AS-a v
oblak
Pri migraciji plačilnega AS-a v oblak se moramo odločiti, katere dele sistema
bomo migrirali. Sistem je sestavljen iz aplikacije AS, API-jev, baze in pro-
cesnih obdelav, zato imamo na voljo veliko različnih kombinacij migracije.
Lahko bi se odločili, da migriramo zgolj aplikacijo, preostale sisteme pa pu-
stimo pri sebi. Ker bi tovrstna odločitev dostopne čase sistema podalǰsala do
nedopustne ravni, smo se raje odločili za migracijo celotnega sistema, zato
bo treba poskrbeti za migracijo vsake izmed komponent sistema.
6.1 Cilji migracije
Pred migracijo si je pomembno določiti cilje, ki jih želimo doseči. Tako
imamo tudi bolǰsi pregled nad migracijo in ko je ta končana, enostavneje
ovrednotimo, ali se je obrestovala ali ne. Pri migraciji plačilnega AS-a v
oblak so bili glavni cilji naslednji:
 Robustnost. Z uporabo infrastrukture oblačnega ponudnika lahko
zagotovimo robustnost sistema. Večji oblačni ponudniki veliko denarja
vlagajo v infrastrukturo, saj jo tudi sami uporabljajo. Zaradi tega
smo lahko prepričani, da bo naš sistem nemoteno deloval tudi na infra-
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strukturi ponudnika. Zaradi poslovnih zahtev je cilj doseči vsaj 99,95 %
razpoložljivost.
 Skalabilnost. S prehodom v oblak se nam poveča tudi skalabilnost
aplikacije. Enostavno lahko nadzorujemo in upravljamo zmogljivost
naših sistemov. Tako lahko ob povečanem povpraševanju skaliramo
navzgor, ob zmanǰsanju pa navzdol.
 Poenostavljeno upravljanje. Eden izmed pomembneǰsih ciljev je
tudi zmanǰsanje zahtevnosti upravljanja sistema. S migracijo sistema
v oblak, se večina odgovornosti upravljanja prenese na ponudnika obla-
čnih storitev. Tako nam ni potrebno skrbeti za infrastrukturo sistema
in lahko več časa posvetimo razvoju aplikacije.
 Zmogljivost. Z migracijo sistema v oblak lahko povečamo tudi zmo-
gljivost sistema. Določimo mu lahko poljubno moč CPE-ja, pomnilnika
in drugih virov ter tako na enostaven način zadostimo potrebam strank.
S horizontalnim skaliranjem pa še dodatno povečamo zmogljivost sis-
tema, saj lahko tako obdelamo več transakcij naenkrat.
 Varnost. Velik del vidika varnosti je premeščen na ponudnika. Tako
smo olaǰsani bremena varovanja fizične infrastrukture, sistema in po-
datkov. Ponudnik zagotavlja varnost sistema s certifikati, zato smo
lahko brez skrbi tudi pri hranjenju zaupneǰsih podatkov. Poleg tega
večji oblačni ponudniki vlagajo milijone v varnost infrastrukture, sis-
tema, podatkov in drugega, zato imajo pogosto varneǰse sisteme od
naših.
 Zmanǰsanje stroškov. Z enostavnim upravljanjem virov lahko op-
timiziramo dodeljevanje virov po potrebi. S tem lahko veliko pri-
varčujemo pri stroških vzdrževanja sistema, poleg tega pa nam ni treba
kupovati namenske opreme in jo nadgrajevati vsakih nekaj let.
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6.2 Vrsta migracije
Odločamo se lahko med tremi oblikami storitev v oblaku. Vsaka storitev ima
svoje prednosti in slabosti.
Če bi se odločili za storitev IaaS, bi pomenilo, da nam ponudnik da na
razpolago celotno infrastrukturo. Prednost te storitve je, da ponuja najvǐsjo
mero prilagodljivosti. Tako si lahko v celoti prilagodimo operacijski sistem
in okolje za razvoj aplikacij. Slabost te storitve pa je, da imamo več dela
z upravljanjem okolja. To neposredno pomeni, da imamo manj časa, ki ga
lahko posvetimo razvoju aplikacij.
Storitev PaaS nam omogoča manǰso mero prilagodljivosti, vendar pa se
nam zaradi tega ni treba ukvarjati s konfiguracijo okolja in lahko večino časa
namenimo razvijanju aplikacije.
Pri migraciji v storitev SaaS gre zgolj za nadomeščanje naših aplikacij
z aplikacijami ponudnikov, ponudnik pa sam skrbi za njihov razvoj in po-
sodabljanje. Ker je AS zelo specifičen sistem, ga ni mogoče nadomestiti z
že obstoječimi aplikacijami ponudnika, poleg tega pa potrebujemo popoln
nadzor nad sistemom, zato migracija v model SaaS ne pride v poštev.
Odločili smo se, da bomo sistem AS migrirali v model PaaS, ker ponuja
dovolj prilagodljivosti in nizko potrebo po upravljanju sistema. Tako ohra-
nimo specifičnost sistema, čas, ki smo ga prej namenili upravljanju sistema,
pa lahko posvetimo razvoju aplikacije.
Pri modelih postavitve imamo na razpolago zasebni, hibridni in javni
oblak. Prednost zasebnega oblaka je ta, da uporabljamo lastno infrastrukturo
in hranimo podatke pri nas. Vendar pa moramo sami poskrbeti v celoti za
upravljanje infrastrukture in varnosti sistema. V javnem oblaku se podatki
shranjujejo na strežnike ponudnika oblačne storitve, kar lahko predstavlja
varnostno tveganje, še posebej če imamo opravka z zaupnimi podatki. Ven-
dar pa je upravljanje infrastrukture prepuščeno ponudniku, kar nam olaǰsa
upravljanje sistema. V hibridnem modelu, pa imamo nekaj infrastrukture pri
sebi nekaj pa v oblaku. Pri migraciji plačilnega avtorizacijskega sistema v
oblak smo se odločili za postavitev v javnem oblaku, saj je nam ta oblika po-
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stavitve ponuja zmanǰsanje stroškov in olaǰsanje upravljanja sistema. To pa
sta dva izmed glavnih ciljev migracije. Kljub temu, da so podatki shranjeni
pri ponudniku, lahko zaupamo varnosti ponudnika, saj zagotavlja varnost
sistema z vrsto različnih varnostnih certifikatov.
6.3 Migracija komponent
6.3.1 HSM
Za migracijo komponente HSM smo iskali oblačnega ponudnika, ki bi ponujal
storitev HSM za potrebe finančne industrije. Tovrstni HSM-ji imajo vgrajene
funkcije za delo s karticami, kot sta preverjanje PIN-a in zamenjava PIN-a.
Vsi oblačni ponudniki ponujajo splošno namenske HSM-je, vendar noben ne
ponuja HSM-ja s finančnimi funkcijami [10][12].
Rešitev bi predstavljala storitev, ki bi znala preslikati ukaze finančnih
funkcij v splošno namenske. Tako nam ne bi bilo treba spreminjati program-
ske kode AS-a za delo s HSM-jem, ampak bi ukaze preusmerili v storitev, ki
bi nato klicala splošno namenski HSM. Razviti bi bilo treba storitev, ki bi
bila visoko dostopna in zmogljiva. Da bi pohitrili delovanje, bi gostovala v
oblaku poleg drugih storitev. Storitev bi predstavljala raven nad HSM-jem,
s čimer bi nam olaǰsala komunikacijo z njim. Ob uspešni implementaciji
storitve pa bi jo bilo mogoče tudi tržiti, saj bi lahko tudi druge finančne in-
stitucije za komunikacijo z oblačnimi splošno namenskimi HSM-ji uporabljale
isto storitev.
6.4 Migracija baze
Pomemben del migracije plačilnega avtorizacijskega sistema je tudi migra-
cija baze. Ker je treba zagotoviti visoko učinkovitost sistema, si ne smemo
privoščiti nedelovanja baze med migracijo, zato moramo poiskati rešitev, ki
bo poskrbela za neprestano delovanje baze tudi med migracijo. Poskrbeti
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moramo še za to, da se vsi podatki prenesejo v bazo v oblaku, tudi tisti, ki
so bili dodatni po začetku migracije. Trenutno AS uporablja bazo Oracle,
zato bomo predstavili migracijo na primeru baze Oracle.
6.4.1 AWS
Ko se odločamo za migracijo baze Oracle v AWS, imamo na voljo dve možno-
sti: migracija baze v EC2 ali Relational Database Service (RDS) [52].
EC2
EC2 je Amazonova infrastrukturna storitev, pri kateri moramo sami po-
skrbeti za operacijski sistem, namestitev baze, njeno posodabljanje, varno-
stno kopiranje, skaliranje in optimizacijo aplikacije. Za to vrsto migracije se
odločimo takrat, ko baza potrebuje dostop do operacijskega sistema, ali pa
želimo imeti večji nadzor nad bazo.
Za migracijo v EC2 lahko uporabimo naslednje programe:
 RMAN,
 Golden gate,
 Database migration service,
 Data guard.
RMAN je Oraclov sistem za ustvarjanje varnostnih kopij. Lahko ga upo-
rabimo pri migriranju baze, tako da varnostno kopijo obnovimo na instanci
EC2. Pri tem procesu ne moremo spremeniti različice ali vrste baze.
Za uporabo Golden gata potrebujemo licenco in instanco EC2 na AWS-
ju. Z njegovo uporabo lahko dosežemo migracijo brez izpadov in posledično
zagotovimo visoko razpoložljivost. Ta vrsta migracije je nekoliko dražja v
primerjavi z drugimi.
Z uporabo programa Data guard lahko migriramo bazo v instanco EC2,
ampak tako kot pri RMAN ne moremo spreminjati različice ali vrste baze,
lahko pa zagotovimo visoko dostopnost baze.
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RDS
Druga možnost je RDS, ki spada med storitve PaaS. V tem primeru nam ni
treba skrbeti za operacijski sistem, namestitev baze, nadgrajevanje, skalira-
nje, visoko dostopnost in varnostno kopiranje. Nam pa je prepuščena izbira
velikosti in vrste pomnilnika, števila procesorjev, velikosti RAM-a in hitrost
vhodno/izhodnih operacij. Prav tako lahko izberemo vrsto baze, ki so razde-
ljene v različne razrede, vsak razred pa je optimiziran v določenem segmentu.
Tako imamo baze za splošno uporabo ali pa optimizirane za procesiranje ali
shranjevanje. Poleg tega lahko izberemo več razpoložljivih območij za gosto-
vanje naše baze in tako poskrbimo, da se baza, tudi če neko območje postane
nedostopno, avtomatsko preklopi v drugo območje. S tem dosežemo visoko
stopnjo razpoložljivosti in možnost obnovitve ob nesreči. Nadgrajevanje baze
lahko prepustimo AWS-ju, saj bo bazo sam nadgradil ob določenem terminu.
Za migracijo v RDS lahko uporabimo različne programe:
 Data pump,
 Golden gate,
 Database migration service (DMS).
Data pump je uporaben, ko migriramo bazo v drugačen operacijski sistem
ali v drugo različico baze.
DMS je Amazonova storitev za migracijo baz. Z uporabo te storitve lahko
migriramo bazo brez izpadov in je v primerjavi z drugimi storitvami cenovno
zelo ugodna. Ponuja tudi možnost migriranja baze v drugačno različico ali
povsem drugačno vrsto baze (npr. MySQL, PostgreSQL, Aurora . . . ). To je
uporabno, saj lahko bazo ob migraciji še nadgradimo. Lahko pa se odločimo
za uporabo drugačne baze, kot je Amazon Aurora [11].
Vpliv migracije na druge Oraclove dodatke
RAC je Oraclova rešitev za povezovanje baz v gruče [25]. Z uporabo RAC-a
lahko povečamo dostopnost baze, saj se podatki porazdelijo med več bazami.
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Če določena baza postane nedostopna, se povezave preusmerijo na delujoče
baze, s čimer se ohrani visoko dostopnost. Taki vrsti porazdelitve rečemo
tudi aktivno-aktivna, ker imamo več baz, s katerimi komuniciramo naenkrat,
in tako lahko breme porazdelimo med bazami. Vendar pa RAC ni na voljo
ob migraciji baze v RDS. Če želimo uporabljati RAC, moramo migrirati
bazo z uporabo partnerskih rešitev AWS, kot sta VMware ali Flashgrid,
ki ponujajo RAC v EC2-ju. Če se odločimo za migracijo baze v RDS, je
funkcionalnost visoke dostopnosti že privzeta v RDS. Če določeno vozlǐsče
postane nedostopno, se povezave avtomatsko preusmerijo na drugo dostopno
vozlǐsče. Razlika med RDS in RAC je v tem, da RDS uporablja aktivno-
pasivno grupiranje, kar pomeni, da je aktivno samo eno vozlǐsče naenkrat.
Kljub temu pa ob napaki zelo hitro poskrbi za preusmeritev povezav na
drugo vozlǐsče. Tudi performančno je RDS bolǰsa rešitev kot RAC, saj se vsi
podatki nahajajo v eni bazi.
ASM je Oraclova rešitev, ki skrbi za upravljanje shrambe baze. ASM je
v celoti podprt v primeru migriranja baze v EC2 ali RDS.
Multitenant je Oraclova rešitev, s katero lahko eno glavno bazo razširimo
na več ločenih podbaz. To nam olaǰsa delo, ker lahko posodabljamo le eno
glavno bazo, hkrati pa imamo ločene podbaze za različne namene. Pri mi-
graciji v oblak je ta funkcionalnost na voljo samo v primeru migracije v EC2.
Data guard je Oraclova rešitev, ki skrbi za varovanje podatkov in visoko
dostopnost baze. Podatki se shranjujejo v rezervno bazo in so na voljo,
če glavna baza postane nedostopna. Z uporabo Data guarda zagotovimo
visoko dostopnost in možnost obnovitve podatkov ob nesreči, vendar pa je
ta funkcionalnost na voljo le v primeru migracije baze v EC2.
Migracija v Amazon Aurora
Amazonova baza Aurora je nastala iz baz MySql in PostgreSQL in je optimi-
zirana za delovanje v oblaku. Pri uporabi baze Aurora se podatki avtomatsko
kopirajo v tri različne regije. V vsaki izmed regij so podatki shranjeni na dveh
lokacijah, kar pomeni, da so podatki na šestih različnih lokacijah. Podatek je
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uspešno napisan, ko se napǐse na vsaj štiri lokacije. Tudi če določena regija
postane nedostopna, se podatki ne izgubijo, saj so še vedno na voljo v drugih
dveh regijah. S tem je zagotovljena visoka dostopnost baze, saj se povezave
avtomatsko preusmerijo na druge regije, če je določena regija nedostopna [2].
Aurora je lahko odlično nadomestilo baze Oracle, saj zagotavlja podobne
funkcionalnosti po nižji ceni. Če se že odločimo za migriranje baze Oracle
v oblak, je dobro razmisliti o mogoči menjavi. Pri migriranju si lahko po-
magamo z Amazonovima pripomočkoma DMS (Data migration service), ki
poskrbi za migracijo podatkov, in Schema conversion tool (SCT), ki poskrbi
za pretvorbo shem.
Z uporabo orodja SCT lahko bazo Oracle migriramo v poljubno drugo
bazo. Orodje poskrbi za avtomatsko pretvorbo shem in nam izpǐse, kolikšen
del baze je uspešno pretvoril. Težave pri kompatibilnosti se lahko pojavijo,
če Aurora ne pozna določenih Oraclovih podatkovnih tipov. Take nekompa-
tibilnosti nam SCT prikaže in ponudi rešitve, nato pa ročno spremenimo tipe
v kompatibilne z uporabo funkcij.
Pri migriranju baze v Auroro je treba najprej ustvariti instanco EC2, ki
bo skrbela za migracijo baze. Na tej instanci zaženemo SCT in odpravimo
vse konflikte. Ob uspešni pretvorbi shem poženemo še DMS. Ta bo poskrbel
za migracijo podatkov, ob čemer ni treba ugašati baze. DMS poskrbi, da
se podatki migrirajo v celoti, tudi tisti, ki bi jih dodali med migracijo. Po
uspešni migraciji lahko ugasnemo instanco EC2.
6.4.2 Azure
Bazo Oracle lahko gostimo v Azurjevih virtualnih strežnikih. Izberemo si
lahko že pripravljen vsebnik s sliko baze Oracle in ustvarimo namenski vir-
tualni strežniki samo za bazo. Vendar pa si moramo za uporabo baze Oracle
sami priskrbeti licenco. Visoko učinkovitost delovanja baze lahko zagotovimo
z uporabo storitev Oracle: Data Guard in Golden Gate. Poleg uporabe stori-
tev Oracle pa lahko visoko učinkovitost in obnovitev po nesreči zagotovimo z
gostovanjem virtualnih strežnikov v različnih regijah. Tako lahko ob napaki
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v določeni regiji avtomatsko preklopimo na drugo [1][29].
Namesto uporabe virtualnih strežnikov za gostovanje baze Oracle na
Azuru lahko bazo migriramo v bazo Azure SQL [16]. Za to vrsto migracije se
lahko odločimo, če nismo zelo odvisni od storitev, ki jih ponuja Oracle. Baza
Azure SQL je optimizirana za delovanje v oblaku in privzeto ponuja visoko
dostopnost. Poleg tega je baza Azure SQL cenovno ugodneǰsa rešitev. V
Azure SQL lahko brez večjih prilagajanj migriramo večino priljubljenih baz
SQL. Azure ponuja naslednje rešitve, ki nam pomagajo pri migraciji baze:
 DMA - Data migration Assistant,
 DMS - Data migration service,
 SSMA - SQL Server Migration Assistant.
DMA je pripomoček, ki nam pomaga oceniti kompatibilnost izvirne baze
s ciljno. Avtomatsko nam pretvori sheme in nam ob nekompatibilnostih po-
nudi rešitve. DMA lahko uporabimo tudi pri nadgradnji stareǰse različice
strežnika SQL, saj nas opozori na spremembe in nekompatibilnosti med
različicami [36].
Tudi Azure ima, tako kot AWS, storitev DMS, ki skrbi za migracijo po-
datkov [34]. Pred migracijo podatkov uporabi funkcionalnost DMA-ja, da
preveri kompatibilnost shem in nato izvede migracijo podatkov. Migracija
se lahko izvede v dveh načinih. Pri prvem je treba bazo izklopiti, migrirati
podatke in nato preusmeriti povezave na novo bazo. Za ta način se odločimo,
če si lahko privoščimo dalǰsi izpad baze. Drugi način pa ponuja aktivno mi-
gracijo podatkov, kar pomeni, da se lahko podatki migrirajo ob delovanju
baze. S tem lahko ohranimo visoko dostopnost baze, po migraciji pa samo
preusmerimo povezave in s tem dosežemo minimalno nedostopnost baze.
SSMA je stareǰsa različica DMS-ja in ponuja podobne funkcionalnosti
kot DMS, zato si lahko pri migraciji izberemo poljubnega. Trenutno SSMA




Azure in Oracle sta se združila pri ponudbi oblačnih storitev, zato lahko plat-
formo Azure uporabimo za gostovanje aplikacije, Oracle pa za bazo. Ker sta
združena, lahko uporabimo Azure ExpressRoute in Oracle FastConnect, da
povežemo oba oblačna ponudnika (Slika 6.1). S tem dobimo hitro povezavo
med oblačnimi ponudniki. Hitrost povezave med ponudniki je primerljiva
s hitrostjo znotraj posameznega ponudnika. Trenutno je povezava med po-
nudnikoma na voljo le na določenih lokacijah, med bližnjimi sta London in
Amsterdam [27].
Slika 6.1: Povezava med oblakoma Azure in Oracle
Oracle ima pestro izbiro storitev v oblaku. Izbiramo lahko med nasle-
dnjimi bazami [28]:
 Oracle Autonomous Data Warehouse (ADW),
 Oracle Autonomous Transaction Processing (ATP),
 Oracle Bare Metal,
 Oracle Virtual Machine,
 Oracle Exadata Cloud Service,
 Oracle Exadata Cloud at Customer.
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Oracle ADW in ATP spadata med storitve SaaS. ADW se uporablja za
shranjevanje podatkov in njihovo analizo, ATP pa se uporablja kot bazo
za aplikacije. Obe sta povsem avtonomni bazi, ki se sami nadgrajujeta,
ohranjata visoko dostopnost in sta enostavni za skaliranje.
Oracle Bare Metal je storitev, ki ponuja bazo v oblaku na fizičnih strežni-
kih, brez virtualizacije. Ker ne uporabimo virtualizacije, pohitrimo delovanje
baze. Za to vrsto storitve se odločajo stranke, ki potrebujejo odzivne, izoli-
rane baze in nad katerimi imajo lahko popoln nadzor.
Oracle Virtual Machine je ceneǰsa rešitev in ponuja povsem prilagodljivo
bazo v virtualnem strežniku. Po potrebi lahko prilagajamo število procesor-
jev in velikost pomnilnika. Baza je povsem skalabilna in ponuja funkcional-
nost RAC, kar omogoča visoko učinkovitost.
Oracle Exadata Cloud Service je visoko zmogljiva baza Oracle za pod-
jetja. Nahaja se v namenskem strežniku. Izbiramo lahko med različnimi
konfiguracijami komponent strežnika. Bazo lahko uporabljamo za različne
namene, kot so procesiranje transakcij, skladǐsčenje podatkov, analitika v
realnem času in drugo. S to vrsto rešitve imamo popoln nadzor nad bazo,
Oracle pa prevzame odgovornost za upravljanje strojne opreme, pomnilnika
in mrežne infrastrukture.
Oracle Exadata Cloud at Customer je nadgrajena rešitev, ki ponuja go-
stovanje strežnikov pri stranki. Tako Oracle postavi strežnike pri stranki in je
odgovoren za njihovo delovanje. Stranka skrbi zgolj za njeno fizično varnost
in uporabo. Arhitektura strežnika je povsem redundantna, kar zagotavlja
visoko dostopnost baze. Stranka je lahko povsem brez skrbi, saj so podatki
shranjeni v lastni infrastrukturi in je migracija s tem zelo olaǰsana.
6.4.4 Google
Žal baza Oracle ni podprta v oblaku Google. To pa ne pomeni, da je ne
moremo gostiti v oblaku. Zgolj zaradi pravnih razlogov je ni mogoče licenčno
uporabljati, obstajajo pa druge rešitve, ki jih ponuja Google in s katerimi
lahko nadomestimo bazo Oracle [47].
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Google ponuja rešitev IaaS, ki lahko gosti poljubno bazo. Težavo imamo
pri uporabi baze Oracle, saj je ne moremo licenčno uporabljati, lahko pa
uporabimo nadomestno bazo, kot sta PostgreSQL ali MySQL [26].
Privzeto bazo Oracle lahko migriramo v izbrano Googlovo bazo SQL,
kot je na primer Cloud SQL za PostgreSQL, ali pa podatkovno skladǐsče
BigQuery. Ob migraciji v Cloud SQL za PostgreSQL ohranimo največjo
mero kompatibilnosti in se izognemo dodatnemu spreminjanju kode.
Cloud Spanner je Googlova baza SQL, zgrajena za oblak. Namenjena
je podjetjem, ki potrebujejo zanesljivo bazo SQL, ki je visoko skalabilna,
globalno porazdeljena in konsistentna. Ponuja visoko zmogljivost baz SQL
s horizontalno skalabilnostjo baz NoSQL. Poleg tega pa je visoko dostopna,
saj se lahko replicira v različne regije. Slabost te vrste migracije je ta, da ni
povsem kompatibilna z bazo Oracle in je treba kodo prilagoditi bazi Spanner.
Žal Google ne ponuja enostavne rešitve za migracijo baze v oblak, zato se
je treba zanesti na storitve, kot je Striim, ki podatke iz izbrane baze replicira
v ciljno. Poleg repliciranja podatkov v Googlov oblak Striim ponuja rešitve
tudi za Azure in AWS.
6.5 Migracija aplikacije
Sistem AS je napisan v ogrodju .NET Core, zato lahko sistem zaženemo na
poljubnem operacijskem sistemu. To je pomemben podatek pri migraciji, saj
nam omeji ali razširi možnosti migracije. Imamo tudi možnost, da aplikacijo
zapakiramo v vsebnik, s čimer si olaǰsamo proces migracije. Vsebniki so lažji
kot virtualni strežniki in so zato bolj priljubljena rešitev. Z uporabo vseb-
nikov aplikacijo povsem izoliramo. To nam omogoči, da jo lahko zaženemo
v poljubnem okolju. Ker lahko pri AS-u izberemo poljuben operacijski sis-
tem, se lahko odločamo med vsebniki Windows ali Linux. Bolj priljubljeni
so vsebniki Linux zaradi večje učinkovitosti.
Aplikacijo moramo najprej zapakirati v poljuben vsebnik, na primer Doc-
ker. Izberemo si poljubno že pripravljeno sliko vsebnika, nanjo pa namestimo
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našo aplikacijo. Z uporabo vsebnika lahko hitreje migriramo med različnimi
oblačnimi ponudniki, saj nismo toliko vezani na njihovo arhitekturo.
6.5.1 AWS
Shranjevanje vsebnikov
Ko ustvarimo sliko vsebnika, jo moramo tudi nekje shraniti. AWS ponuja
odlično rešitev za shranjevanje slik pod imenom Elastic Container Registry
(ECR). Slike lahko verzioniramo in shranjujemo v ECR. Storitev ponuja
visoko dostopnost in varnost. Z uporabo funkcionalnosti Identity and Access
Management (IAM), ki skrbi za nadzorovanje uporabnǐskega dostopa, lahko
vsakemu uporabniku posebej dodelimo dostop do izbranih slik. Poskrbljeno
je tudi za varnost slik, saj ECR uporablja povezavo HTTPS, kar pomeni,
da je povezava do repozitorija varna. Poleg tega pa je slika v repozitoriju
zakriptirana in je s tem še dodatno zaščitena. ECR shranjuje slike Docker in
do njega lahko dostopamo tudi prek vmesnika Docker CLI [4].
Orkestracija vsebnikov
Poleg shranjevanja slik potrebujemo storitev za orkestracijo vsebnikov. AWS
ponuja kar dve rešitvi. Prva je Elastic Container Service (ECS), s katero
lahko na enostaven način skrbimo za orkestracijo vsebnikov. To je lastna
rešitev AWS-ja in je globoko integrirana z drugimi rešitvami AWS-ja, kot so
IAM, ECR, CloudWatch EC2, Fargate in druge. Z uporabo IAM-a lahko
pravice za upravljanje vsebnikov dodelimo le določenim uporabnikom. Za
dodatno varnost lahko vsebnike zaganjamo znotraj VPC-ja (navidezno za-
sebnega oblaka), s čimer ločimo vsebnik od preostalega javnega dela oblaka.
Tudi ECS ponuja visoko dostopnost, s kar 99,99-odstotno stopnjo doseglji-
vosti. Prednost ECS-ja je, da je enostaven za uporabo, ponuja veliko število
integriranih Amazonovih rešitev in je povsem brezplačen [5].
Druga možnost je uporaba storitve Elastic Kubernetes Service (EKS),
s katero lahko prav tako nadzorujemo vsebnike. Enostavno jih skaliramo
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glede na naše potrebe. Kubernetes je odprtokodna rešitev, ki jo Amazon
ponuja kot storitev PaaS. EKS je plačljiv, vendar pa je Kubernetes zaradi
odprtokodnosti priljubljena rešitev tudi pri drugih oblačnih ponudnikih. Z
uporabo Kubernetesa ostanemo neodvisni od arhitekture oblačnega ponu-
dnika in lahko enostavneje migriramo med oblačnimi ponudniki [6].
Izvajanje vsebnikov
Za izvajanje vsebnikov AWS ponuja kar dve storitvi. Prva je Faregate, s ka-
tero lahko enostavno določimo potrebno zmogljivost vsebnika. Faregate sam
poskrbi za dodeljevanje optimalne količine virov, zato nam ni treba upravljati
strežnikov, ampak zgolj določimo količino virov, ki jih bomo namenili vseb-
niku. Faregate sam poskrbi tudi za dodeljevanje zadostne količine strežnikov.
Je odlična izbira, saj je združljiv tako z ECS- kot EKS-orkestratorjem. De-
lovanje vsebnikov lahko podrobno nadzorujemo z uporabo storitve Amazon
CloudWatch Container Insights, s katero lahko zbiramo in obdelujemo po-
datke o delovanju vsebnikov [39].
Namesto Faregata lahko uporabimo storitev EC2, ki ponuja gostovanje
virtualnih strežnikov v oblaku. Na voljo imamo različne strežnike, ki se med
seboj ločijo po zmogljivosti in namenu uporabe. Z uporabo EC2-ja imamo
nadzor nad strežnikom, kjer se vsebnik poganja. S tem povečamo možnosti




Za shranjevanje vsebnikov v Azuru lahko uporabimo storitev Container Re-
gistry. Storitev je visoko dostopna in varna. Slike lahko shranimo v različnih
regijah in jih enostavno sinhroniziramo. Za dodatno varnost lahko upora-
bimo Azure Active directory (AD), ki lahko upravlja uporabnikov dostop
do slik. Shranjujemo lahko različne formate vsebnikov, kot so Docker, Helm,
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Oras in drugi. Slike lahko tudi avtomatsko naložimo že med razvojem aplika-
cije, saj lahko nastavimo avtomatsko posodabljanje slike ob vsaki spremembi
kode v repozitoriju Git. S to avtomatizacijo procesa pa prihranimo čas pri
razvoju aplikacije. Azure poskrbi tudi, da so naložene slike varne. Ob na-
laganju vsako sliko skenira in ugotovi njene varnostne ranljivosti, tako da
preveri uporabljene knjižnice in jih primerja s seznamom znanih ranljivosti.
V nadzorni plošči nam prikaže seznam ranljivosti za posamezno sliko [22].
Orkestracija vsebnikov
Azure Kubernetes Service (AKS) je storitev za orkestracijo vsebnikov. Azure
ponuja odprtokodno storitev Kubernetesu, ki teče na njihovi infrastrukturi.
Z uporabo te se lahko uporabniki zanesejo na visoko skalabilnost in zaneslji-
vost infrastrukture. Ker je Kubernetes priljubljena rešitev, lahko enostavno
migriramo aplikacijo med drugimi oblačnimi ponudniki, kot sta AWS in Goo-
gle, ki tudi ponujata to storitev. Visoko dostopnost lahko zagotovimo z upo-
rabo AKS-ja v različnih regijah in se s tem izognemo nedelovanju aplikacije
ob izpadu podatkovnega centra. Za varnost lahko poskrbimo z uporabo vlog
AD, s katerimi določimo, kateri uporabniki imajo dostop do AKS-ja. Storitev
je povsem brezplačna, plačamo zgolj vire, ki jih trošijo naši vsebniki [13].
Azure poleg AKS-ja ponuja tudi lastno rešitev za orkestracijo vsebni-
kov. Azure Service Fabric je storitev za orkestracijo mikrostoritev, s katerim
lahko orkestriramo tudi naše vsebnike. To je odlična rešitev, če imamo sis-
tem, zgrajen iz mikrostoritev, saj lahko mikrostoritve zapakiramo v vsebnike
in jih upravljamo s Service Fabric. Azure se zanaša na Service Fabric za
ogromno število aplikacij, med drugim Azure Cosmos DB, Azure SQL Da-
tabase, Dynamics 365, Cortana in druge. V nasprotju s Kubernetesom, ki
je centralizirana storitev zaradi centralnega strežnika za upravljanje vozlǐsč,
je Service Fabric povsem decentralizirana. Za produkcijske namene je treba
uporabiti najmanj pet vozlǐsč, s čimer si lahko privoščimo nedostopnost kar
dveh vozlǐsč. Druga večja razlika z AKS-jem je ta, da lahko Service Fabric
gosti aplikacije s stanjem (angl. stateful applications). Takim aplikacijam
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ni treba dostopati do centralne baze, saj hranijo stanje aplikacije pri sebi, s
čimer pohitrimo odzivnost aplikacije. S Service Fabric lahko mikrostoritve
upravljamo lokalno, v Azurju ali pa v drugih oblačnih ponudnikih [15][35].
Azure Openshift je rešitev podjetja Red Hat, s katero lahko orkestriramo
vsebnike. Osnova Openshifta je Kubernetes, ki upravlja vsebnike, vendar
so Kubernetesu dodane tudi druge storitve, s katerimi pokrijemo celotno
upravljanje vsebnikov. Openshift ponuja upravljanje vsebnikov, izbolǰsano
varnost, monitoriranje ter beleženje napak in neprestano podporo Red Hata
in Azurja [14].
Izvajanje vsebnikov
S storitvijo Azure Container Instance lahko na enostaven in hiter način go-
stimo vsebnike v Azurju. Storitev je namenjena za gostovanje enostavnih
aplikacij, pri katerih ni potrebne veliko orkestracije. Ker nam ni treba skrbeti
za upravljanje strežnikov, na katerih tečejo vsebniki, lahko več časa posve-
timo razvoju aplikacije. Vsebnik, ki teče v storitvi Container Instance, upo-
rablja funkcionalnost hipervizorja (angl. hypervisor). Ta poskrbi, da vseb-
nik teče izolirano, brez deljenja jedra z drugimi vsebniki, s čimer povečamo
varnost vsebnika. Container Instance lahko uporabimo v kombinaciji z AKS-
jem. AKS lahko nastavimo, da ob preobremenitvi avtomatsko zažene nove
vsebnike z uporabo Container Instance [21].
App Service je storitev ponudnika Azure za gostovanje aplikacij. Gosti
lahko spletne aplikacije, napisane v jezikih .NET, Node.js, Java, Python in
PHP. Aplikacije lahko tečejo na Windowsu, Linuxu ali pa so zapakirane v
vsebnik. App Servise se uporablja za gostovanje spletnih strani in aplikacij.
Zaradi tega je to idealna rešitev za migracijo spletnih strani, ker nam jih
ni treba pretirano prilagajati. Glavna razlika med App Serviceom in stori-
tvijo Container Instance je v tem, da je App Service namenjen aplikacijam, ki
tečejo dalj časa, medtem ko je Container Instance primerneǰsi za kratkotrajne
aplikacije ali pa za povečanje zmogljivosti aplikacije ob visoki obremenitvi.
App Servicea ne moremo uporabiti v kombinaciji z AKS-jem, kljub temu pa
Diplomska naloga 53
že App Service zagotavlja visoko dostopnost aplikacije. Čeprav sta storitvi
namenjeni drugačni uporabi, pa lahko obe gostita poljubno aplikacijo. De-
lovanje aplikacije lahko enostavno nadzorujemo prek storitev Azure Monitor
in Application Insights [8].
6.5.3 Google Cloud
Shranjevanje vsebnikov
Container Registry je Googlova storitev za shranjevanje vsebnikov Docker.
Shranjevanje vsebnikov lahko optimiziramo, tako da se nam ob vsaki spre-
membi kode v repozitorij Git avtomatsko naredi in shrani nov vsebnik v
Container Registry. Ob vsakem nalaganju novega vsebnika se še dodatno
izvede pregled ranljivosti vsebnika. Prav tako pa lahko vsebnik zavarujemo z
lastnimi pravili, ki se morajo ujemati ob vsakem nalaganju vsebnika v repozi-
torij. Če pride do konfliktov, se vsebnik blokira in prepreči njegovo nalaganje
v Kubernetes. Uporabnikom lahko omejimo dostop do vsebnikov z uporabo
funkcionalnosti Googlove IAM. Visoko dostopnost pa lahko zagotovimo z
uporabo storitve v različnih regijah [23].
Artifact Registry je noveǰsa različica storitve Container Registry. Trenu-
tno je še v različici beta, vendar bo ob končni izdaji nadomestil Container
Registry. Takrat bo treba migrirati projekte iz Container Registry v Artifact
Registry. Migracija ne bi smela biti težavna, saj bo Artifact Registry ponujal
združljivost z vsebniki iz Container Registryja. Artifact Registry bo poleg
funkcionalnosti predhodnika ponujal še dodatne funkcionalnosti - poleg shra-
njevanja vsebnikov bo omogočal tudi shranjevanje paketov Maven, npm in
drugih [9].
Orkestracija vsebnikov
Tako kot v drugih oblačnih ponudnikih imajo tudi pri Googlu orkestrator
vsebnikov Kubernetes. Kubernetes je ustvaril Google za lastne potrebe, ven-
dar mu je kasneje spremenil licenco v odprtokodno. Z uporabo Google Kuber-
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netes Engine (GKE) si olaǰsamo upravljanje orkestratorja Kubernetes. Ker
je GKE rešitev SaaS, nam ni treba skrbeti za infrastrukturo v ozadju in lahko
več časa posvetimo upravljanju vsebnikov. GKE lahko skalira tako horizon-
talno z dodajanjem novih strokov (angl. pods) kot vertikalno s povečanjem
računalnǐskih virov v določenem stroku. GKE neprestano preverja porabo
računalnǐskih virov posameznega stroka in lahko avtomatsko skalira stroke,
da zadovolji potrebam aplikacije. Lahko pa tudi sami nastavimo želene vire,
ki jih posamezen strok potrebuje. Tudi za posodabljanje nam ni treba skr-
beti, saj GKE to počne avtomatsko z ohranjanjem visoke dostopnosti. Za
varnost je še posebej dobro poskrbljeno, saj je GKE skladen s specifikaci-
jami HIPAA in PCI DSS. Podom lahko nastavimo pravila komunikacije med
stroki, s čimer preprečimo nenačrtovano komunikacijo in tako še dodatno za-
gotovimo varnost sistema. Pred postavitvijo novih vsebnikov Binary Auth-
orization preveri, ali so vsebniki podpisani s pravilnimi certifikati. Če niso,
jim prepreči gostovanje v GKE-ju. Z uporabo funkcionalnosti IAM lahko
omejimo pravice uporabnikom za dostop do nastavitev orkestratorja [24].
Izvajanje vsebnikov
App Engine Flexible Environment je platforma za gostovanje vsebnikov.
Vsebniki gostujejo na virtualnih strežnikih, do katerih imamo popoln dostop.
Platforma lahko izvaja kodo v večini izmed priljubljenih programskih jezikov,
kot so Python, .NET, Go, PHP, Node.js. Poleg naštetega pa lahko poganja
vsebnike Docker. Okolje lahko povsem prilagodimo potrebam aplikacije, saj
lahko sami določimo, koliko procesorske moči in spomina potrebuje posame-
zna aplikacija. Sistem spremlja delovanje aplikacije in ob ugotovitvi nedelo-
vanja lahko aplikacijo sam avtomatsko ponovno zažene. Varnostni popravki
operacijskega sistema se avtomatsko namestijo vsak teden ob načrtovanem
ponovnem zagonu strežnika [7].
Cloud Run je platforma za poganjanje vsebnikov v oblaku Google. Lahko
jo uporabimo v kombinaciji z Artifact Registryjem, kjer shranjujemo vseb-
nike. Poleg vsebnikov aplikacij lahko gostimo tudi vsebnike s knjižnicami
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in poljubnimi binarnimi datotekami. Izbiramo lahko tudi operacijski sistem.
Platforma je povsem integrirana z drugimi storitvami Googla za monitori-
ranje delovanja, kot sta Google Monitoring in Google Logging. Plačamo pa
zgolj toliko, kolikor se je naša aplikacija izvajala [20].
6.6 Primer migracije v Azure
AS je kompleksen sistem, ki je povezan z veliko zunanjimi entitetami in
komponentami, zato bomo predstavili migracijo sistema na poenostavljenem
sistemu AS. Osredotočili se bomo na aplikacijo AS in bazo. Migracijo bomo
predstavili na primeru oblačnega ponudnika Azure. Oblačnega ponudnika
Azure smo izbrali, ker ponuja veliko število različnih rešitev za razvijalce.
Poleg tega je eden izmed bolǰsih pri zagotavljanju pokritosti, saj je dostopen
v kar 140 državah. Azure je bil poslan na trg štiri leta po AWS-ju, zato nima
tako velikega tržnega deleža kot AWS. Kljub temu pa je eden izmed hitreje
rastočih, kar ponazarja priljubljenost med uporabniki.
6.6.1 Priprava okolja
Preden začnemo migracijo aplikacije in baze, moramo pripraviti okolje, da
bo skladno z zahtevami PCI DSS. Azure ponuja načrte (angl. blueprint),
s katerimi lahko postavimo začetno okolje. Ima veliko zbirko načrtov, med
drugim tudi za vzpostavitev okolja, ki ustreza standardom PCI DSS. Načrt
poǐsčemo v razdelku
”
Blueprint“ pod imenom PCI-DSS v3.2.1 (Slika 6.2).
Nato ustvarimo lasten načrt s predlogo za PCI DSS. Načrt nam bo avto-
matsko uveljavil politike, ki se jih moramo držati, če želimo biti skladni s
standardom PCI DSS. Izberemo želeno ime skupine virov, v našem primeru
”
NetworkWatcherRG“. To skupino virov uporabljamo kasneje, ko dodajamo
nove vire v Azure in želimo, da so povezani z drugimi viri, ki si delijo stan-
darde PCI DSS. Ko je načrt ustvarjen, ga je treba še objaviti, po objavi pa
ga dodelimo določeni regiji. Izbrali smo regijo zahodne Evrope (angl. West
Europe). Nato se lahko lotimo vzpostavljanja aplikacije in baze v oblaku
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[41].
Slika 6.2: Izbira načrta
6.6.2 Migracija baze
Za migracijo baze smo se odločili uporabiti virtualne strežnike v oblaku
Azure. Za to možnost smo se odločili, ker lahko le na ta način ohranimo bazo
Oracle. To nam olaǰsa postopek celotne migracije baze, saj jo ni potrebno
spreminjati v drugo. Poleg tega pa si poenostavimo migracijo aplikacije, saj
nam ni potrebno spreminjati zalednega sistema za komunikacijo z bazo.
Migracijo baze se lotimo tako, da najprej ustvarimo virtualen strežnik.
Virtualen strežnik ustvarimo iz obstoječe slike baze Oracle. Ker baza AS-a
uporablja bazo Oracle verzije 12, smo izbrali sliko
”
Oracle Database 12.1.0.2
Standard Edition“ (Slika 6.3). Za testno migracijo smo izbrali okolje brez
visoke dostopnosti in s splošno namenskimi procesorji [40].
V naslednjem koraku si izberemo skupino virov, ki smo jo ustvarili ob
izbiri načrta PCI. V našem primeru je to
”
NetworkWatcherRG“. Strežniku
smo dali ime Oracle. Pri nadaljnjih korakih izberemo privzete nastavitve.
Če se nam pri zadnjem koraku pojavi naslednja napaka (Slika 6.4), moramo
dodati izjeme v politiko PCI dovoljenih lokacij.
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Slika 6.3: Konfiguracija baze Oracle
Slika 6.4: Napaka pri vzpostavitvi baze Oracle
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V politiko dovoljenih lokacij moramo dodati še regijo, kjer se nahaja naš
virtualen strežnik, v našem primeru torej zahodno Evropo. To storimo tako,
da potujemo v meni politik z dovoljenimi lokacijami in dodamo zahodno
Evropo pod izjeme (Slika 6.5). Če dobimo več takih napak, moramo za
vsako napako dodati ustrezno izjemo.
Slika 6.5: Dodajanje izjeme v politiko lokacij
Po uspešni namestitvi virtualnega strežnika z bazo se moramo nanj po-
vezati. Na strežnik se lahko povežemo s pomočjo RDP-ja, SSH-ja ali Basti-
ona. Bastion je Azurjeva funkcionalnost za vzpostavitev povezave do virtu-
alnih strežnikov. Povezali se bomo prek Bastiona, zato ga je treba najprej
omogočiti. Ko je Bastion vzpostavljen, se lahko enostavno povežemo na našo
virtualen strežnik z uporabnǐskim imenom, ki smo ga določili pri ustvarjanju,
in zasebnim ključem SSH, ki smo ga dobili ob vzpostavitvi strežnika.
Ustvarjanje baze podatkov
Ko se povežemo v virtualen strežnik, se nam odpre novo okno, v katerem je
konzola. Vzpostaviti je treba še bazo, zato napǐsemo naslednja ukaza (izsek
6.1):
1 $ sudo =su oracle
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2 $ lsnrctl start
Izvorna koda 6.1: Vzpostavitev baze
Ob uspešno izvedenih ukazih se nam v konzoli prikaže naslednji zapis
(Slika 6.6).
Slika 6.6: Nastavitev baze Oracle
Nato je treba narediti novo mapo, v kateri bodo shranjeni podatki baze,
in ustvariti bazo (izvorna koda 6.2).
1 mkdir /u01/app/oracle/oradata
2
3 dbca =silent \
4 =createDatabase \
5 =templateName General Purpose.dbc \
6 =gdbname cdb1 \
7 =sid cdb1 \
8 =responseFile NO VALUE \
9 =characterSet AL32UTF8 \
10 =sysPassword OraPasswd1 \
11 =systemPassword OraPasswd1 \
12 =createAsContainerDatabase true \
13 =numberOfPDBs 1 \
14 =pdbName pdb1 \
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15 =pdbAdminPassword OraPasswd1 \
16 =databaseType MULTIPURPOSE \
17 =automaticMemoryManagement false \
18 =storageType FS \
19 =datafileDestination ”/u01/app/oracle/oradata/”
20 =ignorePreReqs
Izvorna koda 6.2: Ustvarjanje baze
Preden se lahko povežemo na bazo Oracle, je treba dodati še naslednji
okoljski spremenljivki (izsek 6.3):
1 ORACLE SID=cdb1; export ORACLE SID
Izvorna koda 6.3: Dodajanje spremenljivk
Oracle EM Express
Če želimo uporabljati grafični vmesnik Oracle EM Express, moramo za upra-
vljanje baze izvesti še nekaj ukazov (izsek 6.4):
1 sqlplus / as sysdba
2 exec DBMS XDB CONFIG.SETHTTPSPORT(5502);
Izvorna koda 6.4: Nastavitev vrat
Nato preverimo, kakšne vrste dostopa imamo (izsek 6.5):
1 select con id, name, open mode from v$pdbs;
Izvorna koda 6.5: Izbira dostopov
Izhod bo podoben naslednjemu (izsek 6.6):
1 CON ID NAME OPEN MODE
2 =========== ======================
3 2 PDB$SEED READ ONLY
4 3 PDB1 MOUNT
Izvorna koda 6.6: Pregled dostopov
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Če OPEN MODE za PDB1 ni enak READ WRITE, potem je treba iz-
vesti še naslednje ukaze (izsek 6.7):
1 alter session set container=pdb1;
2 alter database open;
Izvorna koda 6.7: Konfiguracija dostopov
Samodejni zagon in zaustavitev baze
Privzeto se baza Oracle ne zažene ob ponovnem zagonu virtualnega strežnika,
zato potrebujemo še nekaj dodatnih nastavitev. V konzolo se vpǐsemo kot
uporabnik root in spremenimo datoteko (izsek 6.8):
1 /etc/oratab
Izvorna koda 6.8: Pot do oratab datoteke
Zapis je treba spremeniti, tako da N spremenimo v Y (izsek 6.9).
1 cdb1:/u01/app/oracle/product/12.1.0/dbhome 1:Y
Izvorna koda 6.9: Vsebina oratab datoteke
Nato ustvarimo datoteko (izsek 6.10):
1 /etc/init.d/dbora
Izvorna koda 6.10: Pot do dbora datoteke
V katero prilepimo vsebino iz izseka 6.11:
1 #!/bin/sh
2 # chkconfig: 345 99 10
3 # Description: Oracle auto start=stop script.
4 #
5 # Set ORA HOME to be equivalent to $ORACLE HOME.




9 case ”$1” in
10 'start')
11 # Start the Oracle databases:
12 # The following command assumes that the Oracle sign=in
13 # will not prompt the user for any values.
14 # Remove ”&” if you don't want startup as
15 # a background process.





21 # Stop the Oracle databases:
22 # The following command assumes that the Oracle sign=in
23 # will not prompt the user for any values.
24 su = $ORA OWNER =c ”$ORA HOME/bin/dbshut $ORA HOME” &
25 rm =f /var/lock/subsys/dbora
26 ;;
27 esac
Izvorna koda 6.11: Vsebina dbora datoteke
Datoteko shranimo, spremenimo dovoljenja datoteke in dodamo povezave
(izsek 6.12):
1 chgrp dba /etc/init.d/dbora
2 chmod 750 /etc/init.d/dbora
3 ln =s /etc/init.d/dbora /etc/rc.d/rc0.d/K01dbora
4 ln =s /etc/init.d/dbora /etc/rc.d/rc3.d/S99dbora
5 ln =s /etc/init.d/dbora /etc/rc.d/rc5.d/S99dbora
Izvorna koda 6.12: Sprememba dovoljenj in dodajanje povezav
Po tem pa virtualen strežnik ponovno zaženemo z ukazom
”
reboot“. Za-
dnji korak pri vzpostavitvi povezave do baze Oracle je odprtje vrat za pove-
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zavo. Za dostopanje do baze Oracle je treba v Azure CLI vpisati spodnja dva
ukaza (izvorna koda 6.13). Namesto myResourceGroup napǐsemo ime našega
PCI skupnega vira, torej
”
NetworkWatcherRG“, namesto myVmNSG pa ime
omrežnega vmesnika virtualnega strežnika, v našem primeru
”
oraclensg512“.
1 az network nsg rule create \
2 ==resource=group myResourceGroup\
3 ==nsg=name myVmNSG \
4 ==name allow=oracle \
5 ==protocol tcp \
6 ==priority 1001 \
7 ==destination=port=range 1521
8
9 az network nsg rule create \
10 ==resource=group myResourceGroup \
11 ==nsg=name myVmNSG \
12 ==name allow=oracle=EM \
13 ==protocol tcp \
14 ==priority 1002 \
15 ==destination=port=range 5502
Izvorna koda 6.13: Dodajanje omrežnih pravil
Po dodanih vratih za dostop lahko dostopamo do virtualnega strežnika
na naslovu prikazanem v izseku 6.14:
1 https://<VM ip address or hostname>:5502/em
Izvorna koda 6.14: Naslov virtualnega strežnika
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Prikazalo se nam bo spodnje okno (Slika 6.7), v katerega vpǐsemo upo-
rabnǐsko ime
”




Slika 6.7: Prijava v bazo Oracle
Konzola baze je prikazana na sliki 6.8:
Slika 6.8: Konzola Oracle




Pred migracijo aplikacije bomo aplikacijo zapakirali v vsebnik [46]. Ker je
testna aplikacija AS napisana samo v okolju .NET Core, bomo aplikacijo za-
pakirali v vsebnik Docker. Preden se lotimo pakiranja aplikacije, jo moramo
objaviti z ukazom
”
Publish“. Da spravimo aplikacijo v vsebnik, najprej po-
trebujemo sliko Docker, na katero bomo aplikacijo naložili. Sliko okolja .NET
poberemo z ukazom 6.15:
1 docker pull mcr.microsoft.com/dotnet/core/runtime:2.1
Izvorna koda 6.15: Prenos slike
Nato naredimo datoteko Docker v mapi, kjer se nahaja datoteka .csproj.
Datoteko Docker bomo poimenovali
”
Dockerfile“ in vanjo vstavili naslednje
ukaze (izsek 6.16):
1 FROM mcr.microsoft.com/dotnet/core/runtime:2.1
2 COPY bin/Release/netcoreapp2.1/publish/ App/
3 WORKDIR /App
4 ENTRYPOINT [”dotnet”, ”AS.dll”]
Izvorna koda 6.16: Konfiguracija vsebnika
V prvi vrstici povemo, katero sliko bomo uporabili. Ker je AS napisan
v .NET Core različici 2.1, uporabimo sliko z oznako 2.1. Podatke, ki so se
ustvarili v mapi publish, kopiramo v mapo App znotraj vsebnika. Z ukazom
WORKDIR se premaknemo v mapo App znotraj vsebnika. Zadnji ukaz
ENTRYPOINT pove, kako zagnati vsebnik.
V terminalu nato zaženemo naslednji ukaz 6.17, ki naredi sliko AS-a.
Sliko označimo z v1.
1 docker build =t as=image:v1 =f Dockerfile .
Izvorna koda 6.17: Gradnja slike
Ali se je slika uspešno zgradila, lahko preverimo z ukazom
”
docker ima-
ges“, ki nam bo prikazal vse slike. Ko je slika narejena, potrebujemo še
vsebnik. Ustvarimo ga z ukazom 6.18:
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1 docker create ==name as=container as=image:v1
Izvorna koda 6.18: Gradnja vsebnika
Ko je vsebnik ustvarjen, ga lahko zaženemo in ustavimo z naslednjima
ukazoma 6.19:
1 docker start as=container
2 docker stop as=container
Izvorna koda 6.19: Zagon in zaustavitev vsebnika
Ko je testiranje aplikacije končano, jo je treba še prenesti v Azurjev Con-
tainer Registry, kjer bomo shranjevali slike vsebnikov. V Azurju naredimo
Container Registry in ga poimenujemo
”
migrationTest“. Sliko moramo naj-
prej pripraviti, da jo lahko prenesemo v Container registry. Označimo jo z
imenom našega repozitorija (izsek 6.20):
1 docker tag as=image:v1 migrationtest.azurecr.io/as=image:v1
Izvorna koda 6.20: Označevanje vsebnika
Nato pa jo potisnemo še v repozitorij (izsek 6.21):
1 docker push migrationtest.azurecr.io/as=image
Izvorna koda 6.21: Shranjevanje vsebnika
Ko je slika shranjena v Container Registryju, jo lahko na enostaven način
gostimo v storitvi Container Instance ali App Serviceu. Pomaknemo se v
meni
”
Containers“, izberemo sliko as-image in v razdelku z več možnostmi
izberemo
”
Run instance“ (Slika 6.9).
V storitvi Container Instance lahko upravljamo delovanje vsebnika (Slika
6.10).
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6.7 Sklep in ugotovitve migracije
Izvedli smo testno migracijo okrnjene aplikacije AS in baze Oracle v oblak.
Dejanska migracija celotne aplikacije AS bi bila bolj zapletena, zato smo
migrirali le tisti njen del, ki je v celoti napisan v ogrodju .NET Core. Apli-
kacijo smo zapakirali v vsebnik Docker in jo nato gostili v oblaku Azure.
Ta oblika migracije omogoča, da ohranimo fleksibilnost med oblačnimi ponu-
dniki in storitvami, hkrati pa lahko na enostaven način skaliramo aplikacijo,
ohranimo visoko dostopnost in poenostavimo upravljanje. Bazo Oracle smo
migrirali v virtualen strežnik Azure, saj smo le tako lahko ohranili bazo Ora-
cle in nam ni bilo treba migrirati v drugo.
Skozi diplomsko nalogo smo raziskali možnosti migracije AS-a v oblak. V
poglavju 6 smo omenili njene glavne cilje: zmanǰsani stroški, poenostavljeno
upravljanje, večja robustnost, varnost, skalabilnost in zmogljivost sistema.
Izvedli smo le testno migracijo poenostavljenega sistema AS, kljub temu pa
lahko preverimo, ali bi cilje dosegli tudi ob dejanski migraciji AS-a.
Ker je bilo zmanǰsanje stroškov eden izmed glavnih ciljev migracije sis-
tema v oblak, lahko primerjamo, ali bi se stroški dejansko zmanǰsali, ostali
enaki ali pa povečali po migraciji. Primerjava stroškov je zelo zapletena,
saj ne moremo sešteti vseh stroškov gostovanja tako kompleksnega sistema,
kot je AS. Sestavlja ga kompleksna arhitektura in odvisen je od velikega
števila podpornih sistemov. V stroške moramo tudi prǐsteti najem prostorov
za strežnike, nakup strežnikov, omar, elektrike, omrežja, generatorja, brez-
prekinitvenega napajanja (angl. uninterruptible power supply), požarnega
zida, licenc in druge podporne infrastrukture. Za vse te stvari pa oblačni
ponudnik poskrbi sam. Ker je ne glede na velikost podjetja treba zagotoviti
infrastrukturo z visoko učinkovitostjo, je za manǰsa podjetja, kot je Dinit, to
lahko velik strošek, saj infrastruktura ni izkorǐsčena v celoti. Po grobi oceni
bi bili stroški gostovanja AS-a v oblaku dosti manǰsi, saj nam ne bi bilo treba
skrbeti za celotno infrastrukturo, vendar pa bi bila migracija smiselna samo
takrat, ko bi nam uspelo migrirati vse aplikacije in ne samo AS-a. Do ta-
krat pa bi bili stroški dejansko večji, saj bi poleg stroškov upravljanja lastne
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infrastrukture plačevali še za storitve oblačnega ponudnika.
Upravljanje sistema bi se poenostavilo, saj bi za večji del upravljanja se-
daj skrbel oblačni ponudnik. Ker smo se odločili za migracijo aplikacije v
storitev PaaS, je nam prepuščeno zgolj upravljanje aplikacije in podatkov.
Bazo smo sicer migrirali v storitev IaaS, kljub temu pa se je upravljanje sis-
tema poenostavilo. Še vedno moramo skrbeti za posodabljanje operacijskega
sistema virtualnega strežnika in aplikacij, ki tečejo na njem, vendar se je
odgovornost upravljanja infrastrukture v celoti prenesla na oblačnega ponu-
dnika. S tako vrsto migracije smo si olaǰsali upravljanje celotnega sistema
AS.
Tudi cilje robustnosti, zmogljivosti in skalabilnosti bi lahko z migracijo
v oblak enostavno dosegli. Kot primer lahko vzamemo oblak Azure, kjer bi
lahko z migracijo sistema dosegli zahtevano mejo 99,95 % SLA. Tako baza
kot virtualni strežniki, ki gostujejo v oblaku Azure, imajo SLA vǐsji ali enak
99,95 % ob gostovanju aplikacije v več regijah [31][30]. Tako lahko zagotovimo
visoko učinkovitost in zadostimo ciljem robustnosti sistema. Želeno skalabil-
nost lahko dosežemo z uporabo AKS-ja, s katerim lahko ročno ali pa avto-
matsko skaliramo vsebnike. Zmogljivost sistema lahko enostavno dosežemo
s konfiguriranjem specifikacij po naših željah.
Varnost bi se z migracijo v oblak lahko celo povečala. Čeprav podatki niso
shranjeni pri nas in ne moremo nadzorovati njihove varnosti, smo lahko mirni,
da so podatki varno shranjeni pri oblačnem ponudniku. To pa zato, ker večji
oblačni ponudniki vlagajo veliko denarja v varnost svoje infrastrukture in
zaposlujejo izkušeno osebje za varovanje sistema. Varnost sistema izkazujejo
tudi z vrstami certifikatov. Za migracijo v oblak mora ponudnik oblačnih
storitev imeti certifikat PCI DSS, s katerim zagotavlja skladnost sistema za
upravljanje kartičnih podatkov. Ker so to zelo striktni certifikati, smo lahko
brez skrbi, da so tudi bolj zaupni podatki varno shranjeni.
Ugotovili smo, da bi bili vsi glavni cilji migracije doseženi, le cilji glede
stroškov bi bili doseženi samo ob popolni migraciji Dinitove infrastrukture
in vseh drugih Dinitovih aplikacij v oblak. Ker pa je zmanǰsanje stroškov
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eden glavnih motivatorjev migracije, si je treba prizadevati, da so tudi druge
aplikacije pripravljene na tako selitev, saj bi bilo najbolǰse seliti vse naenkrat.
Migracija bi bila sicer izvedljiva, ampak je za zdaj še nesmiselna.
Poglavje 7
Zaključek
V začetku diplomske naloge smo opisali različne modele računalnǐstva v
oblaku, kot so IaaS, PaaS in SaaS. Model IaaS ponuja najbolj prilagodljivo
okolje, vendar pa moramo zaradi tega sami poskrbeti za upravljanje ter poso-
dabljanje operacijskega sistema in aplikacij. Pri modelu PaaS imamo na raz-
polago ponudnikovo platformo, kar pomeni, da ponudnik sam skrbi za njeno
posodabljanje. To nam vzame del prilagodljivosti, vendar pa smo lahko brez-
skrbni pri vzdrževanju sistema, zato lahko več časa posvetimo razvoju novih
aplikacij. Model SaaS ponuja že narejene aplikacije. Njegove prednosti so, da
nam ni treba skrbeti za nadgrajevanje aplikacije in njihov razvoj. Po drugi
strani pa smo omejeni, saj moramo našo aplikacijo zamenjati za njihovo, kar
ni vedno mogoče. Pri modelu SaaS imamo najmanj skrbi, vendar pa je zato
najmanj prilagodljiv. Pri odločanju za najprimerneǰsi model za migracijo
plačilnega avtorizacijskega sistema v oblak, model SaaS ne pride v poštev.
Pri tem modelu bi bilo treba zamenjati AS za ponudnikovo aplikacijo, ker
pa gre za zelo specifičen sistem, nad katerim potrebujemo popoln nadzor, to
ni mogoče. Ker si želimo olaǰsati upravljanje sistema po migraciji v oblak,
tudi model IaaS ni ravno primeren, zato smo se v diplomski nalogi odločili
za migriranje avtorizacijskega sistema v model PaaS. Ta ponuja najbolǰse
razmerje med modeloma IaaS in SaaS.
Nato smo opisali tri večje oblačne ponudnike in se pri opisovanju mi-
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gracije plačilnega avtorizacijskega sistema v oblak osredotočimo na njihove
storitve. V diplomskem delu smo opisali Dinitov sistem za avtorizacijo plačil
s karticami. Sistem avtorizira plačila s karticami Diners in mBills. Gre za
kompleksen sistem, sestavljen iz več komponent, zato smo raziskali možnosti
migracije posamezne komponente, aplikacije in baze sistema. Pri migriranju
sistema v oblak smo se osredotočili na oblačne ponudnike AWS, Azure in
Google. Ločeno smo opisali migracijo komponent, aplikacije in baze v stori-
tve posameznega ponudnika. Naredili smo analizo najprimerneǰsih storitev
posameznega oblačnega ponudnika in se tako lažje odločili za migracijo k
določenemu ponudniku. Na podlagi predstavljenih možnosti migracije smo
naredili testno migracijo poenostavljene aplikacije AS.
Menimo, da se bo v prihodnosti čedalje več aplikacij selilo v oblak, saj
lahko s tem zagotovimo večjo dostopnost aplikacij, varnosti, hkrati pa si
olaǰsamo vzdrževanje sistema. Oblak predstavlja idealno okolje za začetek
razvoja prototipnih aplikacij, saj je investicija v primerjavi z alternativo nižja.
Poleg tega pa porabimo manj časa pri postavitvi infrastrukture in varnosti,
saj za vse to poskrbi oblačni ponudnik. Tako lahko več časa posvetimo
razvoju aplikacije in jo hitreje pošljemo na trg. V primeru povečanega pov-
praševanja pa lahko enostavno povečamo zmogljivost sistema. Čedalje več
aplikacij se razvija v obliki mikrostoritev, ki so zapakirane v vsebnike in go-
stovane v oblaku. Prednosti takega načina razvoja aplikacij je veliko in vedno
več ljudi se začenja tega zavedati, zato lahko rečemo, da razvoj aplikacij v
oblaku ni več prihodnost ampak sedanjost.
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